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Abstract—Anomaly detection has wide applications in machine intelligence but is still a difficult unsolved problem. Major challenges include the rarity of labeled anomalies and it is a class highly imbalanced problem. Traditional unsupervised anomaly detectors are suboptimal while supervised models can easily make biased predictions towards normal data. In this paper, we present a new supervised anomaly detector through introducing the novel Ensemble Active Learning Generative Adversarial Network (EAL-GAN). EAL-GAN is a conditional GAN having a unique one generator vs. multiple discriminators architecture where anomaly detection is implemented by an auxiliary classifier of the discriminator. In addition to using the conditional GAN to generate class balanced supplementary training data, an innovative ensemble learning loss function ensuring each discriminator makes up for the deficiencies of the others is designed to overcome the class imbalanced problem, and an active learning algorithm is introduced to significantly reduce the cost of labeling real-world data. We present extensive experimental results to demonstrate that the new anomaly detector consistently outperforms a variety of SOTA methods by significant margins. The codes are available on Github.
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1 INTRODUCTION

ANOMALIES anomalies (also known as outliers, novelties, or faults) refer to the data points that deviate significantly from the majority of available data[1]. Due to the valid, interesting and potentially valuable patterns they often represent, detecting such data could provide valuable knowledge in various real-world applications, such as finance fraud detection[2], intrusion detection[3], rare information detection in healthcare[4],[5] and video analysis[6],[7]. Three substantial challenges in these applications are: (i) It is very difficult to obtain sufficient anomalies and their ground-truths to train an anomaly detector due to the prohibitive cost of collecting and labeling such data. (ii) Anomalies often exhibit very different anomalous behaviors, as a result, training an anomaly detector could be quite a challenge for the commonly-used optimization techniques, which generally assume that data within the same class should be similar to each other[8]. (iii) The available data could present a highly skewed distribution due to the rarity of anomalies. Consequently, most supervised models can easily make biased predictions to the normal data.

To address these challenges, researchers generally adopt a two-step unsupervised learning procedure to isolate the anomalies from normal data: They first learn to represent all the available data with new representations, e.g., distance metric spaces in[9],[10],[11], representations in a projected space[12],[13],[14],[15],[16], or latent spaces in generative adversarial networks (GANs)[4],[17],[18],[19]. And then, the data which significantly deviates from the established normal profiles will be identified as potential anomalies. In most of these unsupervised methods, representation learning and anomaly detector training are separated into two independent procedures, therefore, such methods may yield suboptimal representations or representations irrelevant to the anomaly detection task[8]. To avoid this problem, some works have incorporated traditional anomaly scoring metrics into the representation learning objective to improve the quality of learned representations[20]. However, these methods mainly focus on unsupervised solutions, so they share the common shortcoming of unsupervised learning, often identify anomalies that are merely uninteresting data or noise. In recent years, deep learning has gained remarkable success in various applications and has also shown promising potential in anomaly detection. However, most existing deep anomaly detectors[21],[22],[23] are unsupervised methods, therefore they also suffer from the inherent limitations of such methods.

Conditional generative adversarial networks (cGANs)[24],[25] have demonstrated exceptional ability in generating labeled samples indistinguishable from real world data. It therefore offers an appealing prospect of overcoming the problem of lack of labelled data in supervised anomaly detection by conditionally generating class balanced data. However, despite the promising performance of cGANs in modeling various conditional distributions, the performances of standard cGANs heavily depends on the size
of labeled training data \cite{26}. Very importantly, a standard cGAN is never designed for the class imbalanced scenarios. In anomaly detection, labeled anomalies are rarities and the distribution of the available data is highly skewed. Therefore anomaly detection presents major challenges for a common cGAN.

In this paper, we present a supervised anomaly detection method through designing a cGAN featuring an ensemble of discriminators that are trained based on a novel ensemble active learning strategy. At the heart of our new method is the ensemble active learning generative adversarial network (EAL-GAN) which has the following novel features and advantages:

- **Unique Network Architecture.** EAL-GAN is a conditional GAN featuring a unique one generator vs. multiple discriminators architecture. Each discriminator consists of two classifiers simultaneously performs two classification tasks: (i) An adversarial classifier performs real and generated data classification, and (ii) an auxiliary classifier performs anomaly and normal data classification. An ensemble learning algorithm is developed to train the multiple discriminators to overcome the class imbalanced issue. The auxiliary classifier acts as an active learning sampler as well as the anomaly detector.

- **Novel Ensemble Learning Loss function.** A novel ensemble learning loss function is designed to ensure that the ensemble of discriminators complementing each other. Each discriminator adaptively focuses on the samples wrongly classified by the others thus overcoming the problem of bias classification towards the classes with larger number of samples.

- **Active Ensemble Learning Reduces the Cost of Labeling Data.** An active sampling strategy is incorporated into the EAL-GAN framework. The active sampling strategy progressively selects the data carrying the most information but accounting for relatively small proportion of the available real data to not only optimize the discriminator ensemble, but also guide the generator to produce sufficiently balanced fake data. The selected real data and the generated fake data are used to train the discriminators thus significantly reducing the cost of annotating anomaly data for training a fully supervised detector. Empirical results show that in a batch-wise training procedure, EAL-GAN can provide state-of-the-art performance by only labeling 5% of the real data in each batch.

- **Multi-Discriminator Ensemble Learning Enhances Regularization and Generalization.** In the proposed EAL-GAN framework, the discriminator is designed as a multi-task neural network. By effectively incorporating multiple discriminators into one ensemble with a novel ensemble learning loss function, the EAL-GAN shows enhanced capability to resist overfitting. This makes it easy to obtain an anomaly detector with optimal generalization or determine the stop node of GAN training by choosing the model with the best empirical performance (please see Fig. 2 and Section 3.3).

- **The EAL-GAN is a High Quality cGAN.** The unique architecture and innovative ensemble learning algorithm have ensured that EAL-GAN is a high-quality conditional data generator. This is demonstrated by the fact that anomaly detectors trained with only the generated data can be as good as those trained with the real data and that mixing generated data with the real data can further improve performances.

- **State of the Art Performances.** Extensive experiments have been carried out on 20 widely used real world anomaly detection benchmark datasets and a variety of synthetic datasets. Performances are compared to 9 state-of-the-art anomaly detection methods from 6 categories in the literature. The new EAL-GAN method consistently outperforms the best methods available, often by significant margins, achieving AUC performance improvements range from 5.7% over the best deep learning detector, to 16.4% over the best traditional detector, and to 16.8% over the best ensemble detector; and achieving Gmean performance improvements range from 37.9% over the best deep learning detector, to 49.2% over the best ensemble detector, and to 52.5% over the best traditional detector.

## 2 Related Work

In this section, we summarize the progress in anomaly detection and active learning, both of which are related to the work in this paper.

### 2.1 Anomaly Detection

During the past decades, various anomaly detection methods have been introduced. We roughly group all the methods into: traditional methods and deep methods. More comprehensive review can be found in \cite{1}, \cite{27}, \cite{28}.

#### 2.1.1 Traditional Anomaly Detection Methods

A common assumption in traditional anomaly detection is that the anomalies are rare and diverse, which makes it infeasible to collect and label sufficiently large data to build discriminative models. Thus, researchers attempt to create a model representing the normal data and identify the data that deviates significantly from the established normal behaviors as anomalies. Among various methods, density-based \cite{29}, \cite{30}, \cite{31}, \cite{32}, \cite{33}, clustering-based \cite{34}, \cite{35}, distance-based methods \cite{9}, \cite{10} and ensemble detectors \cite{36}, \cite{37}, \cite{38}, \cite{39} are the most popular methods.

Density-based methods usually estimate the density function of the data, and then identify the anomalies as those having large deviations from the density peaks. For example, given a training set, the Gaussian mixture model (GMM) \cite{29} fits a given number of Gaussian distributions to the data via the Expectation-Maximization (EM) \cite{30} algorithm. The data points with the smallest likelihood are identified as anomalies. The Kernel Density Estimation (KDE) method \cite{31} approximates a dataset’s local density function by building a kernel function for each data point and then summing the local contributions of each kernel. Anomalies are identified as those which have significantly different local densities from their neighbors. KDE is efficient for the anomaly detection. However, as shown in \cite{32}, the original KDE is sensitive to outliers. To overcome this, recent studies have adopted robust loss function \cite{33} and weighted neighborhood density estimation \cite{34} to estimate the local density. The Support Vector Data Description
(SVDD) \cite{12} does not explicitly define a density function, instead, it finds the smallest hypersphere in the projected high-dimensional space that can enclose all the normal data. Any data located outside such a hypersphere is identified as an anomaly. SVDD is known for its excellence in handling small sample size, high dimensionality and non-linearity. However, setting optimal hyper-parameter is the key, which largely depends on the available expertise. The reconstruction-based methods, such as Principal Component Analysis (PCA) \cite{13, 15} and Matrix Factorization (MF) \cite{40}, allow for the projection of original instance into a latent space, where instances are more separable, and then reconstruct the original instance from the latent space. The data with high reconstruction error will be identified as anomalies.

Another widely used anomaly detection method, clustering-based method, detects anomalies after clustering the data. The data located far away from any cluster center, the data located in very sparse or small clusters \cite{34} will be identified as anomalies. Since clustering methods don’t consider the ground-truths, they are suitable for the scenarios where certain level of robustness is required. For example, Nour.et al. \cite{34} combined $k$-means clustering, Local Outlier Factor (LOF) and SVDD to detect the anomalies in a dataset with imperfect labels. Shi and Zhang \cite{33} adopted clustering to iteratively detect anomalies in multi-dimensional data. The general clustering-based methods build on the assumption that the normal data are dense enough, however, this assumption cannot hold in some complex distributions. Worse still, clustering techniques need to pre-determine the cluster types and numbers, which can be crucial and very difficult in practical applications. All these inherent limitations can lead to reduced performance on data with high dimensionality or intricate relations.

Unlike other methods, distance-based methods make no assumption about the data distribution, and only use the distance measure to identify anomalies. Typical distance-based methods include: (1) $k$-nearest neighbor ($k$NN) \cite{9} method, which measures the rarity of the data according the distance to their $k$ nearest neighbors. (2) Fast Angle-based Outlier Detection (FastABOD) \cite{10}, which quickly estimates the angular variation of each data point using the radius and variance of angles measured at each data point.

Research efforts have also been devoted to designing various ensemble learning for anomaly detection. Compared with single detector, ensemble learning combines several diverse and complementary models. It has been shown in \cite{36, 37, 38, 39} that building ensemble detectors can substantially improve the efficacy of the above traditional anomaly detectors. Among various anomaly ensembles, iForest \cite{36} is the most popular one which builds an ensemble of tree detectors by performing recursive random splits on feature values, hence generating trees capable of isolating any data point into some subspaces.

\subsection*{2.1.2 Deep Anomaly Detection Methods}

In recent years, deep learning methods have shown exceptional ability for discovering anomalies in complex data distributions. Current popular deep anomaly detectors include deep auto-encoders \cite{21, 22, 23} and GAN-based methods \cite{4, 17, 18, 19}. Deep auto-encoder adopts a bottleneck-like deep architecture to map the original data into a low-dimensional representation space, and then reconstruct the original data from the learned representation. In such a compression and decompression procedure, the data with higher reconstruction-error will be identified as anomalies. The idea of deep auto-encoder is very similar to the traditional reconstruction-based methods, i.e., PCA and MF. The major difference between these two methods is the greater power of auto-encoder in modeling complex data distributions \cite{17}.

GAN can capture the data distribution of real data through an adversarial learning process. Specifically, GAN leverages a generator network to generate realistic data, and a discriminator network to distinguish the generated data from the real data. Two networks compete with each other until the whole system converge to the Nash equilibrium. In such a condition, the generator can map a latent vector to realistic data, while the discriminator can reconstruct the latent vector from the real data. Any data with higher reconstruction-error will be treated as anomalies. Compared to traditional shallow models, GAN can capture more complex feature interaction, therefore, increased efforts have been devoted to this emerging technique. For example, Schlegel et al. \cite{4} designed a deep convolutional generative adversarial network (AnoGAN) to learn a manifold of normal anatomical variability. AnoGAN can map medical images from image space to the latent space, such that abnormal markers in medical images can be discovered. Donahue et al. \cite{19} proposed a Bidirectional Generative Adversarial Network (BiGAN) to jointly train the mapping from image space to latent space and vice versa. BiGAN has also been used in \cite{18}, in which various methods have been proposed to stabilize the GAN training and bring significantly better performance. Despite their promising performance, all these methods are unsupervised methods which use GAN as a powerful feature extractor or re-constructor. These methods may lead to a common problem of unsupervised anomaly detection that many of the anomalies they identify are uninteresting. Liu et al. \cite{17} proposed an unsupervised GAN with multiple generators for outlier detection. The proposed GAN actively selects potential anomalies from a uniform reference distribution and trains the discriminator with the sampled data. In such a manner, the discriminator can be trained as a binary classifier for outlier detection.

\subsection*{2.2 Active Learning}

The basic idea of active learning is to iteratively select and label the most useful unlabeled samples to boost the model. As a hot research topic, various active learning methods are designed with different formulas, and the organization of them are almost based on two criteria, i.e., the uncertainty \cite{26, 41, 42, 43} and diversity \cite{44, 45}. While uncertainty-based methods directly query the most uncertain samples whose prediction labels have low confidence, the diversity-based methods select the most dissimilar samples, thus the information redundancy among the samples can be reduced. These methods have been successfully applied to a variety of problems, such as activity recognition \cite{42}, image classification \cite{45}, outlier detection \cite{17} and social bot detection \cite{47}.
Despite its effectiveness of handling the lack of labeled data problem, active learning still has some issues in many real-world applications. For example, uncertainty-based methods exhibit limitations in removing the redundancy between samples. In response to these issues, researchers have proposed various active learning methods. For example, while Wang et al. [43] evaluated the uncertainty of a sample based on the information extracted from multiple kernels, Hasan et al. [42] designed a sample selection strategy that considers both the informativeness and the contextual information of the individual activity, such that the proposed active learning can be successfully applied to activity recognition. Li et al. [44] approach the active learning and feature selection as a joint learning problem. Specifically, in the matrix decomposition process, the proposed method selects both the samples and features that can best reconstruct the original data.

Recently, researchers have also applied active learning to deep learning, where large number of labeled data are needed. For example, some works apply active learning methods in deep image classification tasks [46]. There are also a few methods using deep generative models, such as GANs, to generate or acquire more effective labeled data [48], [49]. While these methods use GANs to improve active learning, we employ active learning to reduce the labeling cost for training a cGAN. Moreover, we evaluate the uncertainty of a sample with the confidence provided by an ensemble model. Therefore, the bias caused by adopting single metric or single model can be potentially reduced.

3 Anomaly Detection Using cGAN and Ensemble Active Learning

In the following parts, the superscript r and g denote the real distribution and generative distribution, respectively. We first formally give the problem statement and challenges in this study, and then describe the details of the proposed framework.

3.1 Problem Statement

We aim to find a classification boundary that can effectively separate anomalies from normal data. Specifically, given a dataset of n training samples \( \mathcal{X} = \{x_1, x_2, ..., x_n\} \) with \( x_i \in \mathbb{R}^d \), and label \( \mathcal{Y} = \{y_1, y_2, ..., y_n\} \) where label \( y_i = 1 \) indicates \( x_i \) is an anomaly and \( y_i = 0 \) for a normal data, our goal is to learn an anomaly detection function \( \phi(x) \in \{0, 1\} \) that assigns a label of 1 to an anomaly and 0 to normal data. To this end, one can minimize the loss \( \mathcal{L}_\phi \) for \( \phi(x) \) as follows:

\[
\mathcal{L}_\phi = \frac{1}{n} \sum_{i=1}^{n} \left( C_1 y_i \log(\phi(x_i)) + C_0 (1 - y_i) \log(1 - \phi(x_i)) \right) \quad (1)
\]

Where \( C_1 \) and \( C_0 \) denote the misclassification costs for the anomaly and normal data, respectively. Given a large training set with sufficiently balanced class distribution, minimizing the loss function in Eq.(1) forces \( \phi(x) \) to converge to two conditions: (i) The data of the same class converge to the class distribution with the same density peaks, and the data of different classes correspond to different peak positions. (ii) \( \phi(x_i) > \phi(x_j) \) if \( x_i \) is an anomaly and \( x_j \) is a normal data point. As such, the anomaly detection function \( \phi(x) \) can be learned in a supervised manner to find the classification boundary that can effectively separate the anomaly from normal data in the prediction space.

However, learning guided by the loss function in Eq.(1) can encounter serious problem due to the skewed distribution in the training data. There are far fewer occurrences of anomaly data and it can be prohibitively expensive to accurately label them, this has led to the situation where anomaly data is seriously under-represented. For learning algorithms based on gradient descent, most of the gradients will be produced by the easily available normal data. Consequently, the model can easily make biased predictions towards the normal data. To build an effective supervised model for this task, the fundamental problem here is how to better represent the anomaly data. In this paper, a conditional Generative Adversarial Network consisting of an ensemble of active learning discriminators (EAL-GAN) is designed to tackle the aforementioned challenges of designing a supervised anomaly detector.

3.2 A cGAN with an Ensemble of Active Learning Discriminators (EAL-GAN)

A cGAN generates labeled data by conducting an adversarial competition between two neural networks: a conditional generator G and a conditional discriminator D. The generator G, which takes the combination of class label information \( y^0 \) and a noise vector \( z \sim p(z) \) as input, can directly generate realistic data \( x^0 \) of a given class \( y^0 \) to fool the discriminator. While the discriminator D is trained to:

(i) distinguish the generated data \( x^0 \sim p^0(x) \) from the real data \( x^r \sim p^r(x) \), and
(ii) give the input data a probability distribution over its class labels. In such a framework, the generator is encouraged to synthesize more realistic samples conditioned on the class label \( y^0 \), so that the class probability predicted by the discriminator can be maximized. At the same time, the discriminator can be trained with more high-quality generated data. The two networks iteratively get their learning signal from the adversarial learning process until: (i) the generator’s outputs follow the data distribution conditioned on the given class label, and (ii) the discriminator can be an effective classifier for various classification tasks, for example, anomaly detection.

When applied to anomaly detection, a standard cGAN has two major limitations: (i) Training samples with class labels are very expensive to obtain. (ii) The class distributions of the training samples are highly imbalanced with far more normal samples than anomaly samples, this will lead to the discriminator heavily bias towards normal data thus resulting in a poor anomaly detector.

3.2.1 Network Structure

To overcome the limitations described above, we propose a conditional GAN with an ensemble of discriminators and an active learning strategy. The network structure of the proposed EAL-GAN is illustrated in Fig.1. To be more specific, EAL-GAN is composed of one generator G, and an ensemble of m discriminators \( D_1, D_2, \ldots, D_m \) which are trained based on an active learning algorithm.
The generator $G$ receives a random input vector $z \sim p(z)$ and an embedding vector of class label $y^g$ as its input, yielding $x^g = G(z, y^g)$ as its output. This formulation allows $G$ to generate data conditioned on label $y^g$, and the quality of $G$ is evaluated by iteratively feeding the labeled data $x^g = G(z, y^g)$ to the discriminators. Each of the discriminators is composed of two parts: (i) An adversarial classifier $C$ which is used to distinguish the real data $x^r$ from the generated data $x^g$. (ii) An auxiliary classifier aiming to classify the input of the discriminator into anomaly or normal classes. The output of $\phi(x)$ has a Sigmoid activation function so its outputs fall into the range $[0, 1]$. Anomaly detection is achieved through this auxiliary classifier, $\phi(x) > 0.5$ indicates that $x$ is an anomaly, otherwise, $x$ is a normal data.

The output of the adversarial classifier $C$ is the inner product between the embedded condition vector of class label $y$ and a feature vector extracted from the hidden layers of discriminator. The embedded condition vector will turn the adversarial classifier $C$ into a projection discriminator \cite{50}, which incorporates the conditional information when distinguishing whether its input is real or fake.

Compared with other popular cGANs (e.g., AC-GAN \cite{51}), two essential improvements are made in the proposed EAL-GAN architecture: (i) Instead of putting only one conditional constraint on the generator (e.g., by adopting only one projection discriminator \cite{52}), in the proposed EAL-GAN, both the adversarial classifier $C$ and the auxiliary classifier $\phi$ put conditional constraint on the generated data, such that the generated data can strictly follow the data distribution conditioned on the given class label. As we will show in Section 4.3, this dual-constraint strategy can help to stabilize the GAN training and improve the final performance. (ii) An ensemble of discriminators is used in EAL-GAN. Combined with the loss function in the following section, such ensemble architecture is expected to enhance the adversarial learning process and to better overcome the class imbalance issue.

### 3.2.2 Ensemble Learning Loss Function

One of the major problems in anomaly detection is that the data distribution is highly imbalanced with far more normal samples than anomalies. Even though EAL-GAN is a conditional GAN and we can generate class balanced fake samples to aid the design of the anomaly detector, the real data samples remain inherently highly imbalanced. EAL-GAN tackles this problem by introducing ensemble learning into its discriminator design.

In an ideal case, the ensemble of discriminators should evaluate the generator from multi-perspective. However,
this cannot be achieved by simply stacking several identical discriminators, as the generator can easily fool all the discriminators by simply generating identical fake data. To promote complementarity within the discriminators and rectify their bias towards the normal data, a new loss function is proposed. Given a batch of \(n_r\) real data \(\{(x_i^r, y_i^r)\}_{i=1}^{n_r}\) and a batch of \(n_f\) fake data \(\{(x_i^f, y_i^f)\}_{i=1}^{n_f}\), the loss function of EAL-GAN has two parts: an adversarial loss \(L_{GAN}^k\) and an auxiliary classifier loss \(L_{AC}^k\). The adversarial loss for the k-th discriminator \(1 \leq k \leq m\) can be defined as follows:

\[
L_{GAN}^k = -\frac{1}{n_r} \sum_{i=1}^{n_r} \left(1 - \mathbb{P}(y = 1|x_i^r)\right)^2 \log C(x_i^r) - \frac{1}{n_f} \sum_{i=1}^{n_f} \left(1 - \mathbb{P}(y = 0|G(z_i,y_i^f))\right)^2 \log(1 - C(G(z_i,y_i^f)))
\]  

(2)

\(L_{GAN}^k\) evaluates the discriminators’ ability of distinguishing real and fake data and it consists of two parts: the loss on real data \(x_i^r\) and loss on fake data \(x_i^f\). More specifically, two modulating factors \(1 - \mathbb{P}(y = 1|x_i^r)\) and \(1 - \mathbb{P}(y = 0|G(z_i,y_i^f))\) have been added to the losses on the real data (i.e., \(- \log C(x_i^r)\)) and fake data (i.e., \(- \log(1 - C(G(z_i,y_i^f)))\)) respectively. In particular, \(\mathbb{P}(y = 1|x_i^r)\) denotes the average probability that a real data \(x_i^r\) is misclassified as a real data by the previous \(k\) adversarial classifiers, while \(\mathbb{P}(y = 0|G(z_i,y_i^f))\) denotes the average probability that a fake data \(G(z_i,y_i^f)\) is predicted as a real data. The modulating factors assign higher weights to the data that have been wrongly classified by previous discriminators, therefore, forces the subsequent discriminators to focus on the deficiency of its previous models. By minimizing the loss in Eq.(2), the adversarial classifier \(C_k\) of the k-th discriminator can effectively determine whether its input data is a real data or generated by the generator.

The auxiliary classifier loss \(L_{AC}^k\) is used to force the auxiliary classifier \(\phi\) to effectively separate the anomaly and normal samples. The auxiliary classifier loss for the k-th discriminator is defined as follows:

\[
L_{AC}^k = -\frac{1}{n_r} \sum_{i=1}^{n_r} \left(1 - \mathbb{P}(y = y_i^r|x_i^r)\right)^2 \log \phi(y = y_i^r|x_i^r) - \frac{1}{n_f} \sum_{i=1}^{n_f} \left(1 - \mathbb{P}(y = y_i^f|G(z_i,y_i^f))\right)^2 \log \phi(y = y_i^f|G(z_i,y_i^f))
\]  

(3)

Similarly, two modulating factors are added to the loss on the real and fake data, respectively. \(\mathbb{P}(y = y_i^r|x_i^r)\) denotes the average probability assigned by previous k auxiliary classifiers to the hypothesis that the real data \(x_i^r\) belongs to its ground-true label \(y_i^r\), and \(\mathbb{P}(y = y_i^f|G(z_i,y_i^f))\) denotes the average probability that the fake data \(G(z_i,y_i^f)\) belongs to its label \(y_i^f\).

The overall loss for the k-th discriminator is:

\[
L_{D}^k = L_{GAN}^k + L_{AC}^k
\]  

(4)

The modulating factors in Eq.(2) and Eq.(3) always assign higher weights to the samples misclassified by previous discriminators. In an imbalanced dataset, these samples have higher chance to be the minority samples (anomalies) or the hardest samples for the previous discriminators. Minimizing a loss like this will force a discriminator adaptively focus on samples misclassified by the discriminators before it. In this way the discriminators work complementing each other.

In the meantime, the loss for the generator consists of \(m\) components, the \(k\)-th of which is provided by the \(k\)-th discriminator and can be divided into two parts: an adversarial loss \(L_{GAN}^{G_k}\) and auxiliary classifier loss \(L_{AC}^{G_k}\), which are defined as follows:

\[
L_{GAN}^{G_k} = -\frac{1}{n_f} \sum_{i=1}^{n_f} \left(1 - \mathbb{P}(y = 1|G(z_i,y_i^f))\right)^2 \log C(G(z_i,y_i^f))
\]  

(5)

\[
L_{AC}^{G_k} = -\frac{1}{n_f} \sum_{i=1}^{n_f} \left(1 - \mathbb{P}(y = y_i^f|G(z_i,y_i^f))\right)^2 \log \phi(y = y_i^f|G(z_i,y_i^f))
\]  

(6)

The ensemble of discriminators evaluates the generator in a sequential manner. When the \(k\)-th discriminator evaluates the generator, the modulating factors in Eq.(5) and Eq.(6) assign higher weights to the fake data that previous discriminators have less confidence on. In such a sequential evaluation process, the subsequent discriminators always concentrate on the deficiencies of its previous members, and the generator can be evaluated from diverse and complementary perspectives.

By summing the losses provided by all \(m\) discriminators, we can obtain the overall loss for the generator as follows:

\[
L_{G} = \sum_{k=1}^{m} (L_{GAN}^{G_k} + L_{AC}^{G_k})
\]  

(7)

By iteratively updating the discriminators and generators with loss functions in Eq.(4) and Eq.(7), the EAL-GAN maintains an intensive competition within its framework until the whole system converges.

### 3.2.3 Active Learning

Another major difficulty in anomaly detection is that it can be very expensive to label sufficiently large number of training samples. EAL-GAN approaches this issue from two perspectives. First, it uses conditional GAN to generate class balanced fake data to aid the training of the auxiliary classifier \(\phi\). Class balance in the generated data can be achieved by controlling the condition \(y^f\) in the generator. Second, EAL-GAN adopts an active learning strategy to reduce the burden on labeling real training samples.

In EAL-GAN, the auxiliary classifier \(\phi\) in each discriminator outputs its classification confidence on the hypothesis that the input data is an anomaly, this can be naturally used to develop an active learning strategy. Specifically, given a batch of \(n_{bs}\) unlabeled real samples, EAL-GAN first feeds all these samples to each of the discriminators, and then obtains an anomaly score \(\hat{\phi}(x)\) by averaging the predictions of all the auxiliary classifiers \(\phi\). Only samples that have a score closest to 0.5 will be labeled (anomaly or normal), thus greatly reducing the number of samples need to be labeled. These samples are chosen because: (i) They are located near the classification boundary and carry the most information, (ii) according to the results in margin-based methods (i.e., Support Vector Machine and Boosting), these samples account for only a small proportion of the
training data, thus require low annotation cost. (iii) In a highly imbalanced distribution, these samples have higher chance to be anomalies, therefore can largely alleviate the class imbalance issue in anomaly detection. The selected real data and a batch of fake data generated by the generator will be used to update all the discriminators. In EAL-GAN, a hyper-parameter $\rho$ is used to determine the proportion of data selected by the active sampling.

3.2.4 Anomaly Detection

Once the training of EAL-GAN has converged, the auxiliary classifier $\phi$ of all the discriminators can form a powerful ensemble that can effectively classify anomaly and normal data. Specifically, when determining whether an instance $x$ is an anomaly, EAL-GAN feeds $x$ to all the discriminators, and then obtain the anomaly score $\phi(x)$ by averaging the outputs of all the auxiliary classifier $\phi$. If $\phi(x) > 0.5$, then $x$ is predicted as an anomaly, otherwise, $x$ is a normal data. The entire EAL-GAN anomaly detection algorithm is described in Algorithm 1.

Algorithm 1 EAL-GAN

Input: $x_{unlabeled}$ unlabeled real data; $z \sim p_d(z)$: noise distribution; $y^d \sim p_d(y^d)$: label for the conditional generator; $n_u$, mini-batch size; $\rho$: the ratio of active sampling; $m$: the number of discriminators

Train:
1: for each training epoch do
2: for each training iteration do
3: Generating a batch of $n_u$ fake data $x^g$ with the generator from random noise $z$ and given label $y^d$.
4: Use $x^g$, $y^d$ to update the generator by minimizing the loss in Eq.(7)
5: Given a batch of $n_u$ unlabeled real samples $x^r_{unlabeled}$, use the active sampling strategy described in Section 3.2.3 to select $n_t = n_u \times \rho$ samples from $x^r_{unlabeled}$ (denoted as $x^r$) and annotate their class labels $y^r$.
6: Use $x^r$, $y^r$, $x^g$, $y^d$ to calculate the adversarial loss in Eq.(2) and auxiliary classifier loss in Eq.(3) for all the discriminators
7: Sequentially update all the discriminators $D_1, D_2, ..., D_m$ by minimizing the loss in Eq.(4)
8: end for
9: end for

Anomaly Detection
1: Feed an unknown instance $x$ to all the discriminators, then calculate the average anomaly score $\phi(x)$ by averaging the outputs of all the auxiliary classifier $\phi(x)$. If $\phi(x) > 0.5$ then $x$ is predicted as an anomaly, otherwise, $x$ is a normal data

3.3 Advantages of the EAL-GAN Anomaly Detection Method

There are two insights behind the design of EAL-GAN. First, previous studies have shown that forcing a neural network to perform additional tasks is known to improve performance on the original task [51], [53]. Therefore, introducing an appropriate multi-task structure into the GAN framework should result in better performance. Second, GAN training can be unstable and one commonly accepted reason for its instability is that gradients passing from the discriminator to the generator become uninformative when the discriminator focus too much on the global structure or local details [54]. Evaluating generator from multi-perspective can stabilize the GAN training. These insights motivate us to adopt multiple multi-task discriminators in the EAL-GAN. As a result, EAL-GAN has some distinctive advantages over most existing anomaly detectors:

First, the cost of annotating anomaly data for training a fully supervised anomaly detector is significantly reduced. The class imbalance issue is one of the major challenges in constructing an effective anomaly detector. In a dataset where only few anomalies are collected and labeled, the anomalies can easily be misclassified by a standard classifier. The loss function in Eq.(4) forces each of the discriminators to adaptively concentrate more on these instances. Such a strategy of overcoming class imbalance can not only allow the discriminators to effectively learn from the real data, it also provides better learning signal to the generator. And in turn, the generator can effectively generate sufficiently balanced and high-quality fake data for training the discriminators. Moreover, the proposed active sampling strategy constantly selects data carrying the most information but account for relatively small proportion of the available real data. Training the discriminators with the combination of limited number of real data and unlimited number of generated data can greatly reduce the requirements for labeled anomalies.

Second, strong regularizations are introduced into the training process. Regularization is a common technique of preventing a neural network from overfitting, and this is often achieved by turning the model training from a single-objective optimization to a multi-objective optimization. In EAL-GAN, the discriminator is forced to jointly perform three tasks: (i) distinguishing the real data from the fake data, (ii) predicting if its input data is an anomaly, (iii) competing with the generator. When performing the first task, an extra embedding layer has been introduced into the specific branch (please see the adversarial classifier $C$ in Fig.1). This can turn the discriminator architecture into a projection discriminator. Miyato and Koyama [50] have theoretically proven that such a modification can bring extra regularization into cGAN training. Moreover, the unique architecture of multiple discriminators and its corresponding loss function can inject stronger competition into the GAN training, which in turn forces the discriminators to be better models on the specific tasks. Such a multi-task structure and the extra regularizations allow the EAL-GAN to show greater resistance to overfitting. To better illustrate this merit, we plot the Area Under Receiver Operating Characteristic Curve (AUC) of EAL-GAN during the training process on six datasets (i.e., Ionosphere, Pima, Letter, Cardio, Satellite and Shuttle, whose detailed information can be found in the following section). Each dataset is randomly divided into a training set (60%) and a testing set (40%). The AUCs of the training and testing sets are illustrated in Fig.2. Despite the variety in sample size, feature dimension and anomaly ratio, EAL-GAN shows consistent performance on
training and testing set. This can be an attractive property for practitioners, as by choosing the model with best performance on training set, one can expect to obtain anomaly detector with excellent generalization.

4 EXPERIMENT

4.1 Experimental settings

In this section, we conduct extensive experiments to evaluate the proposed EAL-GAN, the robustness of hyper-parameter setting, and the contribution of each component in EAL-GAN (ablation study). The datasets, performance measures, competing methods and parameter setting involved in the experiments are described as follows:

4.1.1 Datasets

We conduct experiments on both real and synthetic datasets. While the real datasets are adopted to demonstrate the effectiveness of EAL-GAN in real-world applications, synthetic datasets of various distributions are created to reveal the contribution of each essential improvement made in EAL-GAN. In particular, 20 real-world datasets which are frequently adopted as the benchmarks in this area have been used. These datasets cover a wide variety in sample size, feature dimension, and anomaly ratio. Their detailed information is summarized in Table 1, ordered by their increasing sample size.

As for the synthetic datasets, we vary four different factors (i.e., cluster-type, feature dimension, anomaly ratio and sample size) to create various datasets. Cluster type is used to investigate the performance of EAL-GAN on different data distributions. A group of datasets with different cluster types (e.g., single-cluster, multi-cluster and multi-density) are created and Fig.3 illustrates the distribution. We vary the sample size (from 1000 to 20000), feature dimension (from 2 to 160) and anomaly ratio (from 2% to 20%) to create 20
datasets for each given cluster type. Following the setting in [17], all the anomalies are randomly sampled from a uniform distribution. Detailed information of the synthetic data is given in Table 2.

| Cluster type     | #Inst | #D | #R  |
|------------------|-------|----|-----|
| Single-cluster   | 1000-20000 | 2-160 | 2%-20% |
| Multi-cluster    | 1000-20000 | 2-160 | 2%-20% |
| Multi-density    | 1000-20000 | 2-160 | 2%-20% |

Fig. 3. Illustration of three cluster types. The blue dot symbol represents normal data, and the red X symbol denotes the anomalies.

4.1.2 Competing methods and parameter settings

EAL-GAN is compared with 9 competing methods, and these methods can be grouped into 6 categories: (i) one density-based method, LOF [55], (ii) two deep anomaly detection methods, DSVDD [20] and deviation network (DevNet) [8], (iii) one cluster-based method, CBLOF [56], (iv) two ensemble detectors, iForest [36] and Feature Bagging (FB) [57], (v) two distance-based methods, AvgKNN [58] and FastABOD (FOD) [59], (vi) one GAN-based method, MOGAAL [17]. These methods are chosen because they are the state-of-the-art in relevant areas, i.e., DSVDD in deep feature learning for anomaly detection, DevNet in deep anomaly detection with limited labeled data, iForest and FB in ensemble detectors, MOGAAL in GAN-based methods. The codes of some methods are extracted from PyOD [60], while the codes of the proposed EAL-GAN are openly available on Github.

We have tried our best to set optimal parameters for all the methods. For AvgKNN, LOF and CBLOF, since their performance can be significantly affected by the number of nearest neighborhoods considered, we search the best number in the range of $[2, 4, 6, \ldots, \sqrt{600}]$, where $n$ is the size of training set. To build optimal deep anomaly detectors, we largely follow the parameter settings suggested by [8]: (i) a three-hidden-layer network architecture is built for both DSVDD and DevNet. Specifically, 1000 neural units are built in the first hidden layer, followed by 250 and 20 units in the second and third layers, respectively. (ii) Both DevNet and DSVDD take the Root Mean Square propagation (RMSprop) optimizer to perform gradient descent optimization and the maximum training epoch is set to 50, with 20 mini-batches in each epoch. To ensure a fair comparison, all the ensemble detectors, i.e., iForest, FB, MOGAAL and the proposed EAL-GAN, build 10 ensemble members in their architectures.

As for the proposed EAL-GAN, the parameter setting can be described as follows: (i) one generator and 10 discriminators are built for each dataset, (ii) a four-layer neural network $(128*2^d*2^d)$ is built for the generator, and a three-layer neural network $(d^2*2^d*(1+1))$ is built for each discriminator. While the generator takes a latent vector of size 128 as input, $d$ represents the feature dimension of the input data. The anomaly detector (i.e., the auxiliary classifier $\phi$ in discriminator) and the adversarial classifier share the first two layers of the discriminator neural network (please see Fig.1). (iii) The generator and discriminator use Adam optimizer to perform gradient descent, and the learning rate of the generator is set as 0.01. The learning rate for each discriminator is a random value in the range $[0.01, 0.05]$. Training each discriminator with different learning rate can further promote the diversity within the ensemble. (iv) The mini-batch size is set as 128. (v) The sampling ratio is set as 5%, indicating that only 5% of the real data in each mini-batch will be selected and labeled. (vi) The maximum training epoch is set as 50. During the training phase, we record the model with the best empirical performance (measured by $AUC \times Gmean$ ) on training set as the final anomaly detector, and report its performance on testing set. More information can be found in our codes.

4.1.3 Performance measures and statistical tests

We use two popular performance measures, the AUC and Gmean to evaluate all the anomaly detectors. AUC summarizes the Receiver Operating Characteristic Curve (ROC) of true positives against false positives. An AUC value of 1 indicates the best performance, while an AUC value of 0.5 indicates that the corresponding model makes random predictions. $Gmean$ is defined as follows:

$$Gmean = \sqrt{TP_rate \times TN_rate}$$

Where $TP_rate$ denotes the ratio of positive examples (anomalies) that have been correctly predicted as positive, and $TN_rate$ represents the ratio of negative example (normal data) that have been correctly predicted as negative. $Gmean$ is affected by the absolute detection accuracy on both anomaly and normal data. The reported AUC and $Gmean$ are averaged results over 10 independent runs, and in each run, 60% of the available data are randomly sampled as the training data and the remaining 40% data are used as the testing data. In addition, we perform non-parametric statistical tests, i.e, Friedman test [61] and its post-hoc test (Nemenyi test [62]), on the obtained performance measures. The null hypothesis of Friedman test is that there is no significant difference in all the involved methods. If the statistical test result exceeds the critical value, the null hypothesis will be rejected and the post-hoc test will be conducted to identify the best method.

4.2 Experimental Results on Real-world Datasets

In this sub-section, we evaluate the proposed EAL-GAN against 9 other competitive anomaly detectors on 20 real-world datasets. Table 3 and 4 present the performance of all the anomaly detectors in term of AUC and $Gmean$, respectively. The last rows in Table 3 and 4 give the average
The Friedman test. The best result for each dataset is highlighted in red color.

**Overall Evaluation.** According to the results in Table 3 and 4, it is evident that the proposed EAL-GAN outperforms its competitors in terms of both AUC and \(G_{\text{mean}}\). In particular, when taking AUC as the performance measure, EAL-GAN achieves the highest AUC on 14 out of the 20 datasets. It is clear that the proposed EAL-GAN achieves substantially better average AUC than the best performed competitors in terms of both AUC and \(G_{\text{mean}}\).
traditional anomaly detector CBLOF (16.4%), the best ensemble detector iForest (16.8%) and the state-of-the-art deep anomaly detector DevNet (5.67%). Other classical detection methods have poorer performances. In particular, LOF and FB perform the least well. Actually, a relatively good performance has been observed when adopting LOF and FB on small datasets. However, a significant performance drop has been observed when adopting them on large-scale datasets, suggesting the traditional anomaly detectors do not scale to large datasets. The inferior performance of FB might be caused by the fact that when sufficient data are given to train the model, it is difficult for unsupervised methods to construct diverse members. In contrast, a novel loss function is proposed in EAL-GAN to promote complementariness within its members. Other methods (e.g., AvgKNN, FOD, MOGAAL) provide better performance than LOF and FB, but compared with the proposed EAL-GAN, their performances are not as good.

When taking Gmean as the performance measure, the superiority of EAL-GAN over other methods is even more pronounced. EAL-GAN achieves markedly better average Gmean across the 20 datasets than the best traditional anomaly detector CBLOF (52.5%), the best ensemble detector iForest (49.2%), and the best deep anomaly detector DSVDD (37.9%). All these results reveal a strong capability of EAL-GAN in leveraging limited prior information to construct effective anomaly detectors in various tasks.

Further Analysis. The performance of a GAN heavily depends on the size of training data. To explore the influence of data size on the proposed EAL-GAN, we examine the model performance on datasets exhibiting different data size. In particular, we further analyze EAL-GAN and three of its best competitors (i.e., CBLOF, DevNet and iForest). To that end, we split the 20 datasets into two groups at the data size of 3000: small-data (the first 8 datasets in Table 1 whose data sizes are less than 3000) and large-data (the remaining 12 datasets in Table 1). The relative performance gains are reported in Table 5. Table 5 shows that: (i) EAL-GAN improves the performance over its competitors on both small and large datasets, and the relative performance gains on large datasets are higher than those on small datasets. This suggests that EAL-GAN is better for large-scale datasets, where more data can be used to boost the model. (ii) Among the three best competitors, DevNet is the best performer. It is worth mentioning that both DevNet and EAL-GAN utilize a small set of labeled data as prior knowledge. This suggests this extra knowledge can improve the model and largely help them to be resilient to the noises in the training data. By contrast, the unsupervised methods, such as CBLOF and iForest, don’t have any labeled information and their performance decreases with increasing in data size, because the unsupervised methods generally assume that anomalies in the dataset are rare and diverse, thus they perform inferiorly when the increasing in absolute number of anomalies violates the assumption.

Statistical test. The advantages of EAL-GAN can also be confirmed by the statistical test results. Friedman test assumes that there exists no significant difference between all the comparison methods. In other words, the average rankings \( R_j = \sum_{i=1}^{N} r_{ij} \) of \( k \) methods on \( N \) datasets should be similar to each other, where \( r_{ij} \) denotes the ranking of \( j \)-th method on the \( i \)-th dataset, and \( r_{ij} = 1 \) if \( j \)-th method provides the best performance on the \( i \)-th dataset. Thus, a lower average ranking \( R_j \) indicates a better anomaly detection ability. Taking the average rankings in Table 3 for the Nemenyi test are plotted in Fig.4, where AUC and Gmean for the Friedman test are compared.

Fig. 4. Critical difference diagrams for the Nemenyi test. The average ranking for each method on 20 datasets are shown, with ranking 1 indicating the most accurate method. Horizontal line segments group together methods with rankings that are not significantly different.

![Diagram](image)

The critical value of \( q_a \) for \( \alpha = 0.05 \) is 3.164 and the corresponding CD is 3.03. The critical difference diagrams for the Nemenyi test are plotted in Fig.4, where AUC and Gmean are taken as the measures. From Fig. 4, several observations can be made: (i) No matter AUC or Gmean is taken as the performance measure, EAL-GAN is significantly better than all the other methods at the 95% confidence level, except in one case, i.e., EAL-GAN vs. DevNet in Fig.4a. As pointed out by [63], sometimes Friedmen test detects a significant difference, but its post-hoc test may fail to detect it, due to the lower capability of the latter. Thus, we supplement the Nemenyi test with Wilcoxon signed-rank test on the comparison between EAL-GAN and DevNet. The Wilcoxon test results are reported in Table 6, which confirms that the difference between EAL-GAN and DevNet is statistically significant. (ii) The statistical test results also confirm that DevNet is statistically better than LOF and FB. There exists no significant difference between the remaining methods.

With all the results reported above, we can state that improvements of EAL-GAN over its competitive methods are statistically significant.
4.3 Experiments on Parameter Setting

EAL-GAN involves multiple hyper-parameters. In this part, we study the hyper-parameters which we believe are vital for the EAL-GAN (i.e., the number of discriminators, the depths of generator, the ratio of sampling) and investigate the robustness of EAL-GAN against various parameter settings.

The number of discriminators plays a vital role in the proposed EAL-GAN. A sufficient number of discriminators are expected to inject more intense competition into the GAN training procedure, therefore lead to a better anomaly detection capability. To verify whether this goal is achieved, we varied the number of discriminators in the range of 1 to 21, and then illustrated the performance of EAL-GAN with different number of discriminators in Fig.5a and Fig.5b. It can be observed that the average performance of the model across 20 datasets is improved after multiple discriminators are adopted. This observation is rather consistent no matter AUC or Gmean is taken as the measure, suggesting that multiple discriminators can bring better generalization.

The depth of the generator is another important hyper-parameter for EAL-GAN. A higher depth indicates higher capacity of neural network. To investigate the influence of network depth, we adjusted the number of layers in the generator from 3 to 5, and results are shown in Fig.5c and Fig.5d. It can be seen that 4-layer generator achieves slightly better detection ability than 3-layer generator (i.e., relative improvements are 0.9% when AUC is the measure) and 5-layer generator (i.e., relative improvements are 0.5%). The relative worse performance of 3-layer generator is mainly caused by the lower capacity of the neural network structure. The 5-layer generator encounters the vanishing gradient problem, a common problem in deep neural network training. Actually, in our preliminary experiments, we have tried to build generators with deeper structure (e.g., 6-layer and 7-layer), but these models keep failing on datasets with high dimension, such as Arrhythmia and Musk, whose data dimensions are 274 and 166.

As for the sampling ratio, a higher ratio can bring more priori knowledge to the training process. We adjusted the sampling ratio in the range of 5% to 95% with a step size of 10%, and the results are given in Fig.5e and Fig.5f. It can be seen that as the sampling ratio increases, the average AUC of model increases from 0.951 to 0.977 and remains relatively stable once the ratio reaches a certain level. As the sampling ratio increases, more normal data will be introduced into the training set and the training set can exhibit more severely imbalanced distribution. EAL-GAN constantly provides excellent performance in such detrimental scenarios, suggesting EAL-GAN is robust against various level of contamination.

4.4 The Quality and Usefulness of the Generated Data

Theoretically, the generator can provide unlimited number of fake data to train the anomaly detector. Thus, a natural question arises: Can these unlimited number of fake data unlimitedly boost the anomaly detector? To answer this question, we train the anomaly detector with different number of generated data, and observe how its performance changes.

To this end, when optimizing the auxiliary classifiers, we change the amount of generated data, so that the ratio between the number of fake samples and that of real data varies. All the other parameters are kept the same as the ones in Section 4.2, i.e., the number of fake data and real data used to update the generator and adversarial classifiers haven’t been changed. The average performance of EAL-GAN on 20 real-world datasets are reported in Table 7 and it is shown that:

(1) When only fake data is used to train the anomaly detectors (i.e., Fake:Real=1:0), it achieves an average AUC of 0.906, which is only 0.5% lower than 0.911 achieved by the detectors trained with purely real data (i.e., Fake:Real=0:1), it achieves an average Gmean of 0.804, which is also about 0.5% lower than 0.808 achieved by the detectors trained with purely real data. This shows that EAL-GAN is a very high-quality conditional data generator in the sense that its generated samples are as good as real data in training anomaly detectors. In other words, EAL-GAN capture the high-quality conditional data generator in the sense that its generated samples are as good as real data in training anomaly detectors. In other words, EAL-GAN capture the high-quality conditional data generator in the sense that its generated samples are as good as real data in training anomaly detectors. In other words, EAL-GAN capture the high-quality conditional data generator in the sense that its generated samples are as good as real data in training anomaly detectors.

(2) The models trained with both fake and real data
TABLE 7
The performance of EAL-GAN under different Fake:Real ratio. Fake:Real=1:0 indicates that only fake data is used to train the anomaly detector.

| Ratio    | 1:0 | 0:1 | 1:1 | 5:1 | 10:1 | 20:1 | 50:1 | 100:1 |
|----------|-----|-----|-----|-----|------|------|------|-------|
| AUC      | 0.906 | 0.911 | 0.938 | 0.943 | 0.946 | 0.952 | 0.958 | 0.955 |
| Gmean    | 0.804 | 0.808 | 0.833 | 0.838 | 0.825 | 0.84 | 0.842 | 0.841 |

provide significantly better performances than the model trained with only fake data (e.g., when changing the Fake:Real ratio from 1:0 to 1:1, the relative improvements of average AUC and Gmean are 3.5% and 3.6%, respectively). It’s worth noting that the fake data are generated from random input noises without any extra intervention, therefore, the fake data can exhibit diverse quality. On the other hand, the real data are selected by the proposed ensemble active learning strategy. The performance gain brought by introducing the real data not only demonstrates the effectiveness of the proposed active learning in identifying the most informative data, it also suggests the technique like Top-K training [64], which throws away the bad generated data during GAN training, can further improve the proposed method.

(3) The fake data can’t unlimitedly boost the anomaly detector. In particular, when the Fake:Real ratio is under 100:1, training the anomaly detector with more fake data can almost always improve the performance of the final detector. When the Fake:Real ratio is above 100:1, a slight performance drop is observed. A possible reason is that EAL-GAN is supported by limited number of real data, therefore, the diversity of generated data is limited. However, this observation well explains our major motivation of proposing EAL-GAN: By devoting a small amount of effort to annotate the real data, EAL-GAN can generate significantly more labeled data than the available real data, and these generated data can help boost the anomaly detector, providing a promising solution to the lack of labeled data problem for a wide range of real-world applications.

4.5 Ablation Study

In this subsection, we examine the importance of the key components of EAL-GAN by comparing EAL-GAN with its four variants.

1) EAL-GAN-emb, which removes the embedding layer in the discriminator network (please see Figure 1). In this case, the discriminator architecture of EAL-GAN-emb would be identical to the one in AC-GAN.

2) EAL-GAN-single, which adopts only one discriminator without any ensemble.

3) EAL-GAN-loss, which replaces the loss functions in equation (4) and (7) with standard adversarial loss.

4) EAL-GAN-random, which replaces the active sampling procedure in EAL-GAN with a random sampling procedure. EAL-GAN-random randomly selects the same number of unlabeled data as the input for EAL-GAN and then manually labels them.

As for the datasets, synthetic datasets described in Table 2 are generated. We run EAL-GAN and its four variants 10 times on each of the synthetic datasets. In each run, 60% of the available data are randomly selected as the training set and the remaining 40% data are taken as the testing set. The AUC and Gmean obtained from all the testing sets are averaged into one single measure, and the results are shown in Fig.6. It can be observed that almost all the methods can provide good performance on the single-cluster data, except the EAL-GAN-single method. As the data distributions get more complex, all the four variants provide significantly worse performances, suggesting all the components make their contributions towards improving the EAL-GAN.

To further clarify the details, we provide the visual representations of the adversarial learning process of EAL-GAN and its variants on a synthetic 2-D multi-density dataset in Fig.7 (please zoom for better details). It can be clearly seen that as the adversarial learning proceed, EAL-GAN can progressively improve its classification boundary between normal data and anomalies. In addition, EAL-GAN can generate diverse anomalies near the decision boundary. On the other hand, EAL-GAN-emb and EAL-GAN-single can’t provide an accurate decision boundary and the generated anomalies are very different to the real anomalies. The anomalies generated by the EAL-GAN-loss are identical to each other. A plausible reason is that without the proposed loss function, all the discriminators exhibit similar behaviors, consequently, the generator can easily fool all the discriminators by generating similar data. Among the
three variants, EAL-GAN-random is the best performer. EAL-GAN-random can generate diverse anomalies near the boundary. However, due to the random data selection procedure, EAL-GAN-random can’t obtain sufficient prior knowledge to learn the accurate classification boundary.

5 CONCLUSIONS

In this paper, we propose a supervised anomaly detector, called EAL-GAN, which is based on cGAN and designed to address the two major difficulties in developing anomaly detector. To tackle the problem of class imbalance, we introduce an ensemble of discriminators into cGAN and design a novel ensemble learning loss function that ensures the discriminators complement each other and the system is not dominated by the class with much more training data. To address the issue of lack of sufficient labeled training samples, we use cGAN to generate class balanced data to aid the design of the anomaly detector and introduce an active learning strategy to significantly reduce the burden of manually labeling training samples.

Extensive experiments have been performed on real and synthetic datasets. The experimental results have comprehensively demonstrated the excellent anomaly detection performances of the proposed EAL-GAN and the necessity of incorporating all the components in EAL-GAN. For a long time, the anomaly detection task has been generally addressed by unsupervised methods, due to the lack of labeled information in the available datasets. Our scheme provides a data-efficient way to construct an accurate supervised detector from an imbalanced dataset.
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