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ABSTRACT. We consider a jump-diffusion mean field control problem with regime switching in the state dynamics. The corresponding value function is characterized as the unique viscosity solution of a HJB master equation on the space of probability measures. Using this characterization, we prove that the value function, which is not regular, is the limit of a finite agent centralized optimal control problem as the number of agents go to infinity, with an explicit convergence rate. Assuming in addition that the value function is smooth, we establish a quantitative propagation of chaos result for the optimal trajectory of agent states.

1. Introduction

Mean field control problems with regime switching state dynamics is a growing activity of research starting from the works of [23, 26, 27, 29] and most was recently considered by [18]. This line of research activity is motivated from the need to control large identical interacting control systems where the interaction is mean-field and there exists a common noise affecting each system. Though Brownian common noise has been studied at length in the literature, a simpler example is a Markov chain representing the regime switches experienced by each system in the network. From a modeling perspective too such hybrid models have been shown to be extremely powerful [13, 14, 28, 30]. In contrast to a common Markov switching, it is indeed possible to have a network where each system has its own switching mechanism. Such a model has been analyzed in [26, 29]. However since there is already a mean field interaction between the systems it is sensible to have just one common random switching mechanism to incorporate the hybrid nature of the network.

In this work we model each individual system identically using a controlled jump-diffusion, where the jumps are independent and identically distributed (i.i.d.) and the drift, diffusion and jump intensity coefficients are modulated by the same Markov chain. The mean-field limit of this network is expected to be characterized by the distribution, conditioned on the history of the switching process, of the solution of a McKean Vlasov jump diffusion with regime switching coefficients. This mean field limit in an uncontrolled setup and without jumps has been analyzed in [22]. In some papers including [21, 23, 29] the mean field interaction has been represented by the conditional expectation of the solution of the McKean Vlasov jump diffusion. In [22, 29], the stochastic maximum principle has been studied and
obtained. In contrast, we use Bellman’s dynamic programming principle approach to obtain a master equation as in [1] and [25]. This equation can be studied by Lions’ lifting of measure-dependent functions to appropriate functions on the space of random variables. Traditionally the Wasserstein space of measures and the $L^2$ space of random variables are used for this purpose. If now the solution is regular enough a classical interpretation of the master equation is used. Else, one relies on appropriate viscosity solution theory. Because of the jump terms present in our model, working with Lion’s derivative is not enough to state the master equation in our case, and one needs to rely on the linear functional derivative alone. This has been mentioned and explored in [4] while analyzing a controlled McKean Vlasov jump diffusion without regime switches. In addition [4] provides a theory of viscosity solutions on the space of probability measures that does not rely on lifting to a Hilbert space. It is this notion of viscosity solution that we will use, modified of course to account for the regime switches, in addition to the metric (equivalent to weak topology) on the space of probability measures defined therein.

The mean field control problem we analyze in the paper is the same as in [4], and is slightly different from the usual one. Namely, in the finite-agent centralized optimization, the strategy of any agent is usually expected to depend on the private state and on the empirical measure of the system, while here it is independent of the private state. In other words, each agent uses as control the same stochastic process which is given by the central planner, and we believe that there are several situations which can be modeled in this way. As a consequence, the controls employed in the limiting mean field control problem are just deterministic functions of time.

In order to prove convergence of the finite state optimization to the mean field optimization, in the usual setup, there are several approaches. Let us mention [12, 11, 19] where the problem is tackled probabilistically through compactness arguments. In addition convergence with rates can be obtained through FBSDE techniques, see [8] and [20], the latter with interaction also through the law of the control; but these papers assume convexity in the measure argument. Another recent paper [17] establishes a convergence rate, assuming that the limit value function is smooth (which should hold e.g. under convexity).

In this present work, we prove convergence of the value functions with a convergence rate without assuming convexity, nor that the value function is smooth. Instead, we make use of the viscosity solution characterization of the optimal value function, which is in general not differentiable. This is most related to the recent papers [10] and [16]. In [16], the viscosity solutions of HJB equations in finite-agent deterministic or stochastic optimal control problems are shown to converge to that of a limiting HJB equation in the space of probability measures. The latter equation is interpreted through Lions’ lifting in the $L^2$ sense. However convergence rates are absent in [16]. But since we rely on our particular viscosity solution structure, we can adopt the ideas in [10] even though the problem addressed there is in the space of probability measures with finite support. We employ a doubling of variables argument, using the distance-like function introduced in [4].

A recent preprint [5] provides a rate for the convergence of the value function, under general assumptions. As explained above, the mean field control problem we consider here is slightly different and thus the proof of convergence is completely different. As a consequence,
we obtain a better rate than in [5] (see Remark 4.2). We mention, however, that we impose a structural assumption on the coefficients, in order to apply the theory of [4].

We also provide, for completeness, a quantitative propagation of chaos for the convergence of the optimal trajectories, but, to obtain this result, we suppose that the limit value function is smooth, as in [17]. We mention, in this respect, a recent preprint [6] where the authors establish a quantitative propagation of chaos, without assuming regularity of the limit value function: they show that the value function is $C^1$ in an open and dense subset of the space of probability measures and thus prove convergence if the initial distribution belongs to that set.

The rest of the paper is organized as follows. In Section 1, we mention the mean field control problem as motivation to introduce associated assumptions, the state space under consideration, along with the particular metric on $\mathcal{P}(\mathbb{R})$ borrowed from [4] used in our paper. These notions will be used throughout the rest of this article. In Section 3, we study the mean field control problem in detail. In particular, we obtain an HJB equation, define a viscosity solution theory suitable for our purposes and prove that the value function is the unique viscosity solution to that HJB. Next in Section 4, we introduce the finite agent centralized control problem and prove the main convergence results: we show using viscosity solutions that the value function in the finite agent control problem is uniformly approximated by that in the mean field control problem. Finally, in Section 5 we prove under additional assumptions, a propagation of chaos result showing that the optimal trajectories are uniformly close as well.

2. Preliminaries

2.1. The control problem. Consider a complete probability space $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s\in[0,T]}, \mathbb{P})$ on which is defined a Brownian motion $(W_s)_{s\in[0,T]}$, where $T > 0$ is an arbitrary fixed time horizon. Let $\alpha$ be a continuous time Markov chain with finite state space $\mathcal{S} = \{1, \ldots, s_0\}$ and generator $Q = \{q_{ij}\}_{1 \leq i, j \leq s_0}$. Let $\mathcal{P}(\mathbb{R})$ denote the class of probability measures on $\mathbb{R}$. For $(t, \rho) \in [0, T] \times \mathcal{P}(\mathbb{R})$ we consider the following controlled McKean-Vlasov stochastic differential equation with initial condition $L(X_t|\mathcal{F}_t) = \rho$ and $\alpha_t = i_0 \in \mathcal{S}$:

$$dX_s = b(s, X_s, \mu_s, v_s, \alpha_s-)ds + \sigma(s, X_s, \mu_s, v_s, \alpha_s-)dB_s + dJ_s, \quad t \leq s \leq T,$$

(2.1)

where $\mu_s = L(X_s|\mathcal{F}_{s-}^\alpha)$, $\mathcal{F}_s^\alpha$ is the filtration generated by the Markov chain $\alpha$, $J_s$ is a purely discontinuous process with controlled intensity $\lambda(s, X_s, \mu_s, v_s, \alpha_s)$ and the jump sizes are i.i.d. from some distribution $\gamma \in \mathcal{P}(\mathbb{R})$. Furthermore, $v_s := v(s, \mu_s, \alpha_s)$ is a deterministic feedback control of time $s$, conditional law $\mu_s$ and regime state $\alpha_s$- taking values in a prescribed Polish space $A$. Denote $\mathcal{A}$ to be this class of admissible controls. The solution to (2.1) depends on $t$, $\rho$, $i_0$ and $v$. However for ease in presentation we will sometimes omit these and the solution will be denoted just by $X^\alpha$ or just $X$, when the dependence on the initial conditions and the control is clear from the context.

We then consider the value function

$$V(t, \rho, i_0) := \inf_{\nu \in \mathcal{A}} \mathbb{E} \left[ \int_t^T f(s, X_s, \mu_s, v_s, \alpha_s-)ds + h(T, X_T, \mu_T, \alpha_T) \right],$$

(2.2)

for given functions $f$ and $h$, and where $v_s \equiv v(s,)$
Assumption 2.1. The space of probability measures is endowed with the weak* topology \( \sigma(\mathcal{P}(\mathbb{R}), C_b(\mathbb{R})) \) where \( C_b(\mathbb{R}) \) is the space of continuous and bounded functions in \( \mathbb{R} \). The weak* convergence \( \mu_n \to \mu \) is equivalent to: \( \langle \mu_n, f \rangle \) converges to \( \langle \mu, f \rangle \) for every \( f \in C_b(\mathbb{R}) \). Whenever required we can use any of the metrics \( d(\mu, \mu') \) on \( \mathcal{P}(\mathbb{R}) \) which permits it to be topologically equivalent to the weak* topology. In particular, in the sequel we will use the metric \( d(\mu, \mu') = \sum_j c_j(\mu - \nu, f_j) \), when restricted to a suitable compact set \( \mathcal{O} \subset \mathcal{P}(\mathbb{R}) \), where \( \{f_j\}_j \) is a class of polynomials containing all monomials (see later for more details). If needed, \( S \) is endowed with the metric \( d_S \) satisfying \( d_S(i_0, j_0) = 1_{\{i_0 \neq j_0\}} \).

Assumption 2.2. There exist constants \( C_0 \)

(i) For any \( s \in [0, T], x \in \mathbb{R}, \mu \in \mathcal{P}(\mathbb{R}), v \in A, i_0 \in S \),

\[
|b(s, \mu, v, i_0)| + |\sigma(s, \mu, v, i_0)| + |\lambda(s, \mu, v, i_0)| \leq C_0
\]

(ii) There exists a finite set \( \mathcal{I} \in \mathbb{N} \) such that for any \( \mu, \mu' \in \mathcal{P}(\mathbb{R}), t, s \in [0, T], x, y \in \mathbb{R}, i_0 \in S \)

\[
|b(t, \mu, v, i_0) - b(s, \mu', v, i_0)| + |\sigma(t, \mu, v, i_0) - \sigma(s, \mu', v, i_0)| + |\lambda(t, \mu, v, i_0) - \lambda(s, \mu', v, i_0)| \leq \kappa_0 \left( |t - s| + \sum_{k \in \mathcal{I}} |\mu - \mu', x^k| \right).
\]

(iii) \( \gamma \) has \( \delta \)-exponential moment:

\[
\int_{\mathbb{R}} \exp(\delta |x|) \gamma(dx) < \infty.
\]

(iv) \( f \) and \( h \) are bounded. Furthermore there exists a finite set \( \mathcal{I} \in \mathbb{N} \) such that for any \( \mu, \mu' \in \mathcal{P}(\mathbb{R}), t, s \in [0, T] \) and \( x, y \in \mathbb{R} \):

\[
|f(t, x, \mu, v, i_0) - f(s, y, \mu', v, i_0)| + |h(t, x, \mu, i_0) - h(s, y, \mu', i_0)| \leq \kappa_1 \left( |t - s| + |x - y| + \sum_{k \in \mathcal{I}} |\mu - \mu', x^k| \right).
\]

(v) All the functions \( b, \sigma, \lambda, f, h \) are Lipschitz-continuous in the measure argument for the 2-Wasserstein distance \( W_2 \).

Remark 2.1. We should note that although the 2-Wasserstein distance and the distance \( d \) are topologically equivalent, they are not strongly equivalent. We need both of (ii) and (v) above for our main result, Theorem 4.1. See e.g. Propositions 3.4 and 4.1.

2.2. State space.

Notation 2.1. Since the Brownian motion has exponential moments, the solution to (2.1) also has exponential moments owing boundedness of the coefficients in Assumption 2.2. As in [4] we also consider the optimal control problem in \( \mathcal{O} \times S \), where \( \mathcal{O} := [0, T] \times \mathcal{M} \) and \( \mathcal{M} \) is the set of probability measures with \( \delta \)-exponential moments. Denote \( \bar{\mathcal{O}} := [0, T] \times \mathcal{M} \). Let

\[
e_\delta(x) := \exp \left( \delta \left[ \sqrt{x^2 + 1} - 1 \right] \right), \quad x \in \mathbb{R}, \tag{2.3}
\]
where \( \delta \) is as in Assumption 2.2. For \( b > 0 \) we denote
\[
\mathcal{M}_b := \{ \mu \in \mathcal{P}(\mathbb{R}) : \langle \mu, e_\delta \rangle \leq b \}.
\]
For \( M \in \mathbb{N} \),
\[
\mathcal{O}_M = \{(t, \mu) \in [0, T) \times \mathcal{P}(\mathbb{R}) : \langle \mu, e_\delta \rangle \leq M e^{K^* t} \},
\]
where
\[
K^* = \frac{\delta C_0}{2} (2 + C_0 + \delta C_0) + C_0 \left( \int_{\mathbb{R}} e^{\delta |x|} \gamma(dx) - 1 \right).
\]
Also denote
\[
\bar{\mathcal{O}}_M = \{(t, \mu) \in [0, T] \times \mathcal{P}(\mathbb{R}) : \langle \mu, e_\delta \rangle \leq M e^{K^* t} \},
\]
and \( \bar{\mathcal{O}} = \bigcup_{M=1}^{\infty} \bar{\mathcal{O}}_M \).

Remark 2.2. If \( \mu, \nu \in \mathcal{M} \), then
\[
\mu = \nu \iff \langle \mu - \nu, x^k \rangle = 0 \quad \forall k \in \mathbb{N}.
\]

Definition 2.1. A function \( \varphi : \mathcal{P}(\mathbb{R}) \to \mathbb{R} \) is said to have a linear functional derivative at \( \mu \in \mathcal{P}(\mathbb{R}) \) if there exists a function \( D_m \varphi : \mathcal{P}(\mathbb{R}) \times \mathbb{R} \to \mathbb{R} \) such that for every \( \mu, \mu' \in \mathcal{P}(\mathbb{R}) \) the following relation holds
\[
\varphi(\mu) - \varphi(\mu') = \int_{0}^{1} \int_{\mathbb{R}} D_m \varphi(r \mu + (1 - r) \mu', x)(\mu - \mu')(dx)dr.
\]
The function \( D^2_m \varphi : \mathcal{P}(\mathbb{R}) \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) stands for the second linear functional derivative of \( \varphi \) at \( \mu \) and is defined as the linear derivative of \( D_m \varphi \).

Remark 2.3. Consider the linear function \( \varphi(\mu) = \langle \mu, f \rangle \) for some \( f : \mathbb{R} \to \mathbb{R} \). Then \( D_m \varphi(\mu, x) = f(x) \) for any \( (\mu, x) \in \mathcal{P}(\mathbb{R}) \times \mathbb{R} \).

In the following we provide a few details on the particular distance \( d(\mu, \nu) \) we consider in this article. We consider a slight variation of the distance introduced in [4], to which we refer for more details. We start off with a set of polynomials against which we will integrate our measures.

Definition 2.2. Let \( \Theta \) be the minimal set of polynomials such that
(i) for any \( g \in \Theta \), \( g^{(k)} \in \Theta \) for all \( k = 0, \ldots, \deg(g) \);
(ii) for any \( g \in \Theta \), \( \sum_{k=1}^{\deg(g)} m_k g^{(k)} \in \Theta \) where \( m_k = \frac{1}{k!} \int_{\mathbb{R}} y^k \gamma(dy) \);
(iii) for any \( g \in \Theta \), \( (g')^2 \in \Theta \);
(iv) all monomials \( \{x^k\}_{k=1}^{\infty} \) is contained in \( \Theta \).

It can be shown that \( \Theta \) is countable. Let \( \{f_j\}_{j=1}^{\infty} \) be an enumeration of \( \Theta \). Fix a \( b > 0 \) and recall \( \mathcal{M}_b \) defined earlier. For every \( f_j \in \Theta \), consider the finite index set \( I_j \) so that the set \( \{f_i : i \in I_j\} \) is the set of polynomials obtained from \( f_j \) by one of the first three above operations. Since measures \( \mathcal{M}_b \) have bounded exponential moments,
\[
s_j(b) := 1 + \sup_{\mu \in \mathcal{M}_b} \langle \mu, f_j \rangle^2 < \infty \quad \forall j,
\]
and thus set

\[ c_j(b) := \left( \sum_{k \in I_j} 2^k \right)^{-1} \left( \sum_{k \in I_j} s_k(b) \right)^{-2}. \tag{2.4} \]

Then we have the following result the proof of which can be found in [4].

**Lemma 2.1.** With the above choice \( \{c_j(b)\}_{j=1}^{\infty} \)

\[ d(\mu, \nu; b) = \sum_{j=1}^{\infty} c_j(b) |\langle \mu - \nu, f_j \rangle|, \]

defines a metric on \( M_b \). Furthermore a sequence \( \{\mu_n\}_{n \in \mathbb{N}} \) in \( M_b \) converges weakly to \( \mu \in M_b \) if and only if \( \lim_{n \to \infty} d(\mu_n, \mu; b) = 0 \).

As a consequence of the definition, we have the following facts, which will be useful in the sequel. Their proofs can be found in [4].

1. \( c_j(b) \leq 2^{-j} \) and consequently \( \sum_j c_j(b) \leq 1 \);
2. for each \( f_i \in \Theta \) with \( i \in I_j \), \( c_j(b) \leq c_i(b) \);
3. \( \sum_j c_j(b) \langle \mu, f_j \rangle^2 \leq 1 \), for all \( \mu \in M_b \).

**Remark 2.4.** In the following we will fix an \( M \in \mathbb{N} \) and run our analyses on \( O_M \). To that effect we fix \( b = M e^{K_T} \) and omit the dependence of \( c_j \) and \( d \) on \( b \).

**Notation 2.2.** Associated with each pair of states \( (i_0, j_0) \in S \times S \), \( i_0 \neq j_0 \) of the Markov chain \( \alpha \) we denote

\[ [M_{i_0,j_0}^\alpha](t) = \sum_{0 \leq s \leq t} 1_{\{\alpha_s = i_0\}} 1_{\{\alpha_s = j_0\}}, \quad \langle M_{i_0,j_0}^\alpha \rangle(t) = \int_0^t q_{i_0,j_0} 1_{\{\alpha_s = i_0\}} ds, \]

Finally for \( t \in [0, T] \) the process \( M_{i_0,j_0}^\alpha(t) \) is defined by

\[ M_{i_0,j_0}^\alpha(t) = [M_{i_0,j_0}^\alpha](t) - \langle M_{i_0,j_0}^\alpha \rangle(t). \]

It can be shown that this is a purely discontinuous and square integrable martingale with respect to the complete filtration \( \mathcal{F}_t \). See e.g. [22].

As necessary we will use the following notation to measure distance between states in the state space \( S \) of the Markov chain \( \alpha \).

**Notation 2.3.** For every \( i_0, j_0 \in S \)

\[ d(i_0, j_0) = 1_{\{i_0 \neq j_0\}}. \]

3. **MEAN FIELD CONTROL PROBLEM**

3.1. **Dynamic Programming.**

**Lemma 3.1.** The following dynamic programming principle holds:

\[ V(t, \rho, i_0) = \inf_{v \in A} \mathbb{E} \left[ \int_t^\theta f(s, X_s, \mu_s, v_s, \alpha_{s-}) ds + V(\theta, \mu_\theta, \alpha_\theta) \right], \quad \forall \theta \in [t, T], \tag{3.1} \]

**Proof.** Since the McKean-Vlasov control problem considered here is deterministic, the dynamic programming principle follows from classical results. See, for instance [15]. \( \square \)
Notation 3.1. For a given class of functions \( u = (u(t, \mu, i_0, x))_{i_0 \in \mathcal{S}} \), the operator \( \mathcal{L}^{\mu,i_0,v}_t \) acts on the \( x \) and \( i_0 \) variables and is given by

\[
\mathcal{L}^{\mu,i_0,v}_t[u](x) := b(t, x, \mu, v, i_0) \frac{\partial u}{\partial x}(t, \mu, i_0, x) + \frac{1}{2} \sigma^2(t, x, \mu, v, i_0) \frac{\partial^2 u}{\partial x^2}(t, \mu, i_0, x) \\
+ \lambda(t, x, \mu, i_0, v) \int_{\mathbb{R}} (u(t, \mu, i_0, x + y) - u(t, \mu, i_0, x)) \gamma(dy)
\] (3.2)

From (3.1) one obtains the following dynamic programming equation:

\[
- \partial_t V(t, \mu, i_0) + \sup_{v \in \mathcal{A}} \mathcal{H}^v(t, \mu, i_0, D_m V) - \sum_{j_0 \in \mathcal{S}} q_{i_0,j_0} (V(t, \mu, j_0) - V(t, \mu, i_0)) = 0,
\] (3.3)

where

\[
\mathcal{H}^v(t, \mu, i_0, D_m V) = - \langle \mu, f(t, \cdot, \mu, v, i_0) \rangle + \mathcal{L}^{\mu,i_0,v}_t[D_m V].
\] (3.4)

Notation 3.2. \( \mathcal{H} := \sup_{v \in \mathcal{A}} \mathcal{H}^v \).

The following lemma from [4] is modified for our purposes but its proof is similar.

Lemma 3.2. Under Assumption 2.2 for any \( M \in \mathbb{N} \) we have

\[
(t, \mu, i_0) \in \mathcal{O}_M \times \mathcal{S} \Rightarrow (u, \mathcal{L}(X_u^{\alpha_m,i_0,v}[\mathcal{F}_{u}^\alpha], \alpha_u)) \in \mathcal{O}_M \times \mathcal{S}, \quad \forall (u, v) \in [t, T] \times \mathcal{A}.
\]

3.2. Viscosity solutions and test functions. The viscosity sub- and super-solutions are defined similar to [4]. We begin with the class of test functions.

Definition 3.1. A cylindrical function is a map of the form \( (t, \mu, i_0) \mapsto F(t, \langle \mu, f \rangle, i_0) \) for some function \( f: \mathbb{R} \to \mathbb{R} \) and \( F: [0, T] \times \mathbb{R} \times \mathcal{S} \to \mathbb{R} \). This function is called cylindrical polynomial if \( f \) is a polynomial, and \( F(\cdot, \cdot, i_0) \) is continuously differentiable for all \( i_0 \).

Definition 3.2. For \( E \subseteq \mathcal{O} \), a viscosity test function on \( E \times \mathcal{S} \) is a function of the form

\[
\varphi(t, \mu, i_0) = \sum_{j=1}^{\infty} \varphi_j(t, \mu, i_0), \quad (t, \mu, i_0) \in E \times \mathcal{S},
\]

where \( \{\varphi_j\}_j \) is a sequence of cylindrical polynomials satisfying:

(i) \( \{\varphi_j^{i_0} := \varphi_j(\cdot, \cdot, i_0)\}_j \) are absolutely convergent at every \( (t, \mu) \) for every \( i_0 \in \mathcal{S} \),

(ii) for every \( j \in \mathbb{N} \) and \( i_0 \in \mathcal{S} \)

\[
\lim_{M \to \infty} \sum_{j=M}^{\infty} \sup_{(t, \mu) \in E} \sum_{k=0}^{\deg(D_m \varphi_j)} \left| \langle \mu, (D_m \varphi_j^{i_0})^{(k)} \rangle \right| = 0.
\]

We let \( \Phi_{E \times \mathcal{S}} \) be the set of all viscosity test functions on \( E \times \mathcal{S} \).

Definition 3.3. For \( E \subseteq \mathcal{O} \) and \( (t, \mu, i_0) \in E \times \mathcal{S} \) with \( t < T \), the superjet of \( u \) at \( (t, \mu, i_0) \) is given by:

\[
J_{E \times \mathcal{S}}^{1+} u(t, \mu, i_0) := \left\{ (\partial_t \varphi(t, \mu, i_0), (D_m \varphi(t, \mu, k, \cdot))_{k \in \mathcal{S}}) \right\} \varphi \in \Phi_{E \times \mathcal{S}}, (u - \varphi)(t, \mu, i_0) = \max_{E} (u - \varphi)(\cdot, \cdot, i_0)
\]

The subjet of \( u \) at \( (t, \mu, i_0) \) is defined as \( J_{E \times \mathcal{S}}^{1-} u(t, \mu, i_0) := -J_{E \times \mathcal{S}}^{1+} (-u)(t, \mu, i_0) \).
Definition 3.4. For a subspace \( E \subseteq \mathcal{O} \), the upper semi-continuous envelope of \( u \) on \( E \times S \) is defined by

\[
\phi_E^*(t, \mu, i_0) := \limsup_{\phi \to \phi_E(t, \mu, i_0)} \mu\left( s, \mu_s, \alpha_s \right) + \left\langle \mu_s, \mathcal{L}_s^{\mu_{s-}, \alpha_{s-}} [D_M \phi] \right\rangle
\]

The lower semicontinuous envelope \( \phi_E^* \) is defined analogously.

Notation 3.3. \( \phi_E^* := \phi_E^* \times S \), \( \phi_* := \phi_* \times S \), \( \phi_M := \phi_M \times S \), \( \phi_*^M := \phi_*^M \times S \)

Definition 3.5. We say that a function \( u : \mathcal{O} \times S \to \mathbb{R} \) is a viscosity subsolution of (3.3) on \( \mathcal{O} \times S \) if for every \( (t, \mu, i_0) \in \mathcal{O} \times S \)

\[
-\pi_t + \mathcal{H}(t, \mu, \pi_\mu) \leq 0, \quad \forall (\pi_t, \pi_\mu) \in J_{\mathcal{O}\times S}^{1+}\phi_M^*(t, \mu, i_0).
\]

We say that a function \( u : \mathcal{O} \times S \to \mathbb{R} \) is a viscosity supersolution of (3.3) on \( \mathcal{O} \times S \) if for every \( (t, \mu, i_0) \in \mathcal{O} \times S \)

\[
-\pi_t + \mathcal{H}(t, \mu, \pi_\mu) \geq 0, \quad \forall (\pi_t, \pi_\mu) \in J_{\mathcal{O}\times S}^{1-}\phi_M^*(t, \mu, i_0).
\]

A viscosity solution of (3.3) is a function on \( \mathcal{O} \) that is both a subsolution and a supersolution of (3.3) on \( \mathcal{O} \times S \) for every \( M \in \mathbb{N} \).

Proposition 3.1. For every \( \phi \in \Phi_{\mathcal{O}\times S}, (t, \mu, i_0) \in \mathcal{O} \times S, \) and \( v \in \mathcal{A} \):

\[
\phi(u, \mu_{u}, \alpha_{u}) = \phi(t, \mu, i_0) + \int_t^u [\partial_t \phi(s, \mu_s, \alpha_s) + \langle \mu_s, \mathcal{L}_s^{\mu_s, \alpha_s} [D_M \phi] \rangle] ds
\]

\[
+ \sum_{j_0 \neq \alpha_{s-}} g_{\alpha_{s-}, j_0} [\phi(s, \mu_s, j_0) - \phi(s, \mu_s, \alpha_{s-})] ds
\]

\[
+ \sum_{j_0 \neq \alpha_{s-} \in S} \int_t^u [\phi(s, \mu_s, j_0, \cdot) - \phi(s, \mu_s, i_0, \cdot)] dM_{\alpha_{s-},j_0}(s), \quad u \in [t, T].
\]

where \( \mu_s = \mathcal{L}(X_s | \mathcal{F}_s^{\alpha_{s-}}) \) and \( (X_s)_{s \in [t, T]} \) is the solution to (2.1) with initial conditional distribution \( \mu \) and \( \alpha_t = i_0 \).

Proof. For a given polynomial \( f, \langle \mu_s, f \rangle = \mathbb{E} f(X_s) \). Thus using Itô’s formula and taking expectation:

\[
\langle \mu_s, f \rangle = \langle \mu, f \rangle + \int_t^u \langle \mu_s, \mathcal{L}_s^{\mu_{s-}, \alpha_{s-}} [f] \rangle ds.
\]

Now considering a cylindrical polynomial \( \phi(t, \mu, i_0) = F(t, \langle \mu, f \rangle, i_0) \) we have

\[
\phi(u, \mu_{u}, \alpha_{u}) = \phi(t, \mu, i_0) + \int_t^u [\partial_t \phi(s, \mu_s, \alpha_s) + \partial_x F(s, \langle \mu_s, f \rangle) \langle \mu_s, \mathcal{L}_s^{\mu_{s-}, \alpha_{s-}} [f] \rangle] ds
\]

\[
+ \int_t^u \sum_{j_0 \neq \alpha_{s-}} g_{\alpha_{s-}, j_0} [\phi(s, \mu_s, j_0) - \phi(s, \mu_s, \alpha_{s-})] ds
\]

\[
+ \sum_{j_0 \neq \alpha_{s-} \in S} \int_t^u [\phi(s, \mu_s, j_0, \cdot) - \phi(s, \mu_s, i_0, \cdot)] dM_{\alpha_{s-},j_0}(s)
\]
Since \( D_m \phi(s, \mu, i_0) = \partial_x F(s, \langle \mu, f \rangle, i_0) f \), we have the result for cylindrical polynomials which can be extended to general \( \phi \in \mathcal{O}_M \) as in [4].

\[ \square \]

3.3. Value Function.

**Lemma 3.3.** For each \( M, V, V^*_M \) and \( V^*_M \) are bounded on \( \mathcal{O}_M \).

**Proof.** The proof is similar to that in [4]. \( \square \)

**Proposition 3.2.** Assume (3.1) holds. Then for any \( M \in \mathbb{N} \), the value function \( V \) is both a viscosity sub- and supersolution to (3.3) on \( \mathcal{O}_M \) and

\[
V^*_M(T, \mu, i_0) = V^*_M(T, \mu, i_0) = \langle \mu, h(T, \cdot, \mu, i_0) \rangle, \forall \mu \in \mathcal{M}_{\mathcal{M}^x \mathcal{R}} \}
\]

**Proof.** Fix \( M \in \mathbb{N} \). By Lemma 3.3, both envelopes \( V^*_M \) and \( V^*_M \) are finite.

**Step 1:** \( V^*_M(t, \mu, i_0) \) is a viscosity sub-solution for \( t < T \). Suppose that for \( \phi \in \Phi_{\mathcal{O} \times \mathcal{S}} \) and \( (t, \mu) \in \mathcal{O}_M \)

\[
0 = (V^*_M - \phi)(t, \mu, i_0) = \max_{(t, \mu) \in \mathcal{O}_M} (V^*_M - \phi)(t, \mu, i_0) \quad \forall i \in \mathcal{S}.
\]

Fix an arbitrary \( i \) and let \( (t_n, \mu_n) \) be a sequence in \( \mathcal{O}_M \) such that \( (t_n, \mu_n, V(t_n, \mu_n, i_0)) \to (t, \mu, V^*_M(t, \mu, i_0)) \). Now fix \( v \in A \) and let \( (X^*_n, \mu_n, i_0, v)_{s \in [t_n, \tau]} \) denote the solution to (2.1) with constant control \( v, \mathcal{F}^\alpha \)-conditional distribution \( \mu_n \) at time \( t_n \) and \( \alpha^m_{t_n} = i_0 \). We denote \( \mu^m_{s, v} = \mathcal{L}(X^*_n, \mu_n, i_0, v) \mathcal{F}^\alpha \). Using (3.1) with \( \theta_n = t_n + \eta \) for \( 0 < \eta < T - t_n \), we have

\[
V(t_n, \mu_n, i_0) \leq \mathbb{E} \left[ \int_{t_n}^{\theta_n} f(s, X^*_s, \mu_n, i_0, v, \mu_n, v, \alpha^m_{\mu_n})ds + V(\theta_n, \mu^m_{\theta_n}, \alpha^m_{\theta_n}) \right]
\]

\[
\leq \mathbb{E} \left[ \int_{t_n}^{\theta_n} f(s, X^*_s, \mu_n, i_0, v, \mu_n, v, \alpha^m_{\mu_n})ds + \phi(\theta_n, \mu^m_{\theta_n}, \alpha^m_{\theta_n}) \right].
\]

Passing to the limit we obtain

\[
V^*_M(t, \mu, i_0) = \phi(t, \mu, i_0) \leq \mathbb{E} \left[ \int_{t}^{t+h} f(s, X_s, \mu_s, \alpha_s)ds + \phi(t + h, \mu_{t+h}, \alpha_{t+h}) \right].
\]

Then using Proposition 3.1 and recalling that \( M^\alpha_{t, i_0} \) is a martingale, we have that

\[
0 \leq \mathbb{E} \int_{t}^{t+h} [f(s, X_s, \mu_s, \alpha_s) + \partial_s \phi(s, \mu_s, \alpha_s) + \langle \mu_s, \mathcal{L}^{\mu_s, \alpha_s} \alpha_v[D_m \phi] \rangle]ds.
\]

This implies

\[
0 \leq \mathbb{E} \int_{t}^{t+h} [\partial_s \phi(s, \mu_s, \alpha_s) + \langle \mu_s, f(s, \cdot, \mu_s, \alpha_s) \rangle + \mathcal{L}^{\mu_s, \alpha_s} \alpha_v[D_m \phi]]ds.
\]

This holds for any \( h > 0 \). Recalling \( \alpha_t = i_0 \) we then obtain

\[
0 \leq \partial_t \phi(t, \mu, i_0) - \mathcal{H}^v(t, \mu, i_0, D_m \phi)
\]

which implies

\[
-\partial_t \phi(t, \mu, i_0) + \mathcal{H}(t, \mu, i_0, D_m \phi) \leq 0.
\]
Step 2: $V^M_t$ is a viscosity supersolution for $t < T$. Suppose there exists $(t, \mu) \in \mathcal{O}_M$, $\phi \in \Phi_{\mathcal{O}_M \times S}$ such that

$$0 = (V^M_t - \phi)(t, \mu, i_0) = \min_{(t, \mu) \in \mathcal{O}_M} (V^M_t - \phi)(t, \mu, i_0) \quad \forall i \in S.$$ 

Using [4, Lemma 7.1] we get that the above minimum is strict. To derive a contradiction we assume that

$$-\partial_t \phi(t, \mu, i_0) + \mathcal{H}(t, \mu, i_0, D_m \phi) < 0, \quad \text{for some } i \in S, \quad \text{for some } i \in S.$$

Since $\mathcal{H}$ is continuous in $(t, \mu)$ there exists a neighborhood $B$ of $(t, \mu)$ such that

$$-\partial_t \phi(t, \mu, i_0) - \langle \mu, f(t, \cdot, \mu, v, i_0) \rangle + \mathcal{L}^t_{\mu, i_0, v}[D_m \phi] < 0, \quad \forall (t, \mu) \in B := B \cap \mathcal{O}_M, \forall v \in A.$$ 

(3.8)

Let $(t_n, \mu_n)$ be a sequence in $\mathcal{O}_M$ such that $(t_n, \mu_n, V(t_n, \mu_n, i_0)) \to (t, \mu, V^M_t(t, \mu))$. This means that for all large $n$, $(t_n, \mu_n) \in B_M$. Fix an arbitrary control $v \in A$ and let $(X^{t_n, \mu_n, i_0, v})_{s \in [t_n, T]}$ denote the solution to (2.1) with $\mathcal{F}_s^n$-conditional distribution $\mu_n$ and value of the Markov chain $\alpha^n_s = i$ at initial time $t_n$. Consider

$$\theta_n := \inf \{ s \geq t_n : (s, \mu^n_s, v) \notin B_M \text{ or } \alpha^n_s \neq i \} \land T.$$ 

This is an $\mathcal{F}_s$ stopping time. By Proposition 3.1 we have

$$\phi(t_n, \mu_n, i_0) = \phi(\theta_n, \mu^n_{\theta_n}, \alpha^n_{\theta_n}) - \int_{t_n}^{\theta_n} \left[ \partial_s \phi(s, \mu^n_s, \alpha^n_s) + \langle \mu^n_s, \mathcal{L}^{\mu^n_s, \alpha^n_s, \cdot, v}[D_m \phi] \rangle \right] ds$$

$$- \sum_{i_0 \neq j_0 \in S} \int_{t_n}^{\theta_n} \langle \mu^n_s, D_m \phi(s, \mu^n_s, j_0, \cdot) - D_m \phi(s, \mu^n_s, i_0, \cdot) \rangle dM^n_{i_0j_0}(s).$$

From (3.8) we obtain that

$$\phi(t_n, \mu_n, i_0) = \phi(\theta_n, \mu^n_{\theta_n}, \alpha^n_{\theta_n}) + \int_{t_n}^{\theta_n} \langle \mu^n_s, f(s, \cdot, \mu^n_s, v, \alpha^n_s) \rangle ds$$

$$- \sum_{i_0 \neq j_0 \in S} \int_{t_n}^{\theta_n} \langle \mu^n_s, D_m \phi(s, \mu^n_s, j_0, \cdot) - D_m \phi(s, \mu^n_s, i_0, \cdot) \rangle dM^n_{i_0j_0}(s).$$

Since $\overline{\mathcal{O}_M} \setminus B_M = \overline{\mathcal{O}_M} \setminus B$ is compact and $V^M_t - \phi$ has a strict minimum at $(t, \mu)$, there exists $\eta > 0$ independent of $v$ such that $\phi \leq V^M_t - \eta \leq V - \eta$ on $\overline{\mathcal{O}_M} \setminus B$. Hence we now have

$$\phi(t_n, \mu_n, i_0) = V(\theta_n, \mu^n_{\theta_n}, \alpha^n_{\theta_n}) + \int_{t_n}^{\theta_n} \langle \mu^n_s, f(s, \cdot, \mu^n_s, v_s, \alpha^n_s) \rangle ds$$

$$- \sum_{i_0 \neq j_0 \in S} \int_{t_n}^{\theta_n} \langle \mu^n_s, D_m \phi(s, \mu^n_s, j_0, \cdot) - D_m \phi(s, \mu^n_s, i_0, \cdot) \rangle dM^n_{i_0j_0}(s) - \eta.$$
Taking expectation we obtain
\[
V(t_n, \mu_n, \iota_0) \leq V(\theta_n, \mu_{\theta_n}^n, \alpha_{\theta_n}^n) + \int_{t_n}^{\theta_n} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s, \alpha_{s-}^n) \rangle ds \\
- \sum_{i_0 \neq j_0 \in S} \int_{t_n}^{\theta_n} \langle \mu_s, D_m \phi(s, \mu_s^n, j_0, \cdot) - D_m \phi(s, \mu_s^n, i_0, \cdot) \rangle dM_{i_0j_0}^{\alpha_n}(s) - \frac{\eta}{2}.
\]

Rewriting the above and noting that \(\eta\) is independent of \(v \in \mathcal{A}\) we get
\[
V(t_n, \mu_n, \iota_0) \leq \mathbb{E} \left[ \int_{t_n}^{\theta_n} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s, \alpha_{s-}^n) \rangle ds + V(\theta_n, \mu_{\theta_n}^n, \alpha_{\theta_n}^n) \right] - \frac{\eta}{2}
\]

contradicting (3.1). Hence \(V^*_M\) is a viscosity supersolution to (3.3).

**Step 3:** \(V^*_M(T, \mu, \iota_0) = \langle \mu, h(T, \cdot, \mu, \iota_0) \rangle\) for \(\mu \in \mathcal{M}_{\mathcal{K}^*T}\). Consider a sequence \((t_n, \mu_n) \in \mathcal{C}_M\) converging to \((T, \mu)\) such that \(V^*_M(T, \mu, \iota_0) = \lim_{n \to \infty} V(t_n, \mu_n, \iota_0)\). By Assumption 2.2
\[
\mathbb{E} \left[ \int_{t_n}^{T} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s, \alpha_{s-}^n) \rangle ds \right] \to 0,
\]
as \(n \to \infty\). By the compactness of \(\mathcal{C}_M\), there exists \(\hat{\mu} \in \mathcal{M}_M\) such that \(\mu_T^n \to \hat{\mu}\) up to a subsequence. Itô’s formula implies
\[
\langle \mu_T^n, x_j \rangle = \int_{t_n}^{T} \langle \mu_s^n, \mathcal{L}[x_j] \rangle ds \to 0,
\]
owing to [4, Lemma 6.8] where \(\mathcal{L}\) is the operator (3.2) acting only on the \(x\)-variable. This implies \(\hat{\mu} = \mu\) courtesy Remark 2.2. Consequently for arbitrary \(v \in \mathcal{A}\):
\[
V^*_M(t, \mu, \iota_0) = \lim_{n \to \infty} V(t_n, \mu_n, \iota_0)
\]
\[
\leq \lim_{n \to \infty} \mathbb{E} \left[ \int_{t_n}^{T} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s, \alpha_{s-}^n) \rangle ds + \langle \mu_T^n, \mathcal{L}[x_j] \rangle \right] = \langle \mu, h(T, \cdot, \mu_T, \iota_0) \rangle.
\]
Since \(V^*_M(T, \mu, \iota_0) \geq V(T, \mu, \iota_0) = \langle \mu, h(T, \cdot, \mu, \iota_0) \rangle\), we conclude that \(V^*_M(T, \mu, \iota_0) = \langle \mu, h(T, \cdot, \mu, \iota_0) \rangle\).

**Step 4:** \(V^*_M(T, \mu, \iota_0) = \langle \mu, h(T, \cdot, \mu, \iota_0) \rangle\) for \(\mu \in \mathcal{M}_{\mathcal{K}^*T}\). Consider a sequence \((t_n, \mu_n) \in \mathcal{C}_M\) converging to \((T, \mu)\) such that \(V^*_M(T, \mu, \iota_0) = \lim_{n \to \infty} V(t_n, \mu_n, \iota_0)\). As before
\[
\mathbb{E} \left[ \int_{t_n}^{T} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s, \alpha_{s-}^n) \rangle ds \right] \to 0,
\]
uniformly in \(v \in \mathcal{A}\). In addition \(\langle \mu_T^n, h(T, \cdot, \mu_T^n, \alpha_T^n) \rangle \to \langle \mu, h(T, \cdot, \mu, \iota_0) \rangle\) as \(n \to \infty\). For \(n \in \mathbb{N}\) choose \(v^n \in \mathcal{A}\) so that
\[
V(t_n, \mu_n, \iota_0) \geq \mathbb{E} \left[ \int_{t_n}^{T} \langle \mu_s^n, f(s, \cdot, \mu_s^n, v_s^n, \alpha_{s-}^n) \rangle ds + \langle \mu_T^n, h(T, \cdot, \mu_T^n, \alpha_T^n) \rangle \right] - \frac{1}{n}.
\]
This implies that

$$V^M_{\star}(T, \mu, i_0) = \lim_{n \to \infty} V(t_n, \mu_n, i_0)$$

$$\geq \lim_{n \to \infty} \mathbb{E} \left[ \int_{t_n}^{T} \langle \mu^n_s, f(s, \cdot, \mu^n_s, v^n_s, \alpha^n_{s-}) \rangle \, ds \right] + \langle \mu^n_T, h(T, \cdot, \mu^n_T, \alpha^n_T) \rangle \right) = \langle \mu, h(T, \cdot, \mu, i_0) \rangle .$$

3.4. Comparison Result.

**Proposition 3.3.** Let $u$ be a u.s.c. subsolution to (3.3) on $\mathcal{O}_M \times \mathcal{M}$ and $v$ be a l.s.c. subsolution to (3.3) on $\mathcal{O}_M \times \mathcal{M}$, such that $u(T, \mu, i_0) \leq v(T, \mu, i_0)$ for any $(T, \mu, i_0) \in \overline{\mathcal{O}}_M \times \mathcal{M}$. Then $u \leq v$ on $\overline{\mathcal{O}}_M \times \mathcal{M}$.

**Proof.** We argue by contradiction. That is, we assume that there exists $i_0 \in \mathcal{S}$ such that $\sup_{\mathcal{O}_M} (u - v)(\cdot, i_0) > 0$. Then the proof is similar to [4, Theorem 8.1]. We only need a few modifications to factor in the additional argument for the state of the Markov chain and the additional finite sum in the operator $\mathcal{L}_t^{\mu,v,i}$ arising due to the presence of the Markov chain, if it appears. In particular, one can take $u(\cdot, \cdot) \equiv u(\cdot, \cdot, i_0)$ and $v(\cdot, \cdot) \equiv v(\cdot, \cdot, i_0)$ and the proof of [4, Theorem 8.1] suffices.

**Proposition 3.4.** The value function $V$ is the unique viscosity solution to (3.3) on $\mathcal{O}$ satisfying $V^\star(T, \mu, i_0) = V(\star)(T, \mu, i_0) = \langle \mu, h(T, \cdot, \mu, i_0) \rangle$ for $(T, \mu, i_0) \in \mathcal{O} \times \mathcal{S}$. Moreover, $V(\cdot, \cdot, i_0)$ restricted to $\mathcal{O}$ is Lipschitz continuous in $\mu$ and $\frac{1}{2}$-Hölder continuous in time.

$$|V(t, \mu, i_0) - V(s, \nu, i_0)| \leq C(d(\mu, \nu) + \sqrt{|t - s|})$$

(3.9)

where $C$ and $d$ depend on $M$, $\mu \in \mathcal{O}_M$, but $\nu \in \mathcal{O}$.

**Proof.** The proof of uniqueness follows from the comparison principle. Since coefficients are $W_2$-Lipschitz, it is easy to see that $V$ is $W_2$-Lipschitz in $\mathcal{O}$ and so, thanks to the dynamic programming principle, it is $\frac{1}{2}$-Hölder continuous in time.

To show that $V$ is Lipschitz in $\mu$ with respect to the distance $d$, recall from Assumption 2.2 that the coefficients $b$ and $\sigma$ (which do not depend on $x$) and the cost coefficients $\mu \to \langle f(s, \cdot, \mu, v, i)|\mu \rangle$ and $\mu \to \langle h(T, \cdot, \mu, i)|\mu \rangle$ are Lipschitz with respect to a finite number of moments. This assumption gives Lipschitz continuity of the coefficients for $d$. Indeed, since all monomials are contained in $\Theta$ and $c(x^n) \leq c(C_n x^k)$, where $C_n x^k$ denotes the $n - k$ derivative of $x^n$, for any $\mu, \nu \in \mathcal{O}$ we have

$$|g(\mu) - g(\nu)| \leq \kappa_1 \sum_{k=1}^{n} |\langle \mu - \nu, x^k \rangle| \leq \kappa_1 \sum_{k=1}^{n} \frac{1}{C_{n,k}} C_n |\langle \mu - \nu, C_n x^k \rangle|$$

$$\leq \kappa_1 \frac{C_n}{c(x^n)} \sum_{k=1}^{n} C_n x^k |\langle \mu - \nu, C_n x^k \rangle| \leq \kappa_1 C_n d(\mu, \nu),$$

where $C_n$ denote a constant which depends just on $n$ and $M$. 
To prove Lipschitz-continuity in the measure, fix $i_0 \in \mathcal{S}$, $t \in [0, T]$, $\mu \in \mathcal{O}_M$, consider a control $\alpha$ $\epsilon$-optimal for $(t, \mu) \in \mathcal{O}_M$ and consider another point $\tilde{\mu} \in \mathcal{O}$. Then

$$V(t, \tilde{\mu}, i_0) - V(t, \mu, i_0) \leq J(t, \tilde{\mu}, v) - J(t, \mu, v) + \epsilon$$

$$\leq \mathbb{E} \int_t^T f(s, \tilde{X}_s, \tilde{\mu}_s, v_s, \alpha_{s-}) - f(s, X_s, \mu_s, v_s, \alpha_{s-}) ds$$

$$+ h(T, \tilde{X}_T, \tilde{\mu}_T, \alpha_T) - h(T, X_T, \mu_T, \alpha_T) + \epsilon$$

$$\leq C \sup_{t \leq s \leq T} \mathbb{E} d(\tilde{\mu}_s, \mu_s) + \epsilon,$$

where $\mu_s = \mathcal{L}(X_s|\alpha_{s-})$, $\tilde{\mu}_s = \mathcal{L}(\tilde{X}_s|\alpha_{s-})$. Denoting $\mathbb{E}^\alpha = \mathbb{E}[:|\alpha]$ and $\xi$, $\tilde{\xi}$ such that $\mathcal{L}(\xi) = \mu$, $\mathcal{L}(\tilde{\xi}) = \tilde{\mu}$, by Itô’s formula we get (almost surely)

$$d(\tilde{\mu}_s, \mu_s) = \sum_j c_j |\mathbb{E}^\alpha[f_j(\tilde{X}_s) - f_j(X_s)]|$$

$$\leq \sum_j c_j |\mathbb{E}[f_j(\tilde{\xi}) - f_j(\xi)]|$$

$$+ \sum_j c_j |\mathbb{E}^\alpha \int_t^s \left\{ f_j'(\tilde{X}_r)b(r, \tilde{\mu}_r, v_r, \alpha_r) - f_j'(X_r)b(r, \mu_r, v_r, \alpha_r)$$

$$+ \frac{1}{2} f_j''(\tilde{X}_r)\sigma^2(r, \tilde{\mu}_r, v_r, \alpha_r) - \frac{1}{2} f_j''(X_r)\sigma^2(r, \mu_r, v_r, \alpha_r)$$

$$+ \lambda(r, \tilde{\mu}_r, v_r, \alpha_r) \int_\mathbb{R} (f(\tilde{X}_r + y) - f(\tilde{X}_r))\gamma(dy) - \lambda(r, \mu_r, v_r, \alpha_r) \int_\mathbb{R} (f(X_r + y) - f(X_r))\gamma(dy) \right\} dr |.$$

Since

$$g_j(x) := \int_\mathbb{R} (f_j(x + y) - f_j(x))\gamma(dy) = \sum_{i=1}^{\text{deg}(f_j)} \frac{f_j^{(i)}(x)}{i!} \int_\mathbb{R} y^i\gamma(dy) = \sum_{i=1}^{\text{deg}(f_j)} m_i f_j^{(i)}(x),$$

the definition of $c_j(b)$ (with $b = Me^{\lambda T}$), and the property $\sum_j c_j(\mu, f_j)^2 \leq 1$, as $\mu \in \mathcal{O}_M$, and the boundedness of $b$, $\sigma$ and $\lambda$ yield

$$d(\tilde{\mu}_s, \mu_s)$$

$$\leq d(\mu, \tilde{\mu}) + \int_t^s \left\{ \sum_j c_j |\mathbb{E}^\alpha[f_j'(\tilde{X}_r) - f_j'(X_r)]||b||_\infty + C \sum_j c_j |\mathbb{E}^\alpha[f_j'(X_r)]|d(\mathcal{L}(\tilde{X}_r), \mathcal{L}(X_r))$$

$$+ \frac{1}{2} \sum_j c_j |\mathbb{E}^\alpha[f_j''(\tilde{X}_r) - f_j''(X_r)]||\sigma^2||_\infty + C \sum_j c_j |\mathbb{E}^\alpha[f_j''(X_r)]|d(\mathcal{L}(\tilde{X}_r), \mathcal{L}(X_r))$$

$$+ \sum_j c_j |\mathbb{E}^\alpha[g_j(\tilde{X}_r) - g_j(X_r)]||\lambda||_\infty + C \sum_j c_j |\mathbb{E}^\alpha[g_j(X_r)]|d(\mathcal{L}(\tilde{X}_r), \mathcal{L}(X_r)) \right\} dr$$

$$\leq d(\mu, \tilde{\mu}) + C \int_t^s d(\mathcal{L}(\tilde{X}_r), \mathcal{L}(X_r)) dr,$$

Thus Gronwall’s lemma, taking expectation, gives the claim. □
4. Finite agent centralized control problem

4.1. Problem setup and viscosity solution definition. We assume the following state dynamics interpreted in the weak sense for an $N$-agent system similar to the controlled McKean-Vlasov jump-diffusion (2.1)

$$dX^k_s = b(s, X^k_s, \mu^N_s, v^N_s, \alpha_{s-})ds + \sigma(s, X^k_s, \mu^N_s, v^N_s, \alpha_{s-})dB^k_s + dJ^k_s, \quad s > t, \quad k = 1, \ldots, N,$$

with initial condition $X^k_0 = x_k$ and where $\{B^k_k\}_k$ are independent Brownian motions, $\{J^k_k\}_k$ are independent purely discontinuous processes with controlled intensity $\lambda(s, X^k_s, \mu^N_s, v_s, \alpha_{s-})$ and the jump sizes are i.i.d. from the distribution $\gamma \in \mathcal{P}(\mathbb{R})$ satisfying Assumption 2.2(iii). The Markov chain $\alpha$ initialized at $\alpha_t = i_0$ is the noise common to all agents, and is the same as in (2.1). Admissible controls are of the form $v^N_s = v(s, \mu^N_s, \alpha_{s-})$ taking values in the Polish space $A$. The coefficients $b, \sigma, \lambda$, and the distribution $\gamma$ all satisfy the same Assumption 2.2. The same is true for the running cost $f$ and the terminal cost $h$ in the value function

$$u^N(t, x, i_0) = \inf_{v^N \in A} \frac{1}{N} \sum_{k=1}^N \mathbb{E} \left[ \int_t^T f(s, X^k_s, \mu^N_s, v^N_s, \alpha_{s-})ds + h(T, X^k_T, \mu^N_T, \alpha_T) \right], \quad (4.2)$$

where $X_t = x \in \mathbb{R}^N$. The corresponding HJB turns out to be

$$- \frac{\partial}{\partial t} u^N(t, x, i_0) + \sup_v \frac{1}{N} \sum_{k=1}^N H^v_k(t, x, i_0, Nu^N, NDu^N, ND^2u^N) - \sum_{j_0 \in \mathcal{S}} q_{i_0j_0} [u^N(t, x, j_0) - u^N(t, x, i_0)] = 0, \quad (t, x, i_0) \in [0, T] \times \mathbb{R}^N, \times \mathcal{S}, \quad (4.3)$$

where

$$H^v_k(t, x, i_0, u) = \left[ - \left( f(t, x_k, \mu^N(x), v, i_0) + b(t, x_k, \mu^N(x), v, i_0) \gamma_i \right) \right. + \frac{1}{2} \sigma^2(t, x_k, \mu^N(x), v, i_0) \gamma_{ii} + \lambda(t, x_k, \mu^N(x), v, i_0) \int_\mathbb{R} \left[ u^N(t, x + e_ky, i_0) - u^N(t, x, i_0) \right] \gamma(dy) \right],$$

where $\mu^N(x) = \frac{1}{N} \sum_{k=1}^N \delta_{x_k}$. Denote

$$H^v := \frac{1}{N} \sum_{k=1}^N H^v_k \quad (4.4)$$

and $H := \sup_v H^v$.

**Definition 4.1.** (i) A function $u : [0, T] \times \mathbb{R}^N \times \mathcal{S} \to \mathbb{R}$ is a viscosity subsolution of (4.3) if whenever $\phi \in C^{1,2}([0, T] \times \mathbb{R}^N \times \mathcal{S})$ and $(u^* - \phi)(\cdot, \cdot, i_0)$ has a local maxima at $(t, x) \in [0, T] \times \mathbb{R}^N$, then

$$- \frac{\partial}{\partial t} \phi(t, x, i_0) + H(t, x, i_0, N\phi, ND\phi, ND^2\phi) + \sum_{j_0 \in \mathcal{S}} q_{i_0j_0} [u(t, x, j_0) - u(t, x, i_0)] \leq 0.$$
(ii) A function \( u : [0, T] \times \mathbb{R}^N \times \mathcal{S} \to \mathbb{R} \) is a viscosity supersolution of (4.3) if whenever \( \phi \in C^{1,2}([0, T] \times \mathbb{R}^N \times \mathcal{S}) \) and \((u_\ast - \phi)(\cdot, \cdot, i_0)\) has a local minima at \((t, x) \in [0, T] \times \mathbb{R}^N\), then
\[
-\frac{\partial}{\partial t}\phi(t, x, i_0) + H(t, x, i_0, N\phi, ND\phi, ND^2\phi) + \sum_{j_0 \in \mathcal{S}} q_{i_0j_0}[u(t, x, j_0) - u(t, x, i_0)] \geq 0.
\]

(iii) A function \( u \) is a viscosity solution of (4.3) if it is both a viscosity subsolution and a viscosity supersolution of (4.3).

**Notation 4.1.** We use the following notation to transform \( u^N \) to a function on \( \mathcal{O}_M \times S \):
\[
\hat{u}^N(t, \mu^N(x), i_0) := u^N(t, x, i_0), \text{ for } (t, x, i_0) \in [0, T] \times \mathbb{R}^N \times \mathcal{S}.
\]

In addition the empirical projection of any \( \varphi \) is given by
\[
\tilde{\varphi}^N(t, x, i_0) = \varphi(t, \mu^N(x), i_0), \text{ for } (t, x, i_0) \in [0, T] \times \mathbb{R}^N \times \mathcal{S}.
\]

Let also
\[
\mathcal{O}^N = \left\{(t, \mu) \in \mathcal{O} : \mu = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \text{ for some } x \in \mathbb{R}^N \right\}
\]
be the set of empirical measures with finite exponential moment, and
\[
\mathcal{O}_M^N = \left\{(t, \mu) \in \mathcal{O}_M : \mu = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} \text{ for some } x \in \mathbb{R}^N \right\}.
\]

Let us remark that every empirical measure has exponential moments, since it is a finite measure. Moreover, the value function \( \hat{u}^N \) is defined on \( \mathcal{O}^N \) and not on \( \mathcal{O}_M^N \), because the latter set is not invariant for the dynamics of the empirical measure process, while it is invariant for the limiting dynamics.

**Proposition 4.1.** The value function \( u^N \) is the unique viscosity solution to the HJB (4.3). Furthermore \( \hat{u}^N \) is Lipschitz continuous in \( \mu \in \mathcal{O} \) for \( W_2 \) and is \( \frac{1}{2} \)-Hölder-continuous in \([0, T] \):
\[
|\hat{u}^N(t, \mu^N(x)) - \hat{u}^N(s, \mu^N(y))| \leq C(W_2(\mu^N(x), \mu^N(y)) + |t - s|^\frac{1}{2}).
\]

**Proof.** In a setting without regime switches, comparison principle for the viscosity solution of (4.3) is true [24]. Consequently the comparison principle when the regime switches are present follows just as in the Proof of Proposition 3.3. Then by an application of the Stochastic Perron’s method [2, 3] we have uniqueness of \( u^N \).

Since coefficients are \( W_2 \)-Lipschitz, it is easy to prove that \( \hat{u}^N \) is \( W_2 \)-Lipschitz in \( \mu \). From the dynamic programming principle, it then follows the 1/2 Hölder-continuity in time. □

4.2. Convergence to mean field control.

**Lemma 4.1.** The following relations hold (see for example [9])
\[
\frac{\partial}{\partial x_i} \phi^N(t, x, i_0) = \frac{1}{N} \frac{\partial}{\partial y} D_m \tilde{\varphi}^N(t, \mu^N(x), i_0, x_i),
\]
\[
\frac{\partial^2}{\partial x_i^2} \phi^N(t, x, i_0) = \frac{1}{N^2} \frac{\partial^2}{\partial y^2} D_m \tilde{\varphi}^N(t, \mu^N(x), i_0, x_i) + \frac{1}{N^2} \frac{\partial}{\partial y} D_m \frac{\partial}{\partial y} D_m^2 \tilde{\varphi}^N(t, \mu^N(x), i_0, x_i, x_i),
\]
where $\phi^N$ and $\tilde{\phi}^N$ are related by

$$
\phi^N(t, x, i_0) = \tilde{\phi}^N(t, \mu^N(x), i_0).
$$

**Remark 4.1.** In the following we will often use the following distance like quantity instead of $d^2(\mu, \nu)$:

$$
\hat{d}(\mu, \nu) = \sum_{j=1}^{\infty} c_j \langle \mu - \nu, f_j \rangle^2.
$$

We stress that $d$ depends on $M$, which is the bound on the exponential moments of the measure, because the $c_j$ do. It is readily checked using Cauchy-Schwarz inequality and the relation $\sum_{j=1}^{\infty} c_j \leq 1$, that

$$
d^2(\mu, \nu) \leq \hat{d}(\mu, \nu). \tag{4.7}
$$

**Theorem 4.1.** For any $M > 0$ we have

$$
\sup_{(t, \mu, i_0) \in \mathcal{O}_M \times \mathcal{S}} \left| V(t, \mu, i_0) - \hat{u}^N(t, \mu, i_0) \right| \leq \frac{C_M}{N^{\frac{1}{4}}}, \tag{4.8}
$$

for a constant $C_M$ depending on $M$.

**Remark 4.2.** The exponent $1/4$ comes from the $\frac{1}{2}$-Hölder continuity in time of the value functions, as it is clear from the proofs. Assuming more regularity of the coefficients, we may obtain Lipschitz regularity in time; in the case without jumps and regime switching, such regularity is proved in [5]. Thus, in this case, we can obtain $N^{-\frac{1}{2}}$ as convergence rate.

**Proof.** We use the following notations:

$$
E_N^+ = \sup_{(t, \mu, i_0) \in \mathcal{O}_M \times \mathcal{S}} \left( V(t, \mu, i_0) - \hat{u}^N(t, \mu, i_0) \right),
$$

$$
E_N^- = \sup_{(t, \mu, i_0) \in \mathcal{O}_M \times \mathcal{S}} \left( \hat{u}^N(t, \mu, i_0) - V(t, \mu, i_0) \right).
$$

In order to prove (4.8) it is enough to show that each of $E_N^+$ and $E_N^-$ satisfy the same bound. In the following we will only show that

$$
E_N^+ \leq \frac{C}{N^{\frac{1}{4}}}, \tag{4.9}
$$

and the other case can be done similarly. Note that $E_N^+$ can be taken to be positive as otherwise inequality (4.9) holds trivially. The proof has been broken into parts for ease in reading. We fix $M > 0$ and define the distance $d$ according to the constant $b = Me^{K^*T}$. Please note that in the following, the constants $C$ may depend on $M$ and might change from line to line, but they are not renamed.

**Step 1: Doubling of variables.** For a positive sequence $(\varepsilon_N, \eta_N) \to (0, 0)$, we define the following map on $(\mathcal{O}_M \times \mathcal{S}) \times (\mathcal{O}^N \times \mathcal{S})$, where $\mathcal{P}^N$ is the set of empirical measures $\nu^N(x)$,
where \( \hat{u}^N \) is defined above. Note that we add the penalization because \( \mathcal{O}^N \) is not compact.

**Step 2:** Maximum attained. The maximum of \( \Phi_N \) is attained and at some \((\bar{t}, \bar{\mu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0)\). This is because \( \mathcal{O}_M \) is compact, \( \lim_{|x| \to +\infty} \Phi_N(t, \mu, i_0, s, \nu^N(x), j_0) = -\infty \) and \( \Phi_N \) is continuous in \( t, \mu, s, \nu \).

**Step 3:** Bound on \( d(\bar{\mu}, \bar{\nu}) \). Since \( \Phi_N(\bar{t}, \bar{\mu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \geq \Phi_N(\bar{t}, \bar{\nu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \), from the Lipschitz continuity of \( V \) in (3.9), we have

\[
\frac{1}{2\varepsilon_N} d(\bar{\mu}, \bar{\nu}) \leq V(\bar{t}, \bar{\mu}, \bar{i}_0) - V(\bar{t}, \bar{\nu}, \bar{i}_0) \leq C d(\bar{\mu}, \bar{\nu}) \leq C \sqrt{d(\bar{\mu}, \bar{\nu})}.
\]

This implies

\[
\sqrt{d(\bar{\mu}, \bar{\nu})} \leq C \varepsilon_N,
\]

which using relation (4.7) implies

\[
d(\bar{\mu}, \bar{\nu}) \leq C \varepsilon_N.
\]

**Step 4:** Bound on \( |\bar{t} - \bar{s}| \). Since \( \Phi_N(\bar{t}, \bar{\mu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \geq \Phi_N(\bar{s}, \bar{\mu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \), we have that

\[
\frac{1}{2\varepsilon_N} (\bar{t} - \bar{s})^2 \leq V(\bar{t}, \bar{\mu}, \bar{i}_0) - V(\bar{s}, \bar{\mu}, \bar{i}_0) + \frac{\bar{t} - \bar{s}}{4T} E_N^+ \leq C |\bar{t} - \bar{s}|^2 + \frac{\bar{t} - \bar{s}}{4T} E_N^+,
\]

where we have utilized the Hölder property of \( V \). Since \( E_N^+ \) is bounded (\( V \) and \( u^N \) both bounded on \( \mathcal{O}_M^N \times \mathcal{S} \)) we obtain

\[
|\bar{t} - \bar{s}|^2 \leq C \varepsilon_N^2.
\]

**Step 5:** Bound on \( \tilde{d}(i_0, j_0) \). Since \( \Phi_N(\bar{t}, \bar{\mu}, \bar{i}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \geq \Phi_N(\bar{t}, \bar{\mu}, \bar{j}_0, \bar{s}, \bar{\nu}, \bar{j}_0) \), we have that

\[
\frac{1}{2\varepsilon_N} \tilde{d}(i_0, j_0) \leq V(\bar{t}, \bar{\mu}, \bar{i}_0) - V(\bar{t}, \bar{\mu}, \bar{j}_0).
\]

Since the right hand side is bounded we have

\[
\tilde{d}(i_0, j_0) \leq C \varepsilon_N.
\]

Since \( \varepsilon_N \to 0 \), for \( N \) large enough we have that \( \bar{i}_0 = \bar{j}_0 \). In the sequel we will assume that \( N \) is large enough so that this is indeed the case.
Step 6 Case I: \( \bar{t} = T \). For \((t, \mu, i_0) \in \mathcal{O}_M^N \times \mathcal{S} \), we have \( \Phi_N(t, \mu, i_0, s, \bar{\nu}, \bar{j}_0) \geq \Phi_N(t, \mu, i_0, t, \mu, i_0) \). This implies
\[
V(t, \mu, i_0) - \hat{u}^N(t, \mu, i_0)
= \frac{2T - 2t}{4T} E_N^+ + V(\bar{t}, \bar{\mu}, \bar{i}_0) - \hat{u}^N(s, \bar{\nu}, \bar{j}_0) - \frac{1}{2\varepsilon_N} \hat{d}(\bar{\mu}, \bar{\nu}) - \frac{1}{2\varepsilon_N} (\bar{t} - \bar{s})^2 - \frac{T - \bar{s}}{4T} E_N^+
- \eta_N \log \left(1 + \sum_j c_j \langle \bar{\nu}, f_j \rangle^2 \right) + \eta_N \log \left(1 + \sum_j c_j \langle \mu, f_j \rangle^2 \right)
\leq \frac{1}{2} E_N^+ + V(\bar{t}, \bar{\mu}, \bar{i}_0) - \hat{u}^N(s, \bar{\nu}, \bar{j}_0) + \eta_N \log \left(1 + \sum_j c_j \langle \mu, f_j \rangle^2 \right).
\]
We notice that
\[
V(\bar{t}, \bar{\mu}, \bar{i}_0) - \hat{u}^N(s, \bar{\nu}, \bar{j}_0) = \langle \bar{\mu}, h(T, \cdot, \bar{\mu}, \bar{i}_0) \rangle - \langle \bar{\nu}, h(T, \cdot, \bar{\nu}, \bar{i}_0) \rangle
+ \hat{u}^N(T, \bar{\nu}, \bar{j}_0) - \hat{u}^N(s, \bar{\nu}, \bar{j}_0).
\]
Using the Lipschitz assumption on \( h \) and Hölder continuity of \( u^N \) in time, we get
\[
V(\bar{t}, \bar{\mu}, \bar{i}_0) - \hat{u}^N(s, \bar{\nu}, \bar{j}_0) \leq C \left( d(\bar{\mu}, \bar{\nu}) + |T - \bar{s}|^{\frac{1}{2}} \right) \leq C \varepsilon_N^\frac{1}{2},
\]
as long as \( \varepsilon_N \geq \frac{1}{T} \). Now taking supremum over \((t, \mu, i_0)\), and recalling that \( \sum_j c_j \langle \mu, f_j \rangle^2 \leq 1 \) if \( \mu \in \mathcal{O}_M \), we obtain
\[
E_N^+ \leq C(\varepsilon_N^\frac{1}{2} + \eta_N) + \frac{1}{2} E_N^+ \Longrightarrow E_N^+ \leq C(\varepsilon_N^\frac{1}{2} + \eta_N).
\]
(4.11)

Step 7 Case II: \( \bar{s} = T \). Similar to Case I.

Step 7 Case III: \( 0 \leq \bar{t}, \bar{s} < T \). We use the viscosity solution properties.
(i) \( \hat{u}^N - \varphi \) has a minimum at \((\bar{s}, \bar{\nu}, \bar{j}_0)\) where
\[
\varphi(s, \nu, j_0) = V(\bar{t}, \bar{\mu}, \bar{i}_0) - \frac{1}{2\varepsilon_N} \hat{d}(\bar{\mu}, \nu) - \frac{1}{2\varepsilon_N} (\bar{t} - \bar{s})^2
- \frac{1}{2\varepsilon_N} \hat{d}(\bar{\nu}, j_0) - \frac{2T - \bar{t} - \bar{s}}{4T} E_N^+ - \eta_N \log \left(1 + \sum_j c_j \langle \nu, f_j \rangle^2 \right)
\]
Recall that \( \bar{\nu} = \mu^N(x^\theta) \) for some \( x^\theta \in \mathbb{R}^n \). Let us now define the function
\[
\bar{\varphi}^N(s, x, j_0) := \varphi(s, \mu^N(x), j_0).
\]
It is readily checked that \( \bar{\varphi}^N \in C^1([0, T] \times \mathbb{R}^N \times \mathcal{S}) \). This implies
\[
\frac{\bar{s} - \bar{t}}{\varepsilon_N} - \frac{1}{4T} E_N^+ + \frac{1}{N} \sup_{s} \sum_{k=1}^{N} H^\nu_k(\bar{s}, x^\theta, \bar{j}_0, N \bar{\varphi}^N, ND \bar{\varphi}^N, ND^2 \bar{\varphi}^N)
+ \sum_{j_0 \in \mathcal{S}} q_{i_0j_0} \left[ \bar{\varphi}^N(\bar{s}, x^\theta, \bar{j}_0) - \bar{\varphi}^N(\bar{s}, x^\theta, \bar{j}_0) \right] \geq 0.
\]
(4.12)
It is readily checked that
\[
\sum_{j_0 \in \mathcal{S}} q_{i_0j_0} \left[ \bar{\varphi}^N(\bar{s}, x^\theta, \bar{j}_0) - \bar{\varphi}^N(\bar{s}, x^\theta, \bar{j}_0) \right] = \frac{1}{2\varepsilon_N} \sum_{j_0 \in \mathcal{S}} q_{i_0j_0} 1_{j_0 \neq \bar{j}_0}.
\]
Here using Lemma 4.1 and the definition of linear derivative

\[
\frac{1}{N} \sup_{v} \sum_{k=1}^{N} H_{k}(\bar{s}, x_k, \nu_0, N\bar{\phi}^N, ND\bar{\phi}^N, ND^2\bar{\phi}^N)
\]

\[
= \frac{1}{N} \sup_{v} \sum_{k=1}^{N} \left[ p(\bar{s}, x_k, \nu, \nu_0, D_{m}\Phi^N) - r(\bar{s}, x_k, \nu, \nu_0, D_{m}\phi) \right]
\]

\[
= \sup_{\nu} \left\langle \nu, \left[ p(\bar{s}, \cdot, \nu, \nu_0, D_{m}\Phi^N) - r(\bar{s}, \cdot, \nu, \nu_0, D_{m}\phi^N, D_{m}^2\phi^N) \right] \right\rangle
\]

where

\[
p(t, x, \nu, v, i_0, D_m\phi^N) = - \left( f(t, x, \nu, v, i_0) + \mathcal{L}^{\nu, i_0, v}_{t}[D_m\phi^N](x) \right)
\]

and

\[
r(t, x, \nu, v, i_0, D_m\phi^N, D_{m}^2\phi^N) = \frac{1}{N} \sigma^2 \frac{\partial}{\partial y} \frac{\partial}{\partial y} D_{m}^2\phi^N(t, \nu, i_0, x, x)
\]

\[
+ \lambda(t, x, \nu, v, i_0) \left[ \int_{\mathbb{R}} \int_{0}^{1} \left\{ D_m\phi^N(t, \nu + \frac{r}{N}(\delta_{x+y} - \delta_x), i_0, x + y) - D_m\phi^N(t, \nu, i_0, x + y) \right\} dr \right.
\]

\[
- \left. \left( D_m\phi^N(t, \nu, i_0, x + y) - D_m\phi^N(t, \nu, i_0, x) \right) \right] \gamma(dy)
\]

(ii) \( V - \psi \) has a maximum at \((\bar{t}, \bar{\mu}, \bar{i}_0)\) where

\[
\psi(t, \mu, i_0) = \hat{u}^N(s, \nu, \nu_0) + \frac{1}{2\varepsilon_N} \frac{d^2(\mu, \nu)}{\partial y^2} + \frac{1}{2\varepsilon_N} (t - s)^2 + \frac{1}{2\varepsilon_N} \tilde{d}(i_0, \nu_0)
\]

\[
+ \frac{2T - s}{4T} E_{N}^+ + \frac{\eta_{N}}{\sum_{j} c_j (\bar{\nu}, f_j)^2}.
\]

This implies

\[- \partial_{t} \psi(\bar{t}, \bar{\mu}, \bar{i}_0) + H(\bar{t}, \bar{\mu}, \bar{i}_0, D_{m}\psi) + \sum_{\nu_0 \in S} q_{\nu_0 i_0} \left[ \psi(\bar{t}, \bar{\mu}, \nu_0) - \psi(\bar{t}, \bar{\mu}, \bar{i}_0) \right] \leq 0.\]

Consequently

\[- \bar{t} - s + \frac{1}{4T} E_{N}^+ + \frac{\eta_{N}}{2T} \sum_{\nu_0 \in S} q_{\nu_0 i_0} \left[ \psi(\bar{t}, \bar{\mu}, \nu_0) - \psi(\bar{t}, \bar{\mu}, \bar{i}_0) \right] \leq 0. \quad (4.13)\]

Here it is readily checked that

\[
\sum_{\nu_0 \in S} q_{\nu_0 i_0} \left[ \psi(\bar{t}, \bar{\mu}, \nu_0) - \psi(\bar{t}, \bar{\mu}, \bar{i}_0) \right] = \frac{1}{2\varepsilon_N} \sum_{\nu_0 \in S} q_{\nu_0 i_0} \mathbf{1} \{ \nu_0 \neq i_0 \}.
\]

In addition we have

\[
H(\bar{t}, \bar{\mu}, \bar{i}_0, D_{m}\psi) = \sup_{v} \left\langle \bar{\mu}, - \left\{ f(\bar{t}, \cdot, \bar{\mu}, v, \bar{i}_0) + \mathcal{L}^{\nu, i_0, v}_{t}[D_{m}\psi] \right\} \right\rangle
\]

\[
= \sup_{v} \left\langle \bar{\mu}, p(\bar{t}, \cdot, \bar{\mu}, v, \bar{i}_0, D_{m}\psi) \right\rangle.
\]
(iii) Adding (4.12) and (4.13) we obtain that
\begin{align}
\frac{1}{2T} E_N^+ &\leq \sup_v \langle \bar{\nu}, \left[ p(\bar{s}, \cdot, \bar{v}, \bar{j}_0, D_m \varphi^N) - r(\bar{s}, \cdot, \bar{v}, \bar{j}_0, D_m \varphi^N) \right]\rangle \\
&- \sup_v \langle \bar{\mu}, p(\bar{t}, \cdot, \bar{\mu}, \bar{i}_0, D_m \psi) \rangle \\
&\leq \sup_v \langle \bar{\nu}, \left[ p(\bar{s}, \cdot, \bar{v}, \bar{j}_0, D_m \varphi^N) - p(\bar{t}, \cdot, \bar{\mu}, \bar{v}, \bar{i}_0, D_m \psi) \right]\rangle - \inf_v \langle \bar{\mu} - \bar{\nu}, p(\bar{t}, \cdot, \bar{\mu}, \bar{v}, \bar{i}_0, D_m \psi) \rangle \\
&- \inf_v \langle \bar{\nu}, r(\bar{s}, \cdot, \bar{v}, \bar{j}_0, D_m \varphi^N) \rangle \\
&=: I_1 + I_2 + I_3. 
\end{align}

Assumption 2.2 gives that the function \langle \mu, f(\bar{t}, \cdot, \mu, v, \bar{i}_0) \rangle is Lipschitz for \( d \). Thus
\begin{align}
\langle \bar{\mu}, f(\bar{t}, \cdot, \bar{\mu}, \bar{v}, \bar{i}_0) \rangle - \langle \bar{\nu}, f(\bar{s}, \cdot, \bar{\nu}, \bar{v}, \bar{i}_0) \rangle &\leq C((\bar{t} - \bar{s}) + d(\bar{\mu}, \bar{\nu})) \\
&\leq C \varepsilon_N^2.
\end{align}

**Bound for \( I_1 \).** We have
\begin{align}
D_m \varphi(t, \nu, j_0, x) &= \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\mu} - \nu, f_j \rangle f_j(x) - 2\eta_N \sum_j c_j \frac{\langle \mu, f_j \rangle f_j(x)}{1 + \sum_j c_j \langle \mu, f_j \rangle^2},
\end{align}
and, since \( \bar{\mu} \in O_M \)
\begin{align}
\sum_j c_j \langle \bar{\nu}, f_j \rangle^2 &\leq 2d(\bar{\mu}, \bar{\nu}) + 2 \sum_j c_j \langle \bar{\mu}, f_j \rangle^2 \\ &\leq 2C \varepsilon_N^2 + 2 \leq 3
\end{align}
if \( N \) is large enough. We compute
\begin{align}
\left| b(\bar{s}, \bar{v}, \bar{v}, \bar{i}_0) \frac{\partial}{\partial x} D_m \varphi^N(\bar{s}, \bar{v}, \bar{i}_0, x) - b(\bar{t}, \bar{\mu}, \bar{v}, \bar{j}_0) \frac{\partial}{\partial x} D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \right| \\
&\leq |b(\bar{s}, \bar{v}, \bar{v}, \bar{i}_0)| - |b(\bar{t}, \bar{\mu}, \bar{v}, \bar{j}_0)| \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{\nu}, f_j \rangle f_j'(x) \right| + |b(\bar{s}, \bar{v}, \bar{i}_0)| \frac{2\eta_N \sum_j c_j \langle \bar{\nu}, f_j \rangle f_j'(x)}{1 + \sum_j c_j \langle \bar{\nu}, f_j \rangle^2} \\
&\leq C(|\bar{t} - \bar{s}| + d(\bar{\mu}, \bar{\nu})) \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{\nu}, f_j \rangle f_j'(x) \right| + C\eta_N \frac{\sum_j c_j \langle \bar{\nu}, f_j \rangle f_j'(x)}{1 + \sum_j c_j \langle \bar{\nu}, f_j \rangle^2} \\
&\leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{\nu}, f_j \rangle f_j'(x) \right| + C\eta_N \frac{\sum_j c_j \langle \bar{\nu}, f_j \rangle f_j'(x)}{1 + \sum_j c_j \langle \bar{\nu}, f_j \rangle^2}.
\end{align}
Similarly we obtain that
\begin{align}
\left| \frac{\sigma^2}{2} (\bar{s}, \bar{v}, \bar{v}, \bar{i}_0) \frac{\partial^2}{\partial x^2} D_m \varphi^N(\bar{s}, \bar{v}, \bar{i}_0, x) - \frac{\sigma^2}{2} (\bar{t}, \bar{\mu}, \bar{v}, \bar{j}_0) \frac{\partial^2}{\partial x^2} D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \right| \\
&\leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{\nu}, f_j \rangle f_j''(x) \right| + C\eta_N \frac{\sum_j c_j \langle \bar{\nu}, f_j \rangle f_j''(x)}{1 + \sum_j c_j \langle \bar{\nu}, f_j \rangle^2}.
\end{align}
and
\[
\left| \lambda(s, x, \tilde{v}, v, \tilde{i}_0) \int_{\mathbb{R}} \left( D_m \varphi_N(s, \tilde{v}, \tilde{i}_0, x + y) - D_m \varphi_N(s, \tilde{v}, \tilde{i}_0, x) \right) \gamma(dy) \right|
\]
\[-\lambda(\bar{t}, x, \bar{\mu}, v, \bar{i}_0) \int_{\mathbb{R}} \left( D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x + y) - D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \right) \gamma(dy) \left| \right|
\leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \int_{\mathbb{R}} (f_j(x + y) - f_j(x)) \gamma(dy) \right| + C \eta_N \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu}, f_j \rangle \int_{\mathbb{R}} (f_j(x + y) - f_j(x)) \gamma(dy) \right|
\]
\[
\leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right| + C \eta_N \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu}, f_j \rangle \right|, 
\]
where the last equality follows by Taylor’s expansion and the polynomial
\[
g_j(x) = \int_{\mathbb{R}} (f_j(x + y) - f_j(x)) \gamma(dy) = \sum_{i=1}^{\infty} m_i f_j^{(i)}(x). 
\]
Consequently
\[
\left| p(\bar{s}, x, \bar{v}, v, \tilde{i}_0, D_m \varphi_N) - p(\bar{t}, x, \bar{\mu}, v, \bar{i}_0, D_m \psi) \right|
\leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right| + C \eta_N \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu}, f_j \rangle \right|. 
\]
This implies by Cauchy-Schwarz inequality
\[
|I_1| \leq \frac{C}{\varepsilon_N} \left( \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right|^2 \sum_{j=1}^{\infty} c_j \left( \langle \bar{\mu}, f_j \rangle^2 + \langle \bar{\mu}, f_j'' \rangle^2 + \langle \bar{v}, g_j \rangle^2 \right) \right)^{1/2}
\leq \frac{C}{\varepsilon_N} (\hat{d}(\bar{\mu}, \bar{v}))^{1/2} + C \eta_N \leq C \varepsilon_N^2 + C \eta_N, \quad (4.18)
\]
since \( \hat{d}(\bar{\mu}, \bar{v}) \leq C \varepsilon_N^2 \) and \( \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu}, f_j \rangle \right|^2 \leq 3 \) for \( f_j = f_j', f_j'', g_j \) (see [4] and (4.17)).

**Bound for I_2.** By Assumption 2.2 and similar computations as above, we have
\[
b(\bar{t}, x, \bar{\mu}, v, \bar{i}_0) \frac{\partial}{\partial x} D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right| f_j'(x), 
\]
\[
\frac{\sigma^2}{2} (\bar{t}, x, \bar{\mu}, v, \bar{i}_0) \frac{\partial^2}{\partial x^2} D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right| f_j''(x), 
\]
\[
\lambda(\bar{t}, x, \bar{\mu}, v, \bar{i}_0) \int_{\mathbb{R}} \left( D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x + y) - D_m \psi(\bar{t}, \bar{\mu}, \bar{i}_0, x) \right) \gamma(dy) \leq \frac{C}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left| \langle \bar{\mu} - \bar{v}, f_j \rangle \right| g_j(x). 
\]
This implies

\[ I_2 = \sup_{v \in A} \left( \bar{\mu} - \bar{v}, \mathcal{L}^{\bar{\mu}, \bar{\nu}, v}_t [D_m \psi] \right) \]

\[ = \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\mu} - \bar{v}, f_j \rangle \left[ \langle \bar{\mu} - \bar{v}, b(\bar{x}, \bar{\mu}, \bar{v}, \bar{\tau}_0) f_j' \rangle + \langle \bar{\mu} - \bar{v}, \frac{\sigma^2}{2}(\bar{x}, \bar{\mu}, \bar{v}, \bar{\tau}_0) f_j'' \rangle + \langle \bar{\mu} - \bar{v}, \lambda(\bar{x}, \bar{\mu}, \bar{v}, \bar{\tau}_0) g_j \rangle \right] \]

\[ \leq C \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left( \langle \bar{\mu} - \bar{v}, f_j' \rangle + \langle \bar{\mu} - \bar{v}, f_j'' \rangle + \langle \bar{\mu} - \bar{v}, g_j \rangle \right) \]

\[ \leq C \frac{1}{\varepsilon_N} \left( \sum_{j=1}^{\infty} c_j \langle \bar{\mu} - \bar{v}, f_j \rangle^2 \right)^{1/2} \left( \sum_{j=1}^{\infty} c_j \langle \bar{\mu} - \bar{v}, f_j' \rangle^2 \right)^{1/2} \]

\[ + \left( \sum_{j=1}^{\infty} c_j \langle \bar{\mu} - \bar{v}, g_j \rangle^2 \right)^{1/2} \leq C \frac{d(\bar{\mu}, \bar{v})}{\varepsilon_N} \leq C \varepsilon_N. \]

Consequently we have

\[ |I_2| \leq C \varepsilon_N. \quad (4.19) \]

**Bound for I₃.** Observe that

\[ D_{m2}^2 \varphi^N(\bar{s}, \bar{v}, \bar{\tau}_0, y, y') = \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j f_j(y) f_j(y') - 2\eta_N \sum_{j=1}^{\infty} c_j f_j(y) f_j(y') \left( 1 + \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right) - 2 \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle f_j(y) \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} c_i \langle \bar{\nu}, f_i \rangle f_i(y') \]

\[ = r_1^N + \eta_N r_2^N \]

We bound the second term as

\[ \left\langle \bar{\nu}, \frac{\partial}{\partial y} \frac{\partial}{\partial y'} r_2^N(\bar{\nu}, x, x) \right\rangle \]

\[ \leq 2 \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle \left( 1 + \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right) \left( 1 + \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right)^{1/2} \]

\[ \leq 2 \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle \left( 1 + 3 \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right) \left( 1 + \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right)^{1/2} \]

\[ \leq 6 \left( \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle^2 \right)^{1/2} \leq 6, \]
while the first term is bounded by

\begin{align*}
\langle \bar{\nu}, \frac{1}{N} r_1^N(\bar{\nu}, x, x) \rangle &= \frac{1}{N \varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, (f_j')^2 \rangle \\
&\leq \frac{1}{N \varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, f_j \rangle \\
&\leq \frac{C}{N \varepsilon_N}
\end{align*}

where we have used (4.17). Furthermore we notice that

\begin{align*}
I_3^1(x, y) &= \int_0^1 \left[ D_m \varphi^N(\bar{s}, \bar{\nu} + \frac{r}{N} (\delta_{x+y} - \delta_x), x + y) - D_m \varphi^N(\bar{s}, \bar{\nu}, \bar{j}_0, x + y) \right] dr \\
&= \int_0^1 \frac{1}{\varepsilon_N} \sum_{j=1}^{\infty} c_j \left( \langle \bar{\mu} - (\bar{\nu} + \frac{r}{N} (\delta_{x+y} - \delta_x), f_j \rangle - \langle \bar{\mu} - \bar{\nu}, f_j \rangle \right) f_j(x + y) dr \\
&= \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j (f_j(x + y) - f_j(x)) f_j(x + y).
\end{align*}

Let us omit the penalization term with the log, which is bounded in a similar way. Similarly

\begin{align*}
I_3^2(x, y) &= \int_0^1 \left[ D_m \varphi^N(\bar{s}, \bar{\nu} + \frac{r}{N} (\delta_{x+y} - \delta_x), x) - D_m \varphi^N(\bar{s}, \bar{\nu}, \bar{j}_0, x) \right] dr \\
&= \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j (f_j(x + y) - f_j(x)) f_j(x).
\end{align*}

This implies

\begin{align*}
\int_\mathbb{R} [I_3^1(x, y) - I_3^2(x, y)] \gamma(dy) &= \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j \int_\mathbb{R} (f_j(x + y) - f_j(x))^2 \gamma(dy) \\
&\leq \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j \left( \int_\mathbb{R} (f_j(x + y) - f_j(x)) \gamma(dy) \right)^2 = \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j g_j^2(x).
\end{align*}

Thus

\begin{align*}
\langle \bar{\nu}, \int_\mathbb{R} [I_3^1(\cdot, y) - I_3^2(\cdot, y)] \gamma(dy) \rangle &\leq \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, g_j^2 \rangle \leq \frac{1}{2N \varepsilon_N} \sum_{j=1}^{\infty} c_j \langle \bar{\nu}, g_j \rangle^2 \leq \frac{1}{2N \varepsilon_N}.
\end{align*}

Since \( \lambda \) and \( \sigma \) are bounded we conclude that

\begin{align*}
|I_3| &\leq \frac{C}{N \varepsilon_N} + C \eta_N. \tag{4.20}
\end{align*}

**Bound for \( E_N^+ \).** Combining (4.11), (4.18), (4.19) and (4.20), we obtain from (4.14)

\begin{align*}
E_N^+ &\leq C \left( \varepsilon_N^4 + \eta_N + \frac{1}{N \varepsilon_N} \right).
\end{align*}
By choosing the optimal $\varepsilon_N = \frac{1}{N^{\frac{3}{4}}}$ and $\eta_N$ arbitrarily, we get the desired result $E_N^{+} \leq \frac{C}{N^{\frac{1}{4}}}$. □

5. Propagation of chaos

In this section we consider, for completeness, the case in which the value function of the limiting mean field control problem is smooth. In such case, the limiting optimal trajectory is unique and thus our aim in to prove a quantitative propagation of chaos result, that is, to bound the distance between the optimal trajectories $\mu_t^N$ and $\mu_t$ for the finite-agent and mean field control problems respectively. Notably, this bound involves not only the value functions, but also their measure derivatives. The bound obtained in this section is more standard and independent of the previous main result Theorem 4.1, and is obtained in terms of the Wasserstein distance.

To that aim we introduce some additional assumptions. Note that here we run our analysis on the entire $O^N$, not on $O^N_M$.

**Assumption 5.1.** We have that $V(t, \mu, i_0)$ is continuously differentiable in time and twice continuously (linear functional) differentiable in the measure $\mu$. The derivative $D_m \varphi$ is twice continuously differentiable and $D^2_m \varphi$ once continuously differentiable in space. All the derivatives are uniformly bounded. Further, $u^N \in C^{1,2}([0,T] \times \mathbb{R}^N)$.

This assumption permits to improve the convergence rate for the value functions in (4.8), while to bound the optimal trajectories we also need some assumptions on the pre-Hamiltonian $\mathcal{H}^v$ given by (3.4).

**Assumption 5.2.** The pre-Hamiltonian $\mathcal{H}^v(t, \mu, i_0, D_m V)$ is continuously differentiable in $v \in A$, $\partial_v \mathcal{H}^v$ is Lipschitz continuous with respect to $\mu$, and $\mathcal{H}^v$ is uniformly concave in $A$:

$$\mathcal{H}^{v_2}(t, \mu, i_0, D_m V) \leq \mathcal{H}^{v_1}(t, \mu, i_0, D_m V) - \partial_v \mathcal{H}^{v_1}(t, \mu, i_0, D_m V)|v_1 - v_2| - \lambda |v_1 - v_2|^2,$$

for some $\lambda > 0$.

Let $v^{*,N}$ be the optimal feedback control for the $N$-agent optimization and $v^*$ be the optimal feedback control for the the mean field control problem. The optimal controls are unique because of the assumed regularity and uniform concavity.

**Remark 5.1.** Since $v \mapsto \mathcal{H}^v$ is continuously differentiable and strictly concave, $v^*(t, \mu, i_0)$ appears as the unique solution of the equation $\partial_v \mathcal{H}^v(t, \mu, i_0, D_m V) = 0$. By the implicit function theorem, $v^*$ is also Lipschitz continuous in the space and measure arguments.

**Remark 5.2.** In a setting without jumps and when the diffusion coefficient $\sigma$ is uncontrolled, Assumption 5.2 can be seen in [7] where the drift coefficient is assumed to be an affine function of the control and the cost function is assumed to be convex.
Observe that from (4.4) using Lemma 4.1 and denoting \( \varphi_k(t, x) \equiv \varphi(t, x_k, \mu^N(x), v, i_0) \) for \( \varphi = f, b, \sigma, \lambda \) we have

\[
H^v(t, x, i_0, Nu^N, NDu^N, ND^2u^N) = -\frac{1}{N} \sum_{k=1}^N \left[ f_k(t, x) + b_k(t, x) \frac{\partial}{\partial y} D_m\hat{u}^N(t, \mu^N(x), i_0, x_k) + \frac{\sigma_k^2}{2}(t, x) \left( \frac{\partial^2}{\partial y^2} D_m\hat{u}^N(t, \mu^N(x), i_0, x_k) + \frac{1}{N} \frac{\partial}{\partial y} \frac{\partial}{\partial y} D^2_{mz}\hat{u}^N(t, \mu^N(x), i_0, x_k) \right) \right]
\]

\[
\frac{\partial}{\partial y} \frac{\partial}{\partial y} D_m\hat{u}^N(t, \mu^N(x), i_0, x_k) + \frac{1}{N} \frac{\partial}{\partial y} \frac{\partial}{\partial y} D^2_{mz}\hat{u}^N(t, \mu^N(x), i_0, x_k)
\]

where \( \hat{u}^N \) is given by (4.5). Recalling (3.4) we thus have

\[
H^v(t, x, i_0, Nu^N, NDu^N, ND^2u^N) = \mathcal{H}^v(t, \mu^N(x), i_0, D_m\hat{u}^N) + R_1^v(t, \mu^N(x), i_0, \hat{u}^N) + R_2^v(t, \mu^N(x), i_0, \hat{u}^N)
\]  

(5.1)

where

\[
R_1^v(t, \mu^N(x), i_0, \hat{u}^N) = \frac{1}{N} \left\langle \mu^N(x), \frac{\partial}{\partial y} \frac{\partial}{\partial y} D^2_{mz}\hat{u}^N(t, \mu^N(x), i_0, \cdot, \cdot) \right\rangle,
\]

and

\[
R_2^v(t, \mu^N(x), i_0, \hat{u}^N) = \left\langle \mu^N(x), \lambda(s, \cdot, \cdot, \mu^N(x), v, i_0) \left[ \int_{\mathbb{R}} \left[ D_m\hat{u}^N(t, \mu^N(x), i_0, \cdot + y) \right] \gamma(dy) - \int_{\mathbb{R}} \left[ D_m\hat{u}^N(t, \mu^N(x), i_0, \cdot) \right] \gamma(dy) \right] \right\rangle
\]

Lemma 5.1. Under Assumption 5.1 for \( \mu^N(x) \in \mathcal{O}^N_M \)

\[
|R_1^{\varphi^N}(s, \mu^N(x), i_0, \hat{u}^N)| + |R_2^{\varphi^N}(s, \mu^N(x), i_0, \hat{u}^N)| \leq \frac{C}{N}.
\]

As a consequence, \( \bar{V}^N \) almost solves (4.3):

\[
-\frac{\partial}{\partial t} \bar{V}^N(t, x, i_0) + \sup_v \frac{1}{N} \sum_{k=1}^N H^v_k(t, x, i_0, Nu^N, ND\bar{V}^N, ND^2\bar{V}^N)
\]

\[
- \sum_{j_0 \in S} q_{i_0 j_0} \left[ \bar{V}^N(t, x, j_0) - \bar{V}^N(t, x, i_0) \right] = \mathcal{O} \left( \frac{1}{N} \right), \quad (t, x, i_0) \in [0, T] \times \mathbb{R}^N \times S,
\]  

(5.2)

and we obtain

\[
\sup_{(t, \mu, i_0) \in \mathcal{O}^N \times S} |V(t, \mu, i_0) - \hat{u}^N(t, \mu, i_0)| \leq \frac{C}{N},
\]

(5.3)
Proof. The term $R_{1}^{\nu,N}$ is bounded because $D_{m}^{2}$ is continuously differentiable with uniformly bounded derivatives. Observe that by definition of the linear functional derivative (with non-relevant arguments omitted)

$$D_{m}\hat{u}^{N}(\mu^{N}(x)) + \frac{r}{N}(\delta_{x+y} - \delta_{y}), x + y) - D_{m}\hat{u}^{N}(\mu^{N}(x), x + y)$$

$$= \frac{r}{N} \int_{0}^{1} \left( D_{m}^{2}\hat{u}^{N}(\mu^{N}(x)) + \frac{r}{N}(\delta_{x+y} - \delta_{x}), x + y, x + y) - D_{m}^{2}\hat{u}^{N}(\mu^{N}(x)) + \frac{r}{N}(\delta_{x+y} - \delta_{x}), x + y, y) \right) dr_{1}.$$ 

Since $\gamma$ satisfies Assumption 2.2(iii), we conclude that $R_{2}^{\nu,N} \leq \frac{C}{N}$. This implies (5.2) and, as a consequence, $V^{N}(t, x, i_{0}) = V(t, \mu^{N}(x), i_{0})$ is such that $V - \frac{C}{N}(T-t)$ is a (classical) subsolution to (4.3), while $V + \frac{C}{N}(T-t)$ is a (classical) supersolution. Thus the comparison principle gives

$$\sup_{(t,x,i_{0}) \in [0,T] \times \mathbb{R}^{N} \times S} \left| V(t, x, i_{0}) - \hat{u}^{N}(t, x, i_{0}) \right| \leq \frac{C}{N},$$

which is equivalent to (5.3). \hfill \Box

We can now estimate the distance between the feedback functions

Lemma 5.2. Let $\mu_{s}^{N}$ be the optimal empirical measure process for the centralized finite-agent control problem. Under Hypotheses 5.1 and 5.2 we have

$$\mathbb{E} \int_{0}^{T} |v^{s}(s, \mu_{s}^{N}, \alpha_{s}) - v^{*,N}(s, \mu_{s}^{N}, \alpha_{s})|^{2} ds \leq \frac{C}{N}. \quad (5.4)$$

Proof. We compute the expected value of $V$ along $\mu^{N}$.

$$\mathbb{E} \left[ V(T, \mu^{N}, \alpha_T) \right] - \mathbb{E} \left[ V(0, \mu_{0}^{N}, \alpha_{0}) \right] = \mathbb{E} \left[ \int_{0}^{T} \frac{\partial}{\partial s} V(s, \mu_{s}^{N}, \alpha_{s}) ds \right]$$

$$= \mathbb{E} \left[ - \int_{0}^{T} \mathcal{H}^{v^{s}}(s, \mu_{s}^{N}, \alpha_{s}, D_{m}V) ds + \int_{0}^{T} \sum_{j_{0} \in \mathbb{S}} q_{\alpha_{s-j_{0}}} [V(s, \mu_{s}^{N}, j_{0}) - V(s, \mu_{s}^{N}, \alpha_{s-})] \right].$$

From (5.3) we thus have

$$\mathbb{E} \left[ V(T, \mu^{N}, \alpha_T) \right] - \mathbb{E} \left[ V(0, \mu_{0}^{N}, \alpha_{0}) \right] \leq \mathbb{E} \left[ - \int_{0}^{T} \mathcal{H}^{v^{*,N}}(s, \mu_{s}^{N}, \alpha_{s}, D_{m}V) + \sum_{j_{0} \in \mathbb{S}} q_{\alpha_{s-j_{0}}} [\hat{u}^{N}(s, \mu_{s}^{N}, j_{0}) - \hat{u}^{N}(s, \mu_{s}^{N}, \alpha_{s-})] ds \right]$$

$$+ \mathbb{E} \left[ \int_{0}^{T} \left( \mathcal{H}^{v^{*,N}}(s, \mu_{s}^{N}, \alpha_{s}, D_{m}V) - \mathcal{H}^{v^{s}}(s, \mu_{s}^{N}, \alpha_{s}, D_{m}V) \right) ds \right] + \frac{C}{N}.$$
From the relation (5.1) we then have

\[
\mathbb{E} \left[ V(T, \mu_T^N, \alpha_T) \right] - \mathbb{E} \left[ V(0, \mu_0^N, \alpha_0) \right] \\
\leq \mathbb{E} \left[ - \int_0^T H^{u^*}(s, \mu_s^N, \alpha_s, N\bar{V}^N, ND\bar{V}^N, ND^2\bar{V}^N) ds \right] \\
+ \sum_{j_0 \in S} q_{\alpha_s-j_0} \left[ \hat{u}^N(s, \mu_s^N, j_0) - \hat{u}^N(s, \mu_s^N, \alpha_s) \right] ds \\
+ \mathbb{E} \left[ \int_0^T \left( H^{u^*} - H^{u^*} \right)(s, \mu_s^N, \alpha_s, D_m V) \right] ds + C/N.
\]

Consequently since \( R_1 + R_2 \) satisfy Lemma 5.1 this implies from (4.3)

\[
\mathbb{E} \left[ V(T, \mu_T^N, \alpha_T) \right] - \mathbb{E} \left[ V(0, \mu_0^N, \alpha_0) \right] \leq \mathbb{E} \left[ \hat{u}^N(T, \mu_T^N, \alpha_T) \right] - \mathbb{E} \left[ \hat{u}^N(0, \mu_0^N, \alpha_0) \right] \\
+ \mathbb{E} \left[ \int_0^T \left( H^{u^*} - H^{u^*} \right)(s, \mu_s^N, \alpha_s, D_m V) \right] ds + C/N.
\]

Again using Theorem 4.1 we now obtain

\[
\mathbb{E} \left[ \int_0^T \left( H^{u^*} - H^{u^*} \right)(s, \mu_s^N, \alpha_s, D_m V) \right] ds \leq C/N. \tag{5.5}
\]

Since \( v^* \) maximizes the pre-Hamiltonian \( H(s, \mu_s^N, \alpha_s, D_m V) \) we have from Assumption 5.2

\[
H^{u^*}(s, \mu_s^N, \alpha_s, D_m V) - H^{u^*}(s, \mu_s^N, \alpha_s, D_m V) \geq \lambda |v^* - v^*|^2.
\]

This implies from (5.5) that (5.4) holds. \( \square \)

Let \( \mathcal{B} = \{B^k\}_{k=1}^N \) be independent Brownian motions, \( \mathcal{U} = \{U_t\}_{t=1}^\infty \) be an infinite sequence of i.i.d. random variables from \( \gamma_i \) and \( \mathcal{N} = \{N^k\}_{k=1}^N \) be independent standard Poisson processes. Recall \( u^{*,N} \) is the unique optimal feedback control for the \( N \)-agent optimization and \( \mu^N \) is the corresponding optimal measure trajectory. In addition let \( (X^{*,k})_{1 \leq k \leq N} \) be the corresponding optimal jump diffusion with \( v^{*,N} \) as the control and driven by \( \mathcal{B}, \mathcal{U} \) and \( \mathcal{N} \) as follows

\[
dX^{*,k}_s = b(s, X^{*,k}_s, \mu_s^N, v^{*,N}_s, \alpha_{s-}) ds + \sigma(s, X^{*,k}_s, \mu_s^N, v^{*,N}_s, \alpha_{s-}) dB^k_s + dJ^{*,k}_s,
\]

where

\[
J^{*,k}_s = \sum_{l=1}^{N_i^{*,k}} U_l, \quad N_i^{*,k} = N^k \left( \int_0^t \lambda \left( s, X^{*,k}_s, \mu_s^N, v^{*,N}_s, \alpha_{s-} \right) ds \right).
\]

Let \( (Y^k)_{1 \leq k \leq N} \) be defined similarly driven by the same \( \mathcal{B}, \mathcal{U} \) and \( \mathcal{N} \), but with \( v^* \) as the control. Let \( \rho^N \) be the corresponding empirical measure trajectory.

Recall \( v^* \) is the unique optimal feedback control for the mean field control problem and \( \mu \) is the corresponding optimal measure trajectory. In addition let \( X^* \) be the corresponding optimal jump diffusion with \( v^* \) as the control. We also consider \( N \) i.i.d. copies of \( X^* \), namely, \( \{\bar{X}^{*,k}\}_{1 \leq k \leq N} \) which are driven by \( \mathcal{B}, \mathcal{U} \) and \( \mathcal{N} \).

The proof of the following theorem is a standard argument of propagation of chaos, thus it is omitted. It uses the \( W_2 \)-Lipschitz-continuity of the coefficients and the established bound (5.4).
Theorem 5.1. Under Assumptions 5.1, 5.2, and 2.2-(v),

\[
E \left( \sup_{s \in [0,T]} \frac{1}{N} \sum_{k=1}^{N} |X_{s,k}^* - Y_{s,k}^*|^2 \right) \leq \frac{C}{N} \tag{5.6}
\]

\[
E \left( \sup_{s \in [0,t]} \frac{1}{N} \sum_{k=1}^{N} |\tilde{X}_{s,k} - \tilde{X}_{s,k}^*|^2 \right) \leq \frac{C}{N} \tag{5.7}
\]

\[
E \left[ \sup_{t \in [0,T]} W_2(\mu_t^N, \rho_t^N) \right] \leq \frac{C}{\sqrt{N}} \tag{5.8}
\]

\[
E \left[ \sup_{t \in [0,T]} W_2(\mu_t^N, \mu_t) \right] \leq \frac{C}{N^{1/9}} \tag{5.9}
\]
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