PARTIAL TAMBARA STRUCTURE ON THE BURNSIDE BISET FUNCTOR, INDUCED FROM A DERIVATOR-LIKE SYSTEM OF ADJOINT TRIPLETS
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Abstract. In the previous article, we have constructed the 2-category $S$ of finite sets with variable finite group actions, in which 2-coproducts and 2-fibered products exist. As shown in it, biset functors can be regarded as a special class of Mackey functors on $S$.

In this article, we equip $S$ with a system of adjoint triplets, which satisfies properties analogous to a derivator. This system encodes the six operations for finite groups. As a corollary, we show that the associated Burnside rings satisfy analogous properties to a Tambara functor, in the context of biset functor theory.

1. Introduction and Preliminaries

In the previous article [6], we have constructed the 2-category $S$ of finite sets with variable finite group actions. This 2-category admits finite 2-coproducts and 2-fibered products, which enable us to define the category $\text{Mack}(S)$ of Mackey functors on $S$. As shown in [6], biset functors defined by Bouc ([2]) can be regarded as a special class of these Mackey functors.

In this article, we equip $S$ with a system of adjoint triplets, which satisfies properties analogous to the defining conditions for derivators. This system encodes the six operations for finite sets with finite group actions, namely, induction, restriction, inflation, multiplicative induction, taking orbits and invariant parts (Example 5.1).

As a corollary, we show that the associated Burnside rings satisfy analogous properties to Tambara functors, in the context of biset functor theory.

The strict 2-category $S$ of finite sets with variable finite group actions, is defined as follows. (For generalities of 2-categories, see [1,5].)

**Definition 1.1.** ([6]) 2-category $S$ is defined by the following.

- A 0-cell is a pair of a finite group $G$ and a finite $G$-set $X$. We denote this pair by $\mathcal{S}$.
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(1) For any pair of 0-cells \( \frac{X}{G} \) and \( \frac{Y}{H} \), a morphism \( \frac{\alpha}{\theta}: \frac{X}{G} \to \frac{Y}{H} \) is a pair of a map \( \alpha: X \to Y \) and a family of maps \( \{ \theta_x: G \to H \}_{x \in X} \) satisfying

(i) \( \alpha(gx) = \theta_x(g)\alpha(x) \)

(ii) \( \theta_x(gg') = \theta_{gx}(g)\theta_x(g') \)

for any \( x \in X \) and any \( g, g' \in G \). \( \alpha \) is called the base map of 1-cell \( \frac{\alpha}{\theta} \). \( \theta \) is called the acting part.

For any sequence of 1-cells

\[
\begin{array}{ccc}
\frac{X}{G} & \xrightarrow{\frac{\alpha}{\theta}} & \frac{Y}{H} \\
\downarrow & & \downarrow \\
\frac{Z}{K}
\end{array}
\]

their composition \( \frac{\beta}{\tau} \circ \frac{\alpha}{\theta} \) is defined by

- \( \beta \circ \alpha: X \to Z \) is the usual composition of maps of sets,

- \( \tau \circ \theta \) is defined by

\[
(\tau \circ \theta)_x = \tau\alpha(x) \circ \theta_x
\]

for any \( x \in X \).

If there is a group homomorphism \( f \) such that \( \theta_x = f (\forall x \in X) \), then we denote \( \frac{\alpha}{\theta} \) by \( \frac{\alpha}{f} \). In particular if \( f = \text{id}_G \), then we denote \( \frac{\alpha}{\text{id}_G} \) simply by \( \frac{\alpha}{\text{id}}. \)

For any 0-cell \( \frac{X}{G} \), the identity 1-cell is given by \( \text{id}_{\frac{X}{G}}: \frac{X}{G} \to \frac{X}{G} \).

(2) For any pair of 1-cells \( \frac{\alpha}{\theta}, \frac{\alpha'}{\theta'}: \frac{X}{G} \to \frac{Y}{H} \), a 2-cell \( \varepsilon: \frac{\alpha}{\theta} \Rightarrow \frac{\alpha'}{\theta'} \) is a family of elements \( \{ \varepsilon_x \in H \}_{x \in X} \) satisfying

(i) \( \alpha'(x) = \varepsilon_x \alpha(x) \)

(ii) \( \varepsilon_{gx}\theta_x(g)\varepsilon^{-1}_x = \theta'_x(g) \)

for any \( x \in X \) and \( g \in G \).

If we are given a sequence of 2-cells

\[
\begin{array}{ccc}
\frac{X}{G} & \xrightarrow{\frac{\alpha}{\theta}} & \frac{Y}{H} \\
\downarrow \varepsilon & & \downarrow \\
\frac{Y'}{H'} & \xrightarrow{\frac{\alpha'}{\theta'}} & \frac{Z'}{K'}
\end{array}
\]

then their vertical composition \( \varepsilon' \cdot \varepsilon: \frac{\alpha}{\theta} \Rightarrow \frac{\alpha'}{\theta'} \) is defined by

\[
(\varepsilon' \cdot \varepsilon)_x = \varepsilon'_x \varepsilon_x \quad (\forall x \in X).
\]

Any 2-cell is invertible with respect to this vertical composition.

**Definition 1.2.** Let \( \frac{\alpha}{\theta} \Rightarrow \frac{\beta}{\tau} \Rightarrow \frac{\alpha'}{\theta'} \) be a sequence of 1-cells.

(1) For a 2-cell

\[
\begin{array}{ccc}
\frac{X}{G} & \xrightarrow{\frac{\beta}{\tau}} & \frac{Y}{H} \\
\downarrow \varepsilon & & \downarrow \\
\frac{Y'}{H'} & \xrightarrow{\frac{\alpha}{\theta}} & \frac{Z}{K}
\end{array}
\]

define \( \left( \frac{\beta}{\tau} \right) \circ \varepsilon: \frac{\beta}{\tau} \Rightarrow \frac{\alpha'}{\theta'} \) by

\[
\left( \frac{\beta}{\tau} \right) \circ \varepsilon_x = \tau\alpha(x) \varepsilon_x \quad (\forall x \in X).
\]
(2) For a 2-cell

\[
\begin{array}{c}
\begin{array}{c}
Y \quad \Downarrow \delta \\
\quad \Downarrow \delta \\
Z \quad \Downarrow \delta
\end{array}
\end{array}
\]

define \( \delta \circ (\frac{\alpha}{\theta}) : (\frac{\alpha'}{\theta'}) \circ (\frac{\alpha}{\theta}) \) by

\[
(\delta \circ (\frac{\alpha}{\theta}))_x = \delta_{\alpha(x)} \quad (\forall x \in X).
\]

Horizontal composition is denoted by “\( \circ \)”, while “\( \cdot \)” denotes vertical composition.

For example, for any diagram

\[
\begin{array}{c}
\begin{array}{c}
X \quad \Downarrow \delta \\
\quad \Downarrow \delta \\
Y \quad \Downarrow \delta \\
\quad \Downarrow \delta \\
Z \quad \Downarrow \delta
\end{array}
\end{array}
\]

in \( S \), we have an equality

\[
(\delta \circ (\frac{\alpha'}{\theta}))(\beta' \circ \epsilon) = (\beta' \circ \epsilon \circ (\delta \circ \frac{\alpha}{\theta})).
\]

In \( S \), we can deal with both group homomorphisms and equivariant maps, in the following way.

**Example 1.3.**

(1) Any homomorphism of finite groups \( f: G \to H \) induces a 1-cell \( \frac{f}{1} : \frac{1}{G} \to \frac{1}{H} \). Here, \( 1: 1 \to 1 \) denotes the unique map between one-point set \( 1 \) with trivial group action.

(2) For a fixed finite group \( G \), a \( G \)-map \( \alpha : X \to Y \) induces a 1-cell \( \frac{\alpha}{G} : \frac{X}{G} \to \frac{Y}{H} \). We call this type of 1-cell \( G \)-equivariant, or simply equivariant.

**Definition 1.4.** Let \( \frac{\alpha}{G} : \frac{X}{G} \to \frac{Y}{H} \) be a 1-cell.

(1) \( \frac{\alpha}{G} \) is an equivalence if there is a 1-cell \( \frac{\beta}{H} : \frac{Y}{H} \to \frac{X}{G} \) and 2-cells

\[
\rho : \frac{\beta}{H} \circ \frac{\alpha}{G} \Rightarrow \text{id}_{\frac{X}{G}}, \quad \lambda : \frac{\alpha}{G} \circ \frac{\beta}{H} \Rightarrow \text{id}_{\frac{Y}{H}}.
\]

\( \frac{\alpha}{G} \) is called a quasi-inverse of \( \frac{\alpha}{G} \).

(2) \( \frac{\alpha}{G} \) is an adjoint equivalence if there is a 1-cell \( \frac{\beta}{H} \) and 2-cells \( \rho, \lambda \) as above, which moreover satisfy

\[
\frac{\alpha}{G} \circ \rho = \lambda \circ \frac{\alpha}{G}, \quad \rho \circ \frac{\beta}{H} = \frac{\beta}{H} \circ \lambda
\]

in the diagram

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
X \quad \Downarrow \alpha \\
\quad \Downarrow \alpha \\
Y \quad \Downarrow \beta
\end{array}
\end{array}
\end{array}
\]

The next remark follows immediately from Remark 2.18 and Corollary 3.5 in [6].
Remark 1.5. For any 1-cell \( \frac{\alpha}{\theta} : \frac{X}{G} \to \frac{Y}{H} \) in \( S \), the following are equivalent.

1. \( \frac{\alpha}{\theta} \) is an equivalence.
2. \( \frac{\alpha}{\theta} \) is an adjoint equivalence.

From this reason, in the later argument, we simply call it an \textit{equivalence}.

Definition 1.6. Let \( \iota : H \hookrightarrow G \) be a monomorphism of groups. For any \( X \in \text{Ob}(H \text{ set}) \), we define \( \text{Ind}_\iota X \in \text{Ob}(G \text{ set}) \) by

\[
\text{Ind}_\iota X = G \times_H X = (G \times X)/\sim,
\]

where the equivalence relation \( \sim \) is defined by

- \((\xi, x) \) and \((\xi', x') \) in \( G \times X \) are equivalent if there exists \( h \in H \) satisfying \( \xi = \xi' \iota(h) \), \( x' = hx \).

We denote the equivalence class of \((\xi, x) \) by \([\xi, x] \in \text{Ind}_\iota X \). The \( G \)-action on \( \text{Ind}_\iota X \) is defined by

\[
g[\xi, x] = [g\xi, x]
\]

for any \( g \in G \) and \([\xi, x] \in \text{Ind}_\iota X \).

The following has been shown in [6].

Proposition 1.7. Let \( \iota : H \hookrightarrow G \) be a monomorphism of groups. For any \( X \in \text{Ob}(H \text{ set}) \), if we define a map \( \upsilon : X \to \text{Ind}_\iota X \) by

\[
\upsilon(x) = [e, x] \quad (\forall x \in X),
\]

then the 1-cell

\[
\begin{array}{ccc}
\text{Ind}_\iota X & \cong & G \\
\text{X} & \overset{\upsilon}{\longrightarrow} & \text{Ind}_\iota X \\
\iota & \downarrow & \downarrow \\
H & \cong & G
\end{array}
\]

becomes an equivalence. We call this an \textit{Ind-equivalence}.

Definition 1.8. Let \( C \) be a strict 2-category with invertible 2-cells. For any pair of 0-cells \( A_1 \) and \( A_2 \) in \( C \), their 2-coproduct \((A_1 \amalg A_2, \iota_1, \iota_2)\) is defined to be a triplet of 0-cell \( A_1 \amalg A_2 \) and 1-cells

\[
A_1 \xrightarrow{\iota_1} A_1 \amalg A_2 \xleftarrow{\iota_2} A_2,
\]

satisfying the following conditions.

(i) For any 0-cell \( X \) and 1-cells \( f_i : A_i \to X \) \((i = 1, 2)\), there exist 1-cell \( f : A_1 \amalg A_2 \to X \) and 2-cells \( \xi_i : f \circ \iota_i \Rightarrow f_i \) \((i = 1, 2)\) as in the following diagram.

(ii) For any triplets \((f, \xi_1, \xi_2)\) and \((f', \xi'_1, \xi'_2)\) as in (i), there exists a unique 2-cell \( \eta : f \Rightarrow f' \) such that \( \xi_i' \cdot (\eta \circ \iota_i) = \xi_i \) \((i = 1, 2)\), namely, the following diagram of 2-cells is commutative for \( i = 1, 2 \).

\[
\begin{array}{ccc}
f \circ \iota_2 & \cong & f' \circ \iota_1 \\
\xi_2 & \circ \iota_1 & \circ \iota_2 \\
f_i & \eta \circ \iota_1 & \xi_i
\end{array}
\]
Definition 1.9. Let $C$ be a strict 2-category with invertible 2-cells. For any 0-cells $A_1, A_2, B$ and 1-cells $f_i : A_i \to B$ ($i = 1, 2$), 2-fibered product of $f_1$ and $f_2$ is defined to be a quartet $(A_1 \times_B A_2, \pi_1, \pi_2, \kappa)$ as in the diagram

$$
\begin{array}{c}
A_1 \times_B A_2 \xrightarrow{\pi_1} \xrightarrow{\pi_2} A_2 \\
\xrightarrow{\kappa} B
\end{array}
$$

which satisfies the following conditions.

(i) For any diagram in $C$

$$
\begin{array}{c}
X \xrightarrow{g_2} A_2 \\
\xrightarrow{g_1} A_1 \xrightarrow{f_i} B
\end{array}
$$

there exist $g, \xi_1, \xi_2$ as in the diagram

$$
\begin{array}{c}
\xrightarrow{\xi_2} A_2 \\
\xrightarrow{\xi_1} A_1 \xrightarrow{f_i} B
\end{array}
$$

satisfying $\varepsilon \cdot (f_1 \circ \xi_1) = (f_2 \circ \xi_2) \cdot (\kappa \circ g)$, namely making the following diagram of 2-cells commutative.

$$
\begin{array}{c}
\xrightarrow{f_1 \circ \pi_1 \circ g} f_2 \circ \pi_2 \circ g \\
\xrightarrow{f_1 \circ \xi_1 \circ \varnothing} f_2 \circ \xi_2 \\
\xrightarrow{f_1 \circ g_1 \rightarrow g_2 \circ f_2}
\end{array}
$$

(ii) For any triplets $(g, \xi_1, \xi_2)$ and $(g', \xi'_1, \xi'_2)$ as in (i), there exists a unique 2-cell $\zeta : g \Rightarrow g'$ which satisfies $\zeta_i : (\pi_i \circ \zeta) = \xi_i$ ($i = 1, 2$).

2-coproducts and 2-fibered products are uniquely determined up to an equivalence.

Existence of 2-coproducts and 2-fibered products in $S$ are shown in [6], as in the following propositions.

Proposition 1.10. Let $\frac{X}{G}$ and $\frac{Y}{H}$ be any pair of 0-cells in $S$. Denote the monomorphisms

$$
\begin{array}{c}
G \to G \times H ; \ g \mapsto (g, e) \\
H \to G \times H ; \ h \mapsto (e, h)
\end{array}
$$

by $\iota^G$ and $\iota^H$ respectively, and denote the natural maps

$$
\begin{array}{c}
X \to \text{Ind}_{\iota^G} X \amalg \text{Ind}_{\iota^H} Y \ ; \ x \mapsto [e, x] \in \text{Ind}_{\iota^G} X \\
Y \to \text{Ind}_{\iota^G} X \amalg \text{Ind}_{\iota^H} Y \ ; \ y \mapsto [e, y] \in \text{Ind}_{\iota^H} Y
\end{array}
$$
by \(v_X\) and \(v_Y\). Then
\[
\begin{array}{ccc}
X \\ G \\ \xrightarrow{v_X} \\
\text{Ind}_{(G)} X \boxplus \text{Ind}_{(H)} Y \\ G \times H \\ \xrightarrow{v_Y} \\
Y \\ H
\end{array}
\]
gives a 2-coproduct of \(\frac{X}{G}\) and \(\frac{Y}{H}\) in \(S\).

**Proposition 1.11.** Let \(\frac{\alpha}{\theta}: \frac{X}{G} \to \frac{\beta}{\tau}: \frac{Y}{H}\) be any pair of 1-cells in \(S\). Denote the natural projection homomorphisms by
\[
\text{pr}^{(G)}: G \times H \to G, \quad \text{pr}^{(H)}: G \times H \to H.
\]
If we
- put \(F = \{(x, y, k) \in X \times Y \times K \mid \beta(y) = k\alpha(x)\}\), and put
  \[
  \varphi_X: F \to X; \quad (x, y, k) \mapsto x,
  \]
  \[
  \varphi_Y: F \to Y; \quad (x, y, k) \mapsto y,
  \]
- equip \(F\) with a \(G \times H\)-action
  \[
  (g, h)(x, y, k) = (gx, hy, \tau_\beta(h)k\theta_\alpha(g)^{-1})
  \]
  \[\forall (g, h) \in G \times H, \quad \forall (x, y, k) \in F,\]
- define a 2-cell \(\kappa: \frac{\alpha}{\theta} \circ \frac{\varphi_X}{\text{pr}^{(G)}} \Rightarrow \frac{\beta}{\tau} \circ \frac{\varphi_Y}{\text{pr}^{(H)}}\) by
  \[
  \kappa(x, y, k) = k,
  \]
then the diagram
\[
\begin{array}{ccc}
X \\ G \\ \xrightarrow{\varphi_X} \\
\text{pr}^{(G)} \downarrow \kappa \downarrow \varphi_Y \\
F \\ G \times H \\ \xrightarrow{\text{pr}^{(H)}} \\
Y \\ H
\end{array}
\]
gives a 2-fibered product in \(S\).

Thus the 2-category \(S\) has the following.
- Initial 0-cell \(0 = \frac{\emptyset}{e}\), and terminal 0-cell \(1 = \frac{e}{e}\). Here \(e\) denotes the trivial group.
- Any binary 2-coproduct.
- Any 2-fibered product.

**Definition 1.12.** A 1-cell \(\frac{\alpha}{\theta}: \frac{X}{G} \to \frac{Y}{H}\) is called **stab-surjective**, if the following conditions are satisfied.

(i) \(Y = Ho(X)\) holds.

(ii) If \(x, x' \in X\) and \(h, h' \in H\) satisfy \(ho(x) = h'o(x')\), then there exists \(g \in G\) which satisfies \(x' = gx\) and \(h = h'\theta_x(g)\).

Properties of stab-surjective 1-cells are as follows ([6]).

**Proposition 1.13.** The following holds for the stab-surjectivity.

1. If \(\frac{\alpha}{\theta}\) is an equivalence, then \(\frac{\alpha}{\theta}\) is stab-surjective.
2. Stab-surjectivity is closed under equivalences by 2-cells. Namely, if there exists a 2-cell \(\varepsilon: \frac{\alpha}{\theta} \Rightarrow \frac{\alpha'}{\theta'}\) and if \(\frac{\alpha}{\theta}\) is stab-surjective, then so is \(\frac{\alpha'}{\theta'}\).
3. Stab-surjectivity is closed under compositions of 1-cells. Namely, if \(\frac{\alpha}{\theta}: \frac{X}{G} \to \frac{Y}{H}\) and \(\frac{\beta}{\tau}: \frac{Y}{H} \to \frac{Z}{K}\) is a sequence of stab-surjective 1-cells, then so is \(\frac{\beta}{\tau} \circ \frac{\alpha}{\theta}\).
(4) Stab-surjectivity is stable under 2-pullbacks. Namely, if

\[
\begin{array}{ccc}
X & \xrightarrow{\alpha} & Y \\
\downarrow & & \downarrow \\
G & \xrightarrow{\theta} & H
\end{array}
\]

is a 2-fibered product in \(S\) and if \(\beta \tau\) is stab-surjective, then so is \(\gamma \mu\).

**Definition 1.14.** Let \(\alpha \theta : X G \rightarrow Y H\) be any 1-cell in \(S\).

1. Define \(\text{SIm}(\alpha \theta) \in \text{Ob}(H\text{-set})\) by

\[
\text{SIm}(\alpha \theta) = H \times X / (H \times X)/ \sim,
\]

where the relation \(\sim\) is defined as follows.

- \((\eta, x), (\eta', x') \in H \times X\) are equivalent if there exists \(g \in G\) satisfying

\[
x' = gx \quad \text{and} \quad \eta = \eta' \theta x(g).
\]

We denote the equivalence class of \((\eta, x)\) by \([\eta, x]\). The \(H\)-action on \(\text{SIm}(\alpha \theta)\) is given by

\[
h[\eta, x] = [h \eta, x].
\]

We call \(\text{SIm}(\alpha \theta)\) the *stabilizerwise image* of \(\alpha \theta\).

2. Define a map \(v_{\alpha} : X \rightarrow \text{SIm}(\alpha \theta)\) by

\[
v_{\alpha}(x) = [e, x] \quad (\forall x \in X),
\]

then \(v_{\alpha} : X G \rightarrow \text{SIm}(\alpha \theta)\) becomes a stab-surjective 1-cell.

**Remark 1.15.** \(\text{SIm}(\alpha \theta)\) essentially depends only on the acting part \(\theta\).

The following has been shown in \([6]\).

**Proposition 1.16.** For any 1-cell \(\hat{\alpha} : \hat{X} \rightarrow \hat{Y}\), if we define a map \(\tilde{\alpha}\) by

\[
\tilde{\alpha} : \text{SIm}(\alpha \theta) \rightarrow Y H ; [\eta, x] \mapsto \eta \alpha(x),
\]

then the following diagram in \(S\) becomes commutative.

We call this the SIm-factorization of \(\frac{\alpha \theta}{\hat{\alpha}}\).

The following ensures the uniqueness of the SIm-factorization, up to equivariant isomorphisms \([6]\).

**Remark 1.17.** Let \(\beta : \beta \theta \rightarrow \beta \tau\) be any 1-cell, and let \(\beta \theta = \frac{\hat{\beta} \alpha \theta}{\hat{\beta} \tau}\) be its SIm-factorization. If there is another factorization of \(\frac{\alpha \theta}{\beta \theta}\) as

\[
\begin{array}{ccc}
X & \xrightarrow{\tilde{\alpha}} & \text{SIm}(\alpha \theta) \\
\downarrow & & \downarrow \\
G & \xrightarrow{\theta} & H
\end{array}
\]
in which $\frac{\beta}{\tau}$ is stab-surjective, then the $H$-map

$$\omega: \text{Sm}(\frac{\alpha}{\theta}) \to W; \ [\eta, x] \mapsto \eta \varepsilon x \beta(x)$$

gives an isomorphism satisfying $\gamma \circ \omega = \tilde{\alpha}$, and $\varepsilon$ gives a 2-cell $\varepsilon: \frac{\beta}{\tau} \Rightarrow \omega H \nu \alpha \theta$. As a diagram, this is depicted as follows.

\[
\begin{array}{ccc}
X & \xrightarrow{\beta} & W \\
\downarrow{\alpha} & & \downarrow{\nu} \\
\text{Sm}(\frac{\alpha}{\theta}) & \xrightarrow{\varepsilon} & Y \\
\end{array}
\]

2. Bifunctor $B$

Let $\text{CAT}$ denote the 2-category of categories, whose 1-cells are functors, and 2-cells are natural transformations. In this section, we give a bifunctor $B: \mathbb{S}^{op} \to \text{CAT}$, which associates $B(X^G) = G \text{set}/X$ to any 0-cell $\frac{X}{G}$ in $\mathbb{S}$.

**Remark 2.1.** As in [7], to avoid a set-theoretical difficulty to deal with "2-category of categories", we use the terminology bifunctor to mean simply a correspondence

0-cell $\frac{X}{G} \mapsto$ category $B(\frac{X}{G}) = G \text{set}/X$,

1-cell $\frac{\alpha}{\theta}: \frac{X}{G} \to \frac{Y}{H} \mapsto$ functor $B(\frac{\alpha}{\theta}) = (\frac{\alpha}{\theta})^*: H \text{set}/Y \to G \text{set}/X$,

2-cell $\varepsilon: \frac{\alpha}{\theta} \Rightarrow \frac{\alpha'}{\theta'} \mapsto$ natural transformation $B(\varepsilon): B(\frac{\alpha}{\theta}) \Rightarrow B(\frac{\alpha'}{\theta'})$

with natural isomorphisms

$$B(\frac{\beta}{\tau} \circ \frac{\alpha}{\theta}) \cong B(\frac{\alpha}{\theta}) \circ B(\frac{\beta}{\tau})$$,

$$B(\text{id}_\frac{X}{G}) \cong \text{id}_{B(\frac{X}{G})}$$,

which, when we take isomorphism classes $A(\frac{X}{G}) = \text{Ob}(G \text{set}/X)/ \cong$ at each $\frac{X}{G}$, becomes functorial (Definition 6.7, Corollary 6.8).

**Definition 2.2.** Let $\frac{\alpha}{\theta}: \frac{X}{G} \to \frac{Y}{H}$ be a 1-cell in $\mathbb{S}$. Define a functor $\left(\frac{\alpha}{\theta}\right)^*: H \text{set}/Y \to G \text{set}/X$ as follows.

1. For $(B, b) = (B \xrightarrow{b} Y) \in \text{Ob}(H \text{set}/Y)$, define $\left(\frac{\alpha}{\theta}\right)^*(B, b) = (X \times B \xrightarrow{p_X} X)$ by the following.
   (i) $X \times B = \{(x, b) \mid \alpha(x) = b(b)\}$ is the usual fibered product of sets.
   (ii) $G$-action on $X \times B$ is given by
   $$g(x, b) = (gx, \theta_x(g)b) \quad (\forall g \in G, (x, b) \in X \times B).$$
   (iii) $p_X: X \times B \to X$ is the projection onto $X$, which is obviously $G$-equivariant.

2. For a morphism $f: (B, b) \to (B', b')$ in $H \text{set}/Y$, define $\left(\frac{\alpha}{\theta}\right)^*(f)$ by
   $$\left(\frac{\alpha}{\theta}\right)^*(f): X \times B \to X \times B'; \ (x, b) \mapsto (x, f(b)).$$
Remark 2.3. For a $G$-equivariant 1-cell $\frac{\alpha}{\theta} : \frac{X}{G} \to \frac{Y}{H}$, the functor $(\frac{\alpha}{\theta})^* : G\text{set}/Y \to G\text{set}/X$ agrees with the usual pullback functor
$$\alpha^* = X \times - : G\text{set}/Y \to G\text{set}/X.$$

Proposition 2.4. Let $\frac{\alpha}{\theta} : \frac{X}{G} \to \frac{Y}{H}$ be any 1-cell, and let $(B, b)$ be any object in $H\text{set}/Y$. Then the commutative diagram

\[
\begin{array}{ccc}
X / G & \xrightarrow{\alpha} & X \times B / G \\
\downarrow & \circlearrowleft & \downarrow \frac{\pi}{\pi} \\
Y / H & \xleftarrow{\theta} & B / H
\end{array}
\]

where $\frac{\pi}{\pi}$ is defined by
$$\alpha^\circ(x, b) = b, \quad \theta^\circ(x, b) = \theta_x$$
for any $(x, b) \in X \times B$. Then the diagram gives a 2-fibered product in $S$.

Proof. Remark that we have a 2-fibered product

\[
\begin{array}{ccc}
X / G & \xrightarrow{\frac{\nu}{\nu}} & F / G \times H \\
\downarrow & \circlearrowleft & \downarrow \frac{\kappa}{\kappa} \\
Y / H & \xleftarrow{\frac{\ell}{\ell}} & B / H
\end{array}
\]

as in Proposition 1.11. Define 1-cells
$$m : \frac{X \times B}{G} \to \frac{F}{G \times H}$$
and
$$\ell : \frac{F}{G \times H} \to \frac{X \times B}{G}$$
by
$$m(x, b, \eta) = (x, b, e) \quad (\forall (x, b, \eta) \in F),$$
$$\ell(x, b, \eta) = (x, \eta^{-1} b) \quad (\forall (x, b, \eta) \in F),$$
$$\tau(x, b)(g) = (g, \theta_x(g)) \quad (\forall (x, b) \in X \times B, g \in G),$$

and define a 2-cell $\varepsilon : \frac{m}{\tau} \circ \frac{\ell}{\nu} \Rightarrow \text{id}$ by
$$\varepsilon(x, b, \eta) = (e, \eta) \quad (\forall (x, b, \eta) \in F).$$

Then the diagram

\[
\begin{array}{ccc}
\frac{X \times B}{G} & \xrightarrow{\varepsilon} & \frac{X \times B}{G} \\
\downarrow & \circlearrowright & \downarrow \frac{\pi}{\pi} \\
\frac{F}{G \times H} & \xleftarrow{\ell} & \frac{F}{G \times H}
\end{array}
\]
shows \( \frac{\partial m}{\tau} \) is an equivalence. Thus the diagram

and the equality \( \kappa \circ \frac{m}{\tau} = \text{id} \) shows (2.1) is a 2-fibered product. \( \square \)

The following immediately follows from the universality of 2-fibered products.

**Corollary 2.5.** For any 1-cell \( \frac{\alpha}{\theta} : X_G \to Y_H \) in \( S \), put \( B(\frac{\alpha}{\theta}) = (\alpha\theta)^* \).

1. If \( \varepsilon : \frac{\alpha}{\theta} \Rightarrow \frac{\alpha'}{\theta'} \) is a 2-cell in \( S \), then there is a natural transformation

\[
B(\varepsilon) : B\left(\frac{\alpha}{\theta}\right) \Rightarrow B\left(\frac{\alpha'}{\theta'}\right),
\]

which is in fact an isomorphism because of the invertibility of \( \varepsilon \). Explicitly, this is given by

\[
B(\varepsilon)_{(B,b)} : \{(x,b) \mid \alpha(x) = b\} \to \{(x,b) \mid \alpha'(x) = b\} ; (x,b) \mapsto (x,\varepsilon^{-1}x) \quad \text{for each } (B,b) \in \text{Ob}(Hset/Y).
\]

2. If \( \frac{\alpha}{\theta} : X_G \to Y_H \) is a sequence of 1-cells in \( S \), then there is a naturally defined isomorphism

\[
B\left(\frac{\beta}{\theta} \circ \frac{\alpha}{\theta}\right) \cong B\left(\frac{\alpha}{\theta}\right) \circ B\left(\frac{\beta}{\theta}\right).
\]

3. For any 0-cell \( \frac{\alpha}{\theta} \) in \( S \), there is a natural isomorphism

\[
B(\text{id}_{\frac{\alpha}{\theta}}) \cong \text{Id}_{B(\frac{\alpha}{\theta})}.
\]

These are given in a natural way, resulting a bifunctor \( B : S^{op} \to \text{CAT} \).

### 3. Left Adjoint of \((\underline{\alpha})^*\)

We construct a left adjoint of \((\underline{\alpha})^*\), for any 1-cell \( \frac{\alpha}{\theta} \) in \( S \).

**Remark 3.1.** If \( \frac{\alpha}{\theta} : X \to Y \) is a \( G \)-equivariant 1-cell, then a left adjoint of \((\underline{\alpha})^*\) is given by the composition functor

\[
\alpha_+ = \alpha \circ : Gset/X \to Gset/Y.
\]

**Definition 3.2.** Let \( \frac{\alpha}{\theta} : X \to Y \) be an 1-cell. Define a functor \( S_\alpha : Gset/X \to Hset/S\text{Im}(\underline{\alpha}) \) as follows.
For any 1-cell $A$, for any object $(\alpha, S)$, by (1), we denote $a$ and define a functor $(\Phi)$.

Using this, we define $H_\Phi$ by

$$(\alpha, a) \xrightarrow{\Phi} \frac{a}{G}$$

are SIm-factorizations, and $\bar{\alpha}, \bar{\alpha}', \bar{\alpha}''$ are given by

$$\bar{\alpha}: H \times A \to H \times X; [\eta, a] \mapsto [\eta, a(a)],$$

$$\bar{\alpha}' : H \times A' \to H \times X; [\eta, a'] \mapsto [\eta, a'(a')],$$

$$\bar{\alpha}'' : H \times A \to H \times A'; [\eta, a] \mapsto [\eta, f(a)].$$

Using this, we define $S_\Phi$ by

$$S_\Phi(A, a) = (\text{SIm}(\frac{\alpha}{G} \circ \frac{a}{G}) \xrightarrow{\bar{\alpha}} \text{SIm}(\frac{\alpha}{G}), \quad S_\Phi(f) = \bar{f}$$

for any object $(A, a)$ and morphism $f$ in $Gset/X$.

**Definition 3.3.** For any 1-cell $\frac{\alpha}{G}: \frac{X}{G} \to \frac{Y}{G}$, let $\bar{\alpha} = \frac{\alpha}{G} \circ \bar{\alpha}'$ be its SIm-factorization, and define a functor $(\alpha^\circ)^+: Gset/X \to Hset/Y$ to be the composition of

$$Gset/X \xrightarrow{S_\Phi} Hset/S\text{Im}(\frac{\alpha}{G}) \xrightarrow{\bar{\alpha}^+} Hset/Y.$$

**Remark 3.4.** The following holds.

1. The functor $S_\Phi$ depends only on the acting part $\theta$. In particular, for any 1-cell $\frac{\alpha}{G}$, we have $S_\Phi = S_\Phi^\circ \cong (\alpha^\circ)^+.$
2. If $\bar{\alpha}$ is stab-surjective, then $\alpha$ is an isomorphism, and thus $\bar{\alpha}^+$ is a categorical isomorphism.
3. For an equivariant 1-cell $\frac{\alpha}{G}$, we have $(\frac{\alpha}{G})^+ \cong \bar{\alpha}^+ \cong \alpha^+.$

By (1), we denote $S_\phi$ simply by $S_\theta$, when there is no confusion.

**Proposition 3.5.** For any 1-cell $\frac{\alpha}{G}: \frac{X}{G} \to \frac{Y}{G}$, functor $(\Phi)^+$ is left adjoint to $(\Phi)^*$. 

**Proof.** It suffices to construct a natural bijection

$$\Psi: Hset/Y(\text{SIm}(\frac{\alpha}{G} \circ \frac{a}{G}) \xrightarrow{\bar{\alpha}^+} Y, B \to Y) \leftrightarrow Gset/X(A \xrightarrow{a} X, X \times B \xrightarrow{p_X} X): \Psi$$

for any $(A, a) \in \text{Ob}(Gset/X)$ and $(B, b) \in \text{Ob}(Hset/Y)$.

**Construction of $\Phi$**
Corollary 3.6. If for any $\eta,a$, $\eta,a$ for any $b,Y \xrightarrow{\overset{a}{\sim}} Y, B \xrightarrow{b} Y$ be any morphism. Define $\Phi(\psi)$ by

$$\Phi(\psi)(a) = (a(a), \psi([e,a])) \quad (\forall a \in A).$$

Then $G$-equivariance of $\Phi(\psi)$ follows from

$$\Phi(\psi)(ga) = (a(ga), \psi([e, ga])) = (ga(a), \psi(\theta_{a(a)}(g)[e, a])) = g \Phi(\psi)(a) \quad (\forall g \in G, a \in A).$$

The equality $p_X \circ \Phi(\psi) = a$ is trivially satisfied.

Construction of $\Psi$

Let $\varphi \in G \text{Set}/X(A \xrightarrow{a} X, X \times B \xrightarrow{p_X} X)$ be any morphism. Define $\Psi(\varphi)$ by

$$\Psi(\varphi)([\eta,a]) = \eta p_B \circ \varphi(a) \quad (\forall [\eta,a] \in \text{Sim}(\frac{a}{\theta} \circ \frac{a}{G}),$$

where $p_B : X \times B \to B$ is the projection $= a^\varphi$. For any $g \in G$, we have

$$\Psi(\varphi)([\eta\theta_{a(a)}(g)^{-1}, ga]) = \eta\theta_{a(a)}(g)^{-1}p_B \circ \varphi(ga) = \eta p_B \circ \varphi(a) = \Psi(\varphi)([\eta,a]),$$

which shows the well-definedness of $\Psi(\varphi)$.

$H$-equivariance of $\Psi(\varphi)$ is obvious. The equality $b \circ \Psi(\varphi) = (\overset{\sim}{a} \circ a)$ follows from

$$(b \circ \Psi(\varphi))([\eta,a]) = b(\eta p_B \circ \varphi(a)) = \eta b(p_B \circ \varphi(a))$$

$$= \eta \alpha(p_X \circ \varphi(a)) = \eta \alpha(a(a))$$

$$= (\overset{\sim}{a} \circ a)([\eta,a]) \quad (\forall [\eta,a] \in \text{Sim}(\frac{a}{\theta} \circ \frac{a}{G})).$$

Confirmation of $\Psi \circ \Phi = \text{id}$

For any $\psi \in H \text{Set}/Y(\text{Sim}(\frac{a}{\theta} \circ \frac{a}{G}) \overset{\alpha \circ a}{\to} Y, B \xrightarrow{b} Y)$, we have

$$\Psi(\Phi(\psi))([\eta,a]) = \eta (p_B \circ \Phi(\psi))(a) = \eta \psi([e,a]) = \psi([\eta,a])$$

for any $[\eta,a] \in \text{Sim}(\frac{a}{\theta} \circ \frac{a}{G})$, and thus $\Psi(\Phi(\psi)) = \psi$.

Confirmation of $\Phi \circ \Psi = \text{id}$

For any $\varphi \in G \text{Set}/X(A \xrightarrow{\overset{a}{\sim}} X, X \times B \xrightarrow{p_X} X)$, we have

$$\Phi(\Psi(\varphi))(a) = (a(a), \Psi(\varphi)([e,a])) = (a(a), p_B \circ \varphi(a)) = \varphi(a)$$

for any $a \in A$, and thus $\Phi(\Psi(\varphi)) = \varphi$. \hfill \ensuremath{\Box}

**Corollary 3.6.** If $\frac{a}{\theta} : \overset{\sim}{X} \to Y$ is stab-surjective, then the functor $\frac{a}{\theta}^* : H \text{Set}/Y \to G \text{Set}/X$ is fully faithful. Equivalently, the counit $\Lambda : (\frac{a}{\theta})_+((\frac{a}{\theta})^*)_+ \Rightarrow \text{Id}$ associated to $(\frac{a}{\theta})^* + 1((\frac{a}{\theta})^*)_+$ is isomorphic.

**Proof.** By Proposition 2.4 for any $(B,b) \in \text{Ob}(G \text{Set}/Y)$, the diagram (2.1) is a 2-fibered product. As in Proposition 1.13 stab-surjectivity of $\frac{a}{\theta}$ implies that $\frac{a}{\theta}$ is also stab-surjective. Thus diagram (2.1) gives a factorization of $\frac{a}{\theta} \circ \frac{p_X}{G}$ into stab-surjective $\frac{a}{\theta}$ and equivariant $\frac{p_X}{G}$. By Remark 1.17 we have an $H$-isomorphism

$$\omega : \text{Sim}(\frac{a}{\theta} \circ \frac{p_X}{G}) \xrightarrow{\sim} B : [\eta,(x,b)] \mapsto \eta \alpha^\varphi(\eta,b) = \eta b,$$
compatible with \((\alpha \circ p_X)\) and \(b\). The construction of \(\Psi\) given in the proof of Proposition 3.5 shows
\[
\omega = \Psi(\text{id}_\(\mathcal{Z}\), (B, b)) = \Lambda(B, b).
\]
Thus \(\Lambda\) is isomorphic at any \((B, b) \in \text{Ob}(_H\text{set}/Y)\).
\[\square\]

4. Right adjoint of \((\overset{\alpha}{\varphi})^*\)

We construct a right adjoint of \((\overset{\alpha}{\varphi})^*\), for any 1-cell \(\overset{\alpha}{\varphi}\) in \(\mathcal{S}\).

**Remark 4.1.** If \(\overset{\alpha}{\varphi}: \overset{\theta}{X} \to \overset{\nu}{Y}\) is a \(G\)-equivariant 1-cell, then a right adjoint functor of \((\overset{\alpha}{\varphi})^* = \alpha^*\) is given by the functor
\[
\alpha_\bullet = \Pi_\alpha: _G\text{set}/X \to _G\text{set}/Y
\]
defined as follows \([8]\).

1. For an object \((A, a) \in \text{Ob}(_G\text{set}/X)\), define \(\Pi_\alpha(A, a) = (\Pi_\alpha(A) \overset{\pi_Y}{\to} Y)\) as follows.
   - \((i)\) \(\Pi_\alpha(A)\) is the set of pairs \((y, \sigma)\) of \(y \in Y\) and a map \(\sigma: \alpha^{-1}(y) \to A\) which makes the following diagram commutative.
   
   \[
   \begin{array}{ccc}
   \alpha^{-1}(y) & \overset{\sigma}{\longrightarrow} & A \\
   \downarrow \circ & & \downarrow a \\
   X & & \end{array}
   \]

   - \((\text{ii})\) \(G\)-action on \(\Pi_\alpha(A)\) is given by
     \[
     g(y, \sigma) = (gy, g\sigma) \quad (\forall g \in G, (y, \sigma) \in \Pi_\alpha(A)),
     \]
     where \(g\sigma\) is defined by
     \[
     g\sigma: \alpha^{-1}(gy) \to A; \quad x \mapsto g\sigma(g^{-1}x).
     \]
   - \((\text{iii})\) \(\pi_Y: \Pi_\alpha(A) \to Y\) is the projection onto \(Y\), which is obviously \(G\)-equivariant.

2. For a morphism \(f: (A, a) \to (A', a')\) in \(_G\text{set}/X\), define \(\Pi_\alpha(f): \Pi_\alpha(A, a) \to \Pi_\alpha(A', a')\) by
\[
\Pi_\alpha(f): \Pi_\alpha(A) \to \Pi_\alpha(A'): (y, \sigma) \mapsto (y, f \circ \sigma).
\]

**Definition 4.2.** Let \(\overset{\varphi}{X}: \overset{\varphi}{Y} \to \overset{Y}{Y}\) be a 1-cell in \(\mathcal{S}\), and let \((A, a) = (A \overset{\varphi}{\to} X)\) be an object in \(_G\text{set}/X\). At a point \(a \in A\), we consider the following equivalence relation \(\equiv\) on \(G\).

- Two elements \(g, g' \in G\) are said to satisfy \(g \equiv g'\) at \(a\), if they satisfy
  \[
  \theta_{\alpha(a)}(g) = \theta_{\alpha(a)}(g') \quad \text{and} \quad ga(a) = g'a(a).
  \]

**Remark 4.3.** Let \(\overset{\varphi}{X}, (A, a)\) and \(a \in A\) be as above. For any \(g, g' \in G\), the following holds.

1. This equivalence relation depends only on the acting part \(\theta\). In particular we have
\[
g \overset{\varphi}{\equiv} g' \quad \text{at} \quad a \iff g \overset{\varphi}{\equiv} g' \quad \text{at} \quad a.
\]
Remark 4.7. We obtain a following commutative diagram
\[
\begin{array}{ccc}
A_{\theta} & \xrightarrow{a_{\theta}} & X_{\theta} = X \\
& \searrow & \downarrow \text{id}_X \\
& & X
\end{array}
\]
which means \(a_{\theta} = a_{\theta}^\vartheta\). From this reason, we abbreviately write \((A, a)_{\theta}^\vartheta = (A_{\theta}^\vartheta, a_{\theta}^\vartheta)\) in the rest. Moreover, since the functor \((-)^\vartheta\) depends only on the acting part \(\theta\) by Remark 4.3, we denote it simply by \((-)^\vartheta\) if there is no confusion. Thus we often apply \((-)^\vartheta\) to the unique morphism \(\theta: (A, a) \to (X, \text{id}_X)\), we obtain a following commutative diagram

\[
\begin{array}{ccc}
A_{\theta} & \xrightarrow{a_{\theta}} & X_{\theta} = X \\
& \searrow & \downarrow \text{id}_X \\
& & X
\end{array}
\]

\(\vartheta\) : \(\tilde{\mathcal{C}} \to \mathcal{C}^Y\) be any 1-cell in \(\mathcal{S}\). For any \((A, a) \in \text{Ob}(\text{Gset}/X)\), applying \((-)^\vartheta\) to the unique morphism

\[
\alpha: (A, a) \to (X, \text{id}_X),
\]

we obtain a following commutative diagram

\[
\begin{array}{ccc}
A_{\theta} & \xrightarrow{a_{\theta}} & X_{\theta} = X \\
& \searrow & \downarrow \text{id}_X \\
& & X
\end{array}
\]

which means \(a_{\theta} = a_{\theta}^\vartheta\). From this reason, we abbreviately write \((A, a)_{\theta}^\vartheta = (A_{\theta}^\vartheta, a_{\theta}^\vartheta)\) in the rest. Moreover, since the functor \((-)^\vartheta\) depends only on the acting part \(\theta\) by Remark 4.3, we denote it simply by \((-)^\theta\) if there is no confusion. Thus we often write as \((A, a)^\theta = (A^\theta, a^\theta)\) for an object \((A, a) \in \text{Ob}(\text{Gset}/X)\). For any 1-cell \(\vartheta\), the functor \((-)^\theta\) is idempotent. Namely, we have \((-)^\theta \circ (-)^\theta = (-)^\theta\).

Definition 4.6. For any 1-cell \(\vartheta\) : \(\tilde{\mathcal{C}} \to \mathcal{C}^Y\), take its SIm-factorization \(\vartheta = \tilde{\vartheta} \circ \vartheta\), and define a functor \((\vartheta^\theta)_{\bullet} : \text{Gset}/X \to \text{Hset}/Y\) to be the composition of the following sequence of functors.

\[
\begin{align*}
\text{Gset}/X & \xrightarrow{(-)^\vartheta} \text{Gset}/X \\
& \xrightarrow{S_{\theta}} \text{Hset}/\text{SIm}(\alpha^\theta) \\
& \xrightarrow{\Pi_{\theta}} \text{Hset}/Y
\end{align*}
\]

Remark 4.7. By Remark 3.4 and 4.3, we have \((\vartheta^\theta)_{\bullet} = \tilde{\alpha}_{\bullet} \equiv \alpha_{\bullet}\) for an equivariant 1-cell \(\vartheta\).
Lemma 4.8. Let $\frac{A}{G} \times Y \to \frac{X}{Y}$ be any 1-cell. If we denote the essential image of the functor

$$(-)^{\theta} : Gset/X \to Gset/X$$

(namely, the full subcategory of $Gset/X$ consisting of objects isomorphic to objects of the form $(A, a)^{\theta}$ for some $(A, a) \in \text{Ob}(Gset/X)$) by $\mathcal{F} \subseteq Gset/X$, then the following holds.

1. An object $(A, a) \in \text{Ob}(Gset/X)$ belongs to $\mathcal{F}$ if and only if the subset $A^{\theta} \subseteq A$ is equal to $A$ itself.

2. $(-)^{\theta} : Gset/X \to \mathcal{F}$ is right adjoint to the inclusion $\mathcal{F} \hookrightarrow Gset/X$.

Proof. (1) follows from the idempotency of $(-)^{\theta}$.

(2) Let $(A, a) \in \text{Ob}(Gset/X)$ and $(A', a') \in \text{Ob}(\mathcal{F})$ be any pair of objects. A natural bijection

$$Gset/X((A', a'), (A, a)) \cong \mathcal{F}((A', a'), (A, a)^{\theta})$$

exists, since we have $f(A') = f(A^{\theta}) \subseteq A^{\theta}$ for any $f \in Gset/X((A', a'), (A, a))$. \square

Lemma 4.9. Let $\frac{A}{G} : \frac{X}{Y} \to \frac{Y}{Y}$ be any 1-cell, and let $\mathcal{F}$ be as in Lemma 4.8.

1. The functor $(\Theta_{\theta})^{*} : Hset/Y \to Gset/X$ factors through $\mathcal{F}$. Namely, we have $(\Theta_{\theta})^{*}(B, b) \in \text{Ob}(\mathcal{F})$ for any $(B, b) \in \text{Ob}(Hset/Y)$.

2. Assume $\frac{A}{G}$ is stab-surjective. Then

$$\left(\Theta_{\theta}\right)^{+} \mathcal{F} \to \mathcal{F} \text{ and } \left(\Theta_{\theta}\right)^{*} : Hset/Y \to \mathcal{F}$$

are mutually quasi-inverses.

Proof. (1) By definition, we have $(\Theta_{\theta})^{*}(B, b) = (X \times B \xrightarrow{p_{X}} X)$. Let $(x, b) \in X \times B$ be any point. For any $g, g' \in G$ satisfying $g \equiv g'$ at $(x, b)$, the equalities

$$\theta_x(g) = \theta_x(g') \quad \text{and} \quad gx = g'x$$

imply

$$g(x, b) = (g, \theta_x(g)b) = (g'x, \theta_x(g')b) = g'(x, b)$$

This means $(x, b) \in (X \times B)^{\theta}$.

(2) By Corollary 3.3, we have $(\Theta_{\theta})^{*} : Hset/Y \to \mathcal{F}$. So it remains to show that the unit $\text{Id} \Rightarrow (\Theta_{\theta})^{*} : \mathcal{F} \to \mathcal{F}$ gives an isomorphism at any $(A, a) \in \text{Ob}(\mathcal{F})$. By definition, we have

$$(\Theta_{\theta})^{*}((A, a)) \equiv (\Theta_{\theta})^{*}(A, a) \quad \text{for any } (A, a) \in \text{Ob}(\mathcal{F})$$

with

$$X \times (H \times A^{\theta}) = \{(x, [\eta, a]) \in X \times (H \times A^{\theta}) \mid \alpha(x) = \eta \alpha(a(a))\}.$$
at \((A, a)^\theta\). It suffices to give its inverse map. For any \((x, [\eta, a]) \in X \times (H \times A^\theta)\), stab-surjectivity of \(\frac{\alpha}{\theta}\) and the condition \(\alpha(x) = \eta \alpha(a(a))\) imply the existence of an element \(g \in G\) satisfying

\begin{align}
(4.1) \quad x = ga(a) \quad \text{and} \quad \eta = \theta_{a(a)}(g).
\end{align}

If we put \(\varpi(x, [\eta, a]) = ga\), this gives a well-defined map

\[
\varpi : X \times (H \times A^\theta) \rightarrow A^\theta.
\]

In fact, if \([\eta, a] = [\eta', a']\) holds in \(H \times A^\theta\), then by definition there is \(g_0 \in G\) satisfying

\begin{align}
(4.2) \quad \eta = \eta' \theta_{a(a)}(g_0) \quad \text{and} \quad a' = g_0 a.
\end{align}

If \(g' \in G\) satisfies

\begin{align}
(4.3) \quad x = g' a(a') \quad \text{and} \quad \eta' = \theta_{a(a')}(g'),
\end{align}

then \((4.1), (4.2), (4.3)\) imply \(g \equiv g' g_0\) at \(a\). Since \(a \in A^\theta\), this means

\[
ga = g' g_0 a = g' a'.
\]

It can be easily verified that \(\varpi\) is inverse to \(\omega\). \(\square\)

**Proposition 4.10.** For any 1-cell \(\frac{\alpha}{\theta} : \frac{X}{G} \rightarrow \frac{Y}{H}\), functor \((\frac{\alpha}{\theta})^*\) is right adjoint to \((\frac{\alpha}{\theta})_\bullet\).

**Proof.** Remark that we have natural isomorphisms

\[
(\frac{\alpha}{\theta})^* \cong (\frac{\upsilon_\alpha}{\theta})^* \circ \bar{\alpha}_*^\gamma, \quad (\frac{\alpha}{\theta})_\bullet \cong \bar{\alpha}_* \circ (\frac{\upsilon_\alpha}{\theta})_\bullet
\]

and the adjointness \(\bar{\alpha}_* \dashv \bar{\alpha}_\bullet\). Thus replacing \(\frac{\upsilon_\alpha}{\theta}\) by \(\frac{\alpha}{\theta}\), it suffices to show the adjointness \((\frac{\alpha}{\theta})^* \dashv (\frac{\alpha}{\theta})_\bullet\) for stab-surjective 1-cell \(\frac{\alpha}{\theta}\).

Assume \(\frac{\alpha}{\theta}\) is stab-surjective. In this case, since \(\bar{\alpha}_*\) is a categorical equivalence, it follows \(\bar{\alpha}_+ \cong \bar{\alpha}_\bullet\). If we denote the inclusion \(\mathcal{F} \hookrightarrow G \text{set}/X\) by \(j\), then by Lemma 4.8 and 4.9 we have the following sequence of adjoint pairs.

\[
(\frac{\alpha}{\theta})^* \dashv \bar{\alpha}_+ \circ S_\theta \circ (\cdot)^\theta \dashv (\frac{\alpha}{\theta})_\bullet
\]

It follows \((\frac{\alpha}{\theta})^* \dashv \bar{\alpha}_+ \circ S_\theta \circ (\cdot)^\theta = (\frac{\alpha}{\theta})_\bullet\). \(\square\)

### 5. Six operations

So far, we have associated an adjoint triplet

\[
(\frac{\alpha}{\theta})_+ \dashv (\frac{\alpha}{\theta})^* \dashv (\frac{\alpha}{\theta})_\bullet
\]

in

\[
\begin{array}{cccc}
H \text{set}/Y & \perp & \mathcal{F} & \perp \mathcal{G} \text{set}/X \\
\alpha_+ \circ S_\theta \cong \bar{\alpha}_\bullet \circ S_\theta & \downarrow \quad & \downarrow & \downarrow (-)^\theta \\
\end{array}
\]
to any 1-cell $\vartheta : \frac{X}{G} \to \frac{Y}{H}$. By the decomposition into orbits and SIm-factorizations, we see any 1-cell in $\mathcal{S}$ can be constructed from the following two typical types of morphisms (up to equivalences), by using unions and compositions.

[I] For a subgroup $H \leq G$, the unique map $p : G/H \to G/G = 1$ induces a $G$-equivariant 1-cell

$$p : \frac{G}{H} \to \frac{1}{G}.$$  

If we compose this with the Ind-equivalence $\frac{1}{H} \xrightarrow{\sim} \frac{G/H}{G}$, we obtain $\frac{1}{\iota} : \frac{1}{H} \to \frac{1}{G}$, where $\iota : H \to G$ is the inclusion.

[II] For a normal subgroup $N \triangleleft G$, the quotient homomorphism $q : G \to G/N$ induces a stab-surjective 1-cell

$$\frac{1}{q} : \frac{1}{G} \to \frac{1}{G/N}.$$  

Example 5.1. Let $\vartheta$ be a 1-cell. For types [I] and [II], each of functors $(\vartheta)_+,(\vartheta)^\ast$ and $(\vartheta)_\ast$ is isomorphic to the following functors.

| Type | [I] | [II] |
|------|-----|------|
| $(\vartheta)_+$ | $\text{Ind}_{G}^{G/H}$ | $\text{Orb}_{G/N}^{G}$ |
| $(\vartheta)^\ast$ | $\text{Res}_{G/H}^{G}$ | $\text{Inf}_{G/N}^{G}$ |
| $(\vartheta)_\ast$ | $\text{Jnd}_{G/H}^{G}$ | $\text{Inv}_{G/N}^{G}$ |

Thus (5.1) recovers the following six operations (cf. [9]) for finite groups.

$$
\begin{array}{ccc}
\text{Ind} & \Downarrow & \text{Res} \\
H \text{ set} & \Downarrow & G \text{ set} \\
\text{Jnd} & \Downarrow & \text{Inf} \\
\end{array}
\begin{array}{ccc}
\Downarrow & \Downarrow & \Downarrow \\
G \text{ set} & \Downarrow & G/N \text{ set} \\
\Downarrow & \Downarrow & \Downarrow \\
\text{Inv} & \Downarrow & \text{Jnd} \\
\end{array}
$$

Proof. For type [I], this is well-known. (As for Jnd, see for example [8].) Since it can be also easily verified for Inf, we only show for Orb and Inv. Let $\vartheta = \frac{1}{q}$ be as in (5.3). In this case, we have $\text{SIm}(\frac{1}{q}) = 1$, and canonically identify as $G/\text{set}/1 = \text{set}$, and $\text{H set}/1 = \text{set}$.

We may assume $(\frac{1}{q})_+ \cong S_{\frac{1}{q}}$ and $(\frac{1}{q})_\ast \cong S_{\frac{1}{q}} \circ (-)^\frac{1}{q}$.

Functor Orb. By Remark 3.3, the functor $(\frac{1}{q})_+$ sends an object $A \in \text{Ob}(G/\text{set})$ to

$$\text{SIm}(A \xrightarrow{\frac{1}{q}} \frac{1}{G/N}) = (G/N \times A) / \sim,$$

where $(\xi N,a)$ and $(\xi' N,a')$ in $(G/N \times A)$ are equivalent if and only if there exists $g \in G$ satisfying $\xi g N = \xi' N \text{ text } a' = ga$.

Thus we have a $G/N$-isomorphism

$$A/N \xrightarrow{\cong} ((G/N \times A) / \sim ; [\pi] \mapsto [e,a]),$$

which gives a natural isomorphism $\text{Orb}_{G/N}^{G} \xrightarrow{\cong} (\frac{1}{q})_+$.  


Functor $\text{Inv}$.  
For any $A \in \text{Ob}(G \text{-set})$, we have 
\[
A^{\frac{1}{q}} = \{a \in A \mid gN = g'N \implies ga = g'a \quad (\forall g, g' \in G)\} = \{a \in A \mid na = a \quad (\forall n \in N)\} = A^N.
\]
Applying $S_{\frac{1}{q}}$ to $A^N$ simply means that we regard $A^N$ as a $G/N$-set. This induces a natural isomorphism $\text{Inv}^{G/N}_{G} \cong S_{\frac{1}{q}} \circ (-)^{\frac{1}{q}}$. □

6. Derivator-like properties and associated semi-Mackey functors

As in [7], a derivator is a strict 2-functor $D : \text{Cat}^{\text{op}} \to \text{CAT}$ satisfying conditions (Der1), ..., (Der4), from the 2-category of small categories $\text{Cat}$. (For the detail, see [7].) In this section, we show that the bifunctor $B : S^{\text{op}} \to \text{CAT}$ satisfies properties analogous to them, when $\text{Cat}$ is replaced by $S$.

In the following, we recall conditions (Der1), ..., (Der4) from [7] one by one, and consider their analogs. Let $D : \text{Cat}^{\text{op}} \to \text{CAT}$ be a strict 2-functor (i.e. a prederivator ([7])). For any 1-cell $u : J \to K$ in $\text{Cat}$, denote $D(u)$ by $u^*$. Condition (Der 1) is as follows.

Condition 1. ((Der 1) in [7].) $D$ sends coproducts to products. Namely, for any pair of 0-cells $J_1, J_2$ in $\text{Cat}$, if we take their coproduct 
\[
J_1 \xrightarrow{u_1} J_1 \sqcup J_2 \xleftarrow{u_2} J_2,
\]
then 
\[
(u_1^*, u_2^*) : D(J_1 \sqcup J_2) \to D(J_1) \times D(J_2)
\]
is an equivalence of categories.

Its analog for $B$ is the following.

Proposition 6.1. $B$ sends 2-coproducts to products. Namely, for any pair of 0-cells $\frac{X}{G}, \frac{Y}{H}$ in $S$, if we take their 2-coproduct 
\[
\frac{X}{G} \xrightarrow{\theta} \frac{X}{G} \sqcup \frac{Y}{H} \xleftarrow{\tau} \frac{Y}{H},
\]
then 
\[
((\frac{\alpha}{\theta})^*, (\frac{\beta}{\tau})^*) : B(\frac{X}{G} \sqcup \frac{Y}{H}) \to B(\frac{X}{G}) \times B(\frac{Y}{H})
\]
is an equivalence of categories.

Proof. As in Proposition 1.10, a 2-coproduct of $\frac{X}{G}$ and $\frac{Y}{H}$ is given by 
\[
\frac{X}{G} \xrightarrow{\theta} \text{Ind}_{(G)} X \sqcup \text{Ind}_{(H)} Y \xleftarrow{\tau} \frac{Y}{H}
\]
for any pair of 0-cells $\frac{X}{G}, \frac{Y}{H}$ in $S$. Thus the pair of functors $(\frac{\alpha}{\theta})^*, (\frac{\beta}{\tau})^*$ induces a categorical equivalence 
\[
B(\frac{\text{Ind}_{(G)} X \sqcup \text{Ind}_{(H)} Y}{G \times H}) \cong (G \times H)\text{-set}/(\text{Ind}_{(G)} X \sqcup \text{Ind}_{(H)} Y)
\]
\[
\cong ((G \times H)\text{-set}/\text{Ind}_{(G)} X) \times ((G \times H)\text{-set}/\text{Ind}_{(H)} Y)
\]
\[
\cong (G\text{-set}/X) \times (H\text{-set}/Y)
\]
\[
= B(\frac{X}{G}) \times B(\frac{Y}{H}).
\]
Remark that in Cat, the one-object category 1 is terminal. Moreover, for any 0-cell $K$ in Cat, there is a one-to-one correspondence between objects $k \in \text{Ob}(K)$ and functors $i_K : 1 \to K$ which sends the unique object in 1 to $k$. Condition (Der 2) can be stated as follows.

**Condition 2.** ((Der 2) in [7].) Let $K$ be any 0-cell in Cat. For any morphism $f : A \to A'$ in $\mathbb{D}(K)$, the following are equivalent.

1. $f$ is an isomorphism in $\mathbb{D}(K)$.
2. $i_K^*(f) : i_K^*(A) \to i_K^*(A')$ is an isomorphism in $\mathbb{D}(1)$ for any $k \in \text{Ob}(K)$.

Its analog for $B$ is the following.

**Proposition 6.2.** Let $\frac{X}{G}$ be any 0-cell in $S$. For any morphism $f : (A, a) \to (A', a')$ in $\mathbb{B}(\frac{X}{G}) = G\text{-set}/X$, the following are equivalent.

1. $f$ is an isomorphism in $G\text{-set}/X$.
2. $f|_{a^{-1}(x)} : a^{-1}(x) \to a'^{-1}(x)$ is an isomorphism in $\mathbb{B}(\frac{A}{G}) = \text{set}$ (i.e. a bijection of sets) for any $x \in X$.
3. $f|_{a^{-1}(X_0)} : a^{-1}(X_0) \to a'^{-1}(X_0)$ is an isomorphism for any $G$-orbit $X_0 \subseteq X$.

**Proof.** This is trivial. □

Condition (Der 3) is as follows.

**Condition 3.** ((Der 3) in [7].) For any 1-cell $u : J \to K$ in Cat, there is an adjoint triplet $u_* \vdash u^* \dashv u_!$, where $u^* = \mathbb{D}(u)$.

Its analog for $B$ is the following.

**Proposition 6.3.** For any 1-cell $\frac{X}{G} \to \frac{Y}{H}$, we have an adjoint triplet $(\frac{G}{H})^+ \vdash (\frac{Y}{H})_+$.

**Proof.** This is already shown. □

In [7], condition (Der 4) is written as follows (Proposition 1.26 in [7]). For any pair of functors $\overset{u_1}{\longrightarrow} J_1 \overset{u_2}{\longleftarrow} J_2$, let $(u_1/u_2)$ be the category defined by the following.

(i) An object in $(u_1/u_2)$ is a triplet $(j_1, j_2, \alpha)$ of $j_1 \in \text{Ob}(J_1), j_2 \in \text{Ob}(J_2)$ and $\alpha \in K(u_1(j_1), u_2(j_2)).$

(ii) A morphism $(f_1, f_2) : (j_1, j_2, \alpha) \to (j'_1, j'_2, \alpha')$ is a pair of $f_1 \in J_1(j_1, j'_1)$ and $f_2 \in J_2(j_2, j'_2)$ satisfying $u_2(f_2) \circ \alpha = \alpha' \circ u_1(f_1)$. Composition is naturally induced from those in $J_1$ and $J_2$.

Projection functors $\text{pr}_1 : (u_1/u_2) \to J_1$ and $\text{pr}_2 : (u_1/u_2) \to J_2$ are naturally defined, which send $(j_1, j_2, \alpha) \in \text{Ob}(u_1/u_2)$ to $\text{pr}_1(j_1, j_2, \alpha) = j_1$ and $\text{pr}_2(j_1, j_2, \alpha) = j_2$. They form a diagram

\[
\begin{array}{ccc}
(u_1/u_2) & \xrightarrow{\text{pr}_1} & J_1 \\
\downarrow \text{pr}_2 & & \downarrow \text{u}_1 \\
J_2 & \xrightarrow{u_2} & K
\end{array}
\]

where $\varepsilon$ is a natural transformation defined by $\varepsilon(j_1, j_2, \alpha) = \alpha$. Condition (Der 4) can be stated as follows.
**Condition 4.** (Der 4): Proposition 1.26 in [7]. For any \( \text{6.1} \), natural isomorphisms

\[
\begin{align*}
(\text{6.2}) \quad (pr_2)_! \circ (pr_1)^* & \cong u_2^* \circ u_1! \quad \text{and} \quad u_1^* \circ u_2^* \cong (pr_1)_* \circ (pr_2)_! \\
\end{align*}
\]

are obtained from the adjoint property.

**Remark 6.4.** For any pair of functors \( J_1 \xrightarrow{u_1} K \xleftarrow{u_2} J_2 \) as above, diagram \( \text{6.1} \) satisfies the following “universality” for any diagram

\[
\begin{array}{ccc}
I & \xrightarrow{F_1} & J_1 \\
\downarrow F_2 & & \downarrow u_1 \\
J_2 & \xleftarrow{u_2} & K
\end{array}
\]

in \text{Cat}.

1. We have a functor \( \overline{F} : I \to (u_1/u_2) \) which sends
   - an object \( X \in \text{Ob}(I) \) to \( \overline{F}(X) = (F_1(X), F_2(X), \varphi_X) \),
   - a morphism \( i \in I(X, Y) \) to \( \overline{F}(i) = (F_1(i), F_2(i)) \).

This functor makes the following diagram commutative, and satisfies \( \varphi_\ast = \varepsilon \circ \overline{F} \).

\[
\begin{array}{ccc}
I & \xrightarrow{F_1} & J_1 \\
\downarrow \overline{F} & & \downarrow u_1 \\
J_2 & \xleftarrow{u_2} & K
\end{array}
\]

2. For any other functor \( F : I \to (u_1/u_2) \) and natural transformations

\[
\begin{array}{ccc}
I & \xrightarrow{F} & J_1 \\
\downarrow \xi_1 \circ u_1 & & \downarrow \xi_2 \\
J_2 & \xleftarrow{u_2 \circ \xi_2} & K
\end{array}
\]

which make the diagram of natural transformations

\[
\begin{array}{ccc}
F & \xrightarrow{\xi_1} & F_1 \\
\downarrow u_1 \circ \xi_1 & & \downarrow u_2 \circ \xi_2 \\
F_1 & \xrightarrow{\xi} & F_2
\end{array}
\]

commutative, there exists a unique natural transformation \( \xi : F \Rightarrow \overline{F} \) which satisfies \( \xi_1 = pr_1 \circ \xi \) and \( \xi_2 = pr_2 \circ \xi \). In fact, \( \xi \) is given by

\[
\xi_X = (\xi_1 X, \xi_2 X) \quad (\forall X \in \text{Ob}(I)).
\]
If we replace Cat by \( \mathcal{S} \), this is equal to the universality of the 2-fibered product, as Remark 3.11 and Proposition 3.16 in [6] implies. In this sense, the following proposition can be seen as an analog of (Der4), for \( \mathbb{B} \).

**Proposition 6.5.** For any 2-fibered product

\[
\begin{array}{ccc}
W & \xrightarrow{f} & Y \\
\downarrow^{g} & & \downarrow^{h} \\
X & \xrightarrow{\phi} & Z \\
\end{array}
\]

in \( \mathcal{S} \), we have the following natural isomorphisms.

(i) \((\delta_{\tau})^* \circ (\mu_{\nu})_+ \cong (\varphi_{Y})^* \circ (\varphi_{X})^* \).

(ii) \((\delta_{\tau})^* \circ (\mu_{\nu})_* \cong (\varphi_{Y})^* \circ (\varphi_{X})^* \).

**Remark 6.6.** (1) Remark that, in general, the transposed diagram of (6.3) is no longer of the form (6.1), because of the non-invertibility of 2-cells in Cat. However in our case in \( \mathcal{S} \), the transposed diagram of (6.3) is of course again a 2-fibered product, because of the symmetricity of its definition (remark that 2-cells in \( \mathcal{S} \) are invertible). Thus we also have isomorphisms

(i)’ \((\delta_{\tau})^* \circ (\mu_{\nu})_+ \cong (\varphi_{Y})^* \circ (\varphi_{X})^* \),

(ii)’ \((\delta_{\tau})^* \circ (\mu_{\nu})_* \cong (\varphi_{Y})^* \circ (\varphi_{X})^* \).

(2) As in [7], in the definition of a derivator, these natural isomorphisms are explicitly constructed by using adjointness. However in this article, we do not specify the construction of these isomorphisms, since we do not need it to obtain semi-Mackey functors in the later argument.

**Proof.** (Proof of Proposition 6.5) (i) We may assume (6.3) is of the form obtained in Proposition [6.1]. We shall show \((\varphi_{Y})^* \circ (\varphi_{X})^* \cong (\varphi_{Y})^* \circ (\varphi_{X})^* \). For any \((A, a) \in \text{Ob}(\text{Set}/X)\), we have

\[
\begin{aligned}
(\delta_{\tau})^* \circ (\mu_{\nu})_+(A, a) & \rightarrow X \\
= (\delta_{\tau})^* (\text{Sym}(\frac{a}{g} \circ \frac{a}{G} \overset{(\text{mod})}{\longrightarrow} Z)) \\
= (Y \times \text{Sym}(\frac{a}{g} \circ \frac{a}{G} \overset{\text{pr}_Y}{\longleftarrow} Y))
\end{aligned}
\]

and

\[
\begin{aligned}
(\varphi_{Y})^* \circ (\varphi_{X})^* (A, a) & \rightarrow X \\
= (\varphi_{Y})^* (\text{pr}(H))_+(F \times A \overset{\text{pr}_X}{\longrightarrow} F) \\
= (\text{Sym}(\frac{a}{g} \circ \frac{a}{G} \overset{\text{pr}_Y}{\longleftarrow} Y))
\end{aligned}
\]
By the definition of \( \text{SIm}(\frac{\alpha}{\theta} \circ \frac{a}{G}) \), the set \( Y \times \text{SIm}(\frac{\alpha}{\theta} \circ \frac{a}{G}) \) is the quotient of \( Y \times (K \times A) = \{ (y, k, a) \in Y \times K \times A \mid \beta(y) = k\alpha(a(a)) \} \) by the relation

\[
(y, k, a) \sim (y', k', a') \iff y = y' \text{ and, there exists } g \in G \text{ satisfying } k = k'\theta_{\alpha(a)}(g), \ a' = ga.
\]

\( H \)-action on \( Y \times \text{SIm}(\frac{\alpha}{\theta} \circ \frac{a}{G}) \) is given by

\[
h(y, [k, a]) = (hy, [\tau_y(h)k, a]) \quad (\forall h \in H, [y, [k, a]] \in Y \times \text{SIm}(\frac{\alpha}{\theta} \circ \frac{a}{G})).
\]

On the other hand, \( \text{SIm}(\frac{\varphi_Y}{\text{pr}(H)} \circ \frac{p_F}{G \times H}) \) is the quotient of \( H \times (F \times A) = \{ (\eta, x, y, k, a) \in H \times Y \times K \times A \mid \beta(y) = k\alpha(x), \ x = a(a) \} \)

\[
\cong \{ (\eta, y, k, a) \in H \times Y \times K \times A \mid \beta(y) = k\alpha(a(x)) \}
\]

by the relation

\[
(\eta, y, k, a) \sim (\eta', y', k', a') \iff \text{ there exist } g \in G \text{ and } h \in H \text{ satisfying } \eta = \eta'h, \ y' = hy, \ k' = \tau_y(h)k\theta_{\alpha(a)}(g)^{-1}, \ a' = ga.
\]

\( H \)-action on \( H \times (F \times A) \) is given by

\[
h[\eta, y, k, a] = [h\eta, y, k, a] \quad (\forall h \in H, [\eta, y, k, a] \in \text{SIm}(\frac{\varphi_Y}{\text{pr}(H)} \circ \frac{p_F}{G \times H})).
\]

It can be easily confirmed that the map

\[
Y \times \text{SIm}(\frac{\alpha}{\theta} \circ \frac{a}{G}) \to \text{SIm}(\frac{\varphi_Y}{\text{pr}(H)} \circ \frac{p_F}{G \times H}) ; \ (y, [k, a]) \mapsto [c, a(a), y, k, a]
\]

is a well-defined isomorphism in \( H\text{set}/Y \). This gives a natural isomorphism \( (\frac{\varphi_Y}{\text{pr}(H)})^* \circ (\frac{\varphi_Y}{\text{pr}(H)})^+ \Rightarrow (\frac{\varphi_Y}{\text{pr}(H)})^+ \circ (\frac{\varphi_Y}{\text{pr}(H)})^* \).

(ii) This follows from the isomorphism

\[
(\frac{\alpha}{\theta})^* \circ (\frac{\beta}{\tau})^+ \cong (\frac{\gamma}{\mu})^+ \circ (\frac{\delta}{\nu})^*
\]

obtained in (i) (applied to the transposed diagram), and the following adjointness.

\[
(\frac{\alpha}{\theta})^* \circ (\frac{\beta}{\tau})^+ \dashv (\frac{\beta}{\tau})^* \circ (\frac{\alpha}{\theta})^*, \quad (\frac{\gamma}{\mu})^+ \circ (\frac{\delta}{\nu})^* \dashv (\frac{\delta}{\nu})^* \circ (\frac{\gamma}{\mu})^*.
\]

\[ \square \]

Let us show that these properties induce (semi-)Mackey functors on \( S \), in the sense of [6].

**Definition 6.7.** For any 0-cell \( \frac{X}{G} \), define

\[
\mathcal{A}(\frac{X}{G}) = \text{Ob}(G\text{set}/X) \cong
\]
to be the set of isomorphism classes of objects in $G\text{set}/X$. Coproducts and products (= fibered products over $X$ as $G$-sets) gives a structure of a commutative semi-ring on $\mathfrak{A}(\frac{X}{G})$. This is called the semi-Burnside ring.

Define $\Omega(\frac{X}{G})$ to be the additive completion (= Grothendieck ring)

$$\Omega(\frac{X}{G}) = K_0(\mathfrak{A}(\frac{X}{G}))$$

of $\mathfrak{A}(\frac{X}{G})$. This is called the Burnside ring.

Remark that the functors $(\frac{\alpha}{\theta})^*, (\frac{\alpha}{\theta})_+, (\frac{\alpha}{\theta})_*$ associated to 1-cell $\frac{\alpha}{\theta} : \frac{X}{G} \to \frac{Y}{H}$ induce maps on isomorphism classes

$$\mathfrak{A}^*(\frac{\alpha}{\theta}) : \mathfrak{A}(\frac{Y}{H}) \to \mathfrak{A}(\frac{X}{G}),$$
$$\mathfrak{A}_+((\frac{\alpha}{\theta})) : \mathfrak{A}(\frac{X}{G}) \to \mathfrak{A}(\frac{Y}{H}),$$
$$\mathfrak{A}_*((\frac{\alpha}{\theta})) : \mathfrak{A}(\frac{X}{G}) \to \mathfrak{A}(\frac{Y}{H})$$

respectively. By the adjoint property, $\mathfrak{A}^*(\frac{\alpha}{\theta})$ is a semi-ring homomorphism, $\mathfrak{A}_+((\frac{\alpha}{\theta}))$ is an additive monoid homomorphism, and $\mathfrak{A}_*((\frac{\alpha}{\theta}))$ is a multiplicative monoid homomorphism.

The next corollary immediately follows from what we have shown.

**Corollary 6.8.** The triplet $(\mathfrak{A}^*, \mathfrak{A}_+, \mathfrak{A}_*)$ satisfies the following.

1. $(\mathfrak{A}^* : \mathcal{S}^{op} \to \text{Set} and \mathfrak{A}_+, \mathfrak{A}_* : \mathcal{S} \to \text{Set})$ are strict 2-functors, where Set is the category of sets, viewed as a 2-category equipped only with identity 2-cells. For any 0-cell $\frac{X}{G} \in \mathcal{S}_0$, we have

$$\mathfrak{A}^*(\frac{X}{G}) = \mathfrak{A}_+(\frac{X}{G}) = \mathfrak{A}_*(\frac{X}{G}) (= \mathfrak{A}(\frac{X}{G})).$$

2. For any pair of 0-cells $\frac{X}{G}, \frac{Y}{H} \in \mathcal{S}_0$, if we take their 2-coproduct

$$\frac{X}{G} \underset{\text{Ind}(G)}{\sqcup} \frac{\text{Ind}(H) \times Y}{G \times H} \underset{\text{Ind}(H)}{\sqcup} \frac{Y}{H},$$

then

$$(\mathfrak{A}^*(\frac{\text{Ind}(G) \times Y}{G \times H}), \mathfrak{A}^*(\frac{\text{Ind}(H) \times Y}{G \times H})) : \mathfrak{A}(\frac{\text{Ind}(G) \times Y}{G \times H}) \to \mathfrak{A}(\frac{X}{G}) \times \mathfrak{A}(\frac{Y}{H})$$

is a bijection.

3. For any 2-fibered product

$$(6.4)$$

in $\mathcal{S}$, the following diagrams are commutative.
Remark 6.9. As defined in [6], a pair of strict 2-functors \((S^*, S_*)\) satisfying the condition (1),(2),(3) above, is called a semi-Mackey functor on \(S\). Corollary 6.8 is saying that \((A^*, A^+)\) and \((A^*, A^\bullet)\) are semi-Mackey functors.

If \((S^*, S_*)\) is a semi-Mackey functor on \(S\), the value \(S((\overline{X})_G) = S^*(\overline{X}) = S_*(\overline{X})\) has a naturally induced commutative monoid structure for each 0-cell \(\overline{X}_G\). If this monoid is an abelian group for any \(\overline{X}_G\), then \((S^*, S_*)\) is called a Mackey functor on \(S\).

7. Partial Tambara structure on \(\Omega\)

For a fixed finite group \(G\), a Tambara functor is a machinery to deal with Ind, Res and Jnd between subgroups of \(G\). While the compositions \(\text{Res} \circ \text{Ind}\) (and \(\text{Res} \circ \text{Jnd}\)) are calculated by using pullbacks, the compositions \(\text{Jnd} \circ \text{Ind}\) are calculated by using exponential diagrams. Let us briefly recall the definition of ordinary Tambara functors from [8]. (In [8], Tambara functor is called a TNR-functor.)

Definition 7.1. Let \(G\) be a fixed finite group. For a morphism \(f \in G\text{set}(X, Y)\) and an object \((A, a) \in \text{Ob}(G\text{set}/X)\), take\[
\begin{align*}
f_*(A, a) &= (\Pi_f(A) \xrightarrow{\pi_Y} Y), \\
f^* f_*(A, a) &= (X \times \Pi_f(A) \xrightarrow{\pi_X} X).
\end{align*}
\]
Then the unit of the adjoint \(f^* \dashv f_*\) gives a morphism \(\rho \in G\text{set}/X(f^* f_*(A, a), (A, a))\). Thus we obtain a commutative diagram in \(G\text{set}\)

\[
\begin{array}{ccc}
X & \xleftarrow{a} & A \\
\downarrow{f} & \lor & \downarrow{f^*} \\
Y & \xleftarrow{\pi_Y} & \Pi_f(A)
\end{array}
\]

whose outer square is a fibered product. Explicitly, the map \(\rho\) is given by\[
\rho(x, (y, \sigma)) = \sigma(x) \quad (\forall (x, (y, \sigma)) \in X \times \Pi_f(A)).
\]

A diagram in \(G\text{set}\) isomorphic to (7.1) arising from some \(f\) and \(a\), is called an exponential diagram.

Definition 7.2. Let \(G\) be a fixed finite group. A semi-Tambara functor \(T\) is a triplet \(T = (T^*, T^+, T^\bullet)\) of functors on \(G\text{set}\)

\[
\begin{align*}
T^*: G\text{set} \to \text{Set}, & \quad \text{contravariant} \\
T^+: G\text{set} \to \text{Set}, & \quad \text{covariant} \\
T^\bullet: G\text{set} \to \text{Set}, & \quad \text{covariant}
\end{align*}
\]

which satisfies the following conditions.

(i) \((T^*, T^+)\) and \((T^*, T^\bullet)\) are semi-Mackey functors on \(G\). In particular we have\[
T^*(X) = T^\bullet(X) = T^+(X)
\]
for any \(X \in \text{Ob}(G\text{set})\). We write this simply as \(T(X)\).
(ii) For any exponential diagram

\[
\begin{array}{ccccc}
X & \xleftarrow{a} & A & \xleftarrow{\rho} & Z \\
f & \circ & \lambda & \rho & \pi \\
Y & \xleftarrow{\pi} & P
\end{array}
\]

in \(G\text{-}set\), the following diagram becomes commutative.

\[
\begin{array}{ccc}
T(X) & \xrightarrow{T_{\star}(a)} & T(A) \\
T_{\star}(f) & \circ & T_{\star}(\lambda) \\
T(Y) & \xleftarrow{T_{\star}(\pi)} & T(P)
\end{array}
\]

If \(T\) is a semi-Tambara functor, then \(T(X)\) has a canonically induced structure of a commutative semi-ring (\([8]\)). For any \(G\)-map \(f\), each \(T_{\star}(f), T_{\star}(f), T_{\star}(f)\) becomes semi-ring homomorphism, additive homomorphism, and multiplicative homomorphism, respectively.

A semi-Tambara functor \(T\) is called a Tambara functor if \(T(X)\) is a ring for any \(X \in \text{Ob}(G\text{-}set)\). This is equivalent to require \((T_{\star}, T_{\star})\) to be Mackey functor on \(G\).

**Example 7.3.** For any fixed \(G\), semi-Burnside rings form a semi-Tambara functor \(A\) on \(G\), which assigns

\[
X \mapsto A(X) = (G\text{-}set/X)/ \cong (\forall X \in \text{Ob}(G\text{-}set)),
\]

\[
f \mapsto \begin{cases} 
A_{\star}(f) = f_{\star} \\
A_{+}(f) = f_{+} \\
A_{\star}(f) = f_{\star}
\end{cases} (\forall f \in G\text{-}set(X,Y))
\]

as in \([8]\). Similarly, Burnside rings form a Tambara functor on \(G\).

We consider their analogs on \(S\).

**Definition 7.4.** For a 1-cell \(\frac{\alpha}{\beta}, \frac{\gamma}{\eta} : \frac{X}{\Omega} \to \frac{Y}{\Pi}\) and an object \((A, a) \in \text{Ob}(G\text{-}set/X)\), take

\[
\begin{align*}
\left(\frac{\alpha}{\beta}\right)_{\star}(A, a) &= (P \xrightarrow{\pi_Y} Y), \\
\left(\frac{\alpha}{\beta}\right)^* (\frac{\alpha}{\beta})_{\star}(A, a) &= (X \times P \xrightarrow{p_X} X).
\end{align*}
\]

Then the unit of the adjoint \((\frac{\alpha}{\beta})^* \dashv (\frac{\alpha}{\beta})_{\star}\) gives a morphism

\[
\zeta \in G\text{-}set/X(\left(\frac{\alpha}{\beta}\right)^* (\frac{\alpha}{\beta})_{\star}(A, a), (A, a)).
\]

Together with Proposition 2.4, we obtain a commutative diagram in \(S\)

\[
\begin{array}{ccc}
\frac{X}{\Omega} & \xrightarrow{\hat{\phi}} & \frac{A}{\eta} \\
\hat{\pi} & \circ & \hat{\pi} \\
\frac{Y}{\Pi} & \xleftarrow{\pi_{\hat{\pi}}} & \frac{P}{\Pi}
\end{array}
\]
whose outer square is a 2-fibered product. In this article, we call \( \ref{fig7.2} \) the partial exponential diagram in \( \mathbb{S} \), associated to \( \varphi \) and \( a \). The term partial means that, contrary to the case of \( G \)-set, 1-cells \( A \) appearing in \( \ref{fig7.2} \) is restricted to equivariant ones.

**Remark 7.5.** Let us look at the construction of \( \ref{fig7.2} \) more in detail.

- Put \( \tilde{X} = \text{SI}m(\varphi \mathcal{A}) \), and \( \varphi \mathcal{A} = \tilde{\varphi} \circ \varphi \mathcal{A} \) be the SI-m-factorization.
- Take \( (A, a)^\theta = (A^\theta, a^\theta) \), and put \( S^\theta((A, a)^\theta) = (\tilde{A} \circ \tilde{a}, \tilde{X}) \).

Then by definition, we have

\[
(\varphi \mathcal{A})_\bullet (A, a) = \Pi_{\mathcal{A}}(\tilde{A}, \tilde{a}) = (\Pi_{\mathcal{A}}(\tilde{A}) \xrightarrow{\pi_Y} Y),
\]

\[
(\varphi \mathcal{A})^\theta_\bullet (A, a) = (\varphi \mathcal{A})^\theta_\bullet (\Pi_{\mathcal{A}}(\tilde{A}, \tilde{a}) = (X \times \Pi_{\mathcal{A}}(\tilde{A}) \xrightarrow{\pi_X} X).
\]

Here, \( \Pi_{\mathcal{A}}(\tilde{A}) \) is given by

\[
\Pi_{\mathcal{A}}(\tilde{A}) = \left\{ (y, \sigma) \mid y \in Y, \sigma \in \text{set}(\tilde{\alpha}^{-1}(y), \tilde{A}), \begin{array}{c}
\tilde{\alpha}^{-1}(y) \\
\sigma
\end{array} \xrightarrow{\tilde{a}} \tilde{A} = H \times A^\theta
\right\}
\]

Proposition 2.4 yields a 2-fibered product in \( \mathbb{S} \) as follows.

\[
\begin{array}{c}
X \\
\xrightarrow{\varphi \mathcal{A}} \\
\downarrow \\
Y \\
\xrightarrow{\Pi_{\mathcal{A}}(\tilde{A})}
\end{array} 
\xrightarrow{\pi_Y} 
\begin{array}{c}
X \times_{\Pi_{\mathcal{A}}(\tilde{A})} Y \\
\xrightarrow{\pi_X}
\end{array} 
\xrightarrow{\Pi_{\mathcal{A}}(\tilde{A})}
\]  

(7.3)

Explicitly, \( \zeta : X \times Y \rightarrow A \) is given as follows. Let \( (x, (y, \sigma)) \in X \times \Pi_{\mathcal{A}}(\tilde{A}) \) be any element. Since it satisfies

\[
\tilde{\alpha}([e, x]) = \alpha(x) = \pi_Y(y, \sigma) = y,
\]

we can apply \( \sigma \) to \( [e, x] \in \tilde{\alpha}^{-1}(y) \), and express its value as

\[
\sigma([e, x]) = [\eta, a] \quad \text{in } H \times A^\theta
\]

with some \( \eta \in H \) and \( a \in A^\theta \). Then the equality

\[
[e, x] = \tilde{a}([\eta, a]) = [\eta, a(a)] \quad \text{in } \tilde{X}
\]

implies the existence of \( g \in G \) satisfying

\[
\eta = \theta_{a(a)}(g) \quad \text{and} \quad x = ga(a).
\]

By using the definition of \( A^\theta \subseteq A \), we can confirm that \( a_0 = ga \in A^\theta \) does not depend on choices of \( \eta, a, g \) satisfying \( \ref{eq7.4} \), \( \ref{eq7.5} \). In fact, \( a_0 \) is uniquely determined by the equalities

\[
[e, a_0] = \sigma([e, x]) \quad \text{and} \quad a(a_0) = x.
\]

Thus the assignment \( \zeta'(x, (y, \sigma)) = a_0 \) gives a well-defined map

\[
\zeta' : X \times \Pi_{\mathcal{A}}(\tilde{A}) \rightarrow A^\theta,
\]

\[
\zeta'(x, (y, \sigma)) = [e, x] = \tilde{a}([\eta, a]) = [\eta, a(a)] \quad \text{in } \tilde{X},
\]

\[
\zeta'(x, (y, \sigma)) = \tilde{\alpha}^{-1}(y) \circ \sigma \\
\tilde{a} \\
\tilde{A} = H \times A^\theta
\]
which is shown to be $G$-equivariant, by using the characterizing equality (7.6). We obtain $\zeta$ as the composition of $X \times \Pi_G(\tilde{A}) \xrightarrow{\zeta'} A^\theta \hookrightarrow A$. Thus there is a commutative diagram

\[
\begin{array}{c}
\xymatrix{ & X \times \Pi_G(\tilde{A}) \ar[dr]_{\zeta'} \ar[dl]^{\alpha^\theta} & \\
A^\theta \ar@{..>}[rr]_{\zeta} & & A \\
X \ar[u]^a & & A \ar[lu]_a }
\end{array}
\]

in $\mathcal{G}set$.

From $\tilde{\alpha} \in H\text{-}set(X, Y)$ and $(\tilde{A}, \tilde{a}) \in \text{Ob}(H\text{-}set/Y)$, we can draw the associated exponential diagram

\[
\begin{array}{c}
\xymatrix{ & X \times \Pi_G(\tilde{A}) \ar[dr]_{\zeta'} \ar[dl]^{\alpha^\theta} & \\
\tilde{X} \ar@{..>}[rr]_{\tilde{\alpha}^\circ} & & \tilde{A} \ar[lu]_{\tilde{\alpha^\circ}} \\
Y \ar[u]^\rho & & \Pi_G(\tilde{A}) \ar[lu]_{\rho^\circ} }
\end{array}
\]

in $H\text{-}set$. Then we have the following commutative diagram in $\mathcal{S}$,

\[
\begin{array}{c}
\xymatrix{ & X \times \Pi_G(\tilde{A}) \ar[dr]_{\zeta'} \ar[dl]^{\alpha^\theta} & \\
\tilde{X} \ar@{..>}[rr]_{\tilde{\alpha}^\circ} & & \tilde{A} \ar[lu]_{\tilde{\alpha^\circ}} \\
\tilde{X} \ar[u]^{p_X} & & \Pi_G(\tilde{A}) \ar[lu]_{p_X^\circ} }
\end{array}
\]

where $\nu_{\alpha^\circ}$ is defined by $\nu_{\alpha^\circ}(x, (y, \sigma)) = ([e, x], (y, \sigma))$.

In (7.8), the outer square is equal to (7.3), which is a 2-fibered product. The lower square comes from the outer square of (7.7), which is also a 2-fibered product. Thus the upper square of (7.8) becomes a 2-fibered product. In particular the stab-surjectivity of $\frac{\nu_{\alpha^\circ}}{\theta^\circ}$ implies that $\frac{\nu_{\alpha^\circ}}{\theta^\circ}$ is stab-surjective. Thus $\frac{\alpha^\circ}{\theta^\circ} = \tilde{\alpha}^\circ \circ \frac{\nu_{\alpha^\circ}}{\theta^\circ}$ gives a factorization of $\tilde{\alpha}^\circ_H$ into equivariant $\tilde{\alpha}^\circ_H$ and stab-surjective $\frac{\nu_{\alpha^\circ}}{\theta^\circ}$, which implies the following $H$-isomorphism.

\[
\begin{align*}
\tilde{X} \times \Pi_G(\tilde{A}) & \cong \text{Slm}(\frac{\alpha^\circ}{\theta^\circ}) \\
& = \text{Slm}(\pi_Y \circ \frac{\alpha^\circ}{\theta^\circ}) = \text{Slm}(\frac{\alpha}{\theta^\circ} \circ p_X^\circ).
\end{align*}
\]

If we apply Lemma (4.9) (2) to the stab-surjective 1-cell $\frac{\nu_{\alpha^\circ}}{\theta^\circ}$, then the unit of $(\frac{\nu_{\alpha^\circ}}{\theta^\circ})^* + (\frac{\nu_{\alpha^\circ}}{\theta^\circ})^*$ gives an isomorphism

\[
\omega: (A^\theta, a^\theta) \rightarrow (X \times \tilde{A}, p_X) ; a \mapsto (a(a), [e, a]).
\]
Composing this with the diagram obtained in Proposition 2.4, we have a 2-fibered product in $\mathbb{S}$

\[
\begin{array}{c}
\xymatrix{
\tilde{X} 
\ar[r]^g 
\ar[d] & Y 
\ar[d] \ar[r] & \tilde{X} \\
\tilde{X} 
\ar[r] & \tilde{Y} & \tilde{X} 
}
\end{array}
\]

where $\nu$ is defined by

\[\nu(a) = [e, a], \quad \theta'_a = \theta_{a(a)}\]

for any $a \in A^\theta$. This $\nu$ makes the following diagram commutative.

(7.9)

\[
\begin{array}{c}
\xymatrix{
\tilde{X} 
\ar[r]^g 
\ar[d] & Y 
\ar[d] \ar[r] & \tilde{X} \\
\tilde{X} 
\ar[r] & \tilde{Y} & \tilde{X} 
}
\end{array}
\]

Since the left and outer squares are 2-fibered products, the right square also becomes a 2-fibered product.

**Proposition 7.6.** Let $\mathfrak{A} = (\mathfrak{A}^\ast, \mathfrak{A}_+, \mathfrak{A}_\ast)$ be the triplet as in Definition 6.7. For any partial exponential diagram (7.2), the following diagram becomes commutative.

\[
\begin{array}{c}
\xymatrix{
\mathfrak{A}(\mathfrak{X}) \ar[r]^{\mathfrak{A}_+(\mathfrak{X})} & \mathfrak{A}(\mathfrak{X}) \ar[r]^{\mathfrak{A}_+(\mathfrak{X})} & \mathfrak{A}(\mathfrak{X}) \\
\mathfrak{A}_+(\mathfrak{X}) 
\ar[r] & \mathfrak{A}_+(\mathfrak{X}) & \mathfrak{A}_+(\mathfrak{X}) 
}
\end{array}
\]

**Proof.** Let $(B, b) \in \text{Ob}(G set/A)$ be any object. It suffices to give an isomorphism

\[\left(\frac{a}{G}\right)_+ (B, b) \cong \left(\frac{\pi_Y}{H}\right)_+ \left(\frac{S}{G}\right)_+ (B, b)\]

in $H set/Y$. We use the detailed description given in Remark 7.5. Applying $(-)^\theta$ to the morphism

\[b : a_+(B, b) = (B, a \circ b) \to (A, a)\]

in $G set/X$, we obtain

\[b^\theta : (B^\theta, (a \circ b)^\theta) \to (A^\theta, a^\theta)\].

Furthermore, applying $S_\theta : G set/X \to H set/X$, we obtain a morphism

\[b : (\tilde{B}, (\tilde{a} \circ \tilde{b})) \to (\tilde{A}, \tilde{a}),\]

where we put $S_\theta(B^\theta, (a \circ b)^\theta) = (\tilde{B}, \tilde{b})$ and $S_\theta(b^\theta) = \tilde{b}$.

If we regard $(B^\theta, b^\theta)$ as an object in $G set/A^\theta$, then we have

\[(-)^\theta \circ (\tilde{\mathfrak{X}})_+ (B, b) = (B^\theta, (a \circ b)^\theta) = (\tilde{\mathfrak{X}})_+ (B^\theta, b^\theta),\]

\[\circ (\tilde{\mathfrak{X}})_+ (B^\theta, b^\theta) \cong (\tilde{B}, \tilde{b}).\]
Moreover, the 2-fibered product in (7.9) gives isomorphisms
\[
S_\theta \circ \left( \frac{\alpha}{G} \right)_+ (B^\theta, b^\theta) \cong \left( \frac{\nu, \theta}{\alpha} \right)_+ \left( \frac{\theta}{G} \right)_+ (B^\theta, b^\theta)
\]
\[
\cong \left( \frac{a}{H} \right)_+ \left( \frac{\nu, \theta}{\alpha} \right)_+ (B^\theta, b^\theta) \cong \tilde{a}^+ (\tilde{B}, \tilde{b}),
\]
\[
S_{\theta^o} \circ \left( \frac{\alpha^o}{G} \right)_+ (B^\theta, b^\theta) \cong \left( \frac{\nu, \theta^o}{\alpha^o} \right)_+ \left( \frac{\theta}{G} \right)_+ (B^\theta, b^\theta)
\]
\[
\cong \left( \frac{\beta}{H} \right)_+ \left( \frac{\nu, \theta^o}{\alpha} \right)_+ (B^\theta, b^\theta) \cong \rho^* (\tilde{B}, \tilde{b})
\]
by Corollary 6.8.
Since (7.7) is an exponential diagram in \( H \text{set} \), by Example 7.3 we have
\[
\Pi_{\tilde{a}} \tilde{a}^+ (\tilde{B}, \tilde{b}) \cong \pi_Y \Pi_{\tilde{a}} \rho^* (\tilde{B}, \tilde{b}) \text{ in } H \text{set},
\]
for \((\tilde{B}, \tilde{b}) \in \text{Ob}(H \text{set}/\tilde{A})\).

Composing the isomorphisms so far obtained, we have
\[
\left( \frac{\alpha}{\theta} \right)_+ \left( \frac{\alpha}{G} \right)_+ (B, b) \cong \Pi_{\tilde{a}} S_\theta \circ (-)^o \circ \left( \frac{\alpha}{G} \right)_+ (B, b)
\]
\[
\cong \Pi_{\tilde{a}} S_\theta \left( \frac{\alpha}{G} \right)_+ (B^\theta, b^\theta)
\]
\[
\cong \Pi_{\tilde{a}} \tilde{a}^+ (\tilde{B}, \tilde{b})
\]
\[
\cong \pi_Y + \Pi_{\tilde{a}} \rho^* (\tilde{B}, \tilde{b})
\]
\[
\cong \left( \frac{\beta}{H} \right)_+ \Pi_{\tilde{a}} S_{\theta^o} \circ \zeta^* (B^\theta, b^\theta).
\]
Thus it remains to show
\[
(7.10) \quad \zeta^* (B^\theta, b^\theta) \cong (-)^{\theta^o} \circ \zeta^* (B, b).
\]
Take a fibered product
\[
\begin{array}{ccc}
B & \xrightarrow{p} & B \times_A (X \times \Pi_{\tilde{a}} (\tilde{A})) = C \\
\downarrow \circ & & \downarrow \pi_Y \\
A & \xleftarrow{c} & X \times \Pi_{\tilde{a}} (\tilde{A})
\end{array}
\]
in \( G \text{set} \). Then we have
\[
\zeta^* (B, b) = (C, q),
\]
\[
\zeta^* (B^\theta, b^\theta) = \zeta^* (B^\theta \mid_{\Pi_{\tilde{a}} (\tilde{A})}) \cong (p^{-1}(B^\theta), q')
\]
where \( q' : p^{-1}(B^\theta) \to X \times \Pi_{\tilde{a}} (\tilde{A}) \) is the restriction of \( q \) onto \( p^{-1}(B^\theta) \subseteq C \). This is the left hand side of (7.10). On the other hand, the right hand side of (7.10) is, by definition
\[
(-)^{\theta^o} \circ \zeta^* (B, b) = (C^{\theta^o}, q''),
\]
where \( q'' \) is similarly the restriction of \( q \) onto \( C^{\theta^o} \). Thus it suffices to show \( p^{-1}(B^\theta) = C^{\theta^o} \) as subsets of \( C \).
Explicitly, by the characterization (7.0), \( C \) is
\[
C = \{(b, x, (y, \sigma)) \in B \times X \times \Pi_{\mathbb{A}}(\mathbb{A}) \mid b(b) = \zeta(x, (y, \sigma))\}
\]
\[
= \{(b, x, (y, \sigma)) \in B \times X \times \Pi_{\mathbb{A}}(\mathbb{A}) \mid [e, b(b)] = \sigma([e, x]), a(b(b)) = x\},
\]
on which \( G \) acts by
\[
g(b, x, (y, \sigma)) = (gb, gx, \theta_x(g)(y, \sigma))
\]
\[
(\forall g \in G, (b, x, (y, \sigma)) \in C).
\]
Maps \( p \) and \( q \) are defined by
\[
p(b, x, (y, \sigma)) = b, \quad q(b, x, (y, \sigma)) = (x, (y, \sigma))
\]
for any \((b, x, (y, \sigma)) \in C\).

Let \( c = (b, x, (y, \sigma)) \in C \) be any element. Remark that we have
\[
\theta_a(b(b)) = \theta_x = \theta_{x, (y, \sigma)} = \theta_{q(c)}^c.
\]
Thus for any \( g, g' \in G \), we have
\[
g \equiv (\theta, a \circ b) \quad \text{at} \quad b \iff \theta_x(g) = \theta_x(g') \quad \text{and} \quad gx = g'x
\]
\[
\iff \theta_x(g) = \theta_x(g') \quad \text{and} \quad g(x, (y, \sigma)) = g'(x, (y, \sigma))
\]
\[
\iff g \equiv (\theta, q) \quad \text{at} \quad c.
\]
This implies
\[
c \in p^{-1}(B^g) \iff b \in B^g
\]
\[
\iff gb = g' \quad \text{whenever} \quad g \equiv (\theta, a \circ b) \quad \text{at} \quad b
\]
\[
\iff g(b, x, (y, \sigma)) = g'(b, x, (y, \sigma)) \quad \text{whenever} \quad g \equiv (\theta, q) \quad \text{at} \quad c
\]
\[
\iff c \in C^q^c,
\]
which means \( p^{-1}(B^g) = C^q^c \).

From those obtained so far, we can show the triplet \( \Omega = (\Omega^*, \Omega_+, \Omega_\bullet) \) satisfies analogous properties to Tambara functors. We use the definition and properties of polynomial maps (which are called algebraic maps in [4]).

**Definition 7.7.** (Section 5.6. in [4]) Let \( A \) be an additive monoid, \( M \) be an abelian group, and \( \varphi: A \rightarrow M \) be a map. For any \( n \) elements \( a_1, a_2, \ldots, a_n \in A \), a map \( D_{(a_1, a_2, \ldots, a_n)}\varphi: A \rightarrow M \) is defined by
\[
D_{(a_1, \ldots, a_n)}\varphi(x) = \sum_{k=0}^{n} \left( \sum_{1 \leq i_1 < \cdots < i_k \leq n} (-1)^{n-k} \varphi(x + a_{i_1} + \ldots + a_{i_k}) \right).
\]
The map \( \varphi \) is said to be polynomial if either \( \varphi = 0 \) or there exists a positive integer \( n \) such that
\[
D_{(a_1, \ldots, a_n)}\varphi = 0 \quad (\forall a_1, \ldots, a_n \in A).
\]
For any polynomial map \( \varphi: A \rightarrow M \), its degree is defined by
\[
\deg \varphi = \max \{ n \in \mathbb{N}_{\geq 0} \mid \exists a_1, \ldots, a_n \in A \text{ such that } D_{(a_1, \ldots, a_n)}\varphi \neq 0 \}
\]
if \( \varphi \neq 0 \), and \( \deg \varphi = -1 \) if \( \varphi = 0 \).
Also, for a map between additive monoids, we define as follows.

**Definition 7.8.** A map \( \varphi : A \to B \) between additive monoids \( A \) and \( B \) is said to be polynomial of degree \( n \) if \( \kappa_B \circ \varphi : A \to K_0 B \) is polynomial of degree \( n \) in the sense of Definition 7.7, where \( \kappa_B : B \to K_0 B \) is the group completion map.

**Remark 7.9.** Let \( A, B, C \) be additive monoids. If \( \varphi : A \to B \) and \( \psi : B \to C \) are polynomial maps of degree \( m \) and \( n \) respectively, then \( \psi \circ \varphi : A \to C \) becomes polynomial of degree \( \leq mn \).

**Proposition 7.10.** Let \( \varphi : A \to B \) be a polynomial map between additive monoids \( A \) and \( B \). Then there exists a unique extension \( \tilde{\varphi} : K_0 A \to K_0 B \) of \( \varphi \) as a polynomial map, i.e., unique polynomial map \( \tilde{\varphi} \) satisfying \( \tilde{\varphi} \circ \kappa_A = \kappa_B \circ \varphi \). Moreover, the following holds.

1. If \( \varphi \) is additive, then \( \tilde{\varphi} \) is also additive.
2. If \( A, B \) are commutative semi-rings and \( \varphi \) is multiplicative, then \( \tilde{\varphi} \) is also multiplicative.

**Proof.** The construction will be found in [4]. \( \square \)

**Proposition 7.11.** For any 1-cell \( \frac{\alpha}{\theta} : \frac{X}{G} \to \frac{Y}{H} \), those maps

\[
\mathfrak{A}^*(\frac{\alpha}{\theta}), \mathfrak{A}_+\left(\frac{\alpha}{\theta}\right), \mathfrak{A}_\bullet\left(\frac{\alpha}{\theta}\right)
\]

are polynomial. Thus they extend to yield the maps between \( \Omega\left(\frac{X}{G}\right) \) and \( \Omega\left(\frac{Y}{H}\right) \)

\[
\Omega^*(\frac{\alpha}{\theta}), \Omega_+\left(\frac{\alpha}{\theta}\right), \Omega_\bullet\left(\frac{\alpha}{\theta}\right),
\]

uniquely as polynomial maps.

**Proof.** \( \mathfrak{A}^*(\frac{\alpha}{\theta}) \) and \( \mathfrak{A}_+\left(\frac{\alpha}{\theta}\right) \) are additive, and hence polynomial. As for \( \mathfrak{A}_\bullet\left(\frac{\alpha}{\theta}\right) \), by definition, it is a composition of maps induced from the functors

\[
S_B \circ (-)^\theta : G_{set}/X \to G_{set}/\text{Slm}(\frac{\alpha}{\theta})
\]

and

\[
\Pi_B : G_{set}/\text{Slm}(\frac{\alpha}{\theta}) \to H_{set}/Y.
\]

As in [8], the functor \( 7.12 \) induces a polynomial map \( \mathfrak{A}_\bullet\left(\frac{\alpha}{\theta}\right) = A(\tilde{\alpha}) : A(\text{Slm}(\frac{\alpha}{\theta})) \to A(Y) \). Since \( S_B \) and \(-)^\theta \) preserve coproducts, \( 7.11 \) induces an additive map \( \mathfrak{A}^*(\frac{\alpha}{\theta}) \to \mathfrak{A}_\bullet\left(\text{Slm}(\frac{\alpha}{\theta})\right) \).

\( \square \)

**Corollary 7.12.** The triplet \( \Omega = (\Omega^*, \Omega_+, \Omega_\bullet) \) in Definition 6.7 satisfies the following.

1. \( (\Omega^*, \Omega_+) \) is a Mackey functor, and \( (\Omega^*, \Omega_\bullet) \) is a semi-Mackey functor on \( S \).
(ii) For any partial exponential diagram (7.2), the following diagram becomes commutative.

\[
\begin{array}{ccc}
\Omega(\frac{X}{G}) & \xrightarrow{\Omega_+ (\hat{\phi})} & \Omega(\frac{A}{G}) \\
\Omega_+ (\hat{\phi}) & \circ & \Omega_+ (\hat{\phi}^0)
\end{array}
\]

\[
\begin{array}{ccc}
\Omega(\frac{Y}{H}) & \xrightarrow{\Omega_+ (\hat{\phi}^0)} & \Omega(\frac{P}{H}) \\
\Omega_+ (\hat{\phi}^0) & \circ & \Omega_+ (\hat{\phi}^0)
\end{array}
\]

\[
\begin{array}{ccc}
\Omega(\frac{X \times P}{G \times H}) & \xrightarrow{\Omega_+ (\hat{\phi})} & \Omega(\frac{A \times P}{G \times H})
\end{array}
\]

\[
\begin{array}{ccc}
\Omega(\frac{Y \times P}{H \times H}) & \xrightarrow{\Omega_+ (\hat{\phi}^0)} & \Omega(\frac{P}{H})
\end{array}
\]

Proof. This follows immediately from Remark 6.9 Proposition 7.6, 7.10 and 7.11.
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