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Abstract

This paper is concerned with normal approximation under relaxed moment conditions using Stein’s method. We obtain the explicit rates of convergence in the central limit theorem for (i) nonlinear statistics with finite absolute moment of order $2 + \delta \in (2, 3]$; (ii) nonlinear statistics with vanishing third moment and finite absolute moment of order $3 + \delta \in (3, 4]$. When applied to specific examples, these rates are of the optimal order $O(n^{-\frac{\delta}{2}})$ and $O(n^{-\frac{1+\delta}{2}})$. Our proof are based on the covariance identify formula and simple observations about the solution of Stein’s equation.
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1 Introduction

Let $X = (X_1, X_2, \ldots, X_n)$ be a vector of independent random variables (not necessarily identically distributed). We consider the problem of normal approximations for nonlinear statistics of the form

$$F = F(X_1, \ldots, X_n).$$

We recall that this is one of the most fundamental problems in the theory of mathematical statistics. The main task is to investigate the rate of convergence in the central limit theorem (CLT) for $F$. When $F$ has finite absolute moments of order $p \geq 3$, this problem has been well studied. A significant amount of normal approximation results for $F$ and its special forms can be found in the literature. The reader can consult the monograph [7] for a detailed representation of this topic.

We now consider the case, where $F$ only has finite absolute moments of order $2 + \delta \in (2, 3]$. This case is more difficult to study and it requires some new ideas. It seems to us that not too many general results can be found in the literature.
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• For the partial sum of $\mathbb{R}$-valued independent random variables $S_n := \sum_{k=1}^{n} (X_k - \mu_k)$, the classical result proved by Lyapunov in 1901 says that $S_n / \sigma_n$ converges in distribution to a standard normal random variable $N$ if

$$\lim_{n \to \infty} \frac{1}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|X_k - \mu_k|^{2+\delta} = 0,$$

where $\mu_k := E[X_k]$ and $\sigma_n^2 := \sum_{k=1}^{n} E|X_k - \mu_k|^2$. Sixty five years latter, the rate of convergence in Lyapunov’s central limit theorem was established by Bikjalis [3] and Ibragimov [14]. They obtained the following error bound

$$d_1(S_n / \sigma_n, N) \leq \frac{C_\delta}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|X_k - \mu_k|^{2+\delta}$$

for some constant $C_\delta$ depending only on $\delta$, where $d_1$ denotes the Wasserstein distance. If, in addition, the random variables are identically distributed, then $d_1(S_n, N) = O(n^{-\frac{1}{2}})$ and this rate is optimal, see e.g. [17] for a short survey.

• More recently, the optimal rate of convergence for certain nonlinear statistics was also obtained in [2, 6, 7]. Meanwhile, Bentkus et al. [2] focus on $U$-statistics, Chen and Shao [6, 7] investigate the sum of locally dependent random variables and the nonlinear statistics that can be written as $F = W + \Delta$, where $W$ is a linear statistic and $\Delta$ is an error term.

• Surprisingly, to the best of our knowledge, a systematic study for nonlinear statistics of the general form (1.1) is still missing. This is the first motivation of the present paper. In fact, our Theorem 2.1 will partially fill up this gap by providing explicit bounds on Wasserstein distance for the rate of convergence.

Another motivation of this paper comes from the vanishing third moment phenomenon discussed in Section 4.8 of [8]. This phenomenon says that, under additional moment assumptions, the standard convergence rate $O(n^{-\frac{1}{2}})$ can be improved to $O(n^{-1})$. Let us recall the following.

**Proposition 1.1.** Let $N$ be a standard normal distribution and $X, X_1, \ldots, X_n$ be independent and identically distributed mean zero, variance one random variables with $EX^3 = 0$ and $E|X|^4$ finite. Then, for $\bar{S}_n := n^{-1/2}(X_1 + \ldots + X_n)$, we have

$$d_{H_4}(\bar{S}_n, N) := \sup_{h \in H_4} \left| E[h(\bar{S}_n)] - E[h(N)] \right| \leq \frac{1}{24n} (11 + E|X|^4),$$

where $H_4 := \{ h : \mathbb{R} \to \mathbb{R} : \max_{0 \leq k \leq 4} \|h^{(k)}\|_{\infty} \leq 1 \}$ and $\|.\|_{\infty}$ denotes the supremum norm.

The moment condition $E|X|^4 < \infty$ is the best possible one to achieve the rate $O(n^{-1})$. So there are two open questions arising here: (i) Find the rate of convergence under moment...
condition $E[X]^{3+\delta} < \infty$ for some $\delta \in (0, 1]$. (ii) Generalize the above phenomenon for nonlinear statistics \(^1\). Our Theorem 2.2 will provide a complete answer to both those questions. In fact, when applied to $\tilde{S}_n$, we obtain the rate $O(n^{-\frac{\alpha}{2} + \frac{1}{2}})$.

Powerful as it is, Stein’s method will be the main tool to prove our Theorems 2.1 and 2.2. Recall that this method was proposed by Stein in 1970’s and since then, many different techniques have been developed to use it. The present paper will continue employing the technique based on difference operators which was used in our recent paper [13]. The key allowing us to relax moment conditions is simple observations about the solution of Stein’s equation, see Propositions 4.2 and 4.3.

The rest of the paper is organized as follows. Our main results (Theorems 2.1 and 2.2) are described in Section 2. Some illustrative examples with detailed computations are given in Section 3. Proofs of the main theorems are given in Section 4. Some useful moment inequalities are provided in Section 5.

2 The main results

Throughout this paper let $N$ denote a standard normal random variable. To measure the distance to normality of a random variable $G$, we will use the following two distances

- $d_1$-distance (or Wasserstein distance) defined by
  $$d_1(G, N) := \sup_{h \in C^1: ||h'||_\infty \leq 1} |E[h(G)] - E[h(N)]|.$$  

- $d_2$-distance defined by
  $$d_2(G, N) := \sup_{h \in C^2: ||h'||_\infty, ||h''||_\infty \leq 1} |E[h(G)] - E[h(N)]|,$$

where $C^k(k \geq 1)$ is the space of $k$-times differentiable real-valued functions on $\mathbb{R}$ and $||.||_\infty$ denotes the supremum norm.

We now describe the main results of this paper. Let $X$ be a measurable space and $X = (X_1, X_2, ..., X_n)$ be a vector of independent random variables, defined on some probability space $(\Omega, \mathcal{F}, P)$ and taking values in $X$. Let $U : X^n \rightarrow \mathbb{R}$ be a measurable function, the random variable $U = U(X)$ is called a nonlinear statistic. We introduce the $\sigma$-fields

$$\mathcal{F}_0 := \{\emptyset, \Omega\} \ and \ \mathcal{F}_i := \sigma(X_k, k \leq i), i = 1, ..., n$$

and

$$\mathcal{G}_{n+1} := \{\emptyset, \Omega\} \ and \ \mathcal{G}_i := \sigma(X_k, k \geq i), i = 1, ..., n.$$  

**Definition 2.1.** Given a random variable $U = U(X) \in L^1(P)$, we define the difference operators $\mathcal{D}_i$ by

$$\mathcal{D}_i U = U - E_i[U], \ 1 \leq i \leq n,$$

where $E_i$ denotes the expectations with respect to $X_i$. In addition, for each $\alpha \in [0, 1]$, we define

$$\mathcal{D}_i^{(\alpha)} U := \alpha E[\mathcal{D}_i U | \mathcal{F}_i] + (1 - \alpha) E[\mathcal{D}_i U | \mathcal{G}_i], \ 1 \leq i \leq n.$$
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We note that the difference operators $\mathcal{D}_i$ are very useful in the study of concentration inequalities., see e.g. [3]. In the context of normal approximations, recent papers [10, 13] have successfully used those operators for nonlinear statistics with finite fourth moment. The following two properties of $\mathcal{D}_i$ will be used in our present work.

**Proposition 2.1.** Let $U = U(X)$ be in $L^p(P)$ for some $p \geq 1$. Then, for every $i = 1, \ldots, n$, we have

(i) $E|\mathcal{D}_i U|^p \leq 2^p E|U|^p$,

(ii) $E|\mathcal{D}_i^{(\alpha)} U|^p \leq E|\mathcal{D}_i U|^p$ for all $\alpha \in [0,1]$.

**Proof.** The point (i) was already proved in Proposition 2.2 of [13]. Let us prove the point (ii). Using the discrete Hölder inequality we get

$$|\mathcal{D}_i^{(\alpha)} U| \leq \frac{\alpha}{p} E|\mathcal{D}_i U|^{\frac{p-1}{\alpha}} + (1 - \alpha) \frac{1}{p} E|\mathcal{D}_i U|^{\frac{p}{1-\alpha}}$$

$$\leq (\alpha E|\mathcal{D}_i U|^{\frac{p}{\alpha}} + (1 - \alpha)|E|\mathcal{D}_i U|^{\alpha}|^p)^{\frac{1}{p}}.$$ 

Then, by Lyapunov’s inequality,

$$E|\mathcal{D}_i^{(\alpha)} U|^p \leq \alpha E|\mathcal{D}_i U|^{\frac{p}{\alpha}} + (1 - \alpha)|E|\mathcal{D}_i U|^{\alpha}|^p$$

$$\leq \alpha E|\mathcal{D}_i U|^p + (1 - \alpha)|E|\mathcal{D}_i U|^p$$

$$= E|\mathcal{D}_i U|^p.$$ 

This finishes the proof of Proposition.

The next theorem is the first main result of the present paper where we provide explicit bounds on the Wasserstein distance $d_1$ for nonlinear statistics with finite absolute moment of order lesser than 3.

**Theorem 2.1.** Fix $\delta \in (0,1]$ and let $F = F(X) \in L^{2+\delta}(P)$ be centered with $\sigma^2 := \text{Var}(F) \in (0, \infty)$. For any $\alpha, \beta \in [0,1]$, we always have

$$d_1(F/\sigma, N) \leq \frac{2}{\sigma^{2+\delta}} \sum_{k=1}^{n} E \left[ (|\mathcal{D}_k F|^{\delta} + E_k|\mathcal{D}_k F|^{\delta})|\mathcal{D}_k^{(\beta)} Z^{(\alpha)} \right]$$

$$+ \frac{\sigma^{1+\delta}}{\sigma^{2+\delta}} \sum_{k=1}^{n} E \left[ (|\mathcal{D}_k F|^{1+\delta} + E_k|\mathcal{D}_k F|^{1+\delta})|\mathcal{D}_k^{(\beta)} F \right]$$

$$\leq \frac{4}{\sigma^{2+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k F|^{2+\delta} \right)^{\frac{\delta}{2+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k Z^{(\alpha)}|^{2+\delta} \right)^{\frac{\delta}{2+\delta}} + \frac{\sigma^{2+\delta}}{\sigma^{2+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k F|^{2+\delta},$$

where $Z^{(\alpha)} := \sum_{k=1}^{n} \mathcal{D}_k F \mathcal{D}_k^{(\alpha)} F$.

Since the topology induced by Wasserstein distance $d_1$ is stronger than that of convergence in distribution, we obtain the following CLT for nonlinear statistics which can be considered as a natural generalization of the classical Lyapunov central limit theorem. It should be noted that, in the case of partial sums $S_n$, the condition (2.3) is itself satisfied and the condition (2.4) is exact (2.2).
Theorem 2.2. Fix $\alpha \in [0, 1]$ and $\varepsilon \in (0, \delta]$ such that

$$
L_n := \frac{1}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k F_n|^{2+\delta}.
$$

Assume that there exist $\alpha \in [0, 1]$ and $\varepsilon \in (0, \delta]$ such that

$$
\sup_{n \geq 1} \frac{L_n^{\frac{\delta}{2+\delta}}}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k Z_n^{(\alpha)}|^{\frac{2+\delta}{2}} < \infty,
$$

where $Z_n^{(\alpha)} := \sum_{k=1}^{n} \mathcal{D}_k F_n Z_n^{(\alpha)} F_n$. Then, $\frac{F_n - E[F_n]}{\sigma_n}$ converges in distribution to a standard normal random variable as $n \to \infty$ if

$$
\lim_{n \to \infty} L_n = 0.
$$

Proof. Follows directly from the bound (2.2) and the following relation

$$
\frac{4}{\sigma_n^{2+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k F_n|^{2+\delta} \right)^{\frac{\delta}{2+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k Z_n^{(\alpha)}|^{\frac{2+\delta}{2}} \right)^{\frac{\delta}{2+\delta}} = 4L_n^{\frac{\delta}{2+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k Z_n^{(\alpha)}|^{\frac{2+\delta}{2}} \right)^{\frac{\delta}{2+\delta}}.
$$

The second main result of the present paper is formulated in the next theorem where we investigate the vanishing third moment phenomenon under relaxed moment condition $E|F|^{3+\delta} < \infty$.

Theorem 2.2. Fix $\delta \in (0, 1]$ and let $F = F(X) \in L^{3+\delta}(P)$ be centered with $\sigma^2 := Var(F) \in (0, \infty)$ and $E[F^3] = 0$. For any $\alpha, \beta, \gamma \in [0, 1]$, we always have

$$
d_2(F, \sigma, N) \leq \frac{4}{\sigma^{3+\delta}} \sum_{k=1}^{n} E \left[ (|\mathcal{D}_k F|^\delta + E_k|\mathcal{D}_k F|^\delta)|\mathcal{D}_k^{(\gamma)} Z_n^{(\alpha, \beta)} | \right]$$

$$
+ \frac{2^{2+\delta}}{\sigma^{3+\delta}} \sum_{k=1}^{n} E \left[ (|\mathcal{D}_k F|^{1+\delta} + E_k|\mathcal{D}_k F|^{1+\delta})|\mathcal{D}_k^{(\beta)} Z_n^{(\alpha)} | \right]$$

$$
+ \frac{2^{2+\delta}}{\sigma^{3+\delta}} \sum_{k=1}^{n} E \left[ (|\mathcal{D}_k F|^{2+\delta} + E_k|\mathcal{D}_k F|^{2+\delta})|\mathcal{D}_k^{(\alpha)} F | \right]
$$

$$
\leq \frac{8}{\sigma^{3+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta} \right)^{\frac{\delta}{3+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k Z_n^{(\alpha, \beta)}|^{\frac{3+\delta}{2}} \right)^{\frac{\delta}{3+\delta}}
$$

$$
+ \frac{2^{3+\delta}}{\sigma^{3+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta} \right)^{\frac{\delta}{3+\delta}} \left( \sum_{k=1}^{n} E|\mathcal{D}_k Z_n^{(\alpha)}|^{\frac{3+\delta}{2}} \right)^{\frac{\delta}{3+\delta}} + \frac{2^{3+\delta}}{\sigma^{3+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta},
$$

(2.6)

where $Z^{(\alpha)}$ is as in Theorem 2.1 and

$$
Z^{(\alpha, \beta)} := \sum_{k=1}^{n} \mathcal{D}_k F \mathcal{D}_k^{(\beta)} Z_n^{(\alpha)} - \frac{1}{2} \sum_{k=1}^{n} (|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2) \mathcal{D}_k^{(\alpha)} F.
$$
Remark 2.1. By the fundamental inequality \((|a_1| + ... + |a_N|)^m \leq N^{m-1}(|a_1|^m + ... + |a_N|^m)\) we have

\[
E|Z^{(α)}|^\frac{2+δ}{2} \leq n^\frac{δ}{2} \sum_{k=1}^{n} E|\mathcal{D}_k F^{(α)}|^\frac{2+δ}{2} \leq \sqrt{E|\mathcal{D}_k F|^2 E|\mathcal{D}_k^{(α)} F|^2} \quad \text{by the Hölder inequality}
\]

\[
\leq n^\frac{δ}{2} \sum_{k=1}^{n} E|\mathcal{D}_k F|^2 \quad \text{by Proposition 2.1 (ii).}
\]

Hence, the point (i) of Proposition 2.1 tells us that the condition \(F \in L^{2+δ}(P)\) implies \(E|\mathcal{D}_k F|^2 < \infty\) and \(E|\mathcal{D}_k Z^{(α)}|^\frac{2+δ}{2} \leq 2^{\frac{δ+1}{δ}} E|Z^{(α)}|^\frac{2+δ}{2} < \infty\). So our bounds (2.1) and (2.2) are well defined. Similarly, the condition \(F \in L^{3+δ}(P)\) ensures that the bounds (2.5) and (2.6) are well defined.

Remark 2.2. In the statement of Theorems 2.1 and 2.2, we introduced three new parameters \(α, β\) and \(γ\). Let us give here an example to show the role of these parameters. Consider the sequence

\[
F_n := (X_1 + ... + X_{n-1})X_n, \quad n \geq 2,
\]

where \(X_1, X_2, ..., \) be the independent and identically distributed random variables with \(P(X_i = 1) = P(X_i = -1) = 1/2, \ i \geq 1\). Note that \(E[F_n] = 0, \ σ_n^2 := E[F_n^2] = n - 1, \ E[F_n^3] = 0\) and \(E[F_n^4] < \infty\). Hence, in both Theorems, the moment condition is satisfied with \(δ = 1\) and we expect to obtain the optimal rates of convergence \(O(n^{-1/2})\) and \(O(n^{-1})\) for the distances \(d_1\) and \(d_2\), respectively.

We have

\[
\mathcal{D}_k F_n = X_k X_n, \ E[\mathcal{D}_k F_n | F_k] = 0, \ E[\mathcal{D}_k F_n | G_k] = X_k X_n, \quad 1 \leq k \leq n - 1,
\]

\[
\mathcal{D}_n F_n = (X_1 + ... + X_{n-1})X_n, \ E[\mathcal{D}_n F_n | F_n] = \mathcal{D}_n F_n, \ E[\mathcal{D}_n F_n | G_n] = 0,
\]

and hence,

\[
Z^{(α)} = α(X_1 + ... + X_{n-1})^2 + (1 - α)(n - 1).
\]

The choice \(α = 1\). The bound (2.1) with \(δ = 1\) becomes

\[
d_1(F_n/σ_n, N) \leq \frac{2}{(n-1)^{3/2}} \sum_{k=1}^{n} E \left[(|\mathcal{D}_k F| + E_k|\mathcal{D}_k F|)|\mathcal{D}_k^{(β)} Z^{(1)}|\right] + \frac{8}{(n-1)^{3/2}} E[X_1 + ... + X_{n-1}]^3 \quad ∀ \ β \in [0, 1].
\]

So this choice fails to prove the central limit theorem for \(F_n/σ_n\) because \(\frac{8}{(n-1)^{3/2}} E[X_1 + ... + X_{n-1}]^3 \to 0\) as \(n \to ∞\).

The choice \(α = 0\). We have \(Z^{(0)} = n - 1\) and \(\mathcal{D}_k^{(β)} Z^{(0)} = 0 \ ∀ 1 \leq k \leq n\) and \(β \in [0, 1]\). Now the bound (2.1) with \(δ = 1\) will yield the optimal rate for the Wasserstein distance. Indeed,
we have
\[
d_1(F_n/\sigma_n, N) \leq \frac{4}{(n-1)^{3/2}} \sum_{k=1}^{n-1} E[|X_kX_n|^2 + E_k|X_kX_n|^2]|X_kX_n|
\]
\[
= \frac{8}{\sqrt{n-1}}.
\]
Furthermore, we have \(Z^{(0,\beta)} = -F_n \forall \beta \in [0, 1]\). Hence, by choosing \(\gamma = 0\), the bound (2.5) with \(\delta = 1\) gives us
\[
d_2(F_n/\sigma_n, N) \leq \frac{4}{(n-1)^2} \sum_{k=1}^{n-1} E[|X_kX_n| + E_k|X_kX_n|]|X_kX_n|
\]
\[
+ \frac{8}{(n-1)^2} \sum_{k=1}^{n-1} E[|X_kX_n|^3 + E_k|X_kX_n|^3]|X_kX_n|
\]
\[
\leq \frac{24}{n-1}.
\]
The reader can verify that the choice \(\gamma = 1\) will fail to give the above optimal rate.

3 Examples

In this section, we provide some examples to illustrate the applicability of our abstract results. Although our examples are fundamental ones, to the best of our knowledge, the results of this section are new (except the bound (3.1) which was already obtained in [3, 13]).

3.1 Partial sums

Let \(X_1,\ldots, X_n\) are independent \(\mathbb{R}\)-valued random variables with \(\mu_k := E[X_k], v_k^2 = \text{Var}(X_k)\) and \(E|X_k|^{2+\delta} < \infty\) for some \(\delta \in (0, 1]\). Define \(S_n := \sum_{k=1}^{n} (X_k - \mu_k)\) and \(\sigma_n^2 := \sum_{k=1}^{n} v_k^2\).

We have
\[
\mathcal{D}_kS_n = X_k - \mu_k = E[\mathcal{D}_kS_n|\mathcal{F}_k] = E[\mathcal{D}_kS_n|\mathcal{G}_k], \ 1 \leq k \leq n.
\]
Hence, for any \(\alpha \in [0, 1]\),
\[
Z^{(\alpha)} = \sum_{k=1}^{n} \mathcal{D}_kS_n \mathcal{D}_k^{(\alpha)}S_n = \sum_{k=1}^{n} (X_k - \mu_k)^2
\]
and, for any \(\beta \in [0, 1]\),
\[
\mathcal{D}_kZ^{(\alpha)} = \mathcal{D}_k^{(\beta)}Z^{(\alpha)} = (X_k - \mu_k)^2 - v_k^2, \ 1 \leq k \leq n.
\]
It is easy to see that
\[
E[\mathcal{D}_kZ^{(\alpha)}]^{2+\delta} \leq 2^\delta (E|X_k - \mu_k|^{2+\delta} + (E|X_k - \mu_k|^2)^{2+\delta}) \leq 2^{2+\delta} E|X_k - \mu_k|^{2+\delta}.
\]
So our bound \((2.2)\) yields
\[
d_1(S_n/\sigma_n, N) \leq \frac{8 + 2^{2+\delta}}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|X_k - \mu_k|^{2+\delta},
\] (3.1)
which recovers the classical bound \((1.3)\) with \(C_\delta = 8 + 2^{2+\delta}\).

Let us now investigate the vanishing third moment phenomenon for \(S_n\).

**Proposition 3.1.** Suppose that \(\sum_{k=1}^{n} E[(X_k - \mu_k)^3] = 0\) and \(E|X_k|^{3+\delta} < \infty\) for \(1 \leq k \leq n\) and for some \(\delta \in (0, 1]\). Then, we have
\[
d_2(S_n/\sigma_n, N) \leq \frac{C_\delta}{\sigma_n^{2+\delta}} \sum_{k=1}^{n} E|X_k - \mu_k|^{3+\delta},
\] (3.2)
where \(C_\delta := 8 + 2^{2+\delta} (3^\delta (2 + 3^{3+\delta}) \frac{3^\delta}{2^{3+\delta}} + 2^{4+\delta})\).

**Proof.** We have
\[
Z^{(\alpha,\beta)} = \sum_{k=1}^{n} ((X_k - \mu_k)^2 - v_k^2)(X_k - \mu_k) - \frac{1}{2} \sum_{k=1}^{n} ((X_k - \mu_k)^2 + v_k^2)(X_k - \mu_k)
\]
\[
= \frac{1}{2} \sum_{k=1}^{n} ((X_k - \mu_k)^3 - 3v_k^2(X_k - \mu_k)),
\]
and hence,
\[
\mathcal{D}_k Z^{(\alpha,\beta)} = \frac{(X_k - \mu_k)^3 - 3v_k^2(X_k - \mu_k) - E[(X_k - \mu_k)^3]}{2}, \quad 1 \leq k \leq n.
\]
So we can get
\[
\sum_{k=1}^{n} E|\mathcal{D}_k Z^{(\alpha,\beta)}|^{3+\delta} \leq \frac{1}{2^{3+\delta}} \sum_{k=1}^{n} E|(X_k - \mu_k)^3 - 3v_k^2(X_k - \mu_k) - E[(X_k - \mu_k)^3]|^{3+\delta}
\]
\[
\leq \frac{3^\delta (2 + 3^{3+\delta})}{2^{3+\delta}} \sum_{k=1}^{n} E|X_k - \mu_k|^{3+\delta}.
\]
We also have
\[
\sum_{k=1}^{n} E|\mathcal{D}_k Z^{(\alpha)}|^{3+\delta} = \sum_{k=1}^{n} E|(X_k - \mu_k)^2 - v_k^2|^{3+\delta} \leq 2^{\frac{3+\delta}{2}} \sum_{k=1}^{n} E|X_k - \mu_k|^{3+\delta}.
\]
Since \(E[F^3] = 2E[Z^{(\alpha,\beta)}] = \sum_{k=1}^{n} E[(X_k - \mu_k)^3] = 0\), this allows us to use the bound \((2.6)\) and we obtain \((3.2)\).

Clearly, when the random variables \(X_k\)s have the same distribution with mean zero and variance one, the bound \((3.2)\) becomes \(d_2(S_n, N) \leq C_\delta E|X_1|^{3+\delta} n^{-\frac{1+\delta}{2+\delta}}\). This is a generalization of Proposition \((1.1)\) because \(d_{H_4} \leq d_2\).
3.2 A sum of dependent random variables

Fix an integer number $m \geq 1$ and let $X_1, \ldots, X_{n+m-1}$ be independent random variables taking values in $\mathcal{X}$. Let $\xi_i : \mathcal{X}^m \to \mathbb{R}, 1 \leq i \leq n$ be measurable functions. In this section, we generalize the classical Lyapunov bound (1.3) to the following sum of dependent random variables

$$F = \sum_{i=1}^{n}(\xi_i - E[\xi_i]), \quad (3.3)$$

where $\xi_i := \xi_i(X_i, \ldots, X_{i+m-1}), 1 \leq i \leq n$. We note that the run and scan statistics are two important examples of the form (3.3), see e.g. [1].

**Proposition 3.2.** We consider the nonlinear statistic $F$ defined by (3.3).

**I.** Assume that $E|\xi_i|^{2+\delta} < \infty$ for $1 \leq i \leq n$ and for some $\delta \in (0, 1]$. Then, we have

$$d_1(F/\sigma, N) \leq \frac{c_{m,\delta}}{\sigma^{2+\delta}} \sum_{k=1}^{n} E|\xi_k - E[\xi_k]|^{2+\delta}, \quad (3.4)$$

where $c_{m,\delta} := (2m)^{2+\delta}\left(8(2m-1) + 2^{2+\delta}\right)$.

**II.** Assume that $E[F^3] = 0$ and $E|\xi_i|^{3+\delta} < \infty$ for $1 \leq i \leq n$ and for some $\delta \in (0, 1]$. Then, we have

$$d_2(F/\sigma, N) \leq \frac{C_{m,\delta}}{\sigma^{3+\delta}} \sum_{k=1}^{n} E|\xi_k - E[\xi_k]|^{3+\delta}, \quad (3.5)$$

where $C_{m,\delta} := (2m)^{3+\delta}\left(16(4m-2)^2 + 2^{3+\delta}(4m-2) + 2^{3+\delta}\right)$.

**Proof.** **I.** In Theorem 2.1, we choose to use $\alpha = 1$. Then, the bound (2.2) gives us

$$d_1(F/\sigma, N) \leq \frac{2^{2+\delta}}{\sigma^{2+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k F|^{2+\delta} + \frac{4}{\sigma^{2+\delta}} \left(\sum_{k=1}^{n} E|\mathcal{D}_k F|^{2+\delta}\right)^{\frac{\delta}{2+\delta}} \left(\sum_{k=1}^{n} E|\mathcal{D}_k Z^{(\alpha)}|^{\frac{2+\delta}{2}}\right)^{\frac{2}{2+\delta}}, \quad (3.6)$$

where $Z^{(\alpha)} := \sum_{i=1}^{n+m-1} \mathcal{D}_i F E[\mathcal{D}_i F | \mathcal{F}_i]$.

We observe that $\mathcal{D}_k \xi_i = 0$ if $\xi_i$ does not depend on $X_k$. Hence, using the convention $\xi_i = 0$ if $i \leq 0$ or $i \geq n+1$, we obtain

$$\mathcal{D}_k F = \sum_{i=k-m+1}^{k} \mathcal{D}_k \xi_i, \quad 1 \leq k \leq n + m - 1. \quad (3.7)$$

Then, we can get

$$\mathcal{D}_k Z^{(\alpha)} = \sum_{i=k-m+1}^{k+m-1} \mathcal{D}_k \left(\mathcal{D}_i F E[\mathcal{D}_i F | \mathcal{F}_i]\right), \quad 1 \leq k \leq n + m - 1$$
with the convention $\mathcal{D}_l F = 0$ if $l \leq 0$. By the fundamental inequality $(|a_1| + ... + |a_N|)^m \leq N^{m-1}(|a_1|^m + ... + |a_N|^m)$ and the point (i) of Proposition 2.1, we deduce

$$E|D_k Z^{(\alpha)}|^{\frac{2+\delta}{2}} \leq (2m-1)^{\frac{1}{2}} \frac{1}{2} \sum_{i=k-m+1}^{k+m-1} E|D_i F|^{\frac{2+\delta}{2}} E[\mathcal{D}_k F]^{\frac{2+\delta}{2}}, 1 \leq k \leq n + m - 1.$$ 

Consequently,

$$\sum_{k=1}^{n+m-1} E|D_k Z^{(\alpha)}|^{\frac{2+\delta}{2}} \leq (2m-1)^{\frac{1}{2}} \frac{1}{2} \sum_{k=1}^{n+m-1} E|D_k F|^{2+\delta}.$$ 

By using the Lyapunov and Hölder inequalities, we get $E|\mathcal{D}_k F| E[\mathcal{D}_k F^{2+\delta}] \leq E|\mathcal{D}_k F^{2+\delta}$. So it holds that

$$\sum_{k=1}^{n+m-1} E|D_k Z^{(\alpha)}|^{\frac{2+\delta}{2}} \leq (4m-2)^{\frac{1}{2}} \frac{1}{2} \sum_{k=1}^{n+m-1} E|\mathcal{D}_k F^{2+\delta}.$$ 

Inserting this relation into (3.6) yields

$$d_1(F/\sigma, N) \leq \frac{8(2m-1) + 2^{2+\delta}}{\sigma^{2+\delta}} \sum_{k=1}^{n} E|\mathcal{D}_k F^{2+\delta}. $$

Furthermore, from (3.7) and the point (i) of Proposition 2.1, we deduce

$$E|\mathcal{D}_k F^{2+\delta} \leq m^{1+\delta} \sum_{i=k-m+1}^{k} E|\mathcal{D}_i \xi_i|^{2+\delta} = m^{1+\delta} \sum_{i=k-m+1}^{k} E|\mathcal{D}_k (\xi_i - E[\xi_i])|^{2+\delta} \leq 2^{2+\delta} m^{1+\delta} \sum_{i=k-m+1}^{k} E|\xi_i - E[\xi_i]|^{2+\delta}, 1 \leq k \leq n + m - 1,$$

and hence,

$$\sum_{k=1}^{n+m-1} E|\mathcal{D}_k F^{2+\delta} \leq 2^{2+\delta} m^{2+\delta} \sum_{k=1}^{n} E|\xi_k - E[\xi_k]|^{2+\delta}.$$ 

So (3.8) follows. 

II. Choosing $\alpha = \beta = 1$, the bound (2.6) gives us

$$d_2(F/\sigma, N) \leq \frac{8}{\sigma^{3+\delta}} \left( \sum_{k=1}^{n+m-1} E|\mathcal{D}_k F|^{3+\delta} \right)^{\frac{1}{3+\delta}} \left( \sum_{k=1}^{n+m-1} E|\mathcal{D}_k Z^{(\alpha, \beta)}|^{\frac{3+\delta}{2}} \right)^{\frac{1}{3+\delta}} + \frac{2^{3+\delta}}{\sigma^{3+\delta}} \sum_{k=1}^{n+m-1} E|\mathcal{D}_k F|^{3+\delta}, (3.9)$$
where $Z^{(\alpha)}$ is as in the part I and

$$Z^{(\alpha, \beta)} := \sum_{k=1}^{n} D_k FE[D_k Z^{(\alpha)} | F_k] - \frac{n}{2} \sum_{k=1}^{n} (|D_k F|^2 + E_k |D_k F|^2) E[D_k F | F_k].$$

Using the same arguments as in the proof of (3.8) we obtain

$$\sum_{k=1}^{n+m-1} E[D_k Z^{(\alpha)}]^{\frac{3+\delta}{3}} \leq (4m - 2)^{\frac{\delta}{3}} \sum_{k=1}^{n+m-1} E[D_k F^{3+\delta}].$$

(3.10)

On the other hand, we have, for $1 \leq k \leq n + m - 1$,

$$D_k Z^{(\alpha, \beta)} = \sum_{l=k-m+1}^{k+m-1} D_k \left( \sum_{\alpha} E[D_l F] E[D_l Z^{(\alpha)} | F_l] \right) - \frac{1}{2} \sum_{l=k-m+1}^{k+m-1} D_k \left( |D_l F|^2 + E_l |D_l F|^2 \right) E[D_l F | F_l].$$

So we can deduce

$$E[D_k Z^{(\alpha, \beta)}]^{\frac{3+\delta}{3}} \leq (4m - 2)^{\frac{\delta}{3}} \left( \sum_{l=k-m+1}^{k+m-1} E[D_l F] E[D_l Z^{(\alpha)} | F_l]^{\frac{3+\delta}{3}} + \sum_{l=k-m+1}^{k+m-1} E[D_l F^{3+\delta}] \right).$$

We now observe that

$$E[D_l F] E[D_l Z^{(\alpha)} | F_l]^{\frac{3+\delta}{3}} \leq \frac{E[D_l F^{3+\delta}] + 2E[D_l Z^{(\alpha)} | F_l]^{\frac{3+\delta}{3}}}{3},$$

which, in turn, implies that

$$E[D_k Z^{(\alpha, \beta)}]^{\frac{3+\delta}{3}} \leq (4m - 2)^{\frac{\delta}{3}} \left( \sum_{l=k-m+1}^{k+m-1} E[D_l Z^{(\alpha)} | F_l]^{\frac{3+\delta}{3}} + \sum_{l=k-m+1}^{k+m-1} E[D_l F^{3+\delta}] \right).$$

We therefore obtain

$$\sum_{k=1}^{n+m-1} E[D_k Z^{(\alpha, \beta)}]^{\frac{3+\delta}{3}} \leq (4m - 2)^{\frac{\delta}{3}} \left( (2m - 1) \sum_{k=1}^{n+m-1} E[D_k Z^{(\alpha)} | F_k]^{\frac{3+\delta}{3}} + (2m - 1) \sum_{k=1}^{n+m-1} E[D_k F^{3+\delta}] \right)$$

$$\leq \frac{1}{2} (8m - 4)^{\frac{\delta+\delta}{3}} ((4m - 2)^{\frac{3+\delta}{3}} + 1) \sum_{k=1}^{n+m-1} E[D_k F^{3+\delta}]$$

$$\leq (8m - 4)^{\frac{\delta+\delta}{3}} (4m - 2)^{\frac{3+\delta}{3}} \sum_{k=1}^{n+m-1} E[D_k F^{3+\delta}].$$

(3.11)
Inserting (3.10) and (3.11) into (3.9) we obtain the bound (3.5) because
\[ \sum_{k=1}^{n+m-1} E|D_k F|^{3+\delta} \leq 2^{3+\delta} m^{3+\delta} \sum_{k=1}^{n} E|\xi_k - E[\xi_k]|^{3+\delta}. \]

The proof of Proposition is complete. \(\square\)

Remark 3.1. In the proof of Proposition 3.2, we used \(\alpha = \beta = 1\). The reader can verify that the other choices of \(\alpha\) and \(\beta\) give us similar bounds to (3.4) and (3.5), the value of constants \(c_{m,\delta}\) and \(C_{m,\delta}\) may vary.

Example 3.1. Let \(X, X_1, X_2, \ldots\) be independent and identically distributed \(\mathbb{R}\)-valued random variables with zero mean and unit variance. We consider the sequence of \(m\)-runs defined by
\[ F_n := n^{-1/2} \sum_{i=1}^{n} X_i \ldots X_{i+m-1}, \quad n \geq 1. \]
It is easy to see that \(E[F_n] = 0\) and \(Var(F_n) = 1\). Hence, if \(E|X|^{2+\delta} < \infty\), then the bound (3.4) gives us
\[ d_1(F_n, N) \leq c_{m,\delta}(E|X|^{2+\delta})^{m} n^{-\frac{\delta}{2}}. \]
If \(E[X^3] = 0\) and \(E|X|^{3+\delta} < \infty\), then the bound (3.5) gives us
\[ d_2(F_n, N) \leq C_{m,\delta}(E|X|^{3+\delta})^{m} n^{-\frac{3+\delta}{2}}. \]

3.3 CLT for quadratic forms without finite fourth moment

Let \(X_1, X_2, \ldots\) be independent \(\mathbb{R}\)-valued random variables with zero means, unit variances and \(A = (a_{uv}^{(n)})_{u,v=1}^{n}\) be a symmetric matrix with vanishing diagonal, where each \(a_{uv}^{(n)}\) is a real number depending on \(n\). For the simplicity of notations, we will write \(a_{uv}\) instead of \(a_{uv}^{(n)}\).

The central limit theorem and normal approximation results for the quadratic form
\[ F_n = \sum_{1 \leq u \leq v \leq n} a_{uv} X_u X_v \]
has been extensively discussed in the literature. The most of works require the finite fourth moment condition, i.e. \(E|X_k|^4 < \infty, k \geq 1\). The best known result proved by de Jong [11] tells us that the \(F_n/\sigma_n\) converges to a standard normal random variable in distribution if
\[ \sigma_n^{-4} \text{Tr}(A^4) \rightarrow 0 \quad \text{and} \quad \tilde{L}_n := \sigma_n^{-2} \max_{1 \leq u \leq n} \sum_{v=1}^{n} a_{uv}^2 \rightarrow 0, \]
where \(\sigma_n^2 := Var(F_n) = \sum_{1 \leq u \leq v \leq n} a_{uv}^2\) and \(\text{Tr}(A^4) = \sum_{u,v=1}^{n} \left( \sum_{k=1}^{n} a_{ku} a_{kv} \right)^2\). Also see [12] [18] for the rates of convergence obtained there.

Here, in the next Proposition, we only require the random variables \(X_k's\) to have the finite absolute moment of order \(2+\delta\). This is a significant supplement to the literature.
Proposition 3.3. Assume that
\[
\lim_{n \to \infty} \hat{\mathbf{L}}_n = 0 \quad (3.12)
\]
and
\[
\sup_{n \geq 1} \frac{\tilde{\mathbf{L}}_n}{\sigma_n^{2+\delta}} \left( \sum_{u,v=1}^{n} |a_{ku}a_{kv}|^{\frac{4+\delta}{2}} + \sum_{u,v=1}^{n} \sum_{k=1}^{n} |a_{ku}a_{kv}|^{\frac{2+\delta}{2}} \right) < \infty, \quad (3.13)
\]
for some \( \varepsilon \in (0, \delta] \). Then, \( F_n/\sigma_n \) converges in distribution to a standard normal random variable as \( n \to \infty \). Moreover, we have
\[
d_1(F_n/\sigma_n, N) \leq \frac{C_\delta}{\sigma_n^{2+\delta}} \left( \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \right)^2 \times \left\{ \left( \sum_{u=1}^{n} \left( \sum_{v=1}^{n} a_{uv}^2 \right)^{\frac{4+\delta}{2}} \right)^{\frac{1}{2+\delta}} \left( \sum_{u,v=1}^{n} \sum_{k=1}^{n} |a_{ku}a_{kv}|^{\frac{2+\delta}{2}} \right)^{\frac{1}{2+\delta}} \right. \\
+ \sum_{u=1}^{n} \left( \sum_{v=1}^{n} a_{uv}^2 \right)^{\frac{2+\delta}{2}} \right\}, \quad (3.14)
\]
where \( C_\delta \) is a positive constant depending only on \( \delta \).

Proof. We first use the bound (2.2) to prove (3.14). We have
\[
\mathcal{D}_k F_n = X_k \sum_{u=1}^{n} a_{ku} X_u, \quad 1 \leq k \leq n.
\]
We choose to use \( \alpha = \frac{1}{2} \). Then, we obtain
\[
\mathcal{D}^{(\alpha)}_k F_n = \frac{1}{2} X_k \sum_{u=1}^{n} a_{ku} X_u, \quad 1 \leq k \leq n
\]
and
\[
Z^{(\alpha)} = \frac{1}{2} \sum_{k=1}^{n} X_k^2 \left( \sum_{v=1}^{n} a_{kv} X_v \right)^2 = \frac{1}{2} \sum_{k=1}^{n} Z^{(\alpha)}_k,
\]
where
\[
Z^{(\alpha)}_k := X_k^2 \left( \sum_{u=1}^{n} a_{ku} X_u \right)^2, \quad 1 \leq k \leq n.
\]
We observe that \( \mathcal{D}_l Z^{(\alpha)}_k = (X_k^2 - 1) \left( \sum_{u=1}^{n} a_{ku} X_u \right)^2 \) if \( l = k \) and for \( l \neq k \),
\[
\mathcal{D}_l Z^{(\alpha)}_k = X_k^2 \left( a_{kl}^2 (X_l^2 - 1) + 2 a_{kl} X_l \sum_{v=1, v \neq l}^{n} a_{kv} X_v \right).
\]
Hence, we obtain
\[
\mathcal{D}_l Z^{(\alpha)} = \frac{1}{2} (X_l^2 - 1) \left( \sum_{u=1}^{n} a_{lu} X_u \right)^2 + \frac{1}{2} (X_l^2 - 1) \sum_{k=1}^{n} a_{kl}^2 X_k^2 + X_l \sum_{v=1, v \neq l}^{n} \left( \sum_{k=1}^{n} a_{kl} a_{kv} X_v \right) X_v, \quad 1 \leq l \leq n.
\]
It follows from the fundamental inequality \(|a_1| + |a_2| + |a_3|)^m \leq 3^{m-1}(|a_1|^m + |a_2| + |a_3|^m)

that

\[ E|D_lZ^{(n)}|^{\frac{2+\delta}{2}} \leq \frac{3^{\frac{\gamma}{2}}}{{2^{\frac{w}{2}}} \left( E|X_l^2 - 1|^{\frac{2+\delta}{2}} E|X_l^2 - 1|^{\frac{2+\delta}{2}} E \frac{\sum_{u=1}^{n} a_{lu}X_u |^{2+\delta} \right. \]

By the inequalities (5.1) and (5.2) below we deduce

\[ E \frac{n}{|X_l^2 - 1|^{\frac{2+\delta}{2}}} \left( \sum_{k=1}^{n} a_{kl}^2 \right) \frac{|X_k|^{2+\delta}}{2+\delta} \]

and

\[ E \left( \sum_{k=1}^{n} a_{kl}^2 X_k^2 \right)^{\frac{2+\delta}{2}} \leq \left( \sum_{k=1}^{n} a_{kl}^2 \right)^{\frac{2+\delta}{2}} + 4 \sum_{k=1}^{n} E|a_{kl}^2 (X_k^2 - 1)|^{\frac{2+\delta}{2}} \]

\[ \leq \left( \sum_{k=1}^{n} a_{kl}^2 \right)^{\frac{2+\delta}{2}} + 4 \max_{1 \leq k \leq n} E|X_k^2 - 1|^{\frac{2+\delta}{2}} \sum_{k=1}^{n} |a_{kl}|^{2+\delta} \]

\[ \leq 9 \times 2^\delta \max_{1 \leq k \leq n} E|X_k^2|^{2+\delta} \left( \sum_{k=1}^{n} a_{kl}^2 \right)^{\frac{2+\delta}{2}}. \]

To estimate the third addend in the right hand side of (3.15), we put

\[ W := \sum_{v=1}^{n} \left( \sum_{k=1}^{n} a_{kl}a_{kw}X_k^2 \right) X_v. \]

We have \( E[W] = 0 \) and

\[ D_wW = \sum_{v=1}^{n} a_{kw}a_{lw}(X_w^2 - 1)X_v, \; 1 \leq w \leq n. \]

Hence, by the inequality (5.2), we obtain

\[ E \left( \sum_{w=1}^{n} \left( \sum_{k=1}^{n} a_{kl}a_{kw}X_k^2 \right) X_v \right)^{\frac{2+\delta}{2}} = E[W]^{\frac{2+\delta}{2}} \leq 4 \sum_{w=1}^{n} E|D_wW|^{\frac{2+\delta}{2}} \]

\[ \leq 2^{\frac{\gamma}{2}} \sum_{w=1}^{n} E \left( \sum_{k=1}^{n} a_{kl}a_{kw}X_k^2 \right) X_v^{\frac{2+\delta}{2}} + 2^{\frac{\gamma}{2}} \sum_{w=1}^{n} E \left\| a_{kl}a_{kw} X_k^2 \right\|^{\frac{2+\delta}{2}} \]

\[ \leq 2^{\frac{\gamma}{2}} \max_{1 \leq w \leq n} E|X_w|^{\frac{2+\delta}{2}} \sum_{w=1}^{n} E \left( \sum_{k=1}^{n} a_{kl}a_{kw} X_k^2 \right)^{\frac{2+\delta}{2}} \]

\[ + 2^{\frac{\gamma}{2}} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{\frac{2+\delta}{2}} \sum_{w=1}^{n} E \left( \sum_{v=1}^{n} a_{wl}a_{lw} X_v \right)^{\frac{2+\delta}{2}}. \]
Once again, we use the inequality \( \text{(5.2)} \) to get

\[
2^{2+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \sum_{w=1}^{n} E \left| \sum_{k=1}^{n} a_{kl}a_{kw}X_k^{2+\delta} \right|
\]

\[
\leq 2^{2+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \left( \sum_{w=1}^{n} \left| \sum_{k=1}^{n} a_{kl}a_{kw} \right|^{2+\delta/2} + 4 \sum_{w=1}^{n} \sum_{k=1}^{n} E|a_{kl}a_{kw}(X_k^2 - 1)|^{2+\delta/2} \right)
\]

\[
\leq 2^{2+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \left( \sum_{w=1}^{n} \left| \sum_{k=1}^{n} a_{kl}a_{kw} \right|^{2+\delta/2} + 4 \max_{1 \leq k \leq n} E|X_k^2 - 1|^{2+\delta/2} \sum_{w=1}^{n} \sum_{k=1}^{n} |a_{kl}a_{kw}|^{\frac{2+\delta}{2}} \right)
\]

and

\[
2^{2+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \sum_{w=1}^{n} E \left| \sum_{v=1 \neq l,w}^{n} a_{wl}a_{ww}X_v \right|^{2+\delta/2}
\]

\[
\leq 2^{4+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \sum_{w=1}^{n} \sum_{v=1 \neq l,w}^{n} E|a_{wl}a_{ww}X_v|^{2+\delta/2}
\]

\[
\leq 2^{4+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \sum_{w=1}^{n} \sum_{v=1 \neq l,w}^{n} |a_{wl}a_{ww}|^{\frac{2+\delta}{2}}
\]

\[
\leq 2^{4+\frac{\delta}{2}} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \sum_{v=1 \neq l,w}^{n} \sum_{w=1}^{n} |a_{wl}a_{ww}|^{\frac{2+\delta}{2}}.
\]

Combining the above computations, we obtain from \( \text{(3.15)} \) that

\[
E|\mathcal{D}_1Z^{(n)}|^{2+\delta} \leq C_\delta \left( E|X_1^2 - 1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \left( \sum_{u=1}^{n} a_{uu}^2 \frac{2+\delta}{2} \right) \right)
\]

\[
+ E|X_1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \left( \sum_{u=1}^{n} \sum_{k=1}^{n} |a_{ku}a_{kv}|^{2+\delta} \right)
\]

\[
+ E|X_1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \sum_{v=1 \neq l,w}^{n} \sum_{w=1}^{n} |a_{wl}a_{ww}|^{\frac{2+\delta}{2}}
\]

where \( C_\delta \) is a positive constant depending only on \( \delta \). Consequently, for some \( C_\delta > 0 \),

\[
\sum_{k=1}^{n} E|\mathcal{D}_k Z^{(n)}|^{2+\delta} \leq C_\delta \left( \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \sum_{u,v=1}^{n} |a_{ku}a_{kv}|^{\frac{2+\delta}{2}} \right)
\]

\[
+ \max_{1 \leq w \leq n} E|X_w^2 - 1|^{2+\delta} \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \left( \sum_{u,v=1}^{n} |a_{ku}a_{kv}|^{\frac{2+\delta}{2}} + \sum_{v=1}^{n} \left( \sum_{u=1}^{n} a_{uu}^2 \frac{2+\delta}{2} \right) \right)
\]

\[
\leq C_\delta \left( \max_{1 \leq w \leq n} E|X_w|^{2+\delta} \right)^2 \left( \sum_{u,v=1}^{n} |a_{ku}a_{kv}|^{2+\delta} + \sum_{u,v=1}^{n} |a_{ku}a_{kv}|^{\frac{2+\delta}{2}} + \sum_{v=1}^{n} \left( \sum_{u=1}^{n} a_{uu}^2 \frac{2+\delta}{2} \right) \right).
\]

(3.16)
On the other hand, we use the inequality \( \alpha \) to get
\[
E|\mathcal{D}_k F_n|^{2+\delta} = E|X_k|^{2+\delta} E \sum_{u=1}^{n} a_{ku} X_u |^{2+\delta} \leq (1 + \delta) \frac{2+\delta}{2} \left( \max_{1 \leq u \leq n} E|X_u|^{2+\delta} \right)^{2} \sum_{u=1}^{n} (a_{ku})^{2} \frac{2+\delta}{2}, \quad 1 \leq k \leq n,
\]
and hence,
\[
\sum_{k=1}^{n} E|\mathcal{D}_k F_n|^{2+\delta} \leq (1 + \delta) \frac{2+\delta}{2} \left( \max_{1 \leq u \leq n} E|X_u|^{2+\delta} \right)^{2} \sum_{u=1}^{n} (a_{uu})^{2} \frac{2+\delta}{2}.
\]
Inserting the estimates (3.16) and (3.17) into (2.2) gives us the bound (3.14).

To finish the proof, we observe that
\[
\frac{1}{\sigma_n^{2+\delta}} \sum_{u=1}^{n} \left( \sum_{v=1}^{n} a_{uv}^{2} \right)^{\frac{2+\delta}{2}} \leq \frac{1}{\sigma_n^{2+\delta}} \max_{1 \leq u \leq n} \left( \sum_{v=1}^{n} a_{uv}^{2} \right)^{\frac{2}{2}} = \tilde{L}^{\frac{2}{2}}.
\]
Hence, the conditions (3.12) and (3.13) ensure that \( d_1(F_n/\sigma_n, N) \rightarrow 0 \) as \( n \rightarrow \infty \). So \( F_n/\sigma_n \) converges in distribution to \( N \).

The proof of Proposition is complete. \( \square \)

**Remark 3.2.** In the proof of Proposition 3.3, we used \( \alpha = \frac{1}{2} \) because we want to obtain similar conclusions as in [11]. If we choose to use \( \alpha = 1 \), then the bound (3.14) depends on
\[
\sum_{u,v=1}^{n} |a_{ku} a_{kv}|^{\frac{2+\delta}{2}}
\]
instead of
\[
\sum_{u,v=1}^{n} |a_{ku} a_{kv}|^{\frac{2}{2}}.
\]

### 4 Proofs of the main results

Our proof will repeatedly use the following covariance formula, see Proposition 2.3 in [13].

**Proposition 4.1.** Let \( U = U(X) \) and \( V = V(X) \) be two random variables in \( L^{2}(P) \). For any \( \alpha \in [0,1] \), we have
\[
\text{Cov}(U, V) = E \left[ \sum_{i=1}^{n} \mathcal{D}_i U \mathcal{D}_i^{(\alpha)} V \right],
\]
where we recall that \( \mathcal{D}_i^{(\alpha)} V = \alpha E[\mathcal{D}_i V | F_i] + (1 - \alpha) E[\mathcal{D}_i V | G_i] \).

Here, we note that the condition \( U, V \in L^{2}(P) \) can be replaced by \( U \in L^{p}(P) \) and \( V \in L^{q}(P) \) for some \( p, q > 1 \) with \( \frac{1}{p} + \frac{1}{q} = 1 \). In particular, if \( U \) is bounded, we only need \( V \in L^{2}(P) \). This is due to the fact that, under such conditions, all expectations in (4.1) exist and hence, this formula still holds true. We also note that the formula (4.1) can be seen as an extension of the covariance identity on page 7 of [13].

In the proof, we also use the following notations. We let \( X' = (X'_1, X'_2, ..., X'_n) \) be an independent copy of \( X \). Given a random variable \( U = U(X) \), for each \( 1 \leq k \leq n \), we write \( T_k U = U(X_1, ..., X_{k-1}, X'_k, X_{k+1}, ..., X_n) \) and denote by \( E'_k \) the expectation with respect to \( X'_k \).
4.1 Proof of Theorem 2.1

As mentioned in Introduction, the key allowing us to relax moment conditions is simple observations about the solution of Stein’s equation. We have the following.

**Proposition 4.2.** Given an absolutely continuous function \( h \), we consider Stein’s equation

\[
f'(x) - x f(x) = h(x) - E[h(N)], \quad x \in \mathbb{R}.
\]

There then exists a solution to the equation (4.2) that satisfies, for any \( \delta \in (0, 1] \),

\[
|f_h'(x) - f_h'(y)| \leq 2\|h'||\|x - y|^{\delta} \quad \forall x, y \in \mathbb{R}.
\]

**Proof.** It is known from Lemma 2.4 in [8] that there exists a solution to the equation (4.2) that satisfies \( \|f'||\| \leq \sqrt{2/\pi}\|h'||\| \) and \( \|f''\| \leq 2\|h'||\| \). Hence, if \( |x - y| \leq 1 \), then

\[
|f'(x) - f'(y)| \leq \|f''\||x - y| \leq 2\|h'||\| |x - y| \leq 2\|h'|| |x - y|^{\delta}.
\]

If \( |x - y| > 1 \), we have

\[
|f'(x) - f'(y)| \leq 2\|f'|| \leq 2\sqrt{2/\pi}\|h'|| \leq 2\|h'|| |x - y|^{\delta}.
\]

This finishes the proof. \( \square \)

**Proof of Theorem 2.1** Without loss of generality, we can and will assume that \( \sigma = 1 \). Let \( f \) be the solution to Stein’s equation (4.2) as in Proposition 4.2. Then, the Wasserstein distance can be represented as follows

\[
d_1(F, N) = \sup_{h \in C^1: \|h'|| \leq 1} |E[Ff(F)] - E[f'(F)]|.
\]

We separate the proof into three steps.

**Step 1.** In this step, we claim that, for every \( 1 \leq k \leq n \),

\[
\mathcal{D}_k f(F) = f'(F) \mathcal{D}_k F + R_k,
\]

where \( R_k \) is bounded by

\[
|R_k| \leq 2^{1+\delta}\|h'||(\mathcal{D}_k F)^{1+\delta} + E_k[\mathcal{D}_k F^{1+\delta}].
\]

To prove (4.3), we observe that \( \mathcal{D}_k F = E_k[F - T_k F] \) and

\[
\mathcal{D}_k f(F) = f(F) - E_k[f(F)] = E_k[f(F) - f(T_k F)].
\]

Then, by the Lagrange theorem, there exists a random variable \( \theta_k \) lying between \( F \) and \( T_k F \) such that

\[
f(T_k F) - f(F) = f'(\theta_k)(T_k F - F) = f'(F)(T_k F - F) + (f'(\theta_k) - f'(F))(T_k F - F).
\]

Taking the expectation with respect to \( X_k' \) we obtain (4.4) with \( R_k \) defined by

\[
R_k := -E_k[(f'(\theta_k) - f'(F))(T_k F - F)], \quad 1 \leq k \leq n.
\]
It follows from the estimate (4.3) that

\[ |R_k| \leq 2\|h'\|_{\infty}E_k'[\|\theta_k - F^\delta\|T_k F - F]| \]

\[ = 2\|h'\|_{\infty}E_k'|T_k F - F|^1 + |E_k F - F|^1 \]

\[ \leq 2^{1+\delta} \|h'\|_{\infty}E_k'[|T_k F - E_k F|^1 + |E_k F - F|^1] \]

\[ = 2^{1+\delta} \|h'\|_{\infty}(E_k|D_k F|^1 + |D_k F|^1). \]

So the claim (4.4) is verified.

**Step 2.** We now use the covariance formula (4.1) to get, for any \( \alpha \in [0, 1] \),

\[ E[Ff(F)] = Cov(f(F), F) = E \left[ \sum_{k=1}^{n} D_k f(F)D_k^{(\alpha)} F \right] \]

\[ = E \left[ \sum_{k=1}^{n} f'(F)D_k F D_k^{(\alpha)} F \right] + E \left[ \sum_{k=1}^{n} R_k D_k^{(\alpha)} F \right] \]

\[ = E[f'(F)Z^{(\alpha)}] + E \left[ \sum_{k=1}^{n} R_k D_k^{(\alpha)} F \right]. \]

As a consequence,

\[ E[Ff(F)] - E[f'(F)] = E[f'(F)(Z^{(\alpha)} - 1)] + \sum_{k=1}^{n} E[R_k D_k^{(\alpha)} F]. \tag{4.6} \]

We note that \( f'(F) \) is bounded, \( E[Z^{(\alpha)}] \) finite and \( E[Z^{(\alpha)}] = Cov(F, F) = 1 \). Hence, once again, we can use the covariance formula (4.1) to get

\[ E[f'(F)(Z^{(\alpha)} - 1)] = Cov(f'(F), Z^{(\alpha)}) = E \left[ \sum_{k=1}^{n} D_k f'(F)D_k^{(\beta)} Z^{(\alpha)} \right] \]

for any \( \beta \in [0, 1] \). Since \( D_k f'(F) = E_k'[f'(F) - f'(T_k F)] \), the estimate (4.3) gives us

\[ |D_k f'(F)| \leq 2\|h'\|_{\infty}E_k'[F - T_k F]|^{\delta} \]

\[ \leq 2\|h'\|_{\infty}(|F - E_k[F]|^{\delta} + E_k'[T_k F - E_k[F]]|^{\delta}) \]

\[ = 2\|h'\|_{\infty}(|D_k F|^\delta + E_k|D_k F|^\delta), \quad 1 \leq k \leq n. \]

We therefore obtain

\[ |E[f'(F)(Z^{(\alpha)} - 1)]| \leq 2\|h'\|_{\infty}E \left[ \sum_{k=1}^{n} (|D_k F|^\delta + E_k|D_k F|^\delta)|D_k^{(\beta)} Z^{(\alpha)}| \right] \]

For the second addend in the right hand side of (4.6), recalling (4.5), we obtain the following estimate

\[ \left| \sum_{k=1}^{n} E[R_k D_k^{(\alpha)} F] \right| \leq 2^{1+\delta} \|h'\|_{\infty}E \left[ \sum_{k=1}^{n} (|D_k F|^{1+\delta} + E_k|D_k F|^{1+\delta})|D_k^{(\alpha)} F| \right]. \]
Thus we can conclude that

\[ |E[F\hat{f}(F)] - E[f'(F)]| \leq 2\|h'\|_\infty E\left[ \sum_{k=1}^{n} (|D_k F|^\delta + E_k|D_k F|^\delta) D_k^{(\beta)} Z^{(\alpha)} \right] \]

\[ + 2^{1+\delta}\|h'\|_\infty E\left[ \sum_{k=1}^{n} (|D_k F|^{1+\delta} + E_k|D_k F|^{1+\delta}) D_k^{(\alpha)} F \right]. \]

Then taking the supremum over all \( h \) satisfying \( \|h'\|_\infty \leq 1 \) yields

\[ d_1(F, N) \leq 2 \sum_{k=1}^{n} E\left[ (|D_k F|^\delta + E_k|D_k F|^\delta) D_k^{(\beta)} Z^{(\alpha)} \right] \]

\[ + 2^{1+\delta} \sum_{k=1}^{n} E\left[ (|D_k F|^{1+\delta} + E_k|D_k F|^{1+\delta}) D_k^{(\alpha)} F \right] \]

and the bound (2.1) follows replacing \( F \) by \( F/\sigma \).

**Step 3.** In this step, we verify the bound (2.2). We use the Hölder inequality and the point \((ii)\) of Proposition 2.1 to get

\[ E\left[ |D_k F|^\delta D_k^{(\beta)} Z^{(\alpha)} \right] \leq (E|D_k F|^{2+\delta})^{\frac{\delta}{2+\delta}} (E|D_k F|^{2+\delta})^{\frac{2+\delta}{2+\delta}} \]

\[ \leq (E|D_k F|^{2+\delta})^{\frac{\delta}{2+\delta}} (E|D_k F|^{2+\delta})^{\frac{2+\delta}{2+\delta}}, \quad 1 \leq k \leq n. \]

On the other hand, by the independence, we have \( E_k|D_k F|^\delta = E[|D_k F|^\delta |X_i, i \neq k] \). Then, by Lyapunov’s inequality, we obtain \( E|E_k|D_k F|^\delta|D_k^{(\beta)} Z^{(\alpha)}| \leq E|D_k F|^{2+\delta} \), and hence, we also have

\[ E\left[ E_k|D_k F|^\delta D_k^{(\beta)} Z^{(\alpha)} \right] \leq (E|D_k F|^{2+\delta})^{\frac{\delta}{2+\delta}} (E|D_k Z^{(\alpha)}|^{2+\delta})^{\frac{2+\delta}{2+\delta}}, \quad 1 \leq k \leq n. \]

So it holds that

\[ \sum_{k=1}^{n} E\left[ (|D_k F|^\delta + E_k|D_k F|^\delta) D_k^{(\beta)} Z^{(\alpha)} \right] \]

\[ \leq 2 \sum_{k=1}^{n} (E|D_k F|^{2+\delta})^{\frac{\delta}{2+\delta}} (E|D_k Z^{(\alpha)}|^{2+\delta})^{\frac{2+\delta}{2+\delta}} \]

\[ \leq 2 \left( \sum_{k=1}^{n} E|D_k F|^{2+\delta} \right)^{\frac{\delta}{2+\delta}} \left( \sum_{k=1}^{n} E|D_k Z^{(\alpha)}|^{2+\delta} \right)^{\frac{2+\delta}{2+\delta}}. \quad (4.7) \]

With the same arguments above, we obtain

\[ \sum_{k=1}^{n} E\left[ (|D_k F|^{1+\delta} + E_k|D_k F|^{1+\delta}) D_k^{(\alpha)} F \right] \leq 2 \sum_{k=1}^{n} E|D_k F|^{2+\delta} \quad (4.8) \]

Inserting (4.7) and (4.8) into (2.1) we obtain the bound (2.2).

The proof of Theorem 2.1 is complete. \( \square \)
4.2 Proof of Theorem 2.2

For the distance $d_2$, we need the following observation about the solution of Stein’s equation.

**Proposition 4.3.** Let $h \in C^2$ with bounded derivatives. Then the equation (4.2) has a solution in $C^3$ that satisfies, for any $\delta \in (0, 1]$,

$$|f''(x) - f''(y)| \leq 2(2\|h''\|_{\infty} \vee \|h''\|_{\infty})|x - y|^\delta \quad \forall \ x, y \in \mathbb{R}. \quad (4.9)$$

**Proof.** It is known from Theorem 1.1 in [9] that there exists a solution to the equation (4.2) that satisfies

$$\|f''\|_{\infty} \leq 2\|h'\|_{\infty} \quad \text{and} \quad \|f'''\|_{\infty} \leq 2\|h''\|_{\infty}.$$ 

Hence, the proof of (4.9) is similar to that of (4.3). So we omit it. \hfill \square

We also need a technical lemma.

**Lemma 4.1.** Let $F = F(X) \in L^3(P)$ be centered and $Z^{(\alpha, \beta)}$ be as in Theorem 2.2. It holds that

$$E[F^{(3)}] = 2E[Z^{(\alpha, \beta)}].$$

**Proof.** It is easy to check that

$$D_k F^2 = 2F D_k F - |D_k F|^2 - E_k |D_k F|^2, \ 1 \leq k \leq n.$$ 

Hence, by the covariance formula (4.1), we obtain

$$E[F^{(3)}] = E\left[ \sum_{k=1}^{n} D_k F^2 D_k^{(\alpha)} F \right]$$

$$= 2E\left[ F \sum_{k=1}^{n} D_k F D_k^{(\alpha)} F \right] - E\left[ \sum_{k=1}^{n} (|D_k F|^2 + E_k |D_k F|^2) D_k^{(\alpha)} F \right]$$

$$= 2E[FZ^{(\alpha)}] - E\left[ \sum_{k=1}^{n} (|D_k F|^2 + E_k |D_k F|^2) D_k^{(\alpha)} F \right]$$

$$= 2E\left[ \sum_{k=1}^{n} D_k F D_k^{(\beta)} Z^{(\alpha)} \right] - E\left[ \sum_{k=1}^{n} (|D_k F|^2 + E_k |D_k F|^2) D_k^{(\alpha)} F \right]$$

$$= 2E[Z^{(\alpha, \beta)}].$$

This completes the proof. \hfill \square

**Proof of Theorem 2.2.** It suffices to consider $\sigma = 1$. Let $f$ be a solution of the equation (4.2) that has the properties mentioned in Proposition 4.3. We have

$$d_2(F, N) = \sup_{h \in C^2 : \|h''\|_{\infty} \leq 1} \left| E[F f(F)] - E[f'(F)] \right|.$$ 

We separate the proof into three steps.
Step 1. We claim that, for every $1 \leq k \leq n$, 
\[
\mathcal{D}_k f(F) = f'(F)\mathcal{D}_k F - \frac{1}{2}f''(F)(|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2) + R_k
\]  
(4.10)
where $R_k$ is bounded by 
\[
|R_k| \leq 2^{1+\delta}(2\|h'\|_\infty \vee \|h''\|_\infty)(|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2)^{2+\delta}.
\]  
(4.11)
By the Taylor expansion, there exists a random variable $\theta_k$ lying between $F$ and $T_k F$ such that 
\[
f(T_k F) - f(F) = f'(F)(T_k F - F) + \frac{1}{2}f''(\theta_k)(T_k F - F)^2
\]  
\[
= f'(F)(T_k F - F) + \frac{1}{2}f''(F)(T_k F - F)^2 + \frac{1}{2}(f''(\theta_k) - f''(F))(T_k F - F)^2.
\]
We observe that $E_k[(T_k F - F)^2] = |\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2$. Hence, by taking the expectation with respect to $X_k$, we obtain (4.10) with $R_k$ defined by 
\[
R_k := \frac{1}{2}E_k[(f''(\theta_k) - f''(F))(T_k F - F)^2], \quad 1 \leq k \leq n.
\]
Thanks to the estimate (4.9), we get 
\[
|R_k| \leq (2\|h'\|_\infty \vee \|h''\|_\infty)E_k[|\theta_k - F|^\delta|T_k F - F|^2]
\]  
\[
\leq (2\|h'\|_\infty \vee \|h''\|_\infty)E_k[T_k F - F|T_k F - F|^2]\n\]  
\[
\leq 2^{1+\delta}(2\|h'\|_\infty \vee \|h''\|_\infty)(|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2)^{2+\delta}.
\]  
This completes the proof of (4.10).

Step 2. For any $\alpha \in [0, 1]$, by the covariance formula (1.1) and the result of the previous step, we deduce 
\[
E[F f(F)] = E\left[\sum_{k=1}^n \mathcal{D}_k f(F)\mathcal{D}_k^{(\alpha)} F\right]
\]  
\[
= E\left[f'(F)\sum_{k=1}^n \mathcal{D}_k F\mathcal{D}_k^{(\alpha)} F\right] - \frac{1}{2}E\left[f''(F)\sum_{k=1}^n (|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2)\mathcal{D}_k^{(\alpha)} F\right] + \sum_{k=1}^n E[R_k \mathcal{D}_k^{(\alpha)} F]
\]  
\[
= E[f'(F)Z^{(\alpha)}] - E[f''(F)U^{(\alpha)}] + \sum_{k=1}^n E[R_k \mathcal{D}_k^{(\alpha)} F],
\]
where 
\[
U^{(\alpha)} := \frac{1}{2}\sum_{k=1}^n (|\mathcal{D}_k F|^2 + E_k|\mathcal{D}_k F|^2)\mathcal{D}_k^{(\alpha)} F.
\]
Since $E[Z^{(\alpha)}] = Var(F) = 1$, we obtain 
\[
E[F f(F)] - E[f'(F)] = E[f'(F)(Z^{(\alpha)} - 1)] - E[f''(F)U^{(\alpha)}] + \sum_{k=1}^n E[R_k \mathcal{D}_k^{(\alpha)} F]
\]  
\[
= E\left[\sum_{k=1}^n \mathcal{D}_k f'(F)\mathcal{D}_k^{(\beta)} Z^{(\alpha)}\right] - E[f''(F)U^{(\alpha)}] + \sum_{k=1}^n E[R_k \mathcal{D}_k^{(\alpha)} F]
\]  
(4.12)
for any $\beta \in [0, 1]$.

By using the same argument as in the proof of (4.13) we have
\[
\mathcal{D}_k f'(F) = f''(F)\mathcal{D}_k F + \tilde{R}_k, \quad 1 \leq k \leq n,
\]
(4.13)
where $\tilde{R}_k := -E_k^* [(f''(\theta_k) - f''(F)) (T_k F - F)]$. Moreover, it follows from the estimate (4.9) that $\tilde{R}_k$ is bounded by
\[
|\tilde{R}_k| \leq 2(2\|h'\|_\infty \vee \|h''\|_\infty) E_k' |T_k F - F|^1 \delta
\]
\[
\leq 2^{1+\delta} (2\|h'\|_\infty \vee \|h''\|_\infty) (|\mathcal{D}_k F|^1 \delta + E_k |\mathcal{D}_k F|^1 \delta), \quad 1 \leq k \leq n.
\]
(4.14)
Inserting (4.13) into (4.12) yields
\[
E[F f'(F)] - E[f'(F)]
\]
\[
= E \left[ \sum_{k=1}^{n} f''(F)\mathcal{D}_k F \mathcal{D}_k^\beta Z^{(\alpha)} \right] + E \left[ \sum_{k=1}^{n} \tilde{R}_k \mathcal{D}_k^\beta Z^{(\alpha)} \right] - E[f'(F)U^{(\alpha)}] + \sum_{k=1}^{n} E[R_k \mathcal{D}_k^\beta F]
\]
\[
= E[f''(F)Z^{(\alpha,\beta)}] + \sum_{k=1}^{n} E[R_k \mathcal{D}_k^\alpha F] + \sum_{k=1}^{n} E[\tilde{R}_k \mathcal{D}_k^\beta Z^{(\alpha)}].
\]
(4.15)
From Lemma (4.1), $E[Z^{(\alpha,\beta)}] = \frac{1}{2} E[F^3] = 0$. Hence, once again, we can employ the covariance formula (4.1) to rewrite (4.15) as follows
\[
E[F f'(F)] - E[f'(F)] = Cov(f''(F), Z^{(\alpha,\beta)}) + \sum_{k=1}^{n} E[R_k \mathcal{D}_k^\alpha F] + \sum_{k=1}^{n} E[R_k \mathcal{D}_k^\beta Z^{(\alpha)}]
\]
\[
= E \left[ \sum_{k=1}^{n} \mathcal{D}_k f''(F) \mathcal{D}_k^\gamma Z^{(\alpha,\beta)} \right] + \sum_{k=1}^{n} E[R_k \mathcal{D}_k^\alpha F] + \sum_{k=1}^{n} E[\tilde{R}_k \mathcal{D}_k^\beta Z^{(\alpha)}]
\]
for any $\gamma \in [0, 1]$. Furthermore, by the estimate (4.9), we have
\[
|\mathcal{D}_k f''(F)| \leq E_k' |f''(F) - f''(T_k F)|
\]
\[
\leq 2(2\|h'\|_\infty \vee \|h''\|_\infty) E_k' |F - T_k F|^\delta
\]
\[
\leq 2(2\|h'\|_\infty \vee \|h''\|_\infty) (|\mathcal{D}_k F|^\delta + E_k |\mathcal{D}_k F|^\delta), \quad 1 \leq k \leq n.
\]
Those, combined with (4.11) and (4.14), imply that
\[
|E[F f'(F)] - E[f'(F)]| \leq 2(2\|h'\|_\infty \vee \|h''\|_\infty) \sum_{k=1}^{n} E[|\mathcal{D}_k F|^\delta + E_k |\mathcal{D}_k F|^\delta] D_k^\gamma Z^{(\alpha,\beta)}]
\]
\[
+ 2^{1+\delta} (2\|h'\|_\infty \vee \|h''\|_\infty) \sum_{k=1}^{n} E[|\mathcal{D}_k F|^{2+\delta} + E_k |\mathcal{D}_k F|^{2+\delta}] \mathcal{D}_k^\alpha F]
\]
\[
+ 2^{1+\delta} (2\|h'\|_\infty \vee \|h''\|_\infty) \sum_{k=1}^{n} E[|\mathcal{D}_k F|^{1+\delta} + E_k |\mathcal{D}_k F|^{1+\delta}] \mathcal{D}_k^\beta Z^{(\alpha)}].
\]
22
As a consequence, by taking the supremum over all \( h \) satisfying \( \|h'\|_\infty, \|h''\|_\infty \leq 1 \), we deduce

\[
d_2(F, N) \leq 4 \sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{\delta} + E_k|\mathcal{D}_k F|^{\delta}]D^{(\gamma)}_k Z^{(\alpha, \beta)}| + 2^{2+\delta} \sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{1+\delta} + E_k|\mathcal{D}_k F|^{1+\delta}]D^{(\beta)}_k Z^{(\alpha)}| + 2^{2+\delta} \sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{2+\delta} + E_k|\mathcal{D}_k F|^{2+\delta}]D^{(\alpha)}_k F|.
\]

So we obtain the bound (2.5) by replacing \( F \) by \( F/\sigma \).

**Step 3.** This step is similar to **Step 3** in the proof of Theorem 4.1. We have

\[
\sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{\delta} + E_k|\mathcal{D}_k F|^{\delta}]D^{(\gamma)}_k Z^{(\alpha, \beta)}| \leq 2\left( \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta}\right)^{\frac{\delta}{2}} \left( \sum_{k=1}^{n} E|D_k Z^{(\alpha, \beta)}|^{\frac{2+\delta}{2}}\right)^{\frac{2}{2}},
\]

\[
\sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{1+\delta} + E_k|\mathcal{D}_k F|^{1+\delta}]D^{(\beta)}_k Z^{(\alpha)}| \leq 2\left( \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta}\right)^{\frac{\delta}{2}} \left( \sum_{k=1}^{n} E|D_k Z^{(\alpha)}|^{\frac{1+\delta}{2}}\right)^{\frac{2}{2}},
\]

\[
\sum_{k=1}^{n} E|[(\mathcal{D}_k F)^{2+\delta} + E_k|\mathcal{D}_k F|^{2+\delta}]D^{(\alpha)}_k F| \leq 2 \sum_{k=1}^{n} E|\mathcal{D}_k F|^{3+\delta}.
\]

So the bound (2.6) follows from (2.5).

The proof of Theorem 2.2 is complete. \( \square \)

## 5 Appendix: Moment inequalities

In this Section, to make the paper self-contained, we provide some useful moment inequalities which are stated in terms of difference operators \( \mathcal{D}_k \), \( 1 \leq k \leq n \). More moment inequalities for nonlinear statistics can be found in Chapter 15 of [5].

**Proposition 5.1** (Marcinkiewicz-Zygmund type inequality). Let \( U = U(X) \in L^p(P) \) for some \( p > 2 \). We have

\[
\|U\|_p^2 \leq |EU|^2 + (p-1) \sum_{k=1}^{n} \|\mathcal{D}_k U\|_p^2, \tag{5.1}
\]

where \( \|\|_p \) denotes the norm in \( L^p(P) \).

**Proof.** It follows from the proof of Proposition 2.3 in [13] that we can write \( U = EU + Y_1 + \ldots + Y_n \), where \( Y_k = E[\mathcal{D}_k U|F_k] \), \( 1 \leq k \leq n \). Then, the inequality (5.1) follows directly from Theorem 2.1 in [10] and the fact that \( \|Y_k\|_p \leq \|\mathcal{D}_k U\|_p \). \( \square \)

**Proposition 5.2** (von Bahr- Esseen type inequality). Let \( U = U(X) \in L^{1+\delta}(P) \) for some \( \delta \in (0, 1) \). We have

\[
EU^{1+\delta} \leq |EU|^{1+\delta} + 2^{2-\delta} \sum_{k=1}^{n} E|\mathcal{D}_k U|^{1+\delta} \leq |EU|^{1+\delta} + 4 \sum_{k=1}^{n} E|\mathcal{D}_k U|^{1+\delta}. \tag{5.2}
\]
In particular, for $\delta = 1$, we have the Efron-Stein inequality that reads

$$E|U|^2 \leq |EU|^2 + \sum_{k=1}^{n} E|\mathcal{D}_k U|^2. \quad (5.3)$$

Proof. Put $h(x) := |x|^{1+\delta}$ and $V := \int_0^1 h'(tU + (1-t)EU)dt$. It is easy to check that

$$|h'(x) - h'(y)| = (1 + \delta)||x|^\delta sign(x) - |y|^\delta sign(y)| \leq 2^{1-\delta}(1 + \delta)|x - y|^\delta \forall x, y \in \mathbb{R}.$$ 

Hence,

$$\mathcal{D}_k V = |E_k[V - T_k V]| \leq 2^{1-\delta}E_k[U - T_k U]^\delta \leq 2^{1-\delta}(|D_k U|^\delta + E_k|D_k U|^\delta), \ 1 \leq k \leq n.$$ 

By Taylor’s expansion we have

$$h(U) - h(EU) = \int_0^1 h'(tU + (1-t)EU)dt(U - EU) = V(U - EU).$$

An application of Proposition 4.1 gives us

$$E|U|^{1+\delta} - |EU|^{1+\delta} = E[V(U - EU)] = Cov(V, U)$$

$$= \sum_{k=1}^{n} E [\mathcal{D}_k V \mathcal{D}_k^{(\alpha)} U]$$

$$\leq 2^{1-\delta} \sum_{k=1}^{n} E \left[ (|D_k U|^\delta + E_k|D_k U|^\delta)|D_k^{(\alpha)} U| \right]$$

$$\leq 2^{2-\delta} \sum_{k=1}^{n} E|\mathcal{D}_k U|^{1+\delta}.$$ 

This finishes the proof of (5.2). When $\delta = 1$, we have

$$E|U|^2 = |EU|^2 + Cov(U, U)$$

$$= |EU|^2 + \sum_{k=1}^{n} E \left[ \mathcal{D}_k U \mathcal{D}_k^{(\alpha)} U \right]$$

$$\leq |EU|^2 + \sum_{k=1}^{n} E|\mathcal{D}_k U|^2.$$ 

So the proof of Proposition is complete. The reader can consult Section 3.1 in [5] for the different versions of the Efron-Stein inequality. \qed
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