\textbf{sl}_2\text{-HARISH-CHANDRA MODULES FOR \textit{sl}_2 \rtimes L(4)}
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\textbf{Abstract.} We use analogues of Enright’s and Arkhipov’s functors to determine the quiver and relations for a category of \(\text{sl}_2 \rtimes L(4)\)-modules which are locally finite (and with finite multiplicities) over \(\text{sl}_2\). We also outline serious obstacles to extend our result to \(\text{sl}_2 \rtimes L(k)\), for \(k > 4\).

1. Introduction and description of the results

We work over the field \(\mathbb{C}\) of complex numbers. For a non-negative integer \(n \in \mathbb{Z}_{\geq 0}\), denote by \(L(n)\) the unique simple module of dimension \(n + 1\) over the Lie algebra \(\text{sl}_2\) (the module \(L(n)\) has highest weight \(n\)). In this paper, we study certain categories of modules over the semi-direct product

\[ \mathcal{L}^n := \text{sl}_2 \rtimes L(n), \]

where \(\tau := L(n)\) is an abelian ideal. The algebra \(\mathcal{L}^n\) is called a conformal Galilei algebra (for a more general definition and various central extensions, see [LMZ14, AIM19, GK12]).

In our previous paper [MM20], for a finite dimensional Lie algebra \(\mathcal{L}\) with a fixed Levi decomposition \(g \rtimes \tau\), where \(g\) is semi-simple, we looked at the category of \(\mathcal{L}\)-modules which are locally finite and with finite multiplicities over the universal enveloping algebra of \(g\). We called such modules \(g\)-Harish-Chandra modules.

The two main examples considered in [MM20] were:

- a central extension of the algebra \(\mathcal{L}^1\), known as the Schrödinger Lie algebra,
- the algebra \(\mathcal{L}^2\), known as the Takiff \(\text{sl}_2\).

We note that \(\mathcal{L}^0 \cong \text{gl}_2\), which has fairly trivial \(g\)-Harish-Chandra theory. Similarly, the centerless Schrödinger Lie algebra \(\mathcal{L}^1\) also has trivial \(g\)-Harish-Chandra theory, cf. [MM20, Remark 54]. In [MM20, Section 4] we obtain a number of interesting results about \(g\)-Harish-Chandra modules for \(\mathcal{L}^2\). This includes a classification of simple \(g\)-Harish-Chandra modules for \(\mathcal{L}^2\), see [MM20, Theorem 30] and the claim that there are no non-trivial extensions between different infinite-dimensional simple \(g\)-Harish-Chandra modules and that self-extensions of such modules are essentially unique and do not have radical central character, cf. [MM20, Theorem 31].

These results were, in part, inspired by the study of the category \(\mathcal{O}\) for \(\mathcal{L}^2\) in [MS19]. The connection between the two categories is given in terms of certain adaptations of the classical Enright’s and Arkhipov’s functors.

The category \(\mathcal{O}\) for the Schrödinger Lie algebra was studied in [DLMZ14], which, similarly, served as an inspiration for the study of the corresponding category of \(g\)-Harish-Chandra modules in [MM20, Section 5].

The main reason why the Takiff \(\text{sl}_2\) and the Schrödinger Lie algebra allowed for a full description of the category of \(g\)-Harish-Chandra modules in [MM20] is that the centers of their universal enveloping algebras were easy to write down. Moreover, in both cases there is a central element which does not belong to the purely radical part of the center, which prevented extensions between different \(g\)-Harish-Chandra modules. We suspect that this is not the case for higher conformal Galilei algebras, i.e. that the center of \(U(\mathcal{L}^n)\) consists only of the radical part, for all \(n \geq 3\). An explicit description of this radical part of the center remains a hard (classical) invariant-theoretic problem. In Section 5, we use generating functions, to obtain some interesting information about this problem for \(n \leq 6\). The results in Section 5 suggest that \(\mathcal{L}^4\) is the...
biggest conformal Galilei algebra that allows for a reasonable description of the category of \(g\)-Harish-Chandra modules (cf. Subsection 4.2 and 4.3).

Taking the above into account, the present paper is a natural continuation of \([MM20]\). We try to understand \(g\)-Harish-Chandra modules for \(\mathfrak{g}^4\). In particular, in Section 2.2 we describe the structure of the category of finitely generated \(g\)-Harish-Chandra modules with a certain restriction on the (radical part of the) central character, namely that it lies on the curve \(x^3 = y^2\) in the complex plane \(\mathbb{C}^2\). Our main result is Theorem 24. This theorem describes each blocks of this category via the corresponding Gabriel quiver and relations. Similarly to \([MM20]\), our main tool is an analogue of Enright’s and Arkhipov’s functors which connects our category with the category \(\mathcal{O}\) for \(\mathfrak{g}^4\).

In the case of a generic radical central character for \(\mathfrak{g}\) and for the Lie algebra \(\mathfrak{g}^4\), as well as for the Lie algebra \(\mathfrak{g}^3\), we suspect that the corresponding category of \(g\)-Harish-Chandra modules is trivial, i.e. that the universal induced modules are already simple. Unfortunately, these modules cannot be obtained by localizing the highest weight modules, which is most likely related to the failure of Duflo’s theorem on annihilators of simple modules for these Lie algebras. The upshot of all these remarks is that the results of the present paper together with those of \([MM20]\) seem to cover all the categories of \(g\)-Harish-Chandra modules over conformal Galilei algebra which are possible to understand via category \(\mathcal{O}\).

Throughout the paper we use results from Section 6. That section contains technical combinatorial calculations, which are independent of the previous sections. The penultimate section of the paper, Section 5, contains a crucial (but lengthy) combinatorial argument needed in the proof of one of the auxiliary statements (Lemma 19) which pave the way for the main Theorem 24.
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2. Notation and preliminaries

For a Lie algebra \(a\), we denote by \(U(a)\) the universal enveloping algebra of \(a\). Tensor products which do not come with a subscript are considered to be over \(\mathbb{C}\).

2.1. \(g\)-Harish-Chandra modules. Fix a finite-dimensional semi-simple Lie algebra \(\mathfrak{L}\) over \(\mathbb{C}\), and fix its Levi decomposition \(\mathfrak{L} \cong \mathfrak{g} \ltimes \mathfrak{t}\). This is a semi-direct product, where \(\mathfrak{g}\) is a maximal semi-simple Lie subalgebra, unique up to conjugation, and \(\mathfrak{t} = \text{Rad} \mathfrak{L}\) is the radical of \(\mathfrak{L}\), i.e., the unique maximal solvable ideal.

An \(\mathfrak{L}\)-module \(M\) is \(g\)-loocally finite, if any element of \(M\) is contained in a finite-dimensional \(g\)-submodule of \(M\). The multiplicity of a simple finite-dimensional \(g\)-module \(L\) in a \(g\)-locally finite \(\mathfrak{L}\)-module \(M\), i.e., \(\dim \text{Hom}_g(L, M)\), is denoted by \([M : L]\).

Definition 1. An \(\mathfrak{L}\)-module \(M\) is called a \(g\)-Harish-Chandra module, if it is \(g\)-locally finite, and \([M : L]\) is finite for any simple finite-dimensional \(g\)-module \(L\).

A simple \(g\)-submodule of a \(g\)-Harish-Chandra module \(M\) is called a \(g\)-type of \(M\). The sum of all \(g\)-submodules of \(M\) isomorphic to a given \(g\)-type is called the \(g\)-isotypic component of \(M\) determined by this \(g\)-type.

Fix a Cartan subalgebra \(h \subseteq \mathfrak{g}\) and a positive root system \(\Delta^+(\mathfrak{g}, h)\), and a non-degenerate symmetric invariant bilinear form \(\langle -, - \rangle\) on \(h^*\). We say that a weight \(\lambda \in h^*\) is dominant if \(\langle \lambda, \alpha \rangle \geq 0\) for all positive roots \(\alpha\), and integral if \(\langle \lambda, \alpha \rangle \in \mathbb{Z}\) for all positive roots \(\alpha\). For \(\lambda \in h^*\) we denote by \(L(\lambda)\) the unique simple \(g\)-module with highest weight \(\lambda\). The module \(L(\lambda)\) is finite-dimensional if and only if \(\lambda\) is dominant and integral (and therefore automatically regular with respect to the dot-action), cf. \([Hum72]\).
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Fix a Cartan subalgebra \(h \subseteq \mathfrak{g}\) and a positive root system \(\Delta^+(\mathfrak{g}, h)\), and a non-degenerate symmetric invariant bilinear form \(\langle -, - \rangle\) on \(h^*\). We say that a weight \(\lambda \in h^*\) is dominant if \(\langle \lambda, \alpha \rangle \geq 0\) for all positive roots \(\alpha\), and integral if \(\langle \lambda, \alpha \rangle \in \mathbb{Z}\) for all positive roots \(\alpha\). For \(\lambda \in h^*\) we denote by \(L(\lambda)\) the unique simple \(g\)-module with highest weight \(\lambda\). The module \(L(\lambda)\) is finite-dimensional if and only if \(\lambda\) is dominant and integral (and therefore automatically regular with respect to the dot-action), cf. \([Hum72]\).
The standard basis elements for $\mathfrak{sl}_2$ will be denoted, as usual, by $f$, $h$, $e$. We denote by $v_n, v_{n-2}, \ldots, v_{-n}$ a basis of the finite-dimensional $\mathfrak{sl}_2$-module $L(n)$, $n \geq 0$, such that each $v_i$ is a weight vector of weight $i$, and $[e, v_{n-2i}] = (n-i+1)v_{n-2i+2}$, for $i \in \{1, 2, \ldots, n\}$, cf. [Maz10, Hum72].

2.2. **On existence of simple infinite-dimensional $\mathfrak{g}$-Harish-Chandra modules.** Let us recall the setup from [MM20, Subsection 6.2]. Fix a finite-dimensional Lie algebra $\mathfrak{L}$ with a Levi decomposition $\mathfrak{L} \cong \mathfrak{g} \times \mathfrak{t}$ and assume that

$$\mathfrak{t} \text{ is abelian}.$$ 

Such a Lie algebra is called a generalized Takiff Lie algebra. We consider the purely radical part $\overline{Z(\mathfrak{L})} := Z(\mathfrak{L}) \cap U(\mathfrak{t})$ of the center $Z(\mathfrak{L})$ of $U(\mathfrak{L})$. Since $\mathfrak{t}$ is assumed to be abelian, it is obvious that $\overline{Z(\mathfrak{L})} = U(\mathfrak{t})^G$, the $\mathfrak{g}$-invariants in $U(\mathfrak{t}) \cong \text{Sym}(\mathfrak{t})$ with respect to the adjoint action.

For brevity, algebra homomorphisms $\chi : \overline{Z(\mathfrak{L})} \to \mathbb{C}$ will be called radical central characters. We say that an $\mathfrak{L}$-module $M$ has radical central characters $\chi$, if each element $z$ of the purely radical part of the center acts on $M$ as the scalar $\chi(z)$.

For $\lambda \in \mathfrak{h}^*$ dominant and integral, i.e., such that $L(\lambda)$ is finite-dimensional, we have the universal module

$$Q(\lambda) := \text{Ind}^L_\mathfrak{g} L(\lambda) = U(\mathfrak{L}) \otimes_{U(\mathfrak{g})} L(\lambda) \cong U(\mathfrak{t}) \otimes C_l L(\lambda) \cong \text{Sym}(\mathfrak{t}) \otimes L(\lambda).$$

Clearly, it is $\mathfrak{g}$-locally finite. Analogously to [MM20, Proposition 6], one can show that

$$\text{End} Q(0) \cong \overline{Z(\mathfrak{L})}.$$

Given also a radical central character $\chi : \overline{Z(\mathfrak{L})} \to \mathbb{C}$, we define

$$Q(\lambda, \chi) := Q(\lambda)/\mathfrak{m}_\chi Q(\lambda),$$

where $\mathfrak{m}_\chi := \text{Ker} \chi$ is the maximal ideal in $\overline{Z(\mathfrak{L})}$ corresponding to $\chi$. By definition, $Q(\lambda, \chi)$ has radical central character $\chi$.

From [Kna88, Proposition 6.5], we have $Q(\lambda) \cong Q(0) \otimes_C L(\lambda)$, and from this and the right-exactness of tensor products we conclude

$$Q(\lambda, \chi) \cong Q(0, \chi) \otimes_C L(\lambda).$$

In the formulas above, $L(\lambda)$ is considered to be an $\mathfrak{L}$-module with the trivial action of $\mathfrak{t}$, and the tensor product is that of $\mathfrak{L}$-modules.

Since $Q(0, \chi)$ is generated by its unique copy of $L(0)$, it follows that it has the unique simple quotient $V(0, \chi)$. From [MM20] we know that $Q(0, \chi) = V(0, \chi)$ when $\mathfrak{L}$ is the Takiff $\mathfrak{sl}_2$, but generally it fails, for example when $\mathfrak{t} \cong \mathfrak{sl}_4$ as a $\mathfrak{g}$-module.

**Proposition 2** ([MM20, Proposition 6.2]). Fix a radical central character $\chi$.

- $V(0, \chi)$ is the unique simple $\mathfrak{L}$-module having both radical central character $\chi$ and the trivial $\mathfrak{g}$-module as one of its types.

- If $[\mathfrak{g}, \mathfrak{t}] = \mathfrak{t}$, then $V(0, \chi)$ is either the trivial $\mathfrak{L}$-module (precisely when $\chi$ is the radical central character of the trivial $\mathfrak{L}$-module), or infinite-dimensional.

- $V(0, \chi)$ is a $\mathfrak{g}$-Harish-Chandra module.
3. \( \mathfrak{sl}_2 \)-Harish-Chandra modules for \( \mathfrak{sl}_2 \rtimes L(4) \)

3.1. The Lie algebra \( \mathfrak{L}^4 = \mathfrak{sl}_2 \rtimes L(4) \). For the remainder of this section, we fix and work with the conformal Galilei algebra \( \mathfrak{L} := \mathfrak{L}^4 \).

The purely radical part \( \text{Sym}(\mathfrak{t})^g \) is a polynomial algebra in two algebraically independent elements, homogeneous of degrees 2 and 3 (cf. \cite[Lecture XVIII]{Hil93}). This can be seen from (19). Moreover, one can solve a system of linear equations to get these elements explicitly:

\[
\begin{align*}
C_2 &= v_0^2 - 3v_0v_2 + 12v_4, \\
C_3 &= 9v_0^3 - v_0v_2v_2 + 27v_2^2v_4 + 27v_2v_4^2 - 36v_4v_4.
\end{align*}
\]

Therefore we identify radical central characters \( \chi \) with pairs of complex numbers \((\chi(C_2), \chi(C_3))\).

**Proposition 3.** The algebra \( \text{Sym}(\mathfrak{t}) \) is free over the invariants \( \text{Sym}(\mathfrak{t})^g = \mathbb{C}[C_2, C_3] \). In particular, the \( g \)-structure of the module \( Q(0, \chi) \) does not depend on radical central character \( \chi \).

**Proof.** Since neither of the elements \( C_2 \) and \( C_3 \) have the constant term, they generate a proper ideal in \( \text{Sym}(\mathfrak{t}) \). In other words, \( C_3 \) is not invertible in \( \text{Sym}(\mathfrak{t})/(C_2) \). It is not hard to see that \( C_2 \) is irreducible in \( \text{Sym}(\mathfrak{t}) \). Since \( \text{Sym}(\mathfrak{t}) \) is a unique factorization domain, and since \( C_2 \) does not divide \( C_3 \), we have that \( C_3 \) is not a zero-divisor in \( \text{Sym}(\mathfrak{t})/(C_2) \). Therefore, \( (C_2, C_3) \) is a regular sequence, and the claim now follows from the main result of \cite{FO05}. \( \square \)

**Proposition 4.** The modules \( Q(0, \chi) \) are \( g \)-Harish-Chandra, with multiplicities:

\[
[Q(0, \chi): L(l)] = \begin{cases} 
\frac{l+1}{4} : & l \equiv 0 \pmod{4}, \\
\frac{l-2}{4} : & l \equiv 2 \pmod{4}, \\
0 : & l \text{ odd}.
\end{cases}
\]

**Proof.** From Proposition 3 we know that it is enough to consider only \( \chi = (0,0) \). In that case, the result follows from Proposition 33 and 20. \( \square \)

**Remark 5.** Note that (20) gives us in fact more information than what is stated in Proposition 4, namely, we can read off multiplicities in each degree of \( Q(0,0) \) as follows:

\[
\begin{array}{c|c}
\text{k} & \text{degree k part of } Q(0,0) \\
\hline
0 & L(0) \\
1 & L(4) \\
2 & L(4) \oplus L(8) \\
3 & L(6) \oplus L(8) \oplus L(12) \\
4 & L(8) \oplus L(10) \oplus L(12) \oplus L(16) \\
\vdots & \vdots \\
k & L(2k) \oplus L(2k+2) \oplus \ldots \oplus L(4k-6) \oplus L(4k-4) \oplus L(4k) \\
\vdots & \vdots
\end{array}
\]

**Remark 6.** From Proposition 4 we immediately get \( [Q(0, \chi): L(2)] = 0 \), which was proved in \cite{MM20} in two different, more complicated ways (cf. the proof of \cite[Proposition 71]{MM20}, either \cite[Lemma 68]{MM20} using \cite{HLS18}, or Remark 69).
3.2. **Highest weight modules.** Let us recall from [LMZ14] the structure of simple highest weight $\mathfrak{L}^4$-modules. Let $\tilde{h} := \text{span}\{h, v_0\}$ denote the (generalized) Cartan subalgebra of $\mathfrak{L}^4$. We have the generalized triangular decomposition $\mathfrak{L}^4 = \tilde{h}_- \oplus \tilde{h} \oplus \tilde{n}_+,$ where $\tilde{n}_- := \text{span}\{f, v_{-2}, v_{-4}\}$ and $\tilde{n}_+ := \text{span}\{e, v_2, v_4\}$. Put also $\tilde{b} := \tilde{h} \oplus \tilde{n}_+.$

Elements $\Lambda \in \tilde{b}^*$ will be identified with pairs $(\lambda, \mu),$ where $\lambda := \Lambda(h)$ and $\mu = \Lambda(v_0).$ Denote by $\Delta(\Lambda)$ the Verma module for $\mathfrak{L}^4$ with highest weight $\Lambda$, i.e.

$$\Delta(\Lambda) := \text{Ind}_{\tilde{b}}^{\mathfrak{L}^4} C_{\Lambda} = U(\tilde{b}) \otimes \mathbb{C} \cong U(\tilde{n}_-) \otimes \mathbb{C},$$

where $C_{\Lambda}$ is the 1-dimensional $U(\tilde{b})$-module where $\tilde{h}$ acts via $\lambda$ and $\tilde{n}_+$ as 0. Denote by $L(\Lambda)$ the unique simple quotient of $\Delta(\Lambda)$.

We reserve the following notation for the semi-simple part $g = \mathfrak{s}\mathfrak{l}_2$: the Verma module for $g$ is denoted by $\Delta^g(\lambda - 2k),$ $k \in \mathbb{Z}_{\geq 0}$ respectively, all with multiplicity one.

From [LMZ14 Theorem 4] we have the following:

**Corollary 7.** Fix $\Lambda \in \tilde{b}^*$. If $\mu = 0,$ then $\mathfrak{t}$ annihilates $L(\Lambda)$, and $L(\Lambda)$ is as a $g$-module isomorphic to $L(\lambda)$. If $\mu \neq 0,$ then $L(\Lambda)$ has a $g$-filtration with subquotients $g$-Verma modules $\Delta^g(\lambda - 2k),$ $k \in \mathbb{Z}_{\geq 0}$ respectively, all with multiplicity one.

Here we give more detailed description of highest weight modules, and which will later be translated to $g$-Harish-Chandra modules.

**Proposition 8.**

(a) For any $\Lambda = (\lambda, \mu)$ there is a unique up to a non-zero scalar non-zero homomorphism $\Delta(\lambda - 4, \mu) \to \Delta(\lambda, \mu).$ Moreover, it is an injection.

(b) If $\mu \neq 0,$ then $\Delta(\lambda, \mu)/\Delta(\lambda - 4, \mu) \cong L(\lambda, \mu)$.

(c) Assume $\mu \neq 0$. The Verma module $\Delta(\lambda, \mu)$ is uniserial. More precisely, there is an infinite tower of submodules

$$\Delta(\lambda, \mu) \supseteq \Delta(\lambda - 4, \mu) \supseteq \Delta(\lambda - 8, \mu) \supseteq \ldots$$

such that $\bigcap_{k \geq 0} \Delta(\lambda - 4k, \mu) = 0$, with subquotients respectively $L(\lambda, \mu), L(\lambda - 4, \mu), L(\lambda - 8, \mu), \ldots$, and this tower is a unique composition series of $\Delta(\lambda, \mu)$.

**Proof.** Denote by $w$ the highest weight vector in $\Delta(\lambda, \mu)$. The weight space of weight $\lambda - 4$, denoted by $\Delta(\lambda, \mu)_{\lambda - 4}$, is spanned by $v_{-4} \otimes w, v_{-2}^2 \otimes w, f v_{-2} \otimes w$ and $f^2 \otimes w$. One can check that

$$v_{-2}^2 \otimes w - 4 \mu v_{-4} \otimes w$$

is the only (up to scalar) $v_0$-eigenvector of eigenvalue $\mu$ annihilated by $e, v_2$ and $v_4$. This gives the unique non-trivial homomorphism. It is injective for the same reason as in the classical case, namely $U(\mathfrak{L}^4)$ is an integral domain. This proves the first claim.

The second claim is proved using Corollary 7 and comparing the $g$-characters of the three modules in question. Recall that characters of Verma modules are given by Kostant’s partition function. In our case, one can easily calculate

$$\dim \Delta(\lambda, \mu)_{\lambda - 2k} = \begin{cases} \frac{k^2 + 4k + 4}{4} & : k \text{ even}, \\ \frac{k^2 + 4k + 3}{4} & : k \text{ odd}. \end{cases}$$
It is enough to verify \( \dim \Delta(\lambda, \mu)_{\lambda - 2k} = \dim \Delta(\lambda - 4, \mu)_{\lambda - 2k} + \dim L(\lambda, \mu)_{\lambda - 2k} \) for any \( k \geq 0 \), which is easy and therefore omitted.

The existence part of the last claim follows directly from the first two claims. For the uniqueness, it is enough to show that there is no proper submodule \( M \subseteq \Delta(\lambda, \mu) \) which is not contained in \( \Delta(\lambda - 4, \mu) \). But this is clear since the quotient in the second claim is simple.

We will need a generalization of [MM20, Lemma 72]:

**Proposition 9.** Assume \( \mu \neq 0 \).

- In the category of \( h \)-weight \( \Sigma^4 \)-modules, we have:
  \[
  \text{Ext}^1(L(\lambda, \mu), L(\lambda', \mu')) = \begin{cases} 
  C & : \mu = \mu' \text{ and } |\lambda - \lambda'| \in \{0, 4\}, \\
  0 & : \text{otherwise}.
  \end{cases}
  \]

- In the category of \( h \)-weight \( \Sigma^4 \)-modules with radical central character, we have:
  \[
  \text{Ext}^1(L(\lambda, \mu), L(\lambda', \mu')) = \begin{cases} 
  C & : \mu = \mu' \text{ and } |\lambda - \lambda'| = 4, \\
  0 & : \text{otherwise}.
  \end{cases}
  \]

**Proof.** If \( \mu \neq \mu' \), then there are no non-trivial extensions because the modules have different radical central characters. So assume \( \mu = \mu' \). Consider an extension

\[
0 \to L(\lambda', \mu) \hookrightarrow M \twoheadrightarrow L(\lambda, \mu) \to 0
\]

Assume that \( \lambda' < \lambda \). From this assumption it follows that the weight space \( M_\lambda \) of \( M \) of weight \( \lambda \) has \( \dim M_\lambda = 1 \), so a preimage in \( M \) of the highest weight vector of \( L(\lambda, \mu) \) is a non-zero weight vector of the same weight, annihilated by \( e, v_2 \) and \( v_4 \), and is also a \( v_0 \)-eigenvector with eigenvalue \( \mu \). Therefore, the Verma module \( \Delta(\lambda, \mu) \) maps to \( M \). Assume it maps subjectively, since otherwise the extension would be trivial. From Proposition 8 it follows that \( \lambda' = \lambda - 4 \), and \( M \) is uniquely given as \( \Delta(\lambda - 8, \mu) \). Note that this extension has the same radical central character.

The case \( \lambda' > \lambda \) follows from applying the simple preserving duality to (3), analogously as in the classical case (except that here it works only on modules of finite length).

Assume now \( \lambda' = \lambda \), and that (3) is not split. Then \( M_\lambda \) is a two-dimensional simple \( U(\tilde{\mathfrak{b}}) \)-module, on which \( \tilde{n}_+ \) acts as 0, \( \mathfrak{n} \) acts diagonally as \( \lambda \), and \( v_0 \) as \( \begin{pmatrix} \mu & 1 \\ 0 & \mu \end{pmatrix} \) in some basis. Note that such a module is independent of \( M \), and denote it by \( C^2_{(\lambda, \mu)} \). Denote the module \( \tilde{\Delta}(\lambda, \mu) := U(\Sigma^4) \otimes_{U(\tilde{\mathfrak{b}})} C^2_{(\lambda, \mu)} \), and note that it gives the unique non-split self-extension of the Verma module \( 0 \to \tilde{\Delta}(\lambda, \mu) \hookrightarrow \Delta(\lambda, \mu) \to 0 \).
By adjunction, the module $\hat{\Delta}(\lambda, \mu)$ surjects onto $M$. Denote by $K$ the kernel of this surjection. Note that the following diagram

\[
\begin{array}{cccc}
0 & \to & \mathbf{L}(\lambda, \mu) & \to & M & \to & \mathbf{L}(\lambda, \mu) & \to & 0 \\
0 & \to & \Delta(\lambda, \mu) & \to & \hat{\Delta}(\lambda, \mu) & \to & \Delta(\lambda, \mu) & \to & 0 \\
\Delta(\lambda - 4, \mu) & \to & K & \to & \Delta(\lambda - 4, \mu) & \to & 0 \\
0 & \to & 0 & \to & 0 & \to & 0
\end{array}
\]

commutes, where we used Proposition 8 to get the first and third column. By the $3 \times 3$-lemma, we get a canonical exact sequence

\[
0 \to \Delta(\lambda - 4, \mu) \hookrightarrow K \twoheadrightarrow \Delta(\lambda - 4, \mu) \to 0
\]

completing the third row of the above commutative diagram. By the previous paragraph, we must have $K \cong \hat{\Delta}(\lambda - 4, \mu)$ or $K \cong \Delta(\lambda - 4, \mu) \oplus \Delta(\lambda - 4, \mu)$.

Denote the basis of $\mathbb{C}^2(\lambda, \mu)$ in which $v_0$ acts as \begin{pmatrix} \mu & 1 \\ 0 & \mu \end{pmatrix} by $\{w_1, w_2\}$. One can check that the subspace of $\hat{\Delta}(\lambda, \mu)$ of weight $\lambda - 4$ annihilated by $\bar{a}_+$ is two-dimensional, and spanned by

\[
x_1 := v_{-2}^2 \otimes w_1 - 4\mu v_{-4} \otimes w_1, \quad x_2 := -4v_{-4} \otimes w_1 + v_{-2}^2 \otimes w_2 - 4\mu v_{-4} \otimes w_2.
\]

Observe that $v_0 \cdot x_1 = \mu x_1$ and $v_0 \cdot x_2 = x_1 + \mu x_2$, which means that $\text{span}\{x_1, x_2\}$ is as a $\mathfrak{b}$-module isomorphic to $\mathbb{C}^2(\lambda - 4, \mu)$. This implies that $K \cong \hat{\Delta}(\lambda - 4, \mu)$, and is generated by $x_1, x_2$, which uniquely determines $M$.

Conversely, the $\mathfrak{b}$-homomorphism $\mathbb{C}^2(\lambda - 4, \mu) \cong \text{span}\{x_1, x_2\} \hookrightarrow \hat{\Delta}(\lambda, \mu)$ induces by adjunction an $\mathfrak{sl}_2$-homomorphism $\hat{\Delta}(\lambda - 4, \mu) \to \hat{\Delta}(\lambda, \mu)$ such that the diagram below commutes. By the 5-lemma, this homomorphism is injective.

\[
\begin{array}{cccc}
0 & \to & \mathbf{L}(\lambda, \mu) & \to & \hat{\Delta}(\lambda, \mu) / \Delta(\lambda - 4, \mu) & \to & \mathbf{L}(\lambda, \mu) & \to & 0 \\
0 & \to & \Delta(\lambda, \mu) & \to & \hat{\Delta}(\lambda, \mu) & \to & \Delta(\lambda, \mu) & \to & 0 \\
0 & \to & \Delta(\lambda - 4, \mu) & \to & \hat{\Delta}(\lambda - 4, \mu) & \to & \Delta(\lambda - 4, \mu) & \to & 0 \\
0 & \to & 0 & \to & 0 & \to & 0
\end{array}
\]
By the $3 \times 3$-lemma, we have an exact sequence
\[ 0 \to \mathbf{L}(\lambda, \mu) \to \widehat{\Delta}(\lambda, \mu)/\widehat{\Delta}(\lambda - 4, \mu) \to \mathbf{L}(\lambda, \mu) \to 0, \]
which is clearly non-split. Note that $C_2, C_3$ do not act as scalars on this extension, so it does not have a radical central character.

**Lemma 10.** Assume $\mu \neq 0$. The inclusions $\Delta(\lambda - 4, \mu) \hookrightarrow \Delta(\lambda, \mu)$ (cf. Proposition 3) are split in the category of $g$-modules.

**Proof.** First, observe that the claim is true if $\lambda \leq -2$, since then all $g$-composition factors of $\Delta(\lambda, \mu)$ are anti-dominant $g$-Verma modules (cf. Proposition 8 and Corollary 7), and therefore cannot extend among themselves.

Next, assume that the map $\Delta(\lambda - 4, \mu) \hookrightarrow \Delta(\lambda, \mu)$ is $g$-split, for some $\lambda$. We tensor this with $L(1)$ to get a $g$-split map
\[ \Delta(\lambda - 5, \mu) \oplus \Delta(\lambda - 3, \mu) \hookrightarrow \Delta(\lambda - 1, \mu) \oplus \Delta(\lambda + 1, \mu), \]
where we use Proposition 9 to see that $\Delta(\lambda, \mu) \otimes L(1)$ splits into a direct sum of Verma modules in the category of $\mathfrak{g}$-modules. From Proposition 8 we get that (4) restricts to $\Delta(\lambda - 3, \mu) \hookrightarrow \Delta(\lambda + 1, \mu)$, which is therefore also $g$-split. The claim now follows by induction. \(\square\)

### 3.3. Enright-Arkhipov completion.

Fix an ad-nilpotent element $x \in \mathfrak{L}$ (for example $f$, or $v_1$, which we will use), and denote by $U(x)$ the localization of the universal enveloping algebra $U := U(\mathfrak{L})$ by the multiplicative set generated by $x$. This localization satisfies the Ore conditions by [Mat00, Lemma 4.2.]. Define the $U$-$U$-bimodule $S_x := U(x)/U$. Recall the functor on $\mathfrak{L}$-modules
\[ \mathbf{E}\mathbf{A} := e \left( S_f \otimes_{U} - \right) \]
from [MM20, Definition 20]. Put shortly, $\mathbf{E}\mathbf{A}(M)$ is defined by first localizing $M$ by the multiplicative subset generated by the negative root vector $f$ in the $\mathfrak{s}\mathfrak{l}_2$-subalgebra (i.e., $U(f) \otimes_U M$), then factoring the canonical image of $M$ out of the localization, and finally taking the $e$-finite part of the quotient, where $e$ is the positive root vector in the $\mathfrak{s}\mathfrak{l}_2$-subalgebra. If $f$ acts injectively on $M$ (as is the case e.g. for Verma modules), than the canonical map $M \to U(f) \otimes_U M$ is injective.

The functor $\mathbf{E}\mathbf{A}$ is a combination of two similar functors, originally given by Enright in [Enr79], and Arkhipov in [Ark04]. See also [Deo80, AS03, KM02, KM05].

The functor $\mathbf{E}\mathbf{A}$ commutes with the forgetful functor to $\mathfrak{g}$-modules, and with tensoring with finite-dimensional modules, cf. [MM20, Proposition 21]. The action of $\mathbf{E}\mathbf{A}$ on the Verma modules for $\mathfrak{g}$ and the indecomposable projective modules in the category $\mathcal{O}$ for $\mathfrak{g}$ is given in [MM20, Example 22].

Directly from Proposition 8 and Lemma 10 we have:

**Corollary 11.** The restriction of the functor $\mathbf{E}\mathbf{A}$ to the category consisting of subquotients of all $\Delta(\lambda, \mu)$ with $\lambda \in \mathbb{Z}$ and $\mu \in \mathbb{C} \setminus \{0\}$, is exact.

### 3.4. Simple g-Harish-Chandra modules.

In [MM20, Subsection 7.3] we classified simple $\mathfrak{g}$-Harish-Chandra modules for $\mathfrak{L} = \mathfrak{L}^4$ which appear in Enright-Arkhipov completions of simple highest weight modules. Using highest theory we were only able to deal with radical central characters of the form $(\mu^2, \mu^4)$ for some $\mu \in \mathbb{C} \setminus \{0\}$.

**Theorem 12 ([MM20, Theorem 67]).** Denote by $\mathcal{F}_{ss}$ the semi-simple additive category generated by simple subquotients of Enright-Arkhipov completions of simple highest weight $\mathfrak{L}^4$-modules with non-trivial radical central character.
(a) For each \( \mu \in \mathbb{C} \setminus \{0\} \), there is a unique, up to isomorphism, simple object \( V'(0, \mu) \) in \( \mathcal{F}_{ss} \) on which \( C_j \), where \( j = 2, 3 \), acts via \( \mu^j \) and which has \( g \)-types \( L(0), L(4), L(8), \ldots \), all multiplicity free.

(b) For each \( \mu \in \mathbb{C} \setminus \{0\} \), there is a unique, up to isomorphism, simple object \( V'(2, \mu) \) in \( \mathcal{F}_{ss} \) on which \( C_j \), where \( j = 2, 3 \), acts via \( \mu^j \) and which has \( g \)-types \( L(2), L(6), L(10), \ldots \), all multiplicity free.

(c) For each \( \mu \in \mathbb{C} \setminus \{0\} \) and for each \( i \in \mathbb{Z}^+ \), there is a unique, up to isomorphism, simple object \( V(i, \mu) \) in \( \mathcal{F}_{ss} \) on which \( C_j \), where \( j = 2, 3 \), acts via \( \mu^j \) and which has \( g \)-types \( L(i), L(i+2), L(i+4), \ldots \), all multiplicity free.

(d) The modules above provide a complete and irredundant list of representatives of isomorphism classes of simple objects in \( \mathcal{F}_{ss} \).

(e) Let \( V \) be a simple \( g \)-Harish-Chandra module on which \( C_j \), where \( j = 2, 3 \), acts via \( \mu^j \), for some \( \mu \in \mathbb{C} \setminus \{0\} \). Then \( V \) belongs to \( \mathcal{F}_{ss} \).

Note that for \( \chi = (\mu^2, \mu^3), \mu \in \mathbb{C} \setminus \{0\} \), the module \( V(0, \chi) \) (defined in Section 2.2) is denoted by \( V'(0, \mu) \) in Theorem 12.

A simple \( g \)-Harish-Chandra module with trivial radical central character is isomorphic to a finite-dimensional simple \( g \)-modules with the trivial action of \( \tau \). This follows from Proposition 2 and the self-adjunction of tensoring with a finite-dimensional simple \( g \)-module.

As a construction part of the proof of Theorem 12 we had proved:

**Proposition 13** ([MM20 Subsection 7.3]). Fix \( \Lambda \) with \( \lambda \in \mathbb{Z} \) and \( \mu \neq 0 \). Then:

\[
\text{EA}(L(\Lambda)) \cong \begin{cases} 
V'(0, \mu) \oplus V'(2, \mu) & : \lambda = -2, \\
V(\lambda + 2, \mu) & : \lambda \neq -2.
\end{cases}
\]

### 3.5. Projective \( g \)-Harish-Chandra modules.

Now we consider the category \( \mathcal{F} \) of finitely generated \( g \)-Harish-Chandra modules for \( \mathfrak{L}^4 \) with fixed radical central character \( \chi = (\mu^2, \mu^3) \), for \( \mu \in \mathbb{C} \setminus \{0\} \). Note that \( \mathcal{F} \) contains no finite-dimensional modules. This is an abelian category with finite-dimensional Hom-spaces. By [Kra15 Lemma 5.2 and Theorem 5.5], \( \mathcal{F} \) is a Krull-Schmidt category. Note that \( \mathcal{F} \) is Noetherian, but not Artinian.

Theorem 12 describes simple modules in \( \mathcal{F} \). When there is no possibility of confusion, we write the simple modules as \( V'(0), V'(2), V(1), V(2), V(3), \ldots \), as the radical central character is assumed to be fixed. Moreover, we will write \( Q(k) \) instead of \( Q(k, \chi) \).
Lemma 14. The following formulae hold:

\[
L(k) \otimes V'(0) \cong \begin{cases} 
  V'(0) \oplus V(2) \oplus V(4) \oplus \ldots \oplus V(k) & : k \equiv 0 \pmod{4}, \\
  V'(2) \oplus V(2) \oplus V(4) \oplus \ldots \oplus V(k) & : k \equiv 2 \pmod{4}, \\
  V(1) \oplus V(3) \oplus V(5) \oplus \ldots \oplus V(k) & : k \equiv 1 \pmod{2},
\end{cases}
\]

\[
L(k) \otimes V'(0) \cong \begin{cases} 
  V'(2) \oplus V(2) \oplus V(4) \oplus \ldots \oplus V(k) & : k \equiv 0 \pmod{4}, \\
  V'(0) \oplus V(2) \oplus V(4) \oplus \ldots \oplus V(k) & : k \equiv 2 \pmod{4}, \\
  V(1) \oplus V(3) \oplus V(5) \oplus \ldots \oplus V(k) & : k \equiv 1 \pmod{2},
\end{cases}
\]

Proof. Follows from [MM20] Remark 74 and induction on \(k\).

Note that \(P'(0) := Q(0) \to V'(0)\) is a projective cover of \(V'(0)\) in \(\mathcal{F}\), which follows from the construction of \(Q(0)\). Moreover, since \(L(k) \otimes -\) is exact and preserves projective objects, from Lemma 14 we see that any simple object in \(\mathcal{F}\) is a quotient of some projective module \(Q(k)\). Therefore, each simple object in \(\mathcal{F}\) has a unique up to isomorphism indecomposable projective cover in \(\mathcal{F}\), and these exhaust all indecomposable projective objects in \(\mathcal{F}\). We denote them by \(P'(0), P'(2), P(1), P(2), P(3), \ldots\) in the obvious notational relation with the simple objects.

Proposition 15. Let \(P \twoheadrightarrow V\) be a projective cover of a simple module in \(\mathcal{F}\). Then the multiplicity of \(P\) in the decomposition of \(Q(k)\) into indecomposables is exactly \([V : L(k)]\). In particular,

\[
Q(k) = \begin{cases} 
  P'(0) \oplus P(2) \oplus P(4) \oplus \ldots \oplus P(k) & : k \equiv 0 \pmod{4}, \\
  P'(2) \oplus P(2) \oplus P(4) \oplus \ldots \oplus P(k) & : k \equiv 2 \pmod{4}, \\
  P(1) \oplus P(3) \oplus P(5) \oplus \ldots \oplus P(k) & : k \equiv 1 \pmod{2}.
\end{cases}
\]

Proof. The multiplicity of \(P\) in \(Q(k)\) is equal to \(\dim \text{Hom}_\mathcal{F}(Q(k), V) = \dim \text{Hom}_\mathcal{F}(L(k), V) = [V : L(k)]\). The rest follows now from Theorem 12.

Proposition 16. The module \(P'(0)\) has a filtration with simple subquotients \(V'(0), V(4), V(8), V(12), \ldots\).

Proof. Follows by comparing the \(g\)-multiplicities of \(Q(0)\) according to Proposition 4 (cf. also Remark 5) and of the simple modules from Theorem 12.

Proposition 17. The module \(P(2k + 1), k \geq 0\), has a filtration with simple subquotients \(V(1), V(3), V(5), \ldots\).
Similarly, we have 

\[ P(1) \equiv Q(1) = L(1) \otimes Q(0), \]

and the claim follows from Proposition 16 and Lemma 14. For \( k = 1 \), observe that for a simple \( g \)-Harish-Chandra module \( V \) we have \( \text{Hom}_C(L(2) \otimes P(1), V) \equiv \text{Hom}_C(P(1), L(2) \otimes V) \). By Lemma 14, the latter \( \text{Hom} \) is non-zero only if \( V = V(1) \) or \( V = V(3) \), and having dimension 2 and 1, respectively. It follows that

\[ L(2) \otimes P(1) \cong P(1) \oplus P(1) \oplus P(3). \]

We can get \( g \)-types of the left-hand side above using the case \( k = 0 \), and Lemma 14 from which the claim of the proposition follows for \( k = 1 \). Similarly, one can check that for \( k > 1 \) we have

\[ L(2) \otimes P(2k + 1) \cong P(2k - 1) \oplus P(2k + 1) \oplus P(2k + 3), \]

from which the general statement follows by induction. \( \square \)

**Proposition 18.**

- \( P'(2) \) has a filtration with simple subquotients \( V'(2), V(4), V(8), V(12), \ldots \).
- For \( k \geq 0 \), the module \( P(4k + 2) \) has a filtration with simple subquotients \( V(2) \), \( V(2), V(6), V(6), V(10), V(10), \ldots \).
- For \( k \geq 1 \), the module \( P(4k) \) has a filtration with simple subquotients \( V'(0), V'(2), V(4), V(4), V(8), V(8), \ldots \).

**Proof.** Note that \( L(1) \otimes P'(2) \cong P(1) \), again by self-adjunction of \( L(1) \otimes - \) and Lemma 14. The composition factor \( V'(2) \) must appear in \( P'(2) \), and the rest of composition factors of \( P'(2) \) are uniquely determined, and can be easily reconstructed from the above isomorphism, by Lemma 14 and Proposition 17. This proves the first part.

Similarly, we have \( L(1) \otimes P(1) \cong P(0) \otimes P(2) \oplus P(2) \), which reveals the \( g \)-types of \( P(2) \) to be \( V(2), V(6), V(10), \ldots \), each with multiplicity 2. Finally, for \( k \geq 1 \) we have

\[ L(1) \otimes P(2k + 1) \cong P(2k) \oplus P(2k + 2), \]

from which, together with Proposition 17, the last two claims follow by induction. \( \square \)

### 3.6. Extensions and the quiver of \( \mathcal{F} \)

Denote

\[ N := \text{Ind}_{\mathfrak{g}}^\mathfrak{h} \Delta^\theta(-2), \quad N := \mathbb{N} / m_N \mathbb{N}, \]

where \( m_N := \text{Ker} \chi \) is the maximal ideal in \( Z(\mathfrak{g}) \) corresponding to our fixed radical central character \( \chi = (\mu^2, \mu^3) \), for \( \mu \in \mathbb{C} \setminus \{0\} \). Note that, directly from the definitions, we have the canonical surjection

\[ \varphi: N \twoheadrightarrow \Delta(-2, \mu). \]

**Lemma 19.** The kernel \( \text{Ker} \varphi \) is isomorphic, as a \( g \)-module, to a direct sum of projective modules in category \( \mathcal{O} \) for \( g \).

**Proof.** By the PBW Theorem, as a vector space, the induction from \( g \) to \( \mathfrak{h} \) is given by tensoring with \( U(\mathfrak{t}) \) over \( C \). Each homogeneous component of \( U(\mathfrak{t}) \) is finite dimensional and stable under the adjoint action of \( g \). Therefore we may consider the part of the induction given by tensoring with each such homogeneous component separately. Reducing further modulo the radical central character, the decomposition of this module can be read off from Remark 5. In particular, the homogeneous degree \( k \) part of \( N \) is given by

\[ (L(2k) \oplus L(2k + 2) \oplus \cdots \oplus L(4k - 6) \oplus L(4k - 4) \oplus L(4k)) \otimes \Delta^\theta(-2). \]

For \( m \geq 0 \), using [Maz10, Subsection 5.8], we have

\[ L(2m) \otimes \Delta^\theta(-2) \cong \Delta^\theta(-2 - 2m) \oplus P^\theta(-2 - 2m + 2) \oplus P^\theta(-2 - 2m + 4) \oplus \cdots \oplus P^\theta(-2). \]
Modulo the projective part, the highest weight of the summand $\Delta^g(-2-2m)$ is given by tensoring the highest weight of $\Delta^g(-2)$ with the lowest weight of $L(2m)$.

In the Verma module $\Delta(-2,\mu)$, the $g$-summand corresponding to $k$ is a direct sum of the $\Delta^g(-2-2m)$’s, for $m \in \{k,k+1,\ldots,2k\}$. Comparing now (7) and (8), we see that all we need to show is that, for each summand $L(2k+2i)$ in (7), the corresponding summand $\Delta^g(-2-2(k+i))$ in (8) does not belong to $\text{Ker} \varphi$. Since $\Delta^g(-2-2(k+i))$ comes from the lowest weight of $L(2k+2i)$, it is enough to show that the elements of the form $v^i_4v^{k-i}_{2}$, where $i = 0, 1, \ldots, k$, which obviously survive the projection $\varphi$ (together with all their linear combinations), generate all these lowest weights. In other words, we need to show that the adjoint $g$-submodule of $U(\mathfrak{m})$ generated by all elements of the form $v^i_4v^{k-i}_{2}$, where $i = 0, 1, \ldots, k$, is isomorphic to the $g$-module given by the decomposition (7). This is a non-trivial combinatorial statement which will be proved separately in Section 5 independently of the rest of the paper. This completes the proof. □

**Lemma 20.** There is an inclusion

$$Q(0) \hookrightarrow \text{EA}(\Delta(-2,\mu)).$$

**Proof.** Let us apply $\text{EA}$ to (5). Note that the modules there have filtrations with subquotients isomorphic to Verma modules for $g$. The functor $\text{EA}$ is left exact on modules with $g$-Verma flags since $S_f \otimes U^-$ is exact on such modules by [AS03 Theorem 2.2] and taking the $e$-locally finite submodule is manifestly left exact. Therefore, we get the exact sequence

$$0 \to \text{EA} (\text{Ker} \varphi) \hookrightarrow \text{EA} (N) \to \text{EA} (\Delta(-2,\mu)).$$

Because of Lemma 19 and [MM20 Example 22] we have $\text{EA} (\text{Ker} \varphi) = 0$. Moreover, since $\text{EA}$ commutes with tensoring with finite-dimensional modules (cf. [MM20 Proposition 21]), we have that it also commutes with $\text{Im} F$, and hence $\text{EA} (N) \cong Q(0)$. Since $\text{EA}$ commutes with quotienting to the correct radical central character, we have $\text{EA} (N) \cong Q(0)$. □

**Proposition 21.** The modules $P'(0)$ and $P'(2)$ have the radical filtrations respectively as follows:

\[
\begin{align*}
V'(0), & \quad V'(2), \\
\mid & \quad \mid \\
V(4), & \quad V(4) \\
\mid & \quad \mid \\
V(8), & \quad V(8) \\
\mid & \quad \mid \\
\vdots & \quad \vdots
\end{align*}
\]

**Proof.** From Lemma 20, Proposition 8 and Proposition 13 we see that the only composition factors that can extend in $Q(0)$ have parameters that differ by 4. Since $Q(0)$ is indecomposable, the claim about its structure follows. Taking this into account, and since by Proposition 15 we have $P'(0) \otimes L(2) \cong P'(2) \oplus P(2)$, we can see that the only way the composition factors of $P'(2)$ (cf. Proposition 18) can be arranged is exactly as claimed. □

**Proposition 22.** The first two layers of the radical filtrations of the projective modules $P(k)$, $1 \leq k \leq 4$, are given as

\[
\begin{align*}
\begin{array}{c}
V(1) \\
\mid \\
V(3) \\
\mid \\
V(5)
\end{array}
& \quad 
\begin{array}{c}
V(2) \\
\mid \\
V(6) \\
\mid \\
V(2)
\end{array} \\
\begin{array}{c}
V(3) \\
\mid \\
V(1) \\
\mid \\
V(7)
\end{array}
& \quad 
\begin{array}{c}
V(3) \\
\mid \\
V(1) \\
\mid \\
V(7)
\end{array} \\
\begin{array}{c}
V(4) \\
\mid \\
V(0) \\
\mid \\
V(8)\end{array}
& \quad 
\begin{array}{c}
V(4) \\
\mid \\
V(0) \\
\mid \\
V(8)
\end{array}
\end{align*}
\]
and for \( k \geq 5 \) as

\[
\begin{array}{c}
V(k) \\
V(k - 4) & V(k + 4).
\end{array}
\]

**Proof.** It follows from tensoring the radical filtration of \( P'(0) \) from Proposition 21 with \( L(k) \) using Lemma 14, and mathematical induction for \( k \geq 5 \).

As a corollary we now have a more precise version of Proposition 18:

**Corollary 23.** The radical filtrations of the projective modules \( P(k) \), \( k \geq 1 \), are given as follows:

\[
\begin{array}{c}
V(k) \\
V(k - 4) & V(k + 4) \\
V(k - 8) & V(k + 8) \\
\vdots & \vdots
\end{array}
\]

where the left branch eventually runs into one of the following four options, depending on \( k \pmod{4} \) respectively:

\[
\begin{array}{c}
V(4) & V(1) & V(2) & V(3) \\
V'(0) & V'(2) & V(3) & V(2) & V(1) \\
V(4) & V(7) & V(6) & V(5) \\
V(8) & V(11) & V(10) & V(9) \\
\vdots & \vdots & \vdots & \vdots
\end{array}
\]

**Proof.** Note that Proposition 22 gives all the extensions between simple objects in \( \mathcal{F} \). The claim follows by induction on \( k \), using the fact that \( L(1) \otimes P'(0) \cong P(1) \), \( L(1) \otimes P(1) \cong P'(0) \oplus P'(2) \oplus P(2) \), and \( L(1) \otimes P(k) \cong P(k - 1) \oplus P(k + 1) \) for \( k \geq 1 \).

The main result of the paper is the following theorem.

**Theorem 24.** The category \( \mathcal{F} \) decomposes into three blocks, with the following Gabriel quivers:

(a) The quiver

\[
\begin{array}{c}
\cdots \rightarrow V(11) \rightarrow V(7) \rightarrow V(3) \rightarrow V(1) \rightarrow V(5) \rightarrow V(9) \rightarrow \cdots
\end{array}
\]

with relations that all 2-cycles are equal to zero;
The quiver

\[ V(2) \rightarrow V(6) \rightarrow V(10) \rightarrow V(14) \rightarrow \ldots \]

with the following relations:

(i) all 2-cycles are equal to zero,

(ii) the loop at \( V(2) \) squares to zero;

The quiver

\[ V'(0) \rightarrow V(4) \rightarrow V(8) \rightarrow V(12) \rightarrow \ldots \]

with the following relations:

(i) all 2-cycles, except \( ab \) and \( cd \), are zero,

(ii) \( ab = cd \),

(iii) \( da = 0, bc = 0 \).

Proof. From the radical filtrations of the indecomposable projectives obtained above it follows that all relations described in the formulation of the theorem must hold. On the other hand, it is easy to check that the algebras described by these relations have exactly the right radical filtrations of the indecomposable projective modules. The claim follows.

3.7. On \( g \)-Harish-Chandra modules with generic radical central character. Because of the form of the central elements (1) and (2), one cannot obtain \( g \)-Harish-Chandra modules with radical central character \( \chi \) different from \( (\mu^2, \mu^3) \) for some \( \mu \) by localizing highest weight modules. We suspect that, in this case, the module \( Q(0, \chi) \) is simple. To develop our theory further to cover these cases, one would need a generalization of the highest weight theory for this Lie algebra.

Conjecture 25. If \( \chi \neq (\mu^2, \mu^3) \), for all \( \mu \in \mathbb{C} \), then the module \( Q(0, \chi) \) is simple.

4. Difficulties with other conformal Galilei algebras

4.1. The Lie algebra \( \mathfrak{L}^3 = \mathfrak{sl}_2 \ltimes L(3) \). The radical part of center \( \text{Sym}(\mathfrak{t})^g \) for \( \mathfrak{L}^3 \) is a polynomial algebra in one generator, the so called cubic discriminant

\[ C_4 := v_1^2 v_3^2 - 27 v_2^2 v_3^2 - 4 v_1^3 v_3 - 4 v_{-1} v_3^3 + 18 v_{-3} v_{-1} v_1 v_3, \]

cf. [Hil93] Lecture XVIII] (the proof follows from [15], up to solving a system of linear equations to determine exactly the coefficients of \( C_4 \)). So, radical central characters are identified with complex numbers. From the main result of [FO05] it follows directly that the algebra \( \text{Sym}(\mathfrak{t})^g \) is free as a module the invariants \( \text{Sym}(\mathfrak{t})^g = \mathbb{C}[C_4] \).

From Theorem 2 we have:

Corollary 26. For \( \chi \neq 0 \) the module \( V(0, \chi) \) is an infinite-dimensional simple \( g \)-Harish-Chandra module.
Remark 27. Corollary 25 also follows from the fact that \( Q(0, \chi) \) is a \( g \)-Harish-Chandra module, cf. [MM20 Proposition 64], which is proved using results from [HHL18]. A more direct proof of the fact that \( Q(0, \chi) \) is a \( g \)-Harish-Chandra module, and also of the \( g \)-multiplicity formula

\[
[Q(0, \chi) : L(l)] = l - 2 \left\lfloor \frac{l + 2}{3} \right\rfloor + 1,
\]

follows directly from Proposition 30 and (16). This, together with Remark 6, makes the results in the paper [MM20] independent of [HHL18].

Conjecture 28. For \( \chi \neq 0 \) the module \( Q(0, \chi) \) is simple.

Unfortunately one cannot apply highest-weight theory to study \( g \)-Harish-Chandra modules for \( \mathfrak{g}^3 \), since there is no zero-weight space in \( L(3) \). Therefore, all modules one might obtain this way are of trivial radical central character, and therefore uninteresting. As in Subsection 3.7 a hope is to find a correct generalized notion of highest weight modules, that would localize to \( g \)-Harish-Chandra modules for with a non-trivial radical central character.

4.2. The Lie algebra \( \mathfrak{g}^5 = \mathfrak{sl}_2 \ltimes L(5) \). The purely radical part of the center of \( U(\mathfrak{g}^5) \) is not a polynomial algebra. It is generated by four homogeneous elements, with degrees 4, 8, 12, 18, and there is one algebraic relation among them of order 36. The proof follows from [21]. This was known already in [Hil93 Lecture XVIII]).

Moreover, \( \text{Sym} \mathfrak{t} \) is not free over the invariant algebra \( (\text{Sym} \mathfrak{t})^g \). This follows from Proposition 30 and (22). Therefore, the \( g \)-structure of the module \( Q(0, \chi) \) may depend on \( \chi \).

4.3. The Lie algebra \( \mathfrak{g}^6 = \mathfrak{sl}_2 \ltimes L(6) \). Similarly to Subsection 4.2 the purely radical part of the center of \( U(\mathfrak{g}^6) \) is not a polynomial algebra. It is generated by five homogeneous elements, with degrees 2, 4, 6, 10, 15, and there is one algebraic relation among them of order 30. The proof follows from (23) (and was presumably known from the classical invariant theory).

Moreover, \( \text{Sym} \mathfrak{t} \) is not free over the invariant algebra \( (\text{Sym} \mathfrak{t})^g \). This follows from Proposition 30 and (24). Therefore, the \( g \)-structure of the module \( Q(0, \chi) \) may depend on \( \chi \).

5. Proof of Lemma 19

5.1. The Young lattice. Consider the simple oriented graph \( \Lambda \) representing the Hasse diagram of the Young lattice. The vertices of \( \Lambda \) are all partitions \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \), where \( \lambda_1 \geq \lambda_2 \geq \ldots \), of all non-negative integers, that is \( \lambda \vdash n \), for \( n \in \mathbb{Z}_{\geq 0} \). As usual, we identify partitions with the corresponding Young diagrams. We refer to [Sa01] for the standard terminology related to Young diagrams and partitions. For two vertices, \( \lambda \) and \( \mu \), there is a directed edge from \( \lambda \) to \( \mu \) if and only if \( \lambda \) can be obtained from \( \mu \) by removing one removable node. For \( n \in \mathbb{Z}_{\geq 0} \), let \( \Lambda_n \) denote the set of all vertices of \( \Lambda \) that are partitions of \( n \).

We will be interested in the full subgraph \( \Lambda^{(4)} \) of \( \Lambda \) whose vertices are all partitions \( \lambda \) such that \( \lambda_1 \leq 4 \). We fix a variable \( x \) and label the edges of \( \Lambda^{(4)} \) as follows:

- if \( \lambda \) is obtained from \( \mu \) by removing a node in the first column of \( \mu \), then the edge from \( \lambda \) to \( \mu \) is labeled by \( x - c \), where \( c \) is the length of the first column in \( \lambda \);
- if \( \lambda \) is obtained from \( \mu \) by removing a node in the \( m \)'s column of \( \mu \), where \( m > 1 \), then the edge from \( \lambda \) to \( \mu \) is labeled by the number of parts of \( \lambda \) that are equal to \( m - 1 \).

In Figure 4 one finds a depiction of an initial part of \( \Lambda^{(4)} \).
5.2. The matrix. For an oriented path $p$ in $\Lambda^{(4)}$, denote by $\gamma_p$ the product of the labels of all edges that form $p$. We set $\gamma_p = 1$, if $p$ is the trivial path for some vertex.

For $n \geq 1$, denote by $M_n$ the matrix

- whose rows are indexes by the partitions $(1^k)$, for $1 \leq k \leq n$,
- whose columns are indexes by the elements in $\Lambda_n^{(4)}$,
- the element in the intersection of the row indexed by $(1^k)$ and the column indexed by $\lambda$ is the sum of $\gamma_p$'s taken over all oriented path from $(1^k)$ to $\lambda$ in $\Lambda^{(4)}$ (as usual, the empty sum equals 0).

Here are some examples of $M_n$, for small $n$ (here the first column shows the indexes for all rows and the first row shows the indexes for all columns):

\[
\begin{align*}
M_1 : & \begin{pmatrix} 1 \end{pmatrix} \\
M_2 : & \begin{pmatrix} 2 \end{pmatrix} \\
M_3 : & \begin{pmatrix} 3 \end{pmatrix} \\
M_4 : & \begin{pmatrix} 4 \end{pmatrix}
\end{align*}
\]

\[
\begin{pmatrix}
(1) & 1 & 1 & 1 & 1 & 1 & 1 \\
(2) & x-1 & x-2 & x-3 & x-4 & x-5 & x-6 \\
(3) & \end{pmatrix}
\]

\[
\begin{pmatrix}
(1) & 1 & 3(x-1) & (x-1)(x-2) \\
(2) & 2 & 2 & 2 \\
(3) & 3 & x-3 \\
(4) & 1 \\
(1^2) & 0 & 0 & 0 & 0 & 0 & 0 \\
(2^2) & 2 & 2 & 2 & 2 \\
(3^2) & 3 & x-3 \\
(4^2) & 1 \\
(1^3) & 0 & 0 & 0 & 0 & 0 \\
(2^3) & 2 & 2 & 2 & 2 \\
(3^3) & 3 & x-3 \\
(4^3) & 1 \\
(1^4) & 0 & 0 & 0 & 0 & 0 \\
(2^4) & 2 & 2 & 2 & 2 \\
(3^4) & 3 & x-3 \\
(4^4) & 1 \\
\end{pmatrix}
\]

We note that $M_n$ is not a square matrix, in general. Also, for $n > 4$, it will always contain rows in which all non-zero entries have some factor of the form $x - l$. Our main observation about $M_n$ is the following:
Proposition 29. After the evaluation \( x = n \), the matrix \( M_n \) has rank \( n \).

Proof. We prove this claim using induction on \( n \), where the evaluation of \( x \) to \( n \) is made at the very last step.

The strategy of the proof is as follows: if we delete the row and the column corresponding to \( (1^n) \) from \( M_n \), all columns of the resulting matrix \( \tilde{M}_n \) are, by construction, linear combinations of the columns in \( M_{n-1} \).

Note that, going from \( M_{n-1} \) to \( M_n \), the rank is supposed to increase by 1. This increase by 1 corresponds to the row/column of \( (1^n) \) which we just deleted. So, we only need to show that the linear span of the columns of \( \tilde{M}_n \) coincides with the linear span of the columns of \( M_{n-1} \).

We will construct an injection \( \psi : \Lambda^{(4)}_{n-1} \to \Lambda^{(4)}_n \setminus \{(1^n)\} \) and consider the matrix \( N_n \)

- whose rows are indexed by \( \psi(\Lambda^{(4)}_{n-1}) \),
- whose columns are indexed by \( \Lambda^{(4)}_{n-1} \),
- the entry in the intersection of the row \( \psi(\lambda) \) and the column \( \mu \) equals the label of the arrow from \( \mu \) to \( \psi(\lambda) \) (treated as zero if \( \mu \not\rightarrow \psi(\lambda) \)).

Note that \( N_n \) is a square matrix by construction. We will prove that the determinant of \( N_n \) is non-zero. Moreover, we will show that, up to a non-zero integer factor, this determinant is a product of factors of the form \( x - i \), where \( i < n \). In particular, the determinant for each \( N_m \), where \( m \leq n \), remains non-zero after the evaluation \( x = n \).

Unfortunately, the construction is not uniform and depends on the parity of \( n \). The case of even \( n \) is easier and is described in Subsection 5.3. The case of odd \( n \) is more complicated and is described in Subsection 5.4. As soon as the constructions are presented and the properties described in the previous paragraph are established, the claim of the proposition follows. \(\square\)

5.3. The even case. For \( \mu \neq (1^{n-1}) \), we define \( \psi(\mu) \) as the partition obtained from \( \mu \) by adding one additional part 1 (i.e. by adding a new node in the first column). This definition is impossible for \( (1^{n-1}) \) since the partition \( (1^n) \) is forbidden. Therefore we define \( \psi((1^{n-1})) \) to be the partition \( (2\underline{2}) \).

Consider the dominance order on partitions, with the usual normalization that the element \( (n) \) is the maximum element of \( \Lambda_n \) with respect to this order. Let us fix a linear extension of the dominance order on \( \psi(\Lambda^{(4)}_{n-1}) \) such that our special partition \( (2\underline{2}) \) appears as early as possible. Then, removing the lowest possible removable node from an element of \( \psi(\Lambda^{(4)}_{n-1}) \), gives rise to a linear extension of the dominance order on \( \Lambda^{(4)}_{n-1} \). We write the matrix \( N_n \) following these fixed orderings of rows and columns. A fairly generic example, for \( n = 6 \), looks as follows:

|      | (1\(^5\)) | (2, 1\(^3\)) | (2\(^2\), 1\(^2\)) | (3, 1\(^2\)) | (3, 2) | (4, 1) |
|------|-----------|-------------|---------------------|-------------|------|------|
| (2, 1\(^5\)) | 5     | (x - 4)    | 0       | 0       | 0       | 0 |
| (2\(^2\), 1\(^2\)) | 0     | 3         | (x - 3)  | 0       | 0       | 0 |
| (2\(^3\)) | 0     | 0         | 1       | 0       | 0       | 0 |
| (3, 1\(^3\)) | 0     | 1         | 0       | (x - 3) | 0       | 0 |
| (3, 2, 1) | 0     | 2         | 2       | 0       | (x - 2) | 0 |
| (4, 1\(^2\)) | 0     | 0         | 0       | 1       | 0       | (x - 1) |

From this example we can observe that \( N_n \) becomes a lower block-triangular matrix. Here we have:

- The **magenta** square block whose rows are indexed by all partitions of the form \( (2^i, 1^j) \).
- The **violet** square block whose rows are indexed by the remaining partitions.
To justify this, we note that the partition \( (2^2) \) has exactly one removable node and hence the corresponding row has exactly one non-zero element, which is, moreover, equal to 1 and is on the diagonal due to our choice of orderings.

All other partitions of the form \( (2^i, 1^j) \), where \( j > 0 \), are linearly ordered by the exponent \( i \) and have exactly two removable nodes. Removing the removable node in the second column gives the diagonal coefficient \( j + 1 \), removing the removable node in the first column gives the coefficient \( x - (i + j - 1) \) immediately on the right of the diagonal. This implies the following:

- The magenta part is upper triangular with non-zero integers on the diagonal.
- We have only zeros to the right of the magenta part in \( N_n \).

This proves, in particular, that \( N_n \) is lower block-triangular, as claimed. Also, the determinant of the magenta block is a non-zero integer.

Let us now look at the violet block. Given \( \psi(\mu) \) which indexes a row there, the maximal, with respect to the dominance order, element which can be obtained from \( \psi(\mu) \) by removing a removable node is \( \mu \) itself, by construction of \( \psi(\mu) \). This is because removing nodes from higher rows can be interpreted as moving a node from a higher to a lower row, which decreases the dominance order, by definition. This proves that the violet block is lower triangular. The diagonal of this block consists if \( x - l \), where \( l \) is the height of the first column of the corresponding \( \mu \). In particular, \( l < n \). Consequently, up to a non-zero integer, the determinant of \( N_n \) is a product of such factors.

This completes the proof of all necessary properties of \( N_n \) in the case of even \( n \).

5.4. The odd case. For \( \mu \neq (1^{n-1}) \), we define \( \psi(\mu) \) as the partition obtained from \( \mu \) by adding one additional part 1 (i.e. by adding a new node in the first column). This definition is impossible for \( (1^{n-1}) \) since the partition \( (1^n) \) is forbidden. Therefore we define \( \psi((1^{n-1})) \) to be the partition \( (3, 2^{n-2}) \). We immediately see why this case will be more difficult: the partition \( (3, 2^{n-2}) \) has two removable nodes and there is no way around this issue due to the restriction that we work with \( \Lambda^{(i)} \) and not \( \Lambda \).

Similarly to the even case, we use the dominance order on partitions to order the indexes for the rows and columns in \( N_n \). Just like there, we get a block triangular matrix with the magenta block in which the rows are indexed by all partitions dominated by \( (3, 2^{n-2}) \) and the violet block corresponding to the rest. The properties of the violet block are exactly the same as in the even case. However, the magenta block is significantly more complex and we have to consider it separately. Again, here is a fairly generic example of this magenta block, for \( n = 11 \):

\[
\begin{array}{cccccccccccc}
(1^1) & (1^8) & (2^1, 1^6) & (2^3, 1^4) & (2^4, 1) & (2^6) & (3, 1^7) & (3, 2, 1^5) & (3, 2^2, 1^3) & (3, 2^3, 1) \\
(2, 1^9) & 10 & (x - 9) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(2^2, 1^8) & 0 & 8 & (x - 8) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(2^3, 1^7) & 0 & 0 & 6 & (x - 7) & 0 & 0 & 0 & 0 & 0 & 0 \\
(2^4, 1^6) & 0 & 0 & 0 & 4 & (x - 6) & 0 & 0 & 0 & 0 & 0 \\
(2^5, 1^5) & 0 & 0 & 0 & 0 & 2 & (x - 5) & 0 & 0 & 0 & 0 \\
(3, 1^8) & 0 & 1 & 0 & 0 & 0 & 0 & (x - 8) & 0 & 0 & 0 \\
(3, 2, 1^7) & 0 & 0 & 2 & 0 & 0 & 0 & 7 & (x - 7) & 0 & 0 \\
(3, 2^2, 1^5) & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 5 & (x - 6) & 0 \\
(3, 2^3, 1^3) & 0 & 0 & 0 & 0 & 4 & 0 & 0 & 0 & 3 & (x - 5) \\
(3, 2^4) & 0 & 0 & 0 & 0 & 0 & 5 & 0 & 0 & 0 & 1 \\
\end{array}
\]

Here we again use color to emphasize different patterns in the matrix:

- The teal color gives the coefficient after removing the removable node in the first column.
• The red color gives the coefficient after removing the other removable node in the first row of a partition of the form \((2, 1^j)\).
• The blue color gives the coefficient after removing the removable node in the first row of a partition which has a part equal to 3.
• The orange color gives the coefficient after removing the remaining removable node of a partition of the form \((3, 2^i, 1^j)\), with \(i \neq 0\).

We need to compute the determinant of this matrix. One could immediately note that we can delete the first row and the first column of the matrix (and record the non-zero factor in the determinant given by the coefficient \(n - 1\) in the \((1^n - 2), (1^{n-1})\)-entry).

Now we do the following reduction, illustrated by our specific example:

• Multiply the column for \((3, 2^i, 1)\) with \(-5\) and add it to the column for \((2^5)\). This will kill the entry \(5\) in the last row.
• Take out the common multiple \((x - 5)\) from the column of \((2^5)\). This will make the \((2^5, 1)\), \((2^5)\)-entry equal to \(1\).
• Multiply the column for \((2^5)\) with \(-2\) and add it to the column of \((2^4, 1)\). This will kill the entry \(2\) in the row of \((2^5, 1)\).

Now we have a unique non-zero entry in the row of \((2^5, 1)\), so we can delete this row and the column for \((2^5)\). The obtained matrix will be of the same form as the original one, but of smaller size. The only major difference is the coefficient in the entry \(((3, 2^3, 1^2), (2^4, 1))\). It is equal to \(4 - (-2)(-5)\), which is a sum of products of some non-zero entries of the original matrix.

Proceeding recursively in the same manner, we obtain that the determinant of our matrix equals the expression \((x - 5)(x - 6)(x - 7)(x - 8)\), up to a non-zero integer factor. The factor is non-zero as it is a non-trivial sum of products of the entries of the original matrix. Note that no signs appear (i.e. the two minus signs in the product \((-2)(-5)\) above cancel each other!)

The whole procedure as described above, clearly, works for an arbitrary odd \(n\) in a similar way. In particular, it follows that, up to a non-zero integer, the determinant of \(N_n\) is a product of the desired factors.

This completes the proof of all necessary properties of \(N_n\) in the case of odd \(n\).

5.5. Completing the proof of Lemma \[19\]

We want to show that the adjoint \(g\)-submodule of \(U(\tau)\) generated by all elements of the form \(v_{-4}^c v_{-2}^{k-1}\), where \(i = 0, 1, \ldots, k\), is isomorphic to the \(g\)-module given by the decomposition \((7)\). Another way to put it is as follows: we need to show that the elements \(a d_l^2 (v_{-4}^c v_{-2}^{k-1})\), for \(i = 0, 1, \ldots, k - 1\), (note: the value \(k\) is gone!) are linearly independent, because this is what we need to generate all \(k\) summands in the decomposition \((7)\).

It is convenient to rescale the basis \(\{v_{-4}, v_{-2}, v_0, v_2, v_4\}\) to a new basis \(\{w_{-4}, w_{-2}, w_0, w_2, w_4\}\) such that

\[ [e, w_{-4}] = w_{-2}, \quad [e, w_{-2}] = w_0, \quad [e, w_0] = w_2, \quad [e, w_2] = w_4, \quad [e, w_4] = 0. \]

With this convention, we identify the monomial \(w_{-4}^{a_4} w_{-2}^{b_{-2}} w_0^{c_0} w_2^{c_2} w_4^{c_4}\) with the partition \(\lambda \in \Lambda^{(4)}\) which has

• \(b\) parts equal to 1, then \(c\) parts equal to 2, then \(d\) parts equal to 3, and, finally, \(r\) parts equal to 4.

We note that the exponent \(a\) is not used. However, since \(k\) is fixed, we have \(a = k - b - c - d - r\). Note that \(l = b + c + d + r\) is exactly the height of the first column of \(\lambda\) and hence \(a\) is the evaluation of the corresponding coefficient \(x - l\) at \(x = k\).

Since \([e, \_]\) is a derivation, its application to \(w_{-4}^{a_4} w_{-2}^{b_{-2}} w_0^{c_0} w_2^{c_2} w_4^{c_4}\) results in a linear combination of monomials corresponding to \(\mu\) such that there is an edge \(\lambda \rightarrow \mu\) in \(\Lambda^{(4)}\) and the coefficient is given exactly by the label
of the corresponding edge (under the evaluation of $x$ to $k$, whenever appropriate). Therefore the fact that the elements $ad_i^j(v_{i-1}v_{k-2}^{k-1})$, for $i = 0, 1, \ldots, k - 1$, are linearly independent, translates exactly into the claim of Proposition 29.

6. Some generating functions related to symmetric powers of simple $sl_2$-modules

Here we collect technical computations which are elementary, and independent of previous sections. Algebraic manipulations with rational functions were computer assisted with SageMath v.8.9.

For $k, n, l \in \mathbb{Z}_{>0}$ we denote by $\text{Sym}^n(L(k))_l$ the $l$-weight space of the $n$-th symmetric power of $L(k)$. Define the following generating function:

$$F_l^{(k)}(q) := \sum_{n \geq 0} \dim(\text{Sym}^n(L(k))_l) \cdot q^n.$$ 

From these generating functions one can extract multiplicities of simple $sl_2$-modules in $\text{Sym} L(k)$. Namely,

$$F_l^{(k)}(q) - F_{l+2}^{(k)}(q) = \sum_{n \geq 0} [\text{Sym}^n(L(k)) : L(l)] \cdot q^n.$$ 

In particular, $F_l^{(k)}(q) - F_2^{(k)}(q)$ gives a lot of information on the invariant algebra $(\text{Sym} L(k))^\theta$. It is easy to see that $(\text{Sym} L(k))^\theta$ is a polynomial algebra if and only if $F_0^{(k)}(q) - F_2^{(k)}(q)$ is a product of functions of the form $\frac{1}{1-q}$, and that each $i$ appearing in the product gives a generator of degree $i$.

Denote by $m$ the ideal in $\text{Sym} L(k)$ generated by the invariants $(\text{Sym} L(k))^\theta$. The quotient $Q := \text{Sym} L(k)/m$ is also graded by the degree. Denote its graded components by $Q^n$. The following proposition follows from the definitions:

**Proposition 30.** Assume that $\text{Sym} L(k)$ is free over the invariants $(\text{Sym} L(k))^\theta$. Then

$$\frac{\sum_{n \geq 0} [\text{Sym}^n(L(k)) : L(l)] \cdot q^n}{\sum_{n \geq 0} [\text{Sym}^n(L(k)) : L(0)] \cdot q^n} = \sum_{n \geq 0} [Q^n : L(l)] \cdot q^n.$$ 

In particular, in this case for any $l \geq 0$ the power series of $\frac{F_l^{(k)}(q) - F_{l+2}^{(k)}(q)}{F_0^{(k)}(q) - F_2^{(k)}(q)}$ has only non-negative coefficients.

In this section we will calculate $F_l^{(k)}(q)$ in a closed form as a rational function, for $k$ up to 6. The first step is clear:

**Lemma 31.** We have

$$F_l^{(k)}(q) = \sum q^{a_0 + a_1 + \ldots + a_k},$$

where the sum is taken over all $(k+1)$-tuples of non-negative integers $(a_0, \ldots, a_k)$ satisfying the Diophantine equation

$$k \cdot a_0 + (k - 2) \cdot a_1 + (k - 4) \cdot a_2 + \ldots + (-k + 2) \cdot a_{k-1} + (-k) \cdot a_k = l.$$ 

**Proof.** Follows from considering the monomial basis of $\text{Sym} L(k)$ consisting of products of the weight vectors $v_i$ in $L(k)$. \qed
Lemma 32. We have
\[
F_l^{(0)}(q) = \begin{cases} 
 1 - q : l = 0, \\
 0 : l > 0,
\end{cases}
\quad F_l^{(1)}(q) = \frac{q^l}{1 - q^2},
\]
\[
F_l^{(2)}(q) = \begin{cases} 
 0 : l \text{ even}, \\
 \frac{q^l}{(1 - q)(1 - q^2)} : l \text{ odd}.
\end{cases}
\]

Proof. Easy calculation using Lemma 31.

The following lemma allows somewhat inductive approach in calculating \( F_l^{(k)} \).

Lemma 33. For \( k \geq 2 \) we have
\[
F_l^{(k)}(q) = \sum_{ka+kb-kc=l} a+b+c F_b^{(k-2)}(q) + \sum_{ka+kb-kc=l+1} a+b+c F_b^{(k-2)}(q)
\]

Proof. In the equation (12) denote \( a = a_0, c = a_k \) and the middle part \( b := (k-2)a_1 + \ldots + (-k+2)a_{k-1} \), and separate (11) into two sums depending on whether \( b \geq 0 \) or \( b < 0 \). In the latter sum rename \( b \) to \(-b-1\). This gives (13).

Proposition 34. We have
\[
F_1^{(3)}(q) = \begin{cases} 
 \frac{1 + q^2 + q^4 + q^{2l+2}}{(1 - q^2)^2(1 - q^4)} : l \equiv 0 \pmod{3}, \\
 \frac{1 + q^2 - q^{2l+4}}{(1 - q^2)^2(1 - q^4)} : l \equiv 1 \pmod{3}, \\
 \frac{1 + q^2 + q^{2l+2}}{(1 - q^2)^2(1 - q^4)} : l \equiv 2 \pmod{3},
\end{cases}
\]
\[
F_0^{(3)}(q) - F_2^{(3)}(q) = \frac{1}{1 - q^2} = 1 + q^2 + q^8 + \ldots,
\]
\[
\frac{F_1^{(3)}(q) - F_{l+2}^{(3)}(q)}{F_0^{(3)}(q) - F_2^{(3)}(q)} = \begin{cases} 
 \frac{1 + q^2 + q^{4l+2}}{1 + q^2 + q^{4l+4} + \ldots + q^l} : l \equiv 0 \pmod{3}, \\
 \frac{1 + q^2 + q^{4l+2}}{1 + q^2 + q^{4l+4} + \ldots + q^l} : l \equiv 1 \pmod{3}, \\
 \frac{1 + q^2 + q^{4l+2}}{1 + q^2 + q^{4l+4} + \ldots + q^l} : l \equiv 2 \pmod{3}.
\end{cases}
\]

Proof. Claims (15) and (16) follow from (14) by direct calculations. To prove (14), we use Lemma 33 and Lemma 32.

\[
F_l^{(3)}(q) = \frac{1}{1 - q^2} \left( \sum_{3a+kb-3c=l} a+b+c q^{a+b+c} + q \cdot \sum_{3a+kb-3c=l+1} a+b+c \right)
\]
Let us consider $A$ first. The equation $3a + b - 3c = l$ implies that $b \equiv l \pmod{3}$; put $b = 3b' + r$ and $l = 3l' + r$ for $r \in \{0, 1, 2\}$. We have

$$A = q^r \cdot \sum_{a+b'-c=r} q^{a+3b'+c} = q^r \cdot \sum_{b' \leq c} q^{l'(b'-c)+3b'+c} = q^{l'+r} \cdot \sum_{c \geq 0} q^{2c} \cdot \sum_{b'=0} q^{2b'} = \frac{q^{l'+r}}{1-q^2} \cdot \sum_{c \geq 0} q^{2c} \cdot (1 - q^{2c+2l'+2}) = \frac{q^{l'+r}}{1-q^2} \left( \frac{1}{1-q^2} - \frac{q^{2l'+2}}{1-q^4} \right).$$

Now we switch to $B$. Here it is more convenient to work out each case $l \pmod{3}$ separately. So assume $l \equiv 0 \pmod{3}$, the other cases being very similar. Put $l = 3l'$. The equation $3a - b - 3c = l + 1$ implies that $b = 3b' + 2$, so

$$B = q^2 \cdot \sum_{a-b'-c=l'+1} q^{a+3b'+c} = q^2 \cdot \sum_{b', c \geq 0} q^{l'(b'+c+1)+3b'+c} = q^{l'+3} \cdot \sum_{b', c \geq 0} q^{4b'+2c} = q^{l'+3} \left( (1-q^2)(1-q^4) \right).$$

Plugging $A$ and $B$ into (17), after some tidying up, gives the first case in (14). The other two cases follow similarly.

**Proposition 35 (C. Krattenthaler).** We have

$$F^{(4)}_l(q) = \begin{cases} \frac{q^{l+1} + q^{2l+1} + q^{4l+1}}{(1-q)(1-q^2)(1-q^4)} : l \equiv 0 \pmod{4}, \\ \frac{q^{l+1} + q^{2l+1} + q^{4l+1}}{(1-q)(1-q^2)(1-q^4)} : l \equiv 2 \pmod{4}, \\ 0 : l \text{ odd}, \end{cases}$$

$$F^{(4)}_0(q) - F^{(4)}_2(q) = \frac{1}{(1-q^2)(1-q^4)}.$$  

$$\frac{F^{(4)}_l(q) - F^{(4)}_{l+2}(q)}{F^{(4)}_0(q) - F^{(4)}_2(q)} = \begin{cases} \frac{q^{l+1} + q^{2l+1} + q^{4l+1} + \ldots + q^{2l+1}}{(1-q)(1-q^2)(1-q^4)} : l \equiv 0 \pmod{4}, \\ \frac{q^{l+1} + q^{2l+1} + q^{4l+1} + \ldots + q^{4l+1}}{(1-q)(1-q^2)(1-q^4)} : l \equiv 2 \pmod{4}, l \neq 2, \\ 0 : l \text{ odd or } l = 2. \end{cases}$$
Proof. Similar to the proof of Proposition 34. One uses Lemma 33 to get an expression involving $F^{(2)}_i$’s and Lemma 32 to plug in closed expression for these $F^{(2)}_i$’s.

\[ \text{□} \]

Proposition 36 (S. Wagner). We have

\[
F^{(5)}_0(q) = \frac{1 + q^2 + 6q^4 + 9q^6 + 12q^8 + 9q^{10} + 6q^{12} + q^{14} + q^{16}}{(1 - q^2)^2(1 - q^4)(1 - q^8)(1 - q^{10})},
\]

\[
F^{(5)}_1(q) = \frac{q(1 + 3q^2 + 5q^4 + 5q^6 + 5q^8 + 3q^{10} + q^{12})}{(1 - q^2)^3(1 - q^6)(1 - q^8)},
\]

\[
F^{(5)}_2(q) = \frac{q^2(3 + 5q^2 + 7q^4 + 5q^6 + 3q^8)}{(1 - q^2)^2(1 - q^4)(1 - q^6)},
\]

\[
F^{(5)}_3(q) = \frac{q(1 + 3q^2 + 4q^4 + 7q^6 + 4q^8 + 3q^{10} + q^{12})}{(1 - q^2)^3(1 - q^6)(1 - q^8)},
\]

\[
F^{(5)}_0(q) - F^{(5)}_2(q) = \frac{1 - q^{36}}{(1 - q^2)(1 - q^4)(1 - q^8)(1 - q^{12})},
\]

\[
\frac{F^{(5)}_1(q) - F^{(5)}_3(q)}{F^{(5)}_0(q) - F^{(5)}_2(q)} = \frac{q^5(1 + q^2)}{1 - q^6 + q^{12}}.
\]

The rational function (22) is not a polynomial, and its power series contains a negative coefficient next to $q^{23}$.

Proof. Similar to the proof of Proposition 34 but with considerably more work. One uses Lemma 33 to obtain (13), and then one can use (14). For this, one should split each of the two sums in (13) further into three sums, depending on $b$ (mod 3). Calculating these six sums requires also further splitting into cases depending on $b$ (mod 5).

\[ \text{□} \]
Proposition 37. We have
\[
F_0^{(6)}(q) = \frac{1 + q^2 + 3q^4 + 4q^8 + 4q^6 + 4q^5 + 3q^7 + q^8 + q^{10}}{(1 - q)(1 - q^2)(1 - q^3)(1 - q^4)(1 - q^5)},
\]
\[
F_2^{(6)}(q) = \frac{q(1 + 2q^2 + q^4 + 2q^5 + q^6)}{(1 - q)(1 - q^2)(1 - q^3)(1 - q^5)},
\]
\[
F_4^{(6)}(q) = \frac{q(1 + 2q^2 + 4q^5 + 4q^4 + 2q^6 + 2q^7 + q^8)}{(1 - q)(1 - q^2)(1 - q^3)(1 - q^5)},
\]
\[
F_6^{(6)}(q) = \frac{q(1 + 2q + 3q^3 + 2q^4 + q^5 + q^6)}{(1 - q)(1 - q^2)(1 - q^3)(1 - q^5)},
\]
\[
(23)
F_0^{(6)}(q) - F_2^{(6)}(q) = \frac{1 - q^{30}}{(1 - q^2)(1 - q^4)(1 - q^6)(1 - q^{10})(1 - q^{15})},
\]
\[
(24)
\frac{F_2^{(6)}(q) - F_4^{(6)}(q)}{F_0^{(6)}(q) - F_2^{(6)}(q)} = \frac{q^4(1 + q + q^2)}{1 + q - q^3 - q^4 + q^5 + q^8}.
\]

The rational function (24) is not a polynomial, and its power series contains a negative coefficient next to \(q^{18}\).

\textbf{Proof.} Similar to the proof of Proposition 34 but with considerably more work. One uses Lemma 33 to obtain (13), and then one can use (15). For this, one should split each of the two sums in (13) further into two sums, depending on \(b \mod 4\) (the odd case being trivial). Calculating these two sums requires also further splitting into cases depending on \(b \mod 6\). \(\square\)
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