Analysis and Control of Malware Mutation Model in Wireless Rechargeable Sensor Network with Charging Delay
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Abstract: In wireless rechargeable sensors (WRSNs), the system is vulnerable to be attacked by malware. Because of the distributed network structure of WRSNs, the malware attack has great influence on the security system of WRSNs. With the variability in malware, the problem of decryption and coding errors will lead to the malware mutating. In this paper, there are two problems to be solved, including the malware mutation and the charging delay in WRSNs. The malware mutation state and the low-energy state are introduced. Firstly, three different equilibrium solutions of the mutation model are given. Then, the local stability is proven by the characteristic equation, and the system will be stabilized at different equilibrium solutions when the base reproductive number is different. With the condition of charging delay, the bifurcation phenomenon is investigated by using the Hopf bifurcation theory. Furthermore, to improve the security of WRSNs and decrease the control cost, the Pontryagin's Maximum principle is applied to obtain an optimal control scheme under mutation and charging delay. Finally, the numerical simulation is applied by Matlab to confirm this model. The simulation results show that the mutation malware can be controlled when the delay is less than the maximum threshold.
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1. Introduction

With the development of various network applications, there are many network security issues for networks [1–4]. Thus, the security of wireless sensor network (WSN) is a hot topic [5–7]. Many authors have studied WSNs from different aspects. A WSN is a distributed network structure. It has a great number of sensor nodes connected by a common wireless channel. Thus, it is applied in many fields, such as the military, environmental monitoring, medical treatment, disaster management, automotive applications, and so on [8,9]. However, WSN is constrained by limited resource, processing speed, and battery life. Because of the deployment of the nodes, it is hard to create a complicated safeguard ability for a WSN. It is also easy to lead to information transmission failure or even network paralysis when the WSN is attacked by malware. Therefore, it is urgent and significant to take measures to ensure accuracy and efficiency in WSN.

More and more scholars have studied the propagation of malware. At first, Kephart et al. [10,11] studied the propagation of the virus by incorporating concepts of epidemic dynamics. Since then, this method has opened a new way to solve the security problems of networks. Liu et al. [12] studied the malware propagation on complex
networks which follow the power-law degree distribution. A SEIR model is proposed by Zhu et al. [13], and the authors analyzed the threshold, time delay, and global stability of a rumor spreading on social networks. Then, authors [14,15] also studied the spread of rumors in complex networks. Huang et al. [16] proposed spreading dynamics of social behaviors in multiplex networks. With the mathematical model, a number of researchers have made attempts using different models for investigating the malware disseminating dynamics in WSNs. When considering the spatial and temporal parameters, Khayam et al. [17] proposed a worm propagation model by using signal processing techniques in WSN. A worm propagation model in a WSN is proposed in Refs. [18,19], and the authors took into account the communication radius and the distributed density of the nodes. In [20], Ojha et al. also proposed an improved model which aggregates quarantine and vaccination techniques by Feng et al. Muthukrishnan et al. [21] established the node-based malware trace and patching model. They studied the topological structure and proposed an optimal control strategy. In Ref. [22], the authors proposed the SIR1R2 with secondary immunity to analyze the feature of malware propagation in WSNs. In Ref. [18], a mathematical equation is presented as follows:

\[
\begin{align*}
\frac{dS}{dt} &= \mu N - \xi SI - (\mu + \omega)S + \epsilon R \\
\frac{dI}{dt} &= \xi SI - (\mu + \gamma)I \\
\frac{dR}{dt} &= \omega S + \gamma I - (\mu + \epsilon)R
\end{align*}
\]

(1)

where, \(S, I,\) and \(R\) are the state nodes. They mean the numbers of the susceptible, the infected, and the recovered nodes, respectively. As shown in Table 1, the parameters are explained.

Table 1. Notation.

| Symbol | Description |
|--------|-------------|
| \(N\)  | The number of all nodes in the WSN |
| \(\mu\)  | The proportion of birth and death sensor nodes |
| \(\xi\)  | The proportion of susceptible nodes becoming infected nodes |
| \(\omega\)  | The proportion of susceptible nodes becoming recovered nodes |
| \(\gamma\)  | The proportion of infected nodes becoming recovered nodes |
| \(\epsilon\)  | The proportion of recovered nodes becoming susceptible nodes |

To study the malware spread specifically, other factors are taken into account in the malware spreading model, including time delay, virus mutation, the battery life, etc. Because of the battery capacity limitations, many scholars also pay attention to rechargeable WSN schemes [23–25] to solve the battery life problem. Li et al. [26] proposed an energy-efficient patching strategy to solve the problems of virus attacks and energy constraints. Liu et al. [27,28] considered the impact of pulse charging and charging delay on the system. Keshri et al. [29] proposed an SEIR model with two time delays (including the period exposed and the period of temporary immunity). They studied the effect of delay in the WSN during multiple attacks. In Ref. [30], the authors proposed the propagation of a worm model with three delays and analyzed the influence of multiple delays on a system. For these time delay models [31–33], the authors investigated the condition of Hopf bifurcation. However, the energy constraint is the most important problem to be solved for all delay problems. It is necessary to study the low-energy state and the influence of charging delay on a WSN’s efficiency. Liu et al. [34] proposed the malware propagation model when considering the low-energy state. They revealed the relationship between the charging rate and the basic reproductive number. However, they did not analyze the effect of a charging delay in WRSNs.

At the moment, it is worth noting that virus mutation [35] means that a virus is likely to convert to another virus when transmitting the virus on networks. In most networks,
the malware mutation is real [36]. The condition of mutation needs to be considered, but few people have studied dynamic models of malware mutation. Li et al. [37,38] proposed an epidemic model with virus mutation and considered the virus mutation during transmission. Afterwards, they considered the virus’s spontaneous variation, and they only established a delay model with virus mutation; they did not analyze the effect of delay on the mutation model. Hao [39] proposed the virus variation model on complex networks. They mainly analyzed the stability. In Ref. [40], the authors proposed a SIVR model to investigate the dynamics of epidemic propagation with virus mutation on complex networks, and they only discussed different epidemic immunization strategies to control the propagation of viruses and their mutations. Regardless of mutation, there are some control methods, including dissemination of security patches or recovery in Ref. [41]. Zhang et al. [42] considered the control strategy of the SIQRS model and provided three measures of vaccination, quarantine, and treatment. Zhu et al. [43] established an optimal control model with delay, and four different control strategies were investigated. Many excellent works have also been described in Refs. [44–46]. Chen et al. [47] considered the virus mutation with drug resistance and proposed an SIVRS epidemic spreading model on scale-free networks. They analyzed the mutation under heterogeneous networks. The model has only one reproductive number, and the model could not reflect the influence of the variation and infection node well. Liu et al. [48,49] analyzed the propagation of malware with virus mutation in wireless sensor networks. They merely studied the stability and control. Based on the above survey, there are many problems with mutation models. However, few people have studied charging delays and mutation models simultaneously. Moreover, the problem of optimal control needs to be solved.

In this paper, a new model is proposed to consider charging delay and mutation. A complex SIIRL model is proposed in WSN. \( S, I_1, I_2, R, L \) mean the numbers of the susceptible, the infected, the mutation malware, the recovered, and the low-energy nodes, respectively. Our contributions are as follows:

1. For existing mutation models, the WSN has an energy constraint. As a solution, charging needs to be completed within a certain period of time. To address this problem, the mutation model with charging delay is proposed to analyse the process of spreading malware. The effect of charging delay on mutation model is also analyzed.
2. Through the analysis of the mutation model with charging delay, two different basic reproductive numbers, \( R_1 \) and \( R_2 \), are obtained. Then, the locally asymptotically stability is proven. Moreover, the bifurcation phenomenon and periodic oscillation of the mutation model are analyzed.
3. Based on the mutation model with charging delay, the optimal charging delay control strategy is discussed. According to the Pontryagin’s Maximum Principle, the optimal variable \( u^*(t) \) can be derived. It is found that the charging delay has great influence on optimal control. Meanwhile, no treatment control, average control, and full treatment are also analyzed. By comparison with the three control methods, the optimal control is the best control method of them.

The follow of this paper is organized as follows. In Section 2, the SIIRL model is proposed. The mean-field equations are analyzed. In Section 3, the equilibrium points are calculated, and the local stability and the bifurcation phenomenon are investigated. In Section 4, the direction of Hopf bifurcation is analyzed. In Section 5, the charging delay control strategy is proposed for mutation malware spreading in WRSNs. In Section 6, some simulations are described to support the theoretical analysis. Finally, in Section 7, the conclusion of the model is described.

2. Modeling

In this section, the model of malware spreading is introduced. In general, the condition of normal and abnormal depends on if the sensors are infected or not. The normal working sensors are not infected by malware such as \( S \) and \( R \). For example, the energy consumption of \( S \) is normal. \( R \) will be not be attacked. Thus, the energy consumption of \( R \) is normal.
The abnormal working sensors are infected by malware such as $I_1$ and $I_2$. The nodes will consume a lot of energy when the sensors run the malware. The assumption is proposed that the conversion ratio of $S$ or $R$ to $L$ is the same $c_1$ and the conversion ratio of $I_1$ or $I_2$ to $L$ is the same $c_2$. As depicted above, the model of equation is given as follows:

\[
\begin{align*}
\frac{dS}{dt} &= A - \beta_1 S I_1 - \beta_2 S I_2 - c_1 S - dS + aR \\
\frac{dI_1}{dt} &= \beta_1 S I_1 - (c_2 + d + \varepsilon + \gamma_1) I_1 \\
\frac{dI_2}{dt} &= \beta_2 S I_2 - (c_2 + d + \gamma_2) I_2 + \varepsilon I_1 \\
\frac{dR}{dt} &= \gamma_1 I_1 + \gamma_2 I_2 + \mu L(t - \tau) - (c_1 + d + \alpha) R \\
\frac{dL}{dt} &= c_1 (R + S) + c_2 (I_2 + I_1) - \mu L(t - \tau) - dL
\end{align*}
\]

According to Equation (2), $A$ is the quantity of the injected nodes; $\beta_1$ is the conversion ratio of susceptible to infected; $\beta_2$ is the conversion ratio of the susceptible to virus mutation; $\varepsilon$ is the conversion ratio of the infected to virus mutation; $c_1$ is the conversion ratio of the susceptible or recovered to low energy; $c_2$ is the conversion ratio of the infected or virus mutation to low energy; $d$ is the conversion ratio of the sensor death; $\gamma_1$ is the conversion ratio of the infected to the recovered; $\gamma_2$ is the conversion ratio of the virus mutation to the recovered; $\mu$ is the conversion ratio of recovery from low energy; $\alpha$ is the failure ratio of recovery; and $\tau$ is the time delay.

3. Local Stability and Existence of Hopf Bifurcation

According to the system (2), the solutions of the system, including the disease-free equilibrium, the boundary equilibrium, and the endemic equilibrium, are given by:

\[
S_0 = \frac{A(ad + c_1 d + \alpha \mu + d\mu + d^2)}{d(\alpha + c_1 + d)(c_1 + d + \mu)}
\]

\[
S = \frac{c_2 + \gamma_2 + d}{\beta_2}
\]

\[
S^* = \frac{c_2 + \gamma_1 + d + \varepsilon}{\beta_1}
\]

The disease-free equilibrium is $E_0(S_0, 0, 0, R_0, L_0)$. According to the next generation, the basic reproductive numbers can be calculated. The matrix is given by:

\[
F = \begin{bmatrix}
\beta_1 S_0 & 0 \\
0 & \beta_2 S_0
\end{bmatrix}
\quad V = \begin{bmatrix}
c_2 + d + \gamma_1 + \varepsilon & 0 \\
-\varepsilon & c_2 + d + \gamma_2
\end{bmatrix}
\]

Thus, the basic reproductive numbers are given by:

\[
R_1 = (FV_1^{-1}) = \frac{\beta_1 S_0}{c_2 + d + \gamma_1 + \varepsilon}
\]

\[
R_2 = (FV_2^{-1}) = \frac{\beta_2 S_0}{c_2 + d + \gamma_2}
\]

If $R_1 < 1$ and $R_2 < 1$, the system has a disease-free equilibrium solution; if $R_2 > 1$ and $R_2 > R_1$, the system has a disease-free equilibrium solution and a boundary equilibrium...
solution; if \( R_1 > 1 \) and \( R_1 > R_2 \), the system has a disease-free equilibrium solution and an endemic equilibrium solution. The equilibrium is given as:

\[
\begin{align*}
R^0 &= \frac{Ac_1\mu}{((\mu + d)(c_1 + d) - c_1\mu)(c_1 + d)} = \frac{Ac_1\mu}{(\mu + c_1 + d)(c_1 + d)d} \\
L^0 &= \frac{(c_1 + d)R^0}{\mu} = \frac{Ac_1}{(\mu + d)(c_1 + d) - c_1\mu} = \frac{Ac_1}{(\mu + c_1 + d)d} \\
I_2 &= \frac{c_1S\mu(c_1 + d + a)}{[c_1\gamma_1 + c_2(c_1 + d + a)]\mu + [\mu c_1 - (\mu + d)(c_1 + d + a)]} \\
L &= \frac{\gamma_2I_2 - (c_1 + d + a)\bar{R}}{\mu} \\
\bar{R} &= \frac{A - \beta_2\bar{S}I_2 - (c_1 + d)\bar{S}}{\alpha} \\
I_1^* &= \frac{I_2^*[c_2 + d + \gamma_1] - \gamma_2S^*}{\epsilon} \\
I_2^* &= \frac{c_1S^*\alpha\mu - (A - (c_1 + d)S^*)(c_1\mu + (A - (c_1 + d)S^*)(c_1 + d + a))\mu\mu + \epsilon\alpha}{\mu\mu[(Q_1 + Q_2 + Q_3) - Q_4]} \\
R^* &= \frac{(\beta_1S^*((c_2 + d + \gamma_1) - \beta_2S^*))I_2^* - (A - (c_1 + d)S^*)\epsilon}{\epsilon\alpha} \\
L^* &= \frac{(Q_4 - Q_3)I_2^* - ((A - (c_1 + d)S^*)(c_1 + d + a)\epsilon)}{\alpha\mu\epsilon}
\end{align*}
\]

where,

\[
\begin{align*}
Q_1 &= \mu ac_2((c_2 + d + \gamma_2) - \beta_2S^* + \epsilon) \\
Q_2 &= c_1\beta_1S^*\mu((c_2 + d + \gamma_1) - \beta_2S^*) + \epsilon\mu\beta_2S^*c_1 \\
Q_3 &= a\gamma_1\beta_1S^*((c_2 + d + \gamma_1) - \beta_2S^*) + \gamma_2\epsilon\alpha \\
Q_4 &= (\beta_1S^*((c_2 + d + \gamma_1) + \beta_2S^*) + \beta_2S^*\epsilon)(c_1 + d + a)(\mu + d)
\end{align*}
\]

The characteristic matrix is given as:

\[
X = \begin{bmatrix}
\lambda + a_1 & \beta_1S & \beta_2S & -\alpha & 0 \\
-\beta_1I_1 & \lambda - a_1 & 0 & 0 & 0 \\
-\beta_2I_2 & -\epsilon & \lambda - a_3 & 0 & 0 \\
0 & -\gamma_1 & -\gamma_2 & \lambda + a_4 & -\mu e^{-\lambda \tau} \\
-c_1 & -c_2 & -c_2 & -c_1 & \lambda + d + \mu e^{-\lambda \tau}
\end{bmatrix}
\]
where
\[
\begin{align*}
  a_1 &= \lambda + \beta_1 l_1 + \beta_2 l_2 + (c_1 + d) \\
  a_2 &= \beta_1 S - (c_2 + d + \gamma_2 + \epsilon) \\
  a_3 &= \beta_2 S - (c_2 + d + \gamma_2) \\
  a_4 &= c_1 + d + \alpha \\
  b_1 &= \beta_1 l_1 S \\
  b_2 &= \beta_2 l_2 S \\
  b_3 &= \beta_1 l_1 S \\
  b_4 &= c_1 + d
\end{align*}
\]

The characteristic equation is given by:
\[
f(\lambda) = A_5 \lambda^5 + A_4 \lambda^4 + A_3 \lambda^3 + A_2 \lambda^2 + A_1 \lambda + A_0 + Be^{-\lambda t}
\]

where \( A_5 = 1 \), and the others are given by:
\[
A_4 = a_1 - a_2 - a_3 + a_4 + d \\
A_3 = -(b_1 - b_2 + a_1 a_2 + a_1 a_3 - a_1 a_4 - a_2 a_3 - a_2 a_4 + a_3 a_4 - (a_1 - a_2 - a_3 + a_4))d \\
A_2 = a_1 a_2 a_3 - a_1 a_2 a_4 - a_1 a_3 a_4 + a_2 a_3 a_4 - a_1 a_2 d - a_1 a_3 d + a_1 a_4 d + a_2 a_3 d - a_2 a_4 d - a_3 a_4 d - b_1 a_3 + b_1 a_4 - b_2 a_2 \\
&+ b_2 a_4 + b_1 d + b_2 d + b_3 e + a_1 b_1 l_1 \gamma_1 + a_2 b_2 l_2 \gamma_2 \\
A_1 &= a_1 a_2 a_3 a_4 + a_1 a_2 a_3 d - a_1 a_2 a_4 d - a_1 a_3 a_4 d - a_1 a_2 a_4 d - b_1 a_3 d + b_1 d - a_2 b_2 d + a_2 b_2 d + a_2 b_2 d + a_4 b_3 e + b_3 d e - a_3 a b_1 l_1 \gamma_1 + a_3 a b_2 l_2 \gamma_2 + a_3 a b_1 l_1 \gamma_2 + a_2 a b_1 l_1 \gamma_2 d + a c b_1 l_1 \gamma_2 d \\
B &= \mu \lambda^4 + (a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \lambda^3 + (b_1 \mu + b_2 \mu - a_1 a_2 \mu - a_1 a_3 \mu + a_1 a_4 \mu + a_2 a_3 \mu - a_2 a_4 \mu - a_3 a_4 \mu - a_1 b_4 \\
&+ a_2 b_4 + a_3 b_4 + a_4 b_4) \lambda^2 + (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu + a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 - a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4) \lambda \mu + (a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu \\
&+ a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu + a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4 - a_2 b_1 l_1 \gamma_1 + a_3 b_2 l_2 \gamma_2 + a_4 b_3 e + a_1 b_1 l_1 \gamma_2 + a_2 b_2 l_2 \gamma_2 + a_3 b_3 e + a_4 b_4 e - a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu \\
&+ (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu - a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 - a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4 - a_2 b_1 l_1 \gamma_1 + a_3 b_2 l_2 \gamma_2 + a_4 b_3 e + a_1 b_1 l_1 \gamma_2 + a_2 b_2 l_2 \gamma_2 + a_3 b_3 e + a_4 b_4 e - a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu \\
&+ (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu - a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 - a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4 - a_2 b_1 l_1 \gamma_1 + a_3 b_2 l_2 \gamma_2 + a_4 b_3 e + a_1 b_1 l_1 \gamma_2 + a_2 b_2 l_2 \gamma_2 + a_3 b_3 e + a_4 b_4 e - a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu
\]

Theorem 1. If \( R_1 < 1 \) and \( R_2 < 1 \), \( E_0(S_0, 0, 0, R_0, L_0) \) is locally asymptotically stable when \( \tau = 0 \).

Proof. If \( \tau = 0 \), Equation (24) can be depicted:
\[
f(\lambda) = \lambda^5 + A_4 \lambda^4 + A_3 \lambda^3 + A_2 \lambda^2 + A_1 \lambda + A_0 + Be^{-\lambda t}
\]

Thus, through putting \( E_0 \) into Equation (22), we can obtain \( b_1 = b_2 = b_3 = 0 \).

Equation (31) can be given as follows:
\[
f(\lambda) = \lambda^5 + (A_4 + \mu) \lambda^4 + (A_3 + (a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4)) \lambda^3 + (A_2 + (b_1 \mu + b_2 \mu - a_1 a_2 \mu - a_1 a_3 \mu + a_1 a_4 \mu + a_2 a_3 \mu - a_2 a_4 \mu - a_3 a_4 \mu - a_1 b_4 + a_2 b_4 + a_3 b_4 + a_4 b_4)) \lambda^2 + (A_1 + (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu + a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 - a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4 - a_2 b_1 l_1 \gamma_1 + a_3 b_2 l_2 \gamma_2 + a_4 b_3 e + a_1 b_1 l_1 \gamma_2 + a_2 b_2 l_2 \gamma_2 + a_3 b_3 e + a_4 b_4 e - a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu + (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu - a_1 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_4 b_4 - a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 + a_1 a_2 a_4 b_4 + a_1 a_3 a_4 b_4 \\
&- a_2 a_3 b_4 - a_3 a_4 b_4 - a_2 b_1 l_1 \gamma_1 + a_3 b_2 l_2 \gamma_2 + a_4 b_3 e + a_1 b_1 l_1 \gamma_2 + a_2 b_2 l_2 \gamma_2 + a_3 b_3 e + a_4 b_4 e - a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \mu
\]
n_5 = A_{51} = 1 \quad n_4 = A_{41} + \mu \quad n_3 = A_{31} + (a_1\mu - a_2\mu - a_3\mu + a_4\mu - b_4)
\begin{align*}
n_2 &= A_{21} + (-a_1\hat{a}_2\mu - a_1\hat{a}_3\mu + a_1a_4\mu + a_2a_3\mu + a_2a_4\mu - a_2a_4\mu - a_3a_4\mu - a_1b_4 + a_2b_4 \\
&\quad + a_3b_4 + ab_4)
n_1 &= A_{11} + (a_1\hat{a}_2\mu - a_1\hat{a}_3\mu - a_1a_4\mu + a_2a_3\mu - a_1\hat{a}_2b_4 + a_1a_3b_4 - a_2a_3b_4 - a_2a_4b_4 - a_3a_4b_4 + a_2b_1b_1\mu + a_3b_1b_1\mu + a_2b_2b_2\mu)
n_0 &= A_{01} + (a_1\hat{a}_2a_4\mu - a_1\hat{a}_3a_4\mu + a_2a_3a_4\mu - a_2a_3b_4 - a_2a_4b_4 - a_3a_4b_4 - a_2b_1b_1\mu - a_2b_2b_2\mu + a_2b_1b_1\mu + a_3b_1b_1\mu + a_2b_2b_2\mu)
\end{align*}
\tag{33}

\begin{align*}
n_5 &= 1 > 0, \Delta_1 = |n_4| = n_4 \\
\Delta_2 &= \begin{vmatrix} n_4 & 1 & 0 \\ n_2 & n_3 & n_4 \\ n_0 & n_1 & n_2 \end{vmatrix} = n_4n_3 - n_2 \\
\Delta_3 &= \begin{vmatrix} n_4 & 1 & 0 & 0 \\ n_2 & n_3 & n_4 & 1 \\ n_0 & n_1 & n_2 & n_3 \\ 0 & 0 & n_0 & n_1 \end{vmatrix} = n_3n_1 - n_3n_2n_0 + n_5n_0(n_4n_1 - n_5n_0) \\
\Delta_4 &= \begin{vmatrix} n_4 & 1 & 0 & 0 & 0 \\ n_2 & n_3 & n_4 & 1 & 0 \\ n_0 & n_1 & n_2 & n_3 & n_4 \\ 0 & 0 & n_0 & n_1 & n_2 \\ 0 & 0 & 0 & 0 & n_0 \end{vmatrix} = n_0\Delta_4 \\
\Delta_5 &= \begin{vmatrix} n_4 & 1 & 0 & 0 & 0 \\ n_2 & n_3 & n_4 & 1 & 0 \\ n_0 & n_1 & n_2 & n_3 & n_4 \\ 0 & 0 & n_0 & n_1 & n_2 \\ 0 & 0 & 0 & 0 & n_0 \end{vmatrix} = n_0\Delta_4
\end{align*}
\tag{34}

\square

**Assumption 1.** For the system (2), when \( \tau = 0 \), if the conditions (R1 < 1, R2 < 1, A1 > 0, A2 > 0, A3 > 0, A4 > 0, A5 > 0), \( E_0(S_0, 0, 0, R_0, L_0) \) is locally asymptotically stable in accordance with the Routh–Hurwitz criterion.

**Theorem 2.** If \( R_1 < 1 \) and \( R_2 > 1 \), \( E(S, 0, I, R, L) \) is locally asymptotically stable when \( \tau = 0 \).

**Proof.** If \( \tau = 0 \), according to Equation (22), \( b_1 = b_3 = 0 \) and \( a_3 = 0 \) can be obtained. Equation (24) can be given as follows:

\[ f(\lambda) = \lambda^5 + A_4\lambda^4 + A_3\lambda^3 + A_2\lambda^2 + A_1\lambda + A_0 + Be^{-\lambda\tau} \]
\[ = \lambda^5 + (A_4 + \mu)\lambda^4 + (A_3 - (a_2\mu - a_1\mu - a_4\mu + b_4))\lambda^3 + (A_2 + (b_2\mu - a_1a_2\mu + a_4a_4\mu - a_2a_4\mu - a_1b_4 + a_2b_4 + a_3b_4)\lambda^2 \\
+ (A_1 + (a_1a_2a_4\mu + a_1a_3b_4 + a_2a_4b_4 - b_2b_1a_2\mu + a_2b_2\mu - a_1b_4 + a_2b_4 + a_3b_4)\lambda + (A_0 - (a_4b_2\mu - a_2b_2b_4 \\
+ a_2a_2a_4b_4 - a_2a_3b_4 - a_2b_2b_4 + a_4a_4b_4 - a_2a_4b_4 + a_2b_2b_4 + a_3b_2b_2\mu + a_2b_2b_2\mu)) \]
\tag{35}

Similarly, according to the Routh–Hurwitz criterion, \( E(S, 0, I, R, L) \) is locally asymptotically stable. \( \square 

**Case 1.** If \( \tau > 0 \),

\begin{align*}
B_4 &= \mu \\
B_3 &= (a_1\mu - a_2\mu + a_4\mu - b_4) \\
B_2 &= (b_2\mu - a_1a_2\mu + a_4a_4\mu - a_2a_4\mu - a_1b_4 + a_2b_4 + a_3b_4) \\
B_1 &= (-a_1a_2a_4\mu - a_1a_2b_4 - a_2b_2b_4 - b_2b_4 - a_2a_4b_4 + a_2b_2b_4 + a_2b_2b_2\mu + a_2b_2b_2\mu) \\
B_0 &= (-a_2a_4b_2\mu + a_2b_2b_4 - a_2a_2b_2b_2\mu + a_2a_2b_2b_2\mu) \\
\tag{36}
\end{align*}
The characteristic equation can be obtained:
\[ f(\lambda) = \lambda^5 + A_{42}\lambda^4 + A_{32}\lambda^3 + A_{22}\lambda^2 + A_{12}\lambda + A_{02} + (B_4\lambda^4 + B_3\lambda^3 + B_2\lambda^2 + B_1\lambda + B_0)e^{-\lambda\tau} \]  
(37)

If the root of Equation (37) is \( \lambda = i\omega \), Equation (37) can be depicted as follows:
\[ f(i\omega) = (i\omega)^5 + A_{42}(i\omega)^4 + A_{32}(i\omega)^3 + A_{22}(i\omega)^2 + A_{12}(i\omega) + A_{02} + (B_4(i\omega)^4 + B_3(i\omega)^3 + B_2(i\omega)^2 + B_1(i\omega) + B_0)e^{-i\omega\tau} \]  
(38)

Hence, the imaginary component and real component can be given as:
\[
\begin{align*}
(A_{42}\omega^4 - A_{22}\omega^2 + A_{02})(B_4\omega^4 - B_2\omega^2 + B_0)\cos(\omega\tau) - (B_3\omega^3 - B_1\omega)\sin(\omega\tau) &= 0 \\
(i\omega^5 - A_{32}i\omega^3 + A_{12}i\omega)(-B_3i\omega^3 - B_1i\omega)\cos(\omega\tau) - (B_4\omega^4 - B_2\omega^2 + B_0)i\sin(\omega\tau) &= 0 \\
\Rightarrow \\
(A_{42}\omega^4 - A_{22}\omega^2 + A_{02}) = (B_3\omega^3 - B_1\omega)\sin(\omega\tau) - (B_4\omega^4 - B_2\omega^2 + B_0)\cos(\omega\tau) \quad (1) \\
-\omega^5 + A_{32}\omega^3 - A_{12}\omega = (-B_3\omega^3 + B_1\omega)\cos(\omega\tau) - (B_4\omega^4 - B_2\omega^2 + B_0)i\sin(\omega\tau) \quad (2)
\end{align*}
\]

Thus, \((1)^2 + (2)^2\) can be obtained as follows:
\[ \omega^{10} + H_{51}\omega^8 + H_{61}\omega^6 + H_{41}\omega^4 + H_{21}\omega^2 + H_{01} = 0 \]  
(40)

With
\[
\begin{align*}
H_{51} &= A_{42}^2 - 2A_{32} - B_4^2 \\
H_{61} &= A_{32}^2 - 2A_{12} - 2A_{22}A_{42} - (B_3^2 - 2B_4B_2) \\
H_{41} &= A_{22}^2 + 2A_{02}A_{42} - 2A_{12}A_{32} - (2B_4B_0 + B_2^2 - 2B_1B_3) \\
H_{21} &= A_{12}^2 - 2A_{12}A_{22} - (B_1^2 - 2B_2B_0) \\
H_{01} &= A_{02}^2 - B_0^2
\end{align*}
\]

Let \( V = \omega^2 \). Equation (40) is given by:
\[ V^5 + H_{51}V^4 + H_{61}V^3 + H_{41}V^2 + H_{21}V + H_{01} = 0 \]  
(42)

Obviously, if \( H_{01} < 0 \), Equation (42) has one positive root at least. Thus, the assumption can be obtained as follows.

**Assumption 2.** We assume Equation (42) has five solutions and each solution has a different \( \tau \).

According to Equation (39), (1) of Equation (39) can be obtained as follows:
\[
\frac{(A_{42}\omega^4 - A_{22}\omega^2 + A_{02})(B_4\omega^4 - B_2\omega^2 + B_0)}{B_3\omega^3 - B_1\omega} = (B_4\omega^4 - B_2\omega^2 + B_0)\sin(\omega\tau) - \frac{(B_4\omega^4 - B_2\omega^2 + B_0)}{B_3\omega^3 - B_1\omega}\cos(\omega\tau) \]  
(43)

Hence, Equation (39) of (1 + 2) is given by:
\[
(A_{42}\omega^4 - A_{22}\omega^2 + A_{02})(B_4\omega^4 - B_2\omega^2 + B_0) + (-\omega^5 + A_{32}\omega^3 - A_{12}\omega)(B_3\omega^3 - B_1\omega) \\
= (-B_4\omega^4 - B_2\omega^2 + B_0)^2 - (B_3\omega^3 - B_1\omega)^2\cos(\omega\tau) \]  
(44)

From Equation (44), the value of \( \tau \) can be obtained:
\[
P = (A_{42}\omega^4 - A_{22}\omega^2 + A_{02})(B_4\omega^4 - B_2\omega^2 + B_0) + (-\omega^5 + A_{32}\omega^3 - A_{12}\omega)(B_3\omega^3 - B_1\omega) \\
Q = -(B_4\omega^4 - B_2\omega^2 + B_0)^2 - (B_3\omega^3 - B_1\omega)^2 \]  
(45)
where
\[ \tau = \left[ \arccos\left( \frac{P}{Q} \right) + 2n\pi \right] \frac{1}{\omega}, \quad n = 1, 2, 3, \ldots \] (46)

The positive root of Equation (46) obtains the solution of \( \tau \). When \( \omega = \omega_{10} \), \( \tau_{10} \) can be obtained:
\[ \tau_{10} = \min\left\{ \frac{\omega}{\omega_{11}} \right\}, \quad i = 1, 2, \ldots, 5 \] (47)

Then Equation (37) has a purely imaginary roots \( \pm i\omega_{10} \). When \( \omega = \omega_{10} \), differentiating both side of Equation (37) can be obtained:
\[ \frac{d\lambda}{d\tau} = \frac{\lambda(B_4\lambda^4 + B_3\lambda^3 + B_2\lambda^2 + B_1\lambda + B_0)e^{-\lambda\tau}}{z_1 + z_2 - z_3} \] (48)

With
\[ z_1 = (5\lambda^4 + 4A_4\lambda^3 + 3A_2\lambda^2 + 2A_2\lambda + A_{12}) \]
\[ z_2 = (4B_4\lambda^3 + 3B_3\lambda^2 + 2B_2\lambda + B_1)e^{-\lambda\tau} \]
\[ z_3 = \tau(B_4\lambda^4 + B_3\lambda^3 + B_2\lambda^2 + B_1\lambda + B_0)e^{-\lambda\tau} \] (49)

where \( \tau = \tau_{10} \). Equation (48) is given by:
\[ \left[ \frac{d\lambda}{d\tau_{10}} \right]^{-1} = \frac{5\lambda^4 + 4A_4\lambda^3 + 3A_2\lambda^2 + 2A_2\lambda + A_{12}}{-\lambda(\lambda^5 + A_2\lambda^4 + A_2\lambda^3 + A_2\lambda^2 + A_{22}\lambda + A_{12}) + \lambda(B_4\lambda^4 + B_3\lambda^3 + B_2\lambda^2 + B_1\lambda + B_0) - \tau_{10} \lambda} \] (50)

Thus, \( \text{Re}\left[ \frac{d\lambda}{d\tau_{10}} \right]^{-1} \neq 0 \) is a transversality condition of the Hopf bifurcation theorem. The results can be given as :

**Theorem 3.** For the system (2), if \( R_1 < 1, R_2 > 1 \) and \( \tau \in [0, \tau_{10}) \), \( E(\bar{S}, 0, \bar{I}, R, L) \) is locally asymptotically stable, and if \( \tau \geq \tau_{10} \), a Hopf bifurcation occurs at \( E(\bar{S}, 0, \bar{I}, \bar{R}, \bar{L}) \).

**Theorem 4.** If \( R_1 > 1 \) and \( R_1 > R_2 \), \( E^*(S^*, I_1^*, I_2^*, R^*, L^*) \) is locally asymptotically stable when \( \tau = 0 \).

**Proof.** If \( \tau = 0 \), Equation (24) can be given by:
\[ f(\lambda) = \lambda^5 + A_4\lambda^4 + A_3\lambda^3 + A_2\lambda^2 + A_{13}\lambda + A_{03} + \mu\lambda^4 + (a_1\mu - a_2\mu - a_3\mu + a_4\mu - b_4)\lambda^3 + (b_1\mu + b_2\mu - a_1a_2\mu - a_1a_3\mu + a_1a_4\mu + a_2a_3\mu - a_2a_4\mu + a_3a_4\mu - a_1b_4 + a_2b_4 + a_3b_4 + ab_4)\lambda^2 + (a_1a_2a_3\mu - a_1a_2a_4\mu - a_1a_3a_4\mu + a_2a_3a_4\mu - a_1a_2b_4 + a_2a_3b_4 - a_2a_4b_4 - a_3b_1\mu + a_4b_1\mu - a_2b_2\mu + a_1b_2\mu - b_1b_4 + b_2b_4 + b_3\mu - a_2a_3a_4\mu + a_1b_1\mu + a_2b_2\mu + a_3b_3\mu - a_4b_4\mu + a_1a_2a_3\mu - a_1a_2a_4\mu - a_1a_3a_4\mu + a_2a_3a_4\mu - a_1a_2b_4 + a_2a_3b_4 - a_3b_1\mu + a_4b_1\mu + a_2b_2\mu + a_3b_3\mu - a_4b_4\mu + a_1b_1\mu + a_2b_2\mu + a_3b_3\mu - a_4b_4\mu) \] (51)

where
\[ p_5 = 1 \]
\[ p_4 = A_{43} + \mu \]
\[ p_3 = A_{33} + (a_1 \mu - a_2 \mu - a_3 \mu + a_4 \mu - b_4) \]
\[ p_2 = A_{23} + (b_1 \mu + b_2 \mu - a_1 a_2 \mu + a_1 a_4 \mu + a_2 a_3 \mu - a_2 a_4 \mu - a_3 a_4 \mu - a_1 b_4 + a_2 b_4 + a_3 b_4 + a b_4) \]
\[ p_1 = A_{13} + (a_1 a_2 a_3 \mu - a_1 a_2 a_4 \mu - a_1 a_3 a_4 \mu + a_2 a_3 a_4 \mu - a_1 a_2 b_4 + a_1 a_3 b_4 - a_2 a_3 b_4 - a_3 b_1 \mu + a_4 b_1 \mu - a_2 b_2 \mu + a_2 b_3 \mu - b_1 b_4 - b_2 b_4 + b_3 \mu e - a a_2 b_4 - a a_3 b_4 + a \beta_1 l_1 c_2 \mu + a \beta_2 l_2 c_2 \mu + a \beta_1 l_1 \gamma_1 \mu + a \beta_2 l_2 \gamma_2 \mu) \]
\[ p_0 = A_{03} + (a_1 a_2 a_3 b_4 - a_3 a_4 b_1 \mu - a_2 a_4 b_2 \mu + a_3 b_1 \mu + a_2 b_2 b_4 + a_4 b_3 \mu - b_3 b_4 \mu - a a_3 \beta_1 l_1 c_2 \mu - a a_2 \beta_2 l_2 c_2 \mu - a a_3 \beta_1 l_1 \gamma_1 \mu - a a_2 \beta_2 l_2 \gamma_2 \mu + a \beta_1 l_1 c_2 \mu + a \beta_1 l_1 \gamma_2 \mu) \] (52)

Then,
\[ \Delta_1 = |p_4| = p_4 \]
\[ \Delta_2 = \begin{vmatrix} p_4 & 1 & 0 \\ p_2 & p_3 & p_4 \end{vmatrix} = p_4 p_3 - p_2 \]
\[ \Delta_3 = \begin{vmatrix} p_4 & 1 & 0 \\ p_0 & p_1 & p_2 \\ p_2 & p_3 & p_4 \end{vmatrix} = p_4 (p_3 p_2 - p_4 p_1) - (p_2^2 - p_4 p_0) \]
\[ \Delta_4 = \begin{vmatrix} p_4 & 1 & 0 & 0 \\ p_2 & p_3 & p_4 & 1 \\ p_0 & p_1 & p_2 & p_3 \\ 0 & 0 & 0 & 0 \end{vmatrix} = p_3 p_1 - p_3 p_2 p_0 + p_5 p_0 (p_4 p_1 - p_5 p_0) \]
\[ \Delta_5 = \begin{vmatrix} p_4 & 1 & 0 & 0 & 0 \\ p_2 & p_3 & p_4 & 1 & 0 \\ p_0 & p_1 & p_2 & p_3 & p_4 \\ 0 & 0 & 0 & 0 & 0 \end{vmatrix} = p_0 \Delta_4 \] (53)

Assumption 3. For the system (2), when \( \tau = 0 \), if the conditions \( R_1 > 1, R_1 > R_2, \Delta_1 > 0, \Delta_2 > 0, \Delta_3 > 0, \Delta_4 > 0, \Delta_5 > 0 \), \( E^* (S^*, l_1^*, l_2^*, R^*, L^*) \) is local asymptotically stable in accordance with the Routh–Hurwitz criterion.

Case 2. If \( \tau > 0 \), Equation (24) can be depicted:
\[ f(\lambda) = \lambda^5 + A_{43} \lambda^4 + A_{33} \lambda^3 + A_{23} \lambda^2 + A_{13} \lambda + A_{03} + (C_4 \lambda^4 + C_3 \lambda^3 + C_2 \lambda^2 + C_1 \lambda + C_0) e^{-\lambda \tau} \] (54)

With
\[ C_4 = \mu \]
\[ C_3 = (a_1\mu - a_2\mu - a_3\mu + a_4\mu - b_4) \]
\[ C_2 = ((b_1\mu + b_2\mu - a_1a_2\mu - a_1a_3\mu + a_1a_4\mu + a_2a_3\mu - a_2a_4\mu - a_3a_4\mu - a_4b_4 + a_2b_4 + a_3b_4 + a_4b_4) \]
\[ C_1 = (a_1a_2a_3\mu - a_1a_2a_4\mu + a_1a_3a_4\mu - a_1a_2b_4 + a_1a_3b_4 - a_2a_3b_4 - a_3b_1\mu + a_4b_1\mu - a_2b_2\mu + a_4b_2\mu - b_1b_4 - b_2b_4 + b_3\mu(-\alpha a_2b_4 - \alpha a_2b_4 + \alpha \beta_1 l_1 c_2\mu + \alpha \beta_2 l_2 c_2\mu + \alpha \beta_1 l_1 \gamma_1\mu + \alpha \beta_2 l_2 \gamma_2\mu) \]
\[ C_0 = (a_1a_2a_3a_4\mu - a_1a_2a_3b_4 - a_3a_4b_1\mu - a_2a_4b_1\mu + a_3b_1b_4 + a_2b_2b_4 + a_4b_3\mu - b_3b_4 + a_4a_2a_3b_4 - a_3a_3b_1l_1c_2\mu - a_2\beta_2 l_2 c_2\mu - a_3a_3b_1l_1\gamma_1\mu - a_2\beta_2 l_2 \gamma_2\mu + a_1\beta_1 l_1 \epsilon c_2\mu + a_1\beta_1 l_1 \gamma_2\mu) \]

Suppose that \( \lambda = i\sigma \), the real part and imaginary part is given as:
\[
\begin{align*}
A_{43}\sigma^4 - A_{23}\sigma^2 + A_{03} + (C_4\sigma^4 - C_2\sigma^2 + C_0) \cos\sigma\tau + (-C_3\sigma^3 + C_1\sigma) \sin\sigma\tau & \quad (3) \\
\sigma^5 - A_{33}\sigma^3 + A_{13}\sigma & \quad (4)
\end{align*}
\]
Let \( f = \sigma^2 \). \((3)^2 + (4)^2\) can be expressed:
\[
 f^5 + K_{81} f^4 + K_{61} f^3 + K_{41} f^2 + K_{21} f + K_{01} = 0
\]

With
\[
\begin{align*}
K_{81} &= A_{43}^2 - 2A_{33} - C_4^2 \\
K_{61} &= 2A_{13} - 2A_{43}A_{23} + A_{33}^2 - C_3^2 + 2C_4C_2 \\
K_{41} &= 2A_{43}A_{03} + A_{23}^2 - 2A_{33}A_{13} + 2C_3C_1 - 2C_4C_0 - C_0^2 \\
K_{21} &= A_{33}^2 - 2A_{23}A_{03} - C_1^2 + 2C_2C_0 \\
K_{01} &= A_{03}^2 - C_0^2
\end{align*}
\]

**Assumption 4.** If \( R_1 > 1 \) and \( R_1 > R_2 \), Equation (57) has five solutions, and each solution has a different \( \tau \).

\( 3 \) of Equation (56) can be depicted as follows:
\[
\frac{(A_{43}\sigma^4 - A_{23}\sigma^2 + A_{03})(C_4\sigma^4 - C_2\sigma^2 + C_0)}{C_3\sigma^3 - C_1\sigma} = (C_4\sigma^4 - C_2\sigma^2 + C_0) \sin(\sigma\tau) - \frac{(C_4\sigma^4 - C_2\sigma^2 + C_0)^2}{C_3\sigma^3 - C_1\sigma} \cos(\sigma\tau)
\]

Thus, Equation (59) can be given by:
\[
(A_{43}\sigma^4 - A_{23}\sigma^2 + A_{03})(C_4\sigma^4 - C_2\sigma^2 + C_0) - (\sigma^5 - A_{33}\sigma^3 + A_{13}\sigma)(C_3\sigma^3 - C_1\sigma) \\
= -((C_4\sigma^4 - C_2\sigma^2 + C_0)^2 + (C_3\sigma^3 - C_1\sigma)^2) \cos(\sigma\tau)
\]

From Equation (60), \( \tau \) can be obtained:
\[
\tau = \left[ \arccos \left( \frac{(A_{43}\sigma^4 - A_{23}\sigma^2 + A_{03})(C_4\sigma^4 - C_2\sigma^2 + C_0) - (\sigma^5 - A_{33}\sigma^3 + A_{13}\sigma)}{-(C_4\sigma^4 - C_2\sigma^2 + C_0)^2 - (C_3\sigma^3 - C_1\sigma)^2}}{1} + 2n\pi \right] \right] \frac{1}{\sigma}
\]

\( n = 1, 2, 3 \ldots \ldots \)
The positive root of Equation (60) can be solved for the solution of \( \tau \). When \( \sigma = \sigma_{10} \), the \( \tau_{20} \) can be obtained:

\[
\tau_{20} = \min \left\{ \frac{\rho}{\tau_i} \right\}, \quad i = 1, 2 \ldots 5 \tag{62}
\]

Then, Equation (54) has the imaginary roots \( \pm i \sigma_{10} \). When \( \sigma = \sigma_{10} \), differentiating both side of Equation (54) can be obtained:

\[
\frac{d \lambda}{d \tau} = \frac{\lambda(C_4 \lambda^4 + C_3 \lambda^3 + C_2 \lambda^2 + C_1 \lambda + C_0) e^{-\lambda \tau}}{z_4 + z_5 - z_6} \tag{63}
\]

With

\[
\begin{align*}
z_4 &= (5\lambda^4 + 4A_{43} \lambda^3 + 3A_{33} \lambda^2 + 2A_{23} \lambda + A_{13}) \\
z_5 &= (4C_4 \lambda^3 + 3C_3 \lambda^2 + 2C_2 \lambda + C_1) e^{-\lambda \tau} \\
z_6 &= (\tau(C_4 \lambda^4 + C_3 \lambda^3 + C_2 \lambda^2 + C_1 \lambda + C_0)) e^{-\lambda \tau}
\end{align*}
\]  

where \( \tau = \tau_{20} \). Equation (63) is given by:

\[
\left[ \frac{d \lambda}{d \tau_{20}} \right]^{-1} = \frac{5\lambda^4 + 4A_{43} \lambda^3 + 3A_{33} \lambda^2 + 2A_{23} \lambda + A_{13}}{-\lambda(A_5 + A_{43} \lambda^4 + A_{33} \lambda^3 + A_{23} \lambda^2 + A_{13} \lambda + A_{03})}
\]

\[
+ \frac{4C_4 \lambda^3 + 3C_3 \lambda^2 + 2C_2 \lambda + C_1}{\lambda(C_4 \lambda^4 + C_3 \lambda^3 + C_2 \lambda^2 + C_1 \lambda + C_0)} - \frac{\tau_{20}}{\lambda} \tag{65}
\]

Thus, \( Re \left[ \frac{d \lambda}{d \tau_{20}} \right]^{-1} \neq 0 \) is a transversality condition of the Hopf bifurcation theorem. The results can be given by the following theorem.

**Theorem 5.** For the system (2), if \( R_1 > 1, R_1 > R_2 \), and \( \tau \in [0, \tau_{20}] \), \( E^*(S^*, I^*_1, I^*_2, R^*, L^*) \) is locally asymptotically stable, and if \( \tau \geq \tau_{20} \), a Hopf bifurcation occurs at \( E^*(S^*, I^*_1, I^*_2, R^*, L^*) \).

### 4. Direction and Stability of the Hopf Bifurcation

In this section, the Hopf bifurcation’s properties of the system (2) will be analyzed. Let \( \tau = \tau_0 + \mu, \mu \in \mathbb{R} \) (in this part, \( \mu \) is different from above). \( \mu = 0 \) is value of the bifurcation of the system (2). It can be obtained that \( \mu_1(t) = S(t) - S^*, \mu_2(t) = L_1(t) - I^*_1, \mu_3(t) = L_2(t) - I^*_2, \mu_4(t) = R(t) - R^*, \mu_5(t) = L(t) - L^* \). The system is written as:

\[
\dot{\mu}(t) = L \mu \dot{t} + F(\mu, \mu_t) \tag{66}
\]

where \( \mu(t) = (\mu_1(t), \mu_2(t), \mu_3(t), \mu_4(t), \mu_5(t))^T \in C W = C([-1, 0], R^5) \).

\[
L \mu \dot{t} = (\tau_0 + \mu)(A' \phi(0) + B' \phi(-1)) \tag{67}
\]

With

\[
F(\mu, \phi) = (\tau_0 + \mu) = \left( \begin{array}{cc}
-\beta_1 \phi_1(0) \phi_2(0) - \beta_2 \phi_1(0) \phi_3(0) \\
\beta_1 \phi_1(0) \phi_2(0) \\
\beta_2 \phi_1(0) \phi_3(0) \\
0 \\
0
\end{array} \right),
\]

and

\[
A' = \left( \begin{array}{cccc}
a_{11} & a_{12} & a_{13} & a_{14} & 0 \\
a_{21} & a_{22} & 0 & 0 & 0 \\
a_{31} & a_{32} & a_{33} & 0 & 0 \\
0 & a_{42} & a_{43} & a_{44} & 0 \\
a_{51} & a_{52} & a_{53} & a_{54} & a_{55}
\end{array} \right),
\]
\[ B' = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & b_{45} \\ 0 & 0 & 0 & 0 & b_{55} \end{pmatrix} \]

The adjoint operator \( A^* (\phi) \) of \( A(0) \) is defined as:

\[
A^* (\phi) = \begin{cases} \frac{d\phi(s)}{ds} & 0 < s \leq 1 \\ \int_{-1}^{0} \eta^T (s, 0) \phi (-s) & s = 0 \end{cases}
\]

The formula can be defined as:

\[
|\phi(s), \phi(\theta)| = \bar{\phi}(0) \phi(0) - \int_{-1}^{\theta} \int_{0}^{\eta} (\xi - \theta) \bar{\phi}(\eta) \phi(\xi) d\xi d\eta
\]

\( \eta(\theta) = \eta(\theta, 0) \). \( h(\theta) = (1, h_2, h_3, h_4, h_5)^T e^{i\omega_0 t_0 \theta} \) is the eigenvector of \( A(0) \), and \( h^*(s) = D(1, h_2^*, h_3^*, h_4^*, h_5^*)^T e^{i\omega_0 t_0 s} \) is the eigenvector of \( A^*(0) \). The eigenvector of \( A^*(0) \) and \( A(0) \) are \(-i\omega_0 t_0 \) and \( i\omega_0 t_0 \), and the matrix operations are given by:

\[
\begin{pmatrix} a_{11} - i\omega_0 & a_{12} & a_{13} & a_{14} & 0 \\ a_{21} & a_{22} - i\omega_0 & 0 & 0 & 0 \\ a_{31} & a_{32} & a_{33} - i\omega_0 & 0 & 0 \\ 0 & a_{42} & a_{43} & a_{44} - i\omega_0 & b_{45} e^{-i\omega_0 t_0} \\ a_{51} & a_{52} & a_{53} & a_{54} & a_{55} + b_{55} e^{-i\omega_0 t_0} - i\omega_0 \end{pmatrix} \begin{pmatrix} 1 \\ h_2 \\ h_3 \\ h_4 \\ h_5 \end{pmatrix} = 0
\]

and

\[
\begin{pmatrix} a_{11} + i\omega_0 & a_{21} & a_{31} & 0 & a_{51} \\ a_{12} & a_{22} + i\omega_0 & a_{32} & a_{42} & a_{52} \\ a_{13} & 0 & a_{33} + i\omega_0 & a_{43} & a_{53} \\ a_{14} & 0 & 0 & a_{44} + i\omega_0 & a_{54} \\ a_{15} & 0 & 0 & b_{45} e^{i\omega_0 t_0} & a_{55} + b_{55} e^{i\omega_0 t_0} + i\omega_0 \end{pmatrix} \begin{pmatrix} 1 \\ h_2^* \\ h_3^* \\ h_4^* \\ h_5^* \end{pmatrix} = 0
\]
The results can be obtained as follows:

\[ h_1 = 1 \]  
\[ h_2 = -\frac{\beta_1 I_1}{\beta_1 S - (c_2 + \alpha + \gamma_1 + \epsilon) - i\omega_0} \]  
\[ h_3 = \frac{\beta_2 I_2 (\beta_1 S - (c_2 + \alpha + \gamma_1 + \epsilon) - i\omega_0) + c\beta_1 I_1}{(\beta_1 S - (c_2 + \alpha + \gamma_1 + \epsilon) - i\omega_0) (\beta_2 S - (c_2 + \alpha + \gamma_2) - i\omega_0)} \]  
\[ h_4 = \frac{\beta_1 I_1 + \beta_2 I_2 + (c_1 + d) + i\omega_0 + \beta_1 Sh_2 + \beta_2 Sh_3}{\bar{\alpha}} \]  
\[ h_5 = \frac{c_1 + c_2 h_2 + c_2 h_3 + c_1 h_4}{d + \mu e^{-i\omega_0 t} + i\omega_0} \]  

and

\[ h_1^* = 1 \]  
\[ h_2^* = \frac{\beta_1 I_1 + \beta_2 I_2 + (c_1 + d) - i\omega_0 - \beta_2 I_2 h_3^* - c_1 h_5^*}{\beta_1 I_1} \]  
\[ h_3^* = \frac{\beta_2 S - \gamma_2 h_4^* - c_2 h_5^*}{\beta_2 S - (c_2 + d + \gamma_2) + i\omega_0} \]  
\[ h_4^* = -\frac{\alpha}{\alpha} (c_1 + d + \alpha) + i\omega_0 \]  
\[ h_5^* = -\frac{\alpha}{\alpha} \frac{-(c_1 + d + \alpha) + i\omega_0}{(d + \mu e^{i\omega_0 t}) - i\omega_0} \]  

where \( \langle h^*(s), h(\theta) \rangle = 1 \). From Equation (68), the equation can be given by

\[ \langle h^*(s), h(\theta) \rangle = D(1 + h_2^* h_2 + h_3^* h_3 + h_4^* h_4 + h_5^* h_5) - D \int_{\theta = -1}^{0} (1, h_2^*, h_3^*, h_4^*, h_5^*) e^{i\omega_0 \theta} d \theta \]  
\[ \Rightarrow \langle h^*(s), h(\theta) \rangle = D(1 + h_2^* h_2 + h_3^* h_3 + h_4^* h_4 + h_5^* h_5) + \tau_0 e^{-i\omega_0 \tau} (b_{45} h_4^* h_5 + b_{55} h_5^* h_5) \]  

Then, we can choose

\[ D = (1 + h_2^* h_2 + h_3^* h_3 + h_4^* h_4 + h_5^* h_5) + (\tau_0 e^{-i\omega_0 \tau} (b_{45} h_4^* h_5 + b_{55} h_5^* h_5))^{-1} \]  

According to the center manifold theory, the coordinate is calculated to express the manifold \( C_0 \) at \( \mu = 0 \). When \( \mu = 0 \), define:

\[ z(t) = \langle h^*, \mu \rangle \]  
\[ W(t, \theta) = \mu_i(\theta) - 2 Re\{z(t)h(\theta)\} \]  

With \( C_0 \), it is given by:

\[ W(t, \theta) = W(z(t), z(t), \theta) \]  

where

\[ W(z, z, \theta) = W_{20}(\theta) \frac{x^2}{2} + W_{11}(\theta) z z + W_{02}(\theta) \frac{x^2}{2} + W_{30}(\theta) \frac{x^3}{6} + \ldots, \]  

Then, \( z \) and \( \bar{z} \) are local coordinates for \( C_0 \) in the direction of \( h^* \) and \( \bar{h}^* \), and the real solution is considered. Thus:

\[ \dot{z}(t) = i\omega_0 \tau_0 z + \bar{h}^*(0) f(0, W(z, \bar{z}, \theta) + 2 Re\{z(\theta)\}) \]  
\[ = i\omega_0 \tau_0 z + \bar{h}^*(0) f_0(z, \bar{z}), \]  

that is:

\[ \dot{z}(t) = i\omega_0 \tau_0 z(t) + g(z, \bar{z}) \]
With
\[ g(z, z) = \bar{h}^*(0)f_0(z, z) = g_{20}\frac{z^2}{2} + g_{11}z\bar{z} + g_{02}\frac{\bar{z}^2}{2} + g_{21}\frac{z^2\bar{z}}{2} + \ldots \] (86)

According to Equation (84), Equation (86), and \( f_0(z, \bar{z}) = F(0, \mu(t)) \), it is given by

\[
g(z, z) = \tau_0 D(1, \bar{h}_2^*, \bar{h}_3^*, \bar{h}_4^*, \bar{h}_5^*) \begin{pmatrix}
-\beta_1\phi_1(0)\phi_2(0) - \beta_2\phi_1(0)\phi_3(0) \\
\beta_1\phi_1(0)\phi_2(0) \\
\beta_2\phi_1(0)\phi_3(0) \\
0 \\
0
\end{pmatrix}
\]

Thus,

\[
g(z, z) = \tau_0 D \left\{ \frac{z^2}{2} + W_{20}^{(1)}(0) \frac{z^2}{2} + W_{11}^{(1)}(0)z\bar{z} + W_{02}^{(1)}(0) \frac{\bar{z}^2}{2} + o((|z, \bar{z}|)^4) \right\} \left( h_{2z} \bar{h}_{2z} + W_{20}^{(2)}(0) \frac{z^2}{2} + W_{11}^{(2)}(0)z\bar{z} \\
+ W_{02}^{(2)}(0) \frac{\bar{z}^2}{2} + o((|z, \bar{z}|)^4) \right) + h_{3z} \left( \frac{z^2}{2} + W_{20}^{(3)}(0)z\bar{z} + W_{11}^{(3)}(0)z\bar{z} + W_{02}^{(3)}(0) \frac{\bar{z}^2}{2} + o((|z, \bar{z}|)^4) \right) + h_{4z} \left( \frac{z^2}{2} + W_{20}^{(4)}(0)z\bar{z} + W_{11}^{(4)}(0)z\bar{z} + W_{02}^{(4)}(0) \frac{\bar{z}^2}{2} + o((|z, \bar{z}|)^4) \right) + h_{5z} \left( \frac{z^2}{2} + W_{20}^{(5)}(0)z\bar{z} + W_{11}^{(5)}(0)z\bar{z} + W_{02}^{(5)}(0) \frac{\bar{z}^2}{2} + o((|z, \bar{z}|)^4) \right)
\]

(87)

The coefficients of the Hopf bifurcation’s properties are given by:

\[
g_{20} = 2\tau_0 D(\beta_1h_2(h_2^* - 1) + \beta_2h_3(h_3^* - 1))
\]

\[
g_{11} = \tau_0 D(-\beta_1(h_2 + h_3^*) - \beta_2(h_3 + h_2)) + h_{2z}^2\beta_1(h_2 + h_3^*) + h_{3z}^2\beta_2(h_3 + h_2)
\]

\[
g_{02} = 2\tau_0 D(\beta_1h_2(h_2^* - 1) + \beta_2h_3(h_3^* - 1))
\]

\[
g_{21} = \tau_0 D(\beta_1(h_3^* - 1)(2W_{11}^{(2)}(0) + W_{20}^{(2)}(0) + h_2W_{20}^{(1)}(0) + 2h_3W_{11}^{(1)}(0)) + \beta_2(h_3^* - 1))
\]

\[
(2W_{11}^{(3)}(0) + W_{20}^{(3)}(0) + h_3W_{20}^{(1)}(0) + 2h_3W_{11}^{(1)}(0))
\]

(88)

However, there are \( W_{11}(\theta) \) and \( W_{20}(\theta) \) in \( g_{21} \). The formula can be obtained as follows:

\[
H(z, \bar{z}, \theta) = H_{20}(\theta)\frac{z^2}{2} + H_{11}(\theta)z\bar{z} + H_{02}(\theta)\frac{\bar{z}^2}{2} + \ldots
\]

(89)

and

\[
W_{20}(\theta) = \frac{i\xi_{20}}{\omega_0\tau_0} h(0)e^{i\omega_0\tau_0\theta} + \frac{i\xi_{02}}{3\omega_0\tau_0} \bar{h}(0)e^{-i\omega_0\tau_0\theta} + E_1 e^{2i\omega_0\tau_0\theta}
\]

\[
W_{11}(\theta) = -\frac{i\xi_{11}}{\omega_0\tau_0} h(0)e^{i\omega_0\tau_0\theta} + \frac{i\xi_{11}}{\omega_0\tau_0} \bar{h}(0)e^{-i\omega_0\tau_0\theta} + E_2
\]

(90)

From Equation (89), it is given by:

\[
H_{20}(0) = -g_{20}h(0) - g_{02}\bar{h}(0) + \begin{pmatrix}
-2\beta_1h_2 - 2\beta_2h_3 \\
2\beta_1h_2 \\
2\beta_2h_3 \\
0 \\
0
\end{pmatrix}
\]
and

\[
H_{11}(0) = -g_{11}h(0) - g_{11}h(0) + \begin{pmatrix}
-\beta_1(h_2 + \bar{h}_2) - \beta_2(h_3 + \bar{h}_3) \\
\beta_1(h_2 + \bar{h}_2) \\
\beta_2(h_3 + \bar{h}_3) \\
0 \\
0
\end{pmatrix}
\]

Thus, substituting (90), \(H_{20}(0)\) and \(H_{11}(0)\), we can obtain the matrix:

\[
E_1 = \begin{pmatrix}
2i\omega_0 - a_{11} & -a_{12} & -a_{13} & -a_{14} & 0 \\
-a_{21} & 2i\omega_0 - a_{22} & 0 & 0 & 0 \\
-a_{31} & -a_{32} & 2i\omega_0 - a_{33} & 0 & 0 \\
0 & -a_{42} & -a_{43} & 2i\omega_0 - a_{44} & -b_{45}e^{-2i\omega_0 T_0} \\
-a_{51} & -a_{52} & -a_{53} & -a_{54} & 2i\omega_0 - a_{55} - b_{55}e^{-2i\omega_0 T_0}
\end{pmatrix}^{-1}
\]

and

\[
E_2 = \begin{pmatrix}
a_{11} & a_{12} & a_{13} & a_{14} & 0 \\
a_{21} & a_{22} & 0 & 0 & 0 \\
a_{31} & a_{32} & a_{33} & 0 & 0 \\
0 & a_{42} & a_{43} & a_{44} + b_{45} & 0 \\
a_{51} & a_{52} & a_{53} & a_{54} & a_{55} + b_{55}
\end{pmatrix}^{-1}
\]

where,

\[
E_1^{(1)} = -2\beta_1h_2 - 2\beta_2h_3 \quad E_1^{(2)} = 2\beta_1h_2 \quad E_1^{(3)} = 2\beta_2h_3 \\
E_2^{(1)} = -\beta_1(h_2 + \bar{h}_2) - \beta_2(h_3 + \bar{h}_3) \quad E_2^{(2)} = \beta_1(h_2 + \bar{h}_2) \quad E_2^{(3)} = \beta_2(h_3 + \bar{h}_3)
\]

Consequently, the values can be calculated:

\[
C_1(0) = \frac{i}{2\omega_0 T_0} (g_{11}g_{20} - 2|g_{11}|^2 - \frac{|g_{02}|^2}{3} + \frac{g_{21}}{2}) \\
\psi_2 = 2\text{Re}\{C_1(0)\} \\
\mu_2 = \frac{\text{Re}\{C_1(0)\}}{\text{Re}\{\lambda'(\tau_0)\}} \\
T_2 = \frac{\text{Im}\{C_1(0)\} + \mu_2\text{Im}\{\lambda'(\tau_0)\}}{\tau_0\omega_0}
\]

**Theorem 6.** For the system (2), \(\mu_2, \psi_2, \text{ and } T_2\) explain the bifurcation properties. \(\mu_2\) determines the direction of the Hopf bifurcation (subcritical if \(\mu_2 < 0\), supercritical if \(\mu_2 > 0\)); \(\psi_2\) determines the stability of the periodic solutions of bifurcation (stable if \(\psi_2 < 0\), unstable if \(\psi_2 > 0\)); and \(T_2\) determines the period of the periodic solutions of bifurcation (decrease if \(T_2 < 0\), increase if \(T_2 > 0\)).
5. Optimal Strategy

In this section, the strategy of optimal control including installing immune patches or removing viruses is proposed to control the malware.

The parameters $\gamma_1 = u_1(t)$ and $\gamma_2 = u_2(t)$ are introduced. Thus, the optimal control system is given by:

\[
\begin{align*}
\frac{dS}{dt} &= A - \beta_1SI_1 - \beta_2SI_2 - c_1S - dS + aR \\
\frac{dI_1}{dt} &= \beta_1SI_1 - (c_2 + d + \varepsilon)I_1 - u_1(t)I_1 \\
\frac{dI_2}{dt} &= \beta_2SI_2 - (c_2 + d)I_2 + \varepsilon I_1 - u_2(t)I_2 \\
\frac{dR}{dt} &= u_1(t)I_1 + u_2(t)I_2 + \mu L(t - \tau) - (c_1 + d + \alpha)R \\
\frac{dL}{dt} &= c_1(R + S) + c_2(I_2 + I_1) - \mu L(t - \tau) - dL
\end{align*}
\]

\( U = \{ (u_1(t), u_2(t)) \in L^2[0, T] : 0 \leq t \leq T, 0 \leq u_1(t) \leq 1, 0 \leq u_2(t) \leq 1 \}, u(t) \) is a control variable, and it satisfies the Lebesgue measurable.

Thus, the objective function is given by:

\[
J(U) = \int_0^T I_1(t) + I_2(t) + \frac{m}{2} u_1(t)^2 + \frac{n}{2} u_2(t)^2 dt
\]  

where

\[
x(t) = (S(t), I_1(t), I_2(t), R(t), L(t)) \\
x_\tau(t) = (S_\tau(t), I_{1\tau}(t), I_{2\tau}(t), R_\tau(t), L_\tau(t))^T = (S(t - \tau), I_1(t - \tau), I_2(t - \tau), R(t - \tau), L(t - \tau)) \\
\lambda(t) = (\lambda_1(t), \lambda_2(t), \lambda_3(t), \lambda_4(t), \lambda_5(t))
\]

The Hamiltonian function can be given as:

\[
H(x, x_\tau, u, \lambda) = L(I_1, I_2, u) + \lambda_1(t) \frac{dS}{dt} + \lambda_2(t) \frac{dI_1}{dt} + \lambda_3(t) \frac{dI_2}{dt} + \lambda_4(t) \frac{dR}{dt} + \lambda_5(t) \frac{dL}{dt}
\]

where \((\lambda_1(t), \lambda_2(t), \lambda_3(t), \lambda_4(t), \lambda_5(t))\) are the adjoint functions.

The indicative function is introduced as follows:

\[
X_{[0,T-\tau]}(t) = \begin{cases} 
1 & 0 \leq t \leq T - \tau \\
0 & T - \tau \leq t \leq T 
\end{cases}
\]

According to the Pontryagin’s maximum principle, the necessary conditions of the optimal control are the state equation $X(t) = H_1(X, X_\tau, u, \lambda)(t)$, the optimal condition $0 = H_u(X, X_\tau, u, \lambda)(t)$, and the adjoint equation $-\frac{d\lambda}{dt} = H_\lambda(X, X_\tau, u, \lambda)(t) + \lambda(t + \tau) H_{X_\tau}(X, X_\tau, u, \lambda)(t)$.

**Theorem 7.** For the optimal control system, let $S^*(t), I_1^*(t), I_2^*(t), R^*(t)$, and $L^*(t)$ be the optimal state solutions of the optimal related to $u_1^*(t)$ and $u_2^*(t)$. There are $\lambda_1(t), \lambda_2(t), \lambda_3(t), \lambda_4(t)$, and $\lambda_5(t)$ satisfying the following:
\[
\frac{d\lambda_1}{dt} = \lambda_1(t)(\beta_1 I_1 + \beta_2 I_2 + (c_1 + d)) - \lambda_2(t)\beta_1 I_1 - \lambda_3(t)\beta_2 I_2 - \lambda_5(t)c_1 \\
\frac{d\lambda_2}{dt} = -1 + \lambda_1(t)\beta_1 S - \lambda_2(t)(\beta_1 S - (c_2 + d + \epsilon) - u_1(t)) - \lambda_3(t)\epsilon - \lambda_4(t)u_1(t) - \lambda_5(t)c_2 \\
\frac{d\lambda_3}{dt} = -1 + \lambda_1(t)\beta_2 S - \lambda_3(t)(\beta_2 S - (c_2 + d) - u_2(t)) - \lambda_4(t)u_2(t) - \lambda_5(t)c_2 \\
\frac{d\lambda_4}{dt} = -\lambda_1(t)c + \lambda_4(t)(c_1 + d + c) - \lambda_3 c_1 \\
\frac{d\lambda_5}{dt} = -\lambda_4(t + \tau)\mu + \lambda_5(t + \tau)\mu + \lambda_3 d
\]

The transversality conditions are as follows:
\[
\lambda_i(T) = 0, \quad i = 1, 2, 3, 4, 5 \tag{100}
\]

The optimal control can be shown as:
\[
\begin{align*}
\left\{ \begin{array}{l}
  u_1^* = \max\{\min\left\{ \frac{(\lambda_5(t) - \lambda_4(t))\epsilon}{m}, 1 \right\}, 0 \}\right. \\
  u_2^* = \max\{\min\left\{ \frac{(\lambda_5(t) - \lambda_4(t))\epsilon}{n}, 1 \right\}, 0 \}
\end{array} \right. \tag{101}
\]

6. Simulation

In this section, the theoretical results are illustrated and completed by simulation, including three parts. The first part explains the relationship between the parameters and the reproductive numbers. The second part illustrates the trend in the quantity of state nodes and the bifurcation properties of the system. The last part describes the result of the optimal control.

6.1. Relationship between Parameters and Basic Reproductive Numbers

The relationship between basic reproductive numbers and other parameters are shown in Figure 1. The initial parameters are set as: \(A = 10, \beta_1 = 0.04, \gamma_1 = 0.2, c_1 = 0.3, c_2 = 0.2, d = 0.1,\) and \(\epsilon = 0.4\). As shown in Figure 1a, it can be observed that with the increase in \(d\), the basic reproductive number \(R_1\) decreases, and with the increase in \(\beta_1, R_1\) increases. When \(c_1 = 0, \gamma_1 = 0,\) or \(\epsilon = 0,\) with the increase in \(\beta_1, R_1\) increases. Therefore, there is a linear relationship among \(\beta_1, d,\) and \(R_1\).
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**Figure 1.** Relationship of the basic reproductive number and parameters. (a) The relationship among \(d, \beta_1,\) and \(R_1\). (b) The relationship among \(d, \beta_2,\) and \(R_2\).

As shown in Figure 1b, the initial parameters are set as: \(A = 10, \beta_2 = 0.03, \gamma_2 = 0.4, c_2 = 0.2,\) and \(d = 0.1.\) Let \(\beta_2\) and \(d\) vary. With the increase in \(d,\) the basic reproductive
number $R_2$ decreases, and with the increase in $\beta_2$, $R_2$ increases. There is a linear relationship among $\beta_2$, $d$, and $R_2$.

6.2. The Trend of the Quantity of State Nodes

In Sections 2 and 3, the three solutions of the system (2) are calculated by analyzing and demonstrating. The following part will illustrate the theoretical results. The influence of different Hopf bifurcation points ($\tau$) are illustrated. Through analyzing three conditions, including $E^0$, $E$, and $E^*$, we can obtain the variation in the state nodes and the stable situation.

Firstly, the disease-free equilibrium and the basic reproductive numbers $R_1 < 1$ and $R_2 < 1$ need to be satisfied. Thus, the initial parameters are set as: $A = 20$, $\beta_1 = 0.0029$, $\beta_2 = 0.003$, $\gamma_1 = 0.3$, $\gamma_2 = 0.2$, $c_1 = 0.15$, $c_2 = 0.22$, $\mu = 0.46$, $d = 0.2$, $\epsilon = 0.1$, and $\alpha = 0.115$. Moreover, the initial value are $S=30$, $I_1=28$, $I_2=20$, $R=12$, and $L=10$. The basic reproductive numbers can be obtained as $R_1 = 0.2021 < 1$ and $R_2 = 0.2726 < 1$, and the disease-free equilibrium is obtained as $E^0 (63.1620, 0, 0, 18.3199, 18.5181)$. Obviously, the condition of Theorem 1 is satisfied. Then, by some complicated computations with Matlab software, we can obtain $\omega_0 = 0.2985$ and $\tau_{10} = 8.1591$. As shown in Figure 2, there are different cases of the quantity of state nodes. It is shown that the system is locally asymptotically stable when $\tau = 6.368 < \tau_{10}$. From Figure 3a, it is shown that the system is unstable and goes into oscillation when $\tau = 8.1593 > \tau_{10}$. As shown in Figure 3b, the quantity of nodes has a particular variation like an elliptic curve. In a word, the quantity of $I_1$ and $I_2$ always tend to zero finally, whatever $\tau$ is.

![Figure 2](image-url). The variation in the state nodes under $\tau = 6.368 < \tau_{10}$. 
Figure 3. $\tau = 8.1593 > \tau_{10} = 8.1591$. (a) The variation in the state nodes. (b) Left of Figure 3b is the relationship between S and R; right of Figure 3b is relationship between S and L.

To ensure $R_1 < 1$ and $R_2 > 1$, the initial parameters are set as $A = 20$, $\beta_1 = 0.004$, $\beta_2 = 0.03$, $\gamma_1 = 0.2$, $\gamma_2 = 0.4$, $c_1 = 0.15$, $c_2 = 0.22$, $\mu = 0.46$, $d = 0.2$, $\epsilon = 0.4$, and $\alpha = 0.2$, and the initial values are $S = 30$, $I_1 = 28$, $I_2 = 20$, $R = 12$, and $L = 10$. Through computation, we can obtain $R_1 = 0.2241 < R_2 = 2.0906$. It is obvious that this system has a fixed positive boundary equilibrium $\bar{E} = (27.3332, 0, 20.4987, 31.8780, 20.2900)$. It is easy to obtain $\tau_{20} = 8.4822$. As shown in Figure 4a, the system is locally asymptotically stable if $\tau = 5.891 < \tau_{20}$. From Figure 4b, the system is unstable and goes into oscillation. In short, if the charging delay is $\tau < \tau_{20}$, the system will be stable eventually; if the charging delay $\tau$ is greater than the critical value $\tau_{20}$, the system will lose stability and goes into oscillation. The quantity of $I_1$ still tends to zero at the end of the time.
Lastly, considering the endemic equilibrium, it is necessary to ensure $R_1 > 1$ and $R_1 > R_2$. The initial parameters are set as: $A = 20$, $\beta_1 = 0.2$, $\beta_2 = 0.03$, $\gamma_1 = 0.15$, $\gamma_2 = 0.4$, $c_1 = 0.28$, $c_2 = 0.18$, $\mu = 0.66$, $d = 0.2$, $\epsilon = 0.2$, and $\alpha = 0.45$. The basic reproductive numbers can be obtained as $R_1 = 11.4155 > R_2 = 1.6026$. Thus, the endemic equilibrium is $E^* = (3.6501, 39.0175, 11.6384, 25.5761, 20.1179)$. The parameters are set to satisfy the Hopf condition, and the initial values of the nodes are set as $(S, I_1, I_2, R, L) = (20, 35, 10, 20, 15)$. We can obtain $\omega_0 = 0.4706$ and the critical value $\tau_0 = 4.9049$. As shown in Figure 5a, it is shown that the quantity of nodes of this system is from oscillation to stability when the charging delay $\tau = 3.2049 < \tau_0$. Thus, the system is locally asymptotically stable. From Figure 5b, if $\tau > \tau_0$, the system will be unstable and goes into oscillation, and this diagram is a particular condition that the system is a periodic oscillation.
6.3. Optimal Control Strategy Analysis

In this part, the control factor is added to this system, and the optimal control method is proposed to consider the cost of treating the infected nodes. The theoretical analysis for the optimal control is demonstrated in Section 5. In this part, there are different methods of control, including maximum control, minimum control, average control, and optimal control [43].

The parameters are set as $A = 20$, $\beta_1 = 0.389$, $\beta_2 = 0.1$, $c_1 = 0.15$, $c_2 = 0.22$, $\mu = 0.56$, $\epsilon = 0.2$, $\alpha = 0.115$, $d = 0.2$, and $\tau = 2.2$. The maximum control means full treatment; that is, the parameters’ values are set as $\gamma_1 = 1$ and $\gamma_2 = 1$. The minimum control means no treatment; that is, the parameters’ values are set as $\gamma_1 = 0$ and $\gamma_2 = 0$. The optimal control means $\gamma_1 = u_1(t)$ and $\gamma_2 = u_2(t)$; that is, $u_1(t)$ and $u_2(t)$ are the control curves of the patch input. Then, the average control is the average of the optimal control curve. When $m = 30$ and $n = 20$, the control curves are shown in Figure 6. Obviously, $u_1(t)$ is always greater.
than $u_2(t)$. As shown in Figure 7, we can obtain the curves of the cost for different methods. It is obvious that the cost of optimal control is the minimum. When $\tau = 3.2$, the optimal control curve is shown in Figure 8. When $\tau = 5.2$, the optimal control curve is shown in Figure 9. Thus, the larger the charging delay, the more oscillation appears in the optimal control curve.

![Figure 6. The optimal control curves when $\tau = 2.2$.](image)

![Figure 7. The cost curves.](image)
When $\tau = 2.2$, Figure 10 shows the ratio of different nodes for four control cases. For four cases, the proportion of $S$ is the smallest and the proportion of $R$ is the largest than the other state nodes of all the nodes. It is obvious that the ratios of $I_1$ and $I_2$ are lower for the full treatment than those for the no treatment. The ratio of $I_1$ decreases to 15.32%, and $I_2$ decreases to 3.11%. With the optimal control, the ratio of $I_1$ decreases to 18.67% and $I_2$ decreases to 7.31%. Then, the average control can also control the ratios of $I_1$ and $I_2$.

As shown in Figure 11, the variation in nodes is shown. In addition to no treatment, the recovered nodes curve is the highest, which means that the number of recovered nodes is more than that of the other two control methods. The numbers $I_1$ and $I_2$ are less than that of no treatment. From Figure 11a, at the end of time, there is a noticeable wobble in the end of the optimal control curve.
Figure 10. The diagram of proportion of nodes.

Figure 11. Variation in node numbers: (a) Optimal control; (b) No treatment control; (c) Average control; (d) Full treatment control.

In summary, according to the above analysis, the full treatment has the best effect to control the numbers of $I_1$ and $I_2$ when the control strategy of the system does not consider the cost. However, optimal control has the best effect to control the numbers of $I_1$ and $I_2$ when the control strategy of the system considers the cost.

7. Conclusions

In this paper, to investigate the malware propagation with charging delay and virus mutation in WRSNs, a new model is constructed and analyzed which improves the SIR model. The model involves a mutation which is caused by the infected variation. There is a charging delay in sensors. Unlike the SIR model, there are three equilibrium points including disease free equilibrium, boundary equilibrium, and endemic equilibrium. The analysis
reveals the local stability of equilibrium points when the charging delay \( \tau \) equals to zero. If \( R_1 < 1 \) and \( R_2 < 1 \), the malware does not affect the WRSNs and the malware will reduce to zero. In this charging delay model, the locally asymptotic stability is proven when \( \tau \) is less than \( \tau_0 \). There are three different Hopf bifurcations. The system goes through a Hopf bifurcation, and the system goes into oscillation when \( \tau \) is larger than \( \tau_0 \).

Meanwhile, the intent to study the SIIRL model of malware propagation in the WSN is used for controlling the spreading of mutation malware. We propose control strategies including full treatment control, average control, no treatment control, and optimal control. The cost relationships among the four control methods are \( \text{Optimal} > \text{Average} > \text{Full} > \text{No} \). In addition, the malware proportion relationships among the four control methods are \( \text{Full} > \text{Optimal} > \text{Average} > \text{No} \). Thus, considering the malware proportion and control cost, the best control method is optimal control. At the same time, the optimal control of the mutation model is also affected by the charging delay. The bigger the charging delay, the more oscillation appears in the optimal control curve. Finally, all of the theoretical analyses are proven by numerical simulation.

This paper discusses a mutation model with a charging delay. Although the dynamic propagation model is analyzed and the control strategy is proposed, there still exists an interesting work on how to establish rate of infection with actual situation. This work needs to be further studied in the future. However, with the development of networks, the heterogeneous network is one of our future research directions. Meanwhile, the stochastic model [50] and fractional order model [51] are also the trends in our future research.
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