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Abstract. The Chow ring of a matroid (or more generally, atomic lattice) is an invariant whose importance was demonstrated by Adiprasito, Huh and Katz, who used it to resolve the long-standing Heron-Rota-Welsh conjecture. Here, we make a detailed study of the Chow rings of uniform matroids and of matroids of finite vector spaces. In particular, we express the Hilbert series of such matroids in terms of permutation statistics; in the full rank case, our formula yields the maj-exq-Eulerian polynomials of Shareshian and Wachs. We also provide a formula for the Charney-Davis quantities of such matroids, which can be expressed in terms of either determinants or q-secant numbers.

1. Introduction

Since Stanley’s 1975 proof of the upper bound conjecture for simplicial spheres via the Stanley-Reisner ring, the study of graded rings associated to combinatorial objects has yielded many deep insights into combinatorics (and vice versa). The Chow ring of an atomic lattice, defined by Feichtner and Yuzvinsky in [FY04] is the latest instance of the pattern. The power of Feichtner and Yuzvinsky’s construction was demonstrated by Adiprasito, Huh, and Katz, who applied a slight variation of it to the lattice of flats of a matroid in order to resolve the long-standing Heron-Rota-Welsh conjecture. Along the way, they also show that Chow rings arising from geometric lattices satisfy Poincaré duality and versions of the hard Lefschetz theorem and the Hodge-Riemann relations. Here, we explore some of Chow rings’ combinatorial structure.

Organization. In the remainder of this section, we summarize some of our main results; Section 2 contains the definitions of matroids and Chow rings. In Section 3 we derive an explicit form (in terms of permutation statistics) for the Hilbert series of the Chow ring of the matroid associated to a finite vector space. The Charney-Davis quantities of such matroids are computed in Section 4. In Section 5 we state the specializations of our results to the case of uniform matroids. Finally, in Section 6 we present conjectures and ideas for further work.

1.1. Summary of main results. Let $\mathbb{F}_q$ be the finite field of order $q$. Associated to the finite vector space $\mathbb{F}_q^n$ is the matroid $M_r(\mathbb{F}_q^n)$ whose independent sets are linearly independent subsets of $\mathbb{F}_q^n$ of size at most $r$. The lattice of flats of $M_r(\mathbb{F}_q^n)$ is given by the collection of subspaces of $\mathbb{F}_q^n$ of dimension at most $r$ ordered by inclusion together with the maximal subspace $\mathbb{F}_q^n$.

In addition, let $U_{n,r}$ denote the uniform matroid of rank $r$ on ground set $[n] := \{1, 2, \ldots, n\}$. The lattice of flats of $U_{n,r}$ consists of all subsets of $[n]$ of size at most $r$, together with $[n]$, all ordered by inclusion. Finally, for any matroid $M$, let $A(M)$ be the Chow ring of $M$, and let $H(A(M_r(\mathbb{F}_q^n)), t)$ be the Hilbert series of $A(M_r(\mathbb{F}_q^n))$ (defined in Section 2.3).
Theorem 1.1. For \( r = 1, \ldots, n \) the Hilbert series of \( A(M_r(\mathbb{F}_q^n)) \) is given by
\[
H(A(M_r(\mathbb{F}_q^n)), t) = \sum_{\sigma \in S_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma)} - \sum_{j=r}^{n-1} \sum_{\sigma \in F_{n,n-j}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma)}
\]
where \( F_{n,n-j} \) is the set of permutations in \( S_n \) with at least \( n-j \) fixed points.

In particular, when \( r = n \), the Hilbert series of \( A(M_n(\mathbb{F}_q^n)) \) is
\[
H(A(M_n(\mathbb{F}_q^n)), t) = \sum_{\sigma \in S_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma)} = A_n(q, t),
\]
the \( n \)th maj-exc \( q \)-Eulerian polynomial considered by Shareshian and Wachs in [SW07].

We also study the Charney-Davis quantity of \( A(M_r(\mathbb{F}_q^n)) \), defined as
\[
(−1)^{\frac{r+1}{2}} \sum_{k=0}^{r-1} \binom{n}{2k} q E_{2k, q}
\]
for odd \( r \) (see Section 2.1). When \( r \) is even, the Charney-Davis quantity vanishes (see Remark 4.2). When \( r \) is odd, the Charney-Davis quantity has an interpretation in terms of the signature of a quadratic form on the Chow ring (see Remark 2.5), and in this case, we derive two formulas for the Charney-Davis quantity, one in terms of determinants and one in terms of the \( q \)-secant numbers.

Theorem 1.2. (a) For odd \( r \), the Charney-Davis quantity of \( A(M_r(\mathbb{F}_q^n)) \) is
\[
(−1)^{\frac{r+1}{2}} \sum_{k=0}^{r-1} \binom{n}{2k} q E_{2k, q}
\]
where \( E_{2k, q} \) is the \( q \)-analogue of the \( k \)-th secant number (see Definition 2.17).
(b) More explicitly, for odd \( r \) the Charney Davis quantity in part (a) is equal to
\[
(−1)^{\frac{r+1}{2}} \left( 1 + \left[ n \right]_q \sum_{a=1}^{\frac{r-1}{2}} (-1)^a \left[ n - 2a \right]_q ! \Delta_{a,q} \right)
\]
for \( \Delta_{a,q} \) the determinant
\[
\Delta_{a,q} = \det \left( \begin{array}{cccc} \frac{1}{[2]_q!} & 1 & 0 & \cdots & 0 \\ \frac{1}{[4]_q!} & \frac{1}{[2]_q!} & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \frac{1}{[2a-2]_q!} & \frac{1}{[2a-4]_q!} & \frac{1}{[2a-6]_q!} & \cdots & 1 \\ \frac{1}{[2a]_q!} & \frac{1}{[2a-2]_q!} & \frac{1}{[2a-4]_q!} & \cdots & \frac{1}{[2]_q!} \end{array} \right).
\]

All of these invariants are \( q \)-analogs of the corresponding invariants of the Chow ring of the uniform matroid.

2. Definitions and Background

In this section, we first define the Charney-Davis quantity. We then define Chow rings and state some salient results on them. Finally, we give a brief review of some permutation statistics, which we use to establish notation and introduce some of the \( q \)-analogs that will later appear. For an introduction and reference about matroid theory, we refer the reader to [Oxl11].
2.1. Hilbert Series and the Charney-Davis Quantity. Let \( R \) be an \( \mathbb{N} \)-graded \( \mathbb{Z} \)-algebra with the property that for all \( d \in \mathbb{N} \), the degree-\( d \) homogeneous component \( R_d \) of \( R \) is a torsion-free \( \mathbb{Z} \)-module. We can then define the Hilbert function of \( R \) by \( h(R, d) := \dim_{\mathbb{Z}} R_d \) and the Hilbert series of \( R \) by \( H(R, t) := \sum_{d \in \mathbb{N}} h(R, d) t^d \).

The Hilbert series of some rings, including those that we will study, are symmetrical, meaning that there exists an \( r \geq 0 \) such that \( h(R, d) = 0 \) for \( d > r \), \( h(R, r) \neq 0 \), and \( h(R, d) = h(R, r - d) \) for all \( 0 \leq d \leq r \).

When the Hilbert series of \( R \) is a polynomial of degree \( r \), we call the number
\[
\text{CD}(R) := \begin{cases} 
(-1)^{r/2} H(R, -1), & \text{r even} \\
H(R, -1), & \text{r odd}
\end{cases}
\]
the Charney-Davis quantity of \( R \). In particular, if \( R \) has symmetric Hilbert series of odd degree, then \( \text{CD}(R) = 0 \). The Charney-Davis quantity was introduced in [CD95] and is related to a conjecture of Charney and Davis for posets associated to flag simplicial complexes. See [Ath17] for a more recent framework towards approaching questions stemming from Charney and Davis’ original conjecture. For an alternative interpretation of the Charney-Davis quantity in the context of the Chow ring of a matroid, see Remark 2.5.

2.2. Chow Rings of Matroids. Let \( M \) be a finite matroid on ground set \( E \); that is, a pair \((E, \mathcal{I})\) where \( \emptyset \subseteq \mathcal{I} \subseteq 2^E \) is the collection of independent sets of \( M \) and satisfies
1. \( A \in \mathcal{I} \implies 2^A \subseteq \mathcal{I} \), and
2. if \( A, B \in \mathcal{I} \) with \(#A > #B\) then there exists \( x \in A \setminus B \) such that \( B \cup \{x\} \in \mathcal{I} \).

The rank of \( S \subseteq E \) is the size of any maximal independent subset of \( S \), and the closure of \( S \) is \( \text{cl}(S) := \{ x \in E : \text{rank}(S \cup \{x\}) = \text{rank}(S) \} \). We will call \( S \) a flat if \( \text{cl}(S) = S \). The flats of \( M \), ordered by inclusion, form a geometric lattice \( L = L(M) \) called the lattice of flats of \( M \). We will write \( \perp \) for the minimal flat of \( M \), and \( \top \) for the maximal flat of \( M \).

Definition 2.1. The Chow ring of \( M \) on ground set \( E \) with lattice of flats \( L \) is
\[
A(L) := A(M) := \mathbb{Z}[x_F : F \in L(M) \setminus \{\perp\}] / (I_1 + I_2)
\]
where \( I_1 \) and \( I_2 \) are the ideals with generators
\[
I_1 = (x_F x_G : F \text{ and } G \text{ are incomparable})
\]
\[
I_2 = \left( \sum_{i \in F \in L(M)} x_F : i \in E \right)
\]

Each homogeneous component of a Chow ring is a torsion-free \( \mathbb{Z} \)-module (see Cor. 1 in [FY04]), so we may speak of its Hilbert function and Hilbert series as a \( \mathbb{Z} \)-algebra, as defined in Section 2.1. We now state some results on Chow rings of matroids that we will make use of later in the paper.

2.2.1. Gröbner Basis and Hilbert Series. Feichtner and Yuzvinsky found a Gröbner basis for this ring and proved the following theorem about its Hilbert series in [FY04].

Theorem 2.2 ([FY04] Corollary 2). The Hilbert series of \( A(L) \) is
\[
H(A(L), t) = 1 + \sum_{\perp = F_0 < F_1 < \cdots < F_m} \prod_{i=1}^{m} \frac{t^i(1 - t^\text{rank} F_i - \text{rank} F_{i-1})}{1 - t}.
\]
where the sum is taken over all chains of flats \( \perp = F_0 < F_1 < \cdots < F_m \) in \( L \). In particular, the Hilbert function is given combinatorially as follows.

\[
\dim A(L)_k = \# \left\{ x_{F_1}^{\alpha_1} \cdots x_{F_l}^{\alpha_l} : 1 \leq \alpha_i \leq \rk(F_i) - \rk(F_{i+1}) - 1, \sum \alpha_i = k \right\}
\]

where the set on the right ranges over all flats \( F_1 > \cdots > F_l \) in \( L(M) \).

2.2.2. Poincaré duality. Adiprasito, Huh, and Katz show Chow rings of matroids satisfy a form of Poincaré duality.

**Theorem 2.3** (Poincaré duality; c.f. [AHK15] Theorem 6.19). Let \( M \) be a matroid of rank \( r \). For \( q \leq r - 1 \), the multiplication map

\[
A^q(M) \times A^{r-1-q}(M) \rightarrow A^{r-1}(M)
\]

defines an isomorphism

\[
A^{r-1-q}(M) \cong \text{Hom}_\mathbb{Z}(A^q(M), A^{r-1}(M))
\]

**Remark 2.4.** It is an immediate consequence of Corollary 6.11 of [AHK15] that \( A^{r-1}(M) \cong \mathbb{Z} \). Hence, Theorem 2.3 implies that \( \dim_{\mathbb{Z}} A^{r-1-q}(M) = \dim_{\mathbb{Z}} A^q(M) \). This shows that \( A(M) \) has a symmetrical Hilbert series. If we speak of the Hilbert series or Charney-Davis quantity of a matroid \( M \), then we are referring to that of its Chow ring \( A(M) \).

**Remark 2.5.** Since \( A^{r-1}(M) \cong \mathbb{Z} \), when \( r \) is odd, the squaring map \( Q : A^{(r-1)/2}(M) \times A^{(r-1)/2}(M) \rightarrow A^{r-1}(M) \) with \( Q(x) = x^2 \) defines a quadratic form on \( A^{(r-1)/2}(M) \). By Theorem 1.1 of [LR02], the fact that the Hodge-Riemann relations hold for \( A(M) \) implies that the signature of this quadratic form is equal to the Charney-Davis quantity of \( A(M) \).

2.3. Permutation Statistics and Polynomials. In this section, we will establish notation for permutation statistics. We will also discuss Eulerian polynomials, which will appear when we examine the Hilbert series of Chow rings, and the tangent-secant numbers, which will appear when we examine the Charney-Davis quantities.

Let \( \mathfrak{S}_n \) denote the symmetric group on \( n \) letters.

**Definition 2.6.** Let \( \sigma \in \mathfrak{S}_n \) be a permutation. Then, define the statistics

\[
\begin{align*}
\text{inv}(\sigma) &= \# \{ (i, j) : \sigma(i) > \sigma(j) \} \\
\text{des}(\sigma) &= \# \{ i \in [n-1] : \sigma(i+1) < \sigma(i) \} \\
\text{exc}(\sigma) &= \# \{ i \in [n] : \sigma(i+1) < \sigma(i) \} \\
\text{maj}(\sigma) &= \sum_{i, \sigma(i) < \sigma(i+1)} i
\end{align*}
\]

2.3.1. Eulerian polynomials. The Eulerian polynomials and their \( q \)-analogs appear in the Hilbert series of the matroids that we study. To motivate the \( q \)-analogs, we first review the classical Eulerian polynomials.

**Definition 2.7.** The Eulerian polynomial \( A_n(t) \) is the polynomial

\[
A_n(t) = \sum_{\omega \in \mathfrak{S}_n} t^{\text{exc}(\omega)}
\]
These polynomials have many interesting applications; see [Pet15] for further exposition. The polynomials $A_n(t)$ satisfy the following identities

**Proposition 2.8** ([Pet15] Theorem 1.4).

$$A_n(t) = \sum_{k=0}^{n-1} \binom{n}{k} A_k(t)(t + 1)^k$$

**Proposition 2.9** ([Pet15] Theorem 1.6). The exponential generating function of the polynomials $A_n(t)$ is

$$\sum_{n \geq 0} A_n(t) \frac{x^n}{n!} = \frac{t - 1}{t - e^{z(t-1)}}.$$  

The coefficient of $t^k$ in $A_n(t)$ is the $n$-th Eulerian number and is written

$$A(n, k) := \binom{n}{k} := \# \{ \sigma \in S_n : \text{exc}(\sigma) = k \}.$$  

Now, we discuss the maj-exc $q$-Eulerian polynomials of Shareshian and Wachs.

**Definition 2.10.** The $n$th maj-exc $q$-Eulerian polynomial (or merely $q$-Eulerian polynomial) $A_n(q, t)$ is the polynomial

$$A_n(q, t) := A_n^{\text{maj,exc}}(q, t-q^{-1}) = \sum_{\sigma \in S_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma)}$$

As above, define the $q$-Eulerian number $\binom{n}{j}_q$ to be the coefficient of $t^j$

$$\binom{n}{j}_q := \sum_{\sigma \in S_n, \text{exc}(\sigma) = j} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} = \sum_{\sigma \in S_n, \text{exc}(\sigma) = j} q^{\text{maj}(\sigma) - j}$$

The following theorem gives a $q$-analog of Proposition 2.9

**Theorem 2.11** ([SW07], Thm 1.1). The $q$-Eulerian polynomials $A_n(q, t)$ are the unique polynomials with $q$-exponential generating function

$$\sum_{n \geq 0} A_n(q, t) \frac{x^n}{[n]_q!} = \frac{(t - 1)e_q(x)}{te_q(x) - e_q(tx)}$$

where $e_q(x) := \sum_{n \geq 0} \frac{x^n}{[n]_q!}$ is the $q$-exponential function.

2.3.2. **Tangent-Secant numbers.** The tangent-secant numbers and a $q$-analog of them will appear in our investigation of Charney-Davis quantities.

**Definition 2.12.** The $n$-th tangent-secant number $E_n$ is the coefficient of $\frac{x^n}{n!}$ in the exponential generating function

$$\tanh(x) + \text{sech}(x) = \sum_{n \geq 0} E_n \frac{x^n}{n!}$$

**Remark 2.13.** In the literature, the numbers $E_{2n}$ are often referred to as the Euler numbers. To avoid confusion with the Eulerian numbers, we will refrain from using this language. Instead, we call the numbers $E_{2n}$ the secant numbers and the numbers $E_{2n+1}$ the tangent...
The nomenclature that we use is justified by the observation that, since $\tanh(x)$ is odd and $\text{sech}(x)$ even,

$$\tanh(x) = \sum_{n \geq 0} E_{2n+1} \frac{x^{2n+1}}{(2n+1)!} \quad \text{and} \quad \text{sech}(x) = \sum_{n \geq 0} E_{2n} \frac{x^{2n}}{(2n)!}.$$ 

Hence,

$$\tan(x) = \sum_{n \geq 0} (-1)^n E_{2n+1} \frac{x^{2n+1}}{(2n+1)!} \quad \text{and} \quad \sec(x) = \sum_{n \geq 0} (-1)^n E_{2n} \frac{x^{2n}}{(2n)!}.$$ 

In Section 4, we will also prove $q$-analogues of the following.

**Proposition 2.14** ([Sta09], equation 1.8). For all $n$, we have $E_{2n} = (-1)^n (2n)! \Delta_n$ for the following determinant

$$\Delta_n = \det \begin{pmatrix} \frac{1}{2!} & 1 & 0 & \cdots & 0 \\ \frac{1}{2!} & 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \frac{1}{(2n-2)!} & \frac{1}{(2n-4)!} & \frac{1}{(2n-6)!} & \cdots & 1 \\ \frac{1}{(2n)!} & \frac{1}{(2n-2)!} & \frac{1}{(2n-4)!} & \cdots & \frac{1}{2!} \end{pmatrix}.$$

**Proposition 2.15** (cf. [Sun05]). For all $n$, $E_{2n} = -\sum_{k=0}^{n-1} \binom{2n}{2k} E_{2k}$.

To define the $q$-tangent-secant numbers, let

$$\sinh_q(t) := \frac{1}{\cosh_q(t)}, \quad \cosh_q(t) := \sum_{n \geq 0} \frac{t^{2n}}{(q;q)_{2n}}$$

where $(t;q)_n = (1-t)(1-tq)\cdots(1-tq^{n-1})$ is the Pochhammer symbol.

**Definition 2.16.** The $n$-th $q$-tangent-secant number, $E_{n,q}$, is the coefficient of $t^n$ in the generating function

$$\text{sech}_q(t) + \tanh_q(t) = \sum_{n \geq 0} E_{n,q} \frac{t^n}{(q;q)_n}.$$

Up to signs, the tangent-secant numbers in Definition 2.16 agree with those studied in the work of Foata and Han and of Josuat-Vergès in [FH10] and [Jos10], respectively.

**Remark 2.17.** In the case $q = 1$, $E_{n,q} = E_n$ is the classical $n$th tangent/secant number.

### 3. Hilbert series of vector space matroids

The main results of this section will be Theorem 1.1, the expression of the Hilbert series in terms of $q$-Eulerian polynomials, and the resulting specialization to the uniform matroid.
3.1. Method for calculating Hilbert series of Chow rings. We begin by deriving a useful recurrence for the Hilbert series of the Chow ring of a matroid. The technique we present below makes use of Theorem 2.2 covered above to give a formula for the Hilbert series of any geometric lattice \( L \) of rank \( r + 1 \) with the property

\[
[Z, T] \cong [Z', T] \text{ for all } Z, Z' \in L \text{ with } \text{rank}(Z) = \text{rank}(Z').
\]

In the following, we assume that \( L \) is such a lattice.

**Proposition 3.1.** If \( L \) is a geometric lattice such that property (3) holds and \((Z_1, \ldots, Z_r)\) is a sequence of elements of \( L \) with \( \text{rank}(Z_i) = i \) for all \( i \), then

\[
H(A(L), t) = [r + 1]_t + t \sum_{i=2}^{|L|} [L_i] [i - 1]_t H(A([Z_i, T]), t).
\]

**Proof.** From Theorem 2.2 we have

\[
\dim Z A^q(L) = \# \left\{ x_{F_1}^{\alpha_1} \cdots x_{F_\ell}^{\alpha_\ell} : 1 \leq \alpha_i \leq \text{rank}(F_i) - \text{rank}(F_{i+1}) - 1, \sum_{i=2}^r \alpha_i = q \right\}
\]

where \( F_1 > F_2 > \cdots > F_\ell \) ranges over all chains of elements of \( L \). For each \( 2 \leq j \leq r \), define

\[
N_{q,j} := \# \left\{ x_{F_1}^{\alpha_1} \cdots x_{F_\ell}^{\alpha_\ell} : 1 \leq \alpha_i \leq \text{rank}(F_i) - \text{rank}(F_{i+1}) - 1, \sum_{i=2}^r \alpha_i = q, \text{rank}(F_1) = j \right\}
\]

Then \( \dim Z A^q(L) = \sum_{j=2}^{r+1} N_{q,j} \). Now for each \( 2 \leq j \leq r \), property (3) implies

\[
N_{q,j} = \# L_j \cdot \# \left\{ x_{Z_{j_1}}^{p_1} x_{Z_{j_2}}^{p_2} \cdots x_{Z_{j_\ell}}^{p_\ell} : 1 \leq \alpha_i \leq \text{rank}(F_i) - \text{rank}(F_{i+1}) - 1, \sum_{i=2}^r \alpha_i = q \right\}
\]

\[
= \# L_j \cdot \sum_{p=1}^{j-1} \sum_{Z_j = F_1 > F_2 > \cdots > F_\ell} \left\{ x_{Z_j}^{p_1} x_{Z_{j_2}}^{p_2} \cdots x_{Z_{j_\ell}}^{p_\ell} : 1 \leq \alpha_i \leq \text{rank}(F_i) - \text{rank}(F_{i+1}) - 1, \sum_{i=2}^r \alpha_i = q - p \right\}
\]

\[
= \# L_j \cdot \sum_{p=1}^{j-1} \dim Z A^{q-p}([Z_j, T])
\]

While \( N_{q,r+1} = \# \{ x_+ \} = 1 \). Hence, we have

\[
\dim Z A^q(L) = 1 + \sum_{i=2}^r \dim Z A^{q-p}([Z_i, T]).
\]

This recurrence for the dimension of a homogeneous component can be lifted to a recurrence for the Hilbert series of \( A(L) \) in the following manner. For a fixed \( 0 \leq k \leq r - 1 \), let \((Z_1, \ldots, Z_r)\) be a sequence of elements of \( L \) with \( \text{rank}(Z_i) = i \) for all \( i \). Then

\[
H(L, t) = \sum_{q=0}^r \dim Z A^q(L) \ t^q
\]

\[
= \sum_{q=0}^r \left( 1 + \sum_{i=2}^r \# L_i \cdot \sum_{p=1}^{i-1} \dim Z A^{q-p}([Z_i, T]) \right) t^q
\]

\[
= [r + 1]_t + \sum_{i=2}^r \# L_i \cdot \sum_{p=1}^{i-1} \sum_{q=0}^r \dim Z A^{q-p}([Z_i, T]) \ t^q
\]
Since \( \dim_{\mathbb{Z}} A^{q-p}([Z_i, \top]) = 0 \) when \( q-p < 0 \) by convention, the innermost sum above really only runs from \( q = p \) to \( q = r \). Making this change and setting \( k = q-p \), we can rewrite the above as

\[
[r+1]_t + \sum_{i=2}^{r} \#L_i \cdot \sum_{p=1}^{i-1} t^p \sum_{k=0}^{r-p} \dim_{\mathbb{Z}} A^k([Z_i, \top]) t^k.
\]

Now, observe that \( \text{rank}([Z_i, \top]) = r+1-i \) and that \( p \leq i-1 \), so \( r-p \geq r-i+1 \). Hence, \( \sum_{k=0}^{r-p} \dim_{\mathbb{Z}} A^k([Z_i, \top]) t^k = H([Z_i, \top], t) \) for every \( p \) and \( i \), so we obtain the proposition. \( \square \)

We will now state the recurrence for the Hilbert series that one gets by applying Proposition (3.1) to matroids of special interest.

**Uniform matroids.** Each upper interval of \( L(U_{n,r+1}) \) is the lattice of flats of a uniform matroid on a smaller ground set and of lower rank. Hence

\[
H(A(U_{n,r+1}), t) = [r+1]_t + t \sum_{i=2}^{r} \binom{n}{i} [i-1]_t H(A(U_{n-i,r+1-i}), t).
\]

In particular, if we define \( A(U_{0,0}) = \mathbb{Z} \), then for the case \( r = n-1 \) we have

\[
H(A(U_{n,n}), t) = [n]_t + t \sum_{i=2}^{n-1} \binom{n}{i} [i-1]_t H(A(U_{n-i,n-i}), t) = 1 + t \sum_{i=1}^{n} \binom{n}{i} [i-1]_t H(A(U_{n-i,n-i}), t).
\]

**Subspaces of vector spaces over finite fields.** The formula for vector spaces over finite fields is a \( q \)-analog of the one for the uniform matroid.

\[
H(A(M_{r+1}(\mathbb{F}^n_q)), t) = [r+1]_t + t \sum_{i=2}^{r} [i-1]_t \left[ \begin{array}{c} n \\ i \end{array} \right]_q H(A(M_{r+1-i}(\mathbb{F}^{n-i}_q)), t).
\]

In particular, if we write \( M(\mathbb{F}^n_q) = M_n(\mathbb{F}^n_q) \) and set \( A(M(\mathbb{F}^0_q)) = \mathbb{Z} \), then similar to the uniform case, for \( r = n-1 \),

\[
H(A(M(\mathbb{F}^n_q)), t) = 1 + t \sum_{i=1}^{n} [i-1]_t \left[ \begin{array}{c} n \\ i \end{array} \right]_q H(A(M(\mathbb{F}^{n-i}_q)), t).
\]

**3.2. Full-rank vector space matroid.** Write \( M(\mathbb{F}^n_q) = M_n(\mathbb{F}^n_q) \). The main result of this section is a proof that the Hilbert series of \( A(M(\mathbb{F}^n_q)) \) is the \( \text{maj-ex} \) \( q \)-Eulerian polynomial of \( \text{SW07} \). We also find a new recurrence for the \( q \)-Eulerian polynomials.

To characterize the Hilbert series of \( A(M(\mathbb{F}^n_q)) \), we compute its \( q \)-exponential generating function.

**Lemma 3.2.** Define \( h_0 := 1 \). The \( q \)-exponential generating function of \( h_n(t) := H(A(M(\mathbb{F}^n_q)), t) \) is given by

\[
F(t, x) := \sum_{n \geq 0} h_n(t) \frac{x^n}{[n]_q!} = \frac{(t-1)e_q(t)}{te_q(t) - e_q(tx)}
\]

where \( e_q \) denotes the \( q \)-exponential function \( e_q(x) := \sum_{n \geq 0} \frac{x^n}{[n]_q!} \).
Proof. By equation (2), we have the relation

\[ h_n = 1 + t \sum_{i=1}^{n} [i - 1]_t \left[ \begin{array}{c} n \\ i \\ q \end{array} \right] h_{n-i} \]

Then, the generating function \( F(t, x) \) satisfies

\[
F(t, x) = 1 + \sum_{n \geq 1} \frac{x^n}{[n]_q!} + t \sum_{n \geq 1} \sum_{i=1}^{n} \left( [i - 1]_t \left[ \begin{array}{c} n \\ i \\ q \end{array} \right] h_{n-i} \right) \frac{x^n}{[n]_q!} \\
= e_q(x) + t \sum_{n \geq 1} \sum_{i=1}^{n} \left( [i - 1]_t \frac{x^i}{[i]_q!} \right) \left( h_{n-i} \frac{x^{n-i}}{[n-i]_q!} \right) \\
= e_q(x) + tF(t, x)G(t, x)
\]

for \( G(t, x) = \sum_{i \geq 1} [i - 1]_t \frac{x^i}{[i]_q!} \). We can rewrite \( G(t, x) \) as

\[
G(t, x) = \frac{1}{t-1} \sum_{i \geq 1} (t^{i-1} - 1) \frac{x^i}{[i]_q!} = \frac{1}{t-1} \left( \frac{e_q(tx) - 1}{t} - e_q(x) + 1 \right) \\
= \frac{1}{t^2 - t} \left( e_q(tx) - te_q(x) + t - 1 \right)
\]

Substituting into the equation above and solving for \( F \), we get

\[
F(t, x) = \frac{e_q(x)}{1 - \frac{1}{t-1} \left( e_q(tx) - te_q(x) + t - 1 \right)} = \frac{(t-1)e_q(x)}{te_q(x) - e_q(tx)} \quad \square
\]

Corollary 3.3. The Hilbert series of \( A(M(\mathbb{F}_q^n)) \) is equal to \( A_n(q, t) \).

Proof. The \( q \)-exponential generating function of the Hilbert series \( h_n(t) = H(A(M(\mathbb{F}_q^n)), t) \) is the same as the one for the \( q \)-Eulerian polynomials given in Theorem 2.11. \quad \square

As a corollary, we find an interpretation of the \( q \)-Eulerian numbers.

Corollary 3.4.

\[
\left\langle \begin{array}{c} n \\ k \\ q \end{array} \right\rangle = \# \left\{ x_{V_1}^{\alpha_1} \cdots x_{V_l}^{\alpha_l} : V_1 \subseteq \cdots \subseteq V_l \text{ are subspaces of } \mathbb{F}_q^n \text{ with } 1 \leq \alpha_i \leq \dim V_i - \dim V_{i-1} - 1, \sum_i \alpha_i = k \right\}
\]

Proof. By Theorem 2.2 and Corollary 3.4, both quantities count \( \dim A(M(\mathbb{F}_q^n))_k \). \quad \square

Remark 3.5. In the notation of Subsection 3.3, Corollary 3.4 states that

\[
\left\langle \begin{array}{c} n \\ k \\ q \end{array} \right\rangle = \# M_{n,n,k}
\]

Remark 3.6. In the course of proving the results above, we discovered the following recurrence for the \( q \)-Eulerian polynomials.
Proposition 3.7. Let $H_n(t) = H(A(M(\mathbb{P}_q^n)), t)$ denote the Hilbert series of $A(M(\mathbb{P}_q^n))$, and let $(a; q)_n := (1 - a)(1 - aq) \cdots (1 - aq^{n-1})$ be the Pochhammer symbol. Then $h_n$ satisfies the recurrence

$$h_n(t) = \sum_{k=0}^{n-1} \binom{n}{k}_q h_k(t) \prod_{i=1}^{n-k} (t - q^i)$$

$$= \sum_{k=0}^{n-1} \binom{n}{k}_q t^{n-k} \cdot h_k(t) \cdot (q/t; q)_{n-1-k}.$$ 

To the authors’ knowledge, the recurrence in proposition 3.7 does not yet appear in the literature, and it provides a $q$-analogue for the following well-known recurrence for the Eulerian polynomials

$$A_n(t) = \sum_{k=0}^{n-1} \binom{n}{k}_q A_k(t)(t - 1)^{n-1-k}.$$ 

For a proof of Proposition 3.7 see our REU report [HRS17].

3.3. Lower rank vector space matroids. Next, we find an explicit form for the Hilbert series of lower rank vector space matroids $M_r(\mathbb{P}_q^n)$ with $r < n$. The main result of this section is Theorem 3.4.

We will first give a brief overview of our methodology and set up some notation. We study the Hilbert series of $A(M_r(\mathbb{P}_q^n))$ by descending induction on the rank $r$; in particular, we consider the differences $\Delta_{n,r,q}(t) := H\left(A(M_{r+1}(\mathbb{P}_q^n), t)\right) - H\left(A(M_r(\mathbb{P}_q^n), t)\right)$ for $1 \leq r \leq n$. Write

$$\Delta_{n,r,q}(t) = a_{n,r,q}^{(r)} t^r + a_{n,r,q}^{(r-1)} t^{r-1} + \cdots + a_{n,r,q}^{(0)}$$

for $a_{n,r,q}^{(k)} \in \mathbb{Z}$. We will show that $a_{n,r,q}^{(k)}$ is a $q$-analogue of the number

$$\# \{ \sigma \in F_{n,n-r} : \text{exc} (\sigma) = r - k \}.$$

where $F_{n,n-r} := \{ \sigma \in \mathfrak{S}_n : \# \text{fix}(\sigma) \geq n - r \}$. In particular, we will express

$$a_{n,r,q}^{(k)} = \sum_{i=0}^{r} \binom{n}{i}_q D_{i,r-k,q} = \sum_{i=0}^{r} \binom{n}{r-i}_q D_{r-i,k-i,q}$$

where $D_n \subseteq \mathfrak{S}_n$ is the set of derangements, and $D_{n,k,q}$ is a $q$-analogue of the number

$$\# \{ \sigma \in D_n : \text{exc}(\sigma) = r - k \}.$$

Define

$$N_{n,r} := N_{n,r}(q) := \left\{ x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{\ell}^{\alpha_{\ell}} : \mathbb{P}_q^n \supseteq V_1 \supseteq \cdots \supseteq V_r \text{ are subspaces of } \mathbb{P}_q^n \text{ of rank } \leq r, \alpha_0, \ldots, \alpha_\ell \geq 0 \right\}$$

$$M_{n,r,k} := M_{n,r,k}(q) := \left\{ x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{\ell}^{\alpha_{\ell}} \in N_{n,r} : \text{deg} x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{\ell}^{\alpha_{\ell}} = k \right\}$$

$$T_{n,k,q} := \left\{ x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_{\ell}^{\alpha_{\ell}} \in M_{n,n,k} : \alpha_\ell \geq 1 \right\}$$

$$D_{n,k,q} := \# T_{n,k,q}.$$
For notational convenience, we suppress the dependence on $q$ in $N_{n,r}(q)$ and $M_{n,r,k}(q)$. By Theorem \ref{thm:dim}, \( \dim_z (A(M_r(\mathbb{F}_q))) = \#M_{n,r,k} \). Note that we have inclusions $M_{n,r,k} \subseteq M_{n,r,k+1}$ and the complement of $M_{n,r,k} \subseteq M_{n,r,k+1}$ is the set

\[
M_{n,r+1,k} \setminus M_{n,r,k} = \{ x_1^{\alpha_1} \cdots x_i^{\alpha_i} \in M_{n,r+1,k} : 0 \leq i \leq r, \dim(V_1) = r - i \}
\]

Identifying $V_1 = \mathbb{F}_q^{r-i}$, we obtain, for each fixed $0 \leq i \leq r$, a bijection

\[
\{ x_1^{\alpha_1} \cdots x_i^{\alpha_i} \in N_{n,r,k} : \dim(V_1) = r - i \} \rightarrow \{ V_1 \subseteq \mathbb{F}_q^n : \dim(V_1) = r - i \} \times T_{r-i,k-i,q}
\]

Hence, summing over possible values of the exponent $i$ of $x_1$ gives

\[
(4) \quad \#(M_{n,k,r+1} \setminus M_{n,k,r}) = \sum_{i=0}^{r} \binom{n}{r-i}_q D_{r-i,k-i,q}.
\]

We will now give a combinatorial description of $D_{n,k,q}$ in terms of elementary statistics on $\mathcal{S}_n$. To do so, we establish some notation. For $\sigma \in \mathcal{S}_n$ for $A = \{a_1 < \cdots < a_k\}$ an ordered set, let the reduction of $\sigma$ be the permutation $\overline{\sigma}$ in $\mathcal{S}_k$ such that $\sigma(a_i) = a_{\overline{\sigma}(i)}$. For $\sigma \in \mathcal{S}_n$, its derangement part $dp(\sigma)$ is the reduction of $\sigma$ along its nonfixed points. The following lemma of Wachs will be essential.

\textbf{Lemma 3.8 (Wachs Corollary 3).} For all $\gamma \in \mathcal{D}_k$ and $n \geq k$,

\[
\sum_{\substack{\sigma \in \mathcal{D}_n \setminus \mathcal{D}_n-k \nu \in \mathcal{S}_n \# \text{ fix}(\sigma=k)}} q^{\text{maj}(\gamma)} = q^{\text{maj}(\gamma)} \binom{n}{k}_q
\]

From this lemma, another useful identity follows.

\textbf{Corollary 3.9.} For any integers $n, q, k \geq 0$,

\[
\sum_{\substack{\sigma \in \mathcal{D}_n \setminus \mathcal{D}_n-k \nu \in \mathcal{S}_n \# \text{ fix}(\sigma=k)}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} \binom{n}{n-i}_q = \sum_{\substack{\sigma \in \mathcal{S}_n \# \text{ fix}(\sigma=k)}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

\textbf{Proof.} From Lemma 3.8, we have the identity

\[
\sum_{\gamma \in \mathcal{D}_n \setminus \mathcal{D}_n-k \nu \in \mathcal{S}_n \# \text{ fix}(\sigma=k)} q^{\text{maj}(\gamma) - \text{exc}(\gamma)} \binom{n}{n-i}_q = \sum_{\gamma \in \mathcal{D}_n \setminus \mathcal{D}_n-k \nu \in \mathcal{S}_n \# \text{ fix}(\sigma=k)} q^{\text{maj}(\gamma)} \sum_{\sigma \in \mathcal{S}_n \# \text{ fix}(\sigma=i)} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}.
\]

We now make use of this identity to give a combinatorial interpretation to both $D_{n,k,q}$ and $a_{n,r,q}$.

\textbf{Lemma 3.10.} For $D_{n,k,q}$ as above,

\[
D_{n,k,q} = \sum_{\substack{\sigma \in \mathcal{D}_n \# \text{ fix}(\sigma=n-k)}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]
Proof. We proceed by induction on $k$. For $k = 0$, the result is vacuous. For $k > 0$, set

$$S_{\alpha_0} := \{x_1^{\alpha_0} x_1^{\alpha_1} \cdots x_\ell^{\alpha_\ell} \in M_{n,n,k-1} : \dim(V_1) = n - \alpha_0 - 1\}$$

$$S := M_{n,n,k-1}.$$

Then, the map on monomials taking $x_1^{\alpha_0} x_1^{\alpha_1} x_\ell^{\alpha_\ell} \mapsto x_1^{\alpha_0-1} x_1^{\alpha_1} x_\ell^{\alpha_\ell}$ gives an injective map

$$\varphi : T_{n,k,q} \to S.$$ 

Moreover, $S$ is the disjoint union

$$S = \text{Im}(\varphi) \sqcup \bigsqcup_{a \geq 0} S_a.$$ 

Considering the choice of the second largest subspace,

$$\# S_a = \left[\binom{n}{n-a-1}\right]_q D_{n-a-1,k-a-1,q}$$

While from Remark 3.5,

$$\# S = \left\langle \binom{n}{k-1}\right\rangle_q = \left\langle \binom{n}{n-k}\right\rangle_q$$

where the latter equality follows from Poincaré duality for $A(M(\mathbb{F}_q^n))$. Therefore, by induction,

$$D_{n,k,q} = \# T_{n,k,q} = \# S - \sum_{a \geq 0} \# S_a = \left\langle \binom{n}{n-k}\right\rangle_q - \sum_{b \geq 1} \left[\binom{n}{n-b}\right]_q D_{n-b,k-b,q}$$

(5)

$$= \sum_{\sigma \in \Sigma_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} - \sum_{b \geq 1} \sum_{\gamma \in D_{n-b} \atop \text{exc}(\gamma) = n-k} q^{\text{maj}(\gamma) - \text{exc}(\gamma)} \left[\binom{n}{n-b}\right]_q$$

Then applying Corollary 3.9, the right-hand side of equation 5 can be expanded as

$$= \sum_{\sigma \in \Sigma_n \atop \text{exc}(\sigma) = n-k} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} - \sum_{b \geq 1} \sum_{\sigma \in \Sigma_n \atop \text{exc}(\sigma) = n-k \atop \# \text{fix}(\sigma) = b} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} = \sum_{\sigma \in D_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}$$

completing the induction and proof of the theorem. \qed

Lemma 3.11. Let $F_{n,k}$ denote the set $F_{n,k} = \{\sigma \in \Sigma_n : \# \text{fix}(\sigma) \geq k\}$. The difference of Hilbert series $\Delta_{n,r,q}(t)$ is given by

$$\Delta_{n,r,q}(t) = H\left(A(M_{r+1}(\mathbb{F}_q^n),t)\right) - H\left(A(M_r(\mathbb{F}_q^n),t)\right) = \sum_{\sigma \in F_{n,n-r}} t^{r-\text{exc}(\sigma)} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}$$

In particular, the coefficients $a^{(k)}_{n,r,q}$ satisfy

(6) $$a^{(k)}_{n,r,q} = \sum_{\sigma \in F_{n,n-r} \atop \text{exc}(\sigma) = r-k} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}$$
Proof. Applying Theorem \ref{thm:chow-rings} and Corollary \ref{cor:chow-rings} to equation (4) gives

\[
q_{n,r,q}^{(k)} = \sum_{i=0}^{r} {n \choose r-i} q^D_{r-i,k-i,q} = \sum_{i=0}^{r} \sum_{\sigma \in D_{r-i}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

\[
= \sum_{i=0}^{r} \frac{n!}{(n-r-i)!} \sum_{\sigma \in D_{r-i}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

\[
= \sum_{\sigma \in D_{n,r-k}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}.
\]

These two lemmas yield the main result.

Proof of Theorem \ref{thm:main}. Equation (1) follows from a direct substitution of (6) into the formula

\[
H(A(M_r(\mathbb{F}_q^n), t) = H(A(M_{r+1}(\mathbb{F}_q^n), t) - \Delta_{n,r,q}(t)
\]

\[
= \cdots = H(A(M(\mathbb{F}_q^n), t) - \sum_{j=r}^{n-1} \Delta_{n,j,q}(t)
\]

When \( r = n - 1 \), the Hilbert series assumes a more pleasing form.

Corollary 3.12. If \( r = n - 1 \), the Hilbert series of \( A(M_{n-1}(\mathbb{F}_q^n)) \) is

\[
H(A(M_{n-1}(\mathbb{F}_q^n), t) = \sum_{\sigma \in D_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma) - 1}
\]

Proof. For the case \( r = n - 1 \), the coefficient of \( t^k \) in (1) can be simplified as follows.

\[
\sum_{\sigma \in \mathcal{G}_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} - \sum_{\sigma \in \mathcal{F}_{n,1}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

\[
= \sum_{\sigma \in \mathcal{G}_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} - \sum_{\sigma \in \mathcal{F}_{n,1}} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

\[
= \sum_{\sigma \in D_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)}
\]

Then,

\[
H(A(M_r(\mathbb{F}_q^n), t) = \sum_{\sigma \in D_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{n-1-\text{exc}(\sigma)} = \sum_{\sigma \in D_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma) - 1}
\]

where the last equality follows from Poincaré duality of \( A(M_{n-1}(\mathbb{F}_q^n)) \).

Remark 3.13. The proof presented in the previous section can be reformulated in terms of strong maps of Chow rings. Namely, consider the graded, surjective ring homomorphisms

\[
\pi_{n,r,q} : A(M_{r+1}(\mathbb{F}_q^n)) \rightarrow A(M_r(\mathbb{F}_q^n))
\]
defined by taking variables \( x_V \in A(M_{r+1}(\mathbb{F}^n_q)) \) to zero if \( \text{dim}_\mathbb{F}(V) = r + 1 \) and to the corresponding variable \( x_V \in A(M_r(\mathbb{F}^n_q)) \) otherwise. Then, if \( K_{n,r,q} = \ker(\pi_{n,r,q}) \), additivity of Hilbert series gives

\[
H(K_{n,r,q}, t) = H \left( A(M_{r+1}(\mathbb{F}^n_q)), t \right) - H \left( A(M_r(\mathbb{F}^n_q)), t \right) = \Delta_{n,r,q}(t)
\]

Therefore, Lemma 3.11 gives a formula for the Hilbert series of the kernel of the above so-called “strong maps” of Chow rings.

**Remark 3.14.** Note that the characterization of the Hilbert series of \( A(M_r(\mathbb{F}^n_q)) \) for \( r = n-1, n \) together with the results of [AHK15] give an alternate proof of the unimodality and symmetry of the polynomials

\[
\sum_{\sigma \in S_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma)} \quad \text{and} \quad \sum_{\sigma \in S_n} q^{\text{maj}(\sigma) - \text{exc}(\sigma)} t^{\text{exc}(\sigma) - 1}.
\]

However, it should be noted that in [SW17], Shareshian and Wachs prove more general statements. Namely, they prove that the coefficients of the above polynomials are \( q \)-unimodal and, in fact, \( q, \gamma \)-nonnegative. That is, a difference of consecutive coefficients lies in \( \mathbb{N}[q] \) as a polynomial in \( q \), and moreover, its \( \gamma \)-vector has coordinates in \( \mathbb{N}[q] \). See Theorems 4.4 and 6.1 of [SW17] for more explicit formulae and a proof.

### 4. Charney-Davis quantities of vector space matroids

The main result of this section is a proof of Theorem 1.2 which gives two formulas for the Charney-Davis quantity of \( A(M_r(\mathbb{F}^n_q)) \), one in terms of determinants and one in terms of \( q \)-tangent-secant numbers. We prove the formula that is in terms of determinants immediately; we will prove the formula in terms of \( q \)-tangent-secant numbers later.

**Proof of Theorem 1.2 (b).** If \( r = 1 \), then \( H \left( A(M_r(\mathbb{F}^n_q)), t \right) = 1 \), and the theorem follows trivially. Now suppose that \( r > 1 \) is odd, and let \( CD(n, r) = H \left( A(M_r(\mathbb{F}^n_q)), -1 \right) \) be the unsigned Charney-Davis quantity of \( A(M_r(\mathbb{F}^n_q)) \). Substituting \( t = -1 \) into Theorem 2.2, the formula for the Hilbert series from [FY04] is

\[
CD(n, r) = 1 + \sum_{\forall i, i_1, \ldots, i_k \leq r \text{ is even}} (-1)^{|\mathbf{r}|} \prod_{i=1}^{|\mathbf{r}|} \frac{n - r_i}{r_i - r_{i-1}}_q,
\]

where \( |\mathbf{r}| \) is the number of entries in the tuple \( \mathbf{r} \). Breaking into cases based on whether \( \mathbf{r} = (r_1 < \cdots < r_k) \) has \( r_k = r - 1 \), we get a decomposition of the above as

\[
\begin{cases}
1 + \sum_{\forall i, i_1, \ldots, i_k \leq r - 2 \text{ is even}} (-1)^{|\mathbf{r}|} \prod_{i=1}^{|\mathbf{r}|} \frac{n - r_i}{r_i - r_{i-1}}_q \\
+ \sum_{\forall i, i_1, \ldots, i_k = r - 1 \text{ is even}} (-1)^{|\mathbf{r}|} \prod_{i=1}^{|\mathbf{r}|} \frac{n - r_i}{r_i - r_{i-1}}_q
\end{cases}
\]

where the former term is \( CD(n, r - 2) \) and the latter we denote by \( T_{n,q}(r - 1) \). Then, considering terms in the sum with \( r_{k-1} = b \), one obtains the recurrence

\[
T_{n,q}(2a) = - \sum_{b=0}^{a-1} \left\lfloor \frac{n - 2b}{2a - 2b} \right\rfloor T_{n,q}(2b) \text{ with initial condition } T_{n,q}(0) = 1
\]
Solving this linear recurrence with Cramer’s rule gives

\[
T_{n,q}(2a) = (-1)^a \frac{[n]_q!}{[n-2a]_q!} \det \left( \begin{array}{cccc}
\frac{1}{2}_q & 1 & 0 & \cdots & 0 \\
\frac{1}{4}_q & \frac{1}{2}_q & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{2a-2}_q & \frac{1}{2a-4}_q & \frac{1}{2a-6}_q & \cdots & 1 \\
\frac{1}{2a}_q & \frac{1}{2a-2}_q & \frac{1}{2a-4}_q & \cdots & \frac{1}{[2a]_q} \\
\end{array} \right)
\]

Rewriting the determinant in (7) by pulling out common factors in the numerator, resp. denominators, of each column, resp. row, gives

\[
T_{n,q}(2a) = (-1)^a \frac{[n]_q!}{[n-2a]_q!} \Delta_{a,q}
\]

Then, the unsigned Charney-Davis quantity for odd \(r\) is

\[
CD(n,r) = CD(n,r-2) + T_{n,q}(2k) = \cdots = CD(n,1) + \sum_{a=1}^{r-1} T_{n,q}(2a)
\]

\[
= 1 + [n]_q! \sum_{a=1}^{r-1} \frac{(-1)^a}{[n-2a]_q!} \Delta_{a,q}.
\]

Then, the result follows by multiplication by the appropriate sign. \(\square\)

**Example 4.1.** For the case \(n = r = 5\), Theorem 1.2 becomes the following identity

\[
q^8 + 2q^7 + 3q^6 + 4q^5 + 3q^4 + 2q^3 + q^2 = 1 + [5]_q! \left[ -\frac{1}{3}_q! \det \left( \frac{1}{[2]_q^4} \right) + \det \left( \frac{1}{[n]_q^4} - \frac{1}{[2]_q^4} \right) \right]
\]

which one can directly verify.

**Remark 4.2.** For even \(r\), Theorem 6.19 of [AHK15] implies the Hilbert series of \(A(M_r(\mathbb{F}_q^n))\) is symmetric of even degree. Consequently, \(H(A(M_r(\mathbb{F}_q^n)), -1) = 0\) and the Charney-Davis quantity vanishes.

Having the determinantal formula above, we now work towards a more compact formula using the \(q\)-tangent/secant numbers.

**Proposition 4.3.** Let \(E_{n,q}\) denote the \(n\)-th \(q\)-tangent/secant number. The following identities hold:

\[
E_{2n,q} = (-1)^n [2n]_q! \Delta_{n,q}
\]

\[
E_{2n+1,q} = CD(2n+1, 2n+1) = 1 + [2n+1]_q! \sum_{a=1}^{n} \frac{(-1)^a}{[2n-2a+1]_q!} \Delta_{a,q}
\]
Proof. Let
\[ \mathcal{E}_{2n, q} := (-1)^n [2n]_q! \Delta_{n,q} \]
\[ \mathcal{E}_{2n+1, q} := \text{CD}(2n + 1, 2n + 1) = 1 + [2n + 1]_q! \sum_{a=1}^{n} \frac{(-1)^a}{[2n - 2a + 1]_q!} \Delta_{a,q}. \]

Consider the generating functions
\[ F(t) = \sum_{n \geq 0} \mathcal{E}_{2n,q}(q; q)_{2n} t^{2n} \quad \text{and} \quad G(t) = \sum_{n \geq 0} \mathcal{E}_{2n+1,q}(q; q)_{2n+1} t^{2n+1} \]

It suffices to show \( F(t) = \text{sech}_q(t) \) and \( G(t) = \tanh_q(t) \). Observe that by expanding by minors in the first column, \( \Delta_{n,q} \) satisfies the recurrence
\[ \Delta_{n,q} = \sum_{k=1}^{n} \frac{(-1)^{k+1}}{[2k]_q!} \Delta_{n-k,q} \]

Then since \( (q; q)_{2n} = \frac{[n]_q!}{(1-q)^n} \),
\[ F(t) = \sum_{n \geq 0} (-1)^n (t(1-q))^{2n} \Delta_{n,q} = 1 + \sum_{n \geq 1} (-1)^n (t(1-q))^{2n} \sum_{k=1}^{n} \frac{(-1)^{k+1}}{[2k]_q!} \Delta_{n-k,q} \]
\[ = 1 + \sum_{r \geq 0} \sum_{k \geq 1} (-1)^{r+1} \Delta_{r,q} \frac{(t(1-q))^{2(r+k)}}{[2k]_q!} \]
\[ = 1 + \left( \sum_{k \geq 1} \frac{(t(1-q))^{2k}}{[2k]_q!} \right) \left( \sum_{r \geq 0} (-1)^{r+1} \Delta_{r,q} (t(1-q))^{2r} \right) \]
\[ = 1 - \left( \sum_{k \geq 1} \frac{t^{2k}}{[q; q]_{2k}} \right) F(t) = 1 - (\cosh_q(t) - 1) F(t) \]

Therefore, solving for \( F(t) \) gives
\[ F(t) = 1 / \cosh_q(t) = \text{sech}_q(t) \]

Since \( F(t) = \text{sech}_q(t) \) as power series in \( \mathbb{Q}(q)[t] \), it follows that \( \mathcal{E}_{2n,q} = E_{2n,q} \). Now consider \( G(t) \). Set \( \Delta_{0,q} = 1 \). We have
\[ G(t) = \sum_{n \geq 0} \left( [2n + 1]_q! \sum_{a=0}^{n} \frac{(-1)^a}{[2n - 2a + 1]_q!} \Delta_{a,q} \right) \frac{t^{2n+1}}{(q; q)_{2n+1}} \]
\[ = \sum_{n \geq 0} \sum_{a=0}^{n} \frac{(-1)^a \Delta_{a,q}}{[2n - 2a + 1]_q!} (t(1-q))^{2n+1} \]
\[ = \sum_{k \geq 0} \sum_{a=0}^{[2k + 1]} \frac{(-1)^a \Delta_{a,q}}{[2k + 1]_q!} (t(1-q))^{2(a+k)+1} \]
\[ = \left( \sum_{k \geq 0} \frac{t^{2k+1}}{(q; q)_{2k+1}} \right) \left( \sum_{a \geq 0} (-1)^a \Delta_{a,q} t^{2a} \right) \]
\[ = \sinh_q(t) \text{sech}_q(t) = \tanh_q(t) \]
\[ \square \]
Remark 4.4. With notation as in the proof above, equation (2.6) of [Sta09] immediately implies that $E_{2n,q} = E_{2n,q}$. See equation (2.7) of the same article for a determinantal formula for $E_{2n+1,q}$ and other formulae.

Remark 4.5. Proposition 4.3 implies that the numbers $E_{n,q}$ are the $q$-secant and $q$-tangent numbers studied in [FH10] and [Jos10]. In particular, we have

$$E_{n,q} = \sum_{\sigma \in \mathcal{J}_n} q^{\text{exc}(\sigma)}$$

where $\mathcal{J}_n$ denotes the number of alternating permutations of size $n$.

Theorem 1.2(a) now follows from Thm 1.2(b) and Prop 4.3.

5. Invariants of uniform matroids

Recall that the uniform matroid $U_{n,r}$ is the matroid whose independent sets consist of all subsets of $[n]$ of cardinality at most $r$. Theorem 2.2 gives a formula for the Hilbert series of $A(M(\mathbb{F}_q^n))$,

$$H\left(A\left(M_{r}(\mathbb{F}_q^n)\right), t\right) = 1 + \sum_{r=0}^{n} \prod_{i=1}^{[r]} \frac{t(1 - t^{r_i - r_{i-1} - 1})}{1 - t} \left[\frac{n - r_{i-1}}{r_i - r_{i-1}}\right]_q$$

where the sum is over all tuples of dimensions $r = (0 = r_0 < r_1 < \cdots < r_{|r|} \leq r)$. In particular, when $q = 1$, formula above specializes to what Theorem 2.2 gives for $H\left(A(U_{n,r}), t\right)$.

From this it follows that any invariant of $A(U_{n,r})$ that can be computed in terms of its Hilbert series can be computed by instead considering the corresponding invariant of $A(M_{r}(\mathbb{F}_q^n))$ and setting $q = 1$. We record a number of results obtained this way below.

Theorem 5.1 (see Theorem 1.1). For $r = 0, 1, \ldots, n$ and $F_{n,k} := \{\sigma \in \mathcal{S}_n : \#\text{fix}(\sigma) \geq k\}$, the Hilbert series of $A(U_{n,r})$ is given by

$$H\left(U_{n,r}, t\right) = \sum_{\sigma \in \mathcal{S}_n} t^{\text{exc}(\sigma)} - \sum_{j=r}^{n-1} \sum_{\sigma \in F_{n,n-j}} t^{r - \text{exc}(\sigma)}$$

In particular, if $r = n$, the Hilbert series of $A(U_{n,n})$ is the $n$-th Eulerian Polynomial and if $r = n - 1$, the Hilbert series of $A(U_{n,n-1})$ is

$$H\left(A(U_{n,n-1}), t\right) = \sum_{\sigma \in \mathcal{D}_n} t^{\text{exc}(\sigma) - 1}$$

Theorem 5.2 (see Theorem 1.2). For odd $r$, the Charney-Davis quantity for the uniform matroid, $U_{n,r}$, of rank $r$ and dimension $n$ is

$$\sum_{k=0}^{\frac{r-1}{2}} \binom{n}{2k} E_{2k}$$

where $E_{2\ell}$ is the $\ell$-th secant number, i.e.

$$\text{sech}(t) = \sum_{\ell \geq 0} E_{2\ell} \frac{t^{2\ell}}{(2\ell)!}$$
Remark 5.3. For \( r = n \) odd, a standard recurrence shows
\[
\sum_{k=0}^{\frac{n-1}{2}} \binom{n}{2k} E_{2k} = E_n
\]
In particular, Theorem 5.2 specializes to those in page 275 of [RW05] and page 52 of [ER94].

Remark 5.4. Those interested in the \( \gamma \)-polynomial of \( A(U_{n,r}) \) for \( r = n, n - 1 \) should see Theorem 11.1 of [PRW06] and Theorem 4.1 of [Ath16]. The former gives the \( \gamma \)-vector of \( A(U_{n,n}) \) in the context of the \( \gamma \)-vector of the permutohedron. Since \( H(A(U_{n,n-1}), t) \) is the local \( h \)-vector of the barycentric subdivision of the permutohedron, Athanasiadis’ survey [Ath16] gives the analogous interpretation of the \( \gamma \)-vector of \( H(A(U_{n,n-1}), t) \).

6. Conjectures and future work

Our data points to a possible relationship between order complexes and Chow rings. Let \( \Delta(P) \) be the order complex of a poset \( P \), and for any simplicial complex \( S \), denote the \( h \)-polynomial of \( S \) by
\[
h(S, t) := \sum_{i=0}^{\dim(S)} f_{i-1}(x - 1)^{\dim(S) - i}
\]
where \( f_j \) is the number of \( j \)-dimensional faces of \( S \) and \( f_{-1} = 1 \) by convention.

Proposition 6.1 ([Pet15] Theorem 9.1, https://oeis.org/A008292). For all \( n \geq 1 \),
\[
h(\Delta(L(U_{n,n})), t) = H(A(U_{n,n}), t)
\]
The corresponding statement for the uniform matroids \( U_{n,r} \) with \( r < n \) has small counterexamples, but can be modified as follows.

Conjecture 6.2. For \( r < n \), we have
\[
h(\Delta(L(U_{n,r})), t) = t^2 \sum_{i=1}^{r} \binom{n - i - 1}{r - i} H(A(U_{n,i}), t).
\]
Since it is relatively simple to compute the \( f \)-vector of \( \Delta(L(U_{n,r})) \), this would also give a formula for \( H(A(U_{n,i+1}), t) \).

Remark 6.3. Conjecture 6.2 is equivalent to the equality \( F_n(t, u) = H_n(t, u + 1) \) for the polynomials
\[
F_n(t, u) = \sum_{r=0}^{n-2} h(\Delta(L(U_{n,r+1} \setminus \{ \top, \bot \})), t) u^{n-2-r}
\]
\[
H_n(t, u) = \sum_{r=0}^{n-2} H(A(U_{n,r+1}), t) u^{n-2-r}
\]
For more conjectures and some other results pertaining to Chow rings of general atomic lattices, see [HRS17].
ACKNOWLEDGMENTS

This research was carried out as part of the 2017 summer REU program at the School of Mathematics, University of Minnesota, Twin Cities, and was supported by NSF RTG grant DMS-1148634 and by NSF grant DMS-1351590. The authors would like to thank Victor Reiner, Pavlo Pylyavskyy, and Benjamin Strasser for their mentorship and support.

REFERENCES

[AHK15] K. Adiprasito, J. Huh, and E. Katz. “Hodge Theory for Combinatorial Geometries”. In: ArXiv e-prints (Nov. 2015). arXiv:1511.02888 [math.CO].

[Ath16] Christos A Athanasiadis. “A survey of subdivisions and local h-vectors”. In: The Mathematical Legacy of Richard P. Stanley (2016), pp. 39–52.

[Ath17] C. A. Athanasiadis. “Gamma-positivity in combinatorics and geometry”. In: ArXiv e-prints (Nov. 2017). arXiv:1711.05983 [math.CO].

[Bak17] M. Baker. “Hodge theory in combinatorics”. In: ArXiv e-prints (May 2017). arXiv:1705.07960 [math.CO].

[BGS82] Anders Björner, Adriano M Garsia, and Richard P Stanley. “An introduction to Cohen–Macaulay partially ordered sets”. In: Ordered sets. Springer, 1982, pp. 583–615.

[CD95] Ruth Charney and Michael Davis. “The Euler characteristic of a nonpositively curved, piecewise Euclidean manifold”. In: Pacific Journal of Mathematics 171.1 (1995), pp. 117–137.

[DE10] E. Deutsch and S. Elizalde. “The largest and the smallest fixed points of permutations”. In: European Journal of Combinatorics 31 (July 2010), pp. 1404–1409. DOI: https://doi.org/10.1016/j.ejc.2009.12.002, eprint: math/09042792.

[ER94] Paul H Edelman and Victor Reiner. “H-shellings and h-complexes”. In: Advances in Mathematics 106.1 (1994), pp. 36–64.

[FH10] Dominique Foata and Guo-Niu Han. “The $q$-tangent and $q$-secant numbers via basic Eulerian polynomials”. In: Proceedings of the American Mathematical Society 138.2 (2010), pp. 385–393.

[FY04] E. M. Feichtner and S. Yuzvinsky. “Chow rings of toric varieties defined by atomic lattices”. In: Inventiones Mathematicae 155 (Mar. 2004), pp. 515–536. DOI: 10.1007/s00222-003-0327-2, eprint: math/0305142.

[HRS17] Thomas Hameister, Sujit Rao, and Connor Simpson. “Chow rings of atomic lattices”. In: (2017). URL: http://www-users.math.umn.edu/~reiner/REU/HameisterRaoSimpson.

[Hun99] Craig Huneke. “Hyman Bass and ubiquity: Gorenstein rings”. In: Algebra, K-theory, groups, and education. 1999, pp. 55–78.

[Jos10] Matthieu Josuat-Vergès. “A q-enumeration of alternating permutations”. In: European Journal of Combinatorics 31.7 (2010), pp. 1892–1906.

[LR02] Naichung Conan Leung and Victor Reiner. “The signature of a toric variety”. In: Duke Math. J. 111.2 (Feb. 2002), pp. 253–286. DOI: 10.1215/S0012-7094-02-11123-5, URL: https://doi.org/10.1215/S0012-7094-02-11123-5.

[Mal11] J. Malenfant. “Finite, closed-form expressions for the partition function and for Euler, Bernoulli, and Stirling numbers”. In: ArXiv e-prints (Mar. 2011). arXiv:1103.1585 [math.NT].
[McM93] Peter McMullen. “On simple polytopes”. In: Inventiones mathematicae 113.1 (Dec. 1993), pp. 419–444. issn: 1432-1297. doi: 10.1007/BF01244313 URL: https://doi.org/10.1007/BF01244313

[Oxl11] James Oxley. Matroid Theory. 2nd ed. Oxford University Press, Apr. 2011.

[Pet15] T Kyle Petersen. Eulerian numbers. Birkhäuser, 2015.

[PRW06] Alexander Postnikov, Victor Reiner, and Lauren Williams. “Faces of generalized permutohedra”. In: Doc. Math 13.207-273 (Sept. 2006), p. 51. doi: https://doi.org/10.1016/j.ejc.2009.12.002 eprint: math/0609184.

[RW05] Victor Reiner and Volkmar Welker. “On the Charney–Davis and Neggers–Stanley Conjectures”. In: Journal of Combinatorial Theory, Series A 109.2 (2005), pp. 247–280.

[Sta+04] Richard P. Stanley et al. “An introduction to hyperplane arrangements”. In: Geometric combinatorics 13 (2004), pp. 389–496.

[Sta09] R. P. Stanley. “A Survey of Alternating Permutations”. In: ArXiv e-prints (Dec. 2009). arXiv: 0912.4240 [math.CO]

[Sta12] Richard P. Stanley. Enumerative combinatorics. Volume 1. Second. Vol. 49. Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 2012, pp. xiv+626. isbn: 978-1-107-60262-5.

[Sta96] Richard P. Stanley. Combinatorics and commutative algebra. Second. Vol. 41. Progress in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1996, pp. x+164. isbn: 0-8176-3836-9.

[Sta97] Richard P. Stanley. Enumerative Combinatorics. Vol. 1, vol. 49 of Cambridge Studies in Advanced Mathematics. 1997.

[Sun05] Zhi-Wei Sun. “On Euler numbers modulo powers of two”. In: Journal of Number Theory 115.2 (2005), pp. 371–380.

[SW07] John Shareshian and Michelle Wachs. “q-Eulerian polynomials: excedance number and major index”. In: Electronic Research Announcements of the American Mathematical Society 13.4 (2007), pp. 33–45.

[SW10] John Shareshian and Michelle L Wachs. “Eulerian quasi-symmetric functions”. In: Advances in Mathematics 225.6 (2010), pp. 2921–2966.

[SW17] John Shareshian and Michelle L Wachs. “Gamma-positivity of variations of Eulerian polynomials”. In: arXiv preprint arXiv:1702.06666 (2017).

[Wac89] Michelle L Wachs. “On q-derangement numbers”. In: Proceedings of the American Mathematical Society 106.1 (1989), pp. 273–278.

[WWZ17] J. D. Wiltshire-Gordon, A. Woo, and M. Zajaczkowska. “Specht Polytopes and Specht Matroids”. In: ArXiv e-prints (Jan. 2017). arXiv: 1701.05277 [math.CO]

University of Wisconsin–Madison
E-mail address: thameister@wisc.edu

Cornell University
E-mail address: sr869@cornell.edu

Cornell University
E-mail address: cgs93@cornell.edu