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Abstract

Fall detection is a serious healthcare issue that needs to be solved. Falling without quick medical intervention would lower elderly’s chances of survival, especially if living alone. Hence, the need is there for developing fall detection algorithms with high accuracy. This paper presents a novel IoT-based system for fall detection that includes a sensing device transmitting data to a mobile application through a cloud-connected gateway device. Then, the focus is shifted to the algorithmic aspect where multiple features are extracted from 3-axis accelerometer data taken from existing datasets. The results emphasize on the significance of Continuous Wavelet Transform (CWT) as an influential feature for determining falls. CWT, Signal Energy (SE), Signal Magnitude Area (SMA), and Signal Vector Magnitude (SVM) features have shown promising classification results using K-Nearest Neighbors (KNN) and E-Nearest Neighbors (ENN). For all performance metrics (accuracy, recall, precision, specificity, and F\textsubscript{1} Score), the achieved results are higher than 95\% for a dataset of small size, while more than 98.47\% score is achieved in the aforementioned criteria over the UniMiB-SHAR dataset by the same algorithms, where the classification time for a single test record is extremely efficient and is real-time.
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1. Introduction

Enabling technology use in health sector brings many advantages that can save lives. The introduction of such systems for autonomous alarming and monitoring is significant in providing continuous supervision on patients’ and elderly’s status. According to the United Nations (UN), people aged 65 and above constituted around 9.1\% of the total population in 2019 (∼700 millions) \cite{1}. This percentage is expected to reach 15.9\% from the expected population (9.735 billions) in 2050 \cite{1}. Not only that, but for the first time in human history, in 2019, people aged 65 or more have exceeded the number of children below five \cite{1}. This is a life-changing
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outcome of high life expectancy around the world where previously mentioned systems present a solid solution for, particularly that there is an unavoidable shortage in healthcare personnel.

Contrary to what has been mentioned earlier, healthcare systems have evolved significantly in the last century, where a lot of new technological advancements and clinical tests are implemented and discovered. However, because these systems have succeeded in raising people’s life expectancy, another challenge arose as a result, which is the total increase in population, especially the elderly portion. From this point-of-view, healthcare systems have to re-adjust the provided services following a “smart” and automated methodology in order to accommodate the new needs that are currently arising.

It is common between elderlies to be more physically vulnerable than other age groups, especially when it comes to falling incidents. One third of elderlies, over the age of 65, are reported to have fallen annually. Added to that, 50% of elderlies who are aged above 80 also experience falls [2]. These numbers are alarming since some of these incidents lead to bone fractures or, if severe enough, could end the elderly’s life. In addition, delayed medical intervention for elderlies who are immobile after a fall, especially those living alone, can further reduce their surviving chances and has a direct impact on their health outcomes [2]. Thus, it is of the utmost importance to detect, and report falls of senior population in an attempt to reduce health complications due to the slow medical intervention.

Reflecting on the current state of the world, in the COVID-19 pandemic era, healthcare personnel shortage is directly affecting, along with medical equipment shortage, the number of deaths due to the coronavirus. According to the Centers for Disease Control and Prevention (CDC), more than 80% of the total deaths are for elderlies older than 65 in the US (up to 2nd of January) [3]. Furthermore, medical personnel are now more busy than ever with saving COVID-19 infected patients, making the continuous monitoring of elderly population a secondary issue at the moment, showing how important autonomous monitoring systems in these types of situations, where the elderly can be safely isolated at home, having continuous automated medical and professional monitoring. Looking at the COVID-19 pandemic from another aspect, according to Yamada et al. [4], because of the imposed lockdown, and other mobility restrictions that most countries are practicing to protect their citizens’ welfare, these practices affect the physical activity levels of the elderly population, making them less active [5]. Moreover, Goethals et al. [6] argued earlier, before the distribution of various COVID-19 vaccines, that due to the absence of a vaccine that can provide protection to this population, many elderlies naturally declined participation in physical exercise in an attempt to avoid contracting the COVID-19 within the physical therapy centers [5], and they are right to fear for their lives, especially that elderlies are the most endangered age group. Nonetheless, the negative impact and damage from the reduced physical activity within this period will have its impact on elderlies, especially if involved in a rough event.

With the emergence of the Internet of Things (IoT) concept, wearable sensors/advanced smartphones, and powerful-enough attainable Central Processing Units (CPUs) and Graphical Processing Units (GPUs), automated monitoring systems are now achievable more than ever, and with an affordable price by the healthcare systems/elderlies. To illustrate the previous point, in an ideal scenario, a single smartphone can now serve as a sensing platform that acquires necessary sensory data as in [7], a processing unit that classifies or predicts abnormal events as in [8], and an alerting system that communicates with the caregiver in case of emergencies as
in [9]. This demonstrates that a complete automated monitoring system can be implemented on a device that
the majority of, if not all, people have.

However, coming back to reality, the complexity of utilized algorithms, the continuous computations, and the
classical battery limitations, render it to be impractical. Therefore, in an effort to build a complete feasible
system, this paper introduces a novel fall detection system incorporating a sensing device, a gateway transceiver
and a mobile application. Firstly, it investigates different systems mentioned in previous literature related to
fall detection, focusing then on Wearable Sensing Device (WSD) systems showing that Continuous Wavelet
Transform (CWT) is seldom used in such systems. Then, it shows the significance of extracting different features,
emphasizing on CWT as a feature with high influence on fall detection. In addition, multiple classifiers, such
as K-Nearest Neighbors (KNN), Extended-Nearest Neighbors (ENN), and Binary Decision Tree (BDT) are
investigated. Finally, results on two different datasets are demonstrated, using only 3-axis accelerometer and in
real-time, where a comparison is drawn with available products in the market in terms of their prices, and with
ones found in literature in terms of achieved performance criteria.

Even though some of the investigated feature extraction algorithms and classifiers have been extensively
utilized before in this domain, our main contributions can be summarized as follows:

- Designing and concatenating CWT features, which are seldom utilized and optimized in literature, along
  with the Signal Energy (SE), Signal Vector Magnitude (SVM), and Signal Magnitude Area (SMA) to
  generate the best results. The exact values for the scale and the different wavelet functions for the CWT
  are identified, which help in generating the best results.

- Using the ENN classifier and with the specific optimal features’ concatenation, especially that it is rarely
  utilized in the context of fall detection as the main classifier.

- Investigating optimal number of neighbors for both KNN and ENN, highlighting how ENN is less sensitive
to variations within the number of neighbors exhibiting more robustness in its performance

- Finding the optimal features vector over a dataset of small size, which is then calculated over the UniMiB-
  SHAR dataset, showing the resilience of our hand-crafted engineered features and the extremely high
  achieved results +98.5% for all performance criteria.

The paper’s sections are organized as follows. Section 2 shows fall detection-related work describing the
concept and the sensors in use, and highlighting the pros and cons of each system. Section 3 describes our
proposed system for fall detection. Section 4 demonstrates the methodology to examine different feature
extraction algorithms with three different classifiers: KNN, ENN, and BDT. Section 5 shows the results of
different features combinations, different number of neighbors for KNN and ENN, and individual classifier’s
performance. Moreover, a comparison is also drawn with available commercial products and other state-of-the-art
studies. Finally, Section 6 concludes the paper revisiting the most important highlights of this paper.
2. Related Work

Looking into previous fall detection-related work in the last few years, many systems with a variety of monitoring ideas have been proposed and discussed. The main categories are based on the sensing device in use that include externally placed cameras, floor sensors, radars, WSD, smartphones, and more interestingly, through Wi-Fi Channel State Information (CSI).

2.1. Cameras

Camera-based systems use camera(s) and image processing techniques to detect elderlies’ movements and analyze falls. It involves tracking the significant parts of the elderlies’ body. Omnidirectional-Camera as in [10] is used for fall detection purposes with input data as the RGB components of each frame. However, recently the usage of depth cameras seems to be the trend, where an Infrared (IR) emitter works together with a camera. Authors in [11–15] utilize such cameras due to their ability in operating well under weak light conditions; since these cameras do not depend on the visible light spectrum. Hence, more reliable information can be attained. In [11], the aim is to detect the 3D trajectory of the head joint, while in [12], the goal is to monitor the individual’s vertical state in each image frame using Microsoft Kinect depth imaging sensor. Similarly, in [13], Microsoft Kinect camera is utilized on 70 video samples, to detect falls using two different methods, Support Vector Machine-Machine Learning (SVM\_ML) and thresholding. However, in [14], the authors claim that trying to locate the human key joints is difficult especially due to the occluded body parts and sudden posture changes. They proposed their own skeleton-free fall detection system by predicting individuals’ correct postures. Lastly, in [15], authors use an IR depth camera for detecting the elderly’s silhouette, from which they extract two types of features, kinematic and mel-cepstrum features. Following, they feed the extracted features to multiple classifiers such as SVM\_ML, Artificial Neural Network (ANN) and Naïve Bayes classifiers for performance comparison.

Camera-based systems have a major concern; which is the privacy of the patient, since cameras are constantly recording private locations, hence, it might deter certain elderlies from opting into the system.

2.2. Floor Sensors

Floor sensors-based systems collect data using nearly unnoticeable sensors as in [16–18]. In [16], the acoustic signals (i.e. vibration and sound), propagating through room’s floor, are acquired by accelerometer and microphone sensors stationed at the room’s corner. In a more recent publication, the authors in [17] use the INRIA-Nancy Smart Tiles prototype (around 100 tiles) where a 3-axis accelerometer is situated in the middle of the tile accompanied by four pressure sensors distributed at the corners. However, in [18], a different type of input is acquired based on a conductive film under the floor powered to generate electric fields. A good analogy in explaining the mechanism behind this conductive film would be the way that touch screens work. The presence of human and resultant falls can be detected where a change in the film’s impedance will be calculated [18].

This type of systems, especially the one mentioned in [18], is promising in nursing homes where elderlies have limited mobility. However, they need a pre-installation phase, before furnishing the rooms, where sensors should be equipped under the rooms’ floor.
2.3. Radars

Radar-based fall detection systems use radar sensors and require a base station for signals’ reception. Such systems, presented in [19–22], take advantage of the Doppler effect that signals exhibit when received/reflected by moving objects causing them to change in frequency. In [19] and [20], the utilized feature generating highest accuracy is the Global Alignment (GA) Kernel belonging to the Least Squares Support Vector Machine (LS-SVM) classifier. Whereas in [21], the extracted feature from the radar signal is the Discrete Wavelet Transform (DWT) and it is fed to KNN classifier with $K = 1$. On the other hand, autoencoders (a form of ANN) are used in [22] to learn the features from the input radar signals, and the Softmax regression classifier to predict human’s movement. Softmax regression is the generalized case of logistic regression, and is used for multi-class classification scenarios.

2.4. Wi-Fi CSI

Wi-Fi CSI-based systems, as stated in [23], aim to detect falls by observing indoor environment’s effects on the Wi-Fi’s radio signal through time delay, amplitude attenuation and phase shift. Thus, information estimation about the channel’s properties can be done. It utilizes the Wi-Fi devices as transmitters and have processing units as receivers such as computers. The CSI information is then extracted from the received packets [23]. Authors in [23–25] have all utilized this type of systems for detecting falls. Main difference between WiFall [23] and RT-Fall [24] is that the WiFall system depends only on the amplitude changes in the CSI, while RT-Fall investigates both amplitude and phase difference information produced by multiple antennas. In [25], the proposed FallSense system uses Dynamic Template Matching (DTM) that relies initially on less training data that keeps updating during system’s usage. Moreover, the authors claim that their system is less complex since they use DTM with small training set instead of SVM and Hidden Markov Model (HMM) as in [23] and [24].

It should be noted that Wi-Fi-based systems and radar-based systems use Radio Frequency (RF) similarly, however, Wi-Fi-based systems investigates human’s movements effects on CSI, while radar-based systems observe their effects on the signal’s frequency (Doppler effect). Since both systems relatively yield similar results, it is perhaps more convenient to use the Wi-Fi since it is pre-existing in homes whereas radar-based systems require extra installation.

Camera, floor, radar and Wi-Fi-based systems have two serious challenges in common. They would be useless if the elderly had a walk outside and fell. Meaning that for them to function correctly, the elderlies must stay indoor all the time, which imposes restricted mobility on elderlies since the sensors are static. In addition, since these systems rely on having a single individual or elderly indoor, pets and other people movement would generate false alarms [26].

2.5. WSD & Smartphones

The most common type of fall detection systems found in literature were the ones depending on WSD. It is safe to say that most researchers are opting to use the triaxial accelerometer as part of their system disregarding where the wearable sensor is placed as in [27–35]. However, Ozcan et al. took a completely different approach where the device in use is a camera placed at the waist for entropy distance measurement [36]. Comparison is not straightforward for fall detection systems of this type as there are many differences to account for. For
instance, some researchers use only the 3-axis accelerometer sensor placed on the chest \cite{29, 30}, on the waist \cite{31}, and on the thigh \cite{35}. However, authors in \cite{28} and \cite{34} use a sensing device generating 3-axis accelerometer, gyroscope and magnetometer data, which was placed on the waist and the wrist, respectively. Hence, giving them more information about the orientation, velocity and displacement of the elderly. For authors in \cite{32}, they utilize the 3-axis accelerometer and barometric pressure sensors, on the neck for sit-to-stand detection, while Wang et al. use the same type of sensor and placement for power-efficient signal features extraction \cite{33}. In \cite{32} Lee et al. talk about the usage of 3-axis accelerometer and gyroscope sensors on the elderly’s waist for detecting near-fall scenarios as well as falls \cite{27}.

More interestingly, since smartphones nowadays possess multiple sensors including 3-axis accelerometer and gyroscope, researchers utilized them for fall detection as both a sensing and a processing device. The idea formulated in early 2010s as smartphones processing capabilities started emerging at the time. A system that utilizes a smartphone is initially introduced in \cite{37} where fall detection is implemented through a simple thresholding-based learning algorithm. In \cite{38}, a more advanced learning algorithm such as Finite-State Machine (FSM) cascaded with SVM is used on the smartphone. Kau et al, interestingly argues that the power consumption resulting from running fall detection application is around 9\%, and it is the same consumption of a gaming application. Authors in \cite{39}, use ANN on the smartphone for fall detection and, as expected, it drains a lot of power as shown in their results. FallDroid, developed by \cite{40}, uses a thresholding-based algorithm followed by multiple kernel SVM learning algorithm. Implementing such systems, as in \cite{38–40}, with high complexity on smartphones is mainly due to the technological enhancements mobile phones have undergone recently.

Both WSD and smartphones fall detection systems are challenged by the limited amount of energy batteries can provide. Hence, it is not possible to deploy these systems on the same device 24/7. Moreover, both systems are susceptible to be forgotten by elderlies where forgetfulness is a common trait in that age category.

It is true that systems based on WSD can create uncomfortableness as well to the wearer, however, it is the most reliable source of data since they are coming from the elderlies themselves. In other words, existence of other people or pets near the elderly would not trigger a false positive as in the case of camera, floor, radar and Wi-Fi fall detection systems. Furthermore, they can be used to implement a system where the elderly does not have to be imprisoned in a house, which reduces mobility restrictions other systems impose. Table 1 summarizes the reviewed technologies, highlighting their advantages and disadvantages.

In this paper, extracting different features, from two pre-existing datasets \cite{7, 29}, containing 3-axis accelerometer data is investigated. Furthermore, examining different feature combinations and focusing on CWT as a significant feature for fall detection where the WSD systems did not opt to use, except the one mentioned in \cite{32}. Then, the optimal feature combination is fed to three different classifiers (KNN, ENN and BDT) and a majority Voting Machine (VM). KNN and ENN number of neighbors are varied where the optimal neighbor’s number is chosen based on specific performance criteria. Then, a comparison between individual classifiers is presented to show which one would be the best choice if only one is to be deployed. Finally, a comparison with commercial products and state-of-the-art studies is conducted, highlighting the competitiveness of the designed classifiers.
Table 1: Literature review summary

| Technology          | Studies   | Advantages                                      | Disadvantages                     |
|---------------------|-----------|------------------------------------------------|-----------------------------------|
| Cameras             | [10–15]   | Minimal human intervention                      | Privacy, multiple cameras & indoor |
| Floor Sensors       | [16–18]   | Minimal human intervention & more private than cameras | Frequent false alarms [14] & indoor |
| Radars & Wi-Fi      | [19–22] & [23–25] | More private than floor sensors & cost-effective | High-sensitivity to noise [21] & indoor |
| CSI                 | [23–25]   | Immunity to noise & minimal number of sensors, mobility | Depends on Elderlies’ interaction, uncomfortable, needs recharging |
| WSD & Smartphones   | [27–36]   |                                            |                                    |

3. Overall System

In this section, a description of the overall system, from both its hardware and software aspects, is presented elaborating on the role of each device.

3.1. Hardware Implementation

As illustrated in Figure 1, several components and communication protocols are involved. A WSD (Shimmer3ECG) transmits acquired 3-axis accelerometer and electrocardiogram (ECG) data to a gateway device (ODROID-XU4) through Bluetooth.

On ODROID-XU4, as shown in Figure 2, feature extraction algorithms are applied to the received data where the most significant features are looked for. Then, they are fed to chosen classifiers where they are trained to distinguish between Activities of Daily Living (ADL) and fall events. If a fall is detected, ODROID-XU4 will send an alarm to caregivers’ smartphones through a well-structured cloud database channel. Hence, ensuring a quick response from caregivers to aid the elderly in danger.

The Shimmer3ECG sensor is used mainly due to its small size, its power efficiency, programmability, and its capability in streaming ECG and accelerometer data in real-time simultaneously [29]. On the other hand, having an octa-core Exynos5422 big.LITTLE processor, a 2GB LPDDR3 RAM, and an advanced Mali GPU are the main reasons behind choosing ODROID-XU4 [41]. In addition, a Wi-Fi dongle can be connected to the ODROID-XU4 to transmit data to the cloud.

3.2. Software Implementation

The proposed communication structure in Figure 3 highlights interlinked entities within the cloud-hosted database platform, and illustrates the role of both the ODROID-XU4 and the user’s mobile application for data visualization [9]. As illustrated by Figure 3, the elderly-to-caregiver communication system involves the link from the Shimmer3ECG, the ODROID-XU4 as the gateway and the cloud-hosted Firebase Realtime database up to the Vitals Monitoring mobile application.
Figure 1: Overall system design

Figure 2: Received 3-axis accelerometer signal processing steps

Figure 3: Communication system
The Firebase platform provides a back-end service that allows for the real-time storage of large datasets within a database that synchronizes all clients with internet access.

The database is meant to act as a temporary buffer for the uploaded signals data, which should be accessed remotely by another client device with authenticated access, in this case, a mobile application that displays the stream of accelerometer and/or ECG data. The uploaded data are updated continuously with new values during streaming, while the mobile application “listens” to data changes on the cloud and handles them appropriately. The interactions of the different entities with the cloud-hosted database are illustrated in Figure 4 (a) for data visualization, and Figure 4 (b) for alerting caregivers.

A separate Python program would be running by the ODROID-XU4 acting as a client device, standing by for when data streaming is required. To communicate with the cloud database, an appropriate helper library (Pyrebase) in Python is utilized where it provides necessary Application Programming Interface (API) to
communicate with the Firebase cloud. The Python program would receive the data pool to be uploaded and stores them temporarily. Using the Pyrebase library, it establishes the proper channel connection with the cloud database through internet, where the program then sends the data. As a result, synchronization happens when the data are put into the cloud database.

The developed mobile application (Vitals Monitoring) is intended to run on Android devices as a proof of concept. Its role revolves mainly on providing data visualization for both elderlies and caregivers and facilitating an alarming feature for caregivers in case of an emergency from any elderly. There are two separate portals of the Vitals Monitoring application, categorized as the Elderly View and the Caregiver View as shown in Figure 5.

Figure 5: Application usage cycle

Caregiver View provides a list of all registered elderlies, and caregivers can see any of the elderlies’ details.
Moreover, they can receive and visualize the streamed data from the elderly’s side, or even call the elderly for a quick check-up. In the Elderly View, he/she can visualize the data that is streamed from the Shimmer3ECG connected to him/her, as well as ask for help from the caregiver in time of need.

Lastly, all users’ data are available on the cloud database for user authentication. Furthermore, previous fall records for each elderly, containing ECG and 3-axis accelerometer data stored at falling time, are saved under the Elderlies_Records path, illustrated in Figure 3. As shown in Figure 6, only caregivers have access to these records for further analysis.

![Figure 6: Previous falling records](image)

4. Methodology

In this section, the pursued methodology to reach the presented results in the following section are discussed. Firstly, the used dataset is tabulated showing the total number of fall and ADL records. Secondly, the features that are extracted from the previously mentioned dataset are discussed. Thirdly, the machine learning classifiers in use are explained and the criteria for classifiers’ performance check are also demonstrated. These criteria are important as they assist in validating the classifier prediction performance.

4.1. Utilized Training Datasets

Supervised machine learning algorithms depend heavily on having a well-structured and properly labeled dataset. Building such dataset requires significant amount of time, thus, a part of the dataset generated by authors in [29] is used as it employed the previous version of the used WSD in this paper. The content used
from the dataset is described in Table 2. Moreover, after the verification of optimal features and classification algorithms over the Gibson et al. dataset [29], they are trained and tested on a more comprehensive dataset named “University of Milano Bicocca Smartphone-based Human Activity Recognition” (UniMiB-SHAR) [7], where it has a total of 11,771 records (ADL: 7,579 and Falls: 4,192) collected from a Samsung Galaxy Nexus I9250 equipped with a Bosh BMA220 acceleration sensor. Further details about that dataset and its distribution are presented in Table 3.

| Type     | Event                              | Records |
|----------|------------------------------------|---------|
| ADL      | Jumping (3 times)                  | 6       |
|          | Jumping (1 time)                   | 6       |
|          | Lie down from sitting position     | 6       |
|          | Lie down from sitting position quickly | 6   |
|          | Running                            | 15      |
|          | Sitting on chair                   | 7       |
|          | Sitting on chair quickly           | 6       |
|          | Standing up                        | 6       |
|          | Standing up quickly                | 6       |
|          | Walking                            | 22      |
|          | Walking quickly                    | 6       |
|          | **Total ADL Events**               | **92**  |
| Fall     | Soft front fall                    | 19      |
|          | Soft back fall                     | 19      |
|          | Soft left fall                     | 19      |
|          | Soft right fall                    | 19      |
|          | Strong front fall                  | 15      |
|          | Strong back fall                   | 15      |
|          | Strong left fall                   | 15      |
|          | Strong right fall                  | 15      |
|          | **Total Fall Events**              | **136** |

Dataset size = 228

Both datasets contain ADL of different types covering some of the most common daily activities elderlies do. For the fall events, they recorded falls in all directions and with different scenarios to maximize the possibility of detecting these events regardless of their cause or direction. Sampling frequency for both datasets was set to be 50 Hz and the period of each measured record (event) is 2 seconds for the Gibson et al. [29] and 3 seconds for
Table 3: UniMiB-SHAR Dataset content [7]

| Type         | Event                                      | Records |
|--------------|--------------------------------------------|---------|
| ADL          | Standing up from sitting                   | 153     |
|              | Standing up from lying                     | 216     |
|              | Walking                                    | 1,738   |
|              | Running                                    | 1,985   |
|              | Going upstairs                             | 921     |
|              | Jumping                                    | 746     |
|              | Going downstairs                           | 1,324   |
|              | Lying down from standing                   | 296     |
|              | Sitting down                               | 200     |

| Total ADL Events | 7,579 |

| Fall           | Falling forward                            | 529     |
|               | Falling right                              | 511     |
|               | Falling backward                           | 526     |
|               | Falling left                               | 534     |
|               | Hitting obstacle                           | 661     |
|               | Falling with protection strategies         | 484     |
|               | Falling backward sitting on chair          | 434     |
|               | Syncope                                    | 513     |

| Total Fall Events | 4,192 |

Dataset size = 11,771

the UniMiB-SHAR dataset [7].

For our case, we consider the two classes classification issue, a fall or a non-fall (ADL) event. All soft and strong fall events were grouped in a single category under “fall” and the same is applied to ADL for the Gibson et al. dataset. Similar approach is applied over the UniMiB-SHAR dataset, where the classification of fall and non-fall events is named “AF-2” in their work [7].

4.2. Feature Extraction Algorithms

Depending on the problem in hand and the signal in measurement, features will significantly vary in what they represent and the technique to extract them.

Triaxial accelerometer data are to be dealt with and fall events are to be detected here. Hence, the following features, existing in time, frequency, and time-frequency domains are chosen as it is foreseen that they would contribute the most.
4.2.1. CWT

CWT is an excellent decomposition tool where a non-static wave’s changing properties will be captured in small wavelets localized in time [42]. These wavelets are shifted and scaled versions of the original mother wavelet. CWT outdoes the famous Short-Time Fourier Transform (STFT) in providing varying time windows for different frequencies. By allocating smaller time windows for high frequencies and large time windows for lower frequencies, this increases the resolution in the time-frequency domain as frequencies become higher [43]. Equation (1) shows the general equation for CWT, which gives features in the time-frequency domain:

\[ CWT_x (a, b) = \frac{1}{\sqrt{|a|}} \int_{-\infty}^{\infty} x(t) \psi \left( \frac{t - b}{a} \right) dt \]  

where:  
- \( a \) is the scaling factor  
- \( b \) is the translational factor  
- \( x(t) \) is the processed signal  
- \( \psi(t) \) is a mother wavelet function (filter)

Triaxial accelerometer data representing events (whether ADL or fall events) have unique distinguishable traits from one another. For instance, the signal of a person jumping three times would have a repetitive behavior, while if he/she was to fall, the signal would have a high peak and a semi-constant signal afterwards (for one second at least). Hence, using CWT, as a feature to extract these traits would enhance the performance of the used classifiers.

4.2.2. Signal Vector Magnitude (SVM)

SVM is a time domain feature that calculates the total acceleration magnitude generated by the existing triaxial acceleration data [44]. It shows how significant the change in acceleration in a moment of time, disregarding on which axis that change was, through measuring the magnitude using equation (2):

\[ SVM_i = \sqrt{A_{x_i}^2 + A_{y_i}^2 + A_{z_i}^2} \]  

where:  
- \( SVM_i \) is the \( i^{th} \) acceleration vector magnitude  
- \( A_{x_i}, A_{y_i} \) & \( A_{z_i} \) are the \( i^{th} \) acceleration element from \( x, y \) & \( z \) accelerometer vectors respectively

It is worth mentioning that the existence of the time parameter, through the order of samples, plays an important role in classifying an event whether it is a fall or not.

4.2.3. Total |SVM|

Total |SVM| feature is based on the previously mentioned SVM feature. The difference appears in summing the absolute value of all calculated SVMs as shown in equation (3):

\[ Total \ |SVM| = \sum_{i=1}^{M} |SVM_i| \]
where: $M$ is the number of samples (the discrete equivalent of time interval)

By doing so, this feature becomes independent from time, since all the $|SVM_i|$s are summed into one single feature.

### 4.2.4. Signal Magnitude Area (SMA)

SMA is another feature used to capture the observed amount of change from the acquired triaxial accelerometer data. Equation (4) calculates this feature [40]:

$$SMA = \sum_{i=1}^{M} (|Ax_i| + |Ay_i| + |Az_i|)$$  \hspace{1cm} (4)

### 4.2.5. Triaxial Accelerometer Data Range

The range of each accelerometer axis in time domain is the difference between the maximum and minimum values found in the tested record. They are calculated through equation (5):

$$Range_x = \max(Ax) - \min(Ax)$$
$$Range_y = \max(Ay) - \min(Ay)$$
$$Range_z = \max(Az) - \min(Az)$$  \hspace{1cm} (5)

where: $Ax$, $Ay$, & $Az$ are the $x$, $y$ & $z$ accelerometer vectors respectively

This feature holds information of how big the difference in each axis, but it does not necessarily mean that the record is a fall event if the range is large (see Figure 7).

### 4.2.6. Signal Energy (SE)

SE is a frequency domain feature that is calculated using equation (6):

$$E_x = \sum_{i=1}^{N} a_{x,i}^2, \ E_y = \sum_{i=1}^{N} a_{y,i}^2, \ E_z = \sum_{i=1}^{N} a_{z,i}^2$$  \hspace{1cm} (6)

where: $a_{x,i}$, $a_{y,i}$ & $a_{z,i}$ are the $i^{th}$ Fast Fourier Transform (FFT) coefficients of the $x$, $y$ & $z$ axes, respectively

$E_x$, $E_y$ & $E_z$ are the energy features for the $x$, $y$ & $z$ axes, respectively

$N$ is the total number of FFT coefficients per axis

The frequency coefficients are calculated for the 3-axis accelerometer data using FFT. Then, the resulting coefficients in each axis will be squared and summed to find the energy exerted by each axis [45].

Table 4 summarizes the extracted features in MATLAB and in which domain each feature resides. It is worth noting that the aforementioned feature extraction algorithms are used in the literature, some more than the others, such as the SVM where it is almost used in every fall detection system that utilizes acceleration data. However, to the best of our knowledge, CWT features are not investigated deeply in the manner we portray, highlighting the effect of varying parameters such as the scale and the utilized wavelet function. Moreover, an investigation is carried out to find the best concatenation of such features, evaluating their overall performance and highlighting the best combination that yields the most promising results.
4.3. Machine Learning Classification Algorithms

The extracted features, as shown in Table 4, are fed to the following implemented supervised machine learning classifiers: KNN, ENN, and BDT. Then, the outputs of each classifier are inserted into VM that yields an output based on the majority of the aforementioned classifiers.

4.3.1. KNN

KNN algorithm is an instance-based classification algorithm that uses the whole dataset to classify events based on the provided features. It calculates the distance between features of the new record with the existing training dataset features. After that, it uses the $K$ nearest neighbors in predicting which class does the new record belong to.

4.3.2. ENN

ENN has the same basis of operation as KNN; however, it differs from KNN in that it has a two way of communication. Meaning that it checks the nearest neighbors to the test record, and at the same time, takes into consideration the neighbors that see the test record as one of their nearest neighbors [46]. Because of that,
the algorithm builds weighted KNN map in a pre-processing “training” step that is done only once and is then utilized in the testing phase.

4.3.3. BDT

BDT is a model-based classification algorithm. It builds a tree structure where in each node a decision must be made between two choices (binary). It breaks the dataset down into smaller subsets, at the same time, the associated decision tree keeps developing until it reaches a leaf (decision).

4.3.4. VM

VM checks what each classifier yielded, and based on that, makes the decision to detect an ADL or a fall event. Thus, it is not a classifier by itself.

Both KNN and ENN are convenient to be used here as the datasets are relatively small in size. For problems with much bigger datasets, it is not recommended to use such algorithms. They calculate the distance between the new incoming record’s features and the features of all the records, making them computationally expensive for huge datasets.

To test whether these classifiers are accomplishing satisfying results, calculating the following quantities, shown by their equations (7-11) is a must:

Accuracy \((Ac)\) = \(\frac{TP + TN}{TP + TN + FP + FN} \times 100\%\) (7)

Recall \((Re)\) = \(\frac{TP}{TP + FN} \times 100\%\) (8)

Precision \((Pr)\) = \(\frac{TP}{TP + FP} \times 100\%\) (9)

\(F_{1}\) Score \((F_{1})\) = \(2 \times \frac{Precision \times Recall}{Precision + Recall}\) (10)
Specificity \((Sp)\) = \(\frac{TN}{TN + FP} * 100\%\)  \(11\)

where: True Positive \((TP)\): A fall occurs, and the system properly detects it

False Positive \((FP)\): The system detects a fall although it did not occur

True Negative \((TN)\): An ADL is performed, and the system does not detect a fall

False Negative \((FN)\): A fall occurs but the system does not detect it

Accuracy measures how good the classifier’s predictions are with respect to the whole test set. It would be convenient if the dataset was structured to have classes of equal number of records. For instance, collecting 200 falling events and 200 ADL events would be an ideal case where accuracy could indicate if the classifier is performing well. Calculating other performance criteria such as recall and precision will surely help in assessing the classifier’s performance, especially if an equal number of records for each class is not available.

Recall measures the percentage of falls that were “correctly” detected from the fall test set. Precision on the other hand weighs how many of the detected falls were actual true falls. Moreover, F\(_1\) Score is also important especially if recall and precision were not showing promising results and a choice is to be made between different models/classifiers. However, if both were high enough, F\(_1\) Score will also have high percentage. Lastly, specificity shows how many ADL are “correctly” predicted from the overall ADL test set. It is similar to recall but for ADL events instead of fall events. The pseudo code describing the methodology of generating the results in the following section is outlined by Algorithm 1.

---

**Algorithm 1:** Classification pseudo code

Result: Accuracy, Recall, Precision, F\(_1\) Score & Specificity

folds := 5;

Import dataset;

Extract features (CWT, SVM, Total |SVM|, SMA, range, SE);

while \(K \leq 17 \& \& E \leq 17\) do

  Randomize dataset;

  while \(i \leq \text{folds}\) do
    1. Divide dataset to 70% training and 30% testing;
    2. Train classifiers (KNN, ENN, BDT);
    3. Predict testing data labels & evaluate performance metrics;
  end

end

Calculate the average of performance criteria;
5. Results & Discussion of Different Feature Extraction Combinations & Different Classifiers

5.1. Results Analysis

The results are based on randomizing the dataset and splitting it into 70% for training and 30% for testing [47] by convention when the number of records in the dataset is low. Furthermore, the data are folded five times and for each iteration, accuracy, specificity, sensitivity, recall, and F₁ Score are calculated. The results shown in this paper are the average of these five folds.

The number of extracted features from the triaxial accelerometer data for both datasets from [29] (2 seconds records) and UniMiB-SHAR [7] (3 seconds records), via the extraction algorithms, is presented in Table 5.

Table 5: Number of extracted features

| No. of Extracted Features | CWT | SVM | Total | SMA | Data Range | SE | Total |
|---------------------------|-----|-----|-------|-----|------------|----|-------|
| Gibson et al. [29]        | 303 | 101 | 1     | 1   | 3          | 3  | 412   |
| UniMiB-SHAR [7]           | 453 | 151 | 1     | 1   | 3          | 3  | 612   |

Feeding individual features into previously mentioned classifiers generates good accuracy, however, concatenating multiple features generate better results as shown in Table 6.

Table 6: Testing different features combinations accuracies

| Feature Combination | KNN<sup>b</sup> | ENN<sup>b</sup> | BDT | VM |
|---------------------|----------------|----------------|-----|----|
| Total |SVM| | 76.81 | 75.94 | 76.52 | 76.23 |
| SMA | 81.45 | 80.29 | 78.55 | 80.87 |
| SVM | 82.32 | 86.67 | 76.23 | 86.38 |
| SMA & SVM | 83.77 | 85.51 | 85.51 | 85.80 |
| Data Range | 85.51 | 84.35 | 81.74 | 84.64 |
| Raw Accelerometer Data | 86.96 | 91.88 | 88.70 | 92.75 |
| CWT<sup>a</sup> | 92.75 | 93.91 | 91.59 | 93.91 |
| SMA, SE & SVM | 92.46 | 95.94 | 88.99 | 96.23 |
| CWT<sup>a</sup> & SVM | 94.20 | 95.65 | 89.28 | 95.07 |
| SE | 94.49 | 94.49 | 93.04 | 94.78 |
| CWT<sup>a</sup> & SE | 94.78 | 94.78 | 90.43 | 94.78 |
| CWT<sup>a</sup> & SMA | 96.23 | 97.10 | 90.72 | 96.81 |
| CWT<sup>a</sup> & Total |SVM| | 95.94 | 97.10 | 93.33 | 96.52 |
| SMA, SE & Data Range | 95.36 | 94.78 | 92.17 | 95.36 |
| CWT<sup>a</sup>, SVM, Data Range, SMA, SE & Total |SVM| | 96.52 | 96.81 | 91.88 | 96.81 |
| CWT<sup>a</sup>, SE, SMA & Total |SVM| | 97.39 | 97.68 | 92.75 | 97.68 |
| CWT<sup>a</sup>, SE, SMA & SVM | 97.10 | 98.55 | 92.17 | 98.26 |

<sup>a</sup> CWT features were calculated using the Biorthogonal2.2 wavelet mother function with a scale of 250 by trial and error. CWT generates 101 features/axis.

<sup>b</sup> K = 3 & N = 3 for KNN & ENN respectively.
For the CWT features, other wavelet functions are yielding similar accuracy results, with same scale (250), such as Haar, symlet(1-3), Daubechies(1-3), Meyer, etc. Thus, they can be used interchangeably. However, reducing the scale to be less than 100 shows reduction in classifiers’ performance.

The accuracy values depicted in Table 6 are ordered in an ascending order based on the classifiers’ overall performance. The last two rows show most promising results. Either one would be an excellent candidate to show next results, thus, the features in the last row are chosen. Feature normalization was examined for features in the last row but KNN and ENN performance has worsen. For BDT performance was relatively the same. Thus, feature normalization was not applied to the dataset. Choosing the correct number of neighbors considered for both KNN and ENN is a hyperparameter that significantly affects the aforementioned performance criteria and this can be clearly observed in Figure 8 and Figure 9.

Figure 8: Testing KNN with different No. of neighbors

Figure 9: Testing ENN with different No. of neighbors
In Figure 8, when $K \in \{3, 5, 7\}$, the performance criteria show best results and the $F_1$ Score criterion affirms that as well. The same can be seen for ENN when $E \in \{3, 5, 7\}$ from Figure 9. Using low number of neighbors for KNN and ENN is equivalent to overfitting on the training data. Increasing number of neighbors would reduce this overfitting making the classification algorithm generalize better when new records arrive. However, if the number of neighbors increases significantly, it would be equivalent to the underfitting scenario, meaning that the classifier is not trained well. Consequently, error on new incoming records will also be larger. Hence, this shows the need for tuning the number of neighbors to find the optimal one resulting in least classification error on the test set. The performance of ENN worsens in a slower pace than that of KNN, possibly showing the significance of ENN’s “two-way communication”.

The results in Figure 8 and Figure 9 indicate that the optimal number of neighbors is $K = 5$ and $E = 5$ for KNN and ENN, respectively. In addition, $F_1$ Score is calculated each iteration and the one presented in these figures is the mean of these five folds. To compare with the individual classifiers in [29], KNN and ENN are achieving better results due to the deployed features concatenations where CWT is concatenated with SE, SMA and SVM. Although the number of features is higher than the one reported in [29], the classification time is still adequate and is considered to be real-time as shown in Table 7. Note that the recorded classification durations in Table 7 are acquired on a “Lenovo ideapad 500-15ISK” laptop with 8GB single-channel RAM, 1TB SSD, and an Intel Core i7-6500 dual-core processor with a clock speed of [2.50 – 2.60] GHz on MATLAB R2020a.

After analyzing the best feature vector combinations on the Gibson et al. [29] dataset, and to further validate our results, the larger dataset UniMiB-SHAR [7] has been used. The performance comparison on both datasets is shown in Table 7, highlighting the classifiers’ performance, with more variance on train/test ratio on the UniMiB-SHAR dataset due to its large size. It is worth noting that the reported results are the average over the results obtained from each fold. Moreover, the VM classification time is the summation of all three classifiers along the time it takes to compute the majority vote.

If one of the classifiers is to be chosen and others to be discarded, a check on the overall performance for each classifier must be done. Table 7 shows all the performance results. The time needed for extracting the utilized features (CWT, SVM, SMA, and SE) is in the [7.5ms - 9ms] range, which is highly dependent over the records’ time length $t$ and the used sampling frequency $f_s$. In other words, it is dependent on the total number of samples within each record ($N = t \times f_s$). Nonetheless, the portrayed computational time values are very efficient from the real-time factor perspective. If $f_s$ is 50Hz for example, as it is the case with both utilized datasets, the feature extraction time for a single record is faster than acquiring a single triaxial acceleration sample from the record ($T_s = 20ms$). To highlight the features vector’s length, a total of 408 features for the Gibson et al. dataset are generated, while 608 features are generated for the UniMiB-SHAR dataset (refer back to Table 4).

From observing Table 7, ENN is outperforming KNN on both datasets in the performance criteria especially on the smaller dataset size, due to its ability to significantly extract meaningful information from the available records. Moreover, it consumes less time during classification noting that the ENN has a pre-processing (training) phase that is done only once, while the KNN does not have any. From time-efficiency point-of-view, BDT is significantly outperforming both ENN and KNN as it builds a model that does not expand with higher number of records, but gets finely-tuned. Contrastingly, both ENN and KNN are model-free in the sense that the distance
| Performance Criteria | KNN | ENN | BDT | VM |
|----------------------|-----|-----|-----|----|
| **Gibson et al. dataset [29], 5 Folds, (70/30) Train/Test Ratio** |     |     |     |    |
| Accuracy (%)         | 96.23 | 97.68 | 94.20 | 97.68 |
| Recall (%)           | 96.72 | 98.63 | 95.14 | 98.63 |
| Precision (%)        | 97.16 | 97.67 | 95.19 | 97.67 |
| F$_1$ Score (%)      | 96.94 | 98.13 | 95.15 | 98.13 |
| Specificity (%)      | 95.45 | 96.25 | 92.59 | 96.25 |
| Average Classification Time for a Single Record (ms) | 5.78 | 0.36 | 0.31 | 6.50 |
| **UniMiB-SHAR Dataset [7], 5 Folds, (70/30) Train/Test Ratio** |     |     |     |    |
| Accuracy (%)         | 98.94 | 99.07 | 96.79 | 99.14 |
| Recall (%)           | 98.84 | 98.98 | 95.53 | 99.09 |
| Precision (%)        | 98.19 | 98.42 | 95.45 | 98.52 |
| F$_1$ Score (%)      | 98.51 | 98.70 | 95.49 | 98.80 |
| Specificity (%)      | 98.99 | 99.12 | 97.49 | 99.17 |
| Average Classification Time for a Single Record (ms) | 43.56 | 33.81 | 0.52 | 77.96 |
| **UniMiB-SHAR Dataset [7], 10 Folds, (90/10) Train/Test Ratio** |     |     |     |    |
| Accuracy (%)         | 99.09 | 99.15 | 96.70 | 99.19 |
| Recall (%)           | 99.01 | 99.05 | 95.54 | 99.12 |
| Precision (%)        | 98.47 | 98.58 | 95.21 | 98.63 |
| F$_1$ Score (%)      | 98.73 | 98.81 | 95.37 | 98.87 |
| Specificity (%)      | 99.14 | 99.21 | 97.34 | 99.23 |
| Average Classification Time for a Single Record (ms) | 54.53 | 43.31 | 0.54 | 98.45 |

between the test record and the other training records need to be computed to predict the group it belongs to.

The huge number of provided records within the UniMiB-SHAR dataset allows for enhancing the classifiers’ performance, as the classifiers have “seen” more variant records for ADL and falling scenarios. Thus, more tests on the performance of the aforementioned classifiers are created. It is also worth mentioning that ENN has a pre-processing phase that is heavily dependent on the number of records, and of high computational complexity $O(M^2\log(M))$ to build the weighted KNN maps [46], where $M$ is the number of records. It can be discarded as a training phase that will not be accounted into the classification time but it is mentioned here as following: i) 0.020 seconds for a training set of 159 records; ii) 284.5 seconds for a training set of 8,239 (70% of 11,771)
records; and iii) 470 seconds for a training set of 10,593 (90% of 11,771) records.

Naturally, classification time for both classifiers significantly increases with the number of used records, while BDT remains relatively low because it is being trained based on the number of features within a single record, which is 408 for the case of Gibson et al. dataset and 608 in UniMiB-SHAR dataset’s case.

5.2. Comparison with the State-of-the-Art

In Table 8, some of the commercial products available on the market are mentioned, where they offer an automatic fall detection feature. Similar products to the ones mentioned in Table 8, but not limited to, are LifeFone, Bay Alarm Medical, and GreatCall [48]. It is worth noting that these systems do have automatic fall detection scheme that either is an add-on feature mentioned explicitly, or embedded within the monthly fee that they collect. Moreover, the majority of these products also offer a 24/7 call service for the elders to talk with, and they come with a push button to request help in times of distress. MyNotifi is different than the other products in three ways: i) Although they provide automatic fall detection and communication with relatives, they do not have 24/7 call service, which can be thought of to be autonomous; ii) The system is much cheaper than others, as it is only a single-time payment while the others are monthly-based as long as the elderly is using the service; and iii) most importantly, they give details on the used algorithms, ANN, and obtained system accuracy, 96.2%. Ours would be a single payment system, where if Shimmer3ECG is utilized as the sensory device, the system would cost around $604, and it would cost $59 if a smartphone is used as the sensor ($59 for the ODROID-XU4), assuming that every individual already has a smartphone. The reason we utilized Shimmer3ECG in the first place is to include ECG data, which can work as a complementary source of information to the accelerometer data. It would prove its vitalness if no fall has occurred but the elderly is in a critical condition due to a health related-issue. However, if ECG information is not needed in a certain installment, it would be possible to replace it with the elderly’s smartphone to collect the accelerometer data, similar to the UniMiB-SHAR dataset.

The reason behind mentioning these systems is to emphasize that fall detection issue is an actual and serious concern that many companies are tackling, however, can be quite expensive, especially for financially-incapable senior individuals.

Moreover, in Table 9, a comparison with the state-of-the-art is made, specifically in terms of the results that the algorithm portrays, and the ML algorithm it uses over the UniMiB-SHAR dataset. Firstly, the authors who published the dataset set a high bar for other researchers to exceed by obtaining an accuracy of 98.71% for the AF-2 classification task [7]. Shahiduzzaman et al. [54] used the UniMiB-SHAR dataset to create longer streams of records and were combined with camera-imagery input into an SVM ML algorithm. On the other hand, Ivascu et al. [55] and Casilari et al. [56] both used an ANN-based model achieving an accuracy of 96.73% and 91.09%, respectively. Delgado-Escano et al. [57] utilized KNN ML algorithm where the results exceeded the ones mentioned earlier. Ours is simulated over the UniMiB-SHAR dataset where the results portray ENN as the best classifier over the 90/10 train/test ratio averaged over the 10-fold cross-validation, taken from Table 7. As can be observed from the table, the results shown by ENN, along with the engineered features, are surpassing the state-of-the-art in the fall and non-fall classification task (AF-2), highlighting the novelty of our work.
Table 8: Comparison with systems available in markets

| Brand                        | Fall Detection          | Placement                        | Total Price         |
|------------------------------|-------------------------|----------------------------------|---------------------|
| Mini Guardian [49]           | Yes ($10 monthly)       | Pendant/Pocket (Other models exist) | +$750 (yearly)      |
| On The Go [50]               | Yes ($10 monthly)       | Pendant/Pocket                   | +$430 (yearly)      |
| HomeSafe with AutoAlert/ GoSafe 2 [51] | Yes                     | Pendant/Pocket                   | +$540 (yearly)      |
| MobileHelp Solo [52]         | Yes                     | Pendant/Pocket                   | ~$395 (yearly)      |
| MyNotifi [53]                | Yes (96.2% Accuracy)    | Hip/Wrist                        | $200                |
| Ours (Sensor: Shimmer3ECG Unit) | Yes                    | Hip                              | $604                |
| Ours (Sensor: Smartphone)    | Yes                     | Pocket                           | $59                 |

Table 9: Comparison with the state-of-the-art over UniMiB-SHAR dataset (AF-2 Task)

| Study                | Algorithm | Metrics | Data Type         |
|----------------------|-----------|---------|-------------------|
| Micucci et al. [7]   | SVM_ML    | Ac (%)  | 98.71             | Accelerometer      |
| Shahiduzzaman et al. [54] | SVM_ML      | Re (%)  | 96.67             | Accelerometer + Camera |
| Ivascu et al. [55]   | DNN       | Pr (%)  | 96.73             | Accelerometer      |
| Casilari et al. [56] | CNN       | F1 (%)  | 91.09             | Accelerometer      |
| Delgado-Escáno et al. [57] | KNN     | Sp (%)  | 97.08             | Accelerometer      |
| Ours                 | ENN       |         | 99.15 99.05 98.58 98.81 99.21 | Accelerometer      |

It is worth noting that WSD or smartphone-based systems are advantageous from multiple aspects when compared to other available systems. For instance, from privacy point-of-view, they are more private when compared to camera-based systems, where the elders would feel their privacy being violated. In comparison to other systems such as floor sensors, radars, WiFi-CSI, privacy can be considered maintained, however, the elderly can still be located, by an eavesdropper, within the household since the acquired data are spatially correlated. From a financial and logistics point-of-view, WSD-based systems are easier to install as all other systems require sensors that are either expensive, e.g. multiple cameras in each room, or restrictive, e.g. cameras, floor sensors, radars, and WiFi-CSI-based systems that require elderlies to be inside a household. WSD and smartphone-based
systems are much less restrictive when it comes to mobility, as elderlies can carry them wherever they go. This allows them to leave the house more frequently, and have more physical activity in more refreshing environments instead of being imprisoned 24/7 within their households. From an accuracy point-of-view, all other systems are more prone to predicting false positives as they are more susceptible to noise coming from within the monitored environment. For instance, a relative or a pet can induce artifacts to the environment where the classifier might consider a mixture of these signals as a fall, simply because the environment is noisy, putting the elderly’s life in significant risk. On contrast, a fall might not be detected (false negative) due to the noise within the environment, which can exhaust caregivers or hospitals if happens frequently. This is not the case with WSD and smartphone-based systems as they collect the information related to the elderly only, disregarding potential sources of noise within the environment. However, two main disadvantages that come to the surface when using WSD and smartphone-based systems are: 1) they can easily become uncomfortable; and 2) their reliance on battery charge. Lastly, within WSD-based systems, some of them use other sensors, along with 3-axis accelerometer, due to their availability such as gyroscope and magnetometer as in [28]. Although the achieved results following our method are already superior, adding more sensory data can be extremely useful, which could further perfect the system performance and make it more robust against noise or bias coming from a single sensor.

6. Conclusion

To conclude, in order to provide elderlies with 24/7 healthcare service to support them in the event of a fall, multiple feature extraction and classification algorithms for the presented fall detection system were evaluated. The most promising classifiers were KNN and ENN, but ENN outperformed KNN in both the performance criteria and its processing time on both examined datasets. Moreover, both performed extremely well on the UniMiB-SHAR dataset, showing state-of-the-art results. BDT’s results are also good but further inspection on how to improve them is a must, as detecting falls should have extremely low error rate. VM also showed promising results but its output was dictated by the results of both KNN and ENN since both are showing relatively similar behavior. The usage of F1 Score for classifiers’ performance comparison was also shown where the models with the highest F1 Score showed the most promising results. From the presented results, it is evident that the extracted features, centered around the CWT, along with the selected classifiers are performing extremely well in detecting falls (Re = +99%). Challenges that can face WSD-based systems is regarding their uncomfortability, and the limited battery charge. For the former issue, manufacturers are tackling it by making WSDs that can be worn comfortably on the wrist as a watch, or around the neck as a pendant (in the case of a smartphone the issue is almost non-existing, as the smartphone can be placed inside the pocket). The latter issue is much more significant as the elderly is susceptible to falling when the device is charging. A potential solution would be to design the sensors to have long battery lives, and use multiple ones, so that when one is charging, the other can be used, preventing the elderly from being exposed to undetected falls.
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