SHUT CUTOFF TIMESCALES IN DIFFERENT SPECTRAL STATES OF CYGNUS X-1
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ABSTRACT

We investigate the shot cutoff timescale evolutions during different spectral states in the black hole binary Cygnus X-1 with the recently proposed w spectral analysis technique. For low-energy shots, their cutoff timescales decrease from the low state to the intermediate state and to the high state monotonically. However, in the high-energy range, where shots are believed to be reprocessed in the hot corona, timescales are almost the same for different spectral states. A linear correlation is found between the energy spectrum photon index and the shot cutoff timescale at low energies. Both narrow and broad iron Kα lines are distinguished from timing analysis, providing dynamical evidence that broad and narrow iron lines originate, respectively, at small and large radii of the accretion disk. Possible mechanisms for state transitions and accretion flow geometry in accreting stellar mass black holes are discussed.

Subject headings: accretion, accretion disks — black hole physics — stars: individual (Cygnus X-1) — X-rays: binaries

1 INTRODUCTION

The Galactic X-ray source Cyg X-1 is one of the brightest stellar mass black holes and is the first object classified as a black hole X-ray binary (BHXB; for reviews of BHXBs, see, e.g., Tanaka & Lewin 1995 and McClintock & Remillard 2004). BHXBs are known to exhibit five different X-ray spectral states, i.e., the quiescent, low/hard, intermediate, high/soft, and very high states. In the canonical black hole system Cyg X-1, only three of them have been seen, i.e., the common low/hard state with a power-law spectrum of photon index $\Gamma \sim 1.4–1.9$ with a characteristic cutoff around 100 keV (Done et al. 1992; Dove et al. 1998; Pottschmidt et al. 2003a); the high/soft state with a power-law index $\Gamma \sim 2.2–2.7$, which often extends up to 500 keV without a cutoff (Zhang et al. 1997b; Cui et al. 1997, 2002; Pottschmidt et al. 2003b); and the intermediate state, with properties between the low and high states (Belloni et al. 1996).

The understanding of state transitions is usually associated with different properties of the accretion flow. Most models relate states with different accretion rate $\dot{m}$, e.g., the advection-dominated accretion flow (ADAF) model (Esin et al. 1997, 1998). In the ADAF models of Esin et al. (1998), different states are described by different $\dot{m}$ and transition radii, i.e., $r_t \approx 30R_s$ (Schwarzschild radius) for the low state and $r_t \approx 3R_s$ for the high state. However, recently Lu et al. (2004) have shown that $r_t \approx 6R_s$ for a smoothly matched Shakhar-Sunyaev disk and ADAF. Alternatively, Zhang et al. (1997a) proposed that the high and low states might correspond to either a prograde or a retrograde disk around a Kerr black hole; a temporary disk reversal leads to transitions in a wind accretion system such as Cyg X-1. In this model, the ratio between the inner accretion disk radii in low and high states is 2–3. Young et al. (2001) suggested that a surface ionization change would cause the state transition; the ratio of the accretion power dissipated in the corona to that dissipated in the disk determines the spectral state; in this model, the inner accretion disk radius remains unchanged. Homan et al. (2001) argued that the other parameter must exist to trigger state changes apart from $\dot{m}$ and might be a relative size of a Comptonizing region. Therefore, the state transitions are not yet understood completely.

The iron Kα emission has been used as an effective probe to study relativistic effects around black hole systems, because it is one of the most prominent spectral features generated very close to the innermost stable circular orbit (ISCO) of the black hole (Reynolds & Begelman 1997; Wang et al. 2000; Wilms et al. 2001; Fabian et al. 2002; Reynolds & Nowak 2003). Among all Galactic BHXBs, Cyg X-1 produces one of the brightest iron Kα line emissions, with both narrow and broad lines discovered by a variety of instruments (for ASCA, see Ebisawa et al. 1996; for BeppoSAX, see Frontera et al. 2001; for Chandra, see Miller et al. 2002 and Schulz et al. 2002). Current understanding of Fe lines is provided mainly from energy spectral analysis; limited dynamical evidence has been available.

Recently, Feng et al. (2004, hereafter Paper I) proposed a new statistics $w$ to detect shot timescales very sensitively, which is defined as the differential coefficient of the mean absolute deviation and is obtained. In practice, it is necessary to eliminate the digital phase effect of binning and subtract the background component; please refer to Paper I for details. From simulations, we know the $w$ spectrum is very sensitive to shot width but insensitive to shot profile, amplitude, and periodicity; the timescale in the $w$ spectrum refers to the width of a pulse signal rather than the 1/frequency in the Fourier concept.

With this technique, black hole binaries and neutron star binaries are well distinguished depending on if there is a cutoff at small timescales in the $w$ spectrum. For a black hole binary
such as Cyg X-1, its \( w \) spectrum presents a sharp cutoff at the small timescale, which can be measured accurately and is thus defined as the “shot cutoff timescale.” A brief introduction of this technique for energy-dependent analysis of the shot cutoff timescale is presented in § 3. In this Letter, we make further analysis of Cyg X-1 data with the \( w \) spectrum, by presenting its shot timescales at different energies in its three spectral states as well as its shot timescale evolution within each state when its flux and energy spectral index change. We also report the discovery of both broad and narrow Fe line features from Cyg X-1’s shot timescale analysis, providing dynamical evidence for the origin of the Fe lines.

2. OBSERVATIONS AND DATA ANALYSIS

We use observations from the Proportional Counter Array (PCA) on board the Rossi X-Ray Timing Explorer (RXTE). Data sets used in this Letter include observations of two low states, two intermediate states, and two high states (for details, see Table 1). The data were screened with pointing offset less than 0′02 and elevation angle greater than 10°. The light curves were recorded with a time resolution of 1 ms for 1998 December 25 and 4 ms for others and divided into eight energy channels in binned mode at low energies and event encoded mode at high energies. Energy spectra are extracted from Standard-2 files including only top layer events and fitted in XSPEC version 11.3 (Arnaud 1996). When calculating the \( w \) spectrum, every segment contains 50,000 bins.

In Figure 1, the energy-dependent shot cutoff timescales \( \tau \) in the low, intermediate, and high states of Cyg X-1 are presented, respectively. The profile contains two parts, a descending part at low energies and an ascending part at high energies, separated by a “turning point” located around 10 keV (for details, see Paper I). It is shown clearly that below the turning point (the descending part), cutoff timescales decrease when the spectral state becomes high/soft. However, above the turning point, shot timescales are almost the same for the three states.

To study the inner-state shot timescale evolution as well as the state transitions, power-law spectrum photon indices \( \Gamma \) and shot cutoff timescales \( \tau \) at different states and different energy bands are shown in Figure 2. Every energy spectrum is fitted by a multicolor disk model (Mitsuda et al. 1984; Makishima et al. 1986) plus a power-law model with a reflection component (Magdziarz & Zdziarski 1995), i.e., diskbb+pxrrav, in the energy range from 3 to 30 keV. It is obviously shown that at low-energy bands from panels \( a \) to \( g \), \( \Gamma \) is inversely proportional to \( \tau \), with a solid line indicating the best-fit line with slope, standard error, and correlation coefficient labeled. At energies larger than the turning point in panels \( h \) and \( i \), there is no correlation between \( \tau \) and \( \Gamma \). Also in the Fe K\( \alpha \) band in panels \( e \) and \( f \), the correlation at the low state is somewhat weak. The best-fit line slope \( \alpha \) at the low-energy bands seems to increase with energy increasing except in the Fe line band.

From a large number of shot cutoff timescales versus energy, two typical instances, one in the intermediate state (owing to its intermediate counting rates and photon index) and the other in a low state, are selected and shown in Figure 3. The one in the intermediate state has a broad Fe peak, and the other in the low state contains both broad and narrow Fe lines.

3. DISCUSSION

With the help of the \( w \) spectrum, shot cutoff timescales can be sensitively detected. An energy-dependent analysis may be used to constrain the different spatial scales of the accreting system (see Paper I). In this work, we study the evolutions of

![Fig. 1.—Shot cutoff timescales vs. energy in three states of Cyg X-1. At energies below the turning point of around 10 keV, the shot timescale increases from high state to intermediate state and then to low state, respectively. However, above the turning energy, shot timescales are almost the same for the three states.](image1.png)

![Fig. 2.—Photon index \( \Gamma \) vs. shot cutoff timescale \( \tau \) in different spectral states of Cyg X-1 at different energy bands. An inversely proportional relationship is found between \( \Gamma \) and \( \tau \) in low-energy bands from \( a \) to \( g \). However, in higher energy bands \( h \) and \( i \), no correlation can be found. In the Fe K\( \alpha \) bands \( e \) and \( f \), the correlation at low states is weak. The solid line is the best-fit line with the slope \( \alpha \); the standard error and correlation coefficient are labeled. It seems in low-energy bands \( \alpha \) increases with increasing energy except in the Fe line region.](image2.png)
the shot timescales at different energies: a long-term evolution corresponding to state transitions and a short-term evolution corresponding to the inner-state variations.

In the scope of our discussion, we only consider the shot model of Poutanen & Fabian (1999), in which the shot timescale is related to the Keplerian timescale and therefore corresponds to the spatial scale of the accretion flow.

It is useful to explain clearly the meaning of the “shot cutoff timescale.” For a monochromatic shot, the $w$ spectrum may be used to detect its width distribution. A complete study of shot behaviors should be carried out in a three-dimensional space including timescale distributions at different energies. The cutoff timescale is thus a kind of characteristic timescale in this distribution, corresponding to roughly the shortest shot width of all shots at the given energy. For instance, in our consideration of shots modeled by Poutanen & Fabian (1999), the shot cutoff timescale at a certain energy means the smallest radius of the disk or the corona where the energy shot is generated. Please refer to Paper I for further explanations and discussions on the meaning and significance of the shot cutoff timescale.

The shot cutoff timescale versus energy for an accreting black hole system contains three components, the descending and ascending components separated by a turning point and a broad peak component at about 6 keV. The descending part possibly originates from emissions in the disk, with the higher energy shot located at the inner radius causing a decreasing of timescale with increasing energy. The ascending part is related to emissions (properly speaking, reprocessed emissions) from the corona; shots are Compton upscattered to increase energy as well as timescale. In this scenario, the turning point is thought to correspond to the innermost region of the accretion disk, where radiations are most variable. The broad peak around 6 keV is caused by the Fe Kα fluorescence deduced from the relevant energy spectral analysis.

We also want to make it explicit that the measured timescale at the Fe emission line energy only indicates the behavior of the line shot rather than the continuum shot. The time lag of a shot in Cyg X-1 is much smaller than the shot timescale (Negoro et al. 2001). Therefore, the measured light-curve profiles are overlapped for the line shot and the continuum shot, with the overlapped width approximately equal to the line shot width. Since the $w$ spectrum is only sensitive to shot width rather than shot profile, the detected timescale at Fe line energy only reflects the width of the Fe line shot.

Based on these understandings, we interpret the results separately in §§ 3.1–3.4.

3.1. Disk Truncation Radius in Different States

From the descending part in Figure 1, the difference between timescales in the low state $\tau(E)$ with that in the high state $\tau(E)$ decreases with the energy $E$ until the turning point, at which $\tau(E) = 0.028$ s and $\tau(E) = 0.023$ s for these two observations, respectively. Emissions from the turning point are thought to be generated from the innermost region of the disk. If the shot timescale is related to the Keplerian timescale (e.g., in the magnetic flare model by Poutanen & Fabian 1999), i.e., $r \propto \tau^{2/3}$, the innermost radius ratio for low and high states is $r / r_{\text{H}} = (\tau / \tau_{\text{H}})^{2/3} = 1.14$. However, this result is significantly different from the ADAF estimate of Esin et al. (1998), in which the ratio between the transition radii for the low and high states is larger than 10. This ratio is marginally consistent with the ADAF model of Lu et al. (2004) or the reversal disk model of Zhang et al. (1997a). The ionization model proposed by Young et al. (2001) seems to explain the result more naturally, in which the disk will always extend to the ISCO; different states correspond to different ionization parameters and surface densities determined by the ratio of energy dissipated in the corona to the disk.

3.2. Corona

It is reasonable to assume that the ascending part in Figure 1 is dominated by corona (reprocessed) emissions due to the high photon energies and partially affected by the disk reflection component. The Comptonization in the corona will naturally show a positive correlation between energy and timescale, with multiple scattering expanding shot width and increasing shot energy simultaneously (e.g., Sunyaev & Titarchuk 1980; Titarchuk 1994). The extended corona model (Kazanas et al. 1997) with an $r^{-3}$ radial density distribution predicts shot width grows with energy. However, the autocorrelation function (ACF) analysis gives an opposite result, with ACF width decreasing with energy from 2 to 40 keV (Maccarone et al. 2000). Our $w$ spectrum is sensitive to real shot pulse rather than the variability of the thermal emissions (see detailed comparisons in Paper I) and is thus more suitable for shot analysis. In fact, the predicted width-energy correlation from the extended corona model is verified in the shot cutoff timescale versus energy at energies above $\sim$10 keV for Cyg X-1, as shown in Figure 1.

We make Monte Carlo simulations of the extended corona model to compare with our results. In this model, the corona consists of an uniform-density inner core and an $r^{-3}$-density outer shell, with the same density at the boundary between the inner core and outer shell. The electron temperature $kT$ and optical depth $\tau$ are fixed in simulation from energy spectral fitting as $kT = 46, 21$, and $26$ keV, $\tau = 2.87, 1.53$, and 0.61 for the low, intermediate, and high state, respectively (the low-state values are fitted from the HEXTE data; the intermediate- and high-state values are taken from Maccarone & Coppi 2002). Therefore, the best-fit inner core radius $R_i$ is 11, 7, and 30R_g and the inner core density $\rho_i$ is 2.0, 1.9, and 0.3 $\times 10^{16}$ cm$^{-3}$ for the low, intermediate, and high state, respectively; we adopt the mass as 10 $M_\odot$ (Herrero et al. 1995; Kubota 1998) and the inclination angle as 35° (Gies & Bolton 1986) for Cyg X-1.
Our results indicate that in the low state, the corona is smaller and denser than in the high state; the corona configuration in the low and intermediate state is similar. This conclusion contradicts the unified accretion model of Esin et al. (1997). We would like to mention that the uniform-density corona model (e.g., Payne 1980; Titarchuk 1994) provides a much worse fit to our results compared to the extended corona model.

3.3. Evolutions of the Accretion Disk within and between States

From Figure 2, a tight linear correlation is found between photon index $\Gamma$ and shot cutoff timescale $\tau$ at low energies, in particular at energy bands without Fe Kα contamination. This correlation exists between the three states as well as within every individual state. Because the tightest correlations appear at low-energy bands outside of the Fe line region, of which emissions are thought to originate from the disk without refection, this might suggest that the accretion disk evolves in the same way from the low-hard state to the high/soft state: for shots with the same energy, a steeper power law corresponds linearly to a shorter cutoff timescale, and thus a smaller accretion disk radius at which the shots are generated. Therefore, this linear correlation may place tight constraints to any theoretical model for state transitions in black hole binaries.

3.4. Fe Kα Behavior

Timescale-broadening of both broad lines (case I) and narrow lines (case II) is revealed in our results (Fig. 3), with case I in an intermediate state and both case I and case II in a low state. Case I is possibly caused by light bending (Fabian & Vaughan 2003; Miniutti et al. 2003). For case II, the increased timescale $\Delta \tau$ possibly due to the light-travel time can be inferred from the irradiating region scale $r$ and the disk inclination $i$ as $\Delta \tau = r(1 + \sin i)/c$, denoting the crossing time between the center and the far side of the irradiated disk by a point source located in the center. From Figure 3, $\Delta \tau \lesssim 0.015\;s$ is obtained because the minimum timescale from the corona is the turning point, thus corresponding to the irradiated region $r \lesssim 100R_g$. If we consider the corona with a scale $R_g$ covering the disk, the irradiated region will be larger, as evidence that the narrow Fe line is produced at large radii from the central black hole.
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