The impact of the carrier envelope phase-dependence on system and laser parameters

P-G Reinhard\(^1\), E Suraud\(^2\) and C Meier\(^3\)

\(^1\)Institut für Theoretische Physik, Universität Erlangen, D-91058, Erlangen, Germany
\(^2\)Laboratoire de Physique Théorique, Université de Toulouse, CNRS, UPS, France
\(^3\)Laboratoire Collisions-Agrégats-Réactivité, Université de Toulouse, CNRS, UPS, France

E-mail: paul-gerhard.reinhard@physik.uni-erlangen.de

Received 31 August 2017, revised 25 October 2017
Accepted for publication 14 November 2017
Published 29 December 2017

Abstract

We investigate, from a theoretical perspective, photoemission of electrons induced by ultra-short infrared pulses covering only a few photon cycles. In particular, we investigate the impact of the carrier envelope phase of the laser pulse which plays an increasingly large role for decreasing pulse length. As key observable we look at the asymmetry of the angular distribution as function of kinetic energy of the emitted electrons. The focus of the present study lies on the system dependence of the reaction. To this end, we study two very different systems in comparison, an Ar atom and the Na\(^9\)\(^+\) cluster. The study employs a fully quantum-mechanical description of electron dynamics at the level of time-dependent density functional theory. We find a sensitive dependence on the system which can be related to the different spectral response properties. Results can be understood from an interplay of the ponderomotive motion driven by the external photon field and dynamical polarization of the system.
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1. Introduction

The enormous progress in laser technology has meanwhile reached the regime of extremely short pulses which cover only a few optical cycles \([1, 2]\). This opens the door to a great variety of new investigations such as time-resolved measurement of electronic processes or precision control of chemical reactions see, e.g., \([3–9]\). One of the main new aspects of such few-cycle pulses is that the carrier envelope phase (CEP), i.e. the relative phase between the optical carrier wave and the pulse envelope, acquires a sensitive influence on the pulse shape which, in turn, can have a strong impact on all laser induced reactions \([10–12]\). This looks at first glance as a complication because there is one more laser parameter to be taken care of. But it can be turned into an advantage by potentially controlling electronic reactions with dedicated variations of the CEP. A particularly interesting example is found in photo-electron emission where the CEP allows to control the forward-backward (also called ‘right-left’) asymmetry in the photo-electron spectra (PES) \([13, 14]\). Theoretical calculations have shown that the (high energy) parts of PES coming from electron recollisions are more sensitive to CEP than the (low energy) parts from directly emitted electrons \([12, 15–18]\). Experimentally, the dependence of high-energy PES on the CEP has been explored for atoms \([13, 19, 20]\), dimer molecules \([21]\), and nano-tips \([22, 23]\), providing challenging motivations for the theoretical investigations.

In a recent work, the angular resolved PES (ARPES) of C\(_{60}\) were calculated as a function of the CEP using a fully quantum-mechanical approach based on time-dependent density functional theory (TDDFT) and looking in particular at the asymmetry of the angular distribution for different kinetic energies of the emitted electrons \([24]\). These theoretical simulations allowed to reproduce the experimentally found dependencies on laser parameters, particularly on pulse length and CEP. The next question which comes up naturally is to which extend the results depend on the system which is irradiated. To answer this question, we have extended the previous calculations to include different atomic systems,
notably atomic Argon and Na$_9^+$ clusters. These systems were chosen, since they have about the same complexity (8 active electrons) but differ drastically in their electronic response: the photo-excitation spectrum of Ar has a discrete peak at about 15 eV followed by a widespread shoulder above while the spectrum of Na$_9^+$ is dominated by a strong surface plasmon resonance at about 2.7 eV. It is obvious that an infrared (IR) laser is far closer to resonance for Na$_9^+$ and this should have consequences. To investigate this in detail is the aim of the present work.

The paper is organized as follows: in section 2, we briefly review the theoretical framework. In section 3, we present and discuss the results.

2. Formal framework

We describe the electronic dynamics by TDDFT at the level of the time-dependent local density approximation (TDLDA) [25] using the exchange-correlation functional from [26]. For an appropriate modeling of electron emission, we augment the TDLDA by a self-interaction correction (SIC) [27]. As a full SIC treatment is computationally very demanding, [28], we use it in a simplified, but reliable and efficient version as an average density SIC (ADSIC) [29]. The ADSIC is able to put the single-particle energies into the correct relation to the continuum threshold such that the ionization potential (IP) is properly reproduced in a great variety of systems [30]. A correct description of the IP is particularly important for the analysis of photoemission, the more so in connection with strong IR fields because here electrons in the highest occupied molecular orbitals dominate [31].

The ionic background is described by soft local pseudopotentials, for Na$_9^+$ of Gaussian type [32] and for Ar using the functional form of [33]. The ions of Na$_9^+$ are kept frozen at the ground-state structure during the dynamical calculations. This is a legitimate approximation in view of the short laser pulses considered here.

The external, linearly polarized laser pulse is modeled within dipole approximation as the potential

$$v_{\text{las}}(r, t) = -E(t) \cdot \mathbf{e}_z$$

(1a)

with the polarization vector along the $z$-axis $\mathbf{e}_z$ and with the electric force (exerted on the electron by the external electrical field)

$$E(t) = E_0 \cos^2\left(\frac{\pi t}{T_{\text{pulse}}}\right) \cos(\omega_{\text{las}} t + \phi_{\text{CEP}})$$

for

$$-\frac{T_{\text{pulse}}}{2} \leq t \leq \frac{T_{\text{pulse}}}{2}.$$  (1b)

Here, $E_0$ denotes the peak electric force, $\omega_{\text{las}}$ the carrier frequency, and $T_{\text{pulse}}$ the total pulse duration. The CEP is comprised in the parameter $\phi_{\text{CEP}}$ which defines the phase between a maximum of oscillations with frequency $\omega_{\text{las}}$ and the maximum of the cos$^2$ envelope. The minus sign in the definition of the potential guarantees that the driving force of the electrical force points in forward direction (positive $z$) for positive force $E(t)$. In what follows, we use laser parameters close to those in recent experiments [34]: frequency $\omega_{\text{las}} = 1.72$ eV (a wavelength of 720 nm), intensity $I = 6 \times 10^{13}$ W cm$^{-2}$, corresponding to force amplitude $E_0 = 1.1$ eV/$\alpha_0$ (where $\alpha_0 = 0.53$ Ry is the Bohr length, and total duration $T_{\text{pulse}} = 4$, 6, and 8 fs, corresponding to 1.7, 2.5, and 3.3 optical cycles (1 optical cycle/$\tau_{IR} = 2.4$ fs). Note that these laser parameters are associated with a ponderomotive energy $U_p = 2.9$ eV. Figure 1 illustrates the temporal part of the laser field for the three $T_{\text{pulse}}$ under consideration, each one for the CEP at 0° and 90°. The left panels show the electrical force $E(t)$. Maxima/minima represent the points of weakest binding thus most intense emission. For $\phi_{\text{CEP}} = 0^\circ$, the center of the envelope (dashes)
coincides with a maximum of the oscillations, while for \( \phi_{\text{CEP}} = 90^\circ \), it is shifted to match with the nodal points of the electric field. Clearly, we see a substantial change of the electric force due to the different CEP in each case. The right panels show as complementing information the corresponding electric force due to the different CEP in each case. The integration between \( E(t) \) and \( A(t) \) which determines ponderomotive motion and emission pattern [35].

2.1. Numerical details

The TDLDIA-ADSIC equations are solved numerically on a cylindrical grid in coordinate space [36]. The static iterations towards the electronic ground state are done with the damped gradient method [37] and the time evolution employs the time-splitting technique [38]. For details of the numerical method see [39–41]. We use a numerical box which extends to \( \pm 250 \, a_0 \) in z direction (along the laser polarization) and \( 250 \, a_0 \) orthogonal to it (radial \( r \) coordinate), with a grid spacing of \( 0.5 \, a_0 \) in both directions. Time propagation is followed up to after 44 fs with a small time step of 1–5 attoseconds. Box size and time span are sufficiently large to track completely the rescattering of electrons in the laser field (ponderomotive motion). To account for ionization, absorbing boundary conditions are implemented using a mask function [42]. The absorbing margin extends over 32 \( a_0 \) at each side of the grid.

The central observable of electron emission in our analysis is the ARPES, i.e., the yield of emitted electrons \( \bar{\mathcal{Y}}(E_{\text{kin}}, \theta) \) as function of kinetic energy \( E_{\text{kin}} \) and emission angle \( \theta \). We calculate an ARPES by recording at each time step the single-electron wave functions \( \psi_j(t, r_M) \) at selected measuring points \( r_M \) near the absorbing layer and finally transforming this information from time- to frequency-domain, see [43–46]. Finally, the ARPES is written as

\[
\bar{\mathcal{Y}}(E_{\text{kin}}, \theta) \propto \sum_{j=1}^{N_j} |\tilde{\psi}_j(E_{\text{kin}}, r_M)|^2 ,
\]

where \( \tilde{\psi}_j \) are the transformed wave functions in energy domain. In case of strong fields, as we encounter here, the \( \tilde{\psi}_j \) are augmented by a phase factor accounting for the ponderomotive motion, for technical details see [45]. The angle \( \theta \) is defined with respect to \( \mathbf{e}_z \), i.e. \( \theta = 0^\circ \) means electronic emission in the direction of \( \mathbf{e}_z \). A detailed ARPES analysis requires a fine resolution for Fourier transformation and emission angles. To that end, we use an increment of 0.04 eV in energy and 1° opening angle for the angular bins.

It is cumbersome and confusing to check the full ARPES for all variations of laser parameters. It turns out that a key feature is the asymmetry of the angular distribution

\[
\eta = \frac{Y_+ (E_{\text{kin}}, \theta) - Y_- (E_{\text{kin}}, \theta)}{Y_+ (E_{\text{kin}}, \theta) + Y_- (E_{\text{kin}}, \theta)},
\]

\[
Y_\pm (E_{\text{kin}}, \theta) = \int_0^{\theta_{\max}} d\theta \, \bar{\mathcal{Y}}(E_{\text{kin}}, \theta),
\]

Figure 2. Integrated asymmetry parameter \( \eta \) [23 eV: 31 eV] for three different systems: C_{60} cluster, Ar atom, and Na\(^{+}\) cluster. Laser parameters were: frequency \( \omega_{\text{las}} = 1.72 \) eV, intensity \( I_{\text{las}} = 6 \times 10^{13} \) W cm\(^{-2}\) corresponding to electrical force strength \( E_0 = 1.1 \) eV /\( a_0 \), and pulse length \( T_{\text{pulse}} = 6 \) fs (corresponding to 2.5 IR cycles).

\[
Y_\pm (E_{\text{kin}}, \theta) = \int_0^{\theta_{\max}} d\theta \, \bar{\mathcal{Y}}(E_{\text{kin}}, \theta),
\]

3. Results

3.1. Introductory example

For a first comparison of systems, we chose the integrated asymmetry equation (4) versus CEP as simple signal. Results for three different systems are compared in figure 2: the C_{60} cluster to establish the link to the previous study [24], the Ar atom, and the Na\(^{+}\) cluster. The first two samples, C_{60} and Ar, show a very similar behavior and one is tempted to expect a generic signal formed only by laser properties. However, the Na\(^{+}\) cluster yields a CEP dependence with exactly opposite pattern which clearly demonstrates a strong impact of the electronic system. The difference between Ar and Na\(^{+}\) suggests naturally a relation to their much different spectral response. This assumption is, in fact, confirmed by the case of C_{60}. Although this large cluster is
Figure 3. Asymmetry $\eta$ in the plane of kinetic energy and CEP for $\omega_{\text{las}} = 1.8$ eV, $E_0 = 1.1$ eV/$a_0$, and different pulse lengths as indicated.
structurally much different from the Ar atom the spectral relations are similar to Ar in that the dipole strength lies far above the IR frequency and is rather fragmented. We shall thus continue our investigations keeping only Ar and Na$_9^+$ for the sake of simplicity.

3.2. Comparison of Ar atom and Na$_9^+$ cluster

In this section, the simultaneous dependence of the asymmetry parameter $\eta$ on the CEP and the kinetic energy $E_{\text{kin}}$ of emitted electrons is analyzed in detail. The results of this 3D information are presented as a color map. Figure 3 shows a series of results for different pulse lengths $T_{\text{pulse}}$. Let us first look at extremely short pulses, $T_{\text{pulse}} = 2.6\tau_{\text{IR}}$, and CEP = 270° for Ar (left) and Na$_9^+$ (right) upper: ARPES yield $\gamma$ in the plane of kinetic energy $E_{\text{kin}}$ and emission angle $\theta$. Middle: external force and volume dipole $d^2 = \int d^3r \, \rho^2 \int d^3r \, \rho^2$ as function of time. The external force is scaled such that the first maximum matches with the dipole. The scaling factor is $\alpha = 0.025a_0^2$ eV$^{-1}$ for Ar and $\alpha = 3.3a_0^2$ eV$^{-1}$ for Na$_9^+$. Lower: density (in logarithmic color scale) in the plane of time and $z$-coordinate. The black lines indicate the slope of a point moving with $E_{\text{kin}} = 9$ eV, typical for the low-energy regime.
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Figure 4. Analysis of the case $\omega_{\text{int}} = 1.8$ eV, $E_0 = 1.1$ eV/$a_0$, pulse length $T_{\text{pulse}} = 2.6\tau_{\text{IR}}$, and CEP = 270° for Ar (left) and Na$_9^+$ (right) upper: ARPES yield $\gamma$ in the plane of kinetic energy $E_{\text{kin}}$ and emission angle $\theta$. Middle: external force and volume dipole $d^2 = \int d^3r \, \rho^2 \int d^3r \, \rho^2$ as function of time. The external force is scaled such that the first maximum matches with the dipole. The scaling factor is $\alpha = 0.025a_0^2$ eV$^{-1}$ for Ar and $\alpha = 3.3a_0^2$ eV$^{-1}$ for Na$_9^+$. Lower: density (in logarithmic color scale) in the plane of time and $z$-coordinate. The black lines indicate the slope of a point moving with $E_{\text{kin}} = 9$ eV, typical for the low-energy regime.

The independence from the system is plausible because very short pulses give the system little chance to develop its dynamical response such that the shape of the external laser pulse dominates the process and this is the same in all systems. The independence from $E_{\text{kin}}$ is also plausible because too short pulses have basically one or two dominating peaks which gives little chances for ponderomotive effects which otherwise can produce a difference between low-energy and high-energy emission [24]. The emission maxima (corresponding to $\eta \sim \pm 1$) lie at $\phi_{\text{CEP}} = 90^\circ$ and $\phi_{\text{CEP}} = 270^\circ$. These are the situations where exactly two equally strong peaks compete and the preferred direction of emission coincides with the direction of the second peak. For example, the second of the large peaks points to negative $z$ for $\phi_{\text{CEP}} = 90^\circ$, see figure 1, and so backward emission ($\eta \approx -1$) prevails. This agrees with the analysis of detailed time dependence in section 3.3 which shows that the emission from earlier peaks is
practically pushed back by the subsequent counter-peaks and that emission from the last peak experiences least hindrance.

However, when slightly longer pulses are considered, the picture changes. Directly above $T_{\text{pulse}} = 2\tau_{\text{IR}}$ comes a region where pattern change quickly and the difference between Ar and Na$_a^+$ develops. Already at $T_{\text{pulse}} = 2.4\tau_{\text{IR}}$ we can see a striking difference between the patterns for Ar and Na$_a^+$. While in the case of Na$_a^+$, (right panel), the asymmetry has not changed significantly as compared to $T_{\text{pulse}} = 2.0\tau_{\text{IR}}$, the asymmetry has developed a clear energy dependence for Ar. In the latter case, the asymmetry in the low-energy and high-energy ranges show opposite behavior: for instance, for $\phi_{\text{CEP}} = 240^\circ$, low energy electrons ($\approx$5–10 eV) are mainly emitted in forward direction, while high energy electrons $\approx$22 eV backward. The reason for this behavior lies in the optical properties of the field and the electronic response: for a pulse duration of $T = 2.4\tau_{\text{IR}}$, the electric field explores already a bit more oscillations which enhances the playground for ponderomotive motion and this, in turn, gives the high-energy electron a different emission dynamics. This behavior is similar to the one found in C$_{60}$ previously and discussed in [24]. One then wonders why this does not happen in the same manner for Na$_a^+$. The key point is here that the external driving force and the dipole response run out of phase due to the impact of the strong plasmon resonance. This interferes with the mechanism worked out for Ar and C$_{60}$. In section 3.3, the difference in dynamical behaviors will be analyzed based on the detailed time evolution of electron density.

Finally, when going to longer pulses, the CEP dependence of asymmetry vanishes eventually because longer pulses contain more optical cycles whose individual peaks of the electric field point into opposite directions with nearly equal strength and so neutralize each other. It is interesting, however, that the smoothing of asymmetry pattern as a function of CEP proceeds differently for Na$_a^+$ and Ar. Smoothing of CEP dependence becomes visible for Na$_a^+$ already at $T_{\text{pulse}} = 3\tau_{\text{IR}}$ and is practically completed at $4\tau_{\text{IR}}$ while the reduction of contrast proceeds much slower for Ar, similarly as in the previous example C$_{60}$ [24]. Depending on the demands, one may have to go up to $T_{\text{pulse}} = 20\tau_{\text{IR}}$. The reason is, again, the different optical response. The strong interference of external and plasmon frequency in the dipole response of Na$_a^+$ mixes the CEP dependence earlier.

### 3.3. Time evolution in detail

In order to get a deeper insight into emission direction, we analyze the time evolution of electron density for a pulse length in the critical regime, $T_{\text{pulse}} = 2.6\tau_{\text{IR}}$, and here for $\phi_{\text{CEP}} = 270^\circ$ where the difference between Ar and Na$_a^+$ is most marked.

The lower panel of figure 4 shows the densities for Ar and Na$_a^+$ as 3D color map plot. This is complemented by the full ARPES in the upper panel and time evolution of external force together with volume dipole moment in the middle panel. The notion of a ‘volume dipole’ requires an explanation. The normal dipole moment $d = \int d^3r \ z \ \rho$ is blurred by pieces of emitted electronic density far away from the system, i.e. at large $z$. However, we are interested on a signal from the bulk density at the system. In order to focus on the regions of high density, we consider the $z$ moment of $\rho^2$, i.e. $d^{(2)} = \int d^3r \ z \ \rho^2$, which we call volume dipole because it emphasizes the volume rather than the surface.

The ARPES in the upper panel illustrates how the asymmetry pattern (see figure 3) are generated. For Ar, we see a preference of backward emission (angle $180^\circ$) at energies around 5 eV turning to a bias on forward emission for higher energies $>20$ eV while for Na$_a^+$ backward emission prevails in the whole range (except for very low energies $<2$ eV), in accordance with the panel for $T_{\text{pulse}} = 2.6\tau_{\text{IR}}$ in figure 3.

Dipole and force signals in the middle panel illustrate nicely the dramatic differences in the systems response. Already the dipole amplitude for Ar is much smaller than for Na$_a^+$ which indicates that Ar is a much less responsive system. This off-resonant behavior for Ar is also visible from the fact that the dipole signal basically follows the external force. Comparing the signals at the first three marks (minimum, zero, maximum) one can read off the same phase shift of $+15^\circ$ which drifts to smaller and negative values later on if (high-frequency) systems mode start to interfere. For the Na$_a^+$ cluster the impact of the plasmon resonance starts immediately as we can see from the steady change of phase shift from initially $-35^\circ$ to finally $+30^\circ$. This steady change results from conflicting frequencies. The dipole response has a trend to oscillate with the faster plasmon frequency rather than that of the external field. Mind that emission is driven by the dipole moment whereas propagation of the emitted electron follows the external force. These two ingredients now run at different pace for Na$_a^+$ producing a subtle interplay of driving forces. The trends thus can go in any direction and it requires detailed modeling to make predictions for such highly reactive systems.

Finally, the lower panel of figure 4 shows the time evolution of electron density along $z$ axis (laser polarization...
axis). Logarithmic scale is chosen to visualize the outer tail of the electron distribution which represents electron emission. At around 2 fs, we see a first outburst of electrons triggered by the first peak of \( E(t) \), or \( d^{(2)}(T) \) respectively. The further evolution shows the known features: the emitted electron cloud sweeping forth and back in the external field causing back-scattering mixed with new emission at subsequent force peaks (not distinguishable in the given plot). The cloud is finally released to infinity if the external force fades away still leaving some final boost [35]. The final outflow mixes electrons which are directly emitted with those which have gained more energy by rescattering processes. This is indicated by the lines drawn into the plot. The black lines visualize flow with a high kinetic energy of 21 eV and the green ones with a low kinetic energy of 9 eV. For Ar, the dominance of the external force over the dipole response (mind the scaling in the left middle panel) leaves the ponderomotive full and unhindered weight and thus the high-energy electrons can only escape after the last peak, thus in forward direction. For \( \text{Na}_9^+ \), on the other hand, the external force is considerably weaker which allows high-energy electrons to escape already the second last peak pointing in negative direction. This, however, should not be taken as general rule. The subtle interplay of drivers in \( \text{Na}_9^+ \) inhibits simple estimates.

### 3.4. Impact of the systems geometry - test case \( \text{Na}_9^+ \)

To check the effect of ionic background, we compare in figure 5 results from a calculation with ionic background with one using a soft jellium background [40] with density profile \( \rho_\text{jell}(r) \propto [1 + \exp((|r| - r_s N^{1/3})/\sigma)]^{-1} \) using a Wigner–Seitz radius of \( r_s = 3.65a_0 \) and surface thickness of \( \sigma 1a_0 \). These jellium parameters were tuned to reproduce with the jellium model the optical response of \( \text{Na}_9^+ \) with ionic structure, in particular the position of the Mie surface plasmon resonance. The pulse length is chosen in the critical regime to explore most sensitivity to system parameters. The results are qualitatively the same. There are, of course, differences in detail. But these could very well be due to the slightly different spectral properties of the two systems. We can safely conclude that details of the background structure do not matter much for the structure of ARPES at these (low) laser frequencies. Note, however, that a sensitivity to ionic detail...
develops for laser pulses with higher frequencies as was found in earlier studies on angular distributions [47].

3.5. Impact of laser parameters

So far, we have considered laser pulses with frequency and intensity close to the experimental conditions of former studies in C60. It is, of course, interesting to check the influence of laser parameters. We do that here for the case of Na9+. Figure 6 shows the asymmetry \( \eta \) in the plane of kinetic energy and CEP for Na9+ and a variety of laser frequencies and intensities. The left panels collect variation of frequency and the right panels variation of field strength (for fixed frequency \( \omega_{\text{las}} = 1.8 \text{ eV} \)). Pulse length is \( T_{\text{pulse}} = 2.67 \tau_{\text{IR}} \), the same in all cases. The pattern differ dramatically for the different laser conditions. Let us try to give an interpretation to each case in the light of what we have learned above.

The left column collects variation of frequency. The high-frequency case (lower left panel) shows no energy dependence at all. This reminds the field dominated case of short pulses in figure 3 and, in fact, we encounter here a similar situation. At an absolute scale, the pulses are extremely short thus overruling any system response. The resonant case (middle left panel) at surface plasmon frequency looks somewhat blurred resembling the cases with longer pulses in figure 3. Indeed, we deal effectively with a long pulse because the resonant excitation induces dipole oscillations which carry on long after the external field has been turned off. The extremely low frequency (upper left panel) moves the photon field well out of resonance, similar as the IR field was off resonance for Ar. But the pattern do not show the regular trends as in case of Ar. The quasi-static field at this extremely low frequency creates a very special situation. Although field strength seems weak, the long time a certain pulling force persists leads to large ponderomotive excursions. This together with a small amount of comparatively much faster plasmon oscillations generates these sort of chaotic, quickly changing asymmetries.

The right column of figure 6 collects variation of field strength. The upper right panel repeats the reference case which we had studied before in detail. Lower field strength (middle and lower right panels) reduce the ponderomotive effects even further and so diminish the differences between high-energy and low-energy electrons. What remains is pronounced forward emission for CEP 0° following the strongest peak in that case and correspondingly pronounced backward emission for 180°.

4. Conclusion

In continuation of a previous study on C60, we have investigated the system dependence of the impact of the CEP of few-cycle laser pulses using as two very different systems an Ar atom and a Na9+ cluster. As a theoretical tool for this survey we use time-dependent density functional theory using standard local energy-density functionals. A self-interaction correction is added to achieve a correct dynamical description of emission properties. As in previous experimental and theoretical studies, we take as key observable the detailed electronic emission properties in angular resolved photo-electron spectra (ARPES). The angular information is compressed to the asymmetry of the angular distribution as function of energy which yields a compact measure well suited for a survey of varying conditions.

The two systems under consideration differ dramatically in their spectral properties. The Ar atom has a rather rigid dipole response with the first excitations lying high above IR frequencies. In this respect, the Ar atom is similar to the C60 cluster. Although the latter has a much more complex background structure the results for asymmetry as function of CEP are practically the same for these both systems. Quite differently, the Na9+ cluster has a large polarizability and its spectrum is dominated by the strong surface plasmon resonance in the visible range, above IR frequencies but not too far away. As a consequence, the results for ARPES from few-cycle pulses differ dramatically from those of the Ar atom. By looking at the time evolution of density in detail, this difference could be clearly related to the different dynamical polarizability. The dipole moment of Ar follows the external field without delay whereas for Na9+ it starts with a sizable phase shift from the onset and develops further phase deviations in the course of dynamics. This produces a much different interplay between electron emission, triggered by the dipole moment, and subsequent ponderomotive motion, governed by the external field. The more involved interplay between dipole and external field in the case of Na9+ hinders the development of simple predictions. A full simulation, taking into account properly the dynamical response of a system, is necessary.

Concerning the variation of laser parameters, the length of the pulse plays a key role in the impact of the CEP. Longer pulses covering several optical cycles render the CEP unimportant. Very short pulses, up to two cycles, reduce the impact of the systems response and let the effects of external field dominate. In between comes a transitional regime where the CEP dependence of ARPES changes quickly and becomes extremely system dependent. We also checked the influence of the other laser parameters for the more responsive system Na9+ in the critical, transitional regime of pulse lengths and find, not surprisingly, a sensitive dependence to any parameter. The qualitative structure of the results can be explained in each case by the relative importance of ponderomotive motion in the external field and dipole response of the system.
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