3-beam self-calibrated Kernel nulling photonic interferometer
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ABSTRACT

The use of interferometric nulling for the direct characterization of extrasolar planets is an exciting prospect, but one that faces many practical challenges when deployed on telescopes. The largest limitation is the extreme sensitivity of nullers to any residual optical path differences between the incoming telescope beams even after adaptive optics or fringe-tracker correction. The recently proposed kernel-nulling architecture attempts to alleviate this by producing the destructive interference required for nulling, in a scheme whereby self-calibrated observables can be created efficiently, in effect canceling out residual atmospheric piston terms. Here we experimentally demonstrate for the first time a successful creation of self-calibrated kernel-null observables for nulling interferometry in the laboratory. We achieved this through the use of a purpose-built photonic integrated device, containing a multimode interference coupler that creates one bright, and two nulled outputs when injected with three co-phased telescope beams. The device produces the nulled outputs in a way that, by the subtraction of the measured output flux, create a single self-calibrated kernel-null. We experimentally demonstrate the extraction of kernel-nulls for up to 200 nm induced piston error using a laboratory test-bench at a wavelength of 1.55 μm. Further, we empirically demonstrate the kernel-null behaviour when injected with a binary companion analogue equivalent to a 2.32 mas separation at a contrast of 10\textsuperscript{-4}; under 100 nm RMS upstream piston residuals.

Key words. instrumentation: interferometers, techniques: interferometric

1. Introduction

Most of modern optical interferometers used for astronomy utilize beam combination designed to recover the fringe visibility and phase of baselines (and their derivative observable closure-phase) made by a single or multiple telescopes. However, another observable can be created interferometrically that is of particular interest for high-contrast astronomy, particularly exoplanet science, called nulling (Bracewell 1978). When conducting standard interferometry, the signal tends to be dominated by the on-axis target (typically an unresolved star), whose photonnoise can swamp the signal of any nearby faint companion. Interferometric nulling is a solution that suppresses on-axis starlight to remove the photon noise while leaving the light from any faint structure in the surrounding halo mostly unaffected, which can then be analysed separately (by sending to a spectrograph, for example).

While astrophysical nulling interferometry using bulk-optic has a long history, including the Bracewell Infrared Nulling Cryostat (BLINC) (Hinz et al. 1998), the Keck Interferometric Nuller (KIN) (Serabyn et al. 2012), and the Large Binocular Telescope Interferometer Nuller (Defrère et al. 2016), one of the early pioneers of using photonic technologies in this domain is the Palomar Fiber Nuller (PFN) (Mennesson et al. 2006). The PFN instrument used the spatial filtering properties of optical fibers to improve the instrumental null, combining light from two sub-apertures of the 5.1 m Palomar Telescope at K-band. Importantly, it also introduced a novel data analysis technique of the statistical fluctuations of the null depth measurements, in essence creating a type of statistical null self-calibration (NSC) (Hanot et al. 2011; Serabyn et al. 2019), allowing for detection and precise measurement of faint structures.

The next major evolution was the use of photonic circuitry to create a series of pairwise Bracewell nulls inside a single integrated chip, where the dark and bright channels can be routed to a spectrograph and dispersed. This technique has most recently and comprehensively been advanced by the Guided-Light Interferometric Nulling Technology (GLINT) module (Norris et al. 2020; Martinod et al. 2021) on the SCExAO extreme adaptive optics instrument at the 8-meter Subaru Telescope. GLINT uses Ultrafast Laser Inscribed (ULI) 3D waveguides to sample the telescope pupil at multiple points and remap them while maintaining pathlength matching to an integrated beam-combination stage. While the first prototype was a simple 2-input combiner (Norris et al. 2020), GLINT currently combines up to 6-inputs, producing 18 outputs (6× pairwise Null channels, 6× Bright channels, and 6× photometric channels, Martinod et al. 2021). At time of writing, this is the state-of-the art for on-sky photonic nulling interferometry.

Despite the success of nulling interferometry (Spalding et al. 2022), most implementations thus far (both photonic and bulk-optic) have been of the pairwise Bracewell-type, and face considerable challenges when implemented on-sky. With the key requirement of nulling being the stable destructive interference of two incoming interferometer arms, a very high level of upstream wavefront control is paramount, particularly of any differential piston between the arms. While modern AO systems can correct much of this, any residual (either instrumental or atmospheric) directly translates into a photometric leakage term in the null channel, and is indistinguishable from the leakage caused by an
astrophysical source. With the key scientific driver of this kind of interferometry being high-contrast detections at high angular resolution, this is highly undesired. The NSC method can be used to untangle the instrumental, atmospheric and astrophysical causes of this leakage (and retrieve only the astrophysical null) by exploiting the statistical distribution properties of the signal and various noise sources, but itself has some limitations. Firstly, the model-fitting required is fairly complex, and scales dramatically with higher number of inputs and combinations. This can potentially make it difficult to constrain binary parameters such as contrast and separation. Secondly, the need to obtain enough measurements to build accurate statistical models typically results in short integration times and large data sets, limiting observational efficiency and signal-to-noise.

Non-nulling long-baseline and Fizeau interferometry make extensive use of the production of self-calibrated observables, like closure phases (Jennison 1958; Baldwin et al. 1986), and their generalized form, kernel phases (Martinache 2010), to sidestep the limitations brought by wavefront residuals. This approach has provided reliable performance at very small separations (below λ/D). Bringing together the benefits of self-calibration of interferometric observables and the photon-noise suppression of nulling is powerful and exciting prospect as it opens a hereto unexploited parameter space. The concept of creating a directly self-calibrated nulling observable has been proposed using various methods in the past, including the double-Bracewell architecture (Angel & Woolf 1997) which can offer a form of self-calibration when implemented in a cascaded nuller (Velusamy et al. 2003; Serabyn et al. 2012). In fact, this type of architecture has been the prime choice for space-based infrared nulling interferometer concepts (such as the Terrestrial Planet Finder Interferometer (Beichman et al. 2006), DARWIN (Kaltenegger et al. 2003), and the more recent L1E mission (Anderenhausen & Quanz 2021)), and has been demonstrated in the laboratory using bulk-optic setups in the mid-IR such as the Planet Detection Testbed (Martin et al. 2012). A different approach was later proposed by Lacour et al. (2014), which exploits the measurement of fringes in the leakage light of the nulled channel.

Recently, Martinache & Ireland (2018) introduced an alternative solution, where especially designed beam combinations can produce nulled outputs whose linear combinations produce self-calibrated observables. These observables, called kernel-nulls, are robust to differential piston errors (instrumentally or atmospherically induced phase error) to second order. The mathematical framework of kernel nulling has been further expanded by Laugier et al. (2020) and, while the work focused on a 4-input architecture for the VLTI, identified a 3-input architecture which is the simplest solution to create a valid kernel-null observable.

In this body of work, we demonstrate the first experimental realization of one such kernel-nulling interferometer, a 3-input kernel-nuller fabricated on a photonic platform using UV photolithography, utilizing a Multimode Interference Coupler (MMI) component. This photonic device is used to experimentally validate the self-calibrating nature of the created nulls. Section 2 outlines the fundamentals of the photonic beam combination, the MMI used, and the photonic chip. Section 3 describes the laboratory characterization setup, which allowed us to test and validate the creation of the kernel-null at multiple wavelengths across the astronomical H-band and to simulate various atmospheric residuals to demonstrate the self-calibration. In Section 4 we present the performance of the kernel-null self-calibration for different levels of input wavefront error, and demonstrate the evolution of the kernel-null when a synthetic binary signal is introduced.

2. Photonic 3-beam Kernel nuller

In this section we will cover the fundamentals of how kernel-null observables are created, and more specifically how it is achieved in the context of integrated photonic circuits. While by no means exhaustive, it provides the theoretical and practical framework used in the design and fabrication stages.

2.1. Creating self-calibrated Kernel-null observables

The formalism and detailed mathematical treatment on how to formulate kernel nulls has been described by Martinache & Ireland (2018), and Laugier et al. (2020). We will provide a quick overview limited to a 3-input interferometer. Any interferometric beam-combiner can be represented by some combiner matrix $M$, essentially a complex amplitude transfer-matrix that acts on a vector $z$ of discrete input electric fields to create an output electric field vector $x$:

$$x = Mz.$$  (1)

In our case, $z$ is a 3 element vector describing the electric field (phase and amplitude) of the light at each input. The discrete outputs of the interferometer will be some combination of the input electric fields with some internal phase offsets, expressed in $x$. The nuller records the intensity/flux of the outputs (the square norm of the output electric field), $I = ||x||^2$.

If the interferometer creates nulls in a classical pairwise fashion by inducing $\pi$ phase shifts in some of the arms, the matrix $M$ is real, and does not allow the formation of kernel-nulls because the output intensities it produces are a degenerate function of the target information and input phase perturbations (Laugier et al. 2020). If instead we allow $M$ to be complex, such that two or more rows are complex conjugates of each other (i.e $m_1 = m_3^*$), then a kernel-null is formed by a simple subtraction of the intensities of the corresponding two outputs:

$$k(z) = |m_1z|^2 - |m_2z|^2 = |m_1|^2 - |m_2|^2.$$  (2)

Provided the piston errors are small ($\sim \pm 1$ rad), the otherwise dominant quadratic error term is cancelled (Martinache & Ireland 2018). This shows that the subtraction of measured intensity of complex conjugate pairs of nulled outputs always produces a kernel null that is robust to arbitrary phase excursions.

![Fig. 1. The electric field is represented by colored phasors on a complex polar plot, with the length of the vector being the amplitude and the angle showing the phase. For three in phase inputs, the transfer matrix $M$ creates three outputs. One bright channel where the input E-fields are in phase creating constructive interference, and two nulled channels where the input beams are given a ±2π/3 phase offset before being combined. In these channels the E-fields interfere destructively creating a null.](image-url)
For a 3-input interferometer the simplest matrix one can construct to form such kernel null is:

\[
M = \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & e^{i \pi / 3} & e^{i 2 \pi / 3} \\
e^{-i \pi / 3} & 1 & e^{i \pi / 3} \\
e^{-i 2 \pi / 3} & e^{-i \pi / 3} & 1
\end{bmatrix}
\]  \hspace{1cm} (3)

It will result in one bright and two nulled outputs, which will (by subtraction) produce one self-calibrated kernel-null observable. In practise, this architecture is actually quite simple to create. The light from each of the 3 input beams is divided evenly and all interfered in such a way that on one output the relative phase offset is 0 (i.e. constructive interference/bright channel). For the other two outputs, two of the input arms are given a ±2π/3 phase offset. This is visualised in Figure 1.

### 2.2. Multimode interference couplers

While it is possible to envision a bulk-optic interferometer design that creates the beam-combinations required by M (Guyon et al. 2013), it is far more advantageous to exploit photonic technologies to achieve the same goal. In fact, it is possible to create M using a single stand-alone component, in common use for a wide range of photonic designs. This component is a Multimode Interference Coupler (MMI). An MMI is a planar multimode waveguide section (often rectangular) where multiple incoming waveguides are allowed to interfere spatially to form the required intensity profile at the MMI end face (Fig. 2a). There, output waveguides are placed that will discretely sample this intensity profile and route it to the chip output. MMIs have been a standard component in photonics for the last few decades, their behaviour, properties, and design methodology are well understood in the literature for most photonic platforms (Soldano & Pennings 1995; Cooney & Peters 2016).

For the purposes of designing a kernel nuller, the transfer matrix of the MMI itself can be tuned using a number of parameters. The most important are the length (L) and width (W) of the multimode section where the interference takes place, as well as the position of the input waveguides with respect to the MMI section. The last important parameter is the positions of the output waveguides which discretely sample the complex electric field. By tuning these four parameters it is possible to design an MMI that closely matches M (Fig. 2b). For the MMI used in this work, the parameters were: L = 330 µm, W = 15 µm, and the input and output waveguide positions of 0, ±5 µm. An additional feature typically found in MMIs is input and output adiabatic taper regions at the waveguide-MMI interface. These are employed to reduce losses due to modal miss-match between the fundamental waveguide mode and the multimode section. The tapers are essentially a broadening of the waveguide core over a short length, allowing the fundamental mode to expand. For the tapers in our MMI, they expand from the waveguide core diameter (1.1 µm) to 4 µm, over 83.3 µm propagation length.

It should be noted that the exact same beam combination can potentially be made using a waveguide tri-coupler (Martinod et al. 2021), a 3-input version of the evanescent-field combiners (3dB couplers) used in most astronomical photonic interferometers (Hansen et al. 2021). While in the 3-input case there is little difference between the two approaches, we found that controlling fabrication tolerance over 10’s or 100’s of microns was easier than the often sub-micron precision required to make traditional couplers accurate enough for kernel nulling. Furthermore, when scaling to higher number of inputs, MMIs designs are far more accommodating (Cooney & Peters 2016).

---

\[\text{https://nazca-design.org/}\]
After injection, the waveguides are routed vertically by a few millimeters to create a lateral offset from the input and ‘side-step’ the cone of uncoupled light in the substrate. This allows us to avoid many of the negative cross-coupling effects which has been shown to degrade interferometric performance in an astronomy context (Cvetojic et al. 2021). Just prior to entering the MMI, the output waveguides are routed to the chip end-face on the far right-hand side, where another set of waveguide tapers returns the mode back to a size that is matched to standard commercial optical fiber (SMF-28e) and can be directly collected.

Importantly, while this work was conducted on the SiN platform (for cost and prototyping lead time considerations), all components, circuits, and features described here are possible using most photonic platforms, and therefore transposable to other bandpasses.

3. Experimental Setup

The 3-input kernel nuller was characterized and tested using a photonic characterization bench in an ISO-7 clean room. The bench (shown in Figure 4) consists of three major parts; accurate and fast wavefront control across a segmented pupil, precise and stable alignment of the photonic chip, and spectral dispersion onto a NIR detector. A supercontinuum source (Fianium WhiteLase micro) is used to inject a broadband light source into the bench using an endlessly single-mode Photonic Crystal Fiber (PCF) that acts as a spatially-filtered broadband on-axis point-source analogue for our experiments. Wavefront modulation, both for characterization scans and the introduction of atmospheric perturbation, relies on a hexagonal segmented (Boston Micromachines Hex-507) deformable mirror (DM), located in a plane that is conjugated with the pupil of the setup. Individual segments are controlled independently in Piston, Tip, and Tilt. With the DM in its default mid-range position, each segment had an effective maximum stroke of $\pm 2 \mu m$ and max tip-tilt range of $\pm 3$ mrad, with a modulation speed of $> 25$ kHz.

Only a small part of the active aperture is used in these experiments, with a brass laser-cut mask consisting of three $620 \mu m$ sized holes used to block all but three DM segments. The mask is conjugated with the pupil-plane and positioned over the segments using stepper actuators, monitored by a pupil-viewing camera at visible wavelengths. A 1 mm long-pass dichroic (D1 in Fig. 4) is used to split the NIR light and direct it to a beam-reducing telescope. Here, the beam is reduced by a factor of 5 using a pair of NIR achromatic doublet lenses, converting the mask-hole separation from 647.5 $\mu m$ to 129.5 $\mu m$, close to the injection waveguide pitch of $127 \mu m$ on the chip. The telescope forms the now demagnified pupil-plane near the center of the photonic characterisation setup, where a fused silica 127 $\mu m$ pitch microlens array (MLA) was placed.

The microscopic scale of the photonics required careful, stable, and precise alignment. Thus we use a pair of high-precision Nanomax 6-axis flexure stages to align the MLA and the output fiber array to the photonic chip, which itself is on a 3-axis precision translation stage. The pupil from the bench is formed at a specific point (close to the chip’s entrance face), and typically isn’t moved. Instead the MLA is positioned so that each of the three (now 124 $\mu m$ diameter) mask-holes overlaps a single lenslet. This is conjugated to the pupil plane by imaging the MLA front-face and pupil simultaneously using an alignment camera. Once the MLA is aligned, three focal spots are formed at the chip’s input, and the chip translated so they land at the correct input waveguide positions. After the light propagates through the chip and is brought to the output face, a linear fiber array is aligned to the correct output waveguides, capturing the light into individual fibers to be routed to the spectrograph.

The fibers coming from the photonic characterization setup are taken to a spectrograph, made from two 2-inch achromatic

Fig. 3. The photonic chip made in Silicon Nitride (a) that contains the 3-input kernel nuller measures 16x16 mm in size, and contains other more complex components not covered in this work, including electrodes that are visible for on-chip phase control. The waveguide circuitry (b) includes input and output tapers or “mode-converters” (c) that transform a standard $\sim 8 \mu m$ mode at the chip input (left) into a $\sim 1 \mu m$ fundamental mode of the waveguides. The light is then routed downwards along an “optical bus” to create a side-step of $\sim 1 - 2 \, mm$ so any uncoupled light in the bulk doesn’t re-interfere and cause cross-coupling. Prior to entering the MMI, optical pathlength-matching is performed (d) to ensure all the inputs travel the same distance to the MMI entrance. The MMI output waveguides are then routed to the chip end-face on the right hand side, and can be coupled into a fiber array (or directly imaged).
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Fig. 4. Schematic of the experimental bench used to characterize the kernel nulling chip. A picture (bottom) shows the physical chip, the injection MLA, and output fiber array aligned using precision flexure translation stages.

doublets and a F2 dispersive prism, which spectrally disperses the fiber outputs and forms an image on a NIR detector (First Light, C-RED One). The spectrograph is wavelength calibrated by referencing the various wavelength filters in a filter wheel upstream. The spectra are measured across a spectral range of $\lambda = 1.20 - 1.75 \, \mu m$, with a typical resolution of $\Delta \lambda = 5.2 \, nm$ and a nominal linear dispersion of 2.38 nm/pix. The detector output is kept at a constant readout of 1.6 kHz, unless otherwise indicated.

3.1. Injection Optimization

Despite the sub-micron precision of much of the alignment setup, it is near-impossible to perfectly align the chip input by hand. However, by using the tip-tilt control of each of the three active DM segments we are able to individually raster-scan the three MLA focal spots across the chip end face and find the optimal coupling location for each input to sub-micrometer precision. The typical injection optimization loop scans each input $\pm 3 \, mrad$ with a step size of $0.2 \, mrad$ measuring the total flux of the output at every frame. After the scan is complete, a 2D Gaussian fit locates the central tip and tilt position for each input. These are then stored by the software to ensure optimal coupling for all measurements. A typical result of this kind of scan is shown in Figure 5.

![Fig. 5](image)

Fig. 5. An injection optimization routine is typically done prior to acquiring nulling data to compensate for any sub-micrometer drift in the alignment.

During the course of 24 hours we measure a drift of up to 1 mrad when re-optimized. This slow drift is due to the laboratory air conditioning cycle that affects the translation stage holding the chip mount and needs to be corrected before any new set of measurements. To ensure measurement consistency, the injection optimization procedure is therefore run prior to every large experimental cycle. The scan and correction procedure takes on average $\sim 4$ seconds to complete.

3.2. OPD zeroing

The response of the nuller is a sensitive function of the OPD affecting the individual input beams. These OPDs can either come from the bulk optics prior to injecting into the device or manufacturing imperfections in the waveguides inside the device, before entering the MMI component. The experimental setup allows us to compensate for these imperfections using the upstream segmented mirror. With only three inputs, we can afford to do an exhaustive piston scan for two input beams, relative to the third, left untouched, and used as a reference.

The top panel of Fig. 6 shows what one such scan looks like over a wide $4 \, \mu m$ range piston scan ($\pm 1 \, \mu m$ modulation of the DM segments). This first experimental result confirms that the monochromatic response is $\lambda$-periodic and repeats every 1550 nm. The set-point of the nuller is, by design, where the light of the first two outputs are the darkest and the third is the brightest. Since the starting point of the DM is supposed to be flat, differential OPDs greater than $\lambda$ can be excluded, the selected set-point is the closest to the origin of the scan. A higher resolution (5 nm) scan (bottom panel of Fig. 6) is used to bet-
Fig. 6. A scan of input pistons for input 2 (vertical) and 3 (horizontal) over at a resolution of 20 nm over a range of 4 µm (top). After a null location is chosen, a more detailed scan with a resolution of 5 nm over a 1 µm range (dashed squares) is done to find the location of the deepest raw null (bottom). The value of the two piston positions at this location (−135 nm & −30 nm - white cross) is saved and used as a zero-point for all measurements. The color intensity is normalised to the maximum flux measured in the bright channel over the full scan. For reference, the blue star indicates the piston offsets used when simulating a binary companion later in Section 4.4.

4. Results

To demonstrate experimentally how the kernel null self-calibration works, we conducted a series of different measurements using the setup outlined in Section 3. These can be broadly arranged into three categories; locating and measuring the instrumental nulls (Sec. 4.1), the demonstration of self-calibration under different induced wavefront errors for narrow-band operation (Sec. 4.3), and simulating companion detections at high angular resolution for multi aperture long-baseline interferometer (Sec. 4.4). The latter section, while not a rigorous instrumental analogue, provides a rough example of how typical self-calibrated kernel-null data looks when observing a binary source under 100 nm piston residuals.

The primary aim of this work is to outline the self-calibration experiments, and experimentally validate the principle of kernel-nulling. While MMIs in general are a standard photonic component, the detailed characterization of the MMIs fabricated on our chip will be presented in a separate manuscript (Chingaipe et al. 2022). There are however some basic properties that are important for this work. The splitting ratio, the fraction of the flux that makes it from a single input to the outputs, was measured to be 33 ± 5 % for all inputs at the central wavelength of 1.55 µm. The component-level throughput was measured to be 90 ± 10%. This has a considerable measurement error as it is achieved by comparing the total MMI output flux with that of a straight waveguide section located at the extreme edge of the chip, and is highly sensitive to alignment error. Similarly, due to the difficulty in quantifying injection efficiency with our setup, the global chip throughput is hard to measure with high accuracy. Based on the characterization of similar chips (Roeloffzen et al. 2018), we estimate the propagation loss to be < 0.1 dB/cm, the MMI loss < 0.5 dB, and the input and output mode converter to be ∼ 1.5 dB per facet. Thus an estimated end-to-end throughput of ∼ 44 %, including coupling losses.

4.1. Instrumental null

At its set-point, the nuller minimizes the amount of on-axis starlight that makes it down its dark outputs. The design is of course to have a perfect extinction yet manufacturing imperfections lead to some amount of light leakage, and therefore a finite extinction. In addition to imperfections of the device itself, laboratory seeing as well as readout noise are significant contributions to the amount of light measured on the dark outputs at any instant. The combined effect of these contributions leads to generally non-trivially distributed null values (Hanot et al. 2011), when operating in realistic conditions. With an estimated piston RMS less than 20 nm, the laboratory seeing is low enough for
the piston error to not be the dominant source of noise, hence we are able to measure null values that are normally distributed. We will focus on a 12 nm wavelength bandpass (corresponding to a 4-pixel bin for our spectrograph) centered on $\lambda_0 = 1.55 \mu m$, for which the device was specified. This was achieved by placing a narrow-band transmission wavelength filter, with a Full Width Half Maximum (FWHM) bandwidth of 12 nm, in the injection beam using the upstream filter wheel shown in Fig. 4.

At each measurement frame the photometry of all three outputs are recorded in camera counts. The photometry of the two null channels are then converted from counts into units of contrast by dividing by the total summed flux (including the bright channel). To estimate the effect of the camera readout noise (correlated double sample readout mode), the different outputs are recorded with no input light. The distribution of the readout noise (see top panel of Fig. 7), built from the analysis of 10,000 individual frames, is centered on zero after dark subtraction, and is characterized by a standard deviation $\sigma_{RN} = 6.32 \times 10^{-4} \pm 6.3 \times 10^{-6}$.

![Fig. 7. Measured empirical distribution of the two Null channels for read-noise only (top), and the instrumental leakage (bottom) for 10,000 frames. The statistical mean of the leakage terms (blue line) is $2.4 \times 10^{-3}$ and $1.8 \times 10^{-3}$ for channel 1 and 2 respectively.](image)

With the device brought to its set-point, light is injected, and outputs are recorded for a new series of 10,000 frames. The resulting distributions are represented in the bottom panel of Fig. 7. We can observe that despite the same dark subtraction, the position of the distribution are shifted, while the standard deviation (dominated by the effect of the same camera readout noise and seeing) remains stable. We use the mean of these shifted distributions to estimate the raw instrumental null values: $n_1 = 2.397 \times 10^{-3} \pm 6 \times 10^{-6}$ (for channel #1) and $n_2 = 1.849 \times 10^{-3} \pm 6 \times 10^{-6}$ (for channel #2).

### 4.2. Bench drift and measurement uncertainty

While unfortunate, the $5.4 \times 10^{-4}$ imbalance between the two dark outputs is a feature caused by two physical parameters. First is the flux imbalance in the specific MMI used for these experiments that we have to live with, but is entirely static. The second is a differential loss term between the two channels caused by a misalignment at the chip output waveguide to fiber array interface in our setup. In any practical implementation of these devices, the fibre array would be bonded to the chip, making the coupling loss term static as well, however due to the nature of our experimental setup this is not entirely the case here.

While the statistical uncertainty in the measurement of $n_1$ & $n_2$ are at the $10^{-5}$ level for an individual experiment, we find that between measurements it can fluctuate by up to $\sim 5 \times 10^{-4}$. This is primarily due to a drift in the output fiber alignment causing a differential coupling loss change of $< 1\%$ at the chip output over a 10 minute time frame. Additionally, the output flux from the super continuum source has been measured to fluctuate by $> 20\%$. This typically has no effect on the null measurement, but as we are utilizing most of the dynamic range of the camera (to measure the bright and nulled channels simultaneously), a small change in total flux can cause saturation. Because the bench drifts dominate our uncertainties, all measurements presented have been repeated 10 times to derive experimental uncertainties.

### 4.3. Kernel-null

Compared to the laboratory environment, on-sky nulling observations experience degraded seeing conditions. Post adaptive-optics and fringe tracking wavefront residuals result in additional random OPDs that pull the nuller away from the set-point and result in additional light leakage down the dark outputs. In the case of the VLTI, in the near infrared (NIR) OPD residuals can reach $\sim 100$ nm for the ATs, and $\sim 200$ nm for the UTs (Lacour et al. 2019). It is this reality that motivated the kernel-nuller architecture, designed so that at any instant, simultaneously recorded values for the dark outputs can be combined to form kernel-nulls, disentangling genuine astrophysical signals from seeing induced light leakage in the different dark outputs.

On top of the static OPD offset applied to bring the nuller to its set-point, our setup can use the upstream DM to apply random errors, and observe the degradation of the nulled outputs as well as the benefit brought by the kernel-nuller architecture. These induced OPD fluctuations are directly applied to the input beams by the corresponding DM segments. Figure 8 presents the distributions of the different values recorded by the two dark outputs (20,000 frames) when the input beams experience OPD fluctuations drawn from a normal distribution with a 100 nm standard deviation. The shape of these distributions is similar to those reported in recent on-sky uses of nulling by Norris et al. (2020) and Martinod et al. (2021).

Section 2.1 reminds how, with a kernel-nuller architecture, the theoretical difference between simultaneous outputs (see Eq. 2) is expected to cancel out the OPD introduced bias of the two dark outputs. At any instant $t$, for our real 3 x 3 MMI device the combination of outputs that will result in a kernel distributed as simulated by Martinache & Ireland (2018) is:

$$\kappa(t) = n_1(t) - n_2(t)$$

Using the data from the original 20,000 frame series whose distributions are plotted in Fig. 8, we compute kernel-nulls using the definition of Eq. 4 and plot their distribution in Fig. 9. Whereas
Fig. 8. The statistical distribution of measured null depth in the two null channels under 100 nm RMS wavefront error for an unresolved on-axis target. The instrumental null (blue dashed line) is visibly far away from the distribution mean, which is heavily biased by the random piston terms. Complex model-fitting analysis methods such as NSC need to be used to retrieve the true null depth.

Fig. 9. The statistical distribution of the measured kernel-null using the same data as in Fig. 8. Because the observable is self-calibrated, for an unresolved on-axis source, the statistical distribution of the observable is symmetric about the median. The median of the data set $\kappa = -6.5 \times 10^{-5}$ is shown as the dotted line. The Monte Carlo simulations of an idealized 3-input kernel-nuller under 100 nm RMS residual piston show a close fit.

the interpretation of raw null distributions requires the careful modeling procedure introduced by Hanot et al. (2011), the experimental kernel-null distribution can be interpreted directly. The distribution is symmetric (see Fig. 9) albeit non Gaussian: it features a strong narrow peak and longer tails. The characterization of the properties of this non-trivial distribution may be the object of future work, but for this work, we will rely on Monte Carlo (MC) simulations of an idealized 3 × 3 kernel-nuller experiencing phase noise that results in kernel-null distributions matching our actual experimental results (see Fig. 9). We will use the experimental median as the estimator for the position parameter $\kappa_0$ of the underlying distribution. While the raw statistical uncertainty of a stand-alone data set is typically at a $10^{-5}$ level, it does not take into account possible drifts in the characterization setup between measurement cycles. Hence, to not overstate the precision of our bench, the associated experimental uncertainty $\sigma_\kappa$ is measured by taking the standard deviation of 10 repeat measurements with identical settings a few minutes apart. With a 20,000 frame data-set, in the presence of 100 nm RMS residual piston, the experimental kernel-null is $\kappa = -6.5 \times 10^{-5} \pm 1.2 \times 10^{-4}$.

As this data was taken separately to the raw-null measurements presented in Section 4.1, the imbalance in the two null channels does not exactly equal the measured $\kappa$, due to the bench drift outlined in Section 4.2.

Fig. 10. The measured kernel-null distributions as a function of induced piston RMS error. The box heights are defined by the first and third quartiles of each data set (encompassing 50% of the samples), with the line at the measured median ($\kappa$). The whiskers extend from the box by one and a half times the inter-quartile range ($\sim \pm 2.7 \sigma$). The raw instantaneous measurements for each frame are shown in blue. Larger piston errors broaden the distribution while remaining symmetrical.

Fig. 11. Monte Carlo simulation showing the effect of incorrect co-phasing of input beams on the measured kernel-null median ($\kappa$) under 100 nm RMS induced piston error. The error bars represent the statistical uncertainty taken from 1000 simulation iterations per data point.
Our experimental setup and MC simulations allow us to study how our experimental kernel-nulls behave in the presence of increasing amount of residual piston. Figure 10 plots the experimental results collected for induced piston residual RMS values up to 200 nm. We measure the expected increase in the distribution spread as the piston errors are increased, while remaining symmetrically distributed around the median. For data that is normally distributed the whiskers in Fig. 10 would contain 99.3% of measured values, which for our experiments is true for RMS <25 nm. In this regime the distribution is dominated by sources of experimental error such as camera read-noise, leading to a statistically Gaussian distribution. Above this regime, the induced piston errors begin to dominate, with the measured distribution no longer being normally distributed (as seen in Fig 9). The increasing fat-tailed nature of the distribution for high piston errors can be seen in Figure 10 with an increasing number of measurements beyond the whiskers.

In addition to random OPDs, the accuracy at which the cophasing set-point has been determined (described in Section 3.2) will impact the experimental raw null values, imposing a new unknown floor value. This in turn will limit the self-calibrating capacity of the kernel-nuller, now affected by a consistent, albeit small, unknown bias.

The worst-case scenario would be to have an OPD set-point accuracy comparable to the RMS of the OPD random excursions. Working under the assumption of 100 nm RMS OPD residuals, we will look at the evolution of the kernel-null bias over a ±100 nm offset range. For this, we rely on the MC simulation that produced the simulated distribution shown in Fig. 9. We plot (see Fig. 11) the evolution of the kernel-null median ($\tilde{\kappa}$) as a function of the OPD set-point error for input #2 and #3, relative to input #1. We can see that in the worst-case scenario, the kernel median bias can go up to $6 \times 10^{-4}$. The accuracy of our experimental co-phasing procedure is, in practice, better than 10 nm and the resulting OPD set-point induced bias on our kernel-null median estimate ($\sim 10^{-5}$) is negligible in comparison to the effect of the bench drift outlined earlier. The level of sensitivity to this OPD co-phasing accuracy could be used as a criterion to decide between several types of kernel-nullers, recombining a different number of sub-apertures (Hansen et al. 2022) and will be the object of future study as we move toward the characterization of a four-input kernel-nuller (Chingaipe et al. in prep).

Although the ultimate measurement uncertainty of $\kappa$ increases at larger piston excursions for the same number of frames, this series of experiments demonstrates that at least in this single on-axis source scenario, kernel-nulls retain the advertised self-calibrating property. To confirm that this is true in a more general scenario, we will have to use experiments including a simulated companion.

4.4. Companion detection experiments

To illustrate the use of kernel nulling in the presence of a companion, we created a binary-simulator acquisition sequence using our DM. This sequence interlaces and co-adds frames between two piston offset positions: the zero piston (as defined in Sec. 3.2) for the on-axis star, and a set of static piston values for the off-axis companion. Frames alternating between these two set-points are acquired for every value of random piston errors, like was done in Sec. 4.3. The off-axis frame is scaled by the desired contrast ratio, and added to the on-axis frame, simulating the observation of two mutually incoherent fluxes. This method of co-adding and scaling frames is not a perfect analogue of a spatially incoherent binary source as it also scales the associated noise in the frames of the companion signal. However, this only becomes important in the low-SNR regime where photon and background noise dominate.

We chose static piston offsets of 510 and -520 nm, respectively applied to inputs 2 and 3. This set of OPDs (marked by the blue diamond drawn on maps of Fig. 6) corresponds to a point where the magnitude of the kernel signal is expected to be maximum. How these values map to the on-sky off-axis location of a companion depends on the particular configuration of sub-apertures that form the interferometric baselines. Figure 12 shows a possible on-sky mapping of these settings, on the VLTI long-baseline interferometer, using UT-2, 3, & 4 observing at zenith, which would correspond to the presence of an off-axis companion at separation $\sim 2.3$ mas. For a target in one of the nearby young associations at 140 pc, this separation would be equivalent to an orbital distance of $\sim 0.3$ AU.

This procedure was used to simulate the observation of a $1 \times 10^{-2}$ contrast companion, in the presence of piston residuals of 100 nm RMS. The respective kernel-null distribution recorded in this scenario is shown in Fig. 13, alongside the distribution of a non-binary signal (unresolved on-axis source). The kernel-null mean for the binary signal was measured to be $K_0 = 1.06 \times 10^{-2} \pm 8.1 \times 10^{-4}$. The experimental uncertainty was...
determined by repeat measurements and is dominated by drift in our experimental setup. As the placement of the companion was chosen to be close to be where the kernel response is maximised, the measured value of the kernel-null mean directly infers the companion contrast. To infer the contrast of a companion at any other off-axis location would have to take into account the local response of the kernel-nuller. These experiments validate the main property of the nuller architecture devised by Martinache & Ireland (2018) and demonstrate that a kernel-nuller can advantageously be used to disentangle astrophysical signals from seeing induced leakage in a very direct manner.

5. Discussion

In this body of work we demonstrated experimentally that the previously theoretical concept of creating self-calibrated interferometric kernel-nulls is indeed possible. To our knowledge, this is the first physical demonstration of this kind of self-calibrated nulling, and while the detailed data-analysis tools for extracting the astrophysical kernel-null from noisy data are still being developed, these first results do confirm the advantages brought by the kernel-nuller architecture. The photonic implementation used for this work not only shows that advanced multi-aperture kernel-nulling interferometers can successfully be manufactured in integrated optics using publicly available commercial foundries, but also that it can be done so using more advanced photonic components such as MMIs.

While the key results presented in Section 4 were for a spectrally narrow wavelength-band ($\Delta \lambda = 12$ nm) centered on 1.55 $\mu$m for which the device was primarily designed, nothing fundamentally prevents its use over much of the astronomical H-band (1.5 – 1.8 $\mu$m), where the device remains single-mode and transmissive. Because the three nuller outputs are spectrally dispersed, our setup can be used to characterize the spectral behavior of this 3 x 3 MMI kernel-nuller. Two approaches are used here: either by broadening the spectral bandwidth that is binned into a single measurement to increase SNR, or by measuring a separate kernel-null for each wavelength (or some combination of both). The wavelength axis can provide benefits with an extra modelling constraint when fitting the contrast and angular separation parameters to a binary detection, as well as recording spectral information of any faint companion. In a practical sense the broadband performance of the kernel nuller is predominantly determined by the achromaticity of the MMI component. Our first MMI prototype was not fully optimized for broad-band use, so the self-calibration degrades as the wavelength deviates away from the center design wavelength of 1.55 $\mu$m. Nevertheless, the kernel-null can still be extracted over much of the H-band as shown in Figure 14. Here data was taken using the same method outlined in Section 4.3, but at different parts of the output spectrum, for two wavelength bin sizes (12 nm & 50 nm).

The scope of this work was limited to experimentally demonstrating kernel-nulling, thus an in-depth characterization of ultimate detection-limits and global device throughput over a broad wavelength band is left for future work. Any experimental validation of detection-limits is highly dependant on the statistical uncertainty when measuring the median of the kernel-null distribution ($\sigma_{\kappa}$). Ensuring that the uncertainty is only due to the device response and not any external environmental effects requires the bench to be stable enough to obtain a $\sigma_{\kappa}$ of $\sim 10^{-5}$ (predicted by MC modelling). This is slightly beyond the capability of our bench in its current configuration, however can be achieved with active monitoring and control of injection flux to...
overcome the drift in the super-continuum source, and bonding of the output fibers.

While the SiN platform used in this work was the best option available for low-cost prototyping of complex circuits, it might not be the case when creating final devices for on-sky use. The platform used is typically driven by the wavelength region of interest. In fact, the next generation of VLTI nulling instruments such as VIKING/Hi5 (Defrère et al. 2018) is proposed to work in the mid-IR around 4 μm wavelength, where the MMIs shown in this work are already being fabricated and tested on a Chalcogenide platform (Goldsmith et al. 2017a,b). Furthermore, as mentioned earlier, the same effect can be achieved using waveguide tri-couplers which have been manufactured by ULI, a platform already well characterized in an on-sky context. Nevertheless, this architecture in combination with the test-bench we have created is well placed to provide unparalleled experimental insights into this new interferometric technique.

Photonic kernel-nulling devices are not limited to the 3-beam architecture that was the focus of this work. Our group has started the characterization work of several 4-beam devices, closer to the design originally outlined by Martinaiche & Ireland (2018), including a 4 × 4 design, consisting (like was the case here) of a single MMI, that is very similar in function, to the better known double-Bracewell design; as well as more complex designs featuring more outputs, made out of more complex photonic circuitry. Whereas much performance comparison and optimization work remains to be done, we can confidently suggest today that photonic solutions do provide an attractive alternative to the larger bulk-optics equivalents that have been previously explored (Martin et al. 2012), and will lead to the design of powerful miniature nulling beam-combiners well suited to ground-based as well as space-borne applications.

In an astrophysical context, the behaviour demonstrated here makes kernel-nulling an ideal candidate for use in the next generation of instrumentation for exoplanet science. Whether utilized on a long-base interferometer, or as part of a segmented single-aperture, the self-calibration shown here could enable nulling to overcome its sensitivity to residual piston errors, and aid in studying the inner parts of exoplanetary systems.

6. Conclusions

In this paper we experimentally demonstrate for the first time a successful creation of self-calibrated kernel-null observables for nulling interferometry. We achieved this through the use of a purpose-built photonic integrated device, containing a multimode interference coupler that creates one bright, and two nullled outputs when injected with three in-phase telescope beams. The interferometric transfer matrix created by the MMI produced the nullled outputs in a way that can be combined linearly to create a self-calibrated kernel-null. We use a broadband characterization bench with a deformable mirror to inject signals from both an unresolved point-source and a binary source analogue. We demonstrate the behaviour of the kernel-null for up to 200 nm RMS wavefront error, and show the response for a 10−2 contrast binary companion at an angular separation of 2.32 mas under piston residuals of 100 nm RMS.

With the central self-calibrating feature of the kernel-nuller architecture now experimentally validated, we can confidently move on to work on more ambitious objectives: architectures that recombine more inputs and result in deeper nulls, relying on components and design choices that provide a stable null over broad bandpasses, that will enable the powerful spectroscopic nulling applications required for the characterization of the atmosphere of extrasolar planets with long baseline interferometry in space or on the ground. At the focus of a single telescope, the ability to produce reliable high-contrast observations, even in the presence of imperfect AO correction, makes kernel-nulling interferometry an interesting alternative to more conventional high-contrast imaging approaches. Even though it requires sparse apertures, one can still make good use of the full telescope pupil by combining several kernel-nullers operating in parallel on the light collected from several parts of a single telescope, resulting in a design with a near 100% efficiency, an aggressive inner working angle, smaller than J/D, possibly fully made out of photonics.
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