We present the new results of the computed general five-point function by the magic spinor product method in loop integrals proposed by one (BFLW) of us. The result from the magic spinor product method agrees with that from LoopTools overall. Such encouraging agreements indicate that the magic spinor product method is a reliable approach with good efficiency and numerical stability.
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1 Introduction

The one loop integrals play an important role in calculating radiative corrections in particle physics since they are manageable for fast MC event generator execution for arbitrary masses and kinematics for high energy scattering processes. It has been demonstrated that \( n \)-point functions at one-loop level can be reduced to scalar one loop functions \[1, 2\]. Considering that representations of the scalar four-point function for arbitrary masses and momenta relevant to most high energy collider applications have been given and they fit MC implementation well, it is natural to attempt expressing higher point-function \( (n \geq 5) \) in terms of the 1, 2, 3 and 4-point functions. When the problem becomes reducing higher-point functions into expressions in terms of the 1,2,3 and 4-point functions, we are most concerned about the numerical stability. To solve this problem, one of us (BFLW) presented an approach to evaluate higher point loop integrals using Chinese magic in the virtual loop integration variable \[3\], which is called "magic spinor product methods in loop integrals". Based on this method, we developed a program to compute the general five-point function numerically, which we present in what follows.

The paper is organized as follows. In the next Section, we introduce the physics content of "magic spinor product methods in loop integrals". In Section 3, we compare our results with those from LoopTools \[4\], which is a package for computation of one-loop integrals based on the FF package by G. J. van. Oldenborgh\[5\]. By comparison, it shows the result from our program is accurate and numerically stable. Section 4 contains our summary remarks.

2 Magic Spinor Product Approach in Loop Integrals

We will give a brief introduction of the "Magic Spinor Product Approach" \[3\]. Here we use the conventions of Refs. \[6, 7\] which are derived from Refs. \[8, 9\]. The 1PI five-point function which we analyze is shown in diagram (c) in Fig. 1. It has many applications in collider precision physics. For example, together with diagrams (a) and (b) it generates a gauge invariant contribution to the ISR for \( e^+ e^- \rightarrow f \bar{f} + \gamma, f \neq e \). We focus on the application of Chinese magic in the loop integral in Fig. 1(c) to illustrate the possible simplifications here.
Figure 1: ISR five-point function contributions with fermion and vector boson masses $m_f, m_B$, $f = 1, 2, B = V_1, V_2$ and with momenta $p_i, k$ with $Q \equiv p_1 + p_2$ and $s = Q^2$. $p_1$ is the incoming fermion momentum, $p_2$ is the incoming antifermion momentum and $k$ is the real photon momentum. $q$ is a loop momentum.

Applying the Feynman rules, we have

$$M_{\lambda_1, \lambda_2}^{(1c)}(a_1, a_2) = (2\pi)^4 \delta(p_1 + p_2 - p'_1 - p'_2 - k)C$$

$$\times \int \frac{d^4q}{(2\pi)^4} \frac{\bar{v}_{\lambda_2} \gamma^\beta (g + p'_1 - k + m_1) f_{\lambda_1}^\dagger (g + p'_1 + m_1) \gamma^\alpha u_{\lambda_1} \bar{u}_{\lambda_2}^\dagger \gamma^\alpha (g + p'_2 + m_2) \gamma^\beta v_{\lambda_2}^\dagger}{[(q + p_1 + p_2 - k)^2 - M_{V_2}^2 + i\epsilon][(q + p'_1)^2 - M_{V_1}^2 + i\epsilon][(q + p'_2)^2 - M_{V_1}^2 + i\epsilon]} \cdot \cdots,$$

where we define the massless limit coupling factor

$$C = C(\lambda_1, \lambda_2')$$

$$= Q_1 eG^2G'^2(v'_1 + a'_1 \lambda_2)(v_1 - a_1 \lambda_1)(v'_2 + a'_2 \lambda_2)(v_2 + a_2 \lambda_2')$$
with the couplings $Q_1e$, $G$, and $G'$ for the $\gamma$, $V_1$ and $V_2$ respectively. In order to obtain the loop integral in terms of Chinese magic, we take the following kinematics

\[
p_1 = (E, p\hat{z}) \\
p_2 = (E, -p\hat{z}) \\
-p_1 = (E', p'(\cos \theta_1' \hat{z} + \sin \theta_1' \hat{x})) \equiv p_1' \\
k = (k_0, k(\cos \theta_2 \hat{z} + \sin \theta_2 (\cos \phi \hat{x} + \sin \phi \hat{y})))
\]

\[
p_1 + p_2 = -p_1 - p_3 + k = (\sqrt{s}, 0)
\]

\[
p_1' = -p_4, p_2' = -p_3.
\]

with $k^0 = k, \sqrt{s} = 2E$. Besides, we introduce the alternative notations $p_1' = -p_4, p_2' = -p_3$. Now we introduce the two sets of magic polarization vectors associated to the two incoming lines

\[
(e_\mu^\sigma(\beta))^* = \frac{\bar{u}_\sigma(k)\gamma_\mu u_\sigma(\beta)}{\sqrt{2u_{-\sigma}u_\sigma(\beta)}}, \\
(e_\mu^\sigma(\zeta))^* = \frac{\bar{u}_\sigma(k)\gamma_\mu u_\sigma(\zeta)}{\sqrt{2u_{-\sigma}u_\sigma(\zeta)}}.
\]

with $\beta^2 = 0$ and $\zeta^2 = 0$. We choose the basis of the four-dimensional momentum space as follows:

\[
\ell_1 = (E, E\hat{z}) \\
\ell_2 = (E, -E\hat{z}) \\
\ell_3 = E\frac{\langle \ell_2 + |\gamma^\mu|\ell_1 \rangle}{\sqrt{2}} = \frac{E}{\sqrt{2}}(\hat{x} + i\hat{y}) \\
\ell_4 = E\frac{\langle \ell_2 - |\gamma^\mu|\ell_1 \rangle}{\sqrt{2}} = \frac{E}{\sqrt{2}}(\hat{x} - i\hat{y})
\]

where we use the Dirac notations in Refs. [3] [9] [10]. Note that all four of the basis four-vector are light-like so that they can attend in Chinese magic.

We define the loop momentum as

\[
q = \alpha_i\ell_i
\]

with summation over repeated indices. The coefficient $\alpha_i$’s are determined as

\[
\alpha_1 = \frac{q\ell_2}{2E^2} = \frac{1}{s}(D_3 - D_2 - s + 2p_2k + M_{V_2}^2), \\
\alpha_2 = \frac{q\ell_1}{2E^2} = \frac{1}{s}(D_1 - D_0 - M_{V_1}^2), \\
\alpha_3 = \frac{q\ell_4}{E^2} = -\frac{q\ell_3}{E^2} = -\alpha_4, \\
\alpha_4 = \frac{i}{\sqrt{2s}}[c_7D_3 + c_5M_{V_1}^2 + c_6(M_{V_1}^2 + 2p_2k - s) + c_7(2kp_1)],
\]

where we define the denominators as

\[
D_0 = q^2 - M_{V_0}^2 + i\epsilon \\
D_1 = (q + p_1)^2 - m_1^2 + i\epsilon \\
D_2 = q + p_1 - k^2 - m_1^2 + i\epsilon \\
D_3 = q + p_1 + p_2 - k^2 - M_{V_2}^2 + i\epsilon \\
D_4 = (q - p_4)^2 - m_2^2 + i\epsilon
\]
such that the expansion coefficients \( \{c_j\} \) are

\[
\begin{align*}
    c_0 &= \csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} - \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} + \frac{\csc \theta_\gamma}{\sqrt{s}} - \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} \right), \\
    c_1 &= \csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} - \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} + \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} + \frac{\csc \theta_\gamma}{k^0} \right), \\
    c_2 &= \csc \phi_\gamma \left( \frac{-\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} - \frac{\csc \theta_\gamma}{\beta_1' \sqrt{s}} + \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} - \frac{\csc \theta_\gamma'}{k^0} \right), \\
    c_3 &= \csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} - \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} + \frac{\csc \theta_\gamma}{\sqrt{s}} - \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} \right), \\
    c_4 &= -\csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} \right), \\
    c_5 &= \csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} - \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} + \frac{\csc \theta_\gamma}{\sqrt{s}} - \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} \right), \\
    c_6 &= \csc \phi_\gamma \left( \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' E_1'} - \frac{\csc \theta_1' e^{i \phi_\gamma}}{\beta_1' \sqrt{s}} - \frac{\csc \theta_\gamma}{\beta_1' \sqrt{s}} - \frac{\cot \theta_1' e^{i \phi_\gamma} - \cot \theta_\gamma}{\beta_1' \sqrt{s}} \right), \\
    c_7 &= -\csc \phi_\gamma \left( \frac{\csc \theta_\gamma}{k^0} \right),
\end{align*}
\]

with \( \beta = \frac{p_E}{E} \) and \( \beta_1' = \frac{E_1'}{E} \). Therefore the \( \{c_j\} \) are determined by the kinematics that we choose. Note that the Chinese magic now carries over to the loop variable via the identity

\[
\begin{align*}
    \mathcal{g} &= \alpha_j f_j \\
    &= \sum_{j=1}^{2} \alpha_j (|\ell_j+\rangle \langle \ell_j+| + |\ell_j-\rangle \langle \ell_j-|) + \alpha_3 \frac{\sqrt{2}E}{\langle p_2 - |p_1+\rangle} (|\ell_2-\rangle \langle \ell_1-| + |\ell_1-\rangle \langle \ell_2+|) \\
    &\quad + \alpha_4 \frac{\sqrt{2}E}{\langle p_2 + |p_1-\rangle} (|\ell_2+\rangle \langle \ell_1+| + |\ell_1-\rangle \langle \ell_2-|) \\
    \equiv \sum_{j=1}^{2} \alpha_j (|p_j+\rangle \langle p_j+| + |p_j-\rangle \langle p_j-|) + \alpha_3 \frac{\sqrt{2}E}{\langle p_2 - |p_1+\rangle} (|p_2-\rangle \langle p_1-| + |p_1-\rangle \langle p_2+|) \\
    &\quad + \alpha_4 \frac{\sqrt{2}E}{\langle p_2 + |p_1-\rangle} (|p_2+\rangle \langle p_1+| + |p_1-\rangle \langle p_2-|) \\
    \equiv \sum_{j=1}^{2} \alpha_j (|p_j+\rangle \langle p_j+| + |p_j-\rangle \langle p_j-|) + \widetilde{\alpha}_3 (|p_2-\rangle \langle p_1-| + |p_1-\rangle \langle p_2+|) \\
    &\quad + \widetilde{\alpha}_4 (|p_2+\rangle \langle p_1+| + |p_1-\rangle \langle p_2-|),
\end{align*}
\]

where we let \( \ell_1 \equiv p_1, \ell_2 \equiv p_2 \) since for the numerator algebra we work in the massless limit. And we define as well

\[
\begin{align*}
    \widetilde{\alpha}_3 &= \alpha_3 \frac{\sqrt{2}E}{\langle p_2 - |p_1+\rangle} = -\frac{\alpha_3}{\sqrt{2}}, \\
    \widetilde{\alpha}_4 &= \alpha_4 \frac{\sqrt{2}E}{\langle p_2 + |p_1-\rangle} = -\frac{\alpha_4}{\sqrt{2}}.
\end{align*}
\]
Next, we introduce the representation \((10)\) into the numerator, \(N\), of the integrand in eq (1). Then we have the reduction

\[
N = \frac{4\sqrt{2}}{\langle k - |p_1+\rangle} \left( (A_1 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_2+\rangle + A_2 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle) \times (A_3 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle + A_4 \langle p_1 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle) + \bar{\alpha}_4 (A_1 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_2+\rangle + A_2 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle) \times (A_3 \langle p_2 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle + A_4 \langle p_1 + |p'_1-\rangle \langle p'_2 - |p_1+\rangle) \right)
\]

(12)

from the standard identities

\[
\begin{align*}
\mathcal{F}^{\rho}_{\lambda_2} &= \frac{\sqrt{2}}{\langle k - \lambda_\gamma|\ell_1\lambda_\gamma\rangle} [\langle \ell_1\lambda_\gamma\rangle \langle k\lambda_\gamma| + |k - \lambda_\gamma\rangle \langle \ell_1 - \lambda_\gamma\rangle], \\
\gamma^\rho \langle \ell_1\lambda|\gamma_\rho|\ell_2\lambda\rangle &= 2[\langle \ell_1 - \lambda\rangle \langle \ell_2 - \lambda\rangle + |\ell_2\lambda\rangle \langle \ell_1\lambda\rangle], \\
\ell_1 &= |\ell_1+\rangle \langle \ell_1+| + |\ell_1-\rangle \langle \ell_1-|,
\end{align*}
\]

(13)

where we defined

\[
\begin{align*}
A_1 &= \bar{\alpha}_4 \langle p_1 + |k-\rangle + \alpha_2 \langle p_2 + |k-\rangle, \\
A_2 &= (1 + \alpha_1) \langle p_1 + |k-\rangle + \bar{\alpha}_3 \langle p_2 + |k-\rangle, \\
A_3 &= \alpha_2 \langle p_1 - |p_2+\rangle, \\
A_4 &= \bar{\alpha}_4 \langle p_1 - |p_2+\rangle,
\end{align*}
\]

(14)

for the magic choice \(\beta = p_1\). Note that the Chinese magic trick has eliminated all but one set of the terms with three factors of the virtual momentum expansion coefficients. Moreover, in the numerator of the propagator before or after the real emission vertex, this trick has annihilated the terms associated with \(\tilde{p}_1\tilde{k}\) as well as half of the terms in the respective virtual momentum expansion in the former case. Compared to the traditional approach of taking traces on the fermion lines, the Chinese magic trick has eliminated a large fraction of the terms on the right-hand side of eq. (12).

So far we have simplified considerably the computation and have removed the Gram determinant-type factors in the tensor integral reductions. But our calculation still depends on the Gram determinant-type denominator factors in the results in Refs. \([11, 12, 13, 14]\) for the representation of the five-point function in terms of scalar four-point functions. In order to achieve a better numerical stability, we need to replace the representation of the scalar five-point function.

Let us begin with the identity

\[
q^2 = D_0 + M_{\ell_i}^2 - i \epsilon = (\alpha_i \ell_i)^2 \\
= 2\alpha_1 \alpha_2 \ell_1 \ell_2 + 2\alpha_3 \alpha_4 \ell_3 \ell_4 = s \alpha_1 \alpha_2 + \frac{s}{2} \alpha_3 \alpha_4.
\]

(15)
We have used a mixture of notations from \[2, 12, 13, 14\] such that

\[
\text{where the four-vectors } \{p_{12}, p_{13}, p_{14}, \bar{m}_0, \bar{m}_1, \bar{m}_2, \bar{m}_3, \bar{m}_4\}
\]

\[
\text{where we also use the Passarino-Veltman } [2]\text{ notation of the four-point one-tensor integral, }
\]

\[
\text{five-point one tensor integral function by omitting the denominator }
\]

\[
\text{Dividing by } D_0 \cdots D_4 \text{ and integrating over } d^4 q \text{ we have the following representation of the required scalar five-point function}
\]

\[
E_0(\bar{p}_1, \bar{p}_2, \bar{p}_3, \bar{m}_0, \bar{m}_1, \bar{m}_2, \bar{m}_3, \bar{m}_4)
\]

\[
= \frac{1}{C_{E_0}} \left\{ D_0(0) + \frac{1 + \beta_1^2}{2 s \beta_1^2} \left[ C_0(13) - C_0(12) - C_0(03) + C_0(02) \right]
\]

\[
+ (M_{V_2}^2 - s + 2p_2 k) \left( D_0(1) - D_0(0) \right) - M_{V_1}^2 \left( D_0(3) - D_0(2) \right) \right]\]

\[
\left. \left. - \frac{1}{4} \left[ - 1 + \frac{1}{4s \beta_1^2} \left[ \Delta \bar{p}_1(0) - D_0(0) \right] + 2 \Delta \bar{p}_1(0) \left( D_{11}(1) \bar{p}(1)_1 - D_{11}(0) \bar{p}(0)_1 \right)
\]

\[
+ D_{12}(1) \bar{p}(1)_2 - D_{12}(0) \bar{p}(0)_2 + D_{13}(1) \bar{p}(1)_3 - D_{13}(2) \bar{p}(2)_3 - D_0(3) \bar{p}(3)_4
\]

\[
+ D_0(2) \bar{p}(2)_4 \right) \right) + 2 (M_{V_2}^2 - s + 2p_2 k) \left( D_0(3) - D_0(2) \right) \right] \right\}
\]

\[
\frac{1}{4} \left. \left[ - 1 + \frac{1}{4s \beta_1^2} \left[ \Delta \bar{p}_1(0) - D_0(0) \right] + 2 \Delta \bar{p}_1(0) \left( D_{11}(1) \bar{p}(1)_1 - D_{11}(0) \bar{p}(0)_1 \right)
\]

\[
+ D_{12}(1) \bar{p}(1)_2 - D_{12}(0) \bar{p}(0)_2 + D_{13}(1) \bar{p}(1)_3 - D_{13}(2) \bar{p}(2)_3 - D_0(3) \bar{p}(3)_4
\]

\[
+ D_0(2) \bar{p}(2)_4 \right) \right) + 2 (M_{V_2}^2 - s + 2p_2 k) \left( D_0(3) - D_0(2) \right) \right] \right\}
\]

\[
D_0(0) \left( j, j + 1 \right) + \Delta \bar{p}_{j,j+1}(D_0(j) + 2 \Delta \bar{p}_{j,j+1}(D_{11}(j) \bar{p}(j)_1
\]

\[
+ D_{12}(j) \bar{p}(j)_2 + D_{13}(j) \bar{p}(j)_3 - D_0(j) \bar{p}(j)_4) \right) \right) \right)
\]

\[
\left. \left[ \left[ - 1 + \frac{1}{4s \beta_1^2} \left[ \Delta \bar{p}_1(0) - D_0(0) \right] + 2 \Delta \bar{p}_1(0) \left( D_{11}(1) \bar{p}(1)_1 - D_{11}(0) \bar{p}(0)_1 \right)
\]

\[
+ D_{12}(1) \bar{p}(1)_2 - D_{12}(0) \bar{p}(0)_2 + D_{13}(1) \bar{p}(1)_3 - D_{13}(2) \bar{p}(2)_3 - D_0(3) \bar{p}(3)_4
\]

\[
+ D_0(2) \bar{p}(2)_4 \right) \right) + 2 (M_{V_2}^2 - s + 2p_2 k) \left( D_0(3) - D_0(2) \right) \right] \right\}
\]

\[
\text{We have used a mixture of notations from } [2, 12, 13, 14] \text{ such that}
\]

\[
D_j = (q - \bar{p}_j)^2 - \bar{m}_j^2 + i\epsilon \equiv q^2 + 2 q \bar{p}_j + \bar{p}_j^2 - \bar{m}_j^2 + i\epsilon \equiv q^2 + 2 q \bar{p}_j + r_j,
\]

\[
\Delta_{i,j} \equiv r_i - r_j,
\]

\[
\Delta \bar{p}_{i,j} \equiv \bar{p}_i - \bar{p}_j
\]

\[
D_0(j) \equiv \text{four-point scalar function obtained from five-point scalar function}
\]

\[
\text{by omitting denominator } D_j,
\]

\[
C_0(i, j) \equiv \text{three-point scalar function obtained from five-point scalar function}
\]

\[
\text{by omitting denominator } D_i \text{ and } D_j, i \neq j
\]

\[
\text{where we also use the Passarino-Veltman } [2] \text{ notation of the four-point one-tensor integral, } D_\mu(j), \text{ obtained from the five-point one tensor integral function by omitting the denominator } D_j, \text{ with}
\]

\[
D_\mu(j) \equiv D_{11}(j) \bar{p}(j)_1 + D_{12}(j) \bar{p}(j)_2 + D_{13}(j) \bar{p}(j)_3 - D_0(j) \bar{p}(j)_4,
\]

\[
\text{where the four-vectors } \{\bar{p}(j)_i\} \text{ are determined according to Ref. } [2]. \text{ Note that } \bar{p}(j)_4 \text{ is only nonzero if it is necessary to shift the } q \text{-integration variable by it to reach the standard form of Passarino-Veltman representation.}
\]

In sum, we have exhibited that the application of Chinese magic technique in the virtual loop momentum could reduce significantly the volume of algebra required for efficient and stable physical calculations of higher point virtual corrections with the general mass scale. Furthermore, we could construct computer realizations of the method described.
above for evaluating the five-point function. In the next section, we will exhibit our results and compare them with those from LoopTools.

3 Numerical Results for the Five-Point Function $E_0$

Based on the magic spinor product method, we have developed a computer program to calculate the 1PI scalar five-point function $E_0$. In our program, the LoopTools package is included. The 1PI five-point function $E_0$, which results from the graph in Fig. 2 when all lines are scalars and have masses as indicated, is calculated with the help of eqs. (9), (16) and (17). Scalar three-point functions $C_0(i,j)$, scalar four-point functions $D_0(j)$ and tensor four-point functions $D_{\mu\nu}(j)$ are calculated by LoopTools. To be specific, we choose, using a standard notation,

\[
\begin{cases}
\sqrt{s} = 500 \text{ GeV}, \\
m_1 = m_2 = m_e = 0.510999 \times 10^{-3} \text{ GeV}, \\
m_5 = m_\mu = 0.1056583 \text{ GeV}, \\
M_{V_1} = M_{V_2} = 91 \text{ GeV} \approx m_Z,
\end{cases}
\]

and the kinematics is determined by eq. (3).

Figure 2: ISR 1PI five-point function with fermion and vector boson masses $m_1 = m_2 = m_e$, $m_5 = m_\mu$, $M_{V_1} = M_{V_2} = m_Z$, and with momenta $p_i$, $k$ as given in Fig. 1.

then by eq. (8) and (18), we have the expressions of $D_0(j)$ and $C_0(i,j)$ which give inputs of the corresponding three- and four-point functions in LoopTools so that we can compute $D_0(j)$, $C_0(i,j)$ and $D_{\mu\nu}(i,j)$ via LoopTools. Besides, we have computed $E_0$ via LoopTools directly as a comparison. We choose $(\phi_, \theta_, \theta'_1)$ as the variables. The percentage differences of $E_0(\theta_, \phi_)$ and $E_0^{\text{LoopTools}}(\theta_, \phi_)$ are shown in Figs. 3 – 15.

In Fig. 3, we see that there is not much variation with $\phi_\gamma$ and that, near $\theta_\gamma = 0$, which is the regime that is collinear with the incoming $e^-$ and the outgoing $\mu^-$, we have very close agreement between the two results but that, as the $\theta_\gamma$ approaches $180^\circ$, the two results differ but they are still within a factor of $\sim 2$ of one another.

In Fig. 4, where the scattering angle between the outgoing $\mu^-$ and the incoming $e^-$ is $\theta'_1 = 15^\circ$, near the incoming $e^-$ we see close agreement and small variation with $\phi_-$. As we approach the other collinear regions, we see less agreement, but again the two results are within a factor of $\sim 2$ of one another.

In Fig. 5, where $\theta'_1 = 30^\circ$, we again see close agreement near the incoming $e^-$ with small variation with $\phi_-$. As one approaches the other charged particles one again sees less agreement but the percentage of the phase space wherein this occurs is somewhat less than that in Fig. 4, for comparison. The two results are within a factor $\sim 2$ of each other.

In Fig. 6, where $\theta'_1 = 45^\circ$, the trend seen in Figs. 3 - 5 continues, with the added feature that the region wherein one has greater than 100% differences now significantly reduced. The two results are within a factor $\sim 2$ of one another.
Figure 3: Percentage difference of $E_0(\theta, \phi)$ and $E_0^{\text{LoopTools}}(\theta, \phi)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 0^\circ$

Figure 4: Percentage difference of $E_0(\theta, \phi)$ and $E_0^{\text{LoopTools}}(\theta, \phi)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 15^\circ$

Figure 5: Percentage difference of $E_0(\theta, \phi)$ and $E_0^{\text{LoopTools}}(\theta, \phi)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 30^\circ$
In Fig. 7, where $\theta'_1 = 60^\circ$, with one sees a continuation of what one has in Fig. 6, with an even greater reduction in the size of the region in which the two results differ by more than 100%. Again, the two results are always within a factor $\sim 2$ of one another.

In Fig. 8, where $\theta'_1 = 75^\circ$, there are just a small region near $(\theta_{\gamma'}, \phi_{\gamma'}) \cong (20^\circ, 0^\circ)$ and two smaller regions near the incoming $e^+$ where the two results differ by more than 100%. They remain within a factor $\sim 2$ of one another.

In Fig. 9, where $\theta'_1 = 90^\circ$, there are a small region near $(\theta_{\gamma'}, \phi_{\gamma'}) \cong (20^\circ, 80^\circ)$ and a small region near the incoming $e^+$ where the two results differ by more than 100%. They remain within a factor $\sim 2$ of one another.

Figs. 10 and 11, where $\theta'_1 = 105^\circ$, $120^\circ$, respectively, both have one region near the incoming $e^+$ where the two results differ by more than 100%. In both figures, they remain within a factor $\sim 2$ of one another.

In Fig. 12, where $\theta'_1 = 135^\circ$, there is a small region near the outgoing $\mu^-$ and a small region near the incoming $e^+$ where the two results differ by more than 100%. They remain within a factor $\sim 2$ of one another.

Figs. 13 and 14, where $\theta'_1 = 150^\circ$, $165^\circ$, respectively, both have relatively small regions near the incoming $e^+$ direction where the two results differ by more than 100%. In both figures, they remain within a factor $\sim 2$ of one another.
Figure 8: Percentage difference of $E_0(\phi, \theta)$ and $E_0^{LoopTools}(\theta, \phi)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 75^\circ$.

Figure 9: Percentage difference of $E_0(\theta, \phi)$ and $E_0^{LoopTools}(\phi, \theta)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 90^\circ$.

Figure 10: Percentage difference of $E_0(\theta, \phi)$ and $E_0^{LoopTools}(\phi, \theta)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 105^\circ$. 
Figure 11: Percentage difference of $E_0(\theta_\gamma, \phi_\gamma)$ and $E_0^{\text{LoopTools}}(\theta_\gamma, \phi_\gamma)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 120^\circ$.

Figure 12: Percentage difference of $E_0(\theta_\gamma, \phi_\gamma)$ and $E_0^{\text{LoopTools}}(\theta_\gamma, \phi_\gamma)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 135^\circ$.

Figure 13: Percentage difference of $E_0(\theta_\gamma, \phi_\gamma)$ and $E_0^{\text{LoopTools}}(\theta_\gamma, \phi_\gamma)$ for $\sqrt{s} = 500$ GeV, $M_{V_1} = 91$ GeV and $\theta'_1 = 150^\circ$. 
In Fig. 15, where \( \theta'_1 = 180^\circ \), there is a region near the incoming \( e^- \) direction, which is \( \theta, \phi \neq (0^\circ, 0^\circ) \), independent of \( \phi' \), where the two results are in good agreement. In the rest of the angular phase space, the two results differ by more than 160%, though they remain within a factor of \( \sim 2 \) of one another.

As we see, the result from the magic spinor product method agrees with that from LoopTools in the overall sense, except for several regions. The percentage difference of our \( E_0(\theta, \phi) \equiv E_{MS}^0(\theta, \phi) \) (MS denotes magic spinors) and \( E_{\text{LoopTools}}^0(\theta, \phi) \) is insensitive with \( \phi \), but sensitive with \( (\theta, \theta'_1) \). When \( \theta'_1 > 90^\circ \), our result mainly fits to that from LoopTools in the region \( (0^\circ < \theta, < 20^\circ, 0^\circ < \phi < 180^\circ) \). However, when \( \theta'_1 < 75^\circ \), our result agrees greatly with that from LoopTools.

4 Conclusion

In conclusion, we have developed a new numerical method to calculate the general five-point function, which is important for evaluating one-loop radiative corrections. Our method is developed from the magic spinor product approach in loop integrals proposed by one of us (BFLW) originally, which applied the "Chinese magic" spinor technique to simplify the loop integral so that the \( E_0 \) could be expressed more stably in terms of \( n \)-point one-loop integrals with \( n \leq 4 \). The attendant \( n \)-point one-loop integrals \( (n \leq 4) \) can be calculated numerically by the package LoopTools. Theoretically, the magic spinor product method should provide more efficiency and numerical stability for the evaluation of the general five point function. By comparing the results obtained by our method with those directly obtained

\[ \text{The new } E_0 \equiv E_{MS,0} \text{ based on magic spinor products in loop integrals is available from the authors upon request.} \]
from LoopTools, we find that they agreed with each other in an overall sense. Such agreements are encouraging. We are currently in the process of comparing with the approach in Ref. [17]. The results of that comparison will appear elsewhere [18].
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