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Abstract Recently, many production systems that work in dynamic environment are widely used in high volume industries. Increasing the product varieties in dynamic environment Flexible Manufacturing Systems (FMS) have gained more importance due to growing production lines' complexity. Increasing the customers demand to diversified products and rapid changing of the need to certain types of products require an FMS with high ability to adapt any change in production ratio during production. This paper introduces a Two Stages Approach (TSA) to increase the flexibility of the FMS to any change of the production ratios during production. The first stage of TSA is to propose a Genetic Algorithm (GA) based Production Simulator (GA-PS) to maximize the FMS throughput by optimizing the FLXible Routes (FLXR) for all products type at a given production ratio. The second stage is to propose a Neural Network (NN) approach to predict the routes of all products in FMS that can be used efficiently instead of a long, time-consuming GA-PS. TSA can improve the response of FMS to any change of the production ratio by finding a new FLXR that achieves the optimal throughput of the FMS within the new production ratios. Numerical examples will be applied to demonstrate applicability of the proposed approach. As a result, it could be ascertained that the proposed TSA is useful.
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1. Introduction

Variety of products produce by Flexible Manufacturing Systems (FMS) have gained more and more importance because of growing production lines’ complexity and production costs and because an increasing demands for customized products. Conventionally, the product variety has been produced in a job shop or small batch operation. Job shop facilities are usually not suitable for large-volume mass production, because of low productivity and high production cost [1]. In contract, FMSs achieve high-volume mass production with entire range of parts. FMS typically operate at 70–80% utilization, which is more than three times higher than the utilization of traditional machines that can operate with as low as 20% utilization [2]. In order to achieve the above characteristics of FMSs, the FMS design, production planning, scheduling, and controlling stages should be optimized. Production scheduling is still one of the most important factors that can improve the productivity of FMS because the FMS is complicated system and have a many unpredictable conditions, especially in dynamic environments. These characteristics of FMS required an artificial intelligence and heuristic-based approaches to optimize the FMS scheduling. The ability of an FMS to produce a family of parts simultaneously can results in reduced inventories and faster responses to changes in demand requirements [3]. Many decision problems related to FMS must be answered by researchers [4]. Furthermore, most studies in the current literature have investigated the concept of flexibility in relation to a particular domain and a specific objective [5]. In FMS, scheduling problems become extremely complex, even for simple breakdowns, when dynamic uncertainties such as machine breakdowns and the uncertain arrival of jobs are taken into consideration [6]. One of the methods for studying the FMS is genetic algorithms (GA) [7, 8]. Increasing the customers demand to diversified products increases the use and the importance of FMS. Rapid change in the mood of consumers and change the need of the markets to certain types of products required an FMS with high ability adapt to any required change in production ratio.

In this paper, a Two Stages Approach (TSA) is proposed to increase the flexibility of the FMS to any change of the production ratio. TSA applies through two stages algorithms. In the first stage, the well-known Genetic Algorithms based on Production Simulator (GA-PS) is proposed. GA-PS generates a number of routes groups for all product types in FMS and the fitness corresponding to each group. The results of GA-PS are fed into the Neural Network (NN) and are used to train and validate the NN. Then, the well-trained NN can be applied promptly to predict the flexible routes in FMS. Numerical examples are given to demonstrate applicability of the proposed approach. The notations used in this paper are listed below.
2. Modeling FMS and Model Assumptions

FMS is the major form of manufacturing system uses in high-volume mass production industries. FMS consider in this research consists of \( k \) different machine tools (CNC machining centers). Machine tools have finite local buffer capacity and uniform part delivery and holding pallets. All machine tools capable to process a required operation \((O_{ij})\) on any part type, with different processing time \( (PT_{ijk}) \). In addition, the products inter and leave the FMS through load\-unload station and handling system. The part travels between the FMS component by a number of automated guided vehicles (AGVs) with one pallet at a time. A typical structure of an FMS is shown in Figure 1. The FMS in this study is defined by a number of assumptions. These assumptions are summarized below.

![FMS model](image_url)

Figure 1. FMS model
### FMS model assumptions

1. Large finite products variety can be produced by the FMS.
2. Handling of parts and materials in the FMS is done in single units (on unit-load pallets).
3. The products enter and leave the FMS through load/unload station.
4. The time required to load and unload a part on/from the pallet is assumed to be 3 minutes. It needs one minute to move the ballet onto or from the AGV.
5. Each part is transferred on the unit-load pallet while in the system.
6. The layout of the FMS components is well defined, these components are fixed and the distance between each pair of them is known.
7. Buffer allocations are included in the system.
8. One operation can be performed in each machine tool of FMS at a time.
9. Tool change times are included in processing times.
10. All necessary components are available and fit in the system to execute any work order.
11. Processing time and setup time for each part type in each machine tool is known.
12. Some randomly selected machines can be considered as out of order.
13. Each machine is capable to perform different operations, but only one part can be processed at a time.
14. Once any operation is started it cannot be interrupted or divided.
15. Each machine tool stops $N$ times an hour, and $N<5$. $N$ is randomly selected.
16. Each machine tool stops for a quality check every $P$ parts.
17. It takes one minutes to travel between two neighbors machine tools in vertical and horizontal directions.

### 3. Problem Definition

The FMS considered in this paper can produce $l$ different part types; each type requires $O_i$ operations. Each operation can be processed by any machine tool ($M_i \in M$) without any priority in machine tools. Parts can follow different routing among the machine tools to perform a job for $P$ parts. The FMS scheduling problem is to find the optimal or near optimal route for each part type to maximize the throughput of the FMS. In this paper, GA is utilized to find efficient route that achieves the maximum throughput. The problem can be described mathematically as described below:

**Given:**

A set of machine tools $M = \{M_1, M_2, ..., M_k\}$, and a set of $j = \{J_1, J_2, ..., J_k\}$, each job $J_i$, $\forall i = 1, 2, ..., N$, consists of $n_i$ operations, each operation $O_j$, $\forall (i = 1, 2, ..., N$ and $j = 1, 2, ..., n_i)$, can be processed in a machine tool $M_i$, $M_i \in M$ and a production ratio for all product types: $P_1 : P_2 : ... : P_l$

**Determine:** a route for each part type.

**So that,** TH ($R_1, R_2, ..., R_l$) is maximum.

In order to find the number of part that can be produced by a given time, the total time, $T_p$, which the product type $p$ spends during its trip through the FMS from the moment it leaves the load/unload station until it returns back to load/unload station is needed. The time required to produce product of type $p$ when it travels through route $R_p$ can be calculated as follows:

$$T_p = T_{load\,unload} + TT_{0\rightarrow 1} + TT_{0\rightarrow p} + TT_{(ir)} + \sum_{j=1,k\in R_p}^{\delta_p} PT_{pj} + \sum_{j=1,k\in R_p}^{\delta_p} ST_{pj} + \sum_{j=1,k\in R_p}^{\delta_p} WT_{ipk}$$

### 4. Genetic Algorithms for the FMS Optimal Design

GA is a heuristic optimization method which is based on principles of natural selection and genetics Abu Qudeiri [9] and Goldberg [10]. GA starts with an initial population include a number of randomly generated solutions to the search problem. The set of solutions in the population is called individual. Each of the individuals represents one of the possible solutions for the optimization problem. The fitness is measured for all individual of the initial population. The next population is generated by selecting a number of higher fitness from the current population and by applying GA operations including, crossover and mutation. This iteration will repeat until the fitness value optimized. The best overall solution becomes the candidate solution to the problem. The flow chart of the GA is shown in Figure 2. The characteristics of the GA are introduced below.
4.1. Matrix Encoding Method

The first step of GA is determination of the chromosome encoding method. The conventional linear genes encoding method is difficult to be used encode the complex arrangements of the route for all part products types. This is because there are many part types and each part type has different route. In this research, a Matrix Encoding Method (MEM) is proposed to express genes in individual. MEM encode the genes in chromosome as a $M \times N$ matrix, where $M$ is the number of the part types (part variety) and $N$ is the number of operations required to produce each type. MEM expresses the individuals according to the number of part types and the number of operation required to produce each type. The individual using MEM is defined as follows.

$$
\text{Individual} =
\begin{bmatrix}
M_1^1 & M_2^1 & L & M_1^1 & L & M_0^1 \\
M_1^2 & M_2^2 & L & M_1^2 & L & M_0^2 \\
M_1^3 & M_2^3 & L & M_1^3 & L & M_0^3 \\
M_1^4 & M_2^4 & L & M_1^4 & L & M_0^4 \\
M_1^5 & M_2^5 & L & M_1^5 & L & M_0^5 \\
M_1^6 & M_2^6 & L & M_1^6 & L & M_0^6 \\
M_1^7 & M_2^7 & L & M_1^7 & L & M_0^7 \\
M_1^8 & M_2^8 & L & M_1^8 & L & M_0^8 \\
M_1^9 & M_2^9 & L & M_1^9 & L & M_0^9 \\
M_1^{10} & M_2^{10} & L & M_1^{10} & L & M_0^{10}
\end{bmatrix}
$$

(1-a)

Where $M_i^j$ is the machine that will operate operation $i$ of the part type $j$, and $l$ is number of part types and $O_s$ is number of operations required for part $s$. Equation (1-b) shows an example of the MEM encoding method

$$
\begin{bmatrix}
M_3 & M_5 & M_3 & M_2 & M_7 & M_4 & M_6 \\
M_7 & M_1 & M_4 & M_2 & M_5 & M_6 & M_3 \\
: & : & : & : & : & : & : \\
M_2 & M_1 & M_3 & M_6 & M_6 & M_4
\end{bmatrix}
$$

(1-b)

The expression matrix is not limited and it can be defined with any number of rows and columns, thus, any FMS structure and with any part varieties can be dealt with.

4.2. Initial Population and Selection of the Next Generations

The first group generation, $POP(0)$, is selected randomly. Each group contains $N$ individuals, and each individual contains $l$ vectors and each vector contains $O$ elements. Based on current population, GA generates the next generation, by applying the following algorithm.
Algorithm 1 generation of new population

**Step 1:** Calculate $F(i) \forall i = 1,2,\cdots, IN$ for current population

**Step 2:** Select $IN(i) \forall i = 1 \cdots s$ by applying elitist strategy

**Step 3:** For each individual $i \in$ current population

  Calculate the probability of selecting $PR(i)$ as follows

  $$PR(i) = \frac{F(i)^2}{\sum_{i=1}^{IN}F(i)^2} \quad (2)$$

**Step 4:** Calculate accumulation $A(i) \forall i = 1,2,\cdots, IN$ by using Equation (3)

  $$A(i) = \sum_{i=1}^{i}PR(i) = \frac{\sum_{i=1}^{IN}F(i)^2}{\sum_{i=1}^{IN}F(i)^2} \quad (3)$$

**Step 5:** Calculate period $P(i) \forall i = 1,2,\cdots, IN$ as follows:

  $$P(0) = [0, A(1)] \text{ and } P(i) = [A(i - 1), A(i)], \forall i = 1,2,\cdots, IN$$

**Step 6:** Carry out crossover operation on the $IN(i)$ and $IN(j)$

**Step 7:** Define new endpoints of the two selected periods by a constant value $n$ as follows:

  Set $P(i) = [A(i - 1), A(i) - n]$ for $P(i) \subset N1$ and

  $$P(j) = [A(j - 1), A(j) - n] \text{ for } P(j) \subset N2$$

**Step 8:** Select an individual $IN(i) \in P(k)$ and carry out mutation operation.

**Step 9:** Reduce the endpoint of the selected period by a constant value $n$ as follows:

  Set $P(i) = [A(i - 1), A(i) - n]$ for $P(i) \subset N1$.

**Step 10:** Repeat steps 6 to 9 to generate $N - s$ individuals of the new population based on $Cr$ and $Mr$.

**Step 11:** Repeat step 1 to step 10.

**Step 12:** Repeat step 11 to reach the optimum fitness value and set the individual of this fitness as the optimal individual.

4.3. Crossover by MEM

MEM crossover is different from conventional crossover. MEM is applied using crossover line that passes through crossover points in the vectors, as shown in Figure 3. The MEM crossover is carried out using the following steps.

Algorithm 2: Crossover for MEM

**Step 1:** Select two numbers between 0 and $A(NI)$ as follows:

  $N_1 \leftarrow \text{Random} \ [0,\cdots,A(NI)] \text{ and } N_2 \leftarrow \text{Random} \ [0,\cdots,A(NI)]$

  If $N_1$ and $N_2 \in P(i), \forall i = 1,2,\cdots, NI$ Then, reselect $N_2$

**Step 2:** Find $IN(i) \in P(i) \subset N1$ and $IN(j) \in P(j) \subset N2, \forall i,j = 1,2,\cdots, IN$

**Step 3:** Select $l$ number of crossover points, $CP_i$, $\forall i = 1,2,\cdots, l$ as follows:

  $CP_i \leftarrow \text{Random} \ [1,\cdots,i,\cdots,0-1]$

**Step 4:** Exchange the genes after crossover line between the two individual.

Figure 3 illustrate MEM crossover
4.4. Mutation by MEM

Mutation operation for the MEM is applied as follows.

**Algorithm 3: Mutation for MEM**

| Step 1: | Select one number between 0 and \( A(NI) \) as follows: |
|---|---|
| \( N \leftarrow \text{Random} [0, \cdots, A(NI)] \) |

| Step 2: | Find \( IN(i) \in P(i) \subset N1 \) |
|---|---|
| Step 3: | Select two genes in each of the individual vectors as follows |
| \( a, b \leftarrow \text{Random} [1, \cdots, NI] \) |

| Step 4: | Swap the location of the two genes in each vector. |

Figure 4 shows the mutation graphically.

5. GA based Production Simulator

To find the route of each part type the FMS that maximizes the throughput of the FMS, PS and GA combination is proposed. The GA-PS structure is shown in Figure 5. GA-PS searches the route repeat the cycle including the discrete simulation and apply the GA in each run of simulation. The characteristics of the FMS model are entered into the PSS. Based on this input, the simulator gives the route for given input. The PSS algorithm is applied using following steps.
Algorithm 4: PSS algorithm

**Step 1:** Generate randomly the initial population with \( N \) individuals.

**Step 1:** Generate \( \text{POP}(0) \) as follows:

\[
\begin{bmatrix}
M_i^1 & \cdots & M_i^{OsM} \\
\vdots & \ddots & \vdots \\
M_p^1 & \cdots & M_p^{OsM}
\end{bmatrix}, \forall i = 1 \rightarrow NI
\]

**Step 2:** Read all characteristics of the desired FMS.

**Step 3:** Calculate \( F(i) \) \( \forall i = 1, 2, \cdots IN \) for current population

**Step 4:** Select \( IN(i) \) \( \forall i = 1 \rightarrow s \) by applying elitist strategy.

**Step 5:** Calculate \( PR_i, \forall i = 1, 2, \cdots, NI \)

**Step 6:** Carry out GA operations.

**Step 7:** If \((Cr \times NI + M_r \times NI) = NI - s\), then, continue to step 8, if not, return to step 6.

**Step 8:** Regard the generated individuals as the next generation population.

**Step 9:** Repeat until fitness reaches its maximum value.

---

**6. Prediction the Flexible Routing**

To reduce the computational time for the routes determination required by the GA-PS, NN is introduces. NN learns the relationships between input data and output data and generalizes those relationships to unseen data. In this stage the NN is trained and introduced to predict the routes of product produced by a certain FMS. The algorithm of this stage is carried out using the following steps.

**Algorithm 5: NN procedure**

**Step 1:** Construct the NN structure

**Step 2:** Train the NN with some the routes resulted by GA-PS in the first stage.

**Step 3:** Validate the NN by the rest of routes.

---

**7. Case Studies**

**7.1. Simulation Example**

To show efficacy of the proposed simulation and prediction models, a simulation has been performed. The simulation is run to produce a specific number of products. The FMS consists of 8 machine tools and it is capable to produce four different types of products with the following production ratios: \( P1: P2: P3: P4 = 1:2:4:5 \). Each of the four types requires ten operations. The processing times and the setup times are randomly generated as follows: Production times between four and ten minutes, and setup times between two and four minutes.
7.2. GA and NN Parameters

The following GA parameters are selected after run the simulation several trials:

Population size of 100, probability of crossover of 0.9 and probability of mutation of 0.05 are used. The simulation is run to 500 generations. To train the NN, the three layers: input, hidden and output are selected; the three layers are 24, 23, and 1 respectively.

7.3. Simulations Results

Based on the GA-PS results, the routes of all product type are optimized, the routes and the maximum fitness obtained from GA-PS and those predicted by NN are given in Table 1.

8. Conclusions

In this paper, we presented TSA to increase the flexibility of the FMS to any change of the production ratios during production to find proper routes for all product types in FMS. TSA used PSS generated a set of routes groups. The generated routes groups were used to train ANN utilized GA-PS to find optimal flexible routes for all products type at a given production ratio. Unique genetic operations were applied for efficient used of GA.

The GA-PS results were used to train the NN. The trained NN were then used instead of GA-PS to predict the routes of all product types. By this way, a long simulation time required by the simulation can be eliminated. Numerical simulation showed that the results of the simulation and the trained NN approach are closed to each other and prediction approach can be used efficiently instead of the simulation.

Table 1. Comparison fitness obtained from GA-PS and those predicted by NN

| Production Ratio | Number of Machines | Routes | Best Fitness Acquired by PSS | Best Fitness Predicted by ANN |
|------------------|--------------------|--------|------------------------------|------------------------------|
| 1:2:4:5          | 8                  | Type 1 route: 2→5→4→5→3→2→3→2→5→5→3 |
|                  |                    | Type 2 route: 4→8→8→7→7→2→3→7→8→8→7 |
|                  |                    | Type 3 route: 6→3→3→3→3→4→3→4→7 |
|                  |                    | Type 4 route: 4→5→6→3→7→8→7→8→6→6 |
|                  |                    |        | 10.978E003                  | 11.1368E003                 |

The regression analyses of outputs from the GA-PS and NN approach for the simulation is shown in Figure 6.

![Figure 6. Regression analyses of outputs from the ANN and PSS methods](image-url)
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