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ABSTRACT A parasitic-aware routing optimization and analysis methodology for integrated circuits is developed based on an incremental parasitic extraction and a fast optimization methodology. Existing routing optimization methodologies rely on many circuit simulations, detailed sensitivity analysis, and inefficient simple parasitic models to optimize routes. Moreover, they do not provide a mechanism to help layout designers in identifying problematic layout geometries that have a bad impact on a route’s performance. The proposed methodology works on overcoming such problems by providing three features. First, it provides novel sensitivity circuit models to analyze the integrity of signals in layout routes. Such circuit models are based on an accurate matrix circuit representation, a cost function, and an accurate parasitic sensitivity extraction. The circuit models identify critical parasitic elements along with the corresponding layout geometries in a certain route, where they measure the sensitivity of a route’s performance to corresponding layout geometries very fast. Therefore, they can correlate the problems of a route’s performance to specific layout geometries. Second, the proposed methodology uses a nonlinear programming technique to optimize problematic routes with pre-determined degrees of freedom using the proposed circuit models. Third, the proposed methodology uses a novel incremental parasitic extraction method to extract parasitic elements of modified geometries efficiently. The incremental extraction is used as a part of the routing optimization process to improve the optimization runtime and increase the optimization accuracy. The proposed methodology is tested over different designs of 7nm and 65nm process nodes. The results show that the proposed methodology managed to identify and optimize the problematic geometries in critical routes efficiently with up to 10% performance improvements and a speedup of 3 to 9X as compared to traditional template-based methods.

INDEX TERMS Layout routing, routing optimization, parasitic-aware, incremental extraction.

I. INTRODUCTION
The continuous scaling down of process technology nodes enabled the integration of more functionalities and systems together on a single chip. Such an integration significantly increased the complexity and density of layouts introducing more parasitic elements. The impact of interconnect parasitic elements on the overall circuit performance keeps increasing from one technology generation to the next. Moreover, the number of interconnect parasitic elements significantly increased in recent advanced processes. Therefore, the effects of interconnect parasitic elements are no longer second order effects. They are now dominating the overall circuit performance [1], [2], [3]. As a result, it is very important to consider the parasitic effects during placement and routing processes to reduce the overall turn-around-time of a circuit design and improve the yield.

The current optimization flows do not deal with the effects of parasitic elements as dominant factors. They are still dealing with the parasitic effects as second order effects. Moreover, current flows do not provide proper layout analysis and debugging methodologies to help circuit designers in
identifying the problematic parasitic elements and the corresponding layout geometries. As a result, circuit designers need to manually analyze the impact of interconnect parasitic elements on a circuit performance, which is a very time-consuming and error-prone operation. Nowadays, the time consumed in analyzing the post-layout simulation results is more critical than post-layout simulation runtime itself. Therefore, there is an increasing demand to provide algorithms that help circuit designers in understanding the impact of parasitic elements on post-layout simulation results and identifying the most problematic parasitic elements along with the corresponding layout geometries in a given layout.

Automatic layout generation and optimization tools are used by layout designers to generate a layout that meets the required circuit specifications. Such tools are commonly used for digital circuit designs, where cell-based tools are employed to cover circuit synthesis, mapping, and physical design steps [4]. On the other hand, analog layout generation tools do not provide full automation environment for analog circuits, where analog circuit designers still need to do many manual analysis and layout modifications in order to meet the required circuit specifications. In analog designs, the layout optimization tools are usually used to determine device sizes, circuit topologies, and routing paths. However, they still deal with the effects of interconnect (i.e., route) parasitic elements as second order effects ignoring that the interconnect parasitic effects became one of the dominant factors on a circuit performance in advanced process nodes, especially those parasitic effects that are associated with critical nets. In order to control the effects of parasitic elements, the corresponding routes need to be routed in a way that reduces the associated parasitic elements [5], [6].

Routing is the process of creating connections between devices. The routing is mainly divided into two stages that include global and detailed routing. The global routing is responsible for identifying general paths of each connection. It usually divides the routing region into windows and identifies the general window-to-window paths for all connections (i.e., routes) [7]. On the other hand, the detailed routing is responsible for identifying exact paths, metal layers, and vias for each net in a certain layout. The routing processes usually consider multiple constraints, such as maintaining net symmetry, minimizing wire lengths, having a maximum number of vias, and minimizing parasitic elements [6], [8].

In net symmetry constraints, the layout geometrical matching is no longer enough to achieve a net symmetry as it does not necessarily provide a performance matching across the required nets. This problem significantly increases in advanced process technology nodes because layouts became more complicated and the parasitic coupling interactions with the surrounding polygons significantly increased. In order to achieve the performance matching, the parasitic elements of the target nets need to be considered while applying the net symmetry constraint. In other words, the accuracy requirements of parasitic-aware routing processes significantly increased in advanced process nodes requiring more accurate parasitic models [6].

Parasitic-aware routing processes aim to reduce the parasitic elements that are mainly associated with critical routes in order to meet the required circuit’s specifications. This is done by modifying layout geometries of critical routes in a way that reduces the effects of associated parasitic elements. However, modifying layout geometries will not only impact the associated parasitic elements, but it will also impact the parasitic interactions among surrounding and nearby metals. Therefore, a full layout parasitic extraction is required with every change in routes in order to accurately measure the impact of modifying the routes [6].

Many efforts were done to provide parasitic-aware routing optimization methods; however, they use either simplified parasitic models such as in [5], [9], [10], [11], [12], [13], and [14], or a full layout parasitic extraction such as in [15], [16], and [17] to extract the parasitic elements of a layout design during the optimization processes. As for the methods that use simplified parasitic models, they provide a faster layout routing optimization; however, they are less accurate, and their parasitic extraction accuracy cannot cope with the accuracy requirements of advanced process nodes [18], [19]. On the other hand, the methods that use a full layout parasitic extraction provide more accurate layout optimization; however, they are very slow as they require a full layout parasitic extraction with every iteration in the optimization loop. Therefore, such methods are inefficient for designs with many nets (e.g., more than 100K nets), where the runtime of a single full layout parasitic extraction, using a rule-based extractor, may exceed several hours according to our experimental results. Moreover, previous efforts did not provide a systematic method to analyze the impact of parasitic elements and geometry modifications on a circuit performance.

This paper aims to develop a new parasitic-aware routing optimization methodology. The proposed methodology can be applied either after or within the detailed routing step. The proposed methodology enables circuit designers to debug and analyze the impact of parasitic elements on a circuit performance. Also, it provides a mechanism to identify the problematic parasitic elements and correlate them with specific layout geometries. Moreover, it uses nonlinear programming to re-route the problematic paths (i.e., routes) in order to achieve the required specifications with a full consideration of the surrounding environment. The proposed methodology uses a novel incremental parasitic extraction method in order to extract the parasitic elements of a modified layout during the optimization process. The proposed incremental extraction method provides very accurate parasitic extraction results with a maximum error <1% as compared to a full layout extraction.

The contributions of this paper are:

a. Circuit models to measure and analyze the impact of parasitic elements and corresponding layout geometries on a pre-defined cost function, such as net symmetry and maximum delay cost functions. In other words, they measure
the sensitivity of system’s performance cost function to layout geometries.

b. The proposed models are used in an algorithm that identifies the geometries and parasitic elements that the system’s performance is most sensitive to without any circuit simulations.

c. A parasitic-aware routing optimization algorithm that uses nonlinear programming to automatically modify the most critical routes in order to meet the required performance cost function without circuit simulations. The proposed algorithm accepts pre-determined degrees of freedom (e.g., route’s corners) and dynamic constraints. Therefore, the proposed routing algorithm optimizes a performance cost function taking the corresponding RC parasitic elements into consideration.

d. A novel incremental parasitic extraction methodology that considers second order parasitic capacitance effects efficiently. The proposed incremental methodology is applied on top of a full layout parasitic extraction tool, Calibre xRC, rule-based extractor [20]. It provides very accurate parasitic extraction results with a maximum error <1% and a speedup of up to 40X as compared to a full layout extraction.

e. The testing of the proposed routing algorithm is performed by using a template-based layout optimization flow. We replaced the routing optimization algorithm of the template-based layout optimization flow with the proposed routing optimization algorithm.

f. The proposed methodology is tested on different designs of 7nm, 40nm, and 65nm process nodes.

The rest of the paper is organized as follows. Section II provides the related work. Section III provides a background on parasitic-aware layout optimization methods and system moments. Section IV introduces the proposed incremental parasitic extraction method. Section V describes the proposed parasitic-aware layout routing optimization methodology. Section VI shows the experimental results. Section VII provides the conclusion and future works. Moreover, Table 1 shows a list of abbreviations and symbols that are commonly used in this work.

### II. RELATED WORK

Most of existing parasitic-aware routing methods suffer from two problems. First, they use either simplified parasitic formulas or a full layout parasitic extraction in order to measure the parasitic elements for each layout modification in the design loop. The simplified parasitic models are not accurate and cannot cope with the increasing parasitic extraction accuracy requirements in advanced nodes leading to inaccurate layout optimization. On the other hand, the use of a full layout extraction is very time-consuming and not suitable for optimizing large layout designs. Second, the existing routing optimization methods do not provide a systematic way to help circuit designers in understanding the impact of parasitic elements and the corresponding layout geometries on a system’s (i.e., route) performance.

In [21], a parasitic-aware routing method was developed based on simplified parasitic formulas. This approach aims to reduce the delay and routing area considering the interconnect parasitic elements of a given layout. This method identifies multiple candidate routes for each connection. Then, it evaluates the performance of each candidate until the candidates that meet the required performance are achieved. This method has three main problems. First, it uses simplified parasitic formulas that cannot cope with the new accuracy requirements of advanced process nodes [18], [19]. Second, this method does not deal with the parasitic effects as dominant factors on a circuit’s performance. Third, this method relies on a pre-determined set of candidate routes that do not necessarily achieve the required performance.

In [10], an automatic optimization-based sizing and routing methodology was developed for analog circuits. This methodology uses a layout generator that computes the optimal electrical current correct wire topology and global routing in loop for each different sizing solution. Such a methodology relies on simplified parasitic models in order to achieve reasonable optimization runtime as it requires many optimization loops (i.e., iterations). This methodology has three main problems. First, it requires many iterations to achieve good results. Second, it uses simplified parasitic formulas that cannot cope with the new accuracy requirements of advanced process nodes [18], [19]. Second, this method does not deal with the parasitic effects as dominant factors on circuit’s performance. Third, it does not deal with the parasitic effects as dominant factors on circuit’s performance.

In [22], [23], and [24], parasitic-aware routing methodologies based on circuit moments were developed. The proposed methodologies aim to optimize layout routes by minimizing a cost function. The cost function considers parasitic resistance, capacitance, self-inductance, and mutual coupling.

---

**TABLE 1. List of abbreviations and symbols.**

| Abbreviation or symbol | Definition |
|------------------------|------------|
| PDK                   | Process design kit |
| RO                    | Ring oscillator |
| VCO                   | Voltage-controlled oscillator |
| CF                    | Cost function |
| RCF                   | Relative cost function |
| DCF                   | Delay cost function |
| MR                    | Maximum coupling capacitance interaction range |
| BW                    | Band width |
| PM                    | Phase margin |
| GM                    | Gain margin |
| G                     | Admittance matrix |
| C                     | Capacitance matrix |
| P_e                   | A parasitic element |
| R_i                   | A parasitic resistive element |
| C_{e_i}               | A parasitic capacitive element |
| m_k                   | A circuit moment at k^th order |
| r_i                   | A threshold voltage to a maximum voltage ratio |
| S_e                   | A circuit (i.e., network) response |
| G_e                   | Route geometries |
| II                    | RC pi model |
inductance effects (RLCK), and it provides a representation of the delay and ringing of the signals. Therefore, the minimization of the developed cost function helps in achieving a good balance between route’s delay and ringing. These efforts have five problems. First, they require a full layout parasitic extraction in order to evaluate the corresponding cost function with every optimization iteration. Second, the cost function is only valid for delay and ringing effects. Third, they are not suitable for both net symmetry constraints and analog designs. Fourth, they do not provide good understanding to the impact of parasitic effects on a route’s performance. Fifth, they do not correlate parasitic elements to certain geometries.

In [13], a template-based parasitic-aware layout optimization method was developed. As for the routing optimization, traditional template-based methods optimize layout routes in \( x \) and \( y \) directions separately. This method aims to overcome this problem by optimizing layout routes in \( x \) and \( y \) directions simultaneously. Such a method uses a hybrid algorithm that consists of nonlinear programming and graph-based algorithms in order to achieve more accurate layout optimization. However, this method has three problems. First, it does not deal with the parasitic effects as dominant factors on a circuit’s performance as it uses very simple parasitic formulas to extract the parasitic elements of a given layout. Such formulas cannot cope with the new accuracy requirements of advanced process nodes. Second, it does not provide a mechanism to help circuit designers in understanding the impact of parasitic effects on a system’s (i.e., route) performance. Third, it only considers rectilinear and Manhattan geometries, and it cannot handle non-Manhattan geometries.

In [5], [12], [14], and [25], template-based parasitic-aware routing optimization methodologies were proposed. They aim to create a symbolic template with a set of constraints such as net symmetry, connectivity, parasitic bounds, and corresponding design rules. The calculations of parasitic bounds rely on multiple circuit simulations in order to identify a parasitic bound for each parasitic element. The parasitic model for each route is represented by a simple RC \( \Pi \) (i.e., \( \pi \)) model in order to speed up the calculations of parasitic bounds. Such methodologies are fast; however, they are suffering from three problems. First, they use simplified parasitic formulas that cannot cope with the new accuracy requirements of advanced nodes. Second, they do not provide a mechanism to help circuit designers in understanding the impact of parasitic effects on a system’s (i.e., route) performance. Third, most of them cannot handle non-Manhattan geometries.

In [26], analog layout design tool called LAYGEN II was developed. It uses a symbolic template (i.e., template-based) approach in order to perform placement and routing. This approach is very efficient in achieving a good initial layout for a given circuit design; however, it requires a lot of computational resources in order to handle large layouts.

In [27], an analog layout design tool was developed. As for the routing optimization, this method uses a combination of symbolic template (i.e., template-based) and optimization approaches in order to generate layouts. This method uses a template approach in order to reduce the search (i.e., solution) space. This method is efficient in achieving a good initial layout for a given circuit design; however, it requires a lot of computational resources in order to handle large layouts. Moreover, it is not designed to handle non-Manhattan geometries.

In [28], a routing algorithm was developed using a discrete particle swarm optimization and multi-stage transformation methods. The proposed algorithm optimizes layout routes using two types of Steiner minimal tree models that include Manhattan and non-Manhattan Steiner minimal trees. Therefore, the selected route structure can contain Manhattan and non-Manhattan geometries. This flow has two problems. First, it does not consider the impact of parasitic elements except for a route’s delay. Second, it does not have a mechanism to help circuit designers in understanding the impact of parasitic elements on system’s performance.

The problems of existing routing optimization methods can be summarized as below:

a. They do not provide a mechanism to help circuit designers in understanding the impact of parasitic elements on a system’s (i.e., route) performance, such as identifying the problematic parasitic elements along with the corresponding layout geometries.

b. Most of existing efforts use either simplified parasitic formulas, such as in [5], [11], [12], [13], [27], [29], and [30], or a full layout extraction, such as in [15], [22], [23], and [24], in order to extract the parasitic elements of a given layout. The methods that use simplified parasitic formulas suffer from an accuracy problem as the accuracy of such parasitic formulas cannot cope with the increasing accuracy requirements in advanced process nodes, whereas the methods that use a full layout extraction suffer from a long runtime problem as they require a full layout extraction with every optimization iteration.

c. Many efforts do not pay much attention to the nonlinear relationship between parasitic elements and layout geometries, such as in template-based approaches [5], [13], [14]. These efforts optimize layout routes in the \( x \) and \( y \) directions separately (one after another). Such a way of optimization cannot provide efficient results when it comes to the nonlinearity of parasitic constraints.

d. Many of existing efforts perform circuit simulations inside the optimization loops as in [31] and [32].

This work focuses on overcoming these problems. First, it provides a routing optimization method that can be applied either after or within the detailed routing. Second, it provides sensitivity circuit models that help circuit designers in understanding the impact of parasitic elements and the corresponding layout geometries on a route’s performance. Third, it uses a novel incremental parasitic extraction method to extract the parasitic elements of modified layouts during the optimization process. Such an incremental method provides very accurate results (<1% error) with a speedup of
TABLE 2. A comparison among state-of-the-art routing optimization works including our work.

| Routing methodology and its main limitations | Contrib-  | Parasitic | Requires a | Handling of Non- | Models to analyze the impact of layout geometries on a system’s performance |
|---------------------------------------------|-----------|-----------|------------|-----------------|--------------------------------------------------------------------------------|
| Smey et al., [21]                           | Routing Methodology:  | No        | Simulation  | No              | No                                                                 |
| main limitations:                           | - This method optimizes routes in two steps. First, it generates a set of candidate routes for each connection. Then, it selects the candidate route with minimum area and minimum delay for each connection. |           | extraction | No              | No                                                                 |
|                                             | - It relies on pre-determined candidate routes that do not necessarily achieve the required performance. |           |            | No              | No                                                                 |
|                                             | - It uses simplified RC parasitic formulas that cannot handle complicated layout structures in advanced nodes. |           |            | No              | No                                                                 |
| Lourenço et al., [10]                       | Routing Methodology:  | Yes       | simulation | No              | No                                                                 |
| main limitations:                           | - Automatic electromigration-aware topological and global routing in-loop for each different sizing solution. |           |            | No              | No                                                                 |
|                                             | - It requires many iterations to achieve good results. |           |            | No              | No                                                                 |
|                                             | - It uses simplified RC parasitic formulas that cannot handle complicated layout structures in advanced nodes. |           |            | No              | No                                                                 |
| Bhaduri and Vemuri, [22]-[24]               | Routing Methodology:  | No        | A full      | No              | No                                                                 |
| main limitations:                           | - They optimize routes by minimizing a cost function that provides a balance between the delay and ringing effects. |           | layout      | No              | No                                                                 |
|                                             | - They use template-based approach to generate routing candidates. |           | extraction  | No              | No                                                                 |
|                                             | - They use a full layout parasitic extraction to evaluate the cost function, which consumes a lot of time. |           |            | No              | No                                                                 |
|                                             | - The developed cost function has limited applications as it only considers the delay and ringing effects. |           |            | No              | No                                                                 |
| Zhang et al., [14], Liu and Zhang [5], [25], and Bhattacharya et al., [12]. | Routing Methodology:  | No        | 2D cross-  | No              | No                                                                 |
| main limitations:                           | - A symbolic template approach that is used to minimize parasitic effects and a route’s area. |           | section     | No              | No                                                                 |
|                                             | - They use simple RC parasitic formulas that cannot handle complicated layout structures in advanced nodes. |           | models for  | No              | No                                                                 |
| Naguib et al., [27]                         | Routing Methodology:  | Yes       | 2D cross-  | No              | No                                                                 |
| main limitations:                           | - A symbolic template approach that is used to minimize parasitic effects and a route’s area. |           | section     | No              | No                                                                 |
|                                             | - It requires a lot of computational resources in order to handle large layout designs. |           | models for  | No              | No                                                                 |
| Liu et al., [28]                            | Routing Methodology:  | No        | A full      | No              | No                                                                 |
| main limitations:                           | - Swarm optimization algorithms that are used to minimize parasitic effects and a route’s area. |           | layout      | Yes             | No                                                                 |
|                                             | - It does not consider the impact of parasitic elements except for a route’s delay. |           | extraction  | No              | No                                                                 |
| This work                                   | Routing Methodology:  | No        | Incremental | No              | Yes                                                               |
| main limitation:                            | - Nonlinear programming to minimize a performance cost function based on circuit moments and sensitivity models. |           | parasitic   | Yes             | Yes                                                               |
|                                             | - It only considers RC parasitic elements. Hence, this model is appropriate for local interconnect at any frequency and global interconnect at a lower frequency. For high frequency global interconnect, inductance and more complex models are needed. |           | extraction  | No              | Yes                                                               |

up to 40X as compared to a full layout extraction. Fourth, it does not require multiple circuit simulations. Table 2 provides a functional comparison among related works and our work.

III. BACKGROUND
A. TEMPLATE-BASED PARASITIC-AWARE LAYOUT OPTIMIZATION
A layout optimization is the process of modifying and optimizing layout designs in order to meet the required circuit specifications. One of the most efficient layout optimization methods is the template-based method. The template-based method is used to either migrate a layout design from one process node to another or optimize an existing layout to meet the required constraints and specifications. It consists of two main steps that include symbolic template extraction and layout generation steps as shown in Figure 1.

The Symbolic template step is responsible for generating a set of geometrical and electrical constraints (i.e., symbolic template) for an existing layout considering the required
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FIGURE 1. Template-based layout optimization flow [13], [14].

FIGURE 2. An Example of template geometrical constraints, in the x-direction, for a simple layout [14].

Substitute (2) in (1), we get:

\[
GV + CV = b,
\]

where \( G \) is an \( n \times n \) admittance matrix that is obtained from the interconnections among the resistive elements, \( C \) is an \( n \times n \) capacitance matrix that is obtained from the interconnections among the capacitive elements, \( b \) is a vector of size \( n \) that represent the inputs at each node, \( V \) is a vector with \( n \) state variables that represent the capacitor voltages (i.e., voltage response at each node), whereas \( n \) represent the number of nodes (or capacitor voltages) for a linear system with RC elements. The response, \( V(s) \), at any node in a given linear circuit can be expressed by a Taylor series expansion as below [33]:

\[
V(s) = m_0 + m_1 s + m_2 s^2 + m_3 s^3 + \cdots,
\]

where \( m_i \) represents the \( i^{th} \) moment of a given linear system at a given node.

Therefore, the moments of a linear system provide a detailed representation of its response (i.e., a system response) as shown in (2), and system moments can be obtained by (4) [33].

IV. INCREMENTAL RC PARASITIC EXTRACTION

The layout parasitic extraction is an essential step in conventional integrated circuit (IC) design flows. It is used to extract parasitic elements of a given layout in order to perform a post-layout simulation. If the post-layout simulation results did not meet the required circuit’s specifications, layout designers would modify the corresponding layout until its post-layout simulation results meet the required specifications. Usually, this process requires several iterations of layout modifications, parasitic extractions, and post-layout simulations until convergence.

There are two approaches to reduce the turn-around-time of the layout parasitic extraction step in design loops. First, some approaches use simplified parasitic models to speed up the extraction process and reduce the parasitic network such as in [12], [13], and [14]. This approach is not efficient in circuit specifications [5], [12], [13], [14]. The symbolic template is usually represented by mathematical formulas (e.g., compaction formulas) such as in Figure 2. On the other hand, the layout generation step is responsible for optimizing and generating a layout that meets the required specifications taking into consideration the obtained symbolic template constraints and the new design requirements. As shown in Figure 1, the layout generation (or optimization) step starts with a device sizing followed by a routing optimization, which is performed in the horizontal and vertical directions separately.

The routing optimization processes must consider the impact of parasitic elements on a circuit performance to achieve more accurate optimization results. Therefore, parasitic constraints are obtained and converted into geometrical constraints.

B. SYSTEM MOMENTS

Assuming an RC linear circuit, the corresponding general nodal analysis equations are given by:

\[
GV + CV = b,
\]

where \( G \) is an \( n \times n \) admittance matrix that is obtained from the interconnections among the resistive elements, \( C \) is an \( n \times n \) capacitance matrix that is obtained from the interconnections among the capacitive elements, \( b \) is a vector of size \( n \) that represent the inputs at each node, \( V \) is a vector with \( n \) state variables that represent the capacitor voltages (i.e., voltage response at each node), whereas \( n \) represent the number of nodes (or capacitor voltages) for a linear system with RC elements. The response, \( V(s) \), at any node in a given linear circuit can be expressed by a Taylor series expansion as below [33]:

\[
V(s) = m_0 + m_1 s + m_2 s^2 + m_3 s^3 + \cdots,
\]

where \( m_i \) represents the \( i^{th} \) moment of a given linear system at a given node.
advanced process technology nodes as it handles the parasitic effects as second order effects ignoring that the interconnect parasitic effects became one of the dominant factors on a circuit’s performance in such advanced nodes [18], [19], [34].

Second, other approaches may use an incremental parasitic extraction to limit the parasitic extraction process to the modified polygons in a given layout. As a result, the execution time (i.e., runtime) of the layout parasitic extraction step in design loops decreases significantly with minimal impact on the extraction accuracy as compared to the use of a full layout parasitic extraction.

The incremental parasitic extraction aims to identify the modified layout geometries, extract the corresponding parasitic elements, and update the corresponding circuit network (i.e., netlist) with the newly extracted parasitic elements. In our work, the incremental parasitic extraction is used to extract parasitic resistances and capacitances of modified areas in a given layout.

### A. INCREMENTAL PARASITIC RESISTANCE EXTRACTION

As for parasitic resistances, they only depend on the geometrical shapes of modified layouts, and they do not depend on the surrounding environment. Therefore, the incremental parasitic resistance extraction identifies the modified layout polygons and re-extracts their parasitic resistances smoothly without any consideration of the surrounding environment. After that, the corresponding circuit network (i.e., netlist) are updated with the newly extracted parasitic resistive elements.

### B. INCREMENTAL PARASITIC CAPACITANCE EXTRACTION

The incremental extraction of parasitic capacitances is more complicated than the incremental extraction of parasitic resistances because parasitic capacitances are highly correlated with the surrounding environment. In other words, if a layout polygon is modified, the modifications will not only impact the associated parasitic capacitive elements, but also, they will impact the parasitic capacitive elements among nearby metal polygons. Therefore, the incremental parasitic capacitance extraction needs to select and re-extract the parasitic capacitive elements that are impacted by layout modifications.

Existing incremental parasitic extraction methods can re-extract parasitic resistances efficiently; however, they cannot efficiently re-extract parasitic capacitance. This is because existing incremental methods only re-extract parasitic capacitances that are directly coupled with modified shapes (i.e., first order parasitic capacitances), and they ignore all coupling capacitances that are not directly coupled to modified layout shapes, such as second order coupling capacitances as shown in Figure 3, even if those capacitances are significantly impacted by layout modifications [35], [36]. As a result, they provide a low extraction accuracy as compared to a full layout parasitic capacitance extraction. Figure 4 shows an example of modifying the position of a nearby polygon on the second order coupling capacitance between two other fixed polygons.

A novel incremental parasitic capacitance extraction method is developed to extract first and second order capacitances efficiently. The developed method provides outstanding accuracy results as compared to a full layout extraction with a maximum relative error <1%. Moreover, the impact of extracting second order capacitances on the total extraction runtime is negligible, where the time required to extract second order capacitances represents <5% of the total incremental extraction runtime. The developed method has three main steps. First, it identifies the modified shapes and the corresponding metal layers. Second, it calculates a maximum coupling capacitance interaction range (MR) for each metal layer. Third, it extracts all coupling capacitances that are enclosed inside the maximum interaction range, and it updates the corresponding circuit’s network (i.e., netlist) with the newly extracted parasitic capacitive elements. The three steps of the developed incremental capacitance extraction method are described in more details as follows.

1) **IDENTIFY MODIFIED SHAPES**

In this step, all metal polygons that are impacted by layout modifications are marked, where the modified metal polygons are marked, and the metal polygons that were previously interacting with the modified polygons (before modifications) are also marked. This is to ensure that all impacted parasitic capacitances are considered during the incremental extraction process.

2) **CALCULATING THE MAXIMUM CAPACITANCE INTERACTION RANGE**

In this step, a maximum capacitance interaction range (MR) is calculated for each metal layer and stored a pre-characterized library in order to be later used by the incremental extraction flow, given that each process technology node has a pre-characterized library of MR values. For a certain process node, the pre-characterized library is created only once and
used numerous times by the incremental parasitic extraction flow for different layout designs.

The maximum capacitance interaction range (MR) of a polygon represents the range (i.e., distance) where coupling capacitances to other polygons are negligible and do not impact the accuracy of a parasitic capacitance extraction. In other words, the MR identifies the valid coupling range for each layout polygon in order to avoid unnecessarily capacitance computations. The calculation of an MR depends on the corresponding metal stack specifications, where each metal layer in a certain process node has a different MR value.

For a certain metal layer, the MR is calculated by constructing two adjacent metal polygons using the corresponding minimum dimensions. Then, an electrostatic simulator is used to extract the lateral coupling capacitance between the two polygons accurately. Also, the simulator performs a parametric sweep over lateral spacings while it measures the coupling capacitance between the two metal polygons until the MR is achieved, given that the MR represents the distance where the coupling capacitance between the two polygons is less than or equal to 1% of the total capacitance on one of the polygons as shown in Figure 5 [18], [19].

In [18] and [19], the MR is used in a full layout parasitic capacitance extraction to identify the maximum coupling interaction distance for each metal polygon; however, in this work, the MR is used in an incremental parasitic capacitance extraction to identify the capacitance elements that are impacted by layout modifications, given that such impacted capacitance elements do not necessarily have direct coupling interactions with any modified metal polygon.

3) CAPACITANCE EXTRACTION AND NETLIST UPDATE

In this step, the maximum interaction ranges of all modified polygons are obtained from the corresponding pre-characterized library. Then, all parasitic capacitive elements that are enclosed inside this range are re-extracted including second order parasitic capacitances. This ensures that all impacted capacitive elements are extracted, whereas the capacitive elements that are not enclosed inside the maximum interaction ranges are not extracted as shown in Figure 6. Eventually, the corresponding circuit’s network (i.e., netlist) is updated with the newly extracted parasitic capacitive elements.

V. PARASITIC-AWARE ROUTING OPTIMIZATION METHODOLOGY

Parasitic-aware routing optimization methodology based on circuit moments is developed. The proposed routing methodology is used as a part of a template-based layout optimization flow. The proposed methodology has three main benefits. First, it helps circuit designers in analyzing the performance of critical routes. This is done by developing a sensitivity circuit model that measures the sensitivity of a route’s performance cost function to the corresponding metal geometries. Second, the proposed methodology efficiently considers the impact of parasitic elements during the optimization of critical routes by using a novel incremental parasitic extraction method. Third, the proposed methodology optimizes critical routes very fast using a cost function and corresponding sensitivity circuit models. The critical routes represent the routes that either hold analog signals or have a considerable impact on a circuit’s performance. Such routes are identified by circuit designers after performing a sensitivity analysis across different routes, i.e., the sensitivity of a circuit performance to a route’s network including parasitic elements.

The proposed methodology consists of three main steps as shown in Figure 7. First, a performance cost function is developed, for example, a relative cost function that measures the performance difference between two routes. Second, sensitivity circuit models are derived to measure the sensitivities of a cost function to route’s geometries. Third, a nonlinear programming is used to minimize a cost function subject to route’s geometries considering the obtained sensitivity circuit models. The cost function minimization process considers different geometry constraints such as connectivity, blockages, and net symmetry constraints. Moreover, the optimization process can handle Manhattan and non-Manhattan geometries.

The nonlinear programming requires a layout parasitic extraction process with every optimization iteration to evaluate the developed cost function. Therefore, a novel incremental parasitic extraction method is developed,
where
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Assuming two systems with output responses \( S_1 \) and \( S_2 \). The systems can belong to the same net, as shown in Figure 8 (a), or different nets, as shown in Figure 8 (b). The corresponding responses at their terminals are expressed by Taylor series expansions as below:

\[ S_1 (s) = m_0 + m_1 s + m_2 s^2 + m_3 s^3 + \ldots, \quad (5) \]

and

\[ S_2 (s) = m'_0 + m'_1 s + m'_2 s^2 + m'_3 s^3 + \ldots, \quad (6) \]

where \( m_i \) and \( m'_i \) are circuit moments at \( i^{th} \) order.

To ensure that the two systems have the same output response, a relative cost function (RCF) is developed as below:

\[ \text{relative cost function (RCF)} = \sum_{i=0}^{q} \frac{(m_i - m'_i)^2}{m'_i^2}, \quad (7) \]

where \( q \) represents the required order of circuit moments. The purpose of using a relative formula is to normalize the weights for all required moments to ensure that all required moments are equally considered (regardless of their order of magnitude) during the optimization process.

The RCF has two main uses. First, it is used to meet net symmetry constraints as it measures the performance (or response) error between two routes. Second, it is used to optimize critical layout routes by measuring the performance error between a certain critical route and the corresponding shortest path route assuming no blockages.

A. COST FUNCTION DEVELOPMENT

Two cost functions are developed. The first one represents a route’s delay.

1) NET MATCHING COST FUNCTION

A cost function that measures the performance difference between two systems (i.e., routes) is developed as follows. Assuming two systems with output responses \( S_1 \) and \( S_2 \). The systems can belong to the same net, as shown in Figure 8 (a), or different nets, as shown in Figure 8 (b). The corresponding responses at their terminals are expressed by Taylor series expansions as below:

\[ S_1 (s) = m_0 + m_1 s + m_2 s^2 + m_3 s^3 + \ldots, \quad (5) \]

and

\[ S_2 (s) = m'_0 + m'_1 s + m'_2 s^2 + m'_3 s^3 + \ldots, \quad (6) \]

where \( m_i \) and \( m'_i \) are circuit moments at \( i^{th} \) order.

To ensure that the two systems have the same output response, a relative cost function (RCF) is developed as below:

\[ \text{relative cost function (RCF)} = \sum_{i=0}^{q} \frac{(m_i - m'_i)^2}{m'_i^2}, \quad (7) \]

where \( q \) represents the required order of circuit moments. The purpose of using a relative formula is to normalize the weights for all required moments to ensure that all required moments are equally considered (regardless of their order of magnitude) during the optimization process.

The RCF has two main uses. First, it is used to meet net symmetry constraints as it measures the performance (or response) error between two routes. Second, it is used to optimize critical layout routes by measuring the performance error between a certain critical route and the corresponding shortest path route assuming no blockages.

2) DELAY MINIMIZATION COST FUNCTION

Another cost function is developed based on circuit moments in order to minimize a route’s delay. According to [37], for a certain network, the crossing time \( (t_{rt,q}) \) represents the time required by a signal to reach a certain voltage as shown in Figure 9. The crossing time \( (t_{rt,q}) \) of a signal at a certain threshold ratio of a voltage \( (r_t) \) for \( q \) moments is given by:

\[ t_{rt,q} = a_1 \cdot m_1 + a_2 \cdot \frac{m_2}{m_1} + a_3 \cdot \frac{m_3}{m_1} + \ldots + a_q \cdot \frac{m_q}{m_1^{(q-1)}}, \quad (8) \]

where the valid range of \( r_t \) is from 0 to 1, \( t_{rt,q} \) is the time taken by the signal to achieve (or cross) the threshold voltage, \( q \) is the required order of moment, whereas \( a_1 \) to \( a_q \) are constant coefficients that might have different values based on the required threshold value \( (r_t) \). These constants were obtained using curve fitting operations as shown in [37].

In this work, a delay cost function is developed based on (8). The threshold voltage ratio of the crossing point is set to 0.5, and the maximum number of moments \( (q) \) is set to five moments, as recommended by [37] to achieve a good accuracy. Therefore, the delay cost function (DCF) is given by:

\[ \text{Delay cost function (DCF)} = t_{0.5.5}. \quad (9) \]

where the values of \( a_1 \) to \( a_5 \) coefficients are \(-3.05, 5.59, -4.36, 1.75, \) and \(-0.291\), respectively as shown in [37].

B. SENSITIVITY CIRCUIT MODELS

In order to measure the impact of modifying layout geometries (i.e., route’s geometries) on a cost function (CF), a circuit model that measures the sensitivity of CF to layout geometries is proposed and derived as below:

\[ \frac{\partial \text{CF}}{\partial Ge} = \left[ \frac{\partial \text{CF}}{\partial P} \right]_{1 \times n} \cdot \left[ \frac{\partial P}{\partial Ge} \right]_{n \times m}, \quad (10) \]

where \( P \) represents the associated parasitic elements, \( Ge \) represents route’s geometries, \( n \) is the number of parasitic elements, whereas \( m \) is the number of corresponding layout geometries. In order to correlate the cost function with layout geometries \( (Ge) \), the geometries are represented by using their coordinates (or vertices). Therefore, the sensitivity of
A cost function (CF) to layout geometries is given by:

$$\frac{\partial CF}{\partial Ge} = \begin{bmatrix}
\frac{\partial CF}{\partial R_1} \\
\frac{\partial CF}{\partial R_2} \\
\vdots \\
\frac{\partial CF}{\partial C_{c1}} \\
\frac{\partial CF}{\partial C_{c2}} \\
\vdots \\
\frac{\partial CF}{\partial C_{cn}}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial R_1}{\partial x_1} & \frac{\partial R_1}{\partial y_1} & \cdots & \frac{\partial R_1}{\partial y_{m-1}} & \frac{\partial R_1}{\partial y_m} \\
\frac{\partial R_2}{\partial x_1} & \frac{\partial R_2}{\partial y_1} & \cdots & \frac{\partial R_2}{\partial y_{m-1}} & \frac{\partial R_2}{\partial y_m} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial C_{c1}}{\partial x_1} & \frac{\partial C_{c1}}{\partial y_1} & \cdots & \frac{\partial C_{c1}}{\partial y_{m-1}} & \frac{\partial C_{c1}}{\partial y_m} \\
\frac{\partial C_{c2}}{\partial x_1} & \frac{\partial C_{c2}}{\partial y_1} & \cdots & \frac{\partial C_{c2}}{\partial y_{m-1}} & \frac{\partial C_{c2}}{\partial y_m} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{\partial C_{cn}}{\partial x_1} & \frac{\partial C_{cn}}{\partial y_1} & \cdots & \frac{\partial C_{cn}}{\partial y_{m-1}} & \frac{\partial C_{cn}}{\partial y_m}
\end{bmatrix},$$

(11)

where $x$ and $y$ represent the coordinates of route polygons as shown in Figure 10, $R$ is a parasitic resistive element, whereas $Cc$ is a parasitic capacitive element. In order to provide a degree of freedom, routes are fractured into quadrilateral polygons (e.g., rectangles). As a result, the sensitivity and cost function calculations consider either Manhattan or non-Manhattan geometries.

The proposed model in (10) has two main components. First, the CF sensitivity to parasitic elements ($\partial CF/\partial P$), which is different from one cost function to another. Second, the sensitivity of parasitic elements to system (i.e., route) geometries ($\partial P/\partial Ge$).

As for a cost function sensitivity to parasitic elements ($\partial CF/\partial P$), two sensitivity models are developed. First, the relative cost sensitivity to a parasitic element, which is derived from the relative cost function in (7). Second, the delay cost sensitivity to a parasitic element, which is derived from the delay cost function in (9). Both of them are derived for each parasitic element ($P_i$) in order to fill the corresponding matrix. As for the sensitivity of parasitic elements to system geometries, it does not rely on the used cost function, and it can be used in (11) regardless of the used cost function.

The three sensitivity models are derived as follows.

1) THE RELATIVE COST FUNCTION SENSITIVITY TO A PARASITIC ELEMENT

As for the relative cost function sensitivity (RCF) to a parasitic element, it is obtained by differentiating (7) with a parasitic element ($P_i$) as below, given that the detailed derivations are found in the Appendix:

$$\frac{\partial RCF}{\partial P_i} = \frac{\partial}{\partial P_i} \left( \frac{(m_0 - m_0')^2}{m_0^2} + \frac{(m_1 - m_1')^2}{m_1^2} + \ldots \right),$$

(12)

Let

$$RCF_{mk} = \frac{(m_k - m_k')^2}{m_k'^2}.$$  

(13)

Therefore, by using $m_k$ as an intermediate variable,

$$\frac{\partial RCF}{\partial P_i} = \sum_{k=0}^{q} \frac{\partial RCF_{mk}}{\partial m_k} \frac{\partial m_k}{\partial P_i},$$

(14)

where $m_k$ is a certain degree moment at a given node, $q$ is the maximum required degree of moments, and $RCF_{mk}$ is the relative cost function for a certain moment (i.e., relative moment cost function). This model has two components that include the sensitivity of a relative moment cost function to a circuit moment ($\partial RCF_{mk}/\partial m_k$) and the sensitivity of a moment to a parasitic element ($\partial m_k/\partial P_i$).

As for the relative moment cost function sensitivity to a circuit moment, it is obtained by differentiating (13) with a moment ($m_k$) as below:

$$\frac{\partial RCF_{mk}}{\partial m_k} = 2 \frac{(m_k - m_k')}{m_k'^2}. $$

(15)
As for the sensitivity of each moment to a parasitic element \( \frac{\partial m_i}{\partial P_i} \), it is obtained by differentiating (4) with a parasitic element \( P_i \) as below, given that the detailed derivations are found in the Appendix:

\[
\frac{\partial m_0}{\partial P_i} = -G^{-1} \frac{\partial G}{\partial P_i} m_0, \tag{16}
\]

and

\[
\frac{\partial m_k}{\partial P_i} = -G^{-1} \left( \frac{\partial G}{\partial P_i} m_k + \frac{\partial C}{\partial P_i} m_{k-1} + C \frac{\partial m_{k-1}}{\partial P_i} \right), \quad k \geq 1 \tag{17}
\]

where \( C \) is the capacitors matrix, \( G \) is the admittance matrix, and \( m_0 \) to \( m_k \) are circuit moments at a given node. Eventually, the sensitivity of an RCF to a parasitic element \( P_i \) is obtained by substituting (15), (16), and (17) in (14) as below, given that the detailed derivations are found in the Appendix:

\[
\frac{\partial \text{RCF}}{\partial P_i} = 2 \left( \frac{m_0 - m_i}{m_0^2} \right) \cdot \left( -G^{-1} \frac{\partial G}{\partial P_i} m_0 \right)
+ \sum_{k=1}^{q} \left( \frac{2 (m_k - m_i)}{m_k^2} \right) \cdot \left( -G^{-1} \left( \frac{\partial G}{\partial P_i} m_k + \frac{\partial C}{\partial P_i} m_{k-1} + C \frac{\partial m_{k-1}}{\partial P_i} \right) \right). \tag{18}
\]

2) THE DELAY COST FUNCTION SENSITIVITY TO A PARASITIC ELEMENT

As for the delay cost function (DCF) sensitivity to a parasitic element \( P_i \), it is obtained by differentiating (9) with a parasitic element \( P_i \) as below, given that the detailed derivations are found in the Appendix:

\[
\frac{\partial \text{DCF}}{\partial P_i} = a_1 \left( \frac{\partial m_1}{\partial P_i} \right)
+ \sum_{k=2}^{q} \left[ a_k \left( \frac{\partial m_k}{\partial P_i} \cdot \frac{1}{m_k^{k-1}} + m_k \cdot \frac{(1-k)}{m_k^k} \cdot \frac{\partial m_1}{\partial P_i} \right) \right]. \tag{19}
\]

where \( \frac{\partial m_k}{\partial P_i} \) is obtained in (17).

3) A PARASITIC SENSITIVITY TO LAYOUT GEOMETRIES

As for parasitic sensitivities to layout geometries \( \frac{\partial P_i}{\partial \text{Ge}} \), they are measured by using the proposed incremental parasitic extraction flow which provides very fast and localized sensitivity numbers. For a certain parasitic element \( P_i \) and geometry parameter \( (x_j) \), the sensitivity is calculated using the below formula:

\[
\frac{\partial P_i}{\partial x_j} = \frac{P_i(x_{j+1}) - P_i(x_j)}{x_{j+1} - x_j}, \tag{20}
\]

where \( P_i(x_{j+1}) \) is the value of a parasitic element \( P_i \) when a geometry \( x \) equals \( x_{j+1} \), \( P_i(x_j) \) is the value of a parasitic element \( P_i \) when a geometry \( x \) equals \( x_j \).

C. PERFORMANCE ANALYSIS TO IDENTIFY CRITICAL GEOMETRIES

It is very important to understand and analyze the impact of layout geometries on a route’s performance. This would help identifying the most sensitive geometries to a route’s performance cost function, speeding up the optimization process, and achieving better optimization results.

The performance analysis is performed by using the cost sensitivity to layout geometries model in (11). However, the sensitivity analysis mainly relies on the required performance cost function. In case of performing net matching analysis, the sensitivity models of the relative cost function in (11), (18), and (20) are used. In case of performing a delay analysis, the sensitivity models of the delay cost function in (11), (19), and (20) are used. The higher the sensitivity value, the higher the impact on a route’s performance.

As for a general performance analysis, the sensitivity models of the relative cost function may be used in three steps. First, identify the critical routes. Second, create a shortest path route assuming no blockages as a reference route. Third, use (11), (18), and (20) in order to calculate the sensitivity of the RCF to route’s geometries using the moments of a shortest path route as reference moments.

D. GEOMETRICAL CONSTRAINTS

Once the most sensitive geometries are selected, they are used as optimization parameters for the routing optimization process; however, this requires maintaining constraints such as the corresponding process design kit (PDK), net blockage constraints, connectivity, and net symmetry constraints. The constraints are obtained using a symbolic template approach.

E. LAYOUT ROUTING OPTIMIZATION PROCESS

The purpose of this step is to minimize a cost function with respect to the most sensitive route’s geometries (i.e., coordinates) using a nonlinear programming. The sequential least squares quadratic programming (SLSQP) algorithm is used as a nonlinear programming algorithm because it is an iterative approach for nonlinear optimization problems that accepts multiple constraints. In order to provide degrees of freedom for the routing optimization process, the target routes are fractured into quadrilateral shapes. The number of fractured polygons relies on the required number of degrees of freedom. The fracturing is done in two steps. First, the polygons are scanned in the \( x \) direction and fractured vertically. Second, the polygons are scanned in the \( y \) direction and fractured horizontally as shown in Figure 10 (b). Each fractured polygon holds four vertices conforming a quadrilateral polygon. The fractured polygons are used to create and evaluate the sensitivity circuit models in (11).

The optimization algorithm is shown in Figure 11. The inputs of the algorithm are: 1) the target routes and 2) the constraints including the new design requirements, whereas the outputs are new routes that are represented by their coordinates. It is worth mentioning that the minimization of
a cost function uses the derived sensitivity model, in (11), to create the Jacobean matrix that are used by the nonlinear programming algorithm.

VI. EXPERIMENTAL RESULTS
The testing covered the proposed incremental parasitic capacitance extraction method, the derived sensitivity models, and the proposed parasitic-aware routing optimization method. The testing used Calibre xRC, by Siemens EDA, as a rule-based layout parasitic extraction tool [20], and Eldo platform, by Siemens EDA, as a circuit simulator [38]. Moreover, the testing is performed on Intel Xeon(R) E5-2680, 2 CPUs, 2.50GHz, and 16GB of RAM.

A. TESTING THE PROPOSED INCREMENTAL CAPACITANCE EXTRACTION
The accuracy and runtime of the proposed incremental parasitic capacitance extraction were tested and compared against a full layout parasitic capacitance extraction across two designs that include Ring Oscillator (RO) (7nm) and voltage-controlled oscillator (VCO) (40nm) designs. Calibre xRC, rule-based extractor, is used as an extraction tool for both incremental and full layout parasitic extractions. The testing methodology involves modifying metal shapes for some critical nets. The modifications include deleting, moving, stretching, and adding new metal polygons. Each modified layout is tested by running a full layout parasitic extraction, the proposed incremental extraction, and the incremental extraction without considering the second order capacitances.

As for the RO (7nm), some input and output nets of RO stages were modified in three different ways: 1) modifying two metal layers with 1075 parasitic capacitive elements (i.e., small), 2) modifying three metal layers with 2037 parasitic capacitive elements (i.e., medium), and 3) modifying four metal layers with 3524 parasitic capacitive elements (i.e., large). As shown in Table 3, the maximum relative errors in the three scenarios after applying the proposed incremental parasitic extraction flow as compared to the full parasitic extraction are 0.14%, 0.25%, and 0.5%, respectively. Moreover, the relative speedup of the proposed incremental flow as compared to the full layout extraction in the three scenarios is 40.4, 27.8, and 21.15, respectively. Furthermore, the results show that the consideration of the second order parasitic capacitances has a very small impact on the runtime as compared to the incremental extraction that does not consider the second order parasitic capacitances.

Table 4 shows the simulated RO delay results in case of using the proposed incremental parasitic extraction and the full layout extraction across the three different scenarios. The simulation results show that the RO delay relative errors in three modification scenarios are 40.4, 27.8, and 21.15, respectively. Furthermore, the results show that the consideration of the second order parasitic capacitances has a very small impact on the runtime as compared to the incremental extraction that does not consider the second order parasitic capacitances.

Table 5 shows the simulated VCO performance results in case of using the proposed incremental parasitic extraction and the full layout extraction across the three different modification scenarios. The simulation results show that the impact of the incremental parasitic extraction on the VCO performance is negligible as the center frequency, tuning ratios, and phase noise are almost identical in the case of using the full layout extraction and the incremental layout extraction.

Tables 3-6 summarize the experimental results of the RO (7nm) and VCO (40nm) designs, respectively. As shown in the tables, the proposed incremental extraction flow provides an outstanding accuracy as compared to full extraction with maximum errors <1% and with huge runtime savings of up to 54X. Furthermore, the simulated results show that the consideration of the second order parasitic capacitances has a very
small impact on the runtime as compared to the incremental extraction that does not consider the second order parasitic capacitances.

### B. TESTING THE PROPOSED PARASITIC SENSITIVITY MODELS AND ROUTING OPTIMIZATION USING A SIMPLE INTERCONNECT STRUCTURE

The proposed sensitivity models were tested using the interconnect structure shown in Figure 12. This experiment has two purposes. First, it aims to measure the sensitivity of the relative cost function (RCF) to each layout geometry (i.e., coordinate) using (11), where the relative cost function measures $V_{out2}$ moments relative to $V_{out1}$ moments. Second, it aims to match the signal responses at $V_{out1}$ and $V_{out2}$ without moving the fixed nodes that represent the locations of input and output pins. The route of $V_{out2}$ pin has four obstacles (i.e., blockages). Therefore, $V_{out2}$ route should pass through such obstacles with minimal impact on the performance. The dimensions of the interconnect are shown in Figure 12 (b) and Figure 12 (c). The optimization process used Calibre xRC, rule-based extractor [20], to extract the parasitic elements of the interconnect structure.

### C. TESTING THE LAYOUT ROUTING OPTIMIZATION METHOD USING CIRCUIT DESIGNS

The routing optimization algorithm, shown in Figure 11, was tested across different designs that include Ring Oscillators (92752).
FIGURE 12. An experimental interconnect structure that is used for verifying the sensitivity circuit models and the optimization algorithm highlighting (a) the nodes, (b) the dimensions in the x-direction, and (c) the dimensions in the y-direction, given that all dimensions are in µm.

FIGURE 13. The experimental interconnect structure after the optimization process.

(RO) of 7nm process node, folded cascode operational amplifiers with common mode feedback of 65nm process node, and voltage-controlled oscillator (VCO) of 40nm process node. The proposed routing algorithm was integrated in a template-based layout optimization flow, where the proposed routing optimization method replaced the template-based router. The performance of the proposed optimization method was tested in terms of the generated layout performance and the routing optimization runtime. The responses of generated layouts were measured in two steps. First, the parasitic elements of layouts were extracted using Calibre xRC, rule-based extractor [20], in order to be used as inputs to a circuit simulator. Second, the circuit responses (or performances) were measured using Eldo circuit simulator [38]. Moreover, the simulated circuit responses of the layouts, which were generated by using the proposed optimization method, were compared against the simulated circuit responses of the layouts, which were generated by using the traditional template-based layout optimization method that is described in [13], [14], [25], and [27].

1) RING OSCILLATOR (7NM)

As for the RO(7nm), six different RO designs each with 31 stages were tested using 0.75V as an operating voltage. The routing optimization, shown in Figure 11, used the delay cost function in (9) and its corresponding sensitivity circuit models. The testing of the proposed routing
optimization algorithm considered two different scenarios of cost functions. The first one considered a cost function with three circuit moments, whereas the second one considered a cost function with five circuit moments. The optimization of RO routes included the input and output pins (i.e., input and output routes) for each RO stage. As shown in Table 8, the proposed routing method managed to achieve better simulated delay results in the case of using a cost function with five moments. Moreover, the proposed method managed to reduce the delay of the six RO designs by 9.32%, 10.33%, 10.79%, 9.68%, 10.65%, and 11.1%, respectively, as compared to traditional template-based methods. The relative speedup of the proposed method (using five moments) as compared to the traditional template-based method for the six designs is 9.06, 8.91, 9.48, 8.7, 9.27, and 8.54, respectively.

The reason behind such improvements is that traditional template-based optimization methods use multiple circuit simulations in order to identify the parasitic bounds, and each simulation consumes around 29 minutes. As for the delay improvements, traditional template-based methods use simplified parasitic formulas that are not suitable for advanced process technology nodes, whereas the proposed method uses the proposed incremental extraction method. As for the area, both optimization methods provided almost the same area.

2) FOLDED CASCODE DIFFERENTIAL AMPLIFIER WITH COMMON MODE FEEDBACK (65NM)
Folded cascode differential amplifiers with common mode feedback (CMFB) circuits were tested using three different specifications. The amplifiers were developed using 65nm technology.

Table 9 shows the simulated results of the proposed routing optimization method as compared to a traditional template-based method over the first layout design of a folded cascode differential amplifier. Table 10 shows the simulated results of the proposed routing optimization method as compared to a traditional template-based method over the second layout design of a folded cascode differential amplifier. Table 11 shows the simulated results of the proposed routing optimization method as compared to a traditional template-based method over the third layout design of a folded cascode differential amplifier.

The simulated results of the proposed routing optimization method as compared to a traditional template-based method over the first layout design of a folded cascode differential amplifier:

| Spec                  | Without parasitic elements | Spec                  | Without parasitic elements | Opt. using Traditional Method | Opt. using the proposed Method |
|-----------------------|-----------------------------|-----------------------|-----------------------------|--------------------------------|---------------------------------|
| Gain (dB)             | 60.0                        | Gain (dB)             | 50.0                        | 51.1                           | 51.1                            |
| GBW (Hz)              | 350M                        | GBW (Hz)              | 300M                        | 313M                           | 309M                            |
| PM (%)                | 60.0                        | PM (%)                | 50.0                        | 51.8                           | 50.7                            |
| Output swing (V)      | 0.8                         | Output swing (V)      | 0.9                         | 0.89                           | 0.89                            |
| Routing optimization runtime | 4.3 minutes               | Routing optimization runtime | 4.5 minutes | 1.34 minutes | 1.41 minutes |
| Area (µm²)            | 2958                        | Area (µm²)            | 3162                        | 3150                           | 3145                            |
Opt.: Optimization.
Table 12 shows the simulated performance results of the VCO designs in the case of 1) removing interconnect (i.e., routes) parasitic elements, 2) using traditional template-based optimization method, 3) using the proposed optimization method with a cost function of three moments, and 4) using the proposed optimization method with a cost function of five moments. The simulated results show that the proposed routing optimization algorithm, using cost functions with five moments, managed to optimize the center frequency and the phase noise by percentages of 1.96%, 1.23%, and 7.1%, respectively, as compared to traditional template-based methods. Moreover, the optimization runtime of the proposed method is 6.8X faster than the traditional template-based method.

**VII. CONCLUSION AND FUTURE WORK**

A parasitic-aware layout routing optimization methodology is developed. Existing layout routing optimization methods suffer from three main problems. First, they rely on many circuit simulations to calculate the parasitic bounds. Second, they rely on either simple parasitic models, which provide poor accuracy, or a full layout extraction, which consumes a lot of time, in order to extract the parasitic elements of a given layout during the optimization process. Third, they do not provide a mechanism to analyze the impact of parasitic elements and corresponding geometries on a system’s performance. The proposed methodology overcomes such limitations by providing novel sensitivity circuit models that help circuit designers in analyzing the impact of parasitic elements and corresponding layout geometries on a system’s performance. Moreover, it provides a novel incremental parasitic capacitance extraction methodology that helps in providing a significant speeding up in the optimization runtime with minimal impact on the accuracy as compared to those methods that use a full layout extraction. The proposed optimization method uses a nonlinear programming technique to modify and optimize the problematic routes based on the proposed sensitivity circuit models. The proposed methodology is tested over different ring oscillator designs of 7nm process node and folded cascode differential amplifiers of 65nm process node. The experimental results show that the proposed methodology managed to achieve better accuracy and runtime results as compared to traditional template-based layout routing optimization methods. The proposed methodology managed to identify and optimize the problematic geometries in critical routes with up to 10% improvements in the performance and a speed up of 3 to 9X as compared to traditional template-based methods.

As for future works, the proposed methodology only considers the RC parasitic elements. Hence, their models are appropriate for local interconnect at any frequency and global interconnect at a lower frequency. For high frequency global interconnect, inductance and more complex models need to be included. Therefore, the future work aims to extend this work to consider the different inductance effects.
APPENDIX

A. MOMENTS SENSITIVITY TO A PARASITIC ELEMENT

The derivations of moments sensitivity to a parasitic element, in (16) and (17), are as below:

By differentiating (4) with a certain parasitic element \( P_i \) we get:

for \( m_0 \): differentiating \( (G m_0 = b) \) with \( P_i \)

\[
\frac{\partial}{\partial P_i} (Gm_0) = \frac{\partial}{\partial P_i} (b).
\]

Therefore,

\[
\frac{\partial G}{\partial P_i} m_0 + \frac{\partial m_0}{\partial P_i} = 0.
\]

Similarly, for \( m_1 \): differentiating \( (G m_1 + C m_0 = 0) \) with \( P_i \)

\[
\frac{\partial}{\partial P_i} (Gm_1) + \frac{\partial}{\partial P_i} (Cm_0) = 0.
\]

Therefore,

\[
\frac{\partial G}{\partial P_i} m_1 + \frac{\partial m_1}{\partial P_i} + \frac{\partial C}{\partial P_i} m_0 + C \frac{\partial m_0}{\partial P_i} = 0.
\]

Eventually,

\[
\frac{\partial m_1}{\partial P_i} = -G^{-1} \left( \frac{\partial G}{\partial P_i} m_1 + \frac{\partial C}{\partial P_i} m_0 + C \frac{\partial m_0}{\partial P_i} \right).
\]

Similarly, for \( m_2 \) till \( m_k \), where \( (G m_k + C m_k-1 = 0) \):

\[
\frac{\partial}{\partial P_i} (Gm_k) + \frac{\partial}{\partial P_i} (Cm_{k-1}) = 0.
\]

\[
\frac{\partial m_k}{\partial P_i} = -G^{-1} \left( \frac{\partial G}{\partial P_i} m_k + \frac{\partial C}{\partial P_i} m_{k-1} + C \frac{\partial m_{k-1}}{\partial P_i} \right), \quad k \geq 1,
\]

where \( m_k \) is an \( n \) vector of moments and \( n \) is the number of nodes in an RC network. This model represents a general model for moments sensitivity to a certain parasitic element. For a certain target node, the moment sensitivity to a parasitic element \( P_j \) is given by:

\[
\frac{\partial m_0}{\partial P_j} = -G^{-1} \frac{\partial G}{\partial P_j} m_0, \quad \text{and}
\]

\[
\frac{\partial m_k}{\partial P_j} = -G^{-1} \left( \frac{\partial G}{\partial P_j} m_k + \frac{\partial C}{\partial P_j} m_{k-1} + C \frac{\partial m_{k-1}}{\partial P_j} \right), \quad k \geq 1,
\]

where \( C \) is the capacitors matrix, \( G \) is the admittance matrix, and \( m_0 \) to \( m_k \) are circuit moments at a given node.

The parasitic element \( P_j \) in (29) and (30) can be either a resistive or capacitive element. The derivations for both cases are as follows.

1) MOMENTS SENSITIVITY TO A PARASITIC RESISTIVE ELEMENT

The moment sensitivity to a parasitic resistive element \( R_j \) is obtained by substituting a parasitic element parameter \( P_i \) in (29) and (30) with a resistive element \( R_j \) as below:

\[
\frac{\partial m_0}{\partial R_j} = -G^{-1} \frac{\partial G}{\partial R_j} m_0, \quad \text{and}
\]

\[
\frac{\partial m_k}{\partial R_j} = -G^{-1} \left( \frac{\partial G}{\partial R_j} m_k + \frac{\partial C}{\partial R_j} m_{k-1} + C \frac{\partial m_{k-1}}{\partial R_j} \right), \quad k \geq 1.
\]

However, some terms might have special values when they are differentiated with a parasitic resistive element \( R_j \) as below:

\[
\frac{\partial C}{\partial R_j} = 0,
\]

because \( C \) is the capacitance matrix and differentiating it with a resistive element gives zero. Moreover, \( dG/dR_i \) is obtained as below:

\[
\frac{\partial G}{\partial R_i} = \frac{\partial G}{\partial g_i} \frac{1}{g_i} \frac{\partial g_i}{\partial R_i},
\]

where \( g_i = (1/R_i) \). Therefore,

\[
\frac{\partial G}{\partial g_i} \frac{\partial g_i}{\partial R_i} = -R_i^{2},
\]

\[
\frac{\partial G}{\partial R_i} = -R_i^{-2} \frac{\partial g_i}{\partial g_i}.
\]

As a result, the moments sensitivity to a parasitic resistive element \( R_j \) is given by:

for \( m_0 \):

substitute (36) in (31), we get:

\[
\frac{\partial m_0}{\partial R_j} = G^{-1} \frac{1}{R_j^2} \frac{\partial G}{\partial g_i} m_0.
\]

which represents the moment \( (m_0) \) sensitivity to a certain parasitic resistive element at a given node.

for \( m_k \), \( k \geq 1 \), substitute (33) and (36) in (32), we get:

\[
\frac{\partial m_k}{\partial R_j} = -G^{-1} \left( -\frac{1}{R_j^2} \frac{\partial g_i}{\partial g_i} m_k + C \frac{\partial m_{k-1}}{\partial R_j} \right), \quad k \geq 1.
\]

which represents the moment \( (m_k) \) sensitivity to a certain parasitic resistive element when \( k \geq 1 \) at a given node.

2) MOMENTS SENSITIVITY TO A PARASITIC CAPACITIVE ELEMENT

The moment sensitivity to a parasitic capacitive element \( C_j \) is obtained by substituting a parasitic element parameter \( P_i \) in (29) and (30) with a capacitive element \( C_j \) as below:

\[
\frac{\partial m_0}{\partial C_j} = -G^{-1} \frac{\partial G}{\partial C_j} m_0, \quad \text{and}
\]

\[
\frac{\partial m_k}{\partial C_j} = -G^{-1} \left( \frac{\partial G}{\partial C_j} m_k + \frac{\partial C}{\partial C_j} m_{k-1} + C \frac{\partial m_{k-1}}{\partial C_j} \right), \quad k \geq 1.
\]
However, some terms might have special values when they are differentiated with a parasitic capacitive element \((C_{C})\) as below:

\[
\frac{\partial G}{\partial C_{C}} = 0, \quad (41)
\]

because \(G\) is the admittance matrix and differentiating it with a capacitive element gives zero.

As a result, the moments sensitivity to a parasitic capacitive element \((C_{C})\) is given by:

for \(m_{0}\), substitute (41) in (39), we get:

\[
\frac{\partial m_{0}}{\partial C_{C}} = 0, \quad (42)
\]

which represents the moment \((m_{0})\) sensitivity to a certain parasitic capacitive element at a given node.

for \(m_{k}, k \geq 1\), substitute (41) in (40), we get:

\[
\frac{\partial m_{k}}{\partial C_{C}} = -G^{-1} \left( \frac{\partial C}{\partial C_{C}} m_{k-1} + C \frac{\partial m_{k-1}}{\partial C_{C}} \right), \quad k \geq 1 \quad (43)
\]

which represents the moment \((m_{k})\) sensitivity to a certain parasitic capacitive element when \(k \geq 1\) at a given node.

**B. RELATIVE COST FUNCTION SENSITIVITY TO A PARASITIC ELEMENT**

The derivations of the relative cost function sensitivity to a parasitic element, in (18), are as below:

Assuming two systems, the output response of the first system is given by:

\[
S_{1}(s) = m_{0} + m_{1}s + m_{2}s^{2} + m_{3}s^{3} + \ldots, \quad (44)
\]

whereas the output response of the second system is given by:

\[
S_{2}(s) = m_{0}' + m_{1}'s + m_{2}'s^{2} + m_{3}'s^{3} + \ldots \quad (45)
\]

Therefore, the relative cost function (RCF) between the two systems is given by:

\[
\text{RCF} = \sum_{i=0}^{q} \frac{(m_{i} - m_{i}')^{2}}{m_{i}^{2}}, \quad (46)
\]

where \(q\) represents the required order of circuit moments.

differentiating (46) with a parasitic element \((P_{1})\) gives:

\[
\frac{\partial \text{RCF}}{\partial P_{1}} = \frac{\partial}{\partial P_{1}} \left( \frac{(m_{0} - m_{0}')^{2}}{m_{0}^{2}} + \frac{(m_{1} - m_{1}')^{2}}{m_{1}^{2}} + \ldots \right). \quad (47)
\]

Let

\[
\text{RCF}_{m_{k}} = \frac{(m_{k} - m_{k}')^{2}}{m_{k}^{2}}. \quad (48)
\]

Therefore,

\[
\frac{\partial \text{RCF}}{\partial P_{1}} = \frac{\partial}{\partial P_{1}} \left( \text{RCF}_{m_{0}} + \text{RCF}_{m_{1}} + \ldots \right). \quad (49)
\]

Use \(m_{0}\) to \(m_{k}\) as intermediate variables for differentiation, we get:

\[
\frac{\partial \text{RCF}}{\partial P_{1}} = \frac{\partial \text{RCF}_{m_{0}}}{\partial m_{0}} \frac{\partial m_{0}}{\partial P_{1}} + \frac{\partial \text{RCF}_{m_{1}}}{\partial m_{1}} \frac{\partial m_{1}}{\partial P_{1}} + \ldots \quad (50)
\]

As a result,

\[
\frac{\partial \text{RCF}}{\partial P_{1}} = \sum_{k=0}^{n} \frac{\partial \text{RCF}_{m_{k}}}{\partial m_{k}} \frac{\partial m_{k}}{\partial P_{1}}. \quad (51)
\]

This model has two components. The first component is \((\partial \text{RCF}_{m_{k}} / \partial m_{k})\). It is obtained by differentiating (48) with a certain moment \((m_{k})\) as below:

\[
\frac{\partial \text{RCF}_{m_{k}}}{\partial m_{k}} = 2 \frac{(m_{k} - m_{k}')^{2}}{m_{k}^{2}}. \quad (52)
\]

The second component \((\partial m_{k} / \partial P_{1})\) is already obtained in (29) and (30). By substituting (29), (30) and (52) in (51), we get:

\[
\frac{\partial \text{RCF}}{\partial P_{1}} = 2 \frac{(m_{0} - m_{0}')}{m_{0}^{2}} \left( -G^{-1} \frac{\partial G}{\partial P_{1}} m_{0} \right)
\]

\[
+ \sum_{k=1}^{n} \left( 2 \frac{(m_{k} - m_{k}')}{m_{k}^{2}} \right) \left( -G^{-1} \frac{\partial G}{\partial P_{1}} m_{k} + \frac{\partial C}{\partial P_{1}} m_{k-1} + C \frac{\partial m_{k-1}}{\partial P_{1}} \right) \right). \quad (53)
\]

which represents the relative cost function (RCF) sensitivity to a certain parasitic element \((P_{1})\) at a given node.

**C. DELAY COST FUNCTION SENSITIVITY TO A PARASITIC ELEMENT**

The derivations of the delay cost function sensitivity to a parasitic element, in (19), are as below:

The delay cost function (DCF) is given by, based on [37]:

\[
\text{DCF} = a_{1} \cdot m_{1} + a_{2} \cdot \frac{m_{2}}{m_{1}} + a_{3} \cdot \frac{m_{3}}{m_{1}^{2}} + \ldots + a_{q} \cdot \frac{m_{q}}{m_{1}^{(q-1)}}. \quad (54)
\]

differentiating (54) with a parasitic element \((P_{1})\) gives:

\[
\frac{\partial \text{DCF}}{\partial P_{1}} = \frac{\partial}{\partial P_{1}} \left( a_{1} \cdot m_{1} + a_{2} \cdot \frac{m_{2}}{m_{1}} + a_{3} \cdot \frac{m_{3}}{m_{1}^{2}} + \ldots + a_{q} \cdot \frac{m_{q}}{m_{1}^{(q-1)}} \right). \quad (55)
\]

Therefore,

\[
\frac{\partial \text{DCF}}{\partial P_{1}} = a_{1} \cdot \frac{\partial m_{1}}{\partial P_{1}} + a_{2} \cdot \left( \frac{m_{2}}{m_{1}} \cdot \frac{1}{m_{1}} \right) + a_{3} \cdot \left( -m_{1}^{-2} \cdot \frac{1}{m_{1}} \right) + \ldots + a_{q} \cdot \left( \frac{m_{q}}{m_{1}^{(q-1)}} \cdot \frac{1}{m_{1}^{(q-1)}} \right). \quad (56)
\]
As a result, 
\[
\frac{\partial \text{DCF}}{\partial P_i} = a_1 \cdot \frac{\partial m_1}{\partial P_i} + \sum_{k=2}^{q} \left[ a_k \left( \frac{\partial m_k}{\partial P_i} \cdot \frac{1}{m_{k-1}!} + m_k \cdot \frac{1}{m_k!} \cdot \frac{\partial m_1}{\partial P_i} \right) \right]
\]
(57)

which represents the delay cost function sensitivity to a parasitic element \( P_i \) at a given node.
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