Towards high-accuracy classifying attention-deficit/hyperactivity disorders using CNN-LSTM model
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Abstract

Objective. The neurocognitive attention functions involve the cooperation of multiple brain regions, and the defects in the cooperation will lead to attention-deficit/hyperactivity disorder (ADHD), which is one of the most common neuropsychiatric disorders for children. The current ADHD diagnosis is mainly based on a subjective evaluation that is easily biased by the experience of the clinicians and lacks the support of objective indicators. The purpose of this study is to propose a method that can effectively identify children with ADHD.

Approach. In this study, we proposed a CNN-LSTM model to solve the three-class problems of classifying ADHD, attention deficit disorder (ADD) and healthy children, based on a public electroencephalogram (EEG) dataset that includes event-related potential (ERP) EEG signals of 144 children. The convolution visualization and saliency map methods were used to observe the features automatically extracted by the proposed model, which could intuitively explain how the model distinguished different groups.

Main results. The results showed that our CNN-LSTM model could achieve an accuracy as high as 98.23% in a five-fold cross-validation method, which was significantly better than the current state-of-the-art CNN models. The features extracted by the proposed model were mainly located in the frontal and central areas, with significant differences in the time period mappings among the three different groups. The P300 and contingent negative variation (CNV) in the frontal lobe had the largest decrease in the healthy control (HC) group, and the ADD group had the smallest decrease. In the central area, only the HC group had a significant negative oscillation of CNV waves.

Significance. The results of this study suggest that the CNN-LSTM model can effectively identify children with ADHD and its subtypes. The visualized features automatically extracted by this model could better explain the differences in the ERP response among different groups, which is more convincing than previous studies, and it could be used as more reliable neural biomarkers to help with more accurate diagnosis in the clinics.

1. Introduction

Attention is the cognitive process of selecting and focusing on related stimuli, and it is a very important cognitive ability in people’s daily life. According to the clinical practice guideline of the American Academy of Pediatrics, attention-deficit/hyperactivity disorder (ADHD) is the most common neurobehavioral disorder of childhood and can profoundly affect the academic achievement, well-being, and social
interactions of children [1]. Attention deficit disorder (ADD) is a subtype of ADHD, which is characterized by only inattention, not involving impulsivity and hyperactivity. The existing study indicates that ADHD is a highly complex and heterogeneous disorder in terms of its multi-factorial etiological risk factors, diverse neurocognitive impairments, and comorbid problems [2]. The underlying causes in terms of neurophysiology are related to changes in the activity of the frontal cortex [3], dopaminergic processing [4] and decreased functional brain network connectivity [5]. The most widely used ADHD diagnostic standards in the world are the Diagnostic and Statistical Manual-5 and the 10th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-10). These methods are based on the subjective evaluation of behavioral psychology and clinicians which lack the support of objective measurement indicators.

Traditional machine learning methods have been used to evaluate the usefulness of functional imaging data such as electroencephalogram (EEG) [6]. It typically needs to perform feature extraction to obtain effective features and build prediction or clustering models to find neural markers [7]. Tenev [8] used SVM method combining data from multiple experimental conditions to classify ADHD and the results lacked further comparison and verification. Altnukaynak [9] used k-nearest neighbors, SVM, Random Forest, logistic regression, and other machine learning methods to classify ADHD, whereas the feature data of multiple dimensions needed complicated calculations. When the data of more electrodes and more subjects were involved, the calculation process became more complicated, and the feature representation was also difficult to explain. Although this method is helpful for the diagnosis of ADHD, their processing process is very different, and the research results lack a certain connection. The deep learning method can calculate all the information of the dataset and automatically extract the features, without the need for complex feature screening processes. There have been some studies using deep learning methods on ADHD classification and achieved good accuracy [10–14]. However, these studies used the same publicly available dataset ADHD-200 which is MRI data, while other EEG studies used data collected separately and lack an open dataset as a [15–17]. Due to characteristics such as real-time, ease of use, non-invasiveness, and low cost, EEG has more advantages than MRI in the field of clinical diagnosis.

In this study, we selected an existing open-source dataset of EEG research as the research object after careful investigation [18]. It was used to solve a three-class problem and the results of the original study were not satisfactory. The classification accuracy of healthy children and ADHD subtypes is only 83% after removing the data with low model accuracy. In our study, we proposed a CNN-LSTM model based on the existing CNN model to test this dataset and decode the brain activities of different groups. Chen proposed a combined CNN-LSTM model to automatically identify six types of ECG signals [19]. Xu et al proposed a 1D CNN-LSTM model for automatic recognition of epileptic seizures and achieved 99.39% and 82.00% on the binary and five-class task respectively [20]. Xu et al also proposed a network that combined LSTM units with CNN to explore temporal features in face anti-spoofing tasks [21]. Tasdelen proposed a CNN-LSTM network to solve the classification problem of microRNA, and its processing data was a complex gene sequence [22]. Compared with similar studies, our research tried to employ and modify the popular CNN-LSTM model specially for the ADHD recognition application, so as to understand the link between the attention deficits in children and their electrical brain activities.

In general, using the deep learning method to classify ADHD and the healthy group is a new way to understand the mechanism of attention. The previous study tended to choose some features from a subjective perspective and then analyze the changes between them, which was always not comprehensive enough. Human cognitive activities and the corresponding EEG information are very complicated. A more reasonable research idea should be to first learn all the information in the way of artificial intelligence, draw certain conclusions, then analyze the characteristics of the learning process, and finally verify it through more experiments and data.

Although deep learning methods can effectively classify different groups of children, the principle of its classification is still unknown. Since all network layers only have input and output, its learning process is still a black box for us, which is not conducive to subsequent cognitive function research. The existing research had proposed some methods to explain the decision of deep learning nonlinear classifiers [23–25]. These methods are usually based on the calculation of network gradient data. Considering the complex calculation differences involved in various methods and their unknown effectiveness, we used a saliency map [26] and focused on the visualized comparison of brain electrical activities.

It should be noted that the visualization of the network model is very important because it can not only help us understand the intermediate learning process of the network but also in-depth explore the cognitive function information contained in the automatically extracted features. The content of this study is to carry out sufficient visualized analysis based on the effective identification of ADD and ADHD children, which can find potential neural biomarkers and provide a basis for clinical diagnosis.
2. Materials and methods

2.1. Data description
The EEG data used in this article comes from the Department of Child and Adolescent Psychiatry, the Technical University of Dresden, and are shared by professor Beste on https://osf.io/6594x/. According to the previous related paper [18], this data was approved by the local ethics committee, and the informed written assent/consent was obtained from all participants. The subjects included 144 children (44 healthy controls (HCs), 52 ADD, 48 ADHD), of which 100 children with AD(H)D had undergone professional clinical diagnosis such as ICD-10. Hyperactivity (\(p < 0.001\)) and impulsivity (\(p < 0.001\)) were significantly more pronounced in patients with ADHD than in those with ADD. There were no differences in age, IQ, or gender distribution among the groups (all \(F < 1.5\), all \(p > 0.3\)). And more information about this dataset can be found in his paper.

The EEG data input by the neural network is generally categorized into 3 classes: time-domain waveform data, frequency-domain oscillatory data and connection matrix of the functional brain network. This dataset was collected in a time estimation task, which belongs to event-related potential (ERP) data [27]. During the task, participants were asked to press a button when they thought 1200 milliseconds had passed after the visual stimulus (a white square on a black background). After the data undergoes 0.5–20 Hz filtering, independent component analysis to remove eye artifact, myoelectricity and other preprocessing methods, it will be input into the neural network model as a time-domain waveform type. ERP data has the characteristics of low-frequency, time-locked external stimulus, specific clear waveforms, etc., and is considered to contain rich cognitive function information. A brief description of preprocessed ERP data is given below. 144 participants contain 33 902 trials (10 129 trials for HC group, 13 031 trials for ADD group, 10 742 trials for ADHD group), each with 56 EEG channels and 385 time points. The data were downsampled to 256 Hz and the time length of each trial is 1.5 s. All data were used for a three-class classification. In general, the ERP data input to the neural network model was only preprocessed such as denoising and was still a time-domain waveform without calculating any features.

2.2. Classification methods
2.2.1. CNN-LSTM model
In this study, a model in which convolution neural network (CNN) and long short-term memory (LSTM) network were connected in series was designed to learn EEG architecture. This CNN-LSTM model was improved from the previous CNN model that processed a large amount of EEG datasets. Therefore, the CNN-LSTM model can be applied to the recognition and classification of multiple different EEG signals which represent different groups. Moreover, the CNN-LSTM model can produce interpretable features that have similar patterns or specific areas of interest relative to the original signal. The visualization and full description of the CNN-LSTM model were shown in figure 1, respectively. The input data of the model was channels and time points, which are 56 and 385 in this dataset. In the training stage, the input batch size was 256, the learning rate was 0.001, and training iterations were 300 epochs. The Adam optimizer and categorical cross-entropy loss function were used in the model compile. The early stop and learning rate reduction methods were also used to optimize the training process. In the above two callback methods, the loss parameters of the validation dataset were supervised. If it did not continue to decrease in 5 epochs, the learning rate would be multiplied by 0.5. And the training terminated if the loss was no longer decreasing in 20 epochs. All relevant codes of the CNN-LSTM model were running on 4 NVIDIA TITAN Xp GPU, with CUDA 11 and cuDNN v8.1, in Tensorflow [28], using Keras API [29]. The related code used in this research was attached to Github (https://github.com/zhemuzzz/EEG-classification-code).

The CNN-LSTM model architecture is divided into three blocks. In block 1, two convolutional steps were applied to compress the spatial and temporal characteristics of EEG. The convolutional part is similar to the EEGNet model [30] and some parameters and structures are adjusted appropriately according to the characteristics of this dataset. First, the 2D convolutional filters of size (1, 50) were used to extract the temporal features containing 200 ms window which output feature maps that capture frequency information at 5 Hz (sample rate is 256 Hz). Then a depthwise convolution [31] of size (C, 1) was used to learn spatial information. Depthwise convolution is a type of convolution where we apply a single spatial filter for each input feature map so that it can keep each channel separate and reduce the number of trainable parameters. We set the depth parameter \(D = 2\), so each temporal kernel produces two spatial filters (as shown in figure 1). After passing each layer of convolution, the batch normalization layer was used to make convolutional neural networks faster and more stable [32]. The exponential linear unit (ELU) was used as the activation layer to solve the problem of vanishing gradients and exploding gradients [33]. After that, average pooling operation with pool size (1, 40) and stride size (1, 20) was used to downsample the convolution output along its temporal dimensions. At the end of block 1, the dropout layer was used to prevent training overfitting [34].

In block 2, two LSTM layers formed the main part of the recurrent neural network architecture. The outputs of the convolution part in block 1 will be reshaped and input to the LSTM layer. The input to the next LSTM layer is the output time sequence of the
Figure 1. Overall visualization of the CNN-LSTM model architecture. Lines represent the connections between network layers, and shape graphics represent the input and output of the layers. The network starts with a temporal convolution (Conv2d part) to learn time-domain filters, then uses a depthwise convolution (DepthwiseConv2d part), connected to each feature map of Conv2d outputs individually, to learn spatial filters. In the recurrent neural network part, two LSTM layers will process the sequence of a temporal summary feature map, which learn how to classify the abstract features of time series.

Each LSTM layer has U units and a common unit is composed of a cell, an input gate, an output gate and a forget gate \[35\]. The cell remembers values over arbitrary time intervals and the three gates regulate the flow of information into and out of the cell. An LSTM unit includes hidden states and cell states, and the input of the first LSTM layer is a time series of hidden states. After updating the states of the three gates in turn, the cell state and hidden state of the next time step can be obtained. LSTM networks are well-suited to classifying time series data since there can be lags of important temporal information between events in EEG signals.

In block 3, one dense layer constitutes the final classification part, and the final classification results will be output through the Softmax activation function.

The CNN-LSTM model proposed in this paper selects the most suitable convolution part for EEG features after learning from existing CNN models and it reduces the depth of convolutional layers. Additionally, visualization operations are performed throughout the whole training cycle of the model to extract the time-frequency features required for traditional EEG analysis. Compared with other CNN-LSTM models, this model has more advantages in EEG data processing, visual analysis of EEG time-domain waveforms and spectral energy changes.

2.2.2. Comparison with existing CNN approaches

This research will compare the classification performance of the proposed CNN-LSTM model with the existing CNN models. ShallowConvNet and DeepConvNet models were proposed to decode imagined or executed tasks from raw EEG [36]. They had achieved 84.0% decoding accuracy on brain-computer interface (BCI) competition IV 2a and 2b datasets. EEGNet model [30] has been compared with these two models on multiple datasets such as P300 ERP, feedback error-related negativity, movement-related cortical potential, and sensory motor rhythm. In short, these three network models have shown good classification results on multiple EEG datasets. It is necessary to compare the CNN-LSTM proposed in this article with them in various aspects.

The EEGNet architecture consists of three convolution layers with a dense layer for classification and the previous Conv2D layer and DepthwiseConv2D layer are consistent with the block 1 part of CNN-LSTM. In the original parameter setting for 128 Hz signal, the convolution size of the Conv2D layer is (1, 64), the depth parameter D is 1 and the pool size of averagePool2D layer is (1, 4). EEGNet then uses a separable convolution to learn how to summarize individual feature maps in time (the depthwise convolution) with how to optimally combine the feature maps (the pointwise convolution).

The ShallowConvNet architecture consists of a temporal convolution (25 time points), a spatial convolution (44 channels), a squaring nonlinearity \(f(x) = x^2\), a mean pooling layer and a log nonlinearity \(f(x) = \log(x)\). It was designed to learn the temporal structure of the band power changes within the trial. The DeepConvNet architecture consists of four convolution-max-pooling blocks and its first block has a temporal convolution and spatial filters that could better handle a large number of input channels.

As shown in the table 2 architecture section, the number of filters (convolution kernel) for the four models was 100, 400, 40 and 150 in order.
DeepConvNet is a variant of ShallowConvNet that increases the depth of the network. The first two convolutional layers of CNN-LSTM learn the architecture of EEGNET, which does not have a third layer of convolution but adds a small number of LSTM units (20 units). The number of training parameters of the final four network models is 23883, 179528, 2080, 13713 in sequence.

In general, the conventional CNN directly compresses the local spatiotemporal features obtained by shallow convolution and extracted more abstract features in the depth layer. Signal data related to EEG involves the influence of the number of channels and event-related time periods, and the compression of its spatiotemporal features does not require the use of excessively deep networks. In neuroscience, the rhythmic activity behind EEG signals is related to different frequency bands and brain regions, and the waveform of the previous time period may have a propagation relationship with the subsequent waveform. The network structure of CNN is limited to extracting local features in the data matrix, while LSTM can perform associated learning on the entire task-related time period data. For example, the EEG signal data is usually 32 or 64 channels, the time of one trial is usually about 2 s, and the time range of the ERP related waveform is about 100 ms to 300 ms. That is to say, the model needs to learn features with a certain length of time and spatial connection, and too many convolutions will extract too short and meaningless features. The more graph convolutional layers are used, the local features extracted by their nodes tend to converge to the same vector so that the information of the signal is over-squeezed into regions of fixed size. Therefore, excessive convolution of EEG data will lead to the depression of network learning ability. Shallow convolution has been proved to be effective for EEG spatiotemporal feature extraction, and the serial connection of LSTM can more appropriately learn the underlying meaningful EEG activity features associated with multiple ERP waveforms.

2.2.3. Data analysis

In this study, five-fold cross-validation and leave-one-out-cross-validation (LOOCV) were used to measure model performance. In five-fold cross-validation, 6000 trials were randomly selected from 33902 trials as the test set in each fold. Then the training set and the validation set were selected at a ratio of 4:1 in the remaining trials. In the LOOCV method, each subject was used as the test set, and 20 other subjects were randomly selected as the validation set, and the rest of the data was used for training. Both verification methods are cross-subject, while five-fold cross-validation is based on trials, and LOOCV is based on subjects.

In addition to accuracy indicators, there are also sensitivity, specificity, AUC, and F1 scores. Sensitivity is the probability of testing positive in the gold standard judged by the disease (positive) population. Specificity is the probability of testing negative in people whose real label is negative. AUC is the area under the receiver operating curve which means the probability that the score of the positive sample is greater than the score of the negative sample in the case of randomly selecting a single sample of different labels. F1 score is the harmonic average of accuracy and recall rate, which can comprehensively indicate model classification performance. In addition, a one-way analysis of variance (ANOVA) method will be used for the brain electrical activity of different groups of children.

2.2.4. Neural network feature visualization

Although deep learning methods can effectively classify children with different attention functions, the learning process and the basis of classification judgment are still a black box. Therefore, the existing research usually looks for methods that can explain the classification performance by automatically extracting features, and these features have certain physiological significance. Here presented two different approaches explaining the classification process of CNN-LSTM.

The first method is to visualize the output of each convolution kernel. This method focuses on the process of how the model learns and understands this dataset. Since the input is ERP data, it has rich time-domain information and 56 channels of spatial information. The output of the convolution kernel corresponds to a temporal or spatial filtering process. In other words, after getting the output of each convolutional layer, and drawing it into a time-domain waveform or spectrogram, we can clearly understand how the network model extracts features.

The second method is to depict a saliency map related to the time-frequency characteristics of EEG. This method aims to identify which input features contribute the most to the classification process and make the classifier decide final outputs [26]. It was calculated by taking the gradient data of the classification score with respect to the input data. Actually, the gradient data comes from the dense layer outputs before the softmax-activation function. That is, we reversely deduce its gradient data from the processed data of all network layers of the entire CNN-LSTM. After obtaining the gradient data, we will draw the corresponding time-frequency feature map and compare it with the original signal. The above two methods are to extract features that have a significant impact on classification, rather than other brain electrical activities, motion artifacts and other noises. In this study, the creation of feature visualization involves using tools such as EEGLAB [37], fieldtrip [38].
3. Results

3.1. Cross-subject classification

In this study, all the data classification is based on cross-subjects and the difference lies in whether it is based on a single subject or a single trial. In the LOOCV method, we tested each subject individually and ran a total of 144 folds in 4 models. In figure 2, The classification results showed large differences in individual brain electrical activity. The average accuracy of the CNN-LSTM model was 39.59%, and the standard deviation was 28.11%. Among the 144 test subjects, some had an accuracy rate of over 90%, while others did not more than 10%. Large individual differences were observed for the EEG classification results. The test results of the other three models were 33.9% (ShallowConvNet, std = 30.4%), 37.78% (DeepConvNet, std = 25.3%), 37.79% (EEGNet, std = 32.7%) respectively. When compared with the three models, the classification performance of the proposed CNN-LSTM model was slightly higher. In the previous study [18], the three-classification accuracy obtained on this dataset using the EEGNet model reached only a chance level of 33%.

In five-fold classification method, the model parameters and architecture were the same as the LOOCV method. The loss changes during training epochs were shown in figure 3. It could be seen that the CNN-LSTM model was relatively stable, and the final loss of its training was relatively smaller. There was much smaller between the loss curve of the training process and the loss curve of the validation process. It indicated that models that converge quickly and steadily had the ability to capture useful features for classification.

The confusion matrix of four models in five-fold cross-validation method was shown in figure 2. It showed that only the CNN-LSTM model exceeded 98% in these three groups (HC, 98.22%; ADD, 98.15%; ADHD, 98.33%). In the ShallowConvNet model, the classification accuracy of the three groups was lower than 96%, and the accuracy of the other two models was much lower than that of CNN-LSTM. In figure 4, we could find that the mean accuracy of CNN-LSTM was 98.23% which was significantly higher than the other CNN models. Furthermore, the CNN-LSTM model has the lowest standard deviation (3.3%) of the classification accuracy.

In table 1, the detailed architecture and classification performance indicator showed that the CNN-LSTM model was better than others. The CNN-LSTM model reached 98.23% of accuracy, 99.11% of specificity, 98.24% of sensitivity, 99.64% of AUC score and 98.22% of F1 score. When ShallowConvNet had the same kernels as CNN-LSTM, the network parameters had reached 23833, and its accuracy was 95.49%, which was lower than CNN-LSTM. The accuracy of DeepConvNet was only 86.06%, even though it had 400 kernels and a large number
of network parameters (179528). Therefore, blindly
increasing the number of convolution kernels and
network parameters could not achieve the ideal clas-
sification results. Given that EEGNet only had 40 ker-
nels, CNN-LSTM appropriately increases the number
of convolution kernels according to the characterist-
cs of this dataset. After adding 20 LSTM units and
modifying the deep convolution layer into a recurrent
neural network, the accuracy was further improved in
this dataset.

Based on the design of the CNN-LSTM model
of this study, we have removed or added convo-
lution layers to compare the performance of our
model with 3 different cases: (1) LSTM only; (2)
less Convolutions + LSTM; (3) excessive Convo-
lutions + LSTM, as shown in table 2. As can be
seen from the table, the accuracy of the model only
reached 45.76% when the convolutional part of the
network was removed, leaving only two layers of
LSTM (Case 1). Less CNN-LSTM was a model that
removed one layer of time series convolution, and its
accuracy was 69.25% (Case 2). Deep CNN-LSTM was
a model that increased to four layers of convolution
and then connect them to the LSTM layer, resulting
in an accuracy rate of 83.46% (Case 3). By comparing
the results of all the four different cases, it was found
our proposed CNN-LSTM model achieved the best
performance with an accuracy as high as 98.23%.

3.2. CNN-LSTM feature visualization
3.2.1. Visualizing the convolutional kernel outputs
In this study, we visualized the feature extraction pro-
cess of each convolution kernel based on the output
of the middle layer of the CNN-LSTM network. As
previously introduced, the first two layers of convo-
lution of CNN-LSTM were similar to EEGNet, which
consisted of a layer of temporal convolution and spa-
tial depth convolution. Then the LSTM part further
learned the convolutionally compressed features. The
data points involved in this process were the hidden
states of multiple time steps data that would be intro-
duced by gradient data in the saliency map.

Since the input was 56 channels, 385 time
points of ERP waveform data and the first layer

Figure 3. The loss changes during training epochs of four models in 5-fold cross-validation. The blue lines indicated the loss of the training dataset, and the orange lines indicated the loss of the validation dataset. The horizontal axis represented the epochs, and the vertical axis represented the size of the loss parameter.
of convolution performed edge padding during the extraction process, we could get waveforms of the same length. There were 50 filters with the length of 50 time points, and it meant that it could capture 5 Hz frequency information. So, we processed the waveforms of 56 channels by time-frequency method, and each filter (convolution kernel) output had a corresponding spectrogram with 1.5 s length and 1–20 Hz range. As shown in figure 5, the time-frequency energy map showed that the first convolutional layer could extract multiple time periods or fixed frequency range signals. We could observe that most filters extracted the energy of two periods which focused on 200–300 ms and 1200–1300 ms. In addition, some filters extracted the energy of a fixed frequency range of the entire 1.5 s time window, some were in the 5 Hz range, and some were in the 10 Hz range. It should be noted that the data displayed here is the signal of

![Figure 4. Confusion matrix of four models in 5-fold cross-validation. The above numbers indicate the accuracy rate, and the following numbers indicate the corresponding trials. The horizontal axis represents the predicted label, and the vertical axis represents the ground truth label.](image-url)

Table 1. Architecture and performance comparison of CNN models and CNN-LSTM model in 5-fold cross-validation.

| Architecture     | ShallowConvNet | DeepConvNet | EEG-NET | CNN-LSTM |
|------------------|----------------|-------------|---------|----------|
| Filters          | 100            | 400         | 40      | 150      |
| Units            | /              | /           | /       | /        |
| Parameters       | 23883          | 179258      | 2080    | 13713    |
| Accuracy         | 95.49%         | 86.06%      | 92.63%  | 98.23%   |
| Specificity      | 97.72%         | 93.27%      | 92.70%  | 99.11%   |
| Sensitivity      | 95.46%         | 86.94%      | 96.32%  | 98.24%   |
| AUC              | 99.49%         | 97.90%      | 98.95%  | 99.64%   |
| F1 score         | 95.48%         | 86.09%      | 92.56%  | 98.22%   |

Table 2. Performance comparison of ablation study in 5-fold cross-validation.

| Parameters   | CNN layers | LSTM layers | Accuracy |
|--------------|------------|-------------|----------|
| LSTM only    | 16713      | 0           | 2        | 45.76%   |
| LessCNN-LSTM | 19613      | 1           | 2        | 69.25%   |
| DeepCNN-LSTM | 247880     | 4           | 2        | 83.46%   |
| CNN-LSTM (this study) | 13713 | 2 | 2 | 98.23% |
Figure 5. Visualization of the first temporal convolutional layer outputs for subject 1 of the HC group. There are 50 time-frequency EEG graphs (from 50 temporal filters), and each subgraph learned the temporal features for a 0.3 s window (50 time points) from the 1.5 s time-length data. The title of each subgraph indicates which filter it belongs to.

Figure 6. Visualization of the second spatial convolutional layer outputs for subject 1 of the HC group. There were 100 time-domain EEG waves (from 2 depthwise kernels), and each subgraph learned the spatial features from 56 channels of 50 temporal convolutions.

In the second layer of convolution, we set the depth parameter to 2 and compressed all channels, so 100 single-channel waveform outputs were obtained. In figure 6, we could observe that quite a few filters extracted low-frequency signals, and a small part of filters extracted signals in the alpha band and beta band. In fact, the low-frequency signals had the characteristics of ERP such as positive or negative waveforms in a specific time period. And the frequency information learned by spatial filters was corresponding to the energy map in the previous convolution layer.

3.2.2. Comparison of gradient data and the original signal

The intermediate learning process of feature extraction had been visualized before, but the final feature extracted by the network model and their connections with the input signals needed to be further explained. Here, the saliency map, which was also called the relevance map, was drawn by calculating the gradient data of each subject. By comparing the original signals and the saliency map's
ERP waves, time-frequency characteristics, and brain function network connections, we got different brain electrical activities of this dataset in detail and further understood how the model judged the possible group distribution.

When the data of all subjects had been drawn, a small part of the subjects in each group had different brain electrical activities due to individual differences (almost 10% ratio), so we selected five representative subjects for each group. The selection principle was that most of the other subjects in the same group had similar brain electrical activities. As shown in figure 7(A), subjects in the same group had a small difference in the original signal ($p < 0.05$), and the brain electrical activities of average signals in three groups were concentrated in the time period before 500 ms. It could be found that the graph after averaging all the trials of subjects from the same group could not visually observe the difference in the time-frequency feature of the three groups. As for gradient data in figure 7(B), subjects corresponding to Part A showed that EEG activities of HC and ADD group focused on time period before 500 ms, while the ADHD group also paid attention to the time period after 1200 ms in addition to this similar activity ($p < 0.05$). It could be found that the original signal energy of a single subject was generally distributed in the low frequency band of the entire time period, and the gradient data obtained through the network model tended to focus on a certain time period. The first time period in the overlap maps showed that the energy of the HC group was stronger than ADD and ADHD groups.

The previously extracted saliency map of gradient data mainly observed the specific time period between different groups. Next, the spatial topographic map was used to observe which channels the network model focused on. After knowing which part of the brain area and which time period the model had extracted, we then looked for the corresponding activity in the original signals to further observe the potential differences between different groups of children in this dataset.

**Figure 7.** Time-frequency EEG map of original signals (A) and gradient data (B). The time length is 1.5 s and the frequency range is 0–20 Hz. All data were averaged from 56 channels and divided into three groups (HC, ADD, ADHD). The title of each subgraph on the left indicates the number of the subject. On the right is the average spectrogram of the original signal (A) and the overlapped maps of gradient data (B). For example, HC-overlap was superimposed from 44 maps of each subject in the HC group.
In figure 8(A), EEG activities of three groups were all distributed on the opposite sides of the parietal lobe, with slightly different intensities. The results showed that the topographic maps between individual subjects were different, even if they belonged to the same group, with some subjects having parietal lobe activity on the left side, some on the right side, and some on both sides ($p < 0.05$). In figure 8(B), EEG activities of gradient data focused on the frontal lobe and there were also some activities near the central area. The distribution of the gradient data of each group on the spatial domain was similar.

In figure 9, it was observed that the three groups of ERP waveforms had commonalities and differences by selecting the electrodes corresponding to the active brain regions. Here, some waveforms were identified according to the time frame. For example, P2 represents a positive wave of about 200 ms and CNV (contingent negative variation) represented continuously oscillating negative waves. In the Fz electrode, the waveforms that appeared were N1, P2, P3, and CNV in sequence. In the relevant frontal area, the waveform in the HC group had the largest drop change, followed by the ADHD group, and the ADD group had the smallest waveform change ($p < 0.05$). Among the three groups, the differences between the P3 wave around 300–400 ms and the CNV wave before 1200 ms were the most obvious. In the Cz electrode, only the HC group had a steady increase in CNV amplitude while the ADD and ADHD groups had relatively small amplitude change ($p < 0.05$). Besides, the P2 wave of the HC group was also the highest, while the ADD group was the lowest. The choice of FZ and Cz was derived from the visualization method of the saliency map. The P7 electrode was located on the left side of the parietal lobe, corresponding to the original signal topographic map activity. Moreover, the activities of P8 on the right were similar to those of P7. Here we marked P2, N2, P3 and CNV waves in order, and found no significant difference in brain electrical activity of the three groups ($F = 2.03, p = 0.1319$). The ERP waveform before 300 ms was related to early visual perception, such as N1, P2, and their differences were not obvious. Waves in the range of 300 ms–1200 ms like P3 wave and CNV wave had a certain difference.

4. Discussion

4.1. The classification results on three-category dataset

In the five-fold cross validation method, the CNN-LSTM model reached 98.23% accuracy which was the highest, and only the CNN-LSTM model exceeded 98% in all three groups. DeepConvNet had the deepest network structure and the most training parameters, but the accuracy was the lowest. This meant that increasing the number of convolution kernels and the depth of the convolution layer could not fully learn effective EEG features. After the part of the temporal filter and spatial filter, the compressed feature was single-channel time points, which was extracted from a specific frequency range. Compared with the CNN network commonly used in two-dimensional image processing applications, the LSTM network had more advantages for learning.
with these data. In general, the most critical part of learning EEG signals is how to extract the information between its time series and multiple channels. EEG information is a long sequence and there are lots of connections between multiple channels. This connection may be short or long distance, and the CNN network may not be suitable for extracting this information\(^3\). From the first part of the model visualization in this paper, it can be found that the features extracted by the CNN model cover activities in multiple frequency bands and complex ERP waveforms. However, this did not help the network to find the final key activities. Therefore, the CNN-LSTM model proposed in this paper can obtain a series of feature maps highly correlated with ERP activity after shallow convolution of complex EEG data. These feature maps will continue to learn through the LSTM layer, which not only avoids excessive convolutional compression, but also learns the relationship between various ERP activities on the timeline, and even learns the potential relationship between every single channel and multiple frequency bands.

When training based on trials, the currently popular models for learning EEG data have achieved good results, and when training based on subjects in the LOOCV method, these models are easy to overfit during the training process, with some subjects having a high accuracy rate, and some close to zero. The poor performance of the subject-based classification is due to the management of the dataset. When the dataset is divided based on subjects, the cardinality of its data distribution becomes only 144 (the total subject number), which is very small compared to the input of the deep learning model. Meanwhile, the data from one subject can be in either the training dataset or the test dataset. As a result, the data for model training is too small, and the individual EEG data for testing is not included in the training set. Given that EEG activities and ERP response of the experimental task show dramatical differences, the model trained by one group of subjects might not be suitable to test another group of subjects, since the EEG features of the two groups show large individual differences. In future research,

---

**Figure 9.** ERP waveforms of original signals at Fz, Cz, P7 electrodes. The vertical axis was the normalized voltage range of the original signals, and the horizontal axis was a time period of 1.5 s, of which 1.2 s was the expected button time response set by the ERP task. The legend showed different lines representing different groups (HC, green; ADD, blue; ADHD, red).
datasets of much larger subject numbers could be used to prevent the problem of overfitting caused by too small cardinality when the dataset is based on subject distribution. Meanwhile, an improved deep learning model that can extract more spatial feature information from multi-channel EEG signals could be employed to identify commonalities and differences between different individuals.

4.2. The CNN-LSTM feature visualization

In the first temporal convolution layer, the output of most convolution kernels was very similar to the time-frequency diagram of the original signal, and its energy was concentrated in 200–300 ms and 1200–1300 ms. These two periods were related to the ERP task of this dataset in that participants were asked to press a button when they thought 1200 milliseconds had passed after the visual stimulus [18]. Therefore, the first period of activity corresponded to the early visual cognitive response, and the latter period of activity corresponding to the process of preparing for movement. Besides, some convolution kernels outputted energy in a fixed frequency range, indicating that the convolutional network could extract frequency-domain features. In the second spatial convolution layer, most of the output low-frequency time-domain waveforms had ERP characteristics. In short, the convolution layer could extract time-domain information with specific waveform and frequency-domain information containing different frequency bands.

As mentioned above, we calculated the gradient data from the output to the input and combined the time-frequency decomposition method to draw the corresponding brain electrical activity map. Relative to the time-frequency diagram of the original signal of each subject, we could find that the model focused on the signal changes in a fixed time period. Then we further found through the EEG topographic map that the channels the model focused on were distributed in the frontal area and central area. In the traditional EEG signal analysis method, we analyzed the cognitive activities of subjects in different groups after obtaining the differences in time-frequency characteristics and tried to find patterns. The results now showed that the activities model focused on were inconsistent with the prominent activities depicted by the original method. In fact, the brain electrical activity collected during the execution of the specified task contained all the cognitive responses at the time, while only part of the cognitive activities determined the differences between different individuals, and other activities should have the same meaning. Simply drawing the energy distribution of the entire time series only got the strongest changes and the most active brain area. These activities might be common to all groups. Therefore, the deep learning method was introduced to solve this problem. It could find potential differences and neural connections without more cumbersome analysis.

After locking the frontal area, central area and two time periods, we only needed to draw the corresponding original signals to analyze the ERP characteristics of different groups. At the Fz electrode, there were indeed differences in the P3 wave and CNV wave. The P3 wave was also called P300 which was thought to index the operation of attention and memory processes engaged during stimulus processing [40]. P300 had differences in amplitude and latency in different groups of people in a variety of experimental tasks. Therefore, it was used as the detection of cognitive impairment diseases [41, 42] and to interpret the underlying neural mechanism of BCI in response to changes in events [43]. Indeed, many studies believed that P300 was related to visual attention and the amplitude was proportional to the number of attentional resources that were available for stimulus processing [44, 45]. It could be found that the HC group had the largest P300 amplitude, and the ADHD group was similar to the ADD group with smaller amplitudes. Although the positive value of the ADD group was the largest, we should pay attention to the magnitude of changes in EEG signals. The previous N1 and P2 parts were related to early visual response, and there was no significant difference [46]. The CNV wave of ADD group had the smallest decrease. The decrease in the CNV wave of the ADHD group and HC group was more obvious than that of ADD group. At the Cz electrode, the most obvious difference was also the CNV wave, only the HC group had a significantly negative oscillation wave. A previous study showed that these activities did exist at the Cz electrode in this dataset [27]. One related study had proposed an activation-executive model to help diagnose ADHD, where the activation cortexes were the frontal area and central area [3]. And the CNV wave was considered to reflect a common core preparatory process related to brain system optimization [47]. The earliest discovered active readiness potential for movement response was similar to this CNV activity [48]. In general, we could clearly distinguish three groups of children with different cognitive functions from the difference between CNV wave and P300 wave of frontal area and central area.

In this study, we specifically proposed the CNN-LSTM model for both performance improvement and automatic EEG feature extraction for the ADHD application. Figures 6 and 7 in the original manuscript were examples of visualizing the EEG features automatically extracted by the model. The EEG features extracted by the proposed model may be different from the patterns observed from individual EEG raw signals, but they played a more important role in separating different groups. It should be noted that the feature visualization was very useful because it
could not only help us understand the intermediate learning process of the network but also explore the cognitive-related information contained in the automatically extracted features. In this way, the proposed CNN-LSTM no longer acted as a black box for ADHD classification, and it instead became a powerful tool to explore the possible underlying inherent relation between the EEG features and the attention defects.

5. Conclusions

This paper proposed a CNN-LSTM model for the three-category classification of the ADHD children dataset. The results showed that the proposed model could achieve a much higher accuracy rate of 98.23% when compared with existing models of similar studies. Another advantage of the proposed model is that it could automatically extract and illustrate the key features that are important for accurate classification so that the classification model no longer remained a black box in similar deep learning studies. Among the extracted features, it is observed that the P300 and CNV in the frontal lobe had the largest decrease in the HC group, whereas the ADD group had the smallest decrease. In the central area, only the HC group had a significant negative oscillation of CNV waves. Through deep learning and visualization methods, combined with traditional time-frequency feature analysis, the proposed model can automatically extract the key features and use them to classify different ERP activities from different ADHD groups. The proposed CNN-LSTM model could also be useful for the extraction of important biomarkers and the accurate classification of other evoked potentials.
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