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Abstract

In this paper we first study clusters in type $\tilde{A}$ by collecting them into a finite number of infinite families given by Dehn twists of their corresponding triangulations, and show that these families are counted by the Catalan numbers. We also highlight the similarities and differences between the annuli diagrams used to study clusters and those used to study exceptional sets in type $\tilde{A}$. We then focus on exceptional collections (sets) of modules over path algebras of quivers by first showing that the notion of relative projectivity in exceptional sets is well defined. We finish by counting the number of exceptional sets of representations of type $A$ quivers with straight orientation and using this to count the number of families of exceptional sets of type $\tilde{A}$ with straight orientation.

0 Introduction

Clusters and cluster algebras have been of much interest since the early 2000’s by work of Fomin and Zelevinsky. In [4], it was shown that clusters in type $\tilde{A}_n$ are in bijection with triangulations of an annulus associated to a quiver of type $\tilde{A}_n$, of which there are infinitely many. Using the methods introduced in [14], these triangulations, and hence clusters in type $\tilde{A}_n$, can be placed into families where we move from one member of the family to the next by $2\pi$ clockwise or counterclockwise Dehn twists about the inner circle of the annulus. Our first result, Theorem 2.5, gives how many families of such clusters there are for the straightly orientated quiver of type $\tilde{A}_n$.

In [21], the bijection between clusters and triangulations in type $\tilde{A}_n$ is given explicitly, which we will repeat in this paper for convenience and will be called the cluster convention. In [14], a different convention for assigning arcs on an annulus to exceptional modules is given, which we call the exceptional convention. In order for such a diagram to form an exceptional collection, no arcs in the diagram can cross or form cycles; however, most triangulations of the annulus contain cycles. On the surface, this seems like a contradiction since any cluster gives an exceptional collection by a result in [11]; however, our second result, Theorem 3.3, describes precisely when the two conventions coincide.

In Theorem 4.3, we prove that relative projectivity and injectivity are well defined in exceptional sets of modules over any hereditary algebra. We then focus our attention to exceptional collections of modules over $kQ$ where $Q$ is a quiver of type $A_n$ with straight orientation. In particular, in Section 5, we show that these exceptional sets are counted by generalized Catalan numbers and are in bijection with ternary trees and lattice paths in $\mathbb{R}^2$. Moreover, we classify precisely when modules are relatively projective and injective in the exceptional set. We then focus on quivers of type $\tilde{A}_n$ with straight orientation. In this case we show that the number of families of exceptional collections is counted by a different collection of generalized Catalan numbers. We then provide an explicit bijection between
these families of exceptional collections and lattice paths in $\mathbb{R}^2$. We conclude the paper with a section of explicit examples of both families of clusters and exceptional collections for $Q$ a quiver of type $\tilde{A}_3$ with straight orientation.

1 Preliminaries

Let $k$ be a field. Let $Q = (Q_0, Q_1, s, t)$ denote a quiver with vertex set $Q_0$, arrow set $Q_1$ and functions $s, t : Q_1 \to Q_0$ that assign to each arrow a starting and terminal point respectively. Denote by $kQ$ the path algebra of $Q$. This is a hereditary algebra when $Q$ is acyclic. Finitely generated $kQ$-modules are finite dimensional representations of $Q$. These form the category $\text{mod-}kQ$. An object $V$ in this category is partial tilting if $\text{Ext}^1_{kQ}(V, V) = 0$ and it is tilting if in addition the number of indecomposable summands of $V$ equals the number of vertices in the quiver. Let $D^b(kQ)$ denote the bounded derived category of $\text{mod-}kQ$. It is known that $D^b(kQ)$ is a triangulated category with shift functor $[i] : D^b(kQ) \to D^b(kQ)$ and almost split triangles induced by almost split sequences in $\text{mod-}kQ$. Let $\tau : D^b(kQ) \to D^b(kQ)$ denote the equivalence which induces the Auslander–Reiten translation so that $\tau C = A$ if we have a triangle of the form $A \to B \to C \to A[1]$. The cluster category $C_Q$ is the orbit category $D^b(kQ)/F$ where $F$ is the auto-equivalence given by $F = \tau^{-1}[1] : D^b(kQ) \to D^b(kQ)$. A module $T \in \text{Ob}(C_Q)$ is called a cluster if it is a tilting object in $C_Q$; that is, $\text{Ext}^i_{C_Q}(T, T) = 0$ and the number of indecomposable summands of $T$ is $|Q_0|$. For more on tilting theory and general representations of quivers see [1] and [19]. For more on cluster categories see [18].

We call $V$ exceptional if $\text{End}_{kQ}(V)$ is a division ring and $\text{Ext}^i_{kQ}(V, V) = 0$ for all $i \geq 1$. When $kQ$ is hereditary, the first exceptionality condition implies that the representation $V$ is indecomposable and the second reduces to $\text{Ext}^1_{kQ}(V, V) = \text{Ext}(V, V) = 0$ as higher extension groups vanish. An exceptional sequence $\xi = (V_1, \ldots, V_k)$ is a sequence of exceptional representations of $Q$ such that $\text{Hom}(V_i, V_j) = 0 = \text{Ext}(V_i, V_j)$ for all $j < i$. An exceptional set, or exceptional collection is a set of representations $\tilde{\xi} = \{V_1, \ldots, V_k\}$ such that the $V_j$ can be ordered in such a way that they make an exceptional sequence. It is well known that if $(V_1, \ldots, V_k)$ is an exceptional sequence, then $k \leq n$ [2]. When $k = n$, we call $\xi$ (or $\tilde{\xi}$) a complete exceptional sequence (collection). From now on, we adopt the convention that ‘exceptional sequence (collection)’ means complete. For more on exceptional sequences see [2], [17], and [20].

1.1 Quivers of Type $A_n$ and $\tilde{A}_n$

To make a Dynkin graph of type $A_n$ a quiver, we define an orientation vector $\varepsilon = (\varepsilon_0, \ldots, \varepsilon_n) \in \{-, +\}^{n+1}$. Then the quiver of type $A_n$ with this orientation, denoted by $Q^\varepsilon = (Q^\varepsilon_0, Q^\varepsilon_1, s, t)$, is the one such that $Q^\varepsilon_0 = \{1, 2, \ldots, n\}$ and for each $\alpha_i \in Q^\varepsilon_1$ with $1 \leq i \leq n - 1$,

$$
\alpha_i = \begin{cases} 
    i \to i + 1 & : \varepsilon_i = + \\
    i \leftarrow i + 1 & : \varepsilon_i = -
\end{cases}
$$
Note that neither \( \varepsilon_0 \) nor \( \varepsilon_n \) affect \( Q^\varepsilon \). Moreover, note that any quiver of type \( \tilde{A}_n \) is given in this way. A quiver of type \( 
abla_n \) is said to have **straight orientation** if \( \varepsilon_i = + \) for all \( i \in \{1, 2, \ldots, n - 1\} \). Moreover, we assume the vertices are labeled from left to right in natural numerical order:

\[
\tilde{A}_n : \quad 1 \rightarrow 2 \rightarrow \cdots \rightarrow n
\]

An indecomposable representation of a linear quiver of type \( \tilde{A}_n \), so \( \varepsilon = + \) or \(-\), is given by its support which is a closed interval \([a, b]\) where \( 1 \leq a \leq b \leq n \). For \( \tilde{A}_n \) with straight orientation, this representation is denoted \( M_{a-1,b} \). Thus \( M_{x,y} \), for \( 0 \leq x < y \leq n \), has top the simple module at \( x+1 \) and socle or bottom the simple module at \( y \).

To make a graph of type \( \tilde{A}_n \) a quiver, we define an **orientation vector** \( \varepsilon = (\varepsilon_0, \ldots, \varepsilon_n) \in \{-, +\}^{n+1} \). Then the **quiver of type** \( \tilde{A}_n \) with this orientation, denoted by \( Q^\varepsilon = (Q_0^\varepsilon, Q_1^\varepsilon, s, t) \), is the one such that \( Q_0^\varepsilon = \{1, 2, \ldots, n, n+1\} \) and for each \( \alpha_i \in Q_1^\varepsilon \) with \( 0 \leq i \leq n-1 \), we define \( \alpha_i \in Q_1^\varepsilon \) as

\[
\alpha_i = \begin{cases} 
    i \rightarrow i + 1 : \varepsilon_i = + \\
    i \leftarrow i + 1 : \varepsilon_i = - 
\end{cases} \quad \alpha_0 = \begin{cases} 
    n+1 \rightarrow 1 : \varepsilon_0 = + \\
    n+1 \leftarrow 1 : \varepsilon_0 = - 
\end{cases}
\]

Note that any quiver of type \( \tilde{A}_n \) is given in this way. Moreover, note that when considering our vertex set modulo \( |Q_0| = n+1 \), the convention for \( \alpha_0 \) is consistent with that of \( \alpha_i \). So long as \( \varepsilon_i \neq \varepsilon_j \) for some \( i \) and \( j \), these quivers are both hereditary and tame. We say a quiver \( Q \) of type \( \tilde{A}_n \) has **straight orientation** if \( \varepsilon_i = + \) for all \( i \in \{1, 2, \ldots, n\} \) and \( \varepsilon_0 = - \). Moreover, we assume the vertices are labeled from left to right in natural numerical order:

\[
\tilde{A}_n : \quad 1 \rightarrow 2 \rightarrow \cdots \rightarrow n \rightarrow n+1
\]

By **tame**, we mean there are infinitely many indecomposable \( \mathbb{k}Q \)-modules and for all \( n \in \mathbb{N} \), all but finitely many isomorphism classes of \( n \)-dimensional indecomposables occur in a finite number of one-parameter families. It is known that the module category, hence the Auslander–Reiten quiver \( \Gamma_{\mathbb{k}Q} \), of a tame hereditary algebra can be partitioned into three sections: the preprojective, regular and preinjective components. For \( \tilde{A}_n \) quivers, the regular component consists of the left, right and homogeneous tubes. Moreover, the path algebras are also string algebras, simplifying the aforementioned tripartite classification of \( \Gamma_{\mathbb{k}Q} \). For more on representation theory of tame algebras and definitions of these components see [1]. For more on string algebras see [13].

It is well known that the indecomposable modules over string algebras are either string or band modules. For a quiver \( Q \) whose path algebra is a string algebra, to define string modules, we first define for \( a \in Q_1 \) a **formal inverse** \( a^{-1} \), such that \( s(a^{-1}) = t(a) \) and \( t(a^{-1}) = s(a) \). Let \( Q_1^{-1} \) denote the set of formal inverses of arrows in \( Q_1 \). We define a **walk** as a sequence \( w = w_0 \cdots w_r \), such that for all \( i \in \{1, \ldots, r\} \), we have \( t(w_{i-1}) = s(w_i) \) where \( w_i \in Q_1 \cup Q_1^{-1} \). We also consider walks of length 0 at a vertex \( i \), given by the lazy path \( e_i \). A **string** is a walk \( w \) without consecutive arrows \( aa^{-1} \) or \( a^{-1}a \). A **band** \( b = b_1 \cdots b_n \) is a cyclic string, that is, \( t(b_n) = s(b_1) \). For quivers of type \( \tilde{A}_n \), we take the convention that all named strings move in the counterclockwise direction around \( Q \). Moreover, the band modules lie in the homogeneous
tubes and we can classify in which component of the Auslander–Reiten quiver the string modules reside by their shape, as we will soon see. We denote by $ij_k$ the string module of length $k$ associated to the walk $w_1 \cdots w_{k-1}$ where $s(w_1) = i + 1$ and $t(w_{k-1}) = j$. For $k = 1$, $(j-1)j_1$ denotes the simple module at vertex $j$. Note that beginning at the previous vertex is not the usual convention, however it agrees with our other notation, such as $M_{ij}$ for the module with support $[i+1, j]$. When drawing the strings, we take the convention that the head of each arrow is at the bottom as seen in Example 1.1. String modules are uniquely determined up to isomorphism by their walk $w$. So, we denote them by their string $w$. Band modules, which are in fact string modules, are not uniquely determined by their walk, but we nevertheless denote them by their walks.

**Example 1.1.** Let $Q$ be the following quiver.

Consider the walk $\alpha_3 \alpha_4^{-1} \alpha_1 \alpha_2 \alpha_3$. Then the string module associated to this walk is $24_6$, and we draw its graph as follows.

The representation associated to this string is the following.

Let $w = w_0 \cdots w_r$ be an indecomposable $k\tilde{A}_n$-module. It is well known that $w$ is **preprojective** if and only if there are arrows $\alpha, \beta \in Q_1$ such that $t(\alpha) = s(w_0)$ and $t(\beta) = t(w_r)$. Similarly, $w$ is **preinjective** if and only if there are arrows $\alpha, \beta \in Q_1$ such that $s(\alpha) = s(w_0)$ and $s(\beta) = t(w_r)$, $w$ is **left regular** if and only if there are arrows $\alpha, \beta \in Q_1$ such that $t(\alpha) = s(w_0)$ and $s(\beta) = t(w_r)$, $w$ is **right regular** if and only if there are arrows $\alpha, \beta \in Q_1$ such that $s(\alpha) = s(w_0)$ and $t(\beta) = t(w_r)$ and finally $w$ is **homogeneous** if and only if $w$ is a band. For instance, the $34_6$ string is a preprojective module over the path algebra of the quiver in Example 1.1.
1.2 Cluster Combinatorics in type $\tilde{A}_n$

It is known that clusters in type $\tilde{A}_n$ are in bijection with triangulations of an annulus associated to the quiver $Q$ \cite{4}. In this section, we will provide this bijection in the case when $Q$ is of type $\tilde{A}_n$ with straight orientation. A detailed exposition of the general case is given in \cite{21}.

To a quiver $Q^\epsilon$ of type $\tilde{A}_n$, we associate an annulus $A_{Q^\epsilon}$ as follows. If $\epsilon_i = +(-)$, then $i$ is a marked point on the outer (inner) circle of the annulus. We moreover write the vertices in clockwise order respecting the natural numerical order of the vertices. We adopt the convention that $i \in \{0, 1, \ldots, n\}$ where we identify $n+1$ and $0$. Since $Q^\epsilon$ has straight orientation in this subsection, it has $n$ arrows pointed in the positive direction and only one pointed in the negative direction. The associated annulus has $n$ marked points on the outer circle labeled 1 through $n$ and one marked point on the inner circle labeled 0.

Recall that the universal cover of the annulus $\mathbb{R}/n\mathbb{Z} \times [0, 1]$ is $\mathbb{R} \times [0, 1]$. Consider the $n$ marked points $i = 1, \ldots, n$ on the outer boundary of the annulus. Then for each $i$, we have a set of marked points $(i - .5 + n\mathbb{Z}) \times \{1\}$ on the upper boundary of the cover, $\mathbb{R} \times \{1\}$, where the point $(i - .5 + kn, 1)$ is labeled “$i + nk$”. The single marked point 0 on the inner boundary of the annulus lifts to the set of marked points $n\mathbb{Z} \times \{0\}$ on the lower boundary of the cover, $\mathbb{R} \times \{0\}$ where the point $(kn, 0)$ is marked “$k$”. An example of an annulus and its universal cover can be seen in Figure \ref{fig:annulus}. We now fix a triangulation of the cover consisting of the strands $X_i$ which are straight line segments connecting the marked points $(i - 1, 1)$ and $(n, 0) = "1"$ for $i = 1, 2, \ldots, n+1$. Thus $X_{n+1}$ is the vertical line segment connecting $(n, 1)$ and $(n, 0)$. Note that we take these strands modulo $n+1$ and the strand $X_{n+1}$ occurs twice in the fundamental lift of the associated annulus as in Figure \ref{fig:annulus}. As done in \cite{21}, we call the $X_i$ vertical strands.

**Definition 1.1.** Let $i, j \in \{0, 1, \ldots, n-1\}$ be such that $i \neq j$. An arc $a(i, j)[\lambda]$ on $A_{Q^\epsilon}$ is an isotopy class of simple curves in $A_{Q^\epsilon}$ where any $\gamma \in a(i, j)[\lambda]$ satisfies:

1. $\gamma$ begins at $i$ and ends at $j$,
2. $\gamma$ travels clockwise through the interior of the annulus from $i$ to $j$.
3. If $\gamma$ begins and ends on the same boundary component, $\gamma$ is called an **exterior or boundary** arc and the integer $\lambda$ is the winding number of $\gamma$ about the inner boundary component. If $\gamma$ connects the two boundary components, $\gamma$ is called a **bridging arc** and $\lambda$ is the clockwise winding number of $\gamma$ about the inner boundary circle of $A_{Q^\epsilon}$ when traversing $\gamma$ beginning from the outer boundary component. If an arc from $i$ to $j$ has counterclockwise winding number $k$, we write $a(i, j)[{-k}]$.

A collection of such arcs will be called an **arc diagram**.

**Example 1.2.** Let $Q^\epsilon$ of type $\tilde{A}_3$ from Example \ref{ex:example1.1} and consider the arc diagram in Figure \ref{fig:annulus}. Then the red arc is $a(3, 0)[1]$, the blue arc is $a(1, 0)[0]$, the yellow arc is $a(2, 0)[0]$, and the black arc is $a(3, 0)[0]$. Below are two more arc diagrams for the same quiver with the appropriate labels.
We say that two arcs $a(i_1, j_1)[\lambda_1]$ and $a(i_2, j_2)[\lambda_2]$ intersect nontrivially if any two curves $\gamma_1 \in a(i_1, j_1)[\lambda_1]$ and $\gamma_2 \in a(i_2, j_2)[\lambda_2]$ intersect in their interiors, as in the annulus on the right of Example 1.2. Otherwise we say that $a(i_1, j_1)[\lambda_1]$ and $a(i_2, j_2)[\lambda_2]$ do not intersect nontrivially. Now consider any arc $a(i, j)[\lambda]$ on the annulus which does not self intersect nontrivially. This arc lifts to a strand in the universal cover which either:

1. intersects some finite subset of vertical strands,
2. is one of the $n + 1$ vertical strands: $X_1, X_2, \ldots, X_{n+1}$, or
3. is one of the \( n + 1 \) boundary strands; that is, the arc on the annulus is of the form \( a(1, 2), \ldots, a(n - 1, n), a(n, 1) \) or \( a(0, 0) \).

We will now define a map \( \varphi \) that associates to each strand in the universal cover of \( A_{Q^*} \), a \( \mathbb{k}Q \) string module as follows. If it is a vertical strand or boundary strand, \( \varphi \) assigns to it the 0 module. If it is not, suppose that when ordered from left to right the subset of vertical strands the lifted arc intersects is \( \{X_i, X_{i+1}, \ldots, X_j\} \) where subscripts are taken modulo \( n + 1 \), where instead of \( X_0 \), we write \( X_{n+1} \). Then to this lifted arc, \( \varphi \) assigns the string module \((i - 1)jj_{j+1}\). This convention of associating modules and arcs will be called the cluster convention. As was shown in [21], \( \varphi \) forms a bijection between non-vertical, non-boundary strands on the annulus and indecomposable \( \mathbb{k}Q \)-modules.

A triangulation of the annulus \( A_{Q^*} \) is a maximal collection of arcs with no nontrivial intersection such that each arc has no nontrivial self-intersections, no intersection with the set of marked points or the boundary of the annulus except at its endpoints, and is not contractible to a subset of the boundary of the annulus, i.e., is not a boundary arc. Note that a collection of arcs is maximal if and only if it contains \(|Q^*_0|\) arcs. Using the aforementioned bijection, we can now get a cluster from any triangulation of the annulus and any triangulation of the annulus from a cluster as follows. An arbitrary triangulation of the annulus will consist of \( l \geq 0 \) vertical strands, say \( \{X_j, X_{j+1}, \ldots, X_k\} \), and \( n + 1 - l \) non-vertical strands, say \( \{Y_{i+1}, Y_{i+2}, \ldots, Y_{n+1}\} \). The cluster corresponding to this triangulation is \( \varphi(Y_{i+1}) \oplus \cdots \oplus \varphi(Y_{n+1}) \oplus P_{[1]} \oplus \cdots \oplus P_{[1]} \) where \( P_{[1]} \) is the shifted projective at vertex \( i \). As shown in [21], this association is a bijection.

### 1.3 Strand and Arc Diagrams For Exceptional Collections

The following can be found in [14] and [5], but we repeat it here for convenience. Throughout this subsection, let \( Q^\epsilon \) be a quiver of type \( \tilde{A}_{n-1} \). Let \( S_{n, \epsilon} := \{\ldots, (x_{-1}, 0), (x_0, 0), (x_1, 0), \ldots\} \subset \mathbb{R}^2 \) be a collection of points arranged on the \( x \)-axis from left to right together with the function \( \tilde{\epsilon} : S_{n, \epsilon} \to \{+, -\} \) sending \((x_i, 0) \mapsto \epsilon_i \). The reason for decorating this set with a subscript \( n \) is because we will be taking these vertices modulo \( n \) once we associate these diagrams to an \( \tilde{A}_{n-1} \) quiver. We will label the point \((x_i, 0)\) by \( i \) as in Figure 4. The fundamental domain of \( S_{n, \epsilon} \), denoted by \( FD_i \), is the collection \( \{0, 1, \ldots, n\} \).

**Definition 1.2.** Let \( i, j \in \mathbb{Z} \) be such that \( i \neq j \). A strand \( c(i, j) = c(j, i) \) on \( S_{n, \epsilon} \) is an isotopy class of simple curves in \( \mathbb{R}^2 \) where any \( \gamma \in c(i, j) \) satisfies:

1. the endpoints of \( \gamma \) are \((x_i, 0)\) and \((x_j, 0)\),
2. as a subset of \( \mathbb{R}^2 \), \( \gamma \subset \{(x, y) \in \mathbb{R}^2 : x_{\min(i,j)} \leq x \leq x_{\max(i,j)}\} \backslash \{(x_k, 0) : \min(i, j) < k < \max(i, j)\} \),
3. if \( \min(i, j) \leq k \leq \max(i, j) \) and \( \epsilon_k = + \) (resp., \( \epsilon_k = - \)), then \( \gamma \) is locally below (resp., locally above) \((x_k, 0)\).

By locally below (locally above) \((x_k, 0)\) we mean that for a parameterization of \( \gamma = (\gamma^{(1)}, \gamma^{(2)}) : [0, 1] \to \mathbb{R}^2 \), there exists a \( \delta \in \mathbb{R} \) with \( 0 < \delta < \frac{1}{2} \min\{|x_k - x_{k-1}|, |x_k - x_{k+1}|\} \).
such that \( \gamma \) satisfies \( \gamma^{(2)}(t) < 0 \) if \( \tilde{\epsilon}_k = + \) (resp., \( \gamma^{(2)}(t) > 0 \) if \( \tilde{\epsilon}_k = - \)) for all \( t \in (0, 1) \) where \( \gamma^{(1)}(t) \in (x_k - \delta, x_k + \delta) \).

**Definition 1.3.** Consider the string module \( i j_k \). We define the fundamental lift of \( i j_k \) to \( S_{n,\tilde{\epsilon}} \) as follows.

- If \( i j_k \) is preprojective or left regular, then the fundamental lift is the strand \( c(\tilde{i}, \tilde{j}) \) with \( \tilde{i} = i \in FD \) and ends at \( \tilde{j} = i + k \).

- If \( i j_k \) is preinjective or right regular, then the fundamental lift is the strand \( c(\tilde{i}, \tilde{j}) \) that begins at \( \tilde{i} = j - k \) and ends at \( \tilde{j} = j \in FD \).

Note that there is an injection \( \Phi_{\tilde{\epsilon}} \) from the string modules in \( \text{ind}(\text{rep}_k(Q^\epsilon)) \), the category of indecomposable \( k \) representations of \( Q^\epsilon \), and the set of strands on \( S_{n,\tilde{\epsilon}} \) given by \( \Phi_{\tilde{\epsilon}}(i j_k) := c(\tilde{i}, \tilde{j}) \) where \( \tilde{i} \) and \( \tilde{j} \) are as in Definition 1.3.
Figure 3: The six possible local configurations of strand \( c(i_2, j_2) \) being clockwise from strand \( c(i_1, j_1) \) near the shared endpoint \((x_k, 0)\)

Note that in Definition 1.3 \( c(i, j) \) is one convention of specifying a fundamental lift of \( kQ^\varepsilon \) modules to \( S_{n, \varepsilon} \). We call a strand \( c(i, j) \in S_{n, \varepsilon} \) a fundamental strand if \( c(i, j) \in \text{im}(\Phi_\varepsilon) \). Note that any strand \( c(i, j) \) can be represented by a monotone curve \( \gamma \in c(i, j) \). That is, there exists a curve \( \gamma \in c(i, j) \) with a parameterization \( \gamma = (\gamma^{(1)}, \gamma^{(2)}) : [0, 1] \rightarrow \mathbb{R}^2 \) such that if \( t, s \in [0, 1] \) and \( t < s \), then \( \gamma^{(1)}(t) < \gamma^{(1)}(s) \).

For the following definitions we fix some \( n \in \mathbb{N} \), again keeping in mind that we will associate these strands to a quiver \( Q^\varepsilon \) where \( |Q_0| = n \). We say that two strands \( c(i_1, j_1) \) and \( c(i_2, j_2) \) intersect nontrivially if there exists \( z \in \mathbb{Z} \) such that any two curves \( \gamma_1 \in c(i_1 + nz, j_1 + nz) \) and \( \gamma_2 \in c(i_2, j_2) \) intersect in their interiors. Otherwise we say that \( c(i_1, j_1) \) and \( c(i_2, j_2) \) do not intersect nontrivially. We say a strand \( c(i, j) \) self intersects if there exists \( z \in \mathbb{Z} \) such that any two curves \( \gamma_1 \in c(i + nz, j + nz) \) and \( \gamma_2 \in c(i, j) \) intersect in their interiors. If \( c(i_1, j_1) \) and \( c(i_2, j_2) \) do not intersect nontrivially, we say \( c(i_2, j_2) \) is clockwise from \( c(i_1, j_1) \) (or equivalently \( c(i_1, j_1) \) is counterclockwise from \( c(i_2, j_2) \)) if and only if for any \( z \in \mathbb{Z} \) such that there exists \( \gamma_1 \in c(i_1 + zn, j_1 + zn) \) and \( \gamma_2 \in c(i_2, j_2) \) that share an endpoint \((x_k, 0)\) and do not intersect in their interiors, we have that \( \gamma_1 \) and \( \gamma_2 \) locally appear in one of the six configurations in Figure 3 preserving the property that \( \gamma_1 \in c(i_1 + zn, j_1 + zn) \) and \( \gamma_2 \in c(i_2, j_2) \). We say that \( c(i_2, j_2) \) is locally clockwise from \( c(i_1, j_1) \) if there exists \( z \in \mathbb{Z} \) such that some \( \gamma_1 \in c(i_1 + zn, j_1 + zn) \) and \( \gamma_2 \in c(i_2, j_2) \) share an endpoint \((x_k, 0)\), do not intersect in their interiors, and \( \gamma_1 \) and \( \gamma_2 \) locally appear in one of the six configurations in Figure 3 preserving the property that \( \gamma_1 \in c(i_1 + zn, j_1 + zn) \) and \( \gamma_2 \in c(i_2, j_2) \). It is possible for \( c(i_2, j_2) \) to be locally clockwise from \( c(i_1, j_1) \) at one of its endpoints, say \( i_1 \), but locally counterclockwise from \( c(i_1, j_1) \) at its other endpoint. In that case \( c(i_1, j_1), c(i_2, j_2) \) forms a cycle of length 2. More generally, we say that a collection of strands \( \{c(i_1, j_1), c(i_2, j_2), \ldots, c(i_k, j_k)\} \) form a cycle if and only if \( c(i_l, j_l) \) is locally clockwise from \( c(i_{l+1}, j_{l+1}) \) for all \( l < k \) and \( c(i_k, j_k) \) is locally clockwise from \( c(i_1, j_1) \). We say a strand \( c(i, j) \) is a loop if it does not self-intersect and \( c(i, j) \) is both locally clockwise and locally counterclockwise from itself.

**Definition 1.4.** A fundamental strand diagram \( \tilde{d} = \{(c(i_l, j_l))\}_{l \in [n]} \) is a collection of \( n \) non-self intersecting strands on \( \tilde{S}_{n, \varepsilon} \) that satisfies the following:

1. \( c(i_l, j_l) \) is a fundamental strand for all \( l \),
2. distinct strands do not intersect nontrivially, and
3. the graph determined by \( \tilde{d} \) contains no loops or cycles.
An example of a fundamental strand diagram can be seen in Figure 4.

By restricting the above definitions to \( S_{n,ε} := \{(x_0, 0), (x_1, 0), \ldots, (x_n, 0)\} \subset \mathbb{R}^2 \) and \( \tilde{d} \) to \( d = \{(c(i, j))_{i \in [n]}\} \), we get the strand diagrams from \( \tilde{d} \) which we associate to type \( \hat{A} \) quivers. Note that in this case, it is not possible for a strand to self intersect or form a loop.

To quivers of type \( \hat{A}_{n-1} \), we can associate another combinatorial object known as fundamental arc diagrams on the annulus \( A_\mathcal{Q} \) as follows. Recall that \( n = |Q_0^\mathcal{Q}| \). To make a bijection between string modules and arcs on \( A_\mathcal{Q} \), we will introduce another notation for string modules.

**Definition 1.5.** For \( l \in \mathbb{N} \) and \( i, j \in [n] \), define the string module \((i, j; l)\) to be the module associated to the walk \( e_{i+1}(\alpha_{i+1} \ldots \alpha_i)^l a_{i+1} \ldots a_{j-1} e_j \).

Notice that all strings in \( Q_\mathcal{Q} \) can be uniquely written in this form. We take the convention that when we write strings in this notation, we take \( l \) to be maximal. Using this notation, we have the following bijection \( \psi \) between strings and arcs:

\[
M = (i, j; l) \mapsto \begin{cases} 
  a(i \text{ mod } n), j \text{ (mod } n) \}[-l] & \text{if } M \text{ preinjective} \\
  a(i \text{ mod } n), j \text{ (mod } n) \}[l] & \text{otherwise}
\end{cases}
\]

Notice that under this bijection, bridging arcs that begin on the inner (outer) boundary component correspond to preinjective (preprojective) modules. On the other hand, exterior arcs beginning and ending on the inner (outer) boundary component correspond to right (left) regular modules. This convention of associating string modules to arcs will be called the **exceptional convention**.

**Example 1.3.** Let \( Q_\mathcal{Q} \) be the quiver of type \( \hat{A}_3 \) from Example 1.1 and consider the walk \( a_4^{-1}a_1a_2a_3 \). Then we denote this string module by \( 34_5 \). We can rewrite this walk as \( e_4(a_4^{-1}a_1a_2a_3)^l e_4 \). Thus in the notation in Definition 1.5, we can write this string as \((3, 4; 1)\). Under the map \( \psi \), the corresponding arc on the annulus is \( a(3, 0)[1] \) as shown by the red arc in Figure 1.

Now consider the string \( 43_3 = a_1a_2 = e_1(a_1a_2a_3a_4^{-1})^0a_1a_2e_3 \). Then this string is also denoted by \((4, 3; 0)\) and its corresponding arc is \( a(0, 3)[0] \) as shown in Example 1.2. Finally, consider the string \( 43_7 = e_1(a_1a_2a_3a_4^{-1})^1a_1a_2e_3 \). Then this string corresponds to the arc \( a(0, 3)[-1] \) as in Example 1.2.

Let \( A_\mathcal{Q} \) be an annulus associated to a quiver \( Q_\mathcal{Q} \) and suppose that the difference between the two radii of the annulus is \( r \). If \( a(i_1, j_1)[\lambda_1] \) and \( a(i_2, j_2)[\lambda_2] \) do not intersect nontrivially, we say \( a(i_2, j_2)[\lambda_2] \) is **clockwise** from \( a(i_1, j_1)[\lambda_1] \) (or equivalently \( a(i_1, j_1)[\lambda_1] \) is **counterclockwise** from \( a(i_2, j_2)[\lambda_2] \)) if and only if there exists \( γ_1 ∈ a(i_1, j_1)[\lambda_1] \) and \( γ_2 ∈ a(i_2, j_2)[\lambda_2] \) that share at an endpoint \( p \), do not intersect in their interiors, and we have the following: if we place a circle of radius \( r_2 \) about the shared point \( p \), then the circle must be traversed clockwise through the interior of the annulus to get from the point of intersection of \( a(i_2, j_2)[\lambda_2] \) with the circle to that of \( a(i_1, j_1)[\lambda_1] \) with the circle. Again, we say that a collection of arcs \( \{a(i_1, j_1)[\lambda_1], a(i_2, j_2)[\lambda_2], \ldots, a(i_k, j_k)[\lambda_k]\} \) forms a **cycle** if and only if \( a(i_1, j_1)[\lambda_1] \) is clockwise from \( a(i_{l+1}, j_{l+1})[\lambda_{l+1}] \) for all \( l < k \) and \( a(i_k, j_k)[\lambda_k] \) is clockwise from \( a(i_1, j_1)[\lambda_1] \). We say an arc \( a(i, j)[\lambda] \) is a **loop** if it does not self-intersect and \( i = j \).
Figure 4: A fundamental strand diagram and its corresponding fundamental arc diagram for
the quiver of type $\tilde{A}_3$ with orientation vector $\varepsilon = (-, +, +, +)$ from Example 1.1. Note that
this is also a strand diagram for a quiver of type $A_4$ with the same orientation vector.

Remark 1.1. To illustrate that the cluster and exceptional conventions are indeed different,
notice that the yellow arc in Figure 2 gives $S_3$ in the cluster convention, but gives the string
132 in the exceptional convention.

Definition 1.6. A fundamental arc diagram is a collection of $n$ non-self intersecting arcs
on $A_{Q^\varepsilon}$ that satisfies the following:

1. distinct arcs do not intersect nontrivially, and
2. the arcs do not form any loops or cycles.

An example of a fundamental arc diagram can be seen in Figure 4.

The following theorems are from [5] and [14] respectively:

Theorem 1.1.

- Exceptional sets of type $A_n$ are in bijection with fundamental strand diagrams $\tilde{d}$ on $S_{n, \varepsilon}$.
- Exceptional sets of type $\tilde{A}_{n-1}$ are in bijection with fundamental strand diagrams $\tilde{d}$ on $\tilde{S}_{n, \tilde{\varepsilon}}$ and fundamental arc diagrams on $A_{Q^\varepsilon}$.

It is known that there are infinitely many exceptional sets of type $\tilde{A}_n$. However, we can
place them into families as follows.

Definition 1.7. A parametrized family of complete exceptional collections of $kQ^\varepsilon$ modules,
denoted by $\Xi$, is a set of exceptional collections such that $\xi_1, \xi_2 \in \Xi$ if and only if the
fundamental arc diagram corresponding to $\xi_1$ differs from the fundamental arc diagram
corresponding to $\xi_2$ by a sequence of $2\pi$ Dehn twists of the inner boundary component of $A_{Q^\varepsilon}$.

Remark 1.2. An algebraic description of parametrized families has been given in [14] in terms
of the Auslander–Reiten quiver of the transjective component of $D^b(kQ^\varepsilon)$.
It was shown in [14] that under the exceptional convention, regular modules (exterior arcs) \(a(i, j)[\lambda]\) require \(\lambda = 0\) to be exceptional. A diagram is called small if \(\lambda = 0\) for all arcs in the diagram. Two small diagrams are inner equivalent if they are in the same family. The following is from [14]:

Theorem 1.2. Let \(Q^\varepsilon\) be a quiver of type \(\tilde{\mathbb{A}}_n\). Then there are finitely many parametrized families of exceptional collections of \(\mathbb{K}Q^\varepsilon\)-modules and they are in bijection with inner equivalence classes of small fundamental arc diagrams on \(A_{Q^\varepsilon}\).

2 Counting Families of Clusters

As was done in [14], we can also place triangulations of the annulus into families. Let \(Q^\varepsilon\) be a quiver of type \(\tilde{\mathbb{A}}_n\) and \(T\) be a triangulation of the annulus \(A_{Q^\varepsilon}\) with \(p\) marked points on the outer circle corresponding to the \(i \in Q_0^\varepsilon\) such that \(\varepsilon_i = +\). Each point on the outer circle is labeled with its corresponding \(i\) in clockwise order respecting their natural numerical order. Moreover, we label the \(q\) marked points on the inner circle analogously. Then \(T\) consists of \(p + q = n + 1 = |Q_0^\varepsilon|\) arcs of the form \(a(i, j)[\lambda]\).

Definition 2.1.

- A parametrized family of triangulations of \(A_{Q^\varepsilon}\), denoted by \(\mathcal{T}\), is a collection of triangulations of \(A_{Q^\varepsilon}\) such that \(T_1, T_2 \in \mathcal{T}\) if and only if \(T_1\) is attained from \(T_2\) by a sequence of \(2\pi\) Dehn twists of the inner boundary circle of \(A_{Q^\varepsilon}\).

- A triangulation is called small if \(\lambda = 0\) for all bridging arcs in the triangulation. Two small triangulations are inner equivalent if they belong to the same parametrized family.

Note that by definition, every triangulation belongs in a unique family. As was shown in [21] and [14], the parameters of all bridging arcs can differ by at most 1 to avoid crossings. The work done in [14] to show the existence of a unique inner equivalence class of small diagrams in each family of exceptional collections also shows that there is a unique equivalence class of small triangulations in each family of triangulations since the proofs are independent of the existence of cycles. Moreover, the fact that clusters in type \(\tilde{\mathbb{A}}_n\) are in bijection with triangulations of the annulus \(A_{Q^\varepsilon}\) allows us to conclude that clusters also occur in parametrized families. Our next goal is to count how many of these families there are in the straight orientation case by counting all possible small triangulations.

Consider the annulus \(A_{Q^\varepsilon}\) associated to the straightly oriented \(\tilde{\mathbb{A}}_n\) quiver \(Q^\varepsilon\). Then there is one marked point on the inner circle and \(n\) marked points on the outer circle. By placing these outer marked points equidistant from one another, we have an action of \(\frac{2\pi}{n}\) clockwise Dehn twists of the unlabeled annulus about the outer circle. After we perform this twist, we label the vertices with the same initial label as depicted in Figure 5. This action is well defined on both triangulations and fundamental arc diagrams since it is a homeomorphism. Moreover, it is well defined on parametrized families of both triangulations and fundamental arc diagrams as shown in the next proposition.
Proposition 2.1. The action of $\frac{2\pi}{n}$ clockwise outer Dehn twists is well defined on parametrized families of triangulations and fundamental arc diagrams.

Proof. To make the proof more concise, we adopt the convention that $a(0, i)[\lambda]$ where $\lambda \geq 1$ is the arc $a(i, 0)[\lambda - 1]$ throughout. By arc diagram, we mean a collection of $n + 1$ non-crossing arcs on the annulus $A^0_n$. Consider the arc diagram $D$ given by \{a(0, i_1)[\lambda_1], a(0, i_2)[\lambda_2], \ldots, a(0, i_k)[\lambda_k], a(i_{k+1}, j_{k+1}), \ldots, a(i_{n+1}, j_{n+1})\} where $i_1 \leq i_2 \leq \cdots \leq i_k$ and the arcs without parameters have both endpoints on the outer boundary. Then if $i_k \neq n$, a $\frac{2\pi}{n}$ clockwise outer Dehn twist gives the diagram containing the arcs \{a(0, i_1 + 1)[\lambda_1], a(0, i_2 + 1)[\lambda_2], \ldots, a(0, i_k + 1)[\lambda_k], a(i_{k+1} + 1, j_{k+1} + 1), \ldots, a(i_{n+1} + 1, j_{n+1} + 1)\} where $p > k$, $i_p + 1 = 1$ and $j_p + 1 = 1$ if $i_p = j_p = n$ and $i_p + 1$ and $j_p + 1$ equal themselves otherwise.

This leads us to the following definition.

Definition 2.2. We define two arc diagrams to be outer equivalent if their families differ by a sequence of $\frac{2\pi}{n}$ clockwise outer Dehn twists.

Note that outer equivalence forms an equivalence relation on families and therefore, each family of arc diagrams belongs in one and only one outer equivalence class. Moreover, note that given an arc diagram, there are precisely $n$ families of arc diagrams in its outer equivalence class.

As shown in Lemma 2.3, each of these outer equivalence classes of a small triangulation contains precisely $n$ distinct small triangulations, and hence families of clusters. We will show there are precisely $C_n$ outer equivalence classes of triangulations where $C_n = \frac{1}{n+1} \binom{2n}{n}$ is the $n^{th}$ Catalan number [9]. To do this, we begin with a lemma.

Lemma 2.2. Any small triangulation of $A_{Q^e}$ contains arcs of the form $a(0, i)[0]$ and $a(i, 0)[0]$ for some $i$.

Proof. Suppose $T$ is a triangulation of $A_{Q^e}$ and that there do not exist bridging arcs such that one ends at $i$ and the other begins at $i$. Since $T$ is a triangulation, there can be at most
$\{a(0, 2)[0], a(2, 0)[0], a(0, 1)[0], a(2, 1)[0]\}$

$\{a(0, 1)[0], a(1, 0)[0], a(3, 0)[0], a(1, 3)[0]\}$

$\{a(0, 3)[0], a(3, 0)[0], a(0, 2)[0], a(3, 2)[0]\}$

Figure 5: The outer equivalence class of the triangulation in Figure 2

$n - 2$ arcs connecting marked points on the outer circle. Whence for $j \geq 3$, suppose the only arcs in $T$ that begin or end at zero are $a_1, a_2, \ldots, a_j$. Let $i_1 < i_2 < \cdots < i_j$ be the nonzero endpoints of these arcs. Since $T$ is a triangulation, there must be precisely $i_{l+1} - i_l - 1$ arcs that begin and end between $i_{l+1}$ and $i_l$ when $l \neq j$ and $n - i_j$ arcs when $l = j$. We conclude that the total number of arcs in $T$ is

$$j + n - i_j + \sum_{i=1}^{j-1} i_{i+1} - i_i - 1 = j + n - i_j + i_j - i_1 - j + 1 = n - i_1 + 1.$$  

Since $i_1 \geq 1$ we have $n - i_1 + 1 \leq n$ which contradicts the assumption that $T$ is a triangulation. Thus any triangulation contains bridging arcs such that one ends at $i$ and the other begins at $i$. Since $T$ is small, they must be of the form $a(0, i)[0]$ and $a(i, 0)[0]$.

This lemma allows us to prove that families of triangulations are in bijection with small triangulations; contrary to the case of exceptional collections in which we needed equivalence classes of small diagrams to form the analogous bijection.

**Lemma 2.3.** Each family of triangulations contains a unique small triangulation.

**Proof.** For any triangulation, there exists a small triangulation in the same family. Let $T$ be this small triangulation. Then by the previous lemma, $T$ contains arcs of the form $a(0, i)[0]$ and $a(i, 0)[0]$. If there were another small triangulation in this family, it must differ from $T$ by a $2\pi$ Dehn twist about the inner circle. But notice that a $2\pi$ clockwise Dehn twist creates the arc $a(i, 0)[1]$ and a $2\pi$ counter clockwise Dehn twist creates the arc $a(0, i)[-1]$. In either case, the diagram is no longer small, so $T$ is unique.

By Lemmas 2.2 and 2.3 it suffices to count the number of small triangulations containing the arcs $a(0, 1)$ and $a(1, 0)$ since triangulations are preserved under the outer rotation action and every outer equivalence class contains a unique small triangulation with these arcs.

**Lemma 2.4.** The number of small triangulations of the annulus containing the arcs $a(0, 1)$ and $a(1, 0)$ is $C_n$ where $C_n$ is the $n$th Catalan number.
Proof. Since the triangulation contains the arcs \(a(0, 1)\) and \(a(1, 0)\), the universal cover appears as it does on the left of Figure 6. To triangulate the annulus, it suffices to triangulate the polygon on the right of Figure 6 and there are precisely \(C_n\) triangulations of a convex \((n+2)\)-gon [9].

Figure 6: The lift of a triangulation with the corresponding convex polygon

From Lemma 2.4, we conclude that there are \(nC_n\) small triangulations of \(A_Q\), and hence families of triangulations by Lemma 2.3. Since clusters are in bijection with triangulations of \(A_Q^e\), we attain the following theorem.

**Theorem 2.5.** The number of parametrized families of clusters in \(\mathcal{C}_{Q^e}\) is \(nC_n\). 

## 3 The Relationship Between the Exceptional and Cluster Conventions

As noted in Remark 1.1, the cluster and exceptional conventions are indeed different. Moreover in triangulations, cycles and loops are allowed whereas they are not in fundamental arc diagrams. In this section we will illuminate precisely when the two conventions coincide when \(Q\) is a quiver of type \(\tilde{\mathbb{A}}_n\) with straight orientation.

We first wish to show that any triangulation containing an arc with both endpoints on the outer boundary circle can not be a fundamental diagram, hence must contain a cycle since no arcs cross. To do this, we need the following lemma.

**Lemma 3.1.** If \(\xi\) is an exceptional collection containing a regular module whose fundamental arc diagram has no dateline crossings as in Definition 5.2, then \(\xi\) contains a simple regular.
Proof. Consider the strand diagram associated to $\xi$ and let $R = ij$ be a regular string module contained in $\xi$. Since there are no dateline crossings, we have $0 < i < j < n + 1$. If $R$ is simple there is nothing to show, so suppose $j - i \geq 2$. Since $\xi$ is exceptional, there exists some $p \in [i, j]$ such that no strand ends at $p$ for if not, the strand diagram would contain a cycle. Let $qp$ be the regular module in $\xi$ whose support is maximal with $i \leq q < p$, so $0 < p - q \leq j - i + 1$. Repeating this process will produce a simple regular, a regular strand connecting consecutive vertices, in finite time.

Remark 3.1. Note that the assumption that $\xi$ contains a regular module is needed. For instance in Example 6.2, the fundamental arc diagram in the second row of the second column of the table does not have a dateline crossing, yet also does not contain a simple regular.

Proposition 3.2. Any fundamental arc diagram containing an arc with both endpoints on the outer circle of the annulus is not a triangulation.

Proof. As is the case with triangulations, the action of $\frac{2\pi}{n}$ outer Dehn twists of the annulus is also well defined on fundamental arc diagrams. Since by Lemma 5.12 every outer equivalence class of fundamental arc diagrams can be represented by an arc diagram with no dateline crossings, it follows from Lemma 3.1 that each of these diagrams will contain a simple module, which is contractible to the boundary. After a sequence of $\frac{2\pi}{n}$ outer clockwise Dehn twists, this arc will still be contractible to the boundary, hence every diagram in any given outer equivalence class that contains regular modules will contain one that is contractible to the boundary. That is, any small fundamental arc diagram that contains a strand with endpoints on the outer circle is not a triangulation.

Now to compare the two conventions, given a cluster $\varphi(X_{l+1}) \oplus \cdots \oplus \varphi(X_{n+1}) \oplus P_1[1] \oplus \cdots \oplus P_l[1]$, we analyze the fundamental arc diagram corresponding to the collection $(\varphi(X_{l+1}), \ldots, \varphi(X_{n+1}), P_1, \ldots, P_l)$. This arc diagram is fundamental by a result in [11] that states that any cluster can be realized as an exceptional collection by simply taking the collection of all unshifted modules. The following theorem tells when the triangulation and the fundamental arc diagrams of the cluster coincide.

Theorem 3.3. The cluster and exceptional conventions coincide; that is, the triangulation and fundamental arc diagram of a cluster and its exceptional collection are the same if and only if the triangulation is a fundamental arc diagram.

Proof. Suppose first that the triangulation is not fundamental. Then certainly the arc diagram can’t coincide, for if it did, it would contradict the result that any cluster can be arranged into an exceptional sequence, and hence a collection.

Suppose now that the triangulation is a fundamental arc diagram. Then by Proposition 3.2 the triangulation contains only arcs that connect the inner and outer circles of the annulus. Suppose we have the arc $a(i, 0)[0]$. Then this arc lifts to a vertical strand $X_i$ in the universal cover. We have that $X_i$ becomes $P_i[1]$ in the cluster, $P_i$ in the exceptional collection and $a(i, 0)[0]$ in the fundamental arc diagram. Suppose now that we have an arc $a(i, 0)[j]$. Then the fundamental lift will be a strand connecting $i$ on $\mathbb{R} \times \{1\}$ to $j + 1$ on $\mathbb{R} \times \{0\}$. This strand will cross each of $\{X_{i+1}, \ldots, X_{n+1}\}$ precisely $j + 1$ times and will cross each of
\{X_1, \ldots, X_i\} \text{ precisely } j \text{ times. The corresponding module in the cluster is the string module } in + 1_{n-i+1+j}(n+1). \text{ In the exceptional convention, this module is the arc } a(i, 0)[j]. \text{ Thus arcs of the form } a(i, 0)[j] \text{ in the triangulation stay the same in the fundamental arc diagram. The proof that arcs of the form } a(0, i)[j] \text{ also coincide in both conventions is analogous. } \square

For the remainder of the paper, our focus will be on exceptional collections and the exceptional convention.

4 Relative Projectivity in Exceptional Sets

In this section, we will prove that the notion of a module being relatively projective in an exceptional set is well defined; that is, the property of being relatively projective in an exceptional sequence is independent of the order. Throughout this section, let \( Q \) be a quiver with \( n \) vertices whose path algebra \( kQ = \Lambda \) is hereditary. In order to prove this well-definedness, we require some definitions and two lemmas.

A representation of a quiver \( Q \) is \textbf{projective/injective} if its corresponding \( kQ \) module under the equivalence of categories between representations of \( Q \) and modules over \( kQ \) is projective/injective respectively. Note that a representation \( V \) is projective if and only if \( \tau V = 0 \); that is, its image under the Auslander–Reiten translate vanishes. Let \( V \) be a representation of \( Q \). The \textbf{right perpendicular category} of \( V \), denoted by \( V^\perp \), is the full subcategory of \( \text{rep}_k(Q) \) of representations \( W \) such that \( \text{Hom}(V,W) = 0 = \text{Ext}(V,W) \). The \textbf{left perpendicular category} of \( V \), denoted \( {}^\perp V \), is defined analogously. A module \( M \) is \textbf{relatively projective} with respect to \( V \) if \( M \) is projective in \( V^\perp \). Dually, \( M \) is \textbf{relatively injective} with respect to \( V \) if \( M \) is injective in \( {}^\perp V \). Given an exceptional sequence of representations of \( Q \), say \( \xi = (E_1, E_2, \ldots, E_n) \), we say that \( E_i \) is \textbf{relatively projective in} \( \xi \) if \( E_i \) is relatively projective with respect to \( E_{i+1} \oplus \cdots \oplus E_n \). Dually, we say that \( E_i \) is \textbf{relatively injective in} \( \xi \) if \( E_i \) is relatively injective with respect to \( E_1 \oplus \cdots \oplus E_{i-1} \).

\textbf{Lemma 4.1.} Let \((E_1, E_2, \ldots, E_{n-2}, Y, X)\) be an exceptional sequence of \( kQ \)-modules where \( Y \) is relatively projective with respect to \( X \) but not projective. Then \((X, Y)\) is not an exceptional pair.

\textit{Proof.} Since \( Y \) is not projective, its image under the Auslander–Reiten translate does not vanish. Moreover, since \( Y \) is projective in \( X^\perp \), \( \tau Y \notin X^\perp \). Thus either \( \text{Hom}(X, \tau Y) \neq 0 \) or \( \text{Ext}(X, \tau Y) \neq 0 \), which, by Auslander–Reiten duality, implies \( \text{Ext}(Y,X) \neq 0 \) or \( \text{Hom}(Y,X) \neq 0 \) respectively. \( \square \)

\textbf{Lemma 4.2.} Suppose two consecutive terms in an exceptional sequence commute; that is, suppose both \((E_1, E_2, \ldots, E_j, X, Y, E_{j+3}, \ldots, E_n)\) and \((E_1, E_2, \ldots, E_j, Y, X, E_{j+3}, \ldots, E_n)\) are exceptional sequences. Then \( Y \) is relatively projective in the first if and only if it is relatively projective in the second.

\textit{Proof.} Let \( E = E_{j+3} \oplus \cdots \oplus E_n \). Since \( Y \) is relatively projective in the first sequence, \( Y \) is projective in \( E^\perp \) by definition. Therefore \( Y \) is projective in the smaller category \( X^\perp \cap E^\perp \), implying that \( Y \) is relatively projective in the second sequence. Conversely, suppose \( Y \) is not projective in \( E^\perp \) but is in \( X^\perp \cap E^\perp \). Then by Lemma 4.1 either \( \text{Hom}(X, \tau Y) \neq 0 \) or \( \text{Ext}(X, \tau Y) \neq 0 \), contradicting the exceptionality of the sequence. \( \square \)
We are now ready to prove the main result of this section.

**Theorem 4.3.** The property of being relatively projective in an exceptional sequence is independent of the order, and thus the relatively projective objects of an exceptional set form a well-defined subset.

**Proof.** Suppose \( \{E_i\} = \{E_1, E_2, \ldots, E_n\} \) is an exceptional collection. We define a partial order \( \prec \) on \( \{E_i\} \) given by the transitive closure of the relation \( E_i \prec E_j \) if either \( \text{Hom}(E_i, E_j) \neq 0 \) and/or \( \text{Ext}(E_i, E_j) \neq 0 \). If \( Y \) is another module in the collection, let \( E_1, E_2, \ldots, E_k \) be the elements in the collection that are strictly greater than \( Y \). By definition, these elements must follow \( Y \) in any exceptional sequence given by rearranging the \( E_i \). Set \( E = E_1 \oplus E_2 \oplus \cdots \oplus E_k \). Note that \( \text{Hom}(E, E) = 0 = \text{Ext}(E, E) \) for any other \( E \) in the collection since, otherwise, \( Y \prec E \). For any ordering of the \( E_i \) that yields an exceptional sequence, we will show that \( Y \) is relatively projective in that sequence if and only if it is projective in \( E^\perp \).

Indeed, the summands of \( E \) must appear after \( Y \) in any exceptional sequence. Let \( X_1, X_2, \ldots, X_m \) be the other objects in the exceptional sequence that follow \( Y \). Then the first one, \( X_1 \), must commute with \( Y \) and all the \( E_i \) between \( Y \) and \( X_1 \) as \( \text{Hom}(Y \oplus E, X_1) = 0 \) and \( \text{Ext}(Y \oplus E, X_1) = 0 \). Therefore we can move \( X_1 \) to the left of \( Y \) in the sequence. By Lemma 4.2, \( Y \) is relatively projective in the new sequence if and only if it was relatively projective in the original sequence. It follows by induction on \( m \) that we can move all \( X_i \) to the left of \( Y \) without changing its relative projectivity. After doing so, only the summands of \( E \) follow \( Y \). Therefore \( Y \) was relatively projective in the original sequence if and only if \( Y \) is projective in \( E^\perp \). Since this condition is independent of the order of the exceptional sequence, the theorem follows.

Recall that there is a duality \( D = \text{Hom}_k(-, k) \) between the categories of representations of a quiver \( Q \) and representations of the opposite quiver \( Q^{op} \). By the dual object, we mean the image of the object under this duality. There is a symmetry between relatively projective and relatively injective objects in exceptional sequences.

**Lemma 4.4.** \( (E_1, \ldots, E_n) \) is an exceptional sequence for a hereditary algebra \( \Lambda \) if and only if the dual objects \( (DE_n, \ldots, DE_1) \) form an exceptional sequence for \( \Lambda^{op} \). Furthermore, \( E_i \) is relatively projective or injective if and only if \( DE_i \) is relatively injective or projective, respectively.

**Proof.** This follows from the fact that \( \text{Hom}_\Lambda(X, Y) \cong \text{Hom}_{\Lambda^{op}}(DY, DX) \) and, similarly, \( \text{Ext}_\Lambda(X, Y) \cong \text{Ext}_{\Lambda^{op}}(DY, DX) \).

This symmetry together with Theorem 4.3 imply the following.

**Corollary 4.5.** The property of being relatively injective in an exceptional sequence is independent of the order, and thus the relatively injective objects of an exceptional set form a well-defined subset.
5 Counting Exceptional Sets

In this section we will count the number of exceptional sets in the Dynkin case and families of exceptional sets in the affine case for quivers of type $\mathbb{A}$ and $\tilde{\mathbb{A}}$ with straight orientation respectively. We begin with the Dynkin case.

5.1 $\mathbb{A}_n$ Straight Orientation

Throughout this subsection, let $Q$ represent a quiver of type $\mathbb{A}_n$ with straight orientation. Let $kQ$ denote its path algebra over $k$. We use the notation $M_{i,j}$ for the $kQ$-module with support $(i,j]$ corresponding to the strand $c(i,j)$. Thus, $M_{0,k}$ are the injective objects, $M_{k,n}$ are the projective objects and the length of $M_{i,j}$ is $j - i$. We will show that the number of exceptional sets over $kQ$ is counted by the generalized Catalan numbers, also known as the Rothe numbers, the Rothe–Hagan coefficients of the first type, and the $k$-Catalan numbers. For more on these numbers see [8] and [16], or Section 5.3 below. Throughout, let $E(n)$ denote the number of exceptional sets over $kQ$. We begin with a pair of lemmas, followed by the Rothe recursion result. Note that the following lemma has also been proven in [10].

Lemma 5.1. In any exceptional collection over $kQ$ there exists at least one injective object and moreover, in the support of the injective object with maximal support, there exists a unique vertex at which no other object in the exceptional set has support.

Proof. The injective objects are those having 1 in their support. Thus, if an exceptional set has no injectives, then vertex 1 would not be in the support of the set and we could add $I_1 = M_{0,1}$ to the set. So let $k$ be maximal so that $M_{0,k}$ is in the set. The corresponding strand connects $(x_0,0)$ to $(x_k,0)$. There must be at least one vertex at which no module in the set has support, for if not, there would be a strand connecting each point between $(x_0,0)$ and $(x_k,0)$, hence creating a cycle. On the other hand, if there were two vertices say $i,j \in [1,k]$ that are not in the support of any module in the set, we could add the simple module $M_{i-1,i}$ or the module $M_{j-1,j}$ to the set without changing exceptionality.

Lemma 5.2. $E(0) = E(1) = 1$ and $E(n) = \sum_{a,b,c=n-1} E(a)E(b)E(c)$. Equivalently, the generating function $g(z) = \sum_{n \geq 0} E(n)z^n$ satisfies $g = zg^3 + 1$.

Proof. In this proof we will show that the modules in an exceptional set can only have support in three possible subsets of $[1,n]$. By Lemma 5.1, let $k$ be maximal so that $M_{0,k}$ is in the set. Now the other objects in the exceptional set must have support in $[1,k]$ or have support disjoint from $[1,k]$. We can see this from the fact that in the corresponding strand diagram, since we have straight orientation, any strand beginning before $k$ and ending after $k$ must cross the strand corresponding to $M_{0,k}$, hence these objects can not occur in the same exceptional set at $M_{0,k}$. Again by Lemma 5.1, there is a unique $p \in [1,k]$ which is not in the support of any object in the set other than $M_{0,k}$.
We have that $1 \leq p \leq k \leq n$. Let $a = p - 1$, $b = k - p$, and $c = n - k$. Then $a, b, c \geq 0$, $a + b + c = n - 1$, and $k = a + b + 1$. Thus the exceptional set consists of $M_{0,k}$ and a subset of $A \coprod B \coprod C$ where

1. $A$ is the set of objects with support in $[1, a]$,
2. $B$ is the set of objects with support in $[a + 2, k]$ and
3. $C$ is the set of objects with support in $[k + 1, n]$.

Since an exceptional sequence can have at most $a, b$, and $c$ objects in $A, B$, and $C$, respectively, and $a + b + c = n - 1$, we have the maximum. We conclude that our exceptional set consists of $M_{0,k}$ and exceptional sets in $A$, $B$, and $C$. The number of such sets are $E(a)$, $E(b)$, and $E(c)$ respectively. We conclude that the number of possible exceptional sets is

$$
\sum_{k=1}^{n} \sum_{p=1}^{k} E(p-1)E(k-p)E(n-k) = \sum_{a+b+c=n-1 \atop a,b,c \geq 0} E(a)E(b)E(c).
$$

It is known that the generalized Catalan numbers satisfy the Rothe recursion given in the following proposition [7].

**Proposition 5.3.** For $k \geq 1$, the recursion $A_0(1, k) = A_1(1, k) = 1$ and

$$
A_n(1, k) = \sum_{a_1 + a_2 + \cdots + a_k = n-1 \atop (a_1, a_2, \ldots, a_k) \geq 0} \prod_{i} A_{a_i}(1, k)
$$

has unique solution $A_n(1, k) = \frac{1}{kn+1} \binom{kn+1}{n}$.

Combining the Rothe convolution with Lemma 5.2 yields the following theorem.

**Theorem 5.4.** The number of exceptional sets of type $A_n$ with straight orientation is $E(n) = \frac{1}{3n+1} \binom{3n+1}{n} = \frac{1}{2n+1} \binom{3n}{n}$. □

5.2 Ternary trees and relative projectives and injectives

Using Lemma 5.2 and its recursive proof we easily see that exceptional sets for $A_n$ with straight orientation are in bijection with rooted ternary trees with $n$ nodes and the nodes are in bijection with the objects of the exceptional collection. Figures 7 and 8 give an example. Strands labeled $Xa, Xb, Xc$ by Definition 5.1 give the children of strand $X$ in the ternary tree. If there is no strand labeled $Xx$, we put a leaf in the ternary tree in place of node $Xx$ for $x = a, b, c$. E.g., in Figure 7, $Aba, Abc$ do not exist. So, these are leaves in Figure 8.

Since the strand diagram has the maximum number of strands with vertex set $\{0, 1, \ldots, n\}$ and has no cycles, it is a tree with $n$ edges. We take $0$ to be root. Then each strand has an orientation pointing away from the endpoint closer to the root 0 in the tree. For example, the strand $c(i, j)$ is oriented to the right if and only if the unique path from the root 0 to $j$
Figure 7: A strand diagram for $A_{15}$ with labels according to Definition 5.1. This is a rooted tree with root 0. The longest injective $M_{0,11}$ gives the strand $R = c(0,11)$. The other injectives are $A, Aa$ (and $Aaa, Aaaa$, etc if these were strands). Relative injectives, oriented right, are in blue. In Lemma 5.2, $k = 11, p = 6, a = 5, b = 5, c = 4$. Note that the $A$ and $B$ branches are mirror images with opposite colors.

passes through $i$. We now explain the labeling of our strands. This labeling uses the Hasse diagram of the exceptional set partially ordered by inclusion of supports (Figure 9). We call this the support Hasse diagram. Thus $M_{i,j} \leq M_{p,q}$ if $(i,j) \subseteq (p,q)$. As in any partially ordered set, we say that $A$ covers $B$ if $A > B$ and there is no $C$ so that $A > C > B$.

**Definition 5.1.** Let $X = c(i,j)$ be a strand in our strand diagram corresponding to an object $M_{i,j}$ of an exceptional collection. Suppose that $X$ is oriented to the left so that $j$ is closer to the root than $i$. Then, the strands $Xa, Xb, Xc$, if they exist, are given as follows.

1. $Xa = c(x,j)$ where $i < x < j$ is minimal so that $M_{x,j}$ is an element of the exceptional collection. ($Xa$ is a leaf, the left child of $X$ in the ternary tree if no such $x$ exists.)

2. $Xb = c(i,y)$ is the largest strand so that $i < y < j$.

3. $Xc = c(z,i)$ is the largest strand so that $z < i$.

Figure 7 illustrates this with $X = B$. When $X = c(i,j)$ is oriented to the right, the definitions are analogous: $Xa = c(i,x)$ with $x < j$ maximal, $Xb = c(y,j)$ is maximal so that $i < y < j$ and $Xc = c(j,z)$ with $z > j$ maximal. (Figure 7 illustrates this with $X = A, C$.)

In both cases of Definition 5.1, $Xa, Xc$ have the same orientation as $X$ and $Xb$ has the opposite orientation. $Xa, Xb$ are children of $X$ in the support Hasse diagram but $Xc$ is a sibling of $X$. ($Xc, X$ have the same parent or they both have maximal support.) Note that, for $X = R$ we have, $A = Ra, B = Rb$ and $C = Rc$.

The notation of Definition 5.1 gives a ternary tree with root $R$. For any node $X$, its three children are, from left to right, $Xa, Xb, Xc$. See Figure 8 where leaves are not labeled.

**Lemma 5.5.** Exceptional sets on $A_n$ are in bijection with rooted ternary trees with $n$ nodes (and $2n + 1$ leaves) where each node is labeled with an object of the exceptional set.

**Proof.** Definition 5.1 gives the formula for the ternary tree with node labels associated to each strand diagram. Referring to the proof of Lemma 5.2 for any exceptional collection for $A_n$ with $n \geq 1$, the root $R$ of the ternary tree corresponds to the maximal injective module
Figure 8: This is the ternary tree corresponding to Figure 7. Each node $X$ has three children $Xa, Xb, Xc$ given by Definition 5.1. Strands which are blue in Figure 7 give blue nodes here. Blue nodes are those whose labels have an even number of $B$’s.

$M_{0,k}$ in the exceptional set. The children $A = Ra, B = Rb, C = Rc$ are as given in Definition 5.1. The rest is given by induction on $n$ where we note that the descendants of $B$ are in reverse lateral order since, unlike $R$, $A$ and $C$, $B$ is oriented to the left.

We use the support Hasse diagram to determine the positions in the ternary tree occupied by the relatively injective and relatively projective objects of an exceptional collection on linear $A_n$. An exceptional sequence is an ordered exceptional set. Such an ordering makes the support Hasse diagram into a rooted labeled forest. We then use the following theorem proved in [10].

**Lemma 5.6.** Objects in an exceptional sequence are both relatively projective and relatively injective if and only if they are roots of the rooted forest (objects with maximal support). A vertex which is not a root corresponds to a relatively projective, resp injective, object if and only if it comes before, resp. after, its parent in the exceptional sequence.

**Proposition 5.7.** A strand $c(i, j)$ corresponds to a relatively injective object $M_{i,j}$ in the exceptional set if and only if it is oriented to the right.

By duality (Lemma 4.4) this is equivalent to the following.

**Corollary 5.8.** A strand $c(i, j)$ corresponds to a relatively projective object in the exceptional set if and only if the unique path from $i$ to $n$ in the strand diagram passes through $j$.

**Proof of Proposition 5.7.** Let $k_0 = 0$ and let $k_1 > k_0$ be maximal so that $c(k_0, k_1)$ is a strand in the strand diagram. This is $R = c(0, k)$. Let $k_2 > k_1$ be maximal so that $C = c(k_1, k_2)$ is a strand, and so on. Then $c(k_i, k_{i+1})$ form a sequence or strands going from 0 to $n$. These are all oriented right, giving a path from 0 to $n$, and they give the roots of the support Hasse diagram and are thus both relatively projective and relatively injective.
Next, consider a strand whose support is not maximal. This will be either $Xa, Xb$ or $Xc$ for another strand $X = c(i, j)$. Suppose first $X = c(i, j)$ is oriented to the right. Then $Xa = c(i, x)$ is also oriented right and comes after its parent $X$. So, $Xa$ is relatively injective by Lemma 5.6. $Xb = c(y, j)$ is oriented left and comes before its parent $X$ since $M_{yj} \subset M_{ij}$. So, $Xb$ is relatively projective and not relatively injective. Lastly, $Xc = c(j, z)$ is oriented to the right and $\text{Ext}(X, Xc) \neq 0$. So, either $Xc$ is a root (with maximal support), in which case it is relative injective and relatively projective, or $Xc, X$ have the same parent $Z$ in which case $X$, being oriented right, is relatively injective by downward induction on size and comes after its parent $Z$. Since $Xc$ comes after $X$, it also comes after its parent $Z$. So, $Xc$ is also relatively injective.

The case when $X$ is oriented left is similar, but easier since, in that case, $X$ cannot be a root, eliminating one subcase. This proves the proposition in all cases.

**Theorem 5.9.** A node in the ternary tree corresponds to a relatively injective object in the exceptional set if and only if it has an even number of letter $b$’s in its label. For example, $Cc$ and $Bb$ are relatively injective, but $Cb, Bbb$ are not.

**Proof.** This follows from Proposition 5.7 by induction on the length of the label since $R, A, C$ point to the right, but $B$ is oriented left and $Xa, Xc$ point in the same direction as $X$ but $Xb$ points in the opposite direction from $X$.

**Corollary 5.10.** For $n, m \geq 0$, let $N_{n,m}$ denote the number of exceptional sets on $A_{n+m}$ having $n$ relatively injective elements. Then the $N_{n,m}$ are given by the following recursion. $N_{0,0} = 1$, $N_{0,k} = 0$ for $k > 0$ and, for $n \geq 1$ we have:

$$N_{n,m} = \sum_{a+b+c=n-1, \ i+j+k=m, \ a,b,c,i,j,k \geq 0} N_{a,i}N_{j,b}N_{c,k}. \quad (1)$$

The same recursion holds if “injective” is replaced with “projective”.

---

Figure 9: Support Hasse diagram for Figure 7. Left children (those which come before their parents in the exceptional sequence) are red. These are relatively projective but not relatively injective. The rest: the roots, $R, C, Cc$, and the right children (which come after their parents), are relatively injective and colored blue.
Proof. Since the root \( R \) is relatively injective, \( n \) must be \( \geq 1 \) if \( n + m \geq 1 \). This makes \( N_{0,k} = 0 \) for \( k > 0 \). After the root \( R \), the remaining \( n - 1 \) relatively injective and \( m \) other objects must be distributed among the three subtrees with roots \( A, B, C \), say \( a, b, c \) relative injectives and \( i, j, k \) others nodes for these subtrees. The \( A \) and \( C \) subtrees are like the \( R \)-tree and there are \( N_{a,i}, N_{c,k} \) such trees. But the \( B \)-subtree has the colors reversed in Figure 8. So, there are \( N_{j,b} \) such subtrees. This gives the recursion.

In terms of the two variable generating function

\[
f(x, y) = \sum_{n,m \geq 0} N_{n,m} x^n y^m
\]

the recursion is given by:

\[
f(x, y) = 1 + x f(x, y)^2 f(y, x).
\]

For one variable \( g(z) = f(z, z) \) this recovers the previous recursion: \( g(z) = 1 + zg(z)^3 \). For \( m = 0 \), the solution is the Catalan number:

\[
N_{n,0} = \frac{1}{n+1} \binom{2n}{n} = C_n.
\]

Exceptional collections for \( A_n \) are also in bijection with lattice paths of height \( n \) which are defined to be paths from \((0, 0)\) to \((2n + 1, n)\) consisting of edges between lattice points in the plane (points with integer coordinates) where each step is either up or right of unit length and so that \( x \leq 2y \) except at the last step where \( x = 2y + 1 \). We also need the notion of a lattice subpath of height \( h \) which is a portion of the lattice path going from some point \((a, b)\) to a point \((a + 2h + 1, b + h)\) which stays above the line \( x - a = 2(y - b) + 1 \) until the last step, i.e., this is the translation by \((a, b)\) of a lattice path of height \( h \). We say that the lattice subpath is even or odd depending on the parity of \( a \).

Theorem 5.11. Exceptional collections for \( A_n \) are in bijection with lattice paths of height \( n \). The edges of the lattice paths are given by the vertices of the corresponding ternary tree with vertical edge \( R \) followed by other vertices in lexicographic order with leaves of the tree giving the \( 2n + 1 \) horizontal edges and nodes giving the \( n \) vertical edges. Thus, the \( n \) vertical edges correspond to the objects of the exceptional collection. Furthermore, the relatively injective objects are those vertical edges whose first coordinates are even integers.

Proof. The proof is by induction on \( n \geq 1 \). The unique ternary tree with one node \( R \) has three leaves \( A, B, C \) and these four vertices correspond to the four steps in the unique lattice path of height 1. The unique vertical step in this lattice path, \( R \) going from \((0, 0)\) to \((0, 1)\), corresponds to the unique object in the exceptional collection of \( A_1 \) and this is relatively injective and thus blue in the tree and in the lattice path. So, the theorem holds for \( n = 1 \).

For \( n \geq 2 \), we recall that ternary trees with \( n \) nodes consist of the root \( R \) together with three subtrees with roots \( A, B, C \) which are the children of \( R \). The children of any node
X \neq R are labeled Xa, Xb, Xc and the relatively injective objects are those with an even number of b’s in their label. These are colored blue and the other are colored red. Thus, subtrees A, C have the same color scheme as the whole tree but subtree B has the opposite color scheme. See Figure 8 and the bottom right of Figure 10.

Any lattice path of height \( n \geq 2 \) consists of a vertical edge \( R \) followed by three lattice subpaths of heights \( a, b, c \) where \( a + b + c = n - 1 \). The reason for this is simple. In order to get from the point \((0,1)\) at the top of edge \( R \) to the line \( L_1 : x = 2y + 1 \), the path must pass the lines \( L_{-1} : x = 2y - 1 \) and \( L_0 : x = 2y + 0 \). If \( a, b, c \geq 0 \) are the heights of these lattice subpaths, we must have \( a + b + c = n - 1 \). Since \( a, b, c < n \), we have by induction that these lattice subpaths correspond bijectively to ternary trees with \( a, b, c \) nodes respectively.

The first and third lattice subpaths are even since they start at \((0,1), (2a + 2b + 2, a + b + 1)\) with even first coordinates. Thus the red/blue color schemes are the same as for the whole tree. However, the second lattice subpath is odd since it starts at \((2a + 1, a + 1)\). So, the parity of the first coordinates in the second lattice subpath is reversed. This matched the reversal of the colors in the corresponding subtree. So, the blue nodes in the ternary tree correspond exactly to those vertical edges of the lattice path with even first coordinates. This proves the theorem.

![Figure 10: Illustrating Theorem 5.11](image)

Figure 10: Illustrating Theorem 5.11 A lattice path of height \( n \) consists of the vertical edge \( R \) together with three sublattice paths of heights \( a, b, c \) where \( a + b + c = n - 1 \). These lattice subpaths have first edges \( A, B, C \). Lattice subpath \( B \) is odd since it starts at \((2a + 1, a + 1)\), but lattice subpaths \( A, C \) starting at \((0,1), (2a + 2b + 2, a + b + 1)\) are even. The edge labels are the vertex labels of a uniquely determined ternary tree in lexicographic order after \( R \). The nodes of the tree correspond to the vertical edges of the lattice path.

### 5.3 \( \tilde{A}_n \) Straight Orientation

Throughout this subsection, let \( Q \) represent a quiver of type \( \tilde{A}_n \) with straight orientation. We will show that the number of families of exceptional sets over the path algebra of this
quiver is also counted by the generalized Catalan numbers, or the Rothe numbers, or the Rothe–Hagan coefficients of the first type \[8\] and \[16\]. In 1956, Gould defined the following numbers

\[ A_n(a, b) = \frac{a}{a + bn} \binom{a + bn}{n}. \]

We call these numbers the **Rothe numbers**, **Rothe–Hagan coefficients**, or the **generalized Catalan numbers**. By taking \(a = 1\) and \(b = 2\), we get the Catalan numbers. Moreover, we by taking \(a = 1\) and \(b = k\), we get

\[ C_k^n = \frac{1}{kn + 1} \binom{kn + 1}{n}. \]

These are called the **\(k\)-ary numbers** or the **\(k\)-Catalan numbers**, which also generalize the Catalan numbers. It is known that the \(k\)-ary numbers count certain lattice paths, staircase tilings, and \(k\)-ary trees \[12\]. As we will see in the upcoming sections, the Rothe numbers also count lattice paths in \(\mathbb{R}^2\) that satisfy certain conditions, and in the case \(a = 4\) and \(b = 3\), families of exceptional collections. To this end, consider the annulus \(A_{Q^e}\) associated to \(Q^e\), so there is one marked point on the inner circle and \(n\) marked points on the outer circle. Recall the action of \(\frac{2\pi}{n}\) clockwise outer Dehn twists of the annulus on the set of small fundamental arc diagrams over \(\mathbb{k}Q\), analogous to the one in Figure 5. Each outer equivalence class of a small fundamental arc diagram contains precisely \(n\) distinct families and hence inner equivalence classes of small fundamental arc diagrams by Theorem \[12\]. We will show there are precisely \(A_{n-1}(4, 3) = \frac{4}{3n+1} \binom{3n+1}{n-1}\) outer equivalence classes. To do this, we need the following definition.

**Definition 5.2.** The **universal date line** of the annulus \(A_{Q^e}\) associated to \(Q^e\) is the line segment connecting the marked point on the inner circle of the annulus to the midpoint of the segment of the outer circle of the annulus connecting the marked points corresponding to \(n\) and 1.

Notice that the only way an arc connecting the inner and outer circles crosses the universal date line is if its parameter is nonzero. Moreover, note that an arc corresponding to a regular module crosses the universal dateline if and only if its corresponding strand in the universal cover is not contained in \([0, n + 1]\). In order to count the outer equivalence classes, we need the following lemma and another Rothe recursion formula.

**Lemma 5.12.** There exists a unique small fundamental arc diagram in each outer equivalence class with no universal date line crossings that contains only one preprojective arc.

**Proof.** Let \(D\) be a fundamental arc diagram. Then there exists some interval at which no regular arc has support, for if not \(D\) would contain a cycle and not be fundamental. Suppose this gap in support is \([i, j]\). Then after some number of \(\frac{2\pi}{n}\) clockwise outer Dehn twists, the universal date line would be between the marked points corresponding to \(i\) and \(j\). By taking a small diagram in this family we have in each outer equivalence class a small fundamental arc diagram that has no universal date line crossings.
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Now let $D'$ be an element of the outer equivalence class of $D$ with no universal date line crossings. This means that the corresponding strand diagram $\tilde{d}'$ under the bijection given in [7] is entirely contained in $[0, n + 1]$. Moreover, this strand diagram has an orientation vector given by $\epsilon = (-, +, +, \ldots, +, -)$, hence yields an exceptional collection of an $A_{n+1}$ quiver with straight orientation. Suppose $\tilde{d}'$ has at least two preprojective strands. Let $k$ and $l$ be the lengths of the longest and second longest strands. Then the strands are denoted by $c(n-k, n+1)$ and $c(n-l, n+1)$ respectively. By the dual of Lemma 5.1, there is a unique $i \in [n-k, n-l]$ that is not in the support of any module other than the one corresponding to $c(n-k, n+1)$. Therefore no arc in $D'$ has support in $[i-1, i]$. Since there exists a sequence of $\frac{2\pi}{n}$ clockwise outer Dehn twists placing the universal date line between the marked points $i-1$ and $i$, there exists a small fundamental arc diagram in each outer equivalence class that has no universal date line crossings and only one preprojective arc.

It remains to show uniqueness, which we will do in two cases. First suppose there are two non-regular arcs in the arc diagram $D$. Then the gap in the support of the non-regular arcs is necessarily unique, for if not, the exceptional collection would not be complete. Now suppose $D$ contains $r \geq 3$ non-regular arcs. Let $c(0, l)$ and $c(n-k, n+1)$ be the longest preinjective and preprojective strands respectively. Since the collection is complete, each vertex from $l$ to $n-k$ must be in the support of some strand, so there is no gap in support from $l$ to $n-k$. The argument in the second paragraph asserts that there is a unique gap in the support of $c(n-k, n+1)$ in which we can place the universal date line and obtain an exceptional collection with only one preprojective and $r-1$ preinjectives. By duality, there is a unique gap in the support of $c(0, l)$ in which we can place the universal date line and obtain an exceptional collection with only one preinjective and $r-1$ preprojectives. Since these two gaps are unique and there is no gap between these two maximal strands, it follows that there is only one way to obtain a small fundamental arc diagram in each outer equivalence class with no universal date line crossings that contains only one preprojective arc.

The following proposition from [7] gives the recursion formula we need to count the families. Note that the Rothe numbers in general satisfy a recursion like the one in the next proposition.

**Proposition 5.13.** For $k \geq 1$, the recursion $A_0(4, 3) = 1, A_1(4, 3) = 4$ and

$$A_n(4, 3) = \sum_{k=0}^{n-1} \sum_{i=0}^{k} A_i(1, 3)A_{k-i}(1, 3) \sum_{j=0}^{n-k-1} A_j(1, 3)A_{n-k-j-1}(1, 3)$$

has unique solution $A_{n-1}(4, 3) = \frac{4}{3n+1} \binom{3n+1}{n-1}$.

We are now ready to count the families.

**Theorem 5.14.** The number of outer equivalence classes of families of exceptional collections of $\mathbb{k}Q$-modules is $A_{n-1}(4, 3) = \frac{4}{3n+1} \binom{3n+1}{n-1}$ and thus the number of families of exceptional collections of $\mathbb{k}Q$-modules is $nA_{n-1}(4, 3) = \frac{4n}{3n+1} \binom{3n+1}{n-1}$.

**Proof.** By Lemma 5.12 each outer equivalence class is uniquely represented by a strand diagram on $n+2$ vertices with only one preprojective. In this strand diagram, there must
exist a maximal length preinjective strand \( c(0, k + 1) \) and a maximal length preprojective strand \( c(n - j, n + 1) \). Note that \( n - j \geq k + 1 \), for if not the strands would cross. By Lemma 5.1 there exists a unique \( i \in [0, k + 1] \) such that no other strand has support in \([i - 1, i] \). Therefore, in \([0, k + 1] \), strands can have support on \([i - 1, i] \) or \([i, k + 1] \). Note that no strand can have support beginning before \( k + 1 \) and ending after, since it would cross the maximal preinjective strand. Similarly, no strand can have support beginning before \( n - j \) and ending after. Thus the next possible interval in which strands can have support is \([k + 1, n - j]\).

Finally, since there is only one preprojective, no other strand has support in \([n, n + 1]\) other than \( c(n - j, n + 1) \). It follows that the final possible support for strands is \([n - j, n]\). Note that the number of strands in each interval is given by \( i - 1 \), \( k - i + 1 \), \( n - j - k - 1 \), and \( j \) respectively. Since these strands correspond to exceptional collections in type \( \tilde{A} \) with straight orientation, Theorem 5.4 asserts that the number of such strands is given by

\[
\sum_{a+b+c+d=n-1} E(a)E(b)E(c)E(d) = \sum_{k=0}^{n-1} \sum_{i=0}^{k} A_i(1, 3)A_{k-i}(1, 3) \sum_{j=0}^{n-k-1} A_j(1, 3)A_{n-k-j-1}(1, 3).
\]

Since the number of families of exceptional collections of type \( \tilde{A}_i \) for \( i = 1, 2 \) are 1 and 8 respectively as computed in [14], Proposition 5.13 yields the theorem.

### 5.4 Bijection with Lattice Paths

Let \( P_n(c, d) \) be the set of lattice paths from \((0, 0)\) to \((c + nd, n)\) not touching the line \( y = \frac{x-c}{d} \) except at the end. It is well known that the generalized Catalan number \( A_n(c, d+1) = |P_n(c, d)| \) [9], [3], and [15]. If follows from Theorem 5.14 that we have a bijection between outer equivalence classes of families of exceptional collections and lattice paths lying above the line \( l \) defined by \( y = \frac{x-c}{d} \). In this subsection we provide an explicit formula for this bijection between strand diagrams and the aforementioned lattice paths by assigning a label to each diagram.

**Definition 5.3.** Let \( \tilde{d} \) be a small fundamental strand diagram as in Lemma 5.12 for a quiver of type \( \tilde{A}_n \) with straight orientation. Let \( A = c(0, i) \) and \( B = c(j, n + 1) \) denote the maximal preinjective and unique maximal preprojective respectively. We begin our labels with \( A \) and \( a, b, c \) underneath and to the right followed by \( B \) with \( a \) underneath and to the right. There are two possibilities for a strand \( X \neq B \) immediately counter clockwise from \( A \) and one possibility for \( X \) to be immediately clockwise from \( A \) given as follows.

1. \( X = c(i, z) \) where \( z < j \).
2. \( X = c(0, y) \) where \( 0 < y < i \).
3. \( X = c(p, i) \) where \( 0 < p < i \).

In our label under \( A \), the three words \( a, b, \) and \( c \) correspond to cases 1., 2., and 3. respectively. If there is a strand in \( \tilde{d} \) that falls into one of these three cases, we circle the
corresponding word \( x \) and introduce three new words \( xa, xb, \) and \( xc \). The process continues analogously for strands immediately counter clockwise from \( X \) that fall in cases 1 and 2. Suppose \( X = c(p, i) \) falls in case 3 and hence is clockwise from \( A \). Then there are three possibilities for \( Z \), some strand sharing support with \( X \), given as follows.

(i) \( Z = c(k, p) \) where \( 0 < k < p \).

(ii) \( X = c(p, f) \) where \( p < f < i \).

(iii) \( X = c(g, i) \) where \( p < g < i \).

In our label under the circled \( x \), the three words \( xa, xb, \) and \( xc \) correspond to cases (i), (ii), and (iii) respectively. The labeling continues analogously for all other strands immediately clockwise from this new one.

There is only one way a strand can be either clockwise or counter clockwise from \( B \). If a strand is clockwise from \( B \), it is of the form \( Y = c(b, j) \) where \( j > b > i \), and has already been labeled under \( A \). If a strand is counter clockwise, it is of the form \( Y = c(j, q) \) were \( q < n + 1 \). This case corresponds to the label \( a \) under \( B \). If a strand of this form is in \( \tilde{d} \), we circle \( a \) under \( B \) and proceed as above.

The label is complete once there are \( n - 1 \) circled words.

By reading this label from top to bottom, we attain a lattice path by beginning at the origin in \( \mathbb{R}^2 \), moving one unit horizontally for each un-circled word beginning with a lowercase letter and one unit vertically for each circled word beginning with a lowercase letter.

**Theorem 5.15.** The label given in Definition 5.3 provides a bijection from the set of outer equivalence classes of families of exceptional collections of type \( \tilde{A}_n \) with straight orientation to the set of lattice paths \( P_{n-1}(4, 2) \).

**Proof.** We first show that the map is well defined by showing each label produces a lattice path that lies above the line \( l \). To do this, we note that on the \( (i + 1) \)st step of the path, when \( y = i \) there are \( 3 + 2i \) possible horizontal movements before hitting the line \( l \). In our label, the first circled word must be one of \( a, b, \) or \( c \) under \( A \) or \( a \) under \( B \). Therefore, the first step of the lattice path lies above the line \( l \). We proceed inductively.

Suppose we have \( i - 1 \) circled words and \( j \) uncircled ones prior to the \( (i - 1) \)st circled one where \( j \leq 2(i - 2) \). After circling the \( (i - 1) \)st word, there at most two words of the same length left uncircled. After circling the \( i \)th word, three new words are introduced. It follows that the maximum number of uncircled words after circling the \( i \)th one is \( j + 5 \leq 2(i - 2) + 5 = 2(i - 1) + 3 \).

Since \( A_{n-1}(4, 3) = |P_{n-1}(4, 2)| \), it follows that \( P_{n-1}(4, 2) \) is a finite set. Moreover, the label association in Definition 5.3 is unique so the map is an injection between two finite sets of the same cardinality by Theorem 5.14, hence a bijection.
In this section, we provide explicit examples for $Q$ a quiver of type $\tilde{A}_3$ with straight orientation.

**Example 6.1.** The table below depicts all $15 = 3(5)$ small triangulations of $A_{Q^c}$ and the corresponding cluster underneath. Note that each row represents an outer equivalence class.
Example 6.2. The tables below depict the $A_2(4, 3) = 18$ unique small fundamental arc diagrams from Lemma 5.12 and the corresponding strand diagram underneath in the left column. In the right column, it shows the corresponding lattice path and label. The colors are mainly to more easily see the lifts of the strands; however, the green strand is the maximal projective and the yellow strand is the maximal injective. The other colors do not carry any meaning.
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