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ABSTRACT

K-means clustering algorithms of wireless sensor networks are potential solutions that prolong the network lifetime. However, limitations hamper these algorithms, where they depend on a deterministic $K$-value and random centroids to cluster their networks. But, a bad choice of the $K$-value and centroid locations leads to unbalanced clusters, thus unbalanced energy consumption. This paper proposes X-means algorithm as a new clustering technique that overcomes K-means limitations; clusters constructed using tentative centroids called parents in an initial phase. After that, parent centroids split into a range of positions called children, and children compete in a recursive process to construct clusters. Results show that X-means outperformed the traditional K-means algorithm and optimized the energy consumption.
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1. INTRODUCTION

Machine-to-machine communication and internet of things require low power communication networks [1]. Wireless Sensor Network (WSN) is a potential candidate that provides an infrastructure for these technologies. WSN is a group of wireless nodes that are equipped with sensors and actuators; the network is designed as an application specific and performs dedicated tasks. Wireless nodes depend on batteries as a source of energy and the wireless unit drains nodes batteries [2]; therefore, routing data considered an expensive and complex task. In the literature, clustering routing algorithms have shown promising enhancements of the WSN lifetime; classical algorithms such as LEACH [3], HEED [4], and EECS [5] divide their networks into random clusters, and each cluster comprises a Cluster Head (CH) and wireless nodes. Data collected from surroundings and relayed to CHs; then CHs have to forward the data after aggregating them to a central unit called Sink. CHs use long-range communications called backhauling to the sink. The role of CH is frequently rotated to distribute the energy consumption load among nodes and thus re-clustering initiated every round of operation. Due to the random clustering of wireless nodes, classical algorithms suffer from an unbalanced intra-cluster distance and unbalanced energy consumptions. Another clustering algorithms are K-means algorithms such as Periyasamy et al. [6], Park et al. [7], Sasikumar and Khara [8], Razzaq et al. [9] and Khan et al. [10]; these algorithms estimate the number of clusters and their initial centroids. In K-means, wireless nodes assigned to clusters based on the minimum distance to centroids, then average Euclidean distance to these centroids are determined and centroids repositioned. After that, wireless nodes re-clustered and assigned to the new centroids. Determining the mean distance and re-clustering the nodes are repeated until centroid positions fixed, and cluster members are static.

Unlike classical algorithms, K-means algorithms balance the intra-cluster distance of clusters; but still these algorithms construct unequal clusters because of random centroid positions; where a bad choice of initial centroids leads to unbalanced cluster sizes and unbalanced CHs consumption, thus premature CHs death at the early stage of the network lifetime. Therefore, this article proposes to construct initial clusters using K-means, then the X-means algorithm splits each cluster centroid into multiple positions, and then searches for the best position and the best number of clusters.

The rest of the article is as follows, in Section 2 the system model is presented, then in Section 3 we propose X-means algorithm and describe its two operation phases with mathematical equations, after that in Section 4 the simulation results and a discussion on how the proposed algorithm prolongs WSN lifetime, finally in Section 5, we conclude our work with future recommendations to further enhance the X-means algorithm.

2. SYSTEM MODEL

The system model obtained from Ref. [3], and it includes two parts; a transmitter model and a receiver model, as in Equations (1)
and (2). The transmitter consumption model of Equation (1) consists of $E_{dc}$ as the energy required to aggregate and process data, and the amplification energy required to transmit data ($b$) over ($d$) distance. Equation (1) describes two types of the amplification energies, where $e_{dc}$ describes the amplification energy required to transmit a single bit using the freespace model; and $e_{mp}$ describes the amplification energy required to transmit a single bit using the multipath fading model. $d_c$ is the crossover distance between the freespace model and the multipath model, and it is described in Park et al. [7]. The total transmission energy ($E_{tx}$) is proportional to the distance between a source node and a destination node, where it corresponds to $d'$ attenuation when $d$ is less than $d_c$ and corresponds to $d''$ attenuation when $d$ is greater than or equal $d_c$. The receiving consumption ($E_{rx}$) includes the energy required to process data packet ($b$) in bits as in Equation (2).

$$
E_{tx} = \begin{cases} 
    b \cdot E_{dc} + b \cdot e_{mp} \cdot d^2, & d < d_c \\
    b \cdot E_{dc} + b \cdot e_{mp} \cdot d^3, & d \geq d_c
\end{cases}
$$

(1)

$$
E_{rx} = b \cdot E_{dc}
$$

(2)

3. PROPOSED METHOD

In our previous work [11], X-means had a fixed number of children, but here the X-means provides a dynamic range of centroids. The concept of the X-means clustering summarized into two phases; the first phase is constructing random clusters with random centroids, then using K-means, optimize these positions as in Equation (3). The process repeated recursively until a final copy of centroids is determined and the final copy of centroids called parent centroids. In phase two, parents give birth to multiple children ($C$), the initial locations of the children determined as in Equation (4); where $\theta = 2\pi/n$ and ($d_{m}$) is the average Euclidean distance between the parent and nodes in the cluster as in Equation (5).

$$
P_{n} = \alpha_n(x, y) + \frac{1}{S_{n}} \sum_{i=1}^{S_{n}} \beta_{i}(x, y) \quad \begin{cases} 
    n \in \{1, 2, 3, ..., k\} \\
    i \in \{1, 2, 3, ..., S_{n}\}
\end{cases}
$$

(3)

$$
C_{j} = \begin{cases} 
    X_{j} = d_{m} \cos \theta \\
    y_{j} = d_{m} \sin \theta
\end{cases} \quad 1, 2, 3, ..., j \in P_{n}
$$

(4)

$$
d_{m} = \frac{1}{S_{n}} \sum_{i=1}^{S_{n}} \sqrt{(x_{p} - x_{i})^2 + (y_{p} - y_{i})^2}, \quad P \in P_{n}
$$

(5)

$P_{n}$: Parent ($n$) centroid.

$\alpha_n(x, y)$: $x$ and $y$ position of previous ($n-1$) parent centroid.

$S_{n}$: Set of nodes assigned to $P_{n}$.

$\beta_{i}(x, y)$: $x$ and $y$ position of node ($i$).

$d_{m}$: the average distance between parent centroid and nodes in the cluster.

$C_{j}$: the location of the child ($j$) of parent ($P_{n}$).

After that, new children $C_{j}$ are set as cluster centroids, then nodes re-clustered and assigned using a minimization technique, where nodes grouped by the minimum average some of their distance from the sink and children ($C_{j}$) as in Equations (6) and (7).

The X-means algorithm recursively executes Equation (8) until children centroid positions are fixed. The recursive run has three outcomes; children form their own clusters and parents collapsed, second some children and parents diminished, and third, children collapsed, and parents repositioned to best locations.

$$
AD_{j} = \min \left( \frac{(d_{j} + d_{sink})}{2} \right), \quad i \in \{1, 2, 3, ..., S_{n}\}
$$

(6)

$$
AD_{i} = \min(AD_{i1}, AD_{i2}, AD_{i3}, ..., AD_{i}), \quad i \in S_{n}, \quad j \in P_{n}
$$

(7)

$$
CC_{ij} = \varnothing(x, y) + \frac{1}{S_{n}} \sum_{i=1}^{S_{n}} \beta_{i}(x, y) \quad \begin{cases} 
    n \in \{1, 2, 3, ..., k\} \\
    i \in \{1, 2, 3, ..., S_{n}\}
\end{cases}
$$

(8)

$CC_{ij}$: position of child ($j$) of parent ($n$).

$\varnothing(x, y)$: position of the sink.

$AD_{i}$: average distance to the child ($j$) and the sink.

$AD_{j}$: minimum average distance of node ($i$) to child ($j$).

$d_{j}$: node ($i$) Euclidean distance to child ($j$).

$D_{sink}$: node ($i$) Euclidean distance to the sink.

Figure 1 shows an example of the algorithm run in an area of $100 \times 100$, where parents set to three and children to two. The first generation is parents generated by K-means as in Figure 1a, and the number of generated parents is three, then parents split and each gives birth to two children as in Figure 1b (marked with triangle and circles), the total of children and parents becomes nine centroids, finally X-means diminishes the parents, and some children, and repositioned the remaining children as in Figure 1c. Remaining centroids form static clusters of the network. In X-means, nodes with minimum distance to centroids and highest energy selected as CHs, then if the CH energy dropped below an energy threshold, it steps down and the next closest and highest energy node becomes the CH. In our implementation, the energy threshold is a predefined value, but this value is not static, where once a node energy dropped below the threshold the node determines a new threshold, the new threshold is a step down from the original threshold by ($\sigma$) as in Equation (9).

$$
P_{n} = \alpha_{n}(x, y) + \frac{1}{S_{n}} \sum_{i=1}^{S_{n}} \beta_{i}(x, y) \quad \begin{cases} 
    n \in \{1, 2, 3, ..., k\} \\
    i \in \{1, 2, 3, ..., S_{n}\}
\end{cases}
$$

(3)

$$
C_{j} = \begin{cases} 
    X_{j} = d_{m} \cos \theta \\
    y_{j} = d_{m} \sin \theta
\end{cases} \quad 1, 2, 3, ..., j \in P_{n}
$$

(4)

$$
d_{m} = \frac{1}{S_{n}} \sum_{i=1}^{S_{n}} \sqrt{(x_{p} - x_{i})^2 + (y_{p} - y_{i})^2}, \quad P \in P_{n}
$$

(5)

Figure 1 - X-means two phase of centroid generation. (a) Parent centroids generated after running K-means. (b) Parents give birth to new children centroids. (c) Remaining centroids after running X-means.
$E_{\text{th}(n)} = E_{\text{th}(n-1)} - (\sigma * E_{\text{th}(n-1)})$

(9)

$E_{\text{th}(n)}$: the new energy threshold.

$E_{\text{th}(n-1)}$: the previous energy threshold.

This step down ensures that all cluster members can participate as CHs until they are depleted.

4. RESULTS AND DISCUSSION

The proposed algorithm simulated with MATLAB and the simulation parameters in Table 1. There are extensive simulations done to test the algorithm. Figure 2 depicts the result of an area 220 × 220 that contains 220 nodes, nodes deployment is random, but nodes density is uniform. In X-means the number of centroids is not determined, but only initial centroids are set. Assuming the maximum allowed clusters is 5% of the total network nodes [3], then the total clusters are 11, thus the X-means initialized for two scenarios; when the number of parents ($P$) is two and give birth to five children ($C$), and when $P$ is five and give birth to two $C$; also, K-means [7] initialized for ten centroids. During the simulation, the adopted data paradigm is continuous, where CHs always have data to send to the sink. Results measure the network lifetime in round, where a single round is a single packet received from CHs at the sink.

Results show that X-means prolongs the network life in term of First Node Death (FND). The positions of centroids minimized nodes consumption per round by reducing the intra-cluster distance. The result in Figure 2, shows FND enhancement of 39% when $P = 2$ and 57% when $P = 5$ over the K-means algorithm. We extended the simulation to include variations of the network areas and combinations of parents and children, the results depicted in Figure 3. The result shows that whenever the number of parents is greater than the number of children, X-means achieves a smaller intra-cluster distance. This phenomenon occurs because of dividing the area into small search spaces at phase one of the algorithm, which makes it easier to find the best position at phase two. During the simulation we also monitored the average energy consumption as in Figure 4. The result shows that the X-means in its all variation consumed energy less than K-means. The highest X-means consumption occurred when the area was 370 × 370, where increasing the area increased the backhaul distance and thus increased the overall energy consumption of the cluster.

5. CONCLUSION

In this article we proposed the X-means with multiple children as a solution for K-means shortcomings. The algorithm depends on the initial values of parents and children. Then parents and children evaluated to generate a final copy of centroids that is less than

Table 1  X-means simulation parameters

| Parameter | Description | Value |
|-----------|-------------|-------|
| $d_0$     | Crossover distance | 87 m  |
| $\epsilon_s$ | Freespace model amplification energy | 10 pJ/bit/m² |
| $\epsilon_{mp}$ | Multipath amplification energy | 0.0013 pJ/bit/m² |
| $E_{elec}$ | Single bit processing energy | Tx or Rx = 50 nJ/bit Aggregation = 5 nJ/bit |
| $E_{ini}$ | Initial energy | 0.5 J |
| $E_{th}$ | Energy threshold | 0.2 J |
| $\sigma$ | $E_{\text{th}}$ step down | 5% |
| Packet size | Data size | 4.2 Kb/packet |
| Control packet | Packet headers | 0.2 Kb/packet |

Figure 2  X-means simulation when the number of parents is two and five and children two and five.
the maximum number of the allowed network centroids. X-means selects centroid locations that optimize the intra-cluster distance and prolong the network lifetime. The simulation scenarios were limited to 180, 220 and 370 nodes. Thus, the performance is not checked for large scale deployment such as 1000 nodes.
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