Ultimate accuracy limit of quantum pulse-compression ranging

Quntao Zhuang$^{1,2,*}$ and Jeffrey H. Shapiro$^3$

$^1$ Department of Electrical and Computer Engineering, University of Arizona, Tucson, Arizona 85721, USA
$^2$ James C. Wyant College of Optical Sciences, University of Arizona, Tucson, Arizona 85721, USA
$^3$ Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA

(Dated: September 24, 2021)

Radars use time-of-flight measurement to infer the range to a distant target from its return’s roundtrip range delay. They typically transmit a high time-bandwidth product waveform and use pulse-compression reception to simultaneously achieve satisfactory range resolution and range accuracy under a peak transmitted-power constraint. Despite the many proposals for quantum radar, none have delineated the ultimate quantum limit on ranging accuracy. We derive that limit through continuous-time quantum analysis and show that quantum illumination (QI) ranging—a quantum pulse-compression radar that exploits the entanglement between a high time-bandwidth product transmitted signal pulse and a high time-bandwidth product retained idler pulse—achieves that limit. We also show that QI ranging offers mean-squared range-delay accuracy that can be 10’s of dB better than a classical pulse-compression radar’s of the same pulse bandwidth and transmitted energy.

I. INTRODUCTION.

Classical microwave radars use time-of-flight measurement to infer the range to a distant target from its return’s roundtrip range delay $\tau$ [1–7]. Their range-delay resolution $\tau_{\text{res}}$, i.e., the delay separation needed for reliably distinguishing between two targets based on their range separation, is inversely proportional to the radar pulse’s bandwidth $\Delta \omega$. Their ultimate range-delay measurement accuracy for a single target, i.e., the minimum root-mean-squared (rms) estimation error $\delta \tau_{\text{min}}$ for localizing a single target, as set by the Cramér-Rao bound (CRB), decreases as the signal-to-noise ratio (SNR) increases. A transform-limited transmitted pulse with duration $T$ and peak power $P_T$, has $\Delta \omega \sim 2\pi/T$ and provides an SNR satisfying $\text{SNR} \propto P_T T$. For a radar whose peak power is constrained, these behaviors lead to a conflict between improving the range-delay resolution and improving the ultimate range-delay accuracy. Using a high time-bandwidth product $(T \Delta \omega \gg 2\pi)$ transmitted pulse, however, retains the SNR $\propto P_T T$ behavior, but pulse-compression reception results in $\tau_{\text{res}} \sim 2\pi/\Delta \omega \ll T$ [3, 4]. Range-delay resolution and CRB accuracy, however, are not the whole story for radar ranging. Because range-delay estimation is a nonlinear problem, there is a minimum SNR below which range-delay performance is significantly worse than the CRB [8–14]. Here, the Ziv-Zakai bound [8] affords a useful lower bound on achievable rms accuracy for sub-threshold SNRs.

With the emergence of quantum information science, considerable attention is being paid to the notion of quantum radar [15–18]. Much of this work has addressed radar operation at optical wavelengths [19–23], where background noise has low brightness, i.e., $\ll 1$ photon/mode, and very low roundtrip radar-to-target-to-radar propagation loss is often assumed. Our interest is in microwave radar, where background noise has high brightness, viz., $\sim 100$–1000 photons/mode, and an unresolved target at range $R$ returns a power that is inversely proportional to $R^4$, making propagation loss severe. Despite this regime’s loss and noise, quantum illumination (QI) [17, 24–26] has shown that entanglement offers a 6 dB advantage—over its best classical competitor of the same transmitted energy—in the error-probability exponent for detecting the presence of an unresolved target at a particular location.

Recently, QI’s hypothesis-testing approach was applied to the task of determining which of many contiguous range-delay resolution bins contains a target that is known to be present in one of them [27]. That first step toward understanding QI’s ranging performance did not address QI’s ultimate range-delay accuracy, as set by the quantum CRB [28–30] at high SNR and the quantum Ziv-Zakai bound (ZZB) [31] in the sub-threshold SNR region. This Letter will remedy those deficiencies by developing a continuous-time framework for QI’s entanglement-assisted range-delay estimation and comparing its predictions to corresponding results for classical, i.e., coherent-state, radar.

Our proposed QI ranging is a quantum pulse-compression radar that benefits from the entanglement between a high time-bandwidth product transmitted signal pulse and a high time-bandwidth product retained idler pulse. In comparison to a classical pulse-compression radar of the same bandwidth and transmitted energy, our quantum CRB analyses show that QI’s mean-squared accuracy above its SNR threshold is 3 dB better than the corresponding above-threshold classical performance. QI’s 6 dB advantage in error-probability exponent over classical radar in determining the target’s range-resolution bin [27], however, provides a 6 dB reduction in its SNR threshold relative to that of classi-
II. QUANTUM DESCRIPTION OF RANGE-DELAY ESTIMATION

The quantum range-delay estimation problem is as follows. The radar transmits a single spatial-mode field characterized by a photon-units, positive-frequency field operator

\[ \hat{E}_S(t) = \int \frac{d\omega}{2\pi} \hat{A}_S(\omega)e^{-i(\omega_0 + \omega)t}, \] (1)

where \( \omega_0 \) is the carrier frequency [3]. In both our classical and quantum pulse-compression radars, this field operator’s excitation will have duration \( T \), bandwidth \( \Delta \omega \) satisfying \( 2\pi/T \ll \Delta \omega \ll \omega_0 \), and average photon number

\[ \mathcal{E} = \int dt \langle \hat{E}_S(t)^\dagger \hat{E}_S(t) \rangle. \] (2)

From an unresolved, nonfluctuating target at range \( R \), the radar receives a photon-units, positive-frequency field operator \( \hat{E}_R(t) \) given by

\[ \hat{E}_R(t) = \sqrt{\kappa} e^{i\theta_R} \hat{E}_S(t - \tau) + \sqrt{1 - \kappa} \hat{E}_B(t), \] (3)

where: \( \kappa \) is the roundtrip radar-to-target-to-radar transmissivity; \( \theta_R \) is the phase shift incurred in reflection from the target; \( \tau = 2R/c \), with \( c \) being light speed, is the target’s range delay; and

\[ \hat{E}_B(t) = \int \frac{d\omega}{2\pi} \hat{A}_B(\omega)e^{-i(\omega + \omega_0)t} \] (4)

is the background radiation’s field operator. In keeping with a microwave radar’s interrogating a distant unresolved target, we shall assume that the target is known to lie in the range uncertainty interval \( R = [R_{\min}, R_{\max}] \) with \( \Delta R = R_{\max} - R_{\min} \ll (R_{\min} + R_{\max})/2 \). It then follows that the range-delay \( \tau \) will lie in \([\tau_{\min}, \tau_{\max}]\) with \( \tau_{\min} = 2R_{\min}/c \), \( \tau_{\max} = 2R_{\max}/c \), and \( \Delta \tau = \tau_{\max} - \tau_{\min} = 2\Delta R/c \). Also, \( \kappa \) will be approximately constant over the range uncertainty interval and satisfy \( \kappa \ll 1 \). The background radiation—at least over \( \hat{E}_S(t)’s \) excitation bandwidth—is in a thermal state whose average photon number per mode is \( N_B/(1 - \kappa) \approx N_B \), where

\[ N_B = 1/\left \{ \exp(h\omega_0/k_BT_B) - 1 \right \} \gg 1, \] (5)

with \( h \) being the reduced Planck constant, \( k_B \) the Boltzmann constant, and \( T_B \) the radar receiver’s noise temperature. The range-delay estimation task is to make a minimum rms error estimate of \( \tau \) from a measurement made on \( \{\hat{E}_R(t) : t \in \mathcal{T}\} \), where \( \mathcal{T} \) includes all times for which there could be any target return from the range uncertainty interval.

Before proceeding further, there is an important point to make about \( \theta_R \) and \( \omega_0 \) that is revealed by the frequency domain version of Eq. (2), viz.,

\[ \hat{A}_R(\omega) = \sqrt{\kappa} e^{i(\omega_0 + \omega + \theta_R)} \hat{A}_S(\omega) + \sqrt{1 - \kappa} \hat{A}_B(\omega). \] (6)

If \( \theta_R \) is modeled as uniformly distributed on \([0, 2\pi]\), as is typically the case, the \( \omega_0 \tau \) term in Eq. (5) becomes uninformative and the radar must implement a measurement that is not destroyed by phase randomness. (In classical radar this task is accomplished by means of envelope detection after matched filtering.) On the other hand, if \( \theta_R \) is known, the ensuing range-delay ambiguities spaced \( 2\pi/\omega_0 \) apart [4] prevent the \( \omega_0 \tau \) term in Eq. (5) from being useful. That said, we shall set \( \theta_R = 0 \) and \( \omega_0 = 0 \) in Eq. (5) in evaluating the quantum CRB and ZZB, recognizing, by convexity, that the results obtained therefrom are lower bounds on their phase-incoherent (random \( \theta_R \)) counterparts. See Appendix A for evidence supporting the minimal impact, on classical radar, of assuming \( \theta_R = 0 \) when \( \omega_0 = 0 \).

Our rms accuracy \( \delta \tau \) assessments for the classical and QI pulse-compression radars combine the quantum CRB [28–30] and the quantum ZZB [31]. Specifically, when the radar in question has its SNR above its range-delay estimation’s SNR threshold, we use \( \delta \tau \approx \delta \tau_{\text{CRB}} = 1/\mathcal{F}_\tau \), where \( \mathcal{F}_\tau \) is the Fisher information about \( \tau \) contained in \( \{\hat{E}_R(t) : t \in \mathcal{T}\} \) (see Appendix B),

\[ \mathcal{F}_\tau = \lim_{d\tau \to 0} \frac{8}{d\tau^2} \left( 1 - \frac{\text{tr}[(\hat{\rho}_\tau + d\hat{\rho}_\tau)\hat{\rho}_\tau^\dagger]}{2} \right), \] (7)

where \( \hat{\rho}_u \) is the state of the classical radar’s received field—and, for the quantum radar, the joint state of its received and retained fields—when the range delay is \( u \). Alternatively, when the radar’s SNR is below threshold, we use \( \delta \tau \approx \delta \tau_{\text{ZZB}}, \) where

\[ \delta \tau_{\text{ZZB}} = \sqrt{\int_0^{\Delta \tau} d\tau' \tau'^2 (1 - \frac{\tau'}{\Delta \tau}) P_\epsilon(\tau')} \] (8)

with \( P_\epsilon(\tau') \) being the minimum error probability—from the likelihood-ratio test for the classical radar [1] and from the Helstrom limit [28] for the quantum radar—for distinguishing between the equally-likely hypotheses \( H_0 = \) target present at range delay \( \tau_{\min} \) and \( H_1 = \) target present at range delay \( \tau_{\min} + \tau' \). As will be discussed below, however, we will use the quantum radar’s Chernoff bound [8, 27, 33] in lieu of the Helstrom limit, because the former is easily obtained whereas the latter is not (see Appendix C). We expect this substitution will have a modest effect on our results, because the quantum Chernoff bound is known to be exponentially tight in \( P_\epsilon(\tau') \)’s SNR dependence.
III. CLASSICAL PULSE-COMPRESSION RADAR

Our classical pulse-compression radar will emit \( \hat{E}_S(t) \) in the coherent state \( \sqrt{E} s(t) e^{-i\omega_0 t} \), where

\[
s(t) = (2\pi T^2)^{-1/4} \exp(-t^2/4T^2 + i\Delta \omega t^2/2T),
\]

with \( 2\pi/T < \Delta \omega < \omega_0 \). Physically, this is a narrowband, but high time-bandwidth product, chirped-Gaussian pulse with average photon number \( E \) and rms time duration \( T \). Moreover, because

\[
S(\omega) = \int dt s(t) e^{-i\omega t} \approx \exp(-\omega^2/4\Delta \omega^2) \left( \Delta \omega^2/2\pi \right)^{1/4},
\]

so that \( \int \frac{d\omega}{\omega^2} |S(\omega)|^2 = \Delta \omega^2 \), we thus have that \( \Delta \omega \) is \( s(t) \)'s rms bandwidth. The quantum CRB—with \( \theta = 0 \) and \( \omega_0 = 0 \)—for this classical radar’s rms range accuracy with quantum-optimal reception is (see Appendix B)

\[
\delta \tau_{\text{CRB}}^C \approx \frac{1}{\Delta \omega \sqrt{2N_k E/(N_B + 1/2)}} \approx \frac{1}{\Delta \omega \sqrt{2 \text{SNR}}},
\]

(10)

where SNR \( \equiv kE/N_B \) and \( N_B \gg 1 \) is as typical for microwave operation.

Interestingly, a semiclassical treatment of a radar using this chirped-Gaussian pulse transmitter and ideal heterodyne reception results in a classical CRB that gives the same result as Eq. (10) for \( N_B \gg 1 \). Moreover, for \( N_B \gg 1 \), both the quantum CRB and the classical CRB for heterodyne reception match well-known classical results [3, 4, 35-37] for the high-SNR range-delay accuracy. Furthermore, convexity implies that no classical-state transmitter can outperform the best coherent-state radar, and the CRB from Eq. (10) holds for all pulse shapes with rms bandwidth \( \Delta \omega \) (see Appendix B). Thus we conclude that a coherent-state transmitter with ideal heterodyne reception is the quantum optimum classical-state radar for above-threshold microwave range-delay estimation when \( k < 1 \) and \( N_B \gg 1 \).

In contrast to the CRB—which bounds the range-delay accuracy for estimating an unknown, non-random \( \tau \)—the ZZB is a Bayesian result that assumes \( \tau \) to be uniformly distributed on \( \tau \in [\tau_{\text{min}}, \tau_{\text{max}}] \). Consequently, as SNR \( \rightarrow 0 \), we have \( \delta \tau_{\text{ZZB}} \) will approach the range-delay distribution’s standard deviation, \( \sigma_\tau = \sqrt{\Delta \tau^2/12} \), which is typically much greater than the radar’s range-delay resolution \( \tau_{\text{res}} \). Using well-known results (see Appendix C)—and \( k \ll 1, N_B \gg 1 \)—we have that the classical radar’s likelihood-ratio test for ideal heterodyne detection results in

\[
P_e(\tau') = Q(\sqrt{\text{SNR}(1-e^{-\Delta \omega^2 \tau'^2/2})}) \leq \exp\left[ -\text{SNR}(1-e^{-\Delta \omega^2 \tau'^2/2})/2 \right]/2,
\]

(11)

(12)

where \( Q(x) \equiv \int_x^{\infty} dy e^{-y^2/2 \sqrt{2\pi}} \), and the upper bound is the both the classical Chernoff bound for ideal heterodyne reception and the quantum Chernoff bound for the quantum-optimum measurement made on \( \{ \hat{E}_R(t) : t \in T \} \). The Chernoff bound gives \( \delta \tau_{\text{ZZB-QCB}} \sim \sigma_\tau \text{e}^{-\text{SNR}/4} \) at low SNRs, but at high SNRs we find (see Appendix C) \( \delta \tau_{\text{ZZB}} \rightarrow \delta \tau_{\text{CRB}}^C \) for the exact error probability, whereas \( \delta \tau_{\text{ZZB-QCB}} \rightarrow \sqrt{2} \delta \tau_{\text{CRB}}^C \). The latter behavior is not surprising: at high SNRs Eq. (7) is dominated by contributions from small values of \( \tau \), for which the Chernoff bound is not sufficiently accurate in approximating \( P_e(\tau') \) to recover the CRB (see Appendix C).

Although we have chosen the chirped-Gaussian pulse of Eq. (8) for analytical convenience, the quantum CRB from Eq. (10) and the ZZB’s high-SNR and low-SNR asymptotes apply to all pulse shapes with rms bandwidth \( \Delta \omega \) (see Appendices B and C).

IV. QUANTUM PULSE-COMPRESSION RADAR

Our quantum pulse-compression radar will use a continuous-wave, frequency-degenerate, spontaneous parametric downconverter to produce signal and idler beams whose photon-units, positive-frequency field operators, \( \hat{E}_S(t) \) from Eq. (1) and

\[
\hat{E}_I(t) = \int \frac{d\omega}{2\pi} \hat{A}_I(\omega) e^{-i(\omega_0 - \omega)t},
\]

are in a zero-mean jointly-Gaussian state characterized by their nonzero Fourier-domain correlations:

\[
\langle \hat{A}_K(\omega') \hat{A}_K(\omega) \rangle = 2\pi S^{(n)}(\omega) \delta(\omega - \omega'),
\]

for \( K = S, I, \) and

\[
\langle \hat{A}_S(\omega) \hat{A}_I(\omega') \rangle = 2\pi S^{(p)}(\omega) \delta(\omega - \omega').
\]

The quantum radar transmits a \( T \)-s-long pulse of its signal beam, where \( T > 2\pi/\Delta \omega \), while retaining the companion idler pulse for a joint measurement with \( \{ \hat{E}_R(t) : t \in T \} \).

For analytical convenience, we will take signal and idler’s phase-insensitive (fluorescence) spectrum to be

\[
S^{(n)}(\omega)/2\pi = \frac{N_S e^{-\omega^2/2\Delta \omega^2}}{\sqrt{2\pi}},
\]

(16)

making their average photon number, \( \int_0^T dt \langle \hat{E}_S(t) \hat{E}_S(t) \rangle = T \int \frac{d\omega}{2\pi} S^{(n)}(\omega) = N_S \Delta \omega T = E \), and mean-squared bandwidth \( T \int \frac{d\omega}{2\pi} \omega^2 S^{(n)}(\omega)/E = \Delta \omega^2 \) match that of our classical pulse-compression radar, and we will take the signal and idler’s phase-sensitive cross spectrum to be

\[
S^{(p)}(\omega) = \sqrt{S^{(n)}(\omega)(S^{(n)}(\omega) + 1)},
\]

(17)

making their quadratures maximally entangled [17]. Note that the assumption of Gaussian fluorescence spectra is not essential for the quantum advantages derived below to hold (see Appendices B and C).
As is well known for QI target detection [17], our quantum pulse-compression radar’s performance advantage will come from its phase-sensitive cross spectrum, $S(n)(\omega)$, greatly exceeding the classical limit on that cross spectrum, $S(n)(\omega)$, when $N_S/\sqrt{2\pi} = \max_x[S(n)(\omega)] \ll 1$. This low-brightness condition implies that our quantum radar will need a much longer pulse duration than a high-brightness classical competitor of the same bandwidth and energy.

The quantum pulse-compression radar’s Fisher information is easily evaluated (see Appendix B), leading—when $N_S \ll 1$, $\kappa \ll 1$, and $N_B \gg 1$—to the range-delay CRB

$$\delta\tau^Q_{\text{CRB}} = 1/2\Delta\omega\sqrt{\text{SNR}} = \delta\tau^C_{\text{CRB}}/\sqrt{2},$$

(18)
a result that can be shown to be the best high-SNR performance of all entanglement-assisted radars (see Appendix B). When $N_S \gg 1$, however, the preceding quantum advantage vanishes, as expected from the previous paragraph, and we get (see Appendix B) $\delta\tau^Q_{\text{CRB}} = \delta\tau^C_{\text{CRB}}$.

To find the ZZB for our quantum radar we will focus on the $N_S \ll 1$, $\kappa \ll 1$, $N_B \gg 1$ regime and use the quantum Chernoff bound (QCB) for range-bin discrimination that applies when $T \gg \Delta\tau$ [27](see Appendix C), as will be necessary for our quantum radar to reach its threshold SNR, viz.,

$$P_e(\tau') \leq \exp[-2\text{SNR}(1-e^{-\Delta\omega^2\tau'^2/2})]/2,$$

(19)
in place of the (challenging to obtain) exact error probability. At high SNRs we get $\delta\tau^Q_{\text{ZZBQCB}} \approx \delta\tau^Q_{\text{CRB}}$, whereas at low SNRs we find (see Appendix C) $\delta\tau^Q_{\text{ZZBQCB}} \approx \sigma_\tau e^{-\text{SNR}}$. Comparing to the below-threshold classical result, $\delta\tau^C_{\text{ZZBQCB}} \approx \sigma_\tau e^{-\text{SNR}/4}$, shows the beneficial effect of QI’s 6 dB higher error-probability exponent [24, 27].

Strictly speaking, using an error-probability upper bound in an expression that provides a range-delay accuracy lower bound is no longer guaranteed to provide a lower bound. However, because $\delta\tau^Q_{\text{ZZBQCB}}$ approaches the quantum CRB at high SNR and converges to $\sigma_\tau$ as SNR $\to 0$, we believe it to be a good approximation to the $\delta\tau$ of our quantum radar (see Appendix C).

**V. ACCURACY COMPARISON**

Figure 1 presents an example that illustrates the range-delay advantages provided by QI’s entanglement-assisted pulse-compression radar over classical pulse-compression radar. There, we plot results for normalized mean-squared range-delay accuracies versus the radar’s SNR, both in dB. Here we see that the ZZBs (stars) all show a clear threshold phenomenon, as predicted from their high-SNR and low-SNR asymptotic results (dashed lines): $\delta\tau^Q_{\text{CRB}} = 1/2\Delta\omega\sqrt{\text{SNR}}$ and $\delta\tau^C_{\text{CRB}} = 1/\Delta\omega\sqrt{2\text{SNR}}$ at high SNR, and $\delta\tau^Q_{\text{ZZBQCB}} = \sigma_\tau e^{-\text{SNR}}$ and $\delta\tau^C_{\text{ZZBQCB}} = \sigma_\tau e^{-\text{SNR}/4}$ at low SNR. For each radar, the threshold signal-to-noise ratio, $\text{SNR}_{\text{thresh}}$, at which range-delay accuracy diverges from the CRB can be obtained by matching its low-SNR and high-SNR $\delta\tau^Q_{\text{ZZBQCB}}$ asymptotes. We find that (see Appendix C)

$$\text{SNR}^Q_{\text{thresh}} = \text{SNR}^C_{\text{thresh}}/4 = f(1/2\Delta\omega^2\sigma_\tau^2)/2,$$

(20)

where $x = f(y)$ is the inverse function of $y = xe^{-x}$. These thresholds are shown by vertical dashed lines in Fig. 1. They match well to the numerical results (red stars for the quantum radar and cyan or blue stars for the classical radar) found by evaluating Eq. (7). As predicted by Eq. (20), the quantum radar’s SNR threshold is 6 dB lower than that of the classical radar, as highlighted in Fig. 1. This 6 dB advantage from using entanglement has been verified numerically for a variety of $\Delta\tau$ values (see Appendix C).

Remarkably, for a $\Delta\omega/2\pi = 10^6$ Hz rms-bandwidth quantum radar interrogating a target located within a $\Delta R = 5$ km range uncertainty, operation at $\text{SNR}^Q_{\text{thresh}}$ provides a 28 dB advantage in mean-squared range-delay accuracy compared to a classical radar of the same bandwidth and pulse energy. More generally, asymptotic analyses (see Appendix C) show that the quantum radar’s mean-squared accuracy advantage when operating at $\text{SNR}^Q_{\text{thresh}}$ obeys

$$\left(\delta\tau^Q_{\text{ZZBQCB}}\right)^2/(\delta\tau^Q_{\text{ZZBQCB}})^2 \sim (\Delta\omega\sigma_\tau)^{3/2},$$

(21)

and thus grows with both increasing bandwidth and range-delay uncertainty.
VI. DISCUSSION

Microwave radar is a challenging venue for exploiting quantum entanglement [38]. In this Letter, we developed a continuous-time treatment of QI target ranging and compared its performance to that of a classical pulse-compression radar. Both use time-of-flight measurements to infer target range, hence both have SNR thresholds below which their range-delay measurement accuracy is far worse than their CRB limit. Our quantum radar has a 6 dB lower threshold SNR than the classical radar. Consequently, when the quantum radar operates at its threshold SNR, its mean-squared range-delay accuracy can be 10’s of dB better than its classical competitor’s. Although we have yet to identify a receiver design for achieving our quantum radar’s range-delay accuracy advantage, such a large advantage is a much better prospect for retaining a significant advantage with a practical, but sub-optimal, receiver than is the case for QI target detection.

Putting aside the task of developing a practical receiver for QI target ranging, any such system will be subject to the same difficulties [17, 38, 39] that preclude QI’s utility for long-range target detection unless exceedingly long pulse durations can be employed so that SNR = κMN/S/NB values—where M is the transmitter’s time-bandwidth product [4]—on the order of 5-to-10 dB can be achieved for N_S ≪ 1, κ ≪ 1, and NB ≫ 1.

To illustrate the trade-off between range-delay quantum advantage and pulse duration, consider a W-band (ω_0/2π = 100 GHz) radar used to localize a tiny unmanned aerial system (UAS). W-band radar is both high precision and robust to degraded visual environments [41], hence it is widely applicable to UAS detection [42]. Figure 2 is a contour plot of this radar’s quantum advantage in mean-squared range-delay accuracy for a \( \Delta R = R/100 \) range uncertainty when operated at SNR^{Q\_thresh}. It assumes an ideal radar implementation for which \( \kappa = (G_T/4\pi R^2)\sigma_A R/4\pi R^2 \), with \( G_T = A_R/(2\pi c/\omega_0)^2 \) being the radar’s antenna gain, \( A_R = 1 \text{ m}^2 \) its antenna area, and \( \sigma = 0.01 \text{ m}^2 \) the UAS’s radar cross-section. It also assumes a \( T_B = 150 \text{ K} \) noise temperature, giving \( N_B = 32 \). These parameters determine the \( N_S \) needed to reach SNR^{Q\_thresh}, and hence the resulting quantum advantage. As seen in Fig. 2, a 0.01 s pulse duration provides a 20 dB quantum advantage at \( R = 100 \text{ m} \), but an impractically long 100 s pulse duration is needed to realize this same advantage at \( R = 1 \text{ km} \), because \( T/R^4 \) must be constant to maintain constant quantum advantage.

In conclusion, recall the meta-lesson of Tan et al.’s QI target detection: an entanglement-based advantage can, in principle, be realized in an entanglement-breaking scenario, so do not dismiss using entanglement in such a scenario. Thus, bear in mind our Letter’s meta-lesson: an enormous entanglement-based advantage can, in principle, be realized in an entanglement-breaking scenario, so be even less willing to dismiss exploiting entanglement in such a scenario.
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incoherent operation.

The complex field envelope of the intermediate frequency signal-plus-noise waveform for a heterodyne reception classical radar can be taken to be \[ E_R(t) = \sqrt{\kappa \mathcal{E}} s(t - \tau)e^{i\theta_R} + w(t), \quad (A1) \]
where: \( \kappa \) is the roundtrip radar-to-target-to-radar transmissivity of the target return; \( \tau \) is the target’s range delay; \( s(t) \) is the transmitter’s normalized \( (\int dt |s(t)|^2 = 1) \) duration \( T \), bandwidth \( \Delta \omega \) pulse shape; \( \theta_R \) is the phase shift incurred in reflection from the target; and \( w(t) \) is a zero-mean, complex-valued, white Gaussian noise process characterized by its correlation function, \( \langle w^*(t)w(t') \rangle = (N_B + 1)\delta(t - t') \), with \( N_B \gg 1 \) being the background radiation’s brightness and \( \delta(\cdot) \) the unit impulse. (The main text took \( s(t) \) to be a high time-bandwidth product, chirped-Gaussian pulse, but for most of this section we shall allow it to be an arbitrary waveform satisfying the constraints mentioned above.)

The preceding radar makes its range-delay estimate using \( \{E_R(t) : t \in \mathcal{T}\} \), where \( \mathcal{T} \) includes all times for which there could be a target return from the range-delay uncertainty interval \( \tau \in [\tau_{\min}, \tau_{\max}] \). For now, let us assume that \( \mathcal{T} \) has finite duration \( T_R \). Exploiting the whiteness of \( w(t) \), the continuous-time observation \( \{E_R(t) : t \in \mathcal{T}\} \) can be discretized using its Fourier series coefficients, \( \{r_n : |n| = 0, 1, 2, \ldots\} \), given by
\[ r_n = \int_{\mathcal{T}} dt E_R(t) e^{-i2\pi nt/T_R} \sqrt{T_R}, \quad (A2) \]
with
\[ r_n = \sqrt{\kappa} s_n(\tau)e^{i\theta_R} + w_n, \quad (A3) \]
\[ s_n(\tau) = \int_{\mathcal{T}} dt s(t - \tau)e^{-i2\pi nt/T_R} \sqrt{T_R}, \quad (A4) \]
\[ w_n = \int_{\mathcal{T}} dt w(t)e^{-i2\pi nt/T_R} \sqrt{T_R}, \quad (A5) \]
and the \( \{w_n\} \) being independent identically-distributed (iid), zero-mean, complex-valued Gaussian random variables with \( \langle |w_n|^2 \rangle = N_B + 1 \). This radar’s Cramér-Rao bound (CRB) and the Ziv-Zakai bound (ZZB) are treated in the subsections that follow. Both analyses start from the conditional likelihood function,
\[ p\{r_n\}^{\theta_R}(\{R_n\} \mid \Theta_R) = \prod_n \exp \left[-\frac{|R_n - \sqrt{\kappa \mathcal{E}} s_n(\tau)e^{i\theta_R}|^2/(N_B + 1)}{\pi(N_B + 1)} \right]. \quad (A6) \]
The classical radar’s phase-coherent CRB and ZZB from the main text follow from assuming \( \Theta_R = 0 \) in (A6). These will be reprised below as preludes to our results for phase-incoherent (\( \theta_R \) uniformly distributed on \( [0, 2\pi] \)) operation.

1. Cramér-Rao Bound

The main text’s phase-coherent CRB for the classical radar’s mean-squared range-delay accuracy is the reciprocal of its Fisher information,
\[ \mathcal{F}_{\text{coh}} = \left\langle \left( \frac{\partial \ln[p\{r_n\}^{\theta_R}(\{R_n\} \mid 0)]}{\partial \tau} \right)^2 \right\rangle, \quad (A7) \]
which evaluates to
\[ \mathcal{F}_{\text{coh}} = \left( \frac{2\sqrt{\kappa \mathcal{E}}}{(N_B + 1)^2} \sum_n \text{Re} \left \{ [r_n - \sqrt{\kappa \mathcal{E}} s_n(\tau)] \frac{ds_n(\tau)}{d\tau} \right \} \right)^2 \quad (A8) \]
\[ = \frac{2\kappa \mathcal{E} \sum_n \frac{|ds_n(\tau)|^2}{d\tau}}{N_B + 1} = \frac{2\kappa \mathcal{E} \int_\mathcal{T} dt \left| \frac{ds(t - \tau)}{d\tau} \right|^2}{N_B + 1} = \frac{2\kappa \mathcal{E} \Delta \omega^2}{N_B + 1}, \quad (A9) \]
where the second and third equalities in Eq. (A9) follow, respectively, from Parseval’s theorem for Fourier series and $\Delta \omega$ defined to be the root-mean-squared (rms) bandwidth of $s(t)$. At this point we can let $T_r \to \infty$, and, using $N_B \gg 1$ and signal-to-noise ratio (SNR) defined by $\text{SNR} \equiv \kappa \mathcal{E}/N_B$, we get the main text’s Eq. (10) for an arbitrary $s(t)$ satisfying the assumed constraints.

Turning now to phase-incoherent operation, we start from the likelihood function

$$
p(r_n)(\{R_n\}) = \int_0^{2\pi} d\Theta_R \frac{p(r_n) \rho_R(\{R_n\} \mid \Theta_R)}{2\pi} \exp\left[-\frac{\sum_n (|R_n|^2 + \kappa \mathcal{E}|s_n(\tau)|^2)}{N_B + 1}\right] \left[\frac{2\sqrt{\kappa \mathcal{E}}}{N_B + 1} \left\{\frac{\sum_n R_n s_n^*(\tau)}{N_B + 1}\right\}\right] \prod_n \pi(N_B + 1),
$$

where $I_0(\cdot)$ is the zeroth-order modified Bessel function of the first kind. Taking the logarithm and discarding terms that will disappear after differentiation by $\tau$, we get

$$
\mathcal{F}_{\text{incoh}} = \left\langle \left[\frac{\partial}{\partial \tau} \left(- \kappa \mathcal{E} \sum_n |s_n(\tau)|^2/(N_B + 1) + \ln \left\{I_0 \left[\frac{2\sqrt{\kappa \mathcal{E}} \sum_n R_n s_n^*(\tau)}{N_B + 1}\right]\right\}\right]\right\rangle^2.
$$

Parseval’s theorem for Fourier series now gives us

$$
\mathcal{F}_{\text{incoh}} = \left\langle \left[\frac{\partial}{\partial \tau} \left(- \kappa \mathcal{E} \int_T dt |s(t-\tau)|^2/(N_B + 1) + \ln \left\{I_0 \left[\frac{2\sqrt{\kappa \mathcal{E}} \int_T dt r(t) s^*(t-\tau)}{N_B + 1}\right]\right\}\right]\right\rangle^2,
$$

which reduces to

$$
\mathcal{F}_{\text{incoh}} = \left\langle \left[\frac{I_1}{I_0} \left[\frac{2\sqrt{\kappa \mathcal{E}} \int_T dt r(t) s^*(t-\tau)}{N_B + 1}\right]\right]^2\right\rangle,
$$

by virtue of $\int_T dt |s(t-\tau)|^2 = 1$ and $dI_0(x)/dx = I_1(x)$, where $I_1(\cdot)$ is the first-order modified Bessel function of the first kind.

At this point, we must choose a specific $s(t)$ and switch to numerical evaluation for our comparison between the phase-coherent and phase-incoherent CRBs. To ease the ensuing numerical burden, we assume the transform-limited Gaussian pulse $s(t) = e^{-t^2/4T^2}/(2\pi T^2)^{1/4}$, whose mean-squared bandwidth is $\Delta \omega^2 = 1/4T^2$. Next, we use the discretization

$$
\int_T dt r(t) s^*(t-\tau) \approx \sum_{m \in \mathcal{M}} \tilde{r}_m \tilde{s}_m(\tau),
$$

where

$$
\tilde{r}_m \equiv \int_{(m-1/2)\Delta t}^{(m+1/2)\Delta t} dt \frac{r(t)}{\sqrt{\Delta t}},
$$

and

$$
\tilde{s}_m(\tau) \equiv \int_{(m-1/2)\Delta t}^{(m+1/2)\Delta t} dt \frac{s(t-\tau)}{\sqrt{\Delta t}},
$$

with $\Delta t$ being small enough that $\tilde{s}_m(\tau) \approx s(m\Delta t - \tau)$, $d\tilde{s}_m(\tau)/d\tau \approx ds(m\Delta t - \tau)/d\tau$, and $m \in \mathcal{M}$ such that $t \in [\min_m (m\Delta t), \max_m (m\Delta t)]$ spans $T$. Given $\theta_R = \Theta_R$, the $\{\tilde{r}_m\}$ are statistically independent, complex-valued, Gaussian random variables with conditional means

$$
E(\tilde{r}_m \mid \theta_R = \Theta_R) = \sqrt{\kappa \mathcal{E}} \tilde{s}_m(\tau) e^{i\Theta_R},
$$
and conditional variances

\[ \text{Var}(\tilde{r}_m | \theta_R = \Theta_R) = \langle |\tilde{w}_m|^2 \rangle = N_B + 1, \] (A19)

where

\[ \tilde{w}_m \equiv \int_{(m-1/2)\Delta t}^{(m+1/2)\Delta t} \frac{w(t)}{\sqrt{\Delta t}} \text{ for } m \in \mathcal{M} \] (A20)

is an iid collection of zero-mean, complex-Gaussian random variables, i.e., a discrete-index, complex-valued, white Gaussian noise.

Figure 3. Normalized mean-squared range-delay accuracies in dB, \(20\log_{10}(\delta \tau/\sigma\tau)\), versus SNR in dB. The plots assume \(\Delta \omega/2\pi = 10^6 \text{ Hz}\) and \(\Delta R = 5 \text{ km}\). Results are shown, top to bottom, for \(\delta \tau_{\text{ZZB-QCB}}\) (cyan stars), \(\delta \tau_{\text{ZZB}}\) (blue stars), \(\delta \tau_{\text{CRB-Incoh}}\) (red dots), and \(\delta \tau_{\text{CRB-Coh}}\) (blue line). Also plotted is a vertical dashed line showing the classical radar’s SNR threshold, \(\text{SNR}^{\text{thres}}\). See the main text for information about the ZZBs and the threshold SNR.

It is now straightforward to evaluate the phase-incoherent Fisher information by Monte Carlo integration and thus obtain the CRB on the rms range-delay accuracy, \(\delta \tau_{\text{CRB-Incoh}} = 1/\sqrt{F_{\text{incoh}}}\), for comparison with its phase-coherent counterpart, \(\delta \tau_{\text{CRB-Coh}}\), given by the main text’s Eq. (10). Figure 3 shows the results of doing so for \(\Delta \omega/2\pi = 10^6 \text{ Hz}\), i.e., the same rms bandwidth used in the main text’s Fig. 1. It contains dB plots of the preceding range-delay accuracies normalized by the rms range-delay error, \(\sigma\tau \equiv \Delta \tau/\sqrt{\mathcal{T}}\), of a uniform distribution over a \(\Delta \tau = 2\Delta R/c\) duration range-delay uncertainty interval, where \(\Delta R = 5 \text{ km}\) and \(c\) is light speed. From this figure we see that \(\delta \tau_{\text{CRB-Incoh}}\) converges to \(\delta \tau_{\text{CRB-Coh}}\) with increasing SNR. Furthermore, and more importantly, because Fig. 3 also includes the ZZB results \(\delta \tau_{\text{ZZB}}\) and \(\delta \tau_{\text{ZZB-QCB}}\) from the main text’s Fig. 1, we see that the above-threshold CRBs for phase-coherent and phase-incoherent operation coincide where it matters, i.e., where rms range-delay accuracy is given by the CRB rather than just bounded by it.

2. Ziv-Zakai Bound

Our classical radar’s Ziv-Zakai bound is

\[ \delta \tau_{\text{ZZB}} = \sqrt{\int_0^{\Delta \tau} d\tau' \int_0^{\Delta \tau} d\tau'' \left( 1 - \frac{\tau''}{\Delta \tau} \right) P_e(\tau'), } \] (A21)

where \(P_e(\tau')\) is the minimum error probability for deciding between the equally-likely hypotheses \(H_0 = \text{target present at range delay } \tau_{\text{min}}\) and \(H_1 = \text{target present at range delay } \tau_{\text{min}} + \tau'\) based on observation of \(\{E_R(t) : t \in \mathcal{T}\}\). For the phase-coherent (\(\theta_R = 0\)) case treated in the main text, the decision rule that gives the minimum error-probability decision comes from a likelihood-ratio test (LRT) [2] that simplifies to

\[ \int_{\mathcal{T}} dt \text{r}(t)\text{s}^*(t - \tau_{\text{min}} - \tau') \begin{cases} \gtrsim & \text{decide } H_1 \\ \lesssim & \text{decide } H_0 \end{cases} \int_{\mathcal{T}} dt \text{r}(t)\text{s}^*(t - \tau_{\text{min}}). \] (A22)
From this result it is easily shown [2] that

\[ P_e(\tau') = Q\left(\sqrt{\kappa E} \int_0^{\tau'} \! dt \, |s(t - \tau_{\min}) - s^*(t - \tau_{\min} - \tau')/2(N_B + 1)\right) \]

(A23)

\[ \leq \exp\left[\kappa E \int_0^{\tau'} \! dt \, |s(t - \tau_{\min}) - s^*(t - \tau_{\min} - \tau')|^2/2(N_B + 1)\right] / 2, \]

(A24)

where \( Q(x) \equiv \int_x^\infty dy \, e^{-y^2/2}/\sqrt{2\pi} \) and the upper bound is both the well-known \( Q(|x|) \leq e^{-x^2/2}/2 \) inequality and the Chernoff bound on \( P_e(\tau') \).

To get a simple, but insightful, result for the phase-incoherent case, we shall assume the radar uses the rectangular pulse shape [3]

\[ s(t) = \begin{cases} 
1/\sqrt{T_s}, & \text{for } 0 < t \leq T_s, \\
0, & \text{otherwise.}
\end{cases} \]

(A25)

For phase-coherent operation, Eq. (A23) becomes

\[ P_e(\tau') = \begin{cases} 
Q\left[\sqrt{\kappa E \tau' T_s(N_B + 1)}\right], & \text{for } 0 \leq \tau' \leq T_s, \\
Q\left[\sqrt{\kappa E/(N_B + 1)}\right], & \text{for } \tau' > T_s,
\end{cases} \]

(A26)

and the upper bound from (A24) becomes

\[ P_e(\tau') \leq \begin{cases} 
\exp[\kappa E \tau'/(2T_s(N_B + 1))]/2, & \text{for } 0 \leq \tau' \leq T_s, \\
\exp[\kappa E/(2N_B + 1)]/2, & \text{for } \tau' > T_s.
\end{cases} \]

(A27)

To treat phase-incoherent operation with \( s(t) \) from Eq. (A25), we note that for the just considered \( \theta_R = 0 \) case,

\[ r_0 \equiv \frac{1}{\sqrt{T_s}} \int_{\tau_{\min}}^{\tau_{\min} + \tau'} dt \, r(t), \]

(A28)

\[ r \equiv \frac{1}{\sqrt{T_s - \tau'}} \int_{\tau_{\min} + T_s}^{\tau_{\min} + T_s + \tau'} dt \, r(t), \]

(A29)

and

\[ r_1 \equiv \frac{1}{\sqrt{T_s}} \int_{\tau_{\min} + \tau'}^{\tau_{\min} + T_s + \tau'} dt \, r(t), \]

(A30)

are sufficient statistics for the minimum error-probability test in (A22) when \( 0 \leq \tau' \leq T_s \), as are

\[ r'_0 \equiv \frac{1}{\sqrt{T_s}} \int_{\tau_{\min}}^{\tau_{\min} + T_s} dt \, r(t), \]

(A31)

and

\[ r'_1 \equiv \frac{1}{\sqrt{T_s}} \int_{\tau_{\min} + \tau'}^{\tau_{\min} + T_s + \tau'} dt \, r(t), \]

(A32)

when \( \tau' > T_s \). So, for phase-incoherent operation, let us assume that the radar decides between target absence or presence from LRTs based on \( \{r_0 \equiv |r_0|, r \equiv |r|, r_1 \equiv |r_1|\} \) for \( 0 \leq \tau' \leq T_s \) and based on \( \{r'_0 \equiv |r'_0|, r'_1 \equiv |r'_1|\} \) for \( \tau' > T_s \).

With \( \theta_R \) uniformly distributed on \([0, 2\pi]\) and \( 0 \leq \tau \leq T_s \), the likelihoods for the two hypotheses are easily shown to be

\[ p_{r_0, r, r_1 | H_1}(R_0, R, R_1 | H_1) = \begin{bmatrix} 
\frac{2R_0}{N_B + 1} \exp\left[-R_0^2/(N_B + 1)\right] \\
\frac{2R}{N_B + 1} \exp\left[-(R^2 + \kappa E\tau'/(T_s))/I_0[2\sqrt{\kappa E(1 - \tau'/T_s)}/(N_B + 1)]\right] \\
\frac{2R_1}{N_B + 1} \exp\left[-(R_1^2 + \kappa E\tau'/(T_s))/I_0[2\sqrt{\kappa E\tau'/T_s}/(N_B + 1)]\right],
\end{bmatrix} \]

(A33)
and
\[ p_{\tau_0, r, r_1 | H_0}(R_0, R, R_1 \mid H_0) = \frac{2R_0}{N_B + 1} e^{-\left(R_0^2/N_B + \kappa \epsilon \tau^2/(T_s)\right)/N_B} I_0[2\sqrt{\kappa \epsilon \tau^2/(T_s)} R_0/(N_B + 1)] \]
\[ \times \left[ \frac{2R}{N_B + 1} e^{-\left[R^2 + \kappa \epsilon (1 - \tau^2)/(N_B + 1)\right]/(N_B + 1)} I_0[2\sqrt{\kappa \epsilon (1 - \tau^2)/(T_s)} R/(N_B + 1)] \right] \times \left[ \frac{2R_1}{N_B + 1} e^{-R_1^2/(N_B + 1)} \right]. \] (A34)

The phase-incoherent LRT then reduces to
\[ \text{decide } H_1 \]
\[ I_0[2\sqrt{\kappa \epsilon \tau^2/T_s} r_1/(N_B + 1)] \geq \frac{\sqrt{\kappa \epsilon \tau^2/T_s} r_0/(N_B + 1)}, \] (A35)
\[ \text{decide } H_0 \]

which further reduces to the simple threshold test
\[ \text{decide } H_1 \]
\[ r_1 \geq \frac{\sqrt{\kappa \epsilon \tau^2/T_s} \sqrt{2 \kappa \epsilon T_s} r_0/(N_B + 1)}, \] (A36)
\[ \text{decide } H_0 \]

because \( I_0(|x|) \) is monotonically increasing with increasing \(|x|\). A very similar calculation will show that the phase-incoherent LRT for \( \tau > T_s \) reduces to the threshold test
\[ \text{decide } H_1 \]
\[ r'_1 \geq \frac{\sqrt{\kappa \epsilon \tau^2/T_s} \sqrt{2 \kappa \epsilon T_s} r_0/(N_B + 1)}, \] (A37)
\[ \text{decide } H_0 \]

To find \( P_e(\tau') \), it is easier to begin with the \( \tau' > T_s \) case. There, we have that the false-alarm and miss probabilities satisfy
\[ P_F \equiv \Pr(\text{decide } H_1 \text{ when } H_0 \text{ true}) = \Pr(r_1 \geq r_0 \mid H_0) \]
\[ = \int_0^\infty dR_0 \frac{2R_0}{N_B + 1} e^{-\left(R_0^2/N_B + \kappa \epsilon \tau^2/(N_B + 1)\right)/N_B} I_0[2\sqrt{\kappa \epsilon \tau^2/(T_s)} R_0/(N_B + 1)] \int_0^\infty dR_1 \frac{2R_1}{N_B + 1} e^{-R_1^2/(N_B + 1)} \] (A38)
\[ = \int_0^\infty dR_0 \frac{2R_0}{N_B + 1} e^{-\left(2R_0^2 + \kappa \epsilon \tau^2/(N_B + 1)\right)/N_B} I_0[2\sqrt{\kappa \epsilon \tau^2/(T_s)} R_0/(N_B + 1)] = \frac{e^{-\kappa \epsilon /2(N_B + 1)}}{2}, \] (A39)

and
\[ P_M \equiv \Pr(\text{decide } H_0 \text{ when } H_1 \text{ true}) = \Pr(r_0 > r_1 \mid H_1) \]
\[ = \int_0^\infty dR_1 \frac{2R_1}{N_B + 1} e^{-\left(R_1^2/N_B + \kappa \epsilon \tau^2/(N_B + 1)\right)/N_B} I_0[2\sqrt{\kappa \epsilon \tau^2/(T_s)} R_1/(N_B + 1)] \int_0^\infty dR_0 \frac{2R_0}{N_B + 1} e^{-R_0^2/(N_B + 1)} \] (A40)
\[ = \int_0^\infty dR_1 \frac{2R_1}{N_B + 1} e^{-\left(2R_1^2 + \kappa \epsilon \tau^2/(N_B + 1)\right)/N_B} I_0[2\sqrt{\kappa \epsilon \tau^2/(T_s)} R_1/(N_B + 1)] = \frac{e^{-\kappa \epsilon /2(N_B + 1)}}{2}. \] (A41)

Because the two hypotheses are equally likely, we get
\[ P_e(\tau') = P_F/2 + P_M/2 = \frac{e^{-\kappa \epsilon /2(N_B + 1)}}{2}, \text{ for } \tau' > T_s. \] (A42)

Paralleling what we did to find \( P_e(\tau') \) for \( \tau' > T_s \), we find that
\[ P_e(\tau') = \frac{e^{-\kappa \epsilon \tau^2/2T_s(N_B + 1)}}{2}, \text{ for } 0 \leq \tau' \leq T_s. \] (A43)

Note that these results for phase-incoherent operation exactly match the \( P_e(\tau') \) upper bounds for phase-coherent operation from (A27). Consequently, when \( N_B \gg 1 \), so that the Chernoff bound result in (A27) matches our classical radar’s quantum Chernoff bound (QCB), we have that the phase-incoherent \( \delta \tau^2_{ZZB} \) equals the phase-coherent \( \delta \tau^2_{ZZB-QCB} \) for the rectangular pulse shape we have assumed herein.
Appendix B: Quantum Fisher Information

In this section we derive the quantum Fisher informations for the main text’s coherent-state and quantum pulse-compression radars. For both radars we assume phase-coherent operation with the carrier-frequency phase shift suppressed. Thus the Fourier-domain representation of the radars’ received field operator, from the main text’s Eq. (5), is

\[ \hat{A}_R(\omega) = \sqrt{\kappa} e^{i\omega \tau} \hat{A}_S(\omega) + \sqrt{1 - \kappa} \hat{A}_B(\omega). \]  

(B1)

The radars’ range-delay estimates are then made from a measurement on the received field operator

\[ \hat{E}_R(t) = \int \frac{d\omega}{2\pi} \hat{A}_R(\omega)e^{-i\omega t} = \sqrt{\kappa} \hat{E}_S(t - \tau) + \sqrt{1 - \kappa} \hat{E}_B(t), \]  

(B2)

for \( t \in \mathcal{T} \), where, as before, \( \mathcal{T} \) includes all times for which there could be any target return from the range uncertainty interval.

1. Quantum Fisher Information for the Coherent-State Radar

To obtain the coherent-state radar’s quantum Fisher information, we start from the Fourier-series mode decomposition,

\[ \hat{E}_R(t) = \sum_n \hat{a}_{R_n} e^{-i2\pi nt/T_R} \sqrt{T_R}, \quad \text{for } t \in \mathcal{T}, \]  

(B3)

where \( T_R \), the duration of \( \mathcal{T} \), is assumed, for now, to be finite. It then follows that this decomposition’s modal annihilation operators satisfy

\[ \hat{a}_{R_n} = \sqrt{\kappa} \hat{a}_{S_n} e^{i2\pi n\tau/T_R} + \sqrt{1 - \kappa} \hat{a}_{B_n}, \]  

(B4)

where the modal annihilation operators, \( \{\hat{a}_{S_n}\} \) and \( \{\hat{a}_{B_n}\} \), for the transmitted signal and the background radiation are given by

\[ \hat{a}_{S_n} = \int_{\mathcal{T}} dt \hat{E}_S(t - \tau) e^{-i2\pi n(t - \tau)/T_R} \sqrt{T_R}, \]  

(B5)

and

\[ \hat{a}_{B_n} = \int_{\mathcal{T}} dt \hat{E}_B(t) e^{-i2\pi n t/T_R} \sqrt{T_R}. \]  

(B6)

For the coherent-state radar whose transmitter emits \( \hat{E}_S(t) \) in the coherent state \( |\sqrt{\kappa} S(t)\rangle \) \(^4\), where \( \int dt |s(t)|^2 = 1 \), the \( \hat{a}_{S_n} \) mode will be in the coherent state \( |S(2\pi n/T_R)/\sqrt{T_R}\rangle \), where \( S(\omega) \equiv \int dt s(t)e^{-i\omega t} \). The \( \{\hat{a}_{B_n}\} \) modes are in iid thermal states with average photon number \( N_B/(1 - \kappa) \), where, as in the main text, we assume \( N_B \gg 1 \) and \( \kappa \ll 1 \).

The Fisher information we are seeking is

\[ F^C_\tau = \lim_{d\tau \to 0} \frac{8}{d\tau^2} \left( 1 - \sqrt{\text{tr} \left( \sqrt{\hat{\rho}_\tau + d\tau \sqrt{\hat{\rho}_\tau}} \right)^2} \right), \]  

(B7)

where \( \hat{\rho}_u \) is the state of \( \{\hat{E}_R(t) : t \in \mathcal{T}\} \) when the range delay is \( u \). Using the preceding paragraph’s mode decomposition, we have that \( F^C_\tau = \sum_n F^C_n \), where \( F^C_n \) is the Fisher information about \( \tau \) that is embedded in the \( \hat{a}_{R_n} \) mode’s target-return phase rotation, \( \phi_n = 2\pi n\tau/T_R \). Thus, if we find the Fisher information \( F^C_{\phi_n} \) for \( \hat{a}_{R_n} = \sqrt{\kappa} \hat{a}_{S_n} e^{i\phi_n} + \sqrt{1 - \kappa} \hat{a}_{B_n} \), we can get \( F^C_n \) via \( F^C_n = (2\pi n/T_R)^2 F^C_{\phi_n} \).

To complete our derivation we therefore need to evaluate

\[ F^C_{\phi_n} = \lim_{d\phi \to 0} \frac{8}{d\phi^2} \left( 1 - \sqrt{\text{tr} \left( \sqrt{\hat{\rho}_{\phi_n} + d\phi \sqrt{\hat{\rho}_{\phi_n}}} \right)^2} \right), \]  

(B8)
where $\hat{\rho}_{\phi_n}$ is the state of the $\hat{a}_{R_n}$ mode when its $\hat{a}_{S_n}$-mode component has phase shift $\phi_n$. The desired $F^C_{\phi_n}$ result is easily obtained [5]:

$$F^C_{\phi_n} = \frac{2\kappa \mathcal{E}|S(2\pi n/T_R)|^2}{T_R(N_B + 1/2)}. \tag{B9}$$

Using this result gives us

$$F^C = \sum_n F^C_n = \sum_n \left( \frac{2\pi n}{T_R} \right)^2 \frac{2\kappa \mathcal{E}|S(2\pi n/T_R)|^2}{T_R(N_B + 1/2)}. \quad \tag{B10}$$

Finally, passing to the limit $T_R \to \infty$, we obtain

$$F^C_\tau = \int \frac{d\omega}{2\pi} \frac{2\kappa \mathcal{E} \omega^2 |S(\omega)|^2}{N_B + 1/2} = \frac{2\kappa \Delta \omega^2}{N_B + 1/2}, \quad \tag{B11}$$

where $\Delta \omega^2 = \int \frac{d\omega}{2} \omega^2 |S(\omega)|^2$ is the transmitted pulse’s mean-squared bandwidth. Equation (B11) agrees with the first equality in the main text’s Eq. (10) and, using $N_B \gg 1$, it becomes $F^C_\tau = 2\Delta \omega^2 \text{SNR}$ as shown in the second equality in the main text’s Eq. (10). The latter result also matches what was found here in Sec. A1 for the classical (i.e., coherent-state) radar that uses heterodyne reception.

Note that our $F^C_\tau$ derivation for the classical radar applies for all narrowband pulse shapes, i.e., it is not restricted to the high time-bandwidth product, chirped Gaussian pulse that was employed in the main text. Thus, in particular, it demonstrates that all coherent-state radars of the same rms bandwidth and transmitted energy have the same quantum CRB for range-delay estimation in the $\kappa \ll 1, N_B \gg 1$ regime.

2. Quantum Fisher Information for the Quantum Pulse-Compression Radar

Our derivation of the quantum pulse-compression’s quantum Fisher information, $F^Q$, is slightly more complicated than what sufficed for the coherent-state radar. Now, the range-delay estimate should be based on joint measurement on $\{\hat{E}_R(t) : t \in T\}$ and $\{\hat{E}_I(t) : t \in [0,T]\}$: The return field is determined by the signal field $\hat{E}_S(t)$ via Eq. (B2), where $\hat{E}_S(t)$ and $\hat{E}_I(t)$ are the signal and idler beams produced by a continuous-wave, frequency-degenerate, spontaneous parametric downconverter. To obtain a useful mode decomposition for obtaining $F^Q$, it suffices to limit the received field measurement to $t \in [\tau, \tau + T]$, because $d\tau$ in Eq. (B7) will be driven to zero. The mode decompositions we will now use are thus as follows:

$$\hat{E}_R(t) = \sum_n \hat{a}_{R_n} e^{-i2\pi n t/T} \sqrt{T}, \quad \text{for } t \in [\tau, \tau + T], \tag{B12}$$

$$\hat{E}_S(t - \tau) = \sum_n \hat{a}_{S_n} e^{-i2\pi (n-\tau)/T} \sqrt{T}, \quad \text{for } t \in [\tau, \tau + T], \tag{B13}$$

$$\hat{E}_B(t) = \sum_n \hat{a}_{B_n} e^{-i2\pi n t/T} \sqrt{T}, \quad \text{for } t \in [\tau, \tau + T], \tag{B14}$$

$$\hat{E}_I(t) = \sum_n \hat{a}_{I_n} e^{-i2\pi n t/T} \sqrt{T}, \quad \text{for } t \in [0,T]. \tag{B15}$$

Then, because the quantum radar’s transmitted signal and retained idler have high time-bandwidth products, $T \gg 2\pi/\Delta \omega$, the preceding Fourier series are the quantum version of Van Trees’ stationary problem, long observation time (SPLT) approximation to the Karhunen-Loève expansion of the quantum radar’s received and retained fields over their measurement intervals [2]. Consequently, $\{\hat{a}_{S_n}, \hat{a}_{B_n}, \hat{a}_{I_n}\}$ is a collection of statistically independent mode triplets. Moreover, each triplet is in a zero-mean, jointly-Gaussian state with the $\hat{a}_{B_n}$ mode being in a thermal state with average photon number $N_B/(1-\kappa)$ that is statistically independent of the $\{\hat{a}_{S_n}, \hat{a}_{I_n}\}$ mode pair. That signal-idler mode pair is in a two-mode squeezed vacuum state with Wigner covariance matrix

$$\Lambda^{S_n I_n} = \frac{1}{4} \begin{bmatrix} [2S^{(n)}(2\pi n/T) + 1] \mathbf{I} & 2\sqrt{S^{(n)}(2\pi n/T)(S^{(n)}(2\pi n/T) + 1)} \mathbf{R}_0 \\ 2\sqrt{S^{(n)}(2\pi n/T)(S^{(n)}(2\pi n/T) + 1)} \mathbf{R}_0 & [2S^{(n)}(2\pi n/T) + 1] \mathbf{I} \end{bmatrix}, \tag{B16}$$
where: $S^{(n)}(\omega)$ is the (signal and idler’s) fluorescence spectrum from the main text’s Eq. (16); $I$ is the $2 \times 2$ identity matrix; and $R_\phi \equiv \text{Re}[\exp(i\phi)(\mathbf{Z} - i\mathbf{X})]$, with $\mathbf{Z}$ and $\mathbf{X}$ being Pauli matrices. From $\hat{a}_{R_n} = \sqrt{\kappa} \hat{a}_{S_n} e^{i\phi_n} + \sqrt{1 - \kappa} \hat{a}_{B_n}$ with $\phi_n = 2\pi n \tau/T$ we then have that $\{\hat{a}_{R_n}, \hat{a}_{I_n}\}$ is a collection of independent mode pairs each of which is in a zero-mean, jointly-Gaussian state with Wigner covariance matrix

$$
\Lambda_{R_n I_n} = \frac{1}{4} \begin{bmatrix}
[2\kappa S^{(n)}(2\pi n/T) + 2N_B + 1] & 2\sqrt{\kappa S^{(n)}(2\pi n/T)}(S^{(n)}(2\pi n/T) + 1) R_{\phi_n} \\
2\sqrt{\kappa S^{(n)}(2\pi n/T)}(S^{(n)}(2\pi n/T) + 1) R_{\phi_n} & [2S^{(n)}(2\pi n/T) + 1] I
\end{bmatrix} .
$$

(B17)

At this point we can use methods from Ref. [6] to obtain

$$
F_{\phi_n}^Q = \frac{4\kappa S^{(n)}(2\pi n/T)}{1 + N_B [2S^{(n)}(2\pi n/T) + 1] + (1 - \kappa) S^{(n)}(2\pi n/T)} .
$$

Paralleling what we did for the coherent-state radar, we can then find $F_{\tau}^Q$ via

$$
F_{\tau}^Q = \sum_n \left(\frac{2\pi n}{T}\right)^2 F_{\phi_n}^Q .
$$

(B19)

Our interest is in the $S^{(n)}(\omega) \ll 1$, $\kappa \ll 1$, $N_B \gg 1$ regime, for which Eq. (B18) reduces to $F_{\phi_n}^Q = 4\kappa S^{(n)}(2\pi n/T)/N_B$, so that Eq. (B19) yields

$$
F_{\tau}^Q = \sum_n \left(\frac{2\pi n}{T}\right)^2 \frac{4\kappa S^{(n)}(2\pi n/T)}{N_B} \approx T \int \frac{d\omega}{2\pi} \frac{4\kappa \omega^2 S^{(n)}(\omega)}{N_B} = 4\Delta \omega^2 \text{SNR} ,
$$

(B20)

where the approximation’s validity is due to having $T \gg 2\pi/\Delta \omega$. Note that this $F_{\tau}^Q$ result applies for all fluorescence spectra with rms bandwidth $\Delta \omega$.

The quantum pulse-compression radar’s $F_{\phi_n}^Q$ have just obtained deserves some discussion. We have shown that $F_{\tau}^Q = 2F_{\tau}^Q$, as noted in the main text. But does that $F_{\tau}^Q$ represent the ultimate performance limit for microwave radar’s lossy ($\kappa < 1$), noisy ($N_B \gg 1$) operating regime? It turns out that it does, as we now will show.

An upper bound on $F_{\phi_n}^Q$ was recently obtained by Gagatsos et al. [7] for estimating $\phi$ from a lossy (transmissivity $\kappa < 1$), noisy (average noise photon number per mode $N_B$) observation of a phase-shifted signal field. The signal field is in a state with mean photon number $N_S$ and photon-number variance $\Delta N^2_S$, and that state may be multi-mode and entangled with an arbitrary ancilla. Their bound’s expression is lengthy, but it is straightforward to show that its maximum, achieved in the limit $\Delta N^2_S \to \infty$, is

$$
F_{\phi_n}^{UB} = \frac{4\kappa N_S (\kappa N_S + (1 - \kappa) N_B + 1)}{(1 - \kappa) [\kappa N_S (2N_B + 1) - \kappa N_B (N_B + 1) + (N_B + 1)^2]} .
$$

(B21)

For $\kappa < 1$, $\kappa N_S < N_B$, and $N_B \gg 1$, we have $F_{\phi_n}^{UB} \to 4\kappa N_S/N_B$. Applying this bound to the quantum radar’s $F_{\phi_n}^Q$ by identifying $N_S = S^{(n)}(2\pi n/T)$, we see that $F_{\phi_n}^Q$ saturates the upper bound, implying that, for $\kappa < 1$ and $N_B \gg 1$, our quantum pulse-compression radar has the best high-SNR performance of all entanglement-assisted radars that use low-brightness transmitters.

**Appendix C: Ziv-Zakai Bound Evaluations**

In this section we assume phase-coherent operation and: evaluate the resulting ZZBs for our classical and quantum pulse-compression radars; derive their respective low-SNR and high-SNR asymptotic behaviors; and use those asymptotic behaviors to obtain expressions for their threshold SNRs, i.e., the SNRs below which their performance diverges from their CRBs.

1. **Classical Radar’s Ziv-Zakai Bound**

Our classical radar’s description was given in Sec. A. Its Ziv-Zakai bound was given in Eq. (A21), from which obtain the main text’s $\delta \tau_{ZZB}^C$ by using the exact expression from Eq. (A23) for $P_C(\tau)$. The main text’s $\delta \tau_{ZZB-QCB}^C$ is obtained
by using the quantum Chernoff bound (QCB) from (A24) in Eq. (A21) in place of the exact error probability. We shall leave the radar’s pulse shape, \(s(t)\), arbitrary except for its being normalized, \(\int dt \vert s(t)\vert^2 = 1\), and having Fourier transform \(S(\omega)\) with mean-squared bandwidth \(\int \frac{d\omega}{2\pi} \omega^2 \vert S(\omega)\vert^2 = \Delta^2\omega^2\), assuming \(N_B \gg 1\). We then get

\[
P_e(\tau') = Q \left( \sqrt{\text{SNR}} \int \frac{d\omega}{2\pi} |S(\omega)|^2 \left| 1 - e^{-i\omega\tau'} \right|^2 \right)
\]

\[
\leq \frac{\exp \left( -\text{SNR} \int \frac{d\omega}{2\pi} |S(\omega)|^2 \left| 1 - e^{-i\omega\tau'} \right|^2 \right)}{2}
\]  

(C1)

These expressions were used, with \(S(\omega)/2\pi = e^{-\omega^2/2\Delta^2\omega^2}/\sqrt{2\pi \Delta^2\omega^2}\), to generate the \(\delta \tau_{\text{ZZB}}^C\) and \(\delta \tau_{\text{ZZB-QCB}}^C\) points shown in the main text’s Fig. 1 and in Sec. A’s Fig. 3. All that remains, for our classical radar’s ZZB, is to find its low-SNR and high-SNR asymptotic behaviors and the threshold SNR at which the former diverges from the latter.

At low SNRs, the principal contributions to \(\delta \tau_{\text{ZZB}}^C\) and \(\delta \tau_{\text{ZZB-QCB}}^C\) come from \(\tau'\) in the vicinity of \(\Delta \tau\). Our radar scenario has \(\Delta \tau \gg \tau_{\text{res}} \sim 1/\Delta \omega\), so we can use

\[
\text{SNR} \int \frac{d\omega}{2\pi} |S(\omega)|^2 \left| 1 - e^{-i\omega\tau'} \right|^2 \approx 2 \text{SNR} \int \frac{d\omega}{2\pi} |S(\omega)|^2 = 2 \text{SNR},
\]

(C3)

in Eq. (C1), giving us the low-SNR asymptotic behaviors

\[
\delta \tau_{\text{ZZB}}^C \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) e^{-\frac{2 \text{SNR}}{\Delta \omega^2 \tau^2}}} = \sigma, e^{-\frac{\text{SNR}}{4}}.
\]

(C4)

and

\[
\delta \tau_{\text{ZZB-QCB}}^C \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) e^{-\frac{2 \text{SNR}}{\Delta \omega^2 \tau^2}}} = \sigma, e^{-\frac{\text{SNR}}{4}}.
\]

(C5)

Note that as \(\text{SNR} \to 0\), \(\delta \tau_{\text{ZZB}}^C\) and \(\delta \tau_{\text{ZZB-QCB}}^C\) both converge to the standard deviation, \(\sigma\), of the range delay’s prior distribution.

At high SNRs the principal contributions to \(\delta \tau_{\text{ZZB}}^C\) and \(\delta \tau_{\text{ZZB-QCB}}^C\) come from \(\tau'\) values near 0, so we can use

\[
\text{SNR} \int \frac{d\omega}{2\pi} |S(\omega)|^2 \left| 1 - e^{-i\omega\tau'} \right|^2 \approx \text{SNR} \int \frac{d\omega}{2\pi} |S(\omega)|^2 \omega^2 \tau^2 = \text{SNR} \Delta^2 \omega^2 \tau^2,
\]

(C6)

in Eq. (C1) and in (C2), giving us the high-SNR asymptotic behaviors

\[
\delta \tau_{\text{ZZB}}^C \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) Q \left( \frac{\text{SNR} \Delta^2 \omega^2 \tau^2}{2} \right)} \approx \frac{1}{\Delta \omega \sqrt{2 \text{SNR}}},
\]

(C7)

and

\[
\delta \tau_{\text{ZZB-QCB}}^C \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) e^{-\frac{2 \text{SNR} \Delta^2 \omega^2 \tau^2}{4}}} \approx \frac{1}{\Delta \omega \sqrt{\text{SNR}}},
\]

(C8)

Equation (C7) agrees with \(\delta \tau_{\text{CRB}}^C\) from the main text’s Eq. (10), but Eq. (C8) is a factor of \(\sqrt{2}\) higher, as discussed in the main text.

Our last ZZB task for the classical radar is to find \(\text{SNR}_{\text{thresh}}^C\). We do so by finding the SNR at which Eqs. (C5) and (C8) agree. The result we get is

\[
\text{SNR}_{\text{thresh}}^C = 2f \left( \frac{1}{2\Delta \omega^2 \sigma^2} \right),
\]

(C9)

where \(x = f(y)\) is the inverse function of \(y = xe^{-x}\).
2. Quantum Pulse-Compression Radar’s Ziv-Zakai Bound

Our quantum pulse-compression radar was described in Sec. B2. As noted in the main text, we will use the quantum Chernoff bound on $P_e(\tau')$ in evaluating the main text’s Eq. (7), because finding the quantum radar’s exact error probability is too challenging. Furthermore, we will restrict our attention to operation with $T \gg \Delta \tau$, because this condition is needed—for $S^{(n)}(\omega) \ll 1, \kappa \ll 1, N_B \gg 1$—to attain a useful SNR. As a result, the mode decompositions from Sec. B2 can be used, and they can be still be taken to satisfy the quantum version of Van Trees’ SPLIT approximation to the Karhunen-Loéve expansion. In terms of the modal annihilation operators, the observations for the $H_0 = \text{range delay} \tau$ equals $\tau_{\text{min}}$ versus $H_1 = \text{range delay} \tau + \tau'$ hypothesis test are $\{\hat{a}_{R_n}, \hat{a}_{I_n}\}$, where

$$\hat{a}_{R_n} = \sqrt{\kappa} \hat{a}_{S_n} e^{i 2\pi n \tau T} + \sqrt{1 - \kappa} \hat{a}_{B_n}. \tag{C10}$$

Conditioned on the true hypothesis, $\{\hat{a}_{R_n}, \hat{a}_{I_n}\}$ is a collection of statistically independent mode pairs that are in zero-mean, jointly-Gaussian states whose Wigner covariance matrix, given $H_k$ is true for $k = 0, 1$, is

$$\Lambda_{R_n,I_n}^{(k)} = \frac{1}{4} \left[ \begin{array}{c|c} [2\kappa S^{(n)}(2\pi n/T) + 2N_B + 1] & 2\sqrt{\kappa S^{(n)}(2\pi n/T) [S^{(n)}(2\pi n/T) + 1]} R_{\phi_n}^{(k)} \\ \hline 2\sqrt{\kappa S^{(n)}(2\pi n/T) [S^{(n)}(2\pi n/T) + 1]} R_{\phi_n}^{(k)} & [2S^{(n)}(2\pi n/T) + 1] \end{array} \right], \tag{C11}$$

where

$$\phi_n^{(k)} = \begin{cases} 2\pi n \tau_{\text{min}}/T, & \text{for } k = 0, \\ 2\pi n (\tau_{\text{min}} + \tau')/T, & \text{for } k = 1. \end{cases} \tag{C12}$$

The desired QCB,

$$P_e(\tau') \leq e^{-\xi_{QCB}(\tau')}/2, \tag{C13}$$

can now be obtained using the technique from Ref. [8]. When $S^{(n)}(\omega) \ll 1, \kappa \ll 1, N_B \gg 1$, we get the asymptotic result

$$\xi_{QCB}(\tau') = \sum_n \kappa S^{(n)}(2\pi n/T) |1 - e^{-i 2\pi n \tau'/T}|^2 \approx T \int \frac{d\omega \kappa S^{(n)}(\omega) |1 - e^{-i \omega \tau'}|^2}{2\pi N_B}, \tag{C14}$$

where the approximation’s validity is due to $T \gg 2\pi/\Delta \omega$. Note that our derivation applies to all $S^{(n)}(\omega)$ satisfying the low-brightness condition $S^{(n)}(\omega) \ll 1$, whereas the main text assumes $S^{(n)}(\omega)/2\pi = N_S e^{-\omega^2/2\Delta \omega^2}/\sqrt{2\pi}$.

We complete our treatment of the quantum pulse-compression radar’s $\delta_{QCB:QCB}$ by developing its low-SNR and high-SNR asymptotes and finding the threshold SNR where they agree. Paralleling what was done for the classical radar, we can easily accomplish those goals. At low SNRs we can use

$$T \int \frac{d\omega}{2\pi} \kappa S^{(n)}(\omega) |1 - e^{-i \omega \tau'}|^2 \approx 2T \int \frac{d\omega}{2\pi} \kappa S^{(n)}(\omega) = 2 \kappa \mathcal{E}, \tag{C15}$$

giving us the low-SNR asymptotic behavior

$$\delta_{QCB:QCB} \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) e^{-2\Delta \tau / 2} = \sigma_e e^{-\text{SNR}}. \tag{C16}$$

Likewise, at high SNRs we can use

$$T \int \frac{d\omega}{2\pi} S^{(n)}(\omega) |1 - e^{-i \omega \tau'}|^2 \approx T \int \frac{d\omega}{2\pi} S^{(n)}(\omega) \omega^2 \tau'^2 = \kappa \mathcal{E} \Delta \omega^2 \tau'^2, \tag{C17}$$

giving us the high-SNR asymptotic behavior

$$\delta_{QCB:QCB} \approx \sqrt{\int_0^{\Delta \tau} d\tau' \left( 1 - \frac{\tau'}{\Delta \tau} \right) e^{-\text{SNR} \Delta \omega^2 \tau'^2 / 2} \approx \frac{1}{2 \Delta \omega \sqrt{\text{SNR}}}, \tag{C18}$$

which equals $\delta_{QCB:QCB}$ as noted in the main text. Equating the low-SNR and high-SNR asymptotes then gives us

$$\text{SNR}_{\text{thresh}}^Q = \frac{1}{2} \left( \frac{1}{2 \Delta \omega^2 \sigma_e^2} \right). \tag{C19}$$
which equals $\text{SNR}_{\text{thresh}}^C/4$, showing—within the approximations used in getting these threshold SNRs—the quantum radar’s 6 dB lower threshold SNR than its classical radar counterpart. The numericals used in obtaining the main text’s Fig. 1 are consistent with Eq. (C19), i.e., the quantum and classical radar’s observed threshold SNRs are accurately predicted as is the former’s 6 dB advantage over the latter.

To further our understanding of the quantum radar’s range-accuracy advantage over classical radar, let us define

$$\delta \tau_{\text{ZZB-QCB}}^C \equiv \sigma_\omega e^{-f(1/2\Delta \omega^2 \sigma_{\omega}^2)^0/8},$$

making it our asymptotic approximation to the classical radar’s rms range-delay accuracy when its SNR equals $\text{SNR}_{\text{thresh}}^C$; and

$$\delta \tau_{\text{ZZB-QCB}}^Q \equiv \frac{1}{\Delta \omega \sqrt{2f(1/2\Delta \omega^2 \sigma_{\omega}^2)}},$$

making it our asymptotic approximation to the quantum radar’s rms range-delay accuracy when its SNR equals $\text{SNR}_{\text{thresh}}^Q$. These imply that the mean-squared range-delay accuracy advantage enjoyed by the quantum pulse-compression radar when operated at its threshold SNR is a factor of

$$\left(\frac{\delta \tau_{\text{ZZB-QCB}}^C}{\delta \tau_{\text{ZZB-QCB}}^Q}\right)^2 = e^{f(1/2\Delta \omega^2 \sigma_{\omega}^2)^0/4} \approx \alpha \left[2\Delta \omega^2 \sigma_{\omega}^2\right]^{3/4},$$

where the equality uses $f(y) = e^{f(y)}y$ and the approximation comes from $f(y) \sim -\ln(y)$ and $\alpha$ is a fitting parameter.

Figure 4(a) demonstrates the utility of Eq. (C22) for the parameters assumed in the main text’s Fig. 1, i.e., it plots $20 \log_{10} \left(\delta \tau_{\text{ZZB}}^C/\delta \tau_{\text{ZZB-QCB}}^Q\right)$ versus target’s range uncertainty $\Delta R$ assuming that the $\Delta \omega/2\pi = 10^6$ Hz, $|S(\omega)|^2/2\pi = e^{-\omega^2/2\Delta \omega^2}/\sqrt{2\pi \Delta \omega^2}$, and $S(n)(\omega) = N_S e^{-\omega^2/2\Delta \omega^2}/\sqrt{2\pi}$. The stars in that figure are obtained by numerical evaluation of $\delta \tau_{\text{ZZB}}^C$ using Eq. (A21) and $P_e(\tau')$ from (C1) for the classical radar, and numerical evaluation of the main text’s Eq. (7) using the Chernoff bound from (C13) as found, for the conditional covariances given in Eq. (C11), from Ref. [8]. These stars are in excellent agreement with the solid curve, which is obtained from Eq. (C22) with $\alpha = 0.14$.

Figure 4(b) verifies Eq. (C19)’s prediction that the quantum radar’s threshold SNR is 6 dB lower than that of the classical radar, i.e., it plots the classical-to-quantum threshold SNR ratio (in dB) versus the range uncertainty $\Delta R$. The stars evaluate that threshold advantage using the numerics described for part (a) while the solid curve is the 6 dB predicted by Eq. (C19). As in (a), we see excellent agreement between the numerical results and the analytical approximation.
Here, we have suppressed the carrier-frequency term that appeared in the main text above its Eq. (8) because we use \( \omega_0 = 0 \) in the Fisher information calculation to avoid the \( 2\pi/\omega_0 \) range ambiguities, mentioned in the main text, that would otherwise be present.
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