Measuring Robustness in Deep Learning Based Compressive Sensing

Mohammad Zalbagi Darestanti∗, Akshay S. Chaudhari‡, and Reinhard Heckel†∗

∗Dept. of Electrical and Computer Engineering, Rice University
‡Dept. of Radiology and Dept. of Biomedical Data Science, Stanford University
†Dept. of Electrical and Computer Engineering, Technical University of Munich

June 14, 2021

Abstract

Deep neural networks give state-of-the-art accuracy for reconstructing images from few and noisy measurements, a problem arising for example in accelerated magnetic resonance imaging (MRI). However, recent works have raised concerns that deep-learning-based image reconstruction methods are sensitive to perturbations and are less robust than traditional methods: Neural networks (i) may be sensitive to small, yet adversarially-selected perturbations, (ii) may perform poorly under distribution shifts, and (iii) may fail to recover small but important features in an image. In order to understand the sensitivity to such perturbations, in this work, we measure the robustness of different approaches for image reconstruction including trained and un-trained neural networks as well as traditional sparsity-based methods. We find, contrary to prior works, that both trained and un-trained methods are vulnerable to adversarial perturbations. Moreover, both trained and un-trained methods tuned for a particular dataset suffer very similarly from distribution shifts. Finally, we demonstrate that an image reconstruction method that achieves higher reconstruction quality, also performs better in terms of accurately recovering fine details. Our results indicate that the state-of-the-art deep-learning-based image reconstruction methods provide improved performance than traditional methods without compromising robustness.

1 Introduction

Neural networks outperform traditional (e.g., sparsity-based) methods in a variety of image reconstruction tasks across common metrics of image quality. For instance, consider the compressive sensing problem arising in magnetic resonance imaging (MRI), where the goal is to reconstruct a diagnostic quality image using linear under-sampled measurements for accelerating the MRI scans. A large body of literature shows that neural networks can enable higher reconstruction quality and faster reconstruction computations for MRI compared to clinically utilized traditional sparsity-based reconstruction methods [Ham+18; Zbo+18; Kno+20; Sri+20a; Wan+19; Sch+17; PW19; ARL20; ZDH20].

However, recent works have raised robustness concerns about neural-network-based image recovery [CLH18; Hua+18; Ant+20; Got+20; GMM20]. Specifically, Antun et al. [Ant+20] demonstrated that small, adversarially-selected perturbations in the under-sampled measurements may result in significant reconstruction artifacts. Based on those findings, Antun et al. [Ant+20] and Gottschling et al. [Got+20] concluded that despite providing worse reconstruction quality than neural networks, traditional sparsity-based compressive sensing methods tend to be more robust to adversarial perturbations.

Moreover, the results from the fastMRI challenge, a competition for improving the performance of image reconstruction systems for accelerated MRI, have shown that while all top performing deep networks yield high scores according to various image quality metrics, there is also a potential to miss small, clinically relevant pathologies [Kno+20, Fig. 3], which may lead to false-negative diagnoses.

These findings, however, do not address the question whether the identified robustness concerns are specific to training a network for image reconstruction, or whether un-trained neural networks and traditional un-trained sparsity-based reconstruction methods are similarly sensitive to perturbations.

In addition, it is unknown whether neural networks for image reconstruction are sensitive to various distribution shifts, which can commonly arise in clinical practice. Natural distribution shifts have shown to degrade performance in learning-based systems, for example for classification problems [Rec+19; Tao+20; Mil+21; YB19] and for question answering models in natural language processing [Mil+20].

In this work, we study the robustness of three popular families of compressive sensing reconstruction methods for MRI:
Robustness of compressive sensing methods

- Adversarial perturbations
- Distribution shifts
- Recovering details

Figure 1: Robustness notions considered in this work. The images are U-net reconstructions from 4x accelerated data. As adversarial perturbation, we select an additive error that has small $\ell_2$-norm but induces a large reconstruction error.

i) **Neural networks trained end to end.** All leading methods in terms of image reconstruction quality of the 2019 and 2020 fastMRI competitions belong to this class of methods. We consider U-net-based recovery [RFB15], as it is a simple baseline, and the end-to-end variational network [Sri+20a], which is a state-of-the-art method on the fastMRI dataset [Zbo+18].

ii) **Traditional CS methods.** We consider imposing a sparsity prior and image reconstruction with $\ell_1$-norm minimization, which is the leading classical compressive sensing method [LDP07].

iii) **Un-trained neural networks.** We consider a variation of the Deep Image Prior [UVL18] and Deep Decoder [HH19] for MRI introduced in [ZDH20], which is a neural network based method, but works without training data.

We study the aforementioned methods with respect to the following three notions of robustness (see Figure 1):

i) **Small adversarial perturbations.** Small perturbations are selected adversarially to cause a large reconstruction error for a given image and an image reconstruction method. Antun et al. [Ant+20] studied the effect of such perturbations, but only selected them for neural networks trained end-to-end. However, for a comparison among methods, it is essential to find these perturbations separately for each method. While there is no explicit adversary in an MRI scanner (as an MRI scanner is a closed system), studying adversarial perturbations is important since measurement perturbations can be due to scanner-induced artifacts (coil failure, B0 magnet drift, bad gradient shimming, etc.) or patient-induced artifacts (motion, off-resonance, etc.) [Bel+86].

ii) **Robustness to distribution shifts.** Neural networks are typically evaluated by first collecting a set of images and measurements, second partitioning the data into training and test sets, and third training and evaluating the network on the train and test data. Thus, both train and test data are drawn from the same distribution. However, in practice train and test distributions may vary: for example, a network can be trained on data from one set of patients, anatomies, and contrasts, but may be used for varying datasets at test time. For classification, it is well known that distribution shifts are common in practice and have a large impact on performance [Rec+19], but for image reconstruction methods the effect of distribution shifts is unknown.

iii) **Robustness in recovering fine details.** Small features in an MRI image (e.g., 10-pixel sized features or even smaller) are often important for accurate diagnostics. Therefore, it is crucial for a reconstruction method to be able to recover such features in the image.

Understanding the robustness of algorithms with respect to these perturbations is important, especially in medical imaging where errors may result in a faulty diagnosis. Towards improving our understanding in this realm, the main contributions of our work and findings of our study are:
• All studied methods—trained and un-trained—are sensitive to small, adversarially-selected perturbations, and the performance loss is not unique to neural networks trained end-to-end. This result is in contrast to that of Antun et al. [Ant+20], which found that “deep learning typically yields unstable methods,” whereas $\ell_1$-minimization methods “are not affected by the perturbation.” Those two results can co-exist because Antun et al. [Ant+20] found that an adversarial perturbation selected for a particular neural network does not affect $\ell_1$-minimization much. In this work (in contrast to Antun et al. [Ant+20]), we also compute adversarial perturbations for $\ell_1$-minimization and show that while those significantly impair the performance of $\ell_1$-minimization, they affect neural networks less.

• We provide the first study of distribution shifts in the context of image reconstruction. Even un-trained methods such as $\ell_1$-minimization are affected by distribution shifts, because their hyper-parameters are tuned on a given distribution. We study three notions of natural distribution shifts for accelerated MRI reconstruction: (i) slight shift to a close domain (i.e., same anatomy but a dataset with a different acquisition technique), (ii) anatomy shift (i.e., training on brains and testing on knees), and (iii) adversarially-filtered shifts. Perhaps surprisingly, we find that both un-trained and trained methods are similarly affected by all three types of distribution shifts (see Figure 2 as an example for case (i)), and typically the best performing method is also the best performing method under a distribution shift. For adversarially-filtered shifts, we find that challenging-to-reconstruct-images are difficult to reconstruct for all methods, from which we conclude that some images are naturally difficult to reconstruct.

• Finally, we quantify the recovery of small features in the images i) through introducing artificial small features, and ii) through studying small, clinically relevant features in real data. From studying artificial small feature recovery, we find that each reconstruction method is sensitive to specific regions in an image and faces difficulty in recovering small features in those regions. By studying small pathologic features in real data, we find that traditional CS methods are less robust in recovering small details compared to neural networks. This confirms the intuition that small feature recovery ability should correlate with overall reconstruction performance.

In a nutshell, the take-away of our study is that the deep learning methods that perform best based on reconstruction quality are also best under realistic distribution shifts and for small feature recovery, and we could not find them to be more sensitive to adversarial perturbations than classical methods.

2 Problem setup: Accelerated multi-coil MRI

We study robustness in the context of accelerated multi-coil MRI reconstruction, because this is one of the most popular applications of compressive sensing and an important medical imaging technology.

In multi-coil MRI, $n_c$ multiple radiofrequency coils each record a measurement that is sensitive to a spatially local anatomical region. We consider multi-coil MRI over simpler single-coil MRI experiments since using multiple coils is common in clinical practice. The goal of accelerated multi-coil MRI reconstruction is to reconstruct an image $x^* \in \mathbb{C}^N$ from a set of measurements (often called

![Figure 2: Reconstruction methods trained on one knee dataset (fastMRI) do not necessarily generalize to another knee dataset (Stanford dataset), if there are differences in how the datasets are obtained. All of the considered reconstruction methods lose a similar amount of accuracy when evaluated on the Stanford set (through a dataset shift). The word “group” in the legend refers to variants of the respective method and error bars are 95% confidence intervals.](image)
\(k\)-space measurements) obtained as

\[
y_i = \text{MFS}_i \cdot x^* + \text{noise} \in \mathbb{C}^M, \quad i = 1, \ldots, n_c.
\]

In the above equation, \(\text{S}_i\) is a complex-valued position-dependent coil sensitivity map, that is applied through element-wise multiplication to the image \(x^*\), \(\text{F}\) implements the 2D discrete Fourier transform, and \(M\) is a mask that implements under-sampling of \(k\)-space data.

For all experiments, we use the fastMRI dataset [Zbo+18], designed for training and evaluating deep-learning-based MRI reconstruction methods. The fastMRI dataset consists of fully-sampled measurements (i.e., taken with an identity mask \(M = I\)) of knees taken with \(n_c = 15\) coils, and of brains taken with a varying number of coils. The dataset also contains reference images that are obtained by reconstructing the coil images from each full coil measurement as \(\hat{x}_i = \text{F}^{-1}y_i\), and then combining them via the root-sum-of-squares (RSS) algorithm to a final single image: \(\hat{x} = \sqrt{\sum_{i=1}^{n_c} |\hat{x}_i|^2}\). Here, \(||\) and \(\sqrt{\cdot}\) denote element-wise absolute value and squared root operations. Alternatively, one could use SENSE [Roe+90], a signal-to-noise ratio optimal method, to combine coil images.

To under-sample \(k\)-space measurements (for acceleration), we employ a standard 1D mask (random or equi-spaced vertical or horizontal lines in the frequency domain), which is the default in the fastMRI challenge. We consider 4x acceleration throughout the paper as this is one of the acceleration factors considered in the fastMRI challenge, although 2x acceleration is often used in clinical practice [Des+12]. For evaluation, we compare to the reference images reconstructed from the full \(k\)-space.

\section{Image reconstruction methods}

We consider three families of image reconstruction methods: i) trained neural networks, ii) traditional sparsity-based CS methods, and iii) un-trained neural networks. In this section, we provide a brief overview of each method.

\textbf{Trained neural networks.} Convolutional neural networks are trained either to map the measurement directly to an artifact-free image, or to map from a coarse least-squares reconstruction from the under-sampled measurement to an artifact-free image.

Let \(\{(x_1, y_1), \ldots, (x_n, y_n)\}\) be a training set consisting of pairs of target image \(x_j\) and a under-sampled measurement \(y_j\). The measurement in our setup consists of the physical \(k\)-space measurements from multiple receiver coils. A network \(f_\theta\) with parameters (weights) \(\theta\) takes as input the measurement and generates an image. The network is typically trained by minimizing the loss

\[
\mathcal{L}(\theta) = \frac{1}{n} \sum_{j=1}^{n} \|x_j - f(\theta)(y_j)\|_2^2,
\]

which yields the trained method \(f_\theta\). At test time, the network generates an image as \(f_\theta(y)\) based on the measurement \(y\).

The best performing methods in the fastMRI competition are all trained networks, and yield significant improvements over classical methods [PW19; Siri+20a; Siri+20b]. We consider two methods of this type: U-net [RFB15] based reconstruction [Jin+17], as this is a simple baseline, and the end-to-end variational network (VarNet) [Siri+20a], as this is the current state-of-the-art network.

U-net based reconstruction simply trains a U-net end-to-end on the training set to map the under-sampled measurement to the original image. VarNet-based reconstruction [Siri+20a] is more intricate, with a more complicated network including coil sensitivity estimation, image-domain refinement, and data consistency steps, but conceptually similar as it is also trained end-to-end.

\textbf{Traditional compressive sensing methods.} Traditional compressive sensing methods are sparsity based and either impose a sparse representation by minimizing the \(\ell_1\)-norm, or perform total-variation norm minimization. Traditional CS methods are popular for MRI reconstruction [CH12; BUF07; LDP07], and are used commonly in clinical practice. \(\ell_1\)-norm minimization relies on assuming sparsity in a transform domain. We impose Wavelet sparsity following common practice in MRI [CH12; LDP07]. Sparsity-based reconstruction recovers an image by minimizing the (convex) loss

\[
\mathcal{L}_1(x) = \sum_{i=1}^{n_c} \|y_i - A^* \text{S}_i x\|_2^2 + \lambda \|Hx\|_1.
\]
Here, $H$ denotes the 2D Wavelet transform and $\hat{S}$ are coil sensitivity maps estimated from the under-sampled measurement using the ESPIRiT method [Uec+14]. Sparsity-based approaches provably succeed provided that the signal is sparse [CRT06; LDP07].

**Un-trained neural networks.** Perhaps surprisingly, convolutional neural networks can regularize inverse problems without training, as has first been demonstrated by the Deep Image Prior [UVL18] for denoising, super-resolution, and inpainting problems.

Such un-trained networks are also powerful for compressive sensing [Vee+18], and simple convolutional architectures such as the Deep Decoder [HH19] work well in practice. Arora et al. [ARL20] and Zalbagi Darestani and Heckel [ZDH20] used variants of the deep decoder for multi-coil MRI and achieved noticeable improvements over traditional CS methods. Zalbagi Darestani and Heckel [ZDH20] further demonstrated that un-trained networks even perform similar to the U-net—the trained approach mentioned earlier. Un-trained neural networks provably recover smooth signals from few measurements [HS20b].

In a nutshell, an un-trained network recovers an image by first fitting a randomly initialized, image generating network to a measurement, and then taking the network output as the recovered image. The network is not trained, and uses the structure of the network alone as a prior for the images.

We finally note that there is a fourth class of neural network-based reconstruction methods, pioneered by [Bor+17], which impose a learned prior [Bor+17; HV18; Asi+20; Dar+21]. At the time of writing, this class of neural network-based reconstruction methods has not been applied to MRI, and was therefore not included in our study. In the meantime, Kelkar et al. [KBA21] applied this method to MRI images, and it would be interesting to include this class of methods into further robustness studies.

### 4 Small, adversarially-selected perturbations

Adversarial perturbations are often studied to evaluate the robustness of machine learning systems. For classification problems, there exists a large body of literature on the sensitivity of neural networks to adversarial perturbations [GSS15; Sze+14; MD+17]. These works show that the predicted label for a test image can be altered by adding a small perturbation to that image. This observation is attributed to test images lying close to a learned decision boundary, and thus slightly altering the image allows to cross this boundary.

The study of adversarial robustness in classification is motivated by the concept of an adversary that may alter the input of a machine learning system with imperceptible perturbations. In image reconstruction problems, there is typically no such adversary, but studying adversarial robustness in image reconstruction methods is important as it enables certifying worst-case robustness.

The study of small perturbations for image reconstruction problems was initiated by Cohen et al. [CLH18], Huang et al. [Hua+18], and Antun et al. [Ant+20]. Antun et al. [Ant+20] generated these perturbations for a given network and image through optimization and concluded that “deep learning for inverse problems is typically unstable” because of the impact of adversarial perturbations. In a recent subsequent work, Genzel et al. [GMM20] unrolled a classical method, total variation minimization (TV), and generated small perturbations for this unrolled network in the same way as Antun et al. [Ant+20] did, and found “superior robustness of the learned reconstruction schemes [a U-net] over TV.” Thus there is a disagreement on whether neural network or classical methods are more sensitive to adversarial perturbations.

In this section we study small adversarial perturbations, but in contrast to those previous works, (i) we include un-trained neural networks in our study, (ii) we include the state-of-the-art method VarNet beyond the baseline trained method U-net, and (iii) we introduce a method to generate small adversarial perturbations for un-trained methods without unrolling and thus without treating un-trained methods as a neural network.

Our experimental setup is as follows. We consider 10 randomly-chosen proton-density-weighted knee MRI images from the fastMRI validation set. For each image, we generate a small perturbation added to the measurement ($k$-space) of a given $\ell_2$ norm. For $\ell_1$-minimization and the ConvDecoder, we generate adversarial perturbations through a new optimization-based method detailed in Appendix A.1. For U-net- and VarNet-based reconstruction, we generate perturbations with Projected Gradient Descent (PGD) as described in Appendix A.1. We then apply each perturbation to each image, and reconstruct with all four methods. Figure 3 shows the results and the supplement contains reconstructions examples.
Our experiment shows that both trained and un-trained methods are sensitive to small adversarial perturbations. Recall that [Ant+20; Got+20] found that perturbations adversarially selected for neural networks only mildly affect sparsity-based methods, and concluded that traditional CS methods are more robust than trained methods to such small perturbations. In contrast, our results show that while adversarially-selected perturbation for a trained network (e.g., U-net) have a relatively mild impact on $\ell_1$-norm minimization, the converse is also true: perturbations found for $\ell_1$-norm minimization have a significant effect for $\ell_1$-minimization, but only a mild effect on U-net’s performance. Thus, both methods are vulnerable to perturbations specifically tailored to them.

We note that at first sight, the findings in Figure 3 suggest that ConvDecoder is slightly more robust than both U-net and $\ell_1$-based reconstruction, which in turn is slightly more robust than VarNet-based reconstruction. However, it is not possible to draw such absolute comparisons, simply because in order to find adversarial perturbations, we solve a non-convex optimization problem with a numerical method (PGD), and because of the non-convexity, we are not guaranteed to find a worst-case perturbation. It could be that for $\ell_1$-minimization we find a worst-case perturbation but for U-net we do not. This issue is inherent to the problem setup and applies to all current methods for finding adversarial perturbations, including those from [Ant+20; GMM20].

5 Distribution shifts

While robustness to distribution shifts has gained lots of attention over the past few years for image classification tasks [Rec+19; Ova+19; Tao+20; Hen+20], there is little understanding on the effect of distribution shifts in image reconstruction problems. In particular, we are not aware of a systematic study on distribution shifts in accelerated MRI reconstruction. Understanding the robustness to distribution shifts in image reconstruction problems is important, since given the paucity of training datasets, it may be common to train a method on one patient population, but use the trained model on another; or train on the machine of one manufacturer and test on the machine of another, etc.

In this section, we study three variants of distribution shifts: (i) A dataset shift from the fastMRI-knee dataset to a knee dataset from mridata.org that we call the Stanford set, (ii) an anatomy shift from brain images to knee images and vice versa, and finally (iii) an adversarially-filtered shift to evaluate different models on a set of difficult-to-reconstruct images, inspired by adversarially-filtered shifts for classification introduced by Hendrycks et al. [Hen+21].

We note all methods, even un-trained ones are affected by distribution shifts, because un-trained methods have hyper-parameters (such as the penalty $\lambda$ in $\ell_1$-minimization), that are tuned on a given distribution. Moreover, we consider multiple variants of each method (e.g., VarNet with different hyper-parameters) in order to obtain a larger variety of models. The details of each reconstruction method and its variants are provided in the supplement.

Our overarching finding is that the performance drop under each of the distribution shifts is similar for all considered trained and un-trained methods. Thus, out-of-distribution performance is strongly correlated with in-distribution performance. We found that surprising because un-trained methods depend only very mildly on the distribution through hyper-parameter tuning. As a consequence, the advantage achieved by a given method over another typically retains this advantage even under distribution shifts.
This complements an emerging line of works starting with [Rec+19] that finds a strong correlation between out-of-distribution and in-distribution generalization for a large variety of datasets and models for image classification problems [Mil+21; Tao+20; YB19] and even for question-answering models [Mil+20]. Our results, presented next, indicate that this relation persists even in the context of image recovery, and even when including un-trained methods.

5.1 Dataset shift

We start with studying the performance of models trained or tuned on the fastMRI knee dataset, but tested on a different knee dataset. Specifically, we test on the Stanford dataset retrieved by collecting all available 18 knee volumes from mridata.org [Epp+13]. The Stanford set contains knees of the same size as the fastMRI images (320 × 320), but the dataset is different in that i) the frequency-domain representation of the Stanford set has a 320 × 320 resolution as opposed to 640 × 360 on average for fastMRI, ii) the slice thickness is lower for the Stanford dataset (0.6mm vs 3mm), resulting in lower SNR, and iii) the Stanford set is acquired using 3D MRI (single volumetric MRI measurement) vs. 2D fastMRI (multiple slice-wise measurements), resulting in varying blurring and SNR. All those slight differences induce a clinically relevant distribution shift.

Since all of the Stanford set samples are fat-suppressed images, when considering the shift from fastMRI to the Stanford set, we only consider fat-suppressed images from the fastMRI dataset as well. Our main finding is that all reconstruction methods perform worse on the new MRI samples, but the absolute performance drop is similar. In-distribution and out-distribution performances are linearly correlated. Figure 2 shows average SSIM values when training on the fastMRI dataset and evaluating on both fastMRI and Stanford datasets. Reconstruction examples are provided in the supplement.

We finally remark that when naively applied, the state-of-the-art VarNet is particularly sensitive to this dataset shift, in that the frequency resolution changes in the Stanford set and this affects VarNet as it is based on estimating the unknown $k$-space. This is not reflected in Figure 2, since we manually increased the resolution of Stanford set data points for VarNet to have a fair comparison among all methods with respect to only the dataset shift (and not resolution shift). For an example of VarNet reconstruction without such resolution fix, we refer to the supplement.

5.2 Anatomy shift

We next consider an anatomy shift where we move from a certain image type (knees) to another (brains), and vice versa. To understand the robustness to anatomy shifts, we perform the following experiment: We train U-net and VarNet on the whole knee training set and also optimize the hyper-parameters of the ConvDecoder and $\ell_1$-norm minimization on that set. Then we test all methods on the brain validation set. We conversely train on brain MRIs and test on knee MRIs.

![Figure 4](image)

Figure 4: Both trained and un-trained methods are not robust to an anatomy distribution shift. Validation results for a group of 100 brain images and a group of 100 knee images from the fastMRI validation set. $x$ and $y$ axes denote SSIM scores given the training domain for trained neural networks and hyper-parameter learning domain for un-trained methods.

Our main finding from the corresponding results in Figure 4 is that, again, all reconstruction methods perform worse on the new anatomy, but the absolute performance drop is similar. Note that there is more variance in the scores for knee images since there are two considerably different knee image types. Those different types arise from different contrasts and different MRI sequences for obtaining the measurements. For the brain images, there are 5 categories
End-to-end variational network (VarNet) and U-net cannot remove under-sampling aliasing artifacts for some images when being trained on knee and tested on brain. $\ell_1$-norm minimization (an un-trained method), also induces aliasing artifacts (irrespective of the distribution shift) similar to most of the traditional CS methods. The ConvDecoder (an un-trained network) is more stable in this setup.

As a final remark, Figure 5 shows that for some images, trained neural networks generate aliasing artifacts in their reconstruction caused by the distribution shift. The results of the transfer track of the fastMRI 2020 challenge [Muc+21, Fig. 3] which considers a shift from one scanner to another, also showed that such shifts can induce visible artifacts in reconstructions. Thus, the forward reconstruction model ($k$-space to image space) for trained neural networks is conditioned on the learned distribution. Consequently, such trained networks may not learn a scan-agnostic reconstruction model and that their generalizability to overcome aliasing artifacts relies explicitly on the distribution they are trained on (knees in the case of Figure 5).

5.3 Adversarially-filtered shift

We finally study the performance on images that are particularly difficult to reconstruct as measured by their reconstruction error, in order to understand whether any of the considered methods degrade or shine on such naturally difficult examples. This experiment is inspired by the study of “adversarially-filtered” data in image classification. Such points refer to a set of challenging samples that cause a significant performance loss to most of the classifiers, and was introduced by Hendrycks et al. [Hen+21] as ImageNet-A. ImageNet-A consists of all ImageNet [Den+09] images that ResNet-50 misclassifies. Here, we create fastMRI-A, a subset of the fastMRI dataset that contains the most challenging to reconstruct samples, and test all methods on this set of difficult images. We construct the fastMRI-A (A for adversarial) dataset as follows. We take 5 mid-slice images from each of the 199 knee validation volumes of the fastMRI dataset. This results in a set of 995 images. From this set, we select the images that result in the 100 lowest SSIM scores (bottom 10%) when reconstructing them via the i-RIM architecture [PW19]. We use the i-RIM architecture, a fifth reconstruction method, because this network is one of the best-performing methods in the fastMRI competition, and the winner of the single-coil challenge track. Note that for our experiment, it is important not to choose the difficult examples with any of the methods we study (i.e., VarNet, U-net, ConvDecoder, and $\ell_1$-norm minimization), because the goal is to understand whether challenging samples for one method are also challenging for other methods. We include a few examples from fastMRI-A and their corresponding 4x-accelerated reconstructions in the supplementary materials.

Figure 6 shows the performance of the four methods we consider on the fastMRI-A dataset. We plot the performance on those images as a function of the performance on the fastMRI dataset, in order to compare the relative performance change caused by the distribution shift. For testing these methods on the fastMRI-A dataset, we used the same set of validation images that we chose in Section 5.2.

There is a constant gap between the linear interpolation shown in Figure 6 and $y = x$ which demonstrates that all four reconstruction methods are equally sensitive to a shift to naturally challenging samples. Thus, we again find (see Figure 6) that the performance of all methods drops by a similar amount under this distribution shift—meaning that neither untrained nor trained methods degrade or shine on the difficult-to-reconstruct images. This establishes that there are difficult images to reconstruct, on which all methods perform worse than on an average image.
Figure 6: Challenging data points are naturally challenging and lower scores for these data points are not due to learning. Trained and un-trained methods perform equally poorly on these samples as there is a constant gap between $y = x$ and the best linear fit.

Figure 7: Reconstruction heat maps for the end-to-end variational network (VarNet), U-net, ConvDecoder, and $\ell_1$-norm minimization. Each heat map shows the information loss at different locations of an image (i.e., the MSE for each $3 \times 3$ region) across the image. The left-most image on the top row is the ground-truth image on which we slide a window of fixed information. All heat maps are normalized to the interval $[0, 1]$.

Moreover we find that challenging images are naturally difficult to reconstruct, since both trained and un-trained methods are equally prone to this shift. Our hypothesis for this natural difficulty is that fastMRI-A samples contain more high-frequency information compared to an average fastMRI example, and thus are harder to reconstruction because less high-frequency information is available in the measurements. The experiments in the supplement confirm this hypothesis.

6 Recovering small features in an image

For medical applications, it is important to recover small details of an image, because such details can be critical for a diagnosis. Figure 2b in [Kno+20] shows that for a given image in the fastMRI challenge, all participating trained neural networks fail to recover a small but clinically relevant detail (a tear of the meniscus, which may require surgery for the patients).

In this section, we study the ability of the four methods to recover such small details. We first propose a simple framework based on artificial features in order to determine whether there is any location dependency for a given reconstruction method when recovering the small feature. Furthermore, we evaluate the ability to recover small features on a set of 22 annotated fastMRI knee images which contain real-world pathologies.

Artificial feature recovery. Our proposed framework for small feature recovery is as follows. We take a small window consisting of $3 \times 3$ pixels, fill it with the maximum value of a pixel in the image and slide it through the image to have this spot in different locations. We then generate a measurement from this perturbed image and perform the reconstruction using the four mentioned methods. We then measure the error in reconstructing this feature only (i.e., we compute the Mean-Squared Error (MSE) for the $3 \times 3$ region). We performed this experiment for every location in a test image to understand whether there is a location dependency for different methods.

The results, displayed in Figure 7, show that different reconstruction methods are sensitive to errors at different regions in the image. In Figure 7, we see that $\ell_1$-minimization and VarNet perform worse in dark regions of the image (note that the feature itself is bright). Note that this location dependency is not due to learning, in that both trained and un-trained methods have location
dependent recovery performance.

**Real-world feature recovery.** Next, we study natural features by performing an evaluation on a set of 22 annotated images [Che+20] from the fastMRI knee dataset which contain real-world pathologies. We study the performance of those methods in recovering the small features by measuring the MSE only for the region in which the feature is located. The results, depicted in Figure 8, show that the ranking of the methods in terms of small-feature-recovery performance is VarNet > U-net > ConvDecoder > $\ell_1$-norm minimization, which coincides with the ranking in terms of overall reconstruction quality. The figure also shows that the reconstruction quality is perfectly linearly correlated with accurate recovery of fine details, which is intuitively expected.

![Figure 8: Reconstruction accuracy is correlated with robustness.](image)

With regards to prior works on small feature recovery, Cheng et al. [Che+20] made the first step toward this direction by proposing an optimization framework to synthesize small features for trained networks, by generating different random perturbations of small spatial extent and selecting the worst one for a given method. However, we found it difficult to build a comparison among different methods based on such framework, mainly because of the reasons we discussed for optimization-based perturbations in Section 4 (i.e., (i) worst-case features are not guaranteed, and (ii) hyper-parameters are different across methods).

### 7 Conclusion

Deep-learning-based image reconstruction methods yield high-quality reconstructions from under-sampled data. However, recent works raised the concern that the improvements in reconstruction quality come at a loss in robustness. In this paper, we have studied the robustness (i) against small adversarial perturbations, (ii) to distribution shifts, and (iii) in recovering fine details, for three families of MRI reconstruction methods: trained deep networks, un-trained deep networks, and classical sparsity-based approaches.

We find that both deep-learning-based as well as classical sparsity-based image reconstruction methods are sensitive to small, adversarially-selected perturbations. Moreover, the reconstruction quality is correlated with small feature recovery, and hence improving overall reconstruction performance also improves performance for recovering fine details of an image.

Finally, we find that the performance drop under each of three different realistic distribution shifts is similar for all considered trained and un-trained methods. The out-of-distribution accuracy is linearly correlated with the in-distribution accuracy, and the performance ranking of the methods typically remains accurate even under distribution shifts. This is perhaps surprising, because un-trained methods only depend on the training distribution through hyper-parameter tuning.

To improve performance in practice, it is important overcome the performance drop due to distribution shifts: Distribution shifts occur in practice and incur a significant loss in performance. For un-trained methods, very little data for hyper-parameter tuning is needed and thus the performance gap may be closed via access to only few images of the new domain, and it might even be possible to do hyper-parameter tuning on a single under-sampled measurement [ZDH20].

For trained methods, this problem might be addressed through larger and more diverse datasets, or through data-augmentation [FHS21]. However, distribution shifts are difficult to overcome: Taori et al. [Tao+20] finds for image classification that robustness enhancing methods—apart from training
on large and more diverse datasets—help little for natural distribution shifts, and conclude that
“distribution shifts arising in real data are currently an open research problem.”

In a nutshell, the take-away of our study is that the deep learning methods that perform best
based on reconstruction quality are also best under realistic distribution shifts and for small feature
recovery, and we could not find them to be more sensitive to adversarial perturbations.
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APPENDIX

A Small, adversarially-selected perturbations

Here we explain how we find adversarially-selected perturbations, and give additional details on the effect of those perturbations.

A.1 Finding adversarial perturbations through optimization

Adversarial perturbations are designed to be small in the measurement domain, but to induce significant reconstruction artifacts in the image recovered by the under-sampled version of the perturbed ground-truth data. An adversarial perturbation depends on the image, the forward model, and the reconstruction method.

Finding adversarial perturbations for trained neural networks: Let $A$ be the linear forward model mapping an image $x \in \mathbb{R}^N$ to a measurement $y \in \mathbb{R}^M$. In our context of MRI, the forward model consists of taking the Fourier transform and applying a mask. In the multi-coil setup the forward model takes the measurements for all coils, and the measurement $y$ contains the measurements of all coils.

Let $\Psi: \mathbb{R}^M \rightarrow \mathbb{R}^N$ be a trained neural network $\Psi$ mapping a measurement to an image. In order to find an adversarial perturbation $z \in \mathbb{R}^M$ that is additive in the measurement domain for the neural network $\Psi$ and for a given image $x^*$, we apply projected gradient descent to the following optimization problem:

$$
\min_{z: \|z\| \leq \epsilon} \|A(x^*) - \Psi(A(x^*) + z)\|_2^2,
$$

(2)

In words, this optimization problem seeks a perturbation $z$ which causes maximal discrepancy between the reconstruction from a clean measurement $Ax^*$ and a perturbed measurement $Ax^* + z$.

In order to run projected gradient descent, we need to be able to compute gradients of the loss in equation (2) with respect to the perturbation $z$, thus the reconstruction operator $\Psi$ needs to be differentiable. This is the case for the trained neural network based reconstruction methods in this paper by using standard auto-differentiate packages like PyTorch. However, this method is not directly applicable for reconstruction with the ConvDecoder and $\ell_1$-minimization, as discussed more below.

Also note that the optimization problem is non-convex, thus projected gradient descent might converge to a sub-optimal perturbation, i.e., a perturbation that does not induce the maximal reconstruction error. This problem is inherent to finding adversarial perturbations for most machine learning methods.

We finally note that in order to find an adversarial perturbation, Antun et al. [Ant+20] proposed to minimize

$$
\mathcal{L}(z) = -\frac{1}{2}\|\Psi(Ax^*) - \Psi(Ax^* + Mz)\|_2^2 + \frac{\lambda}{2}\|z\|_2^2.
$$

Here, the parameter $\lambda$ controls the magnitude of the perturbation. We found it difficult to tune this parameter for finding a perturbation with a given norm controlled by $\epsilon$, and therefore work with projected gradient descent, which is guaranteed to give a perturbation of norm $\epsilon$.

Finding adversarial perturbations for un-trained neural networks and $\ell_1$-minimization:

In principle, we could find adversarial perturbation for any reconstruction method $\Psi$ by solving the optimization problem in equation (2). However, for un-trained methods and for $\ell_1$-minimization it is not clear how to solve this optimization problem because gradients of $\Psi$ cannot easily be computed, because the reconstruction map is an optimization problem itself.

There are at least two approaches to overcome the difficulty of computing gradients. The first is to numerically compute a gradient. For example, the numerical gradient of the first term in the loss function w.r.t $z$, assuming $g(z) = -\frac{1}{2}\|\Psi(Ax^*) - \Psi(Ax^* + z)\|_2^2$, can be computed as:

$$
\frac{\partial g(z)}{\partial z} \approx \frac{g(z + e_i h) - g(z)}{h},
$$
where \( e_i \) is the \( i \)-th unit vector and \( h \) a very small constant. However, estimating the gradient like this is computationally extremely expensive as we need to evaluate the reconstruction method \( \Psi \) for each estimate of the gradient, and the perturbation \( z \) is of high dimension in practice, so we have to evaluate the reconstruction method many times.

A second method, pursued by Genzel et al. [GMM20], is to realize that many optimization methods including \( \ell_1 \)-minimization are solved numerically with an iterative algorithm, and that the corresponding iterations can be written as a neural network. For this un-rolled network we can compute gradients with standard software packages for automatic differentiation. This is in principle even possible for the un-trained neural networks that we consider.

As a perhaps simpler alternative, we propose a two-step procedure for constructing adversarial perturbations for un-trained methods through optimization. This approach is inspired by optimizing a loss function similar to equation (2).

**Step 1.** We illustrate our approach with \( \ell_1 \)-minimization. For \( \ell_1 \)-minimization (recall equation (1)), given a measurement \( y \), we minimize the loss function \( L_1(x,y) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \|Hx\|_1 \) with respect to \( x \), where \( A \) is the forward model and \( H \) is the sparsifying basis. The idea is to combine the optimization problems of (i) reconstructing the image and (ii) finding a perturbation into one optimization problem.

In the first step of our method, we minimize the loss function:

\[
L(z,x) = L_1(x, Ax^* + z) - \beta \|x - x^*\|_2^2
\]  
(3)

by performing gradient descent steps with respect to the reconstructed image \( x \) and projected gradient descent steps with respect to the perturbation \( z \), where, as before, we project onto the \( \ell_2 \)-ball \( \{z : \|z\|_2 \leq \epsilon \|Ax^*\|_2 \} \). Note that the first term reconstructs an image consistent with the measurement, and the second term penalizes solutions that are close to the original solution \( x^* \). Larger values of the hyper-parameter \( \beta \) give larger perturbations \( z \). Thus, while \( \ell_1 \)-norm minimization is reconstructing an image, the adversarial perturbation \( z \) is reconstructed simultaneously. By optimizing the loss in equation (3) with a few gradient iterations of Projected Gradient Descent (PGD), we obtain a candidate perturbation \( z \) with \( \ell_2 \) norm equal to \( \epsilon \).

**Step 2.** As the second step of our method, we run \( \ell_1 \)-norm minimization on \( y = Ax^* + z \) to see what effect this adversarial perturbation causes to the reconstruction process. This step is necessary because the image obtained from the first step is irrelevant, in that the optimization problem solved in the first step is meant for obtaining the perturbation (and therefore the output image of the first step is just a noisy image).

We emphasize that this algorithm is applicable to both \( \ell_1 \)-minimization, the ConvDecoder, and other, similar, optimization-based un-trained methods. Specifically, for the ConvDecoder, we simply apply the method to the loss function of the ConvDecoder \( L(C,y) \) defined in equation (4), in order to find adversarial perturbations for ConvDecoder:

\[
L(C,y) = \frac{1}{2} \sum_{i=1}^{n} \|y_i - AG_i(C)\|_2^2.
\]  
(4)

Here, \( G_i(C) \) is the reconstructed image for coil \( i \).

### A.2 Reconstruction examples for adversarial perturbations

As discussed in Section 4, both trained and un-trained methods are vulnerable to small, adversarial perturbations. In Figure 9, we provide sample reconstruction for all of the considered methods (\( \ell_1 \)-norm minimization, ConvDecoder, U-net, and the end-to-end VarNet) for perturbations with

\[
\epsilon = \frac{\|\text{perturbation}\|_2}{\|\text{k-space}\|_2} = 0.08.
\]

### A.3 The choice of sparsifying basis is irrelevant for small, adversarially-selected perturbations

In Section 4, we demonstrated that both trained and un-trained methods suffer from small perturbations in the input. As a sparsifying basis for sparsity based reconstruction, we chose the Wavelet-basis as it is one of the most popular ones used in MRI. However, the particular choice of basis is not critical for our results, and our findings continue to hold for other popular sparsifying bases: Figure 10 shows sample attacks for Wavelet, Fourier, and Discrete Cosine Transform (DCT) sparsifying bases, and it can be seen that for all those choices, the perturbations have a similar effect.
Figure 9: **End-to-end variational network (VarNet), U-net, ConvDecoder, and $\ell_1$-norm minimization are all vulnerable to small adversarially-selected perturbations. First row:** The ground-truth image and reconstructions from the clean 4x under-sampled measurements for a validation image from the multi-coil fastMRI dataset. **Second row:** Perturbed ground-truth images after finding one perturbation specifically for each method ($\epsilon = 0.08$ which is the maximal perturbation considered in this study). **Third row:** Reconstructions from the perturbed 4x under-sampled measurements.

Figure 10: Perturbations have a similar effect for different common choices of sparsifying bases. The experiment shows that an adversarial perturbation with $\epsilon = 0.08$ specific for each basis can be found.

### B Distribution shifts

In this section we give additional details on distribution shifts, in particular we provide details on the adversarially-filtered shifts.
B.1 Reconstruction examples for the dataset shift

As shown in Section 5.1, all of the models that have been trained or tuned on the fastMRI domain perform worse when evaluated on the Stanford set. In Figure 11, we provide reconstruction examples for such a distribution shift, showing that a distribution shift induces visible performance degradation.

![image]

**Figure 11:** fastMRI reconstruction methods do not generalize well to the Stanford set. All of the considered reconstruction methods linearly lose performance when being evaluated on the Stanford set. Reconstructions (for 4x acceleration) show that each method either comes with reconstruction artifacts or fails to recover all the details.

B.2 Reconstruction examples for anatomy shift

We saw in Section 5.2 that a dataset shift (from brain to knee images and vice versa) causes a performance loss for all reconstruction methods. In Figure 5 in the main body, we provide sample reconstructions when shifting the domain from knee to brain images which show that trained neural networks tend to generated artifacts with such a shift. In Figure 12, we provide additional sample reconstruction when shifting the domain from brain to knee images. As shown, trained neural networks generate artifacts in this case as well.

Figure 4 in Section 5.2 shows that reconstruction quality degrades with an anatomy shift. To demonstrate this, we plot in panel 1 of Figure 4 the SSIM reconstruction scores of all methods when trained (or tuned) on knee images and tested on brain images, compared to the case that they are trained and tested on brain images.

Another way to visualize the exact same data is to plot the SSIM reconstruction scores of a model trained on knee images evaluated on brains over the reconstruction scores of the same model evaluated on knees. This alternative evaluation can be found in Figure 13. The Figure shows, in addition to our previous findings, that brain images are naturally easier to reconstruct than knee images as all models achieve higher scores for them.

B.3 Details on the adversarially-filtered shift

In Section 5.3, we showed how a group of images can be naturally difficult to reconstruct for all image reconstruction methods. We further hypothesized that these samples are challenging due to less concentration of energy in the center region of their $k$-space, which corresponds to low-frequency components of the image. In this section, we confirm this hypothesis and then depict a number of samples from the fastMRI-A dataset.

![image]

**Figure 12:** Anatomy shift from brain to knee. End-to-end variational network (VarNet) and U-net generate vertical reconstruction artifacts in the lower side of the image when being trained on brain and tested on knee. Reconstructions are acquired from 4x under-sampled measurements.
Figure 13: **Anatomy shift evaluation.** Another visualization of the results in Fig. 4: in each plot, we consider the same model trained on the same dataset, but evaluate on different test sets (knee and brain). Validation results for a group of 100 brain images and a group of 100 knee images from the fastMRI validation set show that trained and un-trained models achieve higher scores for brain images.

In order to demonstrate that challenging samples are difficult to reconstruct because of the energy distribution in their frequency-domain representation, we performed the following experiment. We first define the low-frequency proportion of an image as

$$\text{low-frequency proportion} = \frac{\text{energy of the center frequencies}}{\text{energy of the whole } k\text{-space}}.$$  

An image with a high low-frequency proportion has most energy in the low-frequency component and is therefore relatively smooth, has less detail, and is relatively easy to reconstruct. Figure 14, left panel, shows that the challenging images indeed have a low low-frequency proportion, i.e., most challenging images have much of their energy concentrated in high frequency components, which are sub-sampled.

Second, we calculate the energy in the frequency domain as a function of the frequency along a vertical line in the $k$-space. The figure shows again that challenging images have much of it’s energy concentrated on high frequencies.

From this we can conclude that difficult-to-reconstruct samples are difficult to reconstruction because relative to other samples, (i) they contain less energy concentrated on their low (center) frequencies, and (ii) they contain more high-frequency information which increases the probability of not being recorded during the scanning process.

Finally, to give a visual impression of the fastMRI-A dataset, we provide a number of samples along with their 4x-accelerated reconstructions by the considered methods ($\ell_1$-norm minimization, ConvDecoder, U-net, and the end-to-end variational network (VarNet)), in Figure 15. The figure shows that fastMRI-A contains samples that are naturally difficult to reconstruct. However, there are a few samples whose ground-truth image is corrupted with measurement noise. Consequently, all reconstruction methods yield low scores for such samples.
### Figure 15: Samples from the fastMRI-A dataset and their corresponding reconstructions by $\ell_1$-norm minimization, ConvDecoder, U-net, and the end-to-end variational network (VarNet).

#### C  Details on recovering small features in an image

In Section 6, we showed that (i) there is a location dependence associated with each reconstruction method when recovering small features, and (ii) reconstruction quality is correlated with small feature recovery error when evaluating different reconstruction methods on images which contain real-world features. In this section, we provide further details on recovering fine details based on the framework we proposed for determining the location dependence.

#### C.1 Recovering small features via an un-trained network

It was shown in Section 6 that different reconstruction methods are sensitive to different regions in an image when recovering tiny details. According to Figure 7, the end-to-end variational network, U-net, and $\ell_1$-norm minimization all exhibit such location dependency. However, the un-trained network ConvDecoder shows a random dependence across the image when being optimized by the Adam optimizer [KB15]. In this section, we explain such behavior and provide empirical conditions under which ConvDecoder also shows dependency to different regions when recovering a small feature.

The choice of optimizer is critical for the performance of an un-trained neural network, as the interaction of optimizer with the network determines the prior [HS20a; HS20b]. For our setup, the Adam optimizer yields a significantly better reconstruction compared to Gradient Descent (GD),
because Adam chooses learning rates associated with each layer in a way that imposes an effective prior, see Zalbagi Darestani and Heckel [ZDH20] for concrete experiments.

Furthermore, when optimizing the network parameters over \( n_{iter} \) number of iterations, we typically take the best-performing set of parameters. The best-performing set is chosen based on the loss function which measures the closeness of network output and the under-sampled data.

These components of the method result in a potential randomness in recovering small feature at different locations in an image. To elaborate, the best-performing network at iteration \( i \)—according to the quality of the whole reconstructed image—may not have yet reconstructed the small feature. This can be mitigated by controlling the convergence smoothness, as we discuss next.

There are numerous ways to achieve a smoother convergence for optimizing ConvDecoder. For example, one way is to choose a larger \( \beta_1 \) (we chose 0.98 instead of the default 0.9 value) for Adam. Alternatively, one can use GD instead of Adam for a smoother convergence. In this case, as shown in Figure 16, smoother convergence brings location dependency at the cost of losing small-feature-recovery performance (since the original Adam, on average performs significantly better than GD or Adam with larger \( \beta_1 \) for recovering small features).

![ConvDecoder + GD](image)

Figure 16: Smoother convergence brings location dependency at the cost losing average small-feature recovery performance. For Gradient Descent (GD), we use a linearly-increasing stepsize schedule.

C.2 Quantitative analysis based on artificial features

Based on our framework described in Section 6, we performed the following experiment to gain a quantitative understanding of artificial feature recovery, similar to the results in Figure 8 for real-world features.

For all considered reconstruction methods, we put the fixed window of size \( k \) on different locations and averaged the Mean-Squared Error (MSE) over 200 randomly-chosen images from the fastMRI knee validation set and also varied the window size in \{2, 3, 4, 5\}. Then, we randomly picked one of the images and put the fixed window on a random location and measured how much of it is lost during the reconstruction process. We performed this experiment 100 times for each reconstruction method to obtain an average information loss value as a metric for how reliable each method is in recovering fine details in an image.

Figure 17 shows the results for this experiment. By comparing this result to the one shown in Figure 8 for real-world features, we see somewhat contradicting results: For example, VarNet performs much worse than ConvDecoder in recovering such details. This could be due to one of the following: Either artificial features are ineffective for evaluating robustness w.r.t. recovering fine details and real-world features are essential, or a more crafted procedure to synthesize these features is needed to generate real-world-like features.

C.3 Reconstruction examples for real-world small feature recovery

As shown in Section 6, overall reconstruction quality correlates with accurate recovery of extremely small features in an image. In Figure 18, we provide reconstruction examples for three annotated images from the fastMRI validation set\(^1\).

\(^1\)Annotated slices are provided by https://github.com/fcaliva/fastMRI_BB_abnormalities_annotation
Natural features are essential for evaluating robustness in recovering small features. Normalized information recovery error based on feature size (note that window size = 2 represents a 2x2 feature). For all considered window sizes, the un-trained network ConvDecoder performs best. The numbers are averaged over 100 runs on the 4x accelerated knee multi-coil measurements from the fastMRI dataset.

Figure 18: Reconstruction examples for real-world small feature recovery.

D Parameter setup

Throughout the paper, we have used four reconstruction methods: (i) the end-to-end variational network (VarNet), (ii) the U-net, (iii) the ConvDecoder, and (iv) \( \ell_1 \)-norm minimization. The parameter setup we chose for VarNet and U-net are shown in Table 1 and Table 2, respectively, and are as selected by the organizers of the fastMRI challenge\(^2\) [Zbo+18]. The parameters of ConvDecoder (8 layers and 256 channels) and Deep Decoder (10 layers and 368 channels) are chosen according to

\[^2\text{https://github.com/facebookresearch/fastMRI/tree/master/models}\]
the results discussed by Zalbagi Darestani and Heckel [ZDH20].

For distribution shifts (Section 5.2), in order to be able to study a larger variety of the methods, we studied differently sized networks. Specifically, we considered VarNet group (by altering the number of cascades and channels), U-net group (by changing the number of layers and channels), un-trained group (by considering Deep Decoder in addition to ConvDecoder), and $\ell_1$ group (by considering Wavelet, Fourier, and DCT bases).

| Method      | #channels (or width) | convolutional kernel size | #pools | #sens-pools | #sens-channels | #cascades |
|-------------|----------------------|----------------------------|--------|-------------|----------------|-----------|
| VarNet-ref  | 18                   | 3                          | 4      | 4           | 8              | 12        |
| VarNet2     | 9                    | 3                          | 4      | 4           | 4              | 12        |
| VarNet3     | 9                    | 3                          | 4      | 4           | 4              | 6         |
| VarNet4     | 4                    | 3                          | 4      | 4           | 2              | 12        |
| VarNet5     | 4                    | 3                          | 4      | 4           | 2              | 6         |

Table 1: Model parameters for VarNet and its variants.

| Method      | #layers | #channels (or width) | convolutional kernel size | #pools |
|-------------|---------|----------------------|----------------------------|--------|
| U-net-ref   | 8       | 32                   | 3                           | 4      |
| U-net2      | 8       | 16                   | 3                           | 4      |
| U-net3      | 4       | 16                   | 3                           | 4      |
| U-net4      | 8       | 8                    | 3                           | 4      |
| U-net5      | 4       | 8                    | 3                           | 4      |

Table 2: Model parameters for U-net and its variants. #channels denotes the width factor of each U-net (i.e., the number of channels for the first layer).