The self-tuned sensitivity of circadian clocks
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Living organisms need to be sensitive to a changing environment while also ignoring uninformative environmental fluctuations. Here, we show that the circadian clock in *Synechococcus elongatus* can naturally tune its environmental sensitivity, through a clock-metabolism coupling quantified in recent experiments. The metabolic coupling can detect mismatch between clock predictions and the day-night light cycle, and temporarily raise the clocks sensitivity to light changes and thus entrain faster. We also analyze analogous behaviour in recent experiments on switching between slow and fast osmotic stress response pathways in yeast. In both cases, cells can raise their sensitivity to new external information in epochs of frequent challenging stress, much like a Kalman filter with adaptive gain in signal processing. Our work suggests a new class of experiments that probe the history-dependence of environmental sensitivity in biophysical sensing mechanisms.

Living organisms do not perceive their environment in an objective manner but often in the context of prior expectations or predictions of what the environment might be. Many examples of such prior expectations – i.e., internal models of the external world – are found in neuroscience [1], but can also be found in metabolic dynamics of yeast [2] and bacteria [3], the rhythms generated by free-running circadian clocks [4], receptor signalling cascades, and the immune system [5].

Combining predictions with measurements requires care, as both data might be unreliable. In the 1960s, Kalman [6] introduced a simple iterative scheme to optimally update predictions with measurements that has found applications from Apollo 11 [7] to particle tracking in microscopy [8] and synthetic genetic circuits in living cells [9]. While the exact mathematics of Kalman filters is unlikely to apply to biology, the Bayesian idea at the heart of Kalman filtering is broadly applicable – i.e., predictions must be updated by measurements using an iteratively computed weight that reflects their respective unreliabilities. However, it is not clear whether a Kalman-like adaptive sensitivity to new external information can be easily implemented at the cellular level. Indeed, unlike routine feedback regulation [10], the quantity of physiological interest - e.g., osmotic pressure, circadian time - is not itself regulated in a Kalman strategy, but rather the rate at which that quantity is updated by new information.

Here, by analyzing two disparate systems, we argue that the ingredients needed for self-tuned sensitivity to new environmental information are readily found in biology. We first analyze recent quantitative experiments on the interaction between circadian clocks and metabolism in the photosynthetic cyanobacterium *Synechococcus elongatus* [11]. Here, the free running KaiABC-protein based circadian clock serves as an unreliable internal model of the external 24 hour day-night cycle of light on earth, ‘entrained’ by periodic changes in external light.

We interpret recent experiments to argue the sensitivity of the clock to light is tunable, since this sensitivity is controlled by the cell’s metabolic state, in particular the availability of energy storage compounds such as glycogen. We further demonstrate that, since glycogen metabolism is controlled by the clock, the metabolically-coupled clock effectively tunes its own sensitivity, reaching values appropriate for different environmental conditions.

We then discuss similar behavior in stress response pathways in yeast. Recent experiments show how information from fast and slow osmolarity sensing pathways are combined to show the high speed of the fast pathway but retain the low error of the slow pathway [12]. We find that this behavior can be explained if the balance between these two pathways switches in a time-dependent manner.

We conclude with general results on when Kalman-like tunable sensitivity is biologically advantageous. We show that self-tuned sensitivity can break speed-accuracy (or gain-bandwidth) trade-offs in sufficiently heterogeneous environments, e.g., when the circadian clock switches between distinct epochs of high and low noise. Each distinct epoch needs to persist long enough to allow self-tuning mechanisms such as metabolic feedback or osmolarity mismatch to raise or lower the sensitivity as needed. Taken together, our results suggest new kinds of experiments that can reveal the phenotypic adaptation of sensitivity to new information in biophysical sensing.

I. MISMATCH SENSING THROUGH METABOLIC COUPLING

We consider free-running circadian clocks entrained to diurnal changes in light. Free running clocks show sustained periodic rhythms even in the absence of external periodic light or temperature signals and can be very complex, involving dozens of proteins and genes as in the case of the mammalian clock [13].

No matter how complex the clock, we can define an
The clock-metabolism coupling in *S. elongatus* can self-regulate sensitivity to external light. a The light sensitivity $\gamma$ quantifies how quickly a free-running circadian clock is phase entrained by the external day-night light cycle. b Sensitivity $\gamma$ in *S. elongatus* is self-regulated by the clock-metabolism feedback with $c$ experimentally quantified couplings [11]. (1) Phase response curve height (a proxy for $\gamma$) grows with $\Delta \text{ATP} = \text{ATP}_{\text{day}} - \text{ATP}_{\text{night}}$. (2) $\Delta \text{ATP}$ falls with increasing intracellular glycogen levels. (3) Glycogen production is gated by the clock; hence glycogen levels fall during subjective night (gray) in constant light. d Consequently, sensitivity $\gamma$ is dynamic, and can be tuned by clock accuracy, i.e. when clock output is mismatched with day-night light signals, glycogen falls and hence $\gamma$ increases.

Effective parameter – ‘sensitivity’ $\gamma$ – that quantifies the coupling of the clock to an external entraining signal such as light. For example, $\gamma$ can be experimentally defined as the height of the ‘phase response curve’, i.e., as the largest clock phase change in response to a single dark pulse administered at different times of the day [4]. For simplicity, we consider light to be the only entraining signal for the clock.

While the sensitivity is usually thought of as a fixed parameter, recent experiments on *S. elongatus* have identified components that suggest a dependence on the recent history of clock performance. In particular, the sensitivity is set by a metabolic variable, glycogen, which itself is regulated by the history of clock accuracy.

We quantify the link between clock and metabolism by analysing data from [11]. Both in vivo and in vitro data suggest that the difference between day and night time ATP levels sets $\gamma$ (Figure 1b); that is,

$$\gamma \propto \Delta \text{ATP} = \text{ATP}_{\text{day}} - \text{ATP}_{\text{night}}$$

While day-time ATP levels are set by the rate of photosynthesis, and thus light intensity, night time ATP is produced from the cell’s intracellular storage form of glucose, glycogen [11]. Fig 1c shows in vivo data for the dependence of $\Delta \text{ATP}$ on glycogen: increased glycogen levels increases $\text{ATP}_{\text{night}}$ and thus reduces sensitivity $\gamma$.

Critically, glycogen levels are in turn affected by clock-environment mismatch. Data shown in Fig 1c from *S. elongatus* [11] grown in constant light shows that glycogen is produced only when it is both objectively and subjectively day, and degraded otherwise. We model these facts using

$$\tau_\gamma \frac{d\text{Gly}}{dt} = -\lambda \text{Gly} + \alpha \Theta[\theta(t)] s(t)_{\text{mismatch}}$$  \hspace{1cm} (1)$$

where $\Theta[\theta(t)] = 1$ if the clock state $\theta(t)$ corresponds to subjective day and $\Theta[\theta(t)] = 0$ otherwise and the external light $s(t) = 1$ during the day and $s(t) = 0$ otherwise. Thus the production term is present only when it is objectively day ($s = 1$) and also subjectively day ($\Theta(\theta) = 1$). If the clock is out of phase with the external day-night signal, the hours of sunlight when the clock is in the night state are wasted in terms of glycogen production. Thereby, clock-environment mismatch raises the sensitivity $\gamma$, Fig. 1d.

What are the benefits of self-tuned sensitivity in a circadian clock? We explored this in a minimal model of a generic circadian clock, consisting only of a phase oscillator $\theta(t)$ entrained by the external light signal $s(t)$. First, we characterised fixed sensitivity clocks subject to internal fluctuations, modeled by discrete events that shift the clock phase by an amount $\sigma_{\text{int}}$ (Fig 2a). Such fluctuations can result from various forms of stress, such as periods of rapid cell division [14].

As shown in Fig. 2b,c, a large $\gamma$ re-entains the clock to external light quickly after a phase perturbation, but also rendering the clock sensitive to external fluctuations in light (say, due to weather patterns [15]). Conversely, a low $\gamma$ clock is robust against light fluctuations but is slow to entrain. The resultant trade-off is a manifestation of speed-accuracy trade-offs seen in such disparate fields as photoreceptor signal transduction [16], neural decision making [17, 18], cellular concentration sensing [19, 20], immunology [21], and control theory (e.g., the gain-bandwidth tradeoff [22]). We reasoned that a dynamic sensitivity could overcome this tradeoff.

Inspired by the metabolic coupling in *S. elongatus*, we augmented the model with a dynamic $\gamma(t)$ set by clock-environment mismatch: that is, $\gamma(t)$ is raised when clock phase $\theta(t)$ and the measured time of day $s(t)$ differ significantly (see SI). Simulations show that this mismatch feedback lets Fig. 2b) $\gamma(t)$ idle at low sensitivity when
well-entrained but transiently raises $\gamma$ to re-entrain the clock when needed. In this way, modulating sensitivity $\gamma$ by a memory of recent clock performance overcomes trade-offs inherent to fixed-$\gamma$ clocks (Fig. 2c).

To understand the conditions under which the metabolic feedback in *S. elongatus* modulates clock gain, we fit the data in Fig. 1c to construct a minimal model of the Kai oscillator with the measured glycogen feedback and dynamics (SI). We keep as a free parameter the decay rate $\lambda$ in Eq. 1, whose value sets the resting glycogen level in well-entrained cells. Subjecting simulated cells to transient periods of high internal fluctuations lasting time $\tau_{env}$, we find that repeated phase shifts compromise glycogen storage, Fig 2d. Measuring the phase response curve of our simulated cells, we find that the clock sensitivity correspondingly rises to significantly higher values ($\sim 2$ fold increase in PRC height), if these periods of repeated stress last long enough (large $\tau_{env}$) and are intense enough (large $\sigma_{int}$) so as to significantly change glycogen levels away from their resting values; see Fig 2e.

Thus, while the phase response curve and sensitivity are usually thought of as fixed properties of a circadian clock [4], here we find that they can be tuned by the recent history of clock performance. Our framework generates testable predictions: while the perturbations in Fig 2 represent internal fluctuations, they could also represent ‘jet lag’, i.e., jumps in the phase of an artificial light signal in the lab. In the Discussion, we describe experimental protocols to detect such history-dependent sensitivity. In either case, whether it be internal fluctuations or an irregular external signal, the organism would benefit from a higher sensitivity $\gamma$ and faster entrainment rates during such epochs.

**II. SELF-TUNED SENSITIVITY IN OSMOLARITY RESPONSE**

Self-tuned sensitivity to new environmental information is broadly applicable beyond metabolically-coupled clocks. Here we model recent experiments showing similarly tuned sensitivity in the osmolarity regulation pathway in the budding yeast, *S. cerevisiae*.

Sudden external changes in osmolyte concentration can lead to physical rupture of cells if not rapidly counteracted [23]. *S. cerevisiae* reacts to an osmotic shock by producing intracellular glycogen in response [24]. Interestingly, the signaling between membrane receptors and glycogen production occurs via two distinct upstream branches that converge on the MAP kinase Hog1 in a Y-shaped motif. [25–27]. In isolation, one of the pathways – the two-component Sln-SSk1 phospho-transfer – leads to a fast but inaccurate response, while the other pathway – the Sho-Ste11 kinase cascade – is slow but accurate in restoring osmotic equilibrium [12]. Strikingly, the wild-type, which combines information from both pathways, manages to show the speed of the fast pathway but the error of the slow pathway [12].

Representing the signaling activity of each branch at time $t$ by $M_{sln}(t)$ and $M_{sho}(t)$, we model the joint regulation of glyceraldehyde as,

$$\frac{\partial}{\partial t} \text{gly} = \alpha(t) \gamma_{sln} M_{sln}(t) + (1 - \alpha(t)) \gamma_{sho} M_{sho}(t)$$

where $\gamma_{sln}$ and $\gamma_{sho}$ are the response speeds of each pathway, with $\gamma_{sho} = \gamma_{sln}/2$ as in the experiments of [27]. Here, the weight factor $0 < \alpha < 1$ prescribes the influence of each upstream pathway (Fig. 3a). One can consider...
more complex non-linear models of joint regulation; our results below only depend on whether the relative importance of the two pathways is static or dynamic.

Simulating the model, we reproduced the speed and accuracy behaviors of each branch in isolation by fixing $\alpha = 0$ and 1 to emulate the Shn and Sho knockouts respectively; see Fig. 3c, d. We then explored joint, but static regulation of glycerol: a fixed $\alpha(t) = \text{const.}$ leads to a trade-off between speed and accuracy, just as with either pathway in isolation and unlike the experiment [12]; see Fig. 3d and e. In the SI we argue that this limit corresponds to a single upstream pathway with a fixed, effective response speed between $\gamma_{\text{sho}}$ and $\gamma_{\text{sho}}$.

We can explain the breaking of the trade-off by the wild-type if the information from the two pathways is integrated instead with a dynamic weight $\alpha(t)$ (Fig. 3c, d), that is raised by an osmotic pressure imbalance $\Delta P = P_{\text{ext}} - P_{\text{int}}$ (i.e., mismatch; Fig. 3c) and kept low otherwise (Fig. 3d). Thus, only by dynamically weighting inputs from each upstream pathway does the wild type leverage the desirable features of both.

This tunable speed of response in the yeast system is reminiscent of the circadian clock presented above. Unlike with the clock-glycogen coupling, however, the exact molecular mechanism responsible for tuning $\alpha(t)$ is currently unknown. Our model regulates $\alpha(t)$ according to the mismatch $P_{\text{ext}} - P_{\text{int}}$. The model in [12] explains experimental data using mutual inhibition between the two arms; such inhibition effectively implements a time-varying factor $\alpha(t)$ as well. Independent of the detailed molecular mechanism, the experimental data of [12], replotted in Fig. 3e, on speed and error for the wild type compared to knockouts presents a convincing case of self-tuned sensitivity.

**III. DISCUSSION**

We have presented experimentally constrained quantitative models of two biological systems that navigate a trade-off between speed and accuracy by self-regulating their sensitivity. We now present a general framework for self-tuned sensitivity, based on Kalman filtering, that encompasses both systems. We use this simplified general framework to demonstrate what the important effective parameters are, on what timescales these self-tuned mechanisms are useful and what kinds of experiments can reveal them.

Kalman filtering is an iterative Bayesian approach to combine uncertain measurements of the environmental state with uncertain internal predictions (or expectations) of what the environmental state should be. Kalman filters are usually presented as a prediction-measurement-update cycle. For simplicity, consider a (discrete-time) Kalman filter for tracking a particle moving in one dimension with average velocity $v$ whose position is only periodically measured every $\delta t$ seconds. Between these measurements, we can estimate (or predict) the particle position to be $x_P(t) = \dot{x}(t - \delta t) + v\delta t$. Such predictions are assumed to be unreliable with variance $\sigma_{x_P}^2$, e.g., because of fluctuations in particle velocity. At the end of this $\delta t$ interval, the particle is measured to be at $x_M(t)$ with uncertainty $\sigma_{x_M}^2$ relative to the real position. Since measurements and predictions are both unreliable, predictions must be corrected by this measurement with a finite sensitivity $\gamma$,

$$\dot{x}(t) = (1 - \gamma) x_P(t) + \gamma x_M(t).$$

The process then repeats with the corrected estimate,
\( \dot{x}(t) \).

Here, \( \gamma \) reflects sensitivity to new external information; large \( \gamma \) rapidly updates the internal state when internal and measured values disagree. Kalman’s key idea was to iteratively update \( \gamma \) over time so as to reflect the relative unreliabilities of measurements \( x_M \) and internal predictions \( x_P \). The literature contains numerous ways in which \( \gamma \) can be updated over time. Motivated by our biological examples, we focus on feedback based on mismatch (also called a generalized or adaptive Kalman filter [28]),

\[
\tau_\gamma \frac{d\gamma}{dt} = \kappa \left| \dot{x}(t) - x_M(t) \right| - \gamma
\]

(3)

With this general simplified setup, we investigate when such self-tuned sensitivity can provide an advantage. We compute the average tracking error \( \text{Var}(\dot{x}(t) - x(t)) \) in a heterogeneous environment where predictions transiently have high error \( \sigma_{\text{int}} \) for periods of length \( \tau_{\text{env}} \).

As shown in Fig. 4b, the adaptive strategy initially idles at low \( \gamma \) but when predictions become noisy, \( \gamma \) starts to rise towards a high value \( \gamma_{\text{hi}} \), thus lowering error. However, if \( \tau_{\text{env}} \) is too short, \( \gamma \) cannot reach \( \gamma_{\text{hi}} \) before the epoch ends. We find that the mismatch-mediated feedback is only effective when (see SI):

\[
\frac{\tau_\gamma}{\tau_{\text{env}}} < \left( 1 + \frac{K \sigma_{\text{int}}}{2\sqrt{\pi} \gamma_{\text{hi}}^{3/2}} \right)
\]

(4)

Thus, only when \( \tau_{\text{env}} \) is sufficiently long, and the stressful environment sufficiently adverse (high \( \sigma_{\text{int}} \), does the adaptive Kalman filter leverage the benefits of a dynamic \( \gamma \) in the noisy environment, as seen in Figure 4(c).

The circadian clock and yeast stress response can be seen as examples of such generalized Kalman models. The clock corresponds to a model where \( x \) is periodic and \( v \sim 1/24 \text{ hours} \). The epoch of high \( \sigma_{\text{int}} \) could correspond to epochs of high internal fluctuations in clock phase (e.g., epochs of rapid growth [14]) that would benefit from fast and frequent re-entrainment. Osmolarity signaling corresponds to models with \( v = 0 \), i.e., the internal model assumes osmolarity is not changing in order to reject high frequency fluctuations in external pressure. Here, epochs of frequent real changes in external osmotic pressure are mathematically captured by epochs of high \( \sigma_{\text{int}} \) in the Kalman framework. Finally, the experiments in [11] suggest \( \tau_\gamma \) of several days for clocks, while experiments in [12] suggest a fast \( \tau_\gamma \) for yeast that provides a benefit even for a single step change in osmolarity.

Our results here suggest how to design experiments to reveal self-tuned sensitivity mechanisms — experiments need to measure sensitivity after a period of priming \( \tau_{\text{env}} \) that lasts longer than the feedback timescale \( \tau_\gamma \); further, the intensity of perturbations \( \sigma_{\text{int}} \) during this interval need to be strong enough.

In the context of the clock, experiments could, for example, measure the phase response curve after a period of priming. The priming protocol could use light-dark cycles, each an average of 12 hours, but where night falls at an unexpected time, i.e., not at subjective dusk. The difference between subjective dusk and arrival of dark sets \( \sigma_{\text{int}} \), while the total length of the protocol sets \( \tau_{\text{env}} \). Our theory predicts that the measured sensitivity will be significantly greater after priming, if \( \tau_{\text{env}} > \tau_\gamma \) and for large enough \( \sigma_{\text{int}} \).

Feedback regulation is ubiquitous in biology. However, most known examples involve control or homeostasis problems where the quantity of physiological interest - e.g., osmotic pressure - is itself directly under feedback regulation; such regulation has been compared to PI controllers[10]. The Kalman-inspired feedback regulation of sensitivity discussed here is fundamentally distinct from such examples of control. Here, the sensitivity

**FIG. 4.** Adaptive gain out-performs fixed-gain in sufficiently heterogeneous environments. a A generic Kalman filter iteratively estimates the position \( x(t) \) of a moving particle by correcting predictions (purple) with measurements (green) that are weighted by a finite gain \( \gamma(t) \). b (bottom) Adaptive \( \gamma(t) \) (orange, Eq. 3) rises in response to a noisy environment (gray box) lasting time \( \tau_{\text{env}} \). (top) Resulting error in tracking. (purple, green, orange are fixed low, fixed high, adaptive \( \gamma \) resp.). c Adaptive \( \gamma \) lowers error relative to fixed low \( \gamma \) (purple) only when \( \tau_{\text{env}} > \tau_\gamma \). We varied \( \tau_{\text{env}} \) (symbols) and \( \tau_\gamma \) and collapsed by scaling \( \tau_\gamma/\tau_{\text{env}} \) (inset: uncollapsed). Solid black curve is an approximate analytical calculation (see SI).
to new information (often called gain) is under feedback regulation and the quantity of interest such as osmotic pressure is regulated based on such information. Further, our work shows how self-regulation of sensitivity can naturally arise from inevitable couplings in the cell - in *S. elongatus*, the metabolic state is affected by clock performance and the metabolic state is, in turn, a globally relevant variable that affects clock sensitivity. We hope our work here will inspire experiments to test the history-dependence of sensitivity to new external information in diverse biophysical sensing pathways.
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I. ADAPTIVE GAIN IN CIRCADIAN OSCILLATORS

Pertaining to Section I and Fig. 2 of the main text.

For pedagogical reasons, we begin our analysis with a generic model of a driven phase oscillator augmented with an adaptive gain circuit. The underlying equation of motion for the oscillator phase $\theta(t)$ is:

$$\frac{\partial}{\partial t} \theta(t) = \omega_0 + \gamma \cos \theta s(t)$$

Here, $\omega_0$ is the intrinsic frequency of the oscillator. We measure time in units of days, and set $\omega_0 = 2\pi$. The parameter $\gamma$, as discussed in the main text, is the gain or, alternatively, the magnitude of the infinitesimal phase response curve whose shape is $\cos \theta$. The external signal $s(t)$ is decomposed into a regular signal and noise: $s(t) = s_0(t) + \eta(t)$. We take the regular signal $s_0(t)$ to be sinusoidal with frequency $\omega_0$: $s_0(t) = \sin \omega_0 t$, and the corrupting noise signal to be white with variance $\sigma_{\text{ext}}^2$:

$$\langle \eta(t) \rangle = 0$$
$$\langle \eta(t) \eta(t') \rangle = \sigma_{\text{ext}}^2 \delta(t - t')$$

We implement an adaptive gain by the following dynamics for $\gamma$:

$$\tau_{\gamma} \frac{\partial}{\partial t} \gamma = -(\gamma - \gamma_0) + K_{\text{mismatch}} \left( \frac{1}{2} - s(t) \sin \theta \right)$$

The parameter $K_{\text{mismatch}}$ quantifies the influence of the mismatch circuit on the gain dynamics. The form of the mismatch term $M(\theta, s(t))$ is chosen such that, for sufficiently long $\tau_{\gamma}$, $\int_0^{\tau_{\gamma}} dt \, M(\theta, s(t))$ evaluates to 0 when $s(t)$ and $\theta(t)$ are in-phase, and $> 0$ otherwise. $\gamma_0$ is the resting value of $\gamma$ in the absence of mismatch feedback. For the panels presented in Figure 2 in the main text, we use the parameters: $\sigma_{\text{ext}} = 0.5$, $\gamma_0 = 0.3$, $\tau_{\gamma} = 10$ days, and $K_{\text{mismatch}} = 3$. The equations are solved by Euler’s method with a fixed time step $dt = 10^{-2}$.

The response time and error of the clock is assessed in the following simulation. $N$ phase oscillators are allowed to entrain to the signal $s(t)$, each being exposed to an independent realisation of the external noise $\eta(t)$. The resting error of the clock is quantified by the difference between the internal and external time. Denoting by $\phi(t) = \omega_0 t$ the phase of $s(t)$, this is written:

$$\text{Error: } \langle \arccos (\cos \theta \cos \phi + \sin \theta \sin \phi) \rangle$$

where the average is over the ensemble of $N$ phase oscillators. The resultant error in radians is converted to hours.

The recovery time of the phase oscillator is measured as follows. An initially entrained population of oscillators is perturbed at $t = 0$ by a phase shift $\Delta \theta$, chosen to be a uniformly distributed value in $[-\phi_s, \phi_s]$. For the simulations presented in the main text, $\phi_s = 12$ hours. The system is then evolved under the external signal $s(t)$ until the population variability $\epsilon$, defined as $\epsilon = 1 - \sqrt{\langle \cos \theta \rangle^2 + \langle \sin \theta \rangle^2}$, falls to within 10% of its resting value (indicating that the population is once again entrained).

II. METABOLIC FEEDBACK IN THE S. ELONGATUS CLOCK

Pertaining to Section I and Fig. 1 of the main text.
A. Model

To mimic the limit cycle clock of *S. elongatus*, we consider a Stuart-Landau oscillator of radius $R$ around $\vec{r}_0 = (x_0, y_0)$:

\[
\begin{align*}
\frac{\partial}{\partial t} x &= -\omega_0 (y - y_0) + \alpha \left( 1 - \frac{(x - x_0)^2 + (y - y_0)^2}{R^2} \right) (x - x_0) \\
\frac{\partial}{\partial t} y &= \omega_0 (x - x_0) + \alpha \left( 1 - \frac{(x - x_0)^2 + (y - y_0)^2}{R^2} \right) (y - y_0)
\end{align*}
\]  

(5)

When $\alpha > 0$, and $\vec{r}_0$ is constant, the system settles into a circular limit cycle with time period $2\pi/\omega_0$. Once again, we measure time in units of days and set $\omega_0 = 2\pi$. We fix the parameter $\alpha = 10$.

The oscillator couples to the external signal $s(t)$ through $\vec{r}_0(t)$. We choose coordinates by setting $y_0 = 0$ and:

\[x_0(t) = \gamma (1 - s(t)) \]  

(6)

The external signal $s(t)$ is taken to be a square wave (a ‘12-12 LD’ cycle), with value 1 during the day and 0 during the night. Under these conditions, an entrained oscillator has $y > 0$ during the day and $y < 0$ during the night.

In *S. elongatus*, the Kai oscillator does not sense light directly but instead through metabolic intermediaries. We therefore take gain $\gamma$ to be a function of the difference between day and night intracellular ATP levels:

\[\gamma = \gamma(\Delta ATP) \]  

(7)

The level of ATP during the day is fixed by photosynthesis, and therefore by light levels; however, ATP levels at night come from intracellular energy storage in glycogen. We therefore have:

\[\Delta ATP = \Delta ATP(\text{glycogen}) \]  

(8)

Finally, glycogen itself is a dynamic quantity: made during the day and consumed during the night. As we describe in the main text, previous work has suggested that glycogen production occurs only when it is both subjectively and objectively day (i.e., $s(t) = 1$ and $y > 0$). We therefore write for its dynamics:

\[
\begin{align*}
\frac{\partial}{\partial t} \text{glycogen} &= \lambda_g \alpha(t) - (1 - \alpha(t)) k_g \times \text{glycogen} \\
\alpha(t) &= \Theta (s(t) \times y(t))
\end{align*}
\]  

(9)

Here, $\lambda_g$ is the production rate of glycogen during the day, and $k_g$ is the degradation rate of glycogen during the night. The indicator variable $\alpha(t)$ is 1 when both $s(t)$ and $y(t)$ are positive, and 0 otherwise.

B. Simulated Noisy Epochs in the *S. elongatus* clock

*Pertaining to Fig. 2 of the main text.*

Eqs. 5 and 9, along with the algebraic relations Eqs. 7 and 8, constitute our model for the *S. elongatus* circadian clock. To fix parameters and functional forms, we turn to experimental data. The data we have at hand are:

- $\Delta ATP$ as a function of glycogen, Fig 1b.
- Phase response curve (PRC) height as a function of $\Delta ATP$, Fig 1c.
- Time-series of glycogen over one day, Fig 1d.
First, we directly extract the functional form of $\Delta \text{ATP}(\text{glycogen})$, finding:

$$\Delta \text{ATP} = 72\% - 1.6\% \times \text{glycogen}$$  \hspace{1cm} (10)

where $\Delta \text{ATP}$ is measured in percentage and glycogen in $\mu g$ per $\mu g$ chlorophyll.

To extract the relationship Eq. 7, we need to know how PRC height varies as a function of $\gamma$ in our model. We therefore perform simulated PRC 'experiments' with Eq. 5, mimicking the experimental protocol (i.e., LL interrupted by a five hour dark pulse [1]).

Matching values between the simulated PRC heights and the experimentally measured ones in Fig. 1, we compute a corresponding value of $\gamma$ for each $\Delta \text{ATP}$. We find that the relationship is roughly linear, and can be captured by:

$$\gamma = 0.26 + (1.2 \times 10^{-2}) \times \Delta \text{ATP}$$ \hspace{1cm} (11)

Finally, we fix the dynamics of glycogen by measuring the gain in glycogen levels over a single day. A linear fit gives us $\lambda_g \approx 16$. We estimate the degradation rate by choosing one such that the average level of glycogen for a healthy, entrained cell is $\sim 40 \mu g$ per $\mu g$ chlorophyll, i.e., near the upper range probed experimentally (see Fig. 1b); we choose $k_g \approx 0.4$.

With parameters fixed, we go on to expose our simulated cells to periods of stress. We use the Euler method to solve the equations of motion, with a time step $dt = 10^{-3}$. $N = 2000$ cells are first entrained to a clean 12-12 LD signal $s(t)$. Then, at $t = 0$, each cell is exposed to a stochastic protocol of stress events. Each stress event corresponds to a phase shift of magnitude $\Delta \phi$ hours, uniformly distributed in the interval $\Delta \phi \in [-\sigma_{int}, \sigma_{int}]$. An exponentially distributed waiting time of mean value 1 day separates stress events; the protocol lasts for time $\tau_{env}$. The external signal $s(t)$ continues as a 12-12 square wave during this time.

At the end of the stress period, the cells are shifted to LL (i.e., the signal $s(t) = 1$). Each cell undergoes a standard PRC protocol (i.e., a 5 hour dark pulse) as described above, and the PRC height is normalised to the resting PRC height (i.e., that computed from a cell that has not undergone the stress procedure).

**III. THE OSMOTIC CIRCUIT**

*Pertaining to Section II and Fig. 3 of the main text.*

To model the regulation of glycerol, $g(t)$, by the external osmotic pressure $P_{\text{ext}}$, we first consider the simplest possible regulatory motif:

$$\frac{\partial}{\partial t} g(t) = -\frac{1}{\tau} (g(t) - P_{\text{ext}}(t))$$ \hspace{1cm} (12)
Here, the timescale \( \tau \) is the response time of the pathway, with the response speed \( \gamma \) generically defined to be \( 1/\tau \). Solving,

\[
g(t) = \int \, dt' \, \gamma e^{-\gamma(t-t')} \, P_{\text{ext}}(t')
\]

A large \( \gamma \) corresponds to a rapid tracking of \( P_{\text{ext}}(t) \) by \( g(t) \). However, if the external signal contains noise, \( P_{\text{ext}}(t) \to P_{\text{ext}}(t) + \eta(t) \), a large \( \gamma \) (small \( \tau \)) is less able to average out the noise than a small \( \gamma \) circuit [2].

As discussed in the main text, glycerol receives inputs from both the fast and slow signalling pathways; the simplest model consistent with this is:

\[
\frac{\partial}{\partial t} g(t) = -\alpha(t) \frac{1}{\tau_f} (g(t) - P_{\text{ext}}(t)) - (1 - \alpha(t)) \frac{1}{\tau_s} (g(t) - P_{\text{ext}}(t))
\]

Here, \( \tau_f \) is the response time of the fast pathway and \( \tau_s \) the response time of the slow pathway. From experiments in [3], we estimate these to be 3s and 6s, respectively. The indicator variable \( \alpha(t) \), which takes values between 0 and 1, decides which pathway regulates glycerol production. Finally, the external pressure is separated into a slowly changing component and rapid fluctuations, \( P_{\text{ext}}(t) = P_0(t) + \eta(t) \). For these simulations, we take the noise \( \eta(t) \) to be white, with variance \( \sigma^2_{\text{ext}} = 1 \).

In Figure 3 in the main text, we contrast a static \( \alpha \) (i.e., \( \alpha(t) = \text{const} \)) circuit against a dynamic \( \alpha(t) \) one. The former is equivalent to a single pathway regulating glycerol production, with an effective response timescale between \( \tau_f \) and \( \tau_s \). The latter is implemented by writing \( \alpha \) in terms of an auxiliary dynamical variable \( \beta \), which measures the mismatch between internal and external pressure:

\[
\alpha(t) = \frac{\beta^n}{K^n_{\beta} + \beta^n}
\]

\[
\frac{\partial}{\partial t} \beta(t) = -\frac{1}{\tau_s} \left( (P_{\text{ext}}(t) - g(t)) \right)
\]

The form of \( \alpha \)'s dependence on \( \beta \) is chosen to resemble a switch, such that for much of the time \( \alpha \approx 0 \) or 1; we choose the Hill co-efficient to be \( n = 4 \). The other parameters are set as \( K_{\beta} = 1 \) and \( \tau_s = 6s \).

To measure resting error and response time, we simulate the response of \( N = 3000 \) cells (with a timestep of \( dt = 0.01s \)) to a jump in external pressure from \( P_0(t) = 10 \) to \( P_0(t) = 20 \). The recovery time is measured as the average time taken for glycerol to come within 20% of its new value. The resting error is quantified as the population variance in glycerol levels just prior to the pressure jump.

IV. ADAPTIVE KALMAN FILTER

Pertaining to Section III and Fig. 4 of the main text.

We implement a discrete time Kalman filter for a particle with constant velocity \( v \) as:

Prediction: \( x^{(P)}_t = \hat{x}_{t-1} + v \Delta t + \eta_{\text{int}}(t) \)

Measurement: \( x^{(M)}_t = x_t + \eta_{\text{ext}}(t) \)

Update: \( \hat{x}_t = x^{(P)}_t + \gamma \left( x^{(M)}_t - x^{(P)}_t \right) \)

Here, \( x_t \) is the actual position of the particle at time \( t \), \( x^{(M)}_t \) is the measured position and \( x^{(P)}_t \) is the predicted position. These are combined with the gain \( \gamma \) to obtain the best estimate \( \hat{x}_t \). \( \eta_{\text{int}} \) and \( \eta_{\text{ext}} \) represent the error in
prediction and measurement, respectively; here, we take them to be normally distributed with mean 0 and variances $\sigma_{\text{int}}^2$ and $\sigma_{\text{ext}}^2$.

We prescribe for the gain $\gamma_t$ the following dynamics:

$$\gamma_{t+1} = \gamma_t + \frac{\Delta t}{\tau_{\gamma}} \left( \kappa \left| \hat{x}_t - x_t^{(M)} \right| - \gamma_t \right)$$  \hspace{1cm} (17)

In the limit of large $\tau_{\gamma}$ this is approximated by the differential equation:

$$\tau_{\gamma} \frac{d\gamma}{dt} = \kappa |\hat{x}_t - x_t^{(M)}| - \gamma$$  \hspace{1cm} (18)

which is shown in the main text.

We propagate the Kalman filter, Eqs. 16 and 17, numerically, with parameters $v = 0.1$, $\Delta t = 1$, $\kappa = 0.2$ and $\sigma_{\text{ext}} = 0.5$. The filter is first equilibrated in a 'clean' environment with low internal noise, $\sigma_{\text{int}} = 0.01$; then, $\sigma_{\text{int}}$ is raised to a high value, $\sigma_{\text{int}} = 1$, for a time $\tau_{\text{env}}$.

Defining the instantaneous error $\sigma \equiv (\langle \hat{x}_t - x_t \rangle^2)$, we vary $\tau_{\gamma}$ and $\tau_{\text{env}}$ and compute the time-averaged error:

Tracking error: $\frac{1}{\tau_{\text{env}}} \int_0^{\tau_{\text{env}}} dt \sigma^2(t) \equiv \frac{1}{\tau_{\text{env}}} \int_0^{\tau_{\text{env}}} dt \langle (\hat{x}_t - x_t)^2 \rangle$  \hspace{1cm} (19)

For each value of $\tau_{\gamma}$ and $\tau_{\text{env}}$, the average is taken over an ensemble of $N = 600$ replicates. The resultant error is plotted in Figure 4c in the main text; we see that $\tau_{\text{env}}$ needs to be long enough for the mismatch-mediated feedback to raise the gain $\gamma$ and thereby lower the error.

To gain a more analytic understanding, we compute Eq. 19 from an approximate solution of Eqs. 16 and 17. The coupled dynamics of $\hat{x}$ and $\gamma$ are too difficult to solve directly; we instead work in an 'adiabatic' approximation – valid for large $\tau_{\gamma}$ – in which the statistics of $\hat{x}$ are always at steady state. That is, at time $t$ and gain $\gamma(t)$, the instantaneous variance of $\hat{x}$ is, from the steady state of Eq. 16:

$$\sigma^2(t) = \sigma^2(\gamma(t)) \equiv \text{var} \hat{x} = \gamma^2 \sigma_{\text{ext}}^2 + \frac{(\gamma - 1)^2}{1 - (\gamma - 1)^2} \sigma_{\text{int}}^2$$  \hspace{1cm} (20)

To solve for $\gamma(t)$, we average the mismatch term in Eq. 18 to obtain:

$$\tau_{\gamma} \frac{\partial}{\partial t} \gamma = -\gamma + \kappa \sqrt{\frac{2}{\pi}} \left( \gamma^2 + 1 \right) \frac{\sigma_{\text{ext}}^2}{\sigma_{\text{int}}^2} \frac{(\gamma - 1)^2}{1 - (\gamma - 1)^2}$$  \hspace{1cm} (21)

For any particular values of $\sigma_{\text{ext}}$ and $\sigma_{\text{int}}$, the steady state value of $\gamma$ follows by setting the LHS to 0. In our numerical protocol above, we change the value of $\sigma_{\text{int}}$ over time. Let $\gamma_{\text{lo}}$ be the steady-state value of $\gamma$ when $\sigma_{\text{int}}$ is low, and $\gamma_{\text{hi}}$ be the steady-state value of $\gamma$ when $\sigma_{\text{int}}$ is high. At $t = 0$ the noise statistics change from a low to a high $\sigma_{\text{int}}$. The relaxation of $\gamma$ from $\gamma_{\text{lo}}$ to $\gamma_{\text{hi}}$ may be approximately computed by linearising Eq. 21 about $\gamma_{\text{hi}}$:

$$\frac{\partial}{\partial t} \gamma \approx -\frac{1}{\tau} (\gamma - \gamma_{\text{hi}})$$

$$\tau = \tau_{\gamma} \left( 1 + \kappa \sqrt{\frac{2}{\pi}} \frac{(2 - \gamma_{\text{hi}})^2 \gamma_{\text{hi}}^3 \sigma_{\text{ext}}^2 + (\gamma_{\text{hi}} - 1)^2 \sigma_{\text{int}}^2}{(2 - \gamma_{\text{hi}})^2 \gamma_{\text{hi}}^2 (1 + \gamma_{\text{hi}}) \sigma_{\text{ext}}^2 - (1 - \gamma_{\text{hi}})^2 \sigma_{\text{int}}^2} \right)^{-1}$$

$$\approx \tau_{\gamma} \left( 1 + \kappa \frac{\sigma_{\text{int}}}{2 \sqrt{\pi} \gamma_{\text{hi}}^{3/2}} \right)^{-1}$$  \hspace{1cm} (22)

where, in the last line, we have expanded around small $\gamma_{\text{hi}}$. Only when $\tau_{\text{env}} > \tau$, the relaxation time, does $\gamma(t)$ reach $\gamma_{\text{hi}}$ and the error fall, as reported in the main text.
Solving Eq. 22, we obtain:

\[ \gamma(t) \approx \gamma_{lo} + (\gamma_{hi} - \gamma_{lo}) \exp(-t/\tau) \]  

(23)

Inserting this expression into Eq. 20 and integrating from \( t = 0 \) to \( t = \tau_{env} \), we obtain our (somewhat cumbersome) prediction for the average tracking error, Eq. 19:

\[
\frac{1}{\tau_{env}} \int_{0}^{\tau_{env}} dt \sigma(\gamma(t)) = \frac{1}{2} \left( A \sigma_{ext}^2 + B \sigma_{int}^2 \right) \\
A = \tau \tau_{env} \left( -3\gamma_{lo}^2 + 4e^{-\tau_{env}/\tau} \gamma_{lo}(\gamma_{lo} - \gamma_{hi}) - e^{-2\tau_{env}/\tau} (\gamma_{lo} - \gamma_{hi})^2 + 2\gamma_{lo}\gamma_{hi} + \gamma_{hi}^2 \right) + 2\gamma_{lo}^2 \\
B = \frac{1}{(\gamma_{lo} - 2)\gamma_{lo}} \left( -2(\gamma_{lo} - 1)^2 + \frac{\tau}{\tau_{env}} \left( (\gamma_{lo} - 2) \ln \frac{\gamma(t)}{\gamma_{hi}} + \gamma_{lo} \ln \left( \frac{2 - \gamma_{hi}}{2 - \gamma(t)} \right) \right) \right) \]  

(24)

plotted in Fig. 4c of the main text. Note that Eq. 24 is a function only of the ratio \( \tau/\tau_{env} \).

---
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