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Abstract

It is a common practice in multimodal medical imaging to undersample the anatomically-derived segmentation images to measure the mean activity of a co-acquired functional image. This practice avoids the resampling-related Gibbs effect that would occur in oversampling the functional image. As a side effect, waste of time and efforts are produced since the anatomical segmentation at full resolution is performed in many hours of computations or manual work.

In this work we explain the commonly-used resampling methods and give errors bound in the cases of continuous and discontinuous signals. Then we propose a Fake Nodes scheme for image resampling designed to reduce the Gibbs effect when oversampling the functional image. This new approach is compared to the traditional counterpart in two significant experiments, both showing that Fake Nodes resampling gives smaller errors.

1 Introduction

In nowadays medical imaging it is becoming more and more popular the usage of multimodal imaging. The typical setup of a multimodal imaging system allows to acquire simultaneously both anatomical and functional images of a physical body [1, 2], as for instance SPECT/CT\textsuperscript{1}, PET/MRI\textsuperscript{2} or PET/CT. Anatomical imaging (e.g., CT, MRI) aims to picture accurately the interiors of the body and offers a high spatial resolution, around $1\text{mm}^3$ per voxel with the present day’s machines. To the other side functional imaging (SPECT, PET in our example) aims to show physiological activity of the body under examination, offering an high sensitivity at the price of a lower spatial resolution (about $8-27\text{mm}^3$ per voxel) than the morphological counterpart.

In this context, in many clinical studies researchers need to measure some statistical moments (usually the mean or median) of the functional activity inside some specific segment previously identified from the anatomical image, see e.g. [3]. In order to get such measure it is necessary that the anatomical and

\textsuperscript{1}SPECT stands for \textit{Single Photon Emission Tomography}, CT for \textit{Computed Tomography}.

\textsuperscript{2}PET for \textit{Positron Emission Tomography} and MRI for \textit{Magnetic Resonance Imaging}, respectively.
functional image have the exact same shape, which ensures that the position of all the voxels of both images correspond. There are usually two ways to achieve that:

1. oversampling the functional image to the same size of the anatomical,
2. undersampling the anatomical image and the segments to the same size of the functional image [4, 5].

In a recent paper [6] we showed that the latter is preferable due to the Gibbs effect that occurs in oversampling. However this approach is a waste of the time and efforts that are spent in producing accurate segments at full resolution [7]. For these reasons we have been looking for a Gibbs-free oversampling technique.

Inspired by the Fake Nodes Approach introduced in [8, 9], in this work we propose a Fake Nodes-based interpolation technique that allows to oversample the functional image that takes into account the segments at full resolution, resulting in a remarkable reduction of the error due to the Gibbs effect. After a description of the interpolation scheme behind the Fake Nodes Approach, we discuss some theoretical results and some experiments.

The paper is organized as follows. After this Introduction, in Section 2 we recall the interpolation methods currently used in image resampling and give an error bound for these methods. In the Section 3 we describe the Fake Nodes interpolation and the new scheme based on Fake Nodes in multimodal image resampling. In Section 4 we describe two significant experiments to compare a commonly used resampling method with the Fake Nodes-based approach. The first experiment is \textit{in silico} using an analytically-defined test image. The second one is \textit{in vitro}, using a set of PET/CT scans of a phantom for with known foreground to background ratio.

In the last section we conclude outlining some future research directions.

2 Interpolation methods for image resampling

2.1 Image definition

An image is given by the signal intensity at a given point in space. Mathematically we may define an image function

\[ f : \Omega \subseteq \mathbb{R}^3 \rightarrow \mathbb{R} \quad (1) \]

where the domain is a parallelepiped \( \Omega = [a_1, b_1] \times [a_2, b_2] \times [a_3, b_3] \). In practice the information on an image function are the its values sampled over a regular and equispaced grid

\[ X = \{(x_{ijk}) = (x_i, y_j, z_k) \in \Omega \} \quad \text{with} \quad \begin{cases} i = 1, \ldots, n_x \\ j = 1, \ldots, n_y \\ k = 1, \ldots, n_z \end{cases} \quad (2) \]
The values are stored in the matrix $F_{ijk} = f(x_{ijk})$ which is indeed $f(X)$. From now on, $F$ is referred simply as the image. For the sake of simplicity and without loss of generality we may consider the cube $\Omega = [a, b]^3$ equally-sampled along the axes, i.e. $n_x = n_y = n_z = n$, so that $x_i = y_i = z_i = \frac{b - a}{n - 1} (i - 1) + a$, $i = 1, \ldots, n$.

2.2 Interpolation for image resampling

Resampling an image to another equispaced grid, say $X'$, is equivalent to find $f(X')$, which is in general different from $f(X)$. This can be done by interpolation. Let $Pf$ be the interpolant of $f$.

**Definition 2.1** Let $f$ be a $d$-variate function known on a set of $n$ distinct points $X$. Choose a set of $n$ linearly independent $B = \{b_1, \ldots, b_N\}$, we define the interpolant over the sets $X, f(X)$, the sum

$$Pf = \sum_{i=1}^{N} c_i b_i$$

with $c_i \in \mathbb{R}$ found by imposing the conditions

$$Pf|_X = f|_X.$$  \hspace{1cm} (3)

The interpolant is unique provided that

$$\det [b_i(x_j)]_{i,j=1,\ldots,N} \neq 0.$$  \hspace{1cm} (4)

With the notation $Pf|_X = f|_X$ we mean $Pf(\bar{x}) = f(\bar{x}) \ \forall \bar{x} \in X$.

In the case of image resampling, we choose the interpolant $Pf$ as the (possibly unique) linear combination of a chosen set of basis functions $\mathcal{B} = \{B_{ijk}\}_{i,j,k=1,\ldots,n}$ such that

$$Pf(x_{ijk}) = f(x_{ijk}) \ \forall i,j,k = 1, \ldots, n.$$  \hspace{1cm} (5)

To compute the resampled image it is sufficient to evaluate the interpolant over the evaluation grid $Pf(X')$ and store its value in a 3-dimensional array.

In image resampling, since the number of voxels $n^3$ can be extremely large, it is necessary to make some assumptions on the basis functions to compute the resampling image in a relatively short time. Accordingly with \cite{10, 11, 6}, the basis should satisfy the following characteristics.

1) **Separable**: given a function $b$ the basis $B_{ijk}$ is then the product of translates of $b$ at the samples, that is

$$B_{ijk}(x, y, z) := b(x - x_i) b(y - y_j) b(z - z_k),$$  \hspace{1cm} (4)

$x \in \Omega, \ i, j, k = 1, \ldots, n.$
II) Cardinal:
\[
B_{ijk}(x_i'j'k') = \begin{cases} 
1 & \text{if } (i, j, k) = (i', j', k') \\
0 & \text{else}
\end{cases}
\]  
(5)

III) Normalized:
\[
\sum_{ijk=1}^{n} B_{ijk}(x) = 1 \quad \forall x \in [a, b]^3.
\]  
(6)

IV) Compact support:
\[
\exists \alpha \in \mathbb{R}^+ \text{ s.t. } B_{ijk}(x) = 0 \quad \forall \|x - x_{ijk}\| \geq \alpha.
\]  
(7)

The reader can find some examples of basis functions satisfying all these characteristics in [10, 6]. For instance, the so-called trilinear interpolation corresponds to choose the function \( b \) as

\[
b(x) = \begin{cases} 
1 - \frac{|x|}{h} & \text{if } |x| \leq h \\
0 & \text{otherwise}
\end{cases}
\]

with \( h = \frac{b-a}{n} \) the distance between two samples, and to define the basis functions \( B_{ijk} \) by consequence as in Eq. (4).

Under the hypothesis I) we can write the interpolant function as

\[
P_f(x) = \sum_{ijk=1}^{n} f(x_{ijk}) B_{ijk}(x).
\]  
(8)

Such interpolant can be quickly computed as the result of three subsequent tensor products as the following holds for hypothesis II)

\[
P_f(x, y, z) = \sum_{k=1}^{n} \sum_{j=1}^{n} \sum_{i=1}^{n} F_{ijk} b(x - x_i) b(y - y_j) b(z - z_k)
\]  
(9)

or, in Einstein’s summation convention

\[
P_f(x, y, z) = F_{ijk} b(x - x_i) b(y - y_j) b(z - z_k).
\]

It has to be noticed that such formulation of image resampling and the theoretical results presented in this work can be easily extended to any dimension.

In particular, it is possible to speed up the computation of the interpolant, as it is shown by the following Lemma, whose proof is given in [6].

**Lemma 2.1** If \( P_f \) is an interpolant of \( f \) satisfying I), II) and IV) then, for every evaluation point \( (x, y, z) \in [x_p, x_{p+1}] \times [y_q, y_{q+1}] \times [z_r, z_{r+1}] \) it exists a strictly positive integer \( a \in \mathbb{N} \) such that

\[
P_f(x, y, z) = \sum_{k=\max(1,r-a)}^{\min(n,r+a-1)} \sum_{j=\max(1,q-a)}^{\min(n,q+a-1)} \sum_{i=\max(1,p-a)}^{\min(n,p+a-1)} F_{ijk} b(x - x_i) b(y - y_j) b(z - z_k).
\]  
(10)
This means that the local compactness of the support of the basis functions ensures that in each dimension only the \( a \) nodes before and after the evaluation point have an active role in evaluating the interpolant.

### 2.3 Error bound for image resampling

In this section we give an error bound for the image interpolation which relies on the modulus of continuity of a function [12, 13, 14, 15].

**Definition 2.2** Let \( f : \Omega \subseteq \mathbb{R}^d \longrightarrow \mathbb{R} \) be a piecewise continuous function. The function \( f \) admits a **modulus of continuity** \( \omega_{x_0}(\delta) : \mathbb{R}^+ \longrightarrow \mathbb{R}^+ \) in \( x_0 \in \Omega \) if

\[
|f(x) - f(x_0)| \leq \omega_{x_0}(\delta) \quad \forall x \in \Omega \text{ s.t. } \|x - x_0\| \leq \delta.
\]

where \( \| \cdot \| \) is an arbitrary norm.

The definition of modulus of continuity given here is slightly relaxed from the one given in literature in order to include piecewise continuous functions. Namely, in our formulation it is not necessarily true that

\[
\lim_{\delta \to 0} \omega_{x_0}(\delta) = 0.
\]

We can extend this definition and consider the **global modulus of continuity**, say \( \omega(\delta) \),

\[
|f(x) - f(y)| \leq \omega(\delta) \quad \forall x, y \in \Omega \text{ s.t. } \|x - y\| \leq \delta.
\]

It is noteworthy to recall that if a function admits a local modulus of continuity for every \( x_0 \in \Omega \), then admits a global modulus of continuity

\[
\omega(\delta) := \sup_{x_0 \in \Omega} \omega_{x_0}(\delta).
\]

We now enounce the definition of discontinuity jumps, that will be useful for quantifying the discontinuities of a piecewise continuous signal.

**Definition 2.3** Let \( f : \Omega \subseteq \mathbb{R}^3 \longrightarrow \mathbb{R} \) piecewise continuous on some pairwise disjoint subdomains

\[
\Omega = \bigcup_{i=1}^{m} \Omega_i
\]

the **jump** between two subdomains \( \Omega_i, \Omega_j \), \( i, j = 1, \ldots, m \) is the positive real number defined as

\[
D(\Omega_i, \Omega_j) := \sup_{x_0 \in \Omega} (J_{ij} \cup J_{ji})
\]

where

\[
J_{ij} = \left\{ \lim_{x \to y} |f(x) - f(y)|, \; x \in \Omega_i, \; y \in \partial_i \Omega_j \right\}
\]

with \( \partial_i \Omega_j = \partial \Omega_i \cap \Omega_j \) is the part of the border of \( \Omega_i \) that belongs to \( \Omega_j \).

In the special case that \( \partial \Omega_i \cap \partial \Omega_j = \emptyset \), and by consequence also \( J_{ij} \) and \( J_{ji} \) are empty sets, the jump is considered equal to zero.
We now enounce two useful Lemmas for the estimation of the error at a given evaluation point.

**Lemma 2.2** A d-variate, Lipschitz-continuous function $f$ admits a modulus of continuity of the form

$$\omega(\delta) = K\delta$$

being $K$ the Lipschitz constant.

The proof follows trivially from the definitions of Lipschitz continuity and global modulus of continuity.

**Lemma 2.3** A piecewise d-variate, Lipschitz-continuous function $f$ admits a modulus of continuity of the form

$$\omega(\delta) = K\delta + D$$

**Proof:** Suppose for simplicity that the function domain is divided in only two disjoint subdomains $\Omega = \Omega_1 \cup \Omega_2$ in both of whom $f$ is Lipschitz-continuous with respective constants $k_1, k_2$.

Consider now two generic points $x, y \in \Omega$. If $x$ and $y$ both belong to the same subdomain the thesis follows by Lemma 2.2.

Otherwise, once recalled the symbols used in Definition 2.3, for any choice of $\xi_1 \in \Omega_1$ and $\xi_2 \in \partial \Omega_2$ we get

$$|f(x) - f(y)| \leq |f(x) - f(\xi_1)| + |f(\xi_1) - f(\xi_2)| + |f(\xi_2) - f(y)|.$$

This inequality still true for the limit

$$|f(x) - f(y)| \leq \lim_{\xi_1 \to \xi_2} \{ |f(x) - f(\xi_1)| + |f(\xi_1) - f(\xi_2)| + |f(\xi_2) - f(y)| \} \leq k_1\delta + D(\Omega_1, \Omega_2) + k_2\delta.$$

The thesis follows with $D = D(\Omega_1, \Omega_2)$ and $K = k_1 + k_2$, as $\forall x, y \in \Omega$ s.t. $|x - y| \leq \delta$. This inequality holds also in case $\partial_1 \Omega_2$ is an empty set, in which case we consider $\xi_1 \in \partial_2 \Omega_1$, $\xi_2 \in \Omega_2$ and the limit for $\xi_2 \to \xi_1$.

In the case of $m > 2$ subdomains with $\partial \Omega_i \cap \partial \Omega_j = \emptyset$, the triangular inequality is repeated for all the subdomains intersecting the straight line between $x \in \Omega_i$ and $y \in \Omega_j$. In the worst case such line touches all the $m$ subdomains hence

$$K = m \max_{i=1,\ldots,m} k_i$$

with $k_i$, $i = 1, \ldots, m$ the Lipschitz constants of each subdomain, and

$$D = m \max_{i,j=1,\ldots,m} D(\Omega_i, \Omega_j).$$

\[\square\]
We now prove an upper bound for the pointwise interpolation error given by any modulus of continuity.

**Theorem 2.4** Let \( f \) be a trivariate and bounded function admitting a local modulus of continuity \( \omega_x(\delta) \). Let \( \mathcal{P} f \) be its interpolant built according to I), II), III) and IV). Then, there exists \( \delta^* > 0 \) such that

\[
|\mathcal{P} f(x) - f(x)| \leq \omega_x(\delta^*).
\]

**Proof:** From Eq. (8) and from III) we get

\[
\mathcal{P} f(x) - f(x) = \sum_{ijk=1}^n f(x_{ijk}) B_{ijk}(x) - f(x) \left( \sum_{ijk=1}^n B_{ijk}(x) \right)
= \sum_{ijk=1}^n (f(x_{ijk}) - f(x)) B_{ijk}(x).
\]

We know from Lemma 2.1 that only some nodes in a neighbourhood of \( x \) have to be taken into account in the interpolation formula. To be precise the \( x_{ijk} \) such that

\[
|x - x_{ijk}|_\infty < \alpha.
\]
Since \( f \) admits a modulus of continuity we can state

\[
|f(x_{ijk}) - f(x)| \leq \omega_x(\delta^*),
\]

with \( \delta^* = \alpha \) and \( i, j, k \) in the range indicated in Lemma 2.1. By using the normalized basis

\[
\mathcal{P} f(x) - f(x) \leq \sum_{ijk=1}^n \omega_x(\delta^*) B_{ijk}(x) = \omega_x(\delta^*).
\]

and similarly

\[
\mathcal{P} f(x) - f(x) \geq -\omega_x(\delta^*),
\]
which proves the Theorem.

In a similar way we can find a global upper bound to the interpolation error, simply by taking the supremum of the local continuity moduli.

**Corollary 2.4.1** Let \( f \) be a trivariate and bounded function admitting a global modulus of continuity \( \omega(\delta) \). Let \( \mathcal{P} f \) be its interpolant built according to I), II), III) and IV). Then, there exists \( \delta^* > 0 \) such that

\[
|\mathcal{P} f(x) - f(x)| \leq \omega(\delta^*).
\]

### 2.4 Gibbs effect in image oversampling

We usually refer to Gibbs effect as the oscillations around a discontinuity that occurs when approximating a signal with a truncated Fourier series [16, 17]. Such effect is present also in image (re)sampling, often called “ringing effect”
for the wavelike, concentric oscillations that appears around any sudden change of signal intensity\cite{18,19}. Unlike the Runge effect, the magnitude of the oscillation goes to a plateau as the number of interpolation nodes goes to infinity. The presence of the Gibbs effect in multimodal medical imaging has already been discussed in \cite{6} where a "natural" error analysis has been presented. Similar results can be obtained by the results of the previous section. In fact, we can build the basis functions so that their support is $\alpha \propto \frac{1}{n}$. Hence, the interpolation error bound given in Theorem 2.4 goes to zero as $n \to \infty$ if the image function $f$ is Lipschitz-continuous at the evaluation point $x$. By Lemma 2.2 indeed the image function admits a continuity modulus $\omega_x(\delta) \leq K\delta$ that has the role of an error bound once evaluated on $\alpha$, and goes to zero as $n \to \infty$. On the other hand, if $f$ is only piecewise Lipschitz-continuous and the evaluation point belongs to the border of a subdomain $\Omega_i$, then by Lemma 2.3 the image function admits a continuity modulus $\omega_x(\delta) \leq K\delta + D$ that evaluated on $\alpha$ is an error bound, which converges to $D$ as $n$ increases to infinity.

In the next section we introduce the Fake Nodes interpolation, aiming to interpolating a discontinuous image on a mapped set of nodes so that it appears as continuous, getting rid of the Gibbs effect.

\section{Fake Nodes interpolation}

Fake Nodes is an interpolation paradigm introduced in \cite{8,9} that can reduce the Gibbs effect in different frameworks and applications \cite{20,21,22}.

\subsection{Definition of Fake Nodes interpolation}

The Fake Nodes interpolant can be defined as in Def. 2.1, with the difference that the interpolation and evaluation nodes are subject to mapping. For reasons that will be clarified soon, in this paper we choose a slightly different definition of Fake Nodes with respect to the above quoted literature.

\begin{definition}
Let $f$ be a $d$-variate function sampled on a set of $n$ distinct nodes $X$. Let the set of functions $\{b_1, \ldots, b_m\}$, $m \geq n$ be a basis. Consider the map $S : \Theta \subseteq \mathbb{R}^d \to \mathbb{R}^d$, and $\mathcal{P}f$ the interpolant over $X^S \supseteq S(X)$ to $Y \supseteq f(X)$, $X^S, Y$ both of cardinality $m$. We call Fake Nodes interpolant the function

\[ \mathcal{R}^S f := \mathcal{P}f \circ S. \]

The following proposition holds.

\begin{proposition}
The Fake nodes interpolant as defined in Def. 3.1 satisfies the interpolation conditions (3), i.e $\mathcal{R}^S f|_X = f|_X$.
\end{proposition}
**Proof:** Being $R^S f = P f \circ S$ and the fact that $P f$ is the interpolant over the whole supersets $X^S, Y$, in particular we get

$$P f(S(\bar{x})) = f(\bar{x}) \quad \forall \bar{x} \in X,$$

that is

$$R^S f(\bar{x}) = f(\bar{x}) \quad \forall \bar{x} \in X.$$  

\[ \square \]

**Remark.** This definition of Fake Nodes differs to classical ones since considers a larger number of basis functions and interpolation nodes. To use the image resampling defined in the previous section, we must have to consider a regular, equispaced grid as input. Since the mapped nodes $S(X)$ is not equispaced in general, we choose to interpolate over a larger grid by adding some nodes in order to obtain a regular and equispaced grid $X^S \supseteq S(X)$. In correspondence of the newly added nodes, we can choose some values to form the set $Y \supseteq f(X)$. Since we want to avoid the Gibbs effect, which occurs next to a discontinuity, we shall choose such values in order to get a smooth, regular image. Given these choices, it becomes mandatory to use a larger basis of functions.

### 3.2 Fake Nodes approach for multimodal image resampling

As discussed in the Introduction, in multimodal imaging we have a high resolution morphological image $I$ along with its segmentation $M$, composed by integer values indicating the number of segment each voxel belongs. We also have a low resolution functional image $F$, and we aim to estimate the mean value of the functional image inside each segment with the lowest possible error.

The image $I$ is defined on a grid $X_{high}$ of the domain $\Omega = [a, b]^3$. The segmentation is the set of pairwise disjoint subsets of the domain $\Omega$ (cf. e. g. [23]), that is

$$\Omega = \bigcup_{k=0}^{m} \Omega_k \quad \text{with} \quad \Omega_i \cap \Omega_j = \emptyset \quad \forall i, j = 1, \ldots, m,$$

and is known up to the resolution of $I$, and stored in the matrix

$$M = \sum_{k=0}^{m} k \chi_{\Omega_k}(x_{ijk}) \quad \text{with} \; x_{ijk} \in X_{high},$$

of the same size of $I$. By convection, the zero-indexed segment represent the background.

On the other hand, the functional image $F$ is defined on another, smaller grid of $[a, b]^3$, say $X_{low}$.

We then propose to oversample the functional image $F$ to the dimension of $I$ and $M$ by using a Fake Nodes interpolation with mapping function

$$S(x) = x + \sum_{k=0}^{m} \alpha_k \chi_{\Omega_k}(x).$$
where $\alpha_k = ((b-a)k, 0, 0)$. In other words, we create as many images as the segments, each with the values of the functional image inside the relative segment and zero elsewhere. These images are then stacked over the first axis, creating a long, unique 3-dimensional image.

As stated in the remark, this would be not sufficient to overcome Gibbs effect, as the so obtained signal has still some sudden change of intensity. Since we have the freedom to choose the values on the new nodes, we apply Gaussian blurring on the image and re-impose the original intensity values on the set $S(X_{low})$. This process can be repeated a number of times, until a smooth and continuous-like image is obtained. In the experiments below, we applied this strategy of blurring-reimposing three times. The result of this process can be seen in Fig. 2.

The so-obtained image is then oversampled to the same resolution of $I$ and $M$, and then recomposed according to the mapping $S$, as indicated in Def. 3.1. This method is explained in better detail in the following Algorithm 3.1.

**Algorithm 3.1** Fake Nodes image resampling

**Inputs:**
$I$ the target, high-resolution image;
$M$ the segmentation of $I$ in $m+1$ segments;
$F$ the input, low-resolution image; $\mathcal{G}$ a Gaussian function of fixed variance.

**Execution:**

1. Downsample the segmentation image $M$ to the resolution of $F$, call the result $M_{low}$;
2. for $\text{segm}$ in $0:m$:
   2.1. Impose the values of the current segment to the image at $\text{segm}$ level and add the result to a list of images $\text{tempF}$:
   $\text{tempF}[\text{segm}] = F[M_{low} == \text{segm}]$
   2.2. repeat 3 times:
      2.2.1. Gaussian smoothing by convolution:
      $\text{tempF}[\text{segm}] = \text{tempF}[\text{segm}] \ast \mathcal{G}$
      2.2.2. Re-imposition: $\text{tempF}[\text{segm}] = F[M_{low} == \text{segm}]$
3. Stack the images $\text{tempF}[]$ along the first axis, call the result $\text{fakeF}$;
4. Oversample the image $\text{fakeF}$ to the resolution of $I$ with a basis of choice, call the result $HR\text{fakeF}$;
5. Initialize the result image $\text{highF}$ as a matrix with the size of $I$;
6. for $\text{segm}$ in $0:m$:
   6.1. Impose the values at each segment:
   $\text{highF}[M == \text{segm}] = HR\text{fakeF}[M == \text{segm}]$

**Output:**
$\text{highF}$, the resampled version of $F$ using Fake Nodes.

**Remark.** The whole algorithm has a computational cost of $m$ times the computational cost of the corresponding resampling algorithm, where $m$ is the number
of segments. This means that if the number of segments is too large it would be better to reduce it by merging some segments with similar values at the boundaries.

4 Experiments and results

For testing the Fake Nodes resampling and compare it to the usual resampling methods, we carried on two experiments. The first one is made on the Shepp-Logan phantom [24], an analytically-defined image with constant intensity in each of its ellipsoidal segments. Since the exact value is known, in this case we can compute the resampling errors. An example of Shepp-Logan phantom is reported in Fig. 1.

![Shepp-Logan phantom](image)

Figure 1: Left: an axial slice of the Shepp-Logan phantom. Right: segmentation of the same slice, with the segments colored as follows: black segment number 0, red 1, green 2, blue 3, yellow 4, cyan 5.

The second test is from a real PET/CT dataset of scans of the same physical phantom. This phantom is a closed container made of plastic. Inside the containers six spheres of diameters 10, 13, 17, 22, 28 and 37 mm are filled with the tracer of known activity (we call ‘hot’ or foreground the interior of the spheres), whereas the remaining part of the phantom (here called ‘cold’ or background) is filled with water and tracer of known activity.

In both experiments we compared the results obtained by oversampling the functional image using the trilinear interpolation basis, cfr. [10] in combination with the Fake Nodes scheme explained in the previous paragraph. In
both cases the resampling is performed in ANTs [25, 26], a popular software suite in neuroimaging written on top of ITK [27]. The Fake Nodes scheme is implemented in a set of Python scripts. All the scripts written for this paper and some sample data can be found in the repository of this paper https://github.com/pog87/FakeResampling3D. Another package that can be useful to understand image resizing can be found at [28].

4.1 Experiment 1: Shepp-Logan phantom

We generated two Shepp-Logan phantom images: an high resolution image of size $256^3$ and a low resolution image of $128^3$ voxels with the Python packages tomopy and nibabel [29]. Since the Shepp-Logan phantom is piecewise constant, segmentation has been performed simply by identifying the voxels of the same values. The phantom and its segmentation can be observed in Fig. 1. The low resolution ‘functional’ image was resampled to the high resolution using Trilinear interpolation and Fake Nodes Trilinear interpolation. The Fake Image generated for resampling can be observed in Fig. 2. At last, the mean value per segment has been computed and compared with the actual, constant value of the segment. The results can be observed in Fig. 3 and Table 4.1. As can be easily seen, the Fake Nodes resampling leads to more accurate mean value for every segment, including the background.

| Segment | Ref. | Trilinear mean value | abs. error | Fake-Trilinear mean value | abs. error |
|---------|------|----------------------|------------|--------------------------|------------|
| 0       | 0    | 1.979·10^{-3}        | 1.979·10^{-4} | 0.986·10^{-16}          | 0.986·10^{-16} |
| 1       | 1    | 0.823                | 0.177      | 1.000                    | 0.9333·10^{-4} |
| 2       | 0.05 | 0.569·10^{-1}        | 0.686·10^{-2} | 0.500·10^{-1}          | 1.379·10^{-6}  |
| 3       | 0.2  | 0.216                | 0.157·10^{-1} | 0.200                    | 0.204·10^{-5}  |
| 4       | 0.3  | 0.296                | 0.390·10^{-2} | 0.300                    | 0.797·10^{-5}  |
| 5       | 0.15 | 0.160                | 0.995·10^{-2} | 1.499·10^{-1}          | 0.608·10^{-4}  |

Table 1: Segment index, Reference value, mean value and absolute error per segment relative to the oversamplings of the Shepp-Logan phantom with Trilinear interpolation and Fake Nodes Trilinear interpolation.

4.2 Experiment 2: PET/CT phantom data

The RIDER PET/CT Phantom dataset [30] has been downloaded from the dataset official webpage hosted on the Cancer Imaging Archive (TCIA) [31] website. This dataset consists in 20 repeated scans of the RIDER PET/CT Phantom filled with Ge68 tracer and reconstructed using 3D Filtered Back Projection (FBP) [32]. We know that in principle the foreground-to-background ratio should be exactly equal to 4, as the interior of the spheres has been filled with a radioactive tracer of activity four times higher than the water lying out-
Figure 2: Top: a Fake Image to be resampled, obtained from the low resolution image with Algorithm 3.1. Bottom: a zoom of the same, showing that the signal is smooth. The jet colormap (blue-green-yellow-red) has been used to better represent the smoothness of the signal.

The CT scan has been automatically segmented using k-means clustering in four segments: background, phantom plastic shell, ‘cold’ water and ‘hot’ spheres. A slice of a phantom scan can be found in 4. The foreground to background ratios have been computed as

\[ FBr = \frac{PET[\text{hot}]}{PET[\text{cold}]} \]

for both the Trilinear and Fake Nodes Trilinear interpolation methods. In both cases a Partial Volume Correction (PVC) method [33] was applied to resampled PET before computing the mean value per segment, with an estimated Full Width at Half Maximum (FWHM) [34] of 6 mm.

The results of this experiment can be observed in the Raincloud plot [35] at Fig. 5. The Fake Nodes approach results in a mean error reduced of about 14% with respect to the usual Trilinear resampling. The t-test between the two groups gives a p-value of about \( p \approx 0.7 \cdot 10^{-8} \), indicating that the difference between the two groups is significant.
4.3 Comments to the results

The first experiment shows that resampling a functional image with the Fake Nodes approach results in an almost perfect set of mean values for each segment, with an impressive improvement with respect to the traditional image resampling. In a less controlled and more realistic situation, the use of Fake Nodes in resampling does lead to a significant improvement in the ratios, but still the result appears not close enough to the target value of 4. These results are coherent with the dataset documentation [30], indicating that an exact quantification of the tracer concentration in PET is still far from being achieved.

5 Conclusions and future work

In this paper we have proposed a Fake Nodes scheme for medical image oversampling that can be applied to any image of arbitrary dimension. In Sections 2 and 3, we introduced image resampling techniques as interpolatory methods and gave an error bound which is different in the cases of continuous and piecewise continuous signals. Fake Nodes approach has proved to bring a more accurate functional quantification in the experiments, both using an analytically-defined phantom and real data from the scans of a PET/CT physical phantom. The results on the physical phantom appeared to be still too far from the target. This may indicate that the Partial Volume Correction, Attenuation Correction and a Fake Nodes-like oversampling should be all applied during the reconstruction phase in order to achieve an exact quantification in PET imaging.
Figure 4: The same axial (top) and sagittal (bottom) slices of the PET RIDER phantom CT (left), CT segmentation (center) and PET scan (right). The segmentation indexes are: background (black) 0, phantom shell (red) 1, ‘cold’ water (green) 2, ‘hot’ spheres (violet) 3. The jet colormap has been used for PET images.
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