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Abstract. As the need for Big Data in science becomes ever more relevant, networks around the world are upgrading their infrastructure to support high-speed interconnections. To support its mission, the high-energy physics community as a pioneer in Big Data has always been relying on the Fermi National Accelerator Laboratory to be at the forefront of storage and data movement. This need was reiterated in recent years with the data-taking rate of the major LHC experiments reaching tens of petabytes per year. At Fermilab, this resulted regularly in peaks of data movement on the Wide area network (WAN) in and out of the laboratory of about 30 Gbit/s and on the Local area network (LAN) between storage and computational farms of 160 Gbit/s. To address these ever increasing needs, as of this year Fermilab is connected to the Energy Sciences Network (ESnet) through a 100 Gb/s link. To understand the optimal system- and application-level configuration to interface computational systems with the new high-speed interconnect, Fermilab has deployed a Network Research & Development facility connected to the ESnet 100G Testbed. For the past two years, the High Throughput Data Program (HTDP) has been using the Testbed to identify gaps in data movement middleware when transferring data at these high-speeds. The program has published evaluations of technologies typically used in High Energy Physics, such as GridFTP [4], XrootD [9], and Squid [8]. This work presents the new R&D facility and the continuation of the evaluation program.

1. Introduction

Adaptation of 100 Gigabit Ethernet (GE) Networking Infrastructure is the next step towards management of Big Data. The ability to efficiently store, retrieve, analyze and redistribute data is fundamental to scientific discoveries. Fermilab is the US Tier-1 center for the Large Hadron Collider’s (LHC) Compact Muon Solenoid (CMS) experiment and the central data center for several other large-scale research collaborations. To deal with the scaling and wide-area distribution challenges of the data, the Laboratory is now connected to the next generation of networking infrastructure, ESnet’s [1] 100 GE backbone. This trend towards faster networks has driven the evolution of data management systems. Today, these systems provide access to and manage an increasingly distributed ensemble of resources, storing aggregate data approaching the exabyte scale.

To identify and address shortcomings in tools and technologies, Fermilab has devised a diverse program of work that spans all layers of computing to ensure full throughput in and across each layer. Figure 1 shows these research activities at different layers of computing. This program of work builds on core competencies on Big Data inherited from the RunII experiments at Fermilab and the CMS
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expertise. It is a collaborative process that is part of the national program on Network R&D and involves multiple research organizations.

Figure 1. The Network R&D program at Fermilab spans all layers of computing to support the process of scientific discovery.

To support this program, Fermilab has commissioned a dedicated R&D facility to do studies of 100G connectivity and technology evaluations in a production-like environment. Figure 2 shows a diagram of the facility.

At the core of the testbed there is a Cisco Nexus 7000 router supporting 100GE, 40GE, and 10GE ports. Attached to it, there are 12 nodes with 10GE network cards to achieve an aggregated throughput of 100 Gb/s. Another router, a Cisco Nexus 6000, is used to connect two nodes with 40GE cards for studies of high-performance systems, IPv6 [11], load balancing, etc.

Part of the overall program of work is the HTDP, which focuses on ensuring that the data processing systems of the experiments are functional and effective at the 100G-scale end-to-end. We envision that HTDP will be a major user of the network R&D facility.

This paper is organized as follows. Section 2 and 3 highlight the work done in HTDP. We describe the problems identified while testing middleware on a 100 Gb/s network in section 4. Section 5 summarizes the results from our tests.

2. The High Throughput Data Program

The High Throughput Data Program at Fermilab focuses on the application I/O layer. HTDP aims at analyzing and tuning the performance of the end-to-end analysis systems used by High Energy Physics (HEP) experiments. To achieve this goal, the program performs and studies large data transfers over the 100GE ESnet networks. This work was fundamental in identifying gaps in the current data movement middleware services when used over 100GE networks.

HTDP is driven by the following three thrusts:

- Determine and tune the configuration of all layers to ensure full throughput in and across each layer/service.
- Measure and determine efficiency of the end-to-end solutions.
- Monitor, identify and mitigate error conditions.

In order to achieve these goals, we tested several data movement middleware services over high speed networking testbeds, such as the Long Island Metropolitan Area Network (LIMAN) testbed, Super Computing 2011 [3] and ESnet's 100 Gb/s testbed. Sections 2.1 and 2.2 below give an overview of these testbeds. The results from testing data middleware packages on them will then be presented in Section 3.
2.1. The LIMAN 30Gb/s Testbed & Super Computing 2011
The HTDP program started in 2011, participating in the Advanced Network Initiative (ANI) [2]. The ANI team deployed two fast-network test environments, in preparation for the full 100 Gb/s ESnet testbed. The first was the LIMAN testbed that connected Brookhaven National Laboratory (BNL) and New York at 30 Gb/s. The second environment was showcased at Super Computing 2011, whereby a full 100 Gb/s network was made available for several communities to show the ability to utilize the fast network. The HTDP demonstrated the ability to transfer about 30 TB of CMS data in one hour using GridFTP [4] between National Energy Research Scientific Computing Center (NERSC) and Argonne National Laboratory (ANL) with peak rates of 75 Gb/s. Details on the testbed configuration, test cases, and the test results can be found in [5][6].

2.2. The ESnet 100 Gb/s Testbed
In 2012, ESnet deployed a 100 Gb/s network testbed connecting NERSC and ANL. Each of these sites hosted three high performance servers connected via two 100 GE border routers at each site. The description of the testbed and the machines can be found in [5].

3. Data Middleware Validation on the ESnet 100G Testbed
Following the methodologies developed for the LIMAN testbed, we conducted similar tests on ESnet’s 100 Gb/s testbed for GridFTP, Globus Online (GO) [7], Squid [8] and XrootD [9] to saturate the 100 Gb/s network with different file sizes. This section describes the tests conducted and their results.

3.1. GridFTP & Globus Online
In comparison to simple bandwidth measurement utilities such as nuttcp [10], GridFTP introduces additional overheads due to the increased security and reliability. High-bandwidth utilization for medium (4 MB to 1 GB) and large (2 GB to 8 GB) files was achieved by tuning the GridFTP transfer parameters. In particular as shown in figure 3, for our round trip time (RTT) of 53 ms, we achieved bandwidths above 90 Gb/s with a concurrency and a parallelism set to 4 (-cc 4 -p 4), using the default TCP window size. Tuning the same parameters, however, was not sufficient to achieve similar high utilization when transferring small files. As described in Section 4, we had to introduce GridFTP pipelining to improve the performance and address the Lots Of Small Files (LOSF) issue.

Further investigations revealed that logging exposed an additional impact in the measured bandwidth for small files. Since typically every transfer event is logged, this resulted in per-file access to a system disk. This was especially harmful to performance because the ESnet testbed configuration mounted the system disk remotely over a 1 Gb/s network. The blue and red bars in the small file sizes

Figure 3. Bandwidth measurements for GridFTP and Globus Online over the ESnet 100 Gb/s testbed.
section of figure 3 shows the effect when logging was turned on (blue bar) or off (red bar). The lesson learned was the need to understand every single detail of a testbed to take credible measures.

We did similar measurements using GO with manual and auto-tuning of the transfer parameters. Because of high latencies in forwarding the control channel from GO to the ESnet testbed Virtual Private Network (VPN) through a Fermilab node, GO showed a poorer performance, compared to GridFTP, at ~30 Gb/s for medium file sizes and 60 Gb/s for large sizes.

3.2. XrootD & Squid

Along with testing GridFTP and Globus Online, we also tested the performance of other commonly used Grid middleware like XrootD and Squid. The test setup and results are described in [6] in detail. This section shows the performance observed and summarizes the results.

Figure 4 shows the performance of XrootD on the ESnet testbed. The XrootD server performed better with increasing numbers of clients, achieving almost 90% bandwidth utilization for 8 clients.

![Figure 4. XrootD performance on ESnet 100G Testbed.](image)

Figure 5 shows the performance of Squid on the ESnet 100G testbed with and without core affinity (CA) for different numbers of clients per machine (CPM). We tested the following client/server configurations:

- One-to-one transfer: One client on a host at NERSC requesting 8MB file from exactly one server on a host at ANL and vice versa.
- All-to-all transfer: Each of the clients at NERSC requesting 8MB file to all the servers at ANL and vice versa.

For the tests from ANL to NERSC, one-to-one showed lower performance than all-to-all. One possible reason was that one of the NERSC machines was slower than the others and had one 10 Gb/s NIC with frequent problems. This decreased the utilization with more client load. For the tests from NERSC to ANL, one-to-one performance was almost the same as all-to-all. When the servers were running at NERSC, even the one bad network interface card (NIC) did not cause any issue because the other three NICs were compensating by sending more data.

![Figure 5. Squid performance on ESnet 100G Testbed.](image)
For both方向 benchmarks, it is worthwhile noting that the core-affinity optimization was able to improve the overall performance by up to 21%. Furthermore, increasing the number of Squid servers per machine also improved aggregate performance, with some speeds approaching 100 Gb/s.

4. LOSF & Middleware Performance

The experimental results from testing data transfer applications, such as GridFTP and Globus Online, revealed that over 90% bandwidth utilization can be achieved on average when transferring datasets with medium (8MB – 1GB) and large (2GB – 8GB) file sizes. When we did the same study at a finer granularity of file sizes, however, this higher bandwidth utilization was consistently achieved only when transferring files 32MB or larger. File sizes smaller than 32MB are affected by the Lots of Small Files (LOSF) problem, which typically results in significantly lower transfer bandwidth utilization. This is due to the OS, system and protocol-level overheads present when reading and transferring individual files.

Figure 6 shows that the LOSF threshold depends on the network bandwidth. Pipelining in GridFTP contributes to reducing the LOSF threshold because subsequent files in a pipeline are transferred without waiting for the successful transmission of the previous file, thus reducing the round trip time (RTT) delay between two consecutive files transferred.

5. Summary

The Network R&D program at Fermilab is driven by the needs of the High Energy Physics and Astrophysics stakeholders. The program spans all layers of the communication stack. To provide an infrastructure to conduct the R&D program, Fermilab has deployed a Network R&D testbed connected to the 100 Gb/s ESnet backbone.

At the application layer, the High Throughput Data Program (HTDP) studies the end-to-end functionality and performance of major analysis systems of scientific stakeholders on 100 Gb/s networks. Recent work includes studies of data transfers with applications such as GridFTP and Globus Online on the ESnet 100G testbed between NERSC and ANL.

Both GridFTP and Globus Online showed good performance over large and medium size files. The Lot Of Small Files (LOSF) problem impacts the performance transferring small size files. XrootD servers showed better network utilization with the increase in number of clients. In the case of Squid, core-affinity considerably increased the bandwidth utilization.

The network R&D program will continue in 2014 with the validation of the new 100 Gb/s capabilities at Fermilab.
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