Character Recognition using Adjustment Convolutional Network with Dropout Layer
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Abstract. Character Recognition is the machine's ability to receive and translate certain character input. It can be handwriting, computer-fonts, and images. In this article, character recognition is done using the Adjustment Convolution Network (ACN). The ACN architecture used consists of 28 layers (input, 5 convolutional, 5 Batch Normalization, 5 Rectified Linear Units, 4 max-pooling, 5 dropouts, Fully Connected Layer, Softmax, Output). Dropout is located in each convolution block. The values used are 0.25, 0.3 and 0.4. Dropout keeps away from the overfitting incident. The network is carried out with the optimization of Adaptive Moment Estimation (Adam) which is a combination of momentum and adaptive sub-gradient variable. Data contain digits 0-9, letters A-Z, and letters a-z that amounted to 171,562. Data is taken from MNIST, notMNIST and Char74K public data. A comparison between training vs. testing data is 70:30. The results showed accuracy of up to 99.04% (MNIST), 94.90% (notMNIST), 98.9% (font-Char74K), 79.4% (Handwritten-Char74K), and 86.80% (Image-Char74K) respectively.
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1. Introduction
Character recognition (CR) can translate an object character from handwritten, computer-fonts or images into text through a computer. CR is included in the fields of pattern recognition, computer vision, and machine learning. CR technology is generally carried out through the stages of preprocessing, feature extraction, classification, and recognition. CR applications include passport recognition documents [1], banking documentation [2], motor vehicle number recognition [3], traffic sign recognition [4], captcha for anti-boot system [5], historical documents [6], digitizing handwriting document [7], and text-to-speech [8].

In this decade, deep learning used spread widely especially in classification and recognition. One of the methods of deep learning is Convolutional Neural Network (CNN). Research on character recognition that is handwritten recognition using neural network backpropagation with gradient descent, test data using MNIST dataset, the number of neurons is 65. The test produces an accuracy of 96.08% [9]. Furthermore, character recognition uses Support Vector Machines (SVM), Artificial Neural Networks (ANN), Convolutional Neural Networks. The data used is Arabic handwritten. Accuracy of up to 33% (SVM), 37% (ANN) and 71% (CNN) respectively [10]. Next, the study used spiking neural networks with MNIST data. Accuracy is 78.92% [11]. Hereafter, the research used CNN and MNIST dataset. CNN architecture not detail explained, accuracy up to 99.25%. Then, the
study of Wang et al. using the MNIST dataset, the architecture uses modified LeNet5 with gradient
descent, accuracy up to 99.32% [12]. Wen et al. using AlexNet, the dataset uses MNIST with an
accuracy of 99.56% for the training set and 99.23% for the testing set [13].

Previous research was limited to using digit handwritten data with machine learning and deep learning
methods including SVM, ANN, and CNN, so it is necessary to do variations in the form of character
recognition. Addition it is necessary to do adjustment on CNN architecture. The novelty of this
research is first to use variations of datasets such as handwritten digits, computer font characters, and
images. Second, the ACN architecture that uses 28 layers with dropouts on each convolution block.

2. The Material and Method

2.1 Methodology of Research

Generally, the CNN architecture consists of a feature extraction layer (convolutional layer,
activation of ReLU, pooling) and classification layer (fully connected layer, softmax). For
the feature extraction layer, batch normalization and dropout can be included.

As is known, the first dropout was delivered by Hinton et al. and Srivastava et al. to avoid
overfitting on CNN [14] [15]. The concept of dropout is quite simple, it does not reuse randomly
selected neurons. Neurons that are not dropped will continue the next process. Hinton paper explains
the dropout value of 0.5 used at the end of the convolution block before the FCL or dense layer [14].
But there are also use dropouts at the end of each convolution block even with a small value of 0.1 or
0.2. Dropout is placed after the activation function on each convolution block. So the sequence starts
from the convolution layer, ReLU, and dropout [16].

In this research, a stage consisting of input data, then the data is processed on the CNN 28 layer
architecture, as well as an optimization of the weight and bias using Adam. The architecture consists
of an input layer, and 5 convolution blocks (convolutional layer, batch normalization, ReLU
activation, max-pooling, and dropout). In the fifth convolution block without max-pooling.
Furthermore, the classification layer consists of the Fully Connected Layer, Softmax and
Classification Layer as output. The CNN architecture used in this study has 5 dropouts with different
values. Dropout is applied at the end of each convolution block. In blocks 1 to 4, dropouts are placed
after max-pooling, in the fifth block, dropouts are placed after ReLU. Dropout values vary 0.25 in
blocks 1 and 2, dropout 0.4 in block 3, dropout 0.3 in blocks 4 and 5. We call it Adjustment
Convolutional Network (CAN). The ACN architecture is shown in Figure 1.

Figure 1. The Adjustment Convolutional Network architecture 28 layers for character recognition

Next, optimization is done to improve recognition results. Optimization is done by Adam, gradient
descent method. This method was chosen because it is a combination of momentum and adaptive sub-
gradient variables that are often used in optimization [17]. For the variables in the optimization
initialization values include max-epoch 10, learning rate 0.001, validation frequency 10 and minibatch-size 256.

2.2 Dataset
This study, using 3 datasets: MNIST, notMNIST, and Char74K. MNIST is a dataset of handwritten digits containing 60,000 examples with 10 classes. The data has been normalized to a size of 28x28 (a total of 784 pixels) and the object is in the center of the image. The second dataset is notMNIST is a character dataset from letters A to J (10 classes) with a total of 18,725 data. The size of each image in notMNIST is equal to MNIST. While the third dataset, Char74K, has 74,000 examples divided into 62 classes (0-9, A-Z, a-z). A total of 7,410 characters are drawn from natural images, 3,410 are handwritten using tablet PCs and 62,992 characters are computer fonts. An example of the data used for a trial is shown in Figure 2.

![Visualisasi dataset dari Mnist, NonMnist dan Char74K](image)

The testing is divided into 11 scenarios (each of scenario has 10 character class): testing using MNIST data digits 0-9, notMNIST letters AJ, Char74K: Computer font digits 0-9, Computer font AJ, Computer font aj, Handwritten digits 0-9, Handwritten letters A-J, Handwritten letters a-j, Image 0-9, Image A-J, and Image a-j.

3. Result and Discussion

3.1. Results
Performance Measures using MNIST, notMNIST and Char74K data are shown in Table 1, while the result for Char74K data shows in Table 2. The Graphics of Performance Measure shown in Figure 3.

| Dataset | MNIST Digit 0-9 | NotMNIST Huruf A-J | Char74K Font Computer | Char74K Huruf | Char74K Huruf a-j |
|---------|-----------------|---------------------|-----------------------|--------------|------------------|
| P       | R               | A                   | P                     | R            | A                |
| 1       | 99.5            | 99.2                | 99.35                 | 98.4         | 96.75            |
| 2       | 99.4            | 99.7                | 99.55                 | 96.1         | 95.4             |
| 3       | 98.6            | 99.2                | 98.90                 | 94.1         | 95.45            |
| 4       | 99.2            | 99.1                | 99.15                 | 96.6         | 93.3             |
| 5       | 99.6            | 98.5                | 99.05                 | 94.9         | 94.95            |
| 6       | 98.2            | 99.5                | 98.85                 | 95.9         | 96.4             |
| 7       | 99.2            | 99.1                | 99.15                 | 94.8         | 93.7             |
| 8       | 99.4            | 98.3                | 98.85                 | 94.5         | 96.5             |
| 9       | 99.3            | 98.9                | 99.1                  | 92.9         | 92.9             |
| 10      | 97.9            | 99.45               | 94.8                  | 94.5         | 94.65            |

Note: P (Precision), R(Recall), A(Accuration) in %
Figure 3. Performance Measure Graphics from dataset (a) MNIST, (b) notMNIST dan (c) Digit-Font-Char74K (c) Digit-Handwritten-Char74K (c) Digit-Image-Char74K
The results show that the best accuracy achieved by MNIST data is 99.55%, while for notMNIST, the best accuracy is 99.20%. For Char74K, the accuracy of using data fonts, handwritten and digit images reached 98.7%, 88.55%, and 83.8% respectively. MNIST data shows the best accuracy because the data has been normalized, the image size is equal to others, and the amount of data is relatively large at 60,000. The Char74K data is needed to do preprocessing, normalization of size and even more data. The original data can be augmented. For the highest and lowest recognition results shown in Table 3.

### Table 2. Performance Measure of Handwritten and Image-Char74K

| Dataset          | Handwritten-Char74K | Image-Char74K |
|------------------|---------------------|---------------|
| Digit 0-9        | A                   | A-J           |
| Digit 0-9        | A                   | A-J           |
| P R A            | P R A               | P R A         |
| 1 87.5 77.8 82.65 | 87.5 75 65.65     | 93.4 94.5     |
| 2 87.5 77.8 82.65 | 75 70.6 62.5 76.9 | 79.2 45.2     |
| 3 75 100 87.5 81.3 | 72.2 76.75 71.4 93.8 | 82.6 93.8 91.7 |
| 4 87.5 77.8 82.65 | 84 68.8 68.8 68.8 | 66.7 66.7 66.7 |
| 5 56.3 81.8 69.05 68.8 | 78.6 73.7 74.8 81.3 | 81.3 70.2 64.3 |
| 6 93.8 83.3 88.55 87.5 | 87.5 73.7 83.9 83.8 | 87.5 100 93.75 |
| 7 75 70.6 72.8 62.5 | 100 61.25 56.3 100 | 73.7 82.4 78.05 |
| 8 81.3 92.9 87.1 87.5 | 82.4 84.95 81.3 72.2 | 76.75 42.9 66.7 |
| 9 87.5 73.7 80.6 81.3 | 61.9 71.6 87.5 66.7 | 77.1 10 33.3 21.65 |
| 10 62.5 66.7 64.6 62.5 90.9 | 76.7 68.8 73.3 71.05 20 100 60 | 56.5 68.4 62.45 10 100 55 |

Note : C (Class)

### Table 3. The highest and lowest recognition

| Dataset          | Highest Accuracy Identity | Lowest Accuracy Identity |
|------------------|---------------------------|--------------------------|
|                  | Accuration(%) Class       | Accuration(%) Class      |
| MNIST            | 99.55 2 "I"              | 98.45 10 "B"            |
| notMNIST         | 96.15 6 "F"              | 92.9 9 "I"              |
| Digit Font-Char74K | 98.7 3 "2"            | 93.35 10 "F"            |
| A-J FontComp Char74K | 99.2 1 "A"           | 91.65 9 "I"             |
| a-j FontComp Char74K | 99.85 5 "e"           | 98.1 6 "f"              |
| Digit Handwritten Char74K | 88.5 6 "g"            | 64.6 10 "g"             |
| A-J Handwritten Char74K | 87.5 1 "A"           | 71.6 9 "I"              |
| a-j Handwritten Char74K | 87.5 1 "a"            | 65.6 6 "f"              |
| Digit Image Char74K | 83.8 6 "g"            | 21.65 9 "F"             |
| A-J Image Char74K  | 93.95 1 "A"            | 57.15 2 "B"             |
| a-j ImageChar74K  | 80.9 1 "a"             | 47.55 3 "c"             |

The best recognition result is character "I" in the MNIST dataset which is 99.55%. The character "A" produces the best accuracy (three times) in each dataset, while for the characters "S" and "a" two times. For characters "I", "F", "2", and "e" one time produces the highest accuracy. While the lowest accuracy is the character "9" in the Digit Image Char74K dataset which is 21.65%. Character "9" and "I" get the lowest accuracy as much as three times, while the character "F" has the lowest accuracy two times and the characters "8", "B" and "C" one time get the lowest accuracy. Furthermore, the average Performance Measure is shown in Table 4.

### 3.2. Discussion

In this research, ACN architecture is applied with 28 layers consisting of an input layer, 5 block convolutional layers with dropouts on each block and FCL and softmax on the classification layer. The filter sizes used in the multilevel convolutional layer start at 32, 64, and 128 in the last 3 blocks. The dropout process varies, smaller at the beginning of the convolutional layer and larger at the middle and the end of the convolutional layer.
Now, we have analyzed the dataset. The number of training data in MNIST in each class is more than 4,000 except in the 5th grade the number is 3,795. But this does not affect the results of accuracy, because the amount of data used is relatively large for each class. For notMNIST data, the amount of data in each class is 1,872 to 1,873. The shape of data characters that are diverse and more complex when compared to MNIST makes the classification results lower. Besides, the amount of data used for the training process is also less than MNIST which can lead to lower recognition accuracy.

For Char74K, data divided into 3 types: computer-fonts, handwritten and images. Font data has a size of 128x128 with the number of each class was 1,016. Handwritten data has 55 images in each class. Image data has unbalanced data from 33 to 558. It causes a lack of accuracy in Char74K, the amount of data is relatively small and also the invisible character data is also more complex than the previous two datasets.

The recommendation that can be produced from this research: First, the data used must be increasingly more, if possible use thousands of data. If the amount of data is lacking, data augmentation can be done by modifying data, for example through rotation, translation, flip, scale, or giving noise. Second, use the same data size to compare. The MNIST and notMNIST datasets use the size 28x28, whereas Char74K uses the size 128x128. The larger data size affects the resulting performance measure. Third, use the preprocessing process and image enhancement especially on Image-Char74K data so that the tested data can produce better accuracy.

| Scenario | Dataset  | Data form     | Precision (%) | Recall (%) | Accuracy (%) |
|----------|----------|---------------|---------------|------------|--------------|
| 1        | MNIST    | Digit 0-9     | 99.03         | 99.05      | 99.04        |
| 2        | notMNIST | Font A-J      | 94.87         | 94.91      | 94.90        |
| 3        |          | Computer-Font Digit 0-9 | 96.70 | 96.88 | 96.70 |
| 4        |          | Computer-Font A-J | 96.08 | 96.33 | 96.10 |
| 5        |          | Computer-Font a-j | 98.85 | 98.87 | 98.90 |
| 6        |          | Handwritten Digit 0-9 | 79.39 | 80.24 | 79.40 |
| 7        | Char74K  | Handwritten A-J | 77.52 | 79.70 | 77.50 |
| 8        |          | Handwritten a-j | 73.16 | 75.17 | 73.13 |
| 9        |          | Digit Image 0-9 | 59.22 | 71.79 | 66.70 |
| 10       |          | Image A-J     | 76.81         | 87.12      | 86.80        |
| 11       |          | Image a-j     | 56.33         | 81.16      | 73.10        |

4. Conclusion

The character recognition has been carried out in digits 0-9, letters A-J, letters a-z consisting of handwriting, computer-fonts, and images. The process is carried out using the ACN 28 layer architecture with a dropout on each convolution block. The results showed 99.04% accuracy in MNIST datasets, 94.90% for notMNIST data, 98.9% for font-Char74K data, 79.4% for Handwritten-Char74K and 86.80% for Image-Char74K.
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