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Abstract  Lipman et al. \cite{ACM Transactions on Graphics 29 (3) (2010), 1–11} introduced the concept of biharmonic distance to measure the distances between pairs of points on a 3D surface. Biharmonic distance has some advantages over resistance distance and geodesic distance in some realistic contexts. Nevertheless, limited work has been done on the biharmonic distance in the discrete case. In this paper, we give some characterizations of the biharmonic distance of a graph. Some basic mathematical properties of biharmonic distance and biharmonic index are established.
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1 Introduction

Measuring the distances between pairs of vertices of a graph is a classical problem and thus several distance measures have previously been proposed and are commonly used in many fields. For example, the geodesic distance is using the length of the shortest path to measure distance which is intuitive and useful. The geodesic distance of any two vertices of a graph can be computed by the breadth-first search algorithm. The diameter of a graph is the maximal geodesic distance between vertices. Network topology is
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always represented by a graph, where vertices represent processors and edges represent links between processors. The diameter is an important parameter for interconnection networks. As another example, resistance distance, which originated in electrical circuit theory, has played a prominent role in circuit theory [11], chemistry [15, 18], combinatorial matrix theory [3, 22] and spectral graph theory [6]. Moreover, resistance distance has extensive applications ranging from quantifying biological structures [18], distributed control systems [4] and power grid systems [20].

The concept of biharmonic distance was first proposed in [16] as a measure of distance between two points on a curve surface. It has some advantages over geodesic distance and resistance distance as a metric that incorporates both local and global graph structure in some realistic contexts, e.g., computer graphics, geometric processing, and shape analysis. Moreover, it can be used to measure the robustness of the second order noisy consensus problem without leaders [2]. In 2018, Yi et al. [23] defined the biharmonic distance index (i.e., biharmonic Kirchhoff index [24], or biharmonic index [21]) of a graph to further describe the behavior of second-order consensus dynamics and established a connection between the biharmonic distance of a graph and its second-order network coherence. Since direct computation of biharmonic distances is computationally infeasible for huge networks with millions of vertices, Zhang et al. [25] developed a nearly linear-time algorithm to approximate all diagonal entries of pseudoinverse of the square of graph Laplacian matrix by the Johnson-Lindenstrauss lemma and Laplacian solvers. However, limited work has been done on the biharmonic distance of a graph.

In this paper, we investigate some properties on the biharmonic distance and biharmonic index of an undirected connected simple graph. First, we give some characterizations of the biharmonic distance of a graph and obtain some bounds for it. Second, we reveal a relationship between biharmonic index and Kirchhoff index and determine the unique graph having the minimum biharmonic index among the connected graphs with
given order. As applications, we study the biharmonic distance of some special graphs, such as the complement of a graph, the Cartesian product of two graphs and the Cayley graph of a finite abelian group. In particular, the combinatorial expression of biharmonic distance between any two vertices of hypercubes are determined.

The rest of this paper is organized as follows. Section 2 introduces some terminology and preliminaries. Some characterizations of the biharmonic distance of a graph are given in Section 3. The biharmonic index of a graph is investigated in Section 4. Some applications are given in Section 5. Section 6 concludes the paper and proposes some open problems.

2 Terminology and preliminaries

Let $G$ be a connected graph with $V(G) = \{v_1, \ldots, v_n\}$ and $E(G) = \{e_1, \ldots, e_m\}$ and let $G^c$ be the complement of a graph $G$. The neighborhood $N_G(v)$ of a vertex $v$ in $G$ is the set of vertices adjacent to $v$. The degree of a vertex $v$ in $G$ is $|N_G(v)|$. A graph $G$ is $k$-regular if $|N_G(v)| = k$ for any $v \in V(G)$. We refer readers to [5] for terminology and notation unless stated otherwise.

The adjacency matrix of the graph is denoted by $A$ and $D$ represents the diagonal matrix of vertex degrees. The Laplacian matrix of $G$ is the matrix $D - A$, denoted by $L$ (or $L(G)$). Throughout, $O$ denotes the all-0 matrix, $0$ the all-0 vector and $1$ the all-1 vector. Suppose that $\delta_u$ is the elementary unit vector with a 1 in coordinate $u$. In the whole paper, we write $\delta_{uv}$ instead of $\delta_u - \delta_v$.

The following result shows that the spectrum of $L$ determines the number of connected components in a graph.

Lemma 2.1 ([8]) The multiplicity of 0 as an eigenvalue of $L$ is equal to the number of connected components in $G$.

Thus, if $G$ is a connected graph, then the multiplicity of 0 as an eigenvalue of $L$ is 1. In
In fact, the matrix $L$ is symmetric and positive semidefinite, which means $L$ has a spectral decomposition as

$$L = \sum_{k=1}^{n} \lambda_k z_k z_k^T,$$

where $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$ are its $n$ positive eigenvalues, and $z_1, \ldots, z_n$ are the corresponding mutually orthogonal unit eigenvectors.

The following two lemmas are important to obtain our main results.

**Lemma 2.2 ([9])** Let $G$ be a graph with $n$ vertices and $E(G) \neq \emptyset$. Then $\lambda_2(G) = \cdots = \lambda_n(G)$ if and only if $G$ is isomorphic to $K_n$.

**Lemma 2.3 (Matrix-Tree Theorem [3])** Let $G$ be a graph. Then the cofactor of any element of $L$ equals the number of spanning trees of $G$.

Let $B$ be an $m \times n$ matrix. A matrix $H$ of order $n \times m$ is said to be a $g$-inverse matrix of $B$ if $BHB = B$. The Moore Penrose inverse of an $n \times m$ real matrix $M$, denoted by $M^+$, is the $m \times n$ real matrix that satisfies the following equations:

$$MM^+M = M, M^+MM^+ = M^+, (MM^+)^T = MM^+, (M^+M)^T = M^+M.$$  

We call the Moore Penrose inverse of $L$ pseudoinverse Laplacian and write $L^2+$ instead of $(L^+)^2$. Similarly, the matrix $L^+$ also has a spectral decomposition as

$$L^+ = \sum_{k=2}^{n} \lambda_k^{-1} z_k z_k^T,$$  

where $\lambda_k$ is the $k$th smallest eigenvalue of the Laplacian matrix $L$ of a connected graph $G$ for $k = 2, \ldots, n$ and $z_2, \ldots, z_n$ are the corresponding mutually orthogonal unit eigenvectors. Actually, the eigenvalues of $L^+$ are $0, \lambda_n^{-1}, \lambda_{n-1}^{-1}, \ldots, \lambda_2^{-1}$ [3].

The notion of biharmonic distance was first proposed in [16] as a measure of distance between two points $u$ and $v$ on a curve surface:

$$d_B^2(u, v) = g_d(u, u) + g_d(v, v) - g_d(u, v),$$
where \( g_d \) is the discrete Green’s function of the discretized, normalized bilaplacian \( \tilde{L}^2 \), equivalent to the pseudoinverse of \( \tilde{L}^2 \), and \( \tilde{L} \) is the normalization of Laplacian \( L \). Fitch and Leonard [13] defined the biharmonic distance between two vertices \( i \) and \( j \) in the graph \( G \), which they denoted \( \gamma_{i,j} \), analogously without normalizing \( L \):

\[
\gamma_{i,j} = L_{ii}^{2+} + L_{jj}^{2+} - 2L_{ij}^{2+}.
\]

In this paper we adopt the definition in [23], which is a fusion of the above two conceptions, defined as follows.

**Definition 2.4 ([13, 16, 23])** For a graph \( G \), the biharmonic distance \( d_B(u, v) \) between two vertices \( u \) and \( v \) is defined by

\[
d_B^2(u, v) = L_{uu}^{2+} + L_{vv}^{2+} - 2L_{uv}^{2+},
\]

(2)

where \( L_{ij}^{2+} \) means the \((i,j)\)-entry of \( L^{2+} \).

Biharmonic distance is a metric, which satisfies the following properties: non-negativity, nullity, symmetry, and triangle inequality [16]. The biharmonic index [23], as a distance-based graph invariant, is used for describing the behavior of second-order consensus dynamics. The concept of biharmonic index of graphs is defined as follows.

**Definition 2.5 ([21, 23])** For a connected graph \( G \), the biharmonic index of \( G \) is equal to

\[
\frac{1}{2} \sum_{u \in V(G)} \sum_{v \in V(G)} d_B^2(u, v),
\]

denoted by \( B(G) \).

### 3 The biharmonic distance of a graph

In this section, we will give some characterizations of the biharmonic distance of a graph. Given a connected graph \( G \), suppose that \( \lambda_k \) is the \( k \)th smallest eigenvalue of
the Laplacian matrix of $G$ for $k = 1, 2, \ldots, n$ and $z_1, z_2, \ldots, z_n$ are the corresponding mutually orthogonal real unit eigenvectors. Since $L1 = 0$, set $z_1 = \frac{1}{\sqrt{n}}1$. Let $B$ be an $m \times n$ matrix. If $S \subset \{1, \ldots, m\}$, $T \subset \{1, \ldots, n\}$, then $B[S|T]$ will denote the submatrix of $B$ determined by the rows corresponding to $S$ and the columns corresponding to $T$.

The submatrix obtained by deleting the rows indexed in $S$ and the columns indexed in $T$ will be denoted by $B(S|T)$. When $S = \{i\}$, $T = \{j\}$ are singletons, then $B(S|T)$ is denoted by $B(i|j)$. The rank of a matrix $B$ is denoted by $r(B)$.

### 3.1 The spectral characterization

**Theorem 3.1** Let $G$ be a connected graph with $n$ vertices. Then the biharmonic distance between two vertices $u$ and $v$ is

$$d_B(u, v) = \left(\sum_{k=2}^{n} \lambda_k^2 (z_k(u) - z_k(v))^2\right)^{\frac{1}{2}}. \quad (3)$$

**Proof.** Note that $z_1, z_2, \ldots, z_n$ is a normal orthogonal basic of $\mathbb{R}^n$. Then by formulas (1) and (2),

$$d_B^2(u, v) = \delta_{uv}^T L^+ L^+ \delta_{uv}$$

$$= \delta_{uv}^T (L^+ L^+) \delta_{uv}$$

$$= \delta_{uv}^T \left(\sum_{k=2}^{n} \lambda_k^{-2} z_k z_k^T\right) \left(\sum_{k=2}^{n} \lambda_k^{-2} z_k z_k^T\right) \delta_{uv}$$

$$= \delta_{uv}^T \left(\sum_{k=2}^{n} \lambda_k^{-2} z_k z_k^T\right) \delta_{uv}$$

$$= \sum_{k=2}^{n} \lambda_k^{-2} (\delta_{uv}^T z_k z_k^T \delta_{uv})$$

$$= \sum_{k=2}^{n} \lambda_k^{-2} (z_k(u) - z_k(v))^2.$$ 

Thus, we obtain the desired result. \qed

Let $S = \{k \mid 2 \leq k \leq n\}$, $\sigma_2 = \{k \mid 3 \leq k \leq n \text{ and } \lambda_k > \lambda_2\}$ and $\sigma_n = \{k \mid 2 \leq k \leq n \text{ and } \lambda_k < \lambda_n\}$. Then $\sigma_2$ and $\sigma_n$ are both nonempty.
n \- 1 and \( \lambda_k < \lambda_n \). The eigenspace of \( L \) corresponding to \( \lambda_k \) is denoted by \( V_{\lambda_k} \) and the orthogonal complement of \( V_{\lambda_k} \) is denoted by \( V_{\lambda_k}^\perp \) for \( 1 \leq k \leq n \).

**Theorem 3.2** Let \( G \) be a connected graph with \( n \) vertices. Then the biharmonic distance between two distinct vertices \( u \) and \( v \) satisfies that

\[
\sqrt{2} \lambda_n^{-1} \leq d_B(u, v) \leq \sqrt{2} \lambda_2^{-1},
\]

and \( d_B(u, v) = \sqrt{2} \lambda_j^{-1} \) if and only if \( G \cong K_n \) or \( \delta_{uv} \in V_{\lambda_k}^\perp \) for any \( k \in \sigma_j \), where \( j \in \{2, n\} \).

**Proof.** Since

\[
\sum_{k=2}^{n} (z_k(u) - z_k(v))^2
= \sum_{k=2}^{n} z_k^2(u) + \sum_{k=2}^{n} z_k^2(v) - 2 \sum_{k=2}^{n} z_k(u)z_k(v)
= (\sum_{k=1}^{n} z_k^2(u) - z_1^2(u)) + (\sum_{k=1}^{n} z_k^2(v) - z_1^2(v)) - 2(\sum_{k=1}^{n} z_k(u)z_k(v) - z_1(u)z_1(v))
= (1 - \frac{1}{n}) + (1 - \frac{1}{n}) - 2(0 - \frac{1}{\sqrt{n}} \times \frac{1}{\sqrt{n}})
= 2,
\]

by formula (3), we have

\[
d_B(u, v) \leq \lambda_2^{-1}(\sum_{k=2}^{n} (z_k(u) - z_k(v))^2)^{\frac{1}{2}} = \sqrt{2} \lambda_2^{-1}.
\]

Note that the Laplacian eigenvalues of \( K_n \) are \( n \) with multiplicities \( n - 1 \) and 0 with multiplicity 1. Then \( d_B(u, v) = (\sum_{k=2}^{n} n^{-2}(z_k(u) - z_k(v))^2)^{\frac{1}{2}} = \frac{\sqrt{2}}{n} \) for any \( u, v \in V(K_n) \). Therefore, if \( G \cong K_n \), then the equality holds.

If \( \delta_{uv} \in V_{\lambda_k}^\perp \) for any \( k \in \sigma_2 \), then \( z_k(u) - z_k(v) = \delta_{uv}^Tz_k = 0 \) for any \( z_k \in V_{\lambda_k} \) and
$k \in \sigma_2$. Thus,

$$d_B^2(u, v) = \sum_{k=2}^{n} \lambda_k^{-2}(z_k(u) - z_k(v))^2$$

$$= \sum_{k=2}^{n} \lambda_k^{-2}(z_k(u) - z_k(v))^2 + \sum_{k \in S \setminus \sigma_2} \lambda_k^{-2}(z_k(u) - z_k(v))^2$$

$$= \sum_{k=2}^{n} \lambda_k^{-2}(z_k(u) - z_k(v))^2 + \sum_{k \in S \setminus \sigma_2} \lambda_2^{-2}(z_k(u) - z_k(v))^2$$

$$= \lambda_2^{-2} \sum_{k=2}^{n} (z_k(u) - z_k(v))^2$$

$$= 2\lambda_2^{-2}.$$
of $K_4^-$ are 0, 2, 4, 4. Then $\sigma_4 = \{2\}$. Suppose $x = (x_{u_1}, \ldots, x_{u_4})^\top \in \mathbb{R}^4$. Solve the system of linear equations $(2I - L(K_4^-))x = 0$ and obtain that $x_{u_1} = x_{u_3} = 0$. Then $d_B(u_1, u_3) = \frac{\sqrt{2}}{4}$ in $K_4^-$. The eigenvalues of the Laplacian matrix of $W_5$ are 0, 3, 3, 5, 5. Then $\sigma_2 = \{4, 5\}$. Suppose $y = (y_{v_1}, \ldots, y_{v_5})^\top \in \mathbb{R}^5$. Solve the system of linear equations $(5I - L(W_5))x = 0$ and obtain that $y_{v_2} = y_{v_4}$. Then $d_B(v_2, v_4) = \frac{\sqrt{2}}{3}$ in $W_5$.

3.2 The determinant characterization

Let $L$ be the Laplacian matrix of a connected graph $G$ with $n$ vertices. In this section, we first give a formula for biharmonic distance of $G$ in terms of the $g$-inverse matrix of $L^2$ and then by this formula, an expression for biharmonic distance between any two distinct vertices of $G$ is established in terms of an $(n - 2) \times (n - 2)$ principal minor of $L^2$ and the number of spanning trees of $G$.

Lemma 3.3 Let $G$ be a connected graph with $n$ vertices. If $u, v \in V(G)$, then

$$d_B^2(u, v) = \delta_{uu}^\top H \delta_{uv},$$

where $L$ is the Laplacian matrix of $G$ and $H$ is a $g$-inverse matrix of $L^2$.

Proof. Claim 1. $L^{2+} = (L^2)^+. $

By formula (1), $L^{2+} = L^+ L^+ = (\sum_{k=2}^n \lambda_k^{-1} z_k z_k^\top)^2 = \sum_{k=2}^n \lambda_k^{-2} z_k z_k^\top = (L^2)^+$. 

Claim 2. $\delta_{uu}^\top H_1 \delta_{uv} = \delta_{uv}^\top H_2 \delta_{uv}$ for any two $g$-inverse matrices $H_1$ and $H_2$ of $L^2$. 

We use $\text{Col}(B)$ to denote the column space of a matrix $B$. Since $L$ is a symmetric matrix, we have $r(L^2) = r(L^\top L) = r(L)$. Thus, $\dim(\text{Col}(L^2)) = \dim(\text{Col}(L))$. Note that $\text{Col}(L^2) \subseteq \text{Col}(L)$. Then $\text{Col}(L^2) = \text{Col}(L)$. Since $G$ is a connected graph, by Lemma 2.1, $r(L) = n - 1$. Since $L1 = 0$ and $\delta_{uv}^\top 1 = 0$, $\delta_{uv} \in \text{Col}(L)$. Then $\delta_{uv} \in \text{Col}(L^2)$. Therefore, there exists a vector $z$ such that $L^2z = \delta_{uv}$. Thus, considering $H_1, H_2$ any two $g$-inverse matrices of $L^2$,

$$
\delta_{uv}^\top H_1\delta_{uv} - \delta_{uv}^\top H_2\delta_{uv} = \delta_{uv}^\top (H_1 - H_2)\delta_{uv}
= (L^2z)^\top (H_1 - H_2)(L^2z)
= z^\top (L^2)^\top (H_1 - H_2)L^2z
= z^\top (L^2H_1L^2 - L^2H_2L^2)z
= z^\top (L^2 - L^2)z
= 0.
$$

By Claims 1 and 2, we have $d_B^2(u, v) = \delta_{uv}^\top L^2 + \delta_{uv} = \delta_{uv}^\top (L^2)^+ \delta_{uv} = \delta_{uv}^\top H\delta_{uv}$, where $H$ is a $g$-inverse matrix of $L^2$.

**Theorem 3.4** Let $G$ be a connected graph with $n$ vertices. Then the biharmonic distance between two distinct vertices $u$ and $v$ is

$$
d_B(u, v) = \frac{\sqrt{\det(L^2(u, v)|u, v)}}{\sqrt{n\tau(G)}},
$$

where $L$ is the Laplacian matrix of $G$ and $\tau(G)$ is the number of spanning trees of $G$.

**Proof.** Let $C = L^2(v|v)$. Then by Cauchy-Binet Formula and Lemma 2.3, we have

$$
\det C = \det(L^2(v|v))
= \sum_{S \subseteq V(G) \setminus \{v\}, |S| = n-1} (\det(L[V(G) \setminus \{v\} | S]))^2
= n\tau^2(G)
> 0.
$$
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We construct the following matrix $H$: In $L^2$, replace entries in the $v$th row and column by zeros and replace $L^2(v|v)$ by $C^{-1}$.

**Claim.** $L^2 HL^2 = L^2$.

By the construction of $H$, there exists a permutation matrix $P$ such that $P^\top HP = \begin{bmatrix} 0 & O \\ O & Q^\top C^{-1}Q \end{bmatrix}$ and $P^\top L^2 P = \begin{bmatrix} b_{11} & b^\top \\ b & Q^\top CQ \end{bmatrix}$, where $Q$ is a real $(n-1) \times (n-1)$ matrix such that $Q^\top Q = I$. Then

$$P^\top L^2 HL^2 P = (P^\top L^2 P)(P^\top HP)(P^\top L^2 P)$$

$$= \begin{bmatrix} b_{11} & b^\top \\ b & Q^\top CQ \end{bmatrix} \begin{bmatrix} 0 & O \\ O & Q^\top C^{-1}Q \end{bmatrix} \begin{bmatrix} b_{11} & b^\top \\ b & Q^\top CQ \end{bmatrix}$$

$$= \begin{bmatrix} 0 & b^\top Q^\top C^{-1}Qb \\ b & Q^\top CQ \end{bmatrix} \begin{bmatrix} b_{11} & b^\top \\ b & Q^\top CQ \end{bmatrix}$$

$$= \begin{bmatrix} b^\top Q^\top C^{-1}Qb & b^\top Q^\top CQ \\ b & Q^\top CQ \end{bmatrix}.$$

Note that $r(L^2) = r(L) = n - 1 = r(C)$. Then

$$r(Q^\top CQ) = r(P^\top L^2 P)$$

$$= r\left( \begin{bmatrix} b_{11} & b^\top \\ b & Q^\top CQ \end{bmatrix} \right)$$

$$= r\left( \begin{bmatrix} b_{11} - b^\top (Q^\top CQ)^{-1}b & O \\ b & Q^\top CQ \end{bmatrix} \right)$$

$$= r\left( \begin{bmatrix} b_{11} - b^\top (Q^\top CQ)^{-1}b & O \\ O & Q^\top CQ \end{bmatrix} \right)$$

$$= r(Q^\top CQ) + r([b_{11} - b^\top (Q^\top CQ)^{-1}b])$$

Therefore, $r([b_{11} - b^\top (Q^\top CQ)^{-1}b]) = 0$ and $b_{11} = b^\top (Q^\top CQ)^{-1}b$. Thus, $P^\top L^2 HL^2 P = P^\top L^2 P$ and so $L^2 HL^2 = L^2$. 
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According to the above claim, $H$ is a $g$-inverse of $L^2$. By Lemma 3.3,

\[
  d_B^2(u, v) = \delta_{uv}^T H \delta_{uv}
  = h_{uu} + h_{vv} - h_{uv} - h_{vu}
  = h_{uu}
  = (C^{-1})_{uu}
  = \frac{\det(L^2(u, v|u, v))}{\det(L^2(v|v))}
  = \frac{\det(L^2(u, v|u, v))}{n \tau^2(G)}.
\]

This completes the proof of Theorem 3.4. \qed

3.3 The system of linear equations characterization

In this section, we will characterize biharmonic distance between any two distinct vertices of a connected graph from the perspective of the system of linear equations. Given a real vector $f \in \mathbb{R}^n$, let $\|f\|_2 = \sqrt{f^\top f}$. We call $\|f\|_2$ the norm of $f$.

**Theorem 3.5** Let $G$ be a connected graph with $n$ vertices. If $f$ is a solution of the equation $Lx = \delta_{uv}$ with minimum norm, then the biharmonic distance between two vertices $u$ and $v$ is

\[
  d_B(u, v) = \|f\|_2.
\]

**Proof.** If $f$ is a solution of the equation $Lx = \delta_{uv}$ with minimum norm, then $f = L^+ \delta_{uv}$. Thus,

\[
  d_B^2(u, v) = \delta_{uv}^T L^2 \delta_{uv}
  = (L^+ \delta_{uv})^\top (L^+ \delta_{uv})
  = f^\top f
  = \|f\|_2^2.
\]
Therefore, \( d_B(u, v) = \|f\|_2 \).

\[ \text{4 The biharmonic index of a graph} \]

In this section, we investigate the biharmonic index \( B(G) \) of a connected graph \( G \). We first derive an expression for the biharmonic index of a graph \( G \) in terms of the Laplacian eigenvalues of \( G \). Then we reveal a relationship between biharmonic index and Kirchhoff index. Moreover, we study the variation of \( B(G) \) when modifications on the graph are made, in particular when an edge is added. A lower bound for \( B(G) \) is given and the equality case is studied.

\[ \text{4.1 The spectral characterization} \]

**Theorem 4.1** Let \( G \) be a connected graph with \( n \) vertices and \( \lambda_i \) the \( i \)th smallest eigenvalue of the Laplacian matrix of \( G \). Then

\[
B(G) = n \sum_{i=2}^{n} \frac{1}{\lambda_i^2}.
\]

**Proof.** Since

\[
L^{2+}1 = L^+L^+1 = L^+L^+LL^+1 = L^+L^+L^+1 = 0,
\]

we have \( \sum_{v \in V(G)} L^{2+}_{uv} = 0 \) for any \( u \in V(G) \). Then

\[
B(G) = \frac{1}{2} \sum_{u \in V(G)} \sum_{v \in V(G)} d_B^2(u, v)
\]

\[
= \frac{1}{2} \sum_{u \in V(G)} \sum_{v \in V(G)} (L^{2+}_{uu} + L^{2+}_{vv} - 2L^{2+}_{uv})
\]

\[
= n \sum_{u \in V(G)} L^{2+}_{uu}
\]

\[
= n \text{ trace}(L^{2+})
\]

\[
= n \sum_{i=2}^{n} \frac{1}{\lambda_i^2}.
\]

This completes the proof of Theorem 4.1.
4.2 A relationship to Kirchhoff index

For a graph $G$, its Kirchhoff index $Kf(G)$ \cite{15} is defined as the sum of resistance distance over all its vertex pairs. That is, $Kf(G) = \sum_{i<j} r_{ij}$, where $r_{ij}$ is the resistance distance between the vertices $v_i$ and $v_j$ in $G$. This index can be expressed via the non-zero Laplacian eigenvalues as follows.

**Lemma 4.2** ([14]) If $G$ be a connected graph with $n$ vertices, then

$$Kf(G) = n \sum_{i=2}^{n} \frac{1}{\lambda_i}.$$ 

Now, we establish a relationship between biharmonic index and Kirchhoff index in the following discussion.

**Theorem 4.3** Let $G$ be a connected graph with $n$ vertices. Then for $n \geq 2$,

$$B(G) \geq \frac{Kf(G)^2}{n(n-1)},$$

where the equality holds if and only if $G$ is isomorphic to $K_n$.

**Proof.** By Theorem 4.1, Cauchy-Schwarz inequality and Lemma 4.2, we have

$$B(G) = \frac{n}{n-1} \cdot (n-1) \sum_{i=2}^{n} \frac{1}{\lambda_i^2} \geq \frac{n}{n-1} \left( \sum_{i=2}^{n} \frac{1}{\lambda_i} \right)^2 = \frac{n}{n-1} \left( \frac{Kf(G)}{n} \right)^2 = \frac{Kf(G)^2}{n(n-1)}.$$ 

Note that the equality holds if and only if $\lambda_2 = \cdots = \lambda_n$. By Lemma 2.2, we obtain the desired results. \qed
4.3 The biharmonic index of connected graphs with given order

Lemma 4.4 ([8]) If \( e \) is an edge of the graph \( G \) and \( G' = G - e \), then

\[
0 = \lambda_1(G') = \lambda_1(G) \leq \lambda_2(G') \leq \lambda_2(G) \leq \cdots \leq \lambda_{n-1}(G) \leq \lambda_n(G) \leq \lambda_n(G'),
\]

where \( \lambda_1(G), \ldots, \lambda_n(G) \) and \( \lambda_1(G'), \ldots, \lambda_n(G') \) are the Laplacian eigenvalues of \( G \) and \( G' \), respectively.

Theorem 4.5 Let \( G \) be a connected graph with \( n \) vertices and \( e \in E(G^c) \). Then

\[
B(G + e) < B(G).
\]

Proof. Note that \( \sum_{i=2}^{n} \lambda_i(G) = \text{trace } L(G) = 2|E(G)| \) and \( \sum_{i=2}^{n} \lambda_i(G + e) = 2(|E(G)| + 1) \). Then \( \sum_{i=2}^{n} \lambda_i(G + e) - \sum_{i=2}^{n} \lambda_i(G) = 2 \). By Lemma 4.4, there exists some \( j \) such that \( \lambda_j(G + e) > \lambda_j(G) \). By Theorem 4.1, we have

\[
B(G + e) = n \sum_{i=2}^{n} \frac{1}{\lambda_i^2(G + e)} < n \sum_{i=2}^{n} \frac{1}{\lambda_i^2(G)} = B(G).
\]

This completes the proof of Theorem 4.5.

Theorem 4.6 Let \( G \) be a connected graph with \( n \) vertices. Then

\[
B(G) \geq \frac{n - 1}{n},
\]

where the equality holds if and only if \( G \) is isomorphic to \( K_n \).

Proof. By the proof of Theorem 3.2, \( d_B(u,v) = \frac{\sqrt{2}}{n} \) for any two distinct vertices \( u, v \in V(K_n) \). Therefore, by Theorem 4.5, we have

\[
B(G) \geq B(K_n) = \left( \frac{\sqrt{2}}{n} \right)^2 \times \binom{n}{2} = \frac{n - 1}{n}.
\]
Suppose $B(G) = \frac{n-1}{n}$. Assume to the contrary that $G$ is not a complete graph and $e \in E(G^c)$. Then by Theorem 4.5, we have $\frac{n-1}{n} \leq B(G + e) < B(G) = \frac{n-1}{n}$, a contradiction. Thus, $B(G) = \frac{n-1}{n}$ if and only if $G$ is isomorphic to $K_n$. \hfill \Box

**Remark 4.1** Various bounds on the sum of powers of the Laplacian eigenvalues of graphs have been established in terms of the number of vertices, number of edges, maximum degree, clique number, independence number, matching number or the number of spanning trees of graphs. We refer readers to [7, 10, 17, 26]. By Theorem 4.1, other lower bounds on the biharmonic index of connected graphs can be obtained via the results in [7, 10, 17, 26].

## 5 Applications to some special graphs

In this section, as applications of Theorem 3.1, we investigate the biharmonic distance of some special graphs including the complement of a graph, the Cartesian product of two graphs and the Cayley graph of a finite abelian group. In particular, the combinatorial expression of biharmonic distance between any two vertices of hypercubes are determined.

### 5.1 The complement of a graph

Suppose that $\lambda_1 \leq \cdots \leq \lambda_n$ are the eigenvalues of the Laplacian matrix of $G$ and $z_1, \ldots, z_n$ are the corresponding mutually orthogonal real unit eigenvectors.

**Theorem 5.1** Let $G^c$ be the complement of a graph $G$ with $n$ vertices. If $G^c$ is connected, then the biharmonic distance between two vertices $u$ and $v$ in $G^c$ is

$$d_B(u, v) = \left( \sum_{k=2}^{n} (n - \lambda_k)^{-2} (z_k(u) - z_k(v))^2 \right)^{\frac{1}{2}}.$$
Proof. Note that $L(G^c) = nI - L(G) - J$, where $J$ denotes the all-1 matrix. Then $L(G^c)z_1 = 0$ and $L(G^c)z_k = (n - \lambda_k)z_k$ for $k = 2, \ldots, n$. Note that $\lambda_n + \lambda_2(G^c) = n$. Since $G^c$ is connected, $\lambda_2(G^c) > 0$. Thus, $n - \lambda_k \geq n - \lambda_n = \lambda_2(G^c) > 0$ for $2 \leq k \leq n$. By Theorem 3.1, we have $d_B(u, v) = \left( \sum_{k=2}^{n} (n - \lambda_k)^{-2} (z_k(u) - z_k(v))^2 \right)^{\frac{1}{2}}$.

5.2 The Cartesian product of two graphs

The Cartesian product of two graphs $G_1$ and $G_2$ is the graph $G_1 \square G_2$ whose vertex set is the set $\{u_1u_2 | u_1 \in V(G_1), u_2 \in V(G_2)\}$, and two vertices $u_1u_2, v_1v_2$ are adjacent if $u_1 = v_1$ and $\{u_2, v_2\} \in E(G_2)$ or if $u_2 = v_2$ and $\{u_1, v_1\} \in E(G_1)$. The Kronecker product $A \otimes B$ of matrices $A = (a_{ij})_{m \times n}$ and $B = (b_{ij})_{p \times q}$ is the $mp \times nq$ matrix obtained from $A$ by replacing each element $a_{ij}$ with the block $a_{ij}B$.

Suppose that $\lambda_1(G_i) \leq \cdots \leq \lambda_n(G_i)$ are the eigenvalues of the Laplacian matrix of $G_i$ and $z_1(G_i), \ldots, z_n(G_i)$ are the corresponding mutually orthogonal real unit eigenvectors for $i = 1, 2$.

Lemma 5.2 ([12]) Let $G_1 \square G_2$ be the Cartesian product of two graphs $G_1$ and $G_2$. Then the eigenvalues of the Laplacian matrix of $G_1 \square G_2$ are $\lambda_i(G_1) + \lambda_j(G_2)$ for $i = 1, \ldots, n_1$ and $j = 1, \ldots, n_2$ and the corresponding eigenvectors are $z_i(G_1) \otimes z_j(G_2)$ for $i = 1, \ldots, n_1$ and $j = 1, \ldots, n_2$.

By Theorem 3.1 and Lemma 5.2, we immediately obtain the following result.

Theorem 5.3 Let $G_1 \square G_2$ be the Cartesian product of two graphs $G_1$ and $G_2$. If $G_1 \square G_2$ is connected, then the biharmonic distance between two vertices $u_1u_2$ and $v_1v_2$ is

$$
\left( \sum_{1 \leq i \leq n_1, 1 \leq j \leq n_2} (\lambda_i(G_1) + \lambda_j(G_2))^{-2} (z_i(G_1) \otimes z_j(G_2)(u_1u_2) - z_i(G_1) \otimes z_j(G_2)(v_1v_2))^2 \right)^{\frac{1}{2}}.
$$
5.3 The Cayley graph of a finite abelian group

Let $\Gamma$ be a group and let $S$ be a subset of $\Gamma$ that is closed under taking inverses and does not contain the identity. The Cayley graph $G(\Gamma, S)$, is the graph with vertex set $\Gamma$ and edge set $\{\{g, h\} \mid g^{-1}h \in S\}$. A character $\chi$ of $\Gamma$ is a group homomorphism $\chi : \Gamma \to \mathbb{C}^\ast$. Let $\Gamma^\wedge$ denote the set of characters of $\Gamma$. Denote the trivial character by $1_\chi$.

**Lemma 5.4 ([1])** Let $\Gamma$ be a finite abelian group. Then the adjacency eigenvalues of Cayley graph $G(\Gamma, S)$ are $\alpha_\chi$ with $\chi \in \Gamma^\wedge$, where $\alpha_\chi = \sum_{s \in S} \chi(s)$. In addition, $\chi$ is an adjacency eigenvector with eigenvalue $\alpha_\chi$.

Note that the Cayley graph $G(\Gamma, S)$ is a regular graph and $L = |S|I - A$, where $L$ and $A$ are the Laplacian matrix and the adjacency matrix of $G(\Gamma, S)$ respectively. By Theorem 3.1 and Lemma 5.4, we obtain the following result.

**Theorem 5.5** Let $\Gamma$ be a finite abelian group. Then the biharmonic distance between two vertices $u$ and $v$ in Cayley graph $G(\Gamma, S)$ is

$$d_B(u, v) = \left( \sum_{\chi \neq 1_S \in \Gamma^\wedge} (|S| - \alpha_\chi)^{-2} (\chi(u) - \chi(v))^2 \right)^{\frac{1}{2}}.$$

The $n$-dimensional hypercube $Q_n$ [19] is a graph with vertex set $\{x_1x_2\ldots x_n \mid x_i \in \{0,1\}, 1 \leq i \leq n\}$ and two vertices are adjacent if and only if they differ exactly in one position (see Figure 2).

**Remark 5.1** Let $(Z_2)^n$ be the direct products of the cyclic group $Z_2 = \{0,1\}$ with $|(Z_2)^n| = 2^n$. We use the notation $v_i$ to denote the $i$th coordinate of $v \in (Z_2)^n$, where $v = v_1v_2\ldots v_n$ and $v_k \in Z_2$ for $1 \leq k \leq n$. Note that the $n$-dimensional hypercube $Q_n$ can be viewed as a Cayley graph $G(\Gamma, S)$ satisfying that $\Gamma = (Z_2)^n$ and $S = \{e^i \mid 1 \leq i \leq n\}$, where $e^i_h = 1$ if and only if $h = i$. Since the characters of $(Z_2)^n$ are $\chi_I(v) = (-1)^{\sum_{i \in I} v_i}$ for $I \subseteq \{1, \ldots, n\}$, by Lemma 5.4, the adjacency eigenvalue corresponding to $\chi_I$ is $\alpha_I = \sum_{j=1}^{n} \chi_I(e^j) = n - 2|I|$. 
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Corollary 5.6 The biharmonic distance between two vertices $u$ and $v$ in $Q_n$ is
\[
d_B(u, v) = \frac{\sqrt{2}}{2} \left( \sum_{\emptyset \neq I \subseteq \{1, \ldots, n\}} |I|^{-2} (1 - (-1)^{\sum_{i \in I} (u_i + v_i)}) \right)^{\frac{1}{2}}.
\]

Proof. By Theorem 5.5 and Remark 5.1, we have
\[
d_B(u, v) = \left( \sum_{\emptyset \neq I \subseteq \{1, \ldots, n\}} (|I| - \alpha_I)^{-2} (\chi_I(u) - \chi_I(v))^2 \right)^{\frac{1}{2}}
\]
\[
= \left( \sum_{\emptyset \neq I \subseteq \{1, \ldots, n\}} (n - (n - 2|I|))^{-2} ((-1)^{\sum_{i \in I} u_i} - (-1)^{\sum_{i \in I} v_i})^2 \right)^{\frac{1}{2}}
\]
\[
= \left( \sum_{\emptyset \neq I \subseteq \{1, \ldots, n\}} (2|I|)^{-2} (2 - 2(-1)^{\sum_{i \in I} (u_i + v_i)}) \right)^{\frac{1}{2}}
\]
\[
= \frac{\sqrt{2}}{2} \left( \sum_{\emptyset \neq I \subseteq \{1, \ldots, n\}} |I|^{-2} (1 - (-1)^{\sum_{i \in I} (u_i + v_i)}) \right)^{\frac{1}{2}}.
\]
This completes the proof of Corollary 5.6. \hfill \Box

6 Conclusions

In this paper, we first give some characterizations of the biharmonic distance of a graph and obtain some bounds for it. Second, we reveal a relationship between biharmonic index and Kirchhoff index and determine the unique graph having the minimum biharmonic index among the connected graphs with given order. Finally, as applications, we investigate the biharmonic distance of some special graphs including the complement of
a graph, the Cartesian product of two graphs and the Cayley graph of a finite abelian group. In particular, the combinatorial expression of biharmonic distance between any two vertices of hypercubes are determined. Note that resistance distance has some interpretations based on random walks and electrical networks. A natural question is that whether the biharmonic distance has some similar interpretations. Thus, we state a few challenging open problems on the biharmonic distance of a graph.

**Problem 6.1** Find a probability characterization of the biharmonic distance $d_B(u,v)$ between two vertices $u$ and $v$ for a graph $G$.

**Problem 6.2** Find a combinatorial (or physical) characterization of the biharmonic distance $d_B(u,v)$ between two vertices $u$ and $v$ for a graph $G$.

**Problem 6.3** Find lower and upper bounds on the biharmonic index $B(T)$ for trees $T$ of given order and characterize the extremal graphs.
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