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ABSTRACT

We present a forward-modeling framework using the Bayesian inference tool Starfish and cloudless Sonora-Bobcat model atmospheres to analyze low-resolution (R ≈ 80 − 250) near-infrared (1.0 − 2.5 µm) spectra of T dwarfs. Our approach infers effective temperatures, surface gravities, metallicities, radii, and masses, and by accounting for uncertainties from model interpolation and correlated residuals due to instrumental effects and modeling systematics, produces more realistic parameter posteriors than traditional (χ²-based) spectral-fitting analyses. We validate our framework by fitting the model atmospheres themselves and finding negligible offsets between derived and input parameters. We apply our methodology to three well-known benchmark late-T dwarfs, HD 3651B, GJ 570D, and Ross 458C, using both solar and non-solar metallicity atmospheric models. We also derive these benchmarks’ physical properties using their bolometric luminosities, their primary stars’ ages and metallicities, and Sonora-Bobcat evolutionary models. Assuming the evolutionary-based parameters are more robust, we find our atmospheric-based, forward-modeling analysis produces two outcomes. For HD 3615B and GJ 570D, spectral fits provide accurate T eff and R but underestimated log g (by ≈ 1.2 dex) and Z (by ≈ 0.35 dex), likely due to the systematics from modeling the potassium line profiles. For Ross 458C, spectral fits provide accurate log g and Z but overestimated T eff (by ≈ 1.6×), likely because our model atmospheres lack clouds, reduced vertical temperature gradients, or disequilibrium processes. Finally, the spectroscopically inferred masses of these benchmarks are all considerably underestimated.

1. INTRODUCTION

The past two decades have witnessed a wealth of exoplanet discoveries. Characterizing such a large and diverse population is essential to understanding their formation pathways, evolutionary stages, and habitability. Emission (e.g., Line et al. 2016; Samland et al. 2017a), transmission (e.g., Deming et al. 2013; Kreidberg et al. 2014), and reflection (e.g., Parmentier et al. 2016; MacDonald et al. 2018) spectra and photometry are all useful for characterizing the thermal structure, cloud properties, and composition of exoplanet atmospheres, which are crucial in shaping the appearance and evolution of exoplanets (e.g., Burrows et al. 2001; Fortney et al. 2008b; Marley & Robinson 2015). However, robust spectroscopic analyses of exoplanets are often hampered by low signal-to-noise (S/N) data due to the planets’ faintness and small planet-to-star area ratios, as well as by data with fairly narrow and/or non-contiguous wavelength coverage. Fortunately, non-irradiated, self-luminous brown dwarfs (≈ 13 − 70 M Jup; Spiegel et al. 2011; Dupuy & Liu 2017) overlap in temperature and surface gravity to imaged and transiting planets and are readily viable for high-quality emission spectroscopy. Investigating the properties of brown dwarf atmospheres can therefore provide insight into the similar atmospheric chemical and physical processes operating in exoplanets.

Studying atmospheres of brown dwarfs has commonly relied on forward modeling (e.g., Saumon et al. 2000; Geballe et al. 2001; Burgasser et al. 2006; Cushing et al. 2008, 2011; Stephens et al. 2009; Liu et al. 2011; Bonnefoy et al. 2014,
2018; Manjavacas et al. 2016), i.e., comparing the observed spectra with a grid of theoretical model spectra, a.k.a. “grid models”, which are pre-computed with a few free parameters (e.g., effective temperature, surface gravity, and metallicity) and self-consistent assumptions (including radiative-convective equilibrium, [dis]equilibrium chemistry, and simplified cloud properties). Such models are essential for characterizing the properties of brown dwarfs and exoplanets, developing our understanding of ultracool atmospheres, and planning ground- and space-based observations.

Traditional forward-modeling analysis compares the observed spectrum with the model spectrum at each grid point and then typically derives best-fit parameters with a least-squares approach (e.g., Cushing et al. 2008; Rice et al. 2010; Zhang et al. 2020). This process usually assumes that flux measurements follow Gaussian statistics and that the (data−model) residuals between different wavelengths are independent. These assumptions lead to a diagonal covariance matrix when evaluating free parameters, with inverse weights (usually squared flux uncertainties) placed along the diagonal axis. In addition, since model grids are coarsely created, interpolation of models is required to evaluate parameters in between the grid points.

However, this traditional method has two limitations. First, model interpolation is an important source of parameter uncertainties, but this is usually ignored. A typical approach is to use linear interpolation to determine the model spectrum for physical parameters in between model grid points, which returns a single spectrum with no uncertainty. This can result in artificially small uncertainties for inferred physical parameters and may bias parameter posteriors toward the model grid points (e.g., Cottaar et al. 2014; Czekala et al. 2015; Zhang et al. 2020). Second, residuals from the data-model comparison are correlated between different wavelengths, given that (1) spectrographs are designed to over-sample the instrumental line spread function, so fluxes recorded on adjacent pixels are correlated, and (2) the number of free parameters for grid models is usually too small to comprehensively describe real data (as many other free parameters that describe, e.g., cloud sedimentation efficiency and vertical mixing of chemical species, are often pre-assumed within the grid models). Failure to account for interpolation uncertainties and correlated residuals can cause the resulting derived parameters to have underestimated errors, which in practice are often masked simply by adopting a fraction of the model grid spacing for the final parameter uncertainties (e.g., Leggett et al. 2007; Cushing et al. 2008; Stephens et al. 2009; Zhang et al. 2020).

Czekala et al. (2015; C15) have developed a new Bayesian framework for forward-modeling analysis of stellar spectroscopy, dubbed Starfish,\(^1\) which can mitigate limitations of traditional methods. To synthesize spectra in between grid points, Starfish is equipped with a “spectral emulator”, which generates a probability distribution of spectra at the desired grid parameters and propagates the associated interpolation uncertainties into the resulting inferred parameters. Also, when evaluating physical parameters, Starfish constructs a covariance matrix with off-diagonal components to account for correlated residuals caused by the instrumental effect and model imperfections. Therefore, Starfish derives larger but more realistic parameter uncertainties than the traditional spectral-fitting technique.

In this work, we extend the Starfish methodology to the brown dwarf regime for the first time and study spectra of three benchmark objects, HD 3651B (T7.5; Mugrauer et al. 2006), GJ 570D (T7.5; Burgasser et al. 2000), and Ross 458C (T8; Goldman et al. 2010), using the cloudless Sonora-Bobcat model grids (Marley et al. 2017; Marley et al., submitted) with both solar and non-solar metallicities. These 3 objects are common proper-motion companions to stars at wide orbital separations. Hence, their distances, metallicities, and ages can be independently obtained from their primary hosts. Being late-T dwarfs, these objects are believed to be free of optically thick clouds in the atmospheric extent probed by near-infrared wavelengths (although optically thin clouds might exist; e.g., Morley et al. 2012). Therefore, they constitute an optimal sample for testing cloud-free models, which serve as the starting point for the more complex cloudy models representative of directly imaged exoplanets (e.g., Marois et al. 2008; Bowler et al. 2017; Chauvin et al. 2017).

We start with a brief review of the three benchmarks and observations (Section 2) and the cloudless Sonora-Bobcat models (Section 3). We then construct and validate our forward-modeling framework using the Sonora-Bobcat atmospheric models, infer physical properties of our sample, and assess the systematics of the model atmospheres (Section 4). We also derive the objects’ physical properties using their ages and metallicities and the Sonora-Bobcat evolutionary models (Section 5), and we compare these properties with atmospheric-based spectral fits to test the cloudless model predictions (Section 6). Finally, we provide a summary and an outlook of future work (Section 7).

2. BENCHMARK COMPANIONS AND OBSERVATIONS

2.1. HD 3651B

HD 3651B (T7.5) is the first directly-imaged brown dwarf companion to an exoplanet host, found independently by Mugrauer et al. (2006) and Luhman et al. (2007), with spec-

\(^1\)https://github.com/iancze/Starfish.
trosopic characterization also by Liu et al. (2007) and Burgasser (2007). The companion is at 43″ (479 au) projected separation to HD 3651A (KOV), which has a Gaia DR2 distance of 11.134 ± 0.007 pc (Bailer-Jones et al. 2018) and hosts a Saturn-mass planet ($M \sin i = 0.2 \, M_{\text{Jup}}$) on a close ($a = 0.3$ au), eccentric orbit ($e = 0.63$; Fischer et al. 2003).

Table 1 summarizes the metallicity and age of HD 3651A based on the literature and our own calculations (also see Liu et al. 2007). The metallicity of HD 3651A is slightly super-solar based on high-resolution spectroscopy ($R \approx 5 \times 10^4$), and here we adopt $Z = 0.1 - 0.2$ dex. The age of HD 3651A has been estimated using various techniques. Isochrone fitting from the literature suggests an age of 3 − 13 Gyr based on a variety of stellar parameters and model sets. Gyrochronology suggests an age of 6.1 − 7.3 Gyr, with the lower limit computed by Barnes (2007) using this object’s rotation period of 44 days (Baliunas et al. 1996) and the upper limit computed by us using the same rotation period but the Mamajek & Hillenbrand (2008) gyrochrones. The stellar-activity age of HD 3651A has been estimated based on the chromospheric activity index $R'_{\text{HK}}$ or the X-ray emission index $\log R_X \equiv \log L_X/L_{\text{bol}}$ using various activity-age relations (e.g., Donahue 1993; Soderblom et al. 1991; Gaidos 1998; Mamajek & Hillenbrand 2008). We re-compute ages from these measured activity indices using the Mamajek & Hillenbrand (2008) $R'_{\text{HK}}$-age and $R_X$-age relations, leading to an age of 2.7 − 8.3 Gyr. We equally weight the age estimates from the stellar-isochrone fitting, gyrochronology, and stellar activity and generate $10^5$ draws from each age range assuming a uniform distribution. We then combine these draws, compute their 16th and 84th percentiles, and adopt an age of 4.5 − 8.3 Gyr for the HD 3651 system.

2.2. GJ 570D

GJ 570D (T7.5) was found by Burgasser et al. (2000) in a hierarchical quadruple system with GJ 570A (K4V) and a M1.5V+M3V close binary GJ 570BC (Duquennoy & Mayor 1988). This system is located at 5.884 ± 0.003 pc (Bailer-Jones et al. 2018). The projected separations of A–BC, B–C, and A–D components are 24.7″ (145 au), 0.15″ (0.9 au), and 258.3″ (1520 au), respectively.

Table 2 summarizes the metallicity and age of GJ 570A (also see Liu et al. 2007). We adopt a metallicity of $Z = −0.05$ to 0.05 dex based on high-resolution spectroscopy ($R \approx 5 \times 10^4$). The age of GJ 570A has been estimated as 1 − 8 Gyr by the stellar-isochrone fitting and 3.7 − 5.3 Gyr by gyrochronology. Similar to HD 3651A, we re-compute the object’s stellar-activity age using the measured activity indices and the Mamajek & Hillenbrand (2008) $R'_{\text{HK}}$-age and $R_X$-age relations, leading to an age of 0.6 − 2.5 Gyr. We combine these estimates as for HD 3651A and adopt an age of 1.4 − 5.2 Gyr for the GJ 570 system.

2.3. Ross 458C

Ross 458C (T8) was found by Goldman et al. (2010) and Scholz (2010) as a 102″ (1175 au) companion to the M0.5Ve+M7Ve binary Ross 458AB (separated by 6 au; Beuzit et al. 2004), located at 11.509 ± 0.020 pc$^2$ (Bailer-Jones et al. 2018). Montes et al. (2001) noted the space motion of Ross 458AB is close to the Hyades cluster, but the object’s Hyades membership was later rejected by Burgasser et al. (2010), who found a significant difference between the updated space motions of Ross 458AB and the Hyades. Using BANYAN $\Sigma$ (version 1.0; Gagné et al. 2018) and the Gaia DR2 proper motion, parallax, and radial velocity, we find Ross 458AB is a field dwarf with a 99.9% probability.

The metallicity and age of the Ross 458 system were summarized by Burgasser et al. (2010), which we briefly describe here. Based on V- and K-band photometry, Burgasser et al. (2010) derived a photometric metallicity of 0.2 − 0.3 dex for Ross 458A, which is consistent with the more recent measurement of 0.25 ± 0.08 dex by Gaidos & Mann (2014) using the moderate-resolution ($R \approx 2000$) near-infrared spectroscopy. We thus adopt a super-solar metallicity of $Z = 0.17 − 0.33$ dex. The fast rotation of Ross 458A (1.5 − 3 days; Pizzolato et al. 2003; Kiraga & Stepień 2007) suggests an age of $< 1$ Gyr (Beuzit et al. 2004), and its strong stellar activity, indicated by Hα emission and a very bright X-ray luminosity, suggests an age of $< 0.8$ Gyr (Barnes 2003). The absence of youth or low-gravity indicators (e.g., Li I absorption or weak K I doublets) in optical spectroscopy suggests an age of $> 0.15$ Gyr. We therefore follow Burgasser et al. (2010) and adopt an age of 0.15 − 0.8 Gyr for the Ross 458 system.

2.4. Observations

The near-infrared spectra of the three benchmarks were all observed using the SpeX spectrograph (Rayner et al. 2003) mounted on the NASA Infrared Telescope Facility (IRTF). We obtain spectra of HD 3651B and GJ 570D from the SpeX Prism Library (Burgasser 2014) as observed by Burgasser (2007) and Burgasser et al. (2004), respectively. We observed Ross 458C using IRTF/SpeX in prism mode on 2015 July 07 (UT). We took 30 exposures with 120 seconds each for the target in a ABBA pattern and contemporaneously observed a nearby A0V standard star HD 116960 for telluric correction. We reduced the data using version 4.1 of the Spextool software package (Cushing et al. 2004).

---

We note the Gaia DR2 astrometry of Ross 458AB is consistent with Gaia’s single-star model and unlikely affected by the orbital motion of the close binary, given its renormalized unit weight error (RUWE = 1.09) is smaller than 1.4 (the quality cut suggested by Lindegren 2018) and its astrometric excess noise is 0 mas.


Figure 1. Comparisons of cloudless Sonora-Bobcat model spectra with varying effective temperature $T_{\text{eff}}$, surface gravity $\log g$, and metallicity $Z$. The upper panel compares spectra with $T_{\text{eff}} = 1200$ K (magenta), 900 K (blue), and 600 K (orange), and fixed $\log g = 4.5$ and $Z = 0$. The middle panel compares spectra with $\log g = 5.5$ (magenta), 4.5 (blue), and 3.5 (orange), and fixed $T_{\text{eff}} = 900$ K and $Z = 0$. The lower panel compares spectra with $Z = +0.5$ (magenta), 0 (blue), and $-0.5$ (orange), and fixed $T_{\text{eff}} = 900$ K and $\log g = 4.5$. All model spectra have been smoothed to match the wavelength-dependent resolution of the 0.5'' slit of SpeX prism ($R \approx 80 - 250$) and normalized by their peak $J$-band fluxes.

Spectra of all these objects were observed with the SpeX 0.5'' × 15'' slit and thus have same spectral resolution ($R \approx 80 - 250$). We flux-calibrate these spectra using the objects’ $H_{\text{MKO}}$ magnitudes and the WFCAM $H$-band filter response (Hewett et al. 2006) and the zero-point flux (Lawrence et al. 2007). Astrometry and photometry of the three benchmarks are listed in Table 3.

3. THE CLOUDLESS SONORA-BOBCAT MODELS

3.1. Model Description

Throughout this work, we use the cloudless Sonora-Bobcat models (Marley et al. 2017; Marley et al., submitted). The models are 1D radiative-convective equilibrium atmosphere models that iteratively solve for a self-consistent atmospheric structure given a specified gravity and effective temperature. The model atmosphere code was originally developed for modeling Titan’s atmosphere (McKay et al. 1989) and was subsequently modified by Marley & McKay (1999) to study the atmosphere of Uranus. It has since been applied to the study of brown dwarfs (e.g., Marley et al. 1996;Burrows et al. 1997; Cushing et al. 2008; Saumon & Marley 2008), and solar and extrasolar giant planets (e.g., Marley et al. 1999, 2002, 2012; Fortney et al. 2005, 2008a, 2013). The modeling framework is described in Marley & Robinson (2015). Chemical equilibrium is computed by interpolation of pre-computed tables using a modified version of the NASA CEA Gibbs minimization code (see Gordon & McBride 1994), computed accounting for rainout based upon prior thermochemical models of substellar atmospheres (e.g., Lodders 1999; Visscher et al. 2010; Moses et al. 2013). After a thermal structure solution in chemical and radiative-convective equilibrium has been found, the profile can be
Figure 2. The average flux increase of model spectra relative to a reference spectrum at \( \{ T_{\text{eff}} = 900 \text{K}, \log g = 4.5, Z = 0 \} \), when \( T_{\text{eff}} \) is increased by 10 K (magenta), \( \log g \) is increased by 0.1 (blue), and \( Z \) is increased by 0.1 (orange), respectively. We compute the spectral derivatives of \( T_{\text{eff}}, \log g, \) and \( Z \) by using Sonora-Bobcat model spectra with varying \( T_{\text{eff}} \) of 800, 850, 900, 950, 1000 K, \( \log g \) of 3.5, 4.0, 4.5, 5.0, 5.5 dex, and \( Z \) of \(-0.5, 0, +0.5 \) dex, respectively, with the other two grid parameters fixed at those of the reference spectrum. As a guide to the location of prominent spectral features, the upper and lower boundary of the background grey shadow correspond to the reference spectrum, scaled with a positive and an equally negative factor.

### 3.2. Synthetic Spectra

In order to understand the effects of physical parameters on the resulting spectra, we compare three sets of synthetic spectra with varying \( T_{\text{eff}} \) from 600 K to 1200 K, \( \log g \) from 3.5 dex to 5.5 dex, and \( Z \) from \(-0.5 \) dex to \(+0.5 \) dex (Figure 1). We smooth each model spectrum using a Gaussian kernel with varying width to match the wavelength-dependent resolution of the 0.5″ slit of the SpeX prism (Rayner et al. 2003). We then normalize all model spectra using their peak \( J \)-band flux to highlight the variations in spectral shape.

To compare the spectral variations among different grid parameters, we differentiate the synthetic spectra (which have been already smoothed and normalized by their peak \( J \)-band fluxes) with respect to the physical parameters, by computing the average flux increase at each wavelength relative to a spectrum at \( \{ T_{\text{eff}} = 900 \text{K}, \log g = 4.5, Z = 0 \} \), when \( T_{\text{eff}} \) is increased by 10 K, \( \log g \) by 0.1 dex, and \( Z \) by 0.1 dex, respectively (Figure 2). The computed flux increase per parameter step, i.e., the derivative of synthetic spectra, illustrates the wavelengths where a given parameter significantly affects the spectral appearance. Comparing such spectral derivatives among different parameters allows us to understand which parameter has the most effect at a given wavelength.

As shown in the upper panel of Figure 1, decreasing temperatures cause the absorption bands of \( H_2O \) and \( CH_4 \) to become broader and deeper, due to the increasing column densities of absorbers (e.g., Zahnle & Marley 2014).
can also been seen from Figure 2, where the spectral derivative in terms of $T_{\text{eff}}$ is positive across almost the entire near-infrared wavelength range. In general, the cooling of atmospheres leads to a series of flux peaks at $Y$, $J$, $H$, and $K$ bands, which symbolize the brown dwarf evolution from earlier to later spectral types.

As shown in the middle panel of Figure 1, changing surface gravity causes strong spectral variations at $K$ band and the $Y$-band peak relative to the $J$-band peak. The $K$-band flux is suppressed at high gravity, due to enhanced absorption from collisions between $H_2$ molecules and the H and He atoms (e.g., Lenzuni et al. 1991). In $Y$ band, the spectral variation due to gravity is not significant for $\log g \gtrsim 4.5$, in agreement with the spectra of benchmark substellar companions whose surface gravities are independently derived from ages of their primary stars (e.g., HD 3651B and GJ 570D; Liu et al. 2007; Leggett et al. 2007). Figure 1 shows that low-gravity objects with $\log g \approx 3.5$ have synthetic spectra with bluer $Y-J$ colors than higher-gravity objects ($\log g \gtrsim 4.5$). However, based on the cloudless Sonora-Bobcat evolutionary models, $\log g = 3.5$ corresponds to objects with either (1) an age of $\lesssim 0.5$ Myr for a mass of $5 - 70 \, M_{\oplus}$, which are much younger than current search efforts, or (2) a mass of $1 - 2 \, M_{\oplus}$ for a field age of $1 - 10$ Gyr, which are too faint to be directly imaged with existing instruments. More discoveries of young, low-mass ultracool dwarfs are thereby needed to validate such blue $Y-J$ colors at very low surface gravities as predicted by the cloudless Sonora-Bobcat models.

As shown in the lower panel of Figure 1, lower metallicity has qualitatively similar effects as higher surface gravity (except for the blue wing of $Y$ band). A metal-poor atmosphere has relative more abundant H and He atoms, and is less opaque, with the photosphere residing at lower-altitude, higher-pressure layers. These lead to enhanced collision-induced $H_2$ absorption (CIA) relative to other molecular absorption, thereby suppressing the flux in $K$ band. While such $K$-band flux suppression also occurs for objects with high surface gravities, the amount of the suppression has a different dependence on $\log g$ and $Z$ (e.g., Burrows et al. 2006; Leggett et al. 2007; Liu et al. 2007; Birmingham et al. 2009). Quantitatively, our Figure 2 shows that the $\log g$ should be increased/decreased by a factor of $\approx 3$ more than the amount that $Z$ should be decreased/increased, in order to achieve comparable $K$-band flux changes in the cloudless Sonora-Bobcat models. In addition, higher metallicity results in the suppressed flux at the blue wing of $Y$ band and at $\approx 1.24 - 1.25 \, \mu m$, primarily because the enhancement of Na and K abundances leads to larger opacity in the optical resonance lines of these species, whose pressure-broadened red wings extend to near-infrared (e.g., Tsuji et al. 1999; Burrows & Volobuyev 2003; Allard et al. 2007a).

4. ATMOSPHERIC MODEL ANALYSIS

Here we use the cloudless Sonora-Bobcat models and the Starfish methodology (C15; as updated by Gully-Santiago et al. 2017) to study atmospheric properties of HD 3651B, GJ 570D, and Ross 458C. We first construct and validate our forward-modeling framework using Sonora-Bobcat models (Section 4.1). Then we present results of our atmospheric model analysis and compare them to those derived from the traditional forward-modeling approach and previous spectroscopic analyses (Section 4.2). Finally, we use the Starfish hyper-parameters to quantify the systematic difference between data and models (Section 4.3).

4.1. Forward-Modeling Analysis with Starfish

4.1.1. Spectral Emulator Construction

We start our forward-modeling analysis by constructing Starfish’s spectral emulator, which can generate the cloudless Sonora-Bobcat model spectra with an arbitrary set of grid parameters. (1) Following the Appendix of C15 (also see Habib et al. 2007 and Heitmann et al. 2009), we first trim the cloudless Sonora-Bobcat models to wavelengths of $0.8 - 2.5 \, \mu m$ over the parameter space relevant to late-T dwarfs: $[600, 1200] \, K$ in $T_{\text{eff}}$, $[3.25, 5.5]$ dex in $\log g$, and $[-0.5, +0.5]$ dex in $Z$, encompassing 286 grid points. We then pick all 198 grid points where the Sonora-Bobcat models cover the same $\{T_{\text{eff}}, \log g\}$ values among the three metallicity points $Z = \{+0.5, 0, -0.5\}$ (see Figure 6 for the parameter space of models). The selected 198 grid points are used to train the spectral emulator and are denoted as $\{\theta_i\}_{\text{train}}$, where $\theta_i = \{T_{\text{eff}}, \log g, Z\}$. Model spectra from these training grid points, $f_{\lambda}(\{\theta_i\}_{\text{train}})$, have four dimensions (i.e., wavelength, $T_{\text{eff}}$, log $g$, and $Z$) with a spacing of 50 K and 100 K in $T_{\text{eff}}$, 0.25 dex and 0.5 dex in log $g$, and 0.5 dex in $Z$. The remaining 88 ($= 286 - 198$) grid points, denoted as $\{\theta_i\}_{\text{test}}$, and their corresponding model spectra, $f_{\lambda}(\{\theta_i\}_{\text{test}})$, will be used to validate the performance of our spectral emulator (Section 4.1.2).

(2) We downgrade the resolution of the model spectra using a Gaussian kernel corresponding to the 0.5" slit of SpeX. Our convolution process accounts for the wavelength-dependent spectral resolution of the SpeX prism mode (Rayner et al. 2003). We therefore end up with convolved models at both the training ($\{\theta_i\}_{\text{train}}$) and the testing ($\{\theta_i\}_{\text{test}}$) grid points that have the same spectral resolution as the data.

(3) We perform principal component analysis (PCA) of the model spectra from the training grid points $f_{\lambda}(\{\theta_i\}_{\text{train}})$. We standardize $f_{\lambda}(\{\theta_i\}_{\text{train}})$ by subtracting their mean spectrum

\footnote{The $T_{\text{eff}}$ spacing is 50 K for $[600, 1000]$ K and 100 K for $[1000, 1200]$ K. The $\log g$ spacing is 0.25 dex for $[3.25, 3.5]$ dex and 0.5 dex for $[3.5, 5.5]$ dex.}
Figure 3. Left: The mean spectrum \( \xi_\mu \), standard deviation spectrum \( \xi_\sigma \), and 9 eigenspectra \( \xi_k \) of the 198 cloudless Sonora-Bobcat models \( f_\lambda (\{ \theta_\star \}^{\text{train}}) \) used to train the spectral emulator (Section 4.1.1). These spectra are scaled with the same scale factor and then offset by constants. Right: Comparisons between the original Sonora-Bobcat model spectra (offset by a constant; black) and the linear combination of \( \xi_\mu \), \( \xi_\sigma \), and \( \xi_k \) at \( \{ T_{\text{eff}}, \log g, Z \} = \{ 600\text{K}, 3.5, -0.5 \} \) (top), \( \{ 900\text{K}, 4.5, 0.0 \} \) (middle), and \( \{ 1200\text{K}, 5.5, +0.5 \} \) (bottom). We scale the flux of each Sonora-Bobcat model spectrum and use the same scale factor for the corresponding reconstructed spectra. The reconstructed spectra by PCA components well-approximate the original models.

\[ f_\lambda (\{ \theta_\star \}^{\text{train}}) = f_\lambda^{\text{rec}} (\{ \theta_\star \}^{\text{train}}) + \epsilon_\text{emu} (\{ \theta_\star \}^{\text{train}}) \]

\[ \equiv \xi_\mu + \xi_\sigma \sum_{k=1}^{9} w_k (\{ \theta_\star \}^{\text{train}}) \xi_k + \epsilon_\text{emu} (\{ \theta_\star \}^{\text{train}}) \]

(1)

Here \( f_\lambda^{\text{rec}} (\{ \theta_\star \}^{\text{train}}) \) is the reconstructed model spectra at the training grid points, and \( \epsilon_\text{emu} \) is the reconstruction error, i.e., the flux difference between the original and reconstructed models. The standardized weights of eigenspectra, \( w_k (\{ \theta_\star \}^{\text{train}}) \), is a function of grid parameters.

(4) We train a Gaussian process on the standardized weights \( w_k (\{ \theta_\star \}^{\text{train}}) \) for the eigenspectra at different grid parameters. For a given set of parameters \( \theta_\star = \{ T_{\text{eff}}, \log g, Z \} \), this Gaussian process provides a probability distribution of \( w_k (\theta_\star) \), thereby leading to a distribution of the interpolated spectra (Equation 1) as well as the propagation of the interpolation uncertainties into the resulting inferred parameters.

Starfish uses a squared exponential kernel to describe the Gaussian process covariance matrix for the standardized weights of each eigenspectrum. This kernel is characterized by four hyper-parameters, \( \phi_{\text{int},k} = \{ a_{\text{int},k}, \ell_{T_{\text{eff}}}, \ell_{\log g}, \ell_Z \} \). The parameter \( a_{\text{int},k} \) describes the covariance along the diagonal axis, and \( \ell_{T_{\text{eff}}}, \ell_{\log g}, \ell_Z \) describe the length scales in grid parameters over which the covariance decreases in an exponential manner. We follow the suggestions of C15 and assume a \( \Gamma \) function prior for each length scale, so that each \( \Gamma \) function reaches its peak probability at a value (\( \approx 100 \text{K} \) in \( T_{\text{eff}} \), \( \approx 1.0 \text{dex in } \log g \), and \( \approx 1.0 \text{dex in } Z \)) which is one or two times the grid spacing of each parameter.
Figure 4. Each panel compares a Sonora-Bobcat model spectrum (black) used to define the spectral emulator (a.k.a., the training models; Section 4.1.1) with a spectra distribution generated from the emulator (blue) at a given grid point (with \([T_{\text{eff}}, \log g, Z]\) values listed at the upper corner). We normalize the flux of each Sonora-Bobcat model spectrum to the same \(J\)-band peak and then use the same scale factor for the reconstructed ones from the spectral emulator. Residuals between the original and reconstructed models (black) are shown at the bottom of each panel (with the same vertical scale as the spectra shown at the top), overlaid with the \(1\sigma, 2\sigma, \) and \(3\sigma\) dispersions (blue background shadows) of the spectra distribution from the emulator. Our emulator can generate spectra nearly identical to the Sonora-Bobcat models. Small residuals can be found near the \(YJHK\) flux peaks, which mostly constitute \(< 0.5\%\) of the peak \(J\)-band flux of the original models, smaller than the modeling systematics of the cloudless Sonora-Bobcat models (Section 4.3).

When the PCA process decomposes grid models into 9 principal components, the flux information from the remaining less important components is truncated, leading to residuals \(\epsilon_{\text{emu}}\) between the original training grid models and the reconstructed ones (Equation 1). C15 accounts for this reconstruction error by including an additional hyper-parameter \(\lambda_{\xi}\) into the likelihood function of the Gaussian process. We assume a \(\Gamma\) function prior for \(\lambda_{\xi}\) and compute its rate and shape following Equation 43–44 of C15.

(5) We determine the posteriors of all 37 hyper-parameters (4 \(\phi_{\text{int}}\) Parameters for each of 9 eigenspectra and one \(\lambda_{\xi}\)) using the Markov chain Monte Carlo (MCMC) algorithm \textit{emcee} (Foreman-Mackey et al. 2013) with 148 walkers. We use the medians of the hyper-parameter posteriors to construct the spectral emulator.

These 37 hyper-parameters constitute the core of the spectral emulator, allowing computation of the probability distribution of the 9 eigenspectra’ standardized weights \(w_k(\theta)\) at a given set of grid parameters \(\theta\) (Equation 47 – 51\(^4\) of C15). Combining \(\xi_\mu, \xi_\sigma, \xi_k, \) and the distribution of their standardized weights, Equation 1 allows us to compute the distribution of interpolated model spectra (Equation 52 of C15). Starfish also uses these hyper-parameters to define an

\(^4\) The component “\((\lambda_{\xi}\Phi^T\Phi)^{-1}\)” in Equation 47–48 of C15 should be “\((\lambda_{\xi}\Phi^T\Phi)^{-1/2}\)”, though the Starfish code itself does not have this typo.
“emulator covariance matrix” $K^E$, which describes the covariance of the interpolated spectral fluxes between different wavelengths (Equation 59 of C15). We include $K^E$ into the final covariance matrix for the subsequent model evaluation, so that the interpolation uncertainties are propagated into the inferred physical parameters (Section 4.1.5).

4.1.2. Model Reconstruction

Before inferring physical parameters of objects, we verify that our spectral emulator can reconstruct both the training and the testing Sonora-Bobcat models within an acceptable level. At each grid point, we generate a probability distribution of spectra using the spectral emulator and then compare them with the original model spectrum. Representative examples of the reconstructed training and testing models are shown in Figures 4 and 5, respectively.

We note the spectra generated from our spectral emulator are nearly identical to the Sonora-Bobcat models over all grid points, confirming that our emulator is a robust model interpolator. At several grid points and in a certain wavelength ranges (primarily near the flux peaks in $YJHK$ bands), there are noticeable flux differences between the original and reconstructed model spectra. These differences mostly constitutes <6% of the local flux and <0.5% of the peak $J$-band flux in the original models, much smaller than the systematic difference between the cloudless Sonora-Bobcat models and late-T dwarf spectra ($\approx 2\% - 4\%$ of the peak $J$-band flux; Section 4.3). In Section 4.1.6, we quantify the systematics in the derived physical parameters due to imperfect model reconstruction.

4.1.3. Physical Parameters and Priors

There are six physical parameters to be determined: effective temperature $T_{\text{eff}}$, logarithmic surface gravity $\log g$, metallicity $Z$, radial velocity $v_r$, projected rotational velocity $v\sin i$, and logarithmic solid angle $\log \Omega = \log (R/d)^2$, where $i$, $R$, $d$,
and $d$ is the inclination of the rotation axis, the radius, and the distance, respectively. For a given set of these parameters, we use our spectral emulator to generate a probability distribution of Sonora-Bobcat model spectra at $\{T_{\text{eff}}, \log g, Z\}$, convolve the interpolated spectra with kernels that apply the Doppler shift by radial velocity $v_r$ and the broadening by rotation $\text{vsini}$ (e.g., Gray 2008), and then scale the spectra using $\log \Omega$. The resulting model spectra are thereby ready to be compared with data to infer physical parameters.

We assume uniform priors for $T_{\text{eff}}$, $\log g$, and $Z$ within the parameter space where our spectral emulator is constructed, i.e., $[600, 1200]$ K in $T_{\text{eff}}$, $[3.25, 5.5]$ dex in $\log g$, and $[-0.5, +0.5]$ dex in $Z$. We assume a uniform prior of $(-\infty, +\infty)$ for both $v_r$ and $\log \Omega$.

We assume a uniform prior of $[0, v_{\text{max}}]$ for $\text{vsini}$ and determine the $v_{\text{max}}$ value using an object’s oblateness. We follow Zhang et al. (2020) and express the rotationally induced oblateness as $f = 2C \delta \Omega / 3\sqrt{\Omega} \delta v \delta l$ (e.g., Barnes & Fortney 2003), where $d$ is the distance, $\delta \Omega$ is the equatorial rotational velocity, and $C = 0.9669$ corresponds to a polytropic index of $n = 1.5$ (Chandrasekhar 1939), which well approximates fully-convective brown dwarfs (e.g., Burrows & Liebert 1993). To be rotationally stable, the oblateness of a $n = 1.5$ polytrope should be within a critical value of $f_{\text{crit}} = 0.385$ (James 1964). Altogether, we derive the following constraints for $\text{vsini}$:

$$0 \leq \text{vsini} \leq \sqrt[4]{\frac{3f_{\text{crit}}gl}{2C}}^{1/2} \quad \Rightarrow \quad \text{vsini} \in \left[0, v_{\text{max}} = \sqrt[4]{\frac{3f_{\text{crit}}gl}{2C}}^{1/2}\right]$$

(2)

For the three benchmarks, we follow Equation 2 and compute $v_{\text{max}}$ using their $d$, $\log g$, and $\Omega$ in each step of the spectral-fitting process.

4.1.4. Covariance Hyper-Parameters and Priors

In addition to physical parameters, Starfish uses three hyper-parameters $\{a_N, a_G, \ell\}$ to describe the covariance matrix for subsequent model evaluation (Section 4.1.5). The hyper-parameter $a_N$ characterizes a “noise covariance matrix” $K^N$, which describes the covariance in (data—model) residuals between wavelength pixels $i$ and $j$, namely $K^N_{ij} = a_N \delta_{ij} \sigma_i \sigma_j$, where $\delta_{ij}$ is the Kronecker delta and $\sigma_i, \sigma_j$ is observed flux uncertainty in wavelength pixels $i, j$, respectively. This diagonal $K^N$ assumes the residuals from different wavelengths are independent and is usually adopted as the full covariance matrix by traditional forward-modeling analyses (Section 4.2.1). We assume a Gaussian prior on $a_N$ with mean of 1.0, standard deviation of 0.25, and a range of $[0, +\infty)$.

The other two hyper-parameters $a_G$ and $\ell$ characterize a “global covariance matrix” $K^G$, which describes the covariance in residuals between two wavelength pixels using a customized Matérn kernel. The hyper-parameter $a_G$ describes the covariance along the diagonal axis of the matrix and $\ell$ describes the wavelength scale over which the covariance between two wavelengths decreases in nearly an exponential manner (see Appendix A for details). This $K^G$ matrix has off-diagonal components and can account for the important correlation in residuals caused by (1) the over-sampled instrumental line spread function, and (2) systematics in model atmospheres. We assume a uniform prior of $(-\infty, +\infty)$ in $\log a_G$ and assume a uniform prior on $\ell$ based on the prism-mode line spread function (Appendix A).

4.1.5. Model Evaluation

There are nine free parameters $\{T_{\text{eff}}, \log g, Z, v_r, \text{vsini}, \log \Omega, a_N, a_G, \ell\}$ to be determined by our forward-modeling framework. For a given spectrum, we first generate model spectra $\mathbf{M}$ using the spectral emulator with physical parameters incorporated. We then compute $\mathbf{M}$ with the data $\mathbf{D}$ to compute the residual spectra,

$$\mathbf{R} = \mathbf{D} - \mathbf{M}(T_{\text{eff}}, \log g, Z, v_r, \text{vsini}, \log \Omega)$$

(3)

We evaluate the free parameters using the following covariance matrix $\mathbf{C}_S$ and log-likelihood function $\mathcal{L}_S$,

$$\mathbf{C}_S = K^E(\phi_{\text{int}}, \lambda) + K^N(a_N) + K^G(a_G, \ell)$$

$$\mathcal{L}_S = -\frac{1}{2}(\mathbf{R}^T \mathbf{C}_S^{-1} \mathbf{R} + \ln(\mathbf{C}_S)) - \frac{n}{2} \ln(2\pi)$$

(4)

where $n$ is number of wavelength pixels in the spectra. The $\mathbf{C}_S$ matrix has three components: the emulator covariance matrix $K^E$ (Section 4.1.1), the noise covariance matrix $K^N$, and the global covariance matrix $K^G$ (Section 4.1.4). The $K^E$ matrix is already determined from the spectral emulator construction and therefore is fixed for a given slit width of the data. The $K^N$ and $K^G$ matrices (described by the three hyper-parameters) are determined as part of the analysis process.

We use emcee (Foreman-Mackey et al. 2013) to fit our $1.0 - 2.5$ $\mu$m spectra with 48 walkers. During the fitting process, we remove the first 5000 iterations as the burn-in phase and then iteratively estimate the chains’ average autocorrelation length using both the Goodman & Weare (2010) method and the revised version suggested by Daniel Foreman-Mackey.6 We terminate the fitting process once the number of iteration exceeds 50 times the autocorrelation length of all parameters (e.g., Zhang et al. 2020). The
MCMC analysis for all objects converges with $1 \times 10^5$ iterations, and we use the resulting chains to derive the parameter posteriors for each object.

4.1.6. **Systematics of Inferred Physical Parameters**

Here we validate our forward-modeling framework by investigating the systematics of the inferred physical parameters caused by the Starfish machinery and data reduction.

As described in Section 4.1.2, Starfish’s spectral emulator decomposes the Sonora-Bobcat grid models into eigen spectra, leading to small flux differences between the original model spectra and those reconstructed by the spectral emulator (e.g., Figures 4 and 5). While such reconstruction error is generally insignificant over the entire grid, it may introduce systematic errors to the inferred physical parameters. These “emulator-induced systematics” are not fully ac-
counted\(^7\) for when evaluating model parameters. Here we quantify them by running our forward-modeling analysis directly on the original Sonora-Bobcat model spectra and comparing the resulting parameter posteriors to the input model properties.

We use all 286 Sonora-Bobcat model spectra with their spectral resolution downgraded to the 0.5′′ slit. We treat them the same as the on-sky data and use the aforementioned spectral emulator, parameter priors, covariance matrix, and likelihood function to infer the properties of each model spectrum. We adopt zero flux uncertainties for the original model spectra and thus do not include the noise covariance matrix \(K^N\). We then compare the resulting parameter to the input parameters of each model spectrum \(\{T_{\text{eff}}^\text{grid}, \log g^\text{grid}, Z^\text{grid}, v_r = 0, v \sin i = 0, \log \Omega = 0\}\) to estimate the emulator-induced systematics.

Figure 6 summarizes each physical parameter over all 286 grid points. We find the median and 1σ confidence intervals of the “derived-minus-input” parameter bias is \(+2_{-7}^{+8}\) K in \(T_{\text{eff}}\), \(0.00_{-0.09}^{+0.10}\) dex in \(\log g\), \(-0.01 \pm 0.09\) dex in \(Z\), \(+1_{-5}^{+14}\) km s\(^{-1}\) in \(v_r\), \(+15_{-8}^{+24}\) km s\(^{-1}\) in \(v \sin i\), and \(-0.005_{-0.025}^{+0.017}\) dex in \(\log \Omega\). The spread of the derived-minus-input bias of each parameter (except \(v \sin i\)) is smaller than or comparable to the formal parameter uncertainties for our late-T dwarfs from the Starfish analysis (Section 4.2; Table 4), illustrating that such emulator-induced systematics do not dominate the errors and our forward-modeling analysis is robust. The derived derived-minus-input bias in \(v \sin i\) is notably larger than zero at many grid points, and this occurs because \(v \sin i\) is defined to be non-negative and the rotational broadening cannot be well-constrained by spectra with such low spectral resolution (see Section 4.2).

We adopt the following systematic errors for the six physical parameters to account for the emulator-induced systematics:

\[
\begin{align*}
\sigma_{T_{\text{eff}}, \text{emu}} & = 20 \text{ K} \\
\sigma_{\log g, \text{emu}} & = 0.2 \text{ dex} \\
\sigma_{Z, \text{emu}} & = 0.12 \text{ dex} \\
\sigma_{v_r, \text{emu}} & = 10 \text{ km s}^{-1} \\
\sigma_{v \sin i, \text{emu}} & = 40 \text{ km s}^{-1} \\
\sigma_{\log \Omega, \text{emu}} & = 0.05 \text{ dex}
\end{align*}
\]

\(^7\) When constructing the spectral emulator, Starfish uses the hyperparameter \(\lambda_\xi\) to account for the reconstruction error (Section 4.1.1). However, \(\lambda_\xi\) only characterizes an average level of such error among all the training models across the entire 0.8 – 2.5 \(\mu\)m wavelengths (also see Equation 33 of C15). Therefore, this single, constant \(\lambda_\xi\) parameter is not enough to absorb all reconstruction errors that occur at specific grid points and/or in short wavelength ranges, leading to occasionally noticeable flux differences between the original and reconstructed model spectra as seen in Figures 4 and 5.

These values are chosen conservatively to encompass the derived-minus-input values of parameters over most of the grid points (Figure 6).

In addition to these errors, the objects’ radial velocities \(v_r\) has another source of systematic error due to the uncertainty in the wavelength calibration of the SpeX data. This uncertainty is 5.9 Å (M. Cushing, private communication), independent of the slit width and equivalent to a radial velocity of \(180 – 70\) km s\(^{-1}\) over the \(1.0 – 2.5\) \(\mu\)m wavelength range. We thus adopt an additional error of \(\sigma_{v_r, \text{cal}} = 180\) km s\(^{-1}\) for the inferred radial velocity. The total systematic error of \(v_r\) is \((\sigma^2_{v_r, \text{emu}} + \sigma^2_{v_r, \text{cal}})^{1/2} \approx 180\) km s\(^{-1}\).

Given that we flux-calibrate the objects’ spectra using \(H\text{MKO}\), the associated photometric uncertainties contribute to the total systematic error of \(\log \Omega\), which we compute as \((\sigma^2_{\log \Omega, \text{emu}} + (0.4\sigma_{H\text{MKO}})^2)^{1/2}\), where \(\sigma_{H\text{MKO}}\) is the photometric uncertainty in magnitudes. Calibrating the objects’ spectra using photometry in different bands will alter our resulting \(\log \Omega\) posteriors (e.g., Figure 8 Line et al. 2015). The three benchmarks studied in this work have similar photometric uncertainties among \(J, H\), and \(K\) bands, therefore, their \(\log \Omega\) posteriors will have different median values but similar uncertainties if we calibrate their spectra using \(J\) or \(K\)-band magnitudes. Specifically, conducting the flux calibration using \(J\text{MKO}\) (\(K\text{MKO}\)) magnitudes would cause the inferred \(\log \Omega\) values to be higher by 0.05 dex (lower by 0.03 dex) for HD 3651B, higher by 0.01 dex (higher by 0.01 dex) for GJ 570D, and higher by 0.07 dex (lower by 0.14 dex) for Ross 458C. We do not incorporate these small shifts into the systematic error of \(\log \Omega\), so our inferred spectroscopic parameters are tied to the objects’ \(H\)-band photometry.

We incorporate these systematic errors for each object by modifying the MCMC chains obtained from the spectral-fitting process (Section 4.1.5). For each of the six physical parameters \(\{T_{\text{eff}}, \log g, Z, v_r, v \sin i, \log \Omega\}\), we draw errors from a normal distribution centered at zero with a standard deviation being the adopted systematic error, and we make the number of draws the same as the number of MCMC samples. We then add these errors to the corresponding chain values to produce the final parameter posteriors. For the four parameters \(\{T_{\text{eff}}, \log g, Z, v_r\}\), if any of their chain values are outside the range of \([600, 1200]\) K for \(T_{\text{eff}}\), \([3.25, 5.5]\) for \(\log g\), \([-0.5, +0.5]\) for \(Z\), and \([0, v_{\text{max}}]\) for \(v \sin i\) (\(v_{\text{max}}\) is computed from Equation 2), we force those values to be at the lower or upper boundary. The resulting medians of all the final parameter posteriors are nearly unchanged from those without the inclusion of these emulator-induced systematics.

### 4.2 Results

Figure 7 presents the resulting parameter posteriors of our three benchmarks and also compares the observed data with the fitted Sonora-Bobcat model spectra, which are interpo-
Figure 7. Forward-modeling results of HD 3651B, GJ 570D, and Ross 458C, using the Starfish (blue) and the traditional approach (purple). Left: The upper panel for each object shows the observed spectrum (black) and the median Sonora-Bobcat model spectra of those interpolated at parameters drawn from the MCMC chains based on the Starfish (blue) and traditional (purple) methods. The object’s name, spectral type, the slit width and J-band S/N of its spectrum, and inferred physical parameters are in the upper right corner. The middle and lower panel for each object shows the residual of each method (data − model; black), with the blue and purple shadows being 1σ and 2σ dispersions of 5 × 10^4 draws from the Starfish and traditional covariance matrix, respectively. Right: Posteriors of the six physical parameters \{T_{\text{eff}}, \log g, Z, v_r, v\sin i, \log \Omega\} derived from the Starfish-based forward-modeling analysis (blue). We overlay the median values and uncertainties from the traditional method (purple), shown as vertical lines and shadows in the 1-D histograms and as circles and error bars in the 2-D histograms. We use grey vertical and horizontal lines to mark the \{T_{\text{eff}}, \log g, Z\} grids points of the cloudless Sonora-Bobcat models.

lated at the physical parameters drawn from the MCMC samples (with systematic errors incorporated). The fitted Sonora-Bobcat models match the observations well, but large residuals are found in J and especially H bands, suggesting some physical and chemical processes of late-T dwarf atmospheres are inadequately modeled or missing in the cloudless Sonora-Bobcat models. In J band (≈ 1.2–1.3 μm), the fitted models over-predict spectra of the three benchmarks. This discrepancy plausibly arises from clouds (e.g., Morley et al. 2012) and/or reductions in the vertical temperature gradient (e.g., Tremblin et al. 2015), which can redistribute fluxes from shorter to longer wavelengths and thereby produce spectra that could better match the observations. In H band (≈ 1.5–1.6 μm), the fitted models under-predict the emergent flux. This discrepancy might result from the spectral-fitting process itself aiming to balance the residuals
from over-estimated fluxes in J band. Also, it might be related to the disequilibrium abundance of NH₃, which would be less than the amount computed by the equilibrium chemistry of Sonora-Bobcat models and thereby could weaken absorption in the blue wing of H band to better match the data (e.g., Fegley & Lodders 1994; Saumon et al. 2006; Zahnle & Marley 2014). A detailed discussion of the cloudless Sonora-Bobcat models is in Section 6.

We further use the fitted parameter posteriors and the objects’ parallaxes (from their primary stars) to compute their radii \( R \) and masses \( M \). For each object, we draw parallaxes from a normal distribution corresponding to the measured parallax and uncertainty, truncated within \( (0, +\infty) \). We make the number of draws the same as their MCMC samples (= 48 walkers \( \times 10^5 \) iterations) and combine these parallaxes and the log \( \Omega \) posterior to compute the \( R \) posterior. We then use log \( g \) and \( R \) to determine the \( M \) posterior.

We summarize the inferred physical parameters and covariance hyper-parameters of the three benchmarks in Table 4 and 5, respectively. Our derived uncertainties in \( T_{\text{eff}} \), log \( g \), and \( Z \) are close to \( 1/3 - 1/2 \) of the Sonora-Bobcat model grid spacing, suggesting that adopting a fraction of grid spacing as final parameter uncertainties is reasonable, as is usually done in traditional forward-modeling analysis (e.g., Leggett et al. 2007; Cushing et al. 2008; Mainzer et al. 2011; Zhang et al. 2020). In addition, we note that our forward-modeling analysis cannot constrain the radial velocity and the projected rotational velocity given the low-resolution prism spectra (\( R \approx 80 - 250 \)). These two parameters might thus behave like nuisance parameters in our fits, aiming for the maximum likelihood without conserving any physical meaning. Our inferred \( v_r \) of the three benchmark companions range from +200 km s\(^{-1}\) to +500 km s\(^{-1}\), which are not consistent with their primary stars’ \textit{Gaia} DR2 radial velocities and are even comparable with the local Galactic escape speed (\( \approx 540 \) km s\(^{-1}\); Smith et al. 2007; Piffl et al. 2014). However, the inferred \( v_r \) are mostly insignificant from zero (<2\( \sigma \)) and well within one resolution pixel (1200 – 3750 km s\(^{-1}\)) of the prism spectra. Also, the inferred \( v \sin i \) of these objects are only at 1\( \sigma \) significance. Finally, we note that while both \( v_r \) and \( v \sin i \) are coupled with modeling systematics and cannot be well-constrained from the data, their posteriors have at most weak correlations with (and thereby negligible impact on) the posteriors of the other physical parameters.

4.2.1. Comparison with Traditional Forward-Modeling Approach

We have also conducted a forward-modeling analysis for the three benchmarks following the traditional approach (e.g., Cushing et al. 2008; Stephens et al. 2009; Rice et al. 2010; Zhang et al. 2020), where we use linear interpolation to generate the model spectrum in between grid points and adopt a diagonal covariance matrix (defined by observed flux uncertainties) for model evaluation.

We use the cloudless Sonora-Bobcat model atmospheres over their entire parameter space of [200, 2400] K in \( T_{\text{eff}} \), [3.25, 5.5] dex in log \( g \), and [−0.5, +0.5] dex in \( Z \), amounting to 1014 grid points. The grid spacing is 25 K, 50 K, and 100 K in \( T_{\text{eff}} \), 0.25 dex and 0.5 dex in log \( g \), and 0.5 dex in \( Z \).\(^8\) Then we determine the six physical parameters \{\( T_{\text{eff}}, \log g, Z, v_r, v \sin i, \log \Omega \} \) with same priors as our Starfish analysis (Section 4.1). At a given set of \{\( T_{\text{eff}}, \log g, Z \} \), we use linear interpolation of the flux (conducted in logarithmic units for \( T_{\text{eff}} \)) to generate a single model spectrum. Compared to the spectral emulator of Starfish, linear interpolation provides the exact model spectrum at each grid point but does not provide interpolation uncertainties for spectra in between grid points. We apply \{\( v_r, v \sin i, \log \Omega \}) \) values to the interpolated spectra with the same approach as in Starfish and then compare data to models to compute the residual spectra \( R \) (Equation 3). We then estimate parameters using the following standard covariance matrix \( C_T \) and log-likelihood function \( L_T \):

\[
C_T = k^N(a_N \equiv 1) \quad L_T = -\frac{1}{2} \left( R^T C_T^{-1} R + \ln |C_T| \right) - \frac{n}{2} \ln(2\pi)
\]

(6)

Here we construct the covariance matrix \( C_T \) with solely the diagonal noise covariance matrix and with \( a_N \) fixed at 1. We do not include other covariance hyper-parameters as adopted by Starfish.

We use \textit{emcee} to fit the objects’ 1.0 – 2.5 \( \mu \)m spectra with 24 walkers, remove the first 5000 iterations as the burn-in phase, and terminate the fitting process with 3 \( \times 10^4 \) iterations so these MCMC chains converge. Following the same approach as in our Starfish-based analysis (Section 4.1.6), we incorporate the systematic error of 180 km s\(^{-1}\) into the inferred \( v_r \) to account for the uncertainty in the wavelength calibration of the SpeX prism data. We also incorporate the systematic error of 0.4\( \sigma_{\text{Halo}} \) into the inferred log \( \Omega \) to account for the uncertainty in flux calibration, where \( \sigma_{\text{Halo}} \) is the photometric error in the objects’ H-band magnitudes. We compute the objects’ radii and masses using their parallaxes and log \( g \) and log \( \Omega \) posteriors, and summarize all inferred parameters and their uncertainties in Table 4.

As shown in Figure 7, the inferred parameters and fitted models derived from our Starfish-based and the traditional methods are well consistent. However, the tra-
ditional approach produces artificially small parameter errors, smaller than those of Starfish by factors of 2–15 in \{T_{\text{eff}}, \log g, Z, R, M\}. We note the larger parameter uncertainties derived from Starfish are not due to the incorporation of the aforementioned emulator-induced systematic errors (which are not applied to the traditional approach; Section 4.1.6), but rather because Starfish propagates the model interpolation uncertainties and the correlated residuals among adjacent wavelengths to the inferred parameters (which are ignored by the traditional approach). Therefore, our Starfish-based forward-modeling analysis produces more realistic error estimates.

4.2.2. Comparison with Previous Spectroscopic Analyses

Table 4 compares our inferred physical parameters of the three benchmarks to those from previous spectroscopic analyses, which used grid models or the retrieval method\(^9\). For HD 3651B and GJ 570D, our fitted \(T_{\text{eff}}\) are consistent with literature values, especially those using grid models with cloudless and chemical-equilibrium atmospheres. However, our \(\log g\) and \(Z\) are smaller by \(\approx 1.2\) dex and \(\approx 0.35\) dex, respectively. Surface gravity and metallicity have similar effect on the spectral morphology, as either a high (low) \(\log g\) or a low (high) \(Z\) leads to the same suppressed (enhanced) \(K\)-band flux in late-T dwarf spectra (Section 3.2). As a consequence, these two parameters are degenerate in the spectroscopic analysis (e.g., Burgasser et al. 2006; Leggett et al. 2007; Liu et al. 2007). As shown in Table 4, most past studies of HD 3651B and GJ 570D used grid models with a fixed metallicity at solar abundance or that of their primary stars, and their fitted \(\log g\) are therefore anchored at a specific \(Z\). In comparison, we determine \(\log g\) and \(Z\) simultaneously from the spectral fitting process and therefore our results represent a comprehensive evaluation of the model parameter space. According to the subsequent evolutionary model analysis (Section 5), our fitted \(\log g\) and \(Z\) of these two objects are underestimated, indicating shortcomings of the adopted model atmospheres (see Section 6). Moreover, our analysis implies that using the cloudless Sonora-Bobcat models to analyze late-T dwarf spectra whose metallicities are not known in priors can lead to inaccurate \(\log g\) and \(Z\).

For Ross 458C, our fitted \(\log g\) and \(Z\) match the literature values and our \(T_{\text{eff}}\) are consistent with those using cloudless, chemical-equilibrium model atmospheres. However, we note that analyses using cloudy models can better match the data (e.g., Burgasser et al. 2010; Burningham et al. 2011) and they infer \(\approx 100\) K cooler \(T_{\text{eff}}\), which is consistent with our evolutionary model analysis (Section 5). While the specific uncertainties of some cloud models are perhaps uncertain (iron and silicate clouds versus sulfide clouds; see Morley et al. 2012), it is clear that cloudless model atmospheres cannot fully interpret the spectra of Ross 458C unless disequilibrium processes and reduced vertical temperature gradient are also considered (e.g., Tremblin et al. 2015).

4.3. Assessment of Modeling Systematics using Starfish Hyper-Parameters

We can assess the modeling systematics using the derived covariance hyper-parameters of the three benchmarks listed in Table 5. As described in Section 4.1, the full covariance matrix of Starfish consists of three components, the emulator covariance matrix \(K^E\), the noise covariance matrix \(K^N\), and the global covariance matrix \(K^G\). While \(K^E\) has been already pre-determined during the spectral emulator construction, \(K^N\) and \(K^G\) are computed as part of our spectral-fitting process. The \(K^N\) matrix has one hyper-parameter \(a_N\) and accounts for measurement uncertainties. The \(K^G\) matrix is characterized by two hyper-parameters, \(\ell\) and \(a_G\), with the latter describing the amplitude of \(K^G\)’s normalization (Equation A1). The \(\ell\) parameter describes the auto-correlation wavelength scale of the residual and such correlated residuals are caused by (1) the over-sampled instrumental line spread function (LSF) and (2) the modeling systematics. If the latter effect dominates, then we can use these hyper-parameters to examine the performance of the models.

As shown in Table 5, the fitted \(\ell\) of all the three benchmarks are \(2700–8500\) km s\(^{-1}\) and exceed the expected range of \(820–1840\) km s\(^{-1}\) from LSF (Appendix A). Therefore, the correlated residual of our sample are caused by the modeling systematics rather than the instrumental effect. As a consequence, the global covariance matrix \(K^G\) mainly describes the model imperfections, and we can use its determinant to quantify such systematics.

The hyper-parameter \(a_G\) is a proxy for \(K^G\)’s normalization. Ideally, if the models match the observations within the measurement uncertainties, then the need for including \(K^G\) into the spectral fitting is fairly low and thus the fitted \(a_G\) should be very small. A larger fitted \(a_G\) indicates measurement uncertainties cannot solely explain the difference between data and models, and thus Starfish needs \(K^G\) with higher values to account for this data-model discrepancy. The meaning of \(a_G\) can be understood from the definition of the noise covariance \(K^N\) (Section 4.1.4), which is a diagonal matrix with values of \(a_N\sigma_i^2\), where \(\sigma_i\) is the flux uncertainty at the \(i\)-th wavelength pixel. Similarly, the global covariance \(K^G\) is a band matrix, with \(a_G\) on its main diagonal and with much smaller non-zero values along diagonals above or below (Equation A1). Following \(K^N\), we can express \(a_G\equiv a_N\sigma_m^2\) and regard \(\sigma_m\) as an equivalent flux that characterizes “model uncertainties”. We can then normalize \(\sigma_m\) of the object by its observed peak

\(^9\) The compilation of literature values for HD 3651B and GJ 570D is mostly from Line et al. (2017), to which we have added a few new studies and more details of the grid models used in literature.
Figure 8. Posterior distributions of evolutionary model parameters for HD 3651B (violet), GJ 570D (light blue), and Ross 458C (orange). The median and 1σ uncertainties of each parameter are labeled over each 1-D histogram, with colors indicating the corresponding objects. The parameters plotted here are effective temperature ($T_{\text{eff}}$), logarithmic surface gravity (log $g$), metallicity ($Z$), radius ($R$), and mass ($M$). The companions’ log $g$ and $Z$ posteriors are close to uniform distributions because we assume uniform distributions for their primary stars’ age and metallicity.

$J$-band flux and define

$$\epsilon_J = \frac{\sqrt{\Delta G/\Delta N}}{\text{max} \left(f_{\text{obs},J}\right)} \quad (7)$$

The $\epsilon_J$ parameter quantifies the modeling systematics, with higher values suggesting more significant data-model discrepancy. We compute $\epsilon_J$ values for the three benchmarks (Table 5) and find that the systematic difference between the cloudless Sonora-Bobcat models and spectra of the three benchmarks comprises 2% – 4% of the observed peak $J$-band fluxes, equivalent to a S/N of 50 – 25. This implies that the model uncertainties can exceed measurement uncertainties when fitting the cloudless Sonora-Bobcat models to low-resolution spectra with high S/N (> 50 in $J$ band) and increasing the S/N of data does not promise enhanced precision of fitted physical parameters.

5. EVOLUTIONARY MODEL ANALYSIS

We also derive physical properties of HD 3651B, GJ 570D, and Ross 458C using cloudless Sonora-Bobcat evolutionary models. We extend the Saumon et al. (2006) method from solar- to multi-metallicity evolutionary models. Specifically, we compute $\{T_{\text{eff}}, \log g, Z\}$ at which (1) the companions’
interpolated bolometric luminosities from the evolutionary models match the measured luminosities from their near-infrared spectra, their primary stars’ distances, and the atmospheric model-based ratio between near-infrared and bolometric fluxes, and (2) the companions’ metallicity and the interpolated age from evolutionary models match those of their primary stars (Section 2). We implement this method in a Bayesian fashion following Zhang et al. (2020).

For each benchmark companion, we first integrate its SpeX spectrum in a wavelength range of $1.0 - 2.5 \mu m$ and use its primary star’s Gaia DR2 distance to derive a near-infrared luminosity, namely $L_{1.0-2.5\mu m}$, with uncertainties in spectra and distance propagated accordingly. We then execute a MCMC routine with free parameters being $T_{\text{eff}}$, log $g$, and $Z$. Given a set of these parameters, we use linear interpolation of the cloudless Sonora-Bobcat models to construct the corresponding synthetic spectrum, from which we compute a ratio of the integrated flux in $1.0 - 2.5 \mu m$ to that in $0.4 - 50 \mu m$. We note such ratio is 0 - 0.3 for models of $T_{\text{eff}} = 200 - 600$ K, 0.3 - 0.6 for $T_{\text{eff}} = 600 - 1200$ K, and 0.6 - 0.7 for $1200 - 2400$ K, with an average change per $\{T_{\text{eff}}, \log g, Z\}$ grid spacing of $<0.03$, $<0.04$, and $<0.01$ in each of the above $T_{\text{eff}}$ ranges, respectively. We therefore adopt a conservative uncertainty of 0.04. We apply this ratio to the measured near-infrared luminosity to derive the companion’s atmospheric-based bolometric luminosity $L_{\text{bol, atm}}$. The uncertainties in $L_{1.0-2.5\mu m}$ and the model-based flux ratio are both propagated accordingly.

For each set of $\{T_{\text{eff}}, \log g, Z\}$ in the MCMC chains, we also interpolate the Sonora-Bobcat evolutionary models (in logarithmic scales for $T_{\text{eff}}$ and age) and compute the companion’s evolutionary-based bolometric luminosity $L_{\text{bol, evo}}$ and age $t_{\text{evo}}$. Altogether, we derive $\{T_{\text{eff}}, \log g, Z\}$ using the following likelihood function,

$$ L = p(L_{\text{bol, atm}} \mid L_{\text{bol, evo}}) \times p(Z \mid Z) \times p(t_{\ast} \mid t_{\text{evo}}) \times p(T_{\text{eff}}) \times p(\log g) \times p(Z) \times p(t_{\ast} \mid t_{\text{evo}}) $$

for $Z$, and $t_{\ast}$ stand for the metallicity and age of primary stars summarized in Section 2. We assume the priors, $p(T_{\text{eff}})$, $p(\log g)$, and $p(Z)$ are all uniform distributions within the parameter space of the Sonora-Bobcat models, i.e., $[200,2400]$ K for $T_{\text{eff}}$, $[3.25,5.5]$ dex for $\log g$, and $[-0.5,+0.5]$ dex for $Z$. To compute $p(L_{\text{bol, atm}} \mid L_{\text{bol, evo}})$, we assume the bolometric luminosity follows a normal distribution corresponding to the value and uncertainty of $L_{\text{bol, atm}}$. To compute $p(Z \mid Z)$ and $p(t_{\ast} \mid t_{\text{evo}})$, we assume the metallicity and age of the companion follow the uniform distributions constrained by those of their primary stars.

We use emcee to derive $\{T_{\text{eff}}, \log g, Z\}$ values of each companion with 30 walkers, removing the first 1000 iterations as the burn-in phase and terminating with $1.0 \times 10^4$ iterations so that our MCMC analysis converges. We use the companions’ resulting $\{T_{\text{eff}}, \log g, Z\}$ posteriors and the interpolated cloudless Sonora-Bobcat evolutionary models to derive their radii, masses, and bolometric luminosities. We present the posteriors of their evolutionary model parameters in Figure 8 and summarize their values in Table 6.

### 6. BENCHMARKING

The three benchmarks now have the same set of physical parameters $\{T_{\text{eff}}, \log g, Z, R, M\}$ derived from both atmospheric models (Section 4) and evolutionary models (Section 5). Ideally, the results from these two approaches would be consistent, but they are not. The evolutionary model parameters are expected to be more robust (though not totally immune from the systematics; e.g., Dupuy et al. 2009, 2014; Beatty et al. 2018; Brandt et al. 2020), given that the consistency between observations and evolutionary model predictions has been found in many systems including ultracool dwarfs with dynamical masses (e.g., Dupuy & Liu 2017; Brandt et al. 2019) and transiting brown dwarfs with directly measured radii (e.g., Montet et al. 2016; Carmichael et al. 2020; Triaud et al. 2020). Also, the atmospheric model predictions have well-noticed shortcomings (e.g., Cushing et al. 2008; Stephens et al. 2009; Leggett et al. 2017). As a consequence, comparing physical parameters derived from these two model sets, a.k.a. the “benchmarking” process (e.g., Pinfield et al. 2006; Liu et al. 2008), can calibrate our inferred atmospheric model parameters and shed light on modeling systematics.

To compare the results from atmospheric and evolutionary models, we subtract the values of each object’s evolutionary-based MCMC chains from those of its atmospheric-based...
Figure 9. Posterior distributions of the atmospheric—evolutionary model parameter differences for HD 3651B (violet), GJ 570D (light blue), and Ross 458C (orange) as described in Section 6. We generate these posteriors by subtracting the evolutionary-based MCMC chains from the atmospheric-based chains. The median and 1σ uncertainties of the parameter differences are labeled over each 1-D histogram, with colors indicating the corresponding objects. The positions of these posteriors suggest the accuracy of model assumption has two outcomes. At $T_{\text{eff}} \approx 780 - 810$ K and $\log g \approx 5.0 - 5.3$ dex (corresponding to HD 3651B and GJ 570D), spectral fits produce robust $T_{\text{eff}}$ and $R$ but underestimated $\log g$ (by $\approx 1.1 - 1.3$ dex) and $Z$ (by $\approx 0.3 - 0.4$ dex). At $T_{\text{eff}} \approx 700$ K and $\log g \approx 4.4$ dex, spectral fits provide robust $\log g$ and $Z$ but overestimated $T_{\text{eff}}$ (by $\approx 120$ K) and underestimated $R$ (by $\approx 0.4 \, R_{\text{Jup}}$ or $\approx 1.6 \times$).

Distributions of the resulting parameter differences are shown in Figure 9, with values summarized in Table 6.

Given that the number of MCMC samples of our atmospheric model analysis (48 walkers $\times 10^5$ iterations) is 16 times larger than that of our evolutionary model analysis (30 walkers $\times 10^4$ iterations), we simply repeat the chains of the latter 16 times and then subtract the two to generate the posteriors. We also generated posteriors of parameter differences using $1/16$ of the atmospheric-based MCMC chains and obtained consistent results.

HD 3651B has the highest evolutionary-based $T_{\text{eff}}$ ($809^{+15}_{-16}$ K) and $\log g$ ($5.26 \pm 0.06$ dex) among the three benchmarks. Its $T_{\text{eff}}$ and $R$ derived from the atmospheric and evolutionary models are consistent within uncertainties, but its spectroscopically inferred $\log g$ and $Z$ are lower by $1.31 \pm 0.29$ dex and $0.37^{+0.17}_{-0.16}$ dex, respectively. The inaccurate atmospheric $\log g$ also leads to the object’s very small inferred mass ($2.3^{+2.1}_{-1.1} \, M_{\text{Jup}}$).

GJ 570D has a slightly lower evolutionary-based $T_{\text{eff}}$ ($786 \pm 20$ K) and $\log g$ ($5.04 \pm 0.13$ dex) than HD 3651B.
The spectroscopically inferred \( \log g \) and \( Z \) are underestimated by 1.13 \( \pm \) 0.28 dex and 0.33\(^{+0.14}_{-0.13} \) dex, respectively. In addition, our atmospheric model analysis slightly overestimates this object’s \( T_{\text{eff}} \) by 42 \( \pm \) 32 K and underestimates \( R \) by 0.09 \( \pm \) 0.07 \( R_{\text{Jup}} \) (or a factor of 1.12\(^{+0.10}_{-0.09} \)). The inaccurate atmospheric \( \log g \) and \( R \) together lead to its small inferred mass (2.0\(^{+1.7}_{-0.9} \) \( M_{\text{Jup}} \)).

Ross 458C has the lowest evolutionary-based \( T_{\text{eff}} \) (682\(^{+16}_{-17} \) K) and \( \log g \) (4.37\(^{+0.16}_{-0.17} \) dex). This object has consistent \( \log g \) and \( Z \) values from the two sets of models. However, its spectroscopically inferred \( T_{\text{eff}} \) is overestimated by 122\(^{+34}_{-32} \) K and \( R \) is underestimated by 0.42\(^{+0.08}_{-0.07} \) \( R_{\text{Jup}} \) (or a factor of 1.61\(^{+0.16}_{-0.15} \)), which lead to its very small inferred mass (2.3\(^{+2.3}_{-1.2} \) \( M_{\text{Jup}} \)).

To summarize, our atmospheric model analysis are in line with the evolutionary model analysis, but some parameters of the former appear to be under- or over-estimated. We find the parameter difference between these two sets of models exhibits two outcomes. At \( T_{\text{eff}} \approx 780 \sim 810 \) K and \( \log g \approx 5.0 \sim 5.3 \) dex (corresponding to HD 3651B and GJ 570D), spectral fits produce robust \( T_{\text{eff}} \) and \( R \), but underestimate \( \log g \) and \( Z \) by \( \approx 1.1 \sim 1.3 \) dex and \( \approx 0.3 \sim 0.4 \) dex, respectively. Going toward a cooler \( T_{\text{eff}} \approx 700 \) K and a lower \( \log g \approx 4.4 \) dex (corresponding to Ross 458C), spectral fits produce robust \( \log g \) and \( Z \), but overestimate \( T_{\text{eff}} \) by \( \approx 120 \) K and underestimate \( R \) by \( \approx 0.4 \) \( R_{\text{Jup}} \) (or a factor of \( \approx 1.6 \)). For all three benchmarks, our spectroscopically inferred masses are thereby significantly underestimated. Analysis of more benchmark systems will allow us to further investigate the consistency between atmospheric and evolutionary models as a function of physical parameters, which will help quantify the specific modeling systematics and calibrate results of such forward-modeling analysis.

While the evolutionary model parameters are considered more robust throughout our analysis, we first nevertheless examine whether the different atmospheric-based and evolutionary-based parameters of our sample can be solely explained by any systematics of the evolutionary models, which has been speculated for a small sample of ultracool benchmarks. In the T dwarf regime, recent work (e.g., Cheetham et al. 2018; Brandt et al. 2020) has found the measured dynamical masses of some brown dwarf companions to stars are more massive than evolutionary model predictions, derived based on the companions’ bolometric luminosities and their host stars’ ages. The reason of this discrepancy is unclear, as it might be caused by unknown missing components in the evolutionary models, inaccurate ages inferred from the host stars, or undetected additional companions in the system. Assuming the systematics of evolutionary models is the main reason and the three benchmarks in this work share similar systematics as those T dwarfs with dynamical masses, then our inferred evolutionary-based masses are all underestimated. Correcting for such an underestimation will further worsen the disagreement between the atmospheric-based and evolutionary-based masses for our benchmarks.

In the L dwarf regime, Dupuy et al. (2009) and Dupuy et al. (2014) measured dynamical masses of two mid-L brown dwarf binaries which are both companions to solar-type stars. They found the dynamical masses of these L dwarfs are 10 – 25% smaller than the evolutionary model predictions derived from the these objects’ bolometric luminosities and their host stars’ ages. Dupuy et al. (2014) speculated that such discrepancy might be resolved if the evolutionary models of L dwarfs could incorporate the onset of cloud clearing at appropriate time during the evolution. Our three late-T benchmarks are in a different physical regime compared to L dwarfs. However, even if we correct for a notional 10 – 25% overestimation in the evolutionary-based masses of our benchmarks, we still find a significant tension of 6.8 – 8.3\( \sigma \), 3.1 – 3.8\( \sigma \), and 1.5 – 1.9\( \sigma \) between the atmospheric-based and evolutionary-based masses for HD 3651B, GJ 570D, and Ross 458C, respectively. Therefore, the different atmospheric-based and evolutionary-based physical parameters of our benchmark companions are very likely caused by the shortcomings of the atmospheric models.

We next investigate the possible shortcomings of the Sonora-Bobcat atmospheric models. For each object, we use the Starfish spectral emulator to generate atmospheric model spectra from posteriors of its evolutionary-based \{\( T_{\text{eff}} \), \( \log g \), \( Z \), \( R \)\} and its primary star’s distance. If the atmospheric models are perfect, then these evolutionary-based model spectra should exactly match the observed spectrophotometry of each companion. In other words, inconsistencies between these two sets of spectra can inform the specific modeling systematics.

Figure 10 compares the observed and evolutionary-based model spectra of three benchmarks at 1.0 – 2.5 \( \mu \)m, and Figure 11 extends such comparisons to 0.8 – 6.0 \( \mu \)m\(^{12} \). For HD 3651B and GJ 570D, the model spectra are consistent with data in \( JHK \) bands, but produce notably fainter fluxes in \( Y \) band. This is likely related to the potassium resonance doublet at 0.77 \( \mu \)m (Allard et al. 1999; Burrows et al. 2000), whose pressure-broadened wings can extend to \( Y \) and \( J \) bands. The cloudless Sonora-Bobcat models adopt the K line shape theory by Allard et al. (2007b) and these authors have recently produced improved calculations of the K–H\( _2 \) potential (Allard et al. 2016). As demonstrated by Phillips et al. (2020), model atmospheres with the Allard

\(^{12}\) We use the spectral emulator to generate 0.8 – 2.5 \( \mu \)m spectra and use the linear interpolation for 2.5 – 6.0 \( \mu \)m, over which the spectral emulator is not defined. In 0.8 – 2.5 \( \mu \)m, spectra of the three companions generated from the linear interpolation are consistent with those generated from our spectral emulator within uncertainties.
et al. (2016) prescription of K profiles can better match the observed Y-band spectra of GJ 570D than those of Allard et al. (2007b). In addition, the evolutionary-based model spectra of HD 3651B and GJ 570D have slightly brighter fluxes in W2 and [4.5] bands, suggesting the disequilibrium abundance of CO in their atmospheres (e.g., Zahnle & Marley 2014).

The data-model mismatch of HD 3651B and GJ 570D might explain why their \{log g, Z\} derived from our forward-modeling analysis are underestimated. Since the evolutionary-based model spectra have under-predicted Y-band fluxes, the fitting process favors a much lower log g in order to boost the Y-band emission (at a given $T_{\text{eff}}$ and Z) to match the data (e.g., Figure 1). The decreased log g as such further causes a lower Z, given the log g – Z degeneracy (Section 4.2.2), to ensure the data and models remain consistent in other bands (e.g., K band).

For Ross 458C, the evolutionary-based model spectra have significantly brighter fluxes in $YJ$ bands and fainter fluxes in K band, suggesting the models should probably include clouds to properly interpret the object’s spectra (e.g., Morley et al. 2012). Alternatively, Tremblin et al. (2015) proposed that the cloudless disequilibrium models with reduced vertical temperature gradient (as compared to the adiabatic thermal structure) can predict redder near-infrared spectra than the chemical equilibrium models and better match the observations. We note the evolutionary-based models of Ross 458C have fattener fluxes in the blue wing of H band, likely due to the disequilibrium chemistry of NH$_3$ which is not included in the cloudless Sonora-Bobcat models. Convective mixing can disturb the chemical equilibrium between N$_2$ and NH$_3$ in the upper atmosphere, reducing the amount of NH3 and thereby weakening absorption in the blue wing of H band (e.g., Fegley & Lodders 1994; Saumon et al. 2006, 2012; Cushing et al. 2011; Zahnle & Marley 2014; Tremblin et al. 2015). Also, the brighter W2 and [4.5] fluxes as predicted by model spectra are likely due to the disequilibrium mixing of CO.
Figure 11. The observed spectra (black), the fitted atmospheric model spectra (blue), and the evolutionary-based model spectra (red) of three benchmark companions, using the same format as Figure 10. Thinner black lines are used to plot low-S/N regions of the observed spectra. Black squares show the observed fluxes derived from photometry, and red and blue circles show the synthetic fluxes from evolutionary-based and fitted atmospheric model spectra, respectively. We compute these fluxes using the filter responses and zero-point fluxes from Hewett et al. (2006) and Lawrence et al. (2007) for MKO photometry, Jarrett et al. (2011) for WISE, and the IRAC Instrument Handbook for Spitzer/IRAC.

Again, we can use the data-model mismatch of Ross 458C to explain why its $T_{\text{eff}}$ and $R$ derived from our forward-modeling analysis are over- and under-estimated, respectively. The evolutionary-based model spectra have significantly bluer near-infrared colors (e.g., $Y - K$, $J - K$, $J - H$) than the data. Therefore, the spectral fitting is forced to choose models with redder colors to match the data. Among all three grid parameters, $T_{\text{eff}}$ is the primary modulator of near-infrared colors for late-T dwarfs. Consequently, a higher $T_{\text{eff}}$ than the evolutionary-based value is favored during the fitting process, which leads to a smaller $R$ to preserve the integrated flux of spectra.

7. SUMMARY AND FUTURE WORK

We have constructed a forward-modeling framework to analyze low-resolution ($R \approx 80 - 250$) near-infrared (1.0 - 2.5 $\mu$m) spectra of T dwarfs. We have extended the Bayesian inference tool Starfish (Czekala et al. 2015) to the brown dwarf regime for the first time, using state-of-art, cloudless Sonora-Bobcat model atmospheres spanning $T_{\text{eff}} = 600 - 1200$ K, $\log g = 3.25 - 5.5$ dex, and $Z = -0.5, 0, +0.5$ dex. Starfish has two features that can lead to more robust param-
eters and more realistic error estimates than traditional ($\chi^2$-based) forward-modeling analyses. First, Starfish’s spectral emulator generates a probability distribution of interpolated spectra at any model grid location, with the associated interpolation uncertainties then propagated into the resulting inferred parameters. Second, Starfish constructs a covariance matrix with off-diagonal components to account for correlated residuals caused by the instrumental effect and modeling systematics. Both of these two aspects are not accounted for in traditional analyses.

In our forward-modeling framework, we verified that the spectral emulator can reproduce the original Sonora-Bobcat models, with only slight flux differences that are smaller than the systematics of Sonora-Bobcat models. To further validate our approach, we treated the original model spectra as if they were on-sky data and used Starfish to infer the properties of each model spectrum. We found negligible offsets between derived and input physical parameters and thereby confirmed the emulator-induced flux differences from the original models do not bias our results.

We then applied our forward-modeling framework to three benchmark late-T dwarfs, HD 3651B, GJ 570D, and Ross 458C, which are wide-orbit companions to main-sequence stars. We derived these objects’ effective temperatures ($T_{\text{eff}}$), surface gravities ($\log g$), metallicities ($Z$), radii ($R$), and masses ($M$). Our fitted atmospheric models generally match the observed spectra of the three benchmarks. However, residuals are seen in $J$ and $H$ bands, likely arising from clouds and/or reductions of the vertical temperature gradient in the atmospheres, as neither of these two effects are incorporated in the cloudless Sonora-Bobcat models. The data-model discrepancy in the blue wing of $H$ band might also be related to the disequilibrium abundance of NH$_3$, which would be less than the amount assumed by the equilibrium chemistry of Sonora-Bobcat.

Our derived physical parameters are consistent with those derived from the traditional spectral-fitting approach and from previous spectroscopic studies. The parameter uncertainties from the traditional method are implausibly small, while the error estimates from our Starfish-based analysis are a factor of $2-15$ larger in $\{T_{\text{eff}}, \log g, Z, R, M\}$ and more realistic. Our resulting uncertainties in $T_{\text{eff}}$, $\log g$, and $Z$ are typically about $1/3 - 1/2$ of the Sonora-Bobcat model grid spacing.

In addition, based on the fitted covariance hyper-parameters from Starfish, we find the systematic difference between the late-T dwarf spectra and the cloudless Sonora-Bobcat models comprises about 2% – 4% of the objects’ observed peak $J$-band fluxes, equivalent to a S/N of 50 – 25. Consequently, when using the cloudless Sonora-Bobcat models, increasing the S/N of observed spectra beyond 50 in $J$ band will not lead to enhanced precision of fitted physical parameters, given that the model uncertainties will exceed the measurement uncertainties in the forward-modeling analysis.

We also used the Sonora-Bobcat evolutionary models to derive these benchmarks’ physical properties, based on their bolometric luminosities, and their primary stars’ metallicities and ages. As a result, these benchmarks have $\{T_{\text{eff}}, \log g, Z, R, M\}$ derived from both the atmospheric models (via our forward-modeling analysis) and the evolutionary models. Given the consistency between observations and evolutionary model predictions found for many ultracool dwarfs with dynamical masses and/or directly measured radii, we assume our evolutionary-based parameters are more robust and then used them to test the accuracy of spectral fits. We find the parameter difference between atmospheric and evolutionary models exhibits two outcomes. At $T_{\text{eff}} \approx 780 - 810$ K and $\log g \approx 5.0 - 5.3$ dex (corresponding to HD 3651B and GJ 570D), spectral fits produce robust $T_{\text{eff}}$ and $R$, but underestimate $\log g$ and $Z$ by $\approx 1.1 - 1.3$ dex and $\approx 0.3 - 0.4$ dex, respectively. Going toward a cooler $T_{\text{eff}} \approx 700$ K and a lower $\log g \approx 4.4$ dex (corresponding to Ross 458C), spectral fits produce robust $\log g$ and $Z$, but overestimate $T_{\text{eff}}$ by $\approx 120$ K and underestimate $R$ by $\approx 0.4$ $R_{\text{Jup}}$ (or a factor of $\approx 1.6$). The spectroscopically inferred masses of these benchmarks are all underestimated.

In order to investigate the possible shortcomings of the cloudless Sonora-Bobcat models, we generated atmospheric model spectra at the evolutionary-based $\{T_{\text{eff}}, \log g, Z, R\}$ of the three benchmarks and then compared with their observed spectrophotometry. For HD 3651B and GJ 570D, the evolutionary-based model spectra have fainter fluxes in $Y$ band and slightly brighter fluxes in $W2$ and $[4.5]$ bands, suggesting the modeling systematics mainly come from the uncertainties of potassium line profiles and the lack of disequilibrium abundance of CO. For Ross 458C, the evolutionary-based model spectra have brighter fluxes in $Y$, $J$, $W2$ and $[4.5]$ bands and fainter fluxes in the blue wing of $H$ band, $K$, $W1$, and $[3.6]$ bands, suggesting the modeling systematics mainly come from the lack of clouds, reductions of vertical temperature gradient, and disequilibrium chemistry of CO/CH$_4$ and N$_2$/NH$_3$.

In a companion paper, we apply our forward-modeling analysis to a much larger sample of late-T dwarf spectra and investigate their population properties. Unlike benchmark companions, metallicities and ages of most field dwarfs are unknown, but we can examine their spectral-fitting residuals as a function of wavelength and atmospheric properties to test model atmospheres. Also, thanks to the flexibility of Starfish, our forward-modeling framework can be conveniently extended to earlier/later spectral types, wider/narrower wavelength coverages, and different spectral resolutions, leading to a stronger understanding of the precision and accuracy of model assumption.
Finally, we emphasize the value of benchmark systems, including wide-orbit companions (e.g., Pinfield et al. 2006; Deacon et al. 2014; Faherty et al. 2020; Zhang et al. 2020), members of nearby associations (e.g., Luhman et al. 2009; Luhman & Mamajek 2012; Lodieu 2013; Liu et al. 2016; Faherty et al. 2016; Gagné et al. 2018; Zhang et al. 2018, 2021; Jose et al. 2020), and substellar binaries with dynamical masses (e.g., Liu et al. 2008; Dupuy & Liu 2017; Dupuy et al. 2019; Bowler et al. 2018; Brandt et al. 2019, 2020). As exemplified by HD 3651B, GJ 570D, and Ross 458C, each benchmark can have its physical properties determined independently from spectral fitting and thus can be used to validate atmospheric models in a specific part of the parameter space. Continued discoveries and analyses of these systems with diverse ages, compositions, and masses will therefore test and help improve model atmospheres over an unprecedentedly large extent of physical parameters.
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APPENDIX

A. NOTES ON THE GLOBAL COVARIANCE HYPER-PARAMETERS

In this Appendix, we describe the meaning of the global covariance hyper-parameters in Starfish and their implications for the systematics in model assumption. As described in Section 4.1.4, Starfish uses the global covariance matrix \( K_G \) to characterize the correlation in residuals among adjacent pixels, as caused by (1) the over-sampled instrumental line spread function and (2) the systematics in model atmospheres. This covariance matrix has two hyper-parameters \( \{a_G, \ell\} \), with each matrix element expressed as follows (also see Equation 9–12 of C15)\(^{13}\):

\[
K_{ij}^G = w_{ij} a_G \left( 1 + \frac{\sqrt{3} r_{ij}}{\ell} \right) \exp \left( - \frac{\sqrt{3} r_{ij}}{\ell} \right)
\]

where

\[
r_{ij} = \frac{c}{\lambda_i - \lambda_j} \lambda_i - \lambda_j
\]

\[
w_{ij} = \begin{cases} 
1 + \cos \left( \frac{\pi r_{ij}}{r_0} \right) / 2 & r_{ij} \leq r_0 \\
0 & r_{ij} > r_0
\end{cases}
\]

\[
r_0 = 6 \ell
\]

\(^{13}\) The expression of \( K_{ij}^G \) in Equation A1 is adopted by Starfish v0.2 (used in this work) and is slightly different from the original definition of C15 (their Equation 9–12) where

\[
r_{ij} = \frac{c}{2} \frac{|\lambda_i - \lambda_j|}{\lambda_i + \lambda_j}
\]

\[
r_0 = 4 \ell
\]

These differences should have negligible impact for the inference of the objects’ physical properties.
Here \( c \) is the speed of light and \( i, j \in \{1, 2, 3, \ldots, n\} \), where \( n \) is number of wavelength pixels in the spectra. Consequently, \( K^G \) is a band matrix, with \( a_G \) on its main diagonal (where \( i = j \)) and with much smaller non-zero values located along diagonals above or below followed by a truncation at \( r_{ij} = r_0 \). The hyper-parameter \( a_G \) is therefore a proxy of \( K^G \)'s normalization or determinant. As described in Section 4.3, the fitted \( a_G \) values from the forward-modeling analysis inform uncertainties of model atmospheres.

The other hyper-parameter \( \ell \) describes the wavelength scale over which \( K^G \) decreases exponentially along anti-diagonal directions. \( \ell \) has units of \( \text{km s}^{-1} \) (same as the \( r_{ij} \) in Equation A1) and describes such auto-correlation wavelength in an equivalent velocity space. In order to better understand the meaning of \( \ell \) values as inferred from our forward-modeling analysis, here we derive a conversion between \( \ell \) and the auto-correlation wavelength.

We first convert the covariance matrix \( K^G \) into a correlation matrix \( R^G \), namely \( R^G_{ij} \equiv K^G_{ij}/a_G \), which only depends on \( \ell \). Then we compute the autocorrelation as a function of wavelength offset \( \Delta \lambda \),

\[
R^G(\Delta \lambda; \ell) = \sum_{i=1}^{n} R^G_{ij}(\ell) \quad \text{such that} \quad \lambda_i - \lambda_j = \Delta \lambda, \quad \text{for} \quad j \in \{1, \ldots, n\} \tag{A2}
\]

Using the typical wavelength grid from the spectra in our late-T dwarf sample, we construct \( K^G \) using Equation A1 and compute \( R^G(\Delta \lambda; \ell) \) using Equation A2 for a set of different \( \ell \) values and then derive the autocorrelation wavelength \( \tau \) for each \( \ell \) from the half width at half maximum (HWHM) of \( R^G(\Delta \lambda; \ell) \). We finally fit a line to the computed \( \tau \) and their corresponding \( \ell \) values and obtain

\[
\frac{\tau}{1 \text{ Å}} = 0.0507 \times \frac{\ell}{1 \text{ km s}^{-1}} + 8.5329 \tag{A3}
\]

Using the Equation A3, we can thus converts the derived \( \ell \) of each late-T dwarf from our forward-modeling analysis into an auto-correction wavelength.

Equation A3 can also help determine the \( \ell \) values that correspond to the prism mode line spread function. Based on the wavelength-dependent spectral resolution of SpeX’s prism mode (Rayner et al. 2003), we derive that the autocorrelation wavelength of the 0.5\( '' \) slit from 1.0 – 2.5 \( \mu \text{m} \) spans 50 – 102 Å (with a median of 83 Å), which is equivalent to 2 – 3 wavelength pixels. We thus use Equation A3 to convert such autocorrelation wavelength into \( \ell = 820 – 1840 \text{ km s}^{-1} \) for the 0.5\( '' \) slit.

In our forward-modeling analysis, we set the prior of \( \ell \) based on the prism-mode line spread function. We assume a uniform prior of \([820, 1840 \times 5]\) in \( \ell \) for spectra taken in the 0.5\( '' \) slit and here we multiply 5 to the maximum \( \ell \) as expected from the line spread function, in order to capture the correlation in residuals caused by modeling systematics. Therefore, comparing the resulting \( \ell \) values of our late-T dwarfs to the range expected from the instrumental line spread function, we can examine whether the systematics in model atmospheres is playing a crucial role in interpreting the residuals (see Section 4.3).
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### Table 1. Metallicity and Age of HD 3651A

| Value<sup>a</sup> | Reference | Notes<sup>b</sup> |
|-------------------|-----------|-------------------|
| Metallicity (dex) | 0.13 ± 0.06 | 7 Spectroscopy \( (R \approx 5.0 \times 10^4) \) |
|                   | 0.12 ± 0.04 | 10 Spectroscopy \( (R \approx 5.7 \times 10^4) \) |
|                   | 0.12        | 19 Spectroscopy \( (R \approx 6.0 \times 10^4) \) |
|                   | 0.16        | 21 Spectroscopy \( (R \approx 5.0 \times 10^4) \) |
|                   | 0.15 ± 0.05 | 23 Spectroscopy \( (R \approx 4.2 \times 10^4) \) |
|                   | 0.18 ± 0.07 | 24 Spectroscopy \( (R \approx 4.5 \times 10^4) \) |
|                   | 0.16 ± 0.04 | 27 Spectroscopy \( (R \approx 6.0 \times 10^4) \) |
| Adopted Metallicity (dex) | **0.10** − **0.2** |          |
| Isochrone Age (Gyr) | 3 − 12.5 | 12 \( Y^2 \) (Yonsei-Yale) isochrones (8) |
|                   | 5.13 | 14 Padova isochrones (5) |
|                   | > 11.8 | 16 YERC (Yale Stellar Evolution Code) isochrones (17) |
|                   | 6.059 | 20 CESAM isochrones (4) |
|                   | 6.9 ± 2.8 | 25 PARSEC (Padova and Trieste Stellar Evolutionary Code) isochrones (22) |
|                   | 10.00 ± 3.52 | 26 PARSEC (Padova and Trieste Stellar Evolutionary Code) isochrones (22) |
|                   | 10.2^{+1.3}_{-3.5} | 27 \( Y^2 \) (Yonsei-Yale) isochrones (8) |
| age range | 3 − 13 |          |
| Gyrochronology Age (Gyr) | 6.10 ± 0.99 | 13 Rotation period 44 days (3) |
|                   | 7.3 ± 1.8 | 1 Rotation period 44 days (3) |
| age range | 6.1 − 7.3 |          |
| Stellar-Activity Age (Gyr) | 6.4 − 7.7 | 18 \( \log R'_{\text{HK}} = -4.991 \) (3) |
|                   | 8.3 ± 2.1 | 1 \( \log R'_{\text{HK}} = -5.09 \) (6,15) |
|                   | 3.9 ± 1.0 | 1 \( \log R'_{\text{HK}} = -4.85 \) (9) |
|                   | 7.0 ± 1.8 | 1 \( \log R'_{\text{HK}} = -5.02 \) (11) |
|                   | 2.7 ± 1.0 | 1 \( \log R_S \equiv \log (L_S / L_{bol}) = -5.69 \) (2) |
| age range | 2.7 − 8.3 |          |
| Adopted Age (Gyr) | **4.5** − **8.3** |          |

<sup>a</sup> The gyrochronology and stellar-activity ages from this work are computed based on the rotation-age, \( R'_{\text{HK}} \)-age, and \( R_S \)-age relations from Mamajek & Hillenbrand (2008).

<sup>b</sup> Notes contain (1) the method and spectral resolution used to compute the metallicity, and (2) the models, rotation periods, stellar-activity indices, and related references (indicated by the number in parentheses) used to compute the object’s ages.

**References**—(1) This work, (2) Hempelmann et al. (1995), (3) Baliunas et al. (1996), (4) Morel (1997), (5) Salasnich et al. (2000), (6) Gray et al. (2003), (7) Allende Prieto et al. (2004), (8) Demarque et al. (2004), (9) Rocha-Pinto et al. (2004), (10) Santos et al. (2004), (11) Wright et al. (2004), (12) Valenti & Fischer (2005), (13) Barnes (2007), (14) Casagrande et al. (2007), (15) Liu et al. (2007), (16) Takeda et al. (2007), (17) Demarque et al. (2009), (18) Mamajek & Hillenbrand (2008), (19) Delgado Mena et al. (2010), (20) Fernandes et al. (2011), (21) Petigura & Marcy (2011), (22) Bressan et al. (2012), (23) Mishenina et al. (2012), (24) Ramírez et al. (2013), (25) Bonfanti et al. (2016), (26) Ligi et al. (2016), (27) Aguilera-Gómez et al. (2018)
Table 2. Metallicity and Age of GJ 570A

| Value$^a$ | Reference | Notes$^b$ |
|-----------|-----------|-----------|
| Metallicity (dex) | | |
| 0.04 ± 0.09 | 4 | Spectroscopy ($R \approx 1.0 \times 10^5$) |
| 0.04 | 5 | Spectroscopy ($R \approx 0.7 - 1.0 \times 10^5$) |
| 0.07 ± 0.10 | 9 | Spectroscopy ($R \approx 4.8 \times 10^8$) |
| 0.03 ± 0.03 | 19 | Spectroscopy ($R \approx 4.8 \times 10^9$) |
| −0.04 ± 0.05 | 21 | Spectroscopy ($R \approx 4.2 \times 10^7$) |
| −0.05 ± 0.17 | 23 | Spectroscopy ($R \approx 6.5 - 8.3 \times 10^4$) |
| 0.05 ± 0.04 | 24 | Spectroscopy ($R \approx 6.0 \times 10^7$) |
| Adopted Metallicity (dex) | −0.05 – 0.05 | |
| Isochrone Age (Gyr) | | |
| 3.3$^{+4.3}_{-5.1}$ | 10 | $Y^2$ (Yonsei-Yale) isochrones (7) |
| < 0.6 | 14 | YERC (Yale Stellar Evolution Code) isochrones (16) |
| 1$^{+3}_{-1}$ | 19 | $Y^2$ (Yonsei-Yale) isochrones (7) |
| 6.56$^{+4.93}_{-4.57}$ | 20 | BASTI isochrones (8,11,18) |
| 6.68$^{+4.84}_{-4.88}$ | 20 | Padova isochrones (15,17) |
| 7.92$^{+4.89}_{-3.97}$ | 24 | $Y^2$ (Yonsei-Yale) isochrones (7) |
| age range | | |
| 1 – 8 | | |
| Gyrochronology Age (Gyr) | | |
| 3.69 ± 0.56 | 12 | Rotation period 44.6 d (6) |
| 5.30 ± 1.24 | 1 | Rotation period 44.6 d (6) |
| 3.7 – 5.3 | | |
| Stellar-Activity Age (Gyr) | | |
| 2.5 ± 0.6 | 1 | log $R'_{HK} = -4.75$ (2) |
| 0.6 ± 0.1 | 1 | log $R'_{HK} = -4.49$ (3) |
| 1.4 ± 0.3 | 1 | log $R'_{HK} = -4.63$ (22) |
| 1.7 ± 0.7 | 1 | log $R_K \equiv \log (L_K/L_{bol}) = -5.38$ (6) |
| 1.4 ± 0.6 | 1 | log $R_K = -5.27$ (13) |
| age range | | |
| 0.6 – 2.5 | | |
| Adopted Age (Gyr) | 1.4 – 5.2 | |

$^a$ The gyrochronology and stellar-activity ages from this work are computed based on the rotation-age, $R'_{HK}$-age, and $R_K$-age relations from Mamajek & Hillenbrand (2008).

$^b$ Notes contain (1) the method and spectral resolution used to compute the metallicity, and (2) the models, rotation periods, stellar-activity indices, and related references (indicated by the number in parentheses) used to compute the object’s ages.

References—(1) This work, (2) Soderblom et al. (1991), (3) Henry et al. (1996), (4) Feltzing & Gustafsson (1998), (5) Thorén & Feltzing (2000), (6) Fizzio et al. (2003), (7) Demarque et al. (2004), (8) Pietrinferni et al. (2004), (9) Santos et al. (2005), (10) Valenti & Fischer (2005), (11) Pietrinferni et al. (2006), (12) Barnes et al. (2007), (13) Liu et al. (2007), (14) Takeda et al. (2007), (15) Bertelli et al. (2008), (16) Demarque et al. (2008), (17) Bertelli et al. (2009), (18) Pietrinferni et al. (2009), (19) Ghezzi et al. (2010), (20) Casagrande et al. (2011), (21) Prugniel et al. (2011), (22) Vican (2012), (23) Line et al. (2013), (24) Aguizlera-Gómez et al. (2018)
|                  | HD 3651B | GJ 570D | Ross 458C |
|------------------|----------|---------|-----------|
| Spectral Type    | T7.5     | T7.5    | T8        |
| R.A. (hh:mm:ss.s; J2000) | 00:39:18.91 | 14:57:15.84 | 13:00:41.64 |
| Decl. (hh:mm:ss.s; J2000)  | +21:15:16.8  | -21:22:08.1 | +12:21:14.6 |
| $\mu_\alpha$ cos $\delta$ (mas yr$^{-1}$) | $-462.06 \pm 0.11$ | $1031.40 \pm 0.17$ | $-632.15 \pm 0.50$ |
| $\mu_\delta$ (mas yr$^{-1}$) | $-369.81 \pm 0.06$ | $-1723.65 \pm 0.13$ | $-36.02 \pm 0.19$ |
| Parallax (mas)    | 89.79 ± 0.06  | 170.01 ± 0.09 | 86.86 ± 0.15 |
| Astrometry References | 5,7      | 5,7     | 5,7       |
| $Y_{MKO}$ (mag)   | 17.12 ± 0.06 | 15.78 ± 0.10 | 17.72 ± 0.03 |
| $J_{MKO}$ (mag)   | 16.16 ± 0.03 | 14.82 ± 0.05 | 16.69 ± 0.02 |
| $H_{MKO}$ (mag)   | 16.68 ± 0.04 | 15.28 ± 0.05 | 17.01 ± 0.04 |
| $K_{MKO}$ (mag)   | 16.87 ± 0.05 | 15.52 ± 0.05 | 16.90 ± 0.06 |
| MKO References    | 1.9       | 2       | 3         |
| W1 (mag)          | –         | 14.93 ± 0.04 | 16.04 ± 0.06 |
| W2 (mag)          | –         | 12.13 ± 0.02 | 13.85 ± 0.04 |
| AllWISE Reference | –         | 4       | 4         |
| [3.6] (mag)       | 15.38 ± 0.04 | 13.88 ± 0.02 | 15.28 ± 0.01 |
| [4.5] (mag)       | 13.62 ± 0.02 | 12.15 ± 0.02 | 13.77 ± 0.01 |

References—(1) Luhman et al. (2007), (2) Leggett et al. (2010), (3) Lawrence et al. (2012), (4) Cutri & et al. (2014), (5) Gaia Collaboration et al. (2016), (6) Leggett et al. (2017), (7) Gaia Collaboration et al. (2018), (8) Kirkpatrick et al. (2019), (9) Best et al. (2021)
Table 4. Spectroscopically Inferred Physical Properties of HD 3651B, GJ 570D, and Ross 458C

| Object     | $\lambda$ (\micron) | $T_{\text{eff}}$ (K) | log g (dex) | $Z^i$ (dex) | $v_r$ (km s$^{-1}$) | $v\sin i$ (km s$^{-1}$) | log $\Omega$ (dex) | $R_*$ (\Rsun) | $M_*$ (\Mearth) | Grids Cloudless? | Chem.Eq ± | References |
|------------|---------------------|----------------------|-------------|-------------|---------------------|------------------------|-------------------|----------------|-----------------|-----------------|-----------|-----------|
| HD 3651B   | 1.0 – 2.5           | $818^{+128}_{-38} (+93)$ | $3.94^{+0.29}_{-0.28} (+0.30)$ | $-0.25^{+0.16}_{-0.16} (+0.11)$ | $-0.141^{+0.007}_{-0.006}$ | $252^{+11}_{-17} (+25)$ | $-19.572^{+0.012}_{-0.009} (+0.008)$ | $0.81^{+0.07}_{-0.06}$ | $2.3^{+2.3}_{-1}$ | Yes           | Yes      | This Work (Starfish) |
|            | 1.0 – 2.1           | 790 ± 30             | 5.0 ± 0.3   | 0.12 ± 0.04 | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.7 – 2.5           | 820 – 830            | 5.4 – 5.5   | ± 0.2       | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | ≈ 800               | 4.5 – 4.8   | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | 850                 | 4.5         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.85 – 2.4           | 783 ± 13            | 4.64 ± 0.04 | 0.25 ± 0.04 | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.0 – 2.5           | 719 ± 19            | 5.12 ± 0.1  | 0.08 ± 0.06  | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
| GJ 570D    | 1.0 – 2.5           | $828^{+125}_{-26} (+16)$ | $3.90^{+0.25}_{-0.25} (+0.16)$ | $-0.33^{+0.04}_{-0.14} (+0.08)$ | $-0.109^{+0.009}_{-0.008}$ | $118^{+100}_{-80} (+23)$ | $-19.012^{+0.007}_{-0.006} (+0.004)$ | $0.79^{+0.06}_{-0.06}$ | $2.0^{+1.7}_{-0.9}$ | Yes           | Yes      | This Work (Starfish) |
|            | 1.0 – 2.1           | 780 – 820           | 5.1         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.7 – 1.45          | 800 – 820           | 5.09 ± 5.23 | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.147 – 1.347       | 948 ± 53            | 4.5 ± 0.5   | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.8 – 2.4            | 900                 | 5.0         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | ≈ 800               | 4.5 – 4.8   | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | 900                 | 5.0         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.0 – 5.0            | 700                 | 4.5         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.85 – 2.4           | 769 ± 13            | 4.67 ± 0.04 | 0.11 ± 0.04 | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.0 – 2.5           | 719 ± 20            | 4.8 ± 0.3   | 0.15 ± 0.07  | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
| Ross 458C  | 1.0 – 2.5           | $804^{+50}_{-29} (+22)$ | $4.09^{+0.31}_{-0.33} (+0.25)$ | $-0.23^{+0.20}_{-0.23} (+0.17)$ | $-0.02^{+0.00}_{-0.02}$ | $276^{+27}_{-21} (+29)$ | $-19.805^{+0.03}_{-0.02} (+0.005)$ | $0.68^{+0.06}_{-0.06}$ | $2.3^{+2.3}_{-1.2}$ | Yes           | Yes      | This Work (Starfish) |
|            | 1.0 – 2.1           | 830 ± 23            | 4.08 ± 0.14 | 0.23 ± 0.07  | 0.03 ± 0.03     | $276^{+27}_{-21} (+29)$ | $-19.805^{+0.03}_{-0.02} (+0.005)$ | $0.68^{+0.06}_{-0.06}$ | $2.3^{+2.3}_{-1.2}$ | Yes           | Yes      | This Work (Starfish) |
|            | 0.85 – 2.35         | 760 ± 27            | 4.2 ± 0.3   | 0.15 ± 0.07  | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.85 – 2.35         | 635 ± 25            | 4.0 ± 0.14  | 0.23 ± 0.07  | 0.03 ± 0.03     | $276^{+27}_{-21} (+29)$ | $-19.805^{+0.03}_{-0.02} (+0.005)$ | $0.68^{+0.06}_{-0.06}$ | $2.3^{+2.3}_{-1.2}$ | Yes           | Yes      | This Work (Starfish) |
|            | 1.0 – 5.0            | 650 – 750           | 4.0         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.85 – 2.35         | 700 ± 25            | 4.5 ± 0.3   | 0.15 ± 0.07  | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.0 – 5.0            | 650 – 700           | 4.0         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | 860 – 900           | 4.0 – 4.24  | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 1.15 – 2.25         | 850                 | 4.5         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |
|            | 0.85 – 2.35         | 700                 | 4.0         | 0           | ...             | ...                   | ...                | ...              | ...             | ...             | ...       | ...       |

Table 4 continued
Table 4 (continued)

| Object | $\lambda$ (\mu m) | $T_{\text{eff}}$ (K) | log $g$ (dex) | $Z^d$ (dex) | $v_r$ (km s$^{-1}$) | $v\sin i$ (km s$^{-1}$) | log $\Omega$ (dex) | $R_{\text{eq}}$ (R$_{Jup}$) | $M$ (M$_{Jup}$) | Grids Cloudless? | Chem.Eq.? | References |
|--------|-----------------|-----------------|-------------|-------------|-----------------|------------------|-----------------|----------------|---------------|----------------|-------------|------------|
|        | 0.85$^{a}$$^{b}$ | 2.38$^{b}$ | 875$^{b}$ | 5.0$^{b}$ | 0.3$^*$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | $\cdots$ | Yes | 24 |

$^a$ Parameters derived from this work are shown as median and 1σ uncertainties, with systematic errors (Section 4.1.6) already incorporated. Values inside parentheses are formal spectral-fitting uncertainties from Starfish before applying any systematic errors.

$^b$ Radii ($R$) is derived from the objects’ parallaxes and fitted log $\Omega$ and mass ($M$) is derived from $R$ and the fitted log $g$. Age ($t$) is derived by interpolating the evolutionary models using the fitted $\{T_{\text{eff}}, \log g, Z\}$ values.

$^c$ Grid models adopted by previous forward-modeling analyses and whether these models are generated with cloudless and/or chemical equilibrium assumptions (only shown if "Yes").

$^d$ The "*" symbols mark metallicities that are assumed instead of fitted during the spectral fitting process.

$^e$ Parameters are derived from the empirical analysis of spectral indices by Burgasser et al. (2006).

$^f$ Parameters are derived from retrieval analysis.

References—(1) Ackerman & Marley (2001), (2) Allard et al. (2001), (3) Marley et al. (2002), (4) Tsuji (2002), (5) Burrows et al. (2003), (6) Saumon et al. (2003), (7) Tsuji (2005), (8) Burgasser et al. (2006), (9) Saumon et al. (2006), (10) Burgasser (2007), (11) Leggett et al. (2007), (12) Saumon & Marley (2008), (13) Del Burgo et al. (2009), (14) Geballe et al. (2009), (15) Testi (2009), (16) Allard & Freytag (2010), (17) Burgasser et al. (2010), (18) Allard et al. (2011), (19) Burningham et al. (2011), (20) Luo et al. (2011), (21) Morley et al. (2012), (22) Sorahana & Yamamura (2012), (23) Mollière et al. (2015), (24) Tremblin et al. (2015), (25) Line et al. (2017), (26) Marley et al. (2017), (27) Samland et al. (2017b), (28) Marley et al. (Submitted).
Table 5. Spectroscopically Inferred Covariance Hyper-Parameters and $\epsilon_J$ of HD 3651B, GJ 570D, and Ross 458C

| Object     | $\sigma_N$ (km s$^{-1}$) | $\ell$ | log $a_G$ (dex) | $\epsilon_J$ |
|------------|--------------------------|--------|-----------------|--------------|
| HD 3651B   | 1.00$^{+0.04}_{-0.04}$   | 811.4$^{+7.51}_{-10.15}$ | $-34.64^{+0.11}_{-0.11}$ | 0.026$^{+0.004}_{-0.003}$ |
| GJ 570D    | 1.04$^{+0.05}_{-0.05}$   | 271.4$^{+3.72}_{-3.72}$   | $-33.79^{+0.08}_{-0.08}$  | 0.020$^{+0.002}_{-0.002}$ |
| Ross 458C  | 0.93$^{+0.04}_{-0.04}$   | 854.1$^{+4.71}_{-5.22}$   | $-34.67^{+0.09}_{-0.09}$  | 0.042$^{+0.007}_{-0.007}$ |
| Parameter                        | HD 3651B | GI 570D | Ross 458C |
|---------------------------------|----------|---------|-----------|
|                                 | Atmospheric Evolutionary Atm. − Evo. | Atmospheric Evolutionary Atm. − Evo. | Atmospheric Evolutionary Atm. − Evo. |
| Primary Star Age (Gyr)          | 4.5 − 8.3 | 1.4 − 5.2 | 0.15 − 0.8 |
| Primary Star Metallicity (dex)  | 0.1 − 0.2 | −0.05 − 0.05 | 0.16 − 0.32 |
| Effective Temperature (T eff; K) | 818.5 ± 28 | 809.15 ± 16 | 786.20 ± 16 |
| Surface Gravity (log g; cgs)    | 3.94 ± 0.29 | 5.26 ± 0.06 | 4.90 ± 0.25 |
| Metallicity (Z; dex)            | −0.2 ± 0.16 | −0.15 ± 0.03 | −0.37 ± 0.17 |
| Radius (R; R jup)               | 8.1 ± 0.07 | 0.81 ± 0.02 | 0.79 ± 0.06 |
| Mass (M; M jup)                 | 2.3 ± 2.3 | 48.1 ± 4.4 | 34.6 ± 7.5 |
| Bolometric Luminosity* (log (Lbol/L⊙); dex) | −5.56 ± 0.04 | −5.57 ± 0.03 | −5.54 ± 0.03 |

* Atmospheric bolometric luminosities are computed by integrating the objects’ 1.0 − 2.5 μm SpeX data and fitted model spectra to shorter and longer wavelengths spanning 0.4 − 50 μm, with these spectra scaled by the objects’ measured parallaxes.