In the big data environment, the factors affecting the operation of small- and medium-sized enterprises are becoming more and more complex. In order to more accurately measure the financial crisis of small- and medium-sized enterprises, from the perspective of multisource information fusion, based on the traditional financial data reflecting the private information of enterprises, the public information data for measuring the macroeconomic and market environment are integrated and analyzed. Considering the multidimensional heterogeneity of multisource information data, BPNN, SVM, KNN, LOG, and MDA are introduced to build models, and ensemble learning is used to integrate the results of different early warning models to reduce the risk of inconsistent results from different models. The empirical results show that the early warning model integrating multisource information can improve the early warning accuracy. The research results show that the financial crisis early warning of small- and medium-sized enterprises should not only pay attention to financial indicators but also pay attention to the impact of corporate governance, industry, and the overall economic environment of the country; the accuracy of the model in this paper is significantly higher than that of the other models in terms of the accuracy of financial crisis early warning. It shows that the model in this paper can better predict the real financial status of small- and medium-sized enterprises.

1. Introduction

With the development of the market economy and global integration, the total number of small- and medium-sized enterprises in China has exceeded 99%. At the same time, they contribute 60% of GDP and 50% of tax revenue and provide 80% of employment opportunities. They have become the main force of market development. Therefore, it is very important to construct a scientific and reasonable financial crisis early warning model for small- and medium-sized enterprises in China [1]. However, SMEs have significant heterogeneity compared with large-scale enterprises such as manufacturing and real estate, which are currently more concerned by scholars. The following are some discussions on SMEs: poor economic strength and lack of adaptability to changes in the external environment [2]. With the increasingly fierce market competition, its characteristics of being easily affected by external macroeconomics and market environment have become more prominent. At the same time, the era of big data has changed the internal and external environment of enterprises. Collecting valuable data for effective analysis can provide more scientific support for management decisions [3]. Therefore, the analysis of the operating conditions of small- and medium-sized enterprises not only should rely on financial indicators reflecting the private information of enterprises but should also consider public information that can fully reflect the macroeconomic conditions and market
conditions. However, the existing research on financial crisis early warning of small- and medium-sized enterprises pays more attention to the private information of enterprises, ignoring the impact of external public information on enterprise operation, which is not suitable for the research on financial early warning of small- and medium-sized enterprises in the new environment [4]. Second, existing studies have shown that financial data reflecting private information of enterprises is lagging and gray, so financial data has limitations in crisis warning. Third, early warning research on small- and medium-sized enterprises needs to integrate multisource information, but multidimensional heterogeneous data brought by multisource information and complex nonlinear relationships in the data pose challenges to traditional statistical measurement methods; for example, multivariate discriminant analysis (MDA) and logistic regression (LOG) all require strict assumptions and cannot handle multidimensional heterogeneous data [5].

In recent years, with the development and maturity of computer science, artificial intelligence learning methods have gradually developed. Artificial intelligence methods not only avoid the limitations of traditional statistical methods with many assumptions but also can better deal with nonlinear complex relationships [6]. Among them, data mining methods such as backpropagation neural network (BPNN), K-nearest neighbor algorithm (KNN), Decision Tree (DT), and support vector machine (SVM) have achieved good results in financial early warning research. However, the disadvantage is that each method has different characteristics and applicable conditions (such as data structure), which will lead to inconsistent prediction results of different methods, which has certain limitations. Therefore, how to integrate the advantages of different data mining methods to build a structure capable of handling multisource heterogeneity is a field of interest [7].

In order to solve the above problems, based on the perspective of multisource information fusion, this paper introduces the integrated learning method to build a financial crisis early warning model for small- and medium-sized enterprises in China based on integrated learning. Data (macroeconomic information and market information) adopt five early warning algorithms that perform well in crisis early warning—BPNN, SVM, LOG, KNN, and MDA to build models, and introduce an integrated learning mechanism to analyze the results of different early warning models. Integrated processing combines the advantages of multiple algorithms to reduce the risk of inconsistent results from different early warning models. Empirical research on small- and medium-sized enterprises in China shows that the new early warning method can significantly improve the accuracy and stability of early warning [8].

2. State of the Art

From the perspective of indicator selection, the existing research on corporate financial crisis early warning mainly focuses on the private financial information of companies. For example, Lv et al. (2004) found that profitability, asset-liability ratio, and company size have a significant impact on companies in financial crisis [9]. Ling et al. (2005) proved through experiments that indicators such as profitability, liquidity repayment ability, operational ability, and business development ability provide a lot of useful information for predicting financial distress. However, some studies have pointed out that financial indicators have the characteristics of hysteresis and grayness, and it is impossible to comprehensively judge the operation status of enterprises only by using financial indicators. Later, scholars at home and abroad began to pay attention to nonfinancial information. Lehman and Topol [10] found that in the early warning model with a long time window, indicators such as solvency, industry risk, and payment behavior are important factors for predicting bankruptcy, and combining financial and nonfinancial variables can make the results more accurate. Zhang et al. [11] comprehensively select corporate financial variables, nonfinancial variables, and macrovariables to establish a financial crisis early warning model. The empirical results show that the accuracy of the early warning model containing three sets of variables is better than that of only one or two sets of variables.

Judging from the selection of early warning methods, the methods for constructing early warning models for corporate financial crisis at home and abroad are mainly divided into two categories: one is statistical methods, including MDA and LOG. However, the application of statistical methods requires basic assumptions. When there are many variables, it is difficult to solve problems such as multicollinearity and autocorrelation, so there are limitations in practical applications. Most empirical research results show that logistic regression has higher accuracy and better stability in statistical measurement methods [12]. The second is artificial intelligence learning methods, including DT, rough set, genetic algorithm, and SVM [13]. At present, the models that perform well in corporate financial crisis early warning include DT, ANN, and SVM. However, due to the different characteristics of different models and the differences in applicable conditions, the empirical results are unstable and different and thus have certain limitations [14].

To sum up, the existing research on financial early warning of small- and medium-sized enterprises pays more attention to the private financial information of enterprises, ignoring the impact of external public information on enterprise operation [15]. In addition, compared with traditional statistical measurement methods, the existing data mining models show certain advantages in dealing with enterprise financial crisis early warning, but the differences in their applicable conditions are prone to the risk of inconsistent results. Therefore, based on the perspective of multisource information fusion, this paper comprehensively considers macroeconomic indicators and market indicators based on public information on the traditional financial indicators based on private information of enterprises [16]. In addition, in order to reduce the risk of inconsistent results of different data mining models, this paper introduces an ensemble learning mechanism to perform “secondary” fusion processing on the results of different models to improve the accuracy and stability of the final prediction results [17].
3. Methodology

3.1. Financial Crisis Early Warning Model Based on Ensemble Learning. This paper studies the financial crisis early warning of small- and medium-sized enterprises in China. Firstly, on the traditional financial indicators based on private information of enterprises, macroeconomic indicators and market indicators based on public information are added; secondly, in order to better integrate the advantages of different early warning models and improve the reliability of the prediction results, this paper introduces an integrated learning mechanism to integrate the results of different models to optimize the final decision results. The model design route is shown in Figure 1 [18].

Based on the perspective of multisource information fusion, this paper comprehensively selects multisource indicators that reflect corporate private information and public information. The indicators of corporate private information are mainly key corporate financial indicators, which are divided into five categories: solvency, operational capacity, profitability, structural stability, and business development capabilities; the indicators of corporate public information are divided into two categories: indicators reflecting the macroeconomic environment and indicators reflecting market conditions. In view of the reference to the existing research indicators and from the statistical point of view, the types of indicators with serious data missing are deleted. The indicators finally selected in this paper are shown in Table 1. There are 44 types in total, including 31 types of private information indicators and 13 types of public information indicators [19].

3.2. Financial Crisis Early Warning Model

(1) BP neural network (BPNN) [20]. A team of scientists headed by Rumelhart and McClelland proposed the BPNN algorithm in 1986, which is a multilayer feed-forward network trained by an error backpropagation algorithm. When BPNN is used to establish financial crisis early warning, it first divides the set composed of multidimensional indicators and label outputs of enterprises (crisis enterprise DF and healthy enterprise NF) to obtain a training set and test set. The training set is used to train the network and establish the BPNN financial crisis prediction model; then, input the test set and output the prediction results of the test set enterprises

(2) Support vector machine (SVM). Vladimir Vapnik (1995) proposed the SVM algorithm, which is a supervised learning model and related learning algorithms for analyzing data in classification and regression analysis. SVM transforms the linearly inseparable samples in the low-dimensional input space into a high-dimensional feature space by using the nonlinear mapping algorithm to make them linearly separable and uses the linear algorithm to linearly analyze the nonlinear characteristics of the samples. In the SVM financial early warning research, given the training set, based on the structural risk minimization principle of the SVM algorithm, a hyperplane in the space that can classify companies is found. Then, input the test set, and the output result is the possibility of financial crisis of the enterprises in the test set

(3) K-nearest neighbor algorithm (KNN). It was first proposed by Fix and Hodges (1952) and Cover and Har (1967). It is a multivariate discrimination method based on nonparameters. For a new input sample, if the K most adjacent samples found in the training set belong to a certain category (such as DF), the sample also belongs to this category. If the value of K is small, it means that good results can be achieved only when the samples to be predicted and the samples to be trained are close. If the value of K is large, it means that the approximation error of algorithm classification increases. At this time, samples far away from the input samples will also have an effect on the results

(4) Logistic regression (LOG). Martin (1977) first proposed the use of logistic regression models to predict corporate default probability and bankruptcy. The logistic regression model establishes a linearly classifiable model by the method of maximum likelihood estimation and realizes the classification prediction of the dataset of binary variables or multivalue variables. If the probability of a company’s financial crisis is set as P (the probability of no financial crisis is 1 − P, P ∈ (0, 1)), the logit transformation of P is used as the dependent variable, and the logistic regression equation is established:

\[
\text{logit}(P) = \ln \left( \frac{P}{1-P} \right) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n, \quad (1)
\]

Available: \[ P = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n)}}. \quad (2)\]

Definition 1. Use \((X_i, y_i), (X_2, y_2), \cdots, (X_N, y_N)\) to represent training data and labels, where \(X_i\) is a vector, \(y_i\) is a label, and \(y_i\) is equal to +1 or -1.

Definition 2. In the sample space of a linear model, the partitioning hyperplane can be represented by \(\omega^T X + b = 0\), where \(\omega\) and \(b\) are undetermined parameters, \(\omega\) and \(X\) are vectors, and \(b\) is a constant.

Definition 3. A training set is linearly separable means that, for the training set \(\{(X_i, y_i)\}_{i=1,2,\cdots,N}\), there exists \((\omega, b)\) such that for any \(i = 1, 2, \cdots, N\), there is the following:

(a) If \(y_i = +1\), then \(\omega^T X + b \geq 0\)

(b) If \(y_i = -1\), then \(\omega^T X + b < 0\)
The above two formulas can be combined as
\[ y_i \left[ \omega^T x_i + b \right] \geq 0. \]  
(3)

The optimization problem of support vector machine is as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| \omega \|^2, \\
\text{Constraints} & \quad y_i \left[ \omega^T x_i + b \right] \geq 1,
\end{align*}
\]
(4)

and distance from the vector \( x_0 \) to the hyperplane \( \omega^T x + b = 0 \) is \( d = \| \omega^T x_0 + b \| / \| \omega \| \), of which

\[
\| \omega \| = \sqrt{\omega_1^2 + \omega_2^2 + \cdots + \omega_m^2}.
\]
(5)

\( a \) can be used to scale \((\omega, b) \rightarrow (a\omega, ab)\), and finally, there is \( |\omega^T x_0 + b| = 1 \) on the support vector \( x_0 \). At this time, the distance between the support vector and the hyperplane is \( d = 1/\| \omega \| \). If you want to maximize the interval \( d \), you only need to minimize \( \| \omega \| \). For the convenience of solving, minimize \( (1/2) \| \omega \|^2 \).

Among them, \( x_i \) refers to each variable (multidimensional index), \( \beta_0 \) is a constant and has nothing to do with each variable \( x_i \), and \( \beta_1, \beta_2, \cdots, \beta_n \) are regression coefficients, representing the contribution of each variable \( x_i \) to \( P \). The probability \( P \) of a company’s financial crisis calculated by the logistic regression model is determined and predicted by setting a threshold (this paper sets the threshold to 0.5; that is, if \( P \) is greater than or equal to 0.5, the company will have a financial crisis).

(5) Multiple linear discriminant analysis (MDA). MDA is mainly used in the classification problem of financial crisis early warning. The optimal linear decision model is used to classify new things. The general form of the discriminant function is

\[ Z = \beta_0 + \sum_{i=1}^{n} \beta_i x_{it}. \]  
(6)

When the linear relationship test \((F \text{ test})\) of the model is significant, almost all regression coefficient \( \beta T \)-test was not significant. The sign of the regression coefficient is opposite to that expected. The tolerance of an independent variable is equal to 1 minus the judgment coefficient of the linear regression model obtained when the independent variable is the dependent variable and other independent variables are the predictive variables. The smaller the tolerance, the
more serious the multicollinearity. It is generally considered that there is severe multicollinearity when the tolerance is less than 0.1. The variance expansion factor is equal to the reciprocal of tolerance. Obviously, the larger the VIF, the more serious the multicollinearity. It is generally believed that there is severe multicollinearity when VIF is greater than 10.

3.3. An Ensemble Mechanism Based on Ensemble Learning. Ensemble learning is a machine learning algorithm that deals with classification problems. It establishes a set of independent models for the same problem for analysis and prediction and then fuses the output results of all independent models according to certain rules, thus obtaining an integrated model, with higher accuracy than that of a single model. At present, ensemble learning methods mainly include bagging, boosting, and so on. The majority voting (MV) method in bagging is the most widely used classical algorithm for ensemble learning. Therefore, in this paper, simple majority voting is used as a combination rule to construct an integrated mechanism, and an integrated analysis of the results of the above-mentioned different early warning models is carried out.

Denote the five early warning models in this paper as $F = \{f_1, f_2, f_3, f_4, f_5\}$. If the integrated mechanism of majority voting is used to predict the financial status of the $i$-th

| Table 1: Multisource information indicators. |
|---------------------------------------------|
| **Level** | **Category** | **Indicator** |
| Solvency | Current ratio (X1) | Asset-liability ratio (X5) |
| | Equity multiplier (X2) | Current liabilities/total assets (X6) |
| | Quick ratio (X3) | Operating cash flow/current liabilities (X7) |
| | Earned interest multiple (X4) | Current asset turnover ratio (X11) |
| | Accounts receivable turnover ratio (X8) | Total asset turnover ratio (X12) |
| | Inventory turnover (X9) | Account payable turnover (X13) |
| | Fixed asset turnover (X10) | Net interest rate on total assets (X18) |
| | ROE (X14) |  |
| Operational capability | Private information | Profitability | Cost of sales rate (X15) | Return on current assets (X19) |
| | Net sales margin (X16) | Return on fixed assets (X20) |
| | Return on total assets (X17) |  |
| | Fixed assets/total assets (X21) | Current liabilities/total liabilities (X23) |
| | Shareholders’ equity/fixed assets (X22) | Current assets/total assets (X24) |
| Business development capability | Business development capability | Net profit growth rate (X25) | Operating income growth rate (X27) |
| | Total asset growth rate (X26) |  |
| | Net assets per share (X28) |  |
| | Earnings per share (X29) |  |
| Capital expansion capability | Capital expansion capability | Growth rate of total retail sales of social consumer goods (X32) | GDP growth rate (X37) |
| | (macroeconomics) |  |
| | Public information | M1 growth rate (X33) | Growth rate of industrial added value (X38) |
| | Public information (market) | M2 growth rate (X34) | Interest rate growth rate (X39) |
| | | CPI growth rate (X35) | Interest rate (X40) |
| | | PPI growth rate (X36) | Employment rate (X41) |
| | | Total market cap/total liabilities (X42) | Yield increase (X44) |
| | | Shares/total share capital (X43) |  |

| Table 2: Mixed matrix for a two-class early warning problem. |
|-------------------------------------------------------------|
| Predicted as DF | Predicted as NF |
| Actual DF | TP | FN |
| Actual NF | FP | TN |

TP (true positive): samples that are actually DF and predicted to be DF; FP (false positive): samples that are actually NF but predicted to be DF; FN (false negative): samples that are actually DF but predicted to be NF; TN (true negative): the sample that is actually NF and is predicted to be NF.
enterprise $Y_i$, the calculation process is as follows:

$$F(Y_i) = \begin{cases} 
NF, & P(F(Y_i) = NF) > P(F(Y_i) = DF), \\
DF, & P(F(Y_i) = NF) \leq P(F(Y_i) = DF), 
\end{cases}$$ \hspace{1cm} (7)

$$P(F(Y) = NF) = \frac{1}{5} \sum_{t_f(Y_i) = NF} f_i(Y_i),$$ \hspace{1cm} (8)

$$P(F(Y) = DF) = \frac{1}{5} \sum_{t_f(Y_i) \neq NF} f_i(Y_i).$$ \hspace{1cm} (9)

Among them, $f_i(Y_i)$ is the prediction result of the early warning model $t$ on the enterprise $Y_i$, and $P(F(Y_i) = DF)$ refers to the probability that the enterprise $Y_i$ is predicted to be DF through the integration mechanism, and its value range is $[0, 1]$. Similarly, we can know that $P(F(Y_i) = NF)$. $F(Y_i)$ is the prediction result of enterprise $Y_i$ obtained by majority voting, and its value is NF or DF.

3.4. Model Evaluation Method. In order to measure the performance of the early warning model more accurately, this paper selects three categories of five indicators as the evaluation criteria for the model, which are described in detail as follows: for each test sample of the dataset, the model has four possible prediction results, as shown in Table 2 which is a mixture matrix of two-class early warning problems.

Assuming that the numbers of FD and NM samples in the test set are Num1 and Num2, respectively, there are

$$TP + FN = Num1,$$ \hspace{1cm} (10)

$$FP + TN = Num2.$$ \hspace{1cm} (11)

1. Accuracy. An accurate degree is the most common evaluation criterion in forecasting problems. This paper uses three indicators to measure the accuracy of the model. They are the prediction accuracy of crisis enterprises

$$\text{(Acc - DF): } TP/(TP + FN),$$ \hspace{1cm} (12)

Forecast accuracy of noncrisis companies

$$\text{(Acc - NF): } TN/(FP + TN),$$ \hspace{1cm} (13)

and overall accuracy

$$\text{(Acc): } (TP + TN)/(TP + FN + FP + TN).$$ \hspace{1cm} (14)

2. $F$-measure method. $F$-measure, proposed by Powers (2011), is a statistic commonly used to evaluate the performance of early warning models. $F$-measure is a combination of recall and precision: $F$-measure = aunt recall $\times$ precision. Among them, precision is the proportion of DF (NF) companies that are actually predicted to be DF (NF) companies; recall is the ratio of the number of DF (NF) companies that can be correctly predicted to be all DF companies.
When calculating the F-measure of DF, 

\[
\text{Recall} = \frac{TP}{TP + FN}, \\
\text{Precision} = \frac{TP}{TP + FP}.
\]  

When calculating the F-measure of NF, 

\[
\text{Recall} = \frac{TN}{TN + FP}, \\
\text{Precision} = \frac{TN}{TN + FN}.
\]  

From the formula, if both recall and precision are relatively small, F-measure will be small; if recall (precision) is large and precision (recall) is small, F-measure will also be small; recall and precision are large only when the F-measure is larger. Therefore, the F-measure method can reasonably evaluate the prediction performance of the model for DF and NF samples.

The ROC curve can reflect the prediction performance of the model at different thresholds and has gradually become the mainstream method to measure the prediction performance of the model. The method uses Acc-DF and 1-Acc-NF as the horizontal and vertical coordinates, respectively, and each threshold corresponds to a point (1-Acc-NF, Acc-DF), constantly changing the threshold and converting the obtained (1-Acc-NF, Acc-DF) points that are connected, which is the ROC curve of the model on the test set. Since the ROC curve is a two-dimensional graph, it is not convenient for quantitative evaluation. Therefore, the area under the curve (AUC) is often used as the quantitative evaluation of the model performance by the ROC curve. The value range of AUC is [0, 1]. The closer the AUC is to 1, the better the performance of the early warning model.

### 4. Result Analysis and Discussion

#### 4.1. Empirical Analysis of the Financial Crisis Early Warning Model

| Train-test ratio | Accuracy | Integrated early warning model |         |         |
|------------------|----------|--------------------------------|--------|--------|
|                  |          | Based on a multisource indicator model | Model based on financial indicators |
|                  | Acc-DF   | 0.8750                         | 0.8125 |
|                  | Acc-NF   | 0.9250                         | 0.9500 |
|                  | Acc      | 0.9107                         | 0.9107 |
| 60 : 40          |          | F-measure 0.8489               | 0.8391 |
|                  | Acc-DF   | 0.9167                         | 0.8333 |
|                  | Acc-NF   | 0.9333                         | 0.9333 |
|                  | Acc      | 0.9286                         | 0.9048 |
|                  | F-measure| 0.8807                         | 0.8333 |

(1) Selection of research samples and data sources

This paper studies the financial crisis early warning problem of small- and medium-sized board companies and takes the companies listed as “ST” as DF samples and the companies that have never been marked as “ST” as NF samples. The data of 791 small- and medium-sized board companies in China from 2005 to 2016 were collected (the data came from the Juling financial service platform), of which 40 companies were marked as ST and ST* from 2008 to 2016. Excluding the sample of companies with incomplete data, a sample of 721 companies was finally obtained. Considering that the impact of macroeconomic variables on corporate finance is related to the duration of macrovariables, this study selects data with a time window of 2 years for empirical analysis; that is, the company is marked as ST in year T; then, take the private data of T-2 years. Information and public information data are used for analysis.

(2) Analysis of results

Since the total number of DF samples and NF samples is 40 and 681, respectively, and the sample ratio is about 1:17, it is a typical unbalanced dataset. In order to avoid the
influence of data imbalance on the accuracy of the model, this paper adopts the method of random simple undersampling, randomly selects 100 samples and 40 ST samples from the healthy group as the training and testing samples, and randomly divides the obtained sample data into training samples. With the training group and test group, the data is divided according to the training-test ratio (60:40, 70:30) (due to the small number of ST samples, this study will not explore the situation when the training-test ratio is 80:20 and 90:10). In this paper, 10 times of cross-validation is adopted, and the average result of 10 experiments is used as the final result to avoid overfitting and improve the robustness of the result.

In order to comprehensively evaluate the prediction performance of the new model, this part constructs two sets of controlled experiments: the first is to compare the prediction results of integrating private information and public information with the prediction results relying only on private information. The comparison results are shown in Table 3 and Figure 2. The second is to compare the prediction performance of the new model with the prediction performance of the existing model.
results based on the ensemble learning model and the prediction results of a single data mining early warning model. The comparison results are shown in Table 4 and Figure 3.

The prediction results based on the ensemble learning model are compared with the prediction results of a single data mining early warning model. The comparison results are shown in Table 4 and Figure 3.

The following conclusions can be drawn from the experimental results:

(1) It can be seen from Table 4 and Figure 3 that the early warning model based on multisource indicators is obviously better than the early warning model based on financial indicators. For example, when the training-test ratio is 70:30, the prediction

---

**Figure 6: Risk rate curve.**

**Figure 7: LML diagram of the two groups of samples.**
4.2. Empirical Analysis of Integrated Learning.

The prediction accuracy of the multisource indicator model is higher than that of financial indicators. The model is high, where the Acc-DF of the two differs by 0.08%. There may be two reasons for this: first, SMEs are affected by their own management level, macroeconomic fluctuations, and market competition, and collecting multisource information can better reflect various factors affecting corporate finance; second, financial indicators lag behind. When used to predict financial crises, the results are less robust and less accurate.

(2) As shown in Table 3 and Figure 2, the model prediction results based on ensemble learning are better than those of the single early warning model. Regardless of the training-test ratio of 60:40 or 70:30, the accuracy and stability of the ensemble learning prediction results are significantly better than those of the single early warning model. The main reasons for this may be the following two points: first, the single model shows instability in the multisource indicator early warning model. For example, when the train-test ratio is 60:40, the Acc-DF of BPNN is the highest, but the Acc-NF is lower, and other models are opposite to BPNN. When the training-test ratio is 70:30, the situation is just the opposite; second, ensemble learning can integrate the advantages of different early warning models and improve the prediction accuracy.

(3) It can be seen from Table 3 that the performances presented by the five data mining early warning models are quite different. The prediction result of SVM is relatively the best, while the performance of LOG is the worst. The main reason is that SVM uses a nonlinear mapping algorithm to better handle nonlinear high-dimensional data, while LOG is easy to generate when dealing with complex nonlinear multidimensional data overfitting. The prediction accuracy of the model is that SVM and MDA are better than BPNN and KNN and BPNN and KNN are slightly better than LOG.

4.2. Empirical Analysis of Integrated Learning. The figure is based on the prediction results of a single SVM model on the test sample data. This paper will use the AdaBoosting strategy for the RBF kernel function-based SVM single classifier and the polynomial kernel function-based SVM single classifier and classify at the same time. A series of experiments were carried out with a step size of 5, and the number of devices was gradually increased from 5 to 50. The above experimental process has shown the running results [10], and the number of equipment is closely related to the prediction accuracy. With the increase in the number of equipment, the prediction accuracy gradually decreases, and the prediction accuracy of the RBF method is higher than that of polynomial, and its statistical results are shown in Figure 4.

According to the survival time of the sample, the estimated value of the baseline survival rate function and the 8 covariates entered into the Cox regression model are, respectively, substituted into the final function expression of the Cox regression model, and the average value of each sample at the observation time \( t \) can be calculated as the survival function.

In addition, according to the change of the survival rate of the sample, the Cox regression model can also fit the survival rate curve and the hazard rate curve, as shown in Figures 5 and 6.

It can be seen from Figure 5 that after the survival time of 8 years, the survival rate of listed SMEs is relatively low. Similarly, it can be seen from Figure 6 that after 8 years of survival from SMEs, business risks also increase significantly. The average life span of small- and medium-sized enterprises is 8 years.

Since the application of the Cox proportional hazards model is based on the assumption of proportional hazards, that is, the relative hazard ratio is independent of time \( t \) and is a constant proportional value. In this paper, the sample data is divided into two groups according to the survival status = 1 and status = 0, and the quadratic logarithmic survival rate graph is made, respectively, namely, log minus log (LML). If the curves drawn using the two sets of data cross or the distance between the two curves varies greatly, it means that the hazard ratio changes with time, which does not have the premise of applying the Cox proportional hazards model; otherwise, the assumptions of the Cox proportional hazards model are met. Figure 7 shows the LML diagram of the two groups of samples.

5. Conclusion

Due to the characteristics of SMEs, only relying on financial indicators based on private information has been unable to obtain effective financial crisis early warning results. Based on the perspective of multisource information fusion, this paper integrates public information for measuring macroeconomic conditions and market conditions on the basis of traditional private information and establishes an indicator system that can more comprehensively reflect the financial status of SMEs. On this basis, five data mining models with better performance are selected for early warning analysis, and an ensemble learning method is introduced to perform “secondary” fusion processing on the prediction results of the five models, so as to obtain more effective and robust prediction results. The empirical analysis of the 12-year data of China’s small- and medium-sized enterprises shows that the prediction results of the fusion of multisource information are significantly better than the prediction results of only using financial indicators, with higher accuracy. The empirical results prove the validity and reliability of the new perspective and method and also provide a more reliable method for financial early warning of small- and medium-sized enterprises.

(1) When a single classifier solves a problem, there is often a phenomenon of weak classification.
However, the ensemble learning method just overcomes the shortcomings of weak classifiers. It transforms the combination of multiple weak classifiers into strong classifiers through the ensemble algorithm and obtains better results than weak classifiers.

(2) The integrated learning method based on support vector machine shows many advantages in solving small-sample, nonlinear, and high-dimensional pattern recognition, and it adopts the principle of structural risk minimization, which overcomes the need to obtain a large number of BP neural networks. The training samples and the defect that only local optimal solutions can be obtained use the nonlinear kernel function to fully fit and learn the sample data, which can well solve the problems of “overlearning” and “underlearning,” making the model easy to calculate, with speed and other advantages.

Therefore, it is effective to introduce the SVM method into the model for constructing the financial crisis early warning model of listed companies and achieve a certain financial crisis early warning effect. At the same time, the following issues deserve further study:

(1) In terms of sample selection, since the number of ST companies in listed companies is far less than that of non-ST companies and because the traditional SVM algorithm (C-SVM) is not suitable for unbalanced samples, this paper select two types of samples that match the number of samples. Therefore, it is necessary to further study the impact on the classifier when the two types of samples are unbalanced in order to ensure a more accurate prediction accuracy.

(2) As an emerging method, support vector machine still has many unsolved or insufficiently solved problems, and there is still more room for development in application, which can be used more fully in commercial bank credit evaluation, loan classification, and risk management.
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