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Currently, many services benefit greatly from the availability of accurate tracking. Tracking in wireless sensor networks remains a challenging issue. Most tracking methods often require a large number of anchors and do not take advantage of potential localization information, leading to poor accuracy. To solve this problem, this paper proposes a Novel Monte Carlo-based Tracking (NMCT) algorithm with area-based and neighbor-based filtering, which fully extracts the proximity information embedded in the neighborhood sensing. We describe the entire system design in detail and conduct extensive simulations. The results show that the proposed algorithm outperforms the typical schemes under a wide range of conditions.

1. Introduction

Wireless sensors have been the focus of domestic and international research, and wireless sensor networks (WSNs) represent a revolution of information perception and collection and play a huge role in national defense, space exploration, environmental science, and other fields [1]. A large number of wireless sensors are used in our daily lives and yield a variety of conveniences, with one of the most widely used fields being tracking. People use the received signal strength or other characteristics emitted by the unknown nodes to track and position the target's location. Due to the restrictions of size, power consumption, and other factors of sensors, tracking faces many challenges and requirements. How to retain a balance between the power consumption and the accurate position information becomes the main challenge.

Most tracking methods use a number of seed nodes to receive information from other unknown nodes to estimate the target location [2, 3]. Target tracking is often divided into two steps: location and tracking. Only after getting the target's location we are able to track it. Thus, in some methods, target tracking is target position [4].

Typical location algorithms include the Centroid algorithm [5], DV-Hop (Distance Vector-hop) algorithm [6, 7], Amorphous algorithm [8], and MDS-MAP algorithm [9]. The core idea of the Centroid algorithm is that the geometric centroid of all seed nodes within the communication range of unknown nodes is the estimated location. The Centroid algorithm is simple, but its positioning accuracy is not high [10]. For Amorphous algorithm, each node knows the coordinates of the seed node, and nodes calculate their position based on the received seed location and corresponding hop count. MDS-MAP needs to calculate the shortest path between all nodes, so the communication and computing costs are large, and it is consequently only suitable for short-term and small-scale networks.

However, these methods have not taken the mobility of nodes into consideration and have not taken advantage of the potential localization information [11], which leads to poor accuracy as mobility makes the localization process more difficult and complex. To solve these problems, this paper proposes a Novel Monte Carlo-based Tracking algorithm (NMCT).

In 2004, Hu Lingxuan creatively applied the Monte Carlo Location method to sensor network node localization [12]. The core idea of the Monte Carlo localization algorithm is based on the Bayesian filter position, which represents the possible location of the unknown node as a posterior probability density distribution in the form of a weighted sample set. A particle filter algorithm is a type of suboptimal
Bayesian estimation method in nonlinear and non-Gaussian environments [13, 14].

Due to the limited information of an unknown node, the sampling process and filtering process of MCL have to be repeated until it reaches the sample size. As a result, the position accuracy is low.

To fully extract the proximity information embedded in the neighborhood sensing, making the tracking process quicker and the tracking more accurate, our algorithm adds the area-based and neighbor-based filtering to the MCL [15]. Our algorithm has two stages for filtration: prediction and filtering. In the prediction phase, samples are used to describe the posterior probability distribution of unknown nodes. The filtering stage filters out the impossible node samples according to the data sensed by the seed node.

Specifically, our contributions are as follows.

(i) Most of our previous work focuses on investigating the MCL algorithm and its problems. To the best of our knowledge, we construct a complete track framework to address the problems in MCL.
(ii) We introduce the area-based filtering algorithm and apply it to the MCT algorithm to make the framework more accurate.
(iii) We use extensive simulation studies to evaluate the performance of the proposed design. The results show that the estimation error is further reduced compared with the existing works.

The rest of the paper is organized as follows. Section 2 discusses related works. Section 3 presents the network model. Section 4 describes the algorithm design. Section 5 presents the simulation results. Section 6 concludes the work.

2. Related Works

Mobile node position systems based on WSN have a wide range of applications in logistics tracking, animal behavior research fields, fire detection, and so forth. Due to the limited capacity of computing and mobility, which will cause measurement noise of nodes, it is much more difficult to achieve high-precision positioning. In 2006, Dynamic Location Schemes (DLS) was proposed to solve the mobile problem in sensor network [16]. It calculated the distance between seeds and unknown node according to the signal strength and estimated the location by the Triangulation [17]. In 2007, Kim and Lee proposed the Mobile Beacon-Assisted Localization (MBAL) algorithm, in which the seed node moves in a predetermined direction while broadcasting signal to unknown node, according to the signal strength and trilateral position method to locate [18]. CDL [19] is a kind of color theory based dynamic location. It uses RGB as the location of sensors. It is a kind of range-free location algorithm. Reference [20] proposes a location algorithm which relies on multiple flight anchor nodes, so it costs high and has to take more security risks.

In 2004, Hu and his colleague firstly applied the particle filter algorithm to the mobile node localization in WSNs and proposed the classic algorithm MCL. The core idea of MCL is using weighted samples to estimate the posterior probability density of the unknown nodes. MCL has achieved very good results in a mobile wireless sensor location. In recent years, domestic and foreign scholars have proposed a variety of improved MCL algorithms. Based on the MCL algorithm, Baggio proposed the Monte Carlo Localization Boxed (MCB) algorithm, which effectively solves the inefficiencies of the traditional MCL algorithm by building an anchor box and sampling box. The MCB algorithm can effectively reduce the estimation error in location, but we have to configure the nodes’ ranging parts, which increases the cost of the hardware module [21]. After the MCB algorithm, we proposed Multihop-based Monte Carlo Localization (MMCL), which combines MCL and DV-Hop algorithms and achieves precise positioning when node density is relatively low because the algorithm does not need to know the communication radius of nodes during positioning [22].

Sequential Monte Carlo Localization (SMCL) takes a probabilistic approach so that the network topologies need not be formed beforehand [23]. Mobile-Assisted Monte Carlo Localization (MA-MCL) relies on direct arriver and leave information from a single mobile-assisted seed [24]. Mobile and Static Sensor Network Localization (MSL) not only takes the location from seeds into account but also uses the location from one-hop and two-hop nonseed neighbors, which facilitates faster and better accuracy than MCL [25]. Most of these algorithms retain the MCL filtering conditions, so the network has higher sensitivity to the number of anchor nodes, the time and space complexity of the algorithm are high, and the position accuracy is not ideal. Thus, this paper advocates an improved MCL algorithm, called NMCT, that is based on the perpendicular bisector zoning method and the PIT algorithm and improves the position accuracy by filtering any sampling area that does not comply with the conditions.

3. Network Model

This section gives an overview of the tracking system, as shown in Figure 1.

The network model is composed of mobile targets with unknown locations and static anchors, we assume time is divided into discrete time units, and the target can move from its previous location. The target's speed and direction are unknown, but we assume the tracking node is aware of the maximum distance it can move in one time unit, which is the maximum velocity $V_{\text{max}}$. We also know that the node can emit a signal every $T$ seconds. The anchors are randomly deployed as the unfilled circle shown in Figure 1, and the speed and direction of targets are too random to position.

In this paper, we use the random waypoint model to simulate the motion model. In this model, the node race direction is chosen randomly between 0 and 360 degrees, and the speed is chosen randomly between 0 and $V_{\text{max}}$, as the dashed line shows in Figure 1. We assume that there is no bounded area in the network, so the node can move freely, and the movement of each tracking is independent and has no influence on other nodes.
When a mobile node moves into the monitored area of a seed node and when the seed node is in communication range of the target, as the dashed circle shows in Figure 1, the seed node can detect the unknown node and record the signal strength received from it [26]. Due to the different geographic distances between each seed node and target, the signal strength received by different seed nodes is different as well. As the target moves, the signal strength received by the same seed node at different times will also be different. This different signal strength will have an important function in our algorithm.

4. Algorithm Design

Our work is motivated by the MCL algorithm, which is based on the Bayesian filter position. We represent the possible location of the unknown node as a posterior probability density distribution in the form of a weighted sample set. We first present an overview of a three-step design and then describe each step in detail in the following sections.

4.1. Design Overview. Our algorithm also has two stages for filtration: prediction and filtering. Let $t$ be the discrete time and let $t - 1$ be the previous discrete time step. $N$ represents the sample size, and $n$ represents the number of samples remaining after the filtering. The specific steps of the algorithm are as follows.

**Step 1** (initialization). When $t = 1$, initialize the location of the tracking target.

**Step 2.** When $t > 1$, one has the following:

- while ($n < N$), do

- (a) prediction: according to the previous position, predict the node’s current possible position;
- (b) sampling: sample a sufficient number of samples $M$ randomly in the possible area;
- (c) filtering: filter the impossible samples according to the observations of the last time step and this time step.

**Step 3.** Calculate the position of the unknown node at time = $t$.

4.2. Algorithm Process

4.2.1. Initialization and Prediction. We assume all nodes have no knowledge of their position. When time = 1, a node has no knowledge of its location, so the initial position is randomly chosen from all of the possible positions. Assume that the locations are represented by $(x, y)$ in a two-dimensional Cartesian space. We sample a sufficient number of samples $M$ randomly in this entire area and calculate the possible location by averaging all of the locations of the possible samples.

The prediction period estimates the present position according to the node position at the last time step. Due to the speed being chosen randomly from between 0 and $V_{\text{max}}$, when time $> 1$, the unknown nodes could be in a circle with a center point $t_{t-1}$ and a radius of $V_{\text{max}}$, and we sample a sufficient number of samples $M$ randomly in this circle ($t_{t-1}$ represents the possible location at time $t - 1$, and the maximum velocity for nodes is $V_{\text{max}}$).

4.2.2. Filtering. The filtering stage filters out the impossible node samples [27]. According to the data sensed by the seed node at time $t - 1$ and time $t$ and the observation of the seed node, we can remove the samples that cannot possibly be the position of the tracking target.

In our network model, the seed nodes receive different signal strengths from the unknown node in this time step and the last time step; for different seed nodes, the signal strength they receive from the same unknown node can be different as well, in that case, we put forward various new filtering conditions to make the sample size more accurate.

(1) **Area-Based Filtering Condition.** In our network model, every two seed nodes can link to a line and divide the area into two parts; also, every three seed nodes can link into a triangle and divide the samples into the in-triangle part and the out-triangle part. Thus, we employ an area-based approach to perform location estimation by isolating the area into triangular regions after dividing it into near-further parts for different sample nodes. Judging whether the target’s location is inside or outside of these triangular regions allows a number of sample nodes to be reduced to narrow down sample nodes’ range.

Every two seed nodes can link into a segment, and, theoretically, if the unknown nodes happen to be in the perpendicular bisector (the straight line through the midpoint of a line and perpendicular to this line) of this line, then the signal strength that the two seed nodes received from the unknown node should be equal [28, 29]. Otherwise, the tracking target would be in the left or the right part of the perpendicular bisector [30].

For example, as shown in Figure 2, P and Q are two seed nodes, and $I$ is the perpendicular bisector of PQ. The unknown node A is in area I, and its distance to node P is less than its distance to Q. The unknown node B is in line $l$, and its distance to node P is the same as its distance to Q. The
unknown node C is in area II, and its distance to node P is more than its distance to Q. In wireless sensor networks, the farther away the unknown node is from the seed node, the smaller the received signal strength will be. Thus, for node A, the signal strength that node P can hear from it is higher than the signal strength that node Q received. For node C, the signal strength that node P can hear from it is smaller than the signal strength that node Q received. For node B, the signal strength that node P can hear from it is the same as the signal strength that node Q received in ideal conditions.

In wireless sensor networks, we can connect every two seed nodes that are in the communication range of the unknown node and then obtain many seed pairs. According to the perpendicular bisector zoning method above, for each pair of seed nodes, we can compare the signal strength that they received from the same unknown node and then judge which seed node the unknown node is closer to and which area of the perpendicular bisector it could be in. Through connecting all the seed pairs and judging the possible area where the unknown node could be, the impossible samples are gradually reduced according to the intersection area of this possible area.

After dividing the area into the near-further part, we employ a proposition to isolate the area into triangular regions to make the possible area more accurate. Our proposition is similar to the Point-In-Triangulation (PIT) Test [31], but much easier than it because of the following reasons.

Firstly, according to the PIT algorithm, in the actual test, we often find the InToOut errors and OutToIn error, which just judge the node inside the triangle wrong and judge them outside and locate those outside the triangle wrong and judge them inside [32], so the original PIT is not perfect.

Secondly, in our network model, the speed and direction of a node are unknown, so we cannot do like the PIT algorithm that goes through all of the directions of the unknown node to judge whether there is a direction to make judgment; we only have the information of the position of the unknown node at this time step and the last time step, so we can only determine whether, at this moment, the node is outside the triangle or not, according to these two pieces of information.

Thus, in this paper, as the speed and direction of the tracking node are unknown and the seed nodes are randomly distributed, according to the PIT algorithm, we can randomly select three seed nodes in the communication range of the unknown node, A(x_a, y_a), B(x_b, y_b), and C(x_c, y_c) and make a triangle with these dots, ΔABC. We can then judge whether the unknown node is in triangle ΔABC or not according to the following proposition.

If the signal strength received by the same seed node at the last time step is larger than that received at this time, then the sample node is outside the triangle. The following are the different conditions in our network model.

As shown in Figure 3, the tracking target moves from the last time step to this time step in reality. In order to judge the target location at this time step, we have to utilize the information at last time step. Thus, we define a logic direction and take it as the move direction, which is the opposite with actual path.

As shown in Figure 3(a), if the node moves from this time step to the last time step along the logic direction, it will be far away from seed nodes A, B, and C. According to the PIT principle, this means there is a direction that makes the distance between the node and three dots (A, B, and C) get longer. Theoretically, the node can be regarded as out of ΔABC at this time step. However, due to the typical InToOut error shown in Figure 3(c), this conclusion does not always hold.

In the same way, if the node moves from this time step to the last time step along the logic direction as shown in Figures 3(b) and 3(d), it will make the "new" position become closer to seed nodes A, B, and C. According to the PIT principle, this means that there is a direction that makes the distance between the node and three dots get shorter, and there are no InToOut errors or OutToIn error in this situation, so we can conclude that the node is out of ΔABC at this time step. If the target is being far away from the seed nodes, the signal strength that A, B, and C received at this time step should be smaller than that at the last time step. Hence, we can obtain the below proposition: if the signal the same seed node received at the last time step is larger than that received at this time step, the sample node is outside the triangle.

Thus, using all of the triangles which are made by the seed nodes, we can judge the triangular area that the nodes are certainly not in and then discard all of the samples located in the corresponding area.

(2) Neighbor-Based Filtering Condition. To make the filtering results more accurate, we further propose a neighbor-based filtering condition.

Specifically, each predicted position within the communication of the seed node can send broadcasts to the seed node at the current time t. If the seed cannot receive the broadcast from a predicted position, it indicates that this indicated position should be discarded. Here, we mainly rely on the one-hop and two-hop seed node information to filter the impossible samples.

A one-hop seed node is a seed node that can directly listen to the unknown node, while two-hop seed node refers to the seed node that cannot listen to the unknown node directly, but they can hear a one-hop seed node. It means the distance between the sample and the two-hop seed nodes is between r and 2r. Assuming that S represents a one-hop heard node
4.2.3. Resampling and Calculation. After filtering, the remaining samples may be minimal, so we need to perform the resampling operation for supplementing the samples. The algorithm repeats the prediction stage and filter stage until enough samples are collected.

After the resample process, we calculate the position of the unknown node at time \( t \), as in formulas (2), in which we assume locations are \((x, y)\) positions in a two-dimensional Cartesian space:

\[
\begin{align*}
    x_i &= \frac{\sum_{j=1}^{N} x_j^i}{N} \\
    y_i &= \frac{\sum_{j=1}^{N} y_j^i}{N} .
\end{align*}
\]

4.3. Specific Situation. Without loss of generality, we give the distribution of the seed node and target movement scenario shown in Figure 4 for describing the filtering process. The filled black circle represents the position of the target at last time step, while the filled red circle represents the actual target position at the current time step. In addition, the unfilled white circles represent the sample points, and the filled triangles represent the seed nodes, which is A, B, C, and E. Finally, the solid circles with different color denote the corresponding communication radius of nodes.

Based on the proposed movement model and prediction method, we first pick up a number of samples randomly from the circle that takes the location at last time step as the center point and \( V_{\text{max}} \) as the radius. 17 samples are chosen in this scenario. As shown in Figure 4, when seed nodes A, B, and
C receive the signal from target, they begin to perform the filtering operation. According to the area-based filtering condition, we then compare the signal strength received by every two seed nodes in the communication range of the targets. For example, we connect the seed nodes A and B. Let $l_1$ be the perpendicular bisector of the segment AB. By comparing the signal strength they receive from the target, we can conclude that the target gets closer to seed B. Hence, samples 12, 13, 14, 15, 16, and 17 can be abandoned. Similarly, from the signal strength comparison between nodes A and C, we can discard samples 1, 2 and 3. For nodes B and C, we can further throw away samples 4 and 5.

After using the perpendicular bisector zoning method, we further use APIT to discard more samples. For seed nodes A, B, and C, the strength they received from the target at this time is smaller than that of the last time. According to our algorithm, we can make sure the target is out of the triangle that is constructed by the seed nodes A, B, and C, thus we discard sample 9 that is inside $\triangle$ABC.

Through the above filtering, there are only samples 6, 7, 8, 10, and 11 remained. According to the hop-based filtering condition, for the one-hop seed nodes like the seed node B, the distance between node B and target must be within the communication range ($R$) of the target, so all the samples whose distance to seed B are longer than $R$ should be discarded. Thus, samples 7 and 10 are abandoned. For the two-hop seed node and taking node E as an example, the distance between node E and the target must be between $R$ and $2R$, so we discard sample 8. After performing all the filter process, there are only samples 6 and 10 left. Finally, we calculate the average location of the remaining samples as the estimated location at time step $t$.

5. Evaluation

In this section, we compare the performance of the proposed algorithm with the Centroid algorithm, Amorphous algorithm, and original MCL algorithm. We mainly study the impact of time, node speed, seed density, sample number, and radio range irregularity [33] on system performance.

5.1. Simulation Parameters. Similar to the original MCL algorithm, sensor nodes are randomly distributed in a 500 m $\times$ 500 m rectangular region for all experiments. We use the same transmission range, $r$, of 50 m for both nodes and seeds. We also use the random waypoint [34] model to make sure the unknown nodes can vary their speed during different movements.

The speed of the node is randomly chosen from $[V_{\text{min}}, V_{\text{max}}]$ and the node density ($n_d$) is the average number of nodes in the one-hop transmission range. It is set to be 10 in the simulations. We also study the effects of varying $n_d$ in Section 5.2.3. In addition, $N$ is used to represent the number of samples maintained. For all of the other simulations, we use $N = 50$.

5.2. Simulation Results

5.2.1. Accuracy. In this section, we compare NMCT algorithm with original MCL algorithm, Centroid algorithm, and Amorphous algorithm. We also simulate the impact of time on the accuracy of NMCT.

Figure 5 shows a comparison of the accuracy of different algorithms. From the figure, we can see that the Amorphous algorithm initially performs the best and has the lowest estimation error. However, NMCT algorithm exceeds Amorphous algorithm and continues to have the lowest error after 10 steps. From an overall perspective of the Centroid, Amorphous, MCL, and NMCT algorithms, NMCT performs the best and Centroid performs the worst. The Centroid and Amorphous localization techniques do not exploit past information, so they do not improve over time. Since MCL and NMCT update the estimate position according to the latest results from the observed phase, the estimation errors of MCL and NMCT both decrease quickly as time passes. In particular, NMCT decreases quicker.

5.2.2. Node Speed. In the second simulation, we study the impact of node speed on the estimation error. As shown in Figure 6, because the Centroid and Amorphous algorithms have not considered the mobility of nodes, the speed of nodes has little impact on them.

From Figure 6, we can see that the estimation error decreases for MCL and NMCT when the node speed increases between 0.2$r$ and 0.4$r$. But the estimation error increases while $v_{\text{max}}$ is larger than 0.4$r$. That is because node speed impacts the localization process in two ways. At the beginning, faster movement leads to more new observations in each time step, and hence more impossible locations can be filtered, which makes the predicted locations more accurate. On the other hand, the increased speed makes the predicted locations less accurate since the next possible locations fall into a larger region. That is to say, the increasing speed brings too much uncertainty and the obtained new observations cannot reduce the uncertainty, leading to a poor accuracy. In addition, Figure 7 shows the location convergence of NMCT.
At the beginning, the estimate error decreases dramatically because new observations are incorporated. As time goes on, the estimate error keeps some balance.

5.2.3. Seed Density. We conduct the third simulation to study the impact of seed density on the estimation error. Obviously, more seeds can improve the tracking accuracy. More seeds can receive the announcements and provide more observations. Hence, more samples can be reduced and abandoned, although this will also require more hardware resources.

Figure 8 shows the impact of seed density on location accuracy. For Amorphous, because each node receives the propagated messages from all seeds in the network, the estimation error does not improve much when there are a sufficient number of seeds. For the MCL and NMCT algorithms, the estimation error is very high when the seed density is very low, but it drops rapidly as the seed density increases. When the seed density rises to approximately 3.5, the estimation error is gradually stable. Similar to NMCT, Centroid algorithm improves obviously as the seed density increases, but NMCT is much more accurate.

Figure 9 shows the impact of seed density with different node speeds. Three scenarios with different node speed are simulated. As the seed density increases, the nodes with smaller speed have the quicker reduction of the estimation errors. When the seed density continues to increase, the curves become flat for all the scenarios.

5.2.4. Number of Samples. This simulation studies the impact of sample size on the accuracy. We increase the sample size from 1 to 500.

More samples can make the tracking more accurate, but this requires additional memory. There should be a trade-off between the accuracy and resources. So, we conduct this simulation. As shown in Figure 10, the estimation error is very high and the position is very inaccurate when the sample size is very small. As the sample size increases, the estimation error drops quickly. When the sample size is larger than 100, the estimation error of MCL and NMCT becomes relatively stable. Nevertheless, NMTC still performs better than MCL.
5.2.5. Irregularity. This simulation studies the impact of radio range irregularity on estimation error. In a practical application, the radio communication range is usually irregular [35], so it is necessary to evaluate this parameter. Unlike the perfect circles assumed in our previous description, the measured reception distance of radios can vary substantially with environmental conditions and antenna irregularities. In the simulation, we change the radio range irregularity from 0 to 50%, as shown in Figure 11. For the Amorphous algorithm, the estimation error significantly increases when the irregularity increases. This is because the ranging estimate is from the propagation of hop count, and it always selects the minimal hop count. Hence, irregular radio transmissions will have an accumulating effect on the ranging error in multiple hops. However, for the MCL and Centroid algorithms, the range irregularity has little impact on the performance of NMCT. And it is noted that the accuracy of NMCT will still be better than that of MCL with the increasing of the irregularity.

6. Conclusion

In this paper, to solve the problem of the sampling area of the MCL algorithm being too large and to improve the accuracy and effectiveness of MCL, we combine the area-based filtering algorithm with the MCL algorithm and make use of the signal strength received from the unknown nodes to exclude the areas that unknown nodes do not exist in. As the results show, NMCT can improve the accuracy and efficiency of positioning in different conditions, even when the network is highly irregular or the sample size is small. Many issues remain to be solved in future networks, including how to further reduce the impossible sampling area, how different motion models will affect the simulation, and how to improve the security of the network.
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