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Abstract

In this work, we study the instability of an inverse problem of radiative transport equation with angularly independent source and angularly averaged measurement near the diffusion limit, i.e. the normalized mean free path (the Knudsen number) $0 < \varepsilon \ll 1$. For the reconstruction of absorption coefficient, we show that instability depends on the relative sizes between $\varepsilon$ and the perturbation in measurements. When $\varepsilon$ is sufficiently small, we obtain exponential instability, which stands for the diffusion regime, and otherwise we obtain Hölder instability instead, which stands for the transport regime.
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1 Introduction

In this paper, we study the instability of an inverse problem for stationary radiative transport equation (RTE) near the diffusion limit. The radiative transport equation is the typical model to describe the propagation of radiative particles through a scattering medium. In the stationary setting, we assume the density of particles $u(x,v)$ satisfies following general RTE

$$v \cdot \nabla u(x,v) + \sigma_t(x,v)u(x,v) = \int_{\Omega} k(x,v,v')u(x,v')d\mu(v'), \quad \text{in } D \times \Omega$$

$$u(x,v) = f(x,v), \quad \text{on } \Gamma_-$$

The spatial domain $D \subset \mathbb{R}^d, d \geq 2$ is bounded with convex smooth boundary, $\Omega = S^{d-1}$ denotes the unit sphere surface in $\mathbb{R}^d$, $d\mu$ is the associated uniform probability measure of $\Omega$. $f(x,v)$ models an incident density of particles entering the domain. The incoming and outgoing boundary sets $\Gamma_-$ and $\Gamma_+$ are defined by $\Gamma_\pm = \{(x,v) \in \partial D \times \Omega : \pm n_x \cdot v > 0\}$ respectively, where $n_x$ is the outward unit normal vector at $x \in \partial D$. The optical parameters $\sigma_t(x,v)$ and $k(x,v,v')$ are the total absorption and scattering coefficients respectively. For most inverse transport problems, these optical parameters are unknown and needed to be reconstructed from certain boundary or interior measurements [5,6,13,16,29,31]. Such inverse problems have a wide range of applications in medical imaging, remote sensing, nuclear engineering, astrophysics, etc., we refer the interested readers to e.g. [3,17,21,24,28,34,35].
In practice, it is common to assume the optical parameters to be independent of the angular variable, which means \( \sigma_t(x,v) = \sigma_t(x) \) and \( k(x,v,v') = \sigma_s(x)p(v,v') \) for some a-priori known phase function \( p \). The most used measurement is the so-called albedo operator defined by

\[
\mathcal{A} : u|_{\Gamma_-} \mapsto u|_{\Gamma_+},
\]

where the source function \( u|_{\Gamma_-} \) and the measurement of \( u|_{\Gamma_+} \) are both assumed to be angularly resolved. The relevant theories for \( \mathcal{A} \) have been extensively studied in [7, 8, 19] using the singular decomposition of Schwartz kernels, the coefficients \( \sigma_t(x) \) and \( \sigma_s(x) \) can be both reconstructed with Hölder type stability for \( d \geq 3 \). In [19], the authors have shown the stability estimate actually transits from the Hölder type to logarithmic type when the Knudsen number is approaching the diffusion limit.

In many applications, however, a full knowledge of the albedo operator, which requires sufficient sampling and accurate measuring of angular dependent data, is either too expensive or impossible. Furthermore, the angular resolved data may suffer from very low particle counts in certain directions, which leads to low signal to noise ratio in the measurements. Therefore, the incident sources and the measurements are both angularly independent often in practice. A typical angularly averaged albedo operator is the following

\[
\mathcal{B} : u|_{\Gamma_-}(x) \mapsto u|_{\Gamma_+}(x) = \int_{n_x \cdot v > 0} v \cdot n_x u|_{\Gamma_+}(x,v) d\mu(v)
\]

with \( u|_{\Gamma_-} \in L^p(\partial D) \), \( p \geq 1 \). Without the angular dependences, the singular decomposition technique is not applicable anymore. It has been widely accepted that such inverse problem is quite ill-posed. Some synthetic numerical examples [11, 33] are performed to verify the ill-posedness. However, the best known uniqueness and stability estimate results are only limited to the linearized case with small optical parameters [5, 9], where the multiple-scattering component is dominated by the single-scattering component. The complete theory for uniqueness and stability estimate are still unavailable.

One interesting setting is to use the angularly resolved sources and the angularly averaged measurement on \( \Gamma_+ \), this can be viewed as some kind of mixed mapping between \( \mathcal{A} \) and \( \mathcal{B} \). Such problem has been studied in [12, 20]. Since the incident sources still contain the angular dependences, one can observe that the singular decomposition of Schwartz kernel still works for the ballistic part, which allows using X-ray transform to recover \( \sigma_t \) uniquely. Nevertheless, the reconstruction of scattering coefficient is more difficult due to the failure to distinguish between single-scattering and multiple-scattering. Under the linearized setting, the authors in [12] have analyzed the instability of the reconstructions for both \( \sigma_t \) and \( \sigma_s \) when the Knudsen number \( \varepsilon \) is approaching the diffusion limit.

In this paper, we consider the inverse transport problem for the angularly averaged albedo operator \( \mathcal{B} \) and study the instability of reconstructing the absorption coefficient \( \sigma_a(x) := \sigma_t(x) - \sigma_s(x) \) near the diffusion regime. To characterize the closeness to diffusion approximation, we rescale the RTE by the Knudsen number \( 0 < \varepsilon \ll 1 \) as follows

\[
\begin{align*}
v \cdot \nabla u(x,v) + (\varepsilon \sigma_a(x) + \frac{1}{\varepsilon} \sigma_s(x)) u(x,v) &= \frac{1}{\varepsilon} \sigma_s(x) \langle u \rangle, & \text{in } D \times \Omega \\
u(x,v) &= f(x), & \text{on } \Gamma_-
\end{align*}
\]
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In this study, we assume the scattering coefficient \( \sigma_s(x)p(v,v') \) is known for \( x \in D \). For simplicity, we let the phase function \( p(v,v') \equiv 1 \) and use the symbol \( \langle u \rangle \) to represent the following angularly averaged integral, which is independent of \( v \),

\[
\langle u \rangle = \int_{\Omega} p(v,v')u(x,v')d\mu(v') = \int_{\Omega} u(x,v)d\mu(v). \tag{5}
\]

We also define the \textit{scaled} measurement by the averaged albedo operator in the following

\[
\Lambda_{\sigma_a} : f(x) \in X \mapsto \Lambda_{\sigma_a}f(x) = J_+(x) \in Y
\]

\[
J_+(x) = \frac{1}{\varepsilon} \int_{\{x \cdot n_x > 0\}} v \cdot n_x u(x,v)d\mu(v), \tag{6}
\]

where \( u(x,v) \) solves the RTE (4) and the Banach spaces \( X, Y \) will be clarified later. Since the incoming boundary condition \( u(x,v) = f(x) \) on \( \Gamma_- \) is already provided, therefore we replace the outward boundary current \( J_+(x) \) by the following total boundary current,

\[
J(x) = \frac{1}{\varepsilon} \int_{\Omega} v \cdot n_x u(x,v)d\mu(v), \quad x \in \partial D. \tag{7}
\]

and redefine \( \Lambda_{\sigma_a} \) by

\[
\Lambda_{\sigma_a} : f(x) \in X \mapsto \Lambda_{\sigma_a}f(x) = J(x) \in Y \tag{8}
\]

For the above angularly averaged albedo operator \( \Lambda_{\sigma_a} \), there are two limiting values of \( \varepsilon \). When \( \varepsilon \to \infty \), we arrive at the purely linear transport equation, where we can drop the collision term by \( \sigma_s \equiv 0 \). Then the measurement will be exactly the line Radon transforms of the absorption coefficient \( \sigma_a \). In this setting, the inverse problem has the Hölder type stability since line Radon transform only loses one half of derivative. Another special case is the diffusion limit of (4) with \( \varepsilon \to 0 \), using the Hilbert asymptotic expansion, the RTE is then approximated by the following diffusion equation \([10,14,26,27]\)

\[
-\frac{1}{d} \nabla \left( \frac{1}{\sigma_s(x)} U(x) \right) + \sigma_a(x)U(x) = 0 \tag{9}
\]

and the angularly averaged albedo operator \( \Lambda_{\sigma_a} \) turns to be the Dirichlet-to-Neumann (DtN) map. The reconstruction of the potential of Schrödinger equation from DtN map is closely related to the electrical impedance tomography (EIT) or Calderón’s problem. The EIT problem was studied extensively in recent decades \([2,25,32,36]\). It is well-known that the reconstruction of isotropic conductivity from the DtN map is severely ill-posed, the reconstruction has \textit{both} sharp logarithmic stability and exponential instability \([15,23,32,36]\). Regarding the above two cases, the stability estimate of \( \sigma_a \) transits from the Hölder type \( (\varepsilon \to \infty) \) to the logarithmic type \( (\varepsilon \to 0) \). Such transition was studied recently for the angularly resolved albedo operator \( A \) in \([19]\) based on singular decomposition of the Schwartz kernel. While for the angularly averaged albedo operator \( \Lambda_{\sigma_a} \), the transition is still not well understood. In general, there are no uniqueness or stability estimate results for this problem. Under the linearized setting, the author in \([4]\) have proved a stability estimate of the scattering coefficient with smallness assumption.
In the following context, we fix $\mathcal{X} = H^s(\partial D)$ and $\mathcal{Y} = H^{-s}(\partial D)$ with parameter $s > \frac{d+4}{2}$ for the angularly averaged albedo operator $\Lambda_{\sigma_a}$. We use a constructive approach to show that the instability estimate of $\Lambda_{\sigma_a} : H^s(\partial D) \to H^{-s}(\partial D)$ varies from the Hölder type to the exponential type as the Knudsen number $\varepsilon$ decreases to 0. The framework of our study is motivated by [23] which studied the instability for potential reconstruction for Schrödinger equation.

The rest of this paper is organized as follows. In the Section 2, we make appropriate assumptions on the coefficients and state our main results. In Section 3, we introduce some preliminary results and provide key proofs. In Section 4, we provide an estimate for the matrix representation for $\Lambda_{\sigma_a}$. In the Section 5, we prove the main results by using Kolmogorov’s entropy theory. We give conclusions in Section 6 and provide the proofs of two Lemmas used in the proof of our main result in Appendix.

2 Main results

For our constructive approach, we fix the domain $D = B(0, 1) \subset \mathbb{R}^d$, where $B(z, r)$ denotes a ball centered at $z$ with radius $r$. Assume the scattering coefficient $\sigma_a(x) \equiv \sigma_a$ is a positive constant over $D$. We define the admissible set of the absorption coefficient by

$$S := \{\sigma_a \mid \sigma_a(x) \in L^\infty(D), \sigma_a \geq 0, \text{supp} \sigma_a \subset K, \sigma_a \in C^q(K)\}$$

where the interior region $K = B(0, r_0)$ with $0 < r_0 < 1$ and $q > 0$. We also introduce the $d$-dimensional complex spherical harmonic basis $\mathbb{H}^d := \{Y_{mj} \mid m \geq 0, 1 \leq j \leq p_m\}$ on the unit sphere $S^{d-1}$, where $Y_{mj}$ being a spherical harmonic of order $m$ and $p_m = \binom{m+d-1}{d-1} - \binom{m+d-3}{d-1} \leq 2(1 + m)^{d-2}$. $\mathbb{H}^d$ forms a Schauder basis for both $\mathcal{X} = H^s(\partial D)$ and $\mathcal{Y} = H^{-s}(\partial D)$.

**Theorem 2.1.** For any $q > 0$ and dimension $d \geq 2$, any $s > \frac{d+4}{2}$ and $R > 0$, there is a constant $\beta > 0$ such that for any $\theta \in (0, \frac{R}{2})$ and $\sigma_{a,0} \in L^\infty(D)$ with $\|\sigma_{a,0}\|_{\infty} \leq \frac{R}{2}$, $\text{supp} \sigma_{a,0} \subset K = B(0, r_0)$, there are absorption coefficients $\sigma_{a,1}, \sigma_{a,2} \in C^q(K)$, also supported in $K$ such that

$$\|\Lambda_1 - \Lambda_2\|_{H^s(\partial D) \to H^{-s}(\partial D)} \leq 8\sqrt{2}\omega(\theta^{-\frac{d+4}{2}}),$$

$$\|\sigma_{a,1} - \sigma_{a,2}\|_{\infty} \geq \theta,$$

$$\|\sigma_{a,i} - \sigma_{a,0}\|_{C^q} \leq \beta, \quad i = 1, 2,$$

$$\|\sigma_{a,i} - \sigma_{a,0}\|_{\infty} \leq \theta, \quad i = 1, 2$$

where $\Lambda_1, \Lambda_2$ are the averaged albedo operators for $\sigma_{a,1}, \sigma_{a,2}$ respectively, $\omega(t)$ is the solution to the following equation

$$t = \log(\omega^{-1}) + \frac{\varepsilon}{\omega} + \left(\frac{\varepsilon}{\omega}\right)^{-1/\tau}, \quad \tau = \frac{d+4}{2} - s < 0.$$  \hfill (11)

Let $s = \frac{d+4}{2} + 1$, then $\tau = -1$, depending on the relation of $\varepsilon$ and $\theta$, we introduce two cases as follows.

**Corollary 2.2.** When Knudsen number $\varepsilon$ is small enough such that

$$\varepsilon \leq \frac{1}{3} \theta^{-\frac{d}{(2d+1)\eta}} \exp\left(-\frac{1}{3} \theta^{-\frac{d}{(2d+1)\eta}}\right),$$
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then under the same assumptions of Theorem 2.1,

\[ \| \Lambda_1 - \Lambda_2 \|_{H^s(\partial D) \to H^{-s}(\partial D)} \leq 8\sqrt{2} \exp \left( -\frac{1}{3} \theta \frac{d}{\epsilon^{d+1/3}} \right), \]

\[ \| \sigma_{a,1} - \sigma_{a,2} \|_{\infty} \geq \theta, \]

\[ \| \sigma_{a,i} - \sigma_{a,0} \|_{C^q} \leq \beta, \quad i = 1, 2 \]

\[ \| \sigma_{a,i} - \sigma_{a,0} \|_{\infty} \leq \theta, \quad i = 1, 2 \]

**Corollary 2.3.** When Knudsen number \( \epsilon \) satisfies

\[ 1 \gg \epsilon > \frac{1}{3} \theta \frac{d}{\epsilon^{d+1/3}} \exp \left( -\frac{1}{3} \theta \frac{d}{\epsilon^{d+1/3}} \right), \]

then under the same assumptions of Theorem 2.1,

\[ \| \Lambda_1 - \Lambda_2 \|_{H^s(\partial D) \to H^{-s}(\partial D)} \leq 24\sqrt{2} \epsilon \theta \frac{d}{\epsilon^{d+1/3}} \]

\[ \| \sigma_{a,1} - \sigma_{a,2} \|_{\infty} \geq \theta, \]

\[ \| \sigma_{a,i} - \sigma_{a,0} \|_{C^q} \leq \beta, \quad i = 1, 2 \]

\[ \| \sigma_{a,i} - \sigma_{a,0} \|_{\infty} \leq \theta, \quad i = 1, 2 \]

**Remark 2.4.** The above two Corollaries indicate the transition from the H"older type instability in transport regime to the exponential type instability in diffusion limit as \( \epsilon \) becomes small enough.

## 3 Preliminaries

In this section, we present the following preliminary results for the scaled RTE (4).

**Lemma 3.1.** If the boundary source \( f \in L^p(\partial D) \) for \( p \geq 1 \), then \( u(x,v) \in L^p(D \times \Omega) \) and \( \langle u \rangle \in L^p(D) \).

**Proof.** This lemma is a direct conclusion from Theorem 3.3 in [1]. \( \square \)

**Lemma 3.2.** If the boundary source \( f \in L^2(\partial D) \) and \( s > \frac{d+4}{2} \), then \( \Lambda_{\sigma_a} f \in H^{-1/2}(\partial D) \subset H^{-s}(\partial D) \).

**Proof.** To see \( \psi = \Lambda_{\sigma_a} f \in H^{-1/2}(\partial D) \), we take an arbitrary function \( h \in H^{1/2}(\partial D) \), then by Fubini’s theorem,

\[ \left| \int_{\partial D} \psi(x)h(x)dS(x) \right| = \left| \int_{\Omega} \int_{\partial D} v \cdot n_x u(x,v)h(x)dydx d\mu(v) \right|. \]

On the other hand, \( h \in H^{1/2}(\partial D) \), then there exists a linear bounded extension operator \( \mathcal{E} : H^{1/2}(\partial D) \to H^{1}(\partial D) \) with trace of \( \mathcal{E} h = h \) on \( \partial D \). We use \( \hat{h} \) to denote the extension. Using integration by parts,

\[ \int_{\partial D} v \cdot n_x u(x,v)h(x)dS(x) = \int_D v \cdot \nabla \hat{h}(x)u(x,v)dx \]

\[ - \int_D \left( \frac{\epsilon \sigma_a + 1}{\epsilon} \sigma_s(x) \right) u(x,v)\hat{h}(x)dx + \frac{1}{\epsilon} \int_D \sigma_s(x)\langle u \rangle \hat{h}(x)dx, \]
then we have following estimate
\[
\left| \int_{\partial D} \psi(x) h(x) dS(x) \right| \leq \left| \int_{\Omega} \int_D v \cdot \nabla \hat{h}(x) u(x, v) dx d\mu(v) \right| + \left| \int_D \varepsilon \sigma_s(x) \hat{h}(x) \langle u \rangle dx \right|. \tag{15}
\]
By the Cauchy-Schwartz inequality, there exists a constant \( C, \hat{C} > 0 \) such that
\[
\left| \int_{\partial D} \psi(x) h(x) dS(x) \right| \leq C \left( \| u \|_{L^2(D \times \Omega)} \| \nabla \hat{h} \|_{L^2(D)} + \| \langle u \rangle \|_{L^2(D)} \| \hat{h} \|_{L^2(D)} \right) \leq \hat{C} \| f \|_{L^2(\partial D)} \| \hat{h} \|_{H^{1/2}(\partial D)}. \]

\[\square\]

**Lemma 3.3.** If \( u \) is the solution to the RTE (4) and \( w \) satisfies the following adjoint radiative transfer equation with outgoing boundary condition,
\[
-v \cdot \nabla w + (\varepsilon \sigma_a + \frac{1}{\varepsilon} \sigma_s) w = \frac{1}{\varepsilon} \sigma_s(w) \quad \text{in } D \times \Omega, \\
w(x, v) = g(x) \quad \text{on } \Gamma_+.
\] \tag{16}
then \( u \) and \( w \) satisfy the following relation,
\[
\int_{\partial D} \left( \int_{\Omega} n_x \cdot vu(x, v) d\mu(v) \right) g(x) dS(x) = - \int_{\partial D} \left( \int_{\Omega} n_x \cdot vw(x, v) d\mu(v) \right) f(x) dS(x). \tag{17}
\]

**Proof.** The equality is obvious by divergence theorem. \[\square\]

## 4 The basic estimate

Let \( u_0(x, v) \) be the solution to the following radiative transport equation with zero absorption coefficient and denote the associated measurement operator by \( \Lambda_0 \).
\[
v \cdot \nabla u_0 + \frac{1}{\varepsilon} \sigma_s(x) u_0(x, v) = \frac{1}{\varepsilon} \sigma_s(x) \langle u_0 \rangle, \quad \text{in } D \times \Omega, \\
u_0(x, v) = f(x), \quad \text{on } \Gamma_-. \tag{18}
\]
Assume \( u(x, v) \) be the solution to RTE (4) and \( \phi = u - u_0 \), then \( \phi \) satisfies the following RTE with vacuum incoming boundary condition,
\[
v \cdot \nabla \phi(x, v) + \left( \varepsilon \sigma_a(x) + \frac{1}{\varepsilon} \sigma_s(x) \right) \phi(x, v) = \frac{1}{\varepsilon} \sigma_s(x) \langle \phi \rangle - \varepsilon \sigma_a(x) u_0, \quad \text{in } D \times \Omega, \\
\phi(x, v) = 0, \quad \text{on } \Gamma_-.
\] \tag{19}
For each admissible \( \sigma_a(x) \), we define the linear operator \( \Gamma(\sigma_a) := \Lambda_{\sigma_a} - \Lambda_0 \in \mathcal{L}(X, Y) \). For any \( f, g \in H^s(\partial D) \), we have the following equality.
\[
\langle \Gamma(\sigma_a) f, g \rangle = \frac{1}{\varepsilon} \int_{\partial D \times \Omega} v \cdot n_x \phi(x, v) \overline{g(x)} d\mu(v) dS(x) \\
= - \int_{\Omega} \sigma_a(x) \overline{\langle u \rangle} dx + \frac{1}{\varepsilon} \int_{\partial D} \nabla \overline{g(x)} \cdot \left( \int_{\Omega} v\phi(x, v) d\mu(v) \right) dx \tag{20}
\]
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where $\hat{g}(x) \in H^1(D)$ is an arbitrary extension of $g(x)$ in $D$ and $\overline{g(x)}$ and $\overline{\hat{g}(x)}$ are the complex conjugates of $g(x)$ and $\hat{g}(x)$ respectively. Similarly, the above quantity can also be computed by the adjoint RTE using Lemma 3.3.

\[
\langle \Gamma(\sigma_a)f,g \rangle = \int_K \sigma_a(x)\hat{f}(x)\overline{w(x)}dx - \frac{1}{\varepsilon} \int_D \nabla \hat{f}(x) \cdot \int_{\Omega} v\varphi(x,v)d\mu(v)dx,
\]

where $w_0$ and $w$ are the solutions to the following adjoint radiative transfer equations,

\[
-v \cdot \nabla w_0 + \frac{1}{\varepsilon} \sigma_s(x)w_0(x,v) = \frac{1}{\varepsilon} \sigma_s(x)\langle w_0 \rangle, \quad \text{in } D \times \Omega,
\]

\[
-v \cdot \nabla w + (\varepsilon \sigma_a(x) + \frac{1}{\varepsilon} \sigma_s(x))w(x,v) = \frac{1}{\varepsilon} \sigma_s(x)\langle w \rangle, \quad \text{in } D \times \Omega,
\]

and $\varphi = w - w_0$, $\hat{f} \in H^1(D)$ is an arbitrary extension of $f(x)$ in $D$, $\langle w \rangle$ and $\langle \varphi \rangle$ are the complex conjugates of $\langle w \rangle$ and $\langle \varphi \rangle$ respectively. Combining the above two representations for $\langle \Gamma(\sigma_a)f,g \rangle$, we introduce a basic estimate in the following lemma.

**Lemma 4.1.** There is a constant $C_0 = C_0(r_0,d,s)$ such that for any 4-tuple $(m,j,n,k)$ that $m,n \geq 0$ and $j \leq p_m$, $k \leq p_n$,

\[
|\langle \Gamma(\sigma_a)Y_{mj},Y_{nk} \rangle| \leq C_0\|\sigma_a\|_\infty(1 + l) \left( r_0^l + \varepsilon(1 + l) \right).
\]

where $l = \max(m,n)$.

**Proof.** The left-hand-side has the following representations by (20) and (21). Each representation has two parts, we denote by $I_{i,mjnk}$ and $L_{i,mjnk}$, $i = 1,2$, respectively.

\[
\langle \Gamma(\sigma_a)Y_{mj},Y_{nk} \rangle = -\int_K \sigma_a(x)\hat{Y}_{nk}(x)\langle u_{mj} \rangle dx + \frac{1}{\varepsilon} \int_D \nabla \hat{Y}_{nk}(x) \cdot \int_{\Omega} v\phi_{mj}(x,v)d\mu(v)dx = I_{1,mjnk} + L_{2,mjnk}.
\]

\[
\langle \Gamma(\sigma_a)Y_{mj},Y_{nk} \rangle = \int_{\Omega} \sigma_a(x)\hat{Y}_{nj}(x)\langle w_{nk} \rangle dx - \frac{1}{\varepsilon} \int_D \nabla \hat{Y}_{mj}(x) \cdot \int_{\Omega} v\varphi_{nk}(x,v)d\mu(v)dx = L_{1,mjnk} + L_{2,mjnk}.
\]

The functions $\hat{Y}_{mj}$ and $\hat{Y}_{nk}$ are arbitrary $H^1(D)$ extensions of spherical harmonics $Y_{mj}$ and $Y_{nk}$ respectively. For the first representation, $u_{mj}$ is the solution to (4) with $f = Y_{mj}$. Denote $u_{0,mj}$ be the solution to (18) with $f = Y_{mj}$, the function $\phi_{mj}$ satisfies the following RTE,

\[
v \cdot \nabla \phi_{mj} + (\varepsilon \sigma_a(x) + \frac{1}{\varepsilon} \sigma_s(x))\phi_{mj} = \frac{1}{\varepsilon} \sigma_s(x)\langle \phi_{mj} \rangle - \varepsilon \sigma_a(x)u_{0,mj}, \quad \text{in } D \times \Omega,
\]

\[
\phi_{mj}(x,v) = 0, \quad \text{on } \Gamma_-.
\]

For the second representation, denote $w_{0,nk}$ and $w_{nk}$ be the solutions to (22) with $g = Y_{nk}$, the function $\varphi_{nk}$ satisfies the following adjoint RTE,

\[
-v \cdot \nabla \varphi_{nk} + (\varepsilon \sigma_a(x) + \frac{1}{\varepsilon} \sigma_s(x)) \varphi_{nk} = \frac{1}{\varepsilon} \sigma_s(x)\langle \varphi_{nk} \rangle - \varepsilon \sigma_a(x)w_{0,nk}, \quad \text{in } D \times \Omega,
\]

\[
\varphi_{nk}(x,v) = 0, \quad \text{on } \Gamma_+.
\]
For each 4-tuple \((m, j, n, k)\), it is obvious that the quantity \(|\langle \Gamma(\sigma_a)Y_{mj}, Y_{nk} \rangle|\) is bounded by

\[
|\langle \Gamma(\sigma_a)Y_{mj}, Y_{nk} \rangle| \leq \min \left( |I_{1,mjn}, |I_{2,mjn}|, |L_{1,mjn}| + |L_{2,mjn}| \right).
\]  

If we define \(M_{i,mjn}\) \((i = 1, 2)\) as

\[
M_{i,mjn} = \begin{cases} L_{i,mjn}, & m \geq n, \\ I_{i,mjn}, & n > m, \end{cases}
\]

\[
|\langle \Gamma(\sigma_a)Y_{mj}, Y_{nk} \rangle| \leq |M_{1,mjn}| + |M_{2,mjn}|. \]  

Hence it suffices to prove two inequalities as follows.

1. \(|M_{1,mjn}| \leq C_0 \|\sigma_a\|_\infty (1 + \max(m, n)) r_0^\max(m, n).
2. \(|M_{2,mjn}| \leq C_0 \|\sigma_a\|_\infty \varepsilon (1 + \max(m, n))^2.

**Estimate of** \(M_{1,mjn}\). When \(n > m\), \(M_{1,mjn} = I_{1,mjn}\). Since the spherical harmonic \(Y_{nk}\) can be naturally extended to a harmonic function by \(\hat{Y}_{nk}(x) = |x|^n Y_{nk}(x/|x|)\), we obtain the following basic estimate by Cauchy-Schwartz inequality,

\[
|I_{1,mjn}| = \left| \int_K \sigma_a(x) |x|^n Y_{nk}(x/|x|) \langle u_{mj} \rangle (x) dx \right|
\]

\[
\leq \|\sigma_a\|_\infty \left( \int_0^{r_0} r^{2n+d-1} dr \right)^{1/2} \|\langle u_{mj} \rangle\|_K
\]

\[
\leq \|\sigma_a\|_\infty \frac{1}{\sqrt{2n+d}} r_0^{n+d/2} \|\langle u_{mj} \rangle\|_K. \]  

To estimate \(\|\langle u_{mj} \rangle\|_K\), we consider the Peierls integral equation for \(\langle u_{mj} \rangle\) \([1, 30, 37]\),

\[
\langle u_{mj} \rangle(x) = \int_D K(x,y) \sigma_a \langle u_{mj} \rangle(y) dy + \int_{\partial D} K(x,y) \frac{y-x}{|y-x|} \cdot n_y Y_{mj}(y) dS(y),
\]

where the integral kernel \(K\) is

\[
K(x,y) = \frac{1}{\nu_d} \frac{E(x,y)}{|x-y|^{d-1}},
\]

\[
E(x,y) = \exp \left( \frac{\varepsilon}{\varepsilon} \int_0^1 (\varepsilon^2 \sigma_a + \sigma_s)(x + t(y-x)) dt \right), \]

and \(\nu_d\) is the area of the unit sphere \(S^{d-1}\). If we denote integral operators \(K_1\) and \(K_2\) as

\[
K_1 f(x) = \int_D K(x,y) \sigma_a \frac{f(y)}{|y-x|} dy,
\]

\[
K_2 f(x) = \int_{\partial D} K(x,y) \frac{y-x}{|y-x|} \cdot n_y f(y)dS(y)
\]

then the equation is solved by

\[
\langle u_{mj} \rangle = (I - K_1)^{-1} K_2 Y_{mj}.\]  

\[\]
Using Lemma A.1, we have
\[ \|\langle u_{mj}\rangle\|_K \leq \|\langle u_{mj}\rangle\|_D \leq C\|Y_{mj}\|_{H^{3/2}(\partial D)} \leq C(1 + m)^{3/2}. \] (33)

The constant \( C \) only depends on \( \sigma_s \) and \( d \), which implies
\[ |\langle I_{1,mjnk}\rangle| \leq \|\sigma_a\|_{\infty} \frac{C(1 + m)^{3/2}}{\sqrt{2n + d}} r_0^{n + d/2} \leq C\|\sigma_a\|_{\infty}(1 + n)r_0^n. \]

On the other hand, when \( m \geq n \), \( M_{1,mjnk} = L_{1,mjnk} \), using the equality in Lemma (3.3) for adjoint RTE and following the above argument, we obtain the similar estimate for \( |L_{1,mjnk}| \),
\[ |L_{1,mjnk}| \leq C\|\sigma_a\|_{\infty}(1 + m)r_0^m, \] (34)
and therefore \( |M_{1,mjnk}| \leq C\|\sigma_a\|_{\infty}(1 + \max(m, n))r_0^{\max(m, n)}. \)

**Estimate of ** \( M_{2,mjnk} \). When \( n > m \), \( M_{2,mjnk} = I_{2,mjnk} \). Since \( \varepsilon \ll 1 \), we can estimate the solution \( u_{0,mj} \) to RTE (18) using the asymptotic expansion introduced in [38]. The asymptotic analysis of the solution to (18) has been studied in [10, 22, 38] and the references therein. For a general boundary source depending on the angular variable \( f = f(x, v) \) in (18), the asymptotic expansion in [10] could potentially capture the incorrect behavior in the boundary layer [38], and the interior solution’s behavior of the asymptotic expansion of [10] is characterized in [22]. In our case, \( f = Y_{mj}(x) \) is independent of angular variable and \( C^{\infty} \) smooth. Let \( \tilde{f} \) be the harmonic extension of \( f \), by Lemma A.1, we have
\[ \langle u_{0,mj}\rangle = \tilde{f} - (I - K_1)^{-1} \int_{\partial D} G(|x - y|) \frac{\partial \tilde{f}}{\partial n} dS(y), \] (35)
where \( G \) is the integral kernel
\[ G(r) = -\frac{1}{\nu_d} \int_r^\infty \frac{e^{-\frac{\alpha \rho}{\varepsilon}}}{\rho^{d-1}} d\rho. \]

Since we have \( \|(I - K_1)^{-1}\|_{L^2(\partial D) \to L^2(\partial D)} = O(\varepsilon^2) \) and \( G : L^2(\partial D) \to L^2(D) \) is bounded by the single layer potential operator,
\[ \left\| \int_{\partial D} G(|x - y|) \frac{\partial \tilde{f}}{\partial n} dS(y) \right\|_{L^2(D)} \leq C\|\frac{\partial \tilde{f}}{\partial n}\|_{L^2(\partial D)}. \] (36)

Therefore \( \langle u_{0,mj}\rangle = \tilde{f} + h \) that \( \|h\|_{L^2(D)} = O(\varepsilon^2)\|\frac{\partial \tilde{f}}{\partial n}\|_{L^2(\partial D)} \). Bring into the equation (18), we solve
\[ u_{0,mj}(x, v) = u_{0,mj}^B(x, v) + \int_0^{r_{\varepsilon}(x,v)} e^{-\frac{\alpha \rho}{\varepsilon}} \sigma_s \tilde{f}(x - lv) + h(x - lv)) dl \] (37)
where $u^B_{0,mj} = f(x - \tau_-(x,v)v)e^{-\frac{\sigma}{\varepsilon}\tau_-(x,v)}$ which is exponentially small (in $L^2(K \times \Omega)$ sense) for $x \in K$. The interior part

$$u^I_{0,mj}(x, v) = \int_0^{\tau_-(x,v)} e^{-\frac{\sigma}{\varepsilon}\sigma_s}(\hat{f}(x - lv) + h(x - lv))dl$$

$$= \int_0^{\tau_-(x,v)} e^{-\frac{\sigma}{\varepsilon}\sigma_s} \left( \hat{f}(x) - lv \cdot \nabla \hat{f} + \frac{1}{2}v \otimes v \nabla^2 \hat{f} + \cdots \right) dl$$

$$+ \int_0^{\tau_-(x,v)} e^{-\frac{\sigma}{\varepsilon}\sigma_s} h(x - lv)dl,$$

where the integral operator $T : L^2(D) \rightarrow L^2(D \times \Omega)$ that $Th := \int_0^{\tau_-(x,v)} e^{-\frac{\sigma}{\varepsilon}\sigma_s} h(x - lv)dl$ is uniformly bounded due to Lemma A.2. Therefore the asymptotic expansion for $u^I_{0,mj}$ has the form (in $L^2(K \times \Omega)$ sense)

$$\| u^I_{0,mj}(x, v) - \hat{f}(x) + \frac{\varepsilon}{\sigma_s} v \cdot \nabla \hat{f}(x) \| = O(\varepsilon^2) \left( \| \nabla^2 \hat{f} \|_{L^2(D)} + \| \partial_{D} \|_{L^2(\partial D)} \right),$$

where the diffusion approximation $\hat{f}(x) = |x|^m Y_{m,j}(x/|x|)$ is the harmonic extension of $Y_{m,j}$. Next, we estimate the solution $\phi_{mj}$ in (19) which satisfies the following RTE

$$v \cdot \nabla \phi_{mj} + \left( \varepsilon \sigma_a + \frac{1}{\varepsilon} \sigma_s \right) \phi_{mj} = \frac{1}{\varepsilon} \sigma_s \langle \phi_{mj} \rangle - \varepsilon \sigma_a u_{0,mj}$$

with vacuum incoming boundary condition. For the source term on the right-hand-side, note that $\text{supp} \sigma_a \subset K = B(0, r_0)$ and the estimate (39) in $K \times \Omega$. Therefore $\phi_{mj} = \phi_{mj}^1 + \varepsilon \phi_{mj}^2 + \varepsilon^2 R_{mj}$ satisfies that [14]

$$\| \phi_{mj}^1 - \Phi_{mj}(x) + \frac{\varepsilon}{\sigma_s} v \cdot \nabla \Phi_{mj} \|_{L^2(D \times \Omega)} = O(\varepsilon^2) \| \hat{f} \|_{L^2(D)},$$

where the first part $\phi_{mj}^1$ is the solution to

$$v \cdot \nabla \phi_{mj} + \left( \varepsilon \sigma_a + \frac{1}{\varepsilon} \sigma_s \right) \phi_{mj} = \frac{1}{\varepsilon} \sigma_s \langle \phi_{mj} \rangle - \varepsilon \sigma_a \hat{f}$$

and $\Phi_{mj}$ is the solution to the following diffusion equation,

$$-\frac{1}{d} \nabla \cdot \left( \frac{1}{\sigma_s} \nabla \Phi_{mj} \right) + \sigma_a \Phi_{mj} = -\sigma_a \hat{f} \quad \text{in } D,$$

$$\Phi_{mj} + \varepsilon \ell \partial_n \Phi_{mj} = 0 \quad \text{on } \partial D.$$

The parameter $\ell$ is the extrapolation length. The second part $\phi_{mj}^2$ satisfies the equation

$$v \cdot \nabla \phi_{mj} + \left( \varepsilon \sigma_a + \frac{1}{\varepsilon} \sigma_s \right) \phi_{mj}^2 = \frac{1}{\varepsilon} \sigma_s \langle \phi_{mj}^2 \rangle - \varepsilon \sigma_a v \cdot \nabla \hat{f}$$

(44)
so we can estimate \( \|\phi_{m,j}^2(x,v)\| = \mathcal{O}(\varepsilon)\|\nabla \hat{f}\|_{L^2(\Omega)} \) from the standard expansion method which makes \( \varepsilon \phi_{m,j}^2 \) absorbed into the corrector term \( \varepsilon^2 R_{m,j} \). The corrector term \( \varepsilon^2 R_{m,j} \) satisfies the following estimate

\[
\|R_{m,j}\|_{L^2(D \times \Omega)} \leq C\|\sigma_a\|_{\infty} \left( \|\nabla^2 \hat{f}\|_{L^2(D)} + \|\frac{\partial \hat{f}}{\partial n}\|_{L^2(\partial D)} \right)
\]

for some constant \( C \) independent of \( \varepsilon \). Let \( J_{m,j} \) denote the velocity averaged vector field,

\[
J_{m,j}(x) = \int_{\Omega} v\phi_{m,j}(x,v)dv = -\frac{\varepsilon}{d\sigma_s} \nabla \Phi_{m,j}(x) + \varepsilon^2 \hat{R}_{m,j},
\]

where the vector field \( \hat{R}_{m,j} \) is

\[
\hat{R}_{m,j} = \int_{\Omega} vR_{m,j}(x,v)dv.
\]

Therefore \( I_{2,mjn} \) is bounded by

\[
|I_{2,mjn}| = \left| \frac{1}{\varepsilon} \int_D \nabla(|x|^nY_{nk}(x/|x|)) \cdot J_{m,j}(x)dx \right|
\]

\[
= \frac{1}{\varepsilon} \left| \int_D \nabla(|x|^nY_{nk}(x/|x|)) \cdot \left( -\frac{\varepsilon}{d\sigma_s} \nabla \Phi_{m,j}(x) + \varepsilon^2 \hat{R}_{m,j} \right) dx \right|
\]

\[
\leq \varepsilon \left| \int_D \nabla(|x|^nY_{nk}(x/|x|)) \cdot \hat{R}_{m,j} dx \right| + \varepsilon \ell \left| \int_{\partial D} \partial_n(|x|^nY_{nk}(x/|x|)) \partial_n \Phi_{m,j} ds \right|
\]

\[
\leq C\varepsilon\|\sigma_a\|_{\infty} \left( \|\nabla^2 \hat{f}\|_{L^2(D)} + \|\frac{\partial \hat{f}}{\partial n}\|_{L^2(\partial D)} \right) \|\nabla(|x|^nY_{nk}(x/|x|))\|_{L^2(D)}
\]

\[
+ \varepsilon\ell\|\partial_n(|x|^nY_{nk}(x/|x|))\|_{H^{1/2}(\partial D)}\|\partial_n \Phi_{m,j}\|_{H^{1/2}(\partial D)}.
\]

Here we have used integration by parts and the fact that \( \Phi_{m,j} = -\varepsilon \ell \partial_n \Phi_{m,j} \) on \( \partial D \) in the second line of (48). It is easy to find out there exists constant \( C' \) that

\[
\|\nabla(|x|^nY_{nk}(x/|x|))\|_{L^2(D)} < C'\sqrt{1+n}.
\]

and \( \left( \|\nabla^2 \hat{f}\|_{L^2(D)} + \|\frac{\partial \hat{f}}{\partial n}\|_{L^2(\partial D)} \right) \sim \|f\|_{H^{3/2}(\partial D)} \) is bounded by \( O((1+m)^{3/2}) \). For the second term, \( \|\partial_n \Phi_{m,j}\|_{H^{-1/2}(\partial D)} \leq C\|\sigma_a\|_{L^2(D)} \) and \( \|\partial_n(|x|^nY_{nk}(x/|x|))\|_{H^{1/2}(\partial D)} \leq C(1+n)^{3/2} \). Hence we obtain

\[
|I_{2,mjn}| \leq C\varepsilon\|\sigma_a\|_{\infty}(1+n)^2.
\]

When \( m \geq n, M_{2,mjn} = L_{2,mjn} \), we can use the adjoint RTE to acquire a similar estimate

\[
|L_{2,mjn}| \leq C\varepsilon\|\sigma_a\|_{\infty}(1+m)^2.
\]

Combine the above two estimates, we conclude that \( |M_{2,mjn}| \leq C\varepsilon\|\sigma_a\|_{\infty}(1+\max(m,n))^2 \).

\( \square \)
5 The instability estimate

In this section, we prove the main theorem with respect to the instability estimate. Before that, we introduce the following definitions based on Kolmogorov’s masterwork [18].

Definition 5.1. Let \((X, d)\) be a metric space and \(\delta > 0\), then we say

1. A set \(Y \subset X\) is a \(\delta\)-net for \(X_1 \subset X\) if for any \(x \in X_1\) there exists \(y \in Y\) such that \(d(x, y) \leq \delta\).

2. A set \(Z \subset X\) is \(\theta\)-distinguishable if for any distinct \(z_1, z_2 \in Z\), we have \(d(z_1, z_2) \geq \theta\).

The following lemma shows that the number of \(q\)-times differentiable functions grows at least exponentially with its \(C^q\) norm. The proof can be easily adapted from [7].

Lemma 5.2 (Kolmogorov). Let \(d \geq 2\) and \(q > 0\). For \(\theta, \beta > 0\), consider the metric space

\[X_{\theta \beta} = \{ f \in C_0^q(K) : \| f \|_\infty \leq \theta, \| f \|_{C^q} \leq \beta \text{ and } f \geq 0 \}\]

(52)

the metric is induced by \(L^\infty\) norm. Then there is a constant \(\mu > 0\) such that for any \(\beta > 0\) and \(\theta \in (0, \mu \beta)\), there is a \(\theta\)-distinguishable set \(Z \subset X_{\theta \beta}\), its cardinality satisfies following lower bound.

\[|Z| \geq \exp \left( 2^{-d-1}(\mu \beta/\theta)^{d/q} \right). \]

(53)

For any bounded linear operator \(A : X \to Y\), we consider its matrix representation by the entries \(a_{mnjk} = \langle AY_{mj}, Y_{nk} \rangle\), then the operator norm of \(A\) can be bounded by

\[\|A\|^2_{\lambda \to Y} \leq \sum_{m,j,n,k} (1 + m)^{-2s}(1 + n)^{-2s}|a_{mnjk}|^2. \]

(54)

The 4-tuple of integers \((m, j, n, k)\) in the above summation runs through all combinations that \(m, n \geq 0, 1 \leq j \leq p_m, 1 \leq k \leq p_n\).

Lemma 5.3. \(\|A\|^2_{\lambda \to Y} \leq 32 \sup_{m,j,n,k} (1 + \max(m, n))^{d-2s}|a_{mnjk}|^2\).

Proof. We separate the summation into two parts: \(m > n\) and \(m \leq n\). Since the dimension of subscripts \(j\) and \(k\) are bounded by \(2(1 + m)^{d-2}\) and \(2(1 + n)^{d-2}\), we have

\[
\sum_{m, j, n, k} (1 + m)^{-2s}(1 + n)^{-2s}|a_{mnjk}|^2 \leq 4 \sum_{m=0}^\infty (1 + m)^{d-2-2s} \sum_{n=0}^{m-1} (1 + n)^{d-2-2s} \sup_{n < m} |a_{mnjk}|^2 \\
+ 4 \sum_{n=0}^\infty (1 + n)^{d-2-2s} \sum_{m=0}^{n} (1 + m)^{d-2-2s} \sup_{m \leq n} |a_{mnjk}|^2.
\]

The first term stands for the summation of \(m > n\), the second term stands for the summation of \(m \leq n\). The suprema are taken over all \(1 \leq j \leq p_m, 1 \leq k \leq p_n\). Because \(s \geq \frac{d}{2}\), \(d - 2 - 2s \leq -2\), the summation \(\sum_{n=0}^{m-1} (1 + n)^{d-2-2s} \leq \sum_{n=0}^{m-1} (1 + n)^{-2} < 2\),

\[
4 \sum_{m=0}^\infty (1 + m)^{d-2-2s} \sum_{n=0}^{m-1} (1 + n)^{d-2-2s} \sup_{n > m} |a_{mnjk}|^2 \leq 8 \sum_{m=0}^\infty (1 + m)^{d-2s-2} \sup_{n < m} |a_{mnjk}|^2. \]

(55)
Similarly, the other term is bounded by
\[
\sum_{n=0}^{\infty} (1 + n)^{d-2-2s} \sum_{m=0}^{n} (1 + m)^{d-2-s} \sup_{m \leq n} |a_{m,n,k}|^2 \leq 8 \sum_{n=0}^{\infty} (1 + n)^{d-2s-2} \sup_{m \leq n} |a_{m,n,k}|^2.
\] (56)

Therefore, we can combine the above two bounds
\[
\|A\|_{\mathcal{L}(X \to Y)}^2 \leq 16 \sum_{l=0}^{\infty} (1 + l)^{d-2s-2} \sup_{l=\max(m,n)} |a_{m,n,k}|^2
\]
\[
\leq 16 \left( \sum_{l=0}^{\infty} (1 + l)^{-2} \right) \left( (1 + l)^{d-2s} \sup_{l=\max(m,n)} |a_{m,n,k}|^2 \right)
\]
\[
\leq 32 \sup_{l} \left( (1 + l)^{d-2s} \sup_{l=\max(m,n)} |a_{m,n,k}|^2 \right)
\]
\[
= 32 \sup_{m,j,n,k} (1 + \max(m,n))^{d-2s} |a_{m,n,k}|^2.
\] (57)

\[
\]

Define the following Banach space $X_s$ with $s > \frac{d+4}{2}$ by
\[
X_s := \{(a_{m,n,k}) \mid \|a_{m,n,k}\|_{X_s} := \sup_{m,n,k} (1 + \max(m,n))^{d/2-s} |a_{m,n,k}| < \infty\},
\]

then the estimate (57) shows that $\|A\|_{X \to Y} \leq 4\sqrt{2} \|a_{m,n,k}\|_{X_s}$. We define $B_{+R}^\infty$ as,
\[
B_{+R}^\infty = \{f \in L^\infty(K) \mid \|f\|_\infty \leq R, \ f \geq 0\},
\] (58)

then we have the following lemma about the $\delta$-net of $\Gamma(B_{+R}^\infty)$.

**Lemma 5.4.** The operator $\Gamma$ maps $B_{+R}^\infty$ into $X_s$ for any $s > \frac{d+4}{2}$. There exists a constant $0 < \eta = \eta(s,d)$ that for every $\delta \in (0,\epsilon^{-1})$, there is a $\delta$-net $Y$ for $\Gamma(B_{+R}^\infty)$ in $X_s$, with at most \[\exp\left(\eta \left( \log \delta^{-1} + \frac{\delta}{s} \right) \right) \] elements, where $\tau = \frac{d+4}{2} - s < 0$.

**Proof.** For any $s > \frac{d+4}{2}$ and $\sigma_a \in B_{+R}^\infty$, using Lemma 4.1, we have
\[
\sup_{m,j,n,k} (1 + \max(m,n))^{d/2-s} |(M_{1,m,n,k})| \leq C_0 R \sup_l (1 + l)^{d/2-s+1} \leq C_0 R \epsilon < \infty,
\]
\[
\sup_{m,j,n,k} (1 + \max(m,n))^{d/2-s} |(M_{2,m,n,k})| \leq C_0 R \epsilon \sup_l (1 + l)^{d/2-s+2} \leq C_0 R \epsilon < \infty.
\] (59)

then we have $\|\Gamma(\sigma_a)\|_{X_s} < \infty$, which implies that $\Gamma(B_{+R}^\infty) \subset X_s$. Denote $\tau = \frac{d+4}{2} - s < 0$ and let $l_0 \leq \delta \leq l_{s}\),
\[
(1 + l)^\tau (l_0^l + \epsilon) \leq \frac{\delta}{4C_0 R}.
\] (60)
We conclude that
\[ l_{\delta s} \leq \max(l_1, l_2) \leq l_1 + l_2, \]  
where \( l_1 \) and \( l_2 \) are the solutions to following equations.

\[ (1 + l_1)\tau r_0^l = \frac{\delta}{8C_0R}, \quad (1 + l_2)\tau s = \frac{\delta}{8C_0R}. \]

It is easy to deduce that \( l_1 \leq \log\left(\frac{\delta}{8C_0R}\right)/\log r_0 \) and \( l_2 = (\frac{8C_0R\delta}{\delta})^{-1/\tau} - 1 \), then there exists an absolute constant \( \hat{C} \) that
\[ 1 + l_{\delta s} \leq \hat{C} \left( \log \delta^{-1} + \left(\frac{\varepsilon}{\delta}\right)^{-1/\tau} \right). \]

For all 4-tuples \((m, j, n, k)\) such that \( \max(m, n) \leq l_{\delta s} \), the upper bounds are given by Lemma 4.1 that \( |M_{1, mjnk}| \leq C_0C_0R \) and \( |M_{2, mjnk}| \leq C_0R\varepsilon(1+l_{\delta s})^2 \), where \( C_0 = \sup_l(1+l)r_0^l \). We denote \( \delta' = \frac{\delta}{8\sqrt{2}} \) and consider the sets

\begin{align*}
Y_{1,\delta s} &= \delta' Z \cap [-C_0C_0R, C_0C_0R], \\
Y_{2,\delta s} &= \delta' Z \cap [-C_0R\varepsilon(1+l_{\delta s})^2, C_0R\varepsilon(1+l_{\delta s})^2].
\end{align*}

Then \( |Y_{1,\delta s}| = 1 + 2\left(\frac{C_0C_0R}{\delta}\right) \leq 1 + \frac{16\sqrt{2}C_0C_0R}{\delta} \) and \( |Y_{2,\delta s}| = 1 + 2\left(\frac{C_0R\varepsilon(1+l_{\delta s})^2}{\delta}\right) \leq 1 + \frac{16\sqrt{2}C_0R\varepsilon(1+l_{\delta s})^2}{\delta} \). Define the following two sets

\begin{align*}
Y_1 &= \{(b_{mjnk}) \mid b_{mjnk} \in Y_{1,\delta s} \text{ for } \max(m, n) \leq l_{\delta s}, b_{mjnk} = 0 \text{ otherwise}\}, \\
Y_2 &= \{(c_{mjnk}) \mid c_{mjnk} \in Y_{2,\delta s} \text{ for } \max(m, n) \leq l_{\delta s}, c_{mjnk} = 0 \text{ otherwise}\}.
\end{align*}

We briefly prove \( Y = Y_1 + Y_2 \) is a \( \delta \)-net for \( \Gamma(B^\infty_{+, R}) \). Let \((a_{mjnk}) \in \Gamma(B^\infty_{+, R})\), we construct two elements \((b_{mjnk}) \in Y_1 \) and \((c_{mjnk}) \in Y_2 \) as approximations to \( M_{1, mjnk} \) and \( M_{2, mjnk} \). If \( \max(m, n) \leq l_{\delta s} \), we take \( b'_{mjnk} \) to be one of the elements in \( Y_{1,\delta s} \) closest to \( M_{1, mjnk} \) and \( c'_{mjnk} \) to be one of the elements in \( Y_{2,\delta s} \) closest to \( M_{2, mjnk} \), then \( |b'_{mjnk} - M_{1, mjnk}| \leq \delta' \) and \( |c'_{mjnk} - M_{2, mjnk}| \leq \delta' \). If \( \max(m, n) > l_{\delta s} \), then \( b'_{mjnk} = c'_{mjnk} = 0 \). Since \( s > d/2 \), \( (1 + \max(m, n))^{d/2-s} \leq 1 \), then it is easy to obtain
\[ 4\sqrt{2}(1 + \max(m, n))^{d/2-s}(|b'_{mjnk} - M_{1, mjnk}| + |c'_{mjnk} - M_{2, mjnk}|) \leq 8\sqrt{2}\delta' = \delta. \]

For \( \max(m, n) > l_{\delta s} \), above inequality also holds by the construction of \( l_{\delta s} \), therefore \( Y \) is a \( \delta \)-net for \( \Gamma(B^\infty_{+, R}) \).

Next, we count the elements in \( Y \). Since \(|Y| = |Y_1||Y_2|\), it remains to estimate the cardinalities for both \( Y_1 \) and \( Y_2 \). Let \( n_l \) be the number of 4-tuples \((m, j, n, k)\) such that \( \max(m, n) = l \), then \( Y_1 \) has \( |Y_{1,\delta s}|^{n_{\delta s}} \) elements and \( Y_2 \) has \( |Y_{2,\delta s}|^{n_{\delta s}} \) elements, where \( n_{\delta s} = \sum_{j=0}^{l_{\delta s}} n_j \leq 8(1 + l_{\delta s})^{2d-2} \). Using the fact that \( \log(1 + t) \leq t \) for \( t \geq 0 \) and \( \log \delta^{-1} \geq 1 \), we
can estimate $|Y|$ by applying (63) and taking $\eta$ sufficiently large,

$$
|Y| \leq \left( \left( 1 + \frac{16\sqrt{2}C_0C'_0R}{\delta} \right) \left( 1 + \frac{16\sqrt{2}C_0R\varepsilon(1 + l_{\delta_8})^2}{\delta} \right) \right)^{8(1 + l_{\delta_8})^{2d-2}} 
$$

$$
\leq \exp \left( \left( C_1 \log(\delta^{-1}) + \log \left( 1 + \frac{16\sqrt{2}C_0R\varepsilon(1 + l_{\delta_8})^2}{\delta} \right) \right) 8(1 + l_{\delta_8})^{2d-2} \right) 
$$

$$
\leq \exp \left( C_2 \left( \log(\delta^{-1}) + \frac{\varepsilon}{\delta} \right) (1 + l_{\delta_8})^{2d} \right) 
$$

$$
\leq \exp \left( C_3 \left( \log(\delta^{-1}) + \frac{\varepsilon}{\delta} \right) \left( \log \delta^{-1} + \left( \frac{\varepsilon}{\delta} \right)^{-1/\tau} \right)^{2d} \right) 
$$

$$
\leq \exp \left( \eta \left( \log \delta^{-1} + \frac{\varepsilon}{\delta} + \left( \frac{\varepsilon}{\delta} \right)^{-1/\tau} \right)^{2d+1} \right). 
$$

(66)

Proof of theorem 2.1. Let $\theta \in (0, \frac{R}{2})$, by Lemma 5.2, $\sigma_{\alpha,0} + X_{\theta\beta}$ has a $\theta$-distinguishable set $\sigma_{\alpha,0} + Z \subset \sigma_{\alpha,0} + X_{\theta\beta}$, then any two elements in $\sigma_{\alpha,0} + Z$ are separated by a distance of at least $\theta$ in $L^\infty$ norm and $\sigma_{\alpha,0} + X_{\theta\beta} \subset B^\infty_{\infty,R}$. By Lemma 5.4, the constructed set $Y$ is a $\delta$-net for $\Gamma(\sigma_{\alpha,0} + X_{\theta\beta})$. When $|\sigma_{\alpha,0} + X_{\theta\beta}| > |Y|$, then there are two absorption coefficients $\sigma_{\alpha,1}, \sigma_{\alpha,2} \in \sigma_{\alpha,0} + X_{\theta\beta}$, their images under $\Gamma$ are in the same $X_s$-ball of radius $\delta$ centered at some element in $Y$, then use (57), we obtain

$$
\|\Gamma(\sigma_{\alpha,1}) - \Gamma(\sigma_{\alpha,2})\|_{X \to Y} \leq 8\sqrt{2}\delta. 
$$

(67)

We take $\delta$ be the unique solution to the following equation

$$
\theta^{-\frac{d}{(d+1)s}} = \log \delta^{-1} + \left( \frac{\varepsilon}{\delta} \right)^{-1/\tau}, \quad \tau = \frac{d + 4}{2} - s < 0, 
$$

(68)

and choose $\beta$ that

$$
\beta > \mu^{-1} \max \left( \frac{R}{2}, (2^{(d+1)}\eta)^{q/d} \right), 
$$

(69)

then $\mu\beta \geq \frac{R}{2} > \theta$ satisfies the requirement for Lemma 5.2, which implies

$$
|\sigma_{\alpha,0} + X_{\theta\beta}| = |X_{\theta\beta}| \geq \exp(2^{d-1}(\mu\beta/\theta)^{d/q}) > \exp(\eta\theta^{-d/q}) \geq |Y|. 
$$

(70)

Proof of Corollary 2.2 and Corollary 2.3. Under the assumption that $s - \frac{d+4}{2} = 1$, it is clear that $\delta$ solves equation

$$
\theta^{-\frac{d}{(d+1)s}} = \log \delta^{-1} + 2 \left( \frac{\varepsilon}{\delta} \right), 
$$

(71)

which is exactly the function $\omega$ in Theorem 2.1. We consider two cases. The first case, $\varepsilon$ is sufficiently small,

$$
\left( \frac{\varepsilon}{\delta} \right) \leq \log \delta^{-1} \Rightarrow \varepsilon \leq \delta \log \delta^{-1}, 
$$

$$
\theta^{-\frac{d}{(d+1)s}} \leq 3 \log \delta^{-1} \Rightarrow \delta \leq \exp \left( -\frac{1}{3} \theta^{-\frac{d}{(d+1)s}} \right). 
$$

(72)
The second case, $\varepsilon$ is not sufficiently small, we have
\[
\left(\frac{\varepsilon}{\delta}\right) \geq \log \delta^{-1} \Rightarrow \varepsilon \geq \delta \log \delta^{-1},
\]
\[
\theta^{-\frac{d}{2} \varepsilon \log \delta^{-1}} \geq 3 \left(\frac{\varepsilon}{\delta}\right) \Rightarrow \delta \leq 3 \varepsilon \theta^{-\frac{d}{2} \varepsilon \log \delta^{-1}}.
\] (73)

The rest of proof is straightforward by applying Theorem 2.1. \qed

**Remark 5.5.** We also want to point out that the Hölder type instability estimate in [12] is similar to our Corollary 2.3 as special cases. For the special case $s - \frac{d+4}{2} = 1$ and a fixed perturbation $\delta$ in the measurement operator $\Lambda$, if the Knudsen number $\varepsilon$ is large compared to the perturbation in the sense $\varepsilon \gg O(\delta \log \delta^{-1})$, the contribution of diffusion approximation $M_{1,mjnk}$ is dominated by that of transport $M_{2,mjnk}$. Especially if $\varepsilon = O(1)$, although the Hilbert expansion is no longer valid, the estimate of $M_{2,mjnk}$ is still true from standard transport theory, which will always dominate the $M_{1,mjnk}$. The authors in [12] linearize the transport equation which takes into account the transport term $M_{2,mjnk}$ while neglecting the diffusion term $M_{1,mjnk}$. Hence the instability estimate only contains Hölder type. However, when $\varepsilon$ is sufficiently small such that $\varepsilon \ll O(\delta \log \delta^{-1})$, then $M_{1,mjnk}$ becomes dominant and therefore can not be simply dropped.

## 6 Conclusion

In this paper we study the instability of reconstruction of $\sigma_a$ in radiative transfer equation (4) with angularly averaged albedo operator measurement near diffusion limit $0 < \varepsilon \ll 1$. When $\varepsilon \to 0$, the problem degenerates to the inverse problem of a diffusion equation which is equivalent to the EIT problem. Our instability estimate characterizes the transition of instability from the balance of diffusion and transport. When $\varepsilon$ is away from zero and perturbation in measurement $\delta$ is small enough, Hölder type of instability is observed, which is still ill-posed unless sufficient regularity of $\sigma_a$ is imposed. Otherwise the exponential type of instability is observed, which is similar to the EIT problem.
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## A Appendix

In this appendix, we briefly prove the following two key lemmas used in the proof of Theorem 2.1.

**Lemma A.1.** The integral operators $K_1$ and $K_2$ defined in (31), satisfy
\[
\| (I - K_1)^{-1} K_2 f \|_{L^2(D)} \leq C \| f \|_{H^{3/2}(\partial D)}
\] (74)
where $0 < \varepsilon < 1$ and $C$ is a constant independent of $\varepsilon$. 

Proof. We only have to prove for the case \( \sigma_a \equiv 0 \). First, we estimate the norm of \((I - K_1)^{-1}\).

The operator \( K_1 \) is defined as

\[
K_1 f(x) = \frac{1}{\nu_d} \int_D \frac{\exp(-\frac{\sigma_a}{\varepsilon} |x - y|) \sigma_s f(y)}{|x-y|^{d-1}} \, dy
\]

where \( \sigma_s \) is a positive constant, \( \nu_d \) is the area of the unit sphere in \( \mathbb{R}^d \), and \( D \) is the unit ball in \( \mathbb{R}^d \). With a slight abuse of notation, we consider \( f(x) \) as \( f(x) \chi_D \), where \( \chi_D \) is the characteristic function of \( D \). Then

\[
K_1 f = k * f.
\]

Take Fourier transform,

\[
\hat{K}_1 f(\xi) = \hat{k}(\xi) \hat{f}(\xi),
\]

where \( k(x) \) is defined as

\[
k(x) = \frac{1}{\nu_d} \frac{\exp(-\frac{\sigma_a}{\varepsilon} |x|) \sigma_s}{|x|^{d-1}}.
\]

The Fourier transform of \( k(x) \) is

\[
\hat{k}(\xi) = \frac{\nu_{d-1}}{\nu_d} \int_0^\infty \int_0^\pi \exp(-\frac{\sigma_s}{\varepsilon} \rho) \frac{\sigma_s}{\varepsilon} \exp(-i|x| \rho \cos \theta) d\rho \sin^{d-2} \theta d\theta
\]

\[
= \frac{\nu_{d-1}}{\nu_d} \int_0^\pi \frac{\sin^{d-2} \theta d\theta}{1 + \varepsilon^2 \frac{|\xi|^2}{\sigma_s^2} \cos^2 \theta}.
\]

It is easy to see that \( |\hat{k}(\xi)| < 1 \) and is a decreasing function of \( |\xi| \). On the other hand, since \( f \) is compactly supported in \( D \),

\[
|\hat{f}(\xi)| = |\int_D \exp(-ix \cdot \xi) f(x) dx| \leq \int_D |f(x)| dx \leq C_D \|f\|_{L^2}
\]

for some \( C_D \) depending on \( D \) only. Then there exists an absolute constant \( s > 0 \) that

\[
\int_{|\xi|<s} |\hat{f}(\xi)|^2 d\xi \leq \frac{1}{2} \|f\|_{L^2}^2.
\]

For \( |\xi| \leq s \) and \( 0 < \varepsilon < 1 \), we have

\[
\hat{k}(\xi) = \frac{2\nu_{d-1}}{\nu_d} \left( \int_0^\theta \frac{\sin^{d-2} \theta d\theta}{1 + \varepsilon^2 \frac{|\xi|^2}{\sigma_s^2} \cos^2 \theta} + \int_\theta^\frac{\pi}{2} \frac{\sin^{d-2} \theta d\theta}{1 + \varepsilon^2 \frac{|\xi|^2}{\sigma_s^2} \cos^2 \theta} \right)
\]

\[
\leq \frac{1}{2} \frac{1}{1 + \varepsilon^2 \frac{|\xi|^2}{\sigma_s^2} \cos^2 \theta} + \frac{1}{2} \leq \frac{1}{1 + C(\varepsilon^2 \frac{|\xi|^2}{\sigma_s^2})},
\]

where \( C \) is positive constant independent of \( \varepsilon \) and \( \hat{\theta} \) satisfies

\[
\frac{\nu_{d-1}}{\nu_d} \int_0^\theta \sin^{d-2} \theta d\theta = \frac{\nu_{d-1}}{\nu_d} \int_\theta^{\frac{\pi}{2}} \sin^{d-2} \theta d\theta = \frac{1}{4},
\]
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Then we obtain the following estimate

\[
\| \mathcal{K}_1 f \|_{L^2}^2 = \| \hat{\mathcal{K}}_1 f \|_{L^2}^2 = \int_{|\xi| < s} |\hat{k}|^2 |\hat{f}|^2 + \int_{|\xi| \geq s} |\hat{k}|^2 |\hat{f}|^2 \\
\leq \int_{|\xi| < s} |\hat{f}|^2 + \frac{1}{1 + 2C\epsilon^2 \sigma_s^2} \int_{|\xi| \geq s} |\hat{f}|^2 \leq \frac{1 + C\epsilon^2 \sigma_s^2}{1 + 2C\epsilon^2 \sigma_s^2} \| f \|_{L^2}^2 = (1 - O(\epsilon^2)) \| f \|_{L^2}^2.
\]

Therefore \( \|(I - \mathcal{K}_1)^{-1}\|_{L^2(D) \rightarrow L^2(D)} \leq O(\epsilon^{-2}) \). In the next, we compute \( \mathcal{K}_2 f \). Denote

\[
G(r) = -\frac{1}{\nu_d} \int_r^{\infty} e^{-\frac{r^2}{\nu_d}} \frac{1}{\rho^{d-1}} d\rho,
\]

then we can easily verify that

\[
\mathcal{K}_2 f = \int_{\partial D} \partial_n G(|x - y|) f(y) dS(y) \\
= \int_D \nabla \cdot (\nabla G(|x - y|) \hat{f}(y)) dy \\
= (I - \mathcal{K}_1) \hat{f} + \int_D \nabla G(|x - y|) \cdot \nabla \hat{f}(y) dy \\
= (I - \mathcal{K}_1) \hat{f} - \int_D G(|x - y|) \Delta \hat{f}(y) dy + \int_{\partial D} G(|x - y|) \frac{\partial \hat{f}}{\partial n} dS(y),
\]

where \( \hat{f} \) is an extension of \( f \) in \( D \) such that \( \hat{f}|_{\partial D} = f, \partial_n \hat{f}|_{\partial D} = 0 \) and \( \| \hat{f} \|_{L^2(D)} + \| \Delta \hat{f} \|_{L^2(D)} \leq \hat{C} \| f \|_{H^{3/2}(\partial D)} \). Such an \( \hat{f} \) in the unit ball can be explicitly constructed using spherical harmonics. Since \( \| G \|_{L^2(D) \rightarrow L^2(D)} = O(\epsilon^2) \), we have

\[
\|(I - \mathcal{K}_1)^{-1} \mathcal{K}_2 f\|_{L^2(D)} = \| \hat{f} - (I - \mathcal{K}_1)^{-1} G \Delta \hat{f} \|_{L^2(D)} \leq \hat{C} (\| \hat{f} \|_{L^2(D)} + \| \Delta \hat{f} \|_{L^2(D)}) \leq C \| f \|_{H^{3/2}(\partial D)}.
\]

Lemma A.2. Suppose \( u \) is the solution to (4), then

\[
\| u \|_{L^2(D \times \Omega)} \leq C \| f \|_{H^{3/2}(\partial D)}
\]

where \( 0 < \epsilon < 1 \) and \( C \) is independent of \( \epsilon \).

Proof. We estimate the solution by solving the linear transport equation with no absorption,

\[
|u(x, v)| \leq \int_0^{\tau_-(x, v)} \exp \left( -\frac{\sigma_+}{\epsilon} t \right) \frac{\sigma_+}{\epsilon} |\langle u \rangle(x - ltv)| dt + \exp \left( -\frac{\sigma_+}{\epsilon} \tau_-(x, v) \right) |f(x - \tau_-(x, v) v)|
\]

where \( \tau_-(x, v) = \sup \{ t \mid x - tv \in D \} \). Denote line integral operator \( T \) by

\[
T g(x, v) := \int_0^{\tau_-(x, v)} \exp \left( -\frac{\sigma_+}{\epsilon} t \right) \frac{\sigma_+}{\epsilon} g(x - ltv) dt,
\]
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then we have the following $L^\infty$ and $L^1$ estimates for $Tg$,

\[ |Tg(x, v)| \leq \|g\|_\infty \int_0^{\tau_-(x, v)} \exp\left(-\frac{\sigma_s}{\varepsilon} l\right) \frac{\sigma_s}{\varepsilon} dl < \|g\|_\infty, \]

\[ \int_{D \times \Omega} |Tg(x, v)| dxdv = \int_{D \times D} \frac{\exp\left(-\frac{\sigma_s}{\varepsilon} |x - y|\right) \sigma_s}{|x - y|^{d-1}} \frac{\varepsilon}{\sigma_s} |g(y)| dxdy < \|g\|_{L^1}. \]

The latter inequality is from Young’s inequality. By Riesz-Thorin interpolation and Lemma A.1, when $0 < \varepsilon < 1$, there exists a constant $c_1$ independent of $\varepsilon$ that

\[ \|T\langle u \rangle\|_{L^2(D \times \Omega)} < \|\langle u \rangle\|_{L^2(D)} \leq c_1 \|f\|_{H^{3/2}(\partial D)}. \quad (85) \]

It remains to estimate the boundary contribution term $Sh(x, v) = \exp\left(-\frac{\sigma_s}{\varepsilon} \tau_-(x, v)\right) h(x - \tau_-(x, v)v)$, we follow a similar approach

\[ |Sh(x, v)| \leq \|h\|_\infty \quad (86) \]

and by Young’s inequality, there is a constant $c_2$ independent of $\varepsilon$ when $0 < \varepsilon < 1$ such that

\[ \int_{D \times \Omega} Sh(x, v)dxdv = \int_D \int_{\partial D} \frac{\exp\left(-\frac{\sigma_s}{\varepsilon} |x - y|\right)}{|x - y|^{d-1}} n_y \cdot \frac{x - y}{|x - y|} h(y)dS(y)dx \leq c_2 \|h\|_{L^1(\partial D)}. \quad (87) \]

Then $\|Sf\|_{L^2(D \times \Omega)} \leq \sqrt{c_2} \|f\|_{L^2(\partial D)}$ by Riesz-Thorin interpolation. \qed
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