Nonlinear Lattice Waves in Random Potentials
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Abstract Localization of waves by disorder is a fundamental physical problem encompassing a diverse spectrum of theoretical, experimental and numerical studies in the context of metal-insulator transition, quantum Hall effect, light propagation in photonic crystals, and dynamics of ultra-cold atoms in optical arrays. Large intensity light can induce nonlinear response, ultracold atomic gases can be tuned into an interacting regime, which leads again to nonlinear wave equations on a mean field level. The interplay between disorder and nonlinearity, their localizing and delocalizing effects is currently an intriguing and challenging issue in the field. We will discuss recent advances in the dynamics of nonlinear lattice waves in random potentials. In the absence of nonlinear terms in the wave equations, Anderson localization is leading to a halt of wave packet spreading. Nonlinearity couples localized eigenstates and, potentially, enables spreading and destruction of Anderson localization due to nonintegrability, chaos and decoherence. The spreading process is characterized by universal subdiffusive laws due to nonlinear diffusion. We review extensive computational studies for one- and two-dimensional systems with tunable nonlinearity power. We also briefly discuss extensions to other cases where the linear wave equation features localization: Aubry-Andre localization with quasiperiodic potentials, Wannier-Stark localization with dc fields, and dynamical localization in momentum space with kicked rotors.

1 Introduction

In this chapter we will discuss the mechanisms of wave packet spreading in nonlinear disordered lattice systems. More specifically, we will consider cases when the...
corresponding linear wave equations show Anderson localization, and the localization length is bounded from above by a finite value.

There are several reasons to analyze such situations. Wave propagation in spatially disordered media has been of practical interest since the early times of studies of conductivity in solids. In particular, it became of much practical interest for the conductance properties of electrons in semiconductor devices more than half a century ago. It was probably these issues which motivated P. W. Anderson to perform his groundbreaking lattice wave studies on what is now called Anderson localization [1]. With evolving modern technology, wave propagation became of importance also in photonic and acoustic devices in structured materials [2, 3]. Finally, recent advances in the control of ultracold atoms in optical potentials made it possible to observe Anderson localization there as well [4].

In many if not all cases wave-wave interactions can be of importance, or can even be controlled experimentally. Short range interactions hold for s-wave scattering of atoms. When many quantum particles interact, mean field approximations often lead to effective nonlinear wave equations. Electron-electron interactions in solids and mesoscopic devices are also interesting candidates with the twist of a new statistics of fermions. As a result, nonlinear wave equations in disordered media become of practical importance. High intensity light beams propagating through structured optical devices induce a nonlinear response of the medium and subsequent nonlinear contributions to the light wave equations. While electronic excitations often suffer from dephasing due to interactions with other degrees of freedom (e.g. phonons), the level of phase coherence can be controlled in a much stronger way for ultracold atomic gases and light.

There is moreover a fundamental mathematical interest in the understanding, how Anderson localization is modified in the presence of nonlinear terms in the wave equations. All of the above motivates the choice of corresponding linear wave equations with finite upper bounds on the localization length. Then, the linear equations admit no transport. Analyzing transport properties of nonlinear disordered wave equations allows to observe and characterize the influence of wave-wave interactions on Anderson localization in a straightforward way. Finite upper bounds on the localization length for the corresponding linear wave equations are obtained for few band problems, which are essentially emulating waves on lattices. Finite upper bounds on the localization length also allow to exclude overlap of initial states with eigenstates of the linear equation which have a localization length larger than the considered system size, or which even have a diverging localization length.

No matter how tempting the general research theme of this chapter is, one has to break it down to a list of more specific questions to be addressed. Let us attempt to file such a list, without pretending completeness:

- I. In his pioneering work Anderson addressed the fate of an initially localized wave packet during the subsequent evolution within the Schrödinger equation for a single particle [1]. In particular, he showed that the return probability stays finite for infinite times, which essentially proves localization for the whole wave packet for all times. What is the outcome for the case with nonlinear terms?
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- II. Anderson localization is equivalent to the statement that all eigenstates of the corresponding time-independent Schrödinger equation are spatially localized. Can these stationary states be continued into the nonlinear wave equation? What are the properties of such stationary states in the nonlinear wave equation?

- III. The linear wave equation which enjoys Anderson localization yields zero conductivity, i.e. the system is an insulator, which is particularly true even for finite densities of an infinitely extended wave state. Will the conductivity stay zero for nonlinear wave equations, or become finite?

- IV. If qualitatively new physics is found in the presence of nonlinear terms in any of the above cases, how does it reconnect back to the linear equation which enjoys Anderson localization?

- V. Quantizing the field equations leads to many-body interactions. What is the outcome for the above cases?

- VI. Wave localization for linear wave equations can be obtained also with quasiperiodic potentials (or in general correlated random potentials), even for potentials with nonzero dc bias, but also for kicked systems (dynamical localization in momentum space). What is the outcome for all above cases (where applicable) then?

We will mainly focus on the first item. A number of studies was devoted to that subject (see e.g. [5, 6, 7, 8, 9, 36] as entree appetizers). It goes beyond the capabilities of this chapter to give a full account on all publications for the listed items. Some of them will be briefly discussed. Nevertheless we list also a number of key publications as entree appetizers for the items II-VI: II [10, 11], III [12, 13], IV [14, 15, 16, 17], V [18, 19, 20], VI [21, 22, 23, 24].

The chapter is structured in the following way. In section 2 we introduce the models, and briefly discuss Anderson localization in section 3. In section 4 we then proceed with adding nonlinear terms to the wave equations. Using a secular normal form approach we demonstrate that a number of approximate treatments of the nonlinear terms keep localization intact, in contrast to a large number of numerical observations. We identify omitted resonances, their occurrence probabilities, and formulate expected dynamical regimes on that basis. Section 4 is closed with a technical discussion of different ways to characterize the evolution of wave packets. A number of numerical results on wave packet spreading are discussed in section 5. Section 6 is devoted to the formulation of an effective noise theory which is capable of describing the numerical observations. The various additional predictions of the effective noise theory, along with their numerical tests, are presented in section 7. A short discussion of wave packet dynamics in related models with correlated potentials is given in section 8. Section 9 closes this chapter with a discussion the probabilistic restoring of Anderson localization for weak nonlinearity, and issues open for future research.
Lattice wave equations

For the sake of simplicity we will first discuss one-dimensional lattice models, and subsequently generalize. We will use the Hamiltonian of the disordered discrete nonlinear Schrödinger equation (DNLS)

\[ H_D = \sum_l \varepsilon_l |\psi_l|^2 + \frac{\beta}{2} |\psi_l|^4 - (\psi_{l+1} \psi_l^* + \psi_{l-1}^* \psi_l) \]  

(1)

with complex variables \( \psi_l \), lattice site indices \( l \) and nonlinearity strength \( \beta \geq 0 \).

The uncorrelated random on-site energies \( \varepsilon_l \) are distributed with the probability density distribution (PDF) \( P_{\varepsilon}(|x| \leq W/2) = 1/W \) and \( P_{\varepsilon}(|x| > W/2) = 0 \) where \( W \) denotes the disorder strength. The equations of motion are generated by \( \dot{\psi}_l = \partial H_D / \partial (i \psi_l^*) \):

\[ i \dot{\psi}_l = \varepsilon_l \psi_l + \beta |\psi_l|^2 \psi_l - \psi_{l+1} - \psi_{l-1} . \]  

(2)

Eqs. (2) conserve the energy (1) and the norm \( S = \sum |\psi_l|^2 \). Note that varying the norm of an initial wave packet is strictly equivalent to varying \( \beta \). Note also that the transformation \( \psi_l \rightarrow (-1)^l \psi_l^* \), \( \beta \rightarrow -\beta \), \( \varepsilon_l \rightarrow -\varepsilon_l \) leaves the equations of motion invariant. Therefore the sign of the nonlinear coefficient \( \beta \) can be fixed without loss of generality. Eqs. (1) and (2) are derived e.g. when describing two-body interactions in ultracold atomic gases on an optical lattice within a mean field approximation [25], but also when describing the propagation of light through networks of coupled optical waveguides in Kerr media [26].

Alternatively we also refer to results for the Hamiltonian of the quartic Klein-Gordon lattice (KG)

\[ H_K = \sum_l \frac{p_l^2}{2} + \tilde{\varepsilon}_l u_l^2 + \frac{1}{4} u_l^4 + \frac{1}{2W} (u_{l+1} - u_l)^2 , \]  

(3)

where \( u_l \) and \( p_l \) are respectively the generalized coordinates and momenta, and \( \tilde{\varepsilon}_l \) are chosen uniformly from the interval \([\frac{1}{2}, \frac{3}{2}]\). The equations of motion are \( \ddot{u}_l = -\partial H_K / \partial u_l \) and yield

\[ \ddot{u}_l = -\tilde{\varepsilon}_l u_l - u_l^3 + \frac{1}{W} (u_{l+1} + u_{l-1} - 2u_l) . \]  

(4)

Equations (4) conserve the energy (3). They serve e.g. as simple models for the dissipationless dynamics of anharmonic optical lattice vibrations in molecular crystals [27]. The energy of an initial state \( E \geq 0 \) serves as a control parameter of nonlinearity similar to \( \beta \) for the DNLS case. For small amplitudes the equations of motion of the KG chain can be approximately mapped onto a DNLS model [28, 29]. For the KG model with given parameters \( W \) and \( E \), the corresponding DNLS model (1) with norm \( S = 1 \), has a nonlinearity parameter \( \beta \approx 3WE \). The norm density of the DNLS model corresponds to the normalized energy density of the KG model [29].
The theoretical considerations will be performed within the DNLS framework. It is straightforward to adapt them to the KG case.

3 Anderson localization

For $\beta = 0$ with $\psi_l = A_l \exp(-i\lambda t)$ Eq. (1) is reduced to the linear eigenvalue problem

$$\lambda A_l = \epsilon_l A_l - A_{l-1} - A_{l+1}. \tag{5}$$

The normal modes (NM) are characterized by the normalized eigenvectors $A_{\nu,l}$, where

$$\sum_l A_{\nu,l}^2 = 1.$$

The eigenvalues $\lambda_\nu$ are the frequencies of the NMs. The width of the eigenfrequency spectrum $\lambda_\nu$ is $\Delta = W + 4$ with $\lambda_\nu \in [-2 - \frac{W}{2}, 2 + \frac{W}{2}]$. While the usual ordering principle of NMs is with their increasing eigenvalues, here we adopt a spatial ordering with increasing value of the center-of-norm coordinate $X_\nu = \sum_l l A_{\nu,l}^2$.

The asymptotic spatial decay of an eigenvector is given by

$$A_{\nu,l} \sim e^{-|l|/\xi(\lambda_\nu)}$$

where $\xi(\lambda_\nu)$ is the localization length and $\xi(\lambda_\nu) \approx 24(4 - \lambda_\nu^2)/W^2$ for weak disorder $W \leq 4$. \[30\]

The NM participation number $p_\nu = 1/\sum_l A_{\nu,l}^4$ measures the number of strongly excited lattice sites in a given wave density distribution. It is one possible way to quantify the spatial extent $V_\nu$ (localization volume) of a NM. However fluctuations of the density distribution inside a given NM lead to an underestimate of $V_\nu$ when using $p_\nu$. A better way to estimate the distance between the two exponential tails of an eigenvector is to use the second moment of its density distribution $m_2^{(V)} = \sum_l (X_\nu - l)^2 A_{\nu,l}^2$. It follows that the estimate $V_\nu = \sqrt{12m_2^{(V)}}$ is highly precise and sufficient for most purposes. \[31\] The localization volume $V$ is on average of the order of $3\xi$ for weak disorder, and tends to $V = 1$ in the limit of strong disorder.

Consider an eigenstate $A_{\nu,l}$ for a given disorder realization. How many of the neighboring eigenstates will have non-exponentially small amplitudes inside its localization volume $V_\nu$? Note that there is a one-to-one correspondence between the number of lattice sites, and the number of eigenstates. Therefore, on average the number of neighboring eigenstates will be simply $V_\nu$. Let us consider sets of neighboring eigenstates. Their eigenvalues will be in general different, but confined to the interval $\Delta$ of the spectrum. Therefore the average spacing $d$ of eigenvalues of neighboring NMs within the range of a localization volume is of the order of $d \approx \Delta/V$, which becomes $d \approx \Delta W^2/300$ for weak disorder. The two scales $d \leq \Delta$ are expected to determine the packet evolution details in the presence of nonlinearity.

Due to the localized character of the NMs, any localized wave packet with size $L$ which is launched into the system for $\beta = 0$, will stay localized for all times. If $L \ll V$, then the wave packet will expand into the localization volume. This expansion will take a time of the order of $\tau_{lin} = 2\pi/d$. If instead $L \geq V$, no substantial expansion will be observed in real space. We remind that Anderson localization is
relying on the phase coherence of waves. Wave packets which are trapped due to Anderson localization correspond to trajectories in phase space evolving on tori, i.e. they evolve quasi-periodically in time.

Finally, the linear wave equations constitute an integrable system with conserved actions where the dynamics happens to be on quasiperiodic tori in phase space. This can be safely stated for any finite, whatever large, system.

4 Adding nonlinearity

The equations of motion of (2) in normal mode space read

\[ i\dot{\phi}_\nu = \lambda_\nu \phi_\nu + \beta \sum_{\nu_1, \nu_2, \nu_3} I_{\nu, \nu_1, \nu_2, \nu_3} \phi^{*}_{\nu_1} \phi_{\nu_2} \phi_{\nu_3} \]  

(6)

with the overlap integral

\[ I_{\nu, \nu_1, \nu_2, \nu_3} = \sum_l A_{\nu, l} A^{*}_{\nu_1, l} A_{\nu_2, l} A^{*}_{\nu_3, l} \]  

(7)

The variables \( \phi_\nu \) determine the complex time-dependent amplitudes of the NMs.

The frequency shift of a single site oscillator induced by the nonlinearity is \( \delta_l = \beta |\psi_l|^2 \). If instead a single mode is excited, its frequency shift can be estimated by \( \delta_\nu = \beta |\phi_\nu|^2 / p_\nu \).

As it follows from (6), nonlinearity induces an interaction between NMs. Since all NMs are exponentially localized in space, each normal mode is effectively coupled to a finite number of neighboring NMs, i.e. the interaction range is finite. However the strength of the coupling is proportional to the norm density \( n = |\phi|^2 \). Let us assume that a wave packet spreads. In the course of spreading its norm density will become smaller. Therefore the effective coupling strength between NMs decreases as well. At the same time the number of excited NMs grows. One possible outcome would be: (I) that after some time the coupling will be weak enough to be neglected. If neglected, the nonlinear terms are removed, the problem is reduced to an integrable linear wave equation, and we obtain again Anderson localization. That implies that the trajectory happens to be on a quasiperiodic torus - on which it must have been in fact from the beginning. It also implies that the actions of the linear wave equations are not strongly varying in the nonlinear case, and we are observing a kind of anderson localization in action subspace. Another possibility is: (II) that spreading continues for all times. That would imply that the trajectory does not evolve on a quasiperiodic torus, but instead evolves in some chaotic part of phase space. This second possibility (II) can be subdivided further, e.g. assuming that the wave packet will exit, or enter, a Kolmogorov-Arnold-Moser (KAM) regime of mixed phase space, or stay all the time outside such a perturbative KAM regime. In particular if the wave packet dynamics will enter a KAM regime for large times, one might speculate that the trajectory will get trapped between denser and
denser torus structures in phase space after some spreading, leading again to localization as an asymptotic outcome, or at least to some very strong slowing down of the spreading process. We will not go into details of such possible scenarios, but want the reader to be aware of the fact that the rather innocent set of questions at stake can quickly lead into highly sophisticated mathematical fields.

Consider a wave packet with size $L$ and norm density $n$. Replace it by a finite system of size $L$ and norm density $n$. Such a finite system will be in general nonintegrable. Therefore the only possibility to generically obtain a quasiperiodic evolution is to be in the regime where the KAM theorem holds. Then there is a finite fraction of the available phase space volume which is filled with KAM tori. For a given $L$ it is expected that there is a critical density $n_{\text{KAM}}(L)$ below which the KAM regime will hold. We do not know this $L$-dependence. Computational studies may not be very conclusive here, since it is hard to distinguish a regime of very weak chaos from a strict quasiperiodic one on finite time scales.

The above first possible outcome (I) (localization) will be realized if the packet is launched in a KAM regime. Whether that is possible at all for an infinite system is an open issue. The second outcome (II) (spreading) implies that we start in a chaotic regime and remain there. Since the packet density is reduced and is proportional to its inverse size $L$ at later times, this option implies that the critical density $n_{\text{KAM}}(L)$ decays faster than $1/L$, possibly faster than any power of $1/L$.

Let us discuss briefly one example of an integrable system, for which Anderson localization will not be destroyed. Consider a Hamiltonian in NM representation using actions $J_\nu$ and angles $\theta_\nu$ as coordinates:

$$H_{\text{int}} = \sum_\nu \lambda_\nu J_\nu + \beta \sum_{\nu_1,\nu_2,\nu_3,\nu_4} I_{\nu_1,\nu_2,\nu_3,\nu_4} \sqrt{J_{\nu_1} J_{\nu_2} J_{\nu_3} J_{\nu_4}}.$$  \hfill (8)

We assume that the set of eigenfrequencies $\{\lambda_\nu\}$ and the overlap integrals $I_{\nu_1,\nu_2,\nu_3,\nu_4}$ are identical with those describing the DNLS model (6), (7). The equations of motion $\dot{J}_\nu = -\partial H_{\text{int}} / \partial \theta_\nu$ and $\dot{\theta}_\nu = \partial H_{\text{int}} / \partial J_\nu$ yield $J_\nu = 0$ since the integrable Hamiltonian (8) depends only on the actions. Therefore, any localized initial condition (e.g. $J_\nu(t=0) \propto \delta_{\nu,\nu_0}$) will stay localized, since actions of modes which are at large distances will never get excited. Thus, any observed spreading of wave packets, which we will study in detail in the present work, is presumably entirely due to the nonintegrability of the considered models, at variance to (5).

### 4.1 The secular normal form

Let us perform a further transformation $\phi_\nu = e^{-i\lambda_\nu t} \chi_\nu$ and insert it into Eq. (6):

$$i \ddot{\chi}_\nu = \beta \sum_{\nu_1,\nu_2,\nu_3,\nu_4} I_{\nu_1,\nu_2,\nu_3,\nu_4} \chi_{\nu_1}^* \chi_{\nu_2} \chi_{\nu_3} \chi_{\nu_4} e^{i(\lambda_\nu + \lambda_{\nu_1} - \lambda_{\nu_2} - \lambda_{\nu_3})t}.$$  \hfill (9)

The right hand side contains oscillating functions with frequencies
\[ \lambda_{\nu,n} \equiv \lambda_{\nu} + \lambda_{\nu_1} - \lambda_{\nu_2} - \lambda_{\nu_3}, \, n \equiv (\nu_1, \nu_2, \nu_3). \] (10)

For certain values of \( \nu, n \) the value \( \lambda_{\nu,n} \) becomes exactly zero. These secular terms define some slow evolution of (9). Let us perform an averaging over time of all terms in the rhs of (9), leaving therefore only the secular terms. The resulting secular normal form equations (SNFE) take the form

\[ i\dot{\chi}_\nu = \beta \sum_{\nu_1 I_{\nu,\nu_1,\nu_1} |\chi_{\nu_1}|^2 \chi_\nu. \] (11)

Note that possible missing factors due to index permutations can be absorbed into the overlap integrals, and are not of importance for what is following. The SNFE can be now solved for any initial condition \( \chi_\nu(t = 0) = \eta_\nu \) and yields

\[ \chi_\nu(t) = \eta_\nu e^{-i\Omega_\nu t}, \quad \Omega_\nu = \beta \sum_{\nu_1 I_{\nu,\nu_1,\nu_1} |\eta_{\nu_1}|^2. \] (12)

Since the norm of every NM is preserved in time for the SNFE, it follows that Anderson localization is preserved within the SNFE. The only change one obtains is the renormalization of the eigenfrequencies \( \lambda_\nu \) into \( \tilde{\lambda}_\nu = \lambda_\nu + \Omega_\nu \). Moreover, the phase coherence of NMs is preserved as well. Any different outcome will be therefore due to the nonsecular terms, neglected within the SNFE. We note that \( I_{\nu,\nu_1,\nu_1} \equiv p_{\nu_1}^{-1} \). Then the sum in (7) contains only nonnegative terms. By normalization \( A_\nu, p \sim 1/\sqrt{V} \) inside its localization volume, and therefore \( I_{\nu,\nu_1,\nu_1} \sim 1/V \). Similar argumentation leads to \( I_{\nu,\nu_1,\nu_1} \sim 1/V \) if both modes reside in the same localization volume.

Let us discuss several different initial states. (a) If only one normal mode is initially excited to norm \( n \), then it follows from (12) that its frequency renormalization \( \Omega_\nu = \beta n p_{\nu}^{-1} \sim \beta n/V \) where \( V \) is a typical localization volume of a normal mode. Comparing this value to the spacing \( d \sim \Delta/V \) we conclude that a perturbation approach (and therefore Anderson localization) might survive up to finite values of \( \beta n \sim \Delta \). (b) If however a large group of normal modes is excited inside a wave packet such that all normal modes have norm \( n \), then the sum in (12) will change the frequency renormalization to \( \Omega_\nu \sim \beta n \) for each of the participating modes. Comparing that to the spacing \( d \) we now find that perturbation approaches might break down at sufficiently weaker nonlinearities \( \beta n \sim \Delta/V \). (c) Finally assume that only one lattice site is initially excited with norm \( n \). That means that \( V \) normal modes are excited each with norm \( n/V \). And that is is also what we will see in a dynamical evolution of the linear wave equation - after some short transient time the wave packet will occupy a localization volume region and stay in there. Then the frequency normalization for each participating mode becomes \( \Omega_\nu \sim \beta n/V \) as in (a), and perturbation theory is expected to break down again at \( \beta n \sim \Delta \).

All of the considered lattices allow for selftrapped states in the regime of strong nonlinearity. These are well known as discrete breathers, intrinsic localized modes, and discrete solitons [32] which are time-periodic but spatially localized exact solutions of the equations of motion. They exist for any sign of nonlinearity due to
the underlying lattice, which generates finite bounds on the spectrum of the linear wave equation. Discrete breathers appear because the nonlinear terms renormalize (shift) frequencies completely out of the linear wave spectrum. In the limit of strong nonlinearity these states are essentially single site excitations, with very little amplitudes present on neighboring sites. Therefore, the natural basis for the physics of selftrapping is the original lattice itself, rather than the normal modes of the linear wave equation. This becomes evident when considering a lattice without any disorder, for which the normal modes of the linear wave equation are extended states, yet selftrapping and discrete breathers are perfectly present as well within the nonlinear wave equation. Selftrapping and discrete breathers are examples of a nonperturbative physics of strong nonlinearity. For the above cases of initial conditions, selftrapping can be effectively predicted whenever a single oscillator on one site renormalizes its frequency $\varepsilon_l + \beta |\psi_l|^2$ such that it exits the linear wave spectrum. For the above initial state case (a) this happens when $\beta n \sim V(\Delta/2 - \lambda \nu)$, about $V$ times larger than the perturbation threshold. For case (b) the norm $n$ per normal mode is also the norm $n$ per lattice site. Therefore selftrapping is expected at $\beta n \sim \Delta/2$, again about $V$ times larger than the corresponding perturbation threshold. However, case (c) is different. Here we place a norm $n$ initially on one site. If the selftrapping condition for that site holds, the dynamics will stay from scratch in the nonperturbative discrete breather regime, without any chance to spread into a localization volume region set by the linear wave equation. Therefore the selftrapping threshold reads $\beta n \sim \Delta/2 - \varepsilon_l$ and becomes of the same order as the perturbation threshold. Single site excitations will be thus launched either in a perturbative regime, or in a self trapped one. The other initial states allow for a third regime - outside the perturbative regime, but well below the selftrapping one. For reasons to come, we coin this additional regime strong chaos regime, and the perturbative regime weak chaos regime. We recapitulate again, that single site excitations are expected to be either in the regime of weak chaos, or selftrapping. Other initial states allow for another intermediate regime of strong chaos.

### 4.2 Expected dynamical regimes

Consider a wave packet at $t = 0$ which has norm density $n$ and size $L$. Let us wrap the above discussion into expected dynamical regimes [38]. Note that due to the above ambiguities, the following estimates are at the best semi-quantitative.

**Single site excitations** with norm $n$ and $\varepsilon_l = 0$ at the excitation site:

$$\beta n < \Delta/2 : \text{weak chaos}$$

$$\beta n > \Delta/2 : \text{selftrapping}$$

**Single mode excitations** with norm $n$ and $\lambda \nu = 0$ for the excited mode:
\[ \beta n < \Delta : \text{weak chaos} \]
\[ \Delta < \beta n < V\Delta/2 : \text{strong chaos} \quad (14) \]
\[ V\Delta/2 < \beta n : \text{selftrapping} \]

**Multi site/mode wave packet** with norm density \( n \) per site/mode and size \( V \):

\[ \beta n < \Delta/V : \text{weak chaos} \]
\[ \Delta/V < \beta n < \Delta/2 : \text{strong chaos} \quad (15) \]
\[ \Delta/2 < \beta n : \text{selftrapping} \]

### 4.3 Beyond the secular normal form

The time-averaged secular norm form (11) keeps the integrability of the nonlinear wave equation, and therefore also keeps Anderson localization. Any deviation from Anderson localization is therefore due to the omitted time-dependent oscillating terms in (9). Let us isolate one of the many terms in the rhs sum in (9):

\[ \dot{\chi}_{\nu} = \beta I_{\nu, n} \chi_{\nu} \chi_{\nu}^{*} \chi_{\nu} e^{i\lambda_{\nu, n} t}. \quad (16) \]

Assume a solution of the secular normal form equations (11) in the limit of weak nonlinearity which we coined weak chaos. Consider the solution of (16) as a first order correction. This correction has an amplitude

\[ |\chi_{\nu}^{(1)}| = |\beta \eta_{\nu 1} \eta_{\nu 2} \eta_{\nu 3} | R_{\nu, n}^{-1} \sim |\lambda_{\nu, n}| I_{\nu, n} \quad (17) \]

The perturbation approach breaks down, and resonances set in, when

\[ |\eta_{\nu}| < |\chi_{\nu}^{(1)}| \]

for at least one triplet \( \nu \), and for at least one excited reference mode \( \nu \):

\[ |\eta_{\nu}| < |\eta_{\nu 1} \eta_{\nu 2} \eta_{\nu 3}| \frac{\beta}{R_{\nu, n}} \quad (18) \]

Let us discuss this result. The eigenfrequencies contribute through the quadruplet \( \lambda_{\nu, n} \) (10). This quantity can be also interpreted as the difference of two eigenvalue differences. Resonances will be triggered for small quadruplets. However, for this to hold we do not need to request that two of the participating eigenvalues are close. In fact, since we consider only participating states from one localization volume, level repulsion between neighboring eigenvalues will be present anyway, such that the level spacing of nearest neighbor eigenvalues shows signatures of Wigner-Dyson distributions characteristic for random matrices (Fig.4 in [31]). This means in particular, that the probability density function (PDF) and therefore the probability of finding weakly separated (well beyond \( d \)) eigenvalues tends to zero for vanishing separation. However, the above quadruplet can become small for eigenvalues which...
are separated way beyond $d$. An extreme example is an equidistant spectrum which allows for exact zeros of quadruplets. In the disordered case with $V \gg 1$, for one reference mode $\nu$ we consider $V$ states in its localization volume, which allow for about $V^3$ quadruplet combinations. It is reasonable to assume that the set of $V$ eigenvalues will show correlations on energy separations of the order of $d$ (level spacing), but a decay of these correlations at larger energy distances. Therefore, for most of the $V^3$ combinations, the participating eigenvalues can be considered to be uncorrelated. With that assumption, the PDF $\mathcal{W}_\lambda(\lambda_{\nu,n})$, which is a sum of four random numbers, can be expected to be close to a normal distribution due to the central limit theorem, i.e.

$$\mathcal{W}_\lambda(x) \approx \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}}, \quad \sigma^2 = \frac{\Delta^2}{12}.$$  

In a recent study of a one-dimensional ladder geometry [33] the closeness of the normal distribution to $\mathcal{W}_\lambda$ was numerically confirmed. Since we are interested in small quadruplet values, we stress that the normal distribution has a finite value at zero argument, i.e.

$$\mathcal{W}_\lambda(0) \approx \frac{\sqrt{3}}{\sqrt{2\pi\Delta}}.$$  

Again the predicted value is only a factor of two off the actual numbers computed in [33].

The second important quantity which enters (18) through the definition of $R_{\nu,n}$ in (17) are the overlap integrals $I_{\nu,n}$. Much less is known about these matrix elements (however see [31]). It is instructive to mention that the same overlap integrals play a crucial role when estimating the localization length of two interacting particles (e.g. within a Bose-Hubbard chain) with onsite disorder [34, 19, 35] and are the main reason for the absence of any consensus on the scaling properties of this localization length. This is mainly due to the strong correlations between eigenvectors of states residing in the same localization volume but having sufficiently well separated eigenvalues. Let us ignore those difficulties for the moment, and assume that we can operate with one characteristic (average) overlap integral $\langle I \rangle$. Then the PDF $\mathcal{W}_R$ of $R$ becomes

$$\mathcal{W}_R(x) = \langle I \rangle \mathcal{W}_\lambda(\langle I \rangle x), \quad \mathcal{W}_R(0) = \frac{\sqrt{3}}{\sqrt{2\pi\Delta}}.$$  

With the additional assumption that all amplitudes $\eta \sim \sqrt{n}$ (note that this excludes a systematic consideration of a single normal mode excitation) we arrive at the resonance condition

$$\beta n < R_{\nu,n}.$$  

For a given set $\{ \nu, n \}$ the probability of meeting such a resonance is given by

$$\mathcal{P}_{\nu,n} = \int_0^{\beta n} \mathcal{W}_R(x) dx, \quad \mathcal{P}_{\nu,n}|_{\beta n \to 0} \to \frac{\sqrt{3} \langle I \rangle}{\sqrt{2\pi\Delta}} \beta n.$$  

(23)
For a given reference mode $\nu$ there are $V^3$ combinations of quadruplets. The probability that at least one of these quadruplets satisfies the resonance condition is equivalent to the probability that the given mode violates perturbation theory:

$$\mathcal{P}_\nu = 1 - \left( 1 - \int_0^{\beta n} \mathcal{W}(x) dx \right)^{V^3}, \quad \mathcal{P}_\nu|_{\beta n \to 0} \to \frac{\sqrt{3} V^3 \langle I \rangle}{\sqrt{2 \pi \Delta}} \beta n. \quad (24)$$

The main outcome is that the probability of resonance is proportional to $\beta n$ for weak nonlinearity. Moreover, within the disorder interval $1 \leq W \leq 6$ a numerical evaluation of the average overlap integral $\langle I \rangle \approx 0.6 V^{-1.7}$ [31]. This yields $\mathcal{P}_\nu|_{\beta n \to 0} \approx 0.43 V^{0.3} (\beta n/d)$. The uncertainty of the correct estimate of the overlap integral average, and the restricted studied disorder range may well address the weak dependence $V^{0.3}$. What remains however is evidence that the resonance probability for weak nonlinearity is proportional to the ratio $(\beta n)/d$. Therefore a practical outcome is that the average spacing $d$ sets the energy scale - for $\beta n \ll d$ the resonance probability $\mathcal{P} \sim (\beta n)/d$, while for $\beta n \gg d$ the resonance probability $\mathcal{P} \approx 1$.

As already anticipated at the end of the previous subsection, two regimes of weak and strong chaos can be defined depending on the ratio $(\beta n)/d$. In the regime of strong chaos, any normal mode within an excited wave packet will be resonant and not obeying perturbation theory. In the regime of weak chaos, this will be true for a fraction of modes.

A straightforward numerical computation of the above probability can be performed avoiding a number of the above assumptions. For a given NM $\nu$ we define $R_{v,n_0} = \min_n R_{v,n}$. Collecting $R_{v,n_0}$ for many $\nu$ and many disorder realizations, we can obtain the probability density distribution $\mathcal{W}(R_{v,n_0})$. The probability $\mathcal{P}$ for a mode, which is excited to a norm $n$ (the average norm density in a packet of modes), to be resonant with at least one triplet of other modes at a given value of the interaction parameter $\beta$ is again given by $[31, 36]$

$$\mathcal{P} = \int_0^{\beta n} \mathcal{W}(x) dx. \quad (25)$$

Therefore again $\mathcal{W}(R_{v,n_0} \to 0) \to C(W) \neq 0$ [36]. For the cases studied, the constant $C$ drops with increasing disorder strength $W$, in agreement with [24], which suggests $C = \frac{\sqrt{3} V^3 \langle I \rangle}{\sqrt{2 \pi \Delta}}$.

The large power $V^3$ in [24] allows to make a simple exponential approximation

$$\mathcal{W}(R) \approx Ce^{-CR}, \quad C = \frac{\sqrt{3} V^3 \langle I \rangle}{\sqrt{2 \pi \Delta}}. \quad (26)$$

which in turn can be expected to hold also for the case of weak disorder. It leads to the approximative result

$$\mathcal{P} = 1 - e^{-C\beta n}. \quad (27)$$

Therefore the probability for a mode in the packet to be resonant is proportional to $\beta n$ in the limit of small $n$ [9, 36].
We stress again that the discussed uncertainty in the definition of an average overlap integral, and the fact that the distribution of quadruplets is expected to be controlled by the stiffness of the set of eigenvalues of the normal mode set \{ν, n\} rather than its spacing \(d\), might be related. This does become evident if assuming an equidistant set. But then again, for a disordered system discussed here, the only scale on which the quadruplets can fluctuate close to zero, is the spacing \(d\).

### 4.4 Measuring properties of spreading wave packets

We remind that the ordering of NMs is chosen to be by increasing value of the center-of-norm coordinate \(X_ν\). We will analyze normalized distributions \(n_ν ≥ 0\) using the second moment \(m_2 = \sum_ν (ν - \bar{ν})^2 n_ν\), which quantifies the wave packet’s degree of spreading and the participation number \(P = 1/\sum_ν n_ν^2\), which measures the number of the strongest excited sites in \(n_ν\). Here \(\bar{ν} = \sum_ν ν n_ν\). We follow norm density distributions \(n_ν \equiv |φ_ν|^2/\sum_µ |φ_µ|^2\). The second moment \(m_2\) is sensitive to the distance of the tails of a distribution from the center, while the participation number \(P\) is a measure of the inhomogeneity of the distribution, being insensitive to spatial correlations. Thus, \(P\) and \(m_2\) can be used to quantify the sparseness of a wave packet through the compactness index

\[
ζ = \frac{P^2}{m_2}
\]

where \(D\) is the dimension of the lattice.

In order to have a scale for \(ζ\), we can consider a system of harmonic oscillators (normal modes) which are weakly interacting through nonlinear couplings. The contribution of the nonlinear interaction to the overall energy \(E\) of the system is assumed to be small and negligible. However it is essential in order to assume that the considered system is ergodic, i.e. we can replace time averages by suitable ensemble distribution averages. We also assume for simplicity that the distribution is of Boltzmann type. Therefore with good accuracy each oscillator is characterized by its own distribution \(\rho(E_ν) = e^{-βB E_ν}/βB\) where \(βB\) is the inverse temperature, and \(E_ν\) is the energy of an oscillator with average \(1/βB\). We consider a lattice bounded by a \(D\)-dimensional sphere with radius \(R \gg 1\) which contains \(N\) lattice sites, and therefore \(N\) oscillators. For \(D = 1\) we have \(N = 2R\), for \(D = 2\) it follows \(N = πR^2\) and for \(D = 3\) we have \(N = 4πR^3/3\). We now evaluate the normalized energy distribution \(βB E_ν/N\). Due to ergodicity the inverse of the participation number \(1/P = (βB/N)^2 \sum_ν E_ν^2 = βB^2/N ∫ \rho(E)E^2 = 2/N\). The second moment can be estimated at any time to be \(m_2 = R^2/2\) (for \(D = 2\)) and \(m_2 = 3R^2/5\) (for \(D = 3\)) since enough oscillators at large but constant distance from the center allow for an ensemble average. In the one-dimensional case such an estimate can be performed only after a time average over times larger than the equipartition times (equivalently the correlation decay times) and yields \(m_2 = L^2/3\) (for \(D = 1\)). Finally we neglect correlations between \(P\) and \(m_2\) and find with the definition of (28) that the compactness index of a thermal cloud of weakly interacting oscillators \(ζ = 3\) (for \(D = 1\)),

\[
ζ = \frac{P^2}{m_2}
\]
\[ \zeta = 2\pi \approx 6.28 \text{ (for } D = 2) \text{ and } \zeta = (4\pi/3)^{2/3}5/3 \approx 4.33 \text{ (for } D = 3). \] Such a result can be straightforwardly used for the KG lattice. For norm density distributions of the DNLS model a \( W \)-dependent correction can be expected, however the numerical data show that this is not of central importance. If we assume that density distributions experience large gaps between isolated fragments of the wave packet, then the compactness index will be lowered down from its equipartition value. In particular, for the above discussed case of selftrapping, we expect that at least a part of the initial state stays localized, while another part might spread. Then the second moment \( m_2 \) is expected to grow, the participation number \( P \) will stay approximately constant, and consequently the compactness index \( \zeta \) will drop substantially down from its equipartition value.

In order to probe the spreading, we can also compute higher order moments \( m_\eta = \sum_\nu (\nu - \bar{\nu})^\eta n_\nu. \) In particular the kurtosis \( \gamma = m_4/m_2^2 - 3 \) is useful as an indicator of the overall shape of the probability distribution profile. Large values correspond to profiles with sharp peaks and long extending tails. Low values are obtained for profiles with rounded/flattened peaks and steeper tails. For example, the Laplace distribution has \( \gamma = 3 \), while a compact uniform distribution has \( \gamma = -1.2 \) [37].

### 5 Computing spreading wave packets: collecting evidence

We will present results on long time numerical simulations. We therefore first discuss the methods and particularities of our computations (see [36] for more details). For both models, symplectic integrators were used. These integration schemes replace the original Hamiltonian by a slightly different (and time-dependent) one, which is integrated exactly. The smaller the time steps, the closer both Hamiltonians. Therefore, the computed energy (or norm) of the original Hamiltonian function will fluctuate in time, but not grow. The fluctuations are bounded, and are due to the fact, that the actual Hamiltonian which is integrated, has slightly different energy.

Another possible source of errors is the roundoff procedure of the actual processor, when performing operations with numbers. Sometimes it is referred to as ‘computational noise’ although it is exactly the opposite, i.e. purely deterministic and reproducible. The influence of roundoff errors on the results was discussed in [36].

The KG chain was integrated with the help of a symplectic integrator of order \( O(\tau^4) \) with respect to the integration time step \( \tau \), namely the SABA\( _2 \) integrator with corrector (SABA\( _2 \)C), introduced in [39]. A brief presentation of the integration scheme, as well as its implementation for the particular case of the KG lattice is given in Appendix [36]. The SABA\( _2 \)C integration scheme proved to be very efficient for long integrations (e.g. up to \( 10^{10} \) time units) of lattices having typically \( N = 1000 \) sites, since it kept the required computational time to feasible levels, preserving at the same time quite well the energy of the system. For example, an integration time step \( \tau = 0.2 \) usually kept the relative error of the energy smaller than \( 10^{-4} \).
The DNLS chain was integrated with the help of the SBAB$_2$ integrator\footnote{39} which introduces an error in energy conservation of the order $O(\tau^2)$. The number of sites used in computations varied from $N = 500$ to $N = 2000$, in order to exclude finite size effects in the evolution of the wave packets. For $\tau = 0.1$ the relative error of energy was usually kept smaller than $10^{-3}$. It is worth mentioning that, although the SBAB$_2$ integrator and the commonly used leap–frog integrator introduce errors of the same order, the SBAB$_2$ scheme exhibits a better performance since it requires less CPU time, keeping at the same time the relative energy error to smaller values than the leap–frog scheme.

We remind that we order the NMs in space by increasing value of the center-of-norm coordinate $X_\nu = \sum_l |A^2_\nu|^l$. We analyze normalized distributions $z_\nu \geq 0$ using the second moment \( m^2_\nu = \sum_\nu (\nu - \bar{\nu})^2 z_\nu \), which quantifies the wave packet’s degree of spreading and the participation number \( P = 1/\sum_\nu z^2_\nu \), which measures the number of the strongest excited sites in $z_\nu$. Here $\bar{\nu} = \sum_\nu \nu z_\nu$. For DNLS we follow norm density distributions $z_\nu = |\phi_\nu|^2/\sum_\mu |\phi_\mu|^2$. For KG we follow normalized energy density distributions $z_\nu = E_\nu/\sum_\mu E_\mu$ with $E_\nu = \dot{A}_\nu^2/2 + \omega_\nu^2 A_\nu^2/2$, where $A_\nu$ is the amplitude of the $\nu$th NM and $\omega_\nu^2 = 1 + (\lambda_\nu + 2)/W$.

5.1 Single site excitations

Fig. 1 Single site excitations. $m^2_\nu$ and $P$ versus time in log–log plots. Left plots: DNLS with $W = 4$, $\beta = 0.0, 1, 1.4, 1.5$ [(o), orange; (b), blue; (g) green; (r) red]. Right plots: KG with $W = 4$ and initial energy $E = 0.05, 0.4, 1.5$ [(b) blue; (g) green; (r) red]. (o) Orange curves for the linear equations of motion, where the term $u^3_l$ in (4) was absent. The disorder realization is kept unchanged for each of the models. Dashed straight lines guide the eye for exponents $1/3$ ($m^2_\nu$) and $1/6$ ($P$) respectively. Insets: the compactness index $\zeta$ as a function of time in linear–log plots for $\beta = 1$ (DNLS) and $E = 0.4$ (KG). Adapted from \cite{36}
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We first show results for single site excitations from \[36\] in Fig. 1 with \(W = 4, \ n = 1\) and \(\varepsilon_1 = 0\) at the excitation site. We plot the time dependence of the second moment \(m_2\), the participation number \(P\) and the compactness index \(\zeta\). Let us discuss the DNLS model (left plots in Fig. 1). The outcome for the KG model (right plots in Fig. 1) is impressively similar. For \(\beta = 0\) both \(m_2\) and \(P\) are constant in time respecting Anderson localization. For \(\beta = 0.1\) the quantities fluctuate around their \(\beta = 0\) values up to \(t \approx 10^6\) and start to grow for larger times, signaling a spreading of the wave packet and a departure from Anderson localization. For \(\beta = 1\) the spreading is observable already at shorter times. Note that the compactness index \(\zeta\) tends to its equipartition value \(\zeta \approx 3\). Finally, deep in the selftrapping regime \(\beta = 4.5\) the participation number \(P\) stays finite, since a significant part of the wave packet stays localized. Nevertheless, a part of the wave packet spreads with the second moment \(m_2\) again growing in time. This growth appears to follow a subdiffusive law \(m_2 \sim t^{1/3}\). For single site excitations strong chaos is not expected to be observed \([13]\). Note that the observed crossover from weak chaos to selftrapping happens for \(1 < \beta < 4.5\) which compares well with the expected value \(\beta \approx 4\) using \([13]\). Repeating the simulations for 20 different disorder realizations in the regime of weak chaos, with subdiffusive growth of \(m_2 \sim t^\alpha\) starting around \(t = 10^3\), an average \(\langle \log_{10} m_2 \rangle\) is obtained. Its time dependence over 6 (DNLS) up to 8 (KG) decades in time was fitted with a power law, yielding \(\alpha = 0.33 \pm 0.02\) for DNLS and \(\alpha = 0.33 \pm 0.05\) for KG \([36]\).

5.2 Single mode excitations

For single mode excitations we find a similar outcome, but with rescaled critical values for the nonlinearity strength which separate the different regimes. Examples are shown in Fig. 2 for \(W = 4, n = 1\) and \(\lambda_1 \approx 0\) for the initially excited mode. As in the case of single site excitations presented in Fig. 1, the compactness index \(\zeta\) plotted in the insets in Fig. 2 remains practically constant for excitations avoiding selftrapping, attaining the values \(\zeta = 1.5\) at \(t = 10^6\) for the DNLS model and \(\zeta = 3.3\) at \(t = 10^6\) for the KG chain. According to \([14]\) weak chaos is realized for \(\beta < 8\), and selftrapping should set in for \(\beta \approx 80\). The order of magnitude of these thresholds are well captured by the computations. Moreover, pay attention that the second moment growth in the strong chaos and selftrapping regimes appears to be subdiffusive \(m_2 \sim t^{\alpha}\) but with an exponent \(\alpha > 1/3\). It is hard to make quantitative conclusions about the observed subdiffusive growth laws. For that to be achieved, we need to perform averaging over disorder realizations.

The final norm density distribution for the DNLS model is plotted in Fig. 3 for both single site and single mode excitations. The wave packets grow substantially beyond the maximum size dictated by Anderson localization. The wave packets show thermal fluctuations, which are barely seen on logarithmic scales (bottom plots). On these logarithmic scales the remnants of Anderson localization are nicely observed - these are the exponential tails at the edges of the wave packet. As time
Fig. 2 Single mode excitations. $m_2$ and $P$ versus time in log–log plots. Left plots: DNLS with $W = 4$, $\beta = 0, 0.6, 5, 30$ [(o) orange; (b) blue; (g) green; (r) red]. Right plots: KG with $W = 4$ and initial energy $E = 0.17, 1.1, 13.4$ [(b) blue; (g) green; (r) red]. (o) Orange curves for the linear equations of motion, where the term $u_3$ in (4) was absent. The disorder realization is kept unchanged for each of the models. Dashed straight lines guide the eye for exponents $1/3 (m_2)$ and $1/6 (P)$ respectively. Insets: the compactness index $\zeta$ as a function of time in linear–log plots for $\beta = 5$ (DNLS) and $E = 1.1$ (KG). Adapted from [36].

increases, the wave packet spreads further, and the exponential tails are pushed into outer space. The average value $\zeta$ of the compactness index over 20 realizations at $t = 10^8$ for the DNLS model with $W = 4$ and $\beta = 5$ was found to be $\zeta = 2.95 \pm 0.39$ [36]. The slow subdiffusive spreading is apparently sufficient for a rough thermalization of the wave packet and the formation of exponential Anderson-localized tails.

Fig. 3 Norm density distributions in the NM space at time $t = 10^8$ for the initial excitations of the DNLS model shown in the left plots of Figs. 1 and 2. Left plots: single site excitation for $W = 4$ and $\beta = 1$. Right plots: single mode excitation for $W = 4$ and $\beta = 5$. $|\phi_\nu|^2$ is plotted in linear (logarithmic) scale in the upper (lower) plots. The maximal mean value of the localization volume of the NMs $\mathcal{P} \approx 22$ (shown schematically in the lower plots) is much smaller than the length over which the wave packets have spread. Adapted from [36].
The observed start of the growth of $m_2$ for weak nonlinearity at times $t \sim 10^6$ in Figs.1,2 can, but must not signal a qualitative change in the dynamics. Indeed, relaunching wave packets which have spread already substantially (at somewhat stronger nonlinearity) will yield similar transient curves from a constant to a growing function $m_2$. Therefore an alternative explanation for the observed transients is a large characteristic diffusion time scale for a given initial state, which will be observable in the time-dependence of the second moment only beyond a corresponding, potentially large, time.

### 5.3 Normal mode dephasing

For single site excitations the exponent $\alpha \approx 1/3$ does not appear to depend on $\beta$ in the case of the DNLS model or on the value of $E$ in the case of KG, as shown in Fig.4. What is the origin of the observed slow subdiffusive process? If the dynamics is accompanied by an enforced randomization of phases of the variables $\psi_l$ in real space (respectively the phases of the oscillators of the KG model) then even for the linear wave equation Anderson localization is destroyed, and instead a process of normal diffusion with $m_2 \sim t$ is observed $[40]$, which is much faster than the observed subdiffusion. The above tests of the linear wave equation in Fig.1,2 also show that the numerical scheme is correctly reproducing Anderson localization. Could it then be that the relative phases of the participating normal modes are randomized leading to the observed slow spreading? We test this by enforcing decoherence of NM phases. Each 100 time units on average 50\% of the NMs were randomly chosen, and their phases were shifted by $\pi$ (DNLS). For the KG case we change the signs of the corresponding NM momenta. We obtain $m_2 \sim t^{1/2}$ $[36]$ (see Fig.4). This is also a subdiffusive process, yet faster than the observed one with $\alpha = 1/3$. Therefore, we can expect that the numerical integration is rather accurate. When the NMs dephase completely, the exponent $\tilde{\alpha} = 1/2$, contradicting numerical observations without dephasing. Thus, not all NMs in the packet are randomizing their phases quickly, and dephasing is at best a partial outcome.

### 6 Nonlinear diffusion

The integrable equations of the secular normal form preserve Anderson localization. It is therefore tempting to assume that the observed departure from Anderson localization is due to nonintegrability and chaos. Indeed, assume that a wave packet with $V \gg 1$ NMs is excited. Trap it and replace the exponential edges (see Fig.3) by fixed walls (boundaries). Then continue to evolve the equations. We are dealing for sure with a nonintegrable system with many degrees of freedom (DOF). Will the dynamics be chaotic or regular? That depends on the number of DOF, and on the energy/norm density of the system. The question touches the range of validity of the
Kolmogorov-Arnold-Moser regime for persisting invariant tori with finite measure of a weakly perturbed integrable system. To the best of our knowledge, no results are known which can help and guide our search. Yet in a huge body of molecular dynamical simulations of various systems, a large enough number of degrees of freedom usually ensures equipartition down to extremely small temperatures (energy densities), with the only consequence that decoherence time scales increase with lowering the temperature. Let us therefore take the point that the dynamics inside the trapped wave packet is chaotic. Then, as we will show below, a removing of the trap (the fixed walls) will inevitably lead to a spreading and increase of the wave packet size. Therefore the participating number of DOF increases - linearly with the wave packet size. At the same time the densities drop - inversely proportional to the wave packet size. The nonlinear terms in the equations of motion become small compared to the linear ones. It is therefore tempting to skip the nonlinear terms at some point. But if we skip them, we return to the linear wave equation, restore integrability, and recover Anderson localization. So then, for that enlarged wave packet, we can again add trapping hard walls, but keep the nonlinear terms, and ask the question whether the dynamics inside the wave packet remains regular, or will be chaotic at large enough times. Again the experience of molecular dynamics tells that the dynamics will stay chaotic with high probability, but the decoherence times increase. Therefore the possible flaw in the argument when dropping the nonlinear terms is the time scale. For sure, at weak enough nonlinearity, and up to some finite time, the nonlinear terms can be neglected. But how will that time scale with weak nonlinearity? If it stays finite, then the dropping of nonlinear terms will be incorrect for large enough times. Which might be just the times at which we observe the slow subdiffusive wave packet spreading.
6.1 Measuring chaos

Michaeli and Fishman studied the evolution of single site excitations for the DNLS model \cite{41}. They considered the rhs of Eq. (9) as a function of time $i\dot{\chi}_v = F_v(t)$ for a mode $v = 0$ which was strongly excited at time $t = 0$. The statistical analysis of the time dependence of $F_0(t)$ shows a quick decay of its temporal correlations for spreading wave packets. Therefore the force $F_0(t)$ can be considered as a random noise function on time scales relevant for the spreading process. This is a clear signature of chaos inside the wave packet.

Vermersch and Garreau (VG) \cite{42} followed a similar approach for the DNLS model. They measured the time dependence of the participation number $P(t)$ of a spreading wave packet (see e.g. the curves in Fig. 12). VG then extracted a spectral entropy, i.e. a measure of the number of participating frequencies which characterize this time dependence. Spectral entropies are convenient measure to discriminate between regular and chaotic dynamics. VG concluded that the dynamics of spreading wave packets is chaotic. They also measured short time Lyapunov exponents to support their conclusion.

The long-time dependence of the largest Lyapunov exponent $\Lambda$ as chaos strength indicators inside spreading wave packets for KG models was recently tested in \cite{43}. The crucial point is that during spreading the energy density is decreasing, and therefore a weakening of the momentary chaos indicator is expected. Therefore $\Lambda(t)$ will not be constant in time, but decrease its value with increasing time. Moreover, the calculation of Lyapunov exponents for integrable systems will also yield nonzero numbers when integrating the system over any finite time. This is due to the method used - one evolves the original trajectory in phase space, and in parallel runs the linearized perturbation dynamics of small deviations from the original trajectory in tangent space. Since this deviation is nonzero, any computer code will produce nonzero estimates for the Lyapunov exponent at short times. The crucial point is that for integrable systems the long-time dependence of $\Lambda$ follows $\Lambda \sim 1/t$. This is also the result found in \cite{43} for the linear wave equation which obeys Anderson localization. However the nonlinear case of wave packet spreading yields a dependence

$$\Lambda(t) \sim \frac{1}{t^{1/4}} \gg \frac{1}{t}.$$  \hspace{1cm} (29)

In Fig 5(a) we first show the result for a trajectory of a single site excitation with total energy $E = 0.4$ and $W = 4$ (Case I). We show the time dependence of the second moment (red curve) and observe the expected subdiffusive growth $m_2 \sim t^{1/3}$. The simulation of a single site excitation in the absence of nonlinear terms (orange curve) corresponds to regular motion and Anderson localization is observed. In Fig 5(b) we plot the time dependence of $\Lambda(t)$ for the two cases of Fig 5(a). At variance to the $t^{-1}$ decay for the regular nonchaotic trajectory (orange curve), the observed decay for the weak chaos orbit is much weaker and well fitted with $\Lambda \sim t^{-1/4}$ (red curve).

These findings are further substantiated by averaging $\log_{10} \Lambda$ over 50 realizations of disorder and extending to two more weak chaos parameter cases with initial
energy density $\varepsilon = 0.01$ distributed evenly among a block of 21 central sites for $W = 4$ (case II) and 37 central sites for $W = 3$ (case III). All cases show convergence towards $\Lambda \sim t^{-1/4}$ (Fig. 5(c)). The curves are further analyzed by estimating their slope $\alpha_L = \frac{d \log_{10} \Lambda(t)}{d \log_{10} t}$. The results in Fig. 5(d) underpin the above findings.

The authors of [43] further compare the obtained chaoticity time scales $\Lambda$ with the time scales governing the slow subdiffusive spreading and conclude, that the assumption about persistent and fast enough chaoticity needed for thermalization and inside the wave packet is correct. The dynamics inside the spreading wave packet is chaotic, and remains chaotic up to the largest simulation times, without any signature of a violation of this assumption for larger times (no visible slowing down).

A further very important result concerns the seeds of deterministic chaos and their meandering through the packet in the course of evolution. Indeed, assume that their spatial position is fixed. Then such seeds will act as spatially pinned random force sources on their surrounding. The noise intensity of these centers will decay in time. At any given time the exterior of the wave packet is then assumed to be approximated by the linear wave equation part which enjoys Anderson localization. However, even for constant intensity it was shown [44] that the noise will not propagate into the system due to the dense discrete spectrum of the linear wave equation. Therefore the wave packet can only spread if the nonlinear resonance locations meander in space and time.

The motion of these chaotic seeds was visualized by following the spatial evolution of the deviation vector distribution (DVD) used for the computation of the largest Lyapunov exponent [43]. This vector tends to align with the most unstable direction in the system’s phase space. Thus, monitoring how its components on the lattice sites evolve allow to identify the most chaotic spots. Large DVD values tell at
which sites the sensitivity on initial conditions (which is a basic ingredient of chaos) is larger.

In Fig. 6(a) we plot the energy density distribution for an individual trajectory of case I (cf. Fig. 5) at three different times \( t \approx 10^6, 10^7, 10^8 \) and in Fig. 6(b) the corresponding DVD. We observe that the energy densities spread more evenly over the lattice the more the wave packet grows. At the same time the DVD stays localized, but the peak positions clearly meander in time, covering distances of the order of the wave packet width. The full time evolution of the energy density and the DVD is shown in Figs. 6(c,d) together with the track of the distribution’s mean position (central white curve). While the energy density distribution shows a modest time dependence of the position of its mean, the DVD mean position is observed to perform fluctuations whose amplitude increases with time.

**Fig. 6** The dynamics of an individual trajectory of case I. Normalized (a) energy \( (\varepsilon_l) \) and (b) deviation vector \( (w_l) \) distributions at \( t = 4 \times 10^6 \), \( t = 3 \times 10^7 \), \( t = 4 \times 10^8 \) [(r) red; (g) green; (bl) black].

**6.2 Effective noise theory**

Having established that the dynamics inside a spreading wave packet is chaotic, let us proceed to construct an effective noise theory for spreading. For that we replace the time dependence on the rhs of Eq. (9) by a random function in time:

\[
i \dot{x}_\nu = F(t), \quad \langle F \rangle = 0, \quad \langle F^2(t) \rangle = f^2;.
\]

(30)

Assume that the norm density (norm per site/mode) inside the wave packet is \( n \). What are the consequences? Consider a normal mode \( \mu \) which is outside the wave packet, but in a boundary layer of one of its edges. For obvious reasons the boundary
layer thickness is of the order of $V$. The equation of motion for this mode is given by (30). At some initial time $t_0$ assume that the norm of the considered mode is close to zero $|\chi_\mu(t_0)|^2 = n_\mu(t_0) \ll n$. Then the solution of the stochastic differential equation (30) is yielding a diffusion process in norm/energy space of the considered NM:

$$n_\mu(t) \sim f^2 t.$$  

(31)

The considered mode will reach the packet norm $n$ after a time $T$ whose inverse will be proportional to the momentary diffusion rate of the wave packet $D \sim 1/T$:

$$D \sim \frac{f^2}{n}.$$  

(32)

Let us estimate the variance $f$ for the nonlinear wave equation. It follows from estimating the absolute value of the rhs of (9) which corresponds to the absolute value of the stochastic force $F(t)$ in (30). We find that $f \sim \beta n^{3/2} \langle I \rangle$. With that, we arrive at $D \sim f n \langle I \rangle$. The main point here is that the diffusion coefficient is proportional to $n^2$, therefore the more the packet spreads, the lower its density, and the smaller $D$. We obtain a time-dependent diffusion coefficient, and a tendency to spread slower than within a normal diffusion process. What are the consequences? A quick first argumentation line is to observe that the second moment $m_2$ of a wave packet is inverse proportional to its squared norm density $m_2 \sim 1/n^2$. At the same time it should obey $m_2 \sim Dt$. Since $D \sim 1/m_2$ it follows $m_2 \sim t^{1/2}$.

The second way is to write down a nonlinear diffusion equation [45] for the norm density distribution (replacing the lattice by a continuum for simplicity, see also [46]):

$$\partial_t n = \partial_\nu(D \partial_\nu n) , \; D \sim n^\kappa .$$  

(33)

The solution $n(\nu, t)$ obeys the scaling $n(\nu, t/a) = bn(c\nu, t)$ with $b = c = a^{1/(\kappa+2)}$ if $n(\nu \pm \infty, t) \to 0$. Therefore the second moment

$$m_2 \sim t^\alpha , \; \alpha = \frac{2}{\kappa + 2}.$$  

(34)

Notably an explicit self-similar solution was calculated by Tuck in 1976 [47] which has the following spatial profile:

$$n(\nu) = \left( B - \frac{\kappa \nu^2}{2(\kappa + 2)} \right)^{1/\kappa} .$$  

(35)

Here $B$ is an integration constant (see also [48]).

With $\kappa = 2$ we obtain the subdiffusive law $m_2 \sim t^{1/2}$ again. We do arrive at a subdiffusive spreading. Note that the above nonlinear diffusion equation can be derived through a master equation and a Fokker-Planck equation for both norm and energy densities [49], or Boltzmann equations [50]. However the exponent is $1/2$ and not $1/3$. Furthermore, recall that an enforcing of the randomization of NM phases during the spreading does yield the exponent $1/2$. Therefore, we are on the right
track - enforcing the assumption of random NM phases, both numerics and effective noise theory approaches coincide. What is then the reason for the even slower subdiffusion with $\alpha = 1/3$? We recall that perturbation theory in Sec.4.2 leads to a probability $\mathcal{P}$ of a given NM being resonant which is small for small densities (24):

$$\mathcal{P} \propto \frac{\sqrt{3} \beta n}{\sqrt{2 \pi d}}.$$  

In case when this probability is equal to one, the above diffusion constant assumption should make sense, since in that case every degree of freedom participating in the wave packet evolves chaotically, i.e. randomly in time. In the case when the resonance probability is zero, perturbation theory should be applicable, the resonance normal form from Sec.4.1 yields Anderson localization, and spreading should stop. In that case $f = 0$ and then $D = 0$. In best traditions of phenomenology we assume that another factor is missing in the expression of $f$. This factor shall be a function of $\mathcal{P}$ such that the factor becomes one when $\mathcal{P} = 1$ and zero when $\mathcal{P} = 0$. The simplest prefactor is $\mathcal{P}$ itself. Let us test whether this works (recalling $d = \Delta/V$):

$$f \sim \mathcal{P} \beta n^{3/2}(I), \quad D \sim (\mathcal{P} \beta n(I))^2, \quad \mathcal{P} = 1 - e^{-C \beta n}, \quad C = \frac{\sqrt{3} V^2(I)}{\sqrt{2 \pi} d}. \quad (36)$$

Then the solution of the nonlinear diffusion equation (33) reads

$$m_2 \sim (\beta(I)V)^{4/3} d^{-2/3} \beta n^{1/3}, \quad C \beta n \ll 1 : \text{weak chaos}, \quad (37)$$

$$m_2 \sim (\beta(I)t)^{1/2}, \quad C \beta n \gg 1 : \text{strong chaos}. \quad (38)$$

We arrived at a construction which results in the correct weak chaos exponent $\alpha = 1/3$ [9]. We also predict that there must be an intermediate regime of strong chaos for which $\alpha = 1/2$ - without any enforcing of the randomization of NM phases [38]. It has to be intermediate, since with an assumed further spreading of the wave packet, the density $n$ will decrease, and at some point satisfy the weak chaos condition (37) instead of the strong chaos condition (38). Therefore, a potentially long lasting regime of strong chaos has to cross over into the asymptotic regime of weak chaos [38]. That crossover is not a sharp one in the time evolution of the wave packet. It might take several orders of magnitude in time to observe the crossover. Therefore, instead of fitting the numerically obtained time dependence $m_2(t)$ with power laws, it is much more conclusive to compute derivatives $d\langle \log_{10} m_2 \rangle / d\log_{10} t$ in order to identify a potentially long lasting regime of strong chaos, crossovers, or the asymptotic regime of weak chaos.

The conditions for weak and strong chaos in (37,38) match those in Eqs. (13-15) if the constant $C$ is replaced by $1/d$. Although this is not strictly correct according to Eq. (36), numerical data [9] suggest that both estimates yield the same order of magnitude in a wide range of weak and intermediate disorder strength.
6.3 Generalizations

Let us consider D-dimensional lattices with nonlinearity order $\sigma > 0$:

$$i\dot{\psi}_l = \varepsilon_l \psi_l - \beta |\psi_l|^{\sigma} \psi_l - \sum_{m \in D(l)} \psi_m .$$  \hspace{1cm} (39)

Here $l$ denotes a D-dimensional lattice vector with integer components, and $m \in D(l)$ defines its set of nearest neighbor lattice sites. We assume that (a) all NMs are spatially localized (which can be obtained for strong enough disorder $W$), (b) the property $W(x \to 0) \to const \neq 0$ holds, and (c) the probability of resonances on the edge surface of a wave packet is tending to zero during the spreading process. A wavepacket with average norm $n$ per excited mode has a second moment $m_2 \sim 1/n^{2/D}$. The nonlinear frequency shift is proportional to $\beta n^{\sigma/2}$. The typical localization volume of a NM is still denoted by $V$, and the average spacing by $d$.

Consider a wave packet with norm density $n$ and volume $L < V$. A straightforward generalization of the expected regimes of spreading leads to the following:

$$\beta n^{\sigma/2} \left(\frac{L}{V}\right)^{\sigma/2} V < \Delta : \text{weak chaos} ,$$

$$\beta n^{\sigma/2} \left(\frac{L}{V}\right)^{\sigma/2} V > \Delta : \text{strong chaos} ,$$

$$\beta n^{\sigma/2} > \Delta : \text{selftrapping} .$$

The regime of strong chaos, which is located between selftrapping and weak chaos, can be observed only if

$$L > L_c = V^{1-2/\sigma} , \quad n > n_c = \frac{V}{L} \left(\frac{d}{\beta}\right)^{2/\sigma} .$$  \hspace{1cm} (40)

For $\sigma = 2$ we need $L > 1$, for $\sigma \to \infty$ we need $L > V$, and for $\sigma < 2$ we need $L \geq 1$. Thus the regime of strong chaos can be observed e.g. in a one-dimensional system with a single site excitation and $\sigma < 2$.

If the wave packet size $L > V$ then the conditions for observing different regimes simplify to

$$\beta n^{\sigma/2} < d : \text{weak chaos} ,$$

$$\beta n^{\sigma/2} > d : \text{strong chaos} ,$$

$$\beta n^{\sigma/2} > \Delta : \text{selftrapping} .$$

The regime of strong chaos can be observed if

$$n > n_c = \left(\frac{d}{\beta}\right)^{2/\sigma} .$$  \hspace{1cm} (41)
Similar to the above we obtain a diffusion coefficient
\[ D \sim \beta^2 n^{\sigma} (\mathcal{O}(\beta n^{\sigma/2}))^2 \] .

(42)

In both regimes of strong and weak chaos the spreading is subdiffusive [9, 38]:
\[ m_2 \sim (\beta^2 t)^{\frac{2}{1+\sigma}} \], strong chaos ,
\[ m_2 \sim (\beta^4 t)^{\frac{1}{1+\sigma}} \], weak chaos .

(43) (44)

Note that the strong chaos result was also obtained within a Boltzmann theory approach [50].

Let us calculate the number of resonances in the wave packet volume \((N_{RV})\) and on its surface \((N_{RS})\) in the regime of weak chaos:
\[ N_{RV} \sim \beta n^{\sigma/2-1}, \quad N_{RS} \sim \beta n^{\frac{D(\sigma-2)+1}{2\sigma}} . \]

(45)

We find that there is a critical value of nonlinearity power \(\sigma_c = 2\) such that the number of volume resonances grows for \(\sigma < \sigma_c\) with time, drops for \(\sigma > \sigma_c\) and stays constant for \(\sigma = \sigma_c\). Therefore subdiffusive spreading is expected to be more effective for \(\sigma < \sigma_c\).

We also find that the number of surface resonances will grow with time for
\[ D > D_c = \frac{1}{1-\sigma/2} , \quad \sigma < 2 . \]

(46)

Therefore, for these cases, the wave packet surface might not stay compact. Instead surface resonances may lead to a resonant leakage of excitations into the exterior. This process can increase the surface area, and therefore lead to even more surface resonances, which again increase the surface area, and so on. The wave packet could even fragmentize, perhaps get a fractal-like structure, and lower its compactness index. The spreading of the wave packet would speed up, but not anymore be due to pure incoherent transfer, instead it might even become a complicated mixture of incoherent and coherent transfer processes.

7 Testing the predictions

In this chapter we will review numerical results which test the above predictions. We will in particular discuss the crossover from strong to weak chaos, the scaling of the density profiles, the impact of different powers of nonlinearity and different lattice dimensions, and the temperature dependence of heat conductivity. We will also extend the discussion to quasiperiodic Aubry-Andre localization, dynamical localization with kicked rotors, Wannier-Stark localization, and time-dependent ramping protocols of the nonlinearity strength which speed up the slow subdiffusive spreading process up to normal diffusion.
7.1 The crossover from strong to weak chaos

The first prediction concerns the possibility to observe subdiffusive spreading of wave packets in the intermediate regime of strong chaos (15), and the crossover to the asymptotic regime of weak chaos. The discussed results were obtained by Laptyeva et al [52]. We consider compact wave packets at $t = 0$ spanning a width $V$ centered in the lattice, such that within $V$ there is a constant initial norm density of $n$ and a random phase at each site (outside the volume $V$ the norm density is zero). In the KG case, this equates to exciting each site in the width $V$ with the same energy density, $\delta = E/V$, i.e. initial momenta of $p_l = \pm \sqrt{2\varepsilon}$ with randomly assigned signs. Fig.7 (left plot - DNLS, inset right plot - KG) summarizes the predicted regimes, in which lines represent the regime boundaries. It should be noted that the regime boundaries are NOT sharp, rather there is some transitional width between the regimes. The weaker the strength of disorder, the larger the window of strong chaos. Inversely, for $W \geq 8$ the strong chaos window closes almost completely. Ideally, one should utilize the smallest possible value of $W$. Computational limits restrict this, so a reference of $W = 4$ was chosen. It is important to note that $\delta$ will be reduced in time, since a spreading wave packet increases in size and drops its norm (energy) density. This gives the following interpretation of Fig.7: given an initial norm density, the packet is in one of the three regimes (for example, the three circles in Fig.7). A packet launched in the weak chaos regime stays in this regime, while one launched in the strong chaos regime spreads to the point that it eventually crosses over into the asymptotic regime of weak chaos at later times.
For DNLS, an initial norm density of $n = 1$ was used, so that initially $\delta \sim \beta$. Non-linearities ($\delta'$ for KG) were chosen within the three spreading regimes (see Fig. 7), respectively $\beta \in \{0.04, 0.72, 3.6\}$ and $\delta' \in \{0.01, 0.2, 0.75\}$.

Fig. 8 Upper row: Average log of second moments (inset: average compactness index) vs. log time for the DNLS (KG) on the left (right), for $W = 4, L = 21$. Colors/letters correspond the three different regimes: (i) weak chaos - (b)lue, $\beta = 0.04 (\delta' = 0.01)$, (ii) strong chaos - (g)reen, $\beta = 0.72 (\delta' = 0.2)$, (iii) self-trapping - (r)ed, $\beta = 3.6 (\delta' = 0.75)$. The respective lighter surrounding areas show one standard deviation error. Dashed lines are to guide the eye to $\sim t^{1/3}$, while dotted-dashed guides for $\sim t^{1/2}$. Lower row: Finite difference derivatives for the smoothed $m_2$ data respectively from above curves. Adapted from [52]

Ensemble averages over disorder were calculated for 1000 realizations and are shown in Fig. 8 (upper row). In the regime of weak chaos we find a subdiffusive growth of $m_2$ at large times according to $m_2 \sim t^\alpha$, $\alpha \leq 1$, with a compactness index $\zeta \approx 3$. Note that the subdiffusive growth is difficult to see initially in Fig. 8 for two reasons. Firstly, the logarithmic scaling hides any small initial growth, and secondly, there is a characteristic time scale for the packet to spread from its initial preparation. In the regime of strong chaos we observe a faster subdiffusive growth of $m_2$, with an additional slowing down at larger times, as expected from the predicted crossover. The compactness index is also $\zeta \approx 3$, as in the weak chaos regime. Finally, in the regime of partial self-trapping $m_2$ grows, but the compactness index $\zeta$ decreases in time substantially. This indicates that a part of the wave packet is arrested, and another part is spreading.

In order to quantify these findings, smoothed data $\langle \log m_2 \rangle$ were produced [52], with a locally weighted regression algorithm [51], and a subsequently applied central finite difference to calculate the local derivative

$$\alpha(t) = \frac{d \langle \log m_2 \rangle}{d \log t}. \tag{47}$$

The outcome is plotted in the lower row in Fig. 8. In the weak chaos regime the exponent $\alpha(t)$ increases up to $1/3$ and stays at this value for later times. In the strong
chaos regime $\alpha(t)$ first rises up to $1/2$, keeps this value for one decade, and then drops down, as predicted. Finally, in the self-trapping regime we observe an even larger rise of $\alpha(t)$. Additionally, we also mention numerics for $W \in \{1, 2, 6\}$ with respective initial packet widths of $L = V \in \{361, 91, 11\}$. Results are qualitatively similar to those shown in Fig. 8 and thus omitted for graphical clarity.

The duration of the strong chaos regime with $\alpha = 1/2$ (and thus the location of the crossover) is largely dependent on how deep in the strong chaos regime the state is initially. Since the boundaries between different regimes are NOT sharp, but rather have some characteristic width, ideally one should utilize the smallest possible value of $W$. This is shown in Fig. 7 (right plot) for the KG model. For $W \in \{1, 2\}$, a long plateau at $\alpha = 1/2$ is clearly observed. For $W \in \{4, 6\}$, the initial energy density approaches one of the boundary lines and likely crosses into a boundary window, in which $\alpha < 1/2$.

### 7.2 Density profile scaling

If the effective noise theory (Sec. 6.2) applies, then the density distribution (energy for KG, norm for DNLS) should obey the nonlinear diffusion equation (33). In the weak chaos regime we have $\kappa = 4$. A numerical study was performed by Laptyeva et al. [53] to test whether the scaling properties of the solutions (see Sec. 6.2) hold. The main results are shown in Fig. 9 (for details we refer to [53]). The evolution of the averaged energy density profiles (KG) $\langle E \rangle$ in the course of spreading is illustrated in the left plot in Fig. 9. The peaked initial distribution profiles transform into more flat
ones as time evolves. The most striking result is obtained by rescaling the profiles in Fig.9 according to the scaling laws of the nonlinear diffusion equation (33). The rescaled densities are plotted in the inset of the left plot of Fig.4. We observe very good scaling behavior. For the DNLS with \( \beta = 0.04 \) similar data are shown in the right plot in Fig.9 for the times \( t \approx 10^5, 10^6, 10^7 \). The data are rescaled similar to the KG case. The result is shown in the inset of the right plot of Fig.9 and shows again very good agreement. Together with the proper scaling of the edge of the wave packets, which was tested in [54], this is the strongest argument to support the applicability of NDE and MNDE to the spreading of wave packets in nonlinear disordered systems. It also strongly supports that the spreading process follows the predicted asymptotics and does not slow down or even halt.

7.3 Tuning the power of nonlinearity and the lattice dimension

Let us consider a generalization of DNLS model (gDNLS) by tuning the power of nonlinearity, which corresponds to the case \( D = 1 \) in (39)

\[ i\dot{\psi}_l = \varepsilon_l \psi_l + \beta |\psi_l|^\sigma \psi_l - \psi_{l+1} - \psi_{l-1}, \tag{48} \]

where \( \sigma \) is a positive real number. We want to test the predictions presented in Sec.6.3. Note that the previous DNLS and KG models had \( \sigma = 2 \) which correspond to cubic nonlinearities in the equations of motion, quartic anharmonicities in the Hamiltonian, and are related to two-body interactions in quantum many-body systems. Some other integer values of \( \sigma \) might well have physical relevance, e.g. \( n = \sigma/2 + 1 \) corresponds to \( n \)-body interactions, and \( \sigma = 1 \) relates to quadratic Kerr media in nonlinear optics.

Mulansky [55] presented numerical simulations of the gDNLS model for a few integer values of \( \sigma \) and single site excitations, and fitted the dependence \( m_2(t) \sim t^\alpha \) with exponents \( \alpha \) which depend on \( \sigma \) (see open circle data in left plot in Fig.10). In [56] numerical simulations of the gDNLS model were performed for non integer values of \( \sigma \) on rather short time scales, leaving the characteristics of the asymptotic \( (t \to \infty) \) evolution of wave packets aside.

The corresponding generalized KG model (gKG) follows the equations of motion

\[ \ddot{u}_l = -\varepsilon_l u_l - |u_l|^\sigma u_l + \frac{1}{W}(u_{l+1} + u_{l-1} - 2u_l). \tag{49} \]

and was studied by Skokos et al [57], again for single site excitations, and a whole range of different values of \( 0.02 \leq \sigma \leq 4 \). The dependence \( m_2(t) \sim t^\alpha \) was again fitted with exponents \( \alpha \) which depend on \( \sigma \). In order to emulate strong chaos from scratch, an additional normal mode dephasing (see Sec.5.3 and Fig.4) was performed, and again the data were fitted with \( \sigma \)-dependent values of \( \alpha \). The outcome is shown in the left plot in Fig.10. The data with dephasing (filled triangles) are nicely following the prediction from strong chaos (43) \( \alpha = 2/(2 + \sigma) \) in the range...
0.2 ≤ σ ≤ 4. The data without dephasing (filled squares) show very good agreement with the prediction from weak chaos \[ \alpha = 1/(1 + \sigma) \] in the range 2 ≤ σ ≤ 4. However for 1 ≤ σ ≤ 1.8 the numerical results overestimate the weak chaos prediction, and tend towards the strong chaos ones. The reason for that is simply, that for σ < 2 a single site excitation can be launched in the strong chaos regime [38]. Therefore fitting procedures will average over the strong chaos region, crossover region, and weak chaos region, and result in a number which is located somewhere between the two theoretical lines. Instead of fitting the numerically obtained time dependence \( m_2(t) \) with power laws, one should compute derivatives \( d\langle \log_{10} m_2 \rangle / d\log_{10} t \) in order to identify a potentially long lasting regime of strong chaos, crossovers, or the asymptotic regime of weak chaos. This is a task yet to be accomplished for the above cases.

The order of nonlinearity σ influences not only the spreading rate of wave packets, but also the morphology of their profiles. In the right plot in Fig. 10 we plot the normalized energy distributions of initial single site excitations, for different σ values in NM (upper plot) and real (lower plot) space. Starting from the outer, most extended wave packet we plot distributions for σ = 0.05 (black curves), σ = 0.2 (magenta curves), σ = 0.8 (red curves), σ = 1.25 (blue curves), σ = 2 (green curves) and σ = 3 (brown curves). All wave packets were considered for the same disorder realization but at different times of their evolution when they have the same value of second moment \( m_2 ≈ 10^3 \). These times are \( t = 3.6 \times 10^5 \) for \( σ = 0.05 \), \( t = 1.3 \times 10^5 \) for \( σ = 0.2 \), \( t = 2.5 \times 10^5 \) for \( σ = 0.8 \), \( t = 1.4 \times 10^6 \) for \( σ = 1.25 \), and \( t = 3 \times 10^7 \) for

Fig. 10 LEFT PLOT: Exponent α (\( m_2 \sim t^\alpha \)) versus the nonlinearity order σ for plain integration without dephasing (filled squares) and for integration with dephasing of NMs (filled triangles). Results without dephasing obtained in [3] are plotted with empty circle symbols. The theoretically predicted functions \( \alpha = 1/(1 + \sigma) \) (weak chaos) and \( \alpha = 2/(2 + \sigma) \) (strong chaos) are plotted by dashed and solid lines respectively. Inset: The logarithm of the minimum time \( \tau^* \) for which the evolution of \( m_2 \) can be numerically fitted by a function of the form \( t^\alpha \) versus σ for integration with (filled triangles) and without (filled squares) dephasing. RIGHT PLOT: Normalized energy distributions in NM (upper plot) and real (lower plot) space for σ = 0.05, 0.2, 0.8, 1.25, 2.0, 3.0 ((bl) black; (m) magenta; (t) red; (b) blue; (g) green; (br) brown) at times \( t = 3.6 \times 10^5, 1.3 \times 10^5, 2.5 \times 10^5, 1.4 \times 10^6, 3 \times 10^7, 10^9 \) respectively. The second moment of each distribution is \( m_2 \approx 10^3 \). In the upper plot the distributions for \( σ = 1.25, 2.0 \) are not clearly visible as they are overlapped by the distribution for \( σ = 3.0 \). Adapted from [57].
σ = 2 and t = 10^9 for σ = 3 and increase for σ ≥ 0.2 since the spreading becomes slower for larger σ. When σ → 0 wave packets remain localized for very large time intervals before they start to spread [57]. This is why for σ = 0.05 the second moment becomes \( m_2 \approx 10^3 \) at a larger time than in cases with σ = 0.2 and σ = 0.8. From the results of Fig. [10] we see that for large enough values of σ (0.8 ≤ σ ≤ 3), the distributions on a logarithmic scale have a chapeau-like shape consisting of a highly excited central part and exponential tails having practically the same slope. Contrarily, the distributions for σ = 0.2 and σ = 0.05 become more extended having different slopes in the tails.

A characteristic of the NM space distributions in the right plot in Fig. [10] for σ ≥ 0.8 is that they exhibit very large value fluctuations (up to 5-10 orders of magnitude) in their tails, contrarily to the corresponding distributions in real space. Tail NMs are driven by the core of the wave packet, but may also interact with neighboring tail NMs. The presence of large tail amplitude fluctuations signals that neighboring tail NMs do not interact significantly (otherwise we would expect a tendency towards equipartition). Tail NMs are then excited only by the core. The further away they are, the weaker the excitation. But within a small tail volume, NMs with larger localization length will be more strongly excited than those with smaller localization length, hence the large observed fluctuations, which on a logarithmic scale are of the order of the relative variation of the localization length. Therefore Anderson localization is preserved in the tails of the distributions over very long times (essentially until the given tail volume becomes a part of the core). But the NM space distributions for σ = 0.05 and σ = 0.2 exhibit less fluctuations in their tail values with respect to the other distributions in the upper right plot of Fig. [10] implying that tail NMs are now interacting with each other on comparatively short time scales and reach a visible level of local equipartition. Therefore we observe for these cases a destruction of Anderson localization even in the tails of the spreading wave packets.

How is Anderson localization restored in the limit σ → 0, since we obtain a linear wave equation for σ = 0? Both weak and strong chaos exponents yield \( \alpha(\sigma \rightarrow 0) \rightarrow 1 \) in this case, i.e. normal diffusion. The answer is in the prefactor of the subdiffusive law \( m_2 = C t^\alpha \). The only possibility is to assume \( C(\sigma \rightarrow 0) \rightarrow 0 \). The diverging waiting times for single site excitations in this limit, which have to pass before spreading is observed, are a good confirmation of the above assumption [57].

Let us move on to two-dimensional cases. The two-dimensional DNLS case yields the equations of motion

\[
i \dot{\psi}_b = \varepsilon_b \psi_b + \beta |\psi_b|^2 \psi_b - \sum_n \psi_n.
\]

Here \( \psi_b = (l,m) \) denotes a two-dimensional lattice vector with integer components, and \( n \) runs over nearest neighbors. Garcia-Mata et al [7] studied (50) with σ = 2. Single site excitations were launched and the numerically obtained time dependence of \( m_2(t) \) was fitted with power laws. With the largest integration time \( t = 10^6 \) and 10 disorder realizations the fitting result was \( \alpha \approx 0.23 \). Note that the effective noise theory predicts \( \alpha = 1/3 \) for the strong chaos case [43], and \( \alpha = 0.2 \) for the asymptotic weak chaos case [44]. Therefore the result from [7] is again located between
The parameters \((\sigma, \delta) = (2, 0.3), (2, 2.0)\) correspond to the weak chaos ((b)lue) and self-trapping ((r)ed). Left column: average log of second moment (upper) and its power-law exponent (lower) vs. log time. The dashed line is the theoretical expectation for the weak chaos \(\alpha = 0.20\). Right column: average log of participation number (upper) and average compactness index (lower) vs. log time. In both columns of the upper row the lighter clouds correspond to a standard deviation. Inset: normalized radial density distributions at \(t = 10^8\). Adapted from [58].

Both predictions, which might be due to crossover effects, and insufficient averaging and integration time (see above discussion).

A further work by Laptyeva et al [58] studies the two-dimensional KG case for various values of \(\sigma\):

\[
\ddot{u}_b = -\dot{\epsilon}_b u_b - |u_b|^\sigma u_b + \frac{1}{W} \sum_n (u_n - u_b).
\] (51)

Rather than fitting the numerically obtained time dependence \(m_2(t)\) with power laws as in [7], Laptyeva et al [58] computed derivatives \(d\langle \log_{10} m_2 \rangle / d \log_{10} t\) in order to identify a potentially long lasting regime of strong chaos, crossovers, and the asymptotic regime of weak chaos. The number of disorder realizations was as large as 400, and integration times extended up to \(t = 10^8\). Initial states were wave packets occupying a typical localization volume \(V \sim 30\) of the linear wave equation. In Fig 11 the results for \(\sigma = 2\) are shown. The weak chaos exponent measures as \(\alpha \approx 0.21\) which is very close to the theoretical prediction \(\alpha = 0.2\). Extensions to \(\sigma = 1.5, 1.3\) in the weak chaos regime and to \(\sigma = 0.7, 0.5\) in the strong chaos regime show very good agreement between the numerically observed exponents, and the theoretical predictions in Fig 12.

We can conclude, that the predictions from effective noise theory and the nonlinear diffusion approach have been impressively confirmed in various numerical studies.
7.4 Heat conductivity

Assuming the validity of effective noise theory, we arrive at the next prediction that the heat conductivity of a thermalized system at small temperature (density) must be proportional to the diffusion coefficient \( \eta \) where the density \( n \) is replaced by the temperature \( T \). While one has to be careful in the DNLS case, where two conserved quantities (energy, norm) enforce Gibbs, or non-Gibbs distributions \([49]\), the KG case might be again a better testing ground, where one conserved quantity (energy) can be expected to enforce a Boltzmann distribution. The calculation of the heat conductivity for \((4)\) was performed in Ref.\([59]\). Its dependence on the temperature

---

**Fig. 12** LEFT PLOT: The parameters \((\sigma, \delta') = (1.3, 0.025), (1.5, 0.04)\) are colored respectively as (r)ed and (b)lue. **Left column:** average log of second moment (upper) and its power-law exponent (lower) vs. log time. **Right column:** average log of participation number (upper) and average compactness index (lower) vs. log time. **Right PLOT:** The parameters \((\sigma, \delta') = (0.5, 0.005), (0.7, 0.03)\) are colored respectively as (r)ed and (b)lue. **Left column:** average log of second moment (upper) and its power-law exponent (lower) vs. log time. **Right column:** average log of participation number (upper) and average compactness index (lower) vs. log time. In both columns of the upper row, the lighter clouds correspond to a standard deviation. The I-bar bounds denote the theoretical expectations from Eqs.\((43,44)\) for weak chaos (lower bound) and strong chaos (upper bound). Adapted from \([58]\).

**Fig. 13** KG chain: Heat conductivity \(\kappa(T)\) for \(W = 2\) (filled squares). For comparison we also show the data for the ordered case \(\tilde{\epsilon} = 1\) (filled circles). Thin solid lines guide the eye. The dashed line corresponds to the power law \(T^2\). The stronger disorder case \(W = 6\) corresponds to the open diamond data points. Adapted from \([59]\).
is shown in Fig. 13. The strong chaos scaling \( \kappa(T) \sim T^2 \) is observed nicely. The expected weak chaos regime was not reachable by the heavily extensive numerical efforts. Note that the decay of the heat conductivity for large temperatures is due to selftrapping, and observed even for the ordered chain at \( W = 0 \) (solid circles in Fig. 13).

### 7.5 Ramping nonlinearity

Subdiffusion is notoriously slow. This poses problems for numerical studies, especially in two and even more in three space dimensions. The situation is even more severe with experimental studies of ultracold interacting K atomic clouds, where the conversion of the maximum time of keeping the coherence of the macroscopic quantum cloud is about 10 seconds [61], which turns into \( t \approx 10^4 \ldots 10^5 \) dimensionless time units used throughout this chapter. Consequently the probing of subdiffusion in [61] allowed to conclude qualitatively that the onset of a subdiffusive spreading of the interacting cloud does take place, but was not sufficient to reliably measure the exponent. In order to fit a power law, we need at least two decades of variation in both variables. With a weak chaos exponent \( 1/3 \) and two decades in the second moment we arrive at six decades in time - added to \( t \approx 10^2 \) which is the time the linear wave equation spreads into the localization volume. Therefore times \( \sim 10^8 \) are desirable, which turn into experimental times of the order of \( 10^5 \) seconds - clearly not reachable with nowadays techniques. On the other side, the reader is welcome to reread the above presented numerical data and analysis and welcome to observe that restricting to maximum integration time \( 10^5 \) will not allow for an accurate estimate of the exponents. At the same time, numerical studies also suffer from the computational time restriction. While this appears to be no serious issue for most one-dimensional system studies, already two dimensional systems can easily raise the problem of insufficient computational times.

Gligoric et al [60] suggested a possible way out. Instead of trying to substantially increase available time scales, they propose to speed up the subdiffusive process itself. This is done by a temporal ramping of the two-body interaction strength, which can be varied e.g. for K atoms by three orders of magnitude close to the Feshbach resonance [62]. Why should that help? The momentary diffusion rate \( D \) of a spreading packet in one spatial dimension is proportional to the fourth power of the product of interaction strength \( \beta \) and particle density \( n \): \( D \sim (\beta n)^4 \) for the asymptotic case of weak chaos [36]. In the course of cloud spreading the density \( n \) decreases, and therefore also \( D \). This is the reason for the predicted subdiffusion process, which is substantially slower than normal diffusion. The proposal is to compensate the decrease of the density \( n \) with an increase in the interaction strength \( \beta \). Depending on the concrete ramping protocol \( \beta(\tau) \) one can expect different faster subdiffusion processes, and possibly even normal diffusion. The condition for that outcome to be realized is, that the internal chaos time scales (basically the inverse Lyapunov coefficients) will be still short enough so that the atomic cloud can first
decohere, and then spread. With that achieved, the cloud spreading will be faster, and one can expect that the available experimental time will suffice for the precise observation and analysis of the process.

Let us get into numbers for one spatial dimension. The second moment is $m_2 \sim 1/n^2$ and the momentary diffusion constant $D \sim (\beta n)^4$. For a constant $\beta$ the solution of $m_2 = Dt$ yields $m_2 \sim 1/n^2 \sim t^{1/3}$, and therefore $n \sim t^{-1/6}$. Thus we choose now a time dependence $\beta \sim t^\nu$. Then the resulting spreading is characterized by

$$m_2 \sim t^{(1+4\nu)/3}, \quad d = 1.$$  

(52)

For $\nu = 1/2$ we already obtain normal diffusion $m_2 \sim t$.

Similar for two spatial dimensions, where $m_2 \sim 1/n$, for a constant $\beta$ the cloud spreading is even slower with $m_2 \sim t^{1/5}$. With a time dependent ramping $\beta \sim t^\nu$ the resulting speedup is

$$m_2 \sim t^{(1+4\nu)/5}, \quad d = 2.$$  

(53)

For $\nu = 1$ we again obtain normal diffusion. Note that if numerics confirm the above predictions then also the above conditions for the chaoticity time scales are met with good probability.

Once ramping is too fast, one can expect to see several different scenarios. Either fragmenting atomic clouds appear since some parts of the cloud get self-trapped and some other parts do not. If self-trapping is avoided, one may also see ramping-induced diffusion: while the internal cloud dynamics does not suffice to decohere phases, initial fluctuations in the density distribution can lead to considerably different temporal energy renormalizations in different cloud spots, and therefore to an effective dephasing similar to a random noise process in real time and space.
The spreading of wave packets in the DNLS model, without and with ramping of the nonlinearity are shown in the left plot in Fig. (14) (note that time $t$ is coined $\tau$ in the plots). Clearly packets spread faster when the nonlinearity is ramped in time. To quantify the spreading exponent, the authors of [60] averaged the logs (base 10) of $m^2$ over 1000 different realizations and smoothened additionally with locally weighted regression [51]. The (time-dependent) spreading exponents are obtained through central finite difference method [51], 

$$\alpha = \frac{d \log_{10}(m^2)}{d \log_{10}(\tau)}.$$ 

The results for the DNLS model are shown in the right plot in Fig. (14). The exponents of subdiffusive spreading reach the theoretically predicted values. Note that the first assumption of the asymptotic exponent occurs after similar waiting times for all $\nu$. Monitoring of the participation number $P$ for the DNLS model indicates that self-trapping starts to occur already for $\nu = 0.4$. Results for the nonlinear quantum kicked rotor (NQKR) model (see Sec.8.3), are also shown in the right plot in Fig. 14. Since self-trapping is avoided in the NQKR model, a normal diffusion process for $\nu = 0.5$ can be reached, as predicted.

8 Correlated potentials

The effective noise and nonlinear diffusion theories need only a few assumptions on input, in particular that i) the linear wave equation has a regime of localization with finite upper bound on the localization length, and ii) the nonlinear dynamical system should be nonintegrable to allow for deterministic chaos (and therefore normal mode dephasing). The predicted subdiffusive exponents are controlled only by the lattice dimension, and the power of nonlinearity.

So far we discussed the resulting nonlinear diffusion for uncorrelated random potentials $\epsilon_i$. For linear wave equations, a number of other correlated potentials are known to result in wave localization for a corresponding linear wave equation.

8.1 Subdiffusive destruction of Aubry-Andre localization

Let us replace the uncorrelated disorder potential in Sec 2 by

$$\epsilon_i = \lambda \cos(2\pi \alpha AA l + \theta). \quad (54)$$

For the linear wave equation $\beta = 0$ and any irrational choice of $\alpha AA$ this results in the well-known Aubry-Andre localization [63]. Note that the irrationality of $\alpha AA$ implies that the spatial period of (54) is incommensurate with the lattice spacing $\Delta l = 1$, and therefore the lattice potential becomes a quasiperiodic one. For shallow potentials $\lambda < 2$ all eigenstates are extended. At the critical value $\lambda = 2$ a metal-insulator transition takes place, and for $\lambda > 2$ all eigenstates are localized with localization length $\xi = 1/\ln(\lambda/2)$, independent of $\alpha AA$ and the eigenenergy of the
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**Fig. 15** Top left panel: time evolution of $\langle \log_{10} m_2 \rangle$; top right panel: $\langle \log_{10} P \rangle$; bottom left panel: spreading exponent $\gamma$; bottom right panel: average compactness index $\langle \xi \rangle$. The nonlinear parameter $\beta = 0.1, 1, 5, 10, 100$ (red (r), green (g), blue (b), magenta (m) and yellow (y) curves respectively). The initial wave packet has $V = 13$ sites excited, and $\lambda = 2.5$. The two dashed lines in the top right panel correspond to the values $\gamma = 1/3$ and $\gamma = 1/2$. Adapted from [64].

state [63]. One peculiarity of the linear wave equation is that its eigenvalue spectrum is fractal, has a self-similar Cantor set structure and fractal dimension 1 for all $\lambda \neq 0, 2$. In particular it displays a self-similar hierarchy of gaps and subgaps, which implies that self-trapped states can be generated at any weak nonlinearity.

Spreading wave packets were studied by Larcher et al [64] in the presence of nonlinearity (see Fig[15]). Again a clear regime of weak chaos $m_2 \sim t^\gamma$ was observed, with the exponent $\gamma \approx 1/3$. Signatures of strong chaos are also observed, which however might be affected by the presence of selftrapping even at weak nonlinearities.

### 8.2 Subdiffusive destruction of Wannier-Stark localization

**Fig. 16** Single site excitation for $E = 2$. Second moment $m_2$ and participation number $P$ versus time in log-log plots for different values of $\beta$ inside the interval where an explosive delocalization of the trapped regime occurs: $\beta = 8.15, 8.25, 8.5$ [o](orange); (g) green; (r) red; (b), blue: intermediate regime. $\beta = 8.9$ [(v), violet]: trapped regime. Adapted from [23].

An even simpler choice of a dc bias potential
with a constant dc field value $E$ is generating localized states as well. The spectrum of the linear wave equation is an equidistant Wannier-Stark ladder with $\lambda = Ev$. All states are localized with localization volume $V \sim |1/\langle E \ln E \rangle|$ for weak field strength $E < 1$, and $V(E \to \infty) \to 1$. These Wannier-Stark states are superexponentially localized $|A_{\nu,0}^{(0)}| \to (1/E)^{1/2}$ and therefore very compact in the tails, even for weak dc fields.

Spreading wave packets were studied by Krimer et al.\cite{23} in the presence of nonlinearity (see Fig. 16). While subdiffusion is observed for a wide range of parameters, there are distinct differences to the cases discussed so far. Namely, initial states may be trapped for very long times, but then explosively start to spread. Further, the subdiffusive growth $m_2 \sim t^\alpha$ shows a field dependence of the exponent $\alpha(E)$. Krimer et al.\cite{23} report $\alpha(E = 2) \approx 0.38$, while Kolovsky et al.\cite{65} report $\alpha(E = 0.25) \approx 0.5$. The reason for this dependence might be routed in the fact, that a spreading wave packet has to excite exterior modes close to its boundary, whose eigenenergies are outside of the energy spectrum excited inside the wave packet (due to the Wannier-Stark ladder spectrum). The larger $E$, the larger is this frequency mismatch. Another interesting feature of this model is, that exact quadruplet resonances exist, which seem to leave no room for perturbation approaches.

### 8.3 Subdiffusive destruction of dynamical localization

Fig. 17 Under a kick strength of $k = 5$, measures for $\beta = 0.3$ (blue) and $\beta = 10$ (red), for both quasiperiodic sequences set by $\tau = 1$ (solid line), and for random sequences (dashed line, see \cite{22} for details). Upper row: Mean logarithms for energy $< \log_{10} E >$. The clouds around the quasiperiodic sequences correspond to one standard deviation error. Lower row: finite-difference derivative of the above. Grey horizontal lines correspond to exponents for weak and strong chaos regimes. Inset: average compactness index $\langle \zeta \rangle$ as a function of time. Adapted from \cite{22}
Experiments of quantum kicked rotor systems\cite{66, 67} within Bose-Einstein condensates\cite{68}, where many-body interactions play a significant role, focus theoretical attention on dynamical localization in the presence of nonlinear interactions. In the mean-field approximation, the dynamics of the kicked rotor can be modeled by the following form of the Gross-Pitaevskii equation

\[
i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2M} \frac{\partial^2 \psi}{\partial \theta^2} + \tilde{\beta} |\psi|^2 \psi + \tilde{k} \cos(\theta) \cdot \psi \sum_m \delta(t - mT). \tag{56}
\]

Here \(\tilde{\beta}\) is the nonlinear strength, which is proportional to the tunable scattering length of atoms in a BEC. \(M\) is the mass of the atoms, \(\tilde{k}\) is the perturbative kick strength, and \(T\) is the period of applied kicks. Note that the analogy between an abstract rotor and the atomic wavefunctions is obtained when the atoms are loaded into a momentum eigenstate of the lattice with Bloch wavenumber zero. Spatially homogeneous kicks will keep the Bloch wavenumber invariant, but allow to change the momentum. The solution \(\psi(\theta, t)\) can be expanded in an angular momentum basis

\[
\psi(\theta, t) = \frac{1}{\sqrt{2\pi}} \sum_{n=-\infty}^{\infty} A_n(t) e^{in\theta} \tag{57}
\]

where the coefficients \(A_n(t)\) are Fourier coefficients of the time-dependent wave function \(\psi(\theta, t)\). The dynamics between two successive kicks is described by following equation

\[
i \frac{\partial A_n}{\partial t} = -\frac{1}{2} \tau n^2 A_n + \beta \sum_{n_1 \neq n_2} A_{n_1}^* A_{n_2} A_{n-n_2-n_1}, \tag{58}
\]

where \(\beta = \tilde{\beta} T / 2\pi\hbar\). Keeping only the diagonal terms in Eq.(58) and integrating over the free motion between two delta kicks, \(A_n(t)\) evolves according to

\[
A_n(t + 1) = A_n(t) e^{-i\frac{n^2}{2}\tau + i\beta |A_n|^2}, \tag{59}
\]

After additional integration over the infinitesimal interval over one kick, the map - which now describes the evolution over one whole period - becomes

\[
A_n(t + 1) = \sum_m (-i)^{n-m} J_{n-m}(k) A_m(t) e^{-i\frac{m^2}{2}\tau + i\beta |A_m|^2}. \tag{60}
\]

This map was first introduced by Shepelyansky in \cite{69}. Comparison of the results of this map with direct numerical simulation of the corresponding model, Eq. (56), has shown differences on a short time scale, but the same asymptotic behavior in the rotor energy \cite{70}. At the same time, this model allows for more efficient and faster numerical computation.

For \(\beta = 0\) all eigenstates are exponentially localized \cite{67}. The eigenvalues are located on the unit circle, and therefore embedded in a compact space. This implies, that nonlinear frequency shifts, i.e. shifts of eigenvalues along the unit circle,
may shift points out of a cloud, but with increasing nonlinearity the shifted point will return after making one revolution. Therefore the nonlinear quantum kicked rotor (NQKR) serves as a model which lacks selftrapping. It should thus be an ideal testing ground not only of weak chaos, but also of strong chaos.

Shepelyansky performed the first pioneering study on subdiffusive spreading and destruction of dynamical localization for $\beta \neq 0$ in Ref. [69]. Due to the possible presence of strong chaos, the method to extract exponents from fitting power laws to $m_2(t)$ lead to inconclusive results. Gligoric et al [22] repeated the calculations with more averaging over initial conditions, and computing derivatives $\alpha = \frac{d \langle \log_{10} E \rangle}{d \langle \log_{10} t \rangle}$ instead (note here that the second moment $m_2$ is equivalent to the rotor energy $E$). The results impressively obtain a regime of weak chaos with $\alpha \approx 1/3$, and also strong chaos with $\alpha \approx 1/2$. The original simulations of Shepelyansky [69] were performed in the crossover region between strong and weak chaos, leading to incorrect fitting results - which are however between the two weak and strong chaos limits, as expected.

9 Discussion

If a linear wave equation generates localization with upper bounds on the localization length (degree of localization), then the corresponding nonlinear wave equation shows destruction of this localization in a broad range of control parameters, and a subdiffusive spreading of initially localized wave packets. This observation holds for a broad range of wave equations, e.g. with uncorrelated random potentials (Anderson localization), quasiperiodic potentials (Aubry-Andre localization), dc fields (Wannier-Stark localization), kicked systems (dynamical localization in momentum space). What is the cause for the observed subdiffusion? Firstly it is the nonintegrability of the systems, which leads to generic intrinsic deterministic chaos in the dynamics of the nonlinear system. Second, wave localization is inherently based on keeping the phases of participating waves coherent. Chaos is destroying phase coherence, and therefore destroying localization. Wave packets can spread, but the densities will drop as spreading goes on. Therefore the effective nonlinearity and strength of chaos decreases, and spreading is slowing down, becoming subdiffusive. The subdiffusive exponents are controlled by very few parameters and therefore rather universal. Typically we only need to know the dimensionality of the system, and the power of nonlinearity (Anderson, Aubry-Andre, and dynamical localization). For Wannier-Stark localization the dc field strength is also becoming a control parameter, probably because the wave packet not only expands in space, but also in the frequency (energy) domain. A typical evolution outcome for the DNLS chain discussed at length here (see Sec[2]) is shown in Fig[18] with all three regimes of weak chaos, strong chaos, and selftrapping. The effective noise theory (which contains a phenomenological twist) and the nonlinear diffusion theory yield a rather coherent and consistent explanation. Many predictions of this approach were tested, and verified to the extent of current computational possibilities. A number of con-
Fig. 18 (Color online) DNLS, $W = 4$: Time evolution of average norm density distributions $\langle z_l \rangle$ in real space for (a) $\beta = 0.04$, (b) $\beta = 0.72$ and (c) $\beta = 3.6$. The color scales shown on top of panels (a)-(c) are used for coloring each lattice site according to its $\log_{10}(\langle z_l \rangle)$ value. (d) The values $\langle z_l \rangle$ (in logarithmic scale) at the end time $t = 10^7$ of numerical simulations for $\beta = 0.04, 0.72, 3.6$ [(m) magenta; (b) blue; (g) green]. For comparison the initial norm distribution is also plotted [(bl) black]. Adapted from [71].

One of the hotly debated questions in the community is whether the subdiffusive spreading will continue forever or eventually slow down, or even stop (see e.g. [72] and references therein). This is an interesting and perhaps mathematically deep question, despite the absence of rigorous results which would fuel the above doubts. From the perspective of current computational studies, efforts to observe any slowing down directly were not successful [71].

Another question concerns the restoring of Anderson localization in the limit of weak disorder. The answer appears to depend strongly on the considered initial states. For instance, in an infinite lattice, we have to discuss the temperature dependence of the conductivities. One possibility is that the conductivities vanish in the zero temperature limit (see Sec. 7.4), which restores the linear wave equation, and Anderson localization. Then, Anderson localization will be destroyed at the smallest amount of nonlinearity. But may be there is a small but finite nonzero critical temperature/density/nonlinearity threshold at which the conductivity vanishes, similar to the quantum many body localization case [18]? Another type of initial states are the ones mostly considered in this chapter - compact localized wave packets in a zero density surrounding. Then, if nonlinearity is lowered, several papers study the fate of these states [14], [15], [16]. The main outcome appears to be, that for a given and fixed initial state, at small enough nonlinearity, the dynamics will be in a KAM regime, i.e. there will be a finite probability $P_R$ that the state is launched on a torus in phase space, dynamics is regular, phase coherence is conserved, and no spreading
will occur. But then, there is the complementary probability \( P_{Ch} = 1 - P_R \) to miss the torus, and instead to be launched on a chaotic trajectory, where dynamics is irregular, phase coherence is lost, and spreading may occur. Here probability is meant with respect to the disorder realization (or the space location of the initial state). The probability \( P_R \) increases to one for vanishing nonlinearity, and therefore Anderson localization is restored in this probabilistic sense. A consequence of the considerations in \([16]\) is shown in Fig.19, where \( \gamma = \sigma + 2 \) measures the power of nonlinearity (see (39)). Namely, we assume that the dynamics starts on a chaotic trajectory. Then by assumption, we will continue to be on a chaotic trajectory, and spread. For the typical size of the wave packet at a later stage, we may recalculate the probability to keep chaoticity if we suddenly change the disorder realization. The answer is, that for \( \sigma = 2 \) (cubic nonlinearity), even in the limit of an infinitely spread wave packet (with infinitesimally small densities) the probability of chaos stays finite (and can be anything between zero and one). For \( \sigma < 2 \) this chaos probability tends to one in the infinite time/spreading limit - despite the fact that the densities drop to zero. In this case chaos always wins. Finally, for \( \sigma > 2 \) the chaos probability shrinks to zero. Therefore, even if our chaotic trajectory will spread forever, it will enter a phase space region which is predominantly regular. What kind of regime is that? Is there place for Arnold diffusion? Will subdiffusive spreading slow down in that case (apparently numerical studies do not report on anything suspicious in that case)?

The above studies were restricted to lattice wave equations, which introduce upper bounds for the localization length. Spatially continuous wave equations may lack these upper bounds. Therefore an initially compact localized wave packet may overlap with normal modes whose localization length is unbounded in principle. While this may become an intricate matter of counting overlap weights, it is instructive to see that numerical studies of such cases also indicate the appearance of the universal subdiffusive spreading as observed for lattices \([73]\).

The more models are accumulated for the above studies, the more qualitative differences are becoming visible. For instance, models can be classified according to the number of integrals of motion (KG - one, DNLS - two). Other models differ in the connectivity in normal mode space - while cubic DNLS and KG equations...
have connectivity $K = 4$ (four modes are coupled), other models discussed e.g. in [16],[74] have connectivity $K = 2$. Again the strong disorder limit of $K = 4$ models yields $K = 2$ in leading order, which is one of the cases where analytical methods are applied (see references in [72]). Time might be ripe to perform comparative studies.

Acknowledgements I thank all cited authors with whom I had the pleasure to jointly work and publish. In addition I thank I. Aleiner, B. L. Altshuler, P. Anghel-Vasilescu, D. Basko, S. Fishman, J. C. Garreau, A. R. Kolovsky, Y. Krivolapov, Y. Lahini, G. Modugno, M. Mulansky, R. Schilling, D. Shepelyansky, A. Pikovsky, W.-M. Wang and H. Veksler for stimulating and useful discussions.

References

1. P. W. Anderson, Phys. Rev. 109 1492 (1958).
2. T. Schwartz, G. Bartal, S. Fishman and M. Segev, Nature 446 52 (2007).
3. Y. Lahini, A. Avidan, F. Pozzi, M. Sorel, R. Morandotti, D. N. Christodoulides and Y. Silberberg, Phys. Rev. Lett. 100 013906 (2008).
4. D. Clement A. F. Varon, J. A. Retter, L. Sanchez-Palencia, A. Aspect and P. Bouyer, New J. Phys. 8 165 (2006); L. Sanches-Palencia D. Clement, P. Lujan, P. Bouyer, G. V. Shlyapnikov and A. Aspect, Phys. Rev. Lett. 98 210401 (2007); J. Billy, V. Josse, Z. Zuo, A. Bernard, B. Hambrecht, P. Lujan, D. Clement, L. Sanchez-Palencia, P. Bouyer and A. Aspect, Nature 453, 891 (2008); G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M. Zaccanti, G. Modugno, M. Modugno and M. Inguscio, Nature 453, 895 (2008).
5. M. I. Molina, Phys. Rev. B 58 12547 (1998).
6. A. S. Pikovsky and D. L. Shepelyansky, Phys. Rev. Lett. 100 094101 (2008).
7. I. García-Mata and D. L. Shepelyansky, Phys. Rev. E, 79 026205 (2009).
8. G. Kopidakis, S. Komineas, S. Flach and S. Aubry, Phys. Rev. Lett. 100 084103 (2008).
9. S. Flach, D. Krimer and Ch. Skokos, Phys. Rev. Lett. 102 024101 (2009).
10. G. Kopidakis, and S. Aubry, Phys. Rev. Lett. 84 3236 (2000); G. Kopidakis, and S. Aubry, Physica D 139 247 (2000).
11. A. Iomin and S. Fishman, Phys. Rev. E 76 056607 (2007).
12. D. M. Basko, Annals of Physics 326 1577 (2011).
13. S. Flach, M. V. Ivanchenko and N. Li, PRAMANA J. Phys. 77 1007 (2011).
14. M. Johansson, G. Kopidakis and S. Aubry, Europhys. Lett. 91 50001 (2010).
15. S. Aubry, Int. J. Bifurcation Chaos Appl. Sci. Eng. 21 2125 (2011).
16. M. V. Ivanchenko, T. V. Laptyeva and S. Flach, Phys. Rev. Lett. 107 240602 (2011).
17. D. M. Basko, Physical Review E 86 036202 (2012).
18. D. M. Basko, I. L. Aleiner and B. L. Altshuler, Annals of Physics 321 1126 (2006).
19. D. O. Krimer, R. Komeriki and S. Flach, JETP Letters 94 406 (2011).
20. M. V. Ivanchenko, T. V. Laptyeva and S. Flach, Phys. Rev. B 89 060301R (2014).
21. D.L. Shepelyansky, Phys. Rev. Lett. 73 2607 (1994).
22. G. Gligoric, J.D. Bodyfelt and S. Flach, EPL 96, 30004 (2011).
23. D. O. Krimer, R. Komeriki and S. Flach, Phys. Rev. E 80 036201 (2009).
24. M. Larcher, T. V. Laptyeva, J. D. Bodyfelt, F. Dalfovo, M. Modugno and S. Flach, New J Phys 14 103036 (2012).
25. O. Morsch and M. Oberthaler, Rep. Prog. Phys. 78 176 (2006).
26. Yu. S. Kivshar and G. P. Agrawal, Optical Solitons: From Fibers to Photonic Crystals (Academic Press, Amsterdam, 2003).
27. A. A. Ovchinnikov, N. S. Erikihman and K. A. Pronin, Vibrational-Rotational Excitations in Nonlinear Molecular Systems, Kluwer Academic / Plenum Publishers (New York) 2001.
28. Yu. S. Kivshar and M. Peyrard, Phys. Rev. A 46, 3198 (1992); Yu. S. Kivshar, Phys. Lett. A 173, 172 (1993); M. Johansson, Physica D 216, 62 (2006).
29. J. Bodyfelt, T. V. Laptyeva, Ch. Skokos, D. Krimer and S. Flach, Phys. Rev. E 84, 016205 (2011).
30. B. Kramer and A. MacKinnon, Rep. Prog. Phys. 56 1469 (1993).
31. D. O. Krimer and S. Flach, Phys. Rev. E 82, 046221 (2010).
32. S. Flach and C. R. Willis, Phys. Rep. 295 181 (1998); D. K. Campbell, S. Flach and Yu. S. Kivshar, Phys. Today 57 (1), 43 (2004); S. Flach and A. V. Gorbach, ibid. 467, 1 (2008).
33. Xiaoquan Yu and Sergej Flach, Phys. Rev. E, in press; arXiv:1404.3476 (2014).
34. D. L. Shepelyansky, Phys. Rev. Lett. 73, 2607 (1994); Y. Imry, Europhys. Lett. 30, 405 (1995); K. Frahm, A. M¨uller-Groeling, J.-L. Pichard and D. Weinmann, Europhys. Lett. 31, 169 (1995); R. A. R¨omer, M. Schreiber and T. Voja, Phys. Status Solidi 211, 681 (1999).
35. M. V. Ivanchenko, T. V. Laptyeva and S. Flach, Phys. Rev. E 89, 060301(R) (2014).
36. Ch. Skokos, D. O. Krimer, S. Komineas and S. Flach, Phys. Rev. E 79, 056211 (2009).
37. Y. Dodge, The Oxford Dictionary of Statistical Terms, Oxford University Press, New York, 2003.
38. S. Flach, Chem. Phys. 375, 548 (2010).
39. J. Laskar and P. Robutel, Cel. Mech. Dyn. Astr. 80 39 (2001); H. Yoshida, Phys. Lett. A 150, 262 (1990); H. Yoshida, Celest. Mech. Dyn. Astron. 56, 27 (1993).
40. K. Rayanov, G. Radons and S. Flach, Phys. Rev. E 88, 012901 (2013).
41. E. Michaeli and S. Fishman, Phys. Rev. E 85, 046218 (2012).
42. B. Vermersch and J. C. Garreau, New J. Phys. 15, 045030 (2013).
43. Ch. Skokos, I. Gkolias and S. Flach, Phys. Rev. Lett. 111, 064101 (2013).
44. S. Aubry and R. Schilling, Physica D 238, 2045 (2009).
45. Y.B. Zeldovich and Y.P. Raizer, Physics of Shock Waves and High-Temperature Hydrodynamic Phenomena, Academic Press, New York, 1966; Y.B. Zeldovich and A. Kompaneets, Collected Papers of the 70th Anniversary of the Birth of Academician A. F. Ioffe, Moscow, 1950; G.I. Barenblatt, Prikl. Mat. Mekh. 16, 67 (1952).
46. A.R. Kolovsky, E.A. Gomez and H.J. Korsch, Phys. Rev. A 81, 025603 (2010).
47. B. Tuck, J. Phys. D 9 1559 (1976).
48. W. F. Ames, Non-linear Partial Differential Equations in Engineering vol. 1 (Academic, New York, 1965); F. A. Cunnell and C. H. Gooch, J. Phys. Chem. Solids 15, 127 (1960); H. Ikezi, Y. Kiwamoto, K. E. Lonngren, C. M. Burde and H. C. S. Hsuan, Plasma Phys. 15 1141 (1973); M. A. H. Kadhim and B. Tuck, J. Mater. Sci. 7, 68 (1972); K. E. Lonngren, W. F. Ames, A. Hirose and J. Thomas, Phys. Fluids 17, 1919 (1974).
49. D. M. Basko, Phys. Rev. E 89, 022921 (2014).
50. G. Schwiete and A. M. Finkelstein, Phys. Rev. A 88, 053611 (2013).
51. W. S. Cleveland and S. J. Devlin, J. Amer. Stat. Assoc. 83, 596 (1988).
52. T. V. Laptyeva, J. D. Bodyfelt, D. O. Krimer, Ch. Skokos and S. Flach, EPL 91, 30001 (2010).
53. T. V. Laptyeva, J. D. Bodyfelt and S. Flach, Physica D 256-257, 1 (2013).
54. Mulansky and A. Pikovsky, EPL 90, 10015 (2010).
55. M. Mulansky, Localization Properties of Nonlinear Disordered Lattices, Diplomarbeit Universit¨at Potsdam (2009); http://opus.kobv.de/ubp/volltexte/2009/3146/.
56. H. Veksler, Y. Krivolapov and S. Fishman, Phys. Rev. E 80, 037201 (2009).
57. Ch. Skokos and S. Flach, Phys. Rev. E 80, 016208 (2010).
58. T. V. Laptyeva, J. D. Bodyfelt and S. Flach, EPL 98, 60002 (2012).
59. S. Flach, M. Ivanchenko and N. Li, PRAMANA J. Phys. 77, 1007 (2011).
60. G. Gilgoric, K. Rayanov and S. Flach, EPL 101, 10011 (2013).
61. E. Lucioni, B. Deissler, L. Tanzi, G. Roati, M. Zaccanti, M. Modugno, M. Larcher, F. Dalfovo, M. Ignuscio and G. Modugno, Phys. Rev. Lett. 106, 230403 (2011).
62. G. Roati, C. D’Errico, J. Catani, M. Modugno, A. Simoni, M. Ignuscio and G. Modugno, Phys. Rev. Lett. 99, 010403 (2007).
63. S. Aubry and G. Andrè, Ann. Israel Phys. Soc. 3, 133 (1980).
64. M. Larcher, T. V. Laptyeva, J. D. Bodyfelt, F. Dalfovo, M. Modugno and S. Flach, New J Phys 14, 103036 (2012).
65. A. R. Kolovsky, E. A. Gomez, H. J. Korsch, Phys. Rev. A 81, 025603 (2010).
66. B. Chirikov B, Phys. Rep. 52, 263 (1979);
67. S. Fishman, D. Grempel and R. Prange, Phys. Rev. Lett. 49, 509 (1982); D. Grempel, R. Prange and S. Fishman, Phys. Rev. A 29, 1639 (1984).
68. C. Ryu, M. Andersen, A. Vaziri, M. d’Arcy, J. Grossman, K. Helmerson and W. Phillips, Phys. Rev. Lett. 96, 160403 (2006); G. Behinaein, V. Ramreddy, P. Ahmadi and G. Summy, Phys. Rev. Lett. 97, 244101 (2006); J. Kanem, S. Maneshi, M. Partlow, M. Spanner and A. Steinberg, Phys. Rev. Lett. 98, 083004 (2007).
69. D. Shepelyansky, Phys. Rev. Lett. 70, 1787 (1993).
70. L. Rebuzzi, S. Wimberger and R. Artuso, Phys. Rev. E 71, 036220 (2005).
71. J.D. Bodyfelt, T.V. Laptyeva, Ch. Skokos, D.O. Krimer and S. Flach, Phys. Rev. E 84, 016205 (2011).
72. S. Fishman, Y. Krivolapov and A. Soffer, Nonlinearity 25, R53 (2012).
73. I. Brezinova, J. Burgdörfer, A. U. J. Lode, A. I. Streltsov, L. S. Cederbaum, O. E. Alon, L. A. Collins and B. I. Schneider, J. Phys: Conf. Series 488, 012032 (2014).
74. M. Mulansky and A. Pikovsky, Phys. Rev. E 86, 056214 (2012); M. Mulansky and A. Pikovsky, New J. Phys. 15, 053015 (2013); M. Mulansky, Chaos 24, 024401 (2014).