An Adaptive Pose Fusion Method for Indoor Map Construction
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Abstract: The vision-based robot pose estimation and mapping system has the disadvantage of low pose estimation accuracy and poor local detail mapping effects, while the modeling environment has poor features, high dynamics, weak light, and multiple shadows, among others. To address these issues, we propose an adaptive pose fusion (APF) method to fuse the robot’s pose and use the optimized pose to construct an indoor map. Firstly, the proposed method calculates the robot’s pose by the camera and inertial measurement unit (IMU), respectively. Then, the pose fusion method is adaptively selected according to the motion state of the robot. When the robot is in a static state, the proposed method directly uses the extended Kalman filter (EKF) method to fuse camera and IMU data. When the robot is in a motive state, the weighted coefficient is determined according to the matching success rate of the feature points, and the weighted pose fusion (WPF) method is used to fuse camera and IMU data. According to the different states, a series of new poses of the robot are obtained. Secondly, the fusion optimized pose is used to correct the distance and azimuth angle of the laser points obtained by LiDAR, and a Gauss–Newton iterative matching process is used to match the corresponding laser points to construct an indoor map. Finally, a pose fusion experiment is designed, and the EuRoC data and the measured data are used to verify the effectiveness of this method. The experimental results confirm that this method provides higher pose estimation accuracy compared with the robust visual inertial odometry (ROVIO) and visual-inertial ORB-SLAM (VI ORB-SLAM) algorithms. Compared with the Cartographer algorithm, this method provides higher two-dimensional map modeling accuracy and modeling performance.
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1. Introduction

An accurate and efficient pose estimation system is an essential enabler for motion control and path planning in autonomous robots. In the case of indoor environments, SLAM technology is one of the effective means of solving robotic environmental cognition and positioning navigation [1]. SLAM refers to the process of a robot equipped with a specific sensor to establish an environmental model in motion and estimate its motion at the same time [2].

Depending on the available sensors, SLAM can be divided into visual SLAM, laser SLAM [3], and multi-sensor fusion SLAM [4]. The visual SLAM is based on visual sensors and includes sensor information acquisition, visual odometry, backend optimization, loopback detection, and map construction [5]. With the development of computer vision, image processing, and artificial intelligence, the accuracy of visual SLAM has been improved. Nevertheless, applying the visual SLAM to scenes with poor features, high dynamics, and/or weak light results in low performance [5]. Additionally, the IMU sensor can provide complementarity information to improve the performance of visual SLAM. For example, when the vision sensor is moving at a high speed, the success rate of pose
estimation based on feature matching is low, while IMU can still maintain more accurate pose estimation based on its acceleration sensor and gyroscope [6]. The visual sensor can also effectively reduce the accumulated drift error generated by IMU during its movement.

The fusion of the image data acquired by the camera and the velocity and position data acquired by IMU can also improve the robustness of the pose estimation algorithms. This method of combining camera and IMU is called visual-inertial SLAM (VI-SLAM) [7]. Although the pose estimation based on the fusion of two sensor datasets can effectively improve the estimation accuracy, there are still some problems to be addressed. When we use loose couplings as the method of integration posture, the key part still independently uses a visual algorithm for robot pose estimation [8]. The IMU measurement data are then added to the only independent pose estimation process. This, however, results in the internal state correlation between camera and IMU being ignored, while the effective constraints and compensation for the pose estimation are missed. There may even be a failure to estimate the pose error between camera and IMU. Therefore, the loose-coupling method cannot obtain the optimal accuracy of pose estimation.

As an alternative, the method of tight coupling is proposed, which combines visual algorithm and IMU data to jointly construct the equation of motion and the equation of state and further obtain the pose of the robot [9]. However, the tight coupling method using global optimization or local smoothing over-relies on the initial pose estimation. This leads to high complexity and a lack of real-time performance. At the same time, the monocular camera cannot directly obtain the scale information, hence this method should solely rely on the scale information calculated by IMU. Therefore, the tight coupling method cannot effectively enhance the estimation accuracy of the pose scale. Finally, the Markov property of the filtering based on the VI-SLAM method should be taken into account. In other words, the state relationship at a certain moment and the state relationship at all the previous moments cannot be determined. Therefore, this algorithm results in a limited accuracy improvement. To address the above issues, in this paper, in combination with the complementarity of the vision and inertial sensor, we investigate how to adaptively use the EKF method and WPF method to further improve the fusion pose accuracy, that is, an adaptive pose fusion method. We also examine the use of fusion pose to optimize the accuracy and efficiency of map construction by LiDAR. Firstly, the camera and IMU are used to calculate the position and posture of the robot. Secondly, either the EKF method or the WPF method is adaptively selected according to the motion state to form new pose estimation. Thirdly, the high-precision pose after fusion optimization is matched with the corresponding laser points to construct an indoor map.

The main contributions of this work lie in the fact that it proposes an adaptive method of pose fusion to construct the indoor map. The proposed adaptive method is manifested in two aspects. Firstly, by judging the motion state of the robot, either the EKF or the WPF method is chosen to fuse data acquired by the camera and IMU to form a new estimated pose. In a case where the robot is in a static state, the pose fusion is directly performed by EKF method. Similarly, for a robot in motion, the WPF method is used to fuse the posture fusion. Secondly, in the process of using the WPF method to fuse the pose, the weighted coefficients between the camera pose and IMU pose are determined according to the ratio of the feature points successfully matched by two keyframes to the total feature points. A lower matching success rate indicates a relatively low accuracy of the pose calculated by the camera. Hence, the proportion of the pose calculated by IMU should be increased accordingly. For a high matching success rate, the accuracy of the pose calculated by the camera is relatively high, and the proportion of the pose calculated by the camera should be increased accordingly. Based on this straightforward idea, we choose different weighted coefficients based on the matching success rate of 0.25 and 0.6.

The rest of the paper is organized as follows. In Section 2, a review of previous work is presented. An adaptive pose fusion method for indoor map construction is then presented
in Section 3 using an IMU and a camera. The experimental setup is given in Section 4 and an analysis of the results is given in Section 5. Finally, Section 6 concludes the work and gives future directions.

2. Related Work

Within the field of computer science, Davison proposed one of the first real-time monocular localization and mapping frameworks [10]. The author made use of an EKF method where he estimates the absolute position of landmarks. However, a key issue is improving the consistency of the estimation method that is affected by its inherent nonlinearity [9]. One approach is to use visual odometry for the tracked landmarks and thereby significantly reduce the effect of nonlinearities [11,12].

While most standard visual odometry approaches are based on detected and tracked point landmarks as the source of visual information, Jin et al. propose to model the environment as a collection of planar patches and to derive a corresponding photometric error between camera frames [13]. Molton et al. also track locally image patches in a filter-based SLAM framework [14]. By employing gradient-based image alignment, they also co-estimate surface normals but keep data association separated from the subsequent EKF-based information fusion. Silveira et al. also use planar regions and minimize the photometric error concerning a reference frame in order to estimate the relative motion as well as other parameters such as illumination parameters and patch normality [15]. They subsequently merge the output in an EKF.

Furthermore, fusing other sensor information can construct a more robust visual SLAM system, such as VI-SLAM. Incorporating inertial measurements in the estimation can significantly improve the robustness of the system, provide the estimation process with the notion of gravity, and allow for a more accurate and high bandwidth estimation of the velocities and rotational rates. By adapting the original EKF proposed by Davison [10], additional IMU measurements can be relatively simply integrated into the estimation, whereby calibration parameters can be co-estimated online [16,17]. Weiss and Siegwart designed the Single-Sensor Fusion (SSF) algorithm which takes an EKF as the basic framework [18,19]. The pose calculated by IMU is also considered as the prediction function, and the pose is calculated by Parallel Tracking and Mapping (PTAM) as the measurement data. These effectively improve the performance of an algorithm. Leutenegger et al. describe a tightly coupled approach in which the robot trajectory and sparse landmarks are estimated in a joint optimization problem using inertial error terms as well as the reprojection error of the tracked landmarks in the camera images [20]. This is carried out in a windowed bundle adjustment approach over a set of keyframe images and a temporal inertial measurement window. Similarly, Mourikis and Roumeliotis estimate the trajectory in an IMU-driven filtering framework using the reprojection error of landmarks as measurement updates [21]. Since inertial measurements are often obtained at a higher rate than image data, methods for combining multiple inertial measurements are desirable to reduce computational costs. Forster et al. presented a concise IMU measurements pre-integration method such that they can be efficiently included in a factor graph framework [22]. Usenko et al. extended their previous work on semi-dense visual odometry to integrate inertial measurements [23]. They minimize a joint energy term composed of visual and inertial error terms to estimate the motion of their sensor.

In addition, the motion prediction of IMU still provides accurate estimation in a short time when the visual pose calculation fails. Li and Mourikis also used an improved nonlinear method to optimize the monocular inertial navigation SLAM scheme which is based on the Monocular Visual-Inertial (VINS-Mono) system [24]. In the initialization process, the initialization of the acceleration Bayesian deviation is added, and the Oriented Fast and Rotated Brief (ORB) feature points are used to detect and match the image at the front end for reference to ORB-SLAM. Using this technique improves the robustness of the scheme and also enables high precision real-time positioning and sparse map construction.
Kelly and Sukhatme further proposed visual-inertial navigation based on SLAM called VI ORB-SLAM [17]. This method supports multiple types of cameras such as monocular, binocular, and RGB-D of KINECT. The VI ORB-SLAM system designed a hybrid map data association mechanism based on two kinds of sensors, which can carry out data association for short, medium, and long-term sensor’s collected data. Readers should note that the VI ORB-SLAM algorithm based on features tightly coupled with the VIO system relies on the maximum a posteriori estimation to detect the geometric consistency of the keyframes, and further improves the accuracy of map positioning.

3. Methodology

To improve the accuracy of indoor map construction, the high-precision data obtained from various sensors such as cameras and IMU can be combined. In this paper, by judging the motion state of the robot and according to the dependence of the feature point matching, the EKF method and WPF method are, respectively, used to optimize the pose of the camera and IMU. This enables high-precision modeling of the indoor map.

The overall structure of the adaptive method of pose fusion to construct an indoor map based on camera and IMU is shown in Figure 1. This method includes the following four main steps.

1. Pose solution. Camera and IMU are used to obtain the pose of the robot;
2. Pose fusion with EKF. In cases where the robot is static, EKF method is used to fuse the pose of the camera and IMU;
3. Pose fusion with WPF. In cases where the robot is moving, WPF method is used to fuse the pose of the camera and IMU.
4. Map construction based on LiDAR.

![Figure 1. The architecture of the adaptive method of pose fusion for constructing an indoor map.](image-url)
3.1. Camera Pose Calculation

The robot’s position and posture can be calculated based on the image data obtained by the camera which is usually achieved by matching the homonymous feature points of the two partially overlapping images. Firstly, the image feature points are extracted using the Orient-Fast algorithm [25]. Then, the Fast Library for Approximate Nearest Neighbors (FLANN) method is used to achieve the matching between feature points [26]. According to the corresponding relation of the homonymic feature points in the two images, the camera motion parameters are then calculated.

Assume that the rigid body transformation of the camera motion is \((R, T)\), where \(R\) is the rotation vector and \(T\) is the translation vector. The relationship between the coordinates corresponding to the feature points and the moving process is [27]:

\[
P_{pm} = RP_{lm} + T
\]

where \(P_{pm}\) and \(P_{lm}\) are the three-dimensional coordinates of the \(m\)th feature point of the current frame image and the previous frame image, and \(m = 1, 2, 3, \ldots n\). Using the FLANN method to match the feature points, we also need to eliminate the feature points with false matching. Here, they are randomly selected from at least four of the feature points. The rigid body transformation quantity \((R, T)\) is then used in \(\|P_{pm} - (RP_{lm} + T)\|\) and checked to see whether it is less than the threshold. Finally, the least square value of the relationship between the corresponding coordinates of the feature points and the motion process is obtained through iterative calculations. This is then used to estimate the current pose of the robot.

3.2. IMU Pose Calculation

IMU includes a three-axis accelerometer and a three-axis gyroscope. The velocity and position data of IMU can be obtained by quadratic integration of the linear velocity measured by the accelerometer [28]. The posture data of IMU can be obtained by integrating the angular velocity measured by the gyroscope. For a pitch angle of 90°, the differential equation of Euler Angle is singular, and the full posture solution of IMU is unobtainable [29]. The Direction Cosine Matrix (DCM) algorithm uses the direction cosine of the vector to represent the attitude matrix [30]. This effectively avoids the singularity problem when using the Euler Angle to represent the orientation. Therefore, the DCM algorithm is often used to solve IMU posture. The DCM matrix is defined as:

\[
C = \begin{bmatrix}
i'i' & i'j' & i'k' \\
i'j' & j'j' & j'k' \\
i'k' & j'k' & k'k'
\end{bmatrix}
\]

(2)

where, \(i'\), \(j'\), \(k'\) are unit vectors of the robot coordinates. The derivatives of \(i'\), \(j'\), \(k'\) are:

\[
\begin{align*}
\frac{di'}{dt} &= j'w_z - k'w_y \\
\frac{dj'}{dt} &= k'w_x - i'w_z \\
\frac{dk'}{dt} &= i'w_y - j'w_x
\end{align*}
\]

and, \(\dot{C}\) is obtained by taking the derivative of matrix \(C\) as the following:

\[
\dot{C} = C \begin{bmatrix}
0 & -w_z & w_y \\
w_z & 0 & -w_x \\
-w_y & w_x & 0
\end{bmatrix} = C\Omega
\]

(4)

Equation (4) is then solved to obtain the relative position and the posture transformation relationship between IMU and robot.
3.3. IMU Pre-Integration

The high measurement frequency of IMU requires computing resources. To avoid adding a new state quantity during each IMU measurement, a re-parameterization process is usually added between two frames to realize the motion constraints and avoid repeated integrations. This re-parameterization process is called IMU pre-integration [31]. Assuming that the acceleration and angular velocity measured by IMU are, respectively, expressed as \( \ddot{\omega}_{WB}(t) \) and \( \ddot{a}_{WB}(t) \), the IMU measurement model is:

\[
\begin{align*}
\ddot{\omega}_{WB}(t) &= \omega_{WB}(t) + b_\omega(t) + \eta_\omega(t) \\
\ddot{a}_{WB}(t) &= R_{WB}^t \left( \alpha_{WB}(t) - g(w) \right) + b_a(t) + \eta_a(t)
\end{align*}
\]

where \( W \) is the world coordinate system, \( B \) is the IMU coordinate system, \( \omega_{WB}(t) \) is the instantaneous angular velocity of \( B \) relative to \( W \), \( R_{WB}^t \) is the rotation matrix from the world coordinate system to the IMU coordinate system, \( \omega_{WB}(t) \) is the instantaneous acceleration in the world coordinate system, \( b_\omega(t) \) and \( b_a(t) \) are the deviation of the gyroscope from the acceleration, and \( \eta_\omega(t) \) and \( \eta_a(t) \) are the random noise. The kinetic integral model is also introduced, which contains the rotations \( R_{WB} \) and the velocities \( v_{WB} \) and the translations \( p_{WB} \) as the following:

\[
\begin{align*}
R_{WB} &= R_{WB}^{i-1} R_{WB}^i \\
v_{WB} &= \alpha_{WB} \\
p_{WB} &= \nu_{WB}
\end{align*}
\]

Integrating Formula (6), we obtain the rotation \( R_{WB}(t + \Delta t) \), the velocity \( v_{WB}(t + \Delta t) \) and the translation \( p_{WB}(t + \Delta t) \) within \( \Delta t \). We then combine the IMU measurement model of the acceleration \( \ddot{\omega}_{WB}(t) \) and angular velocity \( \ddot{a}_{WB}(t) \), to obtain the movement state \( R_{WB}(t + \Delta t), v_{WB}(t + \Delta t) \) and \( p_{WB}(t + \Delta t) \) of the IMU relative to the world coordinate system within \( \Delta t \). This is the relative relationship between IMU data at these two moments. The update rates of IMU and camera are not synchronized, so the integration of multi-frame IMU data between two keyframes can effectively constrain them. Considering that the rotation matrix \( R_{WB}^i \) is constantly changing with time, the relative motion increments \( \Delta R_{ij}, \Delta v_{ij}, \Delta p_{ij} \) are:

\[
\begin{align*}
\Delta R_{ij} &= R_{WB}^i R_{WB}^j = \prod_{k=i}^{j-1} \text{Exp} \left( \left( \ddot{\omega}_{WB} - \ddot{a}_B - \eta_{\omega} \right) \Delta t \right) \\
\Delta v_{ij} &= \sum_{k=i}^{j-1} \Delta R_{ik} \left( \ddot{\omega}_B - \ddot{a}_B - \eta_{\omega} \right) \Delta t \\
\Delta p_{ij} &= \sum_{k=i}^{j-1} \left[ \Delta v_{ik} \Delta t + \frac{1}{2} \Delta R_{ik} \left( \ddot{\omega}_B - \ddot{a}_B - \eta_{\omega} \right) \Delta t^2 \right]
\end{align*}
\]

where \( \Delta R_{ik} = R_{WB}^i R_{WB}^k, \) and \( \Delta v_{ik} = R_{WB}^i \left( v_{WB}^k - v_{WB}^i - g_w \Delta t_{ij} \right) \). The left side of Equation (7) is the relative motion increments and the right side is the IMU data. Furthermore, the relative motion increments \( \Delta R_{ij}, \Delta v_{ij}, \Delta p_{ij} \) of two keyframes are [32]:

\[
\begin{align*}
R_{WB}^i &= R_{WB}^i \Delta R_{ij} \text{Exp} \left( f_{\Delta R_{ij}}^{b_{ij}} \right) \\
v_{WB}^i &= v_{WB}^i + g_w \Delta t_{ij} + R_{WB}^i \left( \Delta v_{ij} + \sum_{k=i}^{j-1} f_{\Delta R_{ik}}^{b_{ik}} \right) \\
p_{WB}^i &= p_{WB}^i + v_{WB}^i \Delta t_{ij} + g_w \Delta t_{ij}^2 + R_{WB}^i \left( \Delta p_{ij} + \sum_{k=i}^{j-1} f_{\Delta R_{ik}}^{b_{ik}} \right) \Delta t^2
\end{align*}
\]

As shown, the relative motion increments \( \Delta R_{ij}, \Delta v_{ij}, \Delta p_{ij} \) between two keyframes are obtained. In other words, the re-parameterized results of IMU pre-integration between two keyframes prevent the repeated integration of IMU observations and improve the reliability of the algorithm.
3.4. Extended Kalman Filter Method to Fuse Camera/IMU Pose

To improve the accuracy of the estimated pose of the robot, the EKF method is used to fuse camera poses and IMU poses. EKF solves nonlinear problems using the first-order Taylor series and updates the state and prediction equations by incorporating a variety of sensor data with a high level of controllability. EKF is divided into the prediction process and the update process [33]. For the prediction process, the error state vector \( \hat{x} \) is defined as:

\[
\begin{align*}
\hat{x} &= x - \tilde{x} \\
\tilde{x} &= \begin{bmatrix} \delta p_W^t, \theta W^t, \psi W^t, \delta b_a, \delta b_g \end{bmatrix}^T \\
\hat{\delta} &= \begin{bmatrix} \hat{p}_W^t, \hat{q}_W^t, \hat{a}_W^t, \hat{b}_a, \hat{b}_g \end{bmatrix}^T
\end{align*}
\]  

(9)

where \( \tilde{x} \) is the expected value of the state vector. Readers should note that \( \begin{bmatrix} n_a, n_b, n_g, n_g \end{bmatrix} \) is used to represent the state noise \( n \). According to the definition of the error state vector \( \hat{x} \), the acceleration and angular velocity measured by IMU are linearized. The expressions in the error equations for translation, rotation, velocity, the accelerometer, and the gyroscope’s zero deviation are also given as \( \delta p_W^t, \theta W^t, \psi W^t, \delta b_a, \delta b_g \), respectively, about the experimental equations of state. The state transitions \( \varphi \) are also given by the Jacobian matrix as:

\[
\varphi = \begin{bmatrix}
\frac{\partial f(x_{k-1})}{\partial q} & \frac{\partial f(x_{k-1})}{\partial \theta_c}
\end{bmatrix}_3 \times 3
\]

(10)

Considering the system noise, matrix \( G \) and the state transition matrix \( \varphi \), the system noise covariance matrix \( Q_d \) is then obtained. The calculation error of EKF state prediction \( X_{k+1|k} \) and the system state covariance matrix forecast \( P_{k+1|k} \) are also obtained as the following [34]:

\[
\begin{align*}
X_{k+1|k} &= \varphi X_{k|k} \\
P_{k+1|k} &= \varphi P_{k|k} \varphi^T + Q_d
\end{align*}
\]

(11)

where \( X_{k|k}, P_{k|k} \) are the best estimates obtained in the previous time instant. IMU errors continue to accumulate over time. Therefore, it is necessary to use the low-frequency output camera pose as the observed value \( z \) of the filter to correct the results of IMU calculation. In other words, the pose conversion matrix of the camera and IMU relative to the robot chassis is determined. This is to obtain the rotation and translation matrices \( p_W^t, q_W^t \) and \( q_C^t, p_C^t \) and the system observation equations \( z_p, z_q \) between camera and IMU as follows [34]:

\[
\begin{align*}
z_p &= p_W^t + C_W^t p_C^t \\
z_q &= q_W^t \otimes q_C^t
\end{align*}
\]

(12)

The update process of EKF is deduced from the observation matrix and the observation noise covariance matrix. The gain matrix \( K \) of the system is then obtained as:

\[
K = P_{k+1|k} H^T \left( HP_{k+1|k} H^T + R \right)^{-1}
\]

(13)

After obtaining the gain matrix \( K \), the system state variable \( X_{k+1|k+1} \) is updated as:

\[
X_{k+1|k+1} = X_{k+1|k} + K \tilde{z}
\]

(14)

and the system covariance matrix \( P_{k+1|k+1} \) is also updated as:

\[
P_{k+1|k+1} = (I_{15} - KH)P_{k+1|k} (I_{15} - KH)^T + KRK^T
\]

(15)

After updating the system state quantity \( X_{k+1|k+1} \) and the system covariance matrix \( P_{k+1|k+1} \), the quaternion calculated by the system state quantity is normalized. The quaternion is then converted into Euler angles for easy pose display and represents the pose output after the application of EKF fusion sensor data.
3.5. Adaptive Weighted Fusion Method to Fuse Camera/IMU Pose

The pose fusion mode depends on the motion state of the robot. The motion state of the robot is either moving or stationary. In this paper, the IMU and odometer data are used to judge the motion and stationary condition of the robot. If the line acceleration of IMU is 0 and the odometer data are not increased, then the robot is in a static state. The pose fusion of camera and IMU is directly fused using the EKF method. Similarly, if the line acceleration of IMU is not 0, or the odometer data are increased, the robot is in motion. The pose fusion of camera and IMU are fused by the WPF method.

For a robot in the moving state, there is great uncertainty regarding the texture features captured by the camera, while the IMU error is relatively stable, although it is accumulated. Therefore, in the process of pose fusion, the weighted coefficient between the camera and IMU needs to be properly considered. The matching success rate of the keyframes feature points can be also analyzed. This is to determine the degree of dependence of camera and IMU pose on the matching of feature points. Different weighted coefficients can be accordingly adopted for different pose states to process the pose fusion of camera and IMU.

For a robot in motion, IMU measures the linear velocity, acceleration, and angular velocity. The camera also provides the corresponding image based on keyframes. Here, the weighted coefficient is set according to the matching success rate of feature points between two keyframes obtained by the camera. If the matching success rate is low, the correlation between the current pose and the camera pose is low. Hence, the proportion of IMU pose should be increased. Similarly, if the matching success rate is high, the correlation between the current pose and the camera pose is high. Hence, the proportion of camera pose should be increased.

Here, we define the matching success rate $\mu$ as the ratio of feature points successfully matched by two keyframes to the total feature points. The matching success rate is then used to determine the weighted coefficient of pose fusion between camera and IMU. This process is referred to as obtaining the weighted coefficient of pose fusion.

3.6. LiDAR Mapping

During the construction of indoor maps, unstructured scenes may lead to the tilt of the 2D LiDAR composition plane and may reduce the quality of construction. In this paper, the laser triangulation rangefinder technology is used for LiDAR mapping [35]. After calculating the distance and azimuth angle, the measured laser points and LiDAR obtain the relative coordinates. Before the mapping, the estimation pose after fusion and optimization is also replaced by the estimation pose in a mapping algorithm. This is used as a new data source to calculate the relative relationship between the laser points and LiDAR. Based on this, the distance and azimuth information of the laser points are updated. The iterative matching process based on Gaussian–Newton method is then used to match the coordinates of the laser points and a high-precision indoor map is established [36].

The indoor environment mostly presents vertical structures, so the oblique radar data needs to be approximately projected. Laser data obtained by scanning $(\rho, \theta)$ are expressed as $(P_x, P_y, P_z)$ in the form of map coordinates:

$$
\begin{align*}
P_x &= \rho \cdot \cos\theta \\
P_y &= \rho \cdot \sin\theta \\
P_z &= 0
\end{align*}
$$

where $(\theta_x, \theta_y, \theta_z)$ denotes roll angle, pitch angle, and yaw angle. The coordinates $(X, Y, Z)$ of the scanning laser point are also obtained according to the initial pose and angle transformation as the following:

$$
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = R_z \cdot R_y \cdot R_x
\begin{bmatrix}
P_x \\
P_y \\
P_z
\end{bmatrix}
$$

(17)
After corresponding the optimized pose estimation and the relative coordinates of the laser points, the Gaussian–Newton method is used to match the laser points and improve the accuracy of map construction. To do this, the minimum value of the rigid body transformation $T$ is obtained as $T^*$,

$$T^* = \arg\min T \sum_{i=1}^{n} [1 - G(S_i(T))]^2$$  \hspace{1cm} (18)

where, $S_i(T)$ is the plane coordinate of the laser point, and $G(S_i(T))$ is the occupation value of $S_i(T)$. If all the laser points are matched completely, $G(S_i(T))$ is 1. The measurement error of the radar data within a given period is then optimized as shown in Formula (19).

$$2 \sum_{i=1}^{n} \left[ 1 - G(S_i(T)) - \nabla G(S_i(T)) \frac{\partial S_i(T)}{\partial T} \Delta T \right] \cdot \left[ \nabla G(S_i(T)) \frac{\partial S_i(T)}{\partial T} \right]^T \rightarrow 0$$  \hspace{1cm} (19)

Through Taylor expansion and partial derivations, the solution of $\Delta T$ is transformed into the following Gaussian–Newton minimization problem:

$$\Delta \xi = H^{-1} \sum_{i=1}^{n} \left[ \nabla G(S_i(T)) \frac{\partial S_i(T)}{\partial T} \Delta T \right]^T \cdot [1 - G(S_i(T))]$$  \hspace{1cm} (20)

where $H = \left[ \nabla G(S_i(T)) \frac{\partial S_i(T)}{\partial T} \Delta T \right]^T \left[ \nabla G(S_i(T)) \frac{\partial S_i(T)}{\partial T} \right]$. Obtaining the least square solution based on the Gaussian–Newton method, the results of the beam point matching are also determined according to this method. The distance and azimuth angle of laser points corresponding to the optimized pose is then substituted into the mapping process as data sources to construct the two-dimensional indoor map. This effectively removes the distortion caused by the LiDAR movement, hence the mapping efficiency.

4. Adaptive Pose Fusion Experiment

4.1. Experimental Platform

Autolabor is used as the experimental platform for the adaptive pose fusion experiment. This robot is equipped with a KINECT V2 camera (its equipment parameters are shown in Table 1), an AH-100B inertial measurement unit (its equipment parameters are shown in Table 2), and a Rplidar A2 LiDAR (its equipment parameters are shown in Table 3). The three sensors are connected to Autolabor in a solid connection mode (Figure 2).

| Item                        | Attributes            |
|-----------------------------|-----------------------|
| Working principle           | Time of flight (TOF)  |
| RGB stream                  | 1920 × 1280/30 FPS    |
| Depth stream                | 512 × 424/30 FPS      |
| Depth distance              | 0.5 m–4.5 m           |
| Horizontal/vertical viewing angle | 70°/60°             |

| Item                        | Gyroscope                  | Accelerometer               | Magnetometer      |
|-----------------------------|----------------------------|-----------------------------|-------------------|
| Measuring range             | ±2000 °/s                  | ±2 G                        | ±4 gauss          |
| Resolution                  | <0.1 °/s                   | <10 mg                      | <2.5 mgauss       |
| Frequency                   | 40 Hz                      | 37 Hz                       | 50 Hz             |
Figure 4.

mental comparisons. Secondly, the root mean square error (RMSE) values between the calculate the pose. The IMU integral is then used to record the acceleration and angular were shot using a KINECT camera. The feature points between the images are matched to calculate the pose fusion. Firstly, we selected some indoor environment scenes and the images of the pose fusion. In this paper, the weighted relation between camera pose and IMU pose is determined. 

Step 3: Pose solution.

The EuRoC public dataset was collected by the ETH Zurich based on the unmanned aerial vehicle mainly include a camera and an IMU, with the camera frequency being 30 Hz and the IMU frequency being 40 Hz. The experimental data were shot using a KINECT camera. The feature points between the images are matched to calculate the pose fusion. Firstly, we selected some indoor environment scenes and the images of the pose fusion. In this paper, the weighted relation between camera pose and IMU pose is determined. 

Table 3. Device parameters of Rplidar A2 LiDAR.

| Item                  | Attributes                                      |
|-----------------------|-------------------------------------------------|
| Measuring radius      | 0.2 m–16 m                                      |
| Sampling frequency    | 8 K                                             |
| Angle resolution      | 0.9 °                                            |
| Ranging resolution    | ≤1% of actual distance (range ≤ 12 m)           |
|                       | ≤2% of actual distance (range ≈ 12 m–16 m)      |
|                       | 1% of actual distance (range ≤ 3 m)             |
|                       | 2% of actual distance (range ≈ 3 m–5 m)         |
|                       | 2.5% of actual distance (range ≤ 5 m–16 m)      |
| Ranging accuracy      |                                                |

Figure 2. The experimental platform: Autolabor.

4.2. Experimental Data

Here, we verify the validity of the adaptive pose fusion method, the accuracy of camera/IMU fusion pose, and the effect of optimized LiDAR map construction. To achieve this, we designed two groups of different experiments. The first group uses EuRoC public dataset as the data source, and the other group collects the environmental data from a laboratory as the data source.

The EuRoC public dataset was collected by the ETH Zurich based on the unmanned aerial vehicle in the auditorium and the empty room [37]. As shown in Figure 3, the sensors carried by the unmanned aerial vehicle mainly include a camera and an IMU, with the camera frequency being 30 Hz and the IMU frequency being 40 Hz. The experimental data are provided in four folders, and each folder contains the transformation of the sensor relative to the coordinate system. The EuRoC public dataset is mainly used for comparative analysis of the position and posture accuracy.

Figure 3. EuRoC public dataset (a) and trajectory (b).

Figure 3. EuRoC public dataset (a) and trajectory (b).
The second dataset uses the collected data of a laboratory environment collected by Autolabor. The laboratory environment is illustrated in Figure 4. The dataset is collected in real-time and recorded by the bag packet of Robot Operating System (ROS). The corresponding pose dataset is exported to the bag packet according to different topics [38].

Figure 4. The laboratory environment scene; (a) actual scene, (b) schematic diagram.

4.3. Experimental Steps

Step 1: Data acquisition.

In the first group of experiments, the EuRoC public dataset is selected as the data source. In the second group of experiments, however, the Autolabor was used to collect environmental data from the laboratory.

Step 2: Weighted coefficient determination.

For the WPF method, the key is to determine the proportion of camera pose and IMU pose. In this paper, the weighted relation between camera pose and IMU pose is determined according to the matching success rate $\mu$ of the feature points successfully matched by two keyframes to the total feature points, which is the weighted coefficient $\lambda$ of the pose fusion. Firstly, we selected some indoor environment scenes and the images were shot using a KINECT camera. The feature points between the images are matched to calculate the pose. The IMU integral is then used to record the acceleration and angular velocity, and obtain the pose. The common pose solution methods directly use EKF to obtain the pose of the robot. Therefore, it can be used as the truth value for the experimental comparisons. Secondly, the root mean square error (RMSE) values between the pose calculated by camera/IMU and the fusion pose calculated by EKF are calculated. Finally, the relationship between the matching success rate $\mu$ and the RMSE of the pose is analyzed. If the matching success rate $\mu$ is different, the relationship between KINECT camera and RMSE calculated by IMU is analyzed. The weighted coefficient $\lambda$ of the fusion of camera pose and IMU pose is accordingly determined.

Step 3: Pose solution.

The ORB feature points of two overlapping images are extracted and matched, and the motion parameters of the camera are calculated according to the matching relationship between the feature points. The linear velocity and position are also recorded by IMU using the quadratic integration. The pose information is calculated by integrating angular velocity. After the velocity, position, and posture are obtained, the orientation cosine matrix is also used to calculate the relative pose between IMU and the experimental platform.

Step 4: Pose estimation optimization.

If the robot is static, the pose is calculated by fusing camera and IMU outputs using the EKF method. On the contrary, the WPF method is used to fuse the pose according to
the ratio of dependence of the feature points matching, and the optimized pose estimation is obtained.

Step 5: 2D map construction.

The updated pose correction RPLIDAR is then optimized to obtain the distance and azimuth information of the laser points, and the two-dimensional environment map is constructed by Gaussian–Newton method.

Step 6: Experimental analysis.

Based on the Euroc public dataset, we compare the accuracy of the ROVIO and APF algorithm in pose fusion optimization [39]. ROVIO is a fully robocentric and direct visual-inertial odometry framework which runs in real-time on computationally constrained platforms. To increase robustness and usability, it implements multicamera support (with or without overlapping field of view) and enables online calibration of camera-IMU extrinsics. It tightly couples the visual information and IMU output and fuses the data through iterative Kalman filtering to update the filtering state and pose. In terms of algorithm framework and data fusion method, the ROVIO algorithm is similar to the APF algorithm presented in this paper.

Based on the data collected in the laboratory scene, the accuracy of the VI ORB-SLAM and APF algorithm is also compared in pose fusion optimization. The VI ORB-SLAM algorithm is composed of ORB-SLAM and IMU module. Through maximum a posteriori estimation, the geometric consistency detection of keyframes is carried out to obtain the optimal pose estimation. Therefore, the VI ORB-SLAM algorithm has a high contrast with the APF algorithm.

The modeling accuracy and effectiveness of Cartographer algorithm [40] and APF algorithm are compared in terms of two-dimensional map construction. The Cartographer is a classical mapping algorithm based on LiDAR. It predicts the pose, based on the information of IMU and odometer by filtering and transforming the scanning points into raster coordinates using voxel filtering. The results show that the Cartographer algorithm is stable and highly robust.

5. Results

5.1. Weighted Coefficient in WPF

As described in Section 3, the indoor map construction method is based on the optimization of pose fusion, which mainly selects different pose fusion strategies according to the motion state of the robot. If the robot is in a static state, the position and posture of camera and IMU are fused using the EKF method. In cases where the robot is in a motive state, the position and posture of the camera and IMU are fused using the WPF method.

For the WPF method, the key is to determine the proportion of camera pose and IMU pose. In this paper, the weighted coefficient between the camera and IMU poses is determined according to the ratio of the feature points successfully matched by two keyframes to the total feature points, which is the weighted coefficient $\lambda$ of the pose fusion. The matching success rate $\mu$ represents the significance of the environment features, hence it determines the accuracy of the pose solution.

We select 19 different scenes including representative positions such as aisles, corners, tables and chairs. Based on the ORB feature point detection, the fast approximate nearest neighbor method is used to match the feature points.

As shown in Figure 5, the three images on the left, respectively, represent the scene of the aisle, corner, desk, and chair in the laboratory environment. The colored dots in the image represent the ORB feature points detected in the different scenes. The three images on the right also represent the images of the aisles, corners, desk, and chair obtained from different angles. The color line represents the ORB feature point pairs which are successfully matched between two images. During the experiment, 533, 149, and 653 feature points are, respectively, detected in the aisle, corner, desk, and chair scenes. Among these features, 50 pairs of feature points are successfully matched in the aisle scene, four pairs...
are successfully matched in the corner scenes, and 76 pairs are successfully matched in the
desk and chair scenes.

Figure 5. Matching of feature points of aisles (a), corners (b), tables and chairs (c).

The matching success rates of the aisle, corner, desk, and chair scenes are 9.38%,
2.68%, and 11.63%, respectively. This indicates that the scenes with rich textures, obvi-
ous structures, and strong characteristics include more feature points and have a higher
matching success rate. On the contrary, the scenes with weak texture and a single structure
have fewer feature points detected hence a lower matching success rate. It is also seen
that in these 19 different scenarios, the highest matching success rate is 43% and is never
larger than 50%. Based on the results above, we added further 7 experimental scenes with
artificial features that improve the matching success rate to 87.37%, as shown in Figure 6.
success rate into three intervals, that is $0 \leq \mu < 0.25$, $0.25 \leq \mu < 0.6$ and $0.6 \leq \mu \leq 1$. Finally, based on the experimental results and relaxing the standards, different weighted coefficients can be used for each segment. Through multiple experiments and comparative analysis, the weighted coefficient $\lambda$ in the pose weighted fusion is set according to the following steps.

1. For $0.6 \leq \mu \leq 1$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.5 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.5.
2. For $0.25 \leq \mu < 0.6$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.33 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.67.
3. For $0 \leq \mu < 0.25$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.2 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.8.

Secondly, the RSME between the pose determined by camera and IMU and the pose solved by EKF is presented in Figure 6. The experimental results show the following: (1) In cases where the matching success rate of the camera is lower, the RMSE of the pose between the camera and solved by EKF is higher. This indicates that the reliability of the pose calculation by the camera is lower. (2) In cases where the matching success rate of the camera is higher, the RMSE of the pose between the camera and solved by EKF is lower. This indicates that the reliability of pose calculation by the camera is higher. (3) Although the higher matching success rate is partly due to adding extra artificial feature points, this effect can be ignored at an appropriate time. If the matching success rate is lower than 50%, the pose accuracy calculated by the camera is gradually decreased, while the pose accuracy calculated by IMU is not significantly changed. This is consistent with the actual situation.

From the perspective of the RMSE deviation value and the matching success rate, the two are in a straight line relationship. Furthermore, if the relationship between the two is described by a cubic curve, the coefficient of determination can even reach about 0.9774, as shown in Figure 7. Taking the cubic curve as the benchmark, when the matching success rates are 0.2462 and 0.6362, respectively, the slope of the curve changes. Therefore, the matching success rate can be divided into three segments with 0.2462 and 0.6362 as nodes. Then, we study the ratio of RMSE between camera and IMU, and always divide the larger value by the smaller ones, and can obtain a graph as shown in Figure 8. The experimental results show that the matching success rate is approximately 0.25 and 0.6 as nodes, and it is also divided into three segments. In summary, we can divide the matching success rate into three intervals, that is $0 \leq \mu < 0.25$, $0.25 \leq \mu < 0.6$ and $0.6 \leq \mu \leq 1$. Finally, based on the experimental results and relaxing the standards, different weighted coefficients can be used for each segment. Through multiple experiments and comparative analysis, the weighted coefficient $\lambda$ in the pose weighted fusion is set according to the following steps.

1. For $0.6 \leq \mu \leq 1$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.5 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.5.
2. For $0.25 \leq \mu < 0.6$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.33 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.67.
3. For $0 \leq \mu < 0.25$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.2 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.8.
based on the experimental results and relaxing the standards, different weighted coefficients can be used for each segment. Through multiple experiments and comparative analysis, the weighted coefficient $\lambda$ in the pose weighted fusion is set according to the following steps.

Figure 7. The relationship between the matching success rate and the pose error.

1. For $0.6 \leq \mu \leq 1$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.5 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.5.

2. For $0.25 \leq \mu < 0.6$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.33 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.67.

3. For $0 \leq \mu < 0.25$, the weighted coefficient $\lambda$ of the pose calculated by the camera is 0.2 and the weighted coefficient $\lambda$ of the pose calculated by IMU is 0.8.

Figure 8. The RMSE ratio between the camera and IMU.

5.2. Optimized Pose Analysis

The first experiment is based on the Euroc public dataset where we compare the pose estimation accuracy of the ROVIO algorithm with the APF algorithm. The ROVIO algorithm tightly couples the visual information and the IMU output, and fuses data through iterative Kalman filtering to update the filtering state and pose. In terms of algorithm framework and data fusion method, the ROVIO algorithm is similar to the APF method. The total duration of this experiment is 149.96 s, and a total of 29,993 postures are selected. The experimental errors are shown in Table 1. The maximum error (Max), minimum error (Min), mean error (Mean), RMSE, and standard deviation (Std) are used as
the performance metrics. The offset diagrams of the robot along the $x$-axis direction, $y$-axis direction and $z$-axis direction are presented in Figure 9.

![Figure 9. Displacement deviation along the $x$-axis (a), $y$-axis (b) and $z$-axis (c) direction.](image-url)

Comparing the proposed algorithm with the ROVIO algorithm shows that the absolute RMSE is 2.5944 m, and the absolute standard deviation error is 1.5223 m (Table 4). We further examine the displacement deviation along the $x$-axis direction and $y$-axis and $z$-axis. It is seen that the proposed algorithm can effectively filter the redundant offset and vibration compared with the ROVIO algorithm and effectively improve the estimation accuracy of the robot’s pose using the integrated optimization mechanism.

| Algorithm | Max   | Min   | Mean  | RMSE  | Std   |
|-----------|-------|-------|-------|-------|-------|
| APF       | 6.0808| 0.2562| 2.1008| 2.5944| 1.5223|
| ROVIO     | 6.0945| 0.2830| 2.3133| 2.7281| 1.7636|
The second experiment is based on the real-time laboratory scene dataset that was collected by the robot to compare and analyze the pose estimation accuracy of the VI ORB-SLAM algorithm with that of the APF algorithm. The total duration of the experiment is 367.30 s, and a total of 3648 poses are selected. The experimental errors are shown in Table 5. The Max, Min, Mean, RMSE, and Std are used as the performance metrics. The offset diagrams of the robot along the x-axis direction and y-axis direction are also shown in Figure 10 (Figure 10 shows the experimental results for a part of the total time).

Table 5. Error analysis of the proposed algorithm and VI ORB-SLAM algorithm.

| Algorithm            | Max    | Min    | Mean   | RMSE   | Std   |
|----------------------|--------|--------|--------|--------|-------|
| APF                  | 1.5829 | 0.0409 | 0.7543 | 0.8662 | 0.4259|
| VI ORB-SLAM          | 1.6442 | 0.0500 | 0.8903 | 1.1345 | 0.7003|

In the case with 3648 pose estimations, compared with the VI ORB-SLAM algorithm, the proposed algorithm reduces the root mean square error by 0.26 m and the standard deviation by 0.27 m. Compared with the pose solution results of VI ORB-SLAM algorithm, the proposed algorithm is more accurate (see the error analysis in Table 5). As shown in Figure 10, in the process of moving, the displacement deviations of the robots along the x-axis direction and y-axis direction through fusion pose optimization gradually approach the same motion trajectory. The position drift is also decreased with time, indicating that fusion pose optimization can also effectively improve the positioning accuracy of the robot in an indoor scene.

The two groups of experiments that we conducted show that the fusion optimization of the pose based on camera/IMU solves the problem of difficult pose estimation and localization. This is important as in an indoor environment satellite signal is missing. The proposed method also improves the accuracy of pose estimation. Furthermore, it also addresses the issues attributed to the low output frequency and poor dependability of KINECT camera,
and the high-frequency output of IMU used for pose optimization fusion, while meeting the requirements of high-precision pose estimation in highly dynamic situations.

5.3. Map Construction Analysis

The trajectory of the robot during the experiment is shown in Figure 11; it traveled 68.96 m, generated 3648 poses and built a complete indoor environment map. In Figure 11, their poses are measured based on the odometer that comes with the robot directly. Due to the measurement accuracy of the odometer itself, its trajectory can only be used as the reference trajectory data of the experiment, and cannot be used as the true value of the trajectory.

Figure 11. The trajectory of the robot during the experiment (shown as a purple line).

As mentioned above, first of all, the mapping experiment uses a Cartographer algorithm to construct a two-dimensional occupancy grid map of the indoor environment. The experimental result is shown in Figure 12a. Then, the APF algorithm is used to estimate the pose of the robot, and the re-estimated fused pose is used to correct LiDAR data to regenerate a two-dimensional occupancy grid map of the indoor environment, as shown in Figure 12b.

Here, we compare the accuracy and effectiveness of an indoor map construction method based on the APF algorithm with that based on the Cartographer algorithm.

Both the APF algorithm and the Cartographer algorithm use LiDAR data to construct an occupancy grid map. The difference lies in the pose estimation method. The Cartographer algorithm uses a pose estimation method of IMU and odometer, while the APF algorithm uses a pose fusion estimation method based on camera and IMU. Therefore, it can be considered that if there is a difference in the effect of the occupancy grid map, it is most likely caused by the method of pose estimation.

A detailed analysis of the occupancy grid maps constructed by two methods reveals that there is a big difference between the two maps.

Firstly, there may be a phenomenon that the edges are not fitted. That is to say, the probability grids obtained from two different poses do not overlap, meaning that the edges cannot being fitted, and there is a phenomenon of ghosting. Examples are shown in Figure 13B,F. Using the pose fusion algorithm proposed based on camera/IMU in this paper, the 2D laser points are updated according to the robot’s pose to form the optimization of laser points distance and azimuth. This improves the accuracy of the estimation and provides a better two-dimensional map edge fitting. However, it does not mean that the optimized pose is used, a good visualization effect can be obtained. Figure 13C is one exception, for example.
6. Conclusions

Firstly, there may be a phenomenon that the edges are not fitted. That is to say, the probability grids obtained from two different poses do not overlap, meaning that the robot’s pose direction, the probability grid fitted appears to display a right-angle distortion, or the right-angle edges tilt slightly, such as in Figure 13A,D. As for Figure 13E, although there is ghosting, the right-angle distortion is small.

Secondly, there may be a phenomenon of right-angle distortion. This phenomenon is likely caused by the method of pose estimation. Therefore, it can be considered that if there is a difference in the effect of the occupancy grid map, it is most likely due to APF. In contrast, the APF algorithm uses a pose estimation method of IMU and odometer, while the Cartographer algorithm uses the VINS. Thus, the proposed algorithm outperforms the Cartographer algorithm.

The edge shape of the map constructed by our algorithm is closer to the actual environment, and the edge details of the map that is constructed by the proposed algorithm is higher in general. The actual wall mapping lines on the two-dimensional plane map are perpendicular to each other, and the relative relationship between edges has almost no distortion. However, for the right-angle edges, the right-angle distortion could be relatively small, such as in Figure 13A.D. As for Figure 13C, although the pose direction is not accurate, the probability grid fitted appears to display a right-angle distortion, indicating that the robot’s pose direction is not accurate.

In this method, the camera and IMU are used to calculate the position and posture of the robot. Then, by determining the motion state of the robot, the data from the IMU and the camera are fused. The obtained pose is then matched with the laser points measured at the robot's position. The laser points are then optimized to form the optimization probability grids obtained by two different poses. The probability grid is fitted, but due to the deviation of the pose direction, the optimization probability grid is distorted. Finally, the robot's pose direction is corrected, and the robot's pose is optimized again. This improves the accuracy of the estimation and reduces the distortion of the probability grid.

The experimental results show that the proposed algorithm improves the pose estimation accuracy compared with the ROVIO and VI ORB-SLAM algorithms. Compared with the Cartographer algorithm, the proposed method also provides higher accuracy in map construction. The proposed algorithm has different features compared with the Cartographer algorithm. The actual wall mapping lines on the two-dimensional plane map are perpendicular to each other, and the relative relationship between edges has almost no distortion.

We then combine the pose accuracy requirements of indoor mapping to propose an adaptive pose fusion algorithm. The proposed algorithm outperforms the Cartographer algorithm. The proposed algorithm provides a better two-dimensional map edge fitting. However, it does not mean that the map constructed by the proposed algorithm is better than the Cartographer algorithm. The proposed algorithm improves the pose estimation accuracy and reduces the distortion of the probability grid, which leads to better edge fitting. The proposed algorithm is more adaptable to the characteristics of an indoor environment to propose an adaptive pose fusion algorithm. Our proposed method is based on camera/IMU fusion which is applied to two-dimensional map modeling.
Secondly, there may be a phenomenon of right-angle distortion. This phenomenon often occurs in the corner position of an indoor environment. It is also the probability grid obtained by two different poses. The probability grid is fitted, but due to the deviation of the pose direction, the probability grid fitted appears to display a right-angle distortion, or the right-angle edges tilt slightly, such as in Figure 13A,D. As for Figure 13E, although there is ghosting, the right-angle distortion is small.

It is seen that the overall mapping efficiency of the edge details of the map that is constructed by the proposed algorithm is higher in general. The actual wall mapping lines on the two-dimensional plane map are perpendicular to each other, and the relative relationship between the edges has almost no distortion.

However, it can be seen that the overall mapping accuracy and visualization effect of the edge details of the map that is constructed by the proposed algorithm is higher in general. The actual wall mapping lines on the two-dimensional plane map are perpendicular to each other, and the relative relationship between edges has almost no distortion. The proposed algorithm outperforms the Cartographer algorithm.

6. Conclusions

Simultaneous Localization and Mapping is one of the effective methods for robotic environment recognition, localization, and navigation. In this paper, we focus on the indoor environment. We then combine the pose accuracy requirements of indoor mapping and the characteristics of an indoor environment to propose an adaptive pose fusion method. Our proposed method is based on camera/IMU fusion which is applied to two-dimensional map modeling.

In this method, the camera and IMU are used to calculate the position and posture of the robot. Then, by determining the motion state of the robot, the data from the IMU and camera are fused using the EKF method or WPF method to form a new highly accurate pose estimation. The obtained pose is then matched with the laser points measured at the same time to correct the distance and azimuth information of the laser points in the coordinate system. This is then substituted into an iterative matching process based on Gaussian-Newton method to construct the two-dimensional indoor map. Finally, we perform a camera/IMU pose fusion experiment to evaluate the proposed algorithm and verify its performance against Euroc public dataset and the measured dataset.

The experimental results show that the proposed algorithm improves the pose estimation accuracy compared with the ROVIO and VI ORB-SLAM algorithms. Compared with the Cartographer algorithm, the proposed method also provides higher accuracy in two-dimensional map modeling.
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