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Abstract

In this paper, we develop a new classification method for manifold-valued data in the framework of probabilistic learning vector quantization. In many classification scenarios, the data can be naturally represented by symmetric positive definite matrices, which are inherently points that live on a curved Riemannian manifold. Due to the non-Euclidean geometry of Riemannian manifolds, traditional Euclidean machine learning algorithms yield poor results on such data. In this paper, we generalize the probabilistic learning vector quantization algorithm for data points living on the manifold of symmetric positive definite matrices equipped with Riemannian natural metric (affine-invariant metric). By exploiting the induced Riemannian distance, we derive the probabilistic learning Riemannian space quantization algorithm, obtaining the learning rule through Riemannian gradient descent. Empirical investigations on synthetic data, image data, and motor imagery EEG data demonstrate the superior performance of the proposed method.
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1. Introduction

Symmetric positive definite (SPD) matrices are widely used data structures in many disciplines, e.g., in medical imaging (Penne et al., 2006) and computer vision as covariance region descriptors (Tuzel et al., 2006; Jayasumana et al., 2015), as well as in brain-computer interface (BCI) (Congedo et al., 2017). Enforced with an appropriate metric, SPD matrices form a curved Riemannian manifold. Consequently, many popular machine learning algorithms such as linear discriminant analysis (LDA), learning vector quantization (LVQ), or support vector machines (SVM) cannot be directly applied. One can decide to ignore the nonlinear geometry of the manifold and apply Euclidean machine learning methods directly. However, this approach usually results in poor accuracy (Arsigny et al., 2006). A more plausible way of dealing with the nonlinear nature of the SPD manifold relies on first order local approximations of the manifold by tangent spaces. For example, (Barachant et al., 2012) proposed a tangent space linear discriminant analysis (TSLDA) method which projects SPD matrices into the tangent space as their Riemannian geometric mean and then applies standard Euclidean LDA in the tangent space. This idea was further extended in (Xie et al., 2017), where sub-manifold learning for dimension reduction is used before the tangent space approximation. However, the first-order approximations can lead to undesirable distortion, especially in regions far from the tangent space origin (Tuzel et al., 2008; Jayasumana et al., 2015). The mean of the SPD matrices is a frequently used candidate for the tangent space origin, however, no theoretical proof exists to guarantee the mean yields the best tangent space approximation for the data (Tuzel et al., 2008).

To avoid the above approximation, Gaussian radial basis function kernel with geodesic distance is proposed in (Jayasumana et al., 2015), such that classical kernel methods, e.g., kernel SVM and kernel LDA, can be used. However, most of these kernel classifiers are intrinsically binary. The one-vs-all or one-vs-one voting strategy has to be used when multiple classes are involved in the learning problem, making the task very complicated. Moreover, as the kernel method maps the data into high dimensional Reproducing Kernel Hilbert space (RKHS), implicitly (Burgess, 1998; Jayasumana et al., 2015), the learned classifier is not straightforward to interpret.

In Euclidean spaces, learning vector quantization (LVQ), first introduced in (Kohonen, 1986), has enjoyed great popularity because of its simplicity, intuitive nature, and natural accommodation of multi-class classification problems. It is a prototype and distance based supervised classification algorithm that...
has been used in a variety of applications such as image and signal processing, the biomedical field and medicine, and industry (Nova and Estévez, 2014). Unlike deep networks, the LVQ system is straightforward to interpret. The classifier constructed by LVQ is parametrized by a set of labeled prototypes living in the same space as the training data. The classification of an unknown instance takes place as an inference of the class of the closest prototype in terms of the involved metric. The learning rules of LVQ are typically based on intuitive Hebbian learning, making the implementation of the method very simple.

In this paper, we generalize the successful robust soft learning vector quantization method (Seo and Obermayer, 2003) to the manifold of symmetric positive definite matrices. The proposed probabilistic learning Riemannian space quantization (PLRSQ) inherits the advantages of LVQ methods, i.e. simple, intuitive, life-long learning, and natural multi-class classifier. The classification method is derived in the probabilistic framework, can produce confidence (probability) for its prediction, and thus can be easily extended to classification with rejection (Fischer et al., 2014; Ni et al., 2019) which can be of great use in medical analysis and BCI application. Moreover, the proposed method is implemented by Riemannian stochastic gradient descent algorithm avoiding the problems caused by approximating the data with its projection onto the tangent space at a particular point on the manifold.

The paper has the following structure: In Section 2 we briefly review existing learning algorithms dealing with SPD matrices. In Section 3 we concisely introduce LVQ and its variant – probabilistic LVQ. In Section 4 we introduce relevant concepts of the Riemannian manifold of SPD matrices. Our proposed probabilistic learning Riemannian space quantization (PLRSQ) method is described in details in Section 5. Experimental results are given in Section 6. Main findings and conclusions are presented in Section 7.

2. Related Work

In this paper, we focus on the Riemannian manifold of SPD matrices. The design of non-linear method on SPD matrices has strong roots in the field of diffusion tensor imaging (DTI) (Fletcher and Joshi, 2004; Penne et al., 2006; Fletcher et al., 2004). SPD matrices have extensive applications in computer vision (Jayasumana et al., 2013), e.g. covariance region descriptors are widely used in object detection (Tuzel et al., 2008), texture classification (Tuzel et al., 2006), face recognition, and object categorization (Wang et al., 2012). Recently, SPD matrices become popular in the field of brain-computer interface (BCI) for the design of electroencephalogram (EEG) decoder (Ang et al., 2008; Congedo et al., 2017).

The properties and the calculation of the geometric mean of SPD matrices have been studied in (Moakher, 2008), which subsequently facilitates many learning algorithms for SPD manifold-valued data. Among them, minimum distance to Riemannian mean (MDRM) (Barachant et al., 2012) classification algorithm is one of the most straightforward ones. It is an extension of the minimum distance to mean (MDM) classification algorithm using Riemannian geometric distance and Riemannian geometric mean. MDRM learns a cluster center (i.e. Riemannian geometric mean) for each class of instances and predicts the class label of an unknown instance by finding the center with shortest Riemannian geometric distance to the instance.

Principal geodesic analysis (PGA) presented in (Fischer and Joshi, 2004; Fletcher et al., 2004) projects the data into the tangent space at the Riemannian geometric mean of the SPD matrices, and subsequently apply Euclidean principal component analysis (PCA). By the same way of tangent space projection, Tangent space linear discriminate analysis (TSLDA) (Barachant et al., 2012), which is an extension of Euclidean linear discriminate analysis to the Riemannian manifold of SPD matrices is developed. In (Xie et al., 2017), tangent space of sub-manifold with linear discriminate analysis or support vector machines is proposed. This method first learns an optimal map from the original Riemannian space of SPD matrices to the Riemannian sub-manifold through jointly diagonalizing the Riemannian geometric means of the two class data. The optimal map transforms the original SPD matrices into lower dimensional SPD matrices where tangent space projection is performed and then Euclidean LDA or SVM is applied. In (Barachant et al., 2013), a Riemannian based kernel is constructed using scalar product defined in the tangent plane at a reference point (usually geometric mean) in the manifold. These aforementioned methods all suffer from the drawback of approximating the manifold by tangent spaces at a reference point in the manifold, and most of the methods are restricted to the binary classification.

In (Jayasumana et al., 2013), log-Euclidean Gaussian kernel on the Riemannian manifold of SPD matrices is proposed, using the log-Euclidean geodesic distance. These kernel methods are free of tangent space approximation, but the computation of kernel matrix is quite heavy (scales quadratically with the number of training examples), especially when the size of training points is large. Moreover, the learned model of kernel methods is difficult to interpret.

Our proposed probabilistic learning Riemannian space quantization (PLRSQ) method is different from the existing methods targeted for the SPD matrix-valued data. In particular, our proposed PLRSQ method is implemented by Riemannian stochastic gradient descent algorithm. Unlike TSLDA, it does not need to approximate the data by projections to the tangent space at a particular point on the manifold. Note that the Riemannian stochastic gradient descent algorithm also introduces projections of SPD matrices to the tangent spaces, but only at a local scale. Though the PLRSQ method shares some properties with MDRM, it is potentially far more powerful than MDRM in that, if needed, PLRSQ can learn multiple representatives for each class, as opposed to only one center per class in MDRM.

Even with one prototype per class, the PLRSQ method shows superior performance to MDRM, since MDRM finds the class representatives in an unsupervised manner as class conditional means of the training data. Our method is more computationally efficient than the kernel methods with geodesic distances as the training time of our proposed method scales linearly with the number of training examples. Moreover, the learned model of our method is easy to understand since explicit “class
representatives” (prototypes) are obtained during the course of training. If desired, interpretability of our method could be enhanced by explicit incorporation of a representability term in the cost function as in [Hammer et al., 2014].

3. Robust Soft Learning Vector Quantization

Our approach is developed within the framework of learning vector quantization (LVQ) [Kohonen, 1986]. In this section, we will briefly introduce LVQ.

Consider a training dataset \((x_i, y_i) \in \mathbb{R}^n \times \{1, \ldots, C\}, i = 1, \ldots, m\), where \(n\) is the dimension of the inputs, \(C\) is the number of different classes and \(m\) is the number of training examples. A typical LVQ classifier consists \(M (M \geq C)\) prototypes \(w_i \in \mathbb{R}^n\), which are labeled by \(c(w_i) \in \{1, \ldots, C\}\). The set of labeled prototype vectors is denoted as \(\mathcal{T} = \{(w_i, c_i)\}_{i=1}^M\) in this paper. The classification is implemented as a winner-takes-all scheme. For a data point \(x \in \mathbb{R}^n\), the output class is determined by the class label of its closest prototype: i.e. \(\hat{y}(x) = c(w_i)\) such that \(i = \arg\min d(x, w_i)\), where \(d(\cdot, \cdot)\) is a distance measure in \(\mathbb{R}^n\).

There are many variants of LVQ algorithm. A detailed review of LVQ method was given in [Nova and Estévez, 2014]. Here we will describe the robust soft learning vector quantization (RSLVQ) based on likelihood ratio maximization (Seo and Obermayer, 2003). An alternative generalization of LVQ was termed generalized learning vector quantization (GLVQ), which was based on margin maximization [Sato and Yamada, 1996]. Compared to GLVQ, RSLVQ derived in a probabilistic approach, is more flexible in the case of overlapping classes [Nova and Estévez, 2014].

RSLVQ algorithm learns the prototype locations based on a statistic modeling of the given data distribution, i.e. the probability density of the data is described by a mixture model. It is assumed that each component \(j\) of the mixture generates data belonging to and only to one of the \(C\) classes denoted as \(c_j\). The probability density \(p(x)\) of the data points \(x\) is modeled as follows:

\[
p(x|\mathcal{T}) = \sum_{c=1}^{C} \frac{1}{m} \sum_{j=1}^{m} p(x|j) P(j)
\]

Here, \(P(j)\) is the probability that data points are generated by a particular component \(j\) of the mixture. \(p(x|j)\) is the conditional probability that this component \(j\) generates a particular data point \(x\). The conditional probability \(p(x|j)\) is a function of prototypes \(w_j\), which is usually interpreted as the representative feature vector for all data points generated by component \(j\). A possible choice for \(p(x|j)\) is the normalized exponential form \(p(x|j) = K(j) \exp f(x, w_j)\). In [Seo and Obermayer, 2003], a Gaussian mixture is assumed, i.e. \(K(j) = (2\pi\sigma_j^2)^{-n/2}\) and \(f(x, w_j) = -d(x, w_j)^2/2\sigma_j^2\), where \(d(\cdot, \cdot)\) is the squared Euclidean distance, and every component is assumed to have equal variance \(\sigma_j^2 = \sigma^2\) and equal prior probability \(P(j) = 1/m\) for all \(j\). RSLVQ learns prototypes by maximizing the likelihood ratio via stochastic gradient ascent algorithm. \(p(x, y|\mathcal{T}) = \sum_{j=1}^{m} p(x|j) P(j)\) is the probability density that a data point \(x\) is generated by the mixture model for the correct class. The learning rule of prototypes in the presence of one example \((x, y)\) is obtained by computing the derivative of the log likelihood ratio with respect to \(w_j\) (see [Seo and Obermayer, 2003]):

\[
\Delta w_j = \frac{\alpha}{\sigma^2} \begin{cases} 
(P_j, (j|x) - P_j(y|x)) (x - w_j) & \text{if } c_j = y \\
-P_j(y|x) (x - w_j) & \text{if } c_j \neq y
\end{cases}
\]

where \(0 < \alpha < 1\) is the learning rate, \(P_j(l|x)\) and \(P(l|x)\) are assignment probabilities

\[
P_j(l|x) = \frac{\exp f(x, w_l)}{\sum_{j=1}^{m} \exp f(x, w_j)}
\]

\[
P(l|x) = \frac{\exp f(x, w_l)}{\sum_{j} \exp f(x, w_j)}
\]

The learning rule reflects the fact that prototypes with the same label as that of the data point are attracted to the data point, while prototypes with different labels from the data point are repelled.

We note that the log-likelihood ratio used in RSLVQ can be extended to a more natural cross-entropy cost function employed in Probabilistic LVQ (PLVQ) [Villmann et al., 2018]. In fact, PLVQ coincides with RSLVQ if the only stochastic component in the joint distribution \(p(x, y)\) over \(\mathbb{R}^n \times \{1, 2, ..., C\}\) is the marginal over the inputs \(p(x)\) and the input-conditioned class distributions \(p(y|x)\) are delta-functions (see [Villmann et al., 2018]). The framework of PLVQ is preferable in cases of genuine class uncertainty in (at least some regions of) the input space, leading to more representative class prototypes. Even though we derive our method as an extension of RSLVQ to Riemannian manifolds, the core ideas of our method can be applied to PLVQ as well.

The above described RSLVQ is designed for classification of vector-valued data, with the assumption of Gaussian mixture model which relies on the Euclidean distance between the input pattern \(x\) and the prototype \(w\), i.e. \(f(x, w) = \frac{1}{2} x - w\|^2\). In the following sections, we generalize this method to deal with data points that live in the Riemannian manifold of symmetric positive definite matrices, where the function \(f(\cdot, \cdot)\) depends on the Riemannian geodesic distance between the input pattern and the prototype.

4. Riemannian Manifold of SPD Matrices

Each \(n \times n\) real symmetric positive definite (SPD) matrix has the property: \(v^T X v \geq 0\) for all nonzero \(v \in \mathbb{R}^n\). The space \(\mathbb{S}^+(n)\) of all \(n \times n\) SPD matrices is not a vector space, since an
SPD matrix when multiplied by a negative scalar is no longer SPD. In fact, $S^+(n)$ forms a convex cone in the $n^2$-dimensional Euclidean space. Hence, Euclidean metric is no longer suitable to describe its geometry. A Riemannian metric can be introduced to $S^+(n)$, making $S^+(n)$ a curved Riemannian manifold [Fletcher and Joshi, 2004; Pennec et al., 2006; Arsigny et al., 2006; Jayasumana et al., 2015]. Two popular Riemannian metrics have been proposed on $S^+(n)$, namely affine-invariant Riemannian metric [Penne et al. 2006] and Log-Euclidean metric [Arsigny et al. 2006]. The affine-invariant Riemannian metric is also called the Riemannian natural metric and is the main focus of this paper.

Let $T_XS^+(n)$ denote the tangent space to $S^+(n)$ at point $X \in S^+(n)$. The affine-invariant Riemannian metric or Riemannian natural metric is defined as follows:

$$ (V_1, V_2)_X = \text{Tr}(V_1X^{-1}V_2X^{-1}) $$

where $V_1, V_2 \in T_XS^+(n)$ and $\text{Tr}$ is the trace operator. Note that the tangent space $T_XS^+(n)$ is the space $S(n)$ of symmetric matrices. With the introduction of the Riemannian metric, many geometric notions can be defined, for instance, the length of a curve on the manifold. Formally, a curve on $S^+(n)$ is a differentiable path connecting two points $X_1, X_2 \in S^+(n)$, i.e. $\gamma(t) : [0, 1] \rightarrow S^+(n)$ with $\gamma(0) = X_1, \gamma(1) = X_2$, and $\dot{\gamma}(t) \in T_{\gamma(t)}S^+(n)$. The length of the curve is defined as follows:

$$ L(\gamma(t)) = \int_0^1 \| \dot{\gamma}(t) \|_{\gamma(t)} \, dt $$

where $\| \cdot \|_X$ is the norm induced by the inner product $\langle \cdot, \cdot \rangle_X$.

A naturally parameterized curve (i.e. parametrized by arc length) that minimizes the distance between two points on the manifold is called geodesic curve. A geodesic curve at the point $X$ in the direction of $V \in T_XS^+(n)$ on $S^+(n)$ has an analytic expression:

$$ \gamma(t) = X^{1/2} \exp(tX^{-1/2}VX^{-1/2})X^{1/2} $$

where $\exp$ is the exponential of matrix. For a symmetric matrix $V \in S(n)$, the matrix exponential $\exp(V)$ can be computed via eigenvalue decomposition: $\exp(V) = U \text{diag}(\exp(\lambda_1), ..., \exp(\lambda_n)) U^T$, where $\lambda_1, ..., \lambda_n$ are eigenvalues of $V$, $U$ is the matrix of eigenvectors of $V$.

The geodesic distance between two points on the manifold is the length of the geodesic curve connecting them. On $S^+(n)$, it reads (Moakher, 2008):

$$ d(X_1, X_2) = \| \log(X_1^{-1}X_2) \|_F = \left[ \sum_{i=1}^n \log^2 \lambda_i \right]^{1/2} $$

where $\log$ denotes the principal logarithm of matrix, $\| \cdot \|_F$ represents the Frobenius norm, and $\lambda_i, i = 1, ..., n$ are the real eigenvalues of $X_1^{-1}X_2$. Analogously to $\exp$, we have $\log(X) = U \text{diag}(\log(\lambda_1), ..., \log(\lambda_n)) U^T$. An important property of this geodesic distance is that it is affine-invariant, i.e. $d(W^TW^T X_1W, W^TW^T X_2W) = d(X_1, X_2), \forall W \in GL(n)$ where $GL(n)$ represents the general linear group, consisting of all nonsingular real matrices of rank $n$.

Denote the Riemannian gradient of a smooth real-valued function $f : S^+(n) \rightarrow \mathbb{R}$ at a point $X \in S^+(n)$ by $\nabla_X f$. Given a smooth curve $\gamma : \mathbb{R} \rightarrow S^+(n)$ on $S^+(n)$, the composite function $f \circ \gamma : t \mapsto f(\gamma(t))$ is a smooth function from $\mathbb{R}$ to $\mathbb{R}$ with a well-defined classical derivative. The Riemannian gradient $\nabla_X f$ is the unique tangent vector in $T_XS^+(n)$ satisfying

$$ \langle \gamma(0), \nabla_X f \rangle_X = \frac{d}{dt} f(\gamma(t))|_{t=0}. $$

for all curves $\gamma$ such that $\gamma(0) = X$. Thus, the computation of Riemannian gradient can be performed through the calculation of the classical derivative of the composite function $f \circ \gamma$.

In a sufficiently small neighborhood $B$ of $X$ in $S^+(n)$, it is possible for each point $X_i \in B$ to identify the tangent vector $V_i$ in $T_XS^+(n)$, such that $V_i = \dot{\gamma}(0)$ and $\gamma(t)$ the geodesic curve between $X$ and $X_i$. The Riemannian logarithm map operator $\text{Log}_X : B \rightarrow T_XS^+(n)$ maps $B$ on the manifold to the tangent space at $X$, i.e. $\text{Log}_X(X_i) = V_i$. The Riemannian exponential map $\text{Exp}_X : T_XS^+(n) \rightarrow B$ is the inverse of Log. $\text{Exp}_X(V_i) = \gamma(1) = X_i$. In particular,

$$ \text{Exp}_X(V_i) = X^{1/2} \exp(X^{-1/2}V_iX^{-1/2})X^{1/2} $$

$$ \text{Log}_X(X_i) = X^{1/2} \log(X^{-1/2}X_iX^{-1/2})X^{1/2}. $$

The logarithm map provides a way to obtain the tangent vector given two points in the manifold while the exponential map provides a way to access to the corresponding point on the manifold, given a tangent vector. With the definition of Riemannian exponential map and logarithm map, we can transit between the manifold and the tangent space and perform Riemannian gradient descent algorithms on the manifold.

5. Probabilistic Learning Vector Quantization on the Riemannian Manifold of SPD Matrices

In this section we present a generalization of the probabilistic learning vector quantization to the Riemannian space of SPD matrices. Consider a $C$-class labeled data set $\{(X_i, y_i)\}_{i=1}^m$, $X_i \in S^+(n)$, $y_i \in \{1, ..., C\}$. The classifier consists of a set of $M < m$ labeled prototypes living on $S^+(n)$, denoted by $W = \{(W_j, C_j)\}_{j=1}^M$.

Since the concept of Gaussian distributions and mixture of Gaussian distributions can be generalized to the manifold of symmetric positive-definite matrices [Said et al., 2017], following [Seo and Obermayer, 2003], we assume that the marginal probability density $p(X)$ on $S^+(n)$ that generated the data can be approximated by a Gaussian-like mixture model, with one component $p(X|j)$ per prototype $W_j$ (there can be several prototypes per class):

$$ p(X|j) = \frac{C}{\sum_{y=1}^C \sum_{j=1}^M p(X|j) P(j) } $$

where the conditional probability $p(X|j)$ is a Gaussian-like function of the prototype $W_j$.

$$ p(X|j) \propto e^{f(X, W_j)} $$
Given an example $X$, gradient descent (Bonnabel, 2013). The objective function, i.e. the learning rule of the prototypes can be obtained by maximizing an label $y$.

The probability density that a data point $X$ is generated by the mixture model for the correct class, i.e. the class denoted by $y$ is given as follows:

$$p(X, y|W) = \sum_{i\in\{x:y\}} p(X|j)P(j)$$  \hspace{1cm} (14)

Following (Seo and Obermayer, 2003), we can maximize the likelihood ratio to obtain the learning rule of prototypes:

$$L_y = \prod_{i=1}^{m} \frac{p(X_i, y_i|W)}{p(X_i|W)}$$  \hspace{1cm} (15)

Note that, according to Bayes’ theorem:

$$p(y|x; W) = \frac{p(x|y; W)P(y)}{\sum_{y'}p(x|y'; W)P(y')}$$  \hspace{1cm} (16)

where $p(y|x; W)$ represents the conditional probability of assigning an label $y$ to the input $X$. Thus the likelihood ratio given by Eq. (15) is the same as the likelihood function:

$$L = \prod_{i=1}^{m} p(y_i|x_i; W)$$  \hspace{1cm} (17)

The learning rule of the prototypes can be obtained by maximization of the log likelihood, which is equivalent to minimization of the negative log likelihood, via stochastic Riemannian gradient descent (Bonnabel, 2013). The objective function, i.e. the negative log likelihood, is given as follows:

$$E = -\log L$$

$$= -\sum_{i=1}^{m} \log \frac{\sum_{j=1}^{M} P(j)e^{f(x,x;W)}}{\sum_{j=1}^{M} P(j)e^{f(x,x;W)}}$$

$$= \sum_{i=1}^{m} \left(-\sum_{j=1}^{M} P(j)e^{f(x,x;W)} + \log \sum_{j=1}^{M} P(j)e^{f(x,x;W)}\right)$$  \hspace{1cm} (18)

According to Eq. (9), the Riemannian gradient of the objective function can be computed by the classical derivative of the objective function along the geodesic curve on the manifold. Given an example $X$ with label $y$, let $y(t)$ be a geodesic curve emitting from the $l$-th prototype $W_l$, $l \in \{1, ..., M\}$, in the direction of $V_l \in T_{W_l}S^+(n)$, according to the definition of geodesic curves given by Eq. (7).

$$y(t) = W_l^{1/2} \exp(W_l^{-1/2}V_lW_l^{-1/2})W_l^{1/2}.$$  \hspace{1cm} (19)

If $c_l = y$, the objective function for this example along the curve $y(t)$ reads:

$$\xi(W_1, ..., y(t), ..., W_M) = -\log \left(\sum_{j=1, y(t)} P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

$$+ \log \left(\sum_{j=1, y(t)} M P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

Then, we can compute the Riemannian gradient of the objective function $\xi$ at point $W_1$ denoted as $\nabla_{W_1}\xi$ as follows:

$$\langle V_l, \nabla_{W_1}\xi \rangle_{W_1} = \frac{d}{dt} \xi(W_1, ..., y(t), ..., W_M)\bigg|_{t=0}$$

$$= -\frac{\sum_{j=1, y(t)} P(j)e^{f(x,x;W)} - \sum_{j=1, y(t)} P(j)e^{f(x,x;W)}}{\sum_{j=1, y(t)} P(j)e^{f(x,x;W)} - \sum_{j=1, y(t)} P(j)e^{f(x,x;W)}}$$

Denote by $P(l|x,y)$ and $P(l|x)$ the posterior probabilities that the data point $X$ is assigned to the component $l$ of the mixture among the prototypes belonging to class $y$ and among all prototypes, respectively:

$$P(l|x,y) = \frac{P(l)e^{f(x,x;W)}}{\sum_{y'}P(l)e^{f(x,x;W)}}$$

$$P(l|x) = \frac{P(l)e^{f(x,x;W)}}{\sum_{y'}P(l)e^{f(x,x;W)}}$$

Then we can simplify the calculation of $\langle V_l, \nabla_{W_1}\xi \rangle_{W_1}$ as follows:

$$\langle V_l, \nabla_{W_1}\xi \rangle_{W_1} = \frac{1}{2\sigma^2}(P(l|x;Y) - P(l|x)) \frac{d^2\xi(x, y(t))}{dt^2}$$  \hspace{1cm} (19)

Note that $P(l|x,y)$ describes the posterior probability that the data point $X$ is assigned to the component $l$ of the mixture, given that the data point was generated by the correct class $y$. According to Bayes’ rule, $P(l|x,y) = P(l|y|X)/P(y|X)$, where $P(y|X)$ is given in (16). Since the prototype $W_l$ here also belongs to class $y$, if $W_l$ is picked, class $y$ will be automatically picked. Therefore we have $P(l,y|X) = P(l|X)$. Consequently, we can get above expression for $P(l|x,y)$.

If $c_l \neq y$, the objective function is given as follows:

$$\xi(W_1, ..., y(t), ..., W_M) = -\log \left(\sum_{j=1, y(t)} P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

$$+ \log \left(\sum_{j=1, y(t)} M P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

If $c_l = y$, the objective function for this example along the curve $y(t)$ reads:

$$\xi(W_1, ..., y(t), ..., W_M) = -\log \left(\sum_{j=1, y(t)} P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

$$+ \log \left(\sum_{j=1, y(t)} M P(j)e^{f(x,x;W)} + P(l)e^{f(x,x;W)}\right)$$

If $c_l \neq y$, the objective function is given as follows:
and Riemannian gradient $\nabla_{W_i} \xi$ is computed as follows:

$$\langle V_l, \nabla_{W_i} \xi \rangle_{W_i} = \left. \frac{d}{dt} \xi(W_1, ..., \gamma(t), ..., W_M) \right|_{t=0}$$

$$= \left. \frac{-P(l) e^{\langle X, y \rangle(t) / \sigma^2} \frac{\partial^2 \langle X, y \rangle(t) / \sigma^2}{\partial \sigma^2} + \sum_{j=1}^{M} \frac{\partial^2 \langle X, y \rangle(t) / \sigma^2}{\partial \sigma^2}^j + P(l) e^{\langle X, y \rangle(t) / \sigma^2} \right|_{t=0}$$

$$= \left. \frac{-1}{2\sigma^2} \frac{\partial^2 \langle X, y \rangle(t) / \sigma^2}{\partial \sigma^2} \right|_{t=0}$$

Denote the Riemannian gradient of the squared Riemannian distance at the point $W_i$ by $\nabla_{W_i} \delta_i^2$. We have:

$$\langle V_l, \nabla_{W_i} \delta_i^2 \rangle_{W_i} = \left. \frac{d\delta_i^2(X, y(t)) / \sigma^2}{dt} \right|_{t=0}$$

The Riemannian gradients of the objective function $\nabla_{W_i} \xi$ are then

$$\nabla_{W_i} \xi = \frac{1}{\sigma^2} \cdot \begin{cases} (P(l|X) - P(l|x)) \log_{W_i}(X), & \text{if } c_i = y \\ -P(l|x), & \text{if } c_i \neq y \end{cases}$$

The Riemannian gradient $\nabla_{W_i} \delta_i^2$ is given as follows:

$$\nabla_{W_i} \delta_i^2 = -2 \log_{W_i}(X)$$

with $\log_{W_i}(.)$ defined by Eq. (11). Detailed calculation of the Riemannian Gradient $\nabla_{W_i} \delta_i^2$ is given in the Appendix A. Substituting (23) into (22), we can obtain:

$$\nabla_{W_i} \xi = \left. \frac{d\delta_i^2(X, y(t)) / \sigma^2}{dt} \right|_{t=0}$$

and through moving along Riemannian gradient in the tangent space and mapping back onto the manifold (through Riemannian exponential map), we obtain the prototype learning rule:

$$W_i^{new} = \text{Exp}_{W_i} \left[ \frac{\alpha}{\sigma^2} \log_{W_i}(X) \right]$$

$$= \left. \begin{cases} (P(l|X) - P(l|x)) \log_{W_i}(X), & \text{if } c_i = y \\ -P(l|x), & \text{if } c_i \neq y \end{cases} \right|_{t=0}$$

where $0 < \alpha < 1$ is the learning rate. Apparently, the factor $P(l|X) - P(l|x)$ is always positive. In fact,

$$P(l|X) - P(l|x) = \frac{P(l|X) e^{\langle X, W_i \rangle} \sum_{j=1}^{M} P(j|X) e^{\langle X, W_j \rangle}}{\sum_{j=1}^{M} P(j|X) e^{\langle X, W_j \rangle}} \left( \sum_{j=1}^{M} P(j|X) e^{\langle X, W_j \rangle} \right)$$

Consequently, analogous to the LVQ in Euclidean spaces, wrong prototypes are pushed away from $X$, while correct prototypes are dragged closer to $X$, to the extent to which prototype $W_i$ “stand out” for $X$, among the correct prototypes. Since we have a probabilistic formulation, all prototypes are moved, instead of the closest ones to $X$ only, but to the extent they are “relevant to” $X$.

The proposed probabilistic learning Riemannian space quantization algorithm is then summarized by Algorithm 1.

**Algorithm 1: Probabilistic learning Riemannian space quantization algorithm (PLRSVQ)**

**Input:** $m$ training examples $(X_1, y_1), ..., (X_m, y_m)$, where $X_i \in S^+(n)$ and $y_i \in \{1, ..., C\}$, a positive scalar $\sigma^2$, a small learning rate $\alpha$.

**Output:** $M$ labeled prototypes $(W_1, c_1), ..., (W_M, c_M)$, where $W_i \in S^+(n)$ and $c_i \in \{1, ..., C\}$.

1. Initialize $W_i$ by the Riemannian mean of examples labeled by $c_i$ plus small random perturbation.
2. while a stopping criterion is not reached do
3. Randomly select a training example $(X_i, y_i)$
4. for $l = 1, ..., M$ do
5. Compute
$$P(l|X_i, y_i) = \frac{e^{-\langle X, W_i \rangle / 2\sigma^2}}{\sum_{l=1}^{C} e^{-\langle X, W_l \rangle / 2\sigma^2}}$$

and
$$P(l|X_i) = \frac{e^{-\langle X, W_i \rangle / 2\sigma^2}}{\sum_{l=1}^{C} e^{-\langle X, W_l \rangle / 2\sigma^2}}$$

6. end for
7. for $l = 1, ..., M$ do
8. if $c_i = y_i$, then
9. $V_l = \frac{\alpha}{\sigma^2} (P(l|X_i, y_i) - P(l|X_i)) \log_{W_i}(X_i)$
10.else
11. $V_l = -\frac{\alpha}{\sigma^2} P(l|X_i) \log_{W_i}(X_i)$
12. end if
13. $W_i \leftarrow \text{Exp}_{W_i}(V_l)$
14. end for
15. end while

6. Experiments

In this section, we verify our proposed probabilistic learning Riemannian space quantization on both synthetic and real world data sets. Our proposed probabilistic learning Riemannian Space quantization (PLRSVQ) with (PLRSVQ-AN) and without (PLRSVQ-Const) annealing in variance were examined. For PLRSVQ-Const, $\sigma^2 = \sigma^2_{opt}$ was used, while for PLRSVQ-AN, following [Seo and Obermayer, 2003], an annealing schedule for the scale (temperature) parameter $\sigma^2$ was used: $\sigma^2(t) = \sigma^2(1 - t) \cdot \beta(t), \beta(t) = (\beta(t - 1))^{1.1}$, where $\beta(0) = 0.99$ and $\sigma^2(0) = \sigma^2_{opt}$ is a tunable hyper-parameter. The annealing was terminated when $\sigma^2(t) < \sigma^2_{opt} - 0.4$ [Seo and Obermayer, 2003]. The learning rates are continuously reduced [Schneider et al., 2009] as $\alpha(t) = \frac{\alpha_0}{\sqrt{t}} \cdot 0.01^{1/T}$, where $n$ is the rank of the SPD matrices, $\xi$ represents the number of prototypes per class, $T$ denotes the number of sweeps through the training data, and $t = 1, ..., T$. Since the classification data sets used in this study are balanced, we set the class priors to $P(l) = \frac{1}{M}, l = 1, ..., M$.

6.1. Artificial Data sets

We first generated synthetic data set to verify our proposed approach. The instances are generating in polar coordinates ac-
We designed four sets of eigenvalues. The first set of eigenvalues is from a linearly decreasing function:

\[ \eta_1(j) = 13 - j, \quad j = 1, \ldots, n, \]

The second set of eigenvalues follows an exponentially decreasing function:

\[ \eta_2(j) = 1 + 100 \exp(-0.5j), \quad j = 1, \ldots, n, \]

The third set of eigenvalues is also follows from a linearly decreasing function but with different slope:

\[ \eta_3(j) = 13 - 0.5j, \quad j = 1, \ldots, n, \]

The fourth set of eigenvalues follows from a reciprocal function:

\[ \eta_4(t) = \frac{1}{j}, \quad j = 1, \ldots, n, \]

For all four sets of eigenvalues, the mean of the eigenvalues is normalized to 1, i.e.

\[ \bar{\eta}(t) = \frac{n\eta(t)}{\sum_{q=1}^{n} \eta(q)} \]

where \( i = 1, \ldots, 4 \).

The four sets of eigenvalues are plotted in Fig. 1.

![Plot of the four sets of eigenvalues.](image)

We designed two sets of eigenvectors (basis). To that end, we generated two \( n \times n \) random real matrices (each element generated i.i.d. from \( \mathcal{N}(0, 1) \)). Then, for each matrix, the Gram-Schmidt orthogonalization was used to obtain the orthogonal basis - the set of eigenvectors. We denote the two sets of eigenvectors as \( \{v_1^1, \ldots, v_n^1\}, i = 1, 2 \) respectively.

Two synthetic datasets were generated, named as SynI, SynII respectively. For SynI, the first two sets of eigenvalues and the two sets of eigenvectors are combined to produce four classes of instances. The first two classes share the first set of eigenvalues, but each with different sets of eigenvectors. The remaining two classes share the second set of eigenvalues, and also each with different sets of eigenvectors. When instances were generated, random noise were injected in both its eigenvalues and eigenvectors. The eigenvalues \( \lambda_i, j = 1, \ldots, n \) of the instance were created according to uniform distribution \( U(\xi_i^1(j) - \epsilon, \xi_i^1(j) + \epsilon) \) or \( U(\eta_i^j(j) - \epsilon, \eta_i^j(j) + \epsilon) \), depending on its class label. Here we chose \( \epsilon = 0.1 \). The eigenvectors \( u_{i,j}, j = 1, \ldots, n \) of the instance were the orthogonalized version of \( v_i^j + \epsilon \) or \( v_i^j - \epsilon \) through Gram-Schmidt orthogonalization depending on its label, where \( \epsilon \) follows \( \mathcal{N}(0, \epsilon^2) \). Here we chose \( \gamma = 0.3 \). Once, the eigenvalues and eigenvectors of the instance were obtained, the instance can be acquired by Eq. (25).

The SynII is also of four classes and was generated using the four sets of eigenvalues and first set of eigenvectors. Instances of each class has its own set of eigenvalues but share the common eigenvectors. Each instance was created following the same procedure of SynI.

The synthetic datasets are summarized in Table 1. For both the SynI and SynII, a training set, a validation set, and a test set were generated independently. All three sets contained 250 instances per class. The generating process of each dataset was repeated for 30 times, the following results are the average results over the 30 runs.

| Name | \( l \) | \( k \) | \( C \) | \( n \) | #Train | #Validation | #Test |
|------|-------|------|-----|-----|-------|------------|-------|
| SynI | 2     | 2    | 10  | 250 | 250*4 | 250*4      | 250*4 |
| SynII| 4     | 1    | 10  | 250 | 250*4 | 250*4      | 250*4 |

6.1.1. Hyper-parameter Sensitivity Analysis

To understand the stability of the PLRSQ method with respect to the hyperparameter \( \sigma^2_{\text{opt}} \), we show in Fig. [2] the averaged classification rates with standard derivations across 30 runs on test sets, as a function of \( \sigma^2_{\text{opt}} \). One prototype per class was used. The models were trained for 100 epochs. From Fig. [2] we can see that the proposed PLRSQ method is sensitive to the parameter of \( \sigma^2 \). With well tuned \( \sigma^2 \), both PLRSQ-AN and PLRSQ-Const can outperform the MDRM algorithm, while PLRSQ-AN shows slightly better performance than PLRSQ-Const. This also suggests that the PLRSQ algorithm is different from MDRM even with one prototype per class. Instead of learning class centers like MDRM does, PLRSQ learns the decision boundary.
As we decreased the learning rate, the performance on the SynII data set slightly degenerated. This could be because the logarithm and exponential maps are only accurate in a sufficiently small neighborhood on the manifold. To see the impact of the initial learning rate on our algorithm, we increased and decreased α(0) to $\frac{1}{100}$ and $\frac{1}{1000}$. The results are given in Table 2. To remove the impact of $\sigma^2$, we set $\sigma^2 = 1.5$ (this value yielded acceptable performance for both synthetic data sets). Again, one prototype per class was used. The model was trained for 100 epochs. Averaged performance over 30 trials together with standard derivation is reported. Table 2 reveals that the changes in the learning rate did not lead to any dramatic difference.

As we decreased the learning rate, the performance on the SynII data set slightly degenerated. This could be because we kept training the model for 100 epochs though we used a smaller learning rate. We then increased the number of training epochs to 150 for learning rate $\alpha(t) = \frac{\alpha(0)}{100} \cdot 0.01^{1/7}$, the performance of our method on the SynII data set increased to an average accuracy of 89.23 (± 0.98). Our method will eventually converge as long as the learning rate (in annealing schedule) is small. However, if we used a smaller learning rate, we need to train the model longer to obtain the same performance. Thus, a balance between the choice of the learning rate and the training time need to be considered. Our future work will consider self-adapted learning rate.

### 6.1.3. Investigation on Convergence

To see the convergence property of the PLRSQ method, we show in Fig. 3 the evolution of cost function, training error, and test error during the training course of the models. The models were trained for 100 epochs. We selected $\sigma^2_{opt} = 8$ for both PLRSQ-Const and PLRSQ-AN on dataset SynI, while $\sigma^2_{opt} = 0.5$ for PLRSQ-Const and $\sigma^2_{opt} = 0.45$ for PLRSQ-AN on dataset SynII, as models with these values produced best classification rates on test sets.
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**Figure 2:** The averaged performance over 30 runs together with the standard derivation as a function of $\sigma^2_{opt}$ on the synthetic data set

**Table 2:** Averaged accuracy over 30 trials together with standard derivations under different learning rates

| Learning rate | $n_\xi \backslash 50$ | $n_\xi \backslash 100$ | $n_\xi \backslash 200$ |
|---------------|---------------------|---------------------|---------------------|
| SynI          | 97.50 ± 0.46        | 97.43 ± 0.43        | 97.41 ± 0.47        |
| SynII         | 89.78 ± 0.86        | 89.49 ± 0.92        | 88.78 ± 1.00        |

### 6.1.2. Investigation on the Impact of Learning Rate

As mentioned in the beginning of this section, we used the decaying learning rate $\alpha(t) = \frac{\alpha(0)}{100} \cdot 0.01^{1/7}$. It is worth noting that the logarithm and exponential maps are only accurate in a sufficiently small neighborhood on the manifold. To see the impact of the initial learning rate on our algorithm, we increased and decreased α(0) to $\frac{1}{100}$ and $\frac{1}{1000}$. The results are given in Table 2. To remove the impact of $\sigma^2$, we set $\sigma^2 = 1.5$ (this value yielded acceptable performance for both synthetic data sets). Again, one prototype per class was used. The model was trained for 100 epochs. Averaged performance over 30 trials together with standard derivation is reported. Table 2 reveals that these changes in the learning rate did not lead to any dramatic difference.

As we decreased the learning rate, the performance on the SynII data set slightly degenerated. This could be because we kept training the model for 100 epochs though we used a smaller learning rate. We then increased the number of training epochs to 150 for learning rate $\alpha(t) = \frac{\alpha(0)}{100} \cdot 0.01^{1/7}$, the performance of our method on the SynII data set increased to an average accuracy of 89.23 (± 0.98). Our method will eventually converge as long as the learning rate (in annealing schedule) is small. However, if we used a smaller learning rate, we need to train the model longer to obtain the same performance. Thus, a balance between the choice of the learning rate and the training 
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The optimal parameters (i.e. \( \sigma_{opt} \), number of prototypes per class, and training epochs) are listed in the Table B.7 in Appendix B. For data set SynI, PLRSQ with (PLRSQ-An) and without (PLRSQ-Const) annealing in variance preforms significantly better than the MDRM method (\( p = 2.35 \times 10^{-6} \) and \( p = 4.21 \times 10^{-5} \) via non-parametric Wilcoxon signed-rank test \cite{Wilcoxon1945}, respectively). The performance of PLRSQ with annealing in variance on data set Syn shows slightly better performance that than without annealing in variance (\( p = 0.24 \)). For data set SynII, PLRSQ with annealing in variance preforms significantly better than the MDRM method (\( p = 1.71 \times 10^{-4} \)) and the PLRSQ without annealing in variance (\( p = 3.48 \times 10^{-6} \)), while there is no significant difference between the MDRM method and PLRSQ without annealing in variance (\( p = 0.48 \)).

Since PLRSQ with annealing in variance shows better generalization performance, we used this version of PLRSQ in the following experiments.

6.1.5. Nonlinear Riemannian Structure Verification

To see the impact of the nonlinear Riemannian structure, we compared the proposed PLRSQ method with the baseline robust soft learning vector quantization (RLSVQ) \cite{Seo2003} method that utilizes Euclidean distance to measure the distance between the manifold-valued instance and the corresponding prototype, totally ignoring the nonlinear structure. The updated prototypes were restricted to be positive definite as follows: If, following the eigen-decomposition of \( W \), negative eigenvalues were set to 0, we would obtain the projection (in the \( L_2 \) sense) of \( W \) onto the space of symmetric positive semi-definite matrices. We impose a small threshold \( \tau > 0 \) and replace all negative eigenvalues of \( W \), as well as the eigenvalues smaller than \( \tau \), by \( \tau \). In this way the prototypes are projected onto the space of SPD matrices. Hence, the method can be viewed as a kind of projected gradient descent. In the experiments we used \( \tau = 10^{-4} \).

Following PLRSQ, the annealing in variance was used in RLSVQ and the corresponding hyper-parameters were tuned using validation data sets. Selected parameters were given in Table B.7.
It may be also interesting to compare our method with
generalized matrix learning vector quantization (GMLVQ) (Hammer and Villmann, 2002) or generalized tangent learning vector quantization (Saralajew and Villmann, 2016). Such methods automatically learn adaptive Mahalobis distances between data points and class prototypes, providing optimal class discrimination. Learning of the metric is purely driven by the classification task. The learnt metric usually points to a low-dimensional discriminatory subspace. The data manifold itself is accounted for only implicitly and exclusively through the data sample. In cases of high-dimensional data, the manifold structure cannot be accounted for easily when the samples are relatively small. In our case, we know the Riemannian manifold structure of SPD matrices and take the full use of it when formulating PLRSQ. Of course, one can argue that from the performance perspective, a good out-of-sample performance may be satisfactory, even though the learnt metric is driven by considerations other than accounting for the data manifold accurately. We thus provide a performance comparison between our method and GMLVQ/RSLVQ to assess the usefulness of explicitly taking the Riemannian manifold structure of SPD matrices into an account (see Table 4). The number of prototypes per class and training epochs in GMLVQ were also selected from {1, 2, 3} and {20, 30, 100}, respectively, based on the validation set performance. Selected parameters were given in Table B.7. GMLVQ cannot be directly used for data points of SPD matrices, as it cannot preserve the positive definiteness of the considered SPD matrices. We therefore again apply the projection procedure described above for RSLVQ to the updated prototypes. The results are given in Table 4.

Table 4: Performance comparison between probabilistic learning vector quantization using Riemannian geodesic distance (PLRSQ), Euclidean distance (RSLVQ), and Mahalobis distance (GMLVQ) in the space of SPD matrices on synthetic data sets.

| Method      | SynI          | SynII         |
|-------------|---------------|---------------|
| RSLVQ       | 0.9407 ± 0.0083 | 0.7752 ± 0.0125 |
| GMLVQ       | 0.9361 ± 0.0078 | 0.8191 ± 0.0155 |
| PLRSQ       | 0.9770 ± 0.0055 | 0.9211 ± 0.0073 |

Table 4 suggests that the method using Riemannian geodesic distance (PLRSQ) can significantly outperform RSLVQ and GMLVQ on both synthetic data sets in terms of classification accuracy. Exploiting the nonlinear Riemannian structure of the data manifold through Riemannian geodesic distance can indeed lead to improved classification performance.

6.2. Image Classification

The ETH-80 dataset contains 8 categories with 10 objects each and 41 images per object. Following (Jayasumana et al., 2015), we used 21 randomly chosen images from each object to train the classifier and the rest to evaluate the out-of-sample classification accuracy. For each image, we used a single 5 × 5 covariance descriptor calculated from the features $\{x, y, I[I_x, I_y]\}$, where $x, y$ are pixel locations and $I, I_x, I_y$ are corresponding intensity and derivatives (Jayasumana et al., 2015). The split of training and test set was randomly and independently repeated 20 times. The models were trained for 100 epochs.

To understand the stability the PLRSQ method with respect to the hyperparameter $\sigma_{op}^2$, in classification tasks with increasing number of classes, we show in Fig. 5a the mean classification rates with standard deviations across 20 splits, as a function $\sigma_{op}^2$. Two prototypes per class was used. The six curves correspond to performances on tasks with 3, 4, ..., 8 classes. The classes were ordered as follows: apple, car, cow, cup, dog, horse, pear and tomato. Fig. 5b presents classification rates of PLRSQ as a function of the number of prototypes per class. The value of $\sigma_{op}^2$ was set through 5-fold cross-validation using values ranging from 0.45 to 50. Both figures indicate a decreasing performance trend as more categories are involved in the classification task. Interestingly, identifying 6 categories (denoted as 6C in the Fig. 5a and Fig. 5b) yielded worse performance than identifying 7 or 8 categories. One possible reason is that dog, horse, and cow are rather difficult to distinguish. However, the last two classes pear and tomato are more easily distinguishable.
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from the other classes. This is collaborated by the performance drop of MDRM on 6 categories (see Table 5).

Table 5 compares the performance of PLRSQ and MDRM with Affine-Invariant metric with that of k-means(KM) and kernel k-means (KKM) on Riemannian manifolds with Log-Euclidean metric on the ETH80 data set (results taken from Jayasumana et al. [2013], only mean classification rates were reported). For PLRSQ and MDRM we provide the mean performances and standard deviations across the 20 data splits. Compared with all three methods, PLRSQ achieved a superior performance.

Table 5: Comparison of our proposed method with k-means(KM) and kernel k-means (KKM) on Riemannian manifolds with Log-Euclidean metric.

| C | KM | KKM | MDRM | PLRSQ |
|---|-----|-----|------|-------|
| 3 | 75.00 | 94.83 | 88.76 ± 0.75 | 98.95 ± 0.55 |
| 4 | 73.00 | 87.50 | 83.61 ± 0.60 | 98.10 ± 0.53 |
| 5 | 74.60 | 85.90 | 68.85 ± 0.77 | 94.27 ± 0.74 |
| 6 | 66.50 | 74.50 | 60.03 ± 0.65 | 86.59 ± 1.41 |
| 7 | 59.64 | 73.14 | 63.46 ± 0.49 | 88.56 ± 1.04 |
| 8 | 58.31 | 71.44 | 63.16 ± 0.60 | 89.09 ± 0.95 |

Admittedly, on image classification tasks, deep convolutional neural networks (CNN) and related approaches can implicitly learn to handle the underlying structure of the input space and no doubt can achieve performances that are difficult to beat. However, they need large samples for robust learning of the multitude of free parameters. Instead, our proposed PLRSQ method can learn on comparatively small samples, since the model capacity can be low and is easily controlled by the number of prototypes used for each class. To illustrate the robustness of our method in the case of reduced sample sizes, a large number of prototypes was used for each class. For pre-trained VGG, a smaller learning rate $\alpha(t) = 0.01 \times 0.99^t$. For pre-trained VGG, a smaller learning rate $\alpha(t) = 0.01 \times 0.99^t$ was found to be preferable since the network needed to perform fine tuning to the new data set only. As for our method, the number of prototypes per class and the hyperparameter $\sigma^2_{ae}$ were chosen from 1 to 5, and 0.45 to 5 , respectively, via 5-fold cross validation on training set. Following Vemulapalli and Jacobs [2015], each image is represented by $9 \times 9$ covariance descriptor calculated from the features $[x, y, R, G, B, I_x, I_y, I_{xx}, I_{yy}]$, where $x, y$ are pixel locations and $I_x, I_y, I_{xx}, I_{yy}$ are corresponding intensity and derivatives. $I_{xx}$ and $I_{yy}$ are corresponding second order partial derivatives.

The mean test accuracy curves (together with ± standard deviation bars) are shown as functions of the number of training examples in Fig. 6. When the training sample is small, our method performed better than the randomly initialized VGG net, but, as expected, our method consistently performed worse than the pre-trained VGG net.

Moreover, compared with the VGG net, our method is much more computationally efficient. The VGG net considered in this paper has 133 million free parameters, while our method operates with at most 4051 parameters (max 5 prototypes per class). Training times per epoch of the VGG net and our model (in the most complex case of 5 prototypes per class) are presented in Figure. 7. The VGG net was implemented in Python, our method was coded in Matlab. The two methods were run using the same computer without GPU. The test time of the VGG net on the entire set of 10000 instances was roughly 26.3 seconds, while the test time of our method (5 prototypes per class) was less than half that (approximately 10.5 seconds).

The training time of our method depends linearly on the number of training instances. For each training instance, the method needs to compute its Riemannian distance to all prototypes. The calculation of the Riemannian distance involves eigenvalue decomposition. The time complexity of eigenvalue decomposition for an $n \times n$ matrix is (at most) $O(n^3)$. Thus, the time complexity of our algorithm is $O(Mnn^3)$, where $M$ represents the number of prototypes, $n$ denotes the number of training instances, and $n$ is the rank of training instances (SPD matrices).

6.3. Motor Imagery Classification

We also tested PLRSQ on the task of motor imagery classification used in the BCI competition IV (Tangermann et al. 2012). In particular, we used data set 2a since this was the only dataset with non-binary motor imagery tasks. We represented the electroencephalogram (EEG) recording during each motor imagery task through the sample covariance matrix, summarizing spatial information in the signal with temporal content integrated out (Congedo et al. 2017).

The data set 2a in the BCI competition IV consists of EEG signals from 9 healthy subjects who were performing four different motor imagery tasks, i.e. imagination of the movement of the left hand, right hand, both feet and tongue. The signals
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were recorded by placing 22 electrodes distributed over sensorimotor area of the subject at a sampling rate of 250 Hz. For each subject, two sessions were recorded on two different days, each containing 288 trials with 72 trials per class (one day constituted the training data, the other out-of-sample test set). At each trial, a cue was given in the form of an arrow pointing either to the left, right, down or up, corresponding to one of the four classes, to prompt the subject to perform the corresponding motor imagery task. The motor imagination lasted 4 seconds from the presence of cue till the end of motor imagery task. The time interval of the processed data was restricted to the time segment comprised between 0.5 and 2.5 s starting from the cue instructing the user to perform the mental task. EEG signals from each trial were bandpass filtered by a 5-th order Butterworth filter in the 10-30 Hz frequency band. The filtered signal were zero mean. Then pre-processed EEG signals were transformed into spatial covariance matrices (the hypothesis is that for the given tasks, the spatial covariance matrix provides sufficient discriminative information about the brain states). Suppose the $i$-th trial of pre-processed EEG signal is given as follows:

$$E_i = [e(t_i), ..., e(t_i + l - 1)] \in \mathbb{R}^{n \times l}$$  \hspace{1cm} (26)

where $n$ and $l$ denote the number of channels and sampled points, respectively. Each trial of EEG signal is represented by the sample covariance matrix computed as follows:

$$X_i = \frac{1}{l-1} E_i{E_i^T}$$  \hspace{1cm} (27)

Thus, elements of the IV 2a data set live in $S^*(22)$.

We compared our method with the-state-of-the-art methods in the literature for motor imagery EEG decoding as listed in Table 6. The methods labeled by $1^{st}$, $2^{nd}$, and $3^{rd}$ are the first three winning methods in BCI competition IV on the data set 2a (Tangemann et al., 2012). These approaches are based on the common spatial patterns (CSP) method (Moritz and Martin, 2008), or its variant—the filter bank common spatial pattern (Ang et al., 2008). Common spatial patterns is a widely used feature extraction method in motor imagery based EEG classification. It is based on the assumption that neural activation are spatially distributed in cortex areas and changes in the variance of EEG data in specific frequency bands indicate the intention of the user. Given EEG data of two different classes, the CSP algorithm computes the spatial filters that maximize the variance ratio of the data conditioned on two classes. Wavelet-spatial Convolutional Network (WaSF ConvNet) (Zhao et al., 2019) is a deep learning approach that learns joint space-time-frequency features through using Morlet wavelet-like kernels and spatial kernels. Since deep networks contain many free parameters, the data was enlarged by cropped training. Furthermore, subject-to-subject weight transfer was used. Tangent Space Linear Discriminate Analysis (TSLDA) (Barachani et al., 2013), as mentioned in the introduction, maps SPD matrices onto the tangent space at their Riemannian geometric mean and then apply standard linear discriminate analysis in the tangent space. Tangent Space of Sub-manifold with Linear Discriminate Analysis (TSSM+LDA) (Xie et al., 2017) learns an optimal map from the original Riemannian space of SPD matrices to the Riemannian sub-manifold through jointly diagonalizing the Riemannian means of the two class data. The optimal map transforms the original SPD matrices into lower dimensional SPD matrices where tangent space linear discriminate analysis is then applied.

Table 6 presents performances of the competing approaches on 9 subjects (S1–S9) in terms of kappa values - a widely used performance metric in motor imagery classification tasks (Zhao et al., 2019). For four balanced classes, $\kappa = (P_a - 1/4)/(1 - 1/4)$, where $P_a$ is the classification accuracy. For our method, the hyperparameters $\sigma_{opt}^2$ (ranged from 0.45 to 50), number of prototypes per class (1–4), number of training epochs (20, 50, 100) were selected using 5-fold cross validation on the training folds.

The PLRSQ method is among the three methods that can beat the other methods on 2 out of 9 subjects. It outperforms the MDRM and TSLDA methods on 7 and 6 subjects, respectively. PLRSQ also shows superior performance to the deep WaSF ConvNet method on 6 subjects. One possible reason may be the relatively small size of the subject-specific training sample. Our method obtained comparable performance to the TSSM+LDA method, which takes advantage of sub-manifold
learning. This suggests that dimension reduction of the covariance matrices may lead to improved classification performance. Our future work will incorporate Riemannian manifold dimension reduction in our probabilistic learning Riemannian space quantization framework. However, we note that the TSSM+LDA method was specifically designed for motor imagery based EEG classification tasks, whereas our PLRSQ method is general for tasks involving SPD matrices.

7. Conclusion

In many real machine learning applications, the input features are represented by symmetric positive-definite (SPD) matrices living on curved Riemannian manifolds, rather than vectors living in flat Euclidean spaces. In such cases, traditional learning algorithms may fail to account for the natural structure of the data space and consequently yield inferior performance. In this paper, we have proposed a novel approach for the classification of SPD matrices. It is a generalization of probabilistic learning quantization to the Riemannian manifold of SPD matrices equipped with affine-invariant metric. By defining the conditional probability of assigning a label to a given SPD matrix using the notion of Riemannian geodesic distance, we obtained prototype update rules via minimizing the negative log likelihood using stochastic Riemannian gradient descent algorithm.

Our proposed probabilistic learning Riemannian space quantization (PLRSQ) has inherited the intuitive and simple nature of learning vector quantization methods. Furthermore, it can naturally deal with multi-class classification of SPD matrices. More importantly, the approach is an online learning algorithm, which is able to perform life-long learning and the test is very fast, as it only needs to compare the test instance to several prototypes. Empirical experiments, conducted on two real world data sets, suggest a promising potential of our method.

The proposed PLRSQ method is derived on the Riemannian manifold equipped with affine-invariant metric, empirically showing better performance than the K-means and kernel K-means methods derived on Riemannian manifold with Log-Euclidean metric. An interesting research question is whether the probabilistic learning vector quantization framework or the affine-invariant metric can outperform the alternative Riemannian K-means or kernel K-means methods. Our future work will derive probabilistic learning vector quantization on the Riemannian manifold equipped with Log-Euclidean metric, providing a direct comparison to Riemannian K-means or kernel K-means methods with Log-Euclidean metric.

Our proposed PLRSQ is sensitive to the variance parameter $\sigma^2$. The $\sigma^2$ parameter was set manually in this paper. One of our future work will be devoted to automatically adapt the variance during the training course.

Appendix A. Calculation of Riemannian gradient of squared Riemannian distance

The Riemannian gradient of the squared Riemannian distance $\delta_2^2(X, W_l)$ defined by Eq.(8) can be computed through:

\[
\langle V_l, \nabla_{W_l} \delta_2^2 \rangle_{W_l} = \frac{d}{dt} \delta^2(X, \gamma(t)) \bigg|_{t=0} \tag{A.1}
\]

with the Riemannian inner product $\langle \cdot, \cdot \rangle_{W_l}$ defined by Eq.(5), and geodesic curve $\gamma(t)$ defined by Eq. (7).

The time derivative of the squared Riemannian distance along the geodesic curve is given as follows (Moakher, 2008; Fletcher and Joshi, 2004):

\[
\frac{d}{dt} \delta^2(X, \gamma(t)) \bigg|_{t=0} = 2 \text{Tr} \left[ V_l \log(\gamma^{-1}W_l)W_l^{-1} \right].
\]

Since $\log(X^{-1}) = - \log(X)$, we have

\[
\frac{d}{dt} \delta^2(X, \gamma(t)) \bigg|_{t=0} = -2 \text{Tr} \left[ V_l \log(W_l^{-1}X)W_l^{-1} \right].
\]

Since $W_l^{-1}W_l = I$, where $I$ represents the identity matrix, we can then rewrite the above result as the inner product:

\[
\frac{d}{dt} \delta^2(X, \gamma(t)) \bigg|_{t=0} = -2 \text{Tr} (V_l W_l^{-1} W_l \log(W_l^{-1}X)W_l^{-1})
\]

\[
= \langle V_l, -2W_l \log(W_l^{-1}X)W_l \rangle_{W_l},
\]

and from (A.1) we deduce

\[
\nabla_{W_l} \delta_2^2 = -2W_l \log(W_l^{-1}X).
\]
For any $A \in G(n)$, it holds $\log(A^{-1}BA) = A^{-1}(\log B)A$ \cite{curtis1979matrix}. Furthermore, since $W_i \in S^+(n)$, $W_i^{-1} = W_i^{1/2}W_i^{-1/2}$, the above equation can be rewritten as follows:

$$\nabla_{W_i} \sigma^2 = -2W_i \log(W_i^{-1/2}W_i^{1/2}W_i^{-1/2}XW_i^{1/2}) = -2W_i^{1/2} \log(W_i^{-1/2}XW_i^{1/2})W_i^{1/2} = -2\log_W(X) \quad (A.2)$$

Appendix B. Optimal Parameters

The optimal parameters used in the synthetic experiments are listed in Table B.7, the optimal parameters used in ETH80 are given by Table B.8, while those used in the motor imagery classification are given in Table B.9.

Table B.7: Selected number of prototypes per class, training epochs, and $\sigma^2_{opt}$ on synthetic data sets

| Method       | Parameters          | Syn I       | SynII      |
|--------------|---------------------|-------------|------------|
| PLRSQ-Const  | # prototype         | 2.57 ± 0.57 | 2.57 ± 0.62|
|              | #epochs             | 88.33 ± 21.51 | 80.67 ± 25.38 |
|              | $\sigma^2_{opt}$    | 8.00 ± 7.24 | 0.53 ± 0.16 |
| PLRSQ-AN     | # prototype         | 2.43 ± 0.63 | 1.57 ± 0.73 |
|              | #epochs             | 95.00 ± 15.26 | 75.00 ± 15.43 |
|              | $\sigma^2_{opt}$    | 8.82 ± 8.15 | 0.45 ± 0.01 |
| RSLVQ        | # prototype         | 2.87 ± 0.35 | 1.87 ± 0.89 |
|              | #epochs             | 64.00 ± 31.91 | 55.67 ± 34.20 |
|              | $\sigma^2_{opt}$    | 1.98 ± 0.62 | 1.39 ± 0.81 |
| GMLVQ        | # prototype         | 2.40 ± 0.62 | 2.70 ± 0.60 |
|              | #epochs             | 57.67 ± 32.87 | 31.67 ± 18.95 |

Table B.8: Selected number of prototypes per class and $\sigma^2_{opt}$ on the ETH80 data set

| No. of Categories | # prototype | $\sigma^2_{opt}$ |
|-------------------|-------------|------------------|
| 3                 | 4.00 ± 1.30 | 0.49 ± 0.02      |
| 4                 | 4.75 ± 1.21 | 0.50 ± 0.01      |
| 5                 | 4.95 ± 1.15 | 0.50 ± 0.01      |
| 6                 | 5.75 ± 0.44 | 0.50 ± 0.00      |
| 7                 | 5.75 ± 0.55 | 0.50 ± 0.00      |
| 8                 | 5.85 ± 0.49 | 0.5 ± 0.00       |

Table B.9: Selected $\sigma^2_{opt}$ number of prototypes per class, and training epochs on motor imagery classification data sets

| Data set | # prototype | #epochs | $\sigma^2_{opt}$ |
|----------|-------------|---------|------------------|
| S1       | 1           | 20      | 3.5              |
| S2       | 4           | 20      | 1                |
| S3       | 4           | 20      | 1                |
| S4       | 2           | 100     | 8                |
| S5       | 1           | 20      | 4                |
| S6       | 1           | 20      | 3.5              |
| S7       | 2           | 50      | 5.5              |
| S8       | 2           | 20      | 2.5              |
| S9       | 1           | 100     | 5                |
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