Mutually unbiased measurement based entanglement witnesses
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We study entanglement witness and present a construction of entanglement witnesses in terms of the mutually unbiased measurements (MUMs). These witnesses include the entanglement witnesses constructed from mutually unbiased bases (MUBs) as a special case. Comparing with the dimension dependence of MUBs, the witnesses can be always constructed from a complete set of $d + 1$ MUMs for any dimension $d$. We show that our witness can detect entanglement better than previous separability criterion given also by MUMs. And the approach can be experimentally implemented.

I. INTRODUCTION

Quantum entanglement plays fundamental roles in in quantum information processing. It has been shown that the entangled states are useful resources in quantum cryptography protocols, and can be used to enhance the efficiency of quantum computing. 1, 2. One of the key problems in the theory of quantum entanglement is the detection of entanglement. 3, 4. There have been numerous criteria to distinguish quantum entangled states from the separable ones, such as positive partial transposition criterion, 3, 7, realignment criterion, 8, 12, covariance matrix criterion, 15, and correlation matrix criterion, 16, 17.

One of the most useful approaches to characterize quantum entanglement is the entanglement witness (EW). 18. The advantage of EWs is that EWs provide an economic way to detect entanglement, which does not need the full information usually obtained by the full state tomography. What one needs is only the information about the mean value of some observable for a given quantum state. Remarkably, it turns out that any entangled state can be detected by certain EWs. Hence the knowledge of witnesses enables us to fully classify states of composite quantum systems.

An entanglement witness $W$ is an hermitian operator which is block-positive but not positive. A bipartite state $\rho$ is separable if and only if $\text{Tr}(\rho W) \geq 0$ for all entanglement witnesses. In Ref. 19, the authors connected the entanglement witness to mutually unbiased bases (MUBs) 20 and a class of entanglement witnesses are constructed in terms of MUBs. Such construction reproduces many well-known examples such as the celebrated reduction map and the Choi map together with its generalizations.

For given dimension $d$, if there is a complete set of MUBs, i.e., there exist $d + 1$ MUBs, the entanglement witness can be simply constructed. However, currently it is known that the $d + 1$ MUBs can be only obtained when $d$ is a prime power. When $d$ is the dimension of an arbitrary composite system, the maximum number of MUBs is still unknown, which constrains the construction of EW in Ref. 19. Recently, Kalev and Gour generalized the concept of MUBs to mutually unbiased measurements (MUMs) 21. These measurements, containing the complete set of MUBs as a special case, need not be rank one projectors. Unlike the dimension dependence of MUBs, there always exists a complete set of $d + 1$ MUMs that can be explicitly constructed.

In this paper, we study the entanglement witness by using mutually unbiased measurements. We provide a class of entanglement witnesses constructed in terms of mutually unbiased measurements.

II. MUBS AND MUMS

Let us first review some basic definitions of mutually unbiased bases and mutually unbiased measurements. Two orthonormal bases $B_1 = \{|i\rangle\}_{i=1}^d$ and $B_2 = \{|j\rangle\}_{j=1}^d$ of $\mathbb{C}^d$ are said to be mutually unbiased if

$$|\langle i | j \rangle| = \frac{1}{\sqrt{d}}, \text{ for all } i, j = 1, 2, \cdots, d. \quad (1)$$
A set of orthonormal bases \( \{B_1, B_2, \ldots, B_m\} \) in \( \mathbb{C}^d \) is called a set of mutually unbiased bases if every pair of bases in the set is mutually unbiased. The construction of MUBs and the maximum number of MUBs with a composite number dimension is an open problem. Even for \( d = 6 \), one does not know whether or not there exist four MUBs \cite{22–28}. In \cite{21}, the concept of MUBs is generalized to MUMs. Let \( P^{(\alpha)} = \{P_1^{(\alpha)}, \ldots, P_d^{(\alpha)}\} \) and \( P^{(\beta)} = \{P_1^{(\beta)}, \ldots, P_d^{(\beta)}\} \) be two positive operator-valued measures (POVMs) such that
\[
\text{Tr}(P_i^{(\alpha)}) = \text{Tr}(P_i^{(\beta)}) = 1,
\]
and the Hilbert-Schmidt product of two elements from the same MUM is given by a parameter \( \kappa \),
\[
\text{Tr}(P_i^{(\alpha)} P_j^{(\beta)}) = \delta_{ij}\kappa + (1 - \delta_{ij})\frac{1 - \kappa}{d-1},
\]
where \( 1/d \leq \kappa \leq 1 \).

A general construction of \( d+1 \) MUMs has been presented in \cite{21}. Let \( \{F_{n,b} : n = 1, 2, \ldots, d-1, b = 1, 2, \ldots, d+1\} \) be a set of \( d^2 - 1 \) Hermitian, and traceless operators acting on \( \mathbb{C}^d \), satisfying \( \text{Tr}(F_{n,b}F_{n',b'}) = \delta_{nn'}\delta_{bb'} \). Define \( d(d+1) \) operators
\[
F_n^{(b)} = \begin{cases} 
F_n^{(b)} - (d + \sqrt{d})F_{n,b}, & n = 1, 2, \ldots, d-1; \\
(1 + \sqrt{d})F_n^{(b)}, & n = d,
\end{cases}
\]
where \( F_n^{(b)} = \sum_{n=1}^{d-1} F_{n,b}, \) \( b = 1, 2, \ldots, d+1 \). Then the \( d+1 \) MUMs are given by
\[
P_n^{(b)} = \frac{1}{d}I + tF_n^{(b)},
\]
with \( b = 1, 2, \ldots, d+1, n = 1, 2, \ldots, d-1, \) and \( t \) is so chosen such that \( P_n^{(b)} \geq 0 \). Any \( d+1 \) MUMs can be expressed in such form. That is to say, there always exist \( d+1 \) MUMs for arbitrary \( d \).

### III. ENTANGLEMENT WITNESSES BASED ON MUMS

Generalizing the results in \cite{19} by using MUMs, we first construct a class of trace preserving positive maps. Let \( \{P_1^{(\alpha)}, \ldots, P_d^{(\alpha)}\} \), with \( \alpha = 1, 2, \ldots, L \), denote \( L \) MUMs. Let \( O^{(\alpha)} \) be a set of orthogonal rotation in \( \mathbb{R}^d \) around the axis \( n = (1, 1, \ldots, 1)/\sqrt{d} \).

**Theorem 1.** The following map \( \Phi \) is positive and trace preserving,
\[
\Phi X = \frac{1}{d}I_d \text{Tr} X - \frac{1}{d\kappa - 1} \sum_{\alpha=1}^{L} \sum_{k,l=1}^{d} O^{(\alpha)}_{kl} \text{Tr}(\tilde{X} P_k^{(\alpha)}) P_l^{(\alpha)},
\]
where \( \tilde{X} = X - \frac{1}{d\kappa}I_d \text{Tr}(X) \).

**Proof.** To prove positivity of \( \Phi \) we show that for any rank-1 projector \( P = |\phi\rangle \langle \phi| \), one has \( \text{Tr}(\Phi P)^2 \leq \frac{1}{d-1} \).

\[
\text{Tr} (\Phi P)^2 = \frac{1}{d} - 2 \frac{1}{d\kappa - 1} \sum_{\alpha=1}^{L} \sum_{k,l=1}^{d} O^{(\alpha)}_{kl} \text{Tr}(\tilde{P} P_k^{(\alpha)}) P_l^{(\alpha)} + \frac{1}{(d\kappa - 1)^2} \sum_{\alpha, \beta=1}^{L} \sum_{k,l,m,n=1}^{d} O^{(\alpha)}_{kl} \text{Tr}(\tilde{P} P_k^{(\alpha)}) P_k^{(\alpha)} O^{(\beta)}_{mn} \text{Tr}(\tilde{P} P_m^{(\beta)}) P_m^{(\beta)}
\]

\[
= \frac{1}{d} - 2 \frac{1}{d\kappa - 1} \sum_{\alpha=1}^{L} \sum_{k,l=1}^{d} O^{(\alpha)}_{kl} \text{Tr}(\tilde{P} P_k^{(\alpha)}) + \frac{1}{(d\kappa - 1)^2} \sum_{\alpha=1}^{L} \sum_{k,l,m,n=1}^{d} O^{(\alpha)}_{kl} O^{(\alpha)}_{mn} \text{Tr}(\tilde{P} P_k^{(\alpha)}) \text{Tr}(\tilde{P} P_m^{(\alpha)}) \text{Tr}(P_k^{(\alpha)} P_m^{(\alpha)})
\]

\[
+ \frac{1}{(d\kappa - 1)^2} \sum_{\alpha \neq \beta=1}^{L} \sum_{k,l,m,n=1}^{d} O^{(\alpha)}_{kl} O^{(\beta)}_{mn} \text{Tr}(\tilde{P} P_k^{(\alpha)}) \text{Tr}(\tilde{P} P_m^{(\beta)}) \text{Tr}(P_k^{(\alpha)} P_m^{(\beta)})
\]
and using the inequality

\[ \sum_{\alpha=1}^{L-1} \sum_{l=1}^{d} [\text{Tr}(PP^{(\alpha)}_l)]^2 \leq \frac{L-1}{d} + \frac{1 - \kappa + \kappa (d-1)}{d-1}, \]

we finally arrive at

\[ \text{Tr}(\Phi P)^2 \leq \frac{1}{d} + \frac{\kappa}{(d-1)^2} \left( \frac{L-1}{d} + \frac{1 - \kappa + \kappa (d-1)}{d-1} + \frac{L}{d} \right) \]

\[ \leq \frac{1}{d\kappa - 1}, \]

which ends the proof of positivity. The proof of trace preservation is straightforward. ■

With proper orthogonal rotation, the corresponding entanglement witness is given by

\[ W_\Phi = (d\kappa - 1) \sum_{i,j=1}^{d} |i\rangle \langle j| \otimes \Phi |i\rangle \langle j|, \]  

which can be written as

\[ W_\Phi = \frac{d\kappa + L - 1}{d} I_d \otimes I_d - \sum_{\alpha=1}^{L-1} \sum_{k,l=1}^{d} C_{\alpha kl} O^{(\alpha)}_{kl} \otimes P^{(\alpha)}_k, \]

where \( T^{(\alpha)}_l \) denote the conjugation of \( P^{(\alpha)}_l \). In particular, as we can always find \( L = d + 1 \) MUMs for any dimension \( d \), we have from (8)

\[ W_\Phi = (1 + \kappa) I_d \otimes I_d - \sum_{\alpha=1}^{d+1} \sum_{k,l=1}^{d} C_{\alpha kl} T^{(\alpha)}_l \otimes P^{(\alpha)}_k. \]  

Remark. The parameter \( \kappa \) depends on the inner product of two measurement operators of an MUM, which characterizes how close the measurement operators are to rank one projectors, i.e., to measurement operators in MUB. When \( \kappa = 1 \), our witness reduces to the previous one presented in [20]. The powerfulness of Eq. (9) is due to the fact that there always exists a complete set of mutually unbiased measurements, which is not the case for mutually unbiased bases (see the appendix).
Consider the most simple case, $O^{(\alpha)} = I$ and the maximally entangled pure state $|\phi^+\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |ii\rangle$. We have

$$\text{Tr}(W_{\phi}|\phi^+\rangle\langle\phi^+|)$$

$$= \text{Tr} \left[ \frac{d\kappa + L - 1}{d} I_d \otimes I_d - \sum_{\alpha=1}^{L} \sum_{k=1}^{d} P^{(\alpha)}_k \otimes P^{(\alpha)}_k (|\phi^+\rangle\langle\phi^+|) \right]$$

$$= \frac{d\kappa + L - 1}{d} - \sum_{\alpha=1}^{L} \sum_{k=1}^{d} \text{Tr}(P^{(\alpha)}_k \otimes P^{(\alpha)}_k |\phi^+\rangle\langle\phi^+|)$$

$$\leq \frac{d\kappa + L - 1}{d} - L\kappa$$

$$= \frac{(L - 1)(1 - d\kappa)}{d} < 0,$$  \hspace{1cm} (10)

where the first inequality is obtained from the indices of coincidence’s inequality in [29]. Thus the witness operator detects the entanglement of the state $|\phi^+\rangle$.

As another example, we consider the isotropic states which are locally unitarily equivalent to a maximally entangled state. Let $\alpha > 0$. From (12) we see that if $\alpha > 1/(d + 1)$, then $\text{Tr}(W_{\phi}\rho_{iso}) < 0$, and $\rho_{iso}$ must be entangled. Therefore, $W_{\phi}$ detects all the entanglement in isotropic states. This result coincides with the fact that $\rho_{iso}$ is entangled for $\alpha > 1/(d + 1)$, and separable for $\alpha \leq 1/(d + 1)$ [22].

In Ref. [24], a separability criterion has been presented by also using the $d + 1$ MUMs. The next example shows that our witness approach can work better in entanglement detection. We consider the case $d = 3$. One has four MUMs with $\kappa = 0.358$ constructed according to Eq. (4):

$$\mathcal{M}_1 = \left\{ \begin{vmatrix} 0.333 & 0.107i & -0.029i \\ -0.107i & 0.333 & 0 \\ 0.029i & 0 & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & -0.029i & 0.107i \\ 0.029i & 0.333 & 0 \\ -0.107i & 0 & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & -0.078i & -0.078i \\ 0.078i & 0.333 & 0 \\ 0.078i & 0 & 0.333 \end{vmatrix} \right\},$$

$$\mathcal{M}_2 = \left\{ \begin{vmatrix} 0.333 & -0.107 & 0 \\ -0.107 & 0.333 & -0.029i \\ 0 & 0.029i & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & 0.029 & 0 \\ 0.029 & 0.333 & 0.107i \\ 0 & -0.107i & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & 0.078 & 0 \\ 0.078 & 0.333 & -0.078i \\ 0 & 0.078i & 0.333 \end{vmatrix} \right\},$$

$$\mathcal{M}_3 = \left\{ \begin{vmatrix} 0.333 & 0 & -0.107 \\ 0 & 0.333 & 0.0287 \\ -0.107 & 0.0287 & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & 0.0287 & 0 \\ 0 & 0.333 & -0.107 \\ 0.0287 & -0.107 & 0.333 \end{vmatrix}, \begin{vmatrix} 0.333 & 0 & 0.078217 \\ 0 & 0.333 & 0.078217 \\ 0.078217 & 0.078217 & 0.333 \end{vmatrix} \right\},$$

$$\mathcal{M}_4 = \left\{ \begin{vmatrix} 0.243 & 0 & 0 \\ 0 & 0.457 & 0 \\ 0 & 0 & 0.3 \end{vmatrix}, \begin{vmatrix} 0.3 & 0 & 0 \\ 0 & 0.243 & 0 \\ 0 & 0.457 & 0 \end{vmatrix}, \begin{vmatrix} 0.457 & 0 & 0 \\ 0 & 0.3 & 0 \\ 0 & 0 & 0.243 \end{vmatrix} \right\}.$$
A general proper rotation in $\mathbb{R}^3$ preserving the direction $\mathbf{n} = (n_1, n_2, n_3)$, with $|\mathbf{n}| = 1$, is given by the Rodrigues formula

$$R(\mathbf{n}, \theta) = \left( \begin{array}{ccc}
\cos \theta + n_1^2(1 - \cos \theta) & n_1 n_2(1 - \cos \theta) - n_3 \sin \theta & n_1 n_3(1 - \cos \theta) + n_2 \sin \theta \\
n_1 n_2(1 - \cos \theta) + n_3 \sin \theta & \cos \theta + n_2^2(1 - \cos \theta) & n_2 n_3(1 - \cos \theta) - n_1 \sin \theta \\
n_1 n_3(1 - \cos \theta) - n_2 \sin \theta & n_2 n_3(1 - \cos \theta) + n_1 \sin \theta & \cos \theta + n_3^2(1 - \cos \theta) \\
\end{array} \right).$$

(13)

Hence, taking $\mathbf{n} = \mathbf{n}_* = (1, 1, 1)/\sqrt{3}$, we have

$$\mathcal{O}(\theta) := R(\mathbf{n}_*, \theta) = \left( \begin{array}{ccc}
c_1(\theta) & c_2(\theta) & c_3(\theta) \\
c_2(\theta) & c_3(\theta) & c_1(\theta) \\
c_3(\theta) & c_1(\theta) & c_2(\theta) \\
\end{array} \right),$$

(14)

where

$$c_1(\theta) = \frac{2}{3} \cos \theta + \frac{1}{3},$$

$$c_2(\theta) = \frac{2}{3} \cos(\theta - \frac{2\pi}{3}) + \frac{1}{3},$$

$$c_3(\theta) = \frac{2}{3} \cos(\theta + \frac{2\pi}{3}) + \frac{1}{3}. $$

(15)

Let us consider the following $3 \otimes 3$ state $\rho$, 

$$\begin{pmatrix}
0.29 & -0.007 - 0.051i & 0.326 + 0.006i & -0.049 + 0.101i & 0.041 + 0.137i & 0.059 + 0.138i & 0.141 - 0.059i & 0.012 + 0.052i & 0.122 - 0.007i \\
0.007 + 0.051i & 0.099 & -0.009 + 0.057i & -0.016 - 0.011i & -0.025 + 0.004i & -0.026 + 0.007i & 0.008 + 0.0262i & -0.009 + 0.004i & -0.009 + 0.022i \\
0.326 - 0.006i & 0.009 - 0.057i & 0.365 & -0.052 + 0.114i & 0.049 + 0.151i & 0.068 + 0.153i & 0.157 + 0.076i & 0.144 + 0.059i & 0.17 - 0.011i \\
-0.049 - 0.101i & 0.016 + 0.011i & 0.052 - 0.114i & 0.043 & 0.041 - 0.037i & 0.059 - 0.034i & 0.157 - 0.034i & 0.127 + 0.059i & -0.023 - 0.044i \\
-0.049 + 0.137i & 0.025 - 0.004i & 0.049 - 0.151i & 0.016 + 0.037i & 0.041 + 0.037i & 0.171 & 0.073 - 0.008i & -0.111 - 0.076i & 0.121 - 0.059i \\
-0.059 - 0.138i & 0.026 - 0.007i & 0.068 + 0.154i & -0.016 - 0.034i & 0.073 + 0.008i & 0.077 & -0.002 + 0.079i & 0.027 + 0.005i & 0.021 + 0.059i \\
-0.041 + 0.056i & 0.008 - 0.026i & 0.157 + 0.076i & -0.046 + 0.038i & -0.011 + 0.076i & -0.026 + 0.029i & 0.082 & -0.006 + 0.028i & 0.061 + 0.024i \\
0.012 + 0.052i & -0.009 + 0.004i & 0.148 - 0.008i & 0.016 + 0.013i & 0.027 - 0.004i & 0.027 - 0.005i & -0.006 + 0.028i & 0.009 & 0.054 + 0.022i \\
0.122 + 0.007i & -0.002 + 0.022i & 0.137 + 0.011i & -0.023 + 0.041i & 0.014 + 0.059i & 0.021 + 0.059i & 0.061 + 0.024i & 0.004 + 0.024i & 0.052
\end{pmatrix}. $$

It is direct to verify that $J(\rho) - 1 - \kappa = -0.0085 < 0$, where $J(\rho)$ is defined in [24]. According to the results in [24], the entanglement of this state is not detected since $J(\rho) < 1 + \kappa$.

With respect to the four MUMs, $\mathfrak{M}_i$, $i = 1, 2, 3, 4$, we take four rotations (15) given by four angles $\{\theta_1, \theta_2, \theta_3, \theta_4\}$, respectively. Taking $\theta_1 = \theta_2 = \frac{\pi}{3}$ and $\theta_3 = \theta_4 = 0$, we have the entanglement witness,

$$W_\phi = \begin{pmatrix}
0.001 & 0 & 0 & 0 & -0.018 & -0.016 & 0 & 0.016 & -0.028 \\
0 & 0.038 & 0 & 0 & 0 & 0.016i -0.016 & 0 & 0 \\
0 & 0 & 0.038 & 0.016 & -0.016i & 0 & -0.009 & 0 & 0 \\
0 & 0 & 0.016 & 0.038 & 0 & 0 & 0 & 0.016i & 0 \\
-0.018 & 0 & 0.016i & 0 & 0.001 & 0 & 0.016i & 0 & -0.028 \\
-0.016 -0.016i & 0 & 0 & 0.038 & 0 & -0.009 & 0 & 0 \phi \\
0 & -0.016 -0.009 & 0 & -0.016i & 0 & 0.038 & 0 & 0 \\
0.016 & 0 & 0 & -0.016i & 0 & -0.009 & 0 & 0.038 & 0 \\
-0.028 & 0 & 0 & 0 & -0.028 & 0 & 0 & 0 & 0.001
\end{pmatrix}. $$

It is direct to show that $\text{Tr}(\rho W_\phi) = -0.0017$, which verifies that the state $\rho$ is entangled.

To show that our separability criterion based on MUM is better than the one based on MUB, we consider the case of $d = 6$ in Appendix. In this case one only knows that there exist three MUBs. It is clearly shown that the MUM based criterion can detect the entanglement of the state, while the MUB based criterion fails.

IV. CONCLUSION

We have presented a class of entanglement witnesses based on mutually unbiased measurements. These witnesses include the ones constructed from mutually unbiased bases as a special case that the efficiency parameter $\kappa$ of mutually unbiased measurements is equal to 1. Different from the dimension dependence of MUBs, there always exists a complete set of $d + 1$ MUBs for any dimension $d$. Moreover, our witness can detect entanglement better than the separability criterion given also by MUBs [24]. Our approach can be experimentally implemented.
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Appendix

In order to show the advantage of the MUM based criterion (9), we consider the following $6 \otimes 6$ bipartite state,

$$
\rho = \begin{pmatrix}
A & B & B & B & B & \alpha \\
B & A & B & B & B & \alpha \\
B & B & A & B & B & \alpha \\
B & B & B & A & B & \alpha \\
& B & B & B & B & A & \alpha \\
& & & \alpha^t & \alpha^t & \alpha^t & \alpha^t & \alpha
\end{pmatrix},
$$

(16)

where

$$
A = \begin{pmatrix}
0.058 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.022 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.022 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.022 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.022 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.022
\end{pmatrix},

B = \begin{pmatrix}
0.036 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},

\alpha = \begin{pmatrix}
0.036 \\
0 \\
0 \\
0 \\
0
\end{pmatrix},

a = 0.058 and $\alpha^t$ is the transpose of $\alpha$.

For $d = 6$, up to now one has only three MUBs [23 25]:

$$
1\quad 0\quad 0\quad 0\quad 0 \\
0\quad 1\quad 0\quad 0\quad 0 \\
0\quad 0\quad 1\quad 0\quad 0 \\
0\quad 0\quad 0\quad 1\quad 0 \\
0\quad 0\quad 0\quad 0\quad 1
$$

where $w = e^{\frac{2\pi i}{6}}$. Taking $O^{(\alpha)} = I$, we obtain $\text{Tr}(W\rho) = 0.68 > 0$ by numerical calculation. Therefore, the entanglement of the state $\rho$ is not detected.

Now we use our MUM based criterion in terms of the 7 MUMs constructed as follows:

$$
P_1^{(1)} = \begin{pmatrix}
0.167 & 0.102i & -0.014i & -0.014i & -0.014i & -0.014i \\
0.102i & 0.167 & 0 & 0 & 0 & 0 \\
0.014i & 0 & 0.167 & 0 & 0 & 0 \\
0.014i & 0 & 0 & 0.167 & 0 & 0 \\
0.014i & 0 & 0 & 0 & 0.167 & 0 \\
0.014i & 0 & 0 & 0 & 0 & 0.167
\end{pmatrix};

P_2^{(1)} = \begin{pmatrix}
0.167 & -0.014i & 0.102i & -0.014i & -0.014i & -0.014i \\
0.014i & 0.167 & 0 & 0 & 0 & 0 \\
0.014i & 0 & 0.167 & 0 & 0 & 0 \\
0.014i & 0 & 0 & 0.167 & 0 & 0 \\
0.014i & 0 & 0 & 0 & 0.167 & 0 \\
0.014i & 0 & 0 & 0 & 0 & 0.167
\end{pmatrix};

P_3^{(1)} = \begin{pmatrix}
0.167 & -0.014i & -0.014i & 0.102i & -0.014i & -0.014i \\
0.014i & 0.167 & 0 & 0 & 0 & 0 \\
0.014i & 0 & 0.167 & 0 & 0 & 0 \\
0.014i & 0 & 0 & 0.167 & 0 & 0 \\
0.014i & 0 & 0 & 0 & 0.167 & 0 \\
0.014i & 0 & 0 & 0 & 0 & 0.167
\end{pmatrix};

P_4^{(1)} = \begin{pmatrix}
0.167 & -0.014i & -0.014i & 0.102i & -0.014i & -0.014i \\
0.014i & 0.167 & 0 & 0 & 0 & 0 \\
0.014i & 0 & 0.167 & 0 & 0 & 0 \\
0.014i & 0 & 0 & 0.167 & 0 & 0 \\
0.014i & 0 & 0 & 0 & 0.167 & 0 \\
0.014i & 0 & 0 & 0 & 0 & 0.167
\end{pmatrix};
\begin{align*}
P_5^{(1)} &= \begin{pmatrix}
0.167 & -0.014i & -0.014i & -0.014i & -0.014i & 0.102i \\
0.014i & 0.167 & 0 & 0 & 0 & 0 \\
0.014i & 0 & 0.167 & 0 & 0 & 0 \\
0.014i & 0 & 0 & 0.167 & 0 & 0 \\
0.102i & 0 & 0 & 0 & 0.167 & 
\end{pmatrix};
\quad P_6^{(1)} &= \begin{pmatrix}
0.167 & -0.047i & -0.047i & -0.047i & -0.047i & -0.047i \\
0.047i & 0.167 & 0 & 0 & 0 & 0 \\
0.047i & 0 & 0.167 & 0 & 0 & 0 \\
0.047i & 0 & 0 & 0.167 & 0 & 0 \\
0.047i & 0 & 0 & 0 & 0.167 & 
\end{pmatrix}.

P_1^{(2)} &= \begin{pmatrix}
0.167 & -0.102 & 0 & 0 & 0 & 0 \\
-0.102 & 0 & 0.167 & -0.102 & -0.102i & -0.102i \\
0 & 0.014i & 0.167 & 0 & 0 & 0 \\
0 & 0.014i & 0 & 0.167 & 0 & 0 \\
0 & 0.014i & 0 & 0 & 0.167 & 0 \\
0 & 0.014i & 0 & 0 & 0 & 0.167 
\end{pmatrix};
\quad P_2^{(2)} &= \begin{pmatrix}
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.167 & 0 & 0 & 0 \\
0 & 0 & 0.167 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.167 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.167 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.167 
\end{pmatrix}.

P_3^{(2)} &= \begin{pmatrix}
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.167 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.167 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.167 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.167 & 0 \\
0.14 & 0 & 0 & 0 & 0 & 0.167 
\end{pmatrix};
\quad P_4^{(2)} &= \begin{pmatrix}
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.167 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.167 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.167 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.167 & 0 \\
0.14 & 0 & 0 & 0 & 0 & 0.167 
\end{pmatrix}.

P_5^{(2)} &= \begin{pmatrix}
0.167 & 0 & -0.102 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.167 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.167 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.167 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.167 & 0 
\end{pmatrix};
\quad P_6^{(2)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix}.

P_1^{(3)} &= \begin{pmatrix}
0.167 & 0 & -0.102 & 0 & 0 & 0 \\
0 & 0.167 & 0.14 & 0 & 0 & 0 \\
0 & 0 & 0.167 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.167 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.167 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.167 
\end{pmatrix};
\quad P_2^{(3)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix}.

P_3^{(3)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix};
\quad P_4^{(3)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix}.

P_5^{(3)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix};
\quad P_6^{(3)} &= \begin{pmatrix}
0.167 & 0 & 0.14 & 0 & 0 & 0 \\
0.167 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0.14 & 0 & 0 & 0 & 0 \\
0.14 & 0 & 0.14 & 0 & 0 & 0 \\
0.14 & 0 & 0 & 0.14 & 0 & 0 \\
0.14 & 0 & 0 & 0 & 0.14 & 0 
\end{pmatrix}.

P_1^{(4)} &= \begin{pmatrix}
0.167 & 0 & 0 & -0.102 & 0 & 0 \\
0 & 0.167 & 0 & 0.14 & 0 & 0 \\
0 & 0 & 0.167 & 0.14 & 0 & 0 \\
-0.102 & 0.014 & 0.167 & -0.014i & -0.014i \\
0 & 0 & 0 & 0.167 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.167 & 0 
\end{pmatrix};
\quad P_2^{(4)} &= \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0.14 & 0 \\
0 & 0.167 & 0 & 0 & 0.14 & 0 \\
0 & 0 & 0.167 & 0 & 0 & 0.14 \\
0.014 & 0.102 & 0.167 & 0 & 0 & 0.14 \\
0 & 0 & 0 & 0.167 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.167 & 0 
\end{pmatrix}.
\[
P_3^{(4)} = \begin{pmatrix}
0.167 & 0 & 0 & 0.014 & 0 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0.167 & -0.102 & 0 & 0
0.014 & 0.014 & -0.102 & 0.167 & -0.014 & -0.014
0 & 0 & 0.014 & 0.167 & 0
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_5^{(4)} = \begin{pmatrix}
0.167 & 0 & 0 & 0.014 & 0 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0.167 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.014 & 0.014
0 & 0 & 0.014 & 0.167 & 0
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_1^{(5)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & -0.102
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
-0.102 & 0.014 & 0.102 & 0.167 & -0.014 & 0
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_3^{(5)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0.14
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.166667
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_5^{(5)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0.014
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.167
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_1^{(6)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
-0.102 & 0.014 & 0.102 & 0.167 & 0.167
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_3^{(6)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0.014
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.167
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_5^{(6)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0.014
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0.167 & 0 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.167
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix};
P_1^{(6)} = \begin{pmatrix}
0.167 & 0 & 0 & 0 & 0 & 0.014
0 & 0.167 & 0 & 0 & 0.014 & 0
0 & 0.167 & 0 & 0.014 & 0 & 0
0 & 0 & 0.167 & 0.102 & 0 & 0
0.014 & 0.014 & 0.102 & 0.167 & 0.167
0 & 0 & 0 & 0.014 & 0.167
\end{pmatrix}.
$\begin{aligned}
P_1^{(7)} &= \begin{pmatrix}
0.086 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.289 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.164 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.156 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.153 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.149 \\
\end{pmatrix}; \\
P_2^{(7)} &= \begin{pmatrix}
0.135 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.108 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.297 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.156 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.153 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.149 \\
\end{pmatrix}; \\
P_3^{(7)} &= \begin{pmatrix}
0.155 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.127 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.117 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.299 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.153 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.149 \\
\end{pmatrix}; \\
P_4^{(7)} &= \begin{pmatrix}
0.165 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.138 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.128 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.121 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.299 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.149 \\
\end{pmatrix}; \\
P_5^{(7)} &= \begin{pmatrix}
0.172 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.145 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.135 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.128 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.123 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.298 \\
\end{pmatrix}; \\
P_6^{(7)} &= \begin{pmatrix}
0.287 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.193 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.159 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.136 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.119 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.106 \\
\end{pmatrix}.
\end{aligned}$

By calculation with $O^{(\alpha)} = I$, we get $\text{Tr}(W \rho) = -0.0114 < 0$. This is, the state $\rho$ is entangled. The effectiveness of (9) is due to the fact that there always exists a complete set of mutually unbiased measurements, which is not the case for mutually unbiased bases.