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Abstract

We propose a new knowledge representation (KR) based on knowledge bases (KBs) derived from text, based on question generation and entity linking. We argue that the proposed type of KB has many of the key advantages of a traditional symbolic KB: in particular, it consists of small modular components, which can be combined compositionally to answer complex queries, including relational queries and queries involving “multi-hop” inferences. However, unlike a traditional KB, this information store is well-aligned with common user information needs. We present one such KB, called a QEDB, and give qualitative evidence that the atomic components are high-quality and meaningful, and that atomic components can be combined in ways similar to the triples in a symbolic KB. We also show experimentally that questions reflective of typical user questions are more easily answered with a QEDB than a symbolic KB.

Introduction: QA Pairs as a KB

Since the very beginnings of Artificial Intelligence (AI) research, symbolic knowledge bases (KBs) have been used for knowledge-intensive tasks. There are many kinds of KBs, but they are based on one central principle: information is stored in small modular components (e.g., entities, KG triples, WikiData statements) that can be combined compositionally to answer complex queries.

Broad-coverage KBs like FreeBase (Bollacker et al. 2008) and WikiData (Vrandečić and Krötzsch 2014) continue to be widely used in AI and Natural Language Processing (NLP). However, many of the facts in these KBs are of little interest to most users, and conversely, there are many facts of interest that are either not represented in the KB, or are difficult to extract from the KB without complex queries. This is a natural consequence of how broad-coverage KBs are created: historically, most broad-coverage KBs were populated in a “information-driven” way, by first identifying available information sources, and then integrating these sources such that they could be jointly queried. In this position paper, we argue that the availability of large question-answering (QA) datasets now enables a “user-driven” KB development process, and discuss the implications of this statement. Concretely, we propose that training data for extractive QA systems can be be used to produce a KB-like structure that we call a Question-answer Explanation Database (QEDB). By construction, the QEDB is unlikely to contain facts that are true but irrelevant to user’s needs because nobody will ask about them. However, a QEDB is not simply a collection of questions and answers: we will demonstrate that elements of QEDB can be combined compositionally with a query language, just like as knowledge graph (KG) triples. We argue that such a KB is better-matched to users’ information needs, and support this claim with experimental evidence.

Our approach to generating a KB from raw text exploits recent progress in question generation (QG) (Yang et al. 2017; Lewis et al. 2021) and explainable question-answering (Lamm et al. 2021), and is illustrated in Figure 1.

(1) Given a document \(d\), a large number of question-answer pairs \((q, a)\) are generated, where \(a\) is a span from \(d\). In Figure 1, the questions were generated with a model trained on a subset of the NQ dataset (Kwiatkowski et al. 2019). (2) For each pair \((q, a)\), we align spans \(r_q\) in the question with referentially equivalent spans \(r_d\) in the document—e.g., the two light blue spans “the tv series tipping the velvet” in \(q\) and “Tipping The Velvet” in \(d\) are aligned. (3) A graph is formed by constructing a node for each answer span \(a\) and each question-aligned reference span \(r_d\) in the document. Nodes associated with the same question \(q\) are then connected by an edge that is labeled with a “relation” associated with \(q’s surface form. For instance, the question “what is the tv series tipping the velvet based on” is used to produce the edge label \(q_i = “what is \$1 based on”. These triples are analogous to a \((subject, relation, object)\) triple in a KB. An entity linker is run on the corpus, and referential spans are linked to contained entities. Figure 1 shows a larger QEDB derived from information in three documents, with dashed lines indicating passage references mentioning a common entity. (For compactness, the generated questions are shown next to the document nodes to which they align.)

The QEDB is strongly influenced by the initial sample of questions; grounded in the corpus; relational, containing an open set of relations; and (since it contains traditional KB entities) it can be easily combined with a symbolic KB over the same entities.
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Figure 1: A QEDB derived from three documents. Generated questions are placed near the document spans aligned with them, and the subscript on a document span indicates its containing document. Dashed lines (and shared colors) indicate cross-document co-reference, and dotted lines indicate semantically equivalent questions. Note that the extractions from documents 1 and 3 include ternary relations.

Notice that the formalism naturally models relationships with three or more arguments, and that the edges in the graph arise from both entity linking, and because multiple questions can contain the same span. The graph edges make it possible to answer complex questions not explicitly in the graph, like “where can I watch that TV series based on a 1998 novel by Sarah Waters”.

Like open IE (Etzioni et al. 2008; Mausam 2016), producing a QEDB does not require a fixed vocabulary of relations, but unlike open IE, a QEDB is driven by an initial GQ stage, which ensures the data is aligned to user’s information needs. As a concrete example, we note that the first question in the NQ dev test is who got the first Nobel Prize in physics?, which would lead to a complex KB query, while a QEDB based the document that contains the answer (i.e., “The first Nobel Prize in Physics was awarded in 1901 to Wilhelm Conrad Röntgen . . .”) would contain the edge

\[
\text{The first Nobel Prize in Physics} \quad \text{Wilhelm Conrad Röntgen} \quad \text{who got $1} \quad \text{Wilhelm Conrad Röntgen} \quad \text{who wrote tipping the velvet}
\]

### Methods

The experiments of this paper are conducted with a particular QEDB. Below we outline how it was constructed, and the computational methods used.

The questions in the QEDB are derived from the Probably-Asked Questions (PAQ) dataset introduced by Lewis et al. (2021). PAQ contains 64.9 million questions generated from Wikipedia passages. To generate PAQ a four-stage pipeline was used, where passages were selected; potential answers were extracted from each passage, using named entity recognition and neural models trained on NQ short answers; questions were generated conditioned on each answer span and the containing passage; and questions were heuristically filtered for quality. For more details consult (Lewis et al. 2021).

To align the question references with passage references, we trained a T5 model fine-tuned using annotations for a subset of NQ (Lamm et al. 2021) which were originally used for explainable question-answering. The performance of this model is shown in Table 1.

An off-the-shelf entity linker was run on all the passages (not questions) and the entity-linked passage references were then matched heuristically\(^1\) to question references. Entity-linking passages and then aligning linked passages with question is important: preliminary experiments showed that linking entities in the questions directly was very inaccurate, since questions have limited contextual information.

Following Lewis et al. (2021), we implemented a method

\[e \text{ was associated with a question reference } r_q \text{ if (1) } e \text{ was linked to the passage } p \text{ from which the question was generated and (2) no other entity } e' \text{ linked from } p \text{ is more similar to } r_q \text{ than } e, \text{ using Jaccard similarity on tokens.}
\]

### Table 1

| Model   | Passage Reference | Question Reference |
|---------|-------------------|--------------------|
|         | EM    | F1    | EM    | F1    |
| T5-XXL  | 67.7  | 64.9  | 75.7  | 82.2  |
| T5-Large| 56.5  | 54.5  | 72.7  | 79.7  |

\(^1\)An entity $e$ was associated with a question reference $r_q$ if (1) $e$ was linked to the passage $p$ from which the question was generated and (2) no other entity $e'$ linked from $p$ is more similar to $r_q$ than $e$, using Jaccard similarity on tokens.
that answers user questions $q'$ by retrieving similar question-answer pairs $(q_1, a_1), \ldots, (q_k, a_k)$, concatenating them with the original question $q'$, and then using a Transformer to fuse this information and generate a final combined answer $a'$. The model we used, called QAMAT (for Question-Answer Memory Augmented Transformer), is described in detail elsewhere (Chen et al. 2022).

For comparison purposes, we also implemented a variation of QAMAT which replaces the memory question-answer pairs with a memory of Wikidata facts, which we will call FAMAT. Pretraining QAMAT/FAMAT requires a corpus of documents that have been heuristically aligned with the items to be retrieved, and for FAMAT we adopted the pre-training corpus used for FILM, the Fact Injected Language Model (Verga et al. 2021). Besides FAMAT, we also consider a strong baselines for QA using a traditional KB, FILM (Verga et al. 2021).

Experiments and Observations

The central claims made here are the following:

- (P1) Like a traditional symbolic KB, a QEDB is composed of modular components that can be combined in compositionally in many different ways.
- (P2) The information in a QEDB will be more useful for answering user information needs than the information in a traditionally constructed broad-coverage KB.

Quality of Atomic Elements of the QEDB

To visualize the types and quality of relationships in QEDB, we picked two entities $e$ that one author was at least slightly familiar with, and for each entity $e$ we found the top six entities $e'$, ranked by the number of questions $q_{e,e'}$ that have an answer linked to $e$ and a question reference linked to $e'$ (with confidence at least 0.25). Table 2 gives the query entity $e$, the related entities $e'$, and one associated question $q_{e', e}$ for each $e'$. The relationships are diverse and generally accurate. These two entities were selected to reflect the error rate of a larger sample.

Combining Elements of the QEDB

The primitive components stored in the QEDB are questions annotated with entity references. From these, we constructed more complex queries by combining together pairs of questions $q_1, q_2$ where the answer to $q_1$ appears as a question reference in $q_2$. For example for $q_1$ = "who was the roman proponent of hedonism" the answer is Lucretius, which appears in $q_2$ = "what is the name of lucretius's book on atomism". Joining these together yields a query like a HotPotQA "bridge question" (Yang et al. 2018): expressed in natural language, the combined query might be written what is the name of the book on atomism written by a roman proponent of hedonism.

Many hundreds of millions of plausible bridge questions can be constructed this way. We present a sample of them in Table 3, with the bridging entity’s mention in $q_2$ replaced with a variable $Sl$.

The sample was selected from question pairs that where (1) $q_2$ contains a single question reference (2) each question has a single answer (3) the reference alignments were made with high confidence (4) the bridging entity is not too common and (5) the answer to $q_2$ does not appear in $q_1$. Subject to these constraints the examples shown are not cherry-picked. For comparison, we also include five bridging questions from HotpotQA, manually converted to a similar format. The QEDB-produced queries are similar in quality to the HotpotQA queries, hence the QEDB also implicitly contains answers to many plausible multi-hop information needs, just as a symbolic KB does.

Even with all the constraints employed above (many of which could be easily relaxed), there are still more than 6 times as many QEDB-generated bridging questions as there are in HotpotQA.

Taken together, these results support claim P1: Like a traditional symbolic KB, a QEDB is composed of modular components that can be combined compositionally in many different ways. In particular, the individual relationships in the QEDB are meaningful and correct, and relationships can chained together to construct paths through the QEDB that are semantically similar to HotpotQA multi-hop questions.

Utility of QA Pairs versus KB Triples

To argue for P1, we evaluate performance on three question-answering datasets, which vary in how well-aligned one would expect them to be to a symbolic KB.

TriviaQA (Joshi et al. 2017) is a widely-used question-answering dataset composed of questions authored by trivia enthusiasts. We select this as a QA dataset that is plausibly reflective of user information needs, while still being approachable for KBQA methods. WebQSP is (Yih et al.

3In the larger sample 3 of 50 relationships were errors.

3This formalism loosely follows the question decomposition meaning representation (QDMR) language proposed in Wolfson et al. (2020). The lack of case, and the occasional disfluencies in the question, is similar to the NQ questions used to train the question generator for QEDB.

4Other QA datasets, notably NQ, are arguably more representa-
Table 2: Pairs of entities considered “related” by the QEDB, and the questions that gave rise to those relationships. These pairs are obtained by finding the top k questions touching a query entity, and then finding all entities touching one of these questions. We discard related entities that are years. †Here entity-linking incorrectly links the UNC system to the flagship UNC/CH campus.

| Query Entity | Related Entity | Linking Question |
|--------------|----------------|------------------|
| Jerry Garcia | Grateful Dead  | which member of the grateful dead died in 1995 |
|               | Guitar         | who played guitar on three tracks by ornette coleman in 1988 |
|               | Lead guitar    | who was the lead guitarist for the dead in europe in 1972 |
|               | Pedal steel guitar | who plays guitar on teach your children by graham nash |
|               | Today (Song)   | who plays the lead guitar on today by jefferson airplane |
|               | *Roseanne (TV show character) | what’s the name of roseanne’s fourth child *answer is Jerry Garcia Conner |
| Pittsburgh   | Pennsylvania  | where is kraft heinz located in pennsylvania |
|               | United States | where was the first legion of the united states raised |
|               | Pittsburgh Steelers | where did the steelers play in the 1964 super bowl |
|               | University of Pittsburgh | where does the university of pittsburgh bus service |
|               | Fort Duquesne  | which american city was originally called fort duquesne after it was captured by the british in 1758 |
|               | Monongahela River | which american city was founded on the river monongahela in 1837 |
| NC University System | Kuklos Adelphon | where did kappa alpha and kuklos adelphon meet |
|               | Geoff Crompton | where did geoff crompton play college basketball †UNC/CH not the system |
|               | Margaret Spellings | margaret spellings is the current president of which university |
|               | President      | margaret spellings is the president of which university |
|               | †Bones McKinney | where did bones mckinney play in college †UNC/CH not the system |
|               | North Carolina Central U | what system did nccu join |
|               | Winston-Salem State Univ | winston salem state university is a constituent institution of what university |
|               | UNC/Greensboro | what system is the university of north carolina at greenboro part of |
|               | North Carolina State Uni | what is nc state part of |
|               | East Carolina University | who approved the east carolina university dental school |

Table 2: Pairs of entities considered “related” by the QEDB, and the questions that gave rise to those relationships. These pairs are obtained by finding the top k questions touching a query entity, and then finding all entities touching one of these questions. We discard related entities that are years. †Here entity-linking incorrectly links the UNC system to the flagship UNC/CH campus.

2016) is the Web Questions Semantic Parse dataset. We select this as a benchmark that is favorable to QA methods that use traditional broad-coverage KBs. 5 Finally, Web-QSP/WD has questions from WebQSP answerable with WikiData statements involving a subset of “head” WikiData entities. Together with the appropriate WikiData subset, this is selected as an ideal case for QA using a KB.

Table 4 presents results on each of these datasets for QA-MAT, which uses the QEDB, and FILM, which uses a KB. On WebQSP/WD, which we take to be the ideal case for QA using a KB, FILM performs much better than QA-MAT. However, FILM performs quite similarly for the full Web-QSP, which contains KB-oriented questions posed against an imperfect KB, and FILM performs much worse on TriviaQA, trailing QA-MAT by more than 20 points. The last line of the table presents performance for the same model used in QA-MAT, but populated with a memory of facts instead of question-answer pairs (FAMAT). In this comparison, where only the information store is varied, we see that FAMAT is actually slightly worse than QA-MAT, even on the “ideal” and “good” cases of WebQSP/WD and WebQSP.

The results of this section thus support claim P2: The information in a QEDB is indeed more useful for answering typical user information needs than the information in a traditionally constructed broad-coverage KB, as witnessed by the 24 point improvement on TriviaQA. In fact, even on collections of questions like WebQSP that have been aggressively filtered to be KB-relevant, the QEDB is competitive with the traditional KB—only when one ensures a nearly perfect alignment between questions and KB (Web-QSP/WD) does the traditional KB perform better.

**Related Work**

**Extracting and Querying Structured KBs**

Large-scale, broad-coverage KBs such as DBPedia (Auer et al. 2007), FreeBase (Bollacker et al. 2008), YAGO (Rebele et al. 2016), NELL (Mitchell et al. 2018), and WikiData (Vrandečić and Krötzsch 2014) make extensive use of semi-structured sources for data, and little data about user needs existed at the time of their design. The contents of the KGs were thus heavily influenced by what information was most accessible—which in turn was influenced by the contents of existing structured databases. NLP research in answering questions using KBs (Berant et al. 2013; Yih et al. 2016; Dubey et al. 2019), or KBQA largely ignores the fact that actual user questions are generally not answerable by KBQA: in one study (Balachandran et al. 2021), less than 7,000 of the 307,000 training questions in the NQ dataset were answerable using WikiData. In contrast, QEDBs are designed to use datasets of representative user questions in determining what information resides in a KB. Although QEDBs will contain different content than existing symbolic KBs, we note that they are very compatible: in fact, it is straightfor-
| Question 1                                                      | Bridge Entity                  | Question 2                        | Answer                              |
|---------------------------------------------------------------|--------------------------------|-----------------------------------|-------------------------------------|
| where did the cincinnati reds last game                       | Joe’s North                    | what nfl team used to play at $1   | Cincinnati Bengals                   |
| who sings the song please leave the grates                     | Jebediah                       | when was $1 formed and by whom     | 1994                                |
| who is the main character of the tombs of atuan                | Tenar                           | who raised $1 in wizard of earthsea lore | Aihal                             |
| what is the sequel to wild fire by nelson de mille*            | Night Fall                      | when did the plane crash in $1      | 1996                                |
| who directed the opening act                                   | Steve Byrne                     | $1 is the lead actor in which us tv series | Sullivan & Son                     |
| who was the roman proponent of hedonism                        | Lucretius                       |what is the name of $1’s book ...   | On the Nature of Things             |
| what is the main export of tutuila                              | Canned fish                     | what is the name of the process used to preserve $1 | cannning                         |
| who replaced randy jackson ... for this season                 | Scott Borchetta                 | who did $1 try to recruit to his record label | Taylor Swift                      |
| where is laurence harbor located in new jersey                 | Raritanetta                     | what do you do in $1               | recreational fishing                |
| which novel features ... puttenham, surrey*                    | Brave N. World                  | how did george orwell describe $1 | negative utopia                    |
| who was the creator of "the rocky horror show"                | Richard O’Brien                 | when was $1 born                   | 1942                                |
| which nickelodeon show was bill long credited in               | Blues Clues                     | who originally hosted $1           | Steve Burns                        |
| what college was ... balaton educated at after eton            | New College                     | when was $1 founded                | 1379                                |
| which actor composed the song "smile" ...                     | Charlie Chaplin                 | what nationality is $1             | English                             |
| what casino is formerly known as vegas world                   | Stratosphere                    | what company is headquartered at $1 | American Casino & Entertainment     |
|                                                             | Las Vegas                       |                                   |                                     |

Table 3: Above the line, the result of joining question pairs, where the answer of question 1 is a question reference in question 2. Below the line, five bridge questions from HotpotQA, manually converted to the same format. Questions marked with an asterisk have potentially erroneous bridging entities (e.g., linking the novel “Brave New World” with a game of the same name).

| WebQSP/WD (ideal for KBQA) | WebQSP (good) | TriviaQA (neutral) | models using a QEDB | QAMAT (ours) |
|-----------------------------|---------------|--------------------|----------------------|--------------|
| FILM                        | 80 (+19)      | 57 (+1)            | 29 (-24)             | 53           |
| FAMAT (ours)                | 59 (-2)       | 50 (-6)            |                      |              |

Table 4: Exact match performance of QAMAT, a system using a QEDB as a KB, against two strong baselines designed to answer questions using a traditional symbolic KB.

RePAQ, QAMAT, and Other Uses of QA Data

The Probably Asked Questions (PAQ) resource and the accompanying RePAQ QA system (Lewis et al. 2021), as well as the closely-related QAMAT system (Chen et al. 2022), heavily influenced this work. PAQ is a resource containing 65 million question-answer pairs, and RePAQ is a QA system that answers a user question $q$ by finding a matching questions $q'$ in PAQ. QAMAT is a similar system that outperforms RePAQ, and can also answer multi-hop questions. As noted above we made use of the PAQ resource in producing QEDB. Unlike PAQ, which is a collection of question-answer pairs, a QEDB is structured as a KB, with free-text analogs of entities and relations. As a KB, QEDB includes relational information, making it possible to answer more complex multi-hop questions, and can also be easily cross-linked to an existing KB.

Phrase-indexed QA and virtual KBs are also related to QEDB. QA systems like RePAQ and QAMAT are similar to phrase-indexed QA (PIQA) systems (Seo et al. 2018; Lee et al. 2018).
et al. 2020), and can be viewed as variants of PIQA, in which rather than encoding and indexing a possible answer span $a'$ directly, one encodes and indexes a question $q'$ generated from $a'$ by a QG system. Relative to PIQA, one advantage of RePAQ is that both steps of the encoding are semantically meaningful and verifiable: QG is correct if it produces a meaningful question that is answerable using the document, and question retrieval is correct if it finds a $q$ that is semantically equivalent to the user query $q$. Unlike RePAQ and QAMAT, a QEDB is naturally relational, which makes it more closely related to relational extensions to PIQA, like DrKIT (Dhingra et al. 2020) or OPQL (Sun et al. 2021), however, it shares a similar advantage in the interpretability of the intermediate encoding steps (similar to the advantage held by RePAQ and QAMAT relative to PIQA).

Concurrently with this work, a second project made use of the PAQ data as a memory for knowledge-intensive generation tasks (Wu et al. 2022). That system, called EMAT, differs in many respects from QAMAT, notably in being much more flexible at inference time (at a much smaller cost in accuracy). EMAT was also evaluated on more tasks, including long-form knowledge-intensive generation tasks, further supporting the claim of this paper that question-answer memories are effective for knowledge-intensive NLP tasks. The arguments made above concerning the relative utility compositionality of QA pairs, and their similarities and differences to conventional KB triples, are not explored in (Wu et al. 2022).

QAMAT uses a novel approach to learning retrieval-augmented generation, in which retrieval and generation are initial learned end-to-end in-batch with a question “retrieval learning phase”, followed by a second phase in which the entire memory is encoded and indexed for faster retrieval. This approach was first used by (de Jong et al. 2021), and subsequently by (Zhong, Lei, and Chen 2022).

**Explainable QA**

Explainable QA annotations (Lamm et al. 2021) were used as training data to model the alignment of question references to document references. The primary difference between a QEDB and explainable QA systems is that explainable QA models are applied at query time, i.e., in a “lazy” way, while in building a QEDB, models are applied once to an entire corpus, i.e., in an “eager” way, to create a KB-like structure which is explicitly stored and indexed. As a result a QEDB has advantages for tasks that require “reasoning”, in the broad sense of aggregation of information across many documents. Such questions are often expensive to answer with iterative retrieve-and-read systems. Examples of such questions include multihop QA: finding multiple answers for an ambiguous question (e.g., “who played jamie lannister in GoT?”); and finding many answers to a question (e.g., “what movies did william shatner play kirk in”).

**Question-based Document Annotation**

Question-based document annotations have been proposed as a scheme for annotating text for numerous NLP tasks, e.g., for relation extraction (Levy et al. 2017), slot filling (Du et al. 2021) semantic role labeling (FitzGerald et al. 2018; Klein et al. 2020) and discourse relations (Pyatkin et al. 2020). Most related to this work, (Michael et al. 2017) proposed question-answer pairs as a general meaning representation for text. Specifically, this work introduced question-answer meaning representation (QAMR) as a representation of the meaning of documents. Our work differs from QAMR in two important ways: (1) QAMR is not intended to model what is salient in a document, unlike a QEDB; (2) QAMR is not intended to model information in a corpus, and focuses on information in a single sentence. QA-Align (Weiss et al. 2021) makes use of QA-SRL annotations (FitzGerald et al. 2018) as features for cross-document co-reference. Because cross-document co-reference is one of several components in a QEDB, our proposal is broader in scope, but the results of (Weiss et al. 2021) support our general claim that there are synergies between these various subtasks involved in building (or using) a QEDB. Question data has also been proposed as a resource for encoding generally useful language models (Jia, Lewis, and Zettlemoyer 2021; He, Ning, and Roth 2019) as well. While this goal is different from the one pursued here, it shares the intuition that the factual content of documents is summarized well by questions and answers.

**Conclusion**

Symbolic KBs organize information into small modular components (e.g., entities, KG triples, WikiData statements) that can be combined compositionally to answer complex queries. While many recent papers have focused on tasks like open QA, where questions are answered from text without using a KB, broad-coverage symbolic KBs continue to be widely used in practice, and, instead recent progress in methods for “multi-hop” QA, are still the only computationally efficient way of answering questions that combine information for multiple documents. However, the broad-coverage KBs that are currently in wide use are largely collections of information that easily collected and integrated, and need not reflect the actual information needs of users. In this position paper, we advocate for a new approach to constructing KBs, and in particular, an approach to collecting modular, compositionally-combinable knowledge components from text, driven by a sample of user’s questions and answers.

Our approach begins with data on likely questions and answers, and extrapolates this data, using neural query generation, to a larger set of QA pairs. A rich relational structure is then created by aligning the entities mentioned in these questions with traditional KB entities. This alignment is done using data for explainable QA systems (Kwiatkowski et al. 2019) and standard entity-linking methods, and leads to a QEDB structure which is relational; grounded in a corpus; aligned with the original sample of questions; and easily combined with existing symbolic KBs.

The central claims made are that like a traditional symbolic KB, a QEDB is composed of modular components that can be combined in compositionally in many different ways; and that the information in a QEDB will be more useful for answering user information needs than the information in a traditionally constructed broad-coverage KB. The former claim is supported qualitatively, by presenting examples of
the component elements of the QEDB, and examples of how they can be recombined. The latter claim is supported quantitatively: using available benchmarks, we show that QEDB is a better substrate for question-answering than symbolic KBs, unless the set of question is carefully filtered to contain only questions supported by the KB (as is the case for WebQSP). However, even for questions chosen to be conducive to use of a KB, a QEDB is extremely competitive when similar QA system architectures are used: the only cases in which the traditional KB is more than 3 point better than QEDB is when the match between the questions and KB is ideal (WebQSP/WD) and when QA architectures are optimized for KBQA.

If these positions are generally true, this would suggest a number of new directions and emphases for research. For example, it suggests new focuses for question generation, such as generation of high-recall sets of questions, and also suggests more work on direct evaluation of the correctness of generated questions. (Most current work evaluates QG indirectly, by its contribution to tasks like pre-training for QA, or evaluating factuality of generated text.) More notably, it suggests that the target for information extraction systems should generally be not a traditional KB, but a QEDB.
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