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Abstract

We consider the problem of coarse-graining in the context of finite-volume fluid models. If a variable is defined on a high-resolution grid it may be coarse-grained so that it is defined on a grid of lower resolution. In general this will cause some information about the variable to be lost. In particular, horizontal divergences, gradients or other operators calculated on the coarse grid after projecting may differ from those calculated on the fine grid. In some cases we are able to choose averaging weights for coarse-graining such that the coarse-grid operators will give a result approximating that of the corresponding fine-grid operators applied on the fine grid. In this work we derive general conditions on the averaging weights that allow the divergence and gradient to be preserved. These conditions are applied to a regular triangular mesh with B-grid variable placement in which the fine-grid resolution is some integer multiple $N$ of the coarse-grid resolution. For this case we find particular values for the averaging weights that preserve the divergence, and a set of different averaging weights that preserve the gradient. We observe that the vertical component of the curl is also preserved by the same coarse-graining that preserves divergence. These coarse-grainings are applied to data from FESOM2 simulations and we demonstrate that using the particular coarse-grainings derived herein gives an overall reduction in $L^1$ error when compared with other methods.
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1. Introduction

Coarse-graining is an important tool in modern ocean modelling, as it allows us to compare variables defined on a high-resolution ‘fine’ grid with variables defined on a low-resolution ‘coarse’ grid. This is often necessary in studies of eddy parameterisation [e.g. 1, 2, 3, 4, 5, 6] as a way of identifying the ‘eddy forcing’ that quantifies the effects of missing scales that are not resolved in low-resolution model runs. For example, the dynamical flow decomposition method [1, 3] uses the results of a high-resolution model run as the reference ‘truth’; the coarse-grid model run is then corrected towards the coarse-grained truth and the amount by which the solution needs to be corrected gives the eddy forcing; the statistical properties of the eddy forcing can then be used to configure a stochastic parameterisation [2]. Since in this application the model run is corrected towards coarse-grained truth variables, it is important that what we use as the truth on the coarse grid retains some properties of the original truth as defined on the fine grid. Another approach to parameterisation is used in [4], in which the eddy forcing is calculated by considering the differences between the advection and diffusion terms when calculated on the coarse-grid from the coarse-grained fields, and the coarse-grained versions of the fine-grid advection and viscosity terms. In that paper the coarse graining is configured so that the coarse-grained fields have the same total integral as the fine-grid field. Further methods such as Stochastic Advection by Lie Transport [7] also use coarse-graining in order to compute the parameters governing the stochastic advection [5, 6]. The approach there involves looking at the differences between the Lagrangian trajectories computed using fine-grid velocities and those computed using coarse-grained velocities.

The present work may also be applicable to studies of passive tracers in cases in which the resolution required by the tracer equation is lower than that required by the ocean model from which the velocity field is obtained. It will be particularly important in studies of biogeochemistry [8, 9, 10] because the incompressibility condition, which ensures mass conservation, determines the vertical velocity in the primitive equation models. Explicitly, the vertical velocity is calculated according to:

\[ w = - \int_{-H}^{z} \nabla \cdot u \, dz' \quad (1) \]
Thus, any errors that are introduced into the divergence will then manifest in the vertical velocity and so cause spurious effects in the vertical transport. Coarse-graining in such a way as to preserve the divergence would provide a method to avoid such errors.

There is further potential to apply the present work to ocean-atmosphere coupling. In coupled models the oceanic component is typically run at a higher resolution that the atmosphere component \[11,12\]. In order to couple the two models, it is therefore necessary to re-map the appropriate fields onto the corresponding grids \[13\]. When performing this re-mapping it may be desirable to preserve certain properties such as the curl of the wind stress. In particular, if there is a horizontal wind stress \( \tau(x,y) \) at the surface, then potential vorticity is generated in the ocean by the curl of this wind stress, \( \frac{\partial \tau_2}{\partial x} - \frac{\partial \tau_1}{\partial y} \). It is therefore important to preserve this curl when coupling the two components of the model. While it is true that the atmosphere component would need to be interpolated onto the (higher-resolution) ocean grid rather than coarse-grained, the techniques developed herein could be used to verify that the interpolation preserves the curl, or to impose conditions on the type of interpolation used. Coarse-graining and interpolation also have potential applications in climate studies such as CMIP \[14\] which use large data sets. In some cases it may be impractical to store the entire data output, and so having a method of coarse-graining the data to a lower resolution in such a way that preserves essential properties would be useful in reducing the total amount of data. This may find applications where the full high-resolution field is not required for the relevant application; or, if we are additionally able to develop suitable interpolation procedures which also preserve these properties then we would have a prescription for returning the data to a higher resolution where this is needed. The problem of finding such interpolations from coarse to fine grid that preserve desired properties provides a potential extension of the present work, and we do not explore this particular application in detail here.

Another quantity of interest in PE models is the pressure gradient \( \nabla p \), which acts as a force on the horizontal velocities. For flows in geostrophic balance the velocity is given by \( u_y := \frac{1}{f} \mathbf{k} \times \nabla p \), which gives a good approximation to the full velocity field \[see 15\]. Thus it is desirable to compute the pressure gradient accurately on the coarse grid in order that spurious
effects should not be introduced into the geostrophic velocity. We shall seek
to define a coarse-graining of scalars that avoids such errors in the gradient.

1.1. Problem Statement

The discretisation of the mesh used in the present study is based on that of FESOM2 [16]. Therefore we consider a triangular mesh with a placement of variables according to an Arakawa-B [17] grid. This means that scalar quantities (temperature, sea surface height, vertical velocity, etc) are defined at vertices, while vector quantities (horizontal velocity, pressure gradient, etc) are defined at cell centres, as shown in fig. 1. Unless stated otherwise, we shall assume for the purposes of this work that the grid has a regular discretisation in the horizontal directions so that vertices are spaced equally. On the fine grid, which we shall call $G$, the spacing shall be taken to be $\Delta x$, while on the coarse grid $\bar{G}$ we suppose the separation is $N \Delta x$ for some integer $N \geq 2$. The same vertical discretisation is used for both grids. The fine grid consists of a set of vertices $V$ connected by edges, and a set of cells $C$. The corresponding sets on the coarse grid will be denoted with an over-bar, so that the sets of vertices and cells in the coarse grid are $\bar{V}$ and $\bar{C}$ respectively. It is assumed that every vertex in the coarse grid is also a vertex in the fine grid, and that every cell in the coarse grid is the union of $N^2$ cells in the fine grid. The $N = 2$ case is shown in fig. 3, in which each coarse-grid cell contains $N^2 = 4$ fine-grid cells.

A scalar field $\phi$ on $G$ is a map $\phi : V \rightarrow \mathbb{R}$. We shall denote the field $\phi$ evaluated at vertex $v$ as $\phi_v$. Let $\mathcal{F}$ denote the set of all scalar fields on $G$ and let $\bar{\mathcal{F}}$ be the set of scalar fields on $\bar{G}$. We define a coarse-graining to be a map $\{\cdot\}^\alpha : \mathcal{F} \rightarrow \bar{\mathcal{F}}$ which sends $\phi \mapsto \{\phi\}^\alpha$ such that $\{\phi\}^\alpha$ is a scalar field on the coarse grid which is specified by means of an average over cells on the fine grid:

$$\{\phi\}^\alpha_{\bar{v}} := \sum_{v \in V} \alpha(\bar{v}, v) \phi_v \tag{2}$$

where $\bar{v}$ is a coarse-grid vertex and $v \in V$ are fine-grid vertices. $\alpha(\bar{v}, v)$ are averaging weights and for this to be a 'good' coarse-graining, $\alpha$ must satisfy certain properties. In particular, $\{\phi\}^\alpha$ should be a good approximation to $\phi$. If we suppose that $\phi$ is a discrete approximation of some smooth scalar field
then we can do a Taylor expansion of $\phi_v$ around vertex $\bar{v}$ to find:

$$\{\phi\}_v^\alpha = \sum_{v \in V} \alpha(\bar{v}, v) \left[ \phi_\bar{v} + (x_v - x_\bar{v}) \cdot (\nabla \phi)_\bar{v} + O \left( |x_v - x_\bar{v}|^2 \right) \right]$$

(3)

where $x_v, x_\bar{v}$ are the coordinates of fine-grid vertex $v$ and coarse-grid vertex $\bar{v}$ respectively. So, in order to have an approximation up to second order, $\alpha$ should satisfy the following conditions:

$$\sum_{v \in V} \alpha(\bar{v}, v) = 1 \quad (4a)$$

$$\sum_{v \in V} \alpha(\bar{v}, v) x_v = x_\bar{v} \quad (4b)$$

The averaging weights should also decay as $v$ gets further from $\bar{v}$. Thus we define $V(\bar{v}) := \{ v \in V : \alpha(\bar{v}, v) \neq 0 \}$, which will be some set of vertices neighbouring $\bar{v}$ in the fine grid. Moreover, in order for $\{\cdot\}_\alpha$ to be an average the averaging weights should all be positive:

$$\alpha(\bar{v}, v) \geq 0 \quad (4c)$$

Another property of coarse-graining that may be advantageous is to preserve integrals over the domain. This is the method used in [4] and imposes the following condition on the averaging weights:

$$\sum_{\bar{v} \in \bar{V}} |A_\bar{v}| \alpha(\bar{v}, v) = |A_v| \quad (4d)$$

for all fine-grid vertices $v$, where $A_v$ the vertex cell as defined in [16]. i.e. it is the region enclosed by the boundary formed by connecting cell centres to the midpoints of the adjacent edges, see fig. 1a. The magnitude of this area is given by $|A_v| = \frac{1}{3} \sum_{c \in C(v)} |A_c|$, where $C(v)$ is the set of cells surrounding vertex $v$ and $|A_c|$ is the area of cell $c$. We may observe that eq. (4d), when combined with eq. (4a) implies that $\sum_{\bar{v} \in \bar{V}} |A_\bar{v}| = \sum_{v \in V} |A_v|$, i.e. the total volumes of the two domains are equal. However, this is not always the case; for example, if the boundaries of the fine and coarse grids do not exactly coincide, or if the mesh is on a curved space then the sums of all vertex areas may not be equal in the two grids. We may therefore consider replacing eq. (4a) with the following:

$$\sum_{v \in V} \alpha(\bar{v}, v) = \frac{1}{|A_v|} \sum_{v \in V} \kappa(\bar{v}, v) |A_v| \quad (4a')$$
where $\kappa$ satisfies $\sum_{v \in \bar{V}} \kappa(\bar{v}, v) = 1$. Equation (4a') is a necessary, but not sufficient condition for $\{\cdot\}^\alpha$ to be an integral-preserving coarse-graining. Further, it reduces to eq. (4a) if $\kappa$ also obeys $\sum_{v \in V} \kappa(\bar{v}, v) |A_v| = |A_{\bar{v}}|$. Thus the modified condition can be thought of as an alternative to eq. (4a) that allows preservation of the total integral. However, using eq. (4a') will not in general keep the coefficient of $\phi_{\bar{v}}$ equal to 1 in eq. (3). The choice of which condition to use will therefore depend on the required application.

Similarly, we may define a vector field $v$ on $\mathcal{G}$ to be a map $v : C \to \mathbb{R}^2$. The vector field evaluated at cell $c$ shall be denoted $v_c$ and we write $V$ to be the set of all vector fields on $\mathcal{G}$. The corresponding sets for $\bar{\mathcal{G}}$ shall be denoted with an over-bar. Thus, we define a coarse-graining on vector quantities to be a map $\langle \cdot \rangle^\beta : V \to \bar{V}$ such that $\langle v \rangle^\beta$ is a vector field on the coarse grid given by:

$$\langle v \rangle^\beta_c = \sum_{c \in \mathcal{C}} \beta(\bar{c}, c) v_c$$

(5)

In this case the averaging weights $\beta(\bar{c}, c)$ are $2 \times 2$ matrices and the conditions analogous to eqs. (4a) to (4c) are:

$$\sum_{c \in \mathcal{C}} \beta(\bar{c}, c) = \mathbb{I}$$

(6a)

$$\sum_{c \in \mathcal{C}} \beta_{ij}(\bar{c}, c) x_c = x_{\bar{c}} \delta_{ij}$$

(6b)

$$\beta(\bar{c}, c) \geq 0$$

(6c)

Equation (6c) is to be interpreted as saying that $\beta(\bar{c}, c)$ is symmetric and positive semi-definite. $x_c$ is the coordinate of the centre of the coarse grid cell $c$, $x_{\bar{c}}$ is the coordinate of the centre of the coarse grid cell $\bar{c}$ and $\delta_{ij}$ is the Kronecker delta. We denote the set of cells on which $\beta(\bar{c}, \cdot)$ is non-zero as $\mathcal{C}(\bar{c}) := \{ c \in \mathcal{C} : \beta(\bar{c}, c) \neq 0 \}$. In order for $\langle \cdot \rangle^\beta$ to be an integral-preserving coarse-graining the weights would need to satisfy:

$$\sum_{\bar{c} \in \bar{\mathcal{C}}} |\bar{A}_{\bar{c}}| \beta(\bar{c}, c) = |A_c| \mathbb{I}$$

(6d)

In order for this to hold everywhere we also need to impose the following condition, analogous to eq. (4a'):

$$\sum_{c \in \mathcal{C}} \beta(\bar{c}, c) = \frac{1}{|A_c|} \sum_{c \in \mathcal{C}} \lambda(\bar{c}, c) |A_c|$$

(6a')
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where $\lambda(\bar{c}, c)$ are $2 \times 2$ matrices which satisfy $\sum_{c \in C} \lambda(\bar{c}, c) = I$. If, additionally, $\lambda$ obeys $\sum_{c \in C} |A_c| |\bar{A}_c| = |A| I$ then eq. (6a') reduces to eq. (6a). Again, which of these we use will depend on the desired application.

In order to define the divergence, we follow the method used for FESOM2, as described in [16]. In particular, since this is a finite-volume [18, 19] model we have a constant velocity $v_c$ on each cell, and it is assumed that the divergence at vertex $v$ multiplied by the area of the corresponding vertex cell $A_v$ is approximately equal to the integral of the divergence over this cell. The divergence theorem applied to the integral over this region, gives the divergence as an integral over the boundary of the vertex cell, as shown in fig. 1a. Therefore the divergence is calculated as:

$$\nabla \cdot v \approx \frac{1}{|A_v|} \int_{A_v} \nabla \cdot v \, dA$$

$$= \frac{1}{|A_v|} \oint_{\partial A_v} v \cdot n \, dl$$

$$= \frac{1}{2 |A_v|} \sum_{c \in C(v)} v_c \cdot \Delta x_{v,c}$$

where $C(v)$ is the set containing the six cells surrounding vertex $v$ and $\Delta x_{v,c}$ is a vector which is outward-pointing, orthogonal to the edge opposite vertex $v$ in cell $c$, and of magnitude equal to the length of that edge. The coarse-grid divergence $\bar{\nabla} \cdot$ is defined with a formula analogous to that in eq. (7). We remark here that in FESOM2 the areas $|A_c|$ and the vectors $\Delta x_{v,c}$ vary with latitude in order to account for the curvature of the earth. We comment on the case with curvature in section 2.2; however, for the remainder of this section we shall consider the case in which they are constant over the grid, unless stated otherwise.

With these definitions in mind we say that a coarse graining $\langle \cdot \rangle^\beta$ on vector quantities is divergence-preserving at $\bar{v} \in \bar{V}$ if there exists a coarse-graining $\{ \cdot \}^\alpha$ on scalar quantities such that for any vector field $v$ defined at cell centres on the fine grid:

$$\left[ \nabla \cdot \langle v \rangle^\beta \right]_{\bar{v}} = \{ \nabla \cdot v \}^\alpha_{\bar{v}}$$

In section 2.1 we shall find averaging weights $\alpha, \beta$ such that the corresponding
coarse-grainings obey eq. (8) for all vector fields $v$. Here we remark that the definition of the vertical component of the curl in FESOM2, \( \frac{\partial u_2}{\partial x} - \frac{\partial u_1}{\partial y} \), is almost identical to the definition of divergence eq. (7), but instead of \( \Delta x_{v,c} \) there is another vector of the same magnitude, pointing along the direction of integration rather than normal to it. The explicit value of these vectors will not be important, only the fact that they point in one of three directions (up to a minus sign) and sum to zero. Therefore, any coarse-graining that preserves divergence will also preserve the $z$-component of the curl.

We also use the definition of gradient from FESOM2; this is calculated at cell $c$ by integrating over the cell, and then applying Stokes' Theorem to get an integral along edges, as shown in fig. 1b. The value of the scalar field at each edge is obtained by averaging the field from the vertices attached to the edge:

\[
[\nabla \phi]_c \approx \frac{1}{|A_c|} \int_{A_c} \nabla \phi dA = \frac{1}{|A_c|} \oint_{\partial A_c} \phi \mathbf{n} \, dl = \frac{1}{2|A_c|} \sum_{v \in \mathcal{V}(c)} \phi_v \Delta x_{v,c}
\]

where $A_c$ is the area of cell $c$, $\mathbf{n}$ is the outward-pointing normal, and $\mathcal{V}(c)$ is the set of vertices attached to cell $c$. The gradient $\nabla \phi$ on the coarse grid is defined similarly. As with the divergence, the gradient in FESOM2 also accounts for the curvature, though the present work only considers the flat space case.

We say that a coarse-graining \( \{ \cdot \}^{\alpha'} \) on scalar quantities is gradient-preserving at $\bar{c} \in \bar{C}$ if there exists a coarse-graining \( \langle \cdot \rangle^{\beta'} \) on vector quantities such that:

\[
\left[ \nabla \{ \phi \}^{\alpha'} \right]_{\bar{c}} = \langle \nabla \phi \rangle^{\beta'}_{\bar{c}}
\]

In section 3.1 we shall find averaging weights $\alpha', \beta'$ such that the corresponding coarse-grainings obey eq. (10) for all scalar fields $\phi$ defined on the fine grid. We then verify numerically that our proposed coarse-graining is successful in reducing the error.
2. Divergence-Preserving Coarse-Graining

2.1. Derivation of Divergence-Preserving Coarse-Graining

With the definitions given in section 1.1, we may derive a condition on the averaging weights for \( \langle \cdot \rangle^\beta \) to be a divergence-preserving coarse-graining. Combining eq. (7) with eq. (8) gives us:

\[
\sum_{v \in V} \alpha(\bar{v}, v) \frac{1}{2 |A_v|} \sum_{c \in C(v)} v_c \cdot \Delta x_{v,c} = \sum_{c \in C(\bar{v})} \sum_{c \in C} \beta(\bar{c}, c) v_c \cdot \Delta \bar{x}_{\bar{c}, \bar{c}} \]

and eq. (11) must hold for all vector fields \( v \). We therefore re-arrange the sums in order to equate coefficients of \( v_c \). On the left-hand side of eq. (11) we sum firstly over all fine-grid vertices \( v \in V \); then for each such vertex \( v \) we sum over all cells attached to that vertex. This is equivalent to summing over all fine-grid cells \( c \) then over all vertices in \( V \) that border the cell \( c \). On the right-hand side the two sums are independent and therefore we can simply switch them. Thus:

\[
\sum_{c \in C} \sum_{\{v \in V : c \in C(v)\}} \frac{|\bar{A}_v|}{|A_v|} \alpha(\bar{v}, v) v_c \cdot \Delta x_{v,c} = \sum_{c \in C} \sum_{\bar{c} \in C(\bar{v})} \beta(\bar{c}, c) v_c \cdot \Delta \bar{x}_{\bar{c}, \bar{c}} \]

Equating coefficients of \( v_c \) in eq. (12), we find that \( \langle \cdot \rangle^\beta \) is divergence-preserving at vertex \( \bar{v} \in \bar{V} \) if there exists a coarse-graining \( \{ \cdot \}^\alpha \) such that for all \( c \in C \):

\[
\sum_{\{v \in V : c \in C(v)\}} \frac{|\bar{A}_v|}{|A_v|} \alpha(\bar{v}, v) \Delta x_{v,c} = \sum_{\bar{c} \in C(\bar{v})} \beta(\bar{c}, c)^T \Delta \bar{x}_{\bar{c}, \bar{c}} \]

Equation (13) is quite general and even holds in the case of irregular meshes, the cells of which are of any convex shape (in that case \( \Delta x_{v,c} \) is orthogonal to the vector connecting the two vertices of cell \( c \) that share an edge with \( v \)).

Here, however, we only consider regular triangular meshes. Let us suppose that the vertex \( \bar{v} \) is situated at some point in the domain which is far from the boundary so that we may assume a translational symmetry in the grid. Therefore, \( \beta(\bar{c}, c) \) should depend only on the relative position of the centres of cells \( \bar{c} \) and \( c \), not on the absolute position within the grid. Similarly, \( \alpha(\bar{v}, v) \) should not depend on the position of \( \bar{v} \), only the relative position of
It is convenient to define a metric \( d : \mathcal{G} \times \mathcal{G} \to \mathbb{N} \cup \{0\} \) on vertices such that \( d(v, v') \) is an integer equal to the minimum number of fine-grid edges we must traverse in order to arrive at vertex \( v' \) starting from vertex \( v \). Because of the translational symmetry we suppose \( \alpha(\bar{v}, v) \) depends only on \( d(\bar{v}, v) \) and therefore we write \( \alpha(\bar{v}, v) := \alpha_{d(\bar{v}, v)} \). Further, we assume that \( \alpha_n = 0 \) for \( n \geq N \); that is, we set \( \mathcal{V}(\bar{v}) = \{ v \in \mathcal{V} : d(\bar{v}, v) < N \} \). Then there are \( N \) variables \( \alpha_0, \alpha_1, \ldots, \alpha_{N-1} \) to determine. We also specify \( \mathcal{C}(\bar{c}) \) by setting \( \beta(\bar{c}, c) = 0 \) unless \( c \) is contained in \( \bar{c} \). With this assumption the sum on the right-hand side of eq. (13) has only one term.

Since the mesh is regular and triangular there are (up to a minus sign) only three possible values for \( \Delta x_{\bar{c},c} \). We denote these vectors \( \Delta x_i \) and note that \( \sum_{i=1}^{3} \Delta x_i = 0 \). On the coarse-grid the corresponding vectors are simply rescaled by the ratio of resolutions: \( \Delta \bar{x}_i = N \Delta x_i \).

Suppose \( c \) is an upward-pointing fine-grid cell contained in an upward-pointing coarse-grid cell \( \bar{c} \), as shown in fig. 4. And let us consider the coarse-grid vertices \( \bar{v}_i \) in turn. Then eq. (13) gives, for \( i = 1, 2, 3 \):

\[
\beta(\bar{c}, c)^T \Delta x_i = N \alpha(\bar{v}_i, v_1) \Delta x_1 + N \alpha(\bar{v}_i, v_2) \Delta x_2 + N \alpha(\bar{v}_i, v_3) \Delta x_3
\]  

(14)

where we have used the fact that on a regular grid with \( \bar{v}, v \) away from the boundary the ratio of areas is \( |A_{\bar{v}}| / |A_v| = N^2 \). Further, we notice that since \( c \) is an upward-pointing triangle, we have \( d(\bar{v}_i, v_{i+1}) = d(\bar{v}_i, v_i) + 1 \). We may therefore use the fact that \( \sum_{i=1}^{3} \Delta x_i = 0 \) to write:

\[
\beta(\bar{c}, c)^T \Delta x_i = N \left( \alpha_{d(\bar{v}_i,v_i)} - \alpha_{d(\bar{v}_i,v_{i+1})+1} \right) \Delta x_i
\]  

(15)

We obtain an identical result when \( c \) is a downward-pointing triangle. Summing eq. (15) over \( i = 1, 2, 3 \) allows us to deduce that:

\[
\alpha_{d(v_{i+1},v_i)} - \alpha_{d(v_{i+1},v_{i+1})+1} = \alpha_{d(v_i,v_{i+1})} - \alpha_{d(v_i,v_i)+1}
\]  

(16)

Equation (16) holds for \( v_i, v_{i+1} \) being the vertices of any cell \( c \) contained in the cell \( \bar{c} \) with vertices \( \bar{v}_i, \bar{v}_{i+1} \). A direct consequence of eq. (16) when combined with eq. (15) is that \( \beta(\bar{c}, c) \) must all be equal and proportional to the identity. But \( \mathcal{C}(\bar{c}) \) contains \( N^2 \) elements therefore by eq. (6a) we find:

\[
\beta(\bar{c}, c) = \frac{\chi_{\bar{c}}(\bar{c})}{N^2} \mathbb{I}
\]  

(17)
where $\chi_{C(c)}(c)$ is the indicator function, equal to 1 if $c \in C(\bar{c})$ and 0 otherwise. It is readily verified that the solution given by eq. (17) satisfies eq. (6b). Furthermore, we deduce from eqs. (15) and (17) that for all $n \leq N$ we have:

$$\alpha_n - \alpha_{n+1} = \frac{1}{N^3}$$

(18)

Then we can use the fact that $\alpha_N = 0$ to solve inductively, giving the result, for $n < N$:

$$\alpha_n = \frac{1}{N^2} \left(1 - \frac{n}{N}\right)$$

(19)

For $n > 0$ there are $6n$ vertices at distance $n$ from a coarse-grid vertex $\bar{v}$, so we can verify eq. (4a) since $\sum_{v \in V(\bar{v})} \alpha(\bar{v}, v) = \frac{1}{N^2} \left(1 + 6 \sum_{n=1}^{N-1} n \left(1 - \frac{n}{N}\right)\right) = 1$.

Moreover, since we are considering a regular grid, the areas obey $|A_v|/|\bar{A}_v| = |A_c|/|\bar{A}_c| = 1/N^2$ for cells and vertices located away from the boundaries. Therefore, eq. (4d) also holds for vertices $v$ away from the boundary, as does eq. (4a′) with $\kappa(\bar{v}, v) = \left(1 - \frac{d(\bar{v}, v)}{N}\right) \chi_{V(\bar{v})}(v)$ which satisfies $\sum_{\bar{v} \in V} \kappa(\bar{v}, v) = 1$. $\beta$ similarly obeys eqs. (6d) and (6a′) for $c$ away from the boundary, with $\lambda(\bar{c}, c) = \chi_{C(c)}(c)\mathbb{I}$. Therefore, we find that at points away from the boundaries, the solutions for $\alpha, \beta$ given in eqs. (17) and (19) define a divergence-preserving coarse-graining; these coarse-grainings also give a good approximation to the original fields, as they obey eqs. (4b) and (6b); and they preserve integrals, since eqs. (4d) and (6d) also hold.

We may also extend our solution to the boundaries provided the boundaries of the fine and coarse grids coincide. If $\bar{v}$ is a boundary vertex in the coarse grid then its corresponding vertex area $|\bar{A}_v|$ will not be the same as the vertex area of a vertex located off the boundary. Therefore we use the following generalisation of eq. (19):

$$\alpha(\bar{v}, v) = \left(1 - \frac{d(\bar{v}, v)}{N}\right) \frac{|A_v|}{|\bar{A}_v|} \chi_{V(\bar{v})}(v)$$

(20)

It can be shown using similar arguments to before that the choice given in eq. (20) obeys eq. (13) with the same $\beta(\bar{c}, c)$ as before. Moreover, eq. (20) can be shown to satisfy eqs. (4d) and (4a′) with $\kappa(\bar{v}, v) = \left(1 - \frac{d(\bar{v}, v)}{N}\right) \chi_{V(\bar{v})}(v)$;
eq. (4a) is also satisfied on a regular grid. The averaging weights given by eq. (20) do not however, satisfy eq. (4b).

A difficulty arises where the fine-grid boundary contains cells which lie outside the boundary of the coarse-grid. Such is the case for the model we use for our numerical results, in which the north-east and south-west corners of the domain are resolved differently in the fine and coarse grids; the south-western corner is shown in fig. 5 for $N = 2$. The $\alpha, \beta$ derived above will not satisfy eq. (13) and eq. (6a) at the corners because, for example, the $\alpha$-averaging onto vertex $\bar{v}_1$ includes vertices which lie outside the boundary of the coarse grid, while the averaging onto coarse-grid cells $\bar{c}_0, \bar{c}_{\pm 1}$ does not include the cells which lie outside the coarse-grid boundary. It is unclear at present how to define $C(\bar{c})$ and $V(\bar{v})$ at these points such that it is possible to find $\alpha(v, \cdot)$ and $\beta(\bar{c}, \cdot)$ obeying eq. (13). Further investigation is needed into the divergence-preserving problem at the boundary and this is a potential subject for future study.

It is possible to define an integral-preserving coarse-graining on vector fields at such boundaries by, for example, choosing $C(\bar{c}_0)$ to include the cells contained in $\bar{c}_0$, along with the adjacent fine-grid cells which lie outside the coarse-grid boundary. Equation (6d) then gives $\beta(\bar{c}_0, c) = \frac{1}{N^2} I$ on these cells. With this choice eq. (6a)$'$ holds with $\lambda(\bar{c}_0, c) = I \chi_{C(\bar{c}_0)}(c)$ and so this defines an integral-preserving coarse graining.

2.2. Effect of Curvature

A further potential to extend the ideas explored herein would be to take into account irregular meshes, or those with curvature. As mentioned previously, the formula for computing divergences in FESOM2 is the same as that given in eq. (7), but now $|A_c|, |A_v|$ and $\Delta x_{v,c}$ vary with latitude. Concretely, we write $|A_c| = |A| \cos y_c$, where $|A|$ is a constant area and $y_c$ denotes the latitude of the centre of cell $c$. We also have a distortion of the normal vectors: $\Delta x_{v,c} = D(c) \Delta \bar{x}_{v,c}$, where $D(c) = \begin{pmatrix} 1 & 0 \\ 0 & \cos y_c \end{pmatrix}$ and $\Delta \bar{x}_{v,c}$ are the corresponding flat-grid vectors, as used previously. It is convenient to define re-scaled $\alpha$ and $\beta$, so we let $\tilde{\alpha}(\bar{v}, v) := \frac{|A_v|}{A_v |A_v|} \alpha(\bar{v}, v)$ and $\tilde{\beta}(\bar{c}, c) := D(\bar{c}) \beta(\bar{c}, c) D(c)^{-1}$. By doing this we recover eq. (14) but with $\alpha \to \tilde{\alpha}$, $\beta \to \tilde{\beta}$, and $\Delta x_{v,c} \to \Delta \bar{x}_{v,c}$. Therefore the divergence-preserving
solution is given by \( \tilde{\alpha}(\tilde{v}, v) = \frac{1}{N^2} \left( 1 - \frac{d(\tilde{v}, v)}{N} \right) \chi_{\mathcal{V}(\theta)}(v) \) and \( \tilde{\beta}(\tilde{c}, c) = \frac{x_{\mathcal{C}(\tilde{c})} c}{N^2} \chi_{\mathcal{C}(\tilde{c})}(c) \) away from the boundaries; equivalently \( \alpha(\bar{v}, v) = \frac{|A_v|}{|A_v|} \left( 1 - \frac{d(\bar{v}, v)}{N} \right) \chi_{\mathcal{V}(\theta)}(v) \) and \( \beta(\bar{c}, c) = \frac{x_{\mathcal{C}(\bar{c})} c}{N^2} D(\bar{c})^{-1} D(c) \). This choice of \( \alpha \) obeys eqs. (4d) and (4a) and away from the corners, with \( \kappa(\bar{v}, v) = \left( 1 - \frac{d(\bar{v}, v)}{N} \right) \chi_{\mathcal{V}(\theta)}(v) \). Thus, the coarse-graining defined by \( \alpha \) is integral-preserving away from the corners. The coarse-graining defined by \( \beta \) obeys neither eq. (6a) nor eq. (6a'). We can, however, show that \( \sum_{c \in \mathcal{C}(\bar{c})} \cos y_c = N^2 \cos \bar{y}_c (1 + O(N^2 \Delta x^2)) \) and therefore \( \sum_{c \in \mathcal{C}(\bar{c})} \beta(\bar{c}, c) = \mathbb{I} + \begin{pmatrix} 1 & 0 \\ 0 & O(N^2 \Delta x^2) \end{pmatrix} \), so that eq. (6a) is satisfied in the \( x \)-direction, and satisfied up to \( O(N^2 \Delta x^2) \) in the \( y \)-direction.

For \( \langle \cdot \rangle^\beta \) to be integral-preserving we would need \( \beta(\bar{c}, c) = \frac{|A_c|}{|A_c|} \chi_{\mathcal{C}(\bar{c})}(c) \mathbb{I} \) so that eq. (6a) is satisfied as long as for each \( c \in \mathcal{C} \) there is exactly one \( \bar{c} \in \mathcal{C}(\bar{c}) \) with \( c \in \mathcal{C}(\bar{c}) \). In this case eq. (6a') also holds with \( \lambda(\bar{c}, c) = \chi_{\mathcal{C}(\bar{c})}(c) \mathbb{I} \). At the corners we can use the same prescription as before, averaging the cells outside the coarse boundary onto the adjacent cell inside the boundary. This solution, however, will not be divergence-preserving. Thus when coarse-graining vector fields on grids with curvature we can choose a divergence-preserving coarse-graining which approximately obeys eq. (6a) and which does not preserve integrals; or we can choose an integral-preserving coarse-graining which does not preserve divergences.

### 2.3. ALE coordinates

One of our motivations for defining a divergence-preserving coarse graining was in order to give the correct vertical velocity when computed on the coarse grid. However, FESOM2 may be configured to use Arbitrary Lagrangian-Eulerian (ALE) coordinates, which allows the thicknesses of the vertical layers to vary in time. Details on how ALE coordinates are implemented can be found in [16], but here we repeat some of the relevant aspects. In particular, the vertical velocities, since they are now defined at moving vertical coordinates, are given by:

\[
w_k = w_{k+1} - \partial_t h_k - [\nabla \cdot (h \mathbf{u})]_k
\]

where \( h_k \) is the thickness of layer \( k \) (defined at vertices), and \( k \) increases with depth so that \( h_0 \) is the thickness of the surface layer, etc. The evolution of
the layer thicknesses, \( \partial_t h_k \) is specified as one of several options. The fixed-layer case \( \partial_t h_k = 0 \) we have already considered. Another popular option is to use so-called \( z^* \) coordinates in which the change in the total layer thickness \( \hat{h} := \sum_k h_k - H \) is distributed over all layers, so that we impose \( \partial_t h_k = \frac{h_0^k}{H} \partial_t \hat{h} \), where \( h_0^k \) is the initial thickness of layer \( k \). The evolution of the total layer thickness is given by:

\[
\frac{\partial}{\partial t} \hat{h} = -\nabla \cdot \int_{-H}^{0} u dz = -\nabla \cdot \sum_k (h u)_k
\]

and so in this case the vertical velocity is given by:

\[
w_k = w_{k+1} + \frac{h_0^k}{H} \left[ \nabla \cdot \sum_k (h u)_k \right] - \nabla \cdot (h u)_k
\]

In the expression \( h u \), \( h \) must be defined at cell centres, and in FESOM2 this is calculated this via an average over surrounding vertices: \( h_c := \frac{1}{3} \sum_{v \in V(c)} h_v \). There are two divergences to be calculated in eq. (22), and we note that these may be preserved if we coarse grain the velocities according to \( \bar{\vec{u}}_c := \langle h u \rangle_c / \bar{h}_c \), where \( \langle \cdot \rangle \) is a divergence-preserving coarse-graining and \( \bar{h}_c \) is the layer thickness at cell \( \bar{c} \) in the coarse grid. Thus by making a small modification we are able to adapt the coarse-graining method to obtain the correct vertical velocity when \( z^* \) coordinates are used.

Other versions of ALE coordinates are available, and the method for defining the coarse-grained velocity is likely to be different in those cases; indeed it may not be possible for all methods to define an appropriate coarse-graining that preserves the vertical velocity. However, we do not consider every possible choice in the present work, but merely include this as an example of how the method may be adapted.

2.4. Numerical results

Here we take the special case \( N = 2 \) and verify our results numerically using output from FESOM2 [16]. The definition of divergence used in the model is slightly different from that given in eq. (7) because FESOM2 takes into account curvature and so there are additional factors of \( \cos y \) (where \( y \) is the latitude) in the cell and vertex cell areas, and in the normals. Therefore, we do not expect our coarse-graining to preserve the divergence exactly. For our model set-up we use a domain \([0, 40^\circ] \times [30^\circ, 60^\circ] \times [0, -1600m]\) in the longitude, latitude and vertical directions respectively. For the fine-grid we use vertices spaced at intervals of 1/4° in the latitude and longitude directions. For the coarse-grid we use a spacing of 1/2°. In both grids the vertical
resolution contains 23 layers, spaced closer together towards the surface of the domain. We do not use ALE coordinates, so layer thicknesses are fixed. The flow is driven by a wind-forcing at the surface and temperature relaxation at the northern and southern boundaries.

We run the fine-grid model for one year (after 20 years of spin-up) and save the output horizontal velocities every 5 days. We then consider a coarse-graining consisting of the four-point average shown in fig. 2b i.e. in order to obtain the velocity on a coarse-grid cell, we average over all fine-grid cells contained in that cell. According to the results of section 2.1 the divergence-preserving coarse-graining will have \( \beta_0 = \beta_1 = \frac{1}{4} \). Here we use a range of values: \( \beta_1 = 0, 1/6, 1/4, 1/3 \) so that \( \beta_0 = 1, 1/2, 1/4, 0 \) (since \( \beta_0 = 1 - 3\beta_1 \)). We also consider a further coarse-graining, called the ‘vertex-cell averaging’ (henceforth VC averaging), which consist of averaging from cells (weighted by cell area) onto vertices, then averaging back onto cells (this is described in Appendix C of [20]). Furthermore, we include a divergence-preserving solution modified to take into account the curvature, i.e. \( \beta(\bar{c},c) = \frac{1}{\sqrt{2}} D(\bar{c})^{-1} D(c) \chi_{\mathcal{C}(\bar{c})}(c) \) with \( \mathcal{C}(c) \) consisting of exactly the fine-grid cells contained in \( \bar{c} \). Finally, we consider an integral-preserving coarse-graining \( \beta(\bar{c},c) = \frac{|A_c|}{|\bar{A}|} \chi_{\mathcal{C}(\bar{c})}(c) I \) where \( \mathcal{C}(\bar{c}) \) consists of those fine grid cells contained in \( \bar{c} \), but if \( \bar{c} \) lies on a boundary such that there are fine grid cells outside the boundary of the fine grid adjacent to \( \bar{c} \), then these cells are also included in \( \mathcal{C}(\bar{c}) \).

After computing the coarse-grained solutions we run FESOM2 on the coarse grid and load in the coarse-grained velocities, so that the corresponding vertical velocities are calculated online. The resulting \( w \) fields in the surface layer are shown in fig. 6. We see that taking \( \beta_1 = \beta_0 = 1/4 \), as we derived in section 2.1 gives a noticeable improvement over the other values and over the VC averaging. In these latter cases we see grid effects appearing in the vertical velocities calculated on the coarse grid. However, when we average with \( \beta_1 = 1/4 \) these effects largely disappear, leaving a field strongly resembling the reference solution. A significant discrepancy is the presence of large vertical velocities in the north-east and south-west corners of the domain; this is a result of the fact that the boundary of the fine grid differs slightly from the boundary of the coarse grid at these points. There also seem to be some artificial streaks in the domain, with some of the large-scale structures dis-
torted. The vertical velocity field in the top layer which results from the integral-preserving choice, \( \beta(\bar{c}, c) = |A_c| \chi_{C(\bar{c})}(c) I \) is almost identical to the vertical velocity in the case \( \beta = 1/4 \), though the error in the north-east corner seems to have grown; the large-scale streaks are also present in this case. For the coarse-graining defined by \( \beta(\bar{c}, c) = \frac{1}{N^2} D(\bar{c})^{-1} D(c) \chi_{C(\bar{c})}(c) \) the large-scale streaks seem to have been eliminated, indicating that this source of error was indeed caused by not taking the curvature into account. Some errors remain in the corners of the domain.

The relative \( L^1 \) errors between the coarse-grid vertical velocities in the top layer and those of the reference solution are shown in fig. 7. There we see that there is a significantly smaller error in the case \( \beta_1 = 1/4 \) than in the cases with other choices of \( \beta_1 \) and a much smaller error than the VC averaging. However, a slightly smaller error is achieved with the integral-preserving coarse-graining, while a significant reduction in error occurs in the coarse-graining taking curvature into account. Figure 8 shows that, apart from in the top layer, the difference between \( \beta_1 = 1/4 \), \( \beta(\bar{c}, c) = \frac{1}{N^2} D(\bar{c})^{-1} D(c) \chi_{C(\bar{c})}(c) \) and \( \beta(\bar{c}, c) = |A_c| \chi_{C(\bar{c})}(c) I \) is minimal. Towards the top layers these have a lower error than all other coarse-grainings. In the lower depths, however, the case \( \beta_1 = 1/3 \) gives a slight improvement over these methods. The reason for this could be that the divergence-preserving solution does not obey eq. (4a) exactly and the other two are not exactly divergence-preserving. Moreover, at lower depths there are more small-scale spatial features, which means that relatively large point-wise errors may arise; thus since \( \beta_1 = 1/3 \) gives a smoother field the overall error is reduced.

3. Gradient-Preserving Coarse-Graining

3.1. Derivation of Gradient-Preserving Coarse-Graining

We also wish to compute a coarse-graining on scalar quantities such that the gradient is preserved, and we follow a similar approach to that used in Section 2. Applying the definitions of coarse-graining on scalar and vector quantities, we find a condition analogous to eq. (13). That is, \( \{ \cdot \} \) is a gradient-preserving coarse-graining at \( \bar{c} \in C(\bar{c}) \) if there exists a coarse-
graining $\langle \cdot \rangle^{\beta'}$ such that for all fine-grid vertices $v \in \mathcal{V}$:

$$
\sum_{\{c: v \in \mathcal{V}(c)\}} \frac{|A_c|}{|A_{\bar{c}}|} \beta'(\bar{c}, c) \Delta x_{\bar{c}, c} = \sum_{\bar{v} \in \mathcal{V}(\bar{c})} \alpha' (\bar{v}, v) \Delta x_{\bar{v}, \bar{c}}
$$

(23)

Equation (23) is similar to eq. (13), but there is a difference in the cells and vertices over which the sums range; therefore, the choices of $\mathcal{V}(\bar{v})$ and $\mathcal{C}(\bar{c})$ may also be different.

Let us consider the simplest possible choice for $\mathcal{V}(\bar{v})$, which is the set containing only the fine grid vertex which has the same location as the coarse-grid vertex $\bar{v}$; this means the scalar field is projected directly onto the coarse grid with no averaging. We can do this since the coarse-grid vertices are all contained in the fine grid. Explicitly, we have $\{\phi\}_{\bar{v}}^{\alpha'} = \phi_{\bar{v}}$, or equivalently $\alpha'(\bar{v}, v) = \delta_{\bar{v}, v}$. With this choice there is, for each $v \in \mathcal{V}$, at most one term on the right-hand side of eq. (23). For the cell averaging let $\mathcal{C}(\bar{c})$ contain precisely the fine-grid cells contained in $\bar{c}$.

If we first consider the case $N = 2$ so that, for example, if $\bar{c}$ is the cell shown in fig. 9, then we have $\mathcal{C}(\bar{c}) = \{c_0, c_1, c_2, c_3\}$ and $\mathcal{V}(\bar{v}) = \{\bar{v}_i\}$ for $i = 1, 2, 3$. Then eq. (23) becomes, for $i = 1, 2, 3$:

$$
\beta'_i \Delta x_i = \frac{1}{2} \Delta x_i
$$

(24a)

$$
\beta'_0 \Delta x_i = \beta'_{(i+1)} \Delta x_{i-1} + \beta'_{(i-1)} \Delta x_{i+1}
$$

(24b)

where $\beta_j := \beta(\bar{c}, c_j)$ for $j = 0, 1, 2, 3$. Moreover, since the matrices $\beta'_i$ are symmetric and positive semi-definite, their eigenvectors must be perpendicular; in particular, $\beta'_i$ has one eigenvector $\Delta x_i$ so the other must be in the perpendicular direction, which we shall denote $\Delta x_i^\perp$. Writing the three vectors explicitly we have $\Delta x_1 := (1, 1) \Delta x$, $\Delta x_1^\perp := (-1, 1) \Delta x$, $\Delta x_2 := (-1, 0) \Delta x$, $\Delta x_2^\perp := (0, -1) \Delta x$, $\Delta x_3 := (0, -1) \Delta x$, and $\Delta x_3^\perp := (-1, 0) \Delta x$. Let the eigenvalue corresponding to $\Delta x_i^\perp$ be denoted $\mu_i \geq 0$. Then eq. (24b) be-
comes:

\[ 0 = (\beta'_0 + \mu_2) \Delta x_3 + (\beta'_0 + \mu_3) \Delta x_2 \]  
(25a)

\[
\left( \beta'_0 + \mu_1 + \mu_3 - \frac{1}{2} \right) \Delta x_1^\perp = (\beta'_0 + \mu_3) \Delta x_1
\]  
(25b)

\[
\left( \beta'_0 + \mu_1 + \mu_2 - \frac{1}{2} \right) \Delta x_1^\perp = - (\beta'_0 + \mu_2) \Delta x_1
\]  
(25c)

This has a solution:

\[
\beta'_0 = \frac{1}{4} \left( \begin{array}{ccc} 1 - 4\mu_3 & -2\mu_1 & 2\mu_1 - 1 \\ 2\mu_1 - 1 & 1 - 4\mu_2 & -2\mu_1 \end{array} \right)
\]

\[
\beta'_1 = \frac{1}{4} \left( \begin{array}{ccc} 1 + 2\mu_1 & 1 - 2\mu_1 \\ 1 - 2\mu_1 & 1 + 2\mu_1 \end{array} \right)
\]

\[
\beta'_2 = \frac{1}{2} \left( \begin{array}{cc} 1 & 0 \\ 0 & 2\mu_2 \end{array} \right) \quad \beta'_3 = \frac{1}{2} \left( \begin{array}{cc} 2\mu_3 & 0 \\ 0 & 1 \end{array} \right)
\]

In order that \( \beta'_0 \) be positive semi-definite, we have the following restrictions on the values of \( \mu_i \):

\[
\mu_1 + \mu_2 + \mu_3 \leq \frac{1}{2} \]  
(27a)

\[
(\mu_2 + \mu_3)(1 - 2\mu_1) \leq 4\mu_2\mu_3 \]  
(27b)

Some re-arranging of eq. (27a) shows that the only non-negative values of \( \mu_i \) that satisfy these conditions have \( \mu_2 = \mu_3 = 0 \) and \( 0 \leq \mu_1 \leq \frac{1}{2} \). However, the solution eq. (26) satisfies eq. (6b) if and only if \( \mu_2 = \mu_3 = 1/2 \). Thus the direct projection cannot satisfy both eq. (6c) and eq. (6b) simultaneously. However, the fact that eq. (6b) is satisfied for the latter solution gives us that \( \nabla \{ \phi \}^{\alpha'} = (\nabla \phi)^{\beta'} \approx \nabla \phi \), up to order \( N^3 \Delta x^2 \), where \( \{ \cdot \}^{\alpha'} \) is the direct projection onto coarse-grid vertices. In both choices for \( \langle \cdot \rangle^{\beta'} \) the parameter \( \mu_1 \) is undetermined, and so there is a family of coarse-grainings that will all give the same result when applied to a scalar gradient. We therefore have several different options for defining the coarse-graining \( \langle \cdot \rangle^{\beta'} \), though none of these is entirely satisfactory. We shall therefore verify numerically in the next section that the coarse-graining by direct projection on scalar quantities does give a smaller error in the gradient than other methods of coarse-graining.
We may generalise the results above to general $N$. Let us again suppose that $\alpha'(\bar{v}, v) = \delta_{\bar{v},v}$ and that $\beta'(\bar{c}, c) = 0$ unless $c$ is contained in $\bar{c}$. Consider first an upward-pointing coarse-grid cell $\bar{c}$ with the fine-grid cells contained therein labelled as shown in fig. 10, so that $c_{ij}^+$ is the upward pointing-cell with its right-angled vertex at position $(i, j)$ relative to the right-angled vertex of $\bar{c}$. We write $c_{ij}^-$ to denote the downward-pointing cell that shares a hypotenuse with $c_{ij}^+$. Considering condition eq. (23) at each of the vertices of $\bar{c}$, we find:

$$\beta'(\bar{c}, c_{0,0}^+) \Delta x_1 = \frac{1}{N} \Delta x_1$$  
(28a)

$$\beta'(\bar{c}, c_{N-1,0}^+) \Delta x_2 = \frac{1}{N} \Delta x_2$$  
(28b)

$$\beta'(\bar{c}, c_{0,N-1}^+) \Delta x_3 = \frac{1}{N} \Delta x_3$$  
(28c)

At the fine-grid vertices on the boundary of the cell we find, for $i, j = 1, ..., N - 1$:

$$\beta'(\bar{c}, c_{i-1,0}^-) \Delta x_3 = \beta'(\bar{c}, c_{i-1,0}^+) \Delta x_2 + \beta'(\bar{c}, c_{i,0}^+) \Delta x_1$$  
(29a)

$$\beta'(\bar{c}, c_{0,j}^-) \Delta x_2 = \beta'(\bar{c}, c_{0,j}^+) \Delta x_3 + \beta'(\bar{c}, c_{0,j}^+) \Delta x_1$$  
(29b)

$$\beta'(\bar{c}, c_{i-1,N-i-1}^-) \Delta x_1 = \beta'(\bar{c}, c_{i-1,N-i}^+) \Delta x_2 + \beta'(\bar{c}, c_{i,N-i-1}^+) \Delta x_3$$  
(29c)

And considering all other vertices, we have, for $i, j = 1, ..., N - 2$ and $i + j \leq N - 1$:

$$0 = \left( \beta'(\bar{c}, c_{i,j}^+) - \beta'(\bar{c}, c_{i-1,j-1}^-) \right) \Delta x_1$$
$$+ \left( \beta'(\bar{c}, c_{i,j}^+) - \beta'(\bar{c}, c_{i-1,j}^-) \right) \Delta x_2$$
$$+ \left( \beta'(\bar{c}, c_{i,j}^+) - \beta'(\bar{c}, c_{i-1,j}^-) \right) \Delta x_3$$  
(30a)

It may be verified that one possible solution to conditions is given by taking:

$$\beta'(\bar{c}, c_{0,0}^+) = \begin{pmatrix} 1/N & 0 \\ 0 & 1/N \end{pmatrix}$$  
(31a)

$$\beta'(\bar{c}, c_{i,0}^+) = \begin{pmatrix} 1/N & 0 \\ 0 & 0 \end{pmatrix} \text{ for } i > 0$$  
(31b)

$$\beta'(\bar{c}, c_{0,j}^+) = \begin{pmatrix} 0 & 0 \\ 0 & 1/N \end{pmatrix} \text{ for } j > 0$$  
(31c)
and $\beta'(\bar{c}, c_{i,j}^\pm) = 0$ for $ij > 0$, $\beta'(\bar{c}, c_{i,j}^-) = 0$ for all $i,j$. What we have therefore shown is that if we compute the gradient after a direct projection, this gives the same result as averaging the meridional (zonal) fine-grid gradients calculated on cells adjacent to the meridional (zonal) boundaries of the coarse-grid cell. Equation (31) in the case $N = 2$ corresponds to setting $\mu_1 = \frac{1}{2}$, $\mu_2 = \mu_3 = 0$ in eq. (26). We see therefore that this method of averaging is by no means unique, and there may be others which give the same average gradient at the centre of $\bar{c}$. However, as we saw in the $N = 2$ case this solution does not satisfy eq. (6b). An alternative is to set $\beta'(\bar{c}, c_{i,j}^\pm) = \pm \frac{1}{N}$. This satisfies eq. (6b), though it violates eq. (6c). It is clear that all of the proposed choices for $\tilde{\alpha}$, $\tilde{\beta}$ here are not integral-preserving and so are not suitable for comparing domain-averaged quantities. It remains unclear whether or not a more satisfactory solution exists, but we proceed numerically and observe in the next section that the direct projection does give a good approximation to the fine-grid gradient.

3.2. Numerical Results

Here we use the same model set-up as in section 2 to verify our results. The pressure is calculated according to the formula given in [16], but with a linear equation of state $b(T) = \kappa(T - T_0)$ so that $p(x,z) = g\left(\eta - \kappa \int_z^0 (T - T_0) dz'\right)$, where $\eta$ is the sea surface height, $T$ is the temperature, and $\kappa, T_0$ are constants. We do the coarse-graining on $\eta$ and $T$, and since pressure depends linearly on these variables, this is equivalent to coarse-graining $p$ directly. If the equation of state were not linear then this would not be possible and the method for coarse-graining may vary depending on the application. This is because it is not necessarily the case that $b(\{T\}^{\alpha'}) = \{b(T)\}^{\alpha'}$. Thus if we want to preserve the buoyancy gradient we may need to search for coarse-grainings that obey $\langle \nabla b(T) \rangle^{\alpha'} = \nabla b(\{T\}^{\alpha'})$. However, this will depend on what the equation of state is and whether such a coarse-graining will exist is unclear, and beyond the scope of the present work.

We consider several options for the coarse graining, with the averaging done according to that shown in fig. 2a. Explicitly, for each vertex we perform a seven-point average with weights $\alpha_0'$ on the central vertex and $\alpha_1'$ on the remaining vertices. Note that $\alpha_0' = 1 - 6\alpha_1'$, so $0 \leq \alpha_1' \leq 1/6$; therefore, we consider the set of values: $\alpha_1' = 0, 1/12, 1/10, 1/8, 1/6$. The case $\alpha_1' = 0$
corresponds to direct projection and should preserve the gradient, according to the results derived in section 3.1. At the boundaries we use $\alpha'_0 \rightarrow \frac{\alpha'_0}{\alpha'_0 + n\alpha'_1}$ and $\alpha'_1 \rightarrow \frac{\alpha'_1}{\alpha'_1 + n\alpha'_1}$, where $n$ is the number of vertices connected by a fine-grid edge to the boundary vertex around which we average. However, in our calculations of error we exclude the boundaries so this choice will not affect our conclusions.

If we plot the coarse-grid gradients of the coarse-grained pressures, then we find that there is almost no visible difference between these and the fine-grid pressure gradient. We therefore do not include a plot of this. However, we plot the $L^1$ error of the surface pressure gradient in fig. 11. We see here that there is a small difference in error between the different coarse graining methods, but generally the direct projection $\alpha'_1 = 0$ gives the lowest error, as expected. We also see in fig. 12 that at other depths the direct projection continues to be the best at reducing the error and in fact the improvement becomes more noticeable at these depths.

4. Summary and Discussion

This study has scratched the surface of the complex and multi-faceted coarse-graining problem, and we have proposed various methods for approaching the problem; there is no objectively preferred method, but the way in which coarse-graining should be done depends on the particular application, and on what properties of the variable should be carried over to the coarse grid. Here we have developed methods with a view to applications in Primitive Equation models and therefore have considered divergences and scalar gradients, since these are used in the calculation of important quantities such as vertical velocities and pressure gradients. We have shown that performing coarse-graining in a naïve way has the potential to give rise to large errors.

We have derived a general condition for divergence-preservation on B-grids and applied this to a regular triangular mesh to derive a coarse-graining which is divergence-preserving and integral-preserving away from the boundary. The solution may also be extended to boundaries which coincide in the fine and coarse grids. Where this is not the case it is possible to retain the integral-preservation property though it remains unclear how to
preserve the divergence at these locations. We have further generalised the result to the case of a curved mesh and showed that a divergence-preserving coarse-graining exists which takes the curvature into account. This latter coarse-graining was the most successful in reducing errors in the vertical velocity, as we demonstrated in numerical simulations. We also showed that a divergence-preserving coarse-graining may be extended to models using \( z^* \)-coordinates.

In the gradient case we have derived general conditions for the averaging weights to preserve the gradient and found such weights. These weights do not have the integral-preserving property, but we show numerically that the coarse-graining consisting in a direct projection onto the coarse grid preserves the gradient better than other methods.

This work opens a wide variety of possibilities for future development. The most obvious is to further analyse the coarse-graining problem at boundaries that do not coincide in the two grids. We could also extend the work to other operators such as the Laplacian operator, which appears in the eddy forcing as stated in [4]. Additionally, many ocean models use grids different from those considered in the present work. For example, MOM5 uses a B-grid on a square mesh [21], while ICON [22] uses a C-grid on a triangular mesh and MITgcm [23] uses a C-grid on a square mesh. For B-grids with alternative geometries eq. (13) and eq. (23) are still valid, but for grids with different variable placements new conditions would need to be derived. This work may also act as a starting point for the reverse problem, that of interpolation, i.e. defining a field on a fine grid that has the same divergence, gradient, total integral, etc as a given coarse-grid field. This could be done by using the conditions derived in the present work and ensuring that when the interpolated solution is coarse-grained back to the coarse grid, the required operator is preserved. An investigation in this direction is a promising idea for future study.
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5. Figures

(a) Definition of divergence for finite volume methods on Arakawa-B grids. Velocities $\mathbf{u}$ are defined at cell centres, so divergence is defined via an integral over the vertex cell and an application of the divergence theorem gives the result as an integral over the boundary of the vertex cell of the dot product of the velocity with the outward-pointing normal.

(b) Definition of scalar gradient for finite volume methods on Arakawa-B grids. Scalar quantities such as temperature $T$ are defined at vertices and so scalar gradients are defined at cell centres by means of an integral over the cell and an application of Stokes' Theorem.

Figure 1: Definitions of divergence and gradient for finite-volume methods with Arakawa-B placement.
(a) Seven-point average over a vertex and its immediate neighbours. 

(b) Four-point average on cells.

Figure 2: Examples of averages on vertices and cells.

Figure 3: Averaging to preserve divergence in the case $N = 2$. We calculate the averaged divergence $\{\nabla \cdot \mathbf{u}\}^\alpha$ at coarse-grid vertex $\bar{v}$ by computing the individual fine-grid divergences at each of the green vertices (via an integral over the blue vertex cell boundary), then averaging. We compute the coarse-grid divergence $\nabla \cdot (\mathbf{u})^\beta$ by averaging velocities onto coarse-grid cells then integrating around the red line to get the coarse-grid divergence.
Figure 4: Fine grid cell contained within coarse grid cell for general $N$. Equation (13) must hold for every fine-grid cell $c$ and every coarse-grid vertex $\bar{v}$. If we take $\beta(\bar{c}, c)$ to be non-zero only if $c$ is contained in $\bar{c}$ then we have three equations for each $\beta(\bar{c}, c)$, corresponding to each of the coarse-grid vertices of $\bar{c}$.

Figure 5: Corner of meshes used in FESOM2 runs for $N = 2$. The thick dotted lines are the boundary of the coarse grid, while the thin dotted lines are the edges of fin-grid cells. At each corner there are three cells in the fine grid not contained in the coarse grid.
Figure 6: Snapshot of vertical velocities at the surface. Panel (a) is the reference solution on the fine grid. Panels (b)-(h) are the coarse-grid vertical velocities calculated from various applications of coarse-graining. (b)-(e) use the coarse-graining shown in fig. 2b and (f) uses the vertex-cell averaging. (g) uses an exactly divergence-preserving coarse-graining taking the curvature of the mesh into account. (h) is an integral-preserving coarse-graining.

Figure 7: Relative $L_1$ error between $\bar{w}$ calculated from coarse-grained velocities and the fine grid $w$ projected directly onto coarse mesh. The $L_1$ error is given by $E[w, \bar{w}] = \int |w - \bar{w}| d^2x / \int |w| d^2x$ and in the integral we exclude points at a perpendicular distance of $1.5^\circ$ from the lateral boundaries. The error is plotted at the surface.
Figure 8: Time-average of relative $L^1$ error in vertical velocity, at different depths. Time-average excludes first five points.
Figure 9: Averaging to preserve scalar gradients in the case $N = 2$. On vertices we do direct projection. On cells we average over the four fine-grid cells contained within a coarse-grid cell.
Figure 10: Fine grid cell contained within coarse grid cell for general $N$. Equation (23) must hold for every fine-grid vertex $v$ and every coarse-grid cell $\bar{c}$. We label the upward-pointing cells according to the position of the vertex at its right-angle, denoting as $c_{ij}^+$ the cell located at $i$ vertices horizontally and $j$ vertices vertically from the right-angle corner of $\bar{c}$. The cell denoted by $c_{ij}^-$ is the downward-pointing cell sharing a hypotenuse with $c_{ij}^+$. 
Figure 11: Relative $L_1$ error in $\nabla p$ at surface, compared to reference solution. The $L_1$ error is given by $E[\nabla p, \nabla \bar{p}] = \int |\nabla p - \nabla \bar{p}| d^2x / \int |\nabla \bar{p}| d^2x$ and in the integral we exclude points at a perpendicular distance of 1.5$^\circ$ from the lateral boundaries. The error is plotted for the surface layer.

Figure 12: Time-average of relative $L^1$ error in pressure gradient, at different depths. Time-average excludes first five points.
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