Stochastic Learning-Based Artificial Neural Network Model for an Automatic Tuberculosis Detection System Using Chest X-Ray Images
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ABSTRACT Tuberculosis (TB) is still one of the most serious health issues today with a high fatality rate. While attempts are being made to make primary diagnosis more reliable and accessible in places with high tuberculosis rates, Chest X-rays has become a popular source. However, specialist radiologists are required for the screening process, which could be a challenge in developing countries. For early diagnosis of tuberculosis utilizing CXR images, a complete automatic system of tuberculosis detection can decrease the need for trained staff. Various deep learning and machine learning technologies have been introduced in recent years for examining digital chest radiographs for TB-related variances with the goal of reducing inter-class reader variability and reproducibility, as well as providing radiologic services in areas where radiologists are not available. Tuberculosis is sometimes misclassified as other conditions with similar radiographic patterns as a result of CXR images, resulting in inefficient therapy. The current approach, however, is limited to Computer-Aided Detection (CAD), which has only been evaluated with non-deep learning models. Deep neural networks open potentially new avenues for tuberculosis treatment. There are no peer-reviewed studies comparing the effectiveness of various deep learning systems in detecting TB anomalies, and none compare multiple deep learning systems with human readers. In this paper, the aim of the proposed method is to develop an efficient tuberculosis detection system based on stochastic learning with artificial neural network (ANN) model by random variations using Chest X-ray images. This approach can able to incorporate random functions into the network, either by assigning stochastic transfer functions to the network or by assigning stochastic weights to the network. This proposed method is to learn features from CXR images and optimize the parameters of an ANN model by randomly mixing the training dataset before each iteration, resulting in varied ordering of model parameter updates. Furthermore, in a neural network, model weights are frequently initialized at a random beginning point. By focusing on randomness functions with optimization, the proposed technique achieved great accuracy. The motivation of the proposed method is to detect abnormalities in CXR with the different levels of complexity of TB by strong or weak evidence with different deep geometric contexts such as shape, size, cavitation, and density. ANN’s primary benefit is extracting hidden linear and non-linear inter-relationships of high-dimensional and complex data. The proposed method was systematically tested with the Shenzhen and Montgomery datasets using metrics such as sensitivity, specificity, and accuracy, and it was discovered that the proposed method attained better accuracy when compared to state-of-the-art methods. The proposed method shows an improved efficiency with sensitivity of 96.12%, specificity of 98.01%, accuracy 98.45% and F-Score 95.88% respectively.
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functions into the network, either by assigning stochastic variations using Chest X-ray images. This approach can incorporate random variations using an ANN model.

The proposed method is to develop an efficient tuberculosis detection system based on stochastic learning with artificial neural networks. The ANN's primary benefit is extracting hidden linear and non-linear relationships of high-dimensional and complex data. The proposed method accomplished high accuracy by focusing on randomness functions with optimization. The proposed method was systematically tested with the Shenzhen and Montgomery datasets using metrics such as sensitivity, specificity, and accuracy, and it was discovered that the proposed method attained better accuracy when compared to state-of-the-art methods. The proposed method shows an improved efficiency with sensitivity of 96.12%, specificity of 98.01%, accuracy 98.45% and F-score 95.88% respectively. Model dataset images from Shenzhen and Montgomery are shown in Figure 1.

The following is a summary of our contribution to the paper:

- The goal of the proposed method is to create an effective tuberculosis detection system using random variations and stochastic learning with an artificial neural network (ANN) model.
- The proposed method is to reduce the different levels of complexity of TB by strong or weak evidence with different deep geometric contexts such as shape, size, cavitation, and density. ANN's primary benefit is extracting hidden linear and non-linear inter-relationships of high-dimensional and complex data.
- It achieves great accuracy by focusing on randomness functions and stochastic learning optimization.

The rest of this paper is organized as follows. Section 2 gives Related Work on using various AI techniques for Tuberculosis Detection System. Section 3 gives proposed method for TB Detection System. Section 4 Discuss with Performance evaluation for TB detection system. Section 5 our conclusion is specified.

II. RELATED WORKS

Cao et al. [4] has developed large-scale, well-annotated, and real world X-ray image dataset for automated tuberculosis screening and also focused on building effective and economical computer models that classify images into distinct categories of TB symptoms using deep CNN model. To identify masses from mammograms, The GLCM with texture based descriptor on the spatial connection between different
pixel pairs, was employed by Khuzi et al. [5]. Jaeger et al. [6] suggested an automatic TB detection method that computed low-level features such as shape-based and texture-based descriptors from Chest X-Rays images using a LBP. The collected features are put into a binary classifier on two smaller datasets to produce with following accuracy of each dataset of 78.3% and 80%, respectively. Anthimopoulos et al. [7] constructed a deep learning with CNN architecture and utilised it to diagnose pulmonary lung problems using CT scans, providing a higher-compactness resolution image of lung components in 2D or 3D formats, in comparison to CXRs. Interestingly, their suggested model can distinguish six different lung disease presentations as well as healthy instances with a shown accuracy of >80%. The transferability and generalizability of proposed model needs further evaluated, given the dataset employed in their investigation was confined to only 120 CT images.

A CAD approach for diagnosing tuberculosis was developed by Song et al. [8] in 2010. Using the original dataset of 100 photos, that system was able to achieve an accuracy of 85%. By incorporating image manipulation techniques including texture analysis and masking, Jaeger et al. [9] built a TB detection pipeline using the dataset of 138 Chest X-rays investigated. The algorithm was able to reach an accuracy of 83%. Vajda et al. [26] developed a TB detection that emphasises on lung field segmentation with Shenzhen dataset, resulting in an algorithm correctness of 95.6% and an AUC of 0.99. Melendez et al. [10] integrated the CAD4TB algorithm’s score, which is based on imaging findings, with 12 clinical characteristics to assess the effectiveness of the CAD4diagnostic TB in conjunction with clinical data. The AUC of the CAD4TB algorithm is 0.84 with a specificity of 95% and a sensitivity of 49% indicating that the algorithm was improving. Murphy et al. [11] created a deep learning CAD4TB model that trained 500 tagged CXRs images and achieved specificity and sensitivity of 98% and 90%, respectively. For tuberculosis detection, Asha et al. [12] built a hybrid model that used k-means and other classification methods and achieved a 98.7% accuracy rate.

From CXR image, deep learning creates hierarchical characteristics automatically. High-level features are derived from low-level features. Deep learning’s ability to learn high-level characteristics was found to give better categorization results [13]. A complete automated frontal chest radiograph screening system that can detect TB-infected lungs has been demonstrated [14]. This approach starts with an atlas-based lung segmentation algorithm before extracting user specified data like shape and curvature descriptor histograms or hessian matrix eigenvalues. The same task may be accomplished with a simple CNN [15]. Another CNN-based algorithm [4] was developed to categorise different forms of TB symptoms. An automatic detection system using deep learning method for TB classification was developed [16]. There are 27 layers in the deep CNN employed in this technique, with 12 residual connections. For training and testing, six datasets were employed. It consistently outperforms physicians and thoracic radiologists in detecting tuberculosis on chest x-rays.

Ensemble learning occurs when more than one model is utilised to create a prediction. Ensemble decreases the variance of forecasts, resulting in more accurate predictions than a single model. The three models in the ensemble, which is known as the RID network, are Inception-ResNet, ResNet, and DenseNet. SVM was utilised as a classifier, and the representations were used as feature descriptors [17]. Researchers used an ensemble learning-based three deep neural network prototype fused at the feature level to classify tuberculosis [18]. To categorise TB, researchers employed a combination of three deep learning based conventional architectures: GoogleNet, ResNet, and AlexNet [19]. Simple linear averaging was used to build the ensemble models, which averaged the probability projections provided by the individual models. Reference [20] Used pre-trained models such as GoogLeNet and AlexNet to classify pulmonary tuberculosis, and found that the pre-trained model was more accurate. To ensemble these models, they used weighted average of each representation’s likelihood scores. For TB detection, a study published in [21] and [22] used pre-trained CNN classifiers, which were then ensemble using majority voting. Filho et al. [28] used public CRX databases to experiment with traditional CNN architectures in order to develop a tool for diagnosing tuberculosis in CRX images. Sathiratanacheewin et al. [29] has developed a DCNN model for TB detection system. The DCCN model had an AUC of 0.9845 and 0.8502 for detecting TB in the training and intramural test sets, respectively, using the Shenzhen hospital database. A hybrid technique that integrates the first statistical computerised detection method with Neural Networks was created by Norval et al. [30]. The simulations made use of 406 normal images and 394 aberrant images in total. The simulation results revealed that combining a clipped region of interest with contrast enhancement yielded the best results. When the CRX images are further improved utilizing the hybrid technique, even greater results are attained. Barros et al. [31] has suggested the forecast of the likelihood of death from tuberculosis, so assisting in the TB prognosis and therapy decision-making process. The data set had 36,228 records and 130 fields in its original
form, but it had missing, incomplete, or erroneous data. SVM, RF, and NN are three machine learning models suggested and analysed by Hussain et al. [32]. The 4213 entries in their data set, which came from an unknown facility, represented completed treatments 64.37% of the time. The metrics of accuracy, precision, sensitivity, and specificity were used to compare the models, and the outcome predicted by the models is treatment completion. The RF model had the highest accuracy (76.32%), while the SVM scored best in terms of precision (73.05%), specificity (73.05%), and sensitivity (95.71%). The highest sensitivity was reached by the NN (68.5%). To classify unfavorable outcomes, Killian et al. [33] employed an Indian database of 16,975 patient records. Death, treatment failure, loss to follow-up, and not being examined were all lumped together in the same category. Unfavorable outcomes were categorised by Killian et al. [33] using data from 16,975 patient records in an Indian data set. They regarded loss to follow-up, treatment failure, and death as belonging to the same class but not being examined. They proposed the deep learning based LSTM Real-time Adherence Predictor model and compared it to a RF model. The AUROC of LEAP was 0.743, while the RF was 0.722. For TB detection systems using CXR images, Faruk et al. [34] constructed four different deep neural networks, including MobileNetV2, inceptionResNetV2, Xception, and InceptionV3. The transfer learning method was utilised to train and estimate a TB detection system model, which is provided good accuracy.

Lin et al. [35] proposed an adaptive attention network (AANet) for extract the specific radiographic results of COVID-19 from the diseased areas with various sizes and appearances. The suggested AANet outperforms state-of-the-art approaches, according to this method’s tests on a number of open datasets. The research work, which was offered by Bhatt et al. [36], largely focuses on the primary taxonomy and several deep CNN architectures. Dey et al. [37] have developed the model for screening TB with ensemble algorithms based on the fuzzy integral method using Chest X-ray images. Sanchez et al. [38] implemented an adaptation and classification approach to tackle the over-fit issues on a limited Chest x-ray dataset. This approach is utilized CNN method to experiment with different layers for classification and produced 97.78% accuracy.

According to the research, deep learning has been successful in detecting tuberculosis. The features of the original chest x-ray images are extracted in all of the aforementioned works. The majority of studies, however, relied on CNN’s automatic extraction of features. Different features should be investigated since the features utilized influence the classifier’s performance. For an ensemble binary classifiers to work well, there must be a variety of error rates [23]. In other words, the base classifiers failures should be unrelated. The vast majority of studies simply integrate classifiers that have been trained on related traits. As a result, a reliable tuberculosis diagnosis method is required, which necessitates the use of deep learning and AI.

III. PROPOSED METHOD

According to the findings of the literature review, new approaches for detecting Tuberculosis must be developed in order to deal with a wide range of variances. The Artificial Neural Network (ANN) model based on Stochastic Learning by random variations with optimization techniques employing Chest X-ray images overcomes this challenge. This method is intended to improve the robustness of the Tuberculosis detection system using Stochastic Learning-based ANN (SL-ANN) by using random variations with optimised ANN model parameters by randomly mixing the training dataset before each iteration, resulting in different ordering of model parameter updates. Furthermore, in a neural network, model weights are frequently initialised at a random beginning point. The training phase (off-line) and testing phase (on-line) processes of the Stochastic Learning-based Artificial Neural Network (SL-ANN) approach are carried out separately. The off-line technique extracts features for training of Chest x-ray image. The database has its representation. The Testing phase is also follow the same procedure up to feature extraction of the off-line process. Finally applied classification algorithm is to detect whether the given input is TB positive or TB negative. The system overview of the proposed method is shown in Figure 2.

A. PRE-PROCESSING

Two stages of image pre-processing techniques are involved. The image resizing process begins with the first stage. All of the images were reduced to 250 by 250 pixels in size. The canny edge detection algorithm is used in the second stage to find edges. The theory is that Chest X-ray images with tuberculosis can have more uneven edges than normal chest X-ray images, making tuberculosis detection more likely.

A multi-stage technique is used by the canny operator. The CXR image is first smoothed using Gaussian convolution. The first derivative operator is applied the highlighted area of the Tuberculosis detection system using Stochastic Learning-based Artificial Neural Network (SL-ANN) model for an automatic tuberculosis detection system using chest x-ray images.

FIGURE 2. Overview of proposed stochastic learning-based artificial neural network (SL-ANN) model for an automatic tuberculosis detection system using chest x-ray images.
derive. In the gradient magnitude image, edges were created ridges. Non-maximal suppression is achieved by tracking along the tops of these ridges and set zero to all pixels that are not actually on the ridge top, resulting in a thin line in the output. Two threshold values, T1 and T2, regulate the hysteresis of the tracking process, with T1 > T2. Only at a position higher than T1 on a ridge can tracking begin. After that, tracking remains in both directions until the ridge’s height falls below T2. This hysteresis prevents noisy edges from being broken up into many fragments. Figure 3 shows the sample edge detection using canny edge detection technique.

**B. FEATURE EXTRACTION BASED ON FEEDFORWARD ARTIFICIAL NEURAL NETWORK (FF-ANN)**

After the Pre-processing stage, Artificial Neural Network architecture obtains the process of feature extraction in the Chest x-ray (CXR) images. ANN’s primary benefit is extracting hidden linear and non-linear inter-relationships of high-dimensional and complex data. ANN architecture is used Feed-forward neural networks learning technique and also called Multi-layer perceptron (MLP). It consists of input layer, hidden layer, output layer and weights. The four-layer network topology of the feed-forward neural network is denoted by the notation I/H1/H2/O, where I denotes the number of input units, H denotes the hidden units, and O denotes the output units. The four-layer network architecture method for tuberculosis detection system using chest x-ray image.

Here, the interconnection weight denoted by unit k in L1 to unit i in L2 as \( w_{ik}^{L_1 ightarrow L_2} \). In the case where the hidden layers have a sigmoidal activation function is denoted \( f_{sig} \), equation (3) becomes

\[
o_i^{L_2} = \sum_{k=1}^{H_i} w_{ik}^{L_1 ightarrow L_2} \left[ f_{sig} \left( \sum_{j=1}^{I} w_{jk}^{L_0 ightarrow L_1} x_j \right) \right]
\]

In this network, data (input) only moves in one direction, via hidden nodes, from input nodes to output nodes. In the network, there are no cycles or loops. The steps for training neural networks are as follows: (i) Set the weights in the hidden units to uniform random values, (ii) Determine the weights of all the output units. When there are a lot of training inputs, it could take quite some time, and learning is slow as a result. To increase speed learning, employ a technique known as stochastic gradient descent. In order to improve the accuracy of these ideas, stochastic gradient descent selects a small number of ‘m’ training inputs at random. If the sample size is sufficient and the random training inputs \( x_1, x_2, \ldots x_3 \) are labelled, the following formula is used to get the average value:

\[
\frac{\sum_{j=1}^{m} \nabla C_{X_j}}{m} \approx \frac{\sum_{i=1}^{n} \nabla C_{x_i}}{n} = \nabla C
\]

This change allows to reduce the computational load by a significant amount. When stochastic gradient descent is used to solve non-convex loss functions, convergence is not assured and is dependent on the initial parameter values. All weights should be set to modest random values when using feedforward neural networks. Initialize the biases to zero or small positive values.

**C. STOCHASTIC OPTIMIZATION**

In this section, the stochastic training algorithm is involved a search for weights using random techniques. Prior to calculating the cost using all the data points in the training set, randomly initialize the weights. Next, calculate the cost by gradient method with respect to the weights. Finally update weights and continues this process until the minimum is
reached. The update is calculated as follows:

$$w_j = w_j - \alpha \frac{\partial J}{\partial w_j} \quad (6)$$

For large training set, calculate the cost of a single data point and the accompanying gradient rather than the cost of all the data points. The update is calculated as follows:

$$w_j = w_j - \alpha \frac{\partial J_k}{\partial w_j} \quad (7)$$

In this context, the update stages are carried out fast, getting to the minimum in a short period of time. The high dimensionality of weight space in that initial weights $w(0)$ are often randomly generated. Since $w(0)$ provides the starting point. The proposed optimization algorithm has considered for iterative characters. The sequence of solutions $\theta_0, \theta_1, \ldots, \theta_k$ is previously appointed and construct the next point is expressed as follows,

$$\theta_{k+1} = \theta_k + r_k \quad (8)$$

where $\theta_k$ is the $k$th iteration and $r_k$ is the random normal distribution $N(0, \sigma)$. When the new point is accepted, the cost function $J(\theta_{k+1})$ is less than $J(\theta_k)$ otherwise $\theta_{k+1} = \theta_k$. The initial point $\theta_0$ and the variance $\sigma$ must be determined before the optimization technique. The algorithm of stochastic optimization is as follows:

The uphill and downhill directions of random variants are implemented in the initial modification to the random optimization method. The weight adjustment in the second extension involves a moving statistical bias. This is accomplished by setting the mean of to zero. This method includes a number of qualities that are immediately appealing. Another aspect to consider is that the weight $X$ over which the search must be performed is not always compact. This constraint could be applied at any time; in fact, some weight may need to be arbitrarily large.

IV. EXPERIMENTS

In the experimental part, four metrics were used to evaluate the proposed method performance: sensitivity, specificity, accuracy, and F-Score and also ROC-AUC analysis. The ability of the model to identify positive cases and negative cases are measured by two parameters namely sensitivity and specificity. The accuracy of the model indicates its overall efficiency. In this study, a positive case is represented by TB, while a negative case is represented by non-TB. The Montgomery and Shenzhen datasets [24] are utilised to evaluate the work described in this study. There are 138 images in the Montgomery dataset with 80 images of normal lungs and 58 images of tuberculosis. The Shenzhen dataset contains 662 images, 326 non-TB images and 336 TB images. The overall healthy lung images are 406, while the total number of images of TB-infected lungs is 394. From the selected Chest X-ray images, 80% of them were used for training and 20% for testing.

A. EXPERIMENTAL SETUP

In the experimental setup, construct the feedforward-based artificial neural network. The activation functions for the hidden layers will be ReLU and sigmoid, respectively. Softmax activation will be included in the final layer. Cross-entropy is used to calculate the error. After initializing the feedforward-based ANN model with sequential modules, used the dense model to add a different layer. There are three parameters defined namely (i) the first parameter is output dimension which defines hidden layer, (ii) The weights that are almost 0 but not 0 are randomly initialized by a uniform function as the second argument, (iii) The third parameter is defined ReLU activation. Finally, add an output layer in the feed-forward ANN structure with two neurons, each one can represent the positive class or negative class. After adding all layers, compile the ANN and add several

Algorithm of Stochastic Optimization

Input: Select random point (kth iteration)  
Output: Optimised the parameters of an ANN model

function Stochastic_Optimization(w)

$X \leftarrow w(0)$; // Select $w(0) \in X$; $k \leftarrow 0$;

//Let Maximum Number of Iteration (M) allowed while random_vector_Gaussian (k < N) do

// Select $w(k)$

if $X$ $\equiv w(k) + \xi(k)$ then

if $E(w(k) + \xi(k)) < E(w(k))$ then

$w(k + 1) = w(k) + \xi(k)$;

else

$w(k + 1) = w(k)$;

end

else

if $k = M$ then

break;

else

$k \rightarrow k + 1$;

end

end

return w

// Modification of Random Optimization, Let $b(0) = 0$

if $E(w(k) + \xi(k)) < E(w(k))$ then

$w(k + 1) = w(k) + \xi(k)$;

$b(k + 1) = k_1\xi(k) + k_2b(k)$;

else if $E(w(k) + \xi(k)) > E(w(k))$ then

if $E(w(k) - \xi(k)) < E(w(k))$ then

$w(k + 1) = w(k) - \xi(k)$;

$b(k + 1) = b(k) + k_3\xi(k)$;

else

$w(k + 1) = w(k)$;

$b(k + 1) = k_4b(k)$;

end

end
parameters namely, the optimal number of weights using stochastic learning optimization for randomness functions, loss function, and metrics for accuracy which is used to evaluate by the model. In order to iteratively determine the ideal combination of weights and biases, stochastic learning optimization is used by gradient descent approach. Every sample in the training dataset has its error rate calculated, and the model is updated accordingly. For each set of images and FF-ANN architecture, the learning rate, batch size, and epoch were set to 0.0001, 32 and 100 respectively. The proposed method has been implemented Keras and Tensorflow.

### B. PERFORMANCE ANALYSIS

The proposed Tuberculosis Detection System was tested using the benchmark dataset listed in the experiment setup column. The proposed approach stochastic learning based artificial neural network model produces a good result by producing a better sensitivity, specificity, and accuracy. As indicated in Table 1, the tuberculosis detection method has a promising accuracy. Table 1 shows the average of all measures for the tuberculosis detection system with various benchmark datasets. Table 1 shows that the proposed strategy yields promising results for the tuberculosis detection system. Figure 5 depicts the average performance analysis of the suggested stochastic learning based artificial neural network model.

One of the most often used metrics for evaluation is Area Under Curve (AUC) is employed in the proposed system. The AUC metrics used to randomly select positive data points higher than randomly selected negative datapoints. It used two basic terms: (i) True Positive Rate (Sensitivity) (ii) True Negative Rate (Specificity)

(i) True Positive Rate (Sensitivity): True Positive Rate refers to the proportion of positive data points that, when compared to all positive data points, are actually measured as positive.

\[
\text{TruePositiveRate} = \frac{\text{TruePositive}}{\text{FalseNegative} + \text{TruePositive}} \quad (9)
\]
(ii) True Negative Rate (Specificity): The percentage of precisely measured negative data points relative to all negative data points is known as the false positive rate.

\[
\text{TrueNegativeRate} = \frac{\text{TrueNegative}}{\text{TrueNegative} + \text{FalsePositive}}
\]  

The following metrics also employed in the proposed method, F-Score and accuracy. The F-Score is calculated by the average mean of the precision and recall.

\[
F - \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Additionally, accuracy can be measured in terms of positive images and negative images as follows:

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}
\]

The proposed Stochastic Learning Based Artificial Neural Network (SL-ANN) Model is compared with Ensemble Deep Learning [25], CNN [14], and Automatic Frontal Chest Radiograph Screening System [26] in order to show the ability of the proposed technique to Stochastic Learning based optimization in a better way for the detection of tuberculosis system. The proposed system proves clear improvement over the current approaches due to the Stochastic Learning based optimization technique.

The proposed method outperforms Ensemble Deep Learning [25], CNN [14], and the Automatic Frontal Chest Radiograph Screening System [26] in terms of accuracy. The proposed method shows an improved efficiency with Sensitivity of 96.12%, Specificity of 98.01%, Accuracy of 98.45% and F-Score of 95.88% respectively. The proposed method Stochastic Learning Based Artificial Neural Network Model is compared with Ensemble Deep Learning method, the average measures of sensitivity, specificity, accuracy and F-Score are 90.91%, 88.64%, 89.77% and 91.45% respectively. The CNN method, the average measures of sensitivity, specificity, accuracy and F-Score are 94.74%, 97.83%, 96.63% and 93.04% respectively.

In the Automatic Frontal Chest Radiograph Screening method, the average measures of sensitivity, specificity, accuracy and F-Score are 95.00%, 90.00%, 97.03% and 94.12% respectively. Table 2 and Figure 6 shows a comparison of the proposed method Stochastic Learning-Based Artificial Neural Network Model (SL-ANN) with other existing methods.

Table 2 is used to compute the ROC (Receiver Operating Characteristic) curves and their equivalent AUC (Area Under the Curves), as illustrated in Figure 7. The suggested system outperforms the other techniques in terms of accuracy, and
FIGURE 7. ROC-AUC analysis of the proposed method stochastic learning-based Artificial Neural Network Model (SL-ANN) and other existing methods for tuberculosis detection system: a) ROC curve for the SL-ANN Model (ROC-AUC = 0.9845 ± 0.0022). b) Results in terms of sensitivity, specificity, and accuracy compared to the SL-ANN Model and other approaches. c) Results compared to other existing methods and the SL-ANN Model in terms of positive predictive value vs top detection rates. d) Results comparing the F-Score Vs. number of top detection for the SL-ANN Model and other methods currently in use.

experimentation shows that the stochastic learning based artificial neural network model (SL-ANN) generates good and comparable outcomes.

The Chest X-ray images are obtained from the Shenzhen and Montgomery datasets, as indicated in Table 2, to estimate the accuracy of each approach. The accuracy of each technique is calculated by dividing the sum of True Positive and True Negative pairings at a specific threshold by the amount of total pairs. Table 2 and Figure 7 present a comparison of each method’s average performance parameters of sensitivity, specificity, and accuracy.

The AUC is a measurement of the complete 2D area beneath the entire ROC curve. The likelihood that a classifier would score an arbitrarily selected positive sample higher than an arbitrarily selected negative sample is equal to the AUC of the classifier.

Table 2 is used to compute the ROC curves and their equivalent AUC, as illustrated in Figure 7. Figure 7 (a). Depicts the ROC curve for the proposed Stochastic Learning Based Artificial Neural Network Model (ROCAUC = 0.9845 ± 0.0022). Figure 7 (b) illustrates the comparison between the SL-ANN Model and other current techniques in terms of sensitivity, specificity, and accuracy values. Figure 7 (c) displays the outcomes using the SL-ANN Model and other current techniques in terms of the number of top detections vs the positive predictive value. Figure 7 (d) displays the findings for the SL-ANN Model and other available methods in terms of F-Score Vs. number of top detection.

During the experiments, it was observed that the SL-ANN model functions effectively works well across various variation of Chest X-rays images in tuberculosis detection system.
It is more robust to method learnt the features from CXR images and optimised the parameters of an ANN model by randomly mixing the training dataset before each iteration, resulting in varied ordering of model parameter updates. By focusing on randomness functions with optimization, the proposed technique achieved great accuracy when compared to the existing approaches.

V. CONCLUSION

In this paper, the Tuberculosis diagnosis system is built on a Stochastic Learning based Artificial Neural Network (SL-ANN) model with random variations using chest X-ray images. This proposed method is incorporated random functions into the neural network, either by assigned stochastic transfer functions to the network or by assigned stochastic weights to the network. This proposed method learnt the features from CXR images and optimised the parameters of an ANN model by randomly mixing the training dataset before each iteration, resulting in varied ordering of model parameter updates. By focusing on randomness functions with optimization, the proposed technique achieved great accuracy. The proposed method was thoroughly tested with the Shenzhen and Montgomery datasets using metrics such as sensitivity, specificity, and accuracy, and it was discovered that the proposed method attained better accuracy when compared to state-of-the-art methods. The results of the proposed approach show a clear enhancement over the Ensemble Deep Learning [25], CNN [14], and Automatic Frontal Chest Radiograph Screening System [26]. The proposed approach shows an improved efficiency with sensitivity of 96.12%, specificity of 98.01%, accuracy 98.45% and F-Score 95.88% respectively. The proposed method SL-ANN Model is compared with Ensemble Deep Learning method, the average measures of sensitivity, specificity, accuracy and F-Score are 90.91%, 88.64%, 89.77% and 91.45% respectively. The CNN method, the average measures of sensitivity, specificity, accuracy and F-Score are 94.74%, 97.83%, 96.63% and 93.04% respectively. In the Automatic Frontal Chest Radiograph Screening method, the average measures of sensitivity, specificity, accuracy and F-Score are 95.00%, 90.00%, 97.03% and 94.12% respectively. Future work may focus on the medical community would benefit greatly from immediate identification, distinction of proportion of disease evolution, and multi-class classification. It can be extended to the development of the mobile device deployment to be both cost-effective and time-saving.

ACKNOWLEDGMENT

Princess Nourah bint Abdulrahman University Researchers Supporting Project number (PNURSP2022R79), Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia.

FUNDING STATEMENT

This research was funded by Princess Nourah bint Abdulrahman University Researchers Supporting Project number (PNURSP2022R79), Princess Nourah bint Abdulrahman University, Riyadh, Saudi Arabia.

REFERENCES

[1] O. Er, “Thoracic disease diagnosis using flexible computing and bioinformatics computing system,” Ph.D. thesis, Sakarya Univ., Turkey, 2009.
[2] J. Melendez, E. T. Scholten, F. Amad, S. Schalekamp, M. Verhagen, R. H. H. M. Philipsen, P. Maduskar, R. Dawson, G. Theron, K. Dheda, and B. van Ginneken, “An automated tuberculosis screening strategy combining X-ray-based computer-aided detection and clinical information,” Sci. Rep., vol. 6, no. 1, p. 25265, Jul. 2016.
[3] S. Vajda, A. Karargyris, S. Jaeger, C. Campbell, and N. Cristianini, “Controlling the sensitivity of support vector machines,” in Proc. Int. Conf. Front. AI, 1999, pp. 55–60.
[4] S. Jaeger, A. Karargyris, S. Candidemir, L. Foliyo, J. Siegelman, F. Callaghan, Z. Xue, K. Palaniappan, R. K. Singh, S. Antani, G. Thoma, Y.-X. Wang, P.-X. Lu, and C. J. McDonald, “Automatic tuberculosis screening using chest radiographs,” IEEE Trans. Med. Imag., vol. 33, no. 2, pp. 233–245, Feb. 2014. doi: 10.1109/TMI.2013.2284099.
[5] S. Urooj et al., “Stochastic Learning-Based ANN Model for an Automatic TB Detection System Using Chest X-Ray Images,” IEEE Trans. Med. Imag., vol. 35, no. 5, pp. 1207–1216, May 2016. doi: 10.1109/TMI.2016.2535865.
[6] Y. Yang and Y.-L. Song, “Localization algorithm and implementation for focal of pulmonary tuberculosis chest image,” in Proc. IEEE Int. Conf. Mach. Vis. Hum.-Mach. Interface, Apr. 2010, pp. 361–364.
[7] J. Melendez, C. I. Sánchez, R. H. H. M. Philipsen, P. Maduskar, R. Dawson, G. Theron, K. Dheda, and B. van Ginneken, “A data mining approach to tuberculosis on chest radiographs,” in Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., Aug. 2012, pp. 4978–4981.
[8] J. Melendez, E. T. Scholten, F. Amad, S. Schalekamp, M. Verhagen, R. H. H. M. Philipsen, A. Meijers, and B. van Ginneken, “Computer aided detection of tuberculosis on chest radiographs: An evaluation of the CADeTB v6 system,” Sci. Rep., vol. 10, no. 1, pp. 1–11, Dec. 2020.
[9] T. Asha, S. Natarajan, and K. C. M. Murthy, “A data mining approach to the diagnosis of tuberculosis by cascading clustering and classification,” J. Comput., vol. 3, pp. 1–8, 2011.
[10] G. Litjens, T. Kooi, B. E. Bejnordi, A. A. A. Setio, F. Ciompi, M. Ghafoorian, J. A. W. M. V. D. Laak, B. V. Ginneken, and C. I. Sánchez, “A survey on deep learning in medical image analysis,” Med. Image Anal., vol. 22, pp. 60–85, Dec. 2017. doi: 10.1016/j.media.2017.07.005.
[11] S. Vajda, A. Karargyris, S. Jaeger, C. M. Park, Z. Xue, S. Antani, and G. Thoma, “A survey on deep learning in medical image analysis,” J. Digit. Imaging, vol. 33, no. 2, pp. 233–245, Feb. 2020.
[12] S. Vajda, A. Karargyris, S. Jaeger, C. M. Park, Z. Xue, S. Antani, and G. Thoma, “Feature selection for automatic tuberculosis screening in frontal chest radiographs,” J. Digit. Imaging, vol. 34, no. 8, Aug. 2020.
[13] F. Pasa, V. Golkov, P. Pfeiffer, D. Cremers, and D. Pfeiffer, “Efficient deep network architectures for fast chest X-ray tuberculosis screening and visualization,” Sci. Rep., vol. 9, no. 1, pp. 1–9, Dec. 2019.
[14] F. Pasa, V. Golkov, P. Pfeiffer, D. Cremers, and D. Pfeiffer, “Efficient deep network architectures for fast chest X-ray tuberculosis screening and visualization,” Sci. Rep., vol. 9, no. 1, pp. 1–9, Dec. 2019.
[15] J. Melendez, E. T. Scholten, F. Amad, S. Schalekamp, M. Verhagen, R. H. H. M. Philipsen, P. Maduskar, R. Dawson, G. Theron, K. Dheda, and B. van Ginneken, “A survey on deep learning in medical image analysis,” Med. Image Anal., vol. 22, pp. 60–85, Dec. 2017. doi: 10.1016/j.media.2017.07.005.
[16] J. Melendez, E. T. Scholten, F. Amad, S. Schalekamp, M. Verhagen, R. H. H. M. Philipsen, A. Meijers, and B. van Ginneken, “Computer aided detection of tuberculosis on chest radiographs: An evaluation of the CADeTB v6 system,” Sci. Rep., vol. 10, no. 1, pp. 1–11, Dec. 2020.
[17] S. Vajda, A. Karargyris, S. Jaeger, C. M. Park, Z. Xue, S. Antani, and G. Thoma, “Feature selection for automatic tuberculosis screening in frontal chest radiographs,” J. Digit. Imaging, vol. 34, no. 8, Aug. 2020.
[19] P. Lakhan and B. Sundaram, “Deep learning at chest radiography: Automated classification of pulmonary lesions by using convolutional neural networks,” Radiology, vol. 284, no. 2, pp. 574–582, Aug. 2017.

[20] M. H. A. Hijazi, L. Q. Yang, R. Alfred, H. Mahdin, and R. Yaakob, “Ensemble deep learning for tuberculosis detection,” Indonesian J. Elect. Eng. Comput. Sci., vol. 10, no. 1, pp. 401–407, 2018.

[21] T. Dietterich, “Ensemble methods in machine learning,” in Lecture Notes in Computer Science. Berlin, Germany: Springer, 2000, pp. 1–15.

[22] S. Jaeger, “Two public chest X-ray datasets for computer-aided screening of pulmonary diseases,” Quant. Imag. Med. Surg., vol. 4, no. 6, pp. 475–477, Dec. 2014.

[23] S. K. T. Hwa, M. H. A. Hijazi, A. Bade, R. Yaakob, and M. S. Jeoffree, “Ensemble deep learning for tuberculosis detection using chest X-ray and Canny edge detected images,” Int. J. Artif. Intell., vol. 8, no. 4, pp. 429–435, 2019.

[24] S. Lopez-Garnier, P. Sheen, and M. Zimic, “Automatic diagnostics of tuberculosis using convolutional neural networks analysis of MODS digital images,” PLoS ONE, vol. 14, no. 2, Feb. 2019, Art. no. e0212094.

[25] K. D. L. K. Rajesh, S. Anitha, S. Khaitan, P. Gupta, and M. K. Goyal, “Hybrid and dynamic clustering-based data aggregation and routing for wireless sensor networks,” J. Intell. Fuzzy Syst., vol. 40, no. 6, pp. 1–15, 2021.

[26] S. T. H. Kieu, A. Bade, M. H. A. Hijazi, and H. Kolivand, “A survey of deep learning for lung disease detection on medical images: State-of-the-art, taxonomy, issues and future directions,” J. Imag., vol. 6, no. 12, pp. 131–138, 2020, doi: 10.3390/jimag612031.

[27] M. E. C. Filho, R. M. Galliez, F. A. Bernardi, L. L. D. Oliveira, A. Kritski, M. K. Santos, and D. Alves, “Preliminary results on pulmonary tuberculosis detection in chest X-ray using convolutional neural networks,” in Proc. Int. Conf. Comput. Sci., 2020, pp. 563–576.

[28] D. R. Kumar, T. A. Krishna, and A. Wahi, “Health monitoring framework for in time recognition of pulmonary embolism using Internet of Things,” J. Comput. Theor. Nanoscience, vol. 15, no. 5, pp. 1598–1602, May 2018.

[29] S. Sathitratanacheewin, P. Sunanta, and K. Pongpirul, “Deep learning for tuberculosis diagnosis on a small chest X-ray dataset,” A. Basarab, “CX-DaGAN: Domain adaptation for pneumonia diagnosis in wireless sensor networks,” J. Intell. Fuzzy Syst., vol. 40, no. 6, pp. 1–15, 2021.

[30] M. Norval, Z. Wang, and Y. Sun, “Pulmonary tuberculosis detection using deep learning convolutional neural networks,” in Proc. 3rd Int. Conf. Video Image Process., Dec. 2019, pp. 47–51.

[31] M. H. L. F. D. S. Barros, G. O. Alves, L. M. F. Souza, E. D. S. Rocha, J. F. L. D. Oliveira, T. Lynn, V. Sampaio, and P. T. Endo, “Benchmarking machine learning models to assist in the diagnosis of tuberculosis,” Informatics, vol. 8, no. 2, p. 27, 2021.

[32] O. A. Hussain and K. N. Janejo, “Predicting treatment outcome of drug-susceptible tuberculosis patients using machine-learning models,” Inform. Health Soc. Care, vol. 44, no. 2, pp. 135–151, 2019.

[33] J. A. Killian, B. Wilder, A. Sharma, V. Choudhary, B. Dilkina, and M. Tambe, “Machine Learning to prescribe interventions for tuberculosis patients using digital adherence data,” in Proc. 25th ACM SIGKDD Int. Conf. Knowl. Discovery Data Mining, Anchorage, AK, USA, 2019, pp. 2430–2438.

[34] O. Faruk, E. Ahmed, S. Ahmed, A. Tabassum, T. Tazin, S. Bourouis, and M. Monirujjaman Khan, “A novel and robust approach to detect tuberculosis using transfer learning,” J. Healthcare Eng., vol. 2021, pp. 1–10, Nov. 2021, doi: 10.1155/2021/1002799.

[35] Z. Lin, Z. He, S. Xie, X. Wang, J. Tan, J. Lu, and B. Tan, “AAANet: Adaptive attention network for COVID-19 detection from chest X-ray images,” IEEE Trans. Neural Netw. Learn. Syst., vol. 32, no. 11, pp. 4781–4792, Nov. 2021, doi: 10.1109/TNNLS.2021.3131447.

[36] D. Bhatt, C. Patel, H. Talsania, J. Patel, R. Vaghe, S. Pandya, K. Modi, and H. Ghayvat, “CNN variants for computer vision: History, architecture, application, challenges and future scope,” Electronics, vol. 10, no. 20, p. 2470, 2021, doi: 10.3390/electronics10202470.

[37] S. Dey, R. Roychoudhury, S. Malakar, and R. Sarkar, “An optimized fuzzy ensemble of convolutional neural networks for detecting tuberculosis from chest X-ray images,” Appl. Soft Comput., vol. 114, Jan. 2022, Art. no. 108094.

[38] K. Sanchez, C. Hinojoa, H. Arguello, D. Kouamé, O. Meyrinac, and A. Basarab, “CX-DaGAN: Domain adaptation for pneumonia diagnosis on a small chest X-ray dataset,” Sensors, vol. 22, no. 5, p. 1780, 2022, doi: 10.3390/s22051780.
NEELAM SHARMA received the B.Tech. degree in IT from Guru Gobind Singh Indraprastha University (GGSIPU), New Delhi, and the M.Tech. degree in information technology from the University School of Information, Communication and Technology (USICT), GGSIPU, Government of NCT of Delhi, and the Ph.D. degree in computer science and engineering from Uttarakhand Technical University, Dehradun.

She is currently an Assistant Professor (Senior Scale) with the Maharaja Agrasen Institute of Technology (MAIT), GGSIPU, Government of NCT of Delhi. She has more than 16 years of extensive teaching experience at graduate level. She has attended and conducted various seminars, conferences, and workshops and FDP. She has published various patents, more than 50 research papers in reputed international journals (SCI/SCIE/ESCI/Scopus etc. indexed) and conference proceedings (IEEE and Springer). She is a reviewer of various international journals. Her research interests include wireless sensor networks, wireless body area networks Ad-hoc networks, mobile communications, the IoT, AI, and advanced computer networks, technology and innovation management.

Dr. Sharma is a Life Member of CSI and ISTE. She has been pro-actively involved with professional associations. She is a Recipient of Best Research Paper Publication Award, in 2017, and the Best Research Paper Publication Award, in 2019 on Teacher’s Day, from the Maharaja Agrasen Institute of Technology (MAIT), GGSIPU.

NITISH PATHAK received the master’s degree in computer science and engineering, in 2010, and the Ph.D. degree in computer science and engineering from Uttarakhand Technical University, Dehradun, in 2017. He is an Alumnus of Dr. A.P.J. Abdul Kalam Technical University, Lucknow.

He has almost 16 years of experience in engineering education, corporate, and research. He has worked almost a decade in various capacities with Bharati Vidyapeeth, Guru Gobind Singh Indraprastha University (GGSIPU), Delhi, India. He has also worked for HCL Technologies, Noida. He has also served in reputed educational institutions such as the KIET Group of Institutions and the ABES Engineering College (Delhi-NCR campus, Ghaziabad). He is currently working as an Associate Professor with the Department of Information Technology, Bhagwan Parshuram Institute of Technology (BPIIT), GGSIPU. His research interests include intelligent computing techniques, empirical software engineering, trusted operating systems, cloud computing, WAN, the IoT, and artificial intelligence.

Dr. Pathak is a Life Member of Computer Society of India (CSI) and Indian Society for Technical Education (ISTE). He has been pro-actively involved with professional associations. He has been associated with various conferences as Technical Program Committee Member/Session Chair/Reviewer/Conference Advisory Committee Member. He is actively engaged in teaching and research in areas of computer science, since 2005. He is a recipient of the Prestigious Directorate Award (2008 and 2009) for best teaching performance at ABES Engineering College, Ghaziabad. He got the Best Research Paper Publication Award (2017 and 2018) by Bharati Vidyapeeth, GGSIPU. He Received the INDIACom Outstanding Contribution Award (2017, 2018, and 2019) and the CSI Outstanding Contribution Award, in 2015, for organizing the IEEE/Springer International Conference, by Bharati Vidyapeeth, GGSIPU. Original results have been published in more than 65 papers in international journals, proceedings of international conferences, patents, and book chapters. He is a Guest Editor, a Lead Guest Editor, and an Associate Editor in various SCI and other reputed journals such as CMC-Computers, Materials and Continua, USA. [Indexed in SCI, Scopus, Impact Factor: 4.89], Wireless Communications and Mobile Computing, U.K. [Indexed in SCI, Scopus, Impact Factor: 1.81] a Lead Guest Editor of special issue on “Intelligent Computing Techniques for Communication Systems” USA. [Indexed in SCI, Scopus, Impact Factor: 4.89] and International Journal of Computer Trends and Technology (IJCTT), Malaysia; and many more SCI journals of Elsevier, Springer, Wiley, and MDPI. He actively reviews articles in various journals and conferences.

***