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Abstract

We propose the use of the vector-valued distance to compute distances and extract geometric information from the manifold of symmetric positive definite matrices (SPD), and develop gyrovector calculus, constructing analogs of vector space operations in this curved space. We implement these operations and showcase their versatility in the tasks of knowledge graph completion, item recommendation, and question answering. In experiments, the SPD models outperform their equivalents in Euclidean and hyperbolic space. The vector-valued distance allows us to visualize embeddings, showing that the models learn to disentangle representations of positive samples from negative ones.

1 Introduction

Symmetric Positive Definite (SPD) matrices have been applied in many tasks in computer vision such as pedestrian detection [75, 79], action [36, 51, 60] or face recognition [41, 42], object [43, 90] and image set classification [86], visual tracking [87], and medical imaging analysis [5, 65] among others. They have been used to capture statistical notions (Gaussian distributions [68], covariance [78]), while respecting the Riemannian geometry of the underlying SPD manifold, which offers a convenient trade-off between structural richness and computational tractability [27]. Previous work has applied approximation methods that locally flatten the manifold by projecting it to its tangent space [22, 83], or by embedding the manifold into higher dimensional Hilbert spaces [35, 90].

These methods face problems such as distortion of the geometrical structure of the manifold and other known concerns with regard to high-dimensional spaces [29]. To overcome these issues, several distances on SPD manifolds have been proposed, such as the Affine Invariant metric [65], the Stein metric [71], the Bures–Wasserstein metric [13] or the Log-Euclidean metric [5, 6], with their respective geometric properties. However, the representational power of SPD is not fully exploited in many cases [6, 65]. At the same time, it is hard to translate operations into their non-Euclidean domain given the lack of closed-form expressions. There has been a growing need to generalize basic operations, such as addition, rotation, reflection or scalar multiplication, to their Riemannian geometric counterparts to leverage this structure in the context of Geometric Deep Learning [19].

SPD manifolds have a rich geometry that contains both Euclidean and hyperbolic subspaces. Thus, embeddings into SPD manifolds are beneficial, since they can accommodate hierarchical structure in data sets in the hyperbolic subspaces while at the same time represent Euclidean features. This makes them more versatile than using only hyperbolic or Euclidean spaces, and in fact, their different submanifold geometries can be used to identify and disentangle such substructures in graphs.
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In this work, we introduce the vector-valued distance function to exploit the full representation power of SPD (§3.1). While in Euclidean or hyperbolic space the relative position between two points is completely captured by their distance (and this is the only invariant), in SPD this invariant is a vector, encoding much more information than a single scalar. This vector reflects the higher expressivity of SPD due to its richer geometry encompassing Euclidean as well as hyperbolic spaces. We develop algorithms using the vector-valued distance and showcase two main advantages: its versatility to implement universal models, and its use in explaining and visualizing what the model has learned.

Furthermore, we bridge the gap between Euclidean and SPD geometry by developing gyrocalculus in SPD (§4), which yields closed-form expressions of arithmetic operations, such as addition, scalar multiplication and matrix scaling. This provides means to translate previously implemented ideas in different metric spaces to their analog notions in SPD. These arithmetic operations are also useful to adapt neural network architectures to SPD manifolds.

We showcase this on knowledge graph completion, item recommendation, and question answering. In the experiments, the proposed SPD models outperform their equivalents in Euclidean and hyperbolic space (§6). These results reflect the superior expressivity of SPD, and show the versatility of the approach and ease of integration with downstream tasks.

The vector-valued distance allows us to develop a new tool for the analysis of the structural properties of the learned representations. With this tool, we visualize high-dimensional SPD embeddings, providing better explainability on what the models learn (§6.4). We show that the knowledge graph models are capable of disentangling and clustering positive triples from negative ones.

2 Related Work

Symmetric positive definite matrices are not new in the Machine Learning literature. They have been used in a plethora of applications [5, 29, 36, 40, 43, 51, 60, 65, 68, 75, 78, 79, 86, 87, 90], although not always respecting the intrinsic structure or the positive definiteness constraint [22, 31, 35, 83, 90]. The alternative has been to map manifold points onto a tangent space and employ Euclidean-based tools. Unfortunately, this mapping distorts the metric structure in regions far from the origin of the tangent space affecting the performance [44, 96].

Previous work has proposed alternatives to the basic neural building blocks respecting the geometry of the space. For example, transformation layers [29, 33, 40], alternate convolutional layers based on SPDs [94] and Riemannian means [23], or appended after the convolution [21], recurrent models [24], projections onto Euclidean spaces [50, 57] and batch normalization [20]. Our work follows this line, providing explicit formulas for translating Euclidean arithmetic notions into SPDs.

Our general view, using the vector-valued distance function, allows us to treat Riemannian and Finsler metrics on SPD in a unified framework. Finsler metrics have previously been applied in compressed sensing [80], information geometry [69], for clustering categorical distributions [63], and in robotics [67]. With regard to optimization, matrix backpropagation techniques have been explored [2, 17, 43], with some of them accounting for different Riemannian geometries [20, 40]. Nonetheless, we opt for tangent space optimization [26] by exploiting the explicit formulations of the exponential and logarithmic map.

3 The Space SPD

The space $\text{SPD}_n$ is a Riemannian manifold of non-positive curvature of $n(n+1)/2$ dimensions. Points in $\text{SPD}_n$ are positive definite real symmetric $n \times n$ matrices, with the identity matrix $I$ being a natural basepoint. The tangent space to any point of $\text{SPD}_n$ can be identified with the vector space $S_n$ of all real symmetric $n \times n$ matrices. $\text{SPD}_n$ contains $n$-dimensional Euclidean subspaces, $(n-1)$-dimensional hyperbolic subspaces as well as products of $\lfloor \frac{n}{2} \rfloor$ hyperbolic planes (see Helgason [39] for an in-depth introduction).
When also We apply both maps based at \(I\) where \(\lambda\) SPD. Among these, we may find the Euclidean symmetry of \(v\) is an invariant of the relative position of two points up to isometry. This means that in \(\text{SPD}\), any invertible matrix \(M\) is a familiar rotation or reflection (see Figure 2).

### Exponential and logarithmic maps

The exponential map, \(\exp: S_n \rightarrow \text{SPD}_n\), is a homeomorphism which links the Euclidean geometry of the tangent space \(S_n\) and the curved geometry of \(\text{SPD}_n\). Its inverse is the logarithm map, \(\log: \text{SPD}_n \rightarrow S_n\). This pair of functions give diffeomorphisms that allows one to freely move between ‘tangent space coordinates’ or the original ‘manifold coordinates’. We apply both maps based at \(I \in \text{SPD}_n\). The reason for this is that while mathematically any two points on \(\text{SPD}_n\) are equivalent, and we could obtain a different concrete expression for any other choice of basepoint \(B \in \text{SPD}_n\), the resulting formulas would be more complicated, and thus \(I\) is the best choice from a computational point of view. We prove this in Appendix C.3.

### Symmetries

The prototypical symmetries of \(\text{SPD}_n\) are parameterized by elements of \(\text{GL}(n; \mathbb{R})\): any invertible matrix \(M\) defines the symmetry \(P \mapsto MPM^T\) acting on all points \(P \in \text{SPD}_n\). Thus many geometric transformations \(\text{SPD}_n\) can be completed using standard optimized matrix algorithms as opposed to custom-built procedures. See Appendix C.2 for a brief review of these symmetries.

Among these, we may find \(\text{SPD}_n\)-generalizations of familiar symmetries of Euclidean geometry. When also \(M\) is an element of \(\text{SPD}_n\), the symmetry \(P \mapsto MPM^T\) is a generalization of an Euclidean translation, fixing no points of \(\text{SPD}_n\). When \(M\) is an orthogonal matrix, the symmetry \(P \mapsto MPM^T\) is conjugation by \(M\), and thus fixes the basepoint \(I = MIM^T = MM^{-1} = I\). We think of elements fixing the basepoint as being \(\text{SPD}_n\)-rotations or \(\text{SPD}_n\)-reflections, when the matrix \(M\) is a familiar rotation or reflection (see Figure 2).

The Euclidean symmetry of reflecting in a point also has a natural generalization to \(\text{SPD}_n\). Euclidean reflection in the origin is given by \(p \mapsto -p\); and its \(\text{SPD}_n\)-analog, reflection in the basepoint \(I\), is matrix inversion \(P \mapsto P^{-1}\). The general \(\text{SPD}_n\)-reflection in a point \(Q \in \text{SPD}_n\) is a conjugate of this by an \(\text{SPD}_n\) translation, given by \(P \mapsto QP^{-1}Q\).

### 3.1 Vector-valued Distance Function

In Euclidean or hyperbolic spaces, the relative position between two points is completely determined by their distance, which is given by a scalar. For the space \(\text{SPD}_n\), it is determined by a vector.

#### The VVD vector

To assign this vector in \(\text{SPD}\) we introduce the vector-valued distance (VVD) function \(d_{vv}: \text{SPD}_n \times \text{SPD}_n \rightarrow \mathbb{R}^n\). For two points \(P, Q \in \text{SPD}_n\), the VVD is defined as:

\[
d_{vv}(P, Q) = \log(\lambda_1(P^{-1}Q), \ldots, \lambda_n(P^{-1}Q))
\]

where \(\lambda_1(P^{-1}Q) \geq \ldots \geq \lambda_n(P^{-1}Q)\) are the eigenvalues of \(P^{-1}Q\) sorted in descending order. This vector is an invariant of the relative position of two points up to isometry. This means that in \(\text{SPD}_n\), only if the VVD between two points \(A\) and \(B\) is the vector \(v \in \mathbb{R}^n\), and the VVD between \(P\) and \(Q\) is also \(v\), then there exists an isometry mapping \(A\) to \(P\) and \(B\) to \(Q\). Thus, we can recover completely the relative position of two points in \(\text{SPD}_n\) from this vector. For example, the Riemannian metric is obtained by using the standard \(l_2\) norm on the VVD vector. This is: \(d^R(P, Q) = ||d_{vv}(P, Q)||_2\). See [46] §2.6 and Appendix C.4 for a review of VVDs in symmetric spaces.
Finsler metrics: Any norm on $\mathbb{R}^n$ that is invariant under permutation of the entries induces a metric on $\text{SPD}_n$. Moreover, $\text{SPD}_n$ do not only support a Riemannian metric, but also Finsler metrics, a whole family of distances with the same symmetry group (group of isometries). These metrics are of special importance since distance minimizing geodesics are not necessarily unique in Finsler geometry. Two different paths can have the same minimal length. This is particularly valuable when embedding graphs in $\text{SPD}_n$, since in graphs there are generally several shortest paths. We obtain the Finsler metrics $F_1$ or $F_\infty$ by taking the respective $\ell_1$ or $\ell_\infty$ norms of the VVD in $\mathbb{R}^n$ (see Figure 3). See Planche [66] and Appendix C.6 for a review of the theory of Finsler metrics, [12] for the study of some Finsler metrics on $\text{SPD}_n$, and [52] for applications of Finsler metrics on symmetric spaces in representation learning.

Advantages of VVD: The proposed metric learning framework based on the VVD offers several advantages. First, a single model can be run with different metrics, according to the chosen norm. The VVD contains the full information of the Riemannian distance and of all invariant Finsler distances, hence we can easily recover the Riemannian metric and extend the approach to many other alternatives (in Appendix C.7 we detail how the VVD generalizes other $\text{SPD}_n$ metrics). Second, the VVD provides much more information than just the distance, and can be used to analyze the learned representation in $\text{SPD}_n$, independent of the choice of the metric. Out of the VVD between two points, one can immediately read the regularity of the unique geodesics joining these two points. Geodesics in $\text{SPD}_n$ have different regularity, which is related with the number of maximal Euclidean subspaces that contain the geodesic. The Riemannian or Finsler distances cannot distinguish the differences between these geodesics of different regularity, but the VVD function can. Third, the VVD function can be leveraged as a tool to visualize and analyze the learned high-dimensional representations (see §6.4).

4 Gyrocalculus

To build an analog of many Euclidean operators in $\text{SPD}_n$, we require also a translation of operations internal to Euclidean geometry, chief among these being the vector space operations of addition and scalar multiplication. By means of tools introduced in pure mathematics literature[4], we describe a gyro-vector space structure on $\text{SPD}_n$, which provides geometrically meaningful extensions of these vector space operations, extending successful applications of this framework in geometric deep learning to hyperbolic space [32, 54, 70]. These operations provide a template for translation, where one may attempt to replace $+, -, \times$ in formulas familiar from Euclidean spaces with the analogous operations $\oplus, \ominus, \otimes$ on $\text{SPD}_n$. While straightforward, such translation requires some care, as gyro-addition is neither commutative nor associative. See Appendix D for a review of the underlying general theory of gyrogroups and additional guidelines for accurate formula translation.

Addition and Subtraction: Given a fixed choice $I$ of basepoint and two points $P, Q \in \text{SPD}_n$, we define the gyroaddition of $P$ and $Q$ to be the point $P \oplus Q \in \text{SPD}_n$, which is the image of $Q$ under the isometry which translates $I$ to $P$ along the geodesic connecting them. This directly generalizes the gyroaddition of hyperbolic space exploited by [7, 32, 70], via the geometric interpretation of Vermeer [84] (see Figure 4).

Fixing $P \in \text{SPD}_n$, we may compute the value of $P \oplus Q$ for arbitrary $Q$ as the result of applying the $\text{SPD}_n$-translation moving the basepoint to $P$, evaluated on $Q$. We see also the additive inverse of a point with respect to this operation must then be given by its geodesic reflection in $I$.

$$P \oplus Q = \sqrt{P}Q\sqrt{P} \quad \ominus P = P^{-1} \quad (2)$$

See [1, 37] for an abstract treatment of gyrocalculus, and [47] for the specific examples discussed here.
As this operation encodes a symmetry of SPD\textsuperscript{n}, it is possible to recast certain geometric statements purely in the gyrovector formalism. In particular, the vector-valued distance \(d_{\text{vec}}(P, Q)\) may be computed as the logarithm of the eigenvalues of \(\odot P \oplus Q\) (see Appendix C.5).

**Scalar Multiplication and Matrix Scaling:** For a fixed basepoint \(I\), we define the scalar multiplication of a point \(P \in \text{SPD}_n\) by a scalar \(\alpha \in \mathbb{R}_+\) to be the point which lies at distance \(o_0(I, P)\) from \(I\) in the direction of \(P\), where \(d(\cdot, \cdot)\) is the metric distance on \(\text{SPD}_n\). Geometrically, this is a transfer of the vector-space scalar multiplication on the tangent space to \(\text{SPD}_n\):

\[
\alpha \odot P = P^\alpha = \exp(\alpha \log(P)),
\]

where \(\exp, \log\) are the matrix exponential and logarithm. We further generalize the notion of scalar multiplication to allow for different relative expansion rates in different directions. For a fixed basepoint \(I\) and a point \(P \in \text{SPD}_n\), we can replace the scalar \(\alpha\) from Eq. 3 with an arbitrary real symmetric matrix \(A \in S_n\). We define this matrix scaling by:

\[
A \odot P = \exp(A \odot \log(P))
\]

where \(A \odot X\) denotes the Hadamard product. We denote the matrix scaling with \(\odot\), extending the previous usage: for any \(\alpha \in \mathbb{R}\), we have \([\alpha] \odot P = \alpha \odot P\) where \([\alpha]\) is the matrix with every entry \(\alpha\).

## 5 Implementation

In this section we detail how we learn representations in \(\text{SPD}_n\), and implement different linear mappings so that they conform to the premises of each operator, yielding SPD neural layers.

**Embeddings in \(\text{SPD}_n\) and \(S_n\):** We are interested in learning embeddings in \(\text{SPD}_n\). To do so we exploit the connection between \(\text{SPD}_n\) and its tangent space \(S_n\), through the exponential and logarithmic maps. To learn a point \(P \in \text{SPD}_n\), we first model it as a symmetric matrix \(U \in S_n\). We impose symmetry on \(U\) by learning a triangular matrix \(X \in S_n\), and impose symmetry on the factor matrix \(A \in S_n\). We define this matrix scaling by:

\[
A \odot P = \exp(A \odot \log(P))
\]

where \(A \odot X\) denotes the Hadamard product. We denote the matrix scaling with \(\odot\), extending the previous usage: for any \(\alpha \in \mathbb{R}\), we have \([\alpha] \odot P = \alpha \odot P\) where \([\alpha]\) is the matrix with every entry \(\alpha\).

**Isometries: Rotations and Reflections:** Rotations in \(n\) dimensions are described as collections of pairwise orthogonal 2-dimensional rotations in planes (with a leftover \(1\)-dimensional "axis of rotation" in odd dimensions). We utilize this observation to efficiently build elements of \(O(n)\) out of two-dimensional rotations in coordinate planes. More precisely, for any \(\theta \in [0, 2\pi)\) and choice of sign \(+, -\) we let \(R^\pm(\theta)\) denote the 2-dimensional rotation (+) or reflection (−) as \(R^\pm(\theta) = (\cos \theta \pm i \sin \theta)\).

Then for any pair \(i < j\) in \(1 \ldots n\), we denote by \(R_{ij}^k(\theta)\) the transformation which applies \(R^\pm(\theta)\) to the \(x_i x_j\)-plane of \(\mathbb{R}^n\), and leaves all other coordinates fixed. For example, in \(O(5)\) the element \(R_{24}^5(\theta)\) (see on the right) denotes the transformation where we replace the entries \((ii, ij, ji, jj)\) of \(I_n\) with the corresponding values of \(R^+(\theta)\). More general, rotations and reflections are built by taking products of these basic transformations. Given a \(n(n-1)/2\)-dimensional vector of angles \(\vec{\theta} = (\theta_{12}, \ldots, \theta_{ij}, \ldots)\).
and a choice of sign, we define the rotation and reflection corresponding to $\vec{\theta}$ by:

$$\text{Rot}(\vec{\theta}) = \prod_{i<j} R_{ij}^+(\theta_{ij}) \quad \text{Refl}(\vec{\theta}) = \prod_{i<j} R_{ij}^-(\theta_{ij})$$ (5)

where $\text{Rot}(\vec{\theta}), \text{Refl}(\vec{\theta}) \in \mathbb{R}^{n \times n}$ are the isometry matrices, and the vector of angles $\vec{\theta}$ can be regarded as a learnable parameter of the model. Finally, we denote the application of the transformation $M$ to the point $P \in \text{SPD}_n$ by:

$$M \odot P = MPM^T$$ (6)

**Optimization:** For the proposed rotations and reflections, the learnable weights are vectors of angles $\vec{\theta} \in \mathbb{R}^{n(n-1)/2}$, which do not pose an optimization challenge. On the other hand, embeddings in SPD have to be optimized respecting the geometry of the manifold, but as already explained, we model them on the space of symmetric matrices $S_n$, and then we apply the exponential map. In this manner, we are able to perform tangent space optimization [26] using standard Euclidean techniques, and circumvent the need for Riemannian optimization [15, 11], which we found to be less numerically stable. Due to the geometry of $\text{SPD}_n$ (see Appendix C.3), this is an exact procedure, which does not incur losses in representational power.

**Complexity:** The most frequently utilized operation when learning embeddings is the distance calculation, thus we analyze its complexity. In Appendix A.1 we detail the complexity of different operations. Calculating the distance between two points in $\text{SPD}_n$ implies computing multiplications, inversions and diagonalizations of $n \times n$ matrices. We find that the cost of the distance computation with respect to the matrix dimensions is $O(n^3)$. Although a matrix of rank $n$ implies $n(n+1)/2$ dimensions thus a large $n$ value is usually not required, the cost of many operations is polynomial instead of linear.

**Towards neural network architectures:** We employ the proposed mappings along with the gyro-vector operations as building blocks for SPD neural layers. This is showcased in the experiments presented below. Scalings, rotations and reflections can be seen as feature transformations. Moreover, gyro-addition allows us to define the equivalent of bias addition. Finally, although we do not employ non-linearities, our approach can be seamlessly integrated with the ReEig layer (adaptation of a ReLU layer for SPD) proposed in [40].

6 Experiments

In this section we employ the transformations developed on SPD to build neural models for knowledge graph completion, item recommendation and question answering. Task-specific models in different geometries have been developed in the three cases, hence we consider them adequate benchmarks for representation learning.

6.1 Knowledge Graph Completion

Knowledge graphs (KG) represent heterogeneous knowledge in the shape of $(head, relation, tail)$ triples, where head and tail are entities and relation represents a relationships among entities. KG exhibit an intricate and varying structure where entities can be connected by symmetric, anti-symmetric, or hierarchical relations. To capture these non-trivial patterns more expressive modelling techniques become necessary [25], thus we choose this application to showcase the capabilities of our transformations on SPD manifolds. Given an incomplete KG, the task is to predict which unknown links are valid.

**Problem formulation:** Let $G = (\mathcal{E}, \mathcal{R}, \mathcal{T})$ be a knowledge graph where $\mathcal{E}$ is the set of entities, $\mathcal{R}$ is the set of relations and $\mathcal{T} \subset \mathcal{E} \times \mathcal{R} \times \mathcal{E}$ is the set of triples stored in the graph. The usual approach is to learn a scoring function $\phi : \mathcal{E} \times \mathcal{R} \times \mathcal{E} \rightarrow \mathbb{R}$ that measures the likelihood of a triple to be true, with the goal of scoring all missing triples correctly. To do so, we propose to learn representations of entities as embeddings in $\text{SPD}_n$, and relation-specific transformation in the manifold, such that the KG structure is preserved.

3Code available at https://github.com/fedelopez77/gyrospd
**Scaling model:** We follow the base hyperbolic model MuRP [8] and adapt it into SPD\(_n\) by means of the *matrix scaling*. Its scoring function has shown success in the task given that it combines multiplicative and additive components, which are fundamental to model different properties of KG relations [4]. We translate it into SPD\(_n\) as:

\[
\phi(h, r, t) = -d((M_r \otimes \mathbf{H}) \oplus \mathbf{R}, \mathbf{T})^2 + b_h + b_t
\]

where \(\mathbf{H}, \mathbf{T} \in \text{SPD}_n\) are embeddings and \(b_h, b_t \in \mathbb{R}\) are scalar biases for the head and tail entities respectively. \(\mathbf{R} \in \text{SPD}_n\) and \(M_r\) are matrices that depend on the relation. For \(d(\cdot, \cdot)\), we experiment with the Riemannian and the Finsler One metric distances.

**Isometric model:** A possible alternative is to embed the relation-specific transformations as elements of the \(O(n)\) group (i.e., rotations and reflections). This technique has proven effective in different metric spaces [25, 88]. In this case, \(M_r\) is a rotation or reflection matrix as in Eq. 5 and the scoring function is defined as:

\[
\phi(h, r, t) = -d((M_r \otimes \mathbf{H}) \oplus \mathbf{R}, \mathbf{T})^2 + b_h + b_t
\]

**Datasets:** We employ two standard benchmarks, namely WN18RR [16, 28] and FB15k-237 [16, 76]. WN18RR is a subset of WordNet [59] containing 11 lexical relationships between 40,943 word senses. FB15k-237 is a subset of Freebase [14], with 14,541 entities and 237 relationships.

**Training:** We follow the standard data augmentation protocol by adding inverse relations to the datasets [48]. We optimize the cross-entropy loss with uniform negative sampling defined in Equation 9 where \(\mathcal{T}\) is the set of training triples, and \(Y_i = -1\) if \(t\) is a factual triple or \(Y_i = 1\) if \(t\) is a negative sample.

\[
\mathcal{L} = \sum_{(h,r,t) \in \mathcal{T}} \log(1 + \exp(Y_i \phi(h, r, t)))
\]

We employ the AdamW optimizer [55]. We conduct a grid search with matrices of dimension \(n \times n\) where \(n \in \{14, 20, 24\}\) (this is the equivalent of \(\{105, 210, 300\}\) degrees of freedom respectively) to select optimal dimensions, learning rate and weight decay, using the validation set. More details and set of hyperparameters in Appendix B.1.

**Evaluation metrics:** At test time, we rank the correct tail or head entity against all possible entities using the scoring function, and use inverse relations for head prediction [48]. Following previous work, we compute two ranking-based metrics: mean reciprocal rank (MRR), which measures the mean of inverse ranks assigned to correct entities, and hits at \(K\) (H@\(K\), \(K \in \{1, 3, 10\}\)), which measures the proportion of correct triples among the top \(K\) predicted triples. We follow the standard evaluation protocol of filtering out all true triples in the KG during evaluation [16].

**Baselines:** We compare our models with their respective equivalents in different metric spaces, which are also state-of-the-art models for the task. For the scaling model, these are MuRE and MuRP [8], which perform the scaling operation in Euclidean and hyperbolic space respectively. For the isometric models, we compare to RotC [73], ROTE and ROTH [25] (rotations in Complex, Euclidean and hyperbolic space respectively), and RefE and RefFH [25] (reflections in Euclidean and hyperbolic space). Baseline results are taken from the original papers. We do not compare to previous work on SPD given that they lack the definition of an arithmetic operation in the space, thus a vis-a-vis comparison is not possible.

**Results:** We report the performance for all analyzed models, segregated by operation, in Table 1. On both dataset, the scaling model SPD\(_{\text{Sca}}\) outperforms its direct competitors MuRE and MuRP, and this is specially notable in HR@10 for WN18RR: 59.0 for SPD\(_{\text{Sca}}\) vs 55.4 and 56.6 respectively. SPD reflections are very effective on WN18RR as well. They outperform their Euclidean and hyperbolic counterparts RefE and RefH, in particular when equipped with the Finsler metric. Rotations on the SPD manifold, on the other hand, seem to be less effective. However, Euclidean and hyperbolic rotations require 500 dimensions whereas the SPD\(_{\text{Rot}}\) models are trained on matrices of rank 14 (equivalent to 105 dims). Moreover, the underperformance observed in some of the analyzed cases for rotations and reflections does not repeat in the following experiments (§6.2 & §6.3). Hence, we consider this is due to overfitting in some particular setups. Although we tried different regularization methods, we regard a sub-optimal configuration rather than a geometric reason to be the cause for the underperformance.

Regarding the choice of a distance metric, the Finsler One metric is better suited with respect to HR@3 and HR@10 when using scalings and reflections on WN18RR. For the FB15k-237 dataset, SPD models operating with the Riemannian metric outperform their Finsler counterparts. This
suggests that the Riemannian metric is capable of disentangling the large number of relationships in this dataset to a better extent.

In these experiments we have evaluated models applying equivalent operations and scoring functions in different geometries, thus they can be thought as a vis-a-vis comparison of the metric spaces. We observe that SPD models tie or outperform baselines in most instances. This showcases the improved representation capacity of the SPD manifold when compared to Euclidean and hyperbolic spaces. Moreover, it demonstrates the effectiveness of the proposed metrics and operations in this manifold.

### 6.2 Knowledge Graph Recommender Systems

Recommender systems (RS) model user preferences to provide personalized recommendations [93]. KG embedding methods have been widely adopted into the recommendation problem as an effective tool to model side information and enhance the performance [91, 34]. For instance, one reason for recommending a movie to a particular user is that the user has already watched many movies from the same genre or director [56]. Given multiple relations between users, items, and heterogeneous entities, the goal is to predict the user’s next item purchase or preference.

**Model:** We model the recommendation problem as a link prediction task over users and items [49]. In addition, we aim to incorporate side information between users, items and other entities. Hence we apply our KG embedding method from §6.1 as is, to embed this multi-relational graph. We evaluate the capabilities of the approach by only measuring the performance over user-item interactions.

**Datasets:** To investigate the recommendation problem endowed with added relationships, we employ the Amazon dataset [58, 61] (branches "Software", "Luxury & Beauty" and "Prime Pantry"), with users’ purchases of products, and the MindReader dataset [18] of movie recommendations. Both datasets provide additional relationships between users, items and entities such as product brands, or movie directors and actors. To generate evaluation splits, the penultimate and last item the user has interacted with are withheld as dev and test sets respectively.

**Training:** In this setup we also augment the data by adding inverse relations and optimize the loss from Equation 9. We set the size of the matrices to $10 \times 10$ dimensions (equivalent to 55 free parameters). More details about relationships and set of hyperparameters in Appendix B.2.

**Evaluation and metrics:** We follow the standard procedure of evaluating against 100 randomly selected samples the user has not interacted with [58, 53]. To evaluate the recommendation performance we focus on the buys / likes relation. For each user $u$ we rank the items $i_j$ according to the scoring function $\phi(u, \text{buys}, i_j)$. We adopt MRR and H@10, as ranking metrics for recommendations.

**Baselines:** We compare to TransE [16], RotC [73], MuRE and MuRP [8] trained with 55 dimensions.

**Results:** In Table 2 we observe that the SPD models tie or outperform the baselines in both MRR and HR@10 across all analyzed datasets. Rotations in both, Riemannian and Finsler metrics, are more effective in this task, achieving the best performance in 3 out of 4 cases, followed by the scaling models. Overall, this shows the capabilities of the systems to effectively represent user-item interactions enriched with relations between items and their attributes, thus learning to better model users’ preferences. Furthermore, it displays the versatility of the approach to diverse data domains.
We model word embeddings.

We evaluate our approach on the task of Question Answering (QA). In this manner we also showcase the capabilities of our methods to train word embeddings.

Model: We adapt the model from HyperQA [74] to SPD. We model word embeddings \( t_i \in \text{SPD}_n \), and represent question/answers as a summation of the embeddings of their corresponding tokens. We apply a feature transformation \( T(\cdot) \) followed by a bias addition, as an equivalent of a neural linear layer. \( T(\cdot) \) can be a scaling, rotation or reflection. Finally we compute a distance-based similarity function between the resulting question/answer representations as defined in Equation 10, where \( w_f, w_b \in \mathbb{R} \), \( B \in \text{SPD}_n \) and the transformation \( T \) are parameters of the model.

Datasets: We analyze two popular benchmarks for QA: TrecQA [85] (clean version) and WikiQA [89].

Training: We optimize the cross-entropy loss from Eq. 9, where we replace \( \phi \) for \( \text{sim}(q, a) \) and for each question we use wrong answers as negative samples. We set the size of the matrices to 14 \( \times \) 14 dimensions (equivalent to 105 free parameters). The set of hyperparameters can be found in Appendix B.3.

Evaluation metrics: At test time, for each question we rank its candidate answers according to Eq. 10. We adopt MRR and H@1 as evaluation metrics.

Baselines: We compare against Euclidean and hyperbolic spaces of 105 dimensions. For the Euclidean model we employ a linear layer as feature transformation. For the hyperbolic model, we operate on the tangent space and project the points into the Poincaré ball to compute distances.

Results: We present results in Table 3. In both datasets, we see that the word embeddings and transformations learned by the SPD models are able to place questions and answers representations in the space such that they outperform Euclidean and hyperbolic baselines. Finsler metrics seem to be very effective in this scenario, improving the performance of their Riemannian counterparts in many cases. Overall, this suggests that embeddings in SPD manifolds learn meaningful representations that can be exploited into downstream tasks. Moreover, we showcase how to employ different operations as feature transformations and bias additions, replicating the behavior of linear layers in classical deep learning architectures that can be seamlessly integrated with different distance metrics.

6.4 Analysis

One reason to embed data into Riemannian manifolds, such as SPD, is to use geometric properties of the manifold to analyze the structure of the data [52]. Visualizations in SPD are difficult due to their
Figure 5: Train, negative and validation triples for relationships 'derivationally related form' (top) and 'hyponym' (bottom) for 5 (left), 50 (center) and 3000 (right) epochs for the \( \text{SPD}_{\text{vec}} \) model. The red dot corresponds to the relation addition \( R \).

high dimensionality. As a solution we use the vector-valued distance function to develop a new tool to visualize and analyze structural properties of the learned representations.

We adopt the vector \((n - 1, n - 3, \cdots, -n + 3, -n + 1)\), as the barycenter of the space in \( \mathbb{R}^n \) where the VVD is contained. Then, we plot the norm of the VVD vector and its angle with respect to this barycenter. In Figure 5, we compute and plot the VVD corresponding to \( d(M_r \otimes \mathbf{H}, \mathbf{T}) \) and \( R \) as defined in Eq. 7 for KG models trained on WN18RR. In early stages of the training, all points fall near the origin (left side of the plots). As training evolves, the model learns to separate true \((h, r, t)\) triples from corrupted ones (center part). When the training converges, the model is able to clearly disentangle and cluster positive and negative samples. We observe how the position of the validation triples (green points, not seen during training) directly correlates with the performance of each relation. Plots for more relations in Appendix B.1.

7 Conclusions

Riemannian geometry has gained attention due to its capacity to represent non-Euclidean data arising in several domains. In this work we introduce the vector-valued distance function, which allows to implement universal models (generalizing previous metrics on SPD), and can be leveraged to provide a geometric interpretation on what the models learn. Moreover, we bridge the gap between Euclidean and SPD geometry under the lens of the gyrovector theory, providing means to transfer standard arithmetic operations from the Euclidean setting to their analog notions in SPD. These tools enable practitioners to exploit the full representation power of SPD, and profit from the enhanced expressivity of this manifold. We propose and evaluate SPD models on three tasks and eight datasets, which showcases the versatility of the approach and ease of integration with downstream tasks. The results reflect the superior expressivity of SPD when compared to Euclidean or hyperbolic baselines.

This work is not without limitations. We consider the computational complexity of working with spaces of matrices to be the main drawback, since the cost of many operations is polynomial instead of linear. Nevertheless, a matrix of rank \( n \) implies \( n(n + 1)/2 \) dimensions thus a large \( n \) value is usually not required.
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A Implementation Details

A.1 Computational Complexity of Operations

In this section we discuss the computational theoretical complexity of the different operations involved in the development of this work. We employ Big O notation. Since in all cases operations are not nested, but are applied sequentially, the costs can be added resulting in a polynomial expression. Thus, by applying the properties of the notation, we disregard lower-order terms of the polynomial.

Matrix Operations: For $n \times n$ matrices, the associated complexity of each operation is as follows:

- Addition and subtraction: $O(n^2)$
- Multiplication: $O(n^{2.4})$
- Inversion: $O(n^{2.4})$
- Diagonalization: $O(n^3)$

SPD Operations: For $n \times n$ SPD matrices, the associated complexity of each operation is as follows:

- Exp/Log map: $O(n^3)$, due to diagonalizations.
- Gyro-Addition: $O(n^{2.4})$, due to matrix multiplications
- Matrix Scaling: $O(n^3)$, due to exp and log maps.
- Isometries: $O(n^{2.4})$, due to matrix multiplications.

Distance Calculation: The full computation of the distance algorithm in $\text{SPD}_n$ involves matrix square root, inverses, multiplications, and diagonalizations. Since they are applied sequentially, without affecting the dimensionality of the matrices, we can take the highest value as the asymptotic cost of the algorithm, which is $O(n^3)$.

A.2 Tangent Space Optimization

Optimization in Riemannian manifolds normally requires Riemannian Stochastic Gradient Descent (RSGD) or other Riemannian techniques. We performed initial tests converting the Euclidean gradient into its Riemannian form, but found it to be less numerically stable and also slower than tangent space optimization. With tangent space optimization, we can use standard Euclidean optimization techniques, and respect the geometry of the manifold. Note that tangent space optimization is an exact procedure, which does not incur losses in representational power. This is the case in $\text{SPD}_n$ specifically because of a completeness property given by the choice of $I \in \text{SPD}_n$ as the basepoint: there is always a global bijection between the tangent space and the manifold.

B Experimental Details

All models and experiments were implemented in PyTorch with distributed data parallelism, for high performance on clusters of CPUs/GPUs.

Hardware: All experiments were run on Intel Cascade Lake CPUs, with microprocessors Intel Xeon Gold 6230 (20 Cores, 40 Threads, 2.1 GHz, 28MB Cache, 125W TDP). Although the code supports GPUs, we did not utilize them due to higher availability of CPU’s.

---

4 https://en.wikipedia.org/wiki/Big_O_notation
5 https://en.wikipedia.org/wiki/Computational_complexity_of_mathematical_operations
Figure 6: Train, negative and validation triples for WN18RR relationships of the SPD \( F_1 \) model after convergence. The red dot corresponds to the relation addition \( R \).

### B.1 Knowledge Graph Completion

**Setup:** We train for 5000 epochs, with batch size of 4096 and 10 negative samples, reducing the learning rate by a factor of 2 if the model does not improve the performance on the dev set after 50 epochs, and early stopping based on the MRR if the model does not improve after 500 epochs. We use the burn-in strategy \[62\] training with a 10 times smaller learning rate for the first 10 epochs. We experiment with matrices of dimension \( n \times n \) where \( n \in \{14, 20, 24\} \) (this is the equivalent of \( \{105, 210, 300\} \) degrees of freedom respectively), learning rates from \( \{1e^{-4}, 5e^{-5}, 1e^{-5}\} \) and weight decays of \( \{1e^{-2}, 1e^{-3}\} \).

**Datasets:** Stats about the datasets used in Knowledge graph experiments can be found in Table 4.

**Results:** In addition to the results provided in §6.1 in Table 5, we provide a comparison with other state-of-the-art models. We include ComplEx \[77\], Tucker \[9\], and Quaternion \[92\].

**Analysis:** In Figure 6, we add equivalent plots to the ones explained in §6.4 for other relations from WN18RR.

### B.2 Knowledge Graph Recommender Systems

**Setup:** We train for 3000 epochs, with batch size from \( \{512, 1024\} \) and 10 negative samples, and early stopping based on the MRR if the model does not improve after 200 epochs. We use the burn-in strategy \[62\] training with a 10 times smaller learning rate for the first 10 epochs. We report average ± standard deviation of 3 runs. We experiment with matrices of dimension \( 10 \times 10 \) (this is the equivalent of \( 100 \) degrees of freedom respectively).

| Dataset  | Entities | Relations | Train | Dev   | Test  |
|----------|----------|-----------|-------|-------|-------|
| WN18RR   | 40943    | 11        | 86835 | 3034  | 3134  |
| FB15k-237| 14541    | 237       | 272115| 17535 | 20466 |
Table 5: Results for Knowledge graph completion.

| Space | Model   | MRR   | HR@1 | HR@3 | HR@10 | MRR   | HR@1 | HR@3 | HR@10 |
|-------|---------|-------|------|------|-------|-------|------|------|-------|
| C     | ComplEx | 48.0  | 43.5 | 49.5 | 57.2  | 35.7  | 26.4 | 39.2 | 54.7  |
|       | RotC    | 47.6  | 42.8 | 49.2 | 57.1  | 33.8  | 24.1 | 37.5 | 53.3  |
| Q     | Quaternion | 48.8 | 43.8 | 50.8 | 58.2  |       |      |      |       |
| R     | Tucker  | 47.0  | 44.3 | 48.2 | 52.6  | 35.8  | 26.6 | 39.4 | 54.4  |
|       | MuRE    | 47.5  | 43.6 | 48.7 | 55.4  | 33.6  | 24.5 | 37.0 | 52.1  |
|       | RotE    | 49.4  | 44.6 | 51.2 | 58.5  | 34.6  | 25.1 | 38.1 | 53.8  |
|       | RefE    | 47.3  | 43.0 | 48.5 | 56.1  | 35.1  | 25.6 | 39.0 | 54.1  |
| H     | MuRP    | 48.1  | 44.0 | 49.5 | 56.6  | 33.5  | 24.3 | 36.7 | 51.8  |
|       | RotH    | 49.6  | 44.9 | 51.4 | 58.6  | 34.4  | 24.6 | 38.0 | 53.5  |
|       | RefH    | 46.1  | 40.4 | 48.5 | 56.8  | 34.6  | 25.2 | 38.3 | 53.6  |
| SPD   | SPD_{sc} | 48.1 | 43.1 | 50.1 | 57.6  | 34.5  | 25.1 | 38.0 | 53.5  |
|       | SPD_{fs} | 48.4 | 42.6 | 51.0 | 59.0  | 32.9  | 23.6 | 36.3 | 51.5  |
|       | SPD_{rot} | 46.2 | 39.7 | 49.6 | 57.8  | 32.7  | 23.4 | 36.1 | 51.4  |
|       | SPD_{rot} | 38.6 | 25.6 | 48.7 | 56.8  | 31.4  | 22.3 | 34.7 | 49.8  |
|       | SPD_{ref} | 48.3 | 44.0 | 49.7 | 56.7  | 32.5  | 23.4 | 35.6 | 51.0  |
|       | SPD_{ref} | 48.7 | 44.3 | 50.1 | 57.4  | 30.7  | 21.7 | 33.7 | 48.8  |

equivalent of \{55\} degrees of freedom), learning rates from \{5e^{-4}, 1e^{-4}, 5e^{-5}\} and weight decay of 1e^{-3}. Same grid search is applied to baselines.

Datasets: On the Amazon dataset we adopt the 5-core split for the branches "Software", "Luxury & Beauty" and "Industrial & Scientific", which form a diverse dataset in size and domain. We add relationships used in previous work \[95, 3\]. These are:

- also_bought: users who bought item A also bought item B.
- also_viewed: users who bought item A also viewed item B.
- category: the item belongs to one or more categories.
- brand: the item belongs to one brand.

On the MindReader dataset, we consider a user-item interaction when a user gave an explicit positive rating to the movie. The relationships added are:

- directed_by: the movie was directed by this person.
- produced_by: the movie was produced by this person/company.
- from_decade: the movie was released in this decade.
- followed_by: the movie was followed by this other movie.
- has_genre: the movie belongs to this genre.
- has_subject: the movie has this subject.
- starring: the movie was starred by this person.

Statistics of the datasets with the added relationships can be seen in Table 6. For dev/test we only consider users with 3 or more interactions.

Table 6: Statistics for KG Recommender datasets.

| Dataset        | Users | Items | Other Entities | Train Relations | Dev/Test |
|----------------|-------|-------|----------------|-----------------|----------|
|                |       |       |                | User-item | Others   |          |
| Software       | 1826  | 802   | 689            | 8242       | 6078     | 1821     |
| Luxury Beauty  | 3819  | 1581  | 2              | 20796      | 26044    | 3639     |
| Prime Pantry   | 14180 | 4970  | 1100           | 102848     | 99118    | 14133    |
| MindReader     | 961   | 2128  | 11775          | 11279      | 99486    | 953      |
Table 7: Statistics for Question Answering datasets.

|        | TRECQA | WIKIQA |
|--------|--------|--------|
| Train Qs | 1227   | 2119   |
| Dev Qs   | 65     | 127    |
| Test Qs  | 68     | 244    |
| Train pairs | 53417 | 20361  |
| Dev Pairs | 1117   | 1131   |
| Test Pairs | 1442   | 2352   |

B.3 Question Answering

Setup: We train for 300 epochs, with 2 negative samples and early stopping based on the MRR if the model does not improve after 20 epochs. We use the burn-in strategy [62] training with a 10 times smaller learning rate for the first 10 epochs. We report average ± standard deviation of 3 runs. We experiment with matrices of dimension $14 \times 14$ (equivalent of 105 degrees of freedom respectively), batch size from $\{512, 1024\}$, learning rate from $\{1e^{-4}, 5e^{-5}, 1e^{-5}\}$ and weight decays of $1e^{-3}$. Same grid search was applied to baselines.

Datasets: Stats about the datasets used for Question Answering experiments can be found in Table 7.

C Differential Geometry of SPD$_n$

C.1 Orthogonal Diagonalization

Every real symmetric matrix may be orthogonally diagonalized: For every point $P \in$ SPD$_n$ we may find a positive diagonal matrix $D$ and an orthogonal matrix $K$ such that $P = KDK^T$. This diagonalization has two practical consequences: it allows efficient computation of important SPD$_n$ operations, and provides another means of generalizing Euclidean notions to SPD$_n$.

With respect to computation, if $P \in$ SPD$_n$ has orthogonal diagonalization $P = KDK^T$, we may compute its square root and logarithm as $\sqrt{P} = K\sqrt{D}K^T$ and $\log(P) = K\log(D)K^T$ where $\sqrt{D} = \text{diag}(\sqrt{d_1}, \ldots, \sqrt{d_n})$ and $\log(D) = \text{diag}(\log d_1, \ldots, \log d_n)$ for $D = \text{diag}(d_1, \ldots, d_n)$. Similarly, if a tangent vector $U \in S_n$ has orthogonal diagonalization $U = K\Lambda K^T$ (here $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$ not necessarily positive definite), the exponential map is computed as $\exp(U) = Ke^\Lambda K^T$, where $e^\Lambda = \text{diag}(e^{\lambda_1}, \ldots, e^{\lambda_n})$.

We verify this in the two lemmas below.

**Lemma 1.** If $K \in O(n)$ and $X$ is any $n \times n$ matrix, then $\exp(KXK^T) = K\exp(X)K^T$.

**Proof.** As $K$ is orthogonal, $K^T = K^{-1}$. Conjugation is an automorphism of the algebra of $n \times n$ matrices, and so applying this to any partial sum of the exponential $\exp(X) = \sum_{n=0}^{\infty} \frac{1}{n!} X^n$ yields

$$\sum_{n=0}^{N} \frac{1}{n!} (KXK^{-1})^n = K \left( \sum_{n=0}^{N} \frac{1}{n!} X^n \right) K^{-1}.$$ 

Taking the limit of this equality as $N \to \infty$ gives the claimed result. \qed

**Lemma 2.** If $D = \text{diag}(d_1, \ldots, d_n)$ is a diagonal matrix, then $\exp(D) = \text{diag}(e^{d_1}, \ldots, e^{d_n})$.

**Proof.** The multiplication of diagonal matrices coincides with the elementwise product of their diagonal entries. Again applying this to any partial sum of the exponential of $D = \text{diag}(d_1, \ldots, d_n)$ gives

$$\sum_{n=0}^{N} \frac{1}{n!} \text{diag}(\ldots, d_i \ldots)^n = \text{diag} \left( \ldots, \sum_{n=0}^{N} \frac{1}{n!} d_i^n, \ldots \right).$$

Taking the limit of this equality as $N \to \infty$ gives the claimed result. \qed
C.2 Metric and Isometries

The Riemannian metric on $\text{SPD}_n$ is defined as follows: if $U, V \in S_n$ are tangent vectors based at $P \in \text{SPD}_n$, their inner product is:

$$\langle U, V \rangle_P = \text{tr}(P^{-1}UP^{-1}V).$$

Note that at the basepoint, this is just the standard matrix inner product $\langle U, V \rangle_I = \text{tr}(UV^T)$ as $U, V$ are symmetric. We now verify the $GL(n, \mathbb{R})$ action given by $M$ acting as $P \mapsto MPM^T$ is an action by isometries of this metric.

**Lemma 3.** The action $f(P) = MPM^T$ extends to tangent vectors $U$ based at $P$ without change in formula: $f^*_U(U) = MUM^T$

**Proof.** Let $P \in \text{SPD}_n$ and $U \in S_n$ be a tangent vector based at $P$. Then by definition, $U = P'$ is the derivative of some path $P_t$ of some path of matrices in $\text{SPD}_n$ through $P_0 = P$. We compute the action of $P \mapsto MPM^T$ on $U$ by taking the derivative of its action on the path:

$$\frac{d}{dt} \bigg|_{t=0} M P_t M = MP_0' M \bigg|_{t=0} = MUM^T$$

**Proposition 1.** For every $M \in GL(n; \mathbb{R})$ the transformation $M \mapsto MPM^T$ preserves the Riemannian metric on $\text{SPD}_n$.

**Proof.** Let $M \in GL(n; \mathbb{R})$ and choose arbitrary point $P \in \text{SPD}_n$, and tangent vectors $U, V \in T_P \text{SPD}_n$. We compute the pullback of the metric under the symmetry $f(P) = MPM^T$. Computing directly from the definition of the previous lemma,

$$f^*(U, V)_P = \langle f_*U, f_*V \rangle_{f(P)} = \langle MUM^T, MVM^T \rangle_{MPM^T} = \text{tr} \left( (MPM^T)^{-1} MUM^T (MPM^T)^{-1} MVM^T \right) = \text{tr} \left( M^{-T} P^{-1} UP^{-1} VM^T \right) = \text{tr} \left( P^{-1} UP^{-1} V \right) = \langle U, V \rangle_P$$

where the penultimate equality uses that trace is invariant under conjugacy. 

This provides a vivid geometric interpretation of the previously discussed orthogonal diagonalization operation on $\text{SPD}_n$.

**Corollary 1.** Given any $P \in \text{SPD}_n$, there exists a symmetry fixing $I$ which moves $P$ to a diagonal matrix.

This subspace of diagonal matrices plays an essential role in working with $\text{SPD}_n$. As we verify below, the intrinsic geometry of this subspace of diagonal matrices inherited from the Riemannian metric on $\text{SPD}_n$ is flat.

**Proposition 2.** Let $D \subset \text{SPD}_n$ be the set of diagonal matrices, and define $f : \mathbb{R}^n \to D$ by $f(x_1, \ldots, x_n) = \text{diag}(e^{x_1}, \ldots, e^{x_n})$. Then $f$ is an isometry from the Euclidean metric on $\mathbb{R}^n$ to the metric on $D$ induced from $\text{SPD}_n$.

**Proof.** We pull back the metric on $D$ by $f$, and see that on $\mathbb{R}^n$ this results in the standard Euclidean metric. Given a point $x \in \mathbb{R}^n$ with tangent vectors $y, z \in \mathbb{R}^n$, we compute this as

$$f^* \langle y, z \rangle_x = \langle f_*y, f_*z \rangle_{f(x)}$$
As a consequence of non-positive curvature,\( \exp \) is a diffeomorphism of \( S_n \) onto \( \text{SPD}_n \), and so has an inverse: the Riemannian logarithm \( \log: \text{SPD}_n \to S_n \). See [10] for a review of the general theory of symmetric spaces from which the notion of maximal flats arises, see Helgason [39]. For our purposes, it is only important to note the following fact.

**Corollary 2.** The set of diagonal matrices in \( \text{SPD}_n \) is an isometrically and totally geodesically embedded copy of euclidean \( n \)-space.

### C.3 Exponential and Logarithmic Maps

The Riemannian exponential map gives a connection between the Euclidean geometry of the tangent space \( S_n \) and the curved geometry of \( \text{SPD}_n \). It assigns the tangent vector \( U \) to the point \( Q = \exp(U) \) of \( \text{SPD}_n \) reached by traveling along the geodesic starting from the basepoint \( I \) in direction \( U \) for distance \( ||U|| \).

As a consequence of non-positive curvature, \( \exp \) is a diffeomorphism of \( S_n \) onto \( \text{SPD}_n \), and so has an inverse: the Riemannian logarithm \( \log: \text{SPD}_n \to S_n \). See [10] for a review of the general theory of manifolds of non-positive curvature. Together, this pair of functions allows one to freely move between 'tangent space coordinates' or the original 'manifold coordinates' which we exploit to transfer Euclidean optimization schemes to \( \text{SPD}_n \) (see §5). This is in stark contrast to general Riemannian manifolds, where the exponential map may have no simple formula.

**Proposition 3.** Let \( \exp_{\text{Riem}}: S_n \to \text{SPD}_n \) be the Riemannian exponential map based at \( I \in \text{SPD}_n \), and \( \exp \) be the matrix exponential. Then \( \exp_{\text{Riem}} = \exp \).

**Proof.** Let \( U \in S_n \) be a tangent vector to \( \text{SPD}_n \) at the basepoint \( I \), and orthogonally diagonalize as \( U = KDK^T \) for some \( K \in O(n) \), \( D = \text{diag}(d_1, \ldots, d_n) \). As \( D \) is tangent to the maximal flat \( \mathcal{D} \) of diagonal matrices, the geodesic segment \( \exp_{\text{Riem}}(tD) \) must be a geodesic in \( \mathcal{D} \), which we know from Lemma 3 to be the coordinate-wise exponential of a straight line in \( \mathbb{R}^n \). Precisely, this geodesic is \( \text{diag}(\ldots, e^{dt_1}, \ldots) \), and so the original geodesic with initial tangent \( U = KDK^T \) is \( \exp_{\text{Riem}}(tU) = K \text{ diag}(\ldots, e^{dt_1}, \ldots)K^T \) by Lemma 6. Specializing to \( t = 1 \), this gives the claim:

\[
\exp_{\text{Riem}}(U) = K \exp_{\text{Riem}}(D)K^T = K \text{ diag}(\ldots, e^{d_1}, \ldots)K^{-1} = K \exp(D)K^{-1} = \exp(KDK^{-1}) = \exp(U)
\]

This easily transfers to an understanding of the Riemannian exponential at an arbitrary point \( P \in \text{SPD}_n \), if we identify the tangent space at \( P \) with the symmetric matrices \( S_n \) as well.
Corollary 3. The exponential based at an arbitrary point \( P \in SPD_n \) is given by
\[
\exp_{\text{Riem},P}(U) = \sqrt{P} \exp(\sqrt{P^{-1}U\sqrt{P^{-1}}})\sqrt{P}
\]

Proof. Given \( P \in SPD_n \) and tangent vector \( U \in T_P SPD_n \) identified with the set \( S_n \) of symmetric matrices, note that \( X \mapsto \sqrt{P^{-1}X\sqrt{P^{-1}}} \) is a symmetry of \( SPD_n \) taking \( P \) to \( I \) and \( U \) to \( \sqrt{P^{-1}U\sqrt{P^{-1}}} \). Using the fact that we understand the Riemannian exponential at the basepoint, we see \( \exp_{\text{Riem}}(\sqrt{P^{-1}U\sqrt{P^{-1}}}) = \exp(\sqrt{P^{-1}U\sqrt{P^{-1}}}) \). It only remains to translate the result back to \( P \), giving the claimed formula.

Proposition 4. Let \( \log_{\text{Riem}} : SPD_n \to S_n \) be the Riemannian logarithm map based at \( 0 \in S_n \), and \( \log \) be the matrix logarithm (note that while the matrix logarithm is multivalued in general, it is uniquely defined on \( S_n \)). Then \( \log_{\text{Riem}} = \log \).

Proof. Defined as the inverse of \( \exp_{\text{Riem}} \), the Riemannian logarithm must satisfy
\[
\log_{\text{Riem}} \circ \exp_{\text{Riem}} = \id_{S_n}
\]
Let \( U \in S_n \) and orthogonally diagonalize as \( U = KDK^T \). Applying the Riemannian exponential, we see \( \log_{\text{Riem}}(K \exp(D)K^T) = KDK^T \). Recalling from Lemma 3 the relation between isometries of \( SPD_n \) and their application on tangent vectors, we see that we may rewrite the left hand side as \( \log_{\text{Riem}}(K \exp(D)K^T) = K \log_{\text{Riem}}(\exp(D))K^T \). Appropriately cancelling the factors of \( K, K^T \) we arrive at the relationship
\[
\log_{\text{Riem}}(\exp(D)) = D.
\]
That is, restricted to the diagonal matrices, the Riemannian logarithm is an inverse of the matrix exponential, so Riemannian \( \log \) equals matrix \( \log \). Re-absorbing the original factors of \( K \) shows the same to be true for any positive definite symmetric matrix; thus \( \log_{\text{Riem}} = \log \).

As for the exponential, conjugating by a symmetry moving \( I \) to an arbitrary point \( P \), we may describe the Riemannian logarithm at any point of \( SPD_n \).

Corollary 4. The logarithm based at an arbitrary point \( P \in SPD_n \) is given by
\[
\log_{\text{Riem},P}(Q) = \sqrt{P}\log(\sqrt{P^{-1}Q\sqrt{P^{-1}}})\sqrt{P}
\]

C.4 Vector-valued Distance

Here we collect useful observations about the vector-valued distance on \( SPD_n \), culminating in a proof of the fact that it is a complete invariant of pairs of points, as claimed in §3.

Proposition 5. The vector-valued distance is well-defined: given any pair \( P, Q \in SPD_n \) of points and any two isometries taking \( P, Q \) to the basepoint, a diagonal matrix respectively, the diagonal matrices differ at most by a permutation of their entries.

Proof. We see heuristically that there is no remaining continuous degree of freedom by dimension count: the isometry group \( GL(n; \mathbb{R}) \) has dimension \( n^2 \), and we require \( \dim(\text{SPD}_n) = n(n+1)/2 \) degrees of freedom to translate \( P \) to the origin, and a further \( \dim O(n) = n(n-1)/2 \) degrees of freedom to diagonalize the image of \( Q \) while fixing \( I \). As \( \dim GL(n; \mathbb{R}) = \dim \text{SPD}_n + \dim O(n) \), there are no remaining continuous degrees of freedom. To see that the remaining ambiguity is precisely permutation of coordinates, note that conjugating a diagonal matrix by an orthogonal matrix results in another diagonal matrix only if the conjugating matrix is a permutation matrix.

Proposition 6. If two points \( P, Q \in SPD_n \) have the same vector-valued distance from the basepoint \( I \), then there is an isometry fixing \( I \) taking \( P \) to \( Q \).
Proof. For two matrices to have the same vector-valued distance from \( I \) is equivalent to those two matrices having the same set of eigenvalues. Let \( \lambda_1, \ldots, \lambda_n \) be a list of these eigenvalues with multiplicity, and construct two orthonormal bases \((v_i), (w_i)\) of \( \mathbb{R}^n \) as follows. For each \( i \), let \( v_i \) be an eigenvector of \( P \) with eigenvalue \( \lambda_i \), and \( w_i \) an eigenvector of \( Q \) with eigenvalue \( \lambda_i \) (in the case the eigenvalues are distinct, such bases are unique up to flipping the sign of each vector, but nontrivial choices must be made in the case of coincident eigenvalues). Given this pair of orthonormal bases, let \( K \in O(n) \) be the orthogonal matrix which takes \((v_i)\) to \((w_i)\). It is then an easy observation of linear algebra to note that \( Q = KPK^{-1} \), but recalling \( K^T = K^{-1} \) we see this is interpreted in the geometry of \( SPD_n \) to say that there is an isometry \( X \mapsto KXK^T \) fixing \( I \) and taking \( P \) to \( Q \). \( \square \)

Combining Propositions 5 and 6, after translating appropriately to the basepoint yields the following cornerstone of the theory, showing the vector-valued distance to be the best possible invariant.

Corollary 5. The vector-valued distance is a complete invariant of pairs of points. Two pairs of points \((P, Q)\) and \((P', Q')\) can be mapped to one another by an isometry if and only if they have the same vector-valued distance.

It’s important to note that while the vector-valued distance is not literally a metric distance (it is vector valued, instead of positive-real-number valued, for one) it enjoys some properties analogous to traditional metric distances. For a brief review of some of these (the vector-valued triangle inequality, etc) see Kapovich, Leeb & Porti. [46], and Kapovich, Leeb & Millison [45].

One property distinguishing the vector-valued distance from traditional metrics is its assymetry. We will wish to recall this relationship later on, and so prove it here for completeness.

Lemma 4. For \( P, Q \in SPD_n \), the vector-valued distance satisfies
\[
d_{vv}(P, Q) = -d_{vv}(Q, P)
\]
with equality understood up to permutation of coordinates.

Proof. The computation of \( d_{vv}(P, Q) \) differs from that of \( d_{vv}(Q, P) \) in the first step, where we reduce it to computing a function of the eigenvalues of \( P^{-1}Q \) or \( Q^{-1}P \) respectively. Noting these are inverses of one another, their eigenvalues are reciprocals we may perform the following calculation, where \( \{\lambda_i(X)\} \) denotes the eigenvalues of \( X \).
\[
d_{vv}(Q, P) = \log(\ldots, \lambda_i(Q^{-1}P), \ldots) \\
= \log(\ldots, \lambda_i((P^{-1}Q)^{-1}), \ldots) \\
= \log(\ldots, \lambda_i((P^{-1}Q)^{-1}), \ldots) \\
= \log \left( \ldots, \frac{1}{\lambda_i((P^{-1}Q)^{-1})}, \ldots \right) \\
= -\log(\ldots, \lambda_i((P^{-1}Q)), \ldots) \\
= -d_{vv}(P, Q) \]
\( \square \)

C.5 Riemannian Distance

This Riemannian metric allows the computation of the length of curves \( \gamma : [0, 1] \rightarrow SPD_n \) as
\[
\text{length}(\gamma) = \int_0^1 \sqrt{\langle \gamma'(t), \gamma'(t) \rangle_{\gamma(t)}} \, dt.
\]
This in turn induces a distance function \( d : SPD_n \times SPD_n \to \mathbb{R} \), by taking the infimum of the lengths of all paths joining two points:
\[
d(P, Q) = \inf_{\gamma : [0, 1] \rightarrow SPD_n} \left\{ \text{length}(\gamma) \right\}
\]
\( \gamma(0) = P, \gamma(1) = Q \)

While for general Riemannian manifolds such a distance function may be impossible to explicitly compute, the symmetries of \( SPD_n \) provide a readily computable formula.
Proposition 7. The Riemannian distance from the basepoint $I$ to a point $P \in \text{SPD}_n$ is given by

$$d(I, P) = \sqrt{\sum_{i=0}^{n-1} \log(\lambda_i(P))}$$

where $\{\lambda_i(P)\}$ are the eigenvalues of $P$.

**Proof.** Let $P \in \text{SPD}_n$ be arbitrary, and orthogonally diagonalize as $P = KDK^T$. As $K \in O(n)$, the isometry $X \mapsto KDK^T$ fixes $I$, so the distance $d(I, P)$ equals the distance $d(I, D)$. Note as this action of $K$ is by conjugacy, the diagonal entries $d_i$ of $D$ are precisely the eigenvalues of $P$. As $D$ lies in the totally geodesic Euclidean subspace $D$, this distance is realized by the unique Euclidean geodesic connecting $I$ to $D$. Using Lemma 2, we may translate to familiar coordinates on $\mathbb{R}^n$ and notice this is the distance from the origin 0 to the point $x = (\log(d_1), \ldots, \log(d_n))$. That is, $d(I, D) = \sqrt{\sum_i \log(d_i)^2}$ as claimed. \hfill $\square$

This immediately generalizes to the distance between a pair of arbitrary points, via conjugating by a symmetry moving one to the origin. However, with a little more work one may get a simpler expression for the general distance.

Proposition 8. The Riemannian distance between two arbitrary points $P, Q \in \text{SPD}_n$ is given by

$$d(P, Q) = \sqrt{\sum_i \log(\lambda_i(P^{-1}Q))}$$

where $\{\lambda_i(P^{-1}Q)\}$ are the eigenvalues of $P^{-1}Q$.

**Proof.** If $P, Q$ are arbitrary points in $\text{SPD}_n$, we may use an isometry to translate $P$ to the basepoint, while simultaneously moving $Q$ to $R = \sqrt{P^{-1}Q}\sqrt{P^{-1}}$. As isometries preserve distances, we have $d(P, Q) = d(I, R)$, and by Proposition 7, this distance is completely determined by the eigenvalues of $R$. As these are invariant under conjugacy, we replace $R$ with its conjugate by $\sqrt{P^{-1}}$ to get the matrix

$$R' = \sqrt{P}R\sqrt{P^{-1}}$$

$$= \sqrt{P^{-1}}\sqrt{P^{-1}}Q\sqrt{P^{-1}}\sqrt{P}$$

$$= P^{-1}Q$$

\hfill $\square$

C.6 Finsler Distances

The Riemannian distance function on a manifold is completely determined by its Riemannian metric, a choice of inner product on the tangent bundle. Generalizing this, Finsler metrics are the class of distance functions which may be constructed from a smoothly varying choice of norm $\|\cdot\|_F$ on the tangent bundle (which need not be induced by an inner product). The basic theory proceeds in direct analogy to the Riemannian case: the length of a curve $\gamma : [0, 1] \rightarrow \text{SPD}_n$ with respect to a Finsler metric is still defined via integration of this norm along the path, and the distance between points by the infimum of this over all rectifiable curves joining them

$$\text{length}_F(\gamma) = \int_0^1 \|\gamma'(t)\|_F \, dt$$

$$d_F(P, Q) = \inf_{\gamma : [0, 1] \rightarrow \text{SPD}_n, \gamma(0) = P, \gamma(1) = Q} \left\{ \text{length}_F(\gamma) \right\}$$

The geometry of $\text{SPD}_n$ allows the computation of all Finsler metrics directly from the vector-valued distance. As Riemannian metrics are in particular a special case of Finsler metrics, we begin by recasting our previous observations in this light. In §C.5 we derived a formula for the Riemannian distance function directly from the infinitesimal Riemannian metric. But in light of Corollary 5 since the Riemannian distance is a function which depends only on its input points up to isometry, it must also be recoverable from the vector-valued distance. Indeed, looking at Proposition 7 we see there is a simple rephrasing to this effect:

Corollary 6. The Riemannian distance from the basepoint $I$ to an arbitrary point $P \in \text{SPD}_n$ is the Euclidean norm of the vector-valued distance from $I$ to $P$.

One of the great advantages of higher rank symmetric spaces is the generalizations to which this rephrasing lends itself. Namely, the Euclidean metric is not special in this construction, and any sufficiently symmetric norm on $\mathbb{R}^n$ can induce a distance function on $\text{SPD}_n$ in this way.
Proposition 9. Let \(\|\cdot\|\) be any norm on \(\mathbb{R}^n\) which is invariant under the permutation of coordinates. Then \(\|\cdot\|\) induces a distance function \(d\) on \(\text{SPD}_n\) by
\[
d(P, Q) = \|d_{vv}(P, Q)\|
\]

Proof. We first note this function is well-defined, as by Proposition 5 the vector-valued distance of \((P, Q)\) is well-defined up to permutation of coordinates, and our norm is invariant under this symmetry by hypothesis. To see that \(d\) is in fact a distance function on \(\text{SPD}_n\), we now need to show it satisfies the axioms of a metric:

1. \(d(P, Q) \geq 0, d(P, Q) = 0 \implies P = Q\)
2. \(d(P, Q) = d(Q, P)\)
3. \(d(P, R) \leq d(P, Q) + d(Q, R)\)

To check the identity of indescernibles (1), note that \(d\) is necessarily nonnegative as \(\|\cdot\|\) is, and if \(d(P, Q) = 0\) then the norm of \(d_{vv}(P, Q)\) is zero, so the vector-valued distance itself is zero. But as this is a complete invariant and \(d_{vv}(P, P) = 0\), this means \(P = Q\).

Note that symmetry (2) is not automatic as the vector-valued distance itself is asymmetric. However recalling Lemma 4 we see that changing the order causes only a global negative sign, and the central symmetry of \(\|\cdot\|\), as a virtue of being a norm, gives equality.

The triangle inequality (3) is more subtle, and requires an understanding of the triangle inequality for the vector-valued distance. See the dissertation of Planche [66], Chapter 6 and the work of Kapovich, Leeb and Millson [45] for details.

For our experiments, the most important such distances are induced by the \(\ell_1\) and \(\ell_\infty\) norms on \(\mathbb{R}^n\). For completeness, the resulting distance functions are described below.

Proposition 10. The distance function induced from the \(\ell_1\) metric applied to the vector-valued distance can be computed as \(d_{F_1}(P, Q) = \sum_{i=1}^{n} |\log \lambda_i(P^{-1}Q)|\), where \(\lambda_i(P^{-1}Q)\) runs over the eigenvalues of \(P^{-1}Q\).

Proof. The vector-valued distance \(d_{vv}(P, Q)\) is the vector of logarithms of the eigenvalues of \(R = P^{-1}Q\), and its \(\ell_1\) norm is the sum of their absolute values:
\[
\|(\log(\lambda_1(R), \ldots, \lambda_n(R))\|_{\ell_1} = \sum_{i=1}^{n} |\log \lambda_i(R)|
\]
where \(\lambda_i(R)\) is the \(i^{th}\) eigenvalue of \(R\), in decreasing order.

A similar calculation yields the formula for the \(F_\infty\) distance function.

Proposition 11. The distance function induced from the \(\ell_\infty\) metric applied to the vector-valued distance can be computed as \(d_{F_\infty}(P, Q) = \lambda_1(P^{-1}Q)\) where \(\lambda_1(\cdot)\) returns the largest eigenvalue of the input matrix.

C.7 Relations with Other Metrics

Other distances previously used in the literature can be reconstructed from the vector-valued distance, by applying a suitable function:

The Affine Invariant metric of [65] is nothing but the usual Riemannian metric discussed in §C.5.

The symmetric Stein divergence [71], is given by
\[
S(P, Q) := \log \det \frac{P + Q}{2} - \frac{1}{2} \log \det(PQ)
\]
This can be computed from the vector-valued distance
\[
d_{vv}(P, Q) = \log(\lambda_1(P^{-1}Q), \ldots, \lambda_n(P^{-1}Q))
\]
A primary difficulty of building analogs of Euclidean quantities in curved spaces is the lack of a vector operation as required to be associative. Instead, the additional structure of a gyration operator \( \text{gyr}: G \times G \to \text{Aut}(G) \) captures the nonassociativity of \( \oplus \) by

\[
(a \oplus (b \oplus c)) = (a \oplus b) \oplus \text{gyr}(a, b)c.
\]

For \((G, \oplus, \text{gyr})\) to form a gyrogroup, an additional axiom is imposed on this gyration, namely that it satisfy the left loop identity, \( \text{gyr}(a, b) = \text{gyr}(a \oplus b, b) \).

Gyrogroups generalize groups in the sense that every group \( G \) is a gyrogroup with its usual binary operation as \( \oplus \), and trivial gyration. As with standard groups, it is helpful to have at one’s disposal a collection of elementary deductions from these axioms, which may significantly simplify further calculations.
Proposition 12. The identity of a gyrogroup is unique, every left inverse is also a right inverse, and every element has a unique (left, and hence also right) inverse.

See [80] §3 for a proof of this proposition, which uses only the axioms of a gyrogroup. It can be shown that when a gyrogroup structure exists on a set $G$, it is determined by the operation $\oplus$ alone, in the sense that for any $a, b, c$ we have
\[
\text{gyr}(a, b)c = (\ominus (a \oplus b)) \oplus (a \oplus (b \ominus c))
\]  
(11)

We record also useful properties of the gyration operator following from this, which simplify calculation.

Proposition 13. The following gyrations are trivial: the gyration of any element with zero
\[
\text{gyr}(0, a) = \text{gyr}(0, a) = \text{gyr}(\ominus a, a) = \text{id}_G,
\]

or with its inverse
\[
\text{gyr}(\ominus a, a) = \text{gyr}(a, \ominus a) = \text{id}_G.
\]

A useful consequence of these is the nested gyration identity:
\[
\text{gyr}(a, \ominus \text{gyr}(a, b) b) \text{gyr}(a, b) = \text{id}_G
\]

These are also proven in [80] §3, and follow directly from the axioms of a gyrogroup.

Because of the additional complexity of $\oplus$ compared to the binary operation of a standard group, it is often useful in applications to introduce a second binary operation, the gyrogroup co-operation $\odot$ and its inverse $\ominus$, defined by
\[
a \ominus b = a \oplus \text{gyr}(a, \ominus b)b \quad a \ominus b = a \ominus \ominus a
\]

This operation provides a useful shorthand for solving equations in gyrogroups, which we discuss in D.2.1.

Finally, we give a means of computing the VVD in terms of these operations as claimed in §4.

Proposition 14. The vector-valued distance from $P$ to $Q$ is the vector of logarithms of the eigenvalues of $\ominus P \oplus Q$.

Proof. This is the matrix $\ominus P \oplus Q = P^{-1} \oplus Q = \sqrt{P^TQ} \sqrt{P^{-1}}$, which is conjugate to $P^{-1}Q$ (as in [8]), and so has the same eigenvalues. But the logarithm of these eigenvalues is precisely the vector value distance as defined in §3.1.

D.2 Gyro-vector Spaces

Though the operation $\oplus$ is not commutative in the usual sense, a gyrogroup $G$ is called gyro-commutative if it commutes up to gyrations: ie for every $a, b \in G$, $a \oplus b = \text{gyr}(a, b)(b \ominus a)$. It is within this restricted class of gyro-commutative gyrogroups that a satisfactory analog of familiar vector space operations can be constructed [82].

A gyrovector space is a gyro-commutative gyrogroup $(G, \oplus)$ together with a scalar multiplication $\otimes : \mathbb{R} \times G \rightarrow G$ such that 1 acts as the identity, and its interaction with standard multiplication, gyro-addition and gyration are constrained by
\[
\begin{align*}
    r_1 \otimes (r_2 \otimes a) & = r_1 r_2 \otimes a \\
    (r_1 + r_2) \oplus a & = (r_1 \otimes a) \oplus (r_2 \otimes a) \\
    r \otimes \text{gyr}(a, b)c & = \text{gyr}(a, b)(r \otimes c) \\
    \text{gyr}(r_1 \otimes a, r_2 \otimes a) & = I
\end{align*}
\]  
(12)

Typically a gyrovector space is also assumed to be constructed within an ambient real inner product space, and there are additional compatibility relations between the operations of $(G, \oplus, \otimes)$ and the ambient vector space addition $(\oplus)$ and norm $\|v\| = \sqrt{v \cdot v}$.

Gyro-vector spaces generalize vector spaces much as gyro-groups generalized groups: every vector space is a gyro-vector space with trivial gyration. As such, the formalism of gyro-vector spaces provides a convenient generalization where one may attempt to replace $+, -, \times$ in formulas familiar from Euclidean spaces with $\oplus, \ominus, \otimes$; being careful to recall that gyro-addition is neither commutative nor associative, and gyro-multiplication rarely distributes over $\oplus$.
D.2.1 Solving Equations in Gyrogroups

As an example of the difficulties posed by this, if one requires the solution to the Euclidean equation \( a + x = b \), it is equally correct to write \( x = b - a \) or \( x = -a + b \). But the translations \( x = b \ominus a \) and \( x = \ominus a \odot b \) into a gyrogroup \( G \) need not be equal, and generically only the latter solves the gyrovector equation \( a \oplus x = b \).

To make this more systematic, note that working inwards respecting the order of operations, we are able to solve any equation in a gyrogroup if we compute a left cancellation law, right cancellation law and invert scalar multiplication.

**Proposition 15 (Left-Cancellation).** Let \( a, b \) be elements of a gyrogroup \( G \). Then the relation \( a \oplus x = b \) is satisfied by the unique value \( x = (\ominus a) \odot b \).

**Proof.** Substituting the claimed expression for \( x \), we verify by direct computation from the axioms of a gyrogroup, and the basic properties of Propositions 12.

\[
\begin{align*}
a \oplus x &= a \oplus ((\ominus a) \odot b) \\
&= (a \oplus a) \oplus \text{gyr}(a, \ominus a)b \\
&= 0 \oplus \text{gyr}(a, \ominus a)b \\
&= \text{id}_G(b) \\
&= b
\end{align*}
\]

**Proposition 16 (Right-Cancellation).** Let \( a, b \) be elements of a gyrogroup \( G \). Then the relation \( x \ominus a = b \) is satisfied by the unique value \( x = b \ominus a = a \ominus \text{gyr}(a, \ominus b)b \), where \( \ominus \) is the additive inverse of the gyrogroup co-operation from Section D.1.

**Proof.** To begin, we put the proposed solution \( b \ominus a \) in a more usable form:

\[
\begin{align*}
b \ominus a &= b \ominus a \\
&= b \ominus \text{gyr}(b, \ominus a) \ominus a \\
&= b \ominus \text{gyr}(b, a) a
\end{align*}
\]

We now verify the claim by substituting the given value of \( x \), and using the properties described in Propositions 12 and 13 (in particular, in the third step we expand \( a \) using nested gyrations)

\[
\begin{align*}
x \ominus a &= (b \ominus a) \ominus a \\
&= (b \ominus \text{gyr}(b, a) a) \ominus \text{id}_G(a) \\
&= (b \ominus \text{gyr}(b, a) a) \ominus (\text{gyr}(b, \ominus \text{gyr}(b, a) a) \text{gyr}(b, a)a) \\
&= b \ominus (\ominus \text{gyr}(b, a) a \ominus \text{gyr}(b, a)a) \\
&= b \ominus 0 \\
&= b
\end{align*}
\]

**Proposition 17 (Inverting Scalar Multiplication).** Let \( r \in \mathbb{R} \) be any scalar, and \( a \) an element of a gyrogroup \( G \). Then the relation \( r \odot x = a \) is satisfied by the unique element \( x = (\frac{1}{r}) \odot a \).

**Proof.** Substituting \( x \) immediately yeilds the result given the axioms of gyro-scalar multiplication:

\[
\begin{align*}
r \odot x &= r \odot \left( \frac{1}{r} \odot a \right) \\
&= \left( r \times \frac{1}{r} \right) \odot a \\
&= 1 \odot a \\
&= a
\end{align*}
\]
These three cancellation laws allow one work correctly with the gyro-translations of Euclidean vector space statements. Take for example the vector space expression $a + rx + b = c$ for vectors $a, b, c, x$ and scalar $r$. One possible gyro-vector space translation of this is $(a \oplus (r \otimes x)) \oplus b = c$ — and given this translation, we may work fully within the gyrovector space to solve for $x$ as follows:

\[
(a \oplus (r \otimes x)) \oplus b = c \\
a \oplus (r \otimes x) = c \boxplus b \\
r \otimes x = (\oplus a) \oplus (c \boxplus b) \\
x = \frac{1}{r} \otimes ((\oplus a) \oplus (c \boxplus b))
\]