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Abstract

The paper provides results for the stabilization of a spatially uniform equilibrium profile for a scalar conservation law that arises in the study of traffic dynamics under variable speed limit control. Two different control problems are studied: the problem with free speed limits at the inlet and the problem with no speed limits at the inlet. Explicit formulas are provided for respective feedback laws that guarantee stabilization of the desired equilibrium profile. For the first problem, global asymptotic stabilization is achieved; while for the second problem, regional exponential stabilization is achieved. Moreover, the solutions for the corresponding closed-loop systems are guaranteed to be classical solutions, i.e., there are no shocks. The obtained results are illustrated by means of a numerical example.
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1. Introduction

Scalar conservation laws have been studied extensively in the last two decades; see for instance [1, 10, 19]. Control problems related to 1-D scalar conservation laws have been investigated in many works; see [1, 2, 7, 8, 11, 17, 20, 24, 25]. Traffic control problems related to one or two 1-D conservation laws have recently been studied in [18, 27, 28, 29, 30].

In this work, we study a specific 1-D scalar conservation law, which is described by the following first-order Partial Differential Equation (PDE):

$$\frac{\partial \rho}{\partial t} (t, x) + \frac{\partial}{\partial x} (u(t, x) f(\rho(t, x))) = 0$$

(1)

where $\rho$ is the state variable, $u$ is the control input, $t \geq 0$ denotes time and $x \geq 0$ denotes spatial position. To the best of our knowledge, this is the first work that studies control problems related to the PDE (1). This particular 1-D scalar conservation law arises in the study of traffic dynamics in a freeway, where Variable Speed Limits (VSL) can be applied continuously (both in time and space) along the freeway. The PDE (1) is a variation of the standard first-order LWR model (see [21, 26]) and was used in [12] for traffic networks with VSL which depend only on time. In the context of traffic dynamics, the state is the vehicle density $\rho$ (in veh/km), and the control input $u$ is the speed limit ratio ($u = 1$ is the case where no speed limits are applied, and $u = 0$ is the case where no vehicle movement is allowed). Thus, the PDE (1) is accompanied by the constraint $0 < u \leq 1$. 
It should be noted at this point that, although the PDE (1) has not been studied so far for control purposes, the effect of VSL on traffic flow and the exploitation of this effect for improved traffic flow efficiency have been studied mainly by use of discretized models (see [1, 3, 4, 5, 6, 14, 15, 22, 23]).

The objective of the present work is the stabilization of a spatially uniform equilibrium profile by means of a feedback law, and we consider two different variants of the related control problem:

1) The control problem where we are free to use any speed limit at the inlet \((x = 0)\); this implies that the inlet itself is considered controllable.

2) The control problem where we are not allowed to have speed limits at the inlet, i.e., \(u(t, 0) \equiv 1\); thus, the inlet for this problem is not controllable, but internal control is still allowed.

The motivation for the study of the second control problem stems from the concern to avoid the creation of queues at the entrance of the freeway, which may be required in specific applications. The two control problems are qualitatively different, with the second problem being more demanding than the first one. The qualitative difference is mathematically expressed by the imposition of a boundary condition in the second control problem.

We provide explicit formulas for the feedback laws that guarantee exponential stabilization of the desired equilibrium profile. Moreover, the solutions of the closed-loop systems (whose existence is established in both cases by Banach’s fixed point theorem) are classical solutions, i.e., continuously differentiable; therefore, there are no shocks. However, for the second control problem, we cannot achieve global stabilization (i.e., for all physically relevant initial conditions). The proposed feedback law for the second control problem achieves regional stabilization, and the region where stabilization can be achieved depends on the parameters of the controller. This is conform with physical intuition and traffic engineering experience, which has shown that extreme congestion phenomena cannot be handled without controlling the inlet flow (via VSL-induced mainstream metering as proposed in [4, 6] or via ramp metering or both).

The structure of the present work is as follows: Section 2 is devoted to the presentation of the model and the two control problems related to the 1-D scalar conservation law (1). Section 3 provides the statements of the main results (Theorem 3.1 and Theorem 3.2), as well as a discussion thereof. The proofs of the main results are provided in Section 4. A simple illustrative example is presented in Section 5. Concluding remarks are provided in Section 6.

**Notation.** Throughout this paper, we adopt the following notation.

* \(\mathbb{R} = [0, +\infty)\). Let \(U \subseteq \mathbb{R}^n\) be a set with non-empty interior and let \(\Omega \subseteq \mathbb{R}\) be a set. By \(C^0(U; \Omega)\), we denote the class of continuous mappings on \(U\), which take values in \(\Omega\). By \(C^k(U; \Omega)\), where \(k \geq 1\), we denote the class of continuous functions on \(U\), which have continuous derivatives of order \(k\) on \(U\) and take values in \(\Omega\).

* Let \(\rho: I \times [0, L] \to \mathbb{R}\) be given, where \(I \subseteq \mathbb{R}\) is an interval and \(L > 0\) is a constant. We use the notation \(\rho[t]\) to denote the profile of \(\rho\) at certain \(t \in I\), i.e., \((\rho[t])(z) = \rho(t, z)\) for all \(z \in [0, L]\).

* Let \(\rho \in C^0([0, L]; \mathbb{R})\) be given, where \(L > 0\) is a constant. For every \(\rho^* \in \mathbb{R}\) we use the notation \(\|\rho - \rho^*\|_\infty\) to denote the sup norm of the function \(f(x) = \rho(x) - \rho^*\), i.e., \(\|\rho - \rho^*\|_\infty := \max_{0 \leq x \leq L} \{|\rho(x) - \rho^*|\}\).
2. Description of two control problems

2.1 The LWR model with VSL

VSL affect the fundamental diagram (flow-density curve) in a nonlinear way (see Chapter 2 in [6] and also [9, 13, 16]). In general, for every freeway there exists a nonlinear function \( F \in C^2([0, \rho_{\max}] \times [0,1];[0,q_{\max}]) \), where \( \rho_{\max} > 0 \) is the physical upper bound of density in the particular road and \( q_{\max} > 0 \) is the upper bound (capacity) of the flow of vehicles in the road, with \( F(0,l) = F(\rho,0) = 0 \) for all \((\rho, l) \in [0,\rho_{\max}] \times [0,1]\) and \( F(\rho, l) > 0 \) for all \((\rho, l) \in (0,\rho_{\max}] \times (0,1]\), so that the flow \( q \) of vehicles at a point in freeway with density \( \rho \in (0, \rho_{\max}] \) is given by the equation

\[
q = F(\rho, l)
\]

where \( l \in (0,1] \) is the ratio of the imposed speed limit divided by the maximum mean speed that can be exhibited in the freeway without speed limit.

Assuming that the speed limit ratio, i.e., \( l \), can be manipulated continuously (both in time and space), i.e., assuming that \( l = l(t,x) \), we obtain the modified LWR model with VSL for \((t,x) \in \mathbb{R}_+ \times [0,L] : \)

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} \left( F(\rho(t,x),l(t,x)) \right) = 0
\]

where \( L > 0 \) is the length of the freeway, \( \rho(t,x) \) is the vehicle density, \( t \geq 0 \) is time and \( x \in [0,L] \) is the spatial variable (position).

We next use the following assumption.

**(H1)** There exists a continuous function \( \tilde{l} : (0, \rho_{\max}] \to (0,1] \) and a constant \( \delta \in (0, \rho_{\max}] \) such that

\[
\frac{\partial}{\partial l} F(\rho, l) > 0, \text{ for all } l \in (0, \tilde{l}(\rho)) \text{ and } \rho \in (0, \rho_{\max}]
\]

\[
F(\rho, \tilde{l}(\rho)) = F(\rho, l), \text{ for all } \rho \in (0, \rho_{\max}]
\]

\[
\tilde{l}(\rho) = 1, \text{ for all } \rho \in (0, \delta]
\]

This assumption reflects the physical effect of VSL on the flow-density curve in a rather general way: the application of any speed limit \( l < 1 \) reduces the flow for \( \rho \in (0, \delta] \) and has an arbitrary effect on the flow for \( \rho \in (\delta, \rho_{\max}] \).

**Remark 2.1:** It should be noted that Assumption (H1) holds for the class of functions

\[
F(\rho, l) = A \rho l \exp \left( -\frac{1}{\gamma} \left( \frac{b \rho}{1 + a - al} \right)^\gamma \right)
\]

with \( A, b, \gamma > 0, \ a \geq 0 \), which is a special case of the class of functions proposed in [6] for the description of the effect of VSL to the flow-density curve. More specifically, using
\[
\frac{1}{\Delta \rho} \frac{\partial F}{\partial \rho} (\rho, l) \exp \left( \frac{1}{\gamma} \left( b \rho \right)^\gamma \right) \left( 1 + \frac{a (b \rho) \gamma}{(1 + a - a l)^\gamma} \right) = 1 - \frac{al (b \rho) \gamma}{(1 + a - a l)^\gamma}, \]
we can guarantee that \( \delta = \rho_{\max} \) when \( a (b \rho_{\max}) \gamma \leq 1 \) and \( \delta = b^{-1} a^{-1} \gamma < \rho_{\max} \) when \( a (b \rho_{\max}) \gamma > 1 \). The function \( \tilde{\gamma} : (0, \rho_{\max}] \to (0,1] \) for the case (7) is defined for each \( \rho \in (0, \rho_{\max}] \) as the smallest solution \( \tilde{\gamma} \) of the equation \( (1 + a - a l)^\gamma \left( 1 + \gamma (b \rho) \gamma \ln(l) \right) = 1 \).

Assumption (H1) allows us to define a continuous function \( g : \rho \in (0, \rho_{\max}) \to (0,1] \) so that the following equations hold for all \( \rho \in (0, \rho_{\max}] \) and \( y \in (0, F(\rho,l)] \):

\[
0 < g(\rho, y) \leq \tilde{\gamma}(\rho), \quad y = F(\rho, g(\rho, y))
\]

Define:

\[
f(\rho) := F(\rho,l), \quad \text{for} \quad \rho \in [0, \rho_{\max}]
\]

Under Assumption (H1) and definition (9), for each \( u \in (0,1] \) and \( \rho \in (0, \rho_{\max}] \), we are in a position to find \( l \in (0, \tilde{\gamma}(\rho)] \) so that \( u f(\rho) = F(\rho,l) \) (namely, \( l = g(\rho, u f(\rho)) \)). Therefore, we may consider the simplified LWR model (1) with VSL for \( (t,x) \in \mathbb{R}_+ \times [0,L] \). Traffic flow theory allows us to use the following assumption for the function \( f \in \mathcal{C}^2([0, \rho_{\max}];[0,q_{\max}]) \), defined by (9).

\( \text{(H2)} \) The function \( f \in \mathcal{C}^2([0, \rho_{\max}];[0,q_{\max}]) \), where \( \rho_{\max} > 0 \), \( q_{\max} > 0 \) is a function for which there exists \( \rho_{cr} \in (0, \rho_{\max}) \) with the following properties: (i) \( f'(\rho) > 0 \) for all \( \rho \in [0, \rho_{cr}) \), \( f'(\rho_{cr}) = 0 \), (ii) \( f'(\rho) < 0 \) for all \( \rho \in [0, \rho_{\max}] \), and (iii) \( f(0) = 0 \) and \( f(\rho) > 0 \) for all \( \rho \in (0, \rho_{\max}] \).

**Remark 2.2:** Assumption (H2) introduces the critical density \( \rho_{cr} \in (0, \rho_{\max}) \), which in traffic engineering is the density value that produces the maximum flow (capacity).

### 2.2 Two Control Problems

Let \( \rho^* \in (0, \delta) \) be the given set point for density.

1\textsuperscript{st} Problem: Free Speed Limit at Inlet

The control objective is to construct a feedback law of the form

\[
u(t,x) = K(\rho[t],x), \quad \text{for} \quad (t,x) \in \mathbb{R}_+ \times [0,L]
\]

with

\[
K(\rho[t],x) \in (0,1], \quad \text{for} \quad (t,x) \in \mathbb{R}_+ \times [0,L]
\]

so that for any initial condition \( \rho_0 \in \mathcal{C}^1([0,L];[0, \rho_{\max}]) \), the solution \( \rho[t] \) of the closed-loop system (1) with (10) and initial condition \( \rho[0] = \rho_0 \) exists for all \( t \geq 0 \), is unique and satisfies

\[
\lim_{t \to +\infty} (\rho(t,x)) = \rho^*, \quad \lim_{t \to +\infty} (u(t,x)) = 1, \quad \text{for} \quad x \in [0,L].
\]
The requirement $\lim_{t \to +\infty} (u(t,x)) = 1$ in (12) is important, because it implies that the VSL may be employed to address any appearing congestion problem, hence the freeway will practically operate without speed limits after an initial transient period, i.e. after the problem has been tackled; notice that this is a consequence of (4), (5), (6) and (9) (recall that $\rho^* \in (0,\delta)$, where $\delta > 0$ is the constant involved in (H1)).

2nd Problem: No Speed Limit at Inlet

One possible issue with the 1st problem is that the inlet flow, which is equal to $u(t,0)f(\rho(t,0))$, may become small for a transient period. This may cause the creation of queues at the entrance of the freeway (or at upstream on-ramps, in case of ramp metering). One way to avoid the creation of queues is to require that no speed limit is applied at the entrance of the freeway, i.e.,

\[ u(t,0) = 1, \quad \text{for } t \geq 0 \quad (13) \]

Moreover, in this case, the flow at the entrance of the freeway is assumed to be equal to the nominal flow, i.e.,

\[ \rho(t,0) = \rho^*, \quad \text{for } t \geq 0 \quad (14) \]

The control objective is to construct a feedback law of the form (10), satisfying (11) and $K(\rho(t,0)) = 1$, so that for a large number of initial conditions $\rho_0 \in C^1([0,L];(0,\rho_{\text{max}}])$ with $\rho_0(0) = \rho^*$, the solution $\rho[t]$ of the closed-loop system (1), (14) with (10) and initial condition $\rho[0] = \rho_0$ exists for all $t \geq 0$, is unique and satisfies (12).

The 2nd control problem described above is not expected to be solvable for arbitrary set points $\rho^* \in (0,\rho_c)$ and arbitrary initial conditions $\rho_0 \in C^1([0,L];(0,\rho_{\text{max}}])$. In fact, physical intuition and traffic engineering experience indicate that extreme congestion phenomena (e.g., $\rho_0(x) = \rho_{\text{max}}$ for some $x \in (0,L]$) may be hard to handle without controlling the inlet flow.

3. Main Results

3.1 Two possible solutions of the control problems

The following theorem guarantees that the 1st problem is globally solvable, i.e., for all physically relevant initial conditions.

**Theorem 3.1 (Global Asymptotic Stabilization in the sup norm):** Suppose that Assumption (H2) holds. Let $\rho^* \in (0,\delta)$ and let $k \in \left(0,1/(L\rho^*)\right)$ be given constants. Define for all $x \in [0,L]$ and $w \in C^0([0,L];(0,\rho_{\text{max}}])$

\[ M(w,x) = 1/L \left(1 + k \int_0^x (w(s) - \rho^*) \, ds \right). \quad (15) \]

Then there exists a non-decreasing function $c:[0,\rho_{\text{max}}] \to (0,q_{\text{max}}]$ such that for every $\rho_0 \in C^1([0,L];(0,\rho_{\text{max}}])$ the initial value problem (1) with $\rho[0] = \rho_0$ and
\[
\begin{align*}
\left. u(t,x) = \min_{z \in [0,L]} \left( \frac{f(t,z)) M(t,z)}{f(t,x)) M(t,x)} \right) \quad \text{for } t \geq 0, \ x \in [0,L] \quad (16)
\end{align*}
\]

has a unique solution \( \rho \in C^1([0,\infty) \times [0,L];(0,\rho_{\max})) \), which satisfies the following estimates:

\[
\begin{align*}
\|\rho(t)-\rho^*\|_c \leq \exp(-ct)\|\rho_0-\rho^*\|_c, \text{ for all } t \geq 0 \quad (17)
\end{align*}
\]

\[
\begin{align*}
\lim_{t \to +\infty} u(t,x) = 1, \text{ for all } x \in [0,L] \quad (18)
\end{align*}
\]

where \( c = \min_{z \in [0,L]} (\rho_0(z)) \).

The following result guarantees that the 2nd control problem is solvable for a certain class of initial conditions (regional stabilization).

**Theorem 3.2 (Regional Exponential Stabilization in the sup norm):** Suppose that Assumption (H2) holds. Let \( \rho^* \in (0, \min\{\delta, \rho_{cr}, \rho_{max}/2\}) \) be a given constant. Then there exist constants \( \sigma, \gamma, c > 0 \) such that for every \( \rho_0 \in C^1([0,L];(0,\rho_{max})) \) with \( \rho_0(0) = \rho^* \) and

\[
\begin{align*}
f\left(\rho^*\right) + \sigma \int_0^x \left(\rho_0(s)-\rho^*\right)ds - \gamma \frac{x^2}{2} \|\rho_0-\rho^*\|_c \leq f(\rho_0(x)), \text{ for } x \in [0,L] \quad (19)
\end{align*}
\]

the initial-boundary value problem (1) with (14), \( \rho[0] = \rho_0 \) and

\[
\begin{align*}
u(t,x) = (f(\rho(t,x)))^{-1} \left( f\left(\rho^*\right) + \sigma \int_0^x \left(\rho(t,s)-\rho^*\right)ds - \gamma \frac{x^2}{2} \|\rho(t)-\rho^*\|_c \right), \text{ for } t \geq 0, \ x \in [0,L] \quad (20)
\end{align*}
\]

has a unique solution \( \rho \in C^1([0,\infty) \times [0,L];(0,\rho_{max})) \), which satisfies estimates (17), (18) as well as the following estimate:

\[
\begin{align*}
0 < u(t,x) \leq 1, \text{ for } t \geq 0, \ x \in [0,L] \quad (21)
\end{align*}
\]

### 3.2 Discussion of Main Results

We provide below a list of comments for the main results.

**1)** The solutions of both control problems guarantee asymptotic stability in the sup norm.

**2)** The 2nd control problem is more demanding than the 1st control problem. The reason that explains this difference between the two control problems is related to the inlet flow; while the inlet flow may be modulated in the 1st problem, it remains constant (and equal to \( f(\rho^*) \)), i.e. typically very high) for the 2nd problem. This limits the range of possible VSL actions; for example, the speed limits in the 2nd problem cannot become very small, e.g. in order to dissolve a possible downstream congestion, because this could result in high accumulation of vehicles farther upstream due to the high inflow.
3) The difficulty in the solution of the 2nd control problem is reflected in the fact that the control objective can be achieved only for a class of initial conditions, namely initial conditions for which (19) holds. Another fact that expresses the difficulty in the solution of the 2nd problem is that the set point $\rho^*$ cannot be equal to the critical density $\rho_{cr}$, while there is no such constraint for the 1st problem.

4) Since condition (19) depends on the controller gains $\sigma, \gamma > 0$, there is a degree of freedom which can be used for the enlargement of the allowable set of initial conditions. However, the proof of Theorem 2 shows that the gains $\sigma, \gamma > 0$ cannot be arbitrary (they must be sufficiently small) and that the gains affect the convergence rate (the proof of Theorem 3.2 shows that the constant $c$ involved in (17) is equal to $\sigma - \gamma L$).

5) Inequality (21) guarantees that for every $t \geq 0$ the solution $\rho[t]$ is a function of class $C^1([0,L];[0,\rho_{max}])$ with $(\rho[t])(0) = \rho^*$ which also satisfies inequality (19) with $\rho[t]$ in place of $\rho_0$. Therefore, the state space for the 2nd control problem is the set

$$X_{\sigma, \gamma} = \{ \rho \in C^1([0,L];[0,\rho_{max}]); \rho(0) = \rho^*, f(\rho^*), \sigma \left( \int_0^x (\rho(s) - \rho^*) ds - \frac{\gamma^2}{2} \rho - \rho^* \right) \leq f(\rho(x)) \}.$$ 

In other words, for every $\rho_0 \in X_{\sigma, \gamma}$, it follows that $\rho[t] \in X_{\sigma, \gamma}$ for all $t \geq 0$.

6) The role of the parameter $\gamma > 0$ is crucial for the size of the set $X_{\sigma, \gamma}$: the smaller $\gamma > 0$, the smaller is the set $X_{\sigma, \gamma}$. However, as remarked earlier, we cannot allow $\gamma > 0$ to become arbitrarily large. A trade-off between the size of the set $X_{\sigma, \gamma}$ and the convergence rate is present here (the smaller $\gamma > 0$, the faster is the convergence rate).

7) The proof of Theorem 3.1 shows that the convergence rate depends heavily on the controller gain $k > 0$. However, notice that inequality (17) does not guarantee a uniform convergence rate for all initial conditions in the set $C^1([0,L];[0,\rho_{max}])$.

8) The feedback law (16) can be interpreted physically: the position $x^*(t) \in [0,L]$ where

$$f(\rho(t,x^*(t)))M(\rho[t],x^*(t)) = \min_{z \in [0,L]} f(\rho(t,z))M(\rho[t],z)$$

is exactly the position that determines the position of the “bottleneck”. The feedback law (16) imposes no speed limit at this specific position, i.e., $u(t,x^*(t)) = 1$ and reduces appropriately the flowrate at every other position. The position of the bottleneck depends on the weight term $M(\rho[t],x)$, defined by (15). This interpretation allows the physical explanation of condition (19): condition (19) guarantees that there exists an appropriate weight term (not of the form (15)) so that the bottleneck occurs at the inlet $x = 0$. Using the appropriate weight term, we construct the feedback law (20), which satisfies (13).

9) If $\rho_0(0) = \rho^*$ then the proof of Theorem 3.1 shows that the boundary condition (14) will also hold (although the boundary condition (14) is not imposed to the closed-loop system (1), (16)). However, as noted earlier, this fact does not imply that the inlet flow is constant. In this case ($\rho_0(0) = \rho^*$) the inlet flow is equal to $u(t,0)f(\rho^*)$, which is not necessarily equal to $f(\rho^*)$. 
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4. Proofs of Main Results

We first provide the proof of Theorem 3.1.

**Proof of Theorem 3.1:** Suppose that the initial value problem \( (1) \) with \( \rho[0] = \rho_0 \), (16) has a solution \( \rho \in C^1(\mathbb{R}_+ \times [0,L] : (0, \rho_{\text{max}}]) \). It follows from (15), (16) that

\[
f(\rho(t,0))u(t,0) = P(\rho(t)), \quad \text{for } t \geq 0
\]

(22)

where \( P(w) = \min_{z \in [0,L]} \left( f(w(z))M \left( w, z \right) \right) \). Combining (22) and (15) we get for \( t \geq 0, \ x \in [0,L] \):

\[
f(\rho(t,x))u(t,x) = P(\rho(t))\left[1 + k \int_0^t (\rho(s) - \rho^*) \, ds \right]
\]

(23)

It follows from (23) and (1) that:

\[
\frac{\partial \rho}{\partial t}(t,x) = -k \left( \rho(t,x) - \rho^* \right)P(\rho(t)), \quad \text{for } t \geq 0, \ x \in [0,L].
\]

(24)

Integrating (24) and using (22) and the initial condition \( \rho[0] = \rho_0 \), we get for \( t \geq 0, \ x \in [0,L] \):

\[
\rho(t,x) = \rho^* + (\rho_0(x) - \rho^*) \exp \left[ -k \int_0^t g(s) \, ds \right],
\]

(25)

where

\[
g(t) = P(\rho(t)), \quad \text{for } t \geq 0
\]

(26)

We next show that for certain \( T > 0 \) (independent of \( \rho_0 \)) the mapping \( G_{\rho_0} : C^0([0,T];\mathbb{R}_+) \to C^0([0,T];\mathbb{R}_+) \) defined by

\[
(G_{\rho_0} g)(t) = P(\rho(t)), \quad \text{for } t \in [0,T]
\]

(27)

where \( \rho : [0,T] \times [0,L] \to (0, \rho_{\text{max}}] \) is defined by (25), is a contraction. Indeed, notice that for every pair of functions \( g_i \in C^0([0,T];\mathbb{R}_+), \ i = 1,2 \), the functions \( \rho_i : [0,T] \times [0,L] \to (0, \rho_{\text{max}}], \ i = 1,2 \) satisfying \( \rho_i(t,x) = \rho^* + (\rho_0(x) - \rho^*) \exp \left[ -k \int_0^t g_i(s) \, ds \right] \) for \( i = 1,2, \ (t,x) \in [0,T] \times [0,L] \) also satisfy the estimates for \( (t,x) \in [0,T] \times [0,L] \):

\[
|\rho_1(t,x) - \rho_2(t,x)| \leq k \left| \rho_0(x) - \rho^* \right| \int_0^t (g_2(s) - g_1(s)) \, ds
\]

(28)

\[
\leq kT \left| \rho_0(x) - \rho^* \right| \max_{s \in [0,T]} \left| g_2(s) - g_1(s) \right|
\]
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\[ P(\rho_1[t]) - P(\rho_2[t]) \leq \max_{\tau \in [0,L]} \left( |f(\rho_1(t, z)) M(\rho_1[t], z) - f(\rho_2(t, z)) M(\rho_2[t], z)| \right) \]

\[ \leq \max_{\tau \in [0,L]} \left( M(\rho_1[t], z)|f(\rho_1(t, z)) - f(\rho_2(t, z))| + \max_{\tau \in [0,L]} \left( f(\rho_2(t, z)) \right) \right) \ 
\]

\[ \leq \frac{q_{\max} kL + L_f}{(1 - kL \rho^*)} \max_{\tau \in [0,L]} \left( |\rho_1(t, z) - \rho_2(t, z)| \right) \]  

where \( L_f \) is the Lipschitz constant for \( f \) on \([0, \rho_{\max}]\). For the derivation of (29), we have used definition (15) as well as the facts that \( |q_0(x) - \rho^*| \leq \max(\rho^*, \rho_{\max} - \rho^*) \), it follows from (28), (29) that for every \( T > 0 \) with

\[ \frac{q_{\max} kL + L_f}{(1 - kL \rho^*)} \cdot kT \max(\rho^*, \rho_{\max} - \rho^*) < 1 \]

the mapping \( G_{\rho_0} : C^0([0,T]; \mathbb{R}_+) \rightarrow C^0([0,T]; \mathbb{R}_+) \) defined by (25), (27) is a contraction. It follows from Banach’s fixed point theorem and completeness of \( C^0([0,T]; \mathbb{R}_+) \) that the initial value problem (1) with \( \rho(0) = \rho_0 \), (16) has a unique solution \( \rho \in C^1([0,T] \times [0,L]; 0, \rho_{\max}) \). Since \( T > 0 \) is independent of \( \rho_0 \) the argument may be repeated on the intervals \([T, 2T], [2T, 3T], \ldots \) in order to construct a solution \( \rho \in C^0([0,T] \times [0,L]; 0, \rho_{\max}) \).

Notice that (25) implies that \( \min_{\tau \in [0,L]} \left( \min_{x \in [0,L]} (\rho_0(x), \rho^*) \right) \leq \rho(t, x) \leq \rho_{\max} \) for all \((t, x) \in \mathbb{R}_+ \times [0,L]\). Therefore, definitions (15), (26) and the previous inequality imply that

\[ \max_{\tau \in [0,L]} \left( f(\rho) \min_{x \in [0,L]} (\rho_0(x), \rho^*) \right) \leq \rho \leq \rho_{\max} \]

\[ g(t) \geq \frac{f(\rho) \min_{x \in [0,L]} (\rho_0(x), \rho^*) \leq \rho \leq \rho_{\max}}{1 + kL \left( \rho_{\max} - \rho^* \right)} \]  

Estimate (17) is a direct consequence of (30) in conjunction with (25) and the definition \( c(s) := k \cdot \min_{x \in [0,L]} \left( f(\rho) \min_{x \in [0,L]} (s, \rho^*) \leq \rho \leq \rho_{\max} \right) \) for \( s > 0 \). Finally, (18) follows from (16), (17) and continuity of the functional \( \min_{\tau \in [0,L]} \left( f(\rho) M(\rho, z) \right) / M(\rho, x) \) for \( \rho \in C^0([0,L]; 0, \rho_{\max}) \). The proof is complete.

We next provide the proof of Theorem 3.2.

**Proof of Theorem 3.2:** Let \( \sigma > 0 \) be a constant sufficiently small, so that

\[ f(\rho^*) - \frac{\sigma L}{2} \left( \rho_{\max} + \rho^* \right) > f'(\rho^*) = \sigma L \]  

By virtue of Assumption (H2) there exists a unique \( a \in \left( 0, \rho_{cr} - \rho^* \right) \) so that
\[ f'(\rho^* + a) = \sigma L \]  

Let \( \gamma > 0 \) be a constant sufficiently small, so that

\[
\frac{\sigma \min \{-f'(\rho); \rho \in [0, \rho_{\text{max}}]\} a^2}{2(q + \sigma L)(\rho_{\text{max}} - \rho^*)} > \gamma L
\]  

\[
\sigma > \gamma L
\]  

where \( q = \max\{0, \max \{-f'(\rho); \rho \in [\rho^* + a, \rho_{\text{max}}]\}\} > 0 \). Every solution \( \rho \in C^1(\mathbb{R}_+ \times [0, L]; (0, \rho_{\text{max}}]) \) of the initial-boundary value problem (1) with (14), \( \rho(0) = \rho_0 \) and (20) satisfies the following equation for \( t \geq 0 \), \( x \in [0, L] \):

\[
\frac{\partial \rho}{\partial t}(t, x) = -\sigma \left( \rho(t, x) - \rho^* \right) + \gamma x \left\| \rho(t) - \rho^* \right\|_\infty
\]  

It follows from (35) that the following equations hold for \( t \geq 0 \), \( x \in [0, L] \):

\[
\rho(t, x) = \rho^* + \exp(-\sigma t) \left( \rho_0(x) - \rho^* \right) + \gamma x \int_0^t \exp(-\sigma (t-s)) g(s) ds
\]  

\[
g(t) = \left\| \rho(t) - \rho^* \right\|_\infty = \exp(-\sigma t) \max_{0 \leq s \leq L} \left\{ \rho_0(x) - \rho^* + \gamma \int_0^t \exp(\sigma s) g(s) ds \right\}
\]  

We next show that for each \( T > 0 \) and \( \rho_0 \in C^1([0, L]; (0, \rho_{\text{max}}]) \) with \( \rho_0(0) = \rho^* \), the mapping \( G_{\rho_0} : C^0([0, T]; \mathbb{R}_+) \to C^0([0, T]; \mathbb{R}_+) \) defined by

\[
(G_{\rho_0} g)(t) = \exp(-\sigma t) \max_{0 \leq s \leq L} \left\{ \rho_0(x) - \rho^* + \gamma \int_0^t \exp(\sigma s) g(s) ds \right\}, \text{ for } t \in [0, T]
\]  

is a contraction. Elementary manipulations allow us to show that for every pair of functions \( g_i \in C^0([0, T]; \mathbb{R}_+), i = 1, 2 \), the following inequality holds for all \( t \geq 0 \):

\[
\left\| G_{\rho_0} g_1(t) - (G_{\rho_0} g_2)(t) \right\| \leq \frac{\gamma L}{\sigma} \max_{0 \leq s \leq L} \left( \| g_1(s) - g_2(s) \| \right)
\]  

Thus, since (34) holds, it follows that the mapping \( G_{\rho_0} : C^0([0, T]; \mathbb{R}_+) \to C^0([0, T]; \mathbb{R}_+) \) defined by (38) is a contraction. It follows from Banach’s fixed point theorem and completeness of \( C^0([0, T]; \mathbb{R}_+) \) that for each \( T > 0 \), the initial value problem (1) with (14), \( \rho(0) = \rho_0 \), (20) has a unique solution \( \rho \in C^1([0, T] \times [0, L]; (0, +\infty)) \). Moreover, we get from (37) for \( y(t) = g(t) \exp(\sigma t) \):

\[
y(t) \leq \| \rho_0 - \rho^* \|_\infty + \gamma L \int_0^t y(s) ds
\]
Using (40) and applying Gronwall-Bellman Lemma for the continuous function \( y(t) := g(t) \exp(\sigma t) \), we obtain (17) with \( c := \sigma - \gamma L > 0 \) (recall (34)).

Next we show that \( \rho(t, x) \leq \rho_{\text{max}} \) for \( t \geq 0, \ x \in [0, L] \). Suppose on the contrary that there exist \( t \geq 0 \), \( x \in [0, L] \) such that \( \rho(t, x) > \rho_{\text{max}} \). It follows that \( \left\| \rho(t) - \rho^* \right\|_{\infty} > \rho_{\text{max}} - \rho^* \) and using (17) we get

\[
\left\| \rho(t) - \rho^* \right\|_{\infty} > \rho_{\text{max}} - \rho^*.
\]

Since \( \rho(t, x) \) is bounded for \( t \geq 0, \ x \in [0, L] \), there exists \( \rho(t, x) \) such that \( \rho(t, x) > \rho_{\text{max}} / 2 \) we obtain that \( \left\| \rho(t) - \rho^* \right\|_{\infty} \leq \rho_{\text{max}} - \rho^* \), a contradiction. Thus \( \rho \in \mathcal{C}([0, L]; [0, \rho_{\text{max}}]) \).

The rest of the proof is devoted to showing (21). Indeed, it follows from (20), (31), (34) and since \( 0 < \rho(t, x) \leq \rho_{\text{max}} \) for \( t \geq 0, \ x \in [0, L] \) that the inequality \( u(t, x) > 0 \) holds for \( t \geq 0, \ x \in [0, L] \). Using (37) and the inequality

\[
g(t + h) \geq \exp(-\sigma h)g(t) - \gamma L \exp(-\sigma h) \exp(-\sigma t) \int_t^{t+h} \exp(\sigma s)g(s)ds
\]

we conclude that

\[
\liminf_{h \to 0^+} h^{-1}(g(t + h) - g(t)) \geq - (\sigma + \gamma L)g(t), \text{ for all } t \geq 0
\] (41)

We next show that \( u(t, x) \leq 1 \) holds for \( t \geq 0, \ x \in [0, L] \), or equivalently that \( f(\rho(t, x)) \geq f(\rho^*) + \sigma \int_0^x (\rho(t, s) - \rho^*)ds - \gamma \frac{x^2}{2} \left\| \rho(t) - \rho^* \right\|_{\infty} \) for \( t \geq 0, \ x \in [0, L] \). Suppose the contrary, i.e., that there exists \( t > 0, \ x \in (0, L] \) such that \( f(\rho(t, x)) < f(\rho^*) + \sigma \int_0^x (\rho(t, s) - \rho^*)ds - \gamma \frac{x^2}{2} \left\| \rho(t) - \rho^* \right\|_{\infty} \). Define for \( l \in [0, t] \):

\[
\mu(l) := f(\rho(l, x)) - f(\rho^*) - \sigma \int_0^x (\rho(l, s) - \rho^*)ds + \gamma \frac{x^2}{2} \left\| \rho(l) - \rho^* \right\|_{\infty}
\] (42)

Notice that (19) implies that \( \mu(0) \geq 0 \) and by assumption it holds that \( \mu(t) < 0 \). It follows (by continuity of \( \mu \)) that there exists \( T \in [0, t] \) with \( \mu(T) = 0 \) and \( \mu(l) < 0 \) for \( l \in (T, t] \) \((T := \sup \{ l \in [0, t]; \mu(l) = 0 \})\). Consequently, we must have \( \limsup_{h \to 0^+} h^{-1}(\mu(T + h) - \mu(T)) \leq 0 \). Using (35), (37) and definition (42) we obtain for \( l \in [0, t] \):

\[
\limsup_{h \to 0^+} h^{-1}(\mu(l + h) - \mu(l)) \geq \sigma \left( f(\rho(l, x)) - f(\rho^*) - f'(\rho(l, x))(\rho(l, x) - \rho^*) \right) - \sigma \mu(l) + \gamma x f'(\rho(l, x)) \left\| \rho(l) - \rho^* \right\|_{\infty} + \gamma \frac{x^2}{2} \liminf_{h \to 0^+} h^{-1}(g(l + h) - g(l))
\]

Using (37), (41), the fact that \( \mu(T) = 0 \) and the above inequality, we get:
\[
\limsup_{h \to 0^+} h^{-1}(\mu(T+h) - \mu(T)) \geq \sigma \left( f(\rho(T,x)) - f(\rho^*) - f'(\rho(T,x))(\rho(T,x) - \rho^*) \right) + \gamma x \left( f'(\rho(T,x)) - (\sigma + \gamma L)\frac{x}{2}\right) \|\rho[T] - \rho^*\|_e
\]

Finally, using the fact that \( \limsup_{h \to 0^+} h^{-1}(\mu(T+h) - \mu(T)) \leq 0 \) and (34) we get:

\[
\sigma \left( f(\rho(T,x)) - f(\rho^*) - f'(\rho(T,x))(\rho(T,x) - \rho^*) \right) + \gamma x \left( f'(\rho(T,x)) - \sigma L\right) \|\rho[T] - \rho^*\|_e \leq 0 \tag{43}
\]

We show next that (43) cannot hold. Notice that since \( \mu(l) < 0 \) for \( l \in (T,t) \), it follows that \( \|\rho[l] - \rho^*\|_e > 0 \) for \( l \in (T,t) \). Consequently, (17) implies that \( \|\rho[T] - \rho^*\|_e > 0 \). Moreover, notice that

\[
f(\rho(T,x)) - f(\rho^*) - f'(\rho(T,x))(\rho(T,x) - \rho^*) \geq \frac{1}{2} Q (\rho(T,x) - \rho^*)^2 \tag{44}
\]

where \( Q := \min \{-f^*(\rho) : \rho \in [0,\rho_{\text{max}}]\} > 0 \) (recall Assumption (H2)). It follows from (32), (44) that (43) cannot hold for \( \rho(T,x) < \rho^* + a \). For \( \rho(T,x) \geq \rho^* + a \), we obtain from (43), (44) and the fact that \( \|\rho[T] - \rho^*\|_e \leq \rho_{\text{max}} - \rho^* \):

\[
\sigma Q a^2 \leq 2\gamma L (q + \sigma L)(\rho_{\text{max}} - \rho^*) \tag{45}
\]

where \( q := \max \{0, \max \{-f'(\rho) : \rho \in [\rho^* + a, \rho_{\text{max}}]\}\} > 0 \).

Inequality (45) contradicts inequality (33). We conclude that (43) cannot hold. The proof is complete. \( \triangleleft \)

### 5. Illustrative Example

Consider the case \( f(\rho) = \rho \exp(-\rho) \) with \( \rho_{\text{max}} = 1.6, \ L = 1, \ \rho^* = 0.7 \). Notice that in this case we have \( \rho_{\text{c}} = 1 \). We apply the feedback law (16) with \( k = 0.3 \) and the feedback law (20) with \( \sigma = 0.12, \ \gamma = 0.1 \). Figures 1 and 2 show the density profiles for the initial condition \( \rho_0(x) = \rho^* + 4x^2(1.2-x)^2, \ x \in [0,L] \), while Figures 3 and 4 show the corresponding speed limit ratios \( u(t,x) \).

Figures 1 and 2 show that the convergence rate of the closed-loop system (1) with (16) is faster than that of the closed-loop system (1), (14) with (20). Notice that we cannot increase the values of the controller gains \( \sigma, \gamma > 0 \) to speed up the convergence rate of the closed-loop system (1), (14) with (20), because, as the proof of Theorem 3.2 showed, the controller gains \( \sigma, \gamma > 0 \) must be sufficiently small. The speed limits are initially generally higher for the closed-loop system (1), (14) with (20) than those of the closed-loop system (1) with (16). However, the convergence rate of the speed limit
ratio to 1 is faster for the closed-loop system (1) with (16) than that of the closed-loop system (1), (14) with (20).

From a physical point of view, Figures 1-4 illustrate the control mechanism leading to the dissolution of the initial congestion in the freeway. Specifically, under both control laws, the speed limit control is shown to take low values upstream of the congestion, so as to limit the respective inflows; in the first case, this involves also some inlet reduction, which is not allowed for the second case. In terms of outflow, it may be seen that the convergence rate of the density at the outlet for the closed-loop system (1), (14) with (20) is significantly slower than the convergence rate of the density at the outlet for the closed-loop system (1) with (16); this happens because the feedback law (20) cannot affect the inlet flow rate, hence it tries to maintain large outflows by keeping the density at the outlet close to the critical density (hence maintaining a larger outflow) for a longer period of time.

![Graph 1](image1.png)

**Fig. 1:** Density \( \rho(t,x) \) profiles for the closed-loop system (1) with (16). The horizontal axis is \( x \in [0,L] \).

![Graph 2](image2.png)

**Fig. 2:** Density \( \rho(t,x) \) profiles for the closed-loop system (1), (14) with (20). The horizontal axis is \( x \in [0,L] \).
Figures 5 and 6 show the evolution of the sup norm $\|\rho[t] - \rho^*\|_\infty$ for the initial condition $\rho_0(x) = \rho^* + 4x^2(1.2 - x)^2$, $x \in [0, L]$. Figures 5 and 6 exhibit exponential convergence of the sup norm of the state, as predicted by estimate (17). Again, as remarked above, Figures 5 and 6 show that the convergence rate of the closed-loop system (1) with (16) is faster than that the closed-loop system (1), (14) with (20).

As pointed out earlier, the feedback law (20) cannot be used for a set point equal to the critical density. This is not the case for the feedback law (16). Figure 7 shows the density profiles of the closed-loop system (1) with (16) with $\rho^* = \rho_c = 1$ for the initial condition $\rho_0(x) = \rho^* + 4x^2(1.2 - x)^2$, $x \in [0, L]$.

---

**Fig. 3:** Speed limit ratio $(u(t,x))$ profiles for the closed-loop system (1) with (16).

The horizontal axis is $x \in [0, L]$.

---

**Fig. 4:** Speed limit ratio $(u(t,x))$ profiles for the closed-loop system (1), (14) with (20).

The horizontal axis is $x \in [0, L]$. 


Fig. 5: Evolution of the sup norm $\|\rho[t] - \rho^*\|_\infty$ of the solution of the closed-loop system (1) with (16).

Fig. 6: Evolution of the sup norm $\|\rho[t] - \rho^*\|_\infty$ of the solution of the closed-loop system (1), (14) with (20).
Fig. 7: Density $(\rho(t, x))$ profiles for the closed-loop system (1) with (16), $\rho^* = \rho_{cr} = 1$.

The horizontal axis is $x \in [0, L]$.

6. Concluding Remarks

The paper provides two different results for the stabilization of a spatially uniform equilibrium profile of a specific scalar conservation law that arises in the study of traffic dynamics under VSL. We have studied two different control problems: the problem with free speed limits at the inlet and the problem with no speed limits at the inlet. For the 1$^{st}$ problem, global asymptotic stabilization was achieved; while for the 2$^{nd}$ problem, regional exponential stabilization was achieved. The solutions of the closed-loop systems were classical solutions, i.e., there are no shocks. The obtained results were illustrated by means of a numerical example.

Future work will address the inhomogeneous case, i.e. consideration of a freeway stretch with spatially inhomogeneous flow-density relationships. Future research may also involve the study of the effect of discretization. In practice, the distributed control input $u(t, x)$ must be kept constant for certain time and space intervals. In other words, the implementation of the feedback controllers (16) or (20) involves discretization both with respect to space and time. The effect of discretization may be important and should be investigated. Another research direction is the incorporation of VSL to 2$^{nd}$ order models. In this way, the velocity dynamics, which are ignored by the 1$^{st}$ order model (1), can be taken into account.
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