Predicting the Next Best View for 3D Mesh Refinement
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Abstract. 3D reconstruction is a core task in many applications such as robot navigation or sites inspections. Finding the best poses to capture part of the scene is one of the most challenging topic that goes under the name of Next Best View. Recently, many volumetric methods have been proposed; they choose the Next Best View by reasoning over a 3D voxelized space and by finding which pose minimizes the uncertainty decoded into the voxels. Such methods are effective, but they do not scale well since the underlaying representation requires a huge amount of memory. In this paper we propose a novel mesh-based approach which focuses on the worst reconstructed region of the environment mesh. We define a photo-consistent index to evaluate the 3D mesh accuracy, and an energy function over the worst regions of the mesh which takes into account the mutual parallax with respect to the previous cameras, the angle of incidence of the viewing ray to the surface and the visibility of the region. We test our approach over a well known dataset and achieve state-of-the-art results.

1 Introduction

Two of the most challenging tasks for any robotic platform are the exploration and the mapping of unknown environments. When a surveying vehicle, such as a drone, needs to autonomously recover the map of the environment, it has often time and power restrictions to fulfill. A big issue is to incrementally look for the best pose to acquire a new measurement seeking a proper trade-off between the exploration of new areas and the improvement of the existing map reconstruction. This problem is the so called Next Best View (NBV).

NBV is usually addressed as an energy minimization/maximization problem. Most of the existing methods in 3D reconstruction rely on a volumetric reconstruction technique where each voxel is associated to its uncertainty and this information is used to compute the NBV. From Multi-View Stereo literature it is well-founded that volumetric reconstructions are not able to scale well and they do not obtain accurate reconstructions with large datasets [31]. Indeed on large scale problems the output of volumetric NBV algorithm has a coarse block-wise appearance.
Alternative reconstruction approaches base the estimation on 3D mesh representations; these methods do not need to store and reason about uncertainty on a volume, since they reason about a 2D manifold; therefore, they result to be more scalable. Moreover the underlying representation can coincide with the output of accurate meshing algorithms such as [31]. Mesh-based methods have been already used for exploration purposes: by navigating towards the boundary of the mesh a robot is able to explore unknown regions of the environment. However, in mapping scenarios, the focus has to be more on reconstruction accuracy, rather than exploration, therefore we cannot limit the algorithm to consider the boundary of the mesh, but a more comprehensive approach that takes into account the reconstruction accuracy, i.e., map refinement, is needed.

We propose a novel holistic approach to solve the NBV problem on 3D meshes which spots the worst regions of the mesh and looks for the best pose that improves those, specifically:

- a set of estimators to compute the accuracy of a given mesh, see 3.1,
- a novel mesh-based energy function to look for the NBV as a trade-off between exploration and refinement, see 3.2.

2 Related Works

The Next-Best View (NBV) has been addressed by many researcher and it is hard to define a fixed taxonomy. Since different domains have used different terms, in the following we adopt the classification proposed in the survey in [28]. We refer the reader also to more recent surveys in [4] and [6].

Model-based NBV algorithms assume a certain knowledge about the environment, for instance, Schmid et al. [27] rely on a digital surface model (DSM) of the scene. This assumption is restrictive and often not easy to fulfill, for this reason, in the following, we focus on non model-based algorithms that build a representation while they estimate the next best view.

One of the simplest method to estimate non-model-based NBV has been proposed in [32]. Among a fixed set of pre-computed poses, the authors choose the pose that improves three statistics about the covariance matrices of the reconstructed 3D points: the determinant, the trace and the maximum eigenvalue. The main drawback of point-based methods, is that occlusions are not considered and the search space is limited to sampled poses.

A more robust and widespread approach relies on a volumetric representation of the scene by means of a 3D lattice of voxels, usually estimated by means of OctoMap [11]; each voxel collects the information needed to define the NBV. Connelly [5] and Banta [1] classify each voxel as occupied, freespace or unknown, and they base the next best view prediction on the number of unknown voxels that the camera would perceive. Similarly, Yamauchi [33] counts the so called frontier voxels, which are the voxels between free and unknown space. An extension of the frontier-based NBV was proposed by Bircher et al. [2]: they use a receding horizon NBV scheme to build a tree which is explored and exploited efficiently.
Previous methods focus on scene exploration, neglecting the problem of refining the model estimated on which we are more interested in a mapping scenario. Vasquez et al. [30] plan the next view for a range sensor by relying on frontier voxels together with sensor overlapping, to also refine the model of the scene. This approach is suitable for time of flight or RGB-D cameras, but in case of RGB images the overlapping is not sufficient to evaluate if a new pose would improve the reconstructed model. Indeed, to ensure good parallax, we also need to consider the 3D position and orientation with respect to the other cameras.

While frontier-based methods are usually based on a counting metric, a different, probabilistic, approach to volumetric NBV has been proposed more recently in [25,14,12,21]. In [25] the authors collect the information about the unknown voxels, the visibility, and the occlusions in a Bayesian fashion. Kriegel et al. [14] combine the use of a volumetric representation of the space to plan a collision free path and a mesh representation used to compute the region that requires exploration. Isler et al. [12] propose a flexible framework that uses four information gain functions collected in the volumetric space. Recently Mendez et al. [21] propose an efficient method to compute, among a set of candidate poses, both the NBV by considering only a part of the scene, and a method to add a further camera that forms a good stereo pairs with the NBV. The method has been extended in [20] to explore the continuous space of the scene, instead of limiting to a precomputed set of images.

Volumetric methods have shown to be effective and to properly deal with occlusions differently from point based ones. However they require the boundary of the space to be known in advance and, above all, their voxel-based representation does not scale with large scenes, as underlined in the Multi-View Stereo literature [15,31,16,17]. Another class of NBV algorithms, named mesh-based and which directly relies on a 3D mesh reconstruction, has the advantage to directly outputs the model of the scene, in addition to scalability. Dunn and Frahm [7] define the 3D mesh reconstruction uncertainty and look for new poses which improve accuracy resolution and texture coherence. However, they require to estimate at each iteration a new 3D mesh model. With a similar approach Mauro et al. [18] aggregate 2D saliency, 3D points uncertainty, and point density to define the NBV, however their method relies on a point cloud representation and cannot cope with occlusions.

Differently from the literature hereafter, in this paper, we propose a mesh-based approach to estimate the photometric uncertainty of a mesh and to find the next best view which improves the worst regions. According to this metric the proposed approach is independent from the reconstruction algorithm adopted and it is able to predict the NBV such that it focuses and improves the worst part of the reconstruction. Even if the method is particularly focused on mesh refinement, when the worst regions are located at the boundary of the mesh, it also explores new regions of the scene.
3 Proposed Method

In this section we describe our proposed NBV algorithm which relies on a mesh representation of the environment. In the first step we estimate the 3D mesh uncertainty by computing a photo-consistent measure for each facet. Then, we select the worst facets and look for the pose which improves the accuracy of the reconstruction and, in case the selected facets lay near the boundary of the mesh, it also automatically improves the coverage. In Figure 1 we illustrate the pipeline of the proposed method.

To keep the mesh updated, we estimate new 3D points from each new pose, by means of the openMVG framework [22] and we apply the incremental reconstruction algorithm proposed in [26] and extended in [24]. The reconstruction algorithm builds a Delaunay Triangulation upon the 3D points and classifies the tetrahedra as free or occupied, the boundary between them represents the 3D mesh. As new points are estimated the triangulation and the reconstructed mesh are updated accordingly.

3.1 Photo-consistent Reconstruction Index

As a first step we look for the regions of the model poorly reconstructed. Since surfaces close to the actual surface project on the images in similar patches, and, in turn, surfaces far from it likely project in patches with different appearance, we adopt photo-consistency on those patches to check for poorly reconstructed regions.

Given a triangular mesh, we consider a facet $f$ and a pair of images $I_1$ and $I_2$ where the facet $f$ is visible; $f$ projects in two triangular patches $P_1 \in I_1$ and $P_2 \in I_2$. We verify if $f$ is visible from an image $I$ by verifying that all its vertices are inside $I$ and that they are not occluded by other facets in the mesh. To check the photo-consistency of $f$ with respect to $I_1$ and $I_2$, we compare $P_1$ and $P_2$. Since their shape and dimension are arbitrary, we map them into an equilateral triangle with unitary sides; $P_1'$ and $P_2'$ become the mapped patches which we compare with a similarity measure $\text{sim}(P_1', P_2')$ and then we average among the whole set of images containing the same facet. This leads to the following
formulation of the Photo-consistency Reconstruction Index (PRI) of facet $f$:

$$PRI(f) = \frac{1}{|\mathcal{I}^f|} \sum_{P^f_i, P^f_j \in \mathcal{I}^f} sim(P^f_i, P^f_j), \quad (1)$$

computed between each couples, where $\mathcal{I}^f$ is the pair of images where $f$ is visible.

We tested this estimator using as similarity measures the Sum of Squared Difference (SSD), i.e,

$$sim(P^f_1, P^f_2) = \sum_{x', y'} (P^f_1(x', y') - P^f_2(x', y'))^2, \quad (2)$$

and the Normalized Cross Correlation (NCC), i.e,

$$sim(P^f_1, P^f_2) = \frac{\sum_{x, y} (P^f_1(x, y) - \bar{P}^f_1)(I^2(x, y) - \bar{I}^2_1)}{\sqrt{\sum_{x, y} (P^f_1(x, y) - \bar{P}^f_1)^2 \sum_{x, y} (I^2(x, y) - \bar{I}^2_1)^2}}, \quad (3)$$

where $\bar{P}^f_1$ and $\bar{P}^f_2$ represent the mean values of the patches. We restricted the comparison of photo-consistency measures only to NCC and SSD since they are successfully adopted by the 3D reconstruction community, especially in multi-view stereo algorithms. Nevertheless the approach can be used with any similarity metrics.

Concerning the scalability, our approach can clearly scale very well spatially since we use only a very small part of the image, thus even using a huge number of images the memory consumption is still low. On the other hand, the time complexity is $O(n^2)$, where $n$ is the number of photos, thus it does not scale well. However, this issue can be solved considering a fixed number of views making the complexity constant, or, alternatively, computing the $PRI(f)$ only for the facets modified during the reconstruction.

### 3.2 Next Best View

After we compute the per-facet accuracy, we select the $K = 10$ facets with the lower $PRI$ and we collect them in the set $\mathcal{F}_w$. In the following we look for the Next Best View that is able to increase the accuracy of these facets. To do this we propose a novel energy maximization formulation; it combines different contributions to cope with different requirements that a camera pose has to fulfill to improve both the existing reconstruction and to explore new parts of the environment. In the following we refer to $\mathcal{V}_w$ as the set of vertices belonging to the facets in $\mathcal{F}_w$, and to $\mathcal{K}$ as penalization parameter. Specifically we experimentally choose $\mathcal{K} = -10$ in order to enforce the presence of all terms of the energy function, since the violation of one of them would not result in a positive energy.
Occlusion Term: The first term of the energy we want to minimize is named Occlusion Term, and it promotes the poses \( P \) that sees the region we have to improve, i.e., the facets in \( F_w \) without occlusions. We define this term:

\[
O(P, v) = \begin{cases} 
1 & \text{if } v \in V_w \text{ is not occluded,} \\
K & \text{otherwise}
\end{cases}
\]  

(4)

This term implicitly favors exploration. Indeed the facets in \( F_w \) are very likely located at the boundary of the mesh, and the Occlusion term leads the new view to focus on the region around \( F_w \). Furthermore, this formulation does not necessarily require to use GPU for the computation while computing the percentage of overlapping does.

Focus Term: The Focus Term represents the idea that the region around \( F_w \) preferably projects to the center of the image. By favoring a projection around the center we also capture the surrounding regions and, since we have selected the worst reconstructed facets, we can fairly assume that also the nearby regions require an improvement.

To account for displacements with respect to the image center we weight the projection of a vertex \( v \in V_w \) with a 2D Gaussian distribution centered in the center of the image. We formalize this term of the energy function as follows:

\[
\alpha = -\frac{(v_x^p - x_0)^2}{2\sigma_x^2} - \frac{(v_y^p - y_0)^2}{2\sigma_y^2},
\]

(5)

where \( v_x^p \) and \( v_y^p \) are the coordinates of \( v \) projected on the camera \( P \), and \((x_0, y_0)\) is the center of the image. We fix, \( \sigma_x = \frac{W}{3} \) and \( \sigma_y = \frac{H}{3} \) where \( W \) and \( H \) are the width and height of the image. To take into account also the case in which \( v \) projects outside the image, we rewrite Equation (5) as follows:

\[
F(P, v) = \begin{cases} 
\alpha & \text{if } v \text{ is projected inside the image,} \\
K & \text{otherwise}
\end{cases}
\]  

(6)

Parallax Term: With the Parallax Term we favor poses that capture the mesh with a significantly parallax with respect to the other images. We base this term on the base-to-height (BH) constrain adopted in Aerial Photogrammetry [8] defined as \( \frac{B}{H} > \delta \), where \( B \) is the baseline, i.e., the distance between two poses, and \( H \) represents the distance between the pose under evaluation and a point \( v \), e.g., approximatively the distance between the robot and the surface, or the height of the drone in aerial surveys [8]. Finally \( \delta \) is a threshold that we experimentally fixed as \( \delta = 0.33 \). The Parallax term becomes:

\[
P(P, C) = \begin{cases} 
1 & \text{if } \frac{B}{H} > \delta \\
K & \text{if } \frac{B}{H} \leq \delta
\end{cases}
\]  

(7)

We compute this term with respect to each other camera \( C \).
Incidence Term: The last term, named the Incidence Term, of our energy function encourages poses that observe the interested surface from an angle of incidence between 40° and 70°. The choice of such angles comes from the experience of the photogrammetric community as explained in [9,19,23]. As presented in [19], the smaller the incidence angle is the more distorted the information captured by an image. Since we deal with angular quantities, we formalize it by means of a von Mises distribution from directional statistics:

\[ I(P,v) = \log\left( \frac{e^{\kappa \cos(x-\mu)}}{2\pi I_0(\kappa)} \right), \]

where \( x \) represents the angle between the normal of the facet and the ray from facet barycenter to camera, \( \mu \) is the angle with the highest probability (in our case \( \mu = \frac{40+70}{2} \)) and \( \kappa \) is a measure of the concentration of the distribution, analogous to the inverse of the variance. \( I_0 \) is the Bessel function of order zero:

\[ I_0(k) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! F(m+1)} \left( \frac{k}{2} \right)^{2m}. \]

Next Best View Energy: We combine the previous four terms as it follows to obtain the energy function we want to minimize with the NBV algorithm:

\[ NBV(P,v) = \mu_1 O(P,v) + \mu_2 F(P,v) + \mu_3 \sum_{c \in C} P(P,c) - \mu_4 I(P,v), \]

where \( \mu_1, \mu_2, \mu_3 \) and \( \mu_4 \) are the weights of the different terms, that must be experimentally tuned. Then we define the energy over all vertices \( v \in V_w \) as:

\[ E(P) = \sum_{v \in V_w} NBV(P,v). \]

Although in the literature the energy is considered as cost, and thus the optimal pose must usually have the lowest energy, in the proposed approach terms used to compose the energy are higher for better poses. To frame the NBV as minimization we compute the negative of their sum.

4 Experimental Validation

To asses the quality of our method we tested it against both a custom synthetic dataset and the real dataset provided in [29]. We run both experiments over a laptop equipped with Ubuntu 16.04 LST and Intel i7-7700HQ without the use of GPU.

Our synthetic dataset contains four photo-realistic environments generated by means of PovRay [3] and depicted in Figure 2; the big advantage of using such dataset is the possibility to capture an image from any point of view and
so to simulate a real scenario where a robot, e.g. a drone, needs to navigate and explore the environment. Moreover the ground-truth model is available and therefore the reconstruction accuracy and completeness can be evaluated.

The first step of our algorithm computes the accuracy for each facet; in Figure 3 we illustrate the errors estimated on the reconstructed mesh with SSD and NCC as the color scale used, i.e., the hue of the HSV color space. As shown in Figure 3(b), the NCC estimator provide a uniform underestimation of the accuracy. This estimation does not allow to distinguish clearly which areas need refinement. An appropriate estimation would show a lower accuracy around the corners and border, as in Figure 3(c). Contrary, the SSD estimator does not provide a uniform estimation but properly indicate areas, like corners, as regions which need more refinement.

In Table 1 we present the time required to estimate the NCC and SSD on the first reconstructed model, before estimating the first NBV. Even if we process the mesh on CPU, our method is able to rapidly estimate the accuracy.

To prove the effectiveness of our approach we tested the whole system, i.e., accuracy estimation and energy function minimization, with a real dataset. Furthermore, given the considerations on the estimators, in the following we use

| Similarity | Measure | # facets | per-facet | total |
|------------|---------|----------|-----------|-------|
|            | Building| 3440     | 0.043 ms  | 0.043 ms | 150 ms  | 150 ms  |
|            | Fortress| 231      | 0.012 ms  | 0.012 ms | 3 ms     | 3 ms     |
|            | Car     | 314      | 0.038 ms  | 0.035 ms | 12 ms    | 11 ms    |
|            | City    | 43       | 0.651 ms  | 0.302 ms | 28 ms    | 13 ms    |
SSD estimator. Concerning the dataset, we use the datasets dinoRing and templeRing presented in [29] (48 images for each sequence). In this test we have a finite set of images and their relative position in the space. Our goal is, starting from an initial set of images, incrementally select views and improve the reconstruction of the scene.

We bootstrap by computing the reconstruction of the scene using three views, then we use the NBV approach previously presented to incrementally select new images. The system estimates which are the areas poorly reconstructed and uses the energy function to select a view, among those available, to enhance the mesh. The view selected is the one having the highest energy score.

We run multiple time the selection process to tune the parameters $\mu_1$, $\mu_2$, $\mu_3$ and $\mu_4$ presented in Equation (10). The optimal weights are those providing the best mesh reconstruction using the lowest number of images. Since no ground-
truth is publicly available, we built a reference model with the reconstruction software Photoscan. For each mesh associated to a set of parameters we computed the accuracy of the 3D model generated with Photoscan and compared it with the reference model. In Figure 4 we report the reconstruction coverage and the accuracy obtained with the optimal parameters with respect to the real ground truth model; the proposed method is able to choose the convenient poses and rapidly improves both accuracy and coverage. In Figure 5 we illustrate the meshes we reconstructed with the increasing number of views selected by our algorithm for the temple sequence.

The best results were obtained with $\mu_1 = 0.6$, $\mu_2 = 1.6$, $\mu_3 = 2.1$ and $\mu_4 = 0.6$. To derive such values we systematically evaluated the reconstruction error, on dinoRing, changing the varying the weights and then test them with templeRing; we present the observed behavior in Figure 6. Our approach is able to effectively select a set of images, from a larger set, that properly represent the scene and allow an accurate reconstruction of it. Table 2 shows the accuracy
Table 2. Evaluation of different approaches.

|                  | dino         | temple       |
|------------------|--------------|--------------|
|                  | Uniform NBV  | NBS          | Proposed  | Uniform NBV  | NBS          | Proposed |
| Num. Frames      | -            | 41           | unknown   | 26          | 23           | unknown   |
| 80% Error (mm)   | 0.64         | 0.59         | 0.64      | 0.53        | 0.61         | 0.51      |
| 90% Error (mm)   | 1.0          | 0.88         | 0.91      | 0.74        | 1.03         | 0.7       |
| 99% Error (mm)   | 2.86         | 2.08         | 1.89      | 1.68        | 3.27         | 1.85      |
| 0.75mm Coverage (%) | 79.5   | 82.9         | 72.9      | 87.3        | 85.0         | 78.9      |
| 1.25mm Coverage (%) | 90.2   | 93.0         | 73.8      | 96.4        | 93.6         | 78.9      |
| 1.75mm Coverage (%) | 94.3   | 96.9         | 73.9      | 98.4        | 97.2         | 78.9      |

and completeness for the dino dataset. Using less than half of the images in the dataset we are able to achieve comparable results with the other state of the art methods, reported in [21], that use only a subset of the images (as reported in [21]), in particular with the volumetric method in [21] although using 12% less images. We employed Photoscan\(^1\) to generate the final model for both scenes. In Table 2 we also reported the results on the temple dataset. We compare only with [13], since the other methods listed in Table 2 do not provide the results on the temple dataset. Our method is able to provide a significantly better coverage with comparable accuracy even using less images than state-of-the-art approaches.

5 Conclusions and Future Works

In this paper we proposed a mesh-based algorithm to build a 3D mesh reconstruction by incrementally selecting the views that mostly improve the mesh. Our approach estimates the reconstruction accuracy and then selects the views that enhance the worst regions maximizing a novel energy function. We have demonstrated that our approach is able to achieve coverage and accuracy comparable to the state of the art, selecting incrementally images from a predefined set. Our approach has the advantage to be independent from the reconstruction method used to build the model, as long as the output is a 3D mesh. As a future work, we plan to design a technique that, using the energy function proposed, defines the Next Best View in the 3D space instead of selecting a view from a set of precomputed poses. Moreover we would test our approach with mesh-based methods as [31].
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