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Abstract
In \( \mathbb{R}^2 \), a symmetric blunt body \( W_b \) is fixed by smoothing out the tip of a symmetric wedge \( W_0 \) with the half-wedge angle \( \theta_w \in (0, \frac{\pi}{2}) \). We first show that if a horizontal supersonic flow of uniform state moves toward \( W_0 \) with a Mach number \( M_{\infty} > 1 \) being sufficiently large depending on \( \theta_w \), then the half-wedge angle \( \theta_w \) is less than the detachment angle so that there exist two shock solutions, a weak shock solution and a strong shock solution, with the shocks being straight and attached to the vertex of the wedge \( W_0 \). Such shock solutions are given by a shock polar analysis, and they satisfy entropy conditions. The main goal of this work is to construct a detached shock solution of the steady Euler system for inviscid compressible irrotational flow in \( \mathbb{R}^2 \setminus W_b \). Especially, we seek a shock solution with the far-field state given as the strong shock solution obtained from the shock polar analysis. Furthermore, we prove that the detached shock forms a convex curve around the blunt body \( W_b \) if the Mach number of the incoming supersonic flow is sufficiently large, and if the boundary of \( W_b \) is convex.
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1 Detached Shock Problem and Its Motivation

For a constant \( \gamma > 1 \), called an adiabatic exponent, we define a function \( \mathfrak{h} \) by

\[
\mathfrak{h}(\rho) = \frac{\rho^{\gamma-1}}{\gamma - 1}.
\] (1.1)
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The steady Euler system of irrotational flow,

\[ \begin{align*}
\partial_{x_1} (\rho u_1) + \partial_{x_2} (\rho u_2) &= 0 \\
\partial_{x_1} u_2 - \partial_{x_2} u_1 &= 0 \\
\frac{1}{2} |\mathbf{u}|^2 + h(\rho) &= B_0 \quad (B_0 > 0: \text{a constant})
\end{align*} \tag{1.2} \]

governs two dimensional isentropic irrotational steady flow of inviscid compressible ideal polytropic gas. The constant \( B_0 > 0 \) is called the Bernoulli’s constant. And, the functions \((\rho, u_1, u_2)\) represent density, horizontal and vertical components of velocity, respectively. The velocity \( \mathbf{u} \) is expressed as \( \mathbf{u} = u_1 \hat{e}_1 + u_2 \hat{e}_2 \), where \( \hat{e}_i \) is the unit vector in the \( x_i \)-direction for \( i = 1, 2 \).

The local sound speed \( c = c(\rho) \) and the Mach number \( M(\rho, \mathbf{u}) \) of the system (1.2) are given by

\[ c(\rho) = \rho^{\frac{\gamma-1}{2}}, \quad M(\rho, \mathbf{u}) = \frac{|\mathbf{u}|}{c}. \tag{1.3} \]

The flow governed by (1.2) is called subsonic if \( M(\rho, \mathbf{u}) < 1 \), sonic if \( M(\rho, \mathbf{u}) = 1 \), and supersonic if \( M(\rho, \mathbf{u}) > 1 \).

The goal of this paper is to solve the following problem:

**Problem I.** Given an incoming horizontal supersonic flow of uniform state, find an entropy solution of (1.2) in \( \mathbb{R}^2 \setminus W_b \) with a detached shock past a blunt body \( W_b \) so that the solution satisfies the slip boundary condition

\[ \mathbf{u} \cdot \mathbf{n}_b = 0 \quad \text{on} \quad \partial W_b, \tag{1.4} \]

where \( \mathbf{n}_b \) is the unit normal on \( \partial W_b \) pointing interior to \( \mathbb{R}^2 \setminus W_b \). (Fig. 1).

The rigorous definitions of a shock and an entropy solution are given in §2.

For a fixed angle \( \theta_w \in (0, \frac{\pi}{2}) \), let a symmetric wedge \( W_0 \) in \( \mathbb{R}^2 \) with the half-angle \( \theta_w \) be given by

\[ W_0 := \{ \mathbf{x} = (x_1, x_2) \in \mathbb{R}^2 : x_1 \geq |x_2| \cot \theta_w \}. \tag{1.5} \]
Given incoming supersonic flow of a uniform state \((\rho, u_1, u_2) = (\rho_\infty, u_\infty, 0)\) with \(M_\infty = \frac{u_\infty}{\rho_\infty^{\gamma-1}} > 1\), it is well known that if \(\theta_w\) is less than a critical angle \(\theta_{\text{det}}\), called the detachment angle, then the shock polar curve([17, 18, 24]) yields two entropy solutions of (1.2) in \(\mathbb{R}^2 \setminus W_0\), called a strong shock solution and a weak shock solution so that each of these solutions contains a straight oblique shock \(\Gamma_{\text{shock}}^{\text{att}}\) attached to the vertex of the wedge \(W_0\) with the downstream state behind the shock given by a uniform state (Fig. 2). The structural stability of the attached oblique shocks under small perturbations of the incoming supersonic flow, or under small perturbations of the wedge boundary away from the vertex point are extensively studied in [3–7, 10–12, 14, 15, 17, 21, 22, 25, 27–30] and the references therein. And, the dynamical stability/instability of the attached oblique shock solutions past the symmetric wedge \(W_0\) have been studied in [1, 2, 8, 9, 16, 19, 20] and the references therein.

**Motivation.** Our main goal is to find an entropy solution past a blunt body \(W_b\) (Fig. 1). As we shall see in Definition 1.1, the boundary \(\partial W_b\) of the blunt body is given from perturbing the boundary \(\partial W_0\) of the wedge \(W_0\), especially near the vertex \(O\). We assume that \(\partial W_b\) is \(C^3\), and symmetric about the \(x_1\)-axis. Therefore, \(\partial W_b\) is perpendicular to the \(x_1\)-axis at its \(x_1\)-intercept. But, we do not assume that \(\partial W_b\) is necessarily a small perturbation of \(\partial W_0\). Then it can be checked by using the shock polar and the slip boundary condition (1.4) that if an entropy solution to (1.2) contains a shock, then the shock must be completely detached from the blunt body \(W_b\), even from its smooth peak. This observation naturally raises a question on the existence of a detached shock solution past the blunt body \(W_b\).

In this paper, we give a rigorous proof of the existence of a detached shock solution past \(W_b\). Furthermore, we prove that the solution constructed in this work is convex if \(M_\infty\) is sufficiently large, and if \(\partial W_b\) is convex (see Fig. 1). To the best of our knowledge, this is the very first rigorous result on a detached shock past a blunt body.

In [13], the authors proved the existence of a family of detached shock solutions of (1.2) in a bounded domain past the symmetric wedge \(W_0\), where the half-wedge angle \(\theta_w\) of \(W_0\) is less than the detachment angle. In this case, the shock polar analysis yields two entropy solutions with attached straight oblique shocks: a strong shock and a weak shock (see Fig. 2). The main focus of [13] is on showing that the value of functional \(\int_{\partial W} \rho^v d x\) evaluated for any detached shock solution is greater than the one evaluated for the attached strong oblique shock solution. Differently from the case of \(W_0\), however, it is impossible to have an attached oblique shock solution past the blunt body \(W_b\). See Lemma 2.8 in §2.3 for further detailed analysis. Another different feature of the work in this paper from the one of [13] is that we intend to construct a global-in-space detached shock solution in \(\mathbb{R}^2 \setminus W_b\).
Fig. 3  Blunt body $W_b$ induced from a symmetric wedge $W_0$

For a given $\theta_w \in (0, \pi/2)$, let a symmetric wedge $W_0$ be given by (1.5). The blunt body $W_b$ considered in this paper is given as a perturbation of $W_0$ as follows:

**Definition 1.1** For a fixed constant $h_0 > 0$, let a function $b : \mathbb{R} \to \mathbb{R}$ satisfy the following properties (see Fig. 3):

1. $b(x_2) = b(-x_2)$ for all $x_2 \in \mathbb{R}$;
2. $b \in C^3(\mathbb{R})$;
3. $b'(x_2) > 0$ for all $x_2 > 0$;
4. $b''(x_2) \geq 0$ for all $x_2 \geq 0$;
5. $b(x_2) = x_2 \cot \theta_w$ for $x_2 \geq h_0$.

For such a function $b$, we define a blunt body $W_b$ by

$$W_b := \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_1 \geq b(x_2) \}. \quad (1.6)$$

For simplicity of notations, we set

$$b_0 := b(0). \quad (1.7)$$

**Remark 1.2** It can be directly checked from $(b_1)$–$(b_5)$ stated in Definition 1.1 that the function $b$ satisfies the following properties:

1. $b'(0) = 0$,
2. $0 \leq b'(x_2) \leq \cot \theta_w$, and $b(x_2) \geq x_2 \cot \theta_w$ for all $x_2 \geq 0$,
3. \[ \sum_{k=1}^3 \| \frac{d^k b}{dx_2^k} \|_{C^0(\mathbb{R})} \leq m_b \] \quad (1.10)

for some constant $m_b > 0$.

Let us define

$$W_b^+ := W_b \cap \{ x_2 \geq 0 \}, \quad (1.11)$$
and set
\[ \Gamma_{\text{sym}} := \{(x_1, 0) : x_1 \leq b_0\}, \quad \Gamma_b := \{(b(x_2), x_2) : x_2 > 0\}. \]

The incoming horizontal supersonic flow is given by
\[ (\rho, \mathbf{u}) = (\rho_\infty, u_\infty, 0) \quad \text{with} \quad u_\infty > \frac{\gamma-1}{\gamma} \rho_\infty > 0. \quad \text{(1.12)} \]

Since \( W_b \) is symmetric about \( x_1 \)-axis, and the incoming supersonic flow is in a horizontal direction and in a uniform state, we can restate Problem I as follows:

**Problem II.** For incoming horizontal supersonic flow given by (1.12), find an entropy solution of (1.2) with a detached shock past a blunt body so that the solution satisfies the slip boundary condition
\[ \mathbf{u} \cdot \mathbf{n}_w = 0 \quad \text{on} \quad \Gamma_{\text{sym}} \cup \Gamma_b, \quad \text{(1.13)} \]

where \( \mathbf{n}_w \) is the unit normal on \( \Gamma_{\text{sym}} \cup \Gamma_b \) pointing interior to \((\mathbb{R}^2 \cap \{x_2 > 0\}) \setminus W_b^+\).

The rest of the paper is devoted to solving Problem II.

In Sect. 2, we provide preliminaries and state our main theorem. In §2.2, we explain about attached oblique shocks past symmetric wedges in \( \mathbb{R}^2 \) through the well known shock polar analysis. Particularly, we show in Lemma 2.5 that for any symmetric wedge \( W_0 \) of the half-wedge angle \( \theta_w \in (0, \frac{\pi}{2}) \), if the Mach number \( M_\infty \) of incoming horizontal supersonic flow is sufficiently large depending on \( \theta_w \), then the half-wedge angle \( \theta_w \) is less than the detachment angle so that there exist two distinct attached oblique shock solutions (a strong shock solution and a weak shock solution) so that both of which satisfy the entropy condition. This lemma plays an important role in establishing the existence of a detached shock solution past a blunt body. More specifically, Lemma 2.5 yields a far-field asymptotic state of a detached shock solution past a blunt body \( W_b \), where \( W_b \) is given from smoothing out the tip of a symmetric wedge \( W_0 \) with the half-wedge angle \( \theta_w \in (0, \frac{\pi}{2}) \). In §2.3, we explain in detail why a shock past a blunt body \( W_b \) must be completely detached from \( \partial W_b \).

In Sect. 3, we formulate a free boundary problem by using a stream function \( \psi \) so that any solution to the free boundary problem yields a detached shock solution in \((\mathbb{R}^2 \cap \{x_2 \geq 0\}) \setminus W_b^+\) in the sense of the main theorem. And, the solvability of this free boundary problem is stated as Theorem 3.4. Then we prove that the solvability of the free boundary problem of the stream function \( \psi \) implies the existence of a detached shock solution past the blunt body \( W_b \). Theorem 3.4, the solvability theorem of the free boundary problem of a stream function \( \psi \) in \((\mathbb{R}^2 \cap \{x_2 \geq 0\}) \setminus W_b^+\), is proved in Sects. 4 and 5. In Sect. 4, we introduce a free boundary problem in a cut-off domain of a finite height \( L \) from the \( x_1 \)-axis, and prove the existence of a solution to the free boundary problem. In Sect. 5, we take a strictly increasing sequence \( \{L_n\}_{n=1}^\infty \) with \( \lim_{n \to \infty} L_n = \infty \). For each \( n \in \mathbb{N} \), we fix a solution to the free boundary problem in the cut-off domain of the height \( L_n \) from the \( x_1 \)-axis to get a sequence \( \{(f_n, \psi_n)\}_{n=1}^\infty \) of solutions to the free boundary problems in cut-off domains. For each \( n \in \mathbb{N} \), the graph of \( x_1 = f_n(x_2) \) for \( 0 \leq x_2 \leq L_n \) represents the detached shock for a cut-off detached shock problem, and \( \psi_n \) is the corresponding stream function that satisfies \( \nabla^2 \psi = \rho(u_1, u_2) \). In Sect. 5, we take a subsequence of \( \{f_n\} \) so that it converges to a function \( f_s : \mathbb{R}_+ \to \mathbb{R} \) on any bounded interval in an appropriately defined norm. Then, we show that there exists a function \( \psi_s \) so that \( (f_s, \psi_s) \) yields a solution to the free boundary problem in \((\mathbb{R}^2 \cap \{x_2 > 0\}) \setminus W_b^+\), stated in Sect. 3 thus prove Theorem 3.4.

Finally, we prove the convexity of the detached shock in Sect. 6 by employing the method developed in [16]. But, one cannot directly apply the result from [16] because the detached
shock solutions constructed in this paper do not necessarily satisfy all the conditions required to apply [16, Theorem 2.1]. Especially, the detached shock solutions do not necessarily satisfy Condition (A6) in the statement of [16, Theorem 2.1]. Instead, maximum principles for the speed, horizontal velocity and vertical velocity are additionally taken into account, and a new argument has been developed in Sect. 6. Interestingly, it turns out that the convexity of the blunt body \( W_b \), which is stated in Definition 1.1(b1), plays a crucial role in proving the convexity of the detached shock, although it is unclear whether the convexity of the blunt body is a necessary condition for the convexity of the detached shock. This will be investigated further in a future work.

2 Preliminaries and Main Theorems

2.1 Basic Definitions

Let \( \Omega \) be a domain in \( \mathbb{R}^2 \). Suppose that a non self-intersecting \( C^1 \) curve \( S \) divides \( \Omega \) into two open and connected subsets \( \Omega^- \) and \( \Omega^+ \) so that \( \Omega^- \cap \Omega^+ = \emptyset \) and \( \Omega^- \cup S \cup \Omega^+ = \Omega \). We define \( (\rho, u_1, u_2) \in [L^\infty(\Omega) \cap C^0(\Omega^\pm) \cap C^1_{\text{loc}}(\Omega^\pm)]^3 \) to be a weak solution of \eqref{1.2} with a shock \( S \) if the following properties are satisfied:

\((s_1)\) \( \rho > 0 \) in \( \Omega \);

\((s_2)\) The Bernoulli’s law \( \frac{1}{2}|u|^2 + h(\rho) = B_0 \) holds in \( \Omega \);

\((s_3)\) For any test function \( \phi \in C_c^\infty(\mathbb{R}^2) \), we have

\[
\int_\Omega \rho u_1 \phi_1 + \rho u_2 \phi_2 \, d\mathbf{x} = \int_\Omega u_2 \phi_1 - u_1 \phi_2 \, d\mathbf{x} = 0;
\]

\((s_4)\) For any \( x_0 \in S \), we have

\[
\lim_{x \to x_0} \mathbf{u} \cdot \mathbf{v} = 0, \quad \lim_{x \to x_0} \mathbf{u} \cdot \mathbf{v} = 0, \quad \text{and} \quad \lim_{x \to x_0} \mathbf{u} \cdot \mathbf{v} \neq \lim_{x \to x_0} \mathbf{u} \cdot \mathbf{v}
\]

for a unit normal \( \mathbf{v} \) of \( S \) at \( x_0 \).

In the following, an equivalent definition is given through integration by parts.

**Definition 2.1 (Shock)** We define \( (\rho, u_1, u_2) \in [L^\infty(\Omega) \cap C^0(\Omega^\pm) \cap C^1_{\text{loc}}(\Omega^\pm)]^3 \) to be a weak solution to \eqref{1.2} with a shock \( S \) if the following properties are satisfied:

\((S_1)\) The properties \((s_1)\) and \((s_2)\) hold, and \( S \) is \( C^1 \);

\((S_2)\) In \( \Omega^\pm \), \( (\rho, u_1, u_2) \) satisfy the equations

\[
\partial_{x_1} (\rho u_1) + \partial_{x_2} (\rho u_2) = 0, \quad \text{and} \quad \partial_{x_1} u_2 - \partial_{x_2} u_1 = 0 \quad \text{pointwisely};
\]

\((S_3)\) For each point \( x_0 \in S \), define

\[
(\rho^+, u_1^+, u_2^+)(x_0) := \lim_{x \to x_0, x \in \Omega^+} (\rho, u_1, u_2)(x), \quad (\rho^-, u_1^-, u_2^-)(x_0) := \lim_{x \to x_0, x \in \Omega^-} (\rho, u_1, u_2)(x).
\]

Then, \( (\rho, u_1, u_2) \) satisfy the Rankine-Hugoniot conditions

\[
\rho^+ (u_1^+, u_2^+) \cdot \mathbf{v} = \rho^- (u_1^-, u_2^-) \cdot \mathbf{v}, \quad \text{and} \quad (u_1^+, u_2^+) \cdot \mathbf{r} = (u_1^-, u_2^-) \cdot \mathbf{r} \quad \text{on} \ S, \quad (2.1)
\]

where \( \mathbf{v} \) is a unit normal, and \( \mathbf{r} \) is a unit tangential on \( S \).
(S₄) On S, we have \((u₁⁺, u₂⁺) \cdot v \neq 0\) (or equivalently \((u₁⁻, u₂⁻) \cdot v \neq 0\)) and \((u₁⁺, u₂⁺) \cdot v \neq (u₁⁻, u₂⁻) \cdot v\).

(S₅) On \(\partial \Omega\), the slip boundary condition

\[(u₁, u₂) \cdot n = 0\]

holds for the inward unit normal vector field \(n\) on \(\partial \Omega\).

**Definition 2.2** (Entropy solution) Let \((\rho, u₁, u₂)\) be a weak solution in \(\Omega\) with a shock \(S\) in the sense of Definition 2.1. We call the solution an entropy solution if

\[0 < \rho^- < \rho^+ < \infty, \quad \text{and} \quad 0 < (u₁⁺, u₂⁺) \cdot v < (u₁⁻, u₂⁻) \cdot v < \infty\]  \tag{2.2}

hold on \(S\), where the unit normal \(v = \frac{(u₁⁻, u₂⁻) - (u₁⁺, u₂⁺)}{|(u₁⁻, u₂⁻) - (u₁⁺, u₂⁺)|}\) on \(S\) points interior to \(\Omega^+\).

### 2.2 Attached Oblique Shocks Past \(W₀\)

For fixed constants \(\gamma > 1\) and \(B₀ > 0\), define

\[D_∞(γ, B₀) := \{ (\rho_∞, u_∞) \in \mathbb{R}^2 : \frac{1}{2} u_∞^2 + h(\rho_∞) = B₀, \ \rho_∞ > 0, \ u_∞ > \frac{\nu − 1}{\gamma} \} \]  \tag{2.3}

The set \(D_∞(γ, B₀)\) contains all horizontal supersonic flows with the Bernoulli constant \(B₀\).

**Lemma 2.3** For each fixed \((\rho_∞, u_∞) \in D_∞(γ, B₀)\), there exist a unique constant \(u₀ \in (0, u_∞)\) and a unique function \(\tilde{f}_{\text{polar}} : [u₀, u_∞] \rightarrow \mathbb{R}_+\) satisfying the following properties:

(p₀) \(\tilde{f}_{\text{polar}} \in C^0([u₀, u_∞]) \cap C^∞((u₀, u_∞))\)

(p₁) \(\tilde{f}_{\text{polar}}(u₀) = \tilde{f}_{\text{polar}}(u_∞) = 0\);

(p₂) \(\tilde{f}_{\text{polar}}(u) > 0\) for \(u₀ < u < u_∞\);

(p₃) If we set \(u_∞ := (u_∞, 0)\), \(u := (u, \tilde{f}_{\text{polar}}(u))\), \(\rho := h⁻¹(B₀ − \frac{1}{2} |u|^2)\), then we have

\[\rho u \cdot v = \rho_∞ u_∞ \cdot v \quad \text{for} \quad v = \frac{u_∞ − u}{|u_∞ − u|}, \]  \tag{2.4}

and

\[0 < u \cdot v < u_∞ \cdot v < \infty \quad \text{for} \quad u₀ < u < u_∞. \]  \tag{2.5}

(p₄) Any vector \(u = (u, v) \in \mathbb{R}^2\) satisfying (2.4) and (2.5) lies either on the curve \(v = \tilde{f}_{\text{polar}}(u)\), or \(v = −\tilde{f}_{\text{polar}}(u)\).

Furthermore, such a function \(\tilde{f}_{\text{polar}}\) satisfies

\[\tilde{f}_{\text{polar}}'(u) < 0 \quad \text{for} \quad u₀ < u < u_∞. \]  \tag{2.6}

The curve \(v = \tilde{f}_{\text{polar}}(u)\) on the uv-plane is called the shock polar curve of the incoming supersonic flow \((\rho_∞, u_∞)\).

Note that the shock polar curve discussed in Lemma 2.3 is different from the one in [17, §121 and §122]. The model used in [17, §121 and §122] is the full Euler system for which the function \(\tilde{f}_{\text{polar}}\) can be explicitly computed, while we consider irrotational flow in this paper. To prove Lemma 2.3 for the irrotational flow model (1.2), a different approach is needed because there is no known explicit formula of \(\tilde{f}_{\text{polar}}\). In this paper, we briefly
demonstrate how to prove Lemma 2.3 without details as it is already well known in other references. First, one can refer to [24, Proposition 2.1] for the existence of the set \( \{u = (u, v)\} \) that satisfies (2.4) and (2.5). Then the implicit function theorem is applied to obtain the unique function \( f_{\text{polar}} \) that satisfies the properties \((p_0) - (p_4)\). Finally, by adjusting the proof of [18, Theorem 1], one can check that \( f_{\text{polar}} \) satisfies (2.6). Or, one can refer to [2, Appendix A] for a detailed proof of (2.6).

**Corollary 2.4** For each \((\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)\), there exists a unique constant \( \theta_{\text{det}} \in (0, \frac{\pi}{2}) \) so that

(i) if \(0 \leq \theta < \theta_{\text{det}}\), then the line \(v = u \tan \theta\) intersects \(v = f_{\text{polar}}(u)\) at two distinct points;

(ii) if \(\theta = \theta_{\text{det}}\), the line \(v = u \tan \theta_{\text{det}}\) intersects \(v = f_{\text{polar}}(u)\) at a unique point;

(iii) if \(\theta_{\text{det}} < \theta < \frac{\pi}{2}\), then there is no intersection of \(v = u \tan \theta\) and \(v = f_{\text{polar}}(u)\).

Such \(\theta_{\text{det}}\) is called the detachment angle.

For a symmetric wedge \(W_0\) given by (1.5) with the half-wedge angle \(\theta_w \in (0, \frac{\pi}{2})\), let us define

\[
\mathbb{R}^2_{+} := \{x = (x_1, x_2) \in \mathbb{R}^2 : x_2 \geq 0\}, \quad \text{and} \quad W_0^+ := W_0 \cap \mathbb{R}^2_{+}. \tag{2.7}
\]

Given \((\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)\), suppose that the half-angle \(\theta_w\) of the wedge \(W_0\) is less than the detachment angle \(\theta_{\text{det}}\). By Corollary 2.4, the curve \(v = f_{\text{polar}}(u)\) intersect the line \(v = u \tan \theta_w\) at two distinct points \(u_s = (u_s, f_{\text{polar}}(u_s))\) and \(u_{wk} = (u_{wk}, f_{\text{polar}}(u_{wk}))\). Without loss of generality, let us assume that \(0 < u_s < u_{wk} < u_\infty\). And, let us set

\[
\rho_s := h^{-1}(B_0 - \frac{1}{2} |u_s|^2), \quad \text{and} \quad \rho_{wk} := h^{-1}(B_0 - \frac{1}{2} |u_{wk}|^2).
\]

Let \(x_1 = s_st x_2\) be the line perpendicular to the vector \(v_s := \frac{u_\infty - u_s}{|u_\infty - u_s|}\). For \(x = (x_1, x_2) \in \mathbb{R}^2_{+}\), we define a vector valued function

\[
u(x) := \begin{cases} u_\infty & \text{for } x_1 < s_st x_2, \\ u_s & \text{for } x_1 > s_st x_2, \end{cases}
\]

and we set \(\rho(x) := h^{-1}(B_0 - \frac{1}{2} |u|^2)\). Then \((\rho, u)\) is a shock solution in \(\mathbb{R}^2_+ \setminus W_0^+\) with the shock \(S : x_1 = s_st x_2\) in the sense of Definition 2.1 (Fig. 4). And, it satisfies the entropy condition stated in Definition 2.2.

By replacing \(u_s\) by \(u_{wk}\) in the argument right above, another shock solution past \(W_0^+\) is given. The shock solution with \(u_s\) is called the *strong shock solution*, while the shock solution with \(u_{wk}\) is called the *weak shock solution*.

For \((\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)\), set

\[
M_\infty := \frac{u_\infty}{\rho_\infty^{(\gamma-1)/2}}.
\]

Next, we show that for any given \(\theta_w \in (0, \frac{\pi}{2})\), we have \(\theta_w < \theta_{\text{det}}\) if \(M_\infty > 1\) is sufficiently large depending on \(\theta_w\). Hereafter, we fix the adiabatic exponent \(\gamma > 1\) and the Bernoulli constant \(B_0 > 0\) unless otherwise specified.
Fig. 4 Attached oblique shock past $W_0^+$ in $\mathbb{R}^2_+$.

**Lemma 2.5** For any given $\theta_w \in (0, \frac{\pi}{2})$, there exists a small constant $\varepsilon_0 \in (0, 1)$ depending on $(\gamma, B_0, \theta_w)$ so that if $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $M_\infty \geq \frac{1}{\varepsilon_0}$, then we have $\theta_w < \theta_{det}$.

**Proof** The proof is divided into four steps.

1. For each $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$, let us set $\varepsilon := \frac{1}{M_\infty}$. Then, $(\rho_\infty, u_\infty)$ can be represented in terms of $\varepsilon$ as follows:

   \[
   u_\infty = \sqrt{\frac{(\gamma - 1)B_0}{\frac{\gamma - 1}{2} + \varepsilon^2}},
   \]

   \[
   \rho_\infty = h^{-1}\left(B_0 - \frac{(\gamma - 1)B_0}{(\gamma - 1) + 2\varepsilon^2}\right) = \varepsilon^{\frac{2}{\gamma - 1}} \left(\frac{(\gamma - 1)B_0}{\frac{\gamma - 1}{2} + \varepsilon^2}\right)^{\frac{1}{\gamma - 1}}.
   \]  

Set $\kappa_w := \tan \theta_w$.

To prove Lemma 2.5, we need to show that the following nonlinear system for $(\rho, u, s)$

\[
\begin{aligned}
\rho u(1, \kappa_w) \cdot (1, -s) &= \rho_\infty(u_\infty, 0) \cdot (1, -s) \\
u(1, \kappa_w) \cdot (s, 1) &= (u_\infty, 0) \cdot (s, 1) \\
\frac{1}{2}u^2(1 + \kappa_w^2) + h(\rho) &= B_0
\end{aligned}
\]  

has two distinct solutions $(\rho, u, s) \in (\rho_\infty, \infty) \times (0, u_\infty) \times (0, \infty)$ so that if we set $u = u(1, \kappa_w)$ and $v = (1, -s)$, then the inequality $0 < u \cdot v < u_\infty \cdot v$ hold provided that $\varepsilon > 0$ is sufficiently small. Note that $v$ represents a normal vector of an attached oblique shock: $x_1 = sx_2$.

By substituting the expressions given in (2.8) into (2.9), we get

\[
\begin{aligned}
R_1(\rho, u, s, \varepsilon) := \rho u(s\kappa_w - 1) + h^{-1}\left(B_0 - \frac{(\gamma - 1)B_0}{(\gamma - 1) + 2\varepsilon^2}\right) \sqrt{\frac{(\gamma - 1)B_0}{\frac{\gamma - 1}{2} + \varepsilon^2}} &= 0 \\
R_2(\rho, u, s, \varepsilon) := u(s + \kappa_w) - s \sqrt{\frac{(\gamma - 1)B_0}{\frac{\gamma - 1}{2} + \varepsilon^2}} &= 0 \\
R_3(\rho, u, s, \varepsilon) := \frac{1}{2}u^2(1 + \kappa_w^2) + h(\rho) - B_0 &= 0
\end{aligned}
\]  

(2.10)
2. We first solve (2.10) when $\varepsilon = 0$ ($\Rightarrow \rho_\infty = 0, u_\infty = \sqrt{2B_0}$). By substituting $\varepsilon = 0$ into (2.10), we get

\[
\begin{cases}
\rho u(s\kappa_w - 1) = 0 \\
u(s + \kappa_w) - s\sqrt{2B_0} = 0 \\
\frac{1}{2}u^2(1 + \kappa_w^2) + h(\rho) - B_0 = 0
\end{cases}. \tag{2.11}
\]

The first equation in (2.11) holds if either one of the following three cases holds:

(i) $\rho = 0$, (ii) $u = 0$, (iii) $s = \frac{1}{\kappa_w}$.

We consider these three cases separately.

(Case 1) If $\rho = 0$, the last equation in (2.11) becomes $u^2(1 + \kappa_w^2) = 2B_0$, which implies that the vector $\mathbf{u} = u(1, \kappa_w)$ lies on the circle of radius $\sqrt{2B_0}$ with the center at the origin (Fig. 5). We rewrite the second equation in (2.11) as $u^2(s + \kappa_w)^2 = 2B_0s^2$ then substitute the expression $u^2 = \frac{2B_0}{1 + \kappa_w^2}$ into this equation to get

\[
\left(\frac{1}{s}\right)^2 \kappa_w^2 + 2\frac{1}{s} - \kappa_w = 0,
\]

which yields

\[
\frac{1}{s} = -1 \pm \sqrt{1 + \kappa_w^2}.
\]

Then we have $u = \pm \frac{\sqrt{2B_0}}{\sqrt{1 + \kappa_w^2}}$. And, this implies that

\[
u(1, \kappa_w) \cdot (1, -s) = -\sqrt{2B_0} < 0, \quad u_\infty(1, 0) \cdot (1, -s) = \sqrt{2B_0} > 0 \Rightarrow \mathbf{u} \cdot \mathbf{v} < 0 < \mathbf{u}_\infty \cdot \mathbf{v}.
\]

Since the signs of $\mathbf{u} \cdot \mathbf{v}$ and $\mathbf{u}_\infty \cdot \mathbf{v}$ are opposite, we exclude this case from our consideration for the rest of the proof.
(Case 2) If \( u = 0 \), then we obtain from the last two equations in (2.11) that
\[
(s, \rho) = (0, h^{-1}(B_0)) =: (0, \rho^{(1)}).
\] (2.12)

Since the function \( h \) given by (1.1) is strictly increasing, we have \( \rho^{(1)} > \rho_\infty (= 0) \). Since \( s = 0 \), the shock solution corresponding to (2.12) is a normal shock solution, and it corresponds to the origin in the shock polar for \( M_\infty = \infty \) given in Fig. 5.

(Case 3) If \( s = \frac{1}{\kappa_w} \), then the last two equations in (2.11) yield
\[
(\rho, u) = \left( h^{-1}\left( \frac{B_0\kappa_w^2}{1 + \kappa_w^2} \right), \frac{\sqrt{2B_0}}{1 + \kappa_w^2} \right) := (\rho^{(2)}, u^{(2)}).
\] (2.13)

Note that \( \rho^{(2)} > \rho_\infty (= 0) \). The vector \( u = u(1, \kappa_w) \) satisfies
\[
|u - \left( \frac{\sqrt{2B_0}}{2}, 0 \right)| = \frac{\sqrt{2B_0}}{2}.
\]

This implies that the upper semi-circle \( \{ |u - \left( \frac{\sqrt{2B_0}}{2}, 0 \right)| = \frac{\sqrt{2B_0}}{2} : v \geq 0 \} \) in Fig. 5 yields the solution to (2.11) for the case of \( s = \frac{1}{\kappa_w} \) for each \( \theta_w \in (0, \frac{\pi}{2}) \) when \( \varepsilon = 0 \).

3. We directly differentiate \( R = (R_1, R_2, R_3)^T \), given by (2.10), to get
\[
D_{(\rho,u,s)}R(\rho, u, s, \varepsilon) = \begin{pmatrix}
  u(s\kappa_w - 1) & \rho(s\kappa_w - 1) & \rho u\kappa_w \\
  0 & s + \kappa_w & u - \left( \frac{(y-1)B_0}{\kappa^2} \right) \\
  \rho^\nu - 2 & u(1 + \kappa_w^2) & 0
\end{pmatrix},
\]
from which we obtain that
\[
\det D_{(\rho,u,s)}R(\rho, u, s, \varepsilon) = \begin{cases}
  (\rho^{(1)})^{\nu - 1} \left( \frac{(y-1)B_0}{\kappa^2} \right) \neq 0, & \text{at } (\rho, u, s) = (\rho^{(1)}, 0, 0), \\
  -(\rho^{(2)})^{\nu - 1}u^{(2)}(1 + \kappa_w^2) \neq 0, & \text{at } (\rho, u, s) = (\rho^{(2)}, u^{(2)}, \frac{1}{\kappa_w}).
\end{cases}
\] (2.14)

Then the implicit function theorem implies that if \( \varepsilon \) is sufficiently small depending on \( \gamma, B_0, \theta_w \), then the system (2.10) has two solutions \( (\rho^{(j)}, u^{(j)}, s^{(j)}) \) for \( j = 1, 2 \) with \( (\rho^{(1)}, u^{(1)}, s^{(1)}) \) being close to \( (\rho^{(1)}, 0, 0) \), and \( (\rho^{(2)}, u^{(2)}, s^{(2)}) \) being close to \( (\rho^{(2)}, u^{(2)}, 1/{\kappa_w}) \), respectively. Since each \( (\rho^{(j)}, u^{(j)}, s^{(j)}) \) for \( j = 1, 2 \) varies continuously depending on \( \varepsilon \), we have \( s^{(1)} < s^{(2)} \) for \( \varepsilon \) sufficiently small, thus \( (\rho^{(1)}, u^{(1)}, s^{(1)}) \neq (\rho^{(2)}, u^{(2)}, 1/{\kappa_w}) \) holds.

4. By (2.8) and the implicit function theorem, \( \rho_\infty \) and \( \rho^{(j)} \) for \( j = 1, 2 \) vary depending continuously on \( \varepsilon \). Therefore, we have \( \rho^{(j)} - \rho_\infty > 0 \) for \( j = 1, 2 \) and \( u^{(2)} > 0 \) if \( \varepsilon \) is sufficiently small because \( \rho^{(j)} - \rho_\infty > 0 \) and \( u^{(2)} > 0 \) hold when \( \varepsilon = 0 \). Since \( s^{(1)} = 0 \), we have \( s^{(1)}\kappa_w - 1 < 0 \) for \( \varepsilon \) sufficiently small. Then we solve the equation \( R_1(\rho^{(1)}, u^{(1)}, s^{(1)}, \varepsilon) = 0 \) for \( u^{(1)} \), and use \( s^{(1)}\kappa_w - 1 < 0 \) to obtain that \( u^{(1)} > 0 \) for \( \varepsilon > 0 \) sufficiently small.

To conclude that \( \theta_w < \theta_{\text{det}} \), it remains to check that each \( (\rho^{(j)}, u^{(j)}, s^{(j)}) \) for \( j = 1, 2 \) satisfies the entropy condition (2.2). According to (2.9) and (2.10), the equations \( R_k(\rho^{(j)}, u^{(j)}, s^{(j)}, \varepsilon) = 0 \) for \( k = 1, 2 \) yield
\[
\rho^{(j)}u^{(j)} \cdot v^{(j)} = \rho_\infty u_\infty \cdot v^{(j)} \quad \text{for } j = 1, 2
\]
where \( u^{(j)} \) and \( v^{(j)} \) are given by

\[
\begin{split}
    u^{(j)} &= u_e^{(j)}(1, \kappa_w), \\
    v^{(j)} &= \frac{(1, -s_e^{(j)})}{\sqrt{1 + (s_e^{(j)})^2}}.
\end{split}
\]

Then it follows from \( \rho_e^{(j)} > \rho_\infty \) and \( u_\infty \cdot v^{(j)} > 0 \) that

\[
0 < u^{(j)} \cdot v^{(j)} < u_\infty \cdot v^{(j)} \quad \text{for } j = 1, 2.
\]

The equation \( R_2(\rho_e^{(1)}, u_e^{(1)}, s_e^{(1)}, \varepsilon) = 0 \) implies that \( u_\infty - u^{(j)} \) is parallel to \( (1, -s_e^{(j)}) \).

Then it follows from (2.15) that \( v^{(j)} = \frac{u_\infty - u^{(j)}}{|u_\infty - u^{(j)}|} \) for \( j = 1, 2 \). So we conclude that each \( (\rho_e^{(j)}, u_e^{(j)}, s_e^{(j)}) \) for \( j = 1, 2 \) satisfies the entropy condition (2.2). This completes the proof. \( \square \)

**Remark 2.6** For fixed \( \theta_w \in (0, \frac{\pi}{2}) \), let the constant \( \varepsilon_0 > 0 \) be from Lemma 2.5. For \( (\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0) \), let us set

\[
\varepsilon := \frac{1}{M_\infty}.
\]

For each \( \varepsilon \in (0, \varepsilon_0] \), let \( (\rho_e^{(1)}, u_e^{(1)}, s_e^{(1)}) \) and \( (\rho_e^{(2)}, u_e^{(2)}, s_e^{(2)}) \) be given from Step 3 in the proof of Lemma 2.5. Since \( u^{(1)} < u^{(2)} \) when \( \varepsilon = 0 \), we can choose a constant \( \varepsilon_1 \in (0, \varepsilon_1] \) so that whenever \( \varepsilon \in (0, \varepsilon_1] \), we have

\[
0 < u_e^{(1)} < u_e^{(2)} < u_\infty
\]

for \( u_\infty \) given by (2.8). Therefore, \( (\rho_e^{(1)}, u_e^{(1)}, s_e^{(1)}) \) corresponds to the strong shock, while \( (\rho_e^{(2)}, u_e^{(2)}, s_e^{(2)}) \) corresponds to the weak shock. Hereafter, we let \( (\rho_{st}^e, u_{st}^e, s_{st}^e) \) denote \( (\rho_e^{(1)}, u_e^{(1)}, s_e^{(1)}) \) for each \( \varepsilon \in (0, \varepsilon_1] \).

### 2.3 Detached Shock Past the Blunt Body \( W_b \)

Fix \( \gamma > 1 \) and \( B_0 > 0 \). Given constants \( \theta_w \in (0, \frac{\pi}{2}) \) and \( h_0 > 0 \), let a function \( b : \mathbb{R} \to \mathbb{R} \) be given by Definition 1.1. Let \( W_b^+ \) be given by (1.11), and set

\[
\mathbb{R}_+^2 := \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_2 > 0 \}.
\]

It is our goal to construct an entropy solution of (1.2) in \( \mathbb{R}_+^2 \setminus W_b^+ \) with a shock for an incoming state \( (\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0) \) (Fig. 6).

**Problem 2.7** Find a weak solution \( (\rho, u_1, u_2) \) to (1.2) in \( \mathbb{R}_+^2 \setminus W_b^+ \) with a shock

\[
\Gamma_{sh} = \{ x_1 = f_{sh}(x_2) : x_2 \geq 0 \}
\]

for a \( C^1 \) function \( f_{sh} : \mathbb{R}_+ \to \mathbb{R} \) so that the solution uniformly converges to a piecewise constant state as \( |x| \to \infty \).

**Lemma 2.8** For a given incoming state \( (\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0) \), if \( (\rho, u) \) is an entropy solution of (1.2) in \( \mathbb{R}_+^2 \setminus W_b^+ \) with a shock \( S \) given as a \( C^1 \) curve, then \( S \) cannot be attached to the boundary of \( W_b^+ \).
Fig. 6 Detached shock past $W_b^+$

Fig. 7 $P_0 = (b(x_2^+), x_2^+)$ for some $x_2^+ > 0$, $v_0 \not\in \Gamma_b$ at $P_0$

**Proof** Let $(\rho, u)$ be a weak solution to (1.2) in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\mathcal{S}$, and define two domains $\Omega^-$ and $\Omega^+$ by

$$\Omega^- := \{ x \in \mathbb{R}_+^2 \setminus W_b^+ : (\rho, u)(x) = (\rho_\infty, u_\infty, 0) \}, \quad \Omega^+ := (\mathbb{R}_+^2 \setminus W_b^+) \setminus \Omega^-.$$  

Suppose that $\mathcal{S}$ is attached to the boundary of $W_b^+$ at a point $P_0$.

**Case 1.** $P_0 = (b(x_2^+), x_2^+)$ for some $x_2^+ > 0$

Let $v_0$ be the unit normal vector of $\mathcal{S}$ at $P_0$ pointing interior to $\Omega^-$ (see Fig. 7). If $v_0 \not\perp \Gamma_b$ at $P_0$, then there exists a point $Q = (b(\hat{x}_2), \hat{x}_2)$ with $\hat{x}_2 > 0$, and a small constant $r > 0$ such that

$$(B_r(Q) \setminus W_b^+) \subset \Omega^-.$$  

Then, by continuation, we have $(\rho, u)(Q) = (\rho_\infty, u_\infty)$. We define a vector field $n(x_2^+) := (-1, b'(x_2^+))$ for $x_2^+ > 0$. By Definition 1.1, $n_0 := (-1, b'(\hat{x}_2))$ is a normal vector of $\partial W_b$ at $Q$, which points interior to $\mathbb{R}_+^2 \setminus W_b$. And, we have $u \cdot n_0 = -u_\infty \neq 0$ at $Q$ so the slip boundary condition, stated in $(S_5)$ of Definition 2.1, does not hold. This is a contradiction.

If $v_0 \perp \Gamma_b$ at $P_0$, then we have $v_0 = \frac{n_0}{|n_0|}$. We compute the value of $(\rho, u)$ at $P_0$ in the side of $\Omega^+$ (Fig. 8) by taking the limit

$$(\rho, u)(P_0) = \lim_{x \to P_0 \atop x \in \Omega^+} (\rho, u)(x) =: (\rho^+, u^+). \quad (2.16)$$  

By the slip boundary condition on $\Gamma_b$, and $C^3$ regularity of $b$, we have

$$u^+ \cdot v_0 = \lim_{x_2 \to x_2} u(b(x_2), x_2) \cdot \frac{n(x_2)}{|n(x_2)|} = 0,$$
\( P_0 = (b(x_2^\ast), x_2^\ast) \) for some \( x_2^\ast > 0, v_0 \perp \Gamma_b \) at \( P_0 \)

\[ P_0 = (b_0, 0) \]

which implies that \( \rho^+ u^+ \cdot v_0 = 0 \). Then the Rankine-Hugoniot condition (2.1) does not hold at \( P_0 \) because \( \rho_\infty u_\infty \cdot v_0 \neq 0 \). This is a contradiction. Therefore, \( S \) cannot be attached to \( \Gamma_b \) away from the point \( (b_0, 0) \).

**Case 2.** \( P_0 = (b_0, 0) \)

Due to (1.8) stated in Remark 1.2, we have \( \lim_{x_2 \to 0^+} n(x_2) = (-1, 0) \). Let \( u^+ \) be given by (2.16). By continuity of \( u \) in \( \Omega^+ \) (Fig. 9) up to its boundary, and the slip boundary condition on \( \Gamma_b \), we obtain that

\[ u^+ \cdot (-1, 0) = \lim_{x_2 \to 0^+} u(b(x_2), x_2) \cdot \frac{n(x_2)}{|n(x_2)|} = 0. \quad (2.17) \]

This implies that if the shock \( S \) is attached to \( W_b \) at \( P_0 \), then the horizontal component of \( u^+ \) is 0. By Lemma 2.3, \( u^+ \) must lie on either \( v = f_{\text{pol}}(u) \) or \( v = -f_{\text{pol}}(u) \). Therefore, \( u^+ \) must have a strictly positive horizontal component but this contradicts to (2.17). So we conclude that \( S \) cannot be attached to \( \Gamma_b \) at the point \( (b_0, 0) \). This completes the proof. \( \square \)

According to Lemma 2.8, any shock solution past the blunt body \( W_b^+ \) in \( \mathbb{R}^2_+ \) contains a detached shock in the sense that \( \Gamma_{sh} \) is completely separated from the blunt body \( W_b^+ \). And, this yields the following result on a solution to Problem 2.7.

**Corollary 2.9** If \( (\rho, u_1, u_2) \) is a solution to Problem 2.7 with a shock \( \Gamma_{sh} = \{x_1 = f_{sh}(x_2) : x_2 \geq 0\} \), then we have

\[ f(x_2) < b(x_2) \quad \text{for all } x_2 \geq 0. \quad (2.18) \]

In Problem 2.7, we seek a shock solution past the blunt body \( W_b^+ \) with piecewise constant asymptotic state at far field. By (1.13), Lemmas 2.3 and 2.5, and Remark 2.6, if \( (\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0) \) satisfies \( M_\infty \geq \frac{1}{11} \), then we expect either the strong shock solution or the weak shock solution to be asymptotic states of a solution to Problem 2.7. In this paper, we seek a shock solution to Problem 2.7 with the asymptotic state given by the strong shock solution.

\[ \square \] Springer
**Definition 2.10** Hereafter, the half-wedge angle \( \theta_w \in (0, \frac{\pi}{2}) \) is fixed in (1.6) and (1.11). Let \( \varepsilon_1 \in (0, 1) \) be from Remark 2.6. For each \( \varepsilon \in (0, \varepsilon_1] \), let \((\rho^e_{st}, u^e_{st}, s^e_{st})\) be as in Remark 2.6. We define

\[
u^e_{st} := u_{st}(1, \kappa_w) \quad \text{for} \quad \kappa_w = \tan \theta_w.
\]

The vector \( \nu^e_{st} \) represents the downstream velocity of the strong shock solution past the wedge \( W_0^+ \) given by (2.7) for the incoming supersonic state \((\rho_{\infty}, u_{\infty}) \in D_{\infty}(\gamma, B_0)\) with \( M_{\infty} = \frac{1}{\varepsilon} \). The constant \( s^e_{st} \) is the slope \( = \frac{dx}{ds} \) of the strong shock, and \( \rho^e_{st} = b^{-1}(B_0 - \frac{1}{2} |\nu^e_{st}|^2) \) represents the downstream density of the strong shock solution.

**Lemma 2.11** Let \( \varepsilon_1 > 0 \) be from Remark 2.6. There exists a small constant \( \varepsilon_2 \in (0, \varepsilon_1] \) depending only on \( (\gamma, B_0, \theta_w) \) and a continuous function \( q_\gamma : (0, \varepsilon_2] \to (0, \infty) \) with satisfying

\[
\lim_{\varepsilon \to 0^+} q_\gamma(\varepsilon) = 0 \quad (2.19)
\]

so that whenever \( M_{\infty} \geq \frac{1}{\varepsilon^2} \), we have

\[
| (\rho^e_{st}, u^e_{st}, s^e_{st}) - (\rho^0_{st}, 0, 0) | \leq q_\gamma(\varepsilon),
\]

and

\[
(\rho^e_{st})^{\gamma-1} - (u^e_{st})^2(1 + \kappa_w^2) \geq \frac{1}{2} (\rho^0_{st})^{\gamma-1} > 0.
\]

**Proof** For \( R(\rho, u, s; \varepsilon) = (R_1, R_2, R_3)^T(\rho, u, s; \varepsilon) \) defined by (2.10), we have

\[
\begin{align*}
R(\rho^e_{st}, u^e_{st}, s^e_{st}; \varepsilon) - R(\rho^0_{st}, 0, 0; \varepsilon) &= R(\rho^0_{st}, 0, 0; 0) - R(\rho^0_{st}, 0, 0; \varepsilon).
\end{align*}
\]

For \( M \in \mathbb{R}^{3 \times 3} \), define a norm \( \|M\| \) by

\[
\|M\| := \sup_{\xi \in \mathbb{R}^3, \|\xi\| = 1} |M\xi|.
\]

Since \( \mathcal{R} \) is smooth with respect to \( (\rho, u, s, \varepsilon) \), one can find a small constant \( \sigma_1 > 0 \) depending on \( (\gamma, B_0, \theta_w) \) so that if

\[
| (\rho, u, s, \varepsilon) - (\rho^0_{st}, 0, 0, 0) | \leq \sigma_1,
\]

then it follows from (2.14) that \( D_{(\rho, u, s)}\mathcal{R}(\rho, u, s; \varepsilon) \) is invertible and satisfies

\[
\| (D_{(\rho, u, s)}\mathcal{R}(\rho, u, s; \varepsilon))^{-1} \| \leq 2 \| (D_{(\rho, u, s)}\mathcal{R}(\rho^0_{st}, 0, 0; 0))^{-1} \| =: \mu_0.
\]

Step 3 in the proof of Lemma 2.5 implies that \((\rho^e_{st}, u^e_{st}, s^e_{st})\) is \( C^1 \) with respect to \( \varepsilon \in (0, \varepsilon_1) \), so there exists a small constant \( \varepsilon' \in (0, \varepsilon_1) \) depending only on \( (\gamma, B_0, \theta_w) \) so that \((\rho, u, s, \varepsilon) = (\rho^e_{st}, u^e_{st}, s^e_{st}, \varepsilon) \) for \( \varepsilon \in (0, \varepsilon'] \) satisfies (2.23).
Note that we have
\[ |R(\rho^0_{\alpha},0,0;\varepsilon) - R(\rho^0_{\alpha},0,0;\varepsilon')| = |R(\rho^0_{\alpha},0,0;\varepsilon) - R(\rho^0_{\alpha},0,0;\varepsilon)| \]
\[ = h^{-1} \left( \frac{2B_0}{(\gamma - 1)B_0} \right) \frac{\sqrt{(\gamma - 1)B_0}}{\sqrt{\frac{\gamma - 1}{2} + \varepsilon^2}} \]
\[ = \left( \frac{2(\gamma - 1)B_0}{(\gamma - 1)B_0} \right) \frac{1}{\sqrt{\frac{\gamma - 1}{2} + \varepsilon^2}} \]
\[ \leq \mu_0 \left( \frac{2(\gamma - 1)B_0}{(\gamma - 1)B_0} \right) \frac{1}{\sqrt{\frac{\gamma - 1}{2} + \varepsilon^2}} \]
\[ = q_\gamma(\varepsilon)(\gamma^{-\frac{1}{2}}), \quad (2.25) \]
for all \( \varepsilon \in (0,\varepsilon_1) \). So we finally conclude from (2.22), (2.24) and (2.25) that if we choose \( \varepsilon_2 \) as \( \varepsilon_2 = \varepsilon' \), and if \( \varepsilon \in [0,\varepsilon_2] \), then we have
\[ |(\rho^c_{\alpha},u^c_{\alpha},s^c_{\alpha}) - (\rho^0_{\alpha},0,0)| \]
\[ \leq \mu_0 \left( \frac{2(\gamma - 1)B_0}{(\gamma - 1)B_0} \right) \frac{1}{\sqrt{\frac{\gamma - 1}{2} + \varepsilon^2}} \]
\[ = q_\gamma(\varepsilon)(\gamma^{-\frac{1}{2}}), \quad (2.26) \]
The function \( q_\gamma(\varepsilon) \) is continuous with respect to both \( \varepsilon > 0 \) and \( \gamma > 1 \). And, (2.26) implies that the function \( q_\gamma \) satisfies (2.19). Finally, one can further reduce \( \varepsilon_2 \) depending only on \( (\gamma, B_0, \theta_\omega) \) so that (2.21) follows from (2.19) and (2.20) because \( u^0_{\alpha} = 0 \).

2.4 The Main Theorem

To state our main theorem, we first define Hölder norms with weight at infinity.

Definition 2.12 Fix constants \( m \in \mathbb{Z}^+, \mu \in \mathbb{R}, \) and \( \alpha \in (0,1) \).

(i) Let \( I \subset (0,\infty) \) be an open interval. For a function \( f : \overline{I} \to \mathbb{R} \), define
\[ \|f\|_{m,I}^{(\mu)} := \sum_{j=0}^{m} \sup_{x_2 \in I} (1 + x_2)^{j+\mu} \left| \frac{d^j}{dx_2^j} f(x_2) \right| \]
\[ [f]_{m,a,I}^{(\mu)} := \sup_{x_2 \neq x_2'} (1 + \min\{x_2, x_2'\})^{m+a+\mu} \left| \frac{d^m}{dx_2^m} f(x_2) - \frac{d^m}{dx_2^m} f(x_2') \right| \]
\[ \|f\|_{m,a,I}^{(\mu)} := \|f\|_{m,I}^{(\mu)} + [f]_{m,a,I}^{(\mu)}. \]

(ii) Let \( D \subset \mathbb{R}^2_+ \) be an open and connected domain. For points \( x, x' \in D \), let \( x_2, x'_2 \) denote the \( x_2 \)-coordinates of \( x, x' \), respectively. For a function \( \phi : \overline{D} \to \mathbb{R} \), define
\[ \|\phi\|_{m,D}^{(\mu)} := \sum_{j=0}^{m} \sup_{x \in D} (1 + x_2)^{j+\mu} \sum_{0 \leq l \leq j} |\partial_{x_1}^l \partial_{x_2}^{j-l} \phi(x)| \]
\[ [\phi]_{m,a,D}^{(\mu)} := \sup_{x \neq x' \in D} (1 + \min\{x_2, x'_2\})^{m+a+\mu} \sum_{0 \leq l \leq m} |\partial_{x_1}^l \partial_{x_2}^{m-l} \phi(x) - \partial_{x_1}^l \partial_{x_2}^{m-l} \phi(x')| \]
\[ \|\phi\|_{m,a,D}^{(\mu)} := \|\phi\|_{m,D}^{(\mu)} + [\phi]_{m,a,D}^{(\mu)}. \]
For the rest of the paper, the blunt body $W_b^+$ is fixed thus the constants $(\theta_w, h_0, b_0, m_b)$ are fixed. Here, the constant $m_b$ is from (1.10). So we will not specify a dependence of any estimate constant on $(\theta_w, h_0, b_0, m_b)$ hereafter except for the Hölder exponent $\alpha$ for the regularity of solutions to Problem 2.7 because the choice of $\alpha$ heavily depends on the half-wedge angle $\theta_w$. So we will specify the dependence of $\alpha$ on $\theta_w$.

**Theorem 2.13** Fix $\gamma > 1$ and $B_0 > 0$. And, fix $\beta \in (0, 1)$.

(a) (The existence of detached shock solutions) For a fixed constant $d_0 > 0$, there exists a small constant $\tilde{\epsilon} > 0$ depending on $(\gamma, B_0, d_0)$ so that whenever the incoming supersonic state $(\rho_\infty, u_\infty) \in D_{\infty}(\gamma, B_0)$ satisfies $M_\infty = \frac{1}{\gamma}$ for $\epsilon \in (0, \tilde{\epsilon}]$, the system (1.2) has an entropy solution $(\rho, u)$ in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\Gamma_{sh} = \{(f_{sh}(x_2), x_2) : x_2 \geq 0\}$ in the sense of Definitions 2.2 for the incoming state $(\rho_\infty, u_\infty, 0)$. And, the solution satisfies the following properties:

(i) $f_{sh}(0) = b_0 - d_0$;

(ii) There exists a constant $\delta > 0$ depending only on $(\gamma, B_0, d_0)$ such that

$$b(x_2) - f_{sh}(x_2) \geq \delta \quad \text{for all } x_2 \geq 0;$$

(iii) Setting as $\Omega_{f_{sh}} := \{x = (x_1, x_2) \in \mathbb{R}_+^2 \setminus W_b^+ : x_1 > f_{sh}(x_2), \ x_2 > 0\}$, we have

$$\lim_{x \to \infty, x \in \Omega_{f_{sh}}} |(\rho, u)(x) - (\rho_{st}^e, u_{st}^e)| = 0, \quad \text{and} \quad \lim_{x_2 \to \infty} |f''_{st}(x_2) - s_{st}^e| = 0;$$

(iv) There exists a constant $\hat{\alpha} \in (0, 1)$ depending only on $\theta_w$, and a constant $C > 0$ depending only on $(\gamma, B_0, d_0)$ such that

$$\|f_{sh} - f_0\|_{2, \hat{\alpha}, \mathbb{R}_+^2} + \|u - u_{st}^e\|_{1, \hat{\alpha}, \Omega_{f_{sh}}} \leq C_q(\epsilon) \quad (2.27)$$

for the functions $f_0$ defined by

$$f_0(x_2) := s_{st}^e x_2 + b_0 - d_0. \quad (2.28)$$

Here, $q(\epsilon)$ is from Lemma 2.11;

(v) There exists a constant $\sigma \in (0, 1)$ depending only on $(\gamma, B_0, d_0)$ so that the Mach number $M(\rho, u)$ defined by (1.3) satisfies the inequality

$$M(\rho, u) \leq 1 - \sigma \quad \text{in } \Omega_{f_{sh}}.$$

In other words, the flow in $\Omega_{f_{sh}}$ is subsonic, thus $\Gamma_{sh}$ is a transonic shock.

(b) (Convexity of detached shocks) For a fixed constant $d_0 > 0$, let $\tilde{\epsilon}$ be from Theorem 2.13(a). Then, there exists a constant $\hat{\epsilon} \in (0, \tilde{\epsilon}]$ depending on $(\gamma, B_0, d_0)$ so that if the incoming supersonic state $(\rho_\infty, u_\infty) \in D_{\infty}(\gamma, B_0)$ satisfies $M_\infty = \frac{1}{\gamma}$ for $\epsilon \in (0, \hat{\epsilon}]$, then the system (1.2) has an entropy solution $(\rho, u)$ in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\Gamma_{sh} = \{(f_{sh}(x_2), x_2) : x_2 \geq 0\}$ that satisfies

$$f''_{sh}(x_2) \geq 0 \quad \text{for } x_2 > 0$$

as well as all the properties (i)–(v) stated in Theorem 2.13(a).
Remark 2.14 Prior to proving Theorem 2.13, we first discuss two issues related to the uniqueness of detached shock solutions past $W^+_b$.

(1) Note that Theorem 2.13 does not guarantee the uniqueness of a detached shock solution for a fixed detached distance $d_0 > 0$. This is mainly because of the property (iv) stated in Theorem 2.13 (a). More precisely, the estimate (2.27) given in the property (iv) of Theorem 2.13 (a) only provides the asymptotic limit of the tangential slope of $\Gamma_{sh}$ at far-fields but the limit of $|f_{sh} - f_0|$ at $x_2 = \infty$ may not exist.

(2) According to Theorem 2.13 (a), the Mach number $M_\infty$ of the incoming supersonic state is required to be sufficiently large depending on $d_0$ to have an entropy solution of (1.2) in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\Gamma_{sh}$ of the detached distance $d_0$ from the tip $(b_0, 0)$ of $W_b^+$. Actually, it is possible to adjust the proof of Theorem 2.13, given throughout this paper, to show that, for a fixed constant $d_0 > 0$, there exists a small constant $\bar{\epsilon}^* > 0$ depending only on $(\gamma, B_0, d)$ so that whenever the incoming supersonic state $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $M_\infty = \frac{1}{\epsilon}$ for $\epsilon \in (0, \bar{\epsilon}^*)$, then the system (1.2) has at least one entropy solution $(\rho, u)$ in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\Gamma_{sh}$ of the detached distance $d_0$ from the tip $(b_0, 0)$ of $W_b^+$. This observation yields a family of detached shock solutions of (1.2) in $\mathbb{R}_+^2 \setminus W_b^+$ for a fixed incoming supersonic state. In other words, if we fix a constant $d > 0$, and if $d_0 \geq d$ holds, then the system (1.2) has at least one entropy solution $(\rho, u)$ in $\mathbb{R}_+^2 \setminus W_b^+$ with a shock $\Gamma_{sh}$ of the detached distance $d_0$ from the tip $(b_0, 0)$ of $W_b^+$ provided that $M_\infty$ is sufficiently large depending on $d$. So the following questions are naturally raised:

(i) Does this family of detached shock solution contains a physically valid detached shock solution? In other words, does there exist a detached shock solution that satisfies all the properties (i)–(v) stated in Theorem 2.13, and that becomes a long-time asymptotic limit of a weak solution to unsteady Euler system of irrotational flow?

(ii) If so, what is the value of the detached distance $d_0$ for a physically valid detached shock solution?

We leave these two questions as open problems to be investigated in the future.

3 Stream Function Formulation

If $(\rho, u_1, u_2)$ is a $C^1$ solution to (1.2) in a domain, then the first equation in (1.2) implies that there exists a $C^2$ function $\psi$ to satisfy

$$\nabla \perp \psi = (\rho u_1, \rho u_2) \quad \text{for} \quad \nabla \perp \psi = (\psi_{x_2}, -\psi_{x_1}).$$

Such a function $\psi$ is called a stream function in the sense that $\psi$ is a constant along each integral curve of the momentum density vector field $\rho u = \rho(u_1, u_2)$. With using the function $\psi$, we rewrite the rest of (1.2) as

$$\text{div} \left( \frac{\nabla \psi}{\rho} \right) = 0,$$

$$G(\rho, |\nabla \psi|^2) := \frac{1}{2} \frac{|\nabla \psi|^2}{\rho^2} + h(\rho) = B_0.$$  \hfill (3.2)

Next, we solve the equation $G(\rho, |\nabla \psi|^2) = B_0$ for $\rho$ to further reduce (3.2) into a quasi-linear second order equation for $\psi$. For $\rho > 0$, the equation $G(\rho, |\nabla \psi|^2) = B_0$ is equivalent
to
\[ \rho^2(B_0 - h(\rho)) = \frac{1}{2} |\nabla \psi|^2. \]

Set
\[ H(\rho) := \rho^2(B_0 - h(\rho)), \quad (3.3) \]

and consider the equation of
\[ H(\rho) = \frac{1}{2} |q|^2 \quad \text{for} \ q \in \mathbb{R}^2. \quad (3.4) \]

A direct computation shows that, for \( \gamma > 1 \), the function \( H \) satisfies the following properties:

(H1) \( H(0) = 0, \lim_{\rho \to \infty} H(\rho) = -\infty; \)

(H2) We have
\[
H'(\rho) \begin{cases} > 0 & \text{if } \rho < \rho_{\text{sonic}} \\ = 0 & \text{if } \rho = \rho_{\text{sonic}} \\ < 0 & \text{if } \rho > \rho_{\text{sonic}} \end{cases} \quad (3.5)
\]

thus the maximum of \( H \) is attained at \( \rho = \rho_{\text{sonic}} \) with
\[ H(\rho_{\text{sonic}}) = \rho_{\text{sonic}}^2 \frac{(\gamma - 1)B_0}{\gamma + 1}; \]

(H3) For \( \rho_{\text{max}} = ((\gamma - 1)B_0)^{\frac{1}{\gamma - 1}} \in (\rho_{\text{sonic}}, \infty) \), we have
\[
H(\rho) \begin{cases} \geq 0 & \text{if } \rho \leq \rho_{\text{max}}, \\ < 0 & \text{if } \rho > \rho_{\text{max}}. \end{cases} \quad (3.6)
\]

The properties (H1)–(H3) imply that, for each constant \( \zeta \in [0, H(\rho_{\text{sonic}})) \), the equation \( H(\rho) = \zeta \) has exactly two distinct solutions \( \rho_-(\zeta) \) and \( \rho_+(\zeta) \) with
\[ 0 \leq \rho_-(\zeta) < \rho_{\text{sonic}} < \rho_+(\zeta) \leq \rho_{\text{max}}. \]

Furthermore, as functions of \( \zeta \in [0, H(\rho_{\text{sonic}})) \), \( \rho_{\pm}(\zeta) \) are smooth. This can be checked by the implicit function theorem.

If we have \( H(\rho) = \frac{1}{2} |\nabla \psi|^2 \) for a stream function \( \psi \) given by (3.1), then the corresponding Mach number \( M \) defined by (1.3) is represented as a function of \( \rho \) as follows:
\[
M(\rho) = \sqrt{\frac{2H(\rho)}{\rho^{\gamma+1}}}. \quad (3.7)
\]

A direct computation yields that \( M(\rho_{\text{sonic}}) = 1 \) and \( M'(\rho) = -\frac{2}{\rho^\gamma} (\gamma - 1)B_0 < 0 \) for \( \rho \in (0, \rho_{\text{max}}) \), and this implies that
\[
M(\rho) \begin{cases} > 1 & \text{for } \rho < \rho_{\text{sonic}}, \\ < 1 & \text{for } \rho > \rho_{\text{sonic}}. \end{cases}
\]
According to statement (v) of Theorem 2.13(a), we seek a shock solution past $W^+\!\!_b$ with the Mach number $M < 1$ behind the shock. So we use the equation $\text{div}\left(\frac{\nabla \psi}{\rho}\right) = 0$ to determine the downstream state behind a detached shock.

**Lemma 3.1** Given constants $\gamma > 1$ and $B_0 > 0$, let $(H, \rho_{\text{sonic}}, \rho_{\text{max}})$ be given by (3.3), (3.5) and (3.6), respectively. Then, there exists a smooth function $\hat{\rho} : [0, 2H(\rho_{\text{sonic}})] \to (\rho_{\text{sonic}}, \rho_{\text{max}})$ so that if $\psi$ satisfies

$$|\nabla \psi|^2 < 2H(\rho_{\text{sonic}}),$$

$$\text{div}\left(\frac{\nabla \psi}{\hat{\rho}(|\nabla \psi|^2)}\right) = 0,$$

then $(\rho, u) = \left(\hat{\rho}(|\nabla \psi|^2), \frac{\nabla \psi}{\hat{\rho}(|\nabla \psi|^2)}\right)$ is a solution to the system (1.2). Furthermore, the state corresponding to $(\rho, u)$ is subsonic, that is, we have

$$|u|^2 < \rho^{-1}.$$

**Proof** The proof is directly given if we define $\hat{\rho}$ by

$$\hat{\rho}(|\nabla \psi|^2) = \frac{\rho}{\hat{\rho}(|\nabla \psi|^2)} \quad \text{for} \quad \hat{\rho}(|\nabla \psi|^2) < 2H(\rho_{\text{sonic}}).$$

The non-divergence form of the equation (3.8) is

$$(c^2 - \frac{\psi_x^2}{\rho^2})\psi_{x_1x_1} + 2\frac{\psi_x \psi_{x_2}}{\rho^2}\psi_{x_1x_2} + (c^2 - \frac{\psi_{x_2}^2}{\rho^2})\psi_{x_2x_2} = 0$$

for $(c^2, \rho) = (\hat{\rho}(\rho_{\text{sonic}}))$. It follows from (3.9) that the equation (3.11) is elliptic.

For the rest of the paper, we fix constants $\gamma > 1$ and $B_0 > 0$. And, we assume that $(\rho_{\infty}, u_{\infty}) \in D_\infty(\gamma, B_0)$ satisfies $M_{\infty} = \frac{1}{\varepsilon}$ for $\varepsilon \leq \varepsilon_2$, where $\varepsilon_2$ is from Lemma 2.11, unless otherwise specified.

Let us set

$$\psi_{\infty}(x_1, x_2) := \rho_{\infty}u_{\infty}x_2.$$

For a given function $f : \mathbb{R}_+ \to \mathbb{R}$ satisfying (2.18), define

$$\Omega_f := \{x = (x_1, x_2) \in \mathbb{R}^2 : f(x_2) < x_1 < b(x_2), \ x_2 > 0\}.$$ 

We will prove Theorem 2.13(a) by solving the following free boundary problem for a stream function $\psi$ in $\mathbb{R}_+^2 \setminus W^+\!\!_b$.

**Problem 3.2** Fix a constant $d_0 > 0$. Find a function $f_{sh} \in C^1_{\text{loc}}(\mathbb{R}_+)$ with satisfying (2.18) and a function $\psi \in C^1_{\text{loc}}(\Omega_{f_{sh}}) \cap C^2_{\text{loc}}(\Omega_{f_{sh}})$ so that the following properties hold:

(i) $|\nabla \psi|^2 < 2H(\rho_{\text{sonic}})$ in $\Omega_{f_{sh}}$. 
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(ii) (Equation for $\psi$) For $\hat{\rho}$ from Lemma 3.1,
\[
\text{div} \left( \frac{\nabla \psi}{\hat{\rho}(|\nabla \psi|^2)} \right) = 0 \quad \text{in} \quad \Omega_{fsh}
\]

(iii) (Boundary conditions for $\psi$) Define
\[
\Gamma_{sh} := \{(f_{sh}(x_2), x_2) : x_2 \geq 0\}, \quad \Gamma_{sym} := \{(x_1, 0) : f_{sh}(0) < x_1 < b(0)\}, \\
\Gamma_b := \{(b(x_2), x_2) : x_2 \geq 0\}.
\]

Then $\psi$ satisfies the following boundary conditions:
\[
\psi = \psi_\infty \quad \text{on} \quad \Gamma_{sh}, \\
\psi = 0 \quad \text{on} \quad \Gamma_{sym} \cup \Gamma_b.
\] (3.14)

(Assymptotic boundary condition) In addition, $\psi$ satisfies
\[
\lim_{|x| \to \infty, x \in \Omega_{fsh}} |\nabla^\perp \psi(x) - \rho_{st}^e u_{st}^e| = 0.
\] (3.15)

(iv) (Free boundary condition)
\[
f'_{sh}(x_2) = \frac{\left(\psi_{x_1}/\hat{\rho}(|\nabla \psi|^2)\right) (f_{sh}(x_2), x_2)}{\left(\psi_{x_2}/\hat{\rho}(|\nabla \psi|^2)\right) (f_{sh}(x_2), x_2) - u_\infty}
\]
for all $x_2 > 0$,
\[f_{sh}(0) = b_0 - d_0.
\] (3.16)

Definition 3.3 (Detached distance of a shock $\Gamma_{sh}$ from the blunt body $W_b^+$) In Problem 3.2, set
\[P_0 := (b_0, 0), \quad \text{and} \quad P_1 := (b_0 - d_0, 0).
\] (3.17)

We call $d_0 = |P_0 - P_1|$ the detached distance of the shock $\Gamma_{sh}$ from the blunt body $W_b^+$.

Theorem 3.4 Fix $\gamma > 1$ and $B_0 > 0$. Let $\varepsilon_2 > 0$ be from Lemma 2.11. For a fixed constant $d_0 > 0$, called the detached distance of a shock from $W_b^+$, and a fixed constant $\beta \in (0, 1)$, there exists a small constant $\tilde{\varepsilon} \in (0, \varepsilon_2]$ depending on $(\gamma, B_0, d_0)$ so that whenever $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $\frac{1}{M_\infty} = \varepsilon$ for $\varepsilon \in (0, \tilde{\varepsilon}]$, Problem 3.2 has a solution $(f_{sh}, \psi) \in C^1_{loc}(\mathbb{R}_+) \times [C^1_{loc}(\Omega_{fsh}) \cap C^2_{loc}(\Omega_{fsh})]$ satisfying the following properties:

(i) (Detached distance)
\[f_{sh}(0) = b_0 - d_0;
\] (3.18)

(ii) (Asymptotic states)
\[
\lim_{|x| \to \infty, x \in \Omega_{fsh}} |\nabla \psi^\perp(x) - \rho_{st}^e u_{st}^e| = 0, \quad \text{and} \quad \lim_{x_2 \to \infty} |f'_{sh}(x_2) - s_{st}^e| = 0;
\] (3.19)

(iii) There exists a constant $\delta > 0$ depending only on $(\gamma, B_0, d_0)$ such that
\[b(x_2) - f_{sh}(x_2) \geq \delta \quad \text{for all} \ x_2 \geq 0;
\] (3.20)
(iv) There exists a constant $\hat{\alpha} \in (0, 1)$ depending only on $\theta_w$, and a constant $C$ depending only on $(\gamma, B_0, d_0)$ such that

$$\|f_{sh} - f_0\|_{2,\partial_{\mathbb{R}^+}} + \|\psi - \psi_0\|_{2,\partial_{\Omega_{f_{sh}}}} \leq C q_\nu(\varepsilon)$$

(3.21)

for the functions $f_0$ and $\psi_0$ given by

$$f_0(x_2) := s_{\hat{\alpha}}^2 x_2 + b_0 - d_0, \quad \text{and} \quad \psi_0(x) := \rho_{\hat{\alpha}} u_{\hat{\alpha}}(x_2 - \kappa_w(x_1 - b_0 + d_0))$$

(3.22)

Here, the function $q_\nu(\varepsilon)$ is from Lemma 2.11;

(v) Set $\rho(x) := \hat{\rho}(|\nabla \psi|^2(x))$ for $\hat{\rho}$ from Lemma 3.1. Then there exists a constant $\sigma \in (0, 1)$ depending only on $(\gamma, B_0, d_0)$ so that the Mach number $M(\rho)$ defined by (3.7) satisfies the inequality

$$M(\rho(x)) \leq 1 - \sigma \quad \text{in } \Omega_{f_{sh}}.$$

Once Theorem 3.4 is proved, then Theorem 2.13(a) easily follows from Theorem 3.4. So we first assume that Theorem 3.4 holds, then give a short proof of Theorem 2.13(a).

**Proof of Theorem 2.13(a)** For a fixed constant $d_0 > 0$, let the constant $\tilde{\varepsilon} > 0$ be from Theorem 3.4. Suppose that $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $M_\infty = \frac{1}{\tilde{\varepsilon}}$ for $\varepsilon \in (0, \tilde{\varepsilon})$. By Theorem 3.4, there exists a solution $(f_{sh}, \psi)$ to Problem 3.2 so that it satisfies (3.18)–(3.21). Let us set $(\rho, u) := \rho(\varepsilon(x))$, then it follows from Lemma 3.1 and (3.19) that $(\rho, u)$ solves (1.2) in $\Omega_{f_{sh}}$, and $\rho$ satisfies $\lim_{x \rightarrow \infty} \rho = \rho_{\hat{\alpha}}^s$. By the condition $\psi = \psi_\infty$ on $\Gamma_{sh}$ given in (3.14), we have $\partial_t(\psi - \psi_\infty) = 0$ on $\Gamma_{sh}$ for a unit tangential vector field $\tau$ on $\Gamma_{sh}$. And, this implies that $(\rho u - \rho_{\infty} u_{\infty}) \cdot \tau = 0$ on $\Gamma_{sh}$ for a unit normal vector field $\nu$ on $\Gamma_{sh}$. Here, $u_\infty$ represents the vector $(u_\infty, 0)$. The condition (3.16) can be rewritten as $(u - u_\infty) \cdot \tau = 0$ on $\Gamma_{sh}$. Therefore, $(\rho, u)$ satisfies the Rankine-Hugoniot condition stated in (S1) of Definition 2.1 for the incoming state $(\rho_\infty, u_\infty)$. This proves that $(\rho, u)$ yields a shock solution with the shock $x_1 = f_{sh}(x_2)$ for the incoming supersonic state $(\rho_\infty, u_\infty)$ in the sense of Definition 2.1.

Since $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$, we have $\rho_\infty < \rho_{\text{sonic}}$ for $\rho_{\text{sonic}}$ given by (3.5). On the other hand, (3.10) implies that $\rho_{\text{sonic}} < \rho = \hat{\rho}(\varepsilon, |\nabla \psi|^2) \leq \rho_{\text{max}}$ in $\Omega_{f_{sh}}$. Therefore, we have $0 < \rho_{\infty} < \rho < \infty$ on $\Gamma_{sh}$. Since $\Gamma_{sh}$ is the graph of $x_1 = f_{sh}(x_2)$, the unit normal vector field $\nu$ pointing interior to $\Omega_{f_{sh}}$ is given by $\nu = \frac{(1, -f_{sh}(x_2))}{\sqrt{1 + (f_{sh}(x_2))^2}}$, so we have $u_{\infty} \cdot \nu = \frac{u_{\infty}}{\sqrt{1 + (f_{sh}(x_2))^2}} > 0$ on $\Gamma_{sh}$. Then we obtain from $(\rho u - \rho_\infty u_{\infty}) \cdot \nu = 0$ and $\rho_{\infty} < \rho$ on $\Gamma_{sh}$ that $0 < u \cdot \nu < u_{\infty} \cdot \nu < \infty$ on $\Gamma_{sh}$. This proves that $(\rho, u)$ with a shock $\Gamma_{sh}$ satisfies the entropy condition.

Finally, the statements (i)–(v) in Theorem 2.13(a) directly follow from the statements (i)–(v) in Theorem 3.4. This completes the proof. \[\square\]

The proof of Theorem 3.4 is given in the next two sections.

### 4 Free Boundary Problems in Cut-off Domains

In this section, we introduce free boundary problems in cut-off domains. We will prove Theorem 3.4 by finding a sequence of solutions to free boundary problems in cut-off domains then passing to the limit of the sequence in an appropriately chosen Banach space.
4.1 Formulation of a Free Boundary Problem in a Cut-off Domain

Fix a sufficiently large constant $L > 1$. For a function $f \in C^1([0, L])$ with satisfying
\[ f'(0) = 0, \quad \text{and} \quad f(x_2) < b(x_2) \quad \text{for} \quad 0 \leq x_2 \leq L, \]  
we introduce a cut-off domain $\Omega_{f, L}$ in the following definition.

**Definition 4.1** For a function $f \in C^1([0, L])$ with satisfying (4.1.1), we set
\[ P_{2, L}^f := (f(L), L), \]  
and \[ \Gamma_{sh, L}^f := \{(f(x_2), x_2) : 0 < x_2 < L\}. \]  
Let $P_{3, L}^f$ be the point on the line $x_2 = x_1 \tan \theta_w$ so that the line segment $P_{2, L}^f P_{3, L}^f$ is orthogonal to the line $x_1 = x_2 \cot \theta_w$. A direct computation yields
\[ P_{3, L}^f = \frac{f(L) + L\kappa_w}{1 + \kappa_w^2} (1, \kappa_w), \]  
for $\kappa_w = \tan \theta_w$. If $L$ and $f$ are chosen to satisfy
\[ \frac{(f(L) + L\kappa_w)\kappa_w}{1 + \kappa_w^2} > h_0, \]  
then the point $P_{3, L}^f$ lies on $\Gamma_b$, and the line segment $P_{2, L}^f P_{3, L}^f$ is perpendicular to $\Gamma_b$ at $P_{3, L}^f$. See Fig. 10. We define a cut-off boundary $\Gamma_{\text{cutoff}, L}^f$ by
\[ \Gamma_{\text{cutoff}, L}^f := \overline{P_{2, L}^f P_{3, L}^f}, \]  
and set
\[ \Gamma_{b, L}^f := \{(b(x_2), x_2) : 0 < x_2 < x_2^{p_{3, L}^f}\}, \]  
where $x_j^P$ represents $x_j$-coordinate of $P \in \mathbb{R}^2$ for $j = 1, 2$. 

![Fig. 10 A cut-off domain $\Omega_{f, L}$](image)
Finally, we define $\Omega_{f,L}$ by the open region enclosed by $\Gamma_{\text{sym}} \cup \Gamma_{b,L}^f \cup \Gamma_{\text{cutoff},L}^f \cup \Gamma_{\text{sh},L}^f$.

**Problem 4.2** (Detached shock in a cut-off domain) Fix a constant $d_0 > 0$. For a fixed constant $L > 0$ sufficiently large, find a function $f \in C^1([0, L])$ and a function $\psi \in C^1(\Omega_{f,L}) \cap C^2(\Omega_{f,L})$ so that the following properties hold:

(i) $|\nabla \psi|^2 < 2H(\rho_{\text{sonic}})$ in $\Omega_{f,L}$;

(ii) The function $\psi$ solves the nonlinear boundary value problem:

$$
\begin{align*}
\text{div} \left( \frac{\nabla \psi}{\sqrt{\left| \nabla \psi \right|^2}} \right) &= 0 \quad \text{in} \; \Omega_{f,L} \\
\psi &= \psi_\infty \quad \text{on} \; \Gamma_{\text{sh},L}^f \\
\psi &= 0 \quad \text{on} \; \Gamma_{\text{sym}} \cup \Gamma_{b,L}^f \\
\nabla \psi \cdot n_c &= 0 \quad \text{on} \; \Gamma_{\text{cutoff},L}^f \; \text{for} \; n_c = (\cos \theta_w, \sin \theta_w)
\end{align*}
$$

where $\Gamma_{\text{sh},L}^f$, $\Gamma_{b,L}^f$ and $\Gamma_{\text{cutoff},L}^f$ are defined by Definition 4.1. Here $n_c$ is the outward unit normal on $\Gamma_{\text{cutoff},L}^f$;

(iii) (Free boundary condition)

$$
\begin{align*}
f''(x_2) &= \frac{(\psi_{x_2}/\hat{\rho}(\left| \nabla \psi \right|^2))(f(x_2), x_2)}{(\psi_{x_2}/\hat{\rho}(\left| \nabla \psi \right|^2))(f(x_2), x_2) - u_\infty} \quad \text{for} \; 0 < x_2 < L \\
f(0) &= b_0 - d_0;
\end{align*}
$$

(iv) The function $f$ satisfies the condition (4.1.1).

Before stating the solvability of Problem 4.2, we need to define weighted Hölder norms for functions defined in bounded domains.

**Definition 4.3** Fix a constant $L > 1$. Let $m, k \in [0, \infty) \cup \mathbb{N}$ with $k \leq m, \mu \in \mathbb{R}$, and $\alpha \in (0, 1)$.

For $x_2, x'_2 \in (0, L)$, set

$$
\delta_{x_2}^{(i)} := \min\{|x_2 - L|, 1 + x_2\}, \quad \delta_{x_2, x'_2}^{(i)} := \min\{\delta_{x_2}^{(i)}, \delta_{x'_2}^{(i)}\}.
$$

For a function $f : [0, L] \rightarrow \mathbb{R}$, define

$$
\|f\|_{m,\alpha,(0,L)}^{(\mu; -(k+\mu),(L))} := \|f\|_{m,\alpha,(0,L)}^{(\mu)} + \sum_{j>k} \sup_{x_2 \in (0,L)} (1 + x_2)^j \mu \left( \frac{\delta_{x_2}^{(i)}}{1 + x_2} \right)^{j-(k+\mu)} \frac{d^j}{dx_2^j} f(x_2)
$$

$$
[f]_{m,\alpha,(0,L)}^{(\mu; -(k+\mu),(L))} := \sup_{x_2 \neq x'_2 \in (0,L)} (1 + \min\{x_2, x'_2\})^{m+\mu} \left( \frac{\delta_{x_2, x'_2}^{(i)}}{1 + \max\{x_2, x'_2\}} \right)^{m-k} \frac{|d^m}{dx_2^m} f(x_2) - \frac{d^m}{dx_2^m} f(x'_2)|^{\alpha}
$$

$$
\|f\|_{m,\alpha,(0,L)}^{(\mu; -(k+\mu),(L))} := \|f\|_{m,\alpha,(0,L)}^{(\mu)} + [f]_{m,\alpha,(0,L)}^{(\mu; -(k+\mu),(L))}.
$$
In this definition, the norm \( \| \cdot \|_{k,a_0,(0,L)} \) is given by Definition 2.12. Let \( \mathcal{C}^{m,a}_{(\mu, -(k+\alpha),(L))}(0, L) \) denote the set of completion in the norm \( \| \cdot \|_{m,a_0,(0,L)} \) for the set of all smooth functions whose \( \| \cdot \|_{m,a_0,(0,L)} \)-norms are finite.

**Definition 4.4** Let \( \Omega \) be an open, bounded and connected domain in \( \mathbb{R}^2 \), and let \( P \) be a fixed point on \( \partial \Omega \). Let \( m, k \in \{0\} \cup \mathbb{N} \) with \( k \leq m \), \( \mu \in \mathbb{R} \), and \( \alpha \in (0, 1) \). For \( x = (x_1, x_2), x' = (x'_1, x'_2) \in \Omega \), set

\[
\delta_{x}(2) := \min(|x - P|, 1 + x_2), \quad \delta_{x,x'}(2) := \min(\delta_{x}(2), \delta_{x,x'}(2)).
\]

For a function \( \phi : \Omega \to \mathbb{R} \), define

\[
\|\phi\|_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} := \|\phi\|_{k,a_0,\Omega}^{(\mu)} + \sum_{j>k} \sum_{l=0}^{m} \sup_{x \in \Omega} (1 + x_2)^{j+k} \left( \frac{\delta_{x}(2)}{1 + x_2} \right)^{j-(k+\alpha)} \partial_x x^\alpha \phi(x)
\]

\[
[\phi]_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} := \sum_{l=0}^{m} \sup_{x \neq x' \in \Omega} (1 + \min(x_2, x_2'))^{m+\alpha-\mu} \left( \frac{\delta_{x,x'}(2)}{1 + \max(x_2, x_2')} \right)^{m-k} \frac{|\partial_x x^\alpha \phi(x) - \partial_x x'^{\alpha} \phi(x')|}{|x - x'|^\alpha}
\]

\[
\|\phi\|_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} := \|\phi\|_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} + [\phi]_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))}.
\]

In this definition, the norm \( \| \cdot \|_{k,a_0,\Omega} \) is given by Definition 2.12. Let \( \mathcal{C}^{m,a}_{(\mu, -(k+\alpha),(P))}(\Omega) \) denote the set of completion in the norm \( \| \cdot \|_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} \) for the set of all smooth functions whose \( \| \cdot \|_{m,a,\Omega}^{(\mu, -(k+\alpha),(P))} \)-norms are finite.

**Remark 4.5** (Compact embedding property) By applying Arzelà-Ascoli theorem, one can directly check that \( \mathcal{C}^{m,a}_{(\mu, -(k+\alpha),(P))}(\Omega) \) is compactly embedded into \( \mathcal{C}^{m,a_2}_{(\mu, -(k+\alpha),(P))}(\Omega) \) for \( m, k \in \{0\} \cup \mathbb{N} \) with \( k \leq m \) and \( 0 < \alpha_2 < \alpha_1 < 1 \).

The following proposition states the solvability of Problem 4.2 for any \( L \) sufficiently large depending on \((\gamma, B_0, d_0)\).

**Proposition 4.6** Fix \( \gamma > 1 \) and \( B_0 > 0 \). Let \( \varepsilon_2 > 0 \) be from Lemma 2.11, respectively.

For fixed constants \( d_0 > 0 \) and \( \beta \in (0, 1) \), there exist a small constant \( \varepsilon_3 \in (0, \varepsilon_2) \) and a large constant \( L_s \) depending only on \((\gamma, B_0, d_0)\) so that if \((\rho_s, u_s) \in D_{\infty}(\gamma, B_0)\) satisfies \( M_\infty = \frac{1}{e} \) for \( e \in (0, \varepsilon_3) \), and if \( L \geq L_s \) holds, then Problem 4.2 has a solution \( (f_{sb}, \psi) \) satisfying the following properties:

(i) There exists a constant \( \delta > 0 \) depending only on \((\gamma, B_0, d_0)\) such that

\[
b(x_2) - f_{sb}(x_2) \geq \delta \quad \text{for all } x_2 \in [0, L]; \quad (4.1.10)
\]

(ii) There exist a constant \( \hat{\alpha} \in (0, 1) \) depending only on \( \theta_w \), and a constant \( C > 0 \) depending only on \((\gamma, B_0, d_0)\) such that

\[
\|f_{sb} - f_0\|_{l,\infty,0,(0,L)}^{(-\beta; -(1+\hat{\alpha}),(L))} + \|\psi - \psi_0\|_{l,\infty,0;\hat{\alpha},L}^{(-\beta; -(1+\hat{\alpha}),(L))} \leq C \eta(\varepsilon) \quad (4.1.11)
\]
for the functions \( f_0 \) and \( \psi_0 \) given by (3.22). The function \( q_{\gamma}(\epsilon) \) in (4.1.11) is from Lemma 2.11. And, the domain \( \Omega_{f_{\text{sh}},L} \) is given by Definition 4.1.

(iii) Set \( \rho(x) := \hat{\rho}(|\nabla\psi|^2(x)) \) for \( \hat{\rho} \) from Lemma 3.1. Then there exists a constant \( \sigma \in (0, 1) \) depending only on \((\gamma, B_0, d_0)\) so that the Mach number \( M(\rho) \) defined by (3.7) satisfy the inequality

\[
M(\rho(x)) \leq 1 - \sigma \quad \text{in } \Omega_{f_{\text{sh}},L}.
\]  

(4.1.12)

The rest of §4 is devoted to proving Proposition 4.6.

### 4.2 Iteration Set of Approximate Shocks on Bounded Intervals

We will prove Proposition 4.6 by the method of iteration. For that reason, we introduce a set of approximate shocks.

**Definition 4.7** Let \( f_0 \) be given by (3.22). Fix a constant \( L \geq 10(1 + h_0) \). For \( \alpha \in (0, 1) \), \( \beta \in (0, 1) \), \( M_1 > 0 \) and \( \epsilon > 0 \), define a set:

\[
\mathcal{J}_{M_1,L} := \{ f \in C^{2,\alpha}_{(\beta, (1+\alpha), (L))}(0, L) : f(0) = b_0 - d_0, \quad f'(0) = 0, \quad f(x_2) < b(x_2) \text{ for all } x_2 \in [0, L], \quad \| f - f_0 \|_{2,\alpha,(0,L)} \leq M_1 q_{\gamma}(\epsilon) \}
\]  

(4.2.1)

for the function \( q_{\gamma}(\epsilon) \) from Lemma 2.11. The constants \((\alpha, M_1, \epsilon)\) will be specified later.

Note that \( f_0 \notin \mathcal{J}_{M_1,L} \) because \( f'_0(0) \neq 0 \). So we first check that \( \mathcal{J}_{M_1,L} \) is nonempty in the following lemma.

**Lemma 4.8** There exists a constant \( M_1^* > 0 \) depending only on \((\gamma, B_0)\) so that whenever \( M_1 \geq M_1^* \) and \( \epsilon \in (0, \epsilon_2) \) for \( \epsilon_2 > 0 \) be from Lemma 2.11, the set \( \mathcal{J}_{M_1,L} \) is nonempty. Furthermore, the choice of \( M_1^* \) is independent of \( L \in [10(1 + h_0), \infty) \).

**Proof** Let \( \chi : \mathbb{R} \to \mathbb{R} \) be a smooth function satisfying the following properties:

(i) \( \chi(x_2) = \begin{cases} 
1 & \text{for } x_2 \leq 5, \\
0 & \text{for } x_2 \geq 10,
\end{cases} \) and \( 0 \leq \chi(x_2) \leq 1 \) for all \( x_2 \in \mathbb{R} \);

(ii) \( \| \chi \|_{C^3(\mathbb{R}^+)} \leq m \) for some constant \( m > 0 \).

Set

\[
\chi_{h_0}(x_2) := \chi \left( \frac{x_2}{h_0} \right).
\]  

(4.2.2)

Then we have \( \| \chi_{h_0} \|_{C^3(\mathbb{R})} \leq \| \chi \|_{C^3(\mathbb{R})} \sum_{k=0}^{3} \left( \frac{1}{h_0} \right)^k \).

We define a function \( f_s : \mathbb{R} \to \mathbb{R} \) by

\[
f_s(x_2) = (b_0 - d_0) \chi_{h_0}(x_2) + (1 - \chi_{h_0}(x_2)) f_0(x_2).
\]

Since \( b_0 - d_0 < b(x_2) \) and \( f_0(x_2) < b(x_2) \) hold for all \( x_2 \geq 0 \), we have

\[
f_s(x_2) < b(x_2) \quad \text{for all } x_2 \geq 0.
\]
By (3.22) and the definition of \( \chi_{h_0} \), \( f_* \) satisfies

\[
\begin{align*}
  f_*(0) &= b_0 - d_0, \\
  f'_*(0) &= 0, \\
  (f_* - f_0)(x_2) &= (b_0 - d_0 - f_0(x_2))\chi_{h_0}(x_2) = -s_{st}^2x_2\chi_{h_0}(x_2).
\end{align*}
\]

Then, we apply Lemma 2.11 to conclude that if \( \varepsilon \in (0, \varepsilon_2] \), then there exists a constant \( C_\star > 0 \) depending only on \( (\gamma, B_0) \) such that

\[
\|f_* - f_0\|_{\frac{1}{2}\alpha, \gamma, (0, L)} \leq C_\star \varepsilon.(\varepsilon).
\]

Note that the constant \( C_\star \) is independent of \( L \in [10(1 + h_0), \infty) \) and \( \beta \in (0, 1) \). We choose \( M_1^* \) as

\[
M_1^* = 2C_\star.
\]

Then we have

\[
f_* \in \mathcal{J}_{M_1, L},
\]

for \( M_1 \geq M_1^*, \varepsilon \in (0, \varepsilon_2], L \in [10(1 + h_0), \infty) \) and \( \beta \in (0, 1) \). This completes the proof.  

Next, we find a sufficient condition for \( (M_1, \varepsilon, L) \) so that each \( f \in \mathcal{J}_{M_1, L} \) satisfies the condition (4.1.1), and that the point \( P_{3, L}^f \) given by (4.1.4) lies on \( \Gamma_b \), that is, \( (L, f) \) satisfies (4.1.5).

By (3.22), (4.2.1) and Lemma 2.11, if \( \varepsilon \in (0, \varepsilon_2] \), then each \( f \in \mathcal{J}_{M_1, L} \) satisfies

\[
|f'(x_2)| \leq s_{st}^2 + M_1 \varepsilon \leq (M_1 + 1)\varepsilon \quad \text{for } x_2 \in [0, L].
\]

In the several lemmas stated below, we assume that \( (\varepsilon, M_1) \) satisfy the following inequalities:

\[
\varepsilon \leq \varepsilon_2, \quad \text{and} \quad (M_1 + 1)\varepsilon \leq \frac{1}{4} \min\{\cot \theta_w, \tan \theta_w\}. \tag{4.2.4}
\]

First, we find a sufficient condition for \( L \) so that, for each \( f \in \mathcal{J}_{M_1, L} \), \( (L, f) \) satisfies (4.1.5).

**Lemma 4.9** Assume that (4.2.4) holds. Then there exists a constant \( L_\star > 0 \) depending only on \( d_0 \) so that if \( L \geq L_\star \), then, for each \( f \in \mathcal{J}_{M_1, L} \), \( (L, f) \) satisfies (4.1.5) so that the point \( P_{3, L}^f \) lies on \( \Gamma_b \).

**Proof** Fix \( f \in \mathcal{J}_{M_1, L} \). Since \( f(0) = b_0 - d_0 \), we get

\[
\frac{\kappa_w^2}{1 + \kappa_w^2}(f(L) + L\kappa_w) = \frac{\kappa_w^2}{1 + \kappa_w^2} \left( b_0 - d_0 \right) + \int_0^L f'(t) + \kappa_w \, dt \right).
\]

Then we apply (4.2.3) and (4.2.4) to obtain that

\[
\frac{\kappa_w^2}{1 + \kappa_w^2}(f(L) + L\kappa_w) \geq \frac{\kappa_w}{1 + \kappa_w^2}(b_0 - d_0 + \frac{L}{2}\kappa_w).
\]
Therefore, if we choose $L$ as

$$L = \frac{4}{\kappa_w} \left( \frac{(1 + \kappa_w^2)h_0}{\kappa_w} + d_0 - b_0 \right),$$

and if $L \geq L$, then $(L, f)$ satisfies (4.1.5). □

Fix a constant $L \in [L, \infty)$ for $L$ from Lemma 4.9, and assume that (4.2.4) holds. For each $f \in J_{M_1, L}$, let $P_{f, L}^{ij}$, $P_{\text{sh}, L}^{ij}$, $\Gamma_{\text{sh}, L}^i$, $\Gamma_{\text{cutoff}, L}^i$ and $\Gamma_{b, L}^i$ be defined by Definition 4.1. Next, we find a sufficient condition for $(M_1, \varepsilon)$ so that any function $f \in J_{M_1, L}$ satisfies (4.1.1).

For each $f \in J_{M_1, L}$, let us set

$$d_{f, L} := \text{dist}(\Gamma_{\text{sh}, L}^i, \Gamma_{b, L}^i) = \inf_{x \in \Gamma_{\text{sh}, L}^i} |x - x'|.$$

And, let $\theta_{P_{f, L}^{ij}}$ be the angle between $\Gamma_{\text{sh}, L}^i$ and $\Gamma_{\text{cutoff}, L}^i$ at $P_{f, L}^{ij}$. See Fig. 10.

**Lemma 4.10** For $L$ from Lemma 4.9, let $L$ satisfy $L \geq L + 10h_0$. And, assume that the condition (4.2.4) holds. Then, there exists a small constant $\sigma_2$ depending only on $d_0$ so that if $(M_1, \varepsilon)$ satisfy

$$(M_1 + 1)q_v(\varepsilon) \leq \sigma_2,$$  

(4.2.5)

then any $f \in J_{M_1, L}$ satisfies the following properties:

(a) $f \in J_{M_1, L}$ satisfies (4.1.1). Furthermore, we have

$$(b - f)(x_2) \geq \frac{3}{4}d_0 \quad \text{for } x_2 \in [0, L];$$

(4.2.6)

(b) There exists $d_\ast > 0$ depending only on $d_0$ to satisfy

$$d_{f, L}^i \geq d_\ast.$$  

Furthermore, the constant $d_\ast$ is chosen independent of $L$.

(c) Set $a_w := \frac{\pi}{2} - \theta_w(> 0)$. Then,

$$|\theta_{P_{f, L}^{ij}} - \theta_w| \leq \frac{1}{8} \min\{a_w, \theta_w\} \Rightarrow \frac{7}{8} \theta_w \leq \theta_{P_{f, L}^{ij}} \leq \frac{\pi}{2} - \frac{7}{8} a_w.$$  

(4.2.7)

**Proof.** 1. Proof of (a): Note that any $f \in J_{M_1, L}$ satisfies $(b - f)(0) = d_0$.

For $0 \leq x_2 \leq h_0$, we obtain from the property $(b_3)$ in Definition 1.1, (4.2.3) and (4.2.5) that

$$(b - f)(x_2) = d_0 + \int_{0}^{x_2} (b - f)'(t)dt \geq d_0 - (M_1 + 1)q_v(\varepsilon)h_0 \geq d_0 - \sigma_2 h_0.$$

Therefore, if $\sigma_2$ satisfies

$$\sigma_2 h_0 \leq d_0/4,$$  

(4.2.8)
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Fig. 11 Detachment of $\Gamma^{f}_{sh,L}$ from $\Gamma^{f}_{b,L}$

then we get

$$(b - f)(x_2) \geq \frac{3}{4} d_0 \quad \text{for } 0 \leq x_2 \leq h_0. \quad (4.2.9)$$

For $x_2 \geq h_0$, it follows from the property (b5) in Definition 1.1 and (4.2.4) that $(b - f)'(x_2) \geq \frac{3}{4} \cot \theta_w$. Therefore, if $(M_1, \varepsilon)$ satisfy (4.2.5), and if the inequality (4.2.8) holds, then we get

$$(b - f)(x_2) = (b - f)(h_0) + \int_{h_0}^{x_2} (b - f)'(t) dt \geq \frac{3}{4} d_0. \quad (4.2.10)$$

So we conclude that any $f \in \mathcal{J}_{M_1,L}$ satisfies (4.1.1) provided that (4.2.8) holds.

2. Proof of (b): We define a function

$$\tilde{b}(x_2) := b(x_2) - \frac{d_0}{2}.$$ 

Under the conditions (4.2.5) and (4.2.8), it follows from the estimates (4.2.9) and (4.2.10) that each $f \in \mathcal{J}_{M_1,L}$ satisfies

$$(\tilde{b} - f)(x_2) \geq \frac{d_0}{4} \quad \text{for } 0 \leq x_2 \leq L. \quad (4.2.11)$$

Therefore, the graph of $x_1 = \tilde{b}(x_2)$ intersects $\Gamma^{f}_{\text{cutoff},L}$ at a unique point $Q_b$ (see Fig. 11). Let $x_2^{Q_b}$ be the $x_2$-coordinate of the point $Q_b$. Let us define $\Gamma^{f}_{\tilde{b},L} := \{(\tilde{b}(x_2), x_2) : 0 \leq x_2 \leq x_2^{Q_b}\}$. See Fig. 11. By (4.2.11), for each $f \in \mathcal{J}_{M_1,L}$, we have

$$d_{f}^{L} \geq \text{dist}(\Gamma^{f}_{\tilde{b},L}, \Gamma^{f}_{\tilde{b},L}). \quad (4.2.12)$$

Due to the property (b5) in Definition 1.1, we have $\tilde{b}(x_2) = x_2 \cot \theta_w - \frac{d_0}{2}$ for $x_2 \geq h_0$, from which it is obtained that

$$\text{dist} \left( \Gamma_{\tilde{b},L} \cap \{(x_1, x_2) : x_2 \geq h_0 + \frac{d_0}{2} \cos \theta_w\}, \Gamma^{f}_{\tilde{b},L} \right) = \frac{d_0}{2} \sin \theta_w.$$
It easily follows from (4.2.11) that there exists a constant $d_1 > 0$ depending on $d_0$ but independent of $L$ so that we have
\[
\text{dist}\left(\Gamma_{b,L} \cap \{(x_1, x_2) : 0 \leq x_2 \leq h_0 + \frac{d_0}{2} \cos \theta_w, \Gamma^f_{b,L}\}\right) \geq d_1.
\]
Then (4.2.12) yields that
\[
d^L_f \geq \min\left\{\frac{d_0}{2} \sin \theta_w, d_1\right\} =: d_\ast.
\]
This proves the statement (b).

3. Proof of (c): If $f'(L) = 0$, then we have $\theta_{P_f} = \theta_w$. Therefore, one can choose a small constant $\sigma_{\theta_w} > 0$ depending only on $\theta_w$ so that if $(M_1 + 1)q_f(\varepsilon) \leq \sigma_{\theta_w}$, then (4.2.3) implies that
\[
|\theta_{P_f} - \theta_w| \leq \frac{1}{8} \min\{a_w, \theta_w\} \Rightarrow \frac{7}{8} \theta_w \leq \theta_{P_f} \leq \frac{\pi}{2} - \frac{7}{8} a_w
\]
for any $f \in \mathcal{J}_{M_1,L}$.

4. Finally, the proof of Lemma 4.10 is completed by choosing $\sigma_2$ as
\[
\sigma_2 = \min\left\{\frac{d_0}{4h_0}, \sigma_{\theta_w}\right\}.
\]

**Condition 4.11**

Hereafter, we assume that

(i) $L \geq L + 10(1 + h_0)$ for $L$ from Lemma 4.9;
(ii) $\varepsilon \leq \varepsilon_2$ for $\varepsilon_2$ from Lemma 2.11;
(iii) $M_1 \geq M_1^*$ for $M_1^*$ from Lemma 4.8;
(iv) $(M_1, \varepsilon)$ satisfy
\[
(M_1 + 1)q_f(\varepsilon) \leq \min\left\{\sigma_2, \frac{\cot \theta_w}{4}, \frac{\tan \theta_w}{4}\right\}
\]
for $\sigma_2$ from Lemma 4.10.

Under Condition 4.11, we can conclude from Lemmas 4.8–4.10 that the iteration set $\mathcal{J}_{M_1,L}$ is nonempty, and that any function $f \in \mathcal{J}_{M_1,L}$ yields a simply connected domain $\Omega_{f,L}$ given by Definition 4.1.

### 4.3 Linearized Boundary Value Problems in Fixed Domains $\Omega_{f,L}$

We fix $f \in \mathcal{J}_{M_1,L}$, and let $\Gamma_{sh,L}^f$, $\Gamma_{\text{cutoff},L}^f$, $\Gamma_{b,L}^f$ and $\Omega_{f,L}$ be given by Definition 4.1. In this fixed domain $\Omega_{f,L}$, we consider the nonlinear boundary value problem (4.1.8). For convenience of computation, we use the equation (3.11), which is the non-divergence form of the equation $\text{div} \left( \frac{\nabla \psi}{\tilde{\rho}(\nabla \psi)^2} \right) = 0$ from (4.1.8). So we rewrite (4.1.8) as

\[
\begin{aligned}
N(\psi) &= 0 \quad \text{in} \quad \Omega_{f,L} \\
\psi &= \psi_\infty \quad \text{on} \quad \Gamma_{sh,L}^f \\
\psi &= 0 \quad \text{on} \quad \Gamma_{\text{sym}} \cup \Gamma_{b,L}^f \\
\partial_n \psi &= 0 \quad \text{on} \quad \Gamma_{\text{cutoff},L}^f,
\end{aligned}
\]

(4.3.1)
where \( \mathbf{n}_c \) is the outward unit normal on \( \Gamma_{\text{cutoff},L} \), that is, \( \mathbf{n}_c = (\cos \theta_w, \sin \theta_w) \). Here, the nonlinear differential operator \( \mathcal{N}(\psi) \) is given by

\[
\mathcal{N}(\psi) := \sum_{i,j=1}^{2} \left( c^2(|\nabla \psi|^2) \delta_{ij} - \frac{(-1)^{i+j}(\psi, \psi_{x_i})_j}{\rho^2(|\nabla \psi|^2)} \right) \psi_{x_i x_j},
\]

(4.3.2)

with \( c^2(|\nabla \psi|^2) = \hat{\rho}^{\nu-1}(|\nabla \psi|^2) \) for \( \hat{\rho} \) from Lemma 3.1, and \((1', 2') := (2, 1)\). And, \( \psi_{\infty} \) is given by (3.12).

For \( \psi_0 \) given by (3.22), let us set

\[
\phi := \psi - \psi_0.
\]

Then function \( \psi : \Omega_{f,L} \rightarrow \mathbb{R} \) solves (4.3.1) if and only if \( \phi \) solves

\[
\left( c^2(|\nabla \phi + \nabla \psi_0|^2) \delta_{ij} - \frac{(-1)^{i+j}(\phi + \psi_0, \phi + \psi_0)_j}{\hat{\rho}^2(|\nabla \phi + \nabla \psi_0|^2)} \right) \phi_{x_i x_j} = 0 \quad \text{in} \ \Omega_{f,L}
\]

\[
\phi = \psi_{\infty} - \psi_0 \quad \text{on} \ \Gamma_{sh,L}^f
\]

\[
\phi = -\psi_0 \quad \text{on} \ \Gamma_{\text{sym}} \cup \Gamma_{b,L}^f
\]

\[
\nabla \phi \cdot \mathbf{n}_c = 0 \quad \text{on} \ \Gamma_{\text{cutoff},L}^f.
\]

(4.3.3)

To solve the nonlinear boundary value problem (4.3.3) by applying a fixed point theorem, we introduce an iteration set of approximate solutions. For \( \alpha \in (0, 1) \), \( \beta \in (0, 1) \), \( M_2 > 0 \) and \( \varepsilon > 0 \) to be determined later, we define a set \( \mathcal{I}_{M_2,L}^f \) by

\[
\mathcal{I}_{M_2,L}^f := \left\{ \varphi \in \mathcal{C}^{2,\alpha}_{(-\beta, -(1+\alpha), \{P_{2,L}^f\})}(\Omega_{f,L}) : \|\varphi\|_{2,\alpha,\Omega_{f,L}} \leq M_2 q_\varepsilon(\varepsilon), \right. \\
\left. \varphi = -\psi_0 \text{ on } \Gamma_{\text{sym}} \cup \Gamma_{b,L}^f \right\}.
\]

(4.3.4)

We remind that the point \( P_{2,L}^f \) is given by \( P_{2,L}^f = (f(L), L) \) in Definition 4.1.

In (4.3.4), we intend to fix \((M_2, \varepsilon)\) so that \( M_2 q_\varepsilon(\varepsilon) \) is sufficiently small uniformly for all \( L \geq L + 10(1 + h_0) \). From this perspective, \(-\psi_0 \) is not contained in the set \( \mathcal{I}_{M_2,L}^f \) because \( \|\psi_0\|_{2,\alpha,\Omega_{f,L}} \) diverges to \( \infty \) as \( L \) tends to \( \infty \). So we need to check that the iteration set \( \mathcal{I}_{M_2,L}^f \) is nonempty.

**Lemma 4.12** Under Condition 4.11, there exists a constant \( M_2^* > 0 \) depending only on \((\gamma, B_0, d_0)\) so that, for any \( f \in \mathcal{I}_{M_1,L}^f \), the set \( \mathcal{I}_{M_2,L}^f \) given by (4.3.4) is nonempty. Note that the constant \( M_2^* \) is chosen independently of \( L \).

**Proof** By property \((b_3)\) in Definition 1.1, \( x_2 - \kappa_w x_1 = 0 \) holds on \( \Gamma_{b,L}^f \cap \{x_2 \geq h_0\} \), so it directly follows from (3.22) that

\[
-\psi_0(x) = -\rho_0^w u_0^w \kappa_w (b_0 - d_0) \quad \text{on} \ \Gamma_{b,L}^f \cap \{x_2 \geq h_0\}.
\]

(4.3.5)
For the cut-off function $\chi_{h_0}$ given by (4.2.2), we define $\varphi_+(x) : \Omega_{f,L} \to \mathbb{R}$ by
\[
\varphi_+(x) = -\psi_0(x) \chi_{h_0}(x_2) - \rho_0^f u^k(\beta_0 - d_0)(1 - \chi_{h_0}(x_2)).
\]
By using (4.3.5), it can be directly checked that $\varphi_+ = -\psi_0$ on $\Gamma_{\text{sym}} \cup \Gamma_{b,f,L}$. By (3.22) and Lemma 2.11, one can find a constant $\sigma_0 > 0$ depending only on $(\gamma, B_0, d_0)$ such that
\[
\|\varphi_+\|_{2,\alpha,\Omega_{f,L}} \leq \sigma_0 q_\gamma(\varepsilon).
\]
Note that the constant $\sigma_0$ is independent of $(\beta, L, f)$.

If $M_2$ in the definition of $I_{M_2,f}$ satisfies $M_2 \geq 2\hat{C}$, then we have $\varphi_+ \in I_{M_2,f}$. Therefore, the proof is completed by choosing $M_2^*$ as $M_2^* = 2\hat{C}$. \hfill \Box

For each $\varphi \in I_{M_2,f}$, we define
\[
a_{ij}^\varphi := c^2(|\nabla \varphi + \nabla \psi_0|^2) - \frac{(\varphi + \psi_0)^2_{x_i}}{\rho^2(|\nabla \varphi + \nabla \psi_0|^2)}
\]
\[
a_{22}^\varphi := c^2(|\nabla \varphi + \nabla \psi_0|^2) - \frac{(\varphi + \psi_0)^2_{x_1}}{\rho^2(|\nabla \varphi + \nabla \psi_0|^2)}
\]
\[
a_{12} = a_{21} := \frac{(\varphi + \psi_0)_{x_1}(\varphi + \psi_0)_{x_2}}{\rho^2(|\nabla \varphi + \nabla \psi_0|^2)}.
\]
And, we define a linear differential operator $L^\varphi$ associated with $\varphi \in I_{M_2,f}$ by
\[
L^\varphi(\phi) := \sum_{i,j=1}^2 a_{ij}^\varphi \delta_{ij} \phi \quad \text{in} \ \Omega_{f,L}.
\]

Lemma 4.13 Under Condition 4.11, there exists a constant $\sigma_{el} > 0$ depending only on $(\gamma, B_0)$ so that if
\[
M_2 q_\gamma(\varepsilon) \leq \sigma_{el},
\]
then, for each $\varphi \in I_{M_2,f}$, the coefficient matrix $[a_{ij}^\varphi]_{i,j=1}^2$ satisfies the following properties:
(a) There exists a constant $C$ depending only on $(\gamma, B_0)$ such that
\[
\sum_{i,j=1}^2 a_{ij}^\varphi - a_{ij}^0 \leq a_{ij}^0 \Omega_{f,L} \leq C M_2 q_\gamma(\varepsilon),
\]
where $a_{ij}^0 = c^2(|\nabla \psi_0|^2)\delta_{ij} - \frac{(\varphi_0)^2_{x_i}}{\rho^2(|\nabla \psi_0|^2)}$ with $(1', 2') := (2, 1)$;
(b) Let us set $c_0^2 := (\gamma - 1) B_0 (\rho_0^f)^{\gamma - 1}$. Then, there exists a constant $\lambda \in (0, 1)$ depending only on $(\gamma, B_0)$ such that, for any $\xi = (\xi_1, \xi_2) \in \mathbb{R}^2$, and $x = (x_1, x_2) \in \Omega_{f,L}$, we have
\[
\lambda c_0^2 |\xi|^2 \leq \sum_{i,j=1}^2 a_{ij}^\varphi(x) \xi_i \xi_j \leq \frac{c_0^2}{\lambda} |\xi|^2,
\]
\[\Box\] Springer
\[
\text{and } \lambda c_0^2 |\xi|^2 \leq \sum_{i,j=1}^{2} (-1)^{i+j} a_{ij}^\psi (x) \xi_i \xi_j \leq \frac{c_0^2}{\lambda} |\xi|^2. 
\] (4.3.9)

**Proof** For \( q \in \mathbb{R}^2 \), let us define

\[
\varnothing(q) := \hat{\rho}(|q|^2)
\]

for \( \hat{\rho} \) from Lemma 3.1. For any small \( \sigma \in (0, \frac{1}{2}\sqrt{-2H(\rho_{\text{sonic}})}) \), if we set \( r_\sigma := \frac{1}{2}\sqrt{-2H(\rho_{\text{sonic}})} - \sigma \), then Lemma 3.1 implies that there exists a constant \( \mu_\sigma > 0 \) depending only on \( (\gamma, B_0, \sigma) \) so that \( \varnothing \) satisfies

\[
\varnothing(q) - \rho_{\text{sonic}} \geq \frac{1}{\mu_\sigma} \text{ in } B_{r_\sigma}(0), \quad \text{and} \quad \|\varnothing\|_{C^1(B_{r_\sigma}(0))} \leq \mu_\sigma
\] (4.3.10)

for \( H \) and \( \rho_{\text{sonic}} \) defined by (3.3) and (3.5), respectively.

By Lemmas 2.11 and 3.1, there exists \( \sigma_0 \in (0, \frac{1}{2}\sqrt{-2H(\rho_{\text{sonic}})}) \) such that

\[
|\nabla \psi_0| \leq \sqrt{-2H(\rho_{\text{sonic}})} - 4\sigma_0.
\]

Therefore, if \( M_2q_\gamma (\varepsilon) \leq 2\sigma_0 \), then, for any \( \varphi \in \mathcal{I}_{M_2,L}^f \), we have

\[
\sup_{x \in \Omega_{f,L}} |\nabla \varphi(x) + \nabla \psi_0| \leq \sqrt{-2H(\rho_{\text{sonic}})} - 2\sigma_0. 
\] (4.3.11)

So one can directly check from (4.3.6), (4.3.10) and (4.3.11) that if \( M_2q_\gamma (\varepsilon) \leq 2\sigma_0 \), then for any \( \varphi \in \mathcal{I}_{M_2,L}^f \), we have

\[
\|a_{ij}^\psi - a_{ij}^0\|_{1,\alpha, \Omega_{f,L}}^{(1-\beta; -\alpha, (p_{f,L}^j)^j)} \leq C \|\varphi\|_{2,\alpha, \Omega_{f,L}}^{(-\beta; -(1+\alpha), (p_{f,L}^j)^j)} \leq CM_2q_\gamma (\varepsilon).
\] (4.3.12)

This proves the statement (a) if we choose \( \sigma_{el} \) to satisfy \( \sigma_{el} \leq 2\sigma_0 \).

By (4.3.6), we get

\[
\sum_{i,j=1}^{2} a_{ij}^0 \xi_i \xi_j = (\rho_{el}^0)^{\gamma-1} |\xi|^2 \quad \text{for any } \xi = (\xi_1, \xi_2) \in \mathbb{R}^2.
\]

Note that \((\rho_{el}^0)^{\gamma-1} = (\gamma - 1)B_0 \) and that \( \rho_{el}^0 \) continuously varies depending on \( \varepsilon \in [0, \varepsilon_2] \) with \( \rho_{el}^0 < \rho_{el}^0 \) for \( \varepsilon > 0 \). So there exists a constant \( \lambda_0 \in (0, 1) \) depending only on \( (\gamma, B_0) \) such that \( \lambda_0 \rho_{el}^0 \leq \rho_{el}^0 \leq \rho_{el}^0 \) for all \( \varepsilon \in [0, \varepsilon_2] \). By combining this estimate with (4.3.12), one can find a small constant \( \delta_1 \in (0, 2\sigma_0) \) depending only on \( (\gamma, B_0) \) so that if \( M_2q_\gamma (\varepsilon) \leq \delta_1 \) holds, then for any \( \varphi \in \mathcal{I}_{M_2,L}^f \), the coefficient matrix \( [a_{ij}^0]_{i,j=1}^{2} \) satisfies (4.3.8) for some constant \( \lambda \in (0, 1) \) depending only on \( (\gamma, B_0) \) provided that \( \sigma_{el} \leq \delta_1 \).

Since \( \sum_{i,j=1}^{2} (-1)^{i+j} a_{ij}^\psi (x) \xi_i \xi_j = \sum_{i,j=1}^{2} a_{ij}^\psi (x) \xi_i \xi_j - 4a_{12}^\psi (x) \xi_1 \xi_2 \), and \( a_{12}^0 = 0 \), we can apply (4.3.12) to reduce \( \sigma_{el} > 0 \) and adjust \( \lambda \in (0, 1) \) depending only on \( (\gamma, B_0) \) so that the estimate (4.3.9) holds. This proves the statement (b).
Under Condition 4.11, let us fix \( \phi \in \mathcal{I}_{M_2,L}^f \), and consider the following linear boundary value problem:

\[
\begin{align*}
\mathcal{L}^\phi(\phi) &= 0 & \text{in} & & \Omega_{f,L} \\
\phi &= \psi_\infty - \psi_0 & \text{on} & & \Gamma_{sh,L}^f \\
\phi &= -\psi_0 & \text{on} & & \Gamma_{sym} \cup \Gamma_{b,L}^f \\
\nabla \phi \cdot \mathbf{n} &= 0 & \text{on} & & \Gamma_{cutoff,L}^f .
\end{align*}
\] (4.3.13)

**Proposition 4.14** Fix \( \beta \in (0,1) \) in (4.2.1) and (4.3.4). Assume that Condition 4.11 holds.

And, assume that constants \((M_2, \varepsilon)\) satisfy

\[
M_2 \geq M_2^*, \quad \text{and} \quad M_2 q_f(\varepsilon) \leq \sigma_{el}
\] (4.3.14)

so that Lemmas 4.12 and 4.13 hold.

Then, there exist positive constants \( L_{wp} > 1 \) depending on \( d_0, (\hat{\varepsilon}, \hat{\sigma}) \) with \( \hat{\sigma} \leq \sigma_{el} \) depending only on \((\gamma, B_0)\), and \( \hat{\alpha} \in (0,1) \) depending only on \( \theta_w \) so that

(i) if

\[
L \geq L_{wp}, \quad 0 < \varepsilon < \hat{\varepsilon}, \quad M_2 q_f(\varepsilon) \leq \hat{\sigma};
\] (4.3.15)

(ii) and if \( \mathcal{I}_{M_2,L}^f \) is given by (4.3.4) with \( \alpha = \hat{\alpha} \),

then, for any \( \phi \in \mathcal{I}_{M_2,L}^f \), the linear boundary value problem (4.3.13) associated with \( \phi \) has a unique solution \( \phi \in C^{2, \hat{\alpha}}((-\beta, -1+\hat{\alpha}), (P_{f,L}^f)) (\Omega_{f,L}) \). Furthermore, there exists a constant \( C > 0 \) depending only on \((\gamma, B_0, d_0)\) to satisfy

\[
\|\phi\|_{2, \hat{\alpha}, \Omega_{f,L}} \leq C \left( 1 + M_1 q_f(\varepsilon) \right) q_f(\varepsilon).
\] (4.3.16)

Most importantly, the constants \((C, \hat{\alpha})\) are independent of \((L, \beta)\).

The rest of §4.3 is devoted to proving Proposition 4.14. In order to prove this proposition, we first establish various estimates of solutions \( \phi \) to (4.3.13) uniformly with respect to \( \phi \in \mathcal{I}_{M_2,L}^f \) and \( f \in \mathcal{J}_{M_1,L} \) through Lemmas 4.15–4.24. Furthermore, all the estimates established below are independent of \( L \) provided that \( L \) is sufficiently large. Finally, we prove Proposition 4.14 at the end of §4.3 by the method of continuity.

**Lemma 4.15** Under the same assumptions as in Proposition 4.14, if \( \phi \in C^1(\overline{\Omega_{f,L}}) \cap C^2(\Omega_{f,L}) \) is a solution to (4.3.13), then it satisfies that

\[
|\phi(x)| \leq a_0 q_f(\varepsilon)(1+x_2)^\beta \quad \text{in} \quad \Omega_{f,L}
\] (4.3.17)

for a constant \( a_0 > 0 \) depending only on \((\gamma, B_0, d_0)\). Moreover, the constant \( a_0 \) is chosen independently of \( L \in [L_0 + 10(1+h_0), \infty) \) and \( \beta \in (0, 1) \).

**Proof** It can be directly checked from (3.12) and the first equation in (2.9) that

\[
\frac{d}{dx_2} (\psi_\infty - \psi_0)(f_0(x_2), x_2) = 0 \quad \text{for all} \quad x_2 > 0.
\]
Furthermore, we obtain from (3.12) and (3.22) that \((\psi_\infty - \psi_0)(f_0(0), 0) = 0\) so we get
\[
(\psi_\infty - \psi_0)(f_0(x_2), x_2) = 0 \quad \text{for all } x_2 \geq 0.
\] (4.3.18)

We obtain from (3.12), (3.22) and (4.3.18) that
\[
(\psi_\infty - \psi_0)(f(x_2), x_2) = (\psi_\infty - \psi_0)(f(x_2), x_2) - (\psi_\infty - \psi_0)(f_0(x_2), x_2)
= \rho_\varepsilon^{f_0}u_\varepsilon^{\kappa_\omega}(f - f_0)(x_2).
\] (4.3.19)

By Lemma 2.11 and (4.2.1), one can find a constant \(C_1 > 0\) depending only on \((\gamma, B_0)\) such that
\[
|\psi_\infty(x_2) - \psi_0(x_2)| \leq C_1 M_1 q_\beta^2(\varepsilon)(1 + x_2)^{\beta-1} \quad \text{for all } x_2 \in [0, L].
\] (4.3.20)

For a constant \(a_0 > 0\) to be determined later, let us set
\[
w(x) := a_0 q_\beta(\varepsilon)(1 + x_2)^{\beta}.\]

Since \(0 < \beta < 1\), Lemma 4.13(b) implies that if (4.3.7) holds, then we have
\[
\mathcal{L}_\varepsilon[w] = a_0^{\beta-1} \beta(\beta - 1) a_0 q_\beta(\varepsilon)(1 + x_2)^{\beta-1} \leq \lambda e_0^2 \beta(\beta - 1) a_0 q_\beta(\varepsilon)(1 + x_2)^{\beta-1} < 0 \quad \text{in } \Omega_f, \]
(4.3.22)

for the constant \(a_0\) in the definition of \(w\) as
\[
a_0 = \max\{C_1 \sigma_2, C_2(b_0 + d_0 + h_0)\},
\] (4.3.23)

for the constant \(\sigma_2\) from (4.2.5). Note that the constant \(a_0\) has been chosen depending only on \((\gamma, B_0, d_0)\). But the choice of \(a_0\) is independent of \(L \in [L + 10(1 + h_0), \infty)\) and \(\beta \in (0, 1)\).

It follows from Condition 4.11(iv), (4.3.20) and (4.3.21) that
\[
|\phi(x)| \leq w(x) \quad \text{for all } x \in \Gamma_{\text{sym}} \cup \Gamma_{b, L}^f.
\] (4.3.24)

On \(\Gamma_{cutoff, L}\), we have
\[
\partial_{\kappa_\omega}w = a_0 q_\beta(\varepsilon)(1 + x_2)^{\beta-1} \sin \theta_{\omega} > 0.
\] (4.3.25)

From (4.3.22)–(4.3.25), the comparison principle and the linearity of the boundary value problem (4.3.13), we finally obtain the estimate (4.3.17) for the constant \(a_0\) given by (4.3.23).

\begin{lemma}
For each \(r > 0\), define
\[
\mathcal{D}_r := (\Omega_f, L) \cup \Gamma_{\text{sym}} \\setminus \{x \in \Omega_f, L : x_2 \geq r\}.
\]
Under the same assumptions as in Proposition 4.14, if \(\phi \in C^1(\Omega_f, L) \cap C^2(\Omega_f, L)\) is a solution to (4.3.13), then there exists a constant \(C_r > 0\) depending only on \((\gamma, B_0, d_0, \alpha, r)\) such that
\[
\|\phi\|_{2, \alpha, \mathcal{D}_r} \leq C_r q_\beta(\varepsilon).
\] (4.3.26)
\end{lemma}
Proof Fix a constant \( r \in (0, L] \). We define an extension of the fixed function \( f \in J_{M_1, L} \) for \( x_2 < 0 \) by

\[
f_{ext}(x_2) = \begin{cases} f(x_2) & \text{for } x_2 \geq 0 \\ f(-x_2) & \text{for } x_2 < 0 \end{cases}.
\]

By (4.2.1), we have \( f'(0) = 0 \). Therefore, the extended function \( f_{ext} \) is \( C^{2,\alpha} \) across \( x_2 = 0 \), and satisfies

\[
\| f_{ext} \|_{2,\alpha,[-r,r]} \leq 2 \| f \|_{2,\alpha,[0,r]}.
\] (4.3.27)

Since the blunt body function \( b \) is defined on \( \mathbb{R} \), and satisfies the properties \((b_1)\)–\((b_5)\) stated in Definition 1.1, and define

\[
\Gamma_{sh,L}^f := \{ x_1 = f_{ext}(x_2) : -L \leq x_2 \leq L \}, \quad \Gamma_b^f = \{ x_1 = b(x_2) : x_2 \in \mathbb{R} \}.
\]

And, let \( D_r^{ext} \) be the domain obtained from extending \( D_r \) into \( \mathbb{R} \times (-\infty, 0) \) by even reflection about \( x_1 \)-axis. In \( D_r^{ext} \), we define extensions \( a_{ij}^{\psi,ext} \) of the coefficients \( a_{ij}^{\psi} \) by

\[
a_{ij}^{\psi,ext}(x_1, x_2) = \begin{cases} a_{ij}^{\psi}(x_1, x_2), & \text{if } x_2 \geq 0 \\ a_{ij}^{\psi}(x_1, -x_2), & \text{if } x_2 < 0 \end{cases} \quad \text{for } i = 1, 2,
\]

(4.3.28)

If \( \phi \in C^1(\Omega_f,L) \cap C^2(\Omega_f,L) \) solves (4.3.13), then the function \( \psi := \phi + \psi_0 \) solves

\[
\begin{align*}
\mathcal{L}^{\psi}(\psi) &= 0 & \text{in } \Omega_f,L \\
\psi &= \psi_\infty & \text{on } \Gamma_{sh,L}^f \\
\psi &= 0 & \text{on } \Gamma_{sym} \cup \Gamma_{b,L}^f \\
\nabla \psi \cdot n_c &= 0 & \text{on } \Gamma_{cutoff,L}^f.
\end{align*}
\] (4.3.29)

The following linear boundary value problem in \( D_r^{ext} \) is given as an extension of (4.3.29).

\[
\sum_{i,j=1}^{2} a_{ij}^{\psi,ext} a_{ij} \tilde{\psi} = 0 \quad \text{in } D_r^{ext},
\]

\[
\tilde{\psi} = 0 \quad \text{on } \partial D_r^{ext} \cap \Gamma_b^{ext},
\]

(4.3.30)

\[
\tilde{\psi} = \psi_\infty \quad \text{on } \partial D_r^{ext} \cap \Gamma_{sh,L}^{f,ext},
\]

\[
\tilde{\psi}(x_1, x_2) = \begin{cases} \psi(x_1, x_2) & \text{for } (x_1, x_2) \in \partial D_r^{ext} \cap \Omega_f,L \\ -\psi(x_1, -x_2) & \text{for } (x_1, -x_2) \in \partial D_r^{ext} \cap \Omega_{f,L} \end{cases}.
\]

Since \( \psi \) satisfies \( \psi = 0 \) on \( \Gamma_{sym} \), the Dirichlet boundary condition of (4.3.30) is continuous on \( \partial D_r^{ext} \). Then the unique existence of a solution \( \tilde{\psi} \in C^0(\overline{D_r^{ext}}) \cap C^{2,\alpha}(D_r^{ext}) \) is achieved by
Lemma 4.13(b) and the standard elliptic theory (cf. Gilbarg-Trudinger [23]). Furthermore, if \( \tilde{\psi}(x_1, x_2) \) solves (4.3.30), then the uniqueness of a solution implies that \(-\tilde{\psi}(x_1, -x_2)\) solves (4.3.30) as well, from which it follows that \( \tilde{\psi} \) is an odd function with respect to \( x_2 \). So, it becomes the solution to (4.3.29). Therefore, it suffices to estimate \( C^2,\alpha \) norm of \( \tilde{\psi} \) near \( \Gamma_{\text{sym}} \) in order to get \( C^2,\alpha \) estimate of \( \psi \) near \( \Gamma_{\text{sym}} \).

Due to Lemma 4.13(b), we have

\[
\lambda c_0^2 |\xi|^2 \leq \sum_{i,j=1}^{2} a^\text{ext}_{ij}(x) \xi_i \xi_j \leq c_0^2 \lambda |\xi|^2
\]

for any \( x \in D^\text{ext}_r, \xi = (\xi_1, \xi_2) \in \mathbb{R}^2 \) so that the comparison principle applies to (4.3.30). Then we adjust the proof of Lemma 4.15 to obtain that

\[
|\tilde{\psi}(x)| \leq a_0 q(\epsilon)(1 + x_2)^{\theta} + |\psi_\infty(x)| \quad \text{in} \quad D^\text{ext}_r
\]

for \( a_0 \) given by (4.3.23). By (2.26) and (3.12), this estimate yields a constant \( C > 0 \) depending only on \( (\gamma, B_0, d_0, \alpha, r) \) to satisfy

\[
\sup_{x \in D^\text{ext}_r} |\tilde{\psi}(x)| \leq C (1 + r) q(\epsilon). \tag{4.3.31}
\]

By the standard Schauder estimate with using Lemma 4.10, (4.3.27) and (4.3.31), one can find a constant \( C_2^* > 0 \) depending only on \( (\gamma, B_0, d_0, \alpha, r) \) such that

\[
\| \tilde{\psi} \|_{2,\alpha, D^\text{ext}_r} \leq C_2^* q(\epsilon). \tag{4.3.32}
\]

Since \( \tilde{\psi} = \psi \) in \( D_{\frac{r}{4}} \), it follows from (2.26), (3.12) and (4.3.32) that there exists a constant \( C_5 > 0 \) depending only on \( (\gamma, B_0, d_0, \alpha, r) \) to satisfy the estimate (4.3.26).

In order to obtain a priori weighted \( C^{2,\alpha} \)-estimate of \( \phi \) away from the symmetric boundary \( \Gamma_{\text{sym}} \) up to the cut-off boundary \( \Gamma_{f, \text{cutoff}}^j \) independently of \( L \), we introduce a new coordinate system. Let us define \( \eta = (\eta_1, \eta_2) \) by

\[
\begin{pmatrix}
\eta_1 \\
\eta_2
\end{pmatrix} = \begin{pmatrix}
\sin \theta_w & -\cos \theta_w \\
\cos \theta_w & \sin \theta_w
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix} \quad \text{in} \quad \mathcal{R} \begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}. \tag{4.3.33}
\]

In \( \eta \)-coordinates, the \( \eta_2 \)-axis is along the line \( x_2 = x_1 \tan \theta_w \) (Fig. 12).

By (4.2.1), (4.2.3) and (4.2.4), we have

\[
f(x_2) = f(0) + \int_0^{x_2} f'(s)ds > b_0 - d_0 - \frac{x_2}{4} \tan \theta_w. \tag{4.3.34}
\]

Therefore, for \( h_1 \) defined by

\[
h_1 \begin{cases}
-\frac{4(b_0 - d_0)}{\tan \theta_w} & \text{if } b_0 - d_0 < 0 \\
h_0 & \text{if } b_0 - d_0 \geq 0
\end{cases}
\]

we have

\[
-\frac{x_2}{2} \tan \theta_w < f(x_2) \leq x_1 \leq b(x_2) = x_2 \cot \theta_w \quad \text{for } x \in \Omega_{f, \text{cutoff}} \cap \{x_2 \geq h_1\}. \tag{4.3.36}
\]
where we apply the property (b5) stated in Definition 1.1 to get the last equality in (4.3.36). By a direct computation with using (4.3.33) and (4.3.36), we get

\[
\sin \theta_w x_2 \leq \eta_2 \leq \frac{2}{\sin \theta_w} x_2 \quad \text{for } x \in \Omega_{f,L} \cap \{x_2 \geq h_1\}. \tag{4.3.37}
\]

Later, we will choose the constant \( L_\ast \in [L + 10(1 + h_0 + h_1), \infty) \) so that the set \( \Omega_{f,L} \cap \{x_2 \geq h_1\} \) is nonempty whenever \( L \geq L_\ast \).

Let us set

\[
h_1^\ast := \frac{h_1}{\sin \theta_w},
\]

and define

\[
\Lambda'_{f,L} := \{(\eta_1, \eta_2)^T = R \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} : (x_1, x_2) \in \Omega_{f,L} \} \cap \{\eta_2 \geq h_1^\ast\}. \quad \text{(see Fig. 12)} \tag{4.3.38}
\]

In \( \Lambda'_{f,L} \), we define

\[
\tilde{\phi}(\eta) := \phi(x), \quad \tilde{\phi}_{\infty}(\eta) := (\psi_{\infty} - \psi_0)(x) \tag{4.3.39}
\]

for the functions \( \psi_{\infty} \) and \( \psi_0 \) given by (3.12) and (3.22), respectively. Fix a point \( P \in \Lambda'_{f,L} \).

For each \( j = 1, 2 \), let \( \eta_j^P \) represent the \( \eta_j \)-coordinate of the point \( P \). Similarly, let \( x_j^P \) represent the \( x_j \)-coordinate of the point \( P \). By (4.3.33), we have

\[
x_2^P = -\eta_1^P \cos \theta_w + \eta_2^P \sin \theta_w. \tag{4.3.40}
\]
Since we have
\[ \eta_1^P \leq 0 \quad \text{and} \quad \eta_2^P \geq h_1^* \quad \text{for} \quad P \in \Lambda'_{f,L}, \]
(4.3.40) implies that \( x_2^P \geq h_1 \) (see Fig. 12). Then we obtain from (4.3.37) that
\[ \frac{1}{m_0} x_2^P \leq \eta_2^P \leq m_0 x_2^P \quad \text{with} \quad m_0 = \frac{2}{\sin \theta_w}. \]
By combining this inequality with (4.3.17), we get
\[ |\tilde{\phi}(\eta)| \leq a_0 m_0^\beta q_\nu(\varepsilon)(1 + \eta_2)^\beta \quad \text{in} \quad \Lambda'_{f,L}. \]  

Let us define
\[ \Lambda_{f,L} := \Lambda'_{f,L} \cap \{ \eta_2 \geq 2h_1^* \}. \]

By using (4.3.33), we rewrite the linear boundary value problem (4.3.13) restricted in \( \Lambda_{f,L} \) in \( (\eta_1, \eta_2) \)-coordinates as follows:
\[
\begin{align*}
A_{11}^\psi \tilde{\phi}_{\eta_1 \eta_1} + 2A_{12}^\psi \tilde{\phi}_{\eta_1 \eta_2} + A_{22}^\psi \tilde{\phi}_{\eta_2 \eta_2} &= 0 \quad \text{in} \quad \Lambda_{f,L} \\
\tilde{\phi} &= \tilde{\phi}_\infty \quad \text{on} \quad \Gamma_{sh,L}^f \cap \partial \Lambda_{f,L} \\
\tilde{\phi} &= -\rho_{st} u_{st} \kappa_w (b_0 - d_0) \quad \text{on} \quad \Gamma_{b,L}^f \cap \partial \Lambda_{f,L} \\
\tilde{\phi}_{\eta_2} &= 0 \quad \text{on} \quad \Gamma_{\text{cutoff},L}^f 
\end{align*}
\]
where we use the fact that \( x_2 - \kappa_w x_1 = 0 \) on \( \Gamma_{b,L}^f \cap \{ \eta_2 > 2h_1^* \} \). In (4.3.44), the coefficients \( A_{ij}^\psi \) for \( i, j = 1, 2 \) are given by
\[ A_{ij}^\psi(\eta) = c^2 (|\nabla \psi + \nabla \psi_0|^2) \delta_{ij} - (-1)^{i+j} \frac{(\varphi + \psi_0)_{\eta_i} (\varphi + \psi_0)_{\eta_j}}{\hat{\rho}^2 (|\nabla \psi + \nabla \psi_0|^2)} \]
for \( \eta_1' = \eta_2 \) and \( \eta_2' = \eta_1 \).

The following lemma is directly obtained from Lemma 4.13.

**Lemma 4.17** For each \( \varphi \in \mathcal{I}_{M_2,L}^f \), the coefficients \( \{ A_{ij}^\psi \}_{i,j=1}^2 \) given by (4.3.45) satisfy the following properties:

(a) There exists a constant \( C > 0 \) depending only on \( (\gamma, B_0, d_0) \) so that for each \( \varphi \in \mathcal{I}_{M_2,L}^f \), we have
\[ \| A_{ij}^\psi - A_{ij}^\psi_0 \|_{1,\alpha,\Lambda_{f,L}} \leq C M_2 q_\nu(\varepsilon) \]
where the norm \( \| \cdot \|_{1,\alpha,\Lambda_{f,L}} \) is defined by Definition 4.4 with \( (x_1, x_2) \) being replaced by \( (\eta_1, \eta_2) \), respectively.

(b) For any \( \xi = (\xi_1, \xi_2) \in \mathbb{R}^2 \), and \( \eta \in \Lambda_{f,L} \), we have
\[ \lambda c_0^2 |\xi|^2 \leq \sum_{i,j=1}^2 A_{ij}^\psi(\eta) \xi_i \xi_j \leq c_0^2 \frac{\lambda}{\lambda} |\xi|^2 \quad \text{with} \quad c_0^2 = (\gamma - 1) B_0 \]
for some \( \lambda \in (0, 1) \) depending only on \( (\gamma, B_0) \).
In $\eta$-coordinates, we have

$$
\Gamma_{\text{sh},L}^f \cap \partial \Delta_{f,L}' = \{(\eta_1, \eta_2) : F(\eta_1, \eta_2) = 0 \text{ for } 2h_1^* \leq \eta_2 \leq |P_{3,L}^f|\},
$$

for

$$
F(\eta_1, \eta_2) := (\eta_1 \sin \theta_w + \eta_2 \cos \theta_w) - f(-\eta_1 \cos \theta_w + \eta_2 \sin \theta_w).
$$

Since $F_{\eta_1} = (\tan \theta_w + f') \cos \theta_w \geq \frac{3}{2} \sin \theta_w > 0$ by (4.2.3) and Condition 4.11(iv), the implicit function theorem implies that there exists a unique function $\tilde{f} : [h_1^*, |P_{3,L}^f|] \to \mathbb{R}$ satisfying

$$
\Gamma_{\text{sh},L}^f \cap \partial \Delta_{f,L}' = \{(\tilde{f}(\eta_2), \eta_2) : h_1^* \leq \eta_2 \leq |P_{3,L}^f|\}.
$$

(4.3.48)

**Lemma 4.18** There exists a constant $m_1 > 1$ depending only on $d_0$ such that

$$
-m_1 \eta_2 \leq \tilde{f}(\eta_2) \leq -\frac{1}{m_1} \eta_2 \text{ for } 2h_1^* \leq \eta_2 \leq |P_{3,L}^f|.
$$

(4.3.49)

**Proof** By differentiating $F(\tilde{f}(\eta_2), \eta_2) \equiv 0$ with respect to $\eta_2$, and using (4.3.33) and (4.3.48), we get

$$
\tilde{f}'(\eta_2) = -\frac{\cot \theta_w - f'(x_2)}{1 + f'(x_2) \cot \theta_w} \text{ for } x_2 = -\tilde{f}(\eta_2) \cos \theta_w + \eta_2 \sin \theta_w.
$$

(4.3.50)

And, we use (4.2.3) and Condition 4.11(iv) to obtain from (4.3.50) that

$$
-\frac{5}{3} \cot \theta_w \leq \tilde{f}'(\eta_2) \leq -\frac{3}{5} \cot \theta_w \text{ for } h_1^* \leq \eta_2 \leq |P_{3,L}^f|.
$$

(4.3.51)

This estimate implies that

$$
-\frac{5}{3} \cot \theta_w (\eta_2 - h_1^*) \leq \tilde{f}(\eta_2) - \tilde{f}(h_1^*) \leq -\frac{3}{5} \cot \theta_w (\eta_2 - h_1^*) \text{ for } h_1^* \leq \eta_2 \leq |P_{3,L}^f|.
$$

(4.3.52)

By (4.3.41), we have $\tilde{f}(h_1^*) \leq 0$, thus (4.3.52) implies that

$$
\tilde{f}(\eta_2) < -\frac{3}{5} \cot \theta_w (\eta_2 - h_1^*) \leq -\frac{3}{10} \eta_2 \cot \theta_w \text{ for } 2h_1^* \leq \eta_2 \leq |P_{3,L}^f|.
$$

(4.3.53)

A direct computation with using (4.3.36) shows that

$$
\tilde{f}(h_1^*) = -\frac{2}{\tan \theta_w} h_1^* =: -\omega.
$$

Since $h_1$ is given by (4.3.35), the constant $\omega > 0$ depends only on $d_0$. By combining this estimate with the first inequality in (4.3.52), it is obtained that

$$
\tilde{f}(\eta_2) \geq -\left(\frac{5}{3} \cot \theta_w + \frac{\omega}{2h_1^*}\right) \eta_2 =: -\omega_1 \eta_2 \text{ for } 2h_1^* \leq \eta_2 \leq |P_{3,L}^f|.
$$

(4.3.54)

From (4.3.53) and (4.3.54), one can fix a constant $m_1 > 1$ depending only on $d_0$ so that (4.3.49) holds. This proves the lemma. \[\square\]
To simplify a notation, set
\[ \tilde{L} := |p_{3,L}^f|. \] 
(4.3.55)

Then \( \Lambda_{f,L} \) given by (4.3.43) is represented as
\[ \Lambda_{f,L} := \Omega_{f,L} \cap \{ \eta = (\eta_1, \eta_2) : \tilde{f}(\eta_2) < \eta_1 < 0, \; \eta_2 \in (2h^*_{1L}, \tilde{L}) \}. \]

For each \( R \in [4h^*_{1L}, \tilde{L}] \), define a domain \( Q_R \) by
\[ Q_R = \{ \zeta = (\zeta_1, \zeta_2) \in \mathbb{R}^2 : \frac{1}{2} < \zeta_2 < 1, \; R\zeta \in \Lambda_{f,L} \}. \]

Then, \( Q_R \) can be represented as
\[ Q_R = \{ (\zeta_1, \zeta_2) \in \mathbb{R}^2 : \frac{1}{2} < \zeta_2 < 1, \; F^R(\zeta_2) < \zeta_1 < 0 \}. \] 
(4.3.56)

for
\[ F^R(\zeta_2) := \frac{1}{R} \tilde{f}(R\zeta_2). \] 
(4.3.57)

By (4.3.49), for any \( R \in [4h^*_{1L}, \tilde{L}] \), \( F_R \) satisfies
\[ -m_1 < F^R(\zeta_2) < -\frac{1}{2m_1} \text{ for all } \frac{1}{2} < \zeta_2 < 1. \] 
(4.3.58)

For a priori estimates of solutions to (4.3.44) up to \( \Gamma^f_{\text{cutoff},L} \) uniform with respect to \( L \geq L_* \), we define another weighted Hölder norms of functions in \((\zeta_1, \zeta_2)\)-variables.

**Definition 4.19** Fix \( m, k \in \{ 0 \} \cup \mathbb{N} \) with \( k \leq m \), and \( \alpha \in (0, 1) \).

(i) Let \((s, t)\) be an interval with \(-\infty < s < t < \infty\). For \( \zeta_2, \zeta'_2 \in (s, t) \), set
\[ d_{\zeta_2}^{(1)} := t - \zeta_2, \quad d_{\zeta_2, \zeta'_2}^{(1)} := \min\{d_{\zeta_2}^{(1)}, d_{\zeta'_2}^{(1)}\}. \]

For a function \( F : (s, t) \to \mathbb{R} \), define
\[
\| F \|_{m,(s,t)}^{-(k+\alpha),[t]} := \| F \|_{k,\alpha,(s,t)} + \sum_{j > k} \sup_{\zeta_2 \in (s,t)} (d_{\zeta_2}^{(1)})^{j-(k+\alpha)} \left| \frac{d^j}{d\zeta_2^j} F(\zeta_2) \right|, \\
[F]_{m,\alpha,(s,t)}^{-(k+\alpha),[t]} := \sup_{\zeta_2 \neq \zeta'_2 \in (s,t)} (d_{\zeta_2, \zeta'_2}^{(1)})^{m-1} \left| \frac{d^m}{d\zeta_2^m} F(\zeta_2) - \frac{d^m}{d\zeta'_2^m} F(\zeta'_2) \right| \left| \zeta_2 - \zeta'_2 \right|^{\alpha}, \\
\| F \|_{m,(s,t),s}^{-(k+\alpha),[t]} := \| F \|_{m,(s,t)}^{-(k+\alpha),[t]} + [F]_{m,\alpha,(s,t)}^{-(k+\alpha),[t]}.
\]

(ii) Let \( Q \) be an open, bounded and connected domain in \( \mathbb{R}^2 \), and let \( q \) be a fixed point on \( \partial Q \). For \( \zeta = (\zeta_1, \zeta_2), \zeta' = (\zeta'_1, \zeta'_2) \in Q \), set
\[ d_{\zeta}^{(2)} := |\zeta - q|, \quad d_{\zeta, \zeta'}^{(2)} := \min\{d_{\zeta}^{(2)}, d_{\zeta'}^{(2)}\}. \]
For a function $u : Q \rightarrow \mathbb{R}$, define
\[ \|u\|_{m, Q}^{(-(k+\alpha),(\eta_1^\ast), (\eta_2), (\eta_3), (\eta_4), (\eta_5))} := \|u\|_{k, \alpha, Q} + \sum_{j \geq k} \sup_{\xi \in Q} (d^{(2)}_{\xi})^{j-(k+\alpha)} \sum_{l=0}^{j} |\partial^l_{\xi_1} \partial^{m-l}_{\xi_2} u(\xi)|, \]
\[ [u]_{m, \alpha, Q}^{(-(k+\alpha),(\eta_1^\ast), (\eta_2), (\eta_3), (\eta_4), (\eta_5))} := \sup_{\xi \in Q} (d^{(2)}_{\xi})^{m-k} \sum_{l=0}^{m} |\partial^l_{\xi_1} \partial^{m-l}_{\xi_2} u(\xi)| \cdot |\xi - \xi'|^\alpha, \]
\[ \|u\|_{m, \alpha, Q}^{(-(k+\alpha),(\eta_1^\ast), (\eta_2), (\eta_3), (\eta_4), (\eta_5))} := \|u\|_{m, \alpha, Q}^{(-(k+\alpha), (\eta_1^\ast), (\eta_2), (\eta_3), (\eta_4), (\eta_5))} + [u]_{m, \alpha, Q}^{(-(k+\alpha), (\eta_1^\ast), (\eta_2), (\eta_3), (\eta_4), (\eta_5))}. \]

**Lemma 4.20** There exists a constant $h_2^* \in [h_1^\ast, \infty)$ and $C > 0$ depending only on $d_0$ so that if $\tilde{L} \geq 10(1 + h_2^*)$, then $F^R$ satisfies the following estimates:

(a) For $4h_2^* \leq R \leq \frac{4}{3} \tilde{L}$,
\[ \|F^R\|_{C^{2, \alpha}((\frac{1}{2}, 1))} \leq C(1 + M_1 q_\gamma(\varepsilon)); \quad (4.3.59) \]

(b) For $R = \tilde{L}$,
\[ \|F^{\tilde{L}}\|_{C^{2, \alpha}((\frac{1}{2}, 1))} \leq C(1 + M_1 q_\gamma(\varepsilon)). \quad (4.3.60) \]

**Proof.** It directly follows from (4.2.3) and (4.3.57) that if $4h_1^\ast \leq R \leq \tilde{L}$, then we have
\[ \|(F^R)\|_{C^{0}((\frac{1}{2}, 1))} \leq 2 \cot \theta_w. \quad (4.3.61) \]

By (4.3.37), there exists a constant $h_2^* \in [h_1^\ast, \infty)$ depending only on $d_0$ so that if $\tilde{L} \geq 10(1 + h_2^*)$, $\eta_2 \in [h_2^*, \tilde{L}]$, and if $x_2$ is given by (4.3.50),
\[ \quad \text{then we have} \quad \omega_0 \leq \frac{1 + \eta_2}{1 + x_2} \leq \frac{1}{\omega_0} \quad (4.3.63) \]
for some constant $\omega_0 \in (0, 1)$ depending only on $\theta_w$. By (4.3.33), we have $|\tilde{L} - \eta_2| = |L - x_2| \sin \theta_w$ for $x_2$ given by (4.3.50). For $\eta_2, \eta_2' \in [h_1^*, \tilde{L}]$, let $x_2, x_2'$ be given by (4.3.50) corresponding to $\eta_2, \eta_2'$, respectively. Let us define
\[ \delta^{(1)}_{\eta_2} := \min\{1 + \eta_2, \tilde{L} - \eta_2\}, \quad \delta^{(1)}_{\eta_2, \eta_2'} := \min\{\delta^{(1)}_{\eta_2}, \delta^{(1)}_{\eta_2'}\}, \]
\[ \tilde{\delta}^{(1)}_{x_2} := \min\{1 + x_2, L - x_2\}, \quad \tilde{\delta}^{(1)}_{x_2, x_2'} := \min\{\tilde{\delta}^{(1)}_{x_2}, \tilde{\delta}^{(1)}_{x_2'}\}. \]

Then, we use (4.3.63) to obtain
\[ \omega_1 \leq \frac{\delta^{(1)}_{\eta_2}}{1 + \eta_2} \cdot \frac{1 + x_2}{\delta^{(1)}_{x_2}} \leq \frac{1}{\omega_1}, \quad (4.3.64) \]
\[ \omega_1 \leq \frac{\delta^{(1)}_{\eta_2, \eta_2'}}{1 + \max\{\eta_2, \eta_2'\}} \cdot \frac{1 + \max\{x_2, x_2'\}}{\tilde{\delta}^{(1)}_{x_2, x_2'}} \leq \frac{1}{\omega_1} \]
for some constant $\omega_1 \in (0, 1)$ depending only on $\theta_w$ under the condition of (4.3.62).
Since \((F^R)'(\xi_k) = R \tilde{f}''(R \xi_k)\) due to \((4.3.57)\), we compute \(\tilde{f}''\) in terms of \(f\) by differentiating \((4.3.50)\) with respect to \(\eta_2\). A direct computation yields that

\[
\tilde{f}''(\eta_2) = f''(x_2)(\sin \theta_w - f'(x_2) \cos \theta_w) = (f''(x_2) - f'_0(x_2))(\sin \theta_w - f'(x_2) \cos \theta_w)
\]

\[\text{(4.3.65)}\]

for \(x_2 = -\tilde{f}(\eta_2) \cos \theta_w + \eta_2 \sin \theta_w\), because \(f'_0 = 0\).

2. Suppose that \(4h^*_2 \leq R \leq \frac{4}{\sqrt{2}} L\). Since \(f \in \mathcal{J}_{M_1, L}\), for \(\mathcal{J}_{M_1, L}\) given by \((4.2.1)\), a direct computation with using \((4.3.64)\) and \((4.3.65)\) yields that

\[
\| (F^R)'' \|_{C^0([\frac{1}{2}, 1])} \leq C M_1 q_y(\varepsilon) R^{-1+\beta}, \quad \text{and} \quad \| (F^R)'' \|_{a, [\frac{1}{2}, 1]} \leq C M_1 q_y(\varepsilon) R^{-(1+a) + \beta}
\]

\[\text{(4.3.66)}\]

for \(C > 0\) depending only on \(d_0 > 0\). So the estimate \((4.3.59)\) is obtained by combining \((4.3.66)\) with \((4.3.58)\) and \((4.3.61)\).

3. Suppose that \(R = \tilde{L}\). By the definition of \(f_0\) given in \((2.28)\), \(f'_0\) is a constant. Then, we use \((4.2.1)\), \((4.3.50)\), \((4.3.57)\) and \((4.3.63)\) to obtain that, for any \(\xi_2, \xi_2' \in [\frac{1}{2}, 1]\) with \(\xi_2 \neq \xi_2'\),

\[
\frac{|(F^L)'(\xi_2) - (F^L)'(\xi_2')|}{|\xi_2 - \xi_2'|^\alpha} = \frac{|\tilde{f}'(\tilde{L}, \xi_2) - \tilde{f}'(\tilde{L}, \xi_2')|}{|\tilde{L}(\xi_2 - \xi_2')|^\alpha} \leq C \| f - f_0 \|_{1, [0, \tilde{L}]} \tilde{L}^{-1+\beta}
\]

\[\text{(4.3.67)}\]

By using \((4.3.63)-(4.3.65)\), it can be directly checked that for any \(\xi_2, \xi_2' \in [\frac{1}{2}, 1]\) with \(\xi_2 \neq \xi_2'\),

\[
(1 - \xi_2)^{1-\alpha} |(F^L)'(\xi_2)| + \min\{1 - \xi_2, 1 - \xi_2'\} \frac{|(F^L)''(\xi_2) - (F^L)''(\xi_2')|}{|\xi_2 - \xi_2'|^\alpha} \leq C M_1 q_y(\varepsilon) \tilde{L}^{-1+\beta}.
\]

\[\text{(4.3.68)}\]

In the estimates \((4.3.67)\) and \((4.3.68)\), the constant \(C > 0\) is given depending only on \(d_0 > 0\). The estimate \((4.3.60)\) is obtained by combining \((4.3.67)\) and \((4.3.68)\) with \((4.3.58)\) and \((4.3.61)\).

For \(R \in [4h^*_2, \tilde{L}]\), let us define

\[
u^R(\xi) = \frac{\tilde{\phi}(R \xi)}{R^\beta} \quad \text{for} \quad \xi = (\xi_1, \xi_2) \in Q_R.
\]

\[\text{(4.3.69)}\]

It directly follows from \((4.3.42)\) and \((4.3.44)\) that, for each \(R \in [4h^*_2, \tilde{L}]\), \(u^R\) satisfies

\[
\sup_{\xi \in Q_R} |u^R(\xi)| \leq a_0(2m_0)^\beta q_y(\varepsilon)
\]

\[\text{(4.3.70)}\]

for \(m_0 = \frac{2}{\sin \varphi_0}\) and \(a_0\) from Lemma 4.15, and

\[
L^\nu_R(u^R) := \sum_{i,j=1}^2 A_{ij}^\nu \nu^R_{ij} = 0 \quad \text{in} \quad Q_R
\]

\[\text{(4.3.71)}\]
for $A^{\psi, R}_{ij}(\xi) := A^{\psi}_{ij}(R\xi)$.

We will estimate (weighted) $C^{2,\alpha}$ norms of $u^R$ for two cases: (i) $4h^*_2 \leq R \leq \frac{4}{5}\bar{L}$, (ii) $R = \bar{L}$.

By Lemma 4.17, we have

$$\lambda c_0^2 |\xi|^2 \leq \sum_{i,j=1}^{2} A^{\psi, R}_{ij}(\xi)\xi_{ij}\xi_j \leq \frac{C^2}{\lambda} |\xi|^2 \quad \text{for all } \xi = (\xi_1, \xi_2) \in \Omega_R, \xi = (\xi_1, \xi_2) \in \mathbb{R}^2,$$

$$\|A^{\psi, R}_{ij} - A^{0, R}_{ij}\|_{Q_R} \leq \frac{\lambda_0}{R^{1-\beta}} M_2 q_{\nu}(\varepsilon) \quad \text{for all } i,j=1,2$$ \hfill (4.3.72)

for the constants $(\lambda, c_0, C)$ from Lemma 4.17. This implies that, for each $R \in [4h^*_1, \bar{L}]$, the equation $\mathcal{L}^R(u^R) = 0$ is uniformly elliptic, and its coefficients $\{A^{\psi, R}_{ij}\}_{i,j=1}^2$ are in $C^a(\Omega_R)$.

**Lemma 4.21** Fix $\beta \in (0, 1)$ and $\alpha \in (0, 1)$ in (4.2.1) and (4.3.4). Assume the same conditions as Proposition 4.14. Suppose that $\bar{L} \geq 10(1 + h^*_2)$ for $h^*_2$ from Lemma 4.20. If $\phi \in C^1(\Omega_{f,\tilde{L}}) \cap C^2(\Omega_{f,\tilde{L}})$ is a solution to (4.3.13), then there exists a constant $C > 0$ depending only on $(d_0, \alpha)$ so that, for each $R \in [4h^*_1, \frac{4}{5}\bar{L}] \cup \{\bar{L}\}$, $u^R$ satisfies

$$\|u^R\|_{2,\alpha, Q_R \cap \{\frac{1}{10} < \theta w < \frac{9}{10}\}} \leq C(1 + M_1 q_{\nu}(\varepsilon)) q_{\nu}(\varepsilon).$$ \hfill (4.3.73)

**Proof** By (4.3.19), we can rewrite the function $g_R(\xi_2)$ in (4.3.71) as

$$g_R(\xi_2) = \frac{1}{R^\alpha} \rho_k u^R_{\alpha} \kappa_w(f - f_0)(x_2) \quad \text{for } x_2 = -\bar{f}(R\xi_2) \cos \theta w + R\xi_2 \sin \theta w. \hfill (4.3.74)$$

By directly differentiating this representation with using (4.3.50) and (4.3.65), we get

$$g'_R(\xi_2) = R^{1-\beta} \rho_k u^R_{\alpha} \kappa_w (f - f_0)'(x_2) \frac{\sin \theta w - f'(x_2) \cos \theta w}{\sin \theta w + f'(x_2) \cos \theta w},$$

$$g''_R(\xi_2) = R^{2-\beta} \rho_k u^R_{\alpha} \kappa_w \frac{1 - (\sin \theta w - f'(x_2) \cos \theta w)^2}{\sin \theta w + f'(x_2) \cos \theta w} (f - f_0)'(x_2) (f - f_0)'(x_2) (f - f_0)'(x_2)$$ \hfill (4.3.75)

for $x_2$ given by (4.3.74). By applying Lemma 2.11, (4.2.1) and (4.3.63)–(4.3.64), it can be directly derived from (4.3.75) that

(i) For $4h^*_2 \leq R \leq \frac{4}{5}\bar{L}$,

$$\|g_R\|_{C^{2,\alpha}([\frac{1}{10}, 1])} \leq C M_1 q_{\nu}^2(\varepsilon);$$ \hfill (4.3.76)

(ii) For $R = \bar{L}$,

$$\|g_R\|_{C^{2,\alpha}([\frac{1}{10}, 1])} \leq C M_1 q_{\nu}^2(\varepsilon)$$ \hfill (4.3.77)

for a constant $C > 0$ depending only on $d_0 > 0$.

For each $R \in [4h^*_1, \frac{4}{5}\bar{L}] \cup \{\bar{L}\}$, $u^R$ satisfies (4.3.71), and $\mathcal{L}^R(u)$ is uniformly elliptic in $Q_R$ due to (4.3.72). Then, by the standard Schauder estimate theory with using (4.3.70), (4.3.72), Lemma 4.20, and the estimates (4.3.76)–(4.3.77), the estimate (4.3.73) is obtained. \hfill $\square$
Set
\[ \mathbf{q}_* := (F^\tilde{L}(1), 1). \]

In addition to (4.3.71), \( u^\tilde{L} \) satisfies the boundary condition
\[ \partial_{\xi_2} u^\tilde{L} = 0 \quad \text{on} \quad \partial Q_{\tilde{L}} \cap \{ \xi_2 = 1 \} := \Sigma_{\text{cutoff}}^\tilde{L} \]  
(4.3.78)
due to the slip boundary condition \( \nabla \phi \cdot \mathbf{n}_e = 0 \) on \( \Gamma_{\text{cutoff}, L}^f \) in (4.3.13). Since the boundary \( \Sigma_b^\tilde{L} \) is perpendicular to \( \Sigma_{\text{cutoff}}^\tilde{L} \) at \( \xi = (0, 1) \), and \( u^\tilde{L} \) is a constant on \( \Sigma_b^\tilde{L} \), we can apply the method of reflection and apply standard Schauder estimate theory to \( u^\tilde{L} \) up to \( \Sigma_{\text{cutoff}}^\tilde{L} \) away from \( \mathbf{q}_* \). So the following lemma is obtained.

**Lemma 4.22** Assume the same conditions as in Lemma 4.21. If \( \phi \) is in \( C^{2, \alpha} \) up to \( \Gamma_{\text{cutoff}, L}^f \) away from \( P_{2, L}^f \), then, for any constant \( r_0 \in (0, 1/2) \), there exists a constant \( C_{r_0} > 0 \) depending only on \( (d_0, \alpha, r_0) \) so that \( u^\tilde{L} \) satisfies the estimate
\[ \| u^\tilde{L} \|_{2, \alpha, Q_{\tilde{L}} \cap \{ \xi_2 < 1 \}} \leq C_{r_0} (1 + M_1 \phi^\prime(\varepsilon)) \phi^\prime(\varepsilon). \]  
(4.3.79)

To estimate a weighted \( C^{2, \alpha} \) norm of \( u^\tilde{L} \) near \( \mathbf{q}_* \), we first find \( \hat{\alpha} \in (0, 1) \) so that a priori \( C^{1, \hat{\alpha}} \) estimate of \( u^\tilde{L} \) can be achieved up to \( \mathbf{q}_* \), then we get a priori weighted \( C^{2, \hat{\alpha}} \) estimate of \( u^\tilde{L} \) near \( \mathbf{q}_* \) by using a scaling argument. As we shall see below, the choice of \( \hat{\alpha} \) essentially depends on \( \theta_w \).

**Lemma 4.23** Under the same conditions as in Lemma 4.21, there exist constants \( h_3^* \in [h_2^*, \infty) \), \( r_1 \in (0, 1/2) \), \( \hat{\varepsilon} > 0 \), \( \hat{\sigma} > 0 \) and \( \hat{\alpha} \in (0, 1) \) so that if

(i) \( \tilde{L} \geq 10(1 + h_3^*) \);
(ii) \( \alpha = \hat{\alpha} \) in (4.7) and (4.3.4);
(iii) \( 0 < \varepsilon \leq \hat{\varepsilon} \);
(iv) \( M_2 \phi^\prime(\varepsilon) \leq \hat{\sigma} \),

then \( u^\tilde{L} \) satisfies the estimate
\[ \| u^\tilde{L} \|_{2, \hat{\alpha}, Q_{\tilde{L}} \cap Q_{1/2}(\mathbf{q}_*)} \leq C (1 + M_1 \phi^\prime(\varepsilon)) \phi^\prime(\varepsilon) \]  
(4.3.80)
for some constant \( C > 0 \). Here, \( (h_3^*, r_1, C) \) depend only on \( (\gamma, B_0, d_0) \). The choice of \( (\hat{\varepsilon}, \hat{\sigma}) \) depends only on \( (\gamma, B_0) \), and the choice of \( \hat{\alpha} \) depends only on \( \theta_w \). But, the choice of \( (\hat{\varepsilon}, \hat{\sigma}, \hat{\alpha}) \) is independent of \( d_0 \) and \( L \).

**Proof** The proof is divided into 5 steps.

1. Back to \((x_1, x_2)\)-coordinates, the unit tangential \( \mathbf{\tau}_f = (\tau_1, \tau_2) \) to \( \Gamma_{\text{sh}, L}^f \) at \( P_{2, L}^f \) with \( \mathbf{\tau}_f \cdot \mathbf{e}_2 > 0 \) is expressed as
\[ \mathbf{\tau}_f := \frac{(f'(L), 1)}{\sqrt{(f'(L))^2 + 1}}. \]

Set
\[ \mathbf{a} := (\partial_{x_1}, \partial_{x_2}) \phi(P_{2, L}^f). \]  
(4.3.81)
By differentiating the boundary condition \( \phi = \psi_{\infty} - \psi_0 \) on \( \Gamma_{sh,L}^f \) along the tangential direction at \( P_{2,L}^f \), we get \( \tau_f \cdot a = \partial_{\tau_f} (\psi_{\infty} - \psi_0)(P_{2,L}^f) \). And, the slip boundary condition \( \nabla \phi \cdot n_c = 0 \) on \( \Gamma_{cutoff,L}^f \) can be rewritten as \( (\cos \theta_w, \sin \theta_w) \cdot a = 0 \). We rewrite these two equations for \( a \) in the form of

\[
(\begin{array}{c}
\tau_1 \\
\tau_2 \\
\cos \theta_w \\
\sin \theta_w
\end{array})
(\begin{array}{c}
\tau_1 \\
\tau_2 \\
\cos \theta_w \\
\sin \theta_w
\end{array})^{-1}
(\begin{array}{c}
\partial_{\tau_f} (\psi_{\infty} - \psi_0)(P_{2,L}^f) \\
0
\end{array}) \quad (4.3.83)
\]

By (4.2.3) and (4.2.4), the matrix \( (\begin{array}{cc}
\tau_1 & \tau_2 \\
\cos \theta_w & \sin \theta_w
\end{array}) \) is invertible, so we get

\[
(\begin{array}{c}
\tau_1 \\
\tau_2 \\
\cos \theta_w \\
\sin \theta_w
\end{array})
(\begin{array}{c}
\tau_1 \\
\tau_2 \\
\cos \theta_w \\
\sin \theta_w
\end{array})^{-1}
(\begin{array}{c}
\partial_{\tau_f} (\psi_{\infty} - \psi_0)(P_{2,L}^f) \\
0
\end{array}) = (\begin{array}{c}
\partial_{\tau_f} (\psi_{\infty} - \psi_0)(P_{2,L}^f) \\
0
\end{array}) \quad (4.3.83)
\]

It directly follows from Lemma 2.11, (4.2.1) and (4.3.19) that

\[
|\partial_{\tau_f} (\psi_{\infty} - \psi_0)(P_{2,L}^f)| \leq CM^2(\varepsilon)(1 + L)^{-1 + \beta} \quad (4.3.84)
\]

for some constant \( C > 0 \) depending only on \( (\gamma, B_0, \varepsilon) \). Hereafter, we regard any estimate constant \( C \) to be depending only on \( (\gamma, B_0) \) unless otherwise specified.

We combine (4.3.84) with (4.3.83) to get

\[
|a| \leq CM^2(\varepsilon)(1 + L)^{-1 + \beta} \quad (4.3.85)
\]

Let us define

\[
\Phi(x) = \phi(x) - \phi(P_{2,f}^L) - a \cdot (x - P_{2,f}^L). \quad (4.3.86)
\]

It directly follows from (4.3.13) that \( \Phi \) satisfies

\[
\mathcal{L}^\varphi(\Phi) = 0 \quad \text{in} \quad \Omega_{f,L},
\]

\[
\Phi = (\psi_{\infty} - \psi_0)(f(x_2), x_2) - (\psi_{\infty} - \psi_0)(P_{2,L}^f) - a \cdot ((f(x_2), x_2) - P_{2,L}^f)
\]

\[
=: \tilde{g}(x_2) \quad \text{on} \quad \Gamma_{sh,L}^f,
\]

\[
\nabla \Phi \cdot n_c = 0 \quad \text{on} \quad \Gamma_{cutoff,L}^f.
\]

2. For \( (\eta_1, \eta_2) \)-coordinates given by (4.3.33), set

\[
\Psi(\eta) := \Phi(x_1, x_2),
\]

\[
g(\eta_2) = \tilde{g}(x_2) \quad \text{for} \quad x_2 = -\tilde{f}(\eta_2) \cos \theta_w + \eta_2 \sin \theta_w.
\]

\[
U^L(\xi_1, \xi_2) := \frac{1}{\varepsilon^{\beta}} \Psi(\tilde{L}\xi_1, \tilde{L}\xi_2) \quad \text{for} \quad \xi = (\xi_1, \xi_2) \in Q_L.
\]

By (4.3.42), (4.3.63), and (4.3.85), we have

\[
|U^L(\xi)| \leq C(1 + M^2(\varepsilon))q^2(\varepsilon) \quad \text{for all} \quad \xi \in Q_L. \quad (4.3.87)
\]
And, $U^L$ satisfies
\[ L^\psi_L(U^L) = \sum_{i,j=1}^{2} A^\psi_{ij} L^\rho_{ij} U^L_{\xi_i \xi_j} = 0 \quad \text{in } Q_L, \]
\[ \partial_{\xi_2} U^L = 0 \quad \text{on } \Sigma^L_{\text{cutoff}}, \]
\[ U^L(F^L(\xi_2), \xi_2) = \frac{g(\tilde{L}\xi_2)}{\tilde{L}^\rho} : G^L(\xi_2) \quad \text{on } \Sigma^L_{\text{sh}} \]
for $F^L$ given by (4.3.57). The boundary condition of $U^L$ on $\Sigma^L_{\text{cutoff}}$ stated in (4.3.88) holds because $a \cdot n = 0$ for $n = (\cos \theta_w, \sin \theta_w)$ according to (4.3.82).

By (4.3.19), we have
\[ \frac{dG^L}{d\xi_2} = \tilde{L}^{1-\beta} \left( \rho_{st} u_{st} \kappa_w (\rho' - f'_0) - (f'(x_2), 1) \right) \]
for $x_2 = -\tilde{f}(\tilde{L}\xi_2) \cos \theta_w + \tilde{L}\xi_2 \sin \theta_w$. Note that $G^L(1) = (G^L)'(1) = 0$. And, a direct computation with using Lemma 2.11, (4.2.1), (4.3.51), (4.3.63) and (4.3.85) yields that
\[ \left\| \frac{dG^L}{d\xi_2} \right\| \leq CM_1 q_0^2(\varepsilon). \]

So we obtain that
\[ |G^L(\xi_2)| \leq CM_1 q_0^2(\varepsilon) |\xi_2 - 1|^{1+\alpha} \quad \text{for all } \xi_2 \in [\frac{1}{2}, 1]. \]

Let $(r, \theta)$ be the polar coordinates centered at $q^*$ with $\Sigma^L_{\text{cutoff}} \subset \{ \theta = 0 \}$. By (4.2.7), (4.3.67), (4.3.53) and (4.3.91), one can find a sufficiently large constant $h_3^* \in [h_2^*, \infty)$, and a small constant $r_1 \in (0, \frac{1}{2})$ depending on $d_0 > 0$ so that if
\[ \tilde{L} \geq 10(1 + h_3^*), \]
then the following properties hold:

(i) For $a_w = \frac{\pi}{2} - \theta_w$,
\[ \Sigma^L_{\text{sh}} \subset \left\{ -\frac{\pi}{2} + \frac{3}{4} a_w < \theta < -\frac{3}{4} \theta_w \right\}; \]

(ii)
\[ \{ (r, \theta) \in [0, r_1) \times (-\frac{3}{4} \theta_w, 0) \} \subset \left( Q_L \cap B_r(q^*) \right) \subset \{ (r, \theta) \in [0, r_1) \times (-\frac{\pi}{2} + \frac{3}{4} a_w, 0) \}; \]

(iii)
\[ |U^L(r, \theta)| \leq CM_1 q_0^2(\varepsilon) r^{1+\alpha} \quad \text{on } \Sigma^L_{\text{sh}} \cap B_{r_1}(q^*). \]

3. Set
\[ \mu_1 := \frac{1}{2} \left( \frac{\pi}{2} - a_w \right), \quad \text{and} \quad \mu_0 := \frac{a_w}{4}. \]
Then, we have

$$\cos(\mu_1 \theta - \mu_0) \geq \sin \frac{a_w}{4} \quad \text{for all } \theta \in \left(-\frac{\pi}{2} + \frac{3}{4}a_w, 0\right). \quad (4.3.97)$$

Next, we define a function $V(r, \theta)$ by

$$V(r, \theta) = Kr^{1+\alpha} \cos(\mu_1 \theta - \mu_0) \quad (4.3.98)$$

for positive constants $K > 0$ and $\alpha \in (0, 1)$ to be determined later. By (4.3.94) and (4.3.97), $V$ satisfies

$$V(r, \theta) \geq Kr^{1+\alpha} \sin \frac{a_w}{4} \quad \text{in } Q_\tilde{L} \cap B_{r_1}(q). \quad (4.3.99)$$

Since $\Sigma_{\text{cutoff}} \subset \{\theta = 0\}$, we have

$$\partial_{n_j} V = \frac{1}{r} \partial_{\theta_j} V = Kr^{\alpha_1} \mu_1 \sin \frac{a_w}{4} > 0 \quad \text{on } \Sigma_{\text{cutoff}} \cap B_{r_1}(q). \quad (4.3.100)$$

By Lemma 2.11, (3.22), (4.3.33), (4.3.45), (4.3.72) and (4.3.97), we have

$$\mathcal{L}_L^\psi (V) = (\rho^e_{\alpha})^\gamma - 1 \Delta V + \sum_{i,j=1}^2 \frac{1}{r} (A_{ij}^{\psi,L} - A_{ij}^{0,L}) \partial_{\xi_i \xi_j} V - (a_w \sec \theta_w)^2 \partial_{\xi_1 \xi_2} V \leq Kr^{\alpha_1} \left( (\rho^e_{\alpha})^\gamma - 1 ((\alpha + 1)^2 - \mu_1^2) \cos(\mu_1 \theta - \mu_0) + C(M_2 + 1)q_\psi(\epsilon) \right) \quad (4.3.101)$$

in $Q_\tilde{L} \cap B_{r_1}(q)$. Since $\mu_1 > 1$ by (4.3.96), we can express $\mu_1$ as

$$\mu_1 = 1 + \delta_1 \quad \text{for } \delta_1 > 0.$$ 

In (4.3.98), we choose $\alpha$ as

$$\alpha = \frac{1}{2} \min\{1, \delta_1\} =: \hat{\alpha}. \quad (4.3.102)$$

Then we obtain from (4.3.97) and (4.3.101) that

$$\mathcal{L}_L^\psi (V) \leq Kr^{\hat{\alpha} - 1} \left( -(\rho^e_{\alpha})^\gamma - 1 \delta_1 (1 + \hat{\alpha}) \sin \frac{a_w}{4} + C(M_2 + 1)q_\psi(\epsilon) \right) \quad \text{in } Q_\tilde{L} \cap B_{r_1}(q).$$

Since $(\delta_1, \hat{\alpha}, a_w, C)$ are fixed independently of $\epsilon = \frac{1}{M_\infty} > 0$, and since $\rho^e_{\alpha}$ is a continuous function with respect to $\epsilon$, it follows from (2.12) and Lemma 2.11 that

$$\lim_{\epsilon \to 0^+} \left( -(\rho^e_{\alpha})^\gamma - 1 \delta_1 (1 + \hat{\alpha}) \sin \frac{a_w}{4} + Cq_\psi(\epsilon) \right) = -(h^{-1}(B_0))^{\gamma - 1} \delta_1 (1 + \hat{\alpha}) \sin \frac{a_w}{4} < 0$$

Therefore, there exist small constants $\hat{\epsilon} > 0$ and $\hat{\sigma} > 0$ depending only on $(\gamma, B_0)$ so that if

$$0 < \epsilon \leq \hat{\epsilon}, \quad \text{and} \quad M_2q_\psi(\epsilon) \leq \hat{\sigma}, \quad (4.3.103)$$

then we have

$$\mathcal{L}_L^\psi (V) < 0 \quad \text{in } Q_\tilde{L} \cap B_{r_1}(q). \quad (4.3.104)$$
By (4.3.87), (4.3.95) and (4.3.97), we can fix a constant \( C > 0 \) so that if \( K \) in (4.3.98) is given by

\[
K = \frac{C^*(1 + M_1 q_y(\varepsilon))q_y(\varepsilon)}{r_1^{1+\hat{\alpha}} \sin \frac{a_m}{4}}, \tag{4.3.105}
\]

then \( U^L \) satisfies

\[
U^L \leq V \quad \text{on } (Q_L \cap \partial B_{r_1}(q_\ast)) \cup (\Sigma_{sh}^L \cap B_{r_1}(q_\ast)). \tag{4.3.106}
\]

For \((\mu_1, \mu_0), \hat{\alpha} \) and \( K \) given by (4.3.96), (4.3.102) and (4.3.105), respectively, we obtain from (4.3.100), (4.3.104) and (4.3.106) that

\[
L_{\phi} U^L - V > 0 \quad \text{in } Q_L \cap B_{r_1}(q_\ast),
\]

\[
\partial_n U^L - V < 0 \quad \text{on } \Sigma_{\text{cutoff}}^L \cap B_{r_1}(q_\ast),
\]

\[
U^L - V \leq 0 \quad \text{on } (Q_L \cap \partial B_{r_1}(q_\ast)) \cup (\Sigma_{sh}^L \cap B_{r_1}(q_\ast))
\]

under the same conditions as in Proposition 4.14, provided that (4.3.92) and (4.3.103) hold. Then, it follows from the maximum principle and the Hopf’s lemma that

\[
U^L \leq V \quad \text{in } \overline{Q_L \cap B_{r_1}(q_\ast)}.
\]

By using (4.3.87) and the linearity (4.3.88), one can similarly check that \( U^L \geq -V \) in \( \overline{Q_L \cap B_{r_1}(q_\ast)} \). Therefore we obtain that

\[
|U^L(r, \theta)| \leq Kr^{1+\hat{\alpha}} \quad \text{in } \overline{Q_L \cap B_{r_1}(q_\ast)} \tag{4.3.107}
\]

for \( K \) given by (4.3.105) and \( \hat{\alpha} \) given by (4.3.102).

4. For a fixed \( \zeta = (\zeta_1, \zeta_2) \in Q_L \cap B_{r_1/2}(q_\ast) \setminus \{q_\ast\} \), set

\[
d_\zeta := |\zeta - q_\ast|. \tag{4.3.108}
\]

For \( \hat{\alpha} \) given by (4.3.102), we define

\[
w^{(\zeta)}(z) := \frac{1}{d_\zeta^{1+\hat{\alpha}}} U^L(\zeta + \frac{d_\zeta}{2} z) \quad \text{in } \{z = (z_1, z_2) \in B_1(0) : \zeta + \frac{d_\zeta}{2} z \in Q_L \cap B_{r_1}(q_\ast)\} =: B^\zeta_1,
\]

\[
j^{(\zeta)}(z_2) := \frac{2}{d_\zeta} (F^L(\zeta_2 + \frac{d_\zeta}{2} z_2) - \zeta_1).
\]

Then we have

\[
\sup_{\zeta \in Q_L \cap B_{r_1/2}(q_\ast) \setminus \{q_\ast\}} \|w^{(\zeta)}\|_{C^0(B^\zeta_1)} \leq 4K \tag{4.3.109}
\]
for $K$ given by (4.3.105). And, by (4.3.88), $w^{(\zeta)}$ satisfies

$$\sum_{i,j=1}^{2} A_{ij}^{\tilde{L}}(\zeta + \frac{d\xi}{2} z) \partial_{z_i z_j} w^{\zeta}(z) = 0 \quad \text{in } B_1^\zeta,$$

$$\partial_{z_2} w^{(\zeta)} = 0 \quad \text{on } \partial B_1^\zeta \cap \{z : \zeta + \frac{d\xi}{2} z \in \Sigma_{\text{cutoff}}^\zeta\} =: \partial B_{1,\text{cutoff}}^\zeta,$$

$$w^{(\zeta)}(f^{(\zeta)}(z_2), z_2) = \frac{1}{d^1(\tilde{\zeta} + \hat{\alpha})} G^\zeta(\zeta_2 + \frac{d\xi}{2} z_2) =: g^{(\zeta)}(z_2)$$

on $\partial B_1^\zeta \cap \{z : \zeta + \frac{d\xi}{2} z \in \Sigma_{\text{sh}}^\zeta\} := \partial B_{1,\text{sh}}^\zeta$.

For each $\zeta = (\zeta_1, \zeta_2) \in \overline{Q_{\tilde{L}} \cap \overline{B_{r_1/2}(q_*)}} \setminus \{q_*\}$, let $\mathcal{I}_{\text{sh}}^\zeta := \{z_2 \in \mathbb{R} : (f^{(\zeta)}(z_2), z_2) \in \partial B_{1,\text{sh}}^\zeta\}$. Then, a direct computation with using Lemma 2.11, (4.3.85), (4.3.89) and (4.3.91) yields that

$$\|g^{(\zeta)}\|_{C^{2,\hat{\alpha}}(\mathcal{I}_{\text{sh}}^\zeta)} \leq CM_1 q_\gamma^\zeta(\epsilon)$$

(4.3.110) provided that $\mathcal{I}_{\text{sh}}^\zeta$ is nonempty. Then, by Lemma 4.20(b) and (4.3.72), we can apply a standard Schauder estimate theory to obtain from (4.3.105), (4.3.109) and (4.3.110) that

$$\|w^{(\zeta)}\|_{2,\hat{\alpha}, B_{r_1/2}^{\text{sh}}} \leq C (1 + M_1 q_\gamma(\epsilon)) q_\gamma(\epsilon) \quad \text{for all } \zeta \in \overline{Q_{\tilde{L}} \cap \overline{B_{r_1/2}(q_*)}} \setminus \{q_*\},$$

and this yields the estimate

$$\|U^{\tilde{L}}\|_{2,\hat{\alpha}, Q_{\tilde{L}} \cap B_{r_1/2}(q_*)} \leq C (1 + M_1 q_\gamma(\epsilon)) q_\gamma(\epsilon).$$

(4.3.111)

In the estimates of $w^{(\zeta)}$ and $U^{\tilde{L}}$, the estimate constants $C$ may be different from each other, but both constants can be chosen depending only on $d_0$.

5. By (4.3.69), (4.3.78), (4.3.81) and (4.3.86), we have

$$\|u^{\tilde{L}}\|_{2,\hat{\alpha}, Q_{\tilde{L}} \cap B_{r_1/2}(q_*)} \leq \|U^{\tilde{L}}\|_{2,\hat{\alpha}, Q_{\tilde{L}} \cap B_{r_1/2}(q_*)} + \frac{1}{L_{\beta}} |\tilde{\phi}_\infty(\tilde{f}(\zeta_2^{q_*}), \zeta_2^{q_*})| + \tilde{L}^{1-\beta} |\alpha|$$

where $\zeta_2^{q_*}$ denotes $\zeta_2$-coordinate of $q_*$. Finally, we apply (4.3.77), (4.3.85) and (4.3.111) to obtain that

$$\|u^{\tilde{L}}\|_{2,\hat{\alpha}, Q_{\tilde{L}} \cap B_{r_1/2}(q_*)} \leq C (1 + M_1 q_\gamma(\epsilon)) q_\gamma(\epsilon)$$

for some constant $C > 0$.

We fix $(\alpha, r_0) = (\hat{\alpha}, r_1)$ in the estimate (4.3.79), then combine the resultant estimate with (4.3.80) to conclude that

$$\|u^{\tilde{L}}\|_{2,\hat{\alpha}, Q_{\tilde{L}} \cap (\{q_2 \leq \frac{r_0}{20}\} \setminus \{\zeta \})} \leq C (1 + M_1 q_\gamma(\epsilon)) q_\gamma(\epsilon).$$

(4.3.112)

The proof is completed. \(\square\)
Lemma 4.24 Let \((\hat{\alpha}, \hat{\beta}, \hat{\sigma})\) be from Lemma 4.23. Fix \(\beta \in (0, 1)\), and fix \(\alpha\) as \(\alpha = \hat{\alpha}\) in (4.2.1) and (4.3.4). Let us assume the same conditions as Proposition 4.14. In addition, assume that

\[
0 < \varepsilon < \hat{\epsilon}, \quad \text{and} \quad M_2 q_{\gamma}(\varepsilon) \leq \hat{\sigma}
\]

so that Lemma 4.23 holds. Then, there exists a sufficiently large constant \(H_0 > 1\) depending on \(d_0\) so that if \(L \geq H_0\), and if \(\phi \in C^1(\Omega_{f,L}) \cap C^2(\Omega_{f,L})\) is a solution to the linear boundary value problem (4.3.13), then we have

\[
\|\phi\|_{2,\hat{\alpha},\Omega_{f,L}} \leq C(1 + M_1 q_{\gamma}(\varepsilon)) q_{\gamma}(\varepsilon) \quad (4.3.113)
\]

for a constant \(C > 0\) depending only on \((\gamma, B_0, d_0)\).

Proof The proof is divided into three steps.

1. By (4.3.63), we can fix a constant \(H_0 > 0\) sufficiently large depending on \(d_0 > 0\) so that if \(L \geq H_0\), then \(L\) given by (4.3.55) satisfies \(L \geq 10(1 + h_\sigma)\) for \(h_\sigma\) from Lemma 4.23. If \(L \geq H_0\) and if \(\phi \in C^1(\Omega_{f,L}) \cap C^2(\Omega_{f,L})\) is a solution to (4.3.13), then it follows from Lemmas 4.21–4.23 that \(u^\phi\) given by (4.3.69) satisfies the following estimates:

\[
\sup_{4h_\sigma \leq R \leq \frac{4}{5} L} \|u^R\|_{2,\hat{\alpha},Q_R \cap \{ h_\sigma < h_\sigma \}} \leq C(1 + M_1 q_{\gamma}(\varepsilon)) q_{\gamma}(\varepsilon),
\]

\[
\|u^L\|_{2,\hat{\alpha},Q_L \cap \{ h_\sigma \}} \leq C(1 + M_1 q_{\gamma}(\varepsilon)) q_{\gamma}(\varepsilon)
\]

for \(h_\sigma\) from Lemma 4.20. Here, the estimate constant \(C\) depends on \(d_0\).

For \(R \in [4h_\sigma, \frac{4}{5} L] \cup \{ \tilde{L}\}\), let us define

\[
D_R := \left\{ \eta = (\eta_1, \eta_2) : \xi = \frac{\eta}{R} \in Q_R \cap \left\{ \frac{3}{5} < \zeta_2 < \frac{9}{10} \right\} \right\} \quad \text{for} \quad R \in [4h_\sigma, \frac{4}{5} L],
\]

\[
D_{\tilde{L}} := \left\{ \eta = (\eta_1, \eta_2) : \xi = \frac{\eta}{L} \in Q_{\tilde{L}} \cap \{ \zeta_2 > \frac{3}{5} \} \right\} \quad \text{for} \quad R = \tilde{L}.
\]

Then, for \(\Lambda_{f,L}\) given by (4.4.3), we have

\[
(\Lambda_{f,L} \cap \{ \eta_2 > 3h_\sigma \}) \subset \bigcup_{R \in [4h_\sigma, \frac{4}{5} L] \cup \{ \tilde{L}\}} D_R.
\]

So, for any given \(\eta \in \Lambda_{f,L} \cap \{ \eta_2 > 3h_\sigma \}\), there exists a constant \(R \in [4h_\sigma, \frac{4}{5} L] \cup \{ \tilde{L}\}\) such that \(\eta = (\eta_1, \eta_2) \in D_R\). And, such a constant \(R\) satisfies

\[
\eta_2 < R < 2\eta_2. \quad (4.3.115)
\]

For \(\tilde{\phi}(\eta)\) given by (4.3.39), let us set

\[
A_k(\eta) := (1 + \eta_2)^{k-\beta} \sum_{l=0}^{k} |\partial_{\eta_1}^l \partial_{\eta_2}^{-l} \tilde{\phi}(\eta)| \quad \text{for} \quad k = 0, 1.
\]

Then it directly follows from (4.3.69) that

\[
A_k(\eta) = \left(\frac{1 + R\zeta_2}{R}\right)^{k-\beta} \sum_{l=0}^{k} |\partial_{\xi_1}^l \partial_{\xi_2}^{-l} u^R(\xi)| \quad \text{for} \quad \xi = \frac{\eta}{R}. \quad (4.3.116)
\]
Since
\[ \frac{1}{2} \leq \frac{1 + R\zeta_2}{R} \leq \frac{1}{4h_2^2} + 1 \quad \text{for } \zeta \in \left[ \frac{1}{2}, 1 \right] \text{ and } R \in [4h_2^2, \frac{4}{5} \tilde{L}] \cup \{ \tilde{L} \}, \]
(4.3.117)
we obtain from (4.3.114) and (4.3.116) that
\[ \sup_{\eta \in \Lambda_{f,L} \cap \{ \eta_2 \geq 3h_2^2 \}} A_1(\eta) \leq C(1 + M_1q_\nu(\varepsilon))q_\nu(\varepsilon), \]
(4.3.118)
and this yields that
\[ \| \tilde{f} \|^{(\beta)}_1 \leq C(1 + M_1q_\nu(\varepsilon))q_\nu(\varepsilon). \]
(4.3.119)

2. For \( \eta = (\eta_1, \eta_2), \eta' = (\eta'_1, \eta'_2) \in \Lambda_{f,L} \cap \{ \eta_2 > 3h_2^* \} \), let \( x = (x_1, x_2) \), \( x' = (x'_1, x'_2) \) be given by (4.3.33), corresponding to \( \eta, \eta' \), respectively. And, let us define
\[ \delta^{(2)}_\eta := \min \{ 1 + \eta_2, |\eta - P_{2,L}^f| \}, \quad \delta^{(2)}_{\eta,\eta'} := \min \{ \delta^{(2)}_\eta, \delta^{(2)}_{\eta'} \}, \]
\[ \delta^{(2)}_x := \min \{ 1 + x_2, |x - P_{2,L}^f| \}, \quad \delta^{(2)}_{x,x'} := \min \{ \delta^{(2)}_x, \delta^{(2)}_{x'} \}. \]

Similarly to (4.3.64), one can directly check by using (4.3.63) that
\[ \omega_2 \leq \frac{1 + \min \{ \eta_2, \eta'_2 \}}{1 + \min \{ x_2, x'_2 \}} \leq \frac{1}{\omega_2}, \]
\[ \omega_2 \leq \frac{\delta^{(2)}_\eta}{1 + \eta_2} \cdot \frac{1 + x_2}{\delta^{(2)}_x} \leq \frac{1}{\omega_2}, \]
\[ \omega_2 \leq \frac{\delta^{(2)}_{\eta,\eta'}}{1 + \max \{ \eta_2, \eta'_2 \}} \cdot \frac{1 + \max \{ x_2, x'_2 \}}{\delta^{(2)}_{x,x'}} \leq \frac{1}{\omega_2} \]
for some constant \( \omega_2 \in (0, 1) \) depending only on \( \theta_\nu \).

Set
\[ A_2(\eta) := (1 + \eta_2)^{k-\beta} \left( \frac{\delta^{(2)}_\eta}{1 + \eta_2} \right)^{1-\hat{a}} \sum_{l=0}^{2} |\partial_{\eta'_1}^l \partial_{\eta'_2}^{2-l} \tilde{f}(\eta)|. \]

By (4.3.69), we can rewrite \( A_2(\eta) \) as
\[ A_2(\eta) = \left( \frac{1 + R\zeta_2}{R} \right)^{2-\beta} \left( \frac{\delta^{(2)}_\eta}{1 + \eta_2} \right)^{1-\hat{a}} \sum_{l=0}^{2} |\partial_{\eta'_1}^l \partial_{\eta'_2}^{2-l} u^R(\xi)|. \]

By (4.3.108) and (4.3.115), we can estimate \( \frac{\delta^{(2)}_\eta}{1 + \eta_2} \) as
\[ \frac{\delta^{(2)}_\eta}{1 + \eta_2} \leq \begin{cases} 1 & \text{if } R \leq \frac{4}{5} \tilde{L}, \\ 4d_\xi & \text{if } R = \tilde{L} \end{cases} \]
(4.3.121)
for \( d_\xi \) given by (4.3.108). So we obtain from (4.3.114) that
\[ \sup_{\eta \in \Lambda_{f,L} \cap \{ \eta_2 \geq 3h_2^2 \}} A_2(\eta) \leq C(1 + M_1q_\nu(\varepsilon))q_\nu(\varepsilon). \]
(4.3.122)
3. Let us fix two distinct points \( \eta = (\eta_1, \eta_2), \eta' = (\eta'_1, \eta'_2) \in \Lambda_{f, L} \cap \{ \eta_2 > 3h_2^* \} \). Without loss of generality, we assume that \( \eta_2 \leq \eta'_2 \). And, set

\[
A_{1+\hat{\alpha}}(\eta, \eta') := (1 + \eta_2)^{1+\beta} \sum_{k=1,2} \left| \frac{\partial \tilde{\phi}(\eta) - \partial \tilde{\phi}(\eta')}{|\eta - \eta'|^{\hat{\alpha}}} \right|
\]

\[
A_{2+\hat{\alpha}}(\eta, \eta') := (1 + \eta_2)^{2+\beta} \sum_{j=0}^{2} \left| \frac{\partial^{2-j} \tilde{\phi}(\eta) - \partial^{2-j} \tilde{\phi}(\eta')}{|\eta - \eta'|^{\hat{\alpha}}} \right|
\]

(Case 1) Suppose that \( |\eta - \eta'| \leq \frac{\eta'_2}{40} \), and \( \eta' \in D_R \) for dome \( R \in [4h_2^*, \frac{4}{3} \tilde{L}] \cup \{ \tilde{L} \} \). Then, we have \( \zeta, \zeta' \in Q_R \) for \( \zeta = \frac{\eta}{R} \) and \( \zeta' = \frac{\eta'}{R} \). Then, by (4.3.114), (4.3.117) and (4.3.121), we obtain that

\[
A_{1+\hat{\alpha}}(\eta, \eta') + A_{2+\hat{\alpha}}(\eta, \eta') \leq C (1 + M_1 q_y(\varepsilon)) q_y(\varepsilon).
\]

(Case 2) Suppose that \( |\eta - \eta'| \geq \frac{\eta'_2}{40} \). Then, by (4.3.114), we have

\[
A_{1+\hat{\alpha}}(\eta, \eta') \leq \left( \frac{1 + \eta_2}{10 \eta'_2} \right) \hat{\alpha} (A_1(\eta) + A_1(\eta')).
\]

Since \( \frac{\delta^{(2)}_{\eta, \eta'}}{1+\eta_2} \leq \min \left\{ \frac{\delta^{(2)}_\eta}{1+\eta_2}, \frac{\delta^{(2)}_{\eta'}}{1+\eta_2} \right\} \), and \( \min \left\{ \frac{\delta^{(2)}_\eta}{1+\eta_2}, \frac{\delta^{(2)}_{\eta'}}{1+\eta_2} \right\} \leq 1 \), we also have

\[
A_{2+\hat{\alpha}}(\eta, \eta') \leq \left( \frac{1 + \eta_2}{40 \eta'_2} \right) \hat{\alpha} (A_2(\eta) + A_2(\eta')).
\]

Then, we obtain from (4.3.118) and (4.3.122) that

\[
\sup_{\eta, \eta' \in \Lambda_{f, L} \cap \{ \eta_2 \geq 3h_2^* \}} A_{1+\hat{\alpha}}(\eta, \eta') + A_{2+\hat{\alpha}}(\eta, \eta') \leq C (1 + M_1 q_y(\varepsilon)) q_y(\varepsilon).
\] (4.3.123)

In the estimates (4.3.119), (4.3.122) and (4.3.123), the estimate constants \( C \) are different, but they all depend on \( \eta_0 > 0 \), but they are independent of \( \beta \in (0, 1) \) and \( \tilde{L} \). Therefore, by combining all the estimates (4.3.119), (4.3.122) and (4.3.123), we get

\[
\| \tilde{\phi} \|_{2, \hat{\alpha}, \Lambda_{f, L} \cap \{ \eta_2 > 3h_2^* \}} \leq C (1 + M_1 q_y(\varepsilon)) q_y(\varepsilon).
\] (4.3.124)

Finally, the estimate (4.3.113) can be derived by using Lemma 4.16, (4.3.120) and (4.3.124). This completes the proof. \( \square \)

**Proof of Proposition 4.14** Let \( (\hat{\alpha}, \hat{\varepsilon}, \hat{\sigma}) \) be from Lemma 4.23, and let \( H_0 \) be from Lemma 4.24. And, assume that

\[
0 < \varepsilon < \hat{\varepsilon}, \quad M_2 q_y(\varepsilon) \leq \hat{\sigma}, \quad L \geq H_0
\]

so that Lemma 4.24 holds. Then, the proof of Proposition 4.14 is given by employing the method of continuity if we choose \( L_{wp} \) as \( L_{wp} = H_0 \). An auxiliary boundary value problem for the method of continuity is given in the following.
For fixed functions $\tilde{\mathcal{F}} \in C^{(1-\hat{\alpha}, \partial \Omega_{f,L})}(\Omega_{f,L})$ and $\mathcal{G} \in C^{\hat{\alpha}}(\Gamma_{\text{cutoff},L})$, with satisfying the compatibility conditions

$$\tilde{\mathcal{F}} = 0 \quad \text{on} \quad \partial \Omega_{f,L} \setminus \Gamma_{\text{cutoff},L}, \quad \mathcal{G}(P_{\tilde{\mathcal{F}}_{f,L}}) = 0,$$  \quad (4.3.125)

we consider the following auxiliary boundary value problem:

$$\begin{cases} 
\Delta \Phi = \tilde{\mathcal{F}} & \text{in} \quad \Omega_{f,L} \\
\Phi = 0 & \text{on} \quad \partial \Omega_{f,L} \setminus \Gamma_{\text{cutoff},L} \\
\partial_n \Phi = \mathcal{G} & \text{on} \quad \Gamma_{\text{cutoff},L} 
\end{cases}$$ \quad (4.3.126)

Since $\Omega_{f,L} \subset \mathbb{R}^2$, we can apply Sobolev inequality and Hölder inequality to conclude from Lax-Milgram theorem that (4.3.126) has a unique weak solution $\Phi \in H^1(\Omega_{f,L})$. By local estimates of a weak solution, one can check that $\Phi$ is continuous up to the boundary in $\Omega_{f,L}$, and that $\Phi$ is $C^{1,\hat{\alpha}}$ up to the boundary away from $P_{f_{2,L}}$. Furthermore, local scaling arguments of $\Phi$ yield a priori weighted $C^{2,\hat{\alpha}}$ estimate away from $P_{f_{2,L}}$.

For a fixed function $H \in C^{2,\hat{\alpha}}(\Omega_{f,L})$, with satisfying the compatibility conditions

$$\Delta H = 0 \quad \text{on} \quad \partial \Omega_{f,L} \setminus \Gamma_{\text{cutoff},L}, \quad \partial_n H(P_{f_{2,L}}) = 0,$$  \quad (4.3.127)

if and only if $\hat{\Phi} := \Psi - \tilde{\Psi}$ solves

$$\begin{cases} 
\Delta \hat{\Phi} = \tilde{\mathcal{F}} & \text{in} \quad \Omega_{f,L} \\
\hat{\Phi} = 0 & \text{on} \quad \partial \Omega_{f,L} \setminus \Gamma_{\text{cutoff},L} \\
\partial_n \hat{\Phi} = \mathcal{G} & \text{on} \quad \Gamma_{\text{cutoff},L} 
\end{cases}$$ \quad (4.3.128)

for $(\tilde{\mathcal{F}}, \mathcal{G}) = - (\Delta \tilde{\mathcal{F}}, \partial_n \tilde{\mathcal{F}})$ satisfying (4.3.125). Therefore, the well-posedness of (4.3.127) directly follows from the well-posedness of (4.3.126).

Then, we can apply the method of continuity to conclude that, for any $\phi \in I_{M_{2,L}}^f$, the linear boundary value problem (4.3.13) associated with $\phi$ has a unique solution $\hat{\phi} \in C^2(\Omega_{f,L}) \cap C^1(\Omega_{\text{cutoff},L})$. Then, Lemma 4.24 directly yields the estimate (4.3.16).
4.4 Detached Shocks in Cut-off Domains

Let \( \hat{\epsilon} > 0 \) be from Lemma 4.23, and let us fix a detached distance \( d_0 > 0 \). Let \( H_0 > 1 \) be from Lemma 4.24. For \( \psi_\infty \) given by (3.12) with \( M_\infty \geq \frac{1}{2} \), and \( L \geq H_0 \), we prove Proposition 4.6, thus solve Problem 4.2.

Throughout §4.4, we assume that \( (M_1, M_2, \epsilon, L) \) satisfy the following conditions.

**Condition 4.25**

(i) For \( M^*_1, M^*_2 \) from Lemmas 4.8, 4.12, respectively, assume that

\[
M_1 \geq M^*_1, \quad M_2 \geq M^*_2;
\]

(ii) For \( \epsilon_2, \hat{\epsilon} \) from Lemmas 2.11, 4.23, respectively, assume that

\[
0 < \epsilon \leq \min\{\epsilon_2, \hat{\epsilon}\};
\]

(iii) For \( \sigma \) from Lemma 4.10, assume that

\[
(M_1 + 1)q_\psi(\epsilon) \leq \min\{\sigma_2, \frac{\cot \theta_w}{4}, \frac{\tan \theta_w}{4}\};
\]

(iv) For \( \hat{\sigma} \) from Lemma 4.23, assume that

\[
M_2 q_\psi(\epsilon) \leq \hat{\sigma};
\]

(v) For \( H_0 > 1 \) from Lemma 4.24, assume that

\[
L \geq H_0.
\]

Fix \( \beta \in (0, 1) \). Under Condition 4.25, let \( \mathcal{J}_{M_1, L} \) be given by (4.2.1) with \( \alpha = \hat{\alpha} \) for \( \hat{\alpha} \) from Lemma 4.23. And, for each \( f \in \mathcal{J}_{M_1, L} \), let \( \mathcal{I}_{M_2, L}^f \) be given by (4.3.4) with \( \alpha = \hat{\alpha} \). Then, all the lemmas and propositions stated up to §4.3 hold.

**Lemma 4.26** One can fix \( M_2 \in [M^*_2, \infty) \) depending on \( d_0 > 0 \) so that, for any \( f \in \mathcal{J}_{M_1, L} \), the nonlinear boundary value problem (4.3.3) in \( \Omega_{f,L} \) has a unique solution \( \phi \in \mathcal{I}_{M_2, L}^f \).

**Proof** By Proposition 4.14, for each fixed \( f \in \mathcal{J}_{M_1, L} \) and \( \varphi \in \mathcal{I}_{M_2, L}^f \), the linear boundary value problem (4.3.13) associated with \( \varphi \) admits a unique solution \( \phi \in C^2(\Omega_{f,L}) \cap C^1(\overline{\Omega_{f,L}}) \), and the solution \( \phi \) satisfies the estimate (4.3.16). By Condition 4.25(iv) and the estimate (4.3.16), we have

\[
\|\phi\|_{2, \hat{\alpha}, \Omega_{f,L}} \leq C (\sigma_2 + \cot \theta_w + \tan \theta_w) q_\psi(\epsilon)
\]

(4.4.1)

for the constant \( C \) from (4.3.16).

Now, we choose the constant \( M_2 \) as

\[
M_2 = 1 + M^*_2 + C (\sigma_2 + \cot \theta_w + \tan \theta_w).
\]

(4.4.2)

Then we apply the Schauder fixed point theorem to show that the nonlinear boundary value problem (4.3.3) has at least one solution in \( \mathcal{I}_{M_2, L}^f \). Furthermore, the uniqueness of the solution to (4.3.3) in \( \mathcal{I}_{M_2, L}^f \) can be proved by the maximum principle of nonlinear elliptic boundary value problem. \( \square \)
Now, we are ready to prove Proposition 4.6.

**Proof of Proposition 4.6** The proof is divided into three steps.

1. By Lemma 4.26, for each \( f \in J_{M_1, L} \), the nonlinear boundary value problem (4.3.3) in \( \Omega_{f, L} \) admits a unique solution \( \phi^f \in I_{M_2, L}^f \) for \( M_2 \) given by Lemma 4.26. For such \( \phi^f \), let us set

\[
\psi^f(x) := \phi^f(x) + \psi_0(x) \quad \text{in} \quad \Omega_{f, L}
\]  

(4.4.3)

for \( \psi_0 \) given by (3.22). For \( \hat{\rho} \) from Lemma 3.1, we define \( \hat{f} : [0, L] \rightarrow \mathbb{R} \) by

\[
\hat{f}(x_2) := b_0 - d_0 + \int_0^{x_2} \frac{\psi_{x_1}^f(f(t), t)}{\psi_{x_2}^f(f(t), t) - u_\infty \hat{\rho}(|\nabla \psi^f|^2)(f(0), 0)} dt.
\]  

(4.4.4)

Then, we have \( \hat{f}(0) = b_0 - d_0 \). Due to the boundary condition \( \psi = 0 \) on \( \Gamma_{\text{sym}} \) stated in (4.3.1), (4.4.4) yields that

\[
\hat{f}'(0) = \frac{\psi_{x_1}^f(f(0), 0)}{\psi_{x_2}^f(f(0), 0) - u_\infty \hat{\rho}(|\nabla \psi^f|^2)(f(0), 0)} = 0.
\]

For \( f_0 \) defined by (3.22), a direct computation with using (3.22) and (4.3.18) yields that

\[
(f - f_0)(x_2) = \int_0^{x_2} \phi_{x_1}^f(x) - \frac{\rho_{x}^e u_{x_1}^e}{u_{x_1}^e - u_\infty} \left( \left( \hat{\rho}(|\nabla \psi^f(x)|^2) - \hat{\rho}(|\nabla \psi_0|^2) \right) u_\infty - \phi_{x_2}^f(x) \right) \bigg|_{x=(f(t), t)} dt
\]

\[
=: \int_0^{x_2} F(t) dt.
\]

For \( \epsilon = 0 \), we have \( |\rho_{x}^e (u_{x_1}^e - u_\infty)| = ((\gamma - 1) B_0)^{-\frac{1}{\gamma - 1}} \sqrt{2 B_0} > 0 \). And, we have

\[
|\phi_{x_2}^f + \rho_{x}^e u_{x_1}^e - \hat{\rho}(|\nabla \psi^f|^2) u_\infty| \geq |\phi_{x_2}^f (u_{x_1}^e - u_\infty)| - |\phi_{x_2}^f - (\hat{\rho}(|\nabla \psi^f|^2) - \hat{\rho}(|\nabla \psi_0|^2)) u_\infty|
\]

\[
\geq |\rho_{x}^e (u_{x_1}^e - u_\infty)| - CM_2 q_{d, \gamma}(\epsilon)
\]

for a constant \( C > 0 \) depending only on \( (\gamma, B_0) \). Therefore, by Lemma 2.11, one can fix a small constant \( \epsilon^* \in (0, \min\{d_2, \hat{d}\}] \) depending on \( d_0 \) so that if the parameter \( \epsilon (\approx \frac{1}{M_\infty}) \) satisfies

\[
\epsilon \leq \epsilon^*,
\]  

(4.4.5)

then we get

\[
|(\phi_{x_2}^f + \partial_x_0 \psi_0) - \hat{\rho}(|\nabla \psi^f|^2) u_\infty| \geq \frac{1}{4} ((\gamma - 1) B_0)^{-\frac{1}{\gamma - 1}} \sqrt{2 B_0} > 0 \quad \text{in} \quad \Omega_{f, L}.
\]  

(4.4.6)

From (4.4.6) and Definition 4.4, we obtain that

\[
|F(t)| \leq C \|\phi^f\|_{2, d, \Omega_{f, L}}^{-(\beta - (1 + \hat{d}) |\rho_{x_2}^f|)} (1 + t)^{\beta - 1} \quad \text{for} \quad 0 < t < L.
\]
and this yields that
\[ \sup_{x_2 \in (0, L)} (1+x_2)^{-\beta}|(\hat{f} - f_0)(x_2)| \leq C \|\phi\|_{2, \alpha, \Omega_{f,L}}^{(\beta; (1+\hat{\alpha}), \{P_{2,L}^f\})}. \]

By (4.2.3), we have
\[ |x_2 - L| \leq |x - P_{2,L}^f| \leq |x_2 - L| \sqrt{1 + (M_1 + 1)^2 q_2^2(\varepsilon)} \]
for any \( x = (f(x_2), x_2) \), and \( f \in J_{M_1,L} \). Therefore, it can be directly checked that
\[ \|\hat{f} - f_0\|_{2, \alpha, (0, L)}^{(\beta; (1+\hat{\alpha}), \{L\})} \leq C M_2 q_f(\varepsilon) =: C_2 q_f(\varepsilon). \] (4.4.7)
for \( C > 0 \) depending only on \( (\gamma, B_0, d_0) \).

We choose \( M_1 \) in (4.2.1) as
\[ M_1 = \max\{2C_*, M_1^*\} \] (4.4.8)
for \( M_1^* \) from Condition 4.25, then we have
\[ \hat{f} \in J_{M_1,L}. \]

We define a mapping \( \mathcal{H} : J_{M_1,L} \to J_{M_1,L} \) by
\[ \mathcal{H}(f) := \hat{f} \] (4.4.9)
for \( \hat{f} \) given by (4.4.4). If \( \mathcal{H}(f_*^a) = f_* \) for some \( f_* \in J_{M_1,L} \), then \( (f_*, \psi_{f_*}) \) solves Problem 4.2 for \( \psi_{f_*} \) given by (4.4.3). Therefore, Proposition 4.6 is proved once we show that \( \mathcal{H} \) has a fixed point in \( J_{M_1,L} \).

2. By Remark 4.5, \( J_{M_1,L} \) is compact and convex in \( C^{2, \frac{\gamma}{2}}((-\beta; (1+\hat{\alpha}), (L)) (0, L)) \).

Suppose that a sequence \( \{f_n\} \) in \( J_{M_1,L} \) satisfies that
\[ \lim_{n \to \infty} \|f_n - f_*\|_{2, \frac{\gamma}{2}, (0, L)}^{(\beta; (1+\hat{\alpha}), \{L\})} = 0 \] (4.4.10)
for some function \( f_* \in J_{M_1,L} \).

In the following, for each \( n \in \mathbb{N} \), we define an invertible transformation \( T_n : \Omega_{f_n,L} \to \Omega_{f_\infty,L} \) such that
\[ T_n(\Omega_{f_n,L}) = \Omega_{f_\infty,L}, \quad T_n(\Gamma_{f_n,L}^{h}) = \Gamma_{f_\infty,L}^{h}. \]

Fix \( n \in \mathbb{N} \cup \{\infty\} \). We draw a line from the point \( P_{3,L}^{f_n} \) perpendicular to \( \Gamma_{b,L}^{f_n} \). Let \( Q_n \) be the \( x_1 \)-intercept of this line (Fig. 13). A direct computation yields that
\[ Q_n := \left( \frac{|P_{3,L}^{f_n}|}{\cos \theta_w}, 0 \right). \]

Let \( (r, \theta) \) be the polar coordinates centered at \( Q_n \), that is,
\[ x = Q_n + r(\cos \theta, \sin \theta). \]
In $(r, \theta)$-coordinates, we have $\Omega_{f_n,L} \subset \{(r, \theta) : r > 0, \ \theta_w + \frac{\pi}{2} < \theta < \pi\}$. We remark that, in $(r, \theta)$-coordinates, we have $\partial \Omega_{f_n,L} \cap \{\theta = \theta_w + \frac{\pi}{2}\} \neq \emptyset$ and $\partial \Omega_{f_n,L} \cap \{\theta = \theta_w + \pi\} \neq \emptyset$ for all $n \in \mathbb{N} \cup \{\infty\}$. This property allows us to find coordinate transformations which map $\Omega_{f_n,L}$ onto $\Omega_{f_{\infty,L}}$.

Any point $x = (x_1, x_2)$ lying on $\Gamma_{f_n,b,L}$ satisfies the equation $x_1 = b(x_2)$ which can be rewritten in terms of $(r, \theta)$-coordinates as follows:

$$b(r \sin \theta) - r \cos \theta - \frac{|P_{f_n}^3|}{\cos \theta_w} \cos \theta_w = 0 \quad \text{for } \frac{\pi}{2} + \theta_w < \theta < \pi.$$ 

By the property $(b_3)$ stated in Definition 1.1, we have

$$\frac{\partial}{\partial r} \left( b(r \sin \theta) - r \cos \theta - \frac{|P_{f_n}^3|}{\cos \theta_w} \right) = b'(r \sin \theta) \sin \theta - \cos \theta > 0 \quad \text{for } \frac{\pi}{2} + \theta_w \leq \theta \leq \pi.$$ 

So the implicit function theorem implies that there exists a unique $C^1$ function $b_{pl}^n : [\frac{\pi}{2} + \theta_w, \pi] \rightarrow (0, \infty)$ such that

$$\Gamma_{f_n,b,L} = \{r = b_{pl}^n(\theta) : \frac{\pi}{2} + \theta_w < \theta < \pi\}.$$ 

Similarly to $\Gamma_{f_n,b,L}$, any point $x = (x_1, x_2)$ lying on $\Gamma_{f_n,sh,L}$ satisfies the equation $x_1 = f_n(x_2)$ which can be rewritten in terms of $(r, \theta)$-coordinates as follows:

$$f_n(r \sin \theta) - r \cos \theta - \frac{|P_{f_n}^3|}{\cos \theta_w} \cos \theta_w = 0 \quad \text{for } \frac{\pi}{2} + \theta_w < \theta < \pi.$$
Since \( \sin \theta > 0 \) and \( \cot \theta < -\tan \theta_w \) for \( \theta_w + \frac{\pi}{2} < \theta < \pi \), we obtain from (4.2.1) and (4.2.4) that

\[
\frac{\partial}{\partial r} \left( f_n(r \sin \theta) - r \cos \theta - \frac{|P_{3,f_n}^L|}{\cos \theta_w} \right) = \frac{f'_n(r \sin \theta)}{\cos \theta} \sin \theta - \cos \theta \\
\geq \sin \theta \left( f'_n(r \sin \theta) \right) + \tan \theta_w \\
\geq \frac{3}{4} \sin \theta \tan \theta_w > 0 \quad \text{on } \Gamma_{sh,L}^f.
\]

At \( \theta = \pi \), we have

\[
\frac{\partial}{\partial r} \left( f_n(r \sin \theta) - r \cos \theta - \frac{|P_{3,f_n}^L|}{\cos \theta_w} \right) = 1 > 0.
\]

Therefore, by the implicit function theorem, there exists a unique \( C^1 \) function \( f_{pl_n} : \left[ \frac{\pi}{2} + \theta_w, \pi \right] \rightarrow (0, \infty) \) such that

\[
\Gamma_{sh,L}^f = \{ r = f_{pl_n}(\theta) : \theta_w + \frac{\pi}{2} < \theta < \pi \}.
\]

It directly follows from (4.4.10) that \( |P_{3,L}^f - P_{3,L}^\infty| \) converges to 0 as \( n \) tends to \( \infty \), and this implies that

\[
\lim_{n \to \infty} \| b_{pl_n}^f - b_{pl}^\infty \|_{C^1, \frac{\alpha}{2} \left( \left[ \frac{\pi}{2} + \theta_w, \pi \right] \right)} = 0, \quad \text{and} \quad \lim_{n \to \infty} \| f_{pl_n}^f - f_{pl}^\infty \|_{C^1, \frac{\alpha}{2} \left( \left[ \frac{\pi}{2} + \theta_w, \pi \right] \right)} = 0. \tag{4.4.11}
\]

Next, for \( n \in \mathbb{N} \cup \{ \infty \} \), we define two invertible mappings

\[
T_{pl_n}^f (r, \theta) := \left( \frac{f_{pl_n}^f(\theta) - b_{pl}^\infty(\theta)}{f_{pl}^f(\theta) - b_{pl_n}^f(\theta)} \left( r - b_{pl_n}^f(\theta) \right) + b_{pl}^\infty(\theta), \theta \right),
\]

\[
P_n(x) := \left( |x - Q_n|, \pi + \arctan \left( \frac{x_2}{x_1 - \frac{|P_{3,f_n}^L|}{\sin \theta_w}} \right) \right),
\]

and, define a transformation mapping \( T_n : \Omega_{f_n,L} \to \Omega_{f_{\infty,L}} \) by

\[
T_n(x) := P_{\infty}^{-1} \circ T_{pl_n}^f \circ P_n(x).
\]

Each \( T_n : \Omega_{f_n,L} \to \Omega_{f_{\infty,L}} \) is invertible, and (4.4.11) yields that

\[
\lim_{n \to \infty} \| T_n - \text{Id} \|_{C^1, \frac{\alpha}{2} \left( \Omega_{f_n,L} \right)} = 0, \quad \text{and} \quad \lim_{n \to \infty} \| T_n^{-1} - \text{Id} \|_{C^1, \frac{\alpha}{2} \left( \Omega_{f_{\infty,L}} \right)} = 0. \tag{4.4.12}
\]

Furthermore, \( \{ T_n^{-1} \} \) is uniformly bounded in \( C^{2, \frac{\alpha}{2}} (K) \) for any compact subset \( K \) of \( \Omega_{f_{\infty,L}} \), and we have

\[
\lim_{n \to \infty} \| T_n^{-1} - \text{Id} \|_{C^{2, \frac{\alpha}{2}} (K)} = 0. \tag{4.4.13}
\]

For each \( n \in \mathbb{N} \cup \{ \infty \} \), let us define

\[
\hat{\psi}_n := \psi_{f_n} \circ T_n^{-1}, \quad \text{and} \quad \hat{f}_n := \mathcal{H}(f_n)
\]
for $\psi^n$ given by (4.4.3). The sequence $\{\hat{\psi}_n\}_{n \in \mathbb{N}}$ is bounded in $C^{1,\hat{a}}(\Omega_{f^\infty,L})$, and bounded in $C^{2,\hat{a}}(K)$ for any compact subset $K$ of $\Omega_{f^\infty,L}$. Since each $\phi^n \doteq (\psi^n - \psi_0)$ solves the non-linear boundary value problem (4.3.3) in $\Omega_{f^\infty,L}$, it can be checked by using (4.4.12), (4.4.13), Arzelà-Ascoli theorem and the uniqueness of a classical solution to (4.3.3) in $\Omega_{f^\infty,L}$ that the sequence $\{\hat{\psi}_n\}_{n \in \mathbb{N}}$ has a subsequence $\{\hat{\psi}_{n_j}\}$ satisfying that

$$\lim_{n_j \to \infty} \|\hat{\psi}_{n_j} - \psi(f^\infty)\|_{C^{1,\hat{a}}(\Omega_{f^\infty,L})} = 0, \quad \text{and} \quad \lim_{n_j \to \infty} \|\hat{\psi}_{n_j} - \psi(f^\infty)\|_{C^{2,\hat{a}}(K)} = 0$$

for any compact subset $K$ of $\Omega_{f^\infty,L}$. And, this implies that the sequence $\{\hat{f}_{n_j}\}$ converges to $\hat{f}_\infty$ in $C^{1,\hat{a}}([0, L])$. Since the sequence $\{\hat{f}_{n_j}\}$ is bounded in $C^{2,\hat{a}}((\beta, -(1+\hat{a}),(L))((0, L))$, one can further extract a subsequence $\{\hat{f}_{n_{j_k}}\}$ of $\{\hat{f}_{n_j}\}$ so that it converges to a function $\hat{f}_\ast \in J_{M_1,L}$ in $C^{2,\hat{a}}((\beta, -(1+\hat{a}),(L))((0, L))$. From $C^{1,\hat{a}}$ convergence of $\{\hat{f}_{n_j}\}$ to $\hat{f}_\infty$, we get $\hat{f}_\ast = \hat{f}_\infty$. Furthermore, this shows that any subsequence of $\{\hat{f}_n\}$ contains a subsequence that converges to $\hat{f}_\infty$ in $C^{2,\hat{a}}((\beta, -(1+\hat{a}),(L))((0, L))$. Therefore, we conclude that the iteration mapping $\mathcal{H} : \mathcal{J}_{M_1,L} \to \mathcal{J}_{M_1,L}$ is continuous in $C^{2,\hat{a}}((\beta, -(1+\hat{a}),(L))((0, L))$.

3. To complete the proof of Proposition 4.6, it remains to fix a small constant $\varepsilon_3 \in (0, \varepsilon_2]$, and a large constant $L_\ast \geq 1$ such that if $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $M_\infty = \frac{1}{\varepsilon} \geq \frac{1}{\varepsilon_3}$, and if $L \geq L_\ast$, then Condition 4.25 (ii)–(v) are satisfied under the choices of $M_1$ and $M_2$ given by (4.4.8) and (4.4.2), respectively.

Let $M_1$ and $M_2$ be given by (4.4.8) and (4.4.2), respectively. For $\sigma_2$, $\hat{\sigma}$ from Lemmas 4.10, 4.23, define

$$\sigma_\ast := \min \left\{ \frac{\sigma_2 \cot \theta_w}{M_1 + 1}, \frac{\sigma_2 \tan \theta_w}{4(M_1 + 1)}, \frac{\sigma_2 \hat{\sigma}}{4(M_1 + 1)}, \frac{\sigma_2 \hat{\sigma}}{M_2} \right\}.$$ 

By Lemma 2.11, one can choose a small constant $\varepsilon_\ast \in (0, \varepsilon_2]$ depending on $d_0$ so that if $\varepsilon \in (0, \varepsilon_\ast]$, then

$$q_{\psi_f}(\varepsilon) \leq \sigma_\ast.$$ 

For $\hat{\varepsilon}$ from Lemma 4.23, we define

$$\varepsilon_3 := \min \{\varepsilon_\ast, \hat{\varepsilon}\}.$$ 

Finally, we choose $L_\ast$ as

$$L_\ast = H_0$$

for $H_0$ from Lemma 4.24. Under these choices of $(\varepsilon_3, L_\ast)$, if $\varepsilon \in (0, \varepsilon_\ast]$ and $L \geq L_\ast$, then Condition 4.25 (i)–(v) are all satisfied. Therefore all the arguments in the previous steps are valid so that if $\varepsilon \in (0, \varepsilon_3]$ and $L \geq L_\ast$, then, by Schauder fixed point theorem, the iteration mapping $\mathcal{H} : \mathcal{J}_{M_1,L} \to \mathcal{J}_{M_1,L}$ has a fixed point $f_\ast \in \mathcal{J}_{M_1,L}$ thus $(f_\ast, \psi^{f_\ast})$ solves Problem 4.2 for $\psi^{f_\ast}$ given by (4.4.3). By setting as $(f_{sh}, \psi) := (f_\ast, \psi^{f_\ast})$, the estimate (4.1.11) holds with $\alpha = \hat{\alpha}$ due to Definition 4.7 and Proposition 4.14. Furthermore, since $f_\ast \in \mathcal{J}_{M_1,L}$, it follows from Lemma 4.10(a) that $f_\ast$ satisfies the estimate (4.1.10) with $\delta = \frac{3}{2}d_0$. Finally, the subsonicity (4.1.12) can be directly checked by using Lemma 4.13(b) and the fact that $\psi^{f_\ast} - \psi_0 \in \mathcal{T}_{M_2,L}$. The proof of Proposition 4.6 is completed. \qed
5 The Free Boundary Problem in $\mathbb{R}^2_+ \setminus W^+_b$ (Problem 3.2)

Now we are ready to solve Problem 3.2 by proving Theorem 3.4, the main theorem of this paper. In proving Theorem 3.4, the key ingredient is Proposition 4.6, which is proved in the previous section.

**Proof of Theorem 3.4** The proof is given in four steps.

1. First of all, we fix $\bar{\varepsilon}$ as

$$\bar{\varepsilon} = \varepsilon_3$$

for $\varepsilon_3$ from Proposition 4.6. For the constant $L_\varepsilon$ from Proposition 4.6, set

$$L_n := 4(n + L_\varepsilon) \quad \text{for } n \in \mathbb{N}.$$

For each $n \in \mathbb{N}$, Proposition 4.6 implies that if $(\rho_\infty, u_\infty) \in D_\infty(\gamma, B_0)$ satisfies $\frac{1}{M_\infty} = \varepsilon$ for $\varepsilon \in (0, \varepsilon_3]$, then Problem 4.2 with $L = L_n$ has at least one solution $(f_n, \psi_n)$ that satisfies the estimate

$$\| f_n - f_0 \|_{2, \alpha, (0, L_n)} + \| \psi_n - \psi_0 \|_{2, \alpha, \Omega_1 f_n, L_n} \leq C q_\gamma(\varepsilon)$$

(5.2)

for the constants $(C, \alpha)$ from (4.111). Since the constant $C$ in (5.2) is the same for all $n \in \mathbb{N}$, by applying Arzelà-Ascoli theorem and the diagonal argument, one can extract a subsequence $\{f_{n_j}\}$ from $\{f_n\}$, and to find a function $f_* : \mathbb{R}_+ \to \mathbb{R}$ so that

$$\lim_{n_j \to \infty} \| f_{n_j} - f_* \|_{2, \frac{3}{2}, (0, R)} = 0 \quad \text{for any constant } R > 0.$$  

Furthermore, it follows from (4.19) and (5.2) that

$$f_*(0) = b_0 - d_0, \quad \text{and} \quad \| f_* - f_0 \|_{2, \alpha, (0, L_n)} \leq C q_\gamma(\varepsilon) \quad \text{for all } n \in \mathbb{N}.$$  

(5.4)

2. Fix $n \in \mathbb{N}$. For each $x_2 \in (0, \frac{L_n}{2})$, we have

$$\min\{|x_2 - L_n|, 1 + x_2\} \geq \frac{1}{2}.$$  

Then it follows from Definitions 2.12 and 4.3 that

$$\| f_* - f_0 \|_{2, (0, \frac{L_n}{2})} \leq 2 \| f_* - f_0 \|_{2, (0, L_n)} \leq 2C q_\gamma(\varepsilon).$$  

(5.5)

For $x_2, x'_2 \in (0, \frac{L_n}{2})$ with $0 < x_2 < x'_2 < \frac{L_n}{2}$, set

$$\Delta^{(1)}_{x_2, x'_2} := \min\{|x_2 - L_n|, |x'_2 - L_n|, 1 + x_2, 1 + x'_2\}.$$  

Then

$$\Delta^{(1)}_{x_2, x'_2} := (1 + x_2)^{2+\alpha-\beta} \Delta^{(1)}_{x_2, x'_2} |(f_* - f_0)''(x_2) - (f_* - f_0)''(x'_2)|.$$  

(5.6)

Then

$$\Delta^{(1)}_{x_2, x'_2} := (1 + x_2)^{2+\alpha-\beta} |(f_* - f_0)''(x_2) - (f_* - f_0)''(x'_2)|.$$  

(5.7)
If $|x_2 - x'_2| \geq \frac{1}{4}(1 + x'_2)$, then we have
\[
a_2(x_2, x'_2) \leq 4^\alpha \left( (1 + x_2)^{2-\beta} |(f_\ast - f_0)'(x_2)| + (1 + x'_2)^{2-\beta} |(f_\ast - f_0)'(x'_2)| \right)
\leq 2^{2\alpha+1} \| f_\ast - f_0 \|_{2.0; (0, L_n)}^{(-\beta)}.
\] (5.6)

Next, suppose that $|x_2 - x'_2| < \frac{1}{4}(1 + x'_2)$. If $0 < x_2 < \frac{L_n}{10}$, then the assumption of $|x_2 - x'_2| < \frac{1}{4}(1 + x'_2)$ implies that $0 < x_2 < x'_2 < \frac{L_n}{4}$ from which we get
\[
\Delta^{(1)}_{x_2, x'_2} = \frac{\min \{ |x'_2 - L_n|, 1 + x_2 \}}{1 + x'_2} = \frac{1 + x_2}{1 + x'_2} > \frac{3}{4}.
\]
Then we have
\[
a_2(x_2, x'_2) = a_1(x_2, x'_2)(\Delta^{(1)}_{x_2, x'_2})^{-1} \leq \frac{4}{3} \| f_\ast - f_0 \|_{2, \alpha; (0, L_n)}^{(-\beta, -(1+\alpha), (L_n))}.
\] (5.7)

Under the assumption of $|x_2 - x'_2| < \frac{1}{4}(1 + x'_2)$, if $\frac{L_n}{10} \leq x_2 < x'_2 \leq \frac{L_n}{2}$, then a direct computation yields that
\[
\Delta^{(1)}_{x_2, x'_2} \geq \frac{\min \{ \frac{L_n}{2}, 1 + \frac{L_n}{10} \}}{1 + \frac{L_n}{2}} \geq \frac{1}{10}
\]
so we get
\[
a_2(x_2, x'_2) = a_1(x_2, x'_2)(\Delta^{(1)}_{x_2, x'_2})^{-1} \leq 10 \| f_\ast - f_0 \|_{2, \alpha; (0, L_n)}^{(-\beta, -(1+\alpha), (L_n))}.
\] (5.8)

So we obtain from (5.4)–(5.8) that
\[
\| f_\ast - f_0 \|_{2, \alpha, \mathbb{R}^+}^{(-\beta)} \leq 10C q_\gamma(\varepsilon)
\] (5.9)
for the constants $(C, \alpha)$ from (4.1.11). For later use in the next step, we also point out that a simple adjustment of the previous argument yields the estimate
\[
\| f_n - f_0 \|_{2, \alpha; (0, \frac{L_n}{4})}^{(-\beta)} \leq 10C q_\gamma(\varepsilon) \quad \text{for all } n \in \mathbb{N}.
\] (5.10)

3. For each $n$, we remind readers that the point $P_{3, L_n}^{f_n}$ is given by (4.1.4), Let us set
\[
x_2^{(n)} := \text{the } x_2\text{-coordinate of } P_{3, L_n}^{f_n}.
\]
A direct computation with using (4.1.4), (4.2.3) and (4.2.4) yields that
\[
\frac{(b_0 - d_0 + \frac{3}{4} L_n \kappa_w) \kappa_w}{1 + \kappa_w^2} \leq x_2^{(n)} \leq \frac{(b_0 - d_0 + \frac{3}{4} L_n \kappa_w) \kappa_w}{1 + \kappa_w^2}.
\]
Therefore, there exists a sufficiently large constant $N^* \in \mathbb{N}$ so that if $n \geq N^*$, then
\[
\frac{\sin^2 \theta_w L_n}{2} \leq x_2^{(n)} \leq \frac{3 \sin^2 \theta_w L_n}{2}.
\] (5.11)
For each \( n \geq N^* \), we set \( \eta_n := \frac{\sin^2 \theta_w}{2} L_n \), and define a transformation mapping \( T_n : \Omega_{f_n, L_n} \rightarrow \mathbb{R}^2 \) by
\[
T_n(x_1, x_2) = \left( \frac{f_n(x_2) - b(x_2)}{f_n(x_2) - b(x_2)} (x_1 - b(x_2)) + b(x_2), x_2 \right) =: (y_1, y_2).
\]
Each \( T_n \) maps the set \( \{ x \in \Omega_{f_n, L_n} : x_2 < \eta_n \} \) onto the domain \( \Omega_{f_n}^{(n)} \) given by
\[
\Omega_{f_n}^{(n)} := \{ y = (y_1, y_2) \in \mathbb{R}^2 : f_n(y_2) < y_1 < b(y_2), \ 0 < y_2 < \eta_n \}.
\]
For each \( n \in \mathbb{N} \), we also have
\[
T_n(\Gamma_{sh, L_n}^{(f_n)} \cap \{ x_2 < \eta_n \}) = \{ (f_n(y_2), y_2) : 0 < y_2 < \eta_n \} =: \Gamma_{sh,n}^{(f_n)},
\]
\[
T_n(\Gamma_{b,L_n}^{(f_n)} \cap \{ x_2 < \eta_n \}) = \{ (b(y_2), y_2) : 0 < y_2 < \eta_n \} =: \Gamma_{b,n}^{(f_n)}.
\]
By using Definition 1.1, (3.22), (4.2.6), (5.3), (5.9) and (5.10), one can directly check the following properties:

(i) \( T_n \) is invertible in \( \Omega_{f_n, L_n} \cap \{ x_2 < \eta_n \} \);

(ii) There exists a constant \( C > 0 \) depending only on \( \gamma, B_0, d_0 \) such that
\[
\left\| D_y T_n^{-1} \right\|_{C^0(\Omega_{f_n}^{(n)})} \leq C,
\]
\[
\sup_{y = (y_1, y_2) \in \Omega_{f_n}^{(n)}} |(1 + y_2)^{2-\beta} D_y^2 T_n^{-1}(y)| \leq C,
\]
\[
\sup_{y \neq y' \in \Omega_{f_n}^{(n)}} (1 + \min\{y_2, y'_2\})^{2+\alpha-\beta} \frac{|D_y^2 T_n^{-1}(y) - D_y^2 T_n^{-1}(y')|}{|y - y'|^{\alpha}} \leq C;
\]

(iii) \( \Omega_{f_n}^{(N^*)} \subset \Omega_{f_n}^{(N^*+1)} \subset \Omega_{f_n}^{(N^*+2)} \subset \cdots \subset \Omega_{f_n}^{(\infty)} := \bigcup_{n=N^*}^{\infty} \Omega_{f_n}^{(n)} \),

and the set \( \Omega_{f_n}^{(\infty)} \) is represented as
\[
\Omega_{f_n}^{(\infty)} = \{ y = (y_1, y_2) \in \mathbb{R}^2 : f_n(y_2) < y_1 < b(y_2), \ y_2 > 0 \}.
\]
For any compact subset \( K \) of \( \Omega_{f_n}^{(\infty)} \), we have
\[
\lim_{n_j \to \infty} \left\| T_{n_j}^{-1} - \text{Id} \right\|_{C^0(\Omega_{f_n}^{(n_j)})} = 0 \quad (5.13)
\]
where the sequence of subindex \( \{ n_j \} \) is same as the one from (5.3).

4. For each \( n \geq N^* \), let us define a function \( \Psi_n : \Omega_{f_n}^{(n)} \rightarrow \mathbb{R} \) by
\[
\Psi_n(y) := (\psi_n - \psi_0) \circ T_n^{-1}(y) + \psi_0(y)
\]
for the function \( \psi_0 \) given by (3.22). By using (5.2) and the two properties (i) and (ii) of \( \{ T_n \}_{n \geq N^*} \) stated in the previous step, one can find a constant \( C > 0 \) depending only on
(γ, B₀, d₀) so that, for each $n \geq N^*$, $Ψ_n$ satisfies the estimate
\[
\|Ψ_n - ψ₀\|_{2, α, Ω^∞_{f_n}} \leq C q_γ(ε).
\] (5.14)

Therefore one can extract a subsequence $\{Ψ_{n_j}\}$ of $\{Ψ_n\}$ by using the Arzelà-Ascoli theorem and the diagonal argument, and find a function $ψ^* : Ω^∞_{f^*} → \mathbb{R}$ so that
\[
\lim_{n_j \to ∞} \|Ψ_{n_j} - ψ^*\|_{2, α, Ω^∞_{f^*}} = 0 \text{ for any compact subset } K \text{ of } Ω^∞_{f^*},
\] (5.15)

where the subsequence $\{Ψ_{n_j}\}$ is taken for the subindex sequence $\{n_j\}$ from (5.13).

And, it directly follows from (5.14) and (5.15) that
\[
\|ψ^* - ψ₀\|_{2, α, Ω^∞_{f^*}} \leq C q_γ(ε).
\] (5.16)

It remains to check that $(f^*, ψ^*)$ solves Problem 3.2, and that it satisfies (3.18)–(3.21) stated in Theorem 3.4. Since each $(f_n, ψ_n)$ solves Problem 4.2, it follows from (5.3), (5.13) and (5.15) that $(f^*, ψ^*)$ solves Problem 3.2. Next, we check that $(f^*, ψ^*)$ satisfies (3.18)–(3.21).

(i) It is already shown in (5.4) that $f^*$ satisfies (3.18);
(ii) (5.16) implies that
\[
\lim_{y_2 \to ∞} |D_y ψ^*(y) - D_y ψ_0| = 0.
\]
This shows that $ψ^*$ satisfies (3.15);
(iii) For each $x_2 \geq 0$, it follows from (4.1.10) that
\[
b(x_2) - f^*(x_2) = \lim_{n_j \to ∞} b(x_2) - f_{n_j}(x_2) ≥ \frac{3}{4} d_0.
\]
This shows that $f^*$ satisfies (3.20) with choosing $δ = \frac{3}{4} d_0$;
(iv) It directly follows from (5.9) and (5.16) that $(f^*, ψ^*)$ satisfies the estimate (3.21) for $\hat{α}$ given by (4.3.102).

Therefore, the proof of Theorem 3.4 is completed. □

6 Convexity of Detached Shocks (Proof of Theorem 2.13(b))

For fixed constants $γ > 1$, $B₀ > 0$, $d₀ > 0$, and $β \in (0, 1)$, let $(ε_3, L_*)$ be from Proposition 4.6. And, suppose that $(ρ_∞, u_∞) ∈ D_∞(γ, B₀)$ satisfies $M_∞(\rho_∞, u_∞) = \frac{1}{ε}$ for $ε ∈ (0, ε_3]$.

As in the proof of Theorem 3.4 given in the previous section, let us set
\[
L_n := 4(n + L_*) \quad \text{for } n ∈ \mathbb{N}.
\]

For each $n ∈ \mathbb{N}$, it follows from Proposition 4.6 that Problem 4.2 with $L = L_n$ has a solution $(f^{(n)}_{sh}, ψ^{(n)})$ that satisfies the estimates (4.1.10) and (4.1.11).

Proposition 6.1 There exists a constant $\hat{ε} ∈ (0, ε_3]$ depending only on $(γ, B₀, d₀)$ so that if $M_∞(\rho_∞, u_∞) ≥ \frac{1}{\hat{ε}}$, then we have
\[
\frac{d^2}{dx_2^2} f^{(n)}_{sh}(x_2) ≥ 0
\]
for $0 < x_2 < L_n$.

Once we prove Proposition 6.1, the following result is directly obtained from passing to the limit $n \to \infty$.

**Theorem 6.2** There exists a constant $\hat{\varepsilon} \in (0, \varepsilon_3]$ depending only on $(\gamma, B_0, d_0)$ so that if $M_{\infty} (\varepsilon) \geq \frac{1}{\hat{\varepsilon}}$, then the solution $(f_{sh}, \psi)$ to Problem 3.2, constructed in the proof of Theorem 3.4 in §5 satisfies

$$\frac{d^2}{dx^2} f_{sh}(x_2) \geq 0 \quad \text{for} \quad x_2 > 0.$$ 

Once Theorem 6.2 is proved, then the proof of Theorem 2.13(b) is given by adapting the proof of Theorem 2.13(a), which is given at the end of §3. Therefore, the rest of this section is devoted to proving Proposition 6.1.

For the rest of the section, we assume that $n \in \mathbb{N}$ is fixed. And, let $(f_{sh}, \psi, \Omega, \Gamma, \Gamma_b, \Gamma_{cutoff})$ denote $(f_{sh}^{(n)}, \psi^{(n)}, \Omega, \Gamma_{sh,L_{\Gamma_{sh}}}, \Gamma_{sh,L_{\Gamma_b}}, \Gamma_{sh,L_{\Gamma_{cutoff}}})$. Also, let $(P^{f}_{2,L}, P^{f}_{3,L}, L)$ denote $(P^{f}_{2,L_{\Gamma_{sh}}}, P^{f}_{3,L_{\Gamma_b}})$. Here, $(\Omega, \Gamma_{sh,L}, \Gamma_{sh,L_{\Gamma_{sh}}}, \Gamma_{sh,L_{\Gamma_b}}, \Gamma_{sh,L_{\Gamma_{cutoff}}})$ and $(P^{f}_{2,L_{\Gamma_{sh}}}, P^{f}_{3,L_{\Gamma_b}})$ are given by Definition 4.1.

For $x \in \Omega$, let us set

$$\rho(x) := \hat{\rho} \left( |\nabla \psi(x)|^2 \right), \quad u(x) = (u_1, u_2)(x) := \frac{\partial x_2 \psi, -\partial x_1 \psi)(x)}{\rho(x)},$$

$$c(x) := \rho^{(\gamma - 1)/2}(x).$$

for $\hat{\rho}$ from Lemma 3.1.

Lemmas 6.3–6.6 stated and proved in the following are essential to prove Proposition 6.1. And, a proof of Proposition 6.1 is given at the end of this section.

**Lemma 6.3** For $P_0$ given by (3.17), $u_1$ satisfies

$$u_1(x) > 0 \quad \text{in} \quad \Omega \setminus \{P_0\} \quad \text{and} \quad u_1(P_0) = 0.$$ 

**Proof** The proof is divided into three steps.

1. As shown in the proof of Theorem 2.13(a) in §3, the boundary condition $\psi = \psi_{\infty}$ on $\Gamma_{sh}$ stated in (4.1.8), and the free boundary condition (4.1.9) imply that

$$\rho u_1 - \rho u_{\infty} \cdot (u - u_{\infty}) = (\rho u_1 - \rho_{\infty} u_{\infty})(u_1 - u_{\infty}) + \rho u_2^2 = 0 \quad \text{on} \quad \Gamma_{sh}$$

for $u_{\infty} = (u_{\infty}, 0)$. By using Lemma 3.1 and the estimate (4.1.11), one can directly check that

$$\rho > \rho_{\text{sonic}} \left( = \left( \frac{2(\gamma - 1)B_0}{\gamma + 1} \right)^{\frac{1}{\gamma - 1}} \right).$$

Since $\rho_{\text{sonic}} > \rho_{\infty}$, (6.3) implies that

$$\rho > \rho_{\infty} > 0 \quad \text{in} \quad \Omega.$$ 


Since \((\rho, u)\) satisfies (2.1) on \(\Gamma_{sh}\) with \((\rho^+, u^+) = (\rho, u)\) and \((\rho^-, u^-) = (\rho_{\infty}, u_{\infty})\), (6.4) implies that \(u_1 \leq |u| < u_\infty\) on \(\Gamma_{sh}\). Then we obtain from (6.2) that
\[
\rho u_1 - \rho_{\infty} u_\infty = -\frac{\rho u^2_{\infty}}{u_1 - u_\infty} \geq 0 \quad \text{on} \ \Gamma_{sh},
\]
from which it follows that
\[
u_1 > 0 \quad \text{on} \ \Gamma_{sh}. \quad (6.5)
\]

2. If we show that \(\psi_{x_2} > 0\) in \(\Omega\), then it follows from (6.1) and (6.3) that \(u_1 > 0\) in \(\Omega\). Let us set
\[
w := \psi_{x_2}.
\]
By bootstrap arguments and standard Schauder estimate theory, it can be checked that \(\psi\) is \(C^\infty\) in \(\Omega \cup \text{int} \Gamma_{\text{cutoff}}\). For \(\rho\) given by (6.1), \(\psi\) satisfies the Bernoulli’s law \(G(\rho, |\nabla \psi|^2) = B_0\) for \(G\) given by (3.2) in \(\overline{\Omega}\). We differentiate \(G(\rho, |\nabla \psi|^2) = B_0\) with respect to \(x_2\) in \(\Omega\) to obtain that
\[
\partial_{x_2} \rho = \frac{u_2 w_{x_1} - u_1 w_{x_2}}{c^2 - |u|^2}. \quad (6.6)
\]
Next, we differentiate Eq. (3.11), and use (6.6) to get
\[
(c^2 - u_1^2) w_{x_1 x_1} - 2u_1 u_2 w_{x_1 x_2} + (c^2 - u_2^2) w_{x_2 x_2} + \frac{A_1 \psi_{x_1 x_1} + 2A_2 w_{x_1} + A_3 w_{x_2}}{\rho (c^2 - |u|^2)} = 0 \quad (6.7)
\]
for
\[
A_1 = u_2 ((\gamma - 1)c^2 + 2u_1^2) w_{x_1} - u_1 ((\gamma - 1)c^2 + 2(c^2 - u_2^2)) w_{x_2},
A_2 = u_1 (c^2 - u_1^2 + u_2^2) w_{x_1} - u_2 (c^2 + u_1^2 - u_2^2) w_{x_2},
A_3 = u_2 ((\gamma - 1)c^2 - 2(c^2 - u_1^2)) w_{x_1} - u_1 ((\gamma - 1)c^2 - 2u_2^2) w_{x_2}.
\]
Due to (4.1.12), we can rewrite Eq. (3.11) as
\[
\psi_{x_1 x_1} = \frac{2u_1 u_2 w_{x_1} - (c^2 - u_2^2) w_{x_2}}{c^2 - u_1^2}. \quad (6.8)
\]
By substituting this expression into (6.7), we obtain an equation for \(w\) in the form of
\[
(c^2 - u_1^2) w_{x_1 x_1} - 2u_1 u_2 w_{x_1 x_2} + (c^2 - u_2^2) w_{x_2 x_2} + a_1 w_{x_1} + a_2 w_{x_2} = 0 \quad \text{in} \ \Omega \quad (6.9)
\]
for \(a_{1,2} = a_{1,2}(|\nabla \psi, w_{x_1}, w_{x_2}|)\). It directly follows from (4.1.12) that Eq. (6.9) is uniformly elliptic in \(\Omega\). Therefore, the minimum of \(w\) over \(\overline{\Omega}\) is acquired on \(\partial \Omega\).

3. The equation \(\text{div} \left( \frac{\nabla \psi}{\hat{\rho}(\nabla \psi)^2} \right) = 0\) is uniformly elliptic in \(\Omega\) due to (4.1.12), thus it follows from (4.1.8), the minimum principle and Hopf’s lemma that \(\psi \geq \min[0, \psi_{\infty}|_{\Gamma_{sh}}]\) in \(\overline{\Omega}\). Since \(\Gamma_{sh} \subset \{x_2 \geq 0\}\), (3.12) implies that \(\psi_{\infty} \geq 0\) on \(\Gamma_{sh}\) therefore we have \(\psi \geq 0\) in \(\overline{\Omega}\). Since \(\psi\) is not a constant in \(\overline{\Omega}\), we obtain from the Hopf’s lemma and the boundary condition \(\psi = 0\) on \(\Gamma_{sym} \cup \Gamma_b\) that
\[
\psi_x < 0 \quad \text{and} \quad \psi_{\tau} = 0 \quad \text{on} \ (\Gamma_{sym} \cup \Gamma_b) \setminus \{P_0\} \quad (6.10)
\]
for the outward unit normal $\mathbf{v}$ and $\mathbf{r} = \mathbf{v} \perp$ on $(\Gamma_{\text{sym}} \cup \Gamma_b) \setminus \{P_0\}$. On $\Gamma_{\text{sym}} \setminus \{P_0\}$, we have $\mathbf{v} \cdot \mathbf{e}_2 = -1 < 0$. On $\Gamma_b \setminus \{P_0\}$, it follows from $(b_3)$ in Definition 1.1 that $\mathbf{v} \cdot \mathbf{e}_2 = \frac{-b'}{\sqrt{1+(b')^2}} < 0$. Then (6.10) implies that
\[ w = \nabla \psi \cdot \mathbf{e}_2 = \psi_{x_1} \mathbf{v} \cdot \mathbf{e}_2 > 0 \quad \text{on} \quad (\Gamma_{\text{sym}} \cup \Gamma_b) \setminus \{P_0\}. \]

Since $\psi$ is $C^1$ up to $\partial \Omega$, the boundary condition $\psi = 0$ on $\Gamma_{\text{sym}} \cup \Gamma_b$ combined with (1.8) stated in Remark 1.2 implies that
\[ \nabla \psi(P_0) = 0, \]
from which it follows that $w(P_0) = 0$. Note that the flow speed becomes 0 at $P_0$, that is, $P_0$ is a stagnation point.

By differentiating the boundary condition $\psi_{x_1} = 0$ on $\Gamma_{\text{cutoff}}$ in the tangential direction $\mathbf{r} = (\sin \theta_w, \cos \theta_w)$, we obtain that
\[ \psi_{r\mathbf{r}} = \sin \theta_w \cos \theta_w (-\psi_{x_1} + w_{x_2}) + (\cos^2 \theta_w - \sin^2 \theta_w) w_{x_1} = 0, \quad \text{on} \quad \Gamma_{\text{cutoff}}. \tag{6.11} \]

By substituting the expression (6.8) into (6.11), we get
\[ \beta_1 w_{x_1} + \beta_2 w_{x_2} = 0 \quad \text{on} \quad \Gamma_{\text{cutoff}} \tag{6.12} \]
for $\beta = (\beta_1, \beta_2)$ given by
\[
\begin{align*}
\beta_1 &= (\cos^2 \theta_w - \sin^2 \theta_w)(c^2 - u_{11}^2) - 2u_1 u_2 \cos \theta_w \sin \theta_w, \\
\beta_2 &= \cos \theta_w \sin \theta_w \left( (c^2 - u_{11}^2) + (c^2 - u_{22}^2) \right).
\end{align*}
\]

By (4.1.12) and (6.3), we have
\[ \beta \cdot \mathbf{v} = \cos \theta_w (c^2 - (\mathbf{u} \cdot \mathbf{v})^2) \geq \frac{2(\gamma - 1) B_0 \cos \theta_w}{\gamma + 1} \sigma > 0 \quad \text{on} \quad \Gamma_{\text{cutoff}} \]
for $\sigma > 0$ from (4.1.12). Therefore the boundary condition (6.12) for $w$ is uniformly oblique on $\Gamma_{\text{cutoff}}$.

By the strong minimum principle, the Hopf’s lemma and (6.5), we conclude that
\[ w > 0 \quad \text{in} \quad \overline{\Omega} \setminus \{P_0\}, \quad w(P_0) = 0, \]
and this proves Lemma 6.3. \hfill $\square$

**Lemma 6.4** There exists a constant $\varepsilon_4 \in (0, \varepsilon_3]$ depending only on $(\gamma, B_0, d_0)$ so that, for any $L \geq L_*$ and $M_\infty(= \frac{1}{\varepsilon}) \geq \frac{1}{\varepsilon_4}$, the vertical velocity $u_2(x)$ given by (6.1) satisfies
\[ u_2(x) > 0 \quad \text{in} \quad \overline{\Omega} \setminus \Gamma_{\text{sym}}, \quad \text{and} \quad u_2(x) = 0 \quad \text{on} \quad \Gamma_{\text{sym}}. \]

**Proof** The proof is divided into four steps.

1. Let us set
\[ W := \psi_{x_1}. \]
Since $\rho > \rho_{\text{sonic}}$ in $\overline{\Omega}$, it suffices to show that $W < 0$ in $\overline{\Omega} \setminus \Gamma_{\text{sym}}$, and $W = 0$ on $\Gamma_{\text{sym}}$ to prove Lemma 6.4.

Similarly to (6.9) in the proof of Lemma 6.3, one can check that $W$ satisfies the uniformly elliptic equation

$$(c^2 - u_1^2)W_{x_1x_1} - 2u_1u_2W_{x_1x_2} + (c^2 - u_2^2)W_{x_2x_2} + b_1W_{x_1} + b_2W_{x_2} = 0 \quad \text{in } \Omega$$

for $b_j = b_j(\nabla \psi, W_x, W_{xx})$, $j = 1, 2$.

**2.** By following the argument in the proof of Theorem 2.13(a), one can check that

$$|u| - |u_\infty| \leq -\mu \quad \text{on } \Gamma_{sh}$$

(6.13)

for some constant $\mu > 0$. Then, the free boundary condition (4.1.9) implies that the unit normal $\nu_{sh}$ on $\Gamma_{sh}$ with pointing interior to $\Omega$ is given by $\nu_{sh} = \frac{u_\infty - u}{|u_\infty - u|}$. Then the vector field $\tau_{sh}$ given by $\tau_{sh} := \nu_{sh} = \frac{(u_\infty - u)|u_{\infty}|}{|u_\infty - u|}$ yields a tangential vector field along $\Gamma_{sh}$.

By using (6.1), we rewrite (6.2) as

$$(\psi_{x_2} - \rho_{\infty}u_\infty)(\frac{\psi_{x_2}}{\rho} - u_\infty) + \frac{\psi_{x_1}^2}{\rho} = 0 \quad \text{on } \Gamma_{sh}.$$  

By differentiating this expression along $\Gamma_{sh}$ in the direction of $\tau_{sh}$, and by using (6.1), we get

$$
(2u_1 - (1 + \frac{\rho_{\infty}}{\rho})u_\infty)\partial_{\tau_{sh}}(\psi_{x_2}) - \left(|u|^2 - \frac{\rho_{\infty}}{\rho}u_1u_\infty\right)\partial_{\tau_{sh}}\rho - 2u_2\partial_{\tau_{sh}}W = 0 \quad \text{on } \Gamma_{sh}.
$$

(6.14)

Similarly to (6.6), by differentiating the Bernoulli’s law $G(\rho, |\nabla \psi|^2) = B_0$ on $\Gamma_{sh}$ in the direction of $\tau_{sh}$ and using (6.1), we get

$$\partial_{\tau_{sh}}\rho = \frac{u_2\partial_{\tau_{sh}}W - u_1\partial_{\tau_{sh}}(\psi_{x_2})}{c^2 - |u|^2} \quad \text{on } \Gamma_{sh}.$$  

(6.15)

Next, we find an expression $\partial_{\tau_{sh}}(\psi_{x_2})$ in terms of $(W_{x_1}, W_{x_2})$. By the definition of $\tau_{sh}$, we have

$$\partial_{\tau_{sh}}(\psi_{x_2}) = \frac{u_2W_{x_2} + (u_\infty - u_1)|\psi_{x_2}|}{|u - u_\infty|} \quad \text{on } \Gamma_{sh}.$$   

(6.16)

We substitute the expression $\psi_{x_2} = \frac{2u_1u_2W_{x_2} - (c^2 - u_1^2)W_{x_1}}{c^2 - u_2^2}$, directly given from Eq. (3.11), into (6.16) to get

$$\partial_{\tau_{sh}}(\psi_{x_2}) = \frac{1}{|u - u_\infty|} \left( u_2W_{x_2} + \frac{(u_\infty - u_1)(2u_1u_2W_{x_2} - (c^2 - u_1^2)W_{x_1})}{c^2 - u_2^2} \right).$$

By inverting the relation

$$
\begin{pmatrix}
\partial_{\psi_{x_2}} \\
\partial_{\tau_{sh}}
\end{pmatrix} = \frac{1}{|u_\infty - u|} 
\begin{pmatrix}
n_\infty - u_1 & -u_2 \\
u_2 & u_\infty - u_1
\end{pmatrix} 
\begin{pmatrix}
\partial_{x_1} \\
\partial_{x_2}
\end{pmatrix},
$$

(6.17)

we get

$$W_{x_1} = \frac{(u_\infty - u_1)W_{x_1} + u_2W_{\tau_{sh}}}{|u - u_\infty|}, \quad W_{x_2} = \frac{-u_2W_{\tau_{sh}} + (u_\infty - u_1)W_{x_2}}{|u - u_\infty|}.$$
So we can rewrite (6.16) as
\[ \partial_{\tau_{sh}}(\psi_{x_2}) = \frac{\alpha_1 W_{\nu_{sh}} + \alpha_2 W_{\tau_{sh}}}{|\mathbf{u}_\infty - \mathbf{u}|^2} \text{ on } \Gamma_{sh} \] 
(6.18)
with
\[ \alpha_1 = -1 \frac{1}{c^2 - u_2^2} \left( \begin{array}{c} u_\infty - u_1 \\ -u_2 \end{array} \right)^T \left( \begin{array}{cc} c^2 - u_1^2 & u_1 u_2 \\ u_1 u_2 & c^2 - u_2^2 \end{array} \right) \left( \begin{array}{c} u_\infty - u_1 \\ -u_2 \end{array} \right). \]

The term \( \alpha_2 \) can be directly computed as well, but since \( \alpha_1 \) is essential in proving Lemma 6.4, we only give the exact value of \( \alpha_1 \) here. The eigenvalues of the matrix \( \left( \begin{array}{cc} c^2 - u_1^2 & u_1 u_2 \\ u_1 u_2 & c^2 - u_2^2 \end{array} \right) \) are \( c^2 \) and \( (1 - M^2) \) for \( M^2 := \frac{|\mathbf{u}|^2}{c^2 \rho} \). So it follows from Proposition 4.6(iii) and (6.13) that, there exists a constant \( \mu_0 > 0 \) such that
\[ \alpha_1 \leq -\mu_0 \text{ on } \Gamma_{sh}. \] 
(6.19)
We substitute the expression (6.15) into (6.14), then use the expression (6.18) to rewrite (6.14) as
\[ \beta_1 W_{\nu_{sh}} + \beta_2 W_{\tau_{sh}} = 0 \text{ on } \Gamma_{sh} \]
(6.20)
for \( \beta_{1,2} = \beta_{1,2}(\nabla \psi) \). Particularly, the coefficient \( \beta_1 \) is given by
\[ \beta_1 = -\frac{\alpha_1}{|\mathbf{u} - \mathbf{u}_\infty|} \left( u_\infty \left( 1 + \frac{\rho_\infty}{\rho} \left( 1 - \frac{u_1^2}{c^2 - |\mathbf{u}|^2} \right) \right) - u_1 \left( 2 + \frac{|\mathbf{u}|^2}{c^2 - |\mathbf{u}|^2} \right) \right). \]

By Lemma 2.11, Proposition 4.6(ii)–(iii), (6.1), (6.3), (6.13), and (6.19), there exist constants \( \mu_1 > 0 \) and \( C > 0 \) with \( C \) depending only on \( (\gamma, B_0, d_0) \) such that
\[ \beta_1 \geq \mu_1 \left( u_\infty - C q_\gamma(\varepsilon) \right) \text{ on } \Gamma_{sh}. \]
(6.21)
for \( q_\gamma(\varepsilon) \) from Lemma 2.11. Therefore there exists a constant \( \varepsilon_4 \in (0, \varepsilon_3] \) depending only on \( (\gamma, B_0, d_0) \) so that if \( \varepsilon \in (0, \varepsilon_4] \), then we have \( \beta_1 \geq \frac{u_1 u_\infty}{2} > 0 \) on \( \Gamma_{sh} \) from which it follows that the boundary condition (6.20) is strictly oblique on \( \Gamma_{sh} \).

3. Similarly to (6.12), one can derive from (6.11) that
\[ \kappa_1 W_{x_1} + \kappa_2 W_{x_2} = 0 \text{ on } \Gamma_{\text{cutoff}} \]
(6.21)
for \( \kappa = (\kappa_1, \kappa_2) \) given by
\[ \kappa_1 = -\left( (c^2 - u_1^2) + (c^2 - u_2^2) \right) \cos \theta_w \sin \theta_w, \]
\[ \kappa_2 = (c^2 - u_2^2) \left( \cos^2 \theta_w - \sin^2 \theta_w \right) + 2u_1 u_2 \cos \theta_w \sin \theta_w. \]

By Proposition 4.6(iii) and the definition of \( \rho_{\text{sonic}} \) given in (3.5), we have
\[ \mathbf{\kappa} \cdot \mathbf{v} = \sin \theta_w (c^2 - (\mathbf{u} \cdot \mathbf{v})^2) \geq \frac{2(\gamma - 1)B_0 \sin \theta_w}{\gamma + 1} \sigma > 0 \text{ on } \Gamma_{\text{cutoff}} \]
for the outward unit normal \( \mathbf{v} = (\cos \theta_w, \sin \theta_w) \) on \( \Gamma_{\text{cutoff}} \), where \( \sigma > 0 \) is from Proposition 4.6(iii). Therefore the boundary condition (6.21) for \( W \) is strictly oblique on \( \Gamma_{\text{cutoff}} \).
4. On $\Gamma_b \setminus \{(b_0, 0)\}$, we differentiate the boundary condition $\psi = 0$ along the tangential direction $\tau_b := \frac{(b'(x_2), 1)}{\sqrt{1 + (b'(x_2))^2}}$, and use (6.1) to get $W = -\frac{\rho u_1}{b'(x_2)}$ on $\Gamma_b$. Then it follows from $(b_3)$ of Definition 1.1, Lemma 6.3 and (6.4) that $W < 0$ on $\Gamma_b \setminus \{(b_0, 0)\}$. Finally, we differentiate the boundary condition $\psi = 0$ with respect to $x_1$ on $\Gamma_{\text{sym}}$ to obtain that

$$W = 0 \quad \text{on } \Gamma_{\text{sym}}. \tag{6.22}$$

Then, by the strong maximum principle and the Hopf’s lemma, we conclude that

$$W < 0 \quad \text{in } \Omega \setminus \Gamma_{\text{sym}} \tag{6.23}$$

provided that $\varepsilon \in (0, \varepsilon_4]$. The estimates (6.22) and (6.23) combined with (6.3) completes the proof of Lemma 6.4. \qed

For $u = (u_1, u_2)$ given by (6.1), let us set

$$q(x) := |u(x)|(= \sqrt{u_1^2(x) + u_2^2(x)}) \quad \text{in } \overline{\Omega}, \tag{6.24}$$

that is, $q(x)$ is the local speed at $x \in \overline{\Omega}$. Then, the Mach number $M$ is written as $M = \frac{q}{c}$. By Lemmas 6.3 and 6.4, we have $q > 0$ in $\overline{\Omega} \setminus \{P_0\}$, thus we can define $\Theta(x)$ and $Q$ by

$$\Theta := \arctan \frac{u_2}{u_1}, \quad Q := \ln q \quad \text{in } \overline{\Omega} \setminus \{P_0\}. \tag{6.25}$$

**Lemma 6.5** One can further reduce $\varepsilon_4$ from Lemma 6.4 so that if $M_\infty(= \frac{1}{\varepsilon}) \geq \frac{1}{\varepsilon_4}$, then the local speed $q$ cannot attain its local extrema on $\Omega \cup \Gamma_{\text{sh}} \cup \Gamma_{\text{cutoff}}$.

**Proof** The proof is divided in six steps.

1. Note that $(\rho, u)$ given by (6.1) satisfy the equations stated in (1.2). In order to compute a second order differential equation for $Q$ in $\Omega$, we take the following steps:

   (i) By differentiating the Bernoulli’s law $\frac{1}{2}q^2 + h(\rho) = B_0$ in the direction of $u$, we get the expression

$$u \cdot \nabla \rho = -\frac{q}{h'(\rho)} u \cdot \nabla q \quad \text{in } \Omega. \tag{6.26}$$

   (ii) Due to (6.3), we can rewrite the first equation in (1.2) as $\nabla \cdot u + \frac{u \cdot \nabla \rho}{\rho} = 0$. Then, we substitute the expression (6.26) into $\nabla \cdot u + \frac{u \cdot \nabla \rho}{\rho} = 0$ to get

$$\frac{1}{q} \nabla \cdot u - \frac{1}{c^2} u \cdot \nabla q = 0 \quad \text{in } \Omega. \tag{6.27}$$

   (iii) Next, we use the definition (6.25) to rewrite (6.27) and the second equation in (1.2) in terms of $(Q, \Theta)$ in $\Omega$ as follows:

$$\begin{cases}
\Theta_{x_1} \sin \Theta - \Theta_{x_2} \cos \Theta = (1 - M^2)(Q_{x_1} \cos \Theta + Q_{x_2} \sin \Theta) \\
\Theta_{x_1} \cos \Theta + \Theta_{x_2} \sin \Theta = Q_{x_2} \cos \Theta - Q_{x_1} \sin \Theta
\end{cases}$$
from which we obtain that
\[
\begin{aligned}
\Theta_{x_1} &= -Q_{x_1} M^2 \sin \Theta \cos \Theta + Q_{x_2} (1 - M^2 \sin^2 \Theta) \\
\Theta_{x_2} &= -Q_{x_1} (1 - M^2 \cos^2 \Theta) + Q_{x_2} M^2 \sin \Theta \cos \Theta
\end{aligned}
\] 
\quad \text{in } \Omega. \tag{6.28}
\]

Since \( \Theta \) is \( C^2 \) in \( \Omega \), (6.28) yields that
\[
\sum_{i,j=1}^{2} \partial_{x_i} (a_{ij} \partial_{x_j} Q) = 0 \quad \text{in } \Omega \tag{6.29}
\]
with
\[
a_{11} = 1 - M^2 \cos^2 \Theta, \quad a_{12} = -a_{21} = M^2 \sin \Theta \cos \Theta, \quad a_{22} = 1 - M^2 \sin^2 \Theta.
\]

By Proposition 4.6(iii), Eq. (6.29) is uniformly elliptic in \( \Omega \). And, it follows from Lemmas 6.3 and 6.4 that \( q = 0 \) at \( x = P_0 \), and \( q(x) > 0 \) in \( \overline{\Omega} \ \backslash \ {P_0} \). This implies that \( Q \) is not a constant in \( \Omega \). Therefore, by the strong maximum principle, \( Q \) cannot attain its local extrema in \( \Omega \), or equivalently \( q(= e^{\Theta}) \) cannot attain its local extrema in \( \overline{\Omega} \).

2. By (6.3), Lemmas 6.3 and 6.4, we have \( \rho q > 0 \) on \( \Gamma_{\text{cutoff}} \). So the boundary condition \( \nabla \psi \cdot n_c = 0 \) on \( \Gamma_{\text{cutoff}} \), stated in (4.1.8), implies that \( \Theta - \theta_w = m\pi \) for some \( m \in \mathbb{Z} \) so we have
\[
\nabla \Theta \cdot \tau_c = 0 \quad \text{on } \Gamma_{\text{cutoff}}
\]
for a unit tangential \( \tau_c \) along \( \Gamma_{\text{cutoff}} \). Furthermore, we can represent \( \tau_c \) as \( \tau_c = (\cos \Theta, \sin \Theta)^\perp \) on \( \Gamma_{\text{cutoff}} \). We substitute the expression (6.28) into the boundary condition for \( \Theta \) stated right above, then apply Proposition 4.6(iii) to get
\[
\nabla Q \cdot n_c = 0 \quad \text{on } \Gamma_{\text{cutoff}}, \tag{6.30}
\]
where \( n_c \) represents a unit normal on \( \Gamma_{\text{cutoff}} \). Therefore, by the Hopf’s lemma, \( q(= e^{\Theta}) \) cannot attain its local extrema on \( \Gamma_{\text{cutoff}} \).

3. As pointed out earlier in the proof of Lemma 6.4,
\[
v_{\text{sh}} = \frac{u_\infty - u}{|u_\infty - u|} \tag{6.31}
\]
is the unit normal on \( \Gamma_{\text{sh}} \) with pointing interior to \( \Omega \). So \( \tau_{\text{sh}} = v_{\text{sh}} = \frac{(u_\infty^2 - u_\infty u)}{|u_\infty - u|} \) yields a unit tangential along \( \Gamma_{\text{sh}} \). By differentiating the Bernoulli’s law \( \frac{1}{2} q^2 + h(\rho) = B_0 \) in the tangential direction \( \tau_{\text{sh}} \) along \( \Gamma_{\text{sh}} \), we get
\[
\rho\tau_{\text{sh}} = -\rho M^2 Q\tau_{\text{sh}} \quad \text{on } \Gamma_{\text{sh}}. \tag{6.32}
\]
Next, we rewrite (6.2) in terms of \( (\rho, q, \Theta) \) as
\[
(\rho q \cos \Theta - \rho_\infty u_\infty)(q \cos \Theta - u_\infty) + \rho q^2 \sin^2 \Theta = 0 \quad \text{on } \Gamma_{\text{sh}}, \tag{6.33}
\]
and differentiate this boundary condition in the direction of \( \tau_{\text{sh}} \) along \( \Gamma_{\text{sh}} \). Then, by using the expression (6.32), one can derive that
\[
\Theta\tau_{\text{sh}} = \frac{T_1 Q\tau_{\text{sh}}}{(1 + \frac{\rho_\infty}{\rho})u_\infty \sin \Theta} \quad \text{on } \text{int } \Gamma_{\text{sh}} \tag{6.34}
\]
for
\[ T_1 = (M^2 - 2)q + u_\infty (1 - M^2) \cos \Theta + \frac{\rho_\infty u_\infty}{\rho} \cos \Theta. \]

Since \( \sin \Theta > 0 \) on \( \text{int} \Gamma_\text{sh} \) due to Lemma 6.4, the expression (6.34) is well defined.

Another way to compute \( \Theta_{r_{\text{sh}}} \) on \( \Gamma_\text{sh} \) is to use (6.17) and (6.28). A lengthy but direct computation yields that
\[
\Theta_{r_{\text{sh}}} = \frac{1}{|u - u_\infty|^2} \left( a_v Q_v + a_\tau Q_{\tau_{\text{sh}}} \right) \quad \text{on int } \Gamma_\text{sh} \tag{6.35}
\]

for
\[
a_v = -\frac{|u_\infty - u|^2}{c^2} \left( c^2 - (u \cdot v_{\text{sh}})^2 \right),
\]
\[
a_\tau = M^2 u_\infty \sin \Theta (u_\infty \cos \Theta - q). \tag{6.36}
\]

From (6.34) and (6.35), we obtain that
\[
\beta_{r_{\text{sh}}} \cdot \nabla Q = 0 \quad \text{on int } \Gamma_\text{sh}. \tag{6.37}
\]

for
\[
\beta_{r_{\text{sh}}} := -\frac{a_v}{|u_\infty - u|^2} v_{\text{sh}} + \left( \frac{T_1}{(1 + \frac{\rho_\infty}{\rho})u_\infty \sin \Theta} - \frac{a_\tau}{|u_\infty - u|^2} \right) r_{\text{sh}}. \tag{6.38}
\]

Since
\[
\beta_{r_{\text{sh}}} \cdot v_{\text{sh}} = -\frac{a_v}{|u_\infty - u|^2} \geq 1 - M^2 \geq \sigma > 0 \quad \text{on } \Gamma_\text{sh} \tag{6.39}
\]
due to Proposition 4.6(iii), the boundary condition (6.37) is strictly oblique on \( \text{int } \Gamma_{\text{sh}} \). Therefore, the Hopf’s lemma implies that \( q (= e^Q) \) cannot attain its local extrema on \( \text{int } \Gamma_{\text{sh}} \).

4. Suppose that \( q \) attains its local minimum at \( P_{2,L}^f \). Then, there exists a small constant \( r > 0 \) so that \( \partial (B_r(P_{2,L}^f) \cap \Omega) \subset (\Gamma_{\text{sh}} \cup \partial B_r(P_{2,L}^f) \cup \Gamma_{\text{cutoff}}) \), \( P_0 \notin B_r(P_{2,L}^f) \cap \overline{\Omega} \) and
\[
Q(P_{2,L}^f) = \inf_{B_r(P_{2,L}^f) \cap \Omega} Q. \tag{6.40}
\]

Since \( Q \) is bounded in \( B_r(P_{2,L}^f) \cap \overline{\Omega} \), there exists a constant \( m > 0 \) so that
\[
0 \leq Q - Q(P_{2,L}^f) \leq m \quad \text{in } B_r(P_{2,L}^f) \cap \overline{\Omega}.
\]

Let us set \( Q^*(x) := Q(x) - Q(P_{2,L}^f) \), and define a unit vector field \( \beta \) on \( \Gamma_{\text{cutoff}} \cup \Gamma_{\text{sh}} \) by
\[
\beta := \begin{cases} 
-n_c & \text{on } \Gamma_{\text{cutoff}} \\
\frac{\beta_{r_{\text{sh}}}}{|\beta_{r_{\text{sh}}}|} & \text{on } \Gamma_{\text{sh}}
\end{cases}
\]
for $\beta_{\text{sh}}$ given by (6.38). By (6.29), (6.30) and (6.37), $Q^* \in C^2(B_r(P_{2,L}^f) \cap \Omega) \cap C^0(B_r(P_{2,L}^f) \cap \Omega)$ satisfies

$$\sum_{i,j=1}^2 \partial_{x_i} (a_{ij} \partial_{x_j} Q^*) = 0 \quad \text{in } B_r(P_{2,L}^f) \cap \Omega,$$

$$\beta \cdot \nabla Q^* = 0 \quad \text{on } B_r(P_{2,L}^f) \cap (\Gamma_{\text{cutoff}} \cup \Gamma_{\text{sh}}) \setminus \{P_{2,L}^f\}.$$

Let $n$ be the inward unit normal on $(\Gamma_{\text{cutoff}} \cup \Gamma_{\text{sh}}) \setminus \{P_{2,L}^f\}$. Then, it directly follows from the definition of $\beta$ and (6.39) that $\beta$ satisfies

$$\beta \cdot n \geq \omega_0 \quad \text{on } B_r(P_{2,L}^f) \cap (\Gamma_{\text{cutoff}} \cup \Gamma_{\text{sh}}) \setminus \{P_{2,L}^f\} \quad (6.41)$$

for some constant $\omega_0 > 0$.

Set

$$\tau_c := (\sin \theta_w, -\cos \theta_w).$$

Claim: $\beta_{\text{sh}}(P_{2,L}^f) \cdot \tau_c > 0$.

The claim will be verified in the next step. For now, assume that the claim is true, then derive a contradiction from (6.40) by showing that $Q^*(P_{2,L}^f) > 0$.

Let $\Sigma_0$ be the line parallel to $(\cos \theta_w, \sin \theta_w)$ with passing through $P_{2,L}^f$. And, for $\sigma > 0$, let $\Sigma_\sigma$ be the line parallel to $n_\sigma := (\cos(\theta_w - \sigma), \sin(\theta_w - \sigma))$ with passing through $P_{2,L}^f$. Then, $\tau_c$ is a unit normal of $\Sigma_0$. Since $\Theta = \theta_w$ at $P_{2,L}^f$, (6.31) easily yields that

$$\nu_{\text{sh}} \cdot \tau_c = \frac{u_\infty \sin \theta_w}{|u_\infty - u|} > 0 \quad \text{at } P_{2,L}^f. \quad (6.42)$$

Therefore, one can choose a small constant $\sigma \in (0, \frac{\theta_w}{4})$ so that

$$\min\left\{ \frac{\beta_{\text{sh}}}{|\beta_{\text{sh}}|} \cdot n_\sigma, \nu_{\text{sh}} \cdot n_\sigma, -n_c \cdot n_\sigma \right\} \geq \lambda_0 \quad \text{at } P_{2,L}^f \quad (6.43)$$

for some constant $\lambda_0 > 0$. This shows that $\Sigma_\sigma$ yields a supporting line at $P_{2,L}^f$ with satisfying all the conditions to apply [9, Lemma 4.4.2]. Since $\Gamma_{\text{sh}}$ is $C^{1,\alpha}$ up to $P_{2,L}^f$, and $\Gamma_{\text{cutoff}}$ is a line, it follows from [9, Lemma 4.4.2] that, by flattening $\Gamma_{\text{sh}}$ near $P_{2,L}^f$ and using (6.41) and (6.43), we can apply [26, Lemma 2.2] to obtain that $Q^*(P_{2,L}^f) > 0$. But this contradicts to (6.40). Therefore, we conclude that $Q$ cannot attain its local minimum at $P_{2,L}^f$, and this implies that $q(= e^Q)$ cannot attain its local minimum at $P_{2,L}^f$. Also, one can similarly argue that $q$ cannot attain its local maximum at $P_{2,L}^f$ either.

5. It remains to verify the claim stated in the previous step. The claim is verified by a direct computation. Observe that

$$\nu_{\text{sh}} \cdot \tau_c = \frac{u_\infty \sin \theta_w}{|u_\infty - u|}, \quad \tau_{\text{sh}} \cdot \tau_c = \frac{q - u_\infty \cos \theta_w}{|u_\infty - u|} \quad \text{at } P_{2,L}^f.$$
because \( \Theta = \theta_w \) at \( P_{2,L}^f \). Then, a straightforward computation with using \( (6.36) \) and \( (6.38) \) yields that

\[
\beta_{sh}(P_{2,L}^f) \cdot \tau_c = \frac{1}{|u_\infty - u|} (J_1 + J_2)
\]

for

\[
J_1 = q \tan \theta_w + \frac{(u_\infty \cos \theta_w - q)((2 - M^2)q + M^2 \cos \theta_w)}{(1 + \frac{v_\infty}{\rho})u_\infty \sin \theta_w},
\]

\[
J_2 = M^2 u_\infty \sin \theta_w \left( \frac{(u_\infty \cos \theta_w - q)^2}{|u_\infty - u|^2} - \frac{(u \cdot v_{sh})^2}{q^2} \right).
\]

By Proposition 4.6(ii) and \( (6.1) \), we have

\[
u_\infty \cos \theta_w - q \geq u_\infty \cos \theta_w - Cq_f (\varepsilon)
\]

for \( q_f (\varepsilon) \) from Lemma 2.11. Therefore, if we reduce \( \varepsilon_4 \) further, then we have \( u_\infty \cos \theta_w - q > 0 \) at \( P_{2,L}^f \) provided that \( M_\infty \geq \frac{1}{\varepsilon_4} \). Then, we obtain that \( J_1 > 0 \) because \( M^2 < 1 \) at \( P_{2,L}^f \) due to Proposition 4.6(iii).

Since \( \Theta = \theta_w \) at \( P_{2,L}^f \), we have

\[
\frac{(u \cdot v_{sh})^2}{q^2} = \frac{|(\cos \theta_w, \sin \theta_w) \cdot (u_\infty - q \cos \theta_w, -q \sin \theta_w)|^2}{|u_\infty - u|^2} = \frac{(u_\infty \cos \theta_w - q)^2}{|u_\infty - u|^2}.
\]

This implies that \( J_2 = 0 \). So we conclude that \( \beta_{sh}(P_{2,L}^f) \cdot \tau_c = \frac{J_1}{|u_\infty - u|} > 0 \) provided that \( M_\infty \geq \frac{1}{\varepsilon_4} \).

6. It remains to show that \( q \) cannot attain its local minimum at neither \( P_1 \) nor \( P_{3,L}^f \).

Along the boundary \( \Gamma_{sym} \cup \Gamma_b \), since \( |u| > 0 \) away from \( P_0 \), the slip boundary condition \( u \cdot n_s = 0 \) for the inward unit normal \( n_s \) implies that \( (n_s)^\perp \parallel (\cos \Theta, \sin \Theta) \) on \( (\Gamma_{sym} \cup \Gamma_b) \setminus \{P_0\} \). This implies that \( \Theta = 0 \) on \( \Gamma_{sym} \), and that \( \Theta = \theta_w \) on \( \Gamma_b \cap \{x_2 \geq h_0\} \). So we have \( n_s^\perp \cdot \nabla \Theta = 0 \) on \( \Gamma_{sym} \cup (\Gamma_b \cap \{x_2 \geq h_0\}) \) for \( h_0 \) from Definition 1.1. A direct computation with using \( (6.28) \) shows that it is equivalent to

\[
\nabla Q \cdot n_s = 0 \quad \text{on} \quad \Gamma_{sym} \cup (\Gamma_b \cap \{x_2 \geq h_0\}). \tag{6.44}
\]

At \( P_1 \), we have \( \beta_{sh} = (1, 0, 0) \) because \( f'(0) = 0 \). This can be directly checked from \( (4.18) \) and \( (4.19) \). Since \( (1, 0) \) is tangential to \( \Gamma_{sym} \), one can adjust the argument in Step 4 with using \( (6.44) \) to conclude that \( q \) cannot attain its local minimum at \( P_1 \). For a similar reason, \( q \) cannot attain its local minimum at \( P_{3,L}^f \). Finally, one can easily adjust the argument in Step 4 and the argument right above to conclude that \( q \) cannot attain its local maximum at the points \( \{P_1, P_{2,L}^f, P_{3,L}^f\} \). This completes the proof of Lemma 6.5.

\begin{lemma}
For \( \varepsilon_4 \) from Lemma 6.5, if \( M_\infty (\varepsilon) = \frac{1}{\varepsilon_4} \geq \frac{1}{\varepsilon_4} \), then \( q \) monotonically increases along \( \Gamma_{sh} \) from \( P_1 \) to \( P_{2,L}^f \).
\end{lemma}

\begin{proof}
By Lemmas 6.3 and 6.4, we have \( \Theta(P_{2,L}^f) > 0 \) and \( \Theta(P_1) = 0 \). Then it follows from Lemma 2.3 that

\[
q(P_1) < q(P_{2,L}^f). \tag{6.45}
\]

\end{proof}
Suppose that \( q \) does not monotonically increase along \( \Gamma_{sh} \) from \( P_1 \) to \( P_{2,L}^f \). Then, there exist two distinct points \( P^* = (f(x^*_2), x^*_2) \) and \( P^\# = (f(x^{\#}_2), x^{\#}_2) \) satisfying the following two properties:

(i) \( 0 \leq x^*_2 < x^{\#}_2 \leq L \);
(ii) \( q(P^*) > q(P^\#) \).

Then, one can find at least one \( x^A_2 \in [0, x^*_2] \) so that a point \( A := (f(x^A_2), x^A_2) \) satisfies that

\[
q(A) = \max_{x_2 \in [0, x_2^*]} q(f(x_2), x_2).
\]

In other words, \( q(A) \) is the maximal local speed along \( \Gamma_{sh} \) between \( P_1 \) and \( P^* \). Next, we fix \( x^B_2 \in [x^*_2, L] \) so that a point \( B := (f(x^B_2), x^B_2) \) satisfies that

\[
q(B) = \min_{x_2 \in [x^*_2, L]} q(f(x_2), x_2),
\]

that is, \( q(B) \) is the minimal local speed along \( \Gamma_{sh} \) between \( P_A \) and \( P_{2,L}^f \). Finally, let us fix \( x^\#_2 \in [0, x^B_2] \) so that a point \( \hat{A} := (f(x^\#_2), x^\#_2) \) satisfies that

\[
q(\hat{A}) = \max_{x_2 \in [0, x^B_2]} q(f(x_2), x_2).
\]

Since \( q(B) \leq q(P^\#) < q(P^*) \leq q(\hat{A}) \), we have \( q(\hat{A}) - q(B) > 0 \). Let us set

\[
\mu := \frac{q(\hat{A}) - q(B)}{4}.
\]

By Proposition 4.6(ii) and (6.24), there exists a constant \( C_* > 0 \) satisfying that, for any \( r > 0 \),

\[
\text{Osc}_{B_r(x) \cap \Omega} q \leq C_* q_{y}(\varepsilon) r^\alpha \quad \text{for all } x \in \overline{\Omega}.
\]

So we have

\[
\text{Osc}_{B_{R_\varepsilon}(x) \cap \Omega} q \leq \mu \quad \text{for } R_\varepsilon := \left( \frac{\mu}{C_* q_y(\varepsilon)} \right)^\frac{1}{\alpha}.
\]  \hspace{1cm} (6.46)

Since \( q \in C^\alpha(\overline{\Omega}) \), one can fix a point \( A_1 \in \partial(B_{R_\varepsilon}(\hat{A}) \cap \Omega) \) so that

\[
q(A_1) := \max_{B_{R_\varepsilon}(\hat{A}) \cap \Omega} q.
\]

Note that \( A_1 \neq \hat{A} \) because a local extremum of \( q \) cannot be attained on \( \Gamma_{sh} \) due to Lemma 6.5. Inductively, for each \( n \geq 2 \), one can fix a point \( A_n \in \partial(B_{R_\varepsilon}(A_{n-1}) \cap \Omega) \) so that

\[
q(A_n) = \max_{B_{R_\varepsilon}(A_{n-1}) \cap \Omega} q.
\]

Define

\[
N := \min\{n : A_n \in \partial \Omega, \ n \geq 1\}.
\]
Since $\overline{\Omega}$ is compact, $N$ is finite. Furthermore, by (6.44) and Hopf’s lemma, $A_n$ lies on $\Gamma_b \cap \{0 < x_2 < h_0\}$, the curved part of $\Gamma_b$. Note that $q(A_N) > 0$ because $q(A_N) \geq q(P_1)$.

Similarly to the sequence $\{A_1, \ldots, A_N\}$, we construct a sequence of points by using the point $B$. We fix a point $B_1 \in \partial(B_R(B) \cap \Omega)$ so that $q(B_1) = \min_{B_R(B) \cap \Omega} q$. Note that $B_1 \neq B$ due to Lemma 6.5. Inductively, for each $m \geq 2$, fix $B_m \in \partial(B_R(B_{m-1}) \cap \Omega)$ so that $q(B_m) = \min_{B_R(B_{m-1}) \cap \Omega} q$. And, we define

$$M := \min\{m : B_m \in \partial \Omega, \ m \geq 1\}.$$ 

Then, $M$ is finite, and we have $B_M \in \Gamma_b \cap \{0 \leq x_2 \leq h_0\}$.

By the definition of $R_s$ given in (6.46), we have

$$q(A_n) - q(B_m) \geq q(\hat{A}) - q(B) = 4\mu \quad \text{for } 1 \leq n \leq N, \ 1 \leq m \leq M,$$

from which it follows that

$$B_{R_s}(A_n) \cap B_{R_s}(B_m) \cap \Omega = \emptyset \quad \text{for } 1 \leq n \leq N, \ 1 \leq m \leq M. \quad (6.47)$$

Since $x_2^\hat{A} < x_2^B$, (6.47) implies that $B_M$ must lie on $\Gamma_b \cap \{0 < x_2 < h_0\}$, that is, $B_M \neq P_0$.

Similarly to Step 6 in the proof of Lemma 6.5, along the boundary $\Gamma_b$, the slip boundary condition $\mathbf{u} \cdot \mathbf{n}_s = 0$ for the inward unit normal $\mathbf{n}_s$ implies that the vector field $(\cos \Theta, \sin \Theta)$ yields a unit tangential on $\Gamma_b$. Since $(\cos \Theta, \sin \Theta)$ points away from $P_0$ along $\Gamma_b$, by the convexity of the blunt body $W_b$, stated in Definition 1.1 (b4), we have

$$(\cos \Theta, \sin \Theta) \cdot \nabla \Theta < 0 \quad \text{on } \Gamma_b \cap \{0 < x_2 < h_0\}. \quad (6.48)$$

Note that we have $\nabla Q \cdot \mathbf{n}_s = (\cos \Theta, \sin \Theta) \cdot \nabla \Theta$ on $\Gamma_b$ by a direct computation with using (6.28), for the inward unit normal $\mathbf{n}_s$ on $\Gamma_b$. Here, $Q$ is defined by $Q = \ln q$ as in the previous lemma. Therefore, (6.48) implies that

$$\nabla Q \cdot \mathbf{n}_s < 0 \quad \text{on } \Gamma_{\text{sym}} \cup (\Gamma_b \cap \{0 < x_2 < h_0\}),$$

from which $(\nabla Q \cdot \mathbf{n}_s)(B_M) < 0$ is given. But this contradicts to Hopf’s lemma because $B_M$ is a local minimum point of $Q(= \ln q)$ in $B_{R_s}(B_{M-1}) \cap \Omega$. Therefore, we conclude that $q$ monotonically increases along $\Gamma_{sh}$ from $P_1$ to $P_{f2.1}$. \hfill \Box

Finally, we are ready to prove Proposition 6.1 by applying previous lemmas.

**Proof of Proposition 6.1** The proof is divided into two steps.

1. By (6.31), a unit tangential $\mathbf{t}_{sh}$ along $\Gamma_{sh}$ is given by $\mathbf{t}_{sh} = \frac{(u_\infty - u_1)}{|u_\infty - u|}$. Then the angle $\beta$ between $\mathbf{t}_{sh}$ and the positive $x_1$-axis is given by

$$\beta = \arctan \left( \frac{u_\infty - u_1}{u_2} \right).$$

By Lemma 6.4 and (6.13), we have $\beta \in (0, \frac{\pi}{2})$ on int$\Gamma_{sh}$.

Claim: For the local speed $q = |u|$, we have

$$\frac{d}{dq} \sin^2 \beta < 0 \quad \text{on int} \Gamma_{sh}.$$
We first assume that the claim holds true, then prove that $f''_{sh}(x_2) \geq 0$ for $0 < x_2 < L$. Since $\Gamma_{sh}$ is the graph of $x_1 = f_{sh}(x_2)$, the definition of $\beta$ implies that $f'_{sh}(x_2) = \cot \beta$ for $x_2 \in [0, L]$. So the chain rule yields that

$$f''_{sh}(x_2) = \frac{d \cot \beta}{dx_2} = -\csc^2 \beta \frac{d \beta}{dq} \frac{d q}{dx_2} \text{ on int } \Gamma_{sh}.$$ 

By Lemma 6.6 and the fact of $\beta \in (0, \frac{\pi}{2})$, if the claim stated above holds true, then we obtain that $f''_{sh}(x_2) \geq 0$ because of $\frac{d \beta}{dq} = \frac{1}{2 \sin \beta \cos \beta} \frac{d^2 \beta}{dq^2} < 0$ on int $\Gamma_{sh}$.

To complete the proof, it remains to verify the claim stated in Step 1. Direct computations with using (6.24), (6.25) and the definition of $\beta$ show that the Rankine-Hugoniot conditions $\rho \mathbf{u} \cdot \mathbf{v}_{sh} = \rho_{\infty} \mathbf{u}_{\infty} \cdot \mathbf{v}_{sh}$ and $\mathbf{u} \cdot \mathbf{\tau}_{sh} = \mathbf{u}_{\infty} \cdot \mathbf{\tau}_{sh}$ on $\Gamma_{sh}$ can be written as

$$q \sin(\Theta - \beta) = -\frac{\rho_{\infty}}{\rho} u_{\infty} \sin \beta, \quad q \cos(\Theta - \beta) = u_{\infty} \cos \beta.$$ 

Here, $\mathbf{v}_{sh}$ represents the inward unit normal on $\Gamma_{sh}$. From this expression, we obtain that $u_{\infty}^2 q^2 (1 - \sin^2 \beta) + \rho_{\infty}^2 u_{\infty}^2 \sin^2 \beta = 1$ on int $\Gamma_{sh}$.

We solve this for $\sin^2 \beta$ to get

$$\sin^2 \beta = \frac{q^2 - u_{\infty}^2}{u_{\infty}^2 \left( \frac{\rho_{\infty}^2}{\rho^2} - 1 \right)} \text{ on int } \Gamma_{sh}. \quad (6.49)$$

We differentiate the Bernoulli’s law $\frac{1}{2} q^2 + \gamma \frac{\rho_{\infty}}{\rho} = \frac{1}{2} u_{\infty}^2 + \gamma \frac{\rho_{\infty}}{\rho}$, and use (6.1) to get $\frac{d \rho}{dq} = -\frac{\rho q}{c^2}$. Then, we differentiate (6.49) with respect to $q$ to get

$$\frac{d}{dq} \sin^2 \beta = \frac{2q}{u_{\infty}^2 \left( \frac{\rho_{\infty}^2}{\rho^2} - 1 \right)^2} \left( \frac{\rho_{\infty}^2}{\rho^2} - 1 - \frac{q^2 - u_{\infty}^2}{c^2} \frac{\rho_{\infty}^2}{\rho^2} \right) \text{ on int } \Gamma_{sh}. \quad (6.50)$$

By rearranging the Bernoulli’s law, we have $\frac{q^2 - u_{\infty}^2}{c^2} = \frac{2}{\gamma - 1} \left( \frac{\rho_{\infty}}{\rho} - 1 \right)$. We substitute this expression into (6.50) to finally obtain that

$$\frac{d}{dq} \sin^2 \beta = \frac{2q}{u_{\infty}^2 \left( \frac{\rho_{\infty}}{\rho^2} - 1 \right)^2} \mathcal{F} \left( \frac{\rho_{\infty}}{\rho} \right)$$

for $\mathcal{F}(\eta)$ given by

$$\mathcal{F}(\eta) = \frac{\gamma + 1}{\gamma - 1} \eta^2 - \frac{2}{\gamma - 1} \eta^{\gamma+1} - 1.$$ 

By (6.4), we have $0 < \frac{\rho_{\infty}}{\rho} < 1$. Since $\mathcal{F}(1) = 0$ and $\mathcal{F}'(\eta) = \frac{2(\gamma+1)}{\gamma - 1} \eta (1 - \eta^{\gamma-1}) > 0$ for $\gamma > 1$ and $0 < \eta < 1$, we have $\mathcal{F}(\frac{\rho_{\infty}}{\rho}) < 0$ on $\Gamma_{sh}$. And, this finally yields that $\frac{d}{dq} \sin^2 \beta < 0$ on int $\Gamma_{sh}$. This verifies the claim stated in Step 1. Therefore, the proof of Proposition 6.1 is completed. \(\square\)
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