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Abstract—Real world traffic sign recognition is an important step towards building autonomous vehicles, most of which highly dependent on Deep Neural Networks (DNNs). Recent studies demonstrated that DNNs are surprisingly susceptible to adversarial examples. Many attack methods have been proposed to understand and generate adversarial examples, such as gradient based attack, score based attack, decision based attack, and transfer based attacks. However, most of these algorithms are ineffective in real-world road sign attack, because (1) iteratively learning perturbations for each frame is not realistic for a fast moving car and (2) most optimization algorithms traverse all pixels equally without considering their diverse contribution. To alleviate these problems, this paper proposes the targeted attention attack (TAA) method for real world road sign attack. Specifically, we have made the following contributions: (1) we leverage the soft attention map to highlight those important pixels and skip those zero-contributed areas – this also helps to generate natural perturbations, (2) we design an efficient universal attack that optimizes a single perturbation/noise based on a set of training images under the guidance of the pre-trained attention map, (3) we design a simple objective function that can be easily optimized, (4) we evaluate the effectiveness of TAA on real world data sets. Experimental results validate that the TAA method improves the attack successful rate (nearly 10%) and reduces the perturbation loss (about a quarter) compared with the popular RP\textsuperscript{2} method. Additionally, our TAA also provides good properties, e.g., transferability and generalization capability. We provide code and data to ensure the reproducibility: https://github.com/AdvAttack/RoadSignAttack.

Index Terms—Adversarial machine learning, physical world attack, traffic sign recognition, deep neural networks

I. INTRODUCTION

INTERNET of Things (IoT) applications in smart traffic control and smart cities are highly dependent on intelligent autonomous vehicles [1][2][3]. The traffic sign recognition is the core function of such IoT driver assistance systems.
learns a single perturbation based on a set of road sign images. In their model, the RP$_2$ first learns a sparse mask (with value 0 or 1) via L1-norm, and then adds perturbations to those 1-value-pixels using L2-norm. This perturbation achieves a robust attack performance when it is printed to a real traffic signpost. However, the L1 mask has some limitations: (1) it leads to a high perturbation cost since all attacked pixels are given the biggest weight, i.e., 1; (2) it needs manual steps to make the L1 mask looks like rectangle; (3) the perturbation in the rectangle shape is yet not natural enough.

In order to reduce the perturbation cost and achieve a robust attack performance, we propose the Targeted Attention Attack (TAA) method, which utilizes a soft attention map (with value between 0 and 1) to distinguish pixels weights. Specifically, TAA contains two main steps: the first step learns a soft attention map, which highlights those important pixels and suppresses trivial pixels in classification; the second step reduces the adversarial noises in terms of the $L_2$-norm according to the pre-learned attention map. We summarize the main contribution of this work as below:

- We propose an attacking strategy based on soft attention maps, which is associated with low cost and natural output - more rational to an attacker.
- We design the Targeted Attention Attack (TAA) for real world attack. For efficiency, TAA constructs a single adversarial perturbation to mislead all test road signs captured under different distance and view-angles.
- We formulate an objective function for the final attacks that make use of the soft attention maps and it can be easily optimized by existing optimizers.
- We evaluate the feasibility of TAA on both existing datasets (LISA and GTSRB) and physical world road signs. Extensive experimental results show that TAA achieves a high targeted attack rate with small perturbations. It also exhibits strong transferability and generalization capability.

II. RELATED WORK

In this section, we first review four kind of adversarial attack methods, i.e., gradient based attack, score based attack, decision based attack and transformation based attack, and then discuss the RP$_2$ model and the attention mechanism.

A. Adversarial attack methods

Firstly, gradient based attack [10], [19], [20], [21], [22] seeks for the most sensitive perturbing direction for an input data according to the gradient of loss function. Goodfellow et al. [10] proposed the well-known fast gradient sign method (FGSM), which determines the perturbation direction (increase or decrease) for each pixel by leveraging the gradient of the loss function. FGSM is designed for fast learning via a single gradient step, so it often fails to find the minimal perturbation [23]. Kurakin et al. [19] refined the FGSM by repeating the gradient step many times with a smaller step size in each iteration. This iterative FGSM (I-FGSM) misleads the classifier in a higher rate with relatively smaller perturbations. The DeepFool method [20] further reduces the perturbations strength by iteratively searching for the distance between a clean input to its closest classification hyperplane. However, the greedy optimization strategies in both I-FGSM and DeepFool are easily leading to a local optimum. Dong et al. [21] designed the momentum I-FGSM (MI-FGSM), which employs a velocity vector to memorize all the previous gradients during iterations to escape from poor local maximum. Recently, Xiang et al. [22] embedded the FGSM into the gray-box attack scheme, where the victim network structure is inaccessible but can be derived by the side-channel attack (SCA).

Secondly, score based attack [17], [24], [25] relies on the output scores (e.g., predicted probability) instead of the gradient information in constructing adversarial perturbations, without access of either model architecture and model weights. Narodytska et al. [17] applied the confidence score to guide a greedy local-search method, which finds a few pixels (even single pixel) that are most helpful in generating perturbations. It adopts the “top-k misclassification” criteria, which means the search procedure will stop until it pushes the correct label out of the top-k scores. Hayes and Danezis [24] trained a attacker neural network to learn perturbations, which then used to attack another block-box network. They defined the loss function by combining the output confidence scores of both networks. Ilyas et al. [25] considered more realistic settings, e.g., the attacker only knows a limited number of prediction scores due to the query limitation. The authors employed the natural evolution strategy (NES) to estimate the gradient and adopted the projected gradient descent to generate adversarial examples. Based on [25], Zhao et al. [26] derived the Fisher information matrix (FIM) and incorporated FIM with the second-order natural gradient descent (NGD) to achieve high query-efficiency.

Thirdly, decision based attack [27], [28], [29], [30], [31] requires only the model classification decision (i.e., the top-1 class label) and frees the need of either model gradient or their output scores. The boundary attack [27] starts with an adversarial point and then reduces the noise by implementing the random walk along the decision boundary. This method adds minimal perturbations (in terms of L2-distance) compared with gradient based methods, but it needs much more iterations to converge. The pointwise attack [28] initializes the starting point with salt-pepper noise. Then it repeatedly resets each perturbed pixel to clean image while making sure the noisy image still adversarial. Chen and Jordan [29] developed the Boundary Attack ++, which not only reduces the number of model queries but also able to switch between $L_2$ and $L_{\infty}$ distance by designing two clip operators. In [30], Chen et al. employed the binary information of the decision boundary to estimate the gradient direction and presented the decision based HopSkipJumpAttack (HSJA). This method achieved competitive results by attacking popular defense mechanisms, while its query efficiency needs improvement. Li et al. [31] pointed out that the large number of query iterations for boundary-based attack is due to the high dimensional input (e.g., image). Thereby, three subspace optimization methods (i.e., spatial subspace, frequency subspace and principle component subspace) is explored in their Query-Efficient Boundary-based blackbox Attack (QEBA) for perturbation sampling.
TABLE I: Summary of the properties for different attacking methods. The properties are Targeted attack, Untargeted attack, White-box attack, Black-box attack and Gray-box attack.

| Attacking Methods | Properties |
|-------------------|------------|
| FGSM              | ✓          |
| I-FGSM            | ✓          |
| DeepFool          | ✓ ✓ ✓ ✓ ✓ |
| MI-FGSM           | ✓ ✓ ✓ ✓ ✓ |
| Xiao et al.       | ✓ ✓ ✓ ✓ ✓ |
| Narodytska et al. | ✓ ✓ ✓ ✓ ✓ |
| Hayes and Danezis | ✓ ✓ ✓ ✓ ✓ |
| Ilyas et al.      | ✓ ✓ ✓ ✓ ✓ |
| Zhao et al.       | ✓ ✓ ✓ ✓ ✓ |
| Boundary Attack   | ✓ ✓ ✓ ✓ ✓ |
| Pointwise Attack  | ✓ ✓ ✓ ✓ ✓ |
| HSJA              | ✓ ✓ ✓ ✓ ✓ |
| QEBA              | ✓ ✓ ✓ ✓ ✓ |
| stAdv             | ✓ ✓ ✓ ✓ ✓ |
| Engstrom et al.   | ✓ ✓ ✓ ✓ ✓ |
| Wang et al.       | ✓ ✓ ✓ ✓ ✓ |
| Chen et al.       | ✓ ✓ ✓ ✓ ✓ |

Finally, transformation based attack [32], [33], [34], [35] crafts adversarial images by shifting pixels’ spatial location instead of directly modifying their value. For example, Xiao et al. [32] proposed the spatially transformed adversarial (stAdv) method, which replaces the $L_p$-norm with local geometry distortion in measuring the magnitude of perturbations. The stAdv minimizes the transformation perturbation with L-BFGS optimizer [36]. Engstrom et al. [33] also found that simply rotating or translating a natural image is enough to fool a deep vision model, even though the solution may be not the global optimal. Wang et al. [34] investigated the effect of image spatial transformation on the image-to-image (Im2Im) translation task, which is more sophisticated than pure classification problem. They revealed that the geometrical image transformation (i.e., translation, rotation and scale) in the input domain can cause incorrect color map of Im2Im framework in the target domain. Different from the previous works that depend only on the spatial transformation, Chen et al. [35] integrated linear spatial transformation (i.e., affine transformation) with color transformation and proposed a two-phase combination attack. These adversary models can be potentially applied to protect social users’ interaction for influence learning [37], [38].

Based on attacker’s knowledge, these methods can be divided into white-box attack, black-box attack and gray-box attack. Specifically, white-box attack assumes attackers know everything about the victim model (e.g., architecture, parameters, training method and data); black-box attack assumes the adversary only knows the output of the model (prediction label or probability) given an input; and gray-box attack means the scenario where the hacker knows part of information (e.g., the network structure) and the rest (e.g., parameters) is missing. Based on attacker’s specificity, these methods fall into targeted attack where the model outputs a user specified label; or untargeted attack where the model is misled to any label other than the correct label. A summary is provided in Table I.

B. RP$_2$ and attention mechanism

Suppose we are given a clean example $x$ with the ground truth label $y$ and a classifier $f_\theta(\cdot)$ with well-trained parameter $\theta$, so we have $f_\theta(x) = y$. The goal of an attacker is to generate the adversarial example $x'$ who looks similar to $x$ but misleads the classifier to any wrong label $f_\theta(x') \neq y$ (untargeted attack) or a pre-specified label $f_\theta(x) = y'$ (targeted attack).

The RP$_2$ [13] is designed for generating robust perturbations for physical world road sign. Specifically, it learns a perturbation $\delta$ for an input “Stop” sign $o$ and prints the perturbed sign on paper, with the hope that the attacked real object could be misclassified as “SpeedLimit45”. To ensure the attack is robust - the physical sign could consistently mislead the classifier under diverse distances and view angles, the perturbation $\delta$ is learned from a set of stop signs $X^\delta$.

Formally, the optimization problem is:

$$\arg\min_{\delta} \lambda \|M_x \cdot \delta\|_p + NPS$$

(1)

$$+ \mathbb{E}_{x_i \sim X^\delta} J(f_\theta(x_i + R_i(M_x \cdot \delta)), y^*)$$

where $NPS$ is the non-printability score to evaluate the colour printer’s fabrication error [39]. $\lambda$ is a trade-off hyperparameter to balance the $p$-norm of perturbation and the loss function $J(\cdot, \cdot)$. The $R_i$ is a rotation alignment function, which ensures the perturbation could rotate if the object $x_i$ is rotated. The RP$_2$ performs the attention attack via the perturbation mask $M_x$, which assigns one to sensitive pixels and zero to others. Thus, only the sensitive area will be processed during the optimization. However, the mask $M_x$ is not a purely learning result, it needs some expert knowledge and manual intervention. Specifically, $M_x$ has two shapes: the first one is a hardcoded “octagon” to match the shape of “Stop” sign; the second one is a sparse matrix learned by $L_1$-norm but needs human modification to imitate a sticker attack. Reference Figure 4 for more details.

Wang et al. [40] presented the Residual Attention Network (RAN), which can be easily extended to very deep (i.e., hundreds of layers) by directly stacking attention modules. In RAN, each attention module is composed of two branches: a trunk branch $T$ runs the feature processing and a soft mask branch $M$ acts as a feature selector. The mask branch was designed in a bottom-up top-down structure to mimic human cortex path [41].

Specifically, given an input image $x$, the output of trunk branch $T(x)$ and mask branch $M(x)$ have the same size. Instead of directly performing the element-wise product as:

$$H(x) = M(x) \cdot T(x)$$

(2)

the RAN employs the attention residual learning by:

$$H(x) = (1 + M(x)) \cdot T(x)$$

(3)

to avoid the following two problems: (1) repeatedly dot product with $M(x)$, whose value range between $[0, 1]$, will continuously degrade the feature value in deep layers; (2) the identical mapping cushions the effect that the soft mask may break some good features.
III. TARGETED ATTENTION ATTACK

In this section, our Targeted Attention Attack (TAA) algorithm is formulated. TAA is designed for attacking real-world road signs by simulating human perception process. Before elaborating on the TAA, we first discuss the cornerstone challenges and difficulties that should be addressed in our model.

A. Challenges from real-world conditions

A major aim of attacking real-world road sign images is to mislead autonomous vehicles. Recall the real scene that a self-driving car passes by a “Stop” sign and collects a number of digital images by a moving camera. It is nearly infeasible for an adversarial to iteratively optimize the perturbations for every image before they are fed into a classifier. In this case, we aim to learn a “universal” perturbation for all collected images instead of implementing image-specific attack. However, the same “Stop” sign will have great differences when it is photographed from different distances and view angles. Some special background and light even lead to the road sign being hardly visible. An ideal attack method should be effective under different environmental conditions.

B. Target Attention Attack Work-flow

Fig. 2 illustrates the framework of TAA. In the left part, TAA takes the advantage of RAN to extract the soft attention map, which yields a smaller perturbation and higher fooling rate than the $L_1$-mask used in RP. In the right part, TAA uses a set of training images to optimize the perturbation, instead of basing on a single image, to fit the real world case. In our modeling, we have $N$ road sign images $X = \{x_i \in \mathbb{R}^{m \times n}\}_{i=1}^{N}$, belonging to $L$ classes $X = \{X_l\}_{l=1}^{L}$.

1) Soft attention map learning: In RAN, each attention module is composed of a trunk branch and a soft mask branch. In practice, RAN stacks multiple attention modules to extract image feature for classification. Increasing attention modules of RAN could deliver a constant performance improvement owing to the residual structure. In this work, we use the 92-layer RAN (attention-92), which contains 3 attention stages, stacking {1, 2, 3} attention modules, separately. So we totally have 6 attention modules. Take the first attention module as an example: given an input $x_i$, its output is:

$$H_{1,c} (x_i^1) = \left(1 + M_{1,c} (x_i^1) \right) \cdot T_{1,c} (x_i^1)$$  \hspace{1cm} (4)

where subscript $(1,c)$ denotes the 1st attention module and the $c$th channel with $c \in [1, 2, \ldots, C_1]$. The output of the first attention module then fed as the input of the second attention module after an residual unit. The whole RAN framework can be trained end-to-end.

After training, different attention modules carry out diverse attention performance. For example, low-level attention modules just reduces background feature, while high-level attention modules focus more on the part features that really matters for classification. To achieve a precise attack, we select the attention map from the last attention module, i.e., $H_{j,c} (x_i^j)$, where $j = 6$ in this work. We empirically found that $H_{j,c} (x_i^j)$ has a higher discrimination than $M_{j,c} (x_i^j)$, so the $H_{j,c} (x_i^j)$ is used as the soft attention map. By setting the channel numbers of the last attention stage, i.e., $C_4 = C_5 = C_6 = 1$, we can obtain $N$ attention maps $\{H_j (x_i^j)\}_{i=1}^{N}$, corresponding to $N$ training samples.

Before perturbation optimization, we should select only one attention map for each class and resize them into $m \times n$. Considering the real-world case that uses one perturbation to attack one class, the attention map should be the same for each class. In this paper, we select the one that is the closest to the average map in terms of the Euclidean distance

$$\text{arg min}_{H_j (x_i^j), x_i \in X_l} \| \text{Ave} (H_j (X_l^i)) - H_j (x_i^j) \|_2$$  \hspace{1cm} (5)

where $X_l$ is the subset of $X$, containing all the $x_i$ belong to the $l$th class. Ave $(\cdot)$ returns the average map. Let $H (X_l^{opt})$ be the optimal attention map of the $l$th class. It is worth mentioning that there may be other potential methods for attention map selection. Finally, these $L$ attention maps are resized to $m \times n$ via bilinear interpolation

$$A_l = \text{Bilinear} \left( H (X_l^{opt}) \right), l = 1 \ldots L$$  \hspace{1cm} (6)

where $A_l \in \mathbb{R}^{m \times n}$ represents the soft attention map of class $l$. In $A_l$, different area have different attention weight, ranging from zero to one, to distinguish their contribution in classification. During optimization, an ideal attacker should pay more attention to those critical pixels and jump over those trivial ones.

2) Perturbation optimization: In this part, we first derive the road sign attack without using attention mechanism, and then formulate our TAA model. In real-world cases, an targeted attacker aims to learn an universal perturbation from a set of training images, and hopes this perturbation would be effective for all the newly collected images, i.e., test images. Formally, let $X_l^{train}$ and $X_l^{test}$ be the training set and testing set of $l$th class, respectively. In training phase, the perturbation $\delta$ should be reduced to be as small as possible, but can still mislead the well trained classifier $f_{\theta} (\cdot)$ to a pre-specified class $t$:

$$\text{arg min}_{\delta, x_i \in X_l^{train}} D (x_i, x_i + \delta)$$ \hspace{1cm} (7)

where $t = \text{arg max} (y^*)$ and $D$ is a distance function. This optimization problem can be solved by reshaping to a relaxed Lagrange function:

$$\text{arg min}_{\delta} \lambda \| \delta \|_p + E_{x_i \sim X_l^{train}} J (f_{\theta} (x_i + \delta), y^*)$$  \hspace{1cm} (8)

where $J (\cdot, \cdot)$ is loss function and $L_p$-norm measures the perturbation loss. In this work, the $NPS$ term in Eq. (1) is not used because it does not make a significant performance improvement and yet computationally expensive as discussed in .
A. Datasets and Preprocess

The LISA dataset \[43\] consists of 47 classes of US road sign images including 7855 annotations on 6610 frames with varying distance and view angles. The raw images are collected by different cameras on moving cars, and their size ranged from 640 × 480 to 1024 × 522 pixels. Notably, the LISA dataset is not well-balanced. For example, it contains 1821 “Stop” signs but only 5 “thruMergeLeft” signs. In our experiments, we select the road sign types that over 40 images, i.e., the top 26 classes. Finally, the selected 7505 annotations are resized to 32 × 32.

The GTSRB \[44\] is a German road sign dataset, which contains 43 classes with totally 51,840 images. In our experiments, we only use its “Stop” and “PedestrianCrossing” sign to test the transferability of the learned perturbation by RP. and our TAA. Precisely, 240 “Stop” sign and 60 “PedestrianCrossing” sign are selected from the test subset of GTSRB, which are also resized to 32 × 32.

B. Experimental Settings

Network Training. The CNN model consists of three convolutional layers with each followed by a “Relu” function. After flatten and dense processing, the final feature is classified by Softmax. To learn a single perturbation, the TAA should train the RAN and the CNN classifier separately. For each network, we randomly select 80\%(6004) samples for training and the rest 20\%(1501) images for testing. After training, the RAN and CNN classifier achieves 98\% and 94.1\% accuracy on test images, respectively.

Evaluation Methods. We use two methods to evaluate the attack performance, i.e., perturbation loss and attack success rate. The perturbation loss measures the amount of the perturbations in terms of its $L_2$-norm, i.e., $P_{loss} = ||\delta||_2$. The attack success rate indicates the ability that how much an adversary can mislead the CNN classifier. Similar to our baseline RP, an successful targeted attack is defined as: an classifier can correctly predict an clean input $f_\theta (x_i) = y$, but it will be misled to an target class by a noisy image $f_\theta (x_i + \delta) = y^\ast$. Thus, the attack success rate (ASR) is

$$ASR = \frac{\sum_{x_i \in X_l} \{ f_\theta (x_i) = y \land f_\theta (x_i + \delta) = y^\ast \}}{\sum_{x_i \in X_l} \{ f_\theta (x_i) = y \}}$$

Rationally, an attacker hopes to accomplish a high ASR with a small $P_{loss}$.

Comparison Methods. We compare our TAA with the baseline RP. \[13\] and six single image attack methods, including both untargeted salt-pepper attack \[45\], contrast reduction attack \[46\], Gaussian blur attack \[47\] and targeted pointwise attack \[28\], FGSM \[10\], boundary attack \[27\].

- Salt-pepper attack \[45\] increases the amount of salt and pepper noise until the single input is misclassified.
- Contrast reduction attack \[46\] reduces the contrast of the input using a linear search to find the smallest adversarial perturbation.
- Gaussian blur attack \[47\] blurs the inputs using a Gaussian filter with linearly increasing standard deviation.
- Pointwise attack \[28\] starts with the salt and pepper noise and minimizes the adversarial perturbation using $L_0$ norm.
- FGSM \[10\] computes the gradient of the loss function once and then seeks the minimum step size to craft adversarial samples.
- Boundary attack \[27\] is the most popular decision based attack, which minimizes the $L_2$ norm of the perturbations to ensure the invisibility.
C. Experimental Results

1) Stop-SpeedLimit45: Similar to RP$_2$, we use perturbed “Stop” sign to mislead a well-trained CNN classifier to “SpeedLimit45”. In this experiment, we randomly select 80% (1457) “Stop” signs for perturbation optimization. Then the single perturbation $\delta$ is added to all the remainder 20% (364) test images to evaluate the attack performance. For fair comparison, we run those single image attack methods on all the training images to optimize 1457 perturbations. Then we compute a single average perturbation to attack the testing images.

Table II summarizes the attack success rate and perturbation loss of the “Stop-SpeedLimit45” attack. From Table II we know that the proposed TAA achieves the highest targeted attack rate on the 364 testing images. Although single image attack based methods optimize relatively small perturbation (except FGSM), they produce very low ASR on the test set. This confirms our previous point that one-to-one attack strategy is powerless in real world road sign attack. Comparing with RP$_2$, our TAA not only improves the attack success rate, but also reduces the magnitude of perturbations.

Table II right part visualizes the attack results. The Original column displays the selected “Stop” sign from training set. The Mask column shows the starting point (for point-wise and boundary attack) or corresponding mask images (for RP$_2$ and TAA). The final two columns are attack results that perturbed by either the average noises of all training images (Adv-all) or the image-specific noises (Adv-1). After averaging, most single image attack methods crafts nearly human imperceptible perturbations, and the universal attack strategy generates human visible noises. However, these noise cannot deceive human eyes in our real life, e.g., we may regard TAA noisy image as tree shadow or graffiti. Therefore, these noisy road signs will not pose a barrier to human driving, but may cause great degradation to autonomous vehicles.

2) PedestrianCrossing-SpeedLimit65: In this part, we consider another dangerous attack - misclassifying a “PedestrianCrossing” as a “SpeedLimited65”. In this case, the car will directly go through in a limited speed below 65 instead of slowing down to watch pedestrians. Thus this attack puts pedestrians in a very dangerous environment. Similarly, we randomly select 80% (868) “PedestrianCrossing” images to train both RP$_2$ and TAA, and repeatedly conduct six single image attack methods on every training image. Then their

\begin{itemize}
  \item RP$_2$ [18] is an universal attack algorithm, which optimizes a common perturbation with the guidance of $L_1$ mask. Then the perturbation magnitude is reduced to a small $L_2$ loss.

  The code for RP$_2$ attack is available from Githubhttps://github.com/bethgelab/foolbox and the parameters are set as default [18]. We implement the FGSM [10] based on the CleverHans v3.0.f, and run the rest methods on Foolbox v1.9.6. All parameters are set as the recommended value.
\end{itemize}

![Fig. 3: Robustness test under a wide range of training epochs.](image-url)
Additionally, it should be relearned if the source or target class has been changed, while all of our soft attention maps could be built at once after the RAN training. The fully automatic learning procedure and the one-shot learning strategy are two main factors that improving the efficiency of our TAA.

4) Transferability: We test the data transferability and model transferability of TAA, separately. For data transfer, we apply the perturbation learned from LISA dataset to attack the traffic signs of GTSRB, and check whether the classifier will be misled. The attack results are listed in Table II. For “Stop-SpeedLimit45” attack, we can see that our TAA achieves much higher attack success accuracy (86.7%) than RP2 (53.8%), i.e., more than 30%. For the “PedestrianCrossing-SpeedLimit65” attack, it can be found that both RP2 and TAA have a weak attack performance. The reason is that the “PedestrianCrossing” sign of US (LISA) and German (GTSRB) are greatly different in both shape and color, i.e., only the middle pedestrian area looks similar. Although this makes the transfer attack harder, our TAA gets almost double ASR compared with RP2. This means the TAA perturbation has a much better transferability than RP2 in attacking unknown data, even if the data lies in diverse distribution space.

To investigate the model transferability, we train three proximity DNNs classifiers, referred as CNN-2, CNN-3 and CNN-

### Table II: “Stop-SpeedLimit45” attack results.

| Methods                  | $P_{loss}$ | ASR   | Original | Mask | Adv-all | Adv-1 |
|--------------------------|------------|-------|----------|------|---------|-------|
| Salt-Pepper [45]         | 1.83       | 0.00% | —        | —    | —       | —     |
| Contrast reduction [46]  | 5.90       | 0.00% | —        | —    | —       | —     |
| Gaussian blur [47]       | 2.93       | 0.00% | —        | —    | —       | —     |
| FGSM [10]                | 14.20      | 47.50%| —        | —    | —       | —     |
| Pointwise [28]           | 2.71       | 20.30%| —        | —    | —       | —     |
| Boundary attack [27]     | 1.92       | 23.90%| —        | —    | —       | —     |
| RP2 [18]                 | 10.81      | 91.80%| —        | —    | —       | —     |
| Our TAA                  | 7.62       | 100%  | —        | —    | —       | —     |

### Table III: “PedestrianCrossing-SpeedLimit65” attack results.

| Methods                  | $P_{loss}$ | ASR   | Original | Mask | Adv-all | Adv-1 |
|--------------------------|------------|-------|----------|------|---------|-------|
| Salt-Pepper [45]         | 1.44       | 0.50% | —        | —    | —       | —     |
| Contrast reduction [46]  | 4.56       | 2.30% | —        | —    | —       | —     |
| Gaussian blur [47]       | 3.15       | 0.50% | —        | —    | —       | —     |
| FGSM [10]                | 13.26      | 31.80%| —        | —    | —       | —     |
| Pointwise [28]           | 2.47       | 20.30%| —        | —    | —       | —     |
| Boundary attack [27]     | 2.42       | 22.10%| —        | —    | —       | —     |
| RP2 [18]                 | 10.73      | 88.90%| —        | —    | —       | —     |
| Our TAA                  | 7.47       | 99.10%| —        | —    | —       | —     |
4. Compared to the original CNN, CNN-2 has an additional convolutional layer and nonlinear processing layer, CNN-3 adds one more nonlinear processing layer, and CNN-4 replaces all the “Relu” activation function with “tanh”. Table [V] lists their classification performance on clean input as well as the transfer attack success rate. We can see from Table [V] that TAA achieves higher ASR than RP2 in most cases. This indicates our TAA method is more powerful for real hackers, who do not know the target model, and thus, usually depend on the model transfer attack.

5) Generalization Capability: We validate the generalization capability of TAA on eleven more kind of road sign attacks (as shown in Table [VI]). For each input class, 80% images are used for training and 20% for testing. Table [VI] elaborates that TAA achieves nearly perfect ASR by adding breezing and soft noises. These noises are even close to those generated by a one-to-one attack algorithms in terms of the perturbation loss, but fool the CNN model in a high rate. The strong generalization ability makes our TAA more valuable for malicious attackers. On the other hand, we hope TAA can inspire more efforts in designing robust defense systems to address such potential problems.

6) Physical World Attack: Finally, we test the robustness of RP2 and TAA on physical world attack scenarios by printing their perturbations on cardboards. Notably, both RP2 and TAA noises are first resized via bilinear interpolation to match the real signpost. After enlargement, RP2 loss and TAA loss become 388.78 and 292.91, respectively. Then we place the attacked signs in four different scenes, i.e., three outdoors to imitate different sunlight conditions and one indoor scene to simulate the indoor parking area. For each scene, we take at least 10 photos from different distances (i.e., from 1m to 10m for outdoor tests, and from 1m to 15m for indoor test) with a randomly selected view angle, as shown in Table [VII]. Considering the distance, view angle and sunlight are most changed factors in physical world road condition, we believe these four scenarios are sufficient to cover the requirements of the practical application.

From Table [VII] we can get five conclusions. (1) The attack successful rate are very high (100%) for both RP2 and TAA when the road sign is photographed in 0°. (2) The performance of both algorithms decreased when the traffic sign are viewed from a certain angle, i.e., 20° or 29°; (3) Our TAA achieves comparable performance with RP2 in three scenes (Park, Sunshine and Indoor) and outperforms RP2 when the weather is cloudy. (4) Owing to the soft attention map, our TAA uses much less perturbations than PR2 (reduced nearly 25%) and yet looks more natural. (5) Since our attack can be disguised as shades and sunlights (e.g., similar to camouflages), it is harder to be found by maintenance workers.

V. CONCLUSION

Real world road sign recognition is an important step for autonomous vehicles, so it is necessary to conduct the security test via attack methods. In this paper, we proposed an targeted attention attack (TAA), which employs the residual attention network (RAN) to find the sensitive pixels and optimizes an universal perturbation. This perturbation is easily ignored by human driver but leads to a high fooling rate on a set of test images. Finally, we evaluate the effectiveness of TAA on the LISA dataset, GTSRB dataset and real-world road sign images. Experimental results show that TAA achieves a higher attack success rate and uses less perturbation, compared with several baseline methods. In the future, research on improving the attention mechanism and defending these attention based attacks can be promising work directions.
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