Lattice calculation of the short and intermediate time-distance hadronic vacuum polarization contributions to the muon magnetic moment using twisted-mass fermions
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We present a lattice determination of the leading-order hadronic vacuum polarization (HVP) contribution to the muon anomalous magnetic moment, $\alpha_{\mu}^{\text{HVP}}$, in the so-called short
and intermediate time-distance windows, $a_{SD}^\mu$ and $a_{W}^\mu$, defined by the RBC/UKQCD Collaboration [1]. We employ gauge ensembles produced by the Extended Twisted Mass Collaboration (ETMC) with $N_f = 2 + 1 + 1$ flavors of Wilson-clover twisted-mass quarks with masses of all the dynamical quark flavors tuned close to their physical values. The simulations are carried out at three values of the lattice spacing equal to $\simeq 0.057, 0.068$ and $0.080$ fm with spatial lattice sizes up to $L \simeq 7.6$ fm. For the short distance window we obtain $a_{SD}^\mu(ETMC) = 69.27 (34) \cdot 10^{-10}$, which is consistent with the recent dispersive value of $a_{SD}^\mu(e^+e^-) = 68.4 (5) \cdot 10^{-10}$ [2]. In the case of the intermediate window we get the value $a_{W}^\mu(ETMC) = 236.3 (1.3) \cdot 10^{-10}$, which is consistent with the result $a_{W}^\mu(BMW) = 236.7 (1.4) \cdot 10^{-10}$ by the BMW collaboration as well as with the recent determination by the CLS/Mainz group of $a_{W}^\mu(CLS) = 237.30 (1.46) \cdot 10^{-10}$ [4]. However, it is larger than the dispersive result of $a_{W}^\mu(e^+e^-) = 229.4 (1.4) \cdot 10^{-10}$ [2] by approximately 3.6 standard deviations. The tension increases to approximately 4.5 standard deviations if we average our ETMC result with those by BMW and CLS/Mainz. Our accurate lattice results in the short and intermediate windows point to a possible deviation of the $e^+e^-$ cross section data with respect to Standard Model predictions in the low and intermediate energy regions, but not in the high energy region.
I. INTRODUCTION

The anomalous magnetic moment of the muon $a_\mu \equiv (g - 2)/2$, is one of the most precisely determined quantities in physics, both experimentally and theoretically. It is a crucial quantity for which a long-standing tension between the experimental value and the Standard Model (SM) prediction might provide important evidence for New Physics (NP) beyond the SM. The Fermilab Muon $g - 2$ experiment (E989), has recently published the results of the analysis of the Run-1 data collected in 2018 [5–8], finding a remarkable good agreement with the previous E821 measurement at BNL [9]. The current experimental world average [5]

$$a_{\mu}^{\text{exp}} = 116592061(41) \cdot 10^{-11}, \tag{1}$$

has a relative uncertainty of 0.35 ppm. The ongoing data analysis of the second and third runs at Fermilab, will allow to further reduce the uncertainty on the experimental value by a factor of four, and a forthcoming experiment at J-PARC (E34) [10] is expected to reach a similar precision.

From the theoretical side, the dominant source of uncertainty in the determination of $a_\mu$ comes from the leading-order Hadronic Vacuum Polarization (HVP) term $a_\mu^{\text{HVP}}$ of order $O(\alpha^2_{\text{em}})$, and to a less extent, from the Hadronic Light-by-Light (HLbL) scattering contributions of order $O(\alpha^3_{\text{em}})$. The most precise prediction for the HVP contribution has been obtained till now using a data-driven approach, in which the HVP contribution is reconstructed from the experimental cross section data for electron-positron annihilation into hadrons, using dispersion relations and assuming only SM physics at high energy [11–16]. Such dispersive analyses find [17] a value of

$$a_{\mu}^{\text{HVP}}(\text{disp.}) = 6931(40) \cdot 10^{-11}, \tag{2}$$

which corresponds to an overall uncertainty on $a_\mu$ of 0.37 parts per million (ppm). The difference between the experimental result of Eq. (1) and the value $a_\mu^{\text{SM}}$, obtained by using Eq. (2) for the HVP contribution, is

$$\Delta a_\mu = a_\mu^{\text{exp}} - a_\mu^{\text{SM}} = 251(41)(43) \cdot 10^{-11} = 251(59) \cdot 10^{-11}, \tag{3}$$

where the first error is from the experiment and the second one from the theory [17]. The difference given in Eq. (3) corresponds to a discrepancy of 4.3 standard deviations (4.3σ). To match the accuracy of the upcoming experimental results, it is very important to check the result of the dispersive analysis using different methods, and to reduce the theoretical uncertainty. To this end a complementary and powerful approach to compute the HVP term is provided by lattice QCD
(LQCD) \cite{17}. In the LQCD formulation, $a_\mu^{\text{HVP}}$ can be extracted from the zero three-momentum Euclidean correlation function of two electromagnetic (em) currents, $V(t)$, employing the so-called Euclidean time-momentum representation, as described in Section II.

In recent years, impressive progress has been made by the LQCD community enabling the evaluation of $a_\mu^{\text{HVP}}$ with increasing precision, reaching the goal of a few permille accuracy. A breakthrough concerning the precision achieved came from the recent lattice calculation performed by the BMW Collaboration, that found a values of $a_\mu^{\text{HVP}}(\text{BMW}) = 7.075(55) \cdot 10^{-11}$ \cite{3}, corresponding to a relative uncertainty of 0.8\%. The result of the BMW Collaboration differs from the dispersive one of Eq. (2) at the level of 2.1\(\sigma\) and reduces the difference given by Eq. (3) to 1.5\(\sigma\). Independent LQCD determinations of the HVP term with a few permille accuracy are needed in order to confirm the BMW result. This requires a joint effort from the lattice QCD community because of the large degree of complexity inherent to such calculations and of the delicate task of controlling all sources of systematic errors in order to achieve the targeted precision.

In this respect, the so-called short and intermediate time-distance windows, introduced by the RBC-UKQCD Collaboration \cite{11}, are very important benchmark quantities. They allow for comparisons not only among determinations from lattice methods, which are \textit{ab initio} SM predictions, but also with the results obtained by the dispersive approach using the experimental data from $e^+e^- \rightarrow \text{hadrons}$. By modifying the integration kernel using suitably defined smooth step-functions that are tailored to exponentially suppress contributions from given time regions, it is possible to decompose the full HVP as the sum of three terms

$$a_\mu^{\text{HVP}} \equiv a_\mu^{\text{SD}} + a_\mu^{\text{W}} + a_\mu^{\text{LD}},$$

which probe separately short- ($a_\mu^{\text{SD}}$), intermediate- ($a_\mu^{\text{W}}$) and long-distance physics ($a_\mu^{\text{LD}}$), respectively. In the long-distance window, since the tail of the correlator $V(t)$ is dominated by light two-pion states, one typically observes large statistical noise and large finite size effects (FSEs), the treatment of which requires refined techniques. On the contrary, in the short- and intermediate-distance windows, FSEs are moderate and, moreover, the lattice data are more precise, allowing a cleaner comparison across independent lattice calculations. The short-distance contribution $a_\mu^{\text{SD}}$ suffers from large discretization artifacts, associated to the behaviour of the correlator $V(t)$ at small time distances. Even though this may present a significant challenge, the comparison among the results obtained with different lattice regularizations provides the opportunity to test the robustness of the continuum limit extrapolation.

In this work, we present the results of the Extended Twisted Mass Collaboration (ETMC)
on the short-distance and intermediate window contributions related to the isospin-symmetric up and down ($\ell$), strange ($s$) and charm ($c$) quark connected contributions, as well as the quark disconnected contributions (disc.). The analysis is performed using gauge configurations generated by ETMC with $N_f = 2 + 1 + 1$ flavors of Wilson Clover twisted-mass sea quarks with masses tuned very close $^1$ to their physical values $^{[18-21]}$. We will refer to these ensembles as physical point ensembles. These ensembles correspond to three values of the lattice spacing, namely $a \simeq 0.057, 0.068, 0.080$ fm, determined in the meson sector (see Appendix A 2), and spatial lattice sizes ranging from $L \simeq 5.1$ fm to $L \simeq 7.6$ fm.

Using such physical point gauge ensembles better controls the systematic error arising from the chiral extrapolation that would be required had one used ensembles simulated with heavier than 140 MeV pions. After the continuum and infinite volume extrapolations, we obtain for the short-distance window

\begin{align*}
    a_{\mu}^{\text{SD}}(\ell) &= 48.24(20) \cdot 10^{-10}, \\
    a_{\mu}^{\text{SD}}(s) &= 9.074(64) \cdot 10^{-10}, \\
    a_{\mu}^{\text{SD}}(c) &= 11.61(27) \cdot 10^{-10}, \\
    a_{\mu}^{\text{SD}}(\text{disc.}) &= -0.006(5) \cdot 10^{-10},
\end{align*}

(5)

where the first three results refer to the quark connected contributions to $a_{\mu}^{\text{SD}}$ from light, strange and charm quarks and the latter is the sum of all quark disconnected (flavour diagonal and off-diagonal) contributions $^2$. Adding to Eq. (5) also the contribution $a_{\mu}^{\text{SD}}(b) = 0.32 \cdot 10^{-10}$ coming from the bottom quark (see also the lattice results of Ref. [22]) and the QED correction $a_{\mu}^{\text{SD}}(\text{QED}) = 3 \cdot 10^{-12}$, both estimated in perturbative QCD and QED using the “rhad” software package $^{[23]}$, we get

$$
a_{\mu}^{\text{SD}}(\text{ETMC}) = 69.27(34) \cdot 10^{-10}. \tag{6}
$$

1 The sea $s$ and $c$ quark mass values are fixed by imposing at a few percent accuracy level the physical conditions detailed in Ref. [18], while the sea light-quark mass values lie for all lattice spacings within 5-10% from the “physical” value defined by the $M_{\pi}^{\text{isoQCD}} = 135$ MeV, and a check and/or correction for the effect of the corresponding mismatch on the observables of interest is carefully carried out in our analyses. For more details see Appendix A.

2 The separation of quark connected and disconnected contributions to a given correlator can be expressed in terms of local correlators by formally introducing, when needed, a suitable number of extra valence flavours (having the same masses as the physical quarks) and the corresponding ghosts. In this work, the different contributions to $a_{\mu}^{\text{SD,W}}$ can be separately extracted from local current-current correlators computed within the renormalizable mixed action lattice setup described in detail in Appendix A.
In the case of the intermediate-distance window we obtain

\[
\begin{align*}
a_\mu^W (\ell) &= 206.5(1.3) \cdot 10^{-10}, \\
a_\mu^W (s) &= 27.28(20) \cdot 10^{-10}, \\
a_\mu^W (c) &= 2.90(12) \cdot 10^{-10}, \\
a_\mu^W (\text{disc.}) &= -0.78(21) \cdot 10^{-10}.
\end{align*}
\]

(7)

We note that in this work we do not compute the isospin-breaking (IB) contribution \(a_\mu^W (IB)\). Taking for the latter the BMW value of Ref. [3], namely \(a_\mu^W (IB) = 0.43(4) \cdot 10^{-10}\), and summing up with the contributions of Eq. (7), we get

\[
a_\mu^W \text{(ETMC)} = 236.3(1.3) \cdot 10^{-10},
\]

(8)

which is consistent both with the BMW result \(a_\mu^W \text{(BMW)} = 236.7(1.4) \cdot 10^{-10}\) [3] and the recent CLS/Mainz one \(a_\mu^W \text{(CLS)} = 237.30 (1.46) \cdot 10^{-10}\) [4] to better than 1\(\sigma\) level. The nice consistency observed among three accurate determinations of \(a_\mu^W\) represents a remarkable success for LQCD computations.

We can compare our lattice results with those obtained with dispersive methods using the experimental \(e^+e^- \rightarrow \text{hadrons}\) data. The dispersive results obtained in Refs. [15, 24] are

\[
\begin{align*}
a_\mu^{\text{SD}}(e^+e^-) &= 68.44(48) \cdot 10^{-10}, \\
a_\mu^W(e^+e^-) &= 229.51(87) \cdot 10^{-10},
\end{align*}
\]

(9)

(10)

while the analyses of Refs. [12–15] and the merging procedure of Ref. [17], which takes into account tensions in the \(e^+e^-\) database in a more conservative way, yield [2]

\[
\begin{align*}
a_\mu^{\text{SD}}(e^+e^-) &= 68.4(5) \cdot 10^{-10}, \\
a_\mu^W(e^+e^-) &= 229.4(1.4) \cdot 10^{-10}.
\end{align*}
\]

(11)

(12)

Our result given in Eq. (6) agrees with the dispersive one of Eq. (11) within \(\simeq 1.4\sigma\) in the short-distance window, while there is a \(\simeq 3.6\sigma\) tension between our result of Eq. (8) and the corresponding dispersive one of Eq. (12) in the intermediate window. The tension increases to \(\simeq 4.2\sigma\) if we average our result of Eq. (8) with the BMW one, obtaining \(a_\mu^W = 236.49(95) \cdot 10^{-10}\). Taking into account also the recent CLS/Mainz result we get an average of three lattice computations equal to \(a_\mu^W = 236.73(80) \cdot 10^{-10}\), which turns out to be in tension with the dispersive result of Eq. (10) by \(\simeq 6.1\sigma\) and the more conservative result of Eq. (12) by \(\simeq 4.5\sigma\).
The impact of this work is twofold: Firstly, concerning the intermediate-distance window, we confirm the two recent and most accurate LQCD results by BMW and CLS/Mainz, the consequence of which is to increase the discrepancy with the corresponding prediction based on $e^+e^-$ cross section data to the remarkable significance level of $\simeq 4.5$ standard deviations. Secondly, we accurately compute, for the first time, the contribution from the short-distance window, showing that there is no significant tension with the corresponding dispersive result. This clearly indicates that any deviation between the QCD+QED theory predictions, as used in the low-energy SM framework used in lattice calculations, and the $e^+e^-$ cross section experiments is unlikely to occur at high values of the center-of-mass energy, which corresponds to small values of the Euclidean time distance. Instead, a significant deviation of QCD+QED predictions from $e^+e^-$ cross section data may occur in the low and/or intermediate energy regions. Such a possibility has been also discussed in recent works [25–29] exploiting the constraints from SM electroweak precision tests and low energy observables.

The paper is organized as follows: In Section II we provide the relevant notations and the definitions of the time windows. In Section III we present our determinations of the light-, strange- and charm-quark connected contributions to the vector correlator and we describe some basic steps of our strategy to reach the physical point for all the time windows. The subsections IIIA and IIIB contain, respectively, the results of our detailed analysis of the continuum limit for the short- and intermediate-distance windows for all the quark flavors. In Section IV we evaluate the sum of all quark disconnected flavour diagonal and off-diagonal contributions. Section V is devoted to comparing with other available LQCD calculations as well as with the most recent dispersive results available for the HVP time-window observables according to Refs. [2, 24]. The outcome of the comparison with dispersive predictions and its phenomenological implications are briefly discussed. Our conclusions are summarized in Section VI.

Further in depth technical information is given in the Appendices as follows: In Appendix A we briefly describe our mixed-action setup and give details about the lattice simulations, including an improved determination of the lattice spacing with respect to the one carried out in Ref. [20]. In Appendix B we evaluate the scale-invariant renormalization constants (RCs) of the vector and axial-vector local quark currents, $Z_V$ and $Z_A$, employing a hadronic method based on Ward Identities (WIs). Combined with a high statistics determination of the relevant correlators, we achieve a high precision determination of $Z_V$ and $Z_A$, as needed to guarantee a final accuracy of $\simeq 0.5\%$ for the short and intermediate time-distance windows. In Appendix C we briefly describe our strategy to reach the physical values of the strange- and charm-quark masses, $m_s^{phys}$ and $m_c^{phys}$.
using various hadronic inputs. In Appendix D, we show that for our lattice setup the flavor-singlet local vector current renormalizes with the same renormalization constants (RCs) as the non-singlet vector current at all orders in the strong coupling. In Appendix E, we collect the relevant analytic formulae for the evaluation of the leading lattice spacing artifacts at short time-distances in the free theory, i.e. at order $\mathcal{O}(\alpha_s^0)$. In Appendix F, we provide some details of our parameterization of finite size effects (FSEs) in the time windows.

II. TIME-MOMENTUM REPRESENTATION

Following our previous works [30–32], we adopt the time momentum representation [33] and evaluate the HVP contribution to the muon anomalous magnetic moment $a_{\mu}^{\text{HVP}}$ as

$$ a_{\mu}^{\text{HVP}} = 2\alpha_{em}^2 \int_0^\infty dt \, t^2 \, K(m_{\mu}t) \, V(t) , $$

where $t$ is the Euclidean time and the kernel function $K(m_{\mu}t)$ is defined as

$$ K(z) = 2 \int_0^1 dy (1 - y) \left[ 1 - j_0^2 \left( \frac{z}{2} \sqrt{1 - y} \right) \right] , \quad j_0(y) = \frac{\sin(y)}{y}. $$

The Euclidean vector correlator $V(t)$ is defined as

$$ V(t) \equiv \frac{1}{3} \sum_{i=1,2,3} \int d^3x \, \langle J_i(x,t) J_i^\dagger(0) \rangle $$

with $J_\mu(x)$ being the electromagnetic (em) current operator

$$ J_\mu(x) \equiv \sum_{f=u,d,s,c,...} q_{em,f} \bar{\psi}_f(x) \gamma_\mu \psi_f(x) $$

and $q_{em,f}$ the electric charge for the quark flavor $f$ (in units of the absolute value of the electron charge). The vector correlator $V(t)$ can be evaluated on a lattice with spatial volume $V = L^3$ and time extent $T$ at discretized values of the time distance $t/a$, ranging from 0 to $T/a$.

A. The RBC/UKQCD windows in the time-momentum representation

Following the analysis of the RBC/UKQCD Collaboration [1], each of the three terms appearing in Eq. (4) can be obtained from Eq. (13) with integration kernel $K(m_{\mu}t)$ multiplied by suitably smoothed Heaviside step-functions, namely

$$ a_w^{\mu} = 2\alpha_{em}^2 \int_0^\infty dt \, t^2 \, K(m_{\mu}t) \, \Theta^w(t) \, V(t) \quad w = \{\text{SD, W, LD}\} , $$

The leptonic kernel $K(z)$ is proportional to $z^2$ at small values of $z$ and it goes to 1 for $z \to \infty$. 

3 The leptonic kernel $K(z)$ is proportional to $z^2$ at small values of $z$ and it goes to 1 for $z \to \infty$. 

where the time-modulating function $\Theta^w(t)$ is given by

$$\Theta^{\text{SD}}(t) \equiv 1 - \frac{1}{1 + e^{-2(t-t_0)/\Delta}}, \quad (18)$$

$$\Theta^W(t) \equiv \frac{1}{1 + e^{-2(t-t_0)/\Delta}} - \frac{1}{1 + e^{-2(t-t_1)/\Delta}}, \quad (19)$$

$$\Theta^{\text{LD}}(t) \equiv \frac{1}{1 + e^{-2(t-t_1)/\Delta}} \quad (20)$$

with the parameters $t_0, t_1, \Delta$ chosen [1] to be equal to

$$t_0 = 0.4 \text{ fm} , \quad t_1 = 1 \text{ fm} , \quad \Delta = 0.15 \text{ fm} . \quad (21)$$

The resulting time-modulating functions $\Theta^{\text{SD,W,LD}}(t)$ are shown in Fig.[1]

![Graph showing $\Theta^w(t)$](image)

**FIG. 1.** The time-modulating function $\Theta^w(t)$ for $w = \{\text{SD, W, LD}\}$, defined in Eqs. (18)-(20), versus the time distance $t$ for the values of the parameters $t_0, t_1$ and $\Delta$ given in Eq. (21).

In this work, we focus on the determination of the first two terms, i.e. $w = \{\text{SD, W}\}$ corresponding to the short- and intermediate-distance window contributions, postponing the analysis of the more demanding long-distance (LD) term to a future work.

The fermionic Wick contractions appearing in the right hand side (r.h.s.) of Eq. [15] give rise to two distinct topologies of Feynman diagrams, namely to the quark-connected and quark-disconnected contributions. Connected contributions are flavor diagonal, while the disconnected ones have both diagonal and off-diagonal flavor components. In what follows we decompose $a^w_\mu$ into the following contributions

$$a^w_\mu = a^w_\mu(\ell) + a^w_\mu(s) + a^w_\mu(c) + a^w_\mu(\text{disc.}) + \ldots , \quad (22)$$
where the first three terms correspond to the quark-connected contributions of mass degenerate up and down (ℓ) quarks, and a strange (s) and a charm (c) quark, respectively, while the fourth term represents all quark-disconnected contributions. In Eq. (22) the ellipses corresponds to subleading terms that we do not address directly in this work, namely the isospin breaking (IB) effects of order $O(\alpha_{em}^3)$ and $O(\alpha_{em}(m_d - m_u))$, as well as the contribution of quarks heavier than the charm. Moreover, for the disconnected term $a_{\mu}^{w}(\text{disc})$ we evaluate both the flavor-diagonal and the off-diagonal light, strange and charm-quark contributions.

B. The RBC/UKQCD windows in energy

Let us here make contact with the dispersive approach used in Refs. [15, 24]. Using the once-subtracted dispersion relations, the vector correlator $V(t)$ can be written as (see, e.g., Ref. [30]),

$$V(t) = \frac{1}{12\pi^2} \int_{E_{thr}}^{\infty} dE E^2 R^{\text{had}}(E) e^{-Et},$$

(23)

where $R^{\text{had}}(E)$ is related to the one photon $e^+e^-$ annihilation cross section into hadrons, $\sigma^{\text{had}}(E)$, by

$$\sigma^{\text{had}}(E) = \frac{4\pi\alpha_{em}^2}{3E^2} R^{\text{had}}(E)$$

(24)

with $E$ being the $e^+e^-$ center-of-mass energy and $E_{thr} = M_{\pi^0}$ in QCD+QED. In terms of $R^{\text{had}}(E)$ the HVP term $a_{\mu}^{HVP}$ is given by

$$a_{\mu}^{HVP} = \frac{2\alpha_{em}^2 m_{\mu}^2}{9\pi^2} \int_{E_{thr}}^{\infty} dE \frac{1}{E^3} \tilde{K} \left( \frac{E}{m_{\mu}} \right) R^{\text{had}}(E),$$

(25)

where the leptonic kernel $\tilde{K}(x)$ is defined as

$$\tilde{K}(x) = \frac{3}{4} x^5 \int_0^\infty dz \, z^2 \, e^{-xz} K(z) = 3x^2 \int_0^1 dy \, (1 - y)(y^2 + (1 - y)x^2).$$

(26)

Consequently, the time-window contribution (17) can be written as

$$a_{\mu}^{w} = \frac{2\alpha_{em}^2 m_{\mu}^2}{9\pi^2} \int_{E_{thr}}^{\infty} dE \frac{1}{E^3} \tilde{K} \left( \frac{E}{m_{\mu}} \right) \tilde{\Theta}^{w}(E) R^{\text{had}}(E),$$

(27)

where the energy-modulating function $\tilde{\Theta}^{w}(E)$ is given by

$$\tilde{\Theta}^{w}(E) = \frac{\int_0^\infty dt \, t^2 \, e^{-Et} K(m_{\mu}t) \Theta^{w}(t)}{\int_0^\infty dt \, t^2 \, e^{-Et} K(m_{\mu}t)},$$

(28)

and shown in Fig. 2 for $w = \{\text{SD, W, LD}\}$ (cf. also Ref. [2]).

---

4 The leptonic kernel $\tilde{K}(x)$ is proportional to $x^2$ at small values of $x$ and it goes to 1 for $x \to \infty$. At the two-pion threshold one has $\tilde{K}(2M_{\pi}/m_{\mu}) \simeq 0.63$. 


In this work, we analyse four gauge ensembles recently produced by ETMC in isospin-symmetric QCD (isoQCD) with $N_f = 2 + 1 + 1$ flavors of Wilson-clover twisted-mass quarks as described in Refs. [18–21]. The parameters of the ensembles are given in Table V of Appendix A, where our lattice setup and technical details are thoroughly discussed.

In this Section, we present the evaluation of the light-, strange- and charm-quark connected vector correlators (see Eq. (A11))

$$V_{\ell}^{\text{reg}}(t) \equiv \frac{1}{3} a^3 \sum_x \sum_{i=1,3} \frac{4 + 1}{9} \left\langle J_{i,\text{reg}}^{\ell\ell'}(x)[J_{i,\text{reg}}^{\ell\ell'}]^\dagger(0) \right\rangle^{(C)},$$

$$V_{s}^{\text{reg}}(t) \equiv \frac{1}{3} a^3 \sum_x \sum_{i=1,3} \frac{1}{9} \left\langle J_{i,\text{reg}}^{ss'}(x)[J_{i,\text{reg}}^{ss'}]^\dagger(0) \right\rangle^{(C)},$$

$$V_{c}^{\text{reg}}(t) \equiv \frac{1}{3} a^3 \sum_x \sum_{i=1,3} \frac{4}{9} \left\langle J_{i,\text{reg}}^{cc'}(x)[J_{i,\text{reg}}^{cc'}]^\dagger(0) \right\rangle^{(C)},$$

where $\text{reg} \in \{\text{tm, OS} \}$ specifies the two types of ultra-violet (UV) regularization employed for the renormalized local vector currents $J_{\mu,\text{tm}}$ and $J_{\mu,\text{OS}}$ defined in Eq. (A12) for each quark flavor. The suffices $\ell\ell'$, $ss'$ and $cc'$ on the currents denote that the quark and antiquark fields in each current correspond to different valence replica, thereby giving rise to connected (C) Wick contractions only.
Our high precision determination of the two scale-invariant RCs $Z_V$ and $Z_A$, needed to renormalize the local vector currents in the $tm$ and $OS$ regularizations, is described in Appendix B.

Results for the correlators $V^\text{tm}_f(t)$ and $V^\text{OS}_f(t)$ for $f = \{\ell, s, c\}$ evaluated on the ETMC ensembles cB211.072.64 and cD211.054.96 are shown in Fig.3. For all ensembles, regularizations and quark flavors, the connected vector correlator are precise at the level of percent or better up to time distances of $\simeq 1.5$ fm. Such a range covers the whole time region relevant for the determination of the short- and intermediate-distance window contributions (see Fig.1). We note that for each quark flavor the correlators $V^\text{tm}_f(t)$ and $V^\text{OS}_f(t)$ should differ only by discretization effects of order $O(a^2)$. From Fig.3, it can clearly be seen that at very small time distances, $t < 0.2 - 0.3$ fm the discretization artifacts are large, while they are small for $t > 0.3$ fm.

For each of the four ensembles of Table V in Appendix A, the light-quark correlators $V^\text{tm}_\ell(t)$ and $V^\text{OS}_\ell(t)$ are computed using $N_{\text{source}} = 10^3$ stochastic spatial sources per gauge configuration. The sources are randomly distributed in the time-slice, diagonal in spin and diluted in the color variable. The statistical errors are found to scale as $1/\sqrt{N_{\text{source}}}$ up to time distances of $\simeq 1.5$ fm.

The strange-quark connected vector correlators $V^\text{tm}_s(t)$ and $V^\text{OS}_s(t)$ are also computed using the four ensembles of Table V of Appendix A. Depending on the ensemble considered, up to 64 spatial stochastic sources are used for the inversions of the Dirac operator. As described in the Appendix C for each ensemble we perform simulations at two values of the valence bare strange-quark mass, $a_{\mu s}$, in order to interpolate the results for $a_\mu^{\text{SD}}(s)$ and $a_\mu^{W}(s)$ to the physical strange-quark mass $m_s^{\text{phys}}$.

Unlike the light and strange sectors, the charm-quark connected vector correlators $V^\text{tm}_c(t)$ and $V^\text{OS}_c(t)$ are computed using the six ETMC ensembles listed in Table XIII of Appendix C. Namely, beyond the three physical point ensembles cB211.072.64, cC211.060.80 and cD211.054.96, we include in this analysis three ensembles at a coarser lattice spacing, namely cA211.53.24, cA211.40.24 and cA211.30.32 [20, 34], aiming at a better control of discretization effects in the charm sector. The improved value of the lattice spacing $a$ for the A ensembles is given in Table VII of Appendix A. Depending on the ensemble considered, up to 24 spatial stochastic sources are used for the inversions of the Dirac operator. For each ensemble, we perform simulations at three values of the valence bare charm-quark mass, $a_{\mu c}$, in order to interpolate the results for $a_\mu^{\text{SD}}(c)$ and $a_\mu^{W}(c)$ to the physical charm-quark mass $m_c^{\text{phys}}$ as determined in Appendix C.

We interpolate/extrapolate our data for $a_\mu^{W}(s)$ and $a_\mu^{W}(c)$ to the physical strange- and charm-

---

5 The pion mass and the value of $M_\pi L$ for the cA211.53.24, cA211.40.24 and cA211.30.32 ensembles are equal to $M_\pi \approx 365, 302, 261$ MeV and $M_\pi L \approx 4.0, 3.5, 4.0$, respectively. FSEs are expected to be negligible for the vector correlator $V_c(t)$ and thus, we do not include the cB211.072.96 ensemble in the charm analysis.
FIG. 3. The connected vector correlators \( t^3 V(t) \) (top), \( t^3 V_s(t) \) (middle) and \( t^3 V_c(t) \) (bottom) evaluated for the ETMC ensembles \( cB211.072.64 \) (left) and \( cD211.054.96 \) (right) using the two UV regularizations denoted by “tm” for twisted mass quarks (red circles) and “OS” for Osterwalder-Seiler valence quarks (blue squares) versus the time distance \( t \). For both ensembles, the bare strange- and charm-quark masses are respectively equal to \( \mu_s = \mu_s^L \) and \( \mu_c = \mu_c^L \) (see Table XI and XIII of Appendix C).

quark masses \( m_s^{\text{phys}} \) and \( m_c^{\text{phys}} \) using a linear Ansatz

\[
a^w_\mu(f, m_f) = a^w_\mu(f, m_f^{\text{phys}}) \cdot \left[ 1 + A^w_f \left( m_f - m_f^{\text{phys}} \right) \right],
\]

where \( f = \{s, c\} \), and \( a^w_\mu(f, m_f^{\text{phys}}) \) and \( A^w_f \) are fitting parameters. In what follows, we consider two different branches of analysis, in which \( a^w_\mu(s, m_s^{\text{phys}}) \) and \( a^w_\mu(c, m_c^{\text{phys}}) \) is determined using the values of \( m_s^{\text{phys}} \) (\( m_c^{\text{phys}} \)) obtained using either the \( \eta_s \) (\( \eta_c \)) or the \( \phi \) (\( J/\Psi \)) meson masses. Then,
we perform a separate continuum limit extrapolation for both determinations. Any discrepancy between the continuum extrapolated values obtained using the two hadronic inputs will be added as a systematic error in the final error budget.

In order to avoid the use of fitting procedures to take into account the slight mistuning of the pion mass in the simulations as compared to its physical value \( M_{\pi}^{\text{phys}} = M_{\pi}^{\text{isoQCD}} = 135.0 (2) \) MeV \cite{2007PhRvD..75d4006M}, as well as the possible impact of FSEs, we implement in our analysis of all the windows the following three steps:

- Interpolation to the physical value of the pion mass for each gauge ensemble through explicit simulations at a slightly different value of the light-quark valence bare mass \( a_{\mu} \). By using the same gauge configurations and stochastic sources we get a statistically good determination of the mistuning of the light-quark valence mass, which turns out to be at the level of approximately one to two standard deviations. A further smaller correction due to the slight mistuning of the light-quark sea mass is evaluated adopting the RM123 expansion method \cite{32, 35, 36}.

- Usage of a common reference lattice size \( L_{\text{ref}} = 5.46 \) fm through a smooth interpolation of the results for the ensembles cB211.072.64 and cB211.072.96 using a linear fit in the variable \( e^{-M_{\pi} L} \). For the other two ensembles cC211.060.80 and cD211.054.96, when using the improved determination of the lattice spacing (see Table VII of Appendix A), the lattice size \( L \) is at the correct reference value (see Table V of Appendix A). By comparing the window results for the ensembles cB211.072.64 and cB211.072.96, we observe as a general trend that, at the lattice spacing of \( a \simeq 0.08 \) fm, FSEs are small in the “tm” case and practically absent in the “OS” case. Moreover, once the data are interpolated at the reference spatial lattice size \( L_{\text{ref}} = 5.46 \) fm, the infinite volume limit is obtained within a fraction of the uncertainties, for all windows except for the case of the light-quark contribution to the intermediate window, \( a_{W}^{W}(\ell) \).

- For \( a_{W}^{W}(\ell) \), after taking the continuum limit, we apply a final correction \( \Delta a_{W}(\ell; L_{\text{ref}}) \) to obtain the infinite volume result (see Eq. (59) of Section III B). The correction is evaluated assuming dominance of the FSEs related to intermediate two-pion states in the correlator \( V_{\ell}(t) \), as already observed in Ref. \cite{31}. Its explicit expression is given by Eq. (F14) with \( w = W \) in Appendix F. It contains no free parameters and we will refer to it as the Meyer-Lellouch-Lüscher-Gounaris-Sakurai (MLLGS) model \cite{37, 44} for FSEs.
In what follows, we analyze our lattice data of $a_{\mu}^w(f)$ for $w = \{SD, W\}$ and $f = \{\ell, s, c\}$ already interpolated at the physical pion mass $M_{\pi^{phys}} = M_{\pi^{isoQCD}} = 135.0(2)$ MeV and at the reference lattice size $L_{ref} = 5.46$ fm.

A. The short-distance window contributions $a_{\mu}^{SD}(\ell)$, $a_{\mu}^{SD}(s)$ and $a_{\mu}^{SD}(c)$

The connected contribution $a_{\mu}^{SD}(f)$ to the short-distance window is given by

$$a_{\mu}^{SD}(f) = 2\alpha_{em}^2 \int_0^\infty dt \, t^2 K(m_{\mu}t) \Theta^{SD}(t) V_{f}(t) ,$$

(33)

where $f = \{\ell, s, c\}$ and $\Theta^{SD}(t)$ is given by Eq. (18). In what follows, window quantities, like $a_{\mu}^{SD}(f)$, are obtained on each gauge ensemble by replacing the time integral with a discrete sum over time-slices from $t = a$ up to $t = T/2$.

Even if the lattice data for the vector correlators are $O(a)$-improved thanks to our maximally twisted lattice setup (see Appendix A), care should be taken when considering the continuum limit of the short-distance window contributions $a_{\mu}^{SD}(\ell)$, $a_{\mu}^{SD}(s)$ and $a_{\mu}^{SD}(c)$. We illustrate this point in the case of the light-quark contribution $a_{\mu}^{SD}(\ell)$, but similar conclusions hold as well also in the case of $a_{\mu}^{SD}(s)$ and $a_{\mu}^{SD}(c)$.

As discussed in Refs. [45, 46], power counting suggests that for short time distances, i.e. $t \ll \Lambda_{QCD}^{-1}$, the lattice spacing artifacts in $V_{\ell}(t)$ can be described by an expansion of the type

$$V_{\ell}(t) = V_{\ell}^{cont}(t) \cdot \left[ 1 + b_2 \frac{a^2}{t^2} + \sum_{n=2}^\infty b_{2n} \frac{a^{2n}}{t^{2n}} \right],$$

(34)

where $b_{2n} (n = 1, 2, \ldots)$ are constants up to logarithmic corrections [47] and $V_{\ell}^{cont}(t)$ is the renormalized light-quark correlator in the continuum limit. The lattice spacing artifacts appearing in $V_{\ell}(t)$ induce discretization effects on the short-distance light-quark contribution $a_{\mu}^{SD}(\ell)$, as follows

$$a_{\mu}^{SD}(\ell) = 2\alpha_{em}^2 \int_a^\infty dt \, t^2 K(m_{\mu}t) \Theta^{SD}(t) V_{\ell}^{cont}(t) \cdot \left[ 1 + b_2 \frac{a^2}{t^2} + \sum_{n=2}^\infty b_{2n} \frac{a^{2n}}{t^{2n}} \right].$$

(35)

Taking into account that, at small values of $t$, the leptonic kernel $K(m_{\mu}t)$ is proportional only to $m_{\mu}^2 t^2$ and $V_{\ell}^{cont}(t)$ is dominated by its perturbative value, which at order $O(\alpha^0_s)$ reads as (see, e.g., Ref. [30])

$$V_{\ell}^{cont}(t) \xrightarrow{t \ll \Lambda_{QCD}^{-1}} \frac{5}{18\pi^2 t^3},$$

(36)

the discretization effects on $a_{\mu}^{SD}(\ell)$ are of order $O(a^2)$ for $n \geq 2$ and of order $a^2 \log(a)$ for $n = 1$. Beyond the leading order $O(\alpha^0_s)$, perturbative corrections can induce further discretization effects
of order $a^2 \log^p(a)$ with $p \leq 0$. The crucial point here is that discretization effects of the type $a^2 \log(a)$, containing a positive power of the logarithm, are dangerous. They slow down the convergence with respect to a pure $a^2$-scaling and may not be visible unless simulations at very small lattice spacing are performed. This behaviour is illustrated in Fig. 4, where the lattice artifacts $\Delta a^{SD,\text{pert}}_\mu(\ell)$, given by

$$\Delta a^{SD,\text{pert}}_\mu(\ell) = 2\alpha_{em}^2 \int_0^\infty dt t^2 K(m_\mu t) \Theta^{SD}(t) \frac{5}{18\pi^2} \left[ b_2 \frac{a^2}{t^2} + \sum_{n=2}^{\infty} b_{2n} \frac{a^{2n}}{t^{2n}} \right],$$

are shown for both the “tm” and “OS” regularizations. These are evaluated numerically in the free theory and in the massless limit. It can be clearly seen that a naive fit to an $a^2$-scaling of the results within the range of the available values of the lattice spacing, indicated by the vertical dotted lines in Fig. 4 would lead to an incorrect, non-vanishing continuum limit equal to $\simeq 1 \cdot 10^{-10}$.

The curvature visible in Fig. 4, which yields the correct vanishing continuum limit for $\Delta a^{SD,\text{pert}}_\mu(\ell)$, is generated by the term proportional to $b_2$ in Eq. (37). We calculate analytically the relative $O(a^2/t^2)$ artifacts affecting $V_\ell(t)$ at order $O(\alpha_s^3)$ in lattice perturbation theory with $N_f = 2$ mass-
less twisted-mass fermions. The outcome of such an analysis is that $b_2 = 1$ for both the “tm” and “OS” local vector currents, see Appendix E for details.

In Fig. 5, we show our determinations of $a_{\mu}^{\text{SD}}(\ell)$ for the “tm” and “OS” currents for all the four ETMC ensembles of Table V both before (green markers) and after (blue markers) applying the analytic perturbative subtraction of the $a^2/\ell^5$ discretization effects in $V_\ell(t)$. We show also the results of a combined polynomial fit in powers of $a^2$ of the general type

$$a_{\mu}^{\text{SD}}(f) = a_{\mu,\text{cont}}^{\text{SD}}(f) \cdot \left[1 + D_1^{\text{reg}}(f)a^2 + D_2^{\text{reg}}(f)a^4\right],$$  \hspace{1cm} (38)$$

where $\text{reg} = \{\text{tm, OS}\}$ and $a_{\mu,\text{cont}}^{\text{SD}}(f)$ is the same value at $a^2 = 0$ for the two regularizations. Since the variation of the logarithmic term $\log(a)$ is too mild in the range of the available values of the lattice spacing, we still observe an approximate $O(a^2)$ scaling in both the unsubtracted and subtracted lattice data. However, as already discussed in connection to Fig. 4, the continuum
extrapolation for the unsubtracted data misses the correct value by approximately 2%, which is well above our statistical uncertainty and larger than any other source of systematic error.

The dangerous $a^2/t^5$ discretization effects in $V_\ell(t)$ turn out to be equal for both the “tm” and “OS” regularizations, which, however, exhibit quite different lattice artifacts at short time distances at all orders in $\alpha_s$, as can be seen in Fig. 3. Thus, the question is whether the subtraction of the discretization effects in $V_\ell(t)$ evaluated numerically in the free theory and in the massless limit at all orders in $\alpha_s^2$ is beneficial. To answer this question, we show in Fig. 5 by the red markers the lattice data after the subtraction of all the lattice artifacts at order $O(\alpha_s^0)$. The subtracted data exhibit indeed much smaller discretization effects in both regularizations and this fact makes more robust the extrapolation to the continuum limit.

The strange- and charm-quark contributions to the short-distance window, $a_\mu^{SD}(s)$ and $a_\mu^{SD}(c)$, display the same cutoff dependence as the light-quark one, $a_\mu^{SD}(\ell)$, due to the dangerous massless $a^2 \log a$ artifacts, which are “dynamically” generated in the time integral by the region of small time distances of the order $t \sim O(a)$. In complete analogy with the case of the light-quark contribution, we remove the leading $a^2 \log(a)$ cut-off effects from our lattice data, by subtracting from the renormalized strange- and charm-quark vector correlators $V_s(t)$ and $V_c(t)$ the lattice artifacts of the perturbative one, evaluated numerically at order $O(\alpha_s^0)$ and at finite values of the bare quark masses. The impact of the above subtraction on the vector correlators $V_{\ell \mu}^{tm}(t)$ and $V_{\ell \mu}^{OS}(t)$ is illustrated in the plots of Fig. 6, which can be compared with analogous plots of Fig. 3 for the unsubtracted data.

The lattice data for $a_\mu^{SD}(\ell)$ shown in Fig. 5 exhibit a very high statistical precision of the order of 0.05%. Instead, the accuracy we reached for the lattice spacing is only of the order of 0.2% (see Table VII). The reason is that the short-distance window is largely insensitive to the scale setting and therefore to its uncertainty. Indeed, we notice that in the continuum limit and at short time distances the correlator $V_\ell(t)$ is dominated by its perturbative massless term (36). Thus, after replacing the modulating function $\Theta^{SD}(t)$ with a Heaviside step function $\theta(t_0 - t)$, the physical value of $a_\mu^{SD}(\ell)$ is almost saturated by the perturbative term $\left(5\alpha_s^2/9\pi^2\right) \int_0^{t_0} dx K(m_\mu t_0 x)/x$, which does not depend upon the scale setting. For a more quantitative discussion see Appendix A 2.

The values of $a_\mu^{SD}(\ell)$, $a_\mu^{SD}(s)$ and $a_\mu^{SD}(c)$ obtained after subtraction of the perturbative lattice artifacts at order $O(\alpha_s^0)$ are shown in Fig. 7 for both the “tm” and “OS” regularizations. In the case of $a_\mu^{SD}(s)$ ($a_\mu^{SD}(c)$) our data correspond to the two branches of the analysis in which we set the physical strange (charm) quark mass using either the mass of the $\eta_s$ ($\eta_c$) pseudoscalar meson
or that of the $\phi$ ($J/\Psi$) vector meson.

Discretization effects on $a_{\mu}^{SD}(\ell)$ (see top panel of Fig. 7) are consistent with $\alpha^2$-scaling within tiny errors in the “OS” regularization, while higher order corrections are clearly present in the “tm” case. The result of the combined fit based on the Ansatz of Eq. (38), in a representative case where the fit parameter $D_2^{OS}(\ell)$ is set to zero, is shown by the solid lines. The extrapolated value of $a_{\mu}^{SD}(\ell)$ in the continuum limit has a remarkable statistical error of less than 0.1%.

The statistical errors of our lattice data for $a_{\mu}^{SD}(s)$ (see middle panel of Fig. 7) are typically of order $O(0.1\%)$, with the data obtained using $M_{qs}$ as hadronic input displaying an accuracy of
FIG. 7. The light-quark (top), strange-quark (middle) and charm-quark (bottom) connected contributions to the short-distance window $a^{SD}_\mu$ versus the squared lattice spacing $a^2$ in physical units using both the “tm” (triangles) and “OS” (squares) regularizations after subtraction of the perturbative lattice artifacts at order $O(\alpha_s^3)$. In the middle (bottom) panel the blue and red points correspond to the lattice data obtained using the masses of the $\eta_s$ ($\eta_c$) and $\phi$ ($J/\Psi$) mesons to obtain the physical strange (charm) quark mass. The solid lines correspond to the results of the combined fitting procedure given in Eq. (38) with $D_2^{\text{OS}}(\ell) = D_2^{\text{OS}}(s) = 0$ and $D_2^{\text{OS}}(c) \neq 0$. The extrapolated values in the continuum limit are shown at $a^2 = 0$ together with our final results given by Eqs. (49)-(51).
\[0.05\%\]. The solid lines correspond to the results of the combined fit in Eq. (38) for \( f = s \), in a representative case where the fit parameter \( D_2^{OS}(s) \) is set to zero.

As for \( a_{\mu}^{SD}(c) \) (see bottom panel of Fig. 7), the statistical errors of our data are typically of order \( O(0.1\%) \) for both choices of the reference hadron mass. Discretization effects appear to be at the level of \( O(5\%) \) with opposite signs between the “tm” and “OS” regularizations. The size of discretization effects is limited thanks to the subtraction of the perturbative cutoff effects at order \( O(\alpha_0^2) \) evaluated at the charm-quark mass. The solid lines correspond to the results of the combined fit in Eq. (38) for \( f = c \), in a representative case where the quartic \( a^4 \) terms are included for both regularizations.

In order to estimate the systematic uncertainty related to the continuum limit we consider combined fits adopting for all the windows the following generic Ansatz

\[
a^{w \mu}(f) = a^{w,cont}(f) \cdot \left[ 1 + D_1^{reg}(f) a^2 + D_1^{L}(f) \frac{a^2}{[\log(a^2\Lambda_0^2)]^{n^{reg}(f)}} + D_2^{reg}(f) a^4 \right],
\]

where \( w = \{SD, W\} \) and \( f = \{\ell, s, c\} \), while \( D_1^{reg}(f) \) and \( a^{w,cont}(f) \) are free parameters to be fitted to the data. Because of the limited number of data points the case in which all the free parameters are simultaneously non-zero is not considered. We remind that in our combined fits the parameter \( a^{w,cont}(f) \) does not depend upon the regularization \( reg = \{tm, OS\} \).

In Eq. (39) we have included possible logarithmic terms of the form \( a^2/\log(a^2\Lambda_0^2)^{n^{reg}(f)} \), where the power \( n^{reg}(f) \) represents an effective anomalous dimension for perturbative corrections beyond the leading order \( O(\alpha_0^2) \). In what follows we will consider the representative cases \( n^{reg}(f) = 1, 2, 3 \) when \( D_1^{reg}(f) \neq 0 \). The energy scale \( \Lambda_0 \) is taken to assume two different values, namely \( \Lambda_0 = 1/w_0 \approx 1.14 \) GeV and \( \Lambda_0 = 1/(3w_0) \approx 380 \) MeV, where \( w_0 \) is the gradient-flow scale found to be equal to \( w_0 = 0.17383(63) \) fm in Ref. [20]. In addition to the aforementioned fits, we also performed extrapolations to the continuum limit by leaving out data at the coarsest lattice spacing, as well as separate linear extrapolations for the two regularizations.

In order to reach the continuum limit we have considered also an alternative strategy, based on considering the difference and the ratio of \( a^{w \mu}(f) \) in the two regularizations, namely

\[
D^w(f) \equiv a^{w \mu}(f)|_{tm} - a^{w \mu}(f)|_{OS},
\]

\[
R^w(f) \equiv a^{w \mu}(f)|_{tm} / a^{w \mu}(f)|_{OS}.
\]

Since the continuum limit of the difference \( D^w(f) \) should exactly vanish, while the one of the ratio...
$R^w(f)$ should be equal to unity, we consider the following fitting functions

$$D^w(f) = D_1 a^2 + D_{1L} \frac{a^2}{[\log(a^2 \Lambda_0^2)]^n(f)} + D_2 a^4, \quad (42)$$

$$R^w(f) = 1 + R_1 a^2 + R_{1L} \frac{a^2}{[\log(a^2 \Lambda_0^2)]^n(f)} + R_2 a^4, \quad (43)$$

where we have assumed that $n^{tm}(f) = n^{OS}(f) = n(f)$. The continuum value $a_{\mu,\text{cont}}^w(f)$ is given by

$$a_{\mu,\text{cont}}^w(f) = \frac{D_1}{R_1} \quad \text{if} \quad D_1 \neq 0 \quad \text{and} \quad R_1 \neq 0 \quad (44)$$

$$= \frac{D_{1L}}{R_{1L}} \quad \text{otherwise}. \quad (45)$$

As for Eq. (39), the fitting procedure in which all the free parameters appearing in Eqs. (42)-(43) are varied is not considered.

Using Eq. (39) and Eqs. (42)-(43) we have carried out hundreds of combined fits of our lattice data for the two regularizations “tm” and “OS”. In the fitting procedure we have minimized the $\chi^2$-variable constructed taking into account the correlations between the “tm” and “OS” correlators corresponding to the same gauge ensemble. We have evaluated the correlation matrix using a jackknife sampling procedure and found that its entries are smaller than 0.5 for the light-quark contribution, and typically larger (reaching up to $\approx 0.99$) for the heavier flavours.

In order to average the different analyses of the same lattice data, we make use of the procedure developed in Ref. [48]: starting from $N$ computations with mean values $x_k$ and uncertainties $\sigma_k$ ($k = 1, \cdots, N$), based on the same set of input data, their average $x$ and uncertainty $\sigma_x$ are given by

$$x = \sum_{k=1}^{N} \omega_k x_k, \quad \sigma_x^2 = \sum_{k=1}^{N} \omega_k \sigma_k^2 + \sum_{k=1}^{N} \omega_k (x_k - x)^2, \quad (46)$$

where $\omega_k$ represents the weight associated with the $k$-th determination.

We have excluded from the average all fits having d.o.f. = 1 in order to avoid overfitting. Then, we have considered two different choices for the remaining weights $\omega_k$. The first one is based on the Akaike Information Criterion (AIC) [49], namely

$$\omega_k \propto e^{-\chi_k^2 + 2N_{\text{parms}} - N_{\text{data}}}/2, \quad (47)$$

where $\chi_k^2$ is the value of the $\chi^2$-variable for the $k$-th computation, $N_{\text{parms}}$ is the number of free parameters and $N_{\text{data}}$ the number of data points. Since in our fits the number of d.o.f. is limited,\(^6\)

\(^6\) We have verified that the use of the slightly different definition proposed in Ref. [50], namely $\omega_k \propto \exp[-(\chi^2 + 2N_{\text{parms}} - 2N_{\text{data}})/2]$ leads to very similar averages and errors as compared with those corresponding to the use of Eq. (47).
we adopt also a second choice for $\omega_k$ given by a step function

$$
\omega_k \propto \sqrt{1 + 2 \sqrt{2 \text{d.o.f.}} - \chi^2_{\text{d.o.f.}}} ,
$$

(48)

where 1 is the mean value and $\sqrt{2 / \text{d.o.f.}}$ is the standard deviation of the $\chi^2 / \text{d.o.f.}$ distribution.

The results obtained with the above two choices of $\omega_k$ are reassuringly very similar and their small difference is added as a systematic error in the final error budget. At the physical point we get

$$
a_{\mu}^{\text{SD}}(\ell) = 48.24 (3)_{\text{stat}} (20)_{\text{syst}} \cdot 10^{-10} = 48.24 (20) \cdot 10^{-10} ,
$$

(49)

$$
a_{\mu}^{\text{SD}}(s) = 9.074 (14)_{\text{stat}} (62)_{\text{syst}} \cdot 10^{-10} = 9.074 (64) \cdot 10^{-10} .
$$

(50)

$$
a_{\mu}^{\text{SD}}(c) = 11.61 (9)_{\text{stat}} (25)_{\text{syst}} \cdot 10^{-10} = 11.61 (27) \cdot 10^{-10} .
$$

(51)

where

- (**)_{\text{stat}} includes the statistical uncertainty of the Monte Carlo samplings and the one due to the fitting procedure;

- (**)_{\text{syst}} represents the systematic error coming from discretization effects, evaluated according to Eq. (46) from the results of the fits based on the Ansatz in Eq. (39) and Eqs. (42)-(43).

The final error corresponds to the statistical and systematic errors added in quadrature.

In Fig. 8 we show the histograms of the results at the physical point obtained by our fitting procedures based on Eq. (39) and Eqs. (42)-(43) applied to our lattice data of $a_{\mu}^{\text{SD}}(\ell)$, $a_{\mu}^{\text{SD}}(s)$ and $a_{\mu}^{\text{SD}}(c)$ for the two choices (47) and (48) for the weights $\omega_k$ appearing in Eq. (46). The distributions exhibit multiple peaks. This feature is related to the fact that the statistical uncertainties are significantly smaller than the systematic ones. We stress that such a situation is ideal for the application of the averaging procedure given by Eq. (46).

Before closing the subsection, we show the results of a crosscheck we performed to exclude that possible residual cut-off effects of the type $a^2 / [\log(a^2 \Lambda^2_0)]^{n_{\text{reg}}}$ with $n_{\text{reg}} < 0$ may spoil our continuum limit extrapolation of $a_{\mu}^{\text{SD}}$. To this end we have carried out a slightly different analysis of $a_{\mu}^{\text{SD}}(\ell)$, in which we consider a truncated version of Eq. (35), where the lower bound of integration is fixed to a non-zero $t_{\text{min}}$, i.e.

$$
a_{\mu}^{\text{SD}}(\ell, t_{\text{min}}) \equiv 2e_\text{em} \int_{t_{\text{min}}}^{\infty} dt \ t^2 \ K(m_{\mu} t) \ 6D(t) \ V_{\ell}(t) ,
$$

(52)

where $t_{\text{min}}$ is kept fixed in physical units for all ensembles. Clearly, one has $a_{\mu}^{\text{SD}}(\ell, t_{\text{min}} \to 0) = a_{\mu}^{\text{SD}}(\ell)$. The idea is to perform first the continuum extrapolation at fixed $t_{\text{min}}$ and then to look
at the behaviour of $a_{\mu}^{SD}(\ell, t_{\text{min}})$ as $t_{\text{min}}$ is decreased towards zero. In $a_{\mu}^{SD}(\ell, t_{\text{min}})$, the logarithmic $a^{2}/[\log(a^{2}/w_{0}^{2})]^{n_{\text{reg}}}$ cut-off effects generated in $a_{\mu}^{SD}(\ell)$ by the integration at short times, become simple $a^{2}$-like lattice artifacts with potentially large $1/[\log(t_{\text{min}}^{2}/w_{0}^{2})]^{n_{\text{reg}}}$ coefficients, which can be then safely extrapolated to zero. We use values of $t_{\text{min}}$ in the range $[0.08, 0.15]$ fm, which correspond to $t_{\text{min}} > a$ for all the ensembles of Table V.
It is useful to consider the following quantity

\[ \tilde{a}_{\mu}^{SD}(\ell, t_{\text{min}}) = a_{\mu}^{SD}(\ell, t_{\text{min}}) + \Delta a_{\mu}^{SD,\text{pert}}(\ell, t_{\text{min}}), \tag{53} \]

where

\[ \Delta a_{\mu}^{SD,\text{pert}}(\ell, t_{\text{min}}) \equiv 2\alpha_{\text{em}}^2 \int_0^{t_{\text{min}}} dt t^2 K(m_{\mu}t) \Theta^{SD}(t) V_{\ell\text{cont}}(t) \tag{54} \]

and \( V_{\ell\text{cont}}(t) \) is the light-quark correlator in the continuum limit, obtained using the "rhad" software package \( [23] \) at order \( O(\alpha_s^4) \). The difference \( a_{\mu}^{SD}(\ell) - \tilde{a}_{\mu}^{SD}(\ell, t_{\text{min}}) \) is thus expected to be of order \( O(\alpha_s^5(1/t_{\text{min}}) t_{\text{min}}^2) \). In Fig. 9 we show our determinations of \( \tilde{a}_{\mu}^{SD}(\ell, t_{\text{min}}) \) after extrapolation of \( a_{\mu}^{SD}(\ell, t_{\text{min}}) \) to the continuum limit using the combined fit procedures based on Eq. (39) and Eqs. (42)-(43). The data exhibit a nice flat behavior in \( t_{\text{min}}^2 \) with a very small residual slope due to effects at order \( O(\alpha_s^5(1/t_{\text{min}}) t_{\text{min}}^2) \). It is reassuring that the data for \( \tilde{a}_{\mu}^{SD}(\ell, t_{\text{min}}) \) are consistent for \( t_{\text{min}} \lesssim 0.1 \text{ fm} \) with our final short-distance result of Eq. (49) within one standard deviation.
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B. The intermediate windows $a_\mu^W(\ell), a_\mu^W(s)$ and $a_\mu^W(c)$

The connected contribution $a_\mu^W(f)$ to the intermediate window is given by

$$a_\mu^W(f) = 2\alpha^2_{em} \int_0^\infty dt t^2 K(m_\mu t) \Theta^W(t) V_f(t)$$

where $f = \{\ell, s, c\}$ and $\Theta^W(t)$ is given by Eq. (19). Our results corresponding to the “tm” and “OS” regularizations, at the physical pion mass $M^{phys}_\pi = M^{isoQCD}_\pi = 135.0(2)$ MeV and at the reference lattice size $L_{ref} = 5.46$ fm, are shown in Fig. 10 together with a representative example of continuum extrapolation. We note that, in contrast with the short-distance window, there are no discretization effects of the type $a^2 \log(a)$, thanks to the exponential suppression of the modulating function $\Theta^W(t)$ at small values of $t \approx a$ (see Fig. 1). Therefore, we do not carry out any subtraction of the tree-level perturbative lattice artifacts.

The statistical precision of the lattice data for $a_\mu^W(\ell, L_{ref})$ is of the order $O(0.2\%)$. Also the results for $a_\mu^W(s)$ obtained using $M_{\eta_s}$ have a very good precision of order $O(0.2\%)$, while the ones obtained using $M_{\phi}$ have typically larger errors by a factor of $\approx 3$. This originates from the fact that the plateaux of the $\phi$-meson effective mass are substantially noisier than the ones of the pseudoscalar $\eta_s$ meson (see Fig. 18). Finally, the results for $a_\mu^W(c)$ exhibit a very good precision of order $O(0.5\%)$ when we use $M_{\eta_c}$ and of order $O(0.2\%)$ when we use $M_{J/\Psi}$.

Using Eq. (39) and Eqs. (42)-(43) we have carried out hundreds of combined fits of our lattice data for the two regularizations “tm” and “OS” by minimizing a correlated $\chi^2$-variable. In this case, the entries of the correlation matrix are in the range $0.5 - 0.7$ for the light-quark contribution, and typically larger (reaching up to $0.99$) for the heavier flavours. Also here we have excluded from the averaging procedure given by Eq. (46) all fits having $d.o.f. = 1$ in order to avoid overfitting. In Fig. 11 we show the histograms of the results obtained at the physical point for the two choices (47) and (48) of the weights $\omega_k$ appearing in Eq. (46). As in the case of the short-distance windows, the distributions of Fig. 11 exhibit multiple peaks, which implies that the statistical uncertainties are significantly smaller than the systematic ones due to lattice artifacts.

At the physical point we get

$$a_\mu^W(\ell, L_{ref}) = 205.5 \ (0.7)_{stat} \ (1.1)_{syst} \cdot 10^{-10} = 205.5 \ (1.3) \cdot 10^{-10} ,$$  \hspace{1cm} (56)

$$a_\mu^W(s) = 27.28 \ (13)_{stat} \ (15)_{syst} \cdot 10^{-10} = 27.28 \ (20) \cdot 10^{-10} .$$  \hspace{1cm} (57)

$$a_\mu^W(c) = 2.90 \ (3)_{stat} \ (12)_{syst} \cdot 10^{-10} = 2.90 \ (12) \cdot 10^{-10} .$$  \hspace{1cm} (58)

To the result of Eq. (56) we must add the FSE correction $-\Delta a_\mu^W(\ell, L_{ref})$ evaluated within the
FIG. 10. The light-quark (top), strange-quark (middle) and charm-quark (bottom) connected contributions to the intermediate window $a^2 W$ versus the squared lattice spacing $a^2$ in physical units using both the “tm” (triangles) and “OS” (squares) regularizations. In the middle (bottom) panel the blue and red points correspond to the lattice data obtained using the masses of the $\eta_s$ ($\eta_c$) and $\phi$ ($J/\Psi$) mesons to obtain the physical strange (charm) quark mass. The solid lines correspond to representative examples of continuum extrapolation obtained using the Ansatz in Eq. (39) with $D_{1L}^{tm}(f) = D_{1L}^{OS}(f) = 0$ (polynomial fits). The extrapolated values in the continuum limit are shown at $a^2 = 0$ together with our final results given by Eqs. (56)-(58).

MLLGS model according to Eq. (F14) of Appendix F with $w = W$ and $L_{ref} = 5.46$ fm in the
FIG. 11. Histograms of the results at the physical point obtained by our fitting procedures based on Eq. (39) and Eqs. (42)-(43) applied to our lattice data of $a_{\mu}^W(\ell, L_{ref})$ (top panels), $a_{\mu}^W(s)$ (middle panels) and $a_{\mu}^W(c)$ (bottom panels) adopting for the weights $\omega_k$ either the AIC (left panels) or the step function (right panels), described respectively by Eqs. (47) and (48). The red bands correspond to our final results (56)-(58). In each panel we show the number of fits, the average $\langle x \rangle$ and the error $\sigma_x$ evaluated according to Eq. (46) and the cumulative probability corresponding to the interval $[x - \sigma_x, x + \sigma_x]$. The vertical short-dashed lines correspond to the 16-th and 84-th percentiles of the p.d.f. $Pr(Y)$.

continuum limit and at the physical pion mass point. We get

$$\Delta a_{\mu}^W(\ell, L_{ref}) = -1.00 \ (20) \cdot 10^{-10} ,$$  \hspace{1cm} (59)
which leads to

\[ a_\mu^W (\ell) = 206.5 (1.3) \cdot 10^{-10} \quad (60) \]

We expect to get a substantial reduction of the error in Eq. (60) using the results from a new ETMC ensemble at the physical pion mass point with a finer lattice spacing currently under production.

We point out that our result given in Eq. (60) is consistent at the level of 1.5 \( \sigma \) with the previous ETMC estimate \( a_\mu^W (\ell) = 202.2 (2.6) \cdot 10^{-10} \quad [51] \), but it improves the precision by a factor \( \simeq 2 \). This result is mainly related to the improvement of the statistical precision and to the reduction by a factor of \( \approx 10 \) of the discretization systematics as compared to Ref. [51].

IV. DISCONNECTED CONTRIBUTIONS

In this Section we address the calculation of the quark disconnected contributions to the vector correlator \( V(t)|^{OS}_{MA} \) (see Eq. (A10)), which are the sum of the six relevant quark disconnected (label \( (D) \)) correlators displayed in Eq. (A11) weighed by the appropriate charge factors, and may globally denoted as \( V_{\text{disc.}}(t)|^{OS}_{MA} \). The currents involved in the individual correlators are defined in Eq. (A12) within the “OS” regularization. From the vector correlator \( V_{\text{disc.}}(t)|^{OS}_{MA} \) the values of \( a_{\mu}^{SD}(\text{disc.}) \) and \( a_{\mu}^{W}(\text{disc.}) \) are straightforwardly evaluated according to Eq. (17).

The disconnected contributions are computed for the light, strange and charm quark mass using three ensembles close to the physical quark masses, namely cB211.072.64, cC211.060.80 and cD211.054.96. Due to the high cost of the calculation, we do not compute disconnected contributions using the larger volume cB211.072.96 ensemble, since FSEs are expected to be negligible within statistical errors.

The strange and charm quark loops are computed at a quark mass obtained by tuning the \( \Omega \) and \( \Lambda_c \) baryons, respectively, to their physical value. The values of the bare masses for the strange, \( a_{\mu}s \), and for the charm, \( a_{\mu}c \), quarks are given in Appendix C.3

Various noise-reduction techniques are employed to improve the signal-to-noise ratio of disconnected loops. These are the one-end-trick [52], the exact deflation of low-modes [53] and hierarchical probing [54]. The one-end-trick is used for all loops; hierarchical probing with distance 8 is used for all loops, except the charm-quark loops for the cB211.072.64 ensemble, where instead distance 4 is used; and deflation of the low-modes is used for the light quark loops for the cB211.072.64 and cC211.060.80 ensembles. The latter method is not employed for the cD211.054.96 ensemble because of the prohibitively large memory requirements. Instead multiple stochastic sources are
used.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Ensemble & $\ell\ell$ & $ss$ & $cc$ & $\ell s$ & $\ell c$ & $sc$ & total \\
\hline
$cB211.072.64$ & $-3.37$ (13) & $-2.090$ (59) & $-1.18$ (14) & $+5.29$ (15) & $-1.52$ (24) & $+1.67$ (13) & $-1.20$ (23) \\
$cC211.060.80$ & $-3.36$ (16) & $-2.090$ (73) & $-0.78$ (11) & $+5.53$ (17) & $-1.48$ (20) & $+1.37$ (15) & $-0.80$ (18) \\
$cD211.054.96$ & $-3.54$ (16) & $-2.084$ (75) & $-0.71$ (14) & $+5.60$ (18) & $-1.51$ (21) & $+1.27$ (18) & $-0.96$ (20) \\
\hline
\end{tabular}
\caption{Summary of the various flavour contributions to $a_{\mu}^{SD}(\text{disc.})$ in units of $10^{-12}$ for the $cB211.072.64$, $cC211.060.80$ and $cD211.054.96$ ensembles. The symbols $\ell\ell$, $ss$ and $cc$ denote respectively the flavour-diagonal light, strange and charm contributions, while $\ell s$, $\ell c$ and $sc$ denote the off-diagonal light-strange, light-charm and strange-charm contributions, respectively.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Ensemble & $\ell\ell$ & $ss$ & $cc$ & $\ell s$ & $\ell c$ & $sc$ & total \\
\hline
$cB211.072.64$ & $-1.087$ (49) & $-0.149$ (22) & $-0.030$ (53) & $+0.635$ (58) & $+0.00$ (8) & $-0.02$ (6) & $-0.651$ (93) \\
$cC211.060.80$ & $-1.300$ (69) & $-0.159$ (27) & $-0.033$ (49) & $+0.726$ (81) & $-0.03$ (7) & $+0.04$ (7) & $-0.762$ (75) \\
$cD211.054.96$ & $-1.201$ (73) & $-0.149$ (29) & $+0.018$ (54) & $+0.627$ (81) & $+0.02$ (8) & $-0.02$ (7) & $-0.701$ (80) \\
\hline
\end{tabular}
\caption{The same as in Table I, but for the various flavour contributions to $a_{\mu}^{W}(\text{disc.})$ in units of $10^{-10}$.}
\end{table}

The results for the diagonal and off-diagonal disconnected contributions are summarized in Table I for $a_{\mu}^{SD}$ and in Table II for $a_{\mu}^{W}$. In Fig. 12, we show the continuum limit extrapolation for the disconnected contributions to $a_{\mu}^{SD}$ and $a_{\mu}^{W}$. Qualitatively, for $a_{\mu}^{W}$ the light-light contribute +150% of the total disconnected contribution, the strange-light -80% and the strange-strange +30%. All other combinations are consistent with zero within the errors. We do not observe sizable cutoff effects at this level of precision. The disconnected contribution to $a_{\mu}^{SD}$ is very small, being approximately forty times smaller as compared to our error on the light-connected contribution to $a_{\mu}^{SD}$. Given the available data, we perform only a single continuum extrapolation, using a linear fit Ansatz in $a^2$.

Our results for $a_{\mu}^{SD}(\text{disc.})$ and $a_{\mu}^{W}(\text{disc.})$ are

\begin{align}
& a_{\mu}^{SD}(\text{disc.}) = -0.006 (5) \cdot 10^{-10}, \quad (61) \\
& a_{\mu}^{W}(\text{disc.}) = -0.78 (21) \cdot 10^{-10}. \quad (62)
\end{align}
FIG. 12. Top panel: The quark-loop disconnected contribution to the short time-distance window, $a^{SD}_\mu$, versus the squared lattice spacing $a^2$ in physical units. Bottom panel: the same as in the top panel, but for the intermediate window $a^{W}_\mu$. The blue band corresponds to the extrapolation performed using a linear fit Ansatz in $a^2$. 
V. COMPARISON WITH DISPERSIVE $e^+e^-$ RESULTS AND OTHER LATTICE QCD CALCULATIONS

Our results obtained in the isospin-symmetric limit for the quark connected contributions from the light, strange and charm quarks, as well as, the sum of all quark disconnected flavour diagonal and off-diagonal contributions to the short and intermediate time-distance windows are listed in Eqs. (5) and (7). In the case of the intermediate window $a_\mu^W$, our findings can be compared with the corresponding ones obtained by the BMW collaboration in Ref. [3], by the CLS/Mainz group in Ref. [4], by Lehner and Meyer in Ref. [5] and by Aubin et al. in Ref. [6] (which updates their previous result [7]). We consider also the results obtained by $\chi$QCD collaboration in Ref. [8], by ETMC in Ref. [9] and by RBC/UKQCD in Ref. [10], which come from lattice setups that have less than three values of the lattice spacing or do not include ensembles close to the physical pion mass point. All the above results are collected in Table I. We observe a remarkable agreement among all lattice QCD results establishing a clear and important success for the computation of this quantity within the framework of lattice QCD. Moreover, very recently the Fermilab lattice, HPQCD, and MILC collaborations published [11] accurate results for one-sided window contributions to $a_\mu^{HVP}$, quoting in particular a value of $a_\mu^W + a_\mu^{SD} = 304.0(9)(6)$, where the second error accounts for corrections from QED and IB. The above finding is in good agreement with our results (see Eqs. (67) and (68) below).

As shown in Sec. II B, the time-window contributions $a_\mu^{SD}$ and $a_\mu^W$ can be evaluated using Eq. (27), which involves the energy-modulating functions $\tilde{\Theta}^{SD}(E)$ and $\tilde{\Theta}^W(E)$, related to the time-modulating functions $\Theta^{SD}(t)$ and $\Theta^W(t)$ of Eq. (28), and the experimental data available for the $e^+e^-$ ratio $R^{had}(E)$, given in Eq. (24).

Using the database of Ref. [12] one gets the quite precise results [13]

\[
a_\mu^{SD}(e^+e^-) = 68.44(48) \cdot 10^{-10}, \tag{63}
\]

\[
a_\mu^W(e^+e^-) = 229.51(87) \cdot 10^{-10}. \tag{64}
\]

More recently, starting from the analyses of Refs. [12–15] and adopting the merging procedure of Ref. [16], which takes into account tensions in the $e^+e^-$ database in a more conservative way, the authors of Ref. [2] quote the values

\[
a_\mu^{SD}(e^+e^-) = 68.4(5) \cdot 10^{-10}, \tag{65}
\]

\[
a_\mu^W(e^+e^-) = 229.4(1.4) \cdot 10^{-10}. \tag{66}
\]
TABLE III. Contributions to the intermediate time-distance window $a^{W}_{\mu}$ obtained in this work and in Refs. [1, 3, 4, 51, 55, 56, 58], namely the quark connected light ($\ell$), strange ($s$) and charm ($c$) diagrams and the sum of the quark disconnected flavour diagonal and off-diagonal diagrams. The last row lists the averages of all the lattice results for each contribution made following the PDG approach. All quantities are in units of $10^{-10}$.

| Ref. | $a^{W}_{\mu}(\ell)$ | $a^{W}_{\mu}(s)$ | $a^{W}_{\mu}(c)$ | $a^{W}_{\mu}(disc.)$ |
|------|----------------------|------------------|------------------|----------------------|
| this work | 206.5 (1.3) | 27.28 (0.20) | 2.90 (0.12) | $-0.78$ (0.21) |
| BMW [3] | 207.3 (1.4) | 27.18 (0.03) | 2.7 (0.1) | $-0.85$ (0.06) |
| CLS/Mainz [4] | 207.0 (1.5) | 27.68 (0.28) | 2.89 (0.14) | $-0.81$ (0.09) |
| Lehner and Meyer [55] | 206.0 (1.2) | 27.06 (0.22) | $-$ | $-$ |
| Aubin et al. [56] | 206.8 (2.2) | $-$ | $-$ | $-$ |
| $\chi$QCD [58] | 206.7 (1.5) | 26.7 (0.3) | $-$ | $-$ |
| ETMC [51] | 202.2 (2.6) | 26.9 (1.0) | 2.81 (0.11) | $-$ |
| RBC/UKQCD [1] | 202.9 (1.5) | 27.0 (0.2) | 3.0 (0.1) | $-$ |
| average | 206.0 (0.6) | 27.18 (0.03) | 2.86 (0.06) | $-0.83$ (0.05) |

To compare with the dispersive results, we need to sum up all the quark connected and disconnected contributions evaluated in the previous Sections. The individual contributions are not fully uncorrelated, since they are determined starting from basically the same gauge configurations. However, since the statistical uncertainty of the vector correlator is not dominated by the gauge error (see, e.g., Section III A) and the spatial stochastic sources employed are different for different flavors, we do not expect to have significant correlations among the various contributions to the time windows. We have checked explicitly this point in the case of the light and strange connected contributions and found a negligible correlation. Thus, the uncertainties of the individual quark connected and disconnected contributions are summed in quadrature.

Following the above strategy, the sum of $a^{SD}_{\mu}(\ell)$, $a^{SD}_{\mu}(s)$, $a^{SD}_{\mu}(c)$ and $a^{SD}_{\mu}(disc.)$, i.e. the sum of Eqs. (49), (50), (51) and (61), yields the result $68.91(31)\cdot 10^{-10}$. Adding also the contribution $a^{SD}_{\mu}(b) = 0.32 \cdot 10^{-10}$ coming from the bottom quark (see also the lattice results of Ref. [22]) and a QED correction $a^{SD}_{\mu}(QED) = 0.03 \cdot 10^{-10}$, both estimated using the “rhad” software package [23], we get

$$a^{SD}_{\mu}(ETMC) = 69.27(34)\cdot 10^{-10},$$

which agrees with the dispersive results [63] and [65] within $\simeq 1.4\sigma$.

In the case of the intermediate window, we have to sum the results obtained for $a^{W}_{\mu}(\ell)$, $a^{W}_{\mu}(s)$,
\(a_\mu^W(c)\) and \(a_\mu^W(\text{disc.})\), namely the values given in Eqs. (60), (57), (58) and (62), obtaining 235.9(1.3) \cdot 10^{-10}. Adding the IB contribution \(a_\mu^W(\text{IB}) = 0.43(4) \cdot 10^{-10}\), estimated using the corresponding BMW results of Ref. [3], we obtain

\[
\begin{align*}
\left. a_\mu^W \right|_{\text{ETMC}} &= 236.3(1.3) \cdot 10^{-10}, \\
\end{align*}
\tag{68}
\]

We now compare the above result with other lattice calculations available for the total window contribution satisfying the simple criterion of being based on lattice setups with more than two values of the lattice spacing and at least one ensemble close to the physical pion mass point. Our value (68) is nicely consistent with the result \(a_\mu^W(\text{BMW}) = 236.7(1.4) \cdot 10^{-10}\) by the BMW collaboration [3] and with the recent one \(a_\mu^W(\text{CLS}) = 237.30(1.46) \cdot 10^{-10}\) by the CLS/Mainz group [4] at better than 1\(\sigma\) level. However, it is in tension with the dispersive result (66) by 3.6\(\sigma\). Averaging our result (68) with the one by the BMW collaboration, we obtain \(a_\mu^W = 236.49(95) \cdot 10^{-10}\), which disagrees with the dispersive result by 4.2\(\sigma\). Taking into account also the very recent result by the CLS/Mainz group [4], we get \(a_\mu^W = 236.73(80) \cdot 10^{-10}\), which increases the tension with the dispersive result at the level of \(\simeq 4.5\sigma\). Comparing with the more precise dispersive result (64), obtained in Refs. [15, 24], the tension increases further reaching the level of \(\simeq 6.1\sigma\). The above lattice and dispersive results for the short and intermediate time-distance windows as well as those for the full HVP term are also collected in Fig. 13.

The accurate lattice results suggest the possible presence of deviations in the \(e^+e^-\) cross section data with respect to the QCD+QED theory predictions somewhere in the low and/or intermediate energy regions, but not in the high energy region as defined in Fig. 2.

In Table IV we collect our lattice results for the short and intermediate time-distance windows and the lattice value of the full HVP term taken from Ref. [3]. These lattice results are compared with the corresponding dispersive determination of Ref. [2], based on experimental \(e^+e^-\rightarrow\text{hadron}\) data. The differences between them denoted by \(\Delta a_\mu^w\) for \(w = \{\text{SD, W, HVP}\}\) are shown in the fourth column. The contribution of the 2\(\pi\) channels (below a center-of-mass energy of 1 GeV) to the various windows, \(a_\mu^w(2\pi)\), as determined in Ref. [2], are compared with the differences \(\Delta a_\mu^w\). We find that the ratio of \(\Delta a_\mu^w/a_\mu^w(2\pi)\) is at the level of \(\simeq 3 - 5\%\) for the three windows albeit with large uncertainties. This suggests, qualitatively, that the accurate lattice results for the time windows and for the full HVP term could be compatible with an overall few-percent enhancement of the \(e^+e^-\) cross section data in the 2\(\pi\) channels at center-of-mass energies below 1 GeV.
FIG. 13. We show lattice QCD results of the short-distance window $a_{\mu}^{\text{SD}}$ (left panel), intermediate window $a_{\mu}^{\text{W}}$ (central panel), obtained in this work and in Refs. [3, 4], and the full HVP term $a_{\mu}^{\text{HVP}}$ (right panel) from Ref. [3], compared with the corresponding dispersive determinations from Ref. [2], based on experimental $e^+e^- \rightarrow$ hadrons data (see text). In the central panel, the green diamond denotes the average of our result given in Eq. (68) with those from Refs. [3, 4], namely $a_{\mu}^{\text{W}} = 236.3 \pm (80) \cdot 10^{-10}$.

| window $(w)$ | $a_{\mu}^{w}(\text{LQCD})$ | $a_{\mu}^{w}(e^+e^-)$ [2] | $\Delta a_{\mu}^{w}$ | $a_{\mu}^{w}(2\pi)$ [2] | $\Delta a_{\mu}^{w}/a_{\mu}^{w}(2\pi)$ |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SD          | 69.3 (0.3) [*]  | 68.4 (0.5)      | 0.9 (0.6)       | 13.7 (0.1)      | 0.066 (43)      |
| W           | 236.3 (13) [*]  | 229.4 (1.4)     | 6.9 (1.9)       | 138.3 (1.2)     | 0.050 (14)      |
| HVP         | 707.5 (5.5) [3] | 693.0 (3.9)     | 14.5 (6.7)      | 494.3 (3.6)     | 0.029 (14)      |

[*] = this work

TABLE IV. Values of $a_{\mu}^{w}$ obtained in this work for the short and intermediate time-distance windows, $w = \{\text{SD, W}\}$, and from Ref. [3] for the full HVP term, $w = \text{HVP}$, compared with the corresponding dispersive determinations of Ref. [2], based on experimental $e^+e^- \rightarrow$ hadrons data (third column). The difference between the second and third columns, $\Delta a_{\mu}^{w}$, is given in the fourth column, while the contributions of the $2\pi$ channels $a_{\mu}^{w}(2\pi)$ (below a center-of-mass energy of 1 GeV), obtained in Ref. [2], are shown in the fifth column. All quantities are in units of $10^{-10}$ except for the last column, where we list the values of the ratio between $\Delta a_{\mu}^{w}$ and the $2\pi$ contribution $a_{\mu}^{w}(2\pi)$.

VI. CONCLUSIONS

We have presented a lattice determination of the leading-order HVP contribution to the muon anomalous magnetic moment, $a_{\mu}^{\text{HVP}}$, in the so-called short- and intermediate-distance windows, $a_{\mu}^{\text{SD}}$ and $a_{\mu}^{\text{W}}$, defined by the RBC/UKQCD collaboration [1].
For this determination we have employed a set of gauge ensembles produced by ETMC with $N_f = 2 + 1 + 1$ flavours of Wilson-clover twisted-mass sea quarks with masses tuned very close to their physical values [18–21]. The gauge ensembles used are simulated at three different values of the lattice spacing, namely $a \simeq 0.057, 0.068, 0.080$ fm, and with spatial lattice sizes up to $L \simeq 7.6$ fm.

We worked in the isospin-symmetric limit. The quark connected contributions from the light $(u/d)$, strange and charm quarks, as well as the sum of all quark disconnected flavour diagonal and off-diagonal contributions are computed. These are then used to evaluate the contribution to the short and intermediate time-distance windows, obtaining the results listed in Eqs. (5) and (7). In the case of the intermediate window $a^W_\mu$, our findings are in nice agreement with several results obtained by other lattice QCD collaborations, as shown in Table III. Such a remarkable agreement within small uncertainties represents the robustness of the evaluation of this quantity within the framework of lattice QCD.

Adding the bottom-quark and the QED contribution to the short-distance window, $a^{SD}_\mu(b) + a^{SD}_\mu(\text{QED}) = 0.35 \cdot 10^{-10}$, evaluated in perturbative QCD using the “rhad” software package [23], and the IB contribution to the intermediate window, $a^W_\mu(\text{IB}) = 0.43(4) \cdot 10^{-10}$ taken from Ref. [3], we get

$$a^{SD}_\mu(\text{ETMC}) = 69.27(34) \cdot 10^{-10},$$  \hspace{1cm} (69)

$$a^W_\mu(\text{ETMC}) = 236.3(1.3) \cdot 10^{-10}. \hspace{1cm} (70)$$

Our result for the short-distance contribution given in Eq. (69) is consistent with the recent dispersive value $a^W_\mu(e^+e^-) = 68.4(5) \cdot 10^{-10}$ [2] within $\simeq 1.4\sigma$. In the case of the intermediate window, our value given in Eq. (70) is larger than the dispersive result $a^W_\mu(e^+e^-) = 229.4(1.4) \cdot 10^{-10}$ [2] by $\simeq 3.6\sigma$. Our value is nicely consistent with the BMW result $a^W_\mu(\text{BMW}) = 236.7(1.4) \cdot 10^{-10}$ [3] and with the recent CLS/Mainz one $a^W_\mu(\text{CLS}) = 237.30(1.46) \cdot 10^{-10}$ [4] at better than $1\sigma$ level. The tension between our value and the dispersive result increases from $\simeq 3.6\sigma$ to $\simeq 4.2\sigma$ if we average our result (70) with the one obtained by the BMW collaboration, leading to $a^W_\mu = 236.49(95) \cdot 10^{-10}$. Including in the average also the recent CLS/Mainz result we get $a^W_\mu = 236.73(80) \cdot 10^{-10}$, which is in disagreement with the dispersive result by $\simeq 4.5\sigma$.

In conclusion, the impact of our lattice computations is twofold. Concerning the intermediate-distance window we confirm the two currently most accurate lattice QCD results, namely those from the BMW collaboration and the CLS/Mainz group, increasing the discrepancy with the corresponding prediction based on $e^+e^-$ cross section data to the significant level of $\simeq 4.5$ standard deviations. Moreover, we have computed accurately for the first time the short-distance window,
finding that there is no significant tension with the corresponding dispersive result. This is a clear indication that any deviation between QCD+QED theory predictions, the framework employed in SM-based lattice calculations, and the $e^+e^-$ cross section experiments is unlikely to occur at high energy. Instead, it may occur somewhere in the low and/or intermediate energy regions.
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Appendix A: Lattice setup and simulation details

In this work, we analyze the gauge ensembles produced recently by ETMC in isospin-symmetric QCD (isoQCD) with \( N_f = 2 + 1 + 1 \) flavors of Wilson-clover twisted-mass quarks and described in Refs. [18–21]. Our renormalizable lattice theory is specified by the following action

\[
S = S_{YM}[U] + S_{q,\text{sea}}[\Psi_\ell, \Psi_h, U] + S_{q,\text{val}}[\{q_f, q_f'\}, U] + S_{\text{ghost}}[\{\phi_f, \phi_f'\}, U],
\]  

(A1)

which corresponds to a mixed action lattice setup employing twisted mass [65, 66] and Osterwalder-Seiler fermions [67]. This setup allows to avoid any undesired strange-charm quark mixing through cutoff effects and to preserve the automatic \( \mathcal{O}(a) \)-improvement of all physical observables [68]. Moreover, it offers the possibility of considering two different regularizations of the current-current correlators relevant for the present study.

The gluon action \( S_{YM}[U] \) is the (mean-field) improved Iwasaki one [69]. It contains the bare gauge coupling \( \beta = 6/g_0^2 \) that controls the lattice spacing \( a \), as QCD asymptotic freedom implies \( a\Lambda_{QCD} \sim \exp(-1/(2b_0 g_0^2)) \) with \( b_0 > 0 \).

Concerning the fermionic sector of the action, it can be written as the sum of the sea and valence quark actions. The sea quark action is written in terms of a light \( \Psi_\ell = (u_{\text{sea}}, d_{\text{sea}}) \) and a heavy \( \Psi_h = (c_{\text{sea}}, s_{\text{sea}}) \) quark doublet, namely

\[
S_{q,\text{sea}} = a^4 \sum_x \left\{ \bar{\Psi}_\ell(x) \left[ \gamma \cdot \tilde{\nabla} + \mu_\ell - i\gamma_5 \tau^3 W_{cl}^{\ell} \right] \Psi_\ell(x) \right. \\
+ \left. \bar{\Psi}_h(x) \left[ \gamma \cdot \tilde{\nabla} + \mu_\sigma + \tau^3 \mu_\delta - i\gamma_5 \tau^1 W_{cl}^{\ell} \right] \Psi_h(x) \right\}.
\]  

(A2)

For the valence quark action, it is convenient to allow for several replica, labelled by \( \eta = 1, 2, 3, \ldots \), of each quark flavour \( f \) with different values of the Wilson parameter \( r_{f,\eta} \), which in practice we
restrict to be \( r_{f,\eta} = (-1)^{\eta-1} \). Thus, we have

\[
S_{q,\text{val}} = a^4 \sum_x \sum_{f,\eta} \bar{q}_{f,\eta}(x) \left( \gamma \cdot \nabla + m_f - \text{sign}(r_{f,\eta})i\gamma_5 W_{\text{cr}}^{cl} \big|_{r=1} \right) q_{f,\eta}(x),
\] (A3)

where \( q_{f,\eta} \) is a single flavour field and \( f \) runs over the four lightest quark flavours \( u, d, s, c \). By \( \tilde{\nabla}_\mu \) we denote the symmetric gauge covariant lattice derivative, while \( \nabla_\mu \) and \( \nabla^*_\mu \) stand for the analogous forward and backward lattice derivatives, and (H(4) covariant) “spacetime” indices are omitted when contracted with each other. In the expressions above, the critical Wilson-clover operator is defined as

\[
W_{\text{cr}}^{cl} \big|_r = -a_r^2 \frac{r}{2} \nabla^* \cdot \nabla + m_{\text{cr}}(r) + a \frac{c_{\text{SW}}(r)}{32} \gamma_\mu \gamma_\nu a^{-1} [Q_{\mu\nu} - Q_{\nu\mu}],
\] (A4)
i.e. it includes the critical mass \( m_{\text{cr}} \) term and a clover term \( \propto \gamma_\mu \gamma_\nu a^{-1} [Q_{\mu\nu} - Q_{\nu\mu}] \) (i.e. a lattice discretization of the Pauli term \( \propto i\sigma_\mu F_{\mu\nu} \)) \[70\] with a coefficient, \( c_{\text{SW}} \), that is identical for all sea and valence flavours and is fixed to the value obtained in one-loop tadpole boosted perturbation theory \[71\]. In writing the valence quark action \( S_{q,\text{val}} \), we have also exploited the known property \[68\] \( W_{\text{cr}}^{cl} \big|_{-r} = -W_{\text{cr}}^{cl} \big|_r \). In Eq. (A2) for \( S_{q,\text{sea}} \) the operators \( W_{\text{cr}}^{cl} \) are implicitly defined for \( r = 1 \) and their two-flavour structure is displayed by the Pauli matrices \( \tau^3 \) and \( \tau^1 \) acting in flavour space.

In the sea and valence quark action sectors the critical Wilson-clover term, which includes the critical mass counterterm \( \propto m_{\text{cr}} \sim 1/a \), is taken at maximal twist with respect to the soft quark mass terms in order to guarantee automatic \( \mathcal{O}(a) \)-improvement of the physical observables \[66, 72\] and \( m_{\text{cr}} \) is set to a unique value for all flavours \[68\]. The inclusion of the clover term turns out to be very beneficial for further reduction of the residual cutoff effects, in particular those on the neutral pion mass, thereby making the Monte Carlo simulations close to the physical pion point numerically stable \[18\] (see also Ref. \[73\]).

The valence ghost action term reflects the form and follows the notation of the valence quark action, viz.

\[
S_{\text{ghost}} = a^4 \sum_x \sum_{f,\eta} \phi_{f,\eta}^\dagger(x) \left( \gamma \cdot \nabla + m_f - \text{sign}(r_{f,\eta})i\gamma_5 W_{\text{cr}}^{cl} \big|_{r=1} \right) \phi_{f,\eta}(x),
\] (A5)

with each \( \phi_{f,\eta} \) being a complex boson field of spin 1/2 (i.e. a ghost), and is included in order to obtain formally vanishing contributions from all the valence fields to the effective gluonic action. Of course no ghost fields ever occur in our actual computations.

For the light quark doublet the sea and valence bare mass, \( \mu_\ell \), is unique and takes values such as to obtain \( M_\pi \) close to \( M_{\pi}^{\text{phys}} = M_{\pi}^{\text{isoQCD}} = 135.0 (2) \text{ MeV} \) \[20\]. Larger values of \( M_\pi \) are used to
compute observables relevant for scale setting, where the analysis includes a chiral extrapolation
to $M_\pi^{phys}$.

The masses of the strange and charm sea quarks are set within $\sim 5\%$ accuracy to their physical
values for each ensemble by carefully tuning the parameters $\mu_\sigma$ and $\mu_\delta$ in $S_\text{q, sea}$ (in the preliminary
stage of our simulations) in order to reproduce the renormalization group invariant (RGI) values
$M_{D_s}/f_{D_s} = 7.9(0.1)$ and $m_c/m_s = 11.8(0.2)$ adopted in Refs. [18, 20]. The above values are
consistent with the more precise, recent determinations $M_{D_s}/f_{D_s} = 7.88(0.02)$ and $m_c/m_s =
11.77(0.03)$ from Ref. [74] and they are sufficiently accurate for the purposes of the present work.

The masses of the strange and charm valence quarks are very accurately fixed by two physical
inputs, which can conveniently be chosen as the kaon and $D$-meson masses. In this way, using
the ETMC ensembles of Refs. [18, 21], the values of the charm and strange as well as light $u/d$
renormalized quark masses were determined in Ref. [34]. Here, we redetermine the strange and
charm valence quark masses by the physically equivalent requirements of reproducing the energy
of the $\phi$ resonance (or the mass of the fictitious pseudoscalar meson $\eta_s$ determined accurately in
isoQCD at the physical point in Ref. [3]) and the energy of the $J/\psi$ resonance (or the mass of
the pseudoscalar meson $\eta_c$). As discussed in Appendix C we find results in nice agreement, up to
lattice artifacts in the charm sector, with those obtained from the $M_K$ and $M_D$ inputs in Ref. [34].

Following this procedure, we are able to determine the valence quark mass parameters $m_s$ and
$m_c$ using high statistics observables that are computed on the same gauge configurations and using
the same stochastic sources as the vector current-current correlator $V(t)$ of Eq. (15). This method
is very convenient for minimizing the statistical error on the time windows $a^{w, \mu}(\ell)$. In practice, to
interpolate our results to the physical strange and charm valence quark masses, we evaluate the
contributions to $V(t)$ from vector correlators in the $s$ and $c$ valence sector for a few values of the
bare valence quark masses $a^{val}_s$ and $a^{val}_c$, which will be specified later in Tables XI and XIII.

Essential information on the ETMC ensembles relevant for this work are collected in Ta-
ble V. With respect to Refs. [19, 20, 34] two other dedicated gauge ensembles, cB211.072.96
and cD211.054.96, have been produced for the investigation of FSEs and cutoff effects [21]. The
cB211.074.96 ensemble, which has a spatial lattice size $L \approx 7.6$ fm, is used to estimate FSEs by
comparing to the smaller cB211.074.64 ensemble, while the cD211.054.96 ensemble corresponds to

---

7 From our study of the light-quark sea mass corrections (see below Table VI) we observe that a change of $\simeq 5\%$
in the light-quark sea mass affects $a^{w, \mu}_s(\ell)$ by less than $\simeq 0.05\%$. Sea quark effects are in general suppressed as the
quark mass is increased and, in the limit where the sea quark mass, $m_{sea}$, of a given flavour is large as compared to
$\Lambda_{QCD}$, the relative change of an observable is expected to scale as the relative sea quark mass change times
$O([\Lambda_{QCD}^2/m_{sea}^2] / (\alpha_s^2(m_{sea})/\pi^2))$. Thus, a $\simeq 5\%$ relative mistuning of strange- and charm-quark sea masses cannot
have a significant impact on window observables that are evaluated with a few permille relative uncertainty.
our finest lattice spacing \( a \approx 0.057 \) fm. Note that for all ensembles used in this work the pion mass is simulated quite close to the isoQCD reference value \( M_{\pi}^{\text{phys}} = M_{\pi}^{\text{isoQCD}} = 135.0(2) \) MeV, which was also adopted in Refs. [20, 34]. For the evaluation of the light-quark connected contribution, the inversions of the Dirac operator have been performed using \( N_{\text{hits}} = 10^3 \) spatial stochastic sources per gauge configuration. The techniques adopted for the calculation of the disconnected diagrams are briefly outlined in Section IV.

| ensemble  | \( \beta \)  | \( V/a^4 \)  | \( a \) (fm)  | \( a_{\mu} \) | \( M_{\pi} \) (MeV)  | \( L \) (fm)  | \( M_{\pi}L \)  |
|-----------|-------------|-------------|-------------|-------------|-------------------|-------------|---------------|
| cB211.072.64 | 1.778 | 64^4 · 128 | 0.07957 (13) | 0.00072 | 140.2 (0.2) | 5.09 | 3.62 |
| cB211.072.96 | 1.778 | 96^3 · 192 | 0.07957 (13) | 0.00072 | 140.1 (0.2) | 7.64 | 5.43 |
| cC211.060.80 | 1.836 | 80^3 · 160 | 0.06821 (13) | 0.00060 | 136.7 (0.2) | 5.46 | 3.78 |
| cD211.054.96 | 1.900 | 96^3 · 192 | 0.05692 (12) | 0.00054 | 140.8 (0.2) | 5.46 | 3.90 |

Table V. Parameters of the ETMC ensembles used in this work. We give the light-quark bare mass, \( a_{\mu} = a_{\mu u} = a_{\mu d} \), the pion mass \( M_{\pi} \), of the lattice size \( L \) and the product \( M_{\pi}L \). The values of the lattice spacing are determined as explained in Appendix A 2 using the 2016 PDG value \( f_{\pi}^{\text{phys}} = f_{\pi}^{\text{isoQCD}} = 130.4(2) \) MeV [75] of the pion decay constant for setting the scale.

Pion-mass mistuning effects, which are at most of order \( 5 - 6 \) MeV for the ensembles listed in Table V, are relevant for the light-quark contribution to the intermediate window (\( a^{W}_{\mu}(\ell) \)), and completely negligible within the accuracy for all the other contributions considered in this work. Indeed, \( a^{W}_{\mu}(\ell) \) is dominated by \( \pi \pi \) and \( \pi \pi \pi \) contributions, and hence particularly sensitive to variations of the light-quark mass. In order to minimize the systematic errors related to the (small) difference \( M_{\pi} - M_{\pi}^{\text{isoQCD}} \), we performed additional simulations enabling to correct our lattice data for the mistuning of \( M_{\pi} \). In practice we evaluated the corrections to \( a^{W}_{\mu}(\ell) \) due to the appropriate small change of \( \mu_{\ell} \) in the valence and in the sea sector of the lattice action.

The former correction has been determined by performing additional inversions of the light-quark Dirac operator employing a slightly smaller value of the light bare quark mass \( a_{\mu} \ell < a_{\mu} \), keeping the sea quark mass fixed to \( a_{\mu} \). The values of the valence light quark mass \( a_{\mu} \ell \) have been chosen, for each ensemble, according to the following relation

\[
a_{\mu} \ell' \approx a_{\mu} \ell \left( \frac{M_{\pi}^{\text{isoQCD}}}{M_{\pi}} \right)^2 , \tag{A6}
\]

where \( M_{\pi} \) is the measured value of the pion mass on any given ensemble. Since such corrections are expected to be of the order of few permille, only a limited number of stochastic sources (\( O(100) \))
have been used for this calculation. The valence correction $\delta V^\text{val} \ell(t)$ to the vector correlator has been then determined for both tm and OS regularizations as

$$\delta V^\text{val} \ell(t) = V_\ell(t, a\mu'_\ell, a\mu_\ell) - V_\ell(t, a\mu_\ell, a\mu_\ell), \tag{A7}$$

where $V_\ell(t, a\mu_\ell, a\mu_\ell)$ is the unitary vector correlator, while $V_\ell(t, a\mu'_\ell, a\mu_\ell)$ is the one obtained from simulations at the valence quark mass $a\mu'_\ell$ and sea quark mass $a\mu_\ell$. In order to reduce the statistical noise, Eq. (A7) has been evaluated using a common set of stochastic sources for both valence masses, $a\mu_\ell$ and $a\mu'_\ell$.

As for the evaluation of the corrections to $a^W \ell(\mu)$ coming from the sea sector, we rely on the so-called expansion method. At leading order in $\delta(a\mu_\ell) \equiv a\mu'_\ell - a\mu_\ell$ the correction $\delta V^\text{sea} \ell(t)$ to the vector correlator, can be determined as

$$\delta V^\text{sea} \ell(t) = \frac{\int [d\Phi] e^{-S[\Phi,a\mu_\ell]} - \delta(a\mu_\ell) \int [d\Phi] e^{-S[\Phi,a\mu_\ell]} \delta \psi_\ell(x) \mathcal{O}(t)}{\int [d\Phi] e^{-S[\Phi,a\mu_\ell]} \delta \psi_\ell(x) \mathcal{O}(t)} - \frac{\int [d\Phi] e^{-S[\Phi,a\mu_\ell]} \delta \psi_\ell(x) \mathcal{O}(t)}{\int [d\Phi] e^{-S[\Phi,a\mu_\ell]}}$$

$$= -\delta(a\mu_\ell) \sum_{x} \left[ \langle \bar{\psi}_\ell(x) \mathcal{O}(t) \rangle - \langle \mathcal{O}(t) \rangle \langle \bar{\psi}_\ell(x) \rangle \right] + O(\delta^2(a\mu_\ell)) \tag{A8}$$

where, to keep the notation simple, we collectively denote with $\Phi$ all fermionic and gluonic fields, while $S[\Phi,a\mu_\ell]$ corresponds to the Wilson-clover twisted mass action in Eq. (A1) with bare light-quark mass $a\mu_\ell$. The composite field $\mathcal{O}(t)$ is a product of two light valence quark currents (see Eqs. (A11)-(A12) for the notation) but no sea quark fields $\bar{\psi}_\ell$, $\psi_\ell$. The expansion method has the clear advantage that no new gauge configurations have to be generated, and allows to compute $\delta V^\text{sea} \ell(t)$ from the insertion of the (light-quark) scalar density inside the current-current correlator.

All VEVs in Eq. (A8) are evaluated in the gauge background generated by $S[\Phi,a\mu_\ell]$. Finally, the total correction $\delta a^W_\mu(\ell)$ to the light-quark contribution to the intermediate window is given by

$$\delta a^W_\mu(\ell) = 2\alpha^2 0^t \int_0^\infty dt \, t^2 K(m_{\mu\ell}) \Theta^W(t) \left[ \delta V^\text{val} \ell(t) + \delta V^\text{sea} \ell(t) \right]. \tag{A9}$$

In Table VI we show the values of the correction $\delta a^W_\mu(\ell)$ (for both “tm” and “OS” regularizations) on the four ensembles of Table V along with the original values of $a^W_\mu(\ell)$, the simulated values of $\delta(a\mu_\ell)$, and the values of the pion masses obtained after performing such corrections. It turns out that: i) the correction $\delta a^W_\mu(\ell)$ shifts upwards the intermediate window by approximately $2\sigma$ (or less) for the cB211.072.64, cB211.072.96 and cD211.054.96 ensembles, while it is completely negligible within the uncertainty for the ensemble cC211.06.80, and ii) the sea quark mass correction is found to be significantly smaller than the one from the valence quark mass.
TABLE VI. The values of the light-quark bare mass difference \( \delta(a_{\mu}) \) adopted for each ETMC gauge ensemble, given in units of \( 10^{-5} \). The third column contains the values of \( M_\pi \) in physical units obtained after the mass correction, while the other columns show the original values for \( a_\mu^W(\ell) \) and the resulting \( \delta a_\mu^W(\ell) \), given in units of \( 10^{-10} \), in the two regularizations “tm” and “OS”.

| ensemble        | \( \delta(a_{\mu}) \) | \( M_\pi \) (MeV) | \( a_\mu^W(\ell, tm) \) | \( \delta a_\mu^W(\ell, tm) \) | \( a_\mu^W(\ell, OS) \) | \( \delta a_\mu^W(\ell, OS) \) |
|-----------------|------------------------|-------------------|--------------------------|-------------------------------|---------------------------|-----------------------------|
| cB211.072.64    | -5.25                  | 135.2 (2)         | 204.61 (36)              | 0.13 (10)                     | 203.36 (33)               | 0.38 (7)                    |
| cB211.072.96    | -5.25                  | 135.2 (2)         | 205.98 (21)              | 0.26 (11)                     | 203.18 (20)               | 0.51 (8)                    |
| cC211.060.80    | -1.50                  | 134.9 (3)         | 204.88 (44)              | 0.05 (5)                      | 203.02 (37)               | 0.02 (5)                    |
| cD211.054.96    | -4.36                  | 135.1 (3)         | 205.67 (42)              | 0.36 (9)                      | 203.96 (39)               | 0.31 (10)                   |

1. The correlator \( V(t) \) in the mixed action setup

In our formulation, we find it convenient to evaluate the vector correlator \( V(t) \) (see Eq. (15)) by employing two different regularizations for the quark connected contributions to the correlator. Moreover, as discussed in the following, using a mixed action (MA) setup, we can define renormalized correlators for each individual quark flavour (\( \ell, s, c \)) connected term and for the various quark flavour diagonal and off-diagonal disconnected contributions to \( a_\mu^w \) (here \( w = SD, W \)). This flexibility turns out to be advantageous for extrapolating independently contributions to \( a_\mu^w \) that can have a different magnitude and relative accuracy to the continuum limit. After taking the continuum limit they are combined to yield the desired results of the unitary isoQCD theory.

The vector correlator \( V(t) \) for \( N_f = 2 + 1 + 1 \) QCD can be reconstructed, in the continuum limit, by combining a number of renormalized correlators in our MA setup, with coefficients dictated by the on-shell charge of the various quark flavours. Namely

\[
V(t)|^{\text{reg}}_{MA} = \frac{1}{3} a^3 \sum_{i=1}^{3} \sum_x V_{ii}(x)|^{\text{reg}}_{MA}, \quad x = (x, t),
\]

with

\[
V_{ii}(x)|^{\text{reg}}_{MA} = \frac{4 + 1}{9} \left< J_{i,\text{reg}}^\ell(x)[J_{i,\text{reg}}^\ell]^{\dagger}(0) \right>^{(C)} + \frac{1}{9} \left< J_{i,\text{reg}}^{ss'}(x)[J_{i,\text{reg}}^{ss'}]^{\dagger}(0) \right>^{(C)}
\]

\[
+ \frac{4}{9} \left< J_{i,\text{reg}}^{cc'}(x)[J_{i,\text{reg}}^{cc'}]^{\dagger}(0) \right>^{(C)} + \frac{4 + 1 - 2 - 2}{9} \left< J_{i,\text{OS}}^\ell(x)[J_{i,\text{OS}}^{\ell\ell'}]^{\dagger}(0) \right>^{(D)}
\]

\[
+ \frac{1}{9} \left< J_{i,\text{OS}}^{ss}(x)[J_{i,\text{OS}}^{ss}]^{\dagger}(0) \right>^{(D)} + \frac{4}{9} \left< J_{i,\text{OS}}^{cc}(x)[J_{i,\text{OS}}^{cc}]^{\dagger}(0) \right>^{(D)}
\]

\[
- \frac{1}{9} \left< J_{i,\text{OS}}^\ell(x)[J_{i,\text{OS}}^{ss}]^{\dagger}(0) + \text{hc} \right>^{(D)} + \frac{2}{9} \left< J_{i,\text{OS}}^\ell(x)[J_{i,\text{OS}}^{cc}]^{\dagger}(0) + \text{hc} \right>^{(D)}
\]

\[
- \frac{2}{9} \left< J_{i,\text{OS}}^{ss}(x)[J_{i,\text{OS}}^{cc}]^{\dagger}(0) + \text{hc} \right>^{(D)}
\]
where \( \text{reg} \in \{ \text{tm}, \text{OS} \} \) labels the two regularizations of the single-flavour renormalized vector currents, up to variants that are equivalent in the large statistics limit. Adopting the lighter notation \( q_{f,\eta}(x) \equiv f_\eta(x) \) for the single-flavour valence quark fields, the relevant renormalized vector currents read

\[
J^{\ell\ell}_{\mu,\text{tm}} = Z_A \ell_1 \gamma_\mu \ell_2, \quad J^{ss}_{\mu,\text{OS}} = Z_V \ell_1 \gamma_\mu S_3, \quad J^{ss}_{\mu,\text{OS}} = Z_V \ell_1 \gamma_\mu \ell_1, \quad J^{ss}_{\mu,\text{OS}} = Z_V \ell_3 \gamma_\mu \ell_3,
\]

\[
J^{ss}_{\mu,\text{tm}} = Z_A \bar{s}_1 \gamma_\mu \bar{s}_2, \quad J^{ss}_{\mu,\text{OS}} = Z_V \bar{s}_1 \gamma_\mu S_3, \quad J^{ss}_{\mu,\text{OS}} = Z_V \bar{s}_1 \gamma_\mu \bar{s}_1, \quad J^{ss}_{\mu,\text{OS}} = Z_V \bar{s}_3 \gamma_\mu S_3,
\]

\[
J^{cc}_{\mu,\text{tm}} = Z_A \bar{c}_1 \gamma_\mu c_2, \quad J^{cc}_{\mu,\text{OS}} = Z_V \bar{c}_1 \gamma_\mu c_3, \quad J^{cc}_{\mu,\text{OS}} = Z_V \bar{c}_1 \gamma_\mu c_1, \quad J^{cc}_{\mu,\text{OS}} = Z_V \bar{c}_3 \gamma_\mu c_3 \quad (A12)
\]

where \( Z_A \) or \( Z_V \) are the appropriate ultraviolet (UV) finite RCs for the bare local vector currents in Eq. (A12). We recall that \( \ell = u = d \), as in our lattice QCD setup \( u \) and \( d \) quarks are mass degenerate. For all valence quark flavours \( f = \ell, s, c \), we have \( r_{f,1} = -r_{f,2} = r_{f,3} = \ldots = 1 \). The suffixes on the currents (e.g. \( ss' \), \( ss \) or \( s's' \)) just remind whether the quark and antiquark field entering in each current belong to different (e.g. \( ss' \)) or equal (e.g. \( ss \) or \( s's' \)) valence fermion replica, independently of the Wilson’s \( r \)-values which are specified by the index \( \eta = 1, 2, 3 \). The suffix \( C \) or \( D \) attached to the correlators contributing to \( V_{ii}(x)^{\text{reg}}_{M_A} \) in Eq. (A10) indicates whether these correlators give rise to quark connected or disconnected Wick contractions.

As customary when working with twisted mass lattice fermions, we say that a vector current, e.g. \( J^{ff'}_{\mu,\text{reg}} \), is written in the \( \text{tm} \) or \( \text{OS} \) regularization if the two valence quarks, \( f \) and \( f' \), entering the current appear in the valence quark action \( S_{\text{q, val}} \) of Eq. (A3) with \( r_{f'} = -r_f \) or \( r_{f'} = r_f \), respectively. As one can see from the examples in Eq. (A12), this implies that the OS regularization is the unique possible choice for the currents entering in the fermion disconnected correlators. Numerically, they give much smaller contributions to \( a_\mu \) than the quark connected correlators, for which instead the two lattice discretizations are available.

We outline here the main steps of the proof showing that one can extract physical information on the correlator \( V(t) \) in QCD from the correlators \( V(t)^{\text{tm,OS}}_{M_A} \), following the logic that was adopted in Ref. [65] for correlators relevant to other physical observables. Let us start from the UV finite RCs of the currents appearing in Eq. (A12).

For the currents involving two different valence-replica quark fields (i.e. \( J^{\ell\ell}_{\mu,\text{reg}}, J^{ss'}_{\mu,\text{reg}}, J^{cc'}_{\mu,\text{reg}} \)), which enter in the quark connected correlators, one easily checks that the appropriate RC is \( Z_A \) or \( Z_V \) for \( \text{reg} = \text{tm} \) or \( \text{reg} = \text{OS} \), respectively. Indeed, since the RC are named following the standard notation for untwisted Wilson lattice fermions, this result is easily obtained by rewriting for the two considered regularizations (\( \text{reg} \)) the current operator in the valence quark basis where
the Wilson term appears untwisted, v.i.z.

\[ S_{q, \text{val}} = a^4 \sum_x \sum_{f,\eta} \bar{x}_{f,\eta}(x) \left[ \gamma \cdot \nabla \frac{\gamma_5 m_f + W_{cf}^{cl}}{r=1} \right] x_{f,\eta}(x). \]  

(A13)

Comparing with the form of \( S_{q, \text{val}} \) in Eq. (A3), one sees that the relation between the two valence quark field bases reads

\[ f_{\eta} \equiv q_{f,\eta} = e^{i \frac{\pi}{4} \gamma_5 \text{sign}(r_{f,\eta})} \bar{\chi}_{f,\eta}(x), \quad \bar{f}_{\eta} \equiv \bar{q}_{f,\eta} = \bar{\chi}_{f,\eta} e^{i \frac{\pi}{4} \gamma_5 \text{sign}(r_{f,\eta})}. \]  

(A14)

Taking as an example the currents \( J_{ss'}^{\mu, t_m} \) and \( J_{ss'}^{\mu, OS} \), it follows that since

\[ \bar{s}_1 \gamma_\mu s_2 = \bar{\chi}_{s,1} \gamma_5 \gamma_\mu \chi_{s,2}, \quad \bar{s}_1 \gamma_\mu s_3 = \bar{\chi}_{s,1} \gamma_\mu \chi_{s,3}, \]  

(A15)

the first and second bare currents in Eq. (A15) are renormalized with \( Z_A \) and \( Z_V \), respectively. The same argument holds for all the other currents having two different valence-replica quark fields in Eq. (A12), with the relative sign of the Wilson \( r \)-parameters of the valence quark and antiquark determining whether the proper RC is \( Z_V \) or \( Z_A \). As for the vector currents involving two equal valence-replica quark fields, i.e. \( J_{\ell \ell}^{\mu, OS}, J_{ss}^{\mu, OS}, J_{cc}^{\mu, OS}, J_{\ell \ell'}^{\mu, OS}, J_{\ell s}^{\mu, OS}, J_{c c'}^{\mu, OS} \), which enter in the quark disconnected correlators, it is easy to check that their form is unchanged upon rewriting them in the quark basis where the valence fermion action takes the form given in Eq. (A13). Thus, the problem is reduced to determining the renormalization pattern for a single flavour vector current in untwisted Wilson lattice QCD. Taking, for instance, the case of the charm quark flavour (the argument is unchanged for \( s, d \) and \( u \)), what we are after is the relation between the chiral covariantly renormalized current, say \( [\bar{q}_c \gamma_\mu q_c]_R \), and the bare current \( \bar{q}_c \gamma_\mu q_c \). In Appendix D we show that for standard Wilson fermions the flavour singlet and non-singlet vector current RCs actually coincide, i.e. \( Z_{V0} = Z_V \), from which it follows that the current \( \bar{q}_c \gamma_\mu q_c \) is only multiplicatively renormalized and \( [\bar{q}_c \gamma_\mu q_c]_R = Z_V \bar{q}_c \gamma_\mu q_c \). As a consequence, all the vector currents that involve two equal valence-replica quark fields in our mixed action setup are also multiplicatively renormalized through \( Z_V \).

An important result is obtained exploiting renormalizability of our mixed action setup (A1) and universality, provided \([68]\)

i) a suitable renormalization condition (e.g. the value of \( f_\pi \) in isoQCD) is imposed as \( g_0^2 \to 0 \),

---

8 For completeness we recall that such scale independent RCs are needed in lattice regularization that break chiral symmetries in order to have the valence quark currents normalized consistently with the chiral Ward identities (WI) of QCD \([76, 77]\).
ii) the bare soft mass parameters are matched so as to work with equal sea and valence renormalized quark masses for each flavour (see below for more details), and

iii) all the current-current correlators appearing in Eq. (A10) are normalized consistently with the chiral WI of $N_f = 2 + 1 + 1$ QCD.

Namely, the correlator $V(t)|_{MA}^{m_{\ell},OS}$ in Eq. (A10) admits a continuum limit that coincides with the one of the formally identical correlator, $V(t)|_{MA}^{GW}$, evaluated at equal renormalized quark masses in a chiral-symmetric lattice regularization, e.g. defined using Ginsparg-Wilson sea and valence quarks, whence the label $GW$, of the same mixed $N_f = 2 + 1 + 1$ QCD action. Moreover, at the given renormalized quark masses, the continuum limit of $V(t)|_{MA}^{GW}$ in the chiral-symmetric lattice regularization is identical to the continuum limit of $V(t)|_{MA}^{GW}$, i.e. the correlator of Eq. (15) in the unitary $N_f = 2 + 1 + 1$ QCD setup. This identity is easily checked by noting that the correlators $V(t)|_{MA}^{GW}$ and $V(t)|_{MA}^{GW}$, being defined in the same UV-regularization for all types of quark fields and evaluated at equal renormalized masses, give rise to identical Wick contractions at finite lattice spacing.

The latter is precisely the quantity of interest for extracting $a_{\mu SD}^{S,W}$, as discussed in Section II. This concludes our proof.

A few remarks are in order about the way of tuning the bare soft mass parameters in order to work with equal sea and valence renormalized quark masses for each physical flavour in the mixed action setup (A1). Based on the results of Ref. [68] a simple way of doing so consists in matching the sea and valence bare mass parameters according to

$$m_\ell = \mu_u = \mu_d, \quad m_s = \mu_\sigma - \frac{Z_S}{Z_P} \mu_\delta, \quad m_c = \mu_\sigma + \frac{Z_S}{Z_P} \mu_\delta,$$

where $Z_P$ ($Z_S$) is the RC of the pseudoscalar (scalar) flavour non-singlet quark bilinear density, and fixing the values of $\mu_u = \mu_d$, $\mu_s$ and $\mu_c$ in order to reproduce the “physical” values of three observables (sensitive to the light, strange and charm quark masses) in isoQCD. Of course the definition of such “physical” values in isoQCD is conventional, since in the physical world SU(2) isospin symmetry is only approximate, but any arbitrariness induced by the conventional definition of an isoQCD world can be removed by evaluating the corresponding QED and strong IB corrections (for a review see, e.g., Ref. [74]).

In practice we tune $\mu_\sigma$ and $\mu_\delta$ by matching them to their valence counterparts $m_s$ and $m_c$ as discussed in Ref. [18]. The values of the valence quark masses $m_s$ and $m_c$ are in turn fixed in order to reproduce the phenomenologically well known values of $M_{D_s}/f_{D_s}$ and $m_c/m_s$, as discussed above in introducing the mixed action lattice setup (A1). Such a tuning step could be performed

---

9 This identity is easily checked by noting that the correlators $V(t)|_{MA}^{GW}$ and $V(t)|_{MA}^{GW}$, being defined in the same UV-regularization for all types of quark fields and evaluated at equal renormalized masses, give rise to identical Wick contractions at finite lattice spacing.

10 As mentioned in Sections I and V, the IB correction to $a_{\mu SD}^{S}$ is negligible, while the one to $a_{\mu W}^{W}$ is estimated using the BMW results of Ref. [3].
with an accuracy of few percents for all lattice resolutions in the early stages of the simulation
effort without affecting significantly the uncertainty of the final results owing to the very mild
dependence of $a_{\mu}^{SD}$ and $a_{\mu}^{W}$ on the strange and charm sea quark masses.

Aiming at a few permille determination of the window contributions, it is crucial to have a high
precision determination of the RCs $Z_A$ and $Z_V$ as well as of the values of the lattice spacing. While
the accurate evaluation of $Z_A$ and $Z_V$ will be discussed in Sec. [13] we address now a significant
improvement of the determination of the lattice spacing (the result of which is given in Table V)
with respect to the results obtained in Ref. [20].

2. Improved determination of the lattice spacing

In order to reduce the uncertainties on the lattice spacing as compared to the results obtained
in Ref. [20], we take advantage of the following improvements: i) pseudoscalar observables are
now available with substantial higher accuracy thanks to a huge number of stochastic sources
($N_{source} \approx 10^3$) per gauge configuration; ii) two new ensembles at the physical point, namely
cB211.072.96 and cD211.054.96 are included in the analysis; iii) a significant increase in the
number of independent gauge configurations analyzed for the two physical mass point ensembles
the cB211.072.64 and cC211.060.80 as compared to what we used in Ref. [20]; iv) the inclusion
of four ensembles at a coarser lattice spacing of $a \approx 0.091 \text{ fm}$, namely cA211.53.24, cA211.40.24,
cA211.30.32 and cA211.12.48, taken from Ref. [20], they will be referred to as A-type ensembles.
The simulated pion masses are in the range $170 - 350 \text{ MeV}$ [20] and, therefore, they are not
close to the physical pion point. Consequently, in the analyses of the light- and strange-quark
contributions to the window observables they would require a significant extrapolation in the pion
mass. Nevertheless, they can be useful for the analysis of the charm contribution to the window
observables, since the latter ones have a very slight dependence upon the pion mass; v) the
inclusion of four B-type ensembles at $a \approx 0.080 \text{ fm}$, namely cB211.25.24, cB211.25.32, cB211.25.48
and cB211.14.64 from Ref. [20], for getting control over FSEs and pion-mass dependence.

Following Ref. [20] the analysis is performed using as input the dimensionless variable

$$\xi_\pi = \frac{M_\pi^2}{16\pi^2 f_\pi^2}$$  \hspace{1cm} (A17)

corrected for finite size effects (FSEs) using the resummed formulae from Ref. [78]. Then, we fit the
pion decay constant in lattice units, $af_\pi$, determined on the A- and B-type (second largest lattice
spacing) ensembles, using the following Ansatz inspired by chiral perturbation theory (ChPT)

\[ a f^j_\pi(\xi, L) = a f^j_\pi(\xi^{\text{phys}}, \infty) \cdot \left\{ 1 - 2 \xi\log(\xi/\xi^{\text{phys}}) \right\} \cdot \left\{ 1 + P_{\text{FSE}} \varepsilon^{\pi} e^{-M_{\pi}L} / (M_{\pi}L)^{3/2} \right\} \]

where \( j = A, B \) and \( a f^A_\pi, a f^B_\pi, P, P_{\text{disc}}, P_{\text{FSE}} \) are free fitting parameters. We use a total of 10 ensembles.\(^1\)

Using the values obtained for \( P, P_{\text{disc}} \) and \( P_{\text{FSE}} \) we can correct the lattice data of \( a f_\pi \) for the mistuning in \( \xi_\pi \) and for FSEs on all the ETMC ensembles, i.e. also on the \( C \) and \( D \) ensembles. After applying such corrections, which are small on the physical point \( B, C \) and \( D \) ensembles, the lattice spacing is determined from

\[ a^X = a f^X_\pi(\xi^{\text{phys}}, \infty) / f^{\text{phys}}_\pi, \quad X = A, B, C, D, \]

where \( f^{\text{phys}}_\pi = f^{\text{isoQCD}}_\pi = 130.4 (2) \text{ MeV} \) (as in Ref. [20]). As no use is made here of the gradient flow quantity \( w_0/a \), the above scale setting procedure is equivalent to that of Ref. [20] only up to relative \( O(a^2) \) effects on the lattice spacing.

The reduced \( \chi^2 \) of the fit based on the Ansatz (A18) is \( \chi^2 / \text{d.o.f.} \approx 1.6 \), with 10 measurements and 5 parameters. Fit stability is checked by including or excluding the cA211.12.48 ensemble, and by including or excluding all the \( A \)-type ensembles. In the latter case we set \( P_{\text{disc}} = 0 \). The quality of the fitting procedure is illustrated in Fig. 14. The values of the lattice spacing for the various ETMC ensembles are collected in Table VII and compared with the ones from Ref. [20].

| Ensembles | \( a \) (fm) [this work] | \( a \) (fm) [from Ref. [20]] |
|-----------|---------------------------|-----------------------------|
| A         | 0.09076 (54)              | 0.09471 (39)                |
| B         | 0.07957 (13)              | 0.08161 (30)                |
| C         | 0.06821 (13)              | 0.06942 (26)                |
| D         | 0.05692 (12)              | 0.05770 (20)                |

TABLE VII. In the first column we give the ensemble type according to its lattice spacing, in the second column we give the updated values of the lattice spacing \( a \) and the third column our previous determination using a smaller set of ensembles and statistics [21].

It can be seen that, except for the \( A \)-type ensembles, the updated values of the lattice spacing are more precise than those obtained in Ref. [20] by a factor of \( \approx 2 \). We reach a precision better

---

\(^1\) For the ensemble cA211.12.48 we correct the value of \( a f_\pi \) accounting for violation from maximal twist condition following Ref. [20].
FIG. 14. The pion decay constant in lattice units, \( a f_\pi \), as determined on the A and B ensembles, versus the dimensionless variable \( \xi_\pi \) given in Eq. (A17). The smaller markers represent the results obtained using the combined fit (A18). Both data points and fit curves are shown after removing FSE using the result for \( P_{FSE} \). The vertical dotted line corresponds to the physical value \( \xi_\pi = \xi^{phys}_\pi = \xi^{isoQCD}_\pi \approx 0.0068 \).

than \( \approx 0.2\% \) for the ensembles B, C and D, while for the A ensembles the relative uncertainty of \( a \) is equal to \( \approx 0.6\% \). The reason why the accuracy of the lattice determination for the A-type ensembles is not at the same level is that, unlike for the rest of the ensembles, we do not have simulations very close to the physical pion point. This means that we have to extrapolate from larger values of \( \xi_\pi \) to reach the physical value increasing the error, as demonstrated in Fig. 14. In Fig. 15, we plot the relative difference between the two determinations of the lattice spacing that exhibits a nice \( a^2 \)-scaling behaviour.

In this work we use the values of the lattice spacing given in the central column of Table VII (see also Table V).

Finally, a relevant question which we want to address, is the sensitivity of the short and intermediate windows to the uncertainty of the lattice spacing, focusing on the (most relevant) case of the light-quark contribution. While the windows are dimensionless quantities, the lattice spacing enters their calculation explicitly through the fact that the two dimensionful quantities entering the leptonic kernel, the muon mass \( m_\mu \) and the window parameter \( \Delta \), must be converted in lattice units. The impact that the relative uncertainty \( \Delta a/a \) on the lattice spacing produces in \( a^w_\mu(\ell) \)
(w=SD, W), is given by
\[
\frac{\Delta a_w^w(\ell)}{a_w^w(\ell)} = \left| \frac{\partial \log (a_w^w(\ell))}{\partial \log (a)} \right| \cdot \frac{\Delta a}{a} \equiv C_w^w \cdot \Delta a^w/a. \tag{A20}
\]

The coefficient $C_w^w$ can be computed numerically from the knowledge of the lattice vector correlator, and from the derivative of the integration kernel w.r.t. the lattice spacing $a$. In the case of the full HVP this coefficient turns out to be around 1.8, as already pointed out in Ref. [79]. For the short and intermediate windows, we find instead $C_{SD}^w \sim 0.1$ and $C_W^w \sim 0.4$. The short-distance window is therefore largely insensitive to the uncertainty on the scale setting, while for the intermediate window the impact is a factor of four smaller than that for the full HVP.

Appendix B: Hadronic determination of $Z_V$ and $Z_A$

In order to reach a high precision determination of the two scale-invariant RCs $Z_V$ and $Z_A$ we employ a hadronic method based on the WI combined with a high statistics determination of the relevant suitable correlators. This allows us to obtain an accuracy of $\simeq 0.03 - 0.10\%$ for $Z_A$ and of $\simeq 0.001\%$ for $Z_V$, thus reaching the desired accuracy. We collect the values of $Z_A$ and $Z_V$ used in this work for each of the ETMC ensembles of Table V in Table VIII.
| ensemble     | $Z_V$       | $Z_A$       |
|--------------|-------------|-------------|
| cB211.072.64 | 0.706379 (24) | 0.74294 (24) |
| cB211.072.96 | 0.706405 (17) | 0.74267 (17) |
| cC211.060.80 | 0.725404 (19) | 0.75830 (16) |
| cD211.054.96 | 0.744108 (12) | 0.77395 (12) |

TABLE VIII. The values of $Z_V$ and $Z_A$ used in this work for each of the ETMC ensembles of Table V, determined by employing the WI-based hadronic method described in the next subsections.

We proceed to illustrate in detail the method, based on WI and universality, that enables us to obtain the two RCs $Z_V$ and $Z_A$ with very high precision. The derivation relies on two main ingredients, namely an exact conserved current relation holding in the Wilson twisted-mass regularization and the fact that the critical Wilson term is a truly dimension five irrelevant operator.

1. Case of $Z_V$

In order to discuss the evaluation of the RC of the flavour non-singlet vector and axial currents, in the context of the mixed action setup for $N_f = 2 + 1 + 1$ LQCD described in Sect. III it is convenient (and enough) to focus on the Lagrangian for just two different valence quark flavours, which can be taken with a common soft mass parameter, say $\mu_F$, and are denoted by $F$ and $F'$.

Let us start by considering the case where the two distinct valence quark flavors are taken at maximal twist with opposite $r$-Wilson parameters, i.e. $r_F = -r_{F'} = 1$. In order to lighten notation and ease a number of algebraic steps in the following let us collect the two valence quark field in a two-flavour valence field, $\psi_{\text{val}}$, i.e.

$$\psi_{\text{val},-} \equiv (q_F, q_{F'})$$

with the suffix “−” reminding of $r_{FF'} < 0$. The $FF'$ sector of the valence quark action (A3) reads

$$S_{q,\text{val}} \supset S^F_{q,\text{val}} = a^4 \sum_x \bar{\psi}_{\text{val},-}(x) \left[ \gamma \cdot \tilde{\nabla} + \mu_F - i \gamma_5 \tau^3 W_{\text{cl}}^{\text{cr}} \right] \psi_{\text{val},-}(x),$$

with the $\tau^3$ matrix acting in the $FF'$ flavor space. Since RC are named after the quark basis where the Wilson term is untwisted, it is useful to write also in this basis,

$$\chi_{\text{val},-} \equiv e^{-i \pi \gamma_5 \tau^3 / 4} \psi_{\text{val},-}, \quad \bar{\chi}_{\text{val},-} \equiv \bar{\psi}_{\text{val},-} e^{-i \pi \gamma_5 \tau^3 / 4}$$

the $FF'$ sector of the valence quark action (see Eq. (B2)), namely

$$S^{FF'}_{q,\text{val}} = a^4 \sum_x \bar{\chi}_{\text{val},-}(x) \left[ \gamma \cdot \tilde{\nabla} + i \gamma_5 \tau^3 \mu_F + W_{\text{cl}}^{\text{cr}} \right] \chi_{\text{val},-}(x) .$$
The expression of axial and vector currents, as well as scalar and pseudoscalar densities, is different in the two different bases, while the physical meaning of these operators is manifest in the $\psi$-basis where the quark mass term ($\propto \mu F$) takes its canonical form. In that basis, also referred to as the “physical” one, we use here for the operators symbols in calligraphic style and write

\[
A^a_\mu \equiv \tilde{\psi}_{val,-} \gamma_\mu \gamma_5 \frac{a}{2} \psi_{val,-} = \begin{cases} 
\epsilon^{3ab}V^b_\mu = \epsilon^{3ab}\bar{\chi}_{val,-} \gamma_\mu \frac{a}{2} \chi_{val,-} & (a = 1, 2), \\
\epsilon^{3ab}V^b_\mu = \bar{\chi}_{val,-} \gamma_\mu \frac{a}{2} \chi_{val,-} & (a = 3), 
\end{cases} \tag{B5}
\]

\[
V^a_\mu \equiv \tilde{\psi}_{val,-} \gamma_\mu \frac{a}{2} \psi_{val,-} = \begin{cases} 
\epsilon^{3ab}V^b_\mu = \epsilon^{3ab}\bar{\chi}_{val,-} \gamma_\mu \frac{a}{2} \chi_{val,-} & (a = 1, 2), \\
\epsilon^{3ab}V^b_\mu = \bar{\chi}_{val,-} \gamma_\mu \frac{a}{2} \chi_{val,-} & (a = 3), 
\end{cases} \tag{B6}
\]

\[
P^a \equiv \tilde{\psi}_{val,-} \gamma_5 \frac{a}{2} \psi_{val,-} = \begin{cases} 
\epsilon^{3ab}V^b_\mu = \epsilon^{3ab}\bar{\chi}_{val,-} \gamma_\mu \frac{a}{2} \chi_{val,-} & (a = 1, 2), \\
i\frac{1}{2}S^0 = i\frac{1}{2}\bar{\chi}_{val,-} \chi_{val,-} & (a = 3), 
\end{cases} \tag{B7}
\]

\[
S^0 \equiv \tilde{\psi}_{val,-} \psi_{val,-} = 2i\bar{\chi}_{val,-} \gamma_5 \frac{a}{2} \chi_{val,-}, \tag{B8}
\]

Owing to the exact flavour symmetry of Wilson fermions for massless quarks ($\mu F = 0$), the WI

\[
\partial^*_\mu \langle \tilde{V}^a_\mu (x) O(0) \rangle = -2\mu_F \epsilon^{3ab} \langle P^b(x) O(0) \rangle , \tag{B9}
\]

where $\partial^*_\mu$ is the lattice backward derivative, holds true exactly at finite lattice spacing. In Eq. (B9) $\tilde{V}_\mu$ is the exactly conserved point-split lattice current,

\[
\tilde{V}^a_\mu (x) = \frac{1}{2} \left\{ \bar{\chi}_{val,-}(x)(\gamma_\mu - 1) \frac{a}{2} U_\mu(x) \chi_{val,-}(x + a\hat{\mu}) \\
+ \bar{\chi}_{val,-}(x + a\hat{\mu})(\gamma_\mu + 1) \frac{a}{2} U_\mu^{-1}(x) \chi_{val,-}(x) \right\}. \tag{B10}
\]

The lattice WI of Eq. (B9) can be used to determine the finite RC $Z_V$ of the point-like current $V^a_\mu$, $a = 1, 2$, i.e. of the axial current $A^a_\mu$, $a = 1, 2$ in the “physical” $\psi$-basis. Making use of Eq. (B9) and of the transformation law of Eqs. (B5)-(B7), it is easy to show that $Z_V$ can be extracted using

\[
Z_V = \lim_{\mu_F \to 0} 2\mu_F \frac{\sum_x \langle P^1(x) P^1(0) \rangle}{\sum_x \partial^*_\mu \langle A^1_\mu(x) P^1(0) \rangle}, \tag{B11}
\]

where $\partial^*_\mu$ is the lattice symmetric derivative and operators are written in the physical basis, see Eqs. (B5) and (B7). Moreover, the limit $\mu_F \to 0$, it is strictly speaking unnecessary, since the difference $Z_V(\mu_F) - Z_V(0)$ amounts only to lattice artifacts of order $O(a^2\mu_F^2)$ or $O(a^2\mu_F^2\Lambda_{QCD})$.

Any choice of $\mu_F$, which of course must be set to the same value in physical units for all ensembles, is legitimate, and we can use this freedom to evaluate $Z_V$ at a convenient value of $\mu_F$. According
to the discussion above, for each ensemble we extract $Z_V$ from the large time behavior, $t/a \gg 1$, of the following estimator\footnote{The value of the estimator at small times are affected by relatively larger lattice artifacts, while at large times no significant deterioration of the signal-to-noise ratio is expected as the one-pion state dominates the correlators.}

$$R_V(t) \equiv 2\mu_F \frac{C_{PP}^{tm}(t)}{\partial_t C_{VP}^{tm}(t)},$$

(B12)

where (correlators are named here after the unphysical $\chi$-basis)

$$C_{PP}^{tm}(t) = \frac{1}{L^3} \sum_{x,z} \langle 0|\mathcal{P}^1(x) \mathcal{P}^1(z)|0\rangle \delta_{t_z(t_x-t_z)},$$

(B13)

$$C_{VP}^{tm}(t) = \frac{1}{L^3} \sum_{x,z} \langle 0|\mathcal{A}^1_0(x) \mathcal{P}^{1\dagger}(z)|0\rangle \delta_{t_z(t_x-t_z)}.$$  

(B14)

We recall that $\mathcal{P}^1(x) = \bar{\psi}_{val,-}(x)\gamma_5 \frac{1}{2}\gamma^1 \psi_{val,-}(x)$ and $\mathcal{A}^1_0(x) = \bar{\psi}_{val,-}(x)\gamma_0 \gamma_5 \frac{1}{2}\gamma^1 \psi_{val,-}(x)$ are the pseudoscalar and axial point-like bare (non-singlet) currents in the “physical” basis, while in Eq. (B12) the suffix tm reminds that all the quark bilinear operators appearing in the correlators $C_{PP}^{tm}$ and $C_{VP}^{tm}$ involve a quark of flavour $F$ and an antiquark of flavour $F'$, or viceversa, with $r_F = -r_{F'}$. Because of the WI in Eq. (B9) one must have

$$R_V(t) \to Z_V + \mathcal{O}(a^2 \mu_F^2, a^2 \mu_F \Lambda_{QCD}).$$

(B15)

In Fig. 16 we show the time behavior of the estimator $R_V(t)$ for the cB211.072.64 and cC211.060.80 ensembles, and for two values of $a\mu_F$. It can be seen that the WI method allows to determine the RC $Z_V$ from the plateau of $R_V(t)$ with remarkably high precision. Regarding the value of $\mu_F$, we fix it by the requirement that the ground state mass of the correlator $C_{VP}^{tm}(t)$ matches the mass of the fictitious $\eta_s$ meson (made out of a strange quark and a strange antiquark), i.e. $M_{\eta_s} = 689.89 (50)$ MeV\footnote{The value of the estimator at small times are affected by relatively larger lattice artifacts, while at large times no significant deterioration of the signal-to-noise ratio is expected as the one-pion state dominates the correlators.}. The values of $Z_V$ corresponding to this choice are collected in Table VIII.

2. Case of $Z_A$

Let us consider now the case where the two distinct valence quark flavors are taken at maximal twist with equal $r$-Wilson parameters, i.e. $r_F = r_{F''} = 1$. In order to lighten notation and ease some algebra we collect the two valence quark field in a two-flavour valence field, $\psi_{val,+}$, i.e.

$$\psi_{val,+} \equiv (q_F, q_{F''}), \quad \bar{\psi}_{val,+} \equiv (\bar{q}_F, \bar{q}_{F''}),$$

(B16)
with the suffix “+” reminding of \( r_{FF''} > 0 \). The \( FF'' \) sector of the valence quark action (A3) reads

\[
S_{q,\text{val}} \supset S_{q,\text{val}}^{FF''} = a^4 \sum_x \bar{\psi}_{\text{val},+}(x) \left[ \gamma \cdot \nabla + \mu_F - i\gamma_5 \mathbb{1} W_{cl}^{\text{eq}} |_{r=1} \right] \psi_{\text{val},+}(x),
\]

with the \( 2 \times 2 \) identity matrix \( \mathbb{1} \) acting in the \( FF'' \) flavor space. As RCs are named after the quark basis where the Wilson term is untwisted, we introduce in this basis the notations

\[
\chi_{\text{val},+} \equiv e^{-i\pi\gamma_5/4} \psi_{\text{val},+}, \quad \bar{\chi}_{\text{val},+} \equiv \bar{\psi}_{\text{val},+} e^{-i\pi\gamma_5/4}
\]

for the \( FF'' \) sector of the valence quark action (see Eq. (B17)), namely

\[
S_{q,\text{val}}^{FF''} = a^4 \sum_x \bar{\chi}_{\text{val},+}(x) \left\{ \gamma \cdot \nabla + i\gamma_5 \mu_F + W_{cl}^{\text{eq}} |_{r=1} \right\} \chi_{\text{val},+}(x).
\]

It follows that in the \( FF'' \) valence sector the non-singlet axial currents and the pseudoscalar densities in the “physical” \( \psi \)-basis (for which we use calligraphic style symbols) are given by

\[
A^a_{\mu} \equiv \bar{\psi}_{\text{val},+} \gamma_\mu \gamma_5 \frac{\tau^a}{2} \psi_{\text{val},+} = A^{a,\text{OS}}_{\mu} = \bar{\chi}_{\text{val},+} \gamma_\mu \gamma_5 \frac{\tau^a}{2} \chi_{\text{val},+}, \quad (a = 1, 2, 3)
\]

and

\[
P^a_{\mu} \equiv \bar{\psi}_{\text{val},+} \gamma_5 \frac{\tau^a}{2} \psi_{\text{val},+} = iS^a_{\mu,\text{OS}} = i\bar{\chi}_{\text{val},+} \frac{\tau^a}{2} \chi_{\text{val},+}, \quad (a = 1, 2, 3),
\]
where the suffix “OS” on the \( \chi \)-basis expression of the operators reminds that they are made out of a valence quark and antiquark having equal \( r \) parameters in the action, see Eqs. (B17) and (B19).

In order to determine the RC \( Z_A \), let us start by defining the following ratio

\[
R_A(t) \equiv 2 \mu_q \frac{C_{SS}^{OS}(t)}{\partial_t C_{AS}^{OS}(t)}, \tag{B22}
\]

where (correlators are named here after the unphysical \( \chi \)-basis)

\[
C_{SS}^{OS}(t) = \frac{1}{L^3} \sum_{x,z} \langle 0 | \mathcal{P}^1(x) \mathcal{P}^1(z)|0 \rangle \delta_{t,(t_x-t_z)} \tag{B23}
\]

\[
C_{AS}^{OS}(t) = \frac{1}{L^3} \sum_{x,z} \langle 0 | \mathcal{A}_0^1(x) \mathcal{P}^1(z)|0 \rangle \delta_{t,(t_x-t_z)}, \tag{B24}
\]

with \( \mathcal{A}_0^1 \) and \( \mathcal{P}^1 \) given by Eqs. (B20) and (B21). The suffix “OS” in the correlators reminds that \( C_{SS}^{OS} \) and \( C_{AS}^{OS} \) involve a quark of flavour \( F \) and an antiquark of flavour \( F' \), or vice versa, with \( r_F = r_{F'} \).

At large time distances \( t/a \gg 1 \) one has the following asymptotic behavior

\[
C_{SS}^{OS}(t) \rightarrow |G_{\pi}^{OS}|^2 \frac{e^{-M_{\pi}^{OS} t} + e^{-M_{\pi}^{OS}(T-t)}}{2 M_{\pi}^{OS}}, \tag{B25}
\]

\[
\partial_t C_{AS}^{OS}(t) \rightarrow \frac{f_{\pi}^{OS}}{Z_A} M_{\pi}^{OS} \sinh (a M_{\pi}^{OS}) (G_{\pi}^{OS})^* \frac{e^{-M_{\pi}^{OS} t} + e^{-M_{\pi}^{OS}(T-t)}}{2 M_{\pi}^{OS}}, \tag{B26}
\]

where \( M_{\pi}^{OS} \) is the mass of the valence OS pion \( \pi \), i.e. the ground state mass extracted from \( C_{SS}^{OS}(t) \) at the given quark mass \( \mu_F \), while \( f_{\pi}^{OS} \) is related to the pion decay constant, \( f_{\pi} \), through:

\[
f_{\pi}^{OS} = f_{\pi} + O(a^2). \tag{B27}
\]

The previous equations imply the following asymptotic large time behavior for \( R_A(t) \)

\[
R_A(t) \rightarrow 2a \mu_F \frac{Z_A}{f_{\pi}^{OS}} \frac{G_{\pi}^{OS}}{M_{\pi}^{OS} \sinh (a M_{\pi}^{OS})}. \tag{B28}
\]

In order to determine \( Z_A \) from the estimator \( R_A(t) \), it is necessary to have an independent way to extract \( f_{\pi}^{OS} \), since both \( G_{\pi}^{OS} \) and \( M_{\pi}^{OS} \) can be determined from \( C_{SS}^{OS}(t) \) alone. This can be achieved exploiting the fact that, as a consequence of the WI given in Eq. (B9), the meson decay constant \( f_{\pi} \) can be extracted in the “tm” regularization without the knowledge of any RCs, from the large time behaviour of \( C_{PP}^{tm}(t) \), namely using:

\[
C_{PP}^{tm}(t) \rightarrow |G_{\pi}^{tm}|^2 \frac{e^{-M_{\pi}^{tm} t} + e^{-M_{\pi}^{tm}(T-t)}}{2 M_{\pi}^{tm}}, \quad f_{\pi}^{tm} = 2a \mu_F \frac{G_{\pi}^{tm}}{M_{\pi}^{tm} \sinh (a M_{\pi}^{tm})} \tag{B29}
\]
where again \( f_{\pi}^{\text{tm}} = f_{\pi} + O(a^2) \). By imposing \( f_{\pi}^{\text{OS}} = f_{\pi}^{\text{tm}} \), which is true up to lattice artifacts, we can determine \( Z_A \) using

\[
\tilde{R}_A(t) \equiv R_A(t) \frac{M_{\pi}^{\text{OS}} \sinh (aM_{\pi}^{\text{OS}}) Z_S}{M_{\pi}^{\text{tm}} \sinh (aM_{\pi}^{\text{tm}}) Z_P} \to Z_A ,
\]

where

\[
\frac{Z_P}{Z_S} = \frac{G_{\pi}^{\text{OS}}}{G_{\pi}^{\text{tm}}} ,
\]

is the ratio between the flavor non-singlet pseudoscalar \( (Z_P) \) and scalar \( (Z_S) \) RCs.

As in the case of \( Z_V \), there is freedom in choosing the valence quark mass \( \mu_F \) at which the correlators are evaluated, provided this value is kept fixed in physical units for all ensembles. Indeed, the difference \( Z_A(\mu_F) - Z_A(0) \) represents a mere \( O(a^2\mu_F^2, a^2\mu_F \Lambda_{QCD}) \) cut-off effect. In Fig. 17 we show our determination of the estimator \( \tilde{R}_A(t) \) for the \( \text{cB211.072.64} \) and \( \text{cC211.060.80} \) ensembles, and for two values of \( a\mu_F \). We adopt for \( Z_A \) the same choice made for \( Z_V \), and fix \( \mu_F \) to the strange mass by the requirement that the ground state mass of the \( C_{PP}(t) \) correlator, matches the one of the \( \eta_s \) meson, i.e. \( M_{\eta_s} = 689.89 \pm 50 \) MeV. The values of \( Z_A \) corresponding to this choice, and obtained from the plateaux of the estimator \( \tilde{R}_A(t) \), are collected in Table VIII.

![Fig. 17. The same as in Fig. 16 but for the estimator \( \tilde{R}_A(t) \) given by Eq. (B30).](image)

For sake of completeness we collect in Table IX the values of the ratios of RCs \( Z_A/Z_V \) corresponding to the results of Table VIII and \( Z_P/Z_S \) obtained from Eq. (B31).
Appendix C: The physical strange- and charm-quark masses

In this Appendix we describe our strategy to reach the physical values of the valence strange- and charm-quark masses, \( m_s^{\text{phys}} \) and \( m_c^{\text{phys}} \), using various hadronic inputs. Our results are well consistent with those obtained in Ref. [34] using the kaon mass to determine \( m_s^{\text{phys}} \) and the \( D_s \)-meson mass to determine \( m_c^{\text{phys}} \).

In Sections C1 and C2 we list respectively the values of the valence bare strange- and charm-quark masses, \( a\mu_s \) and \( a\mu_c \), used for each gauge ensemble to interpolate the simulations of Section III to the physical strange- and charm-quark masses. In Section C3 we list the values of \( a\mu_s \) and \( a\mu_c \) used to evaluate the strange and charm quark loops of Section IV.

1. The physical strange-quark mass

In order to reach the physical strange-quark mass \( m_s^{\text{phys}} \), we made use of two different hadronic inputs, namely the mass of a fictitious \( \eta_s \) meson, made of two mass-degenerate strange-like quarks of different flavors, and the mass of the \( \phi \) vector meson. The physical value of the fictitious \( \eta_s \)-meson mass, \( M_{\eta_s} \), was determined with sub-permille precision in Ref. [3], so that throughout this work we make use of the value

\[
M_{\eta_s}^{\text{phys}} = 689.89 \ (49) \ \text{MeV} ,
\]

while for the mass of the \( \phi \) meson we rely on the PDG [80] value

\[
M_{\phi}^{\text{phys}} = 1019.461 \ (16) \ \text{MeV} .
\]

Within the lattice QCD formulation, we extract \( aM_{\eta_s} \) and \( aM_{\phi} \) from the connected part of the strange pseudoscalar and vector correlators, respectively, evaluated in the “tm” regularization, which guarantees that discretization effects are of order \( O(a^2\mu_s) \). Thus, in the case of the \( \phi \) meson
we neglect the contribution from quark disconnected diagrams, which are expected to yield a tiny correction of order $\mathcal{O}(\alpha_s^3)$. In Fig. 18 we show the quality of our determination of $aM_{\eta_s}$ and $aM_\phi$ on our finest ensemble cD211.054.96.

**FIG. 18.** Effective masses $aM_{\eta_s}$ (top) and $aM_\phi$ (bottom) obtained, respectively, from the strange pseudoscalar and vector correlators evaluated in the “tm” regularization in the case of the cD211.054.96 ensemble. The horizontal bands indicate the results of a constant fit in the plateaux regions, where the ground-state dominates.
In order to determine the physical strange-quark mass \( a_{s}^{\text{phys}} \) in lattice units, we interpolate/extrapolate our lattice data for \( aM_{\eta_{s}} \) and \( aM_{\phi} \) using the following linear Ansatz

\[
aM_{P} = aM_{P}^{\text{phys}} + \kappa \cdot \left( \frac{a\mu_{s}}{Z_{P}} - a_{s}^{\text{phys}} \right), \quad P = \{\eta_{s}, \phi\},
\]

with \( \kappa \) and \( a_{s}^{\text{phys}} \) being fitting parameters for each ensemble. \( aM_{P}^{\text{phys}} \) is obtained from Eqs. \((C1)-(C2)\) using the improved determination of the lattice spacings the values of which are listed Table VII. The results obtained for \( a_{s}^{\text{phys}} \) in the \( \overline{\text{MS}}(2\text{GeV}) \) scheme are collected in Table X and shown in Fig. 19 versus the squared lattice spacing. No significant FSEs are visible and the data exhibit a nice \( a^{2} \)-scaling behavior. The continuum limit extrapolations for \( m_{s}^{\text{phys}} \) corresponding to the use of the \( \eta_{s} \)- and \( \phi \)-meson masses as hadronic inputs agree very well within one standard deviation and, moreover, they are consistent with the result obtained in Ref. \[34\] using the kaon mass to determine \( m_{s}^{\text{phys}} \).

| Ensemble | \( a_{s}^{\text{phys}}(\eta_{s}) \) | \( a_{s}^{\text{phys}}(\phi) \) |
|----------|-------------------------------|-------------------------------|
| cB211.072.64 | 0.03846(41) | 0.03608(58) |
| cB211.072.96 | 0.03845(41) | 0.03533(51) |
| cC211.060.80 | 0.03320(40) | 0.03139(58) |
| cD211.054.96 | 0.02788(25) | 0.02709(32) |

TABLE X. Values of \( a_{s}^{\text{phys}} \) in the \( \overline{\text{MS}}(2\text{GeV}) \) scheme \[34, 81\] in lattice units determined using in Eq. \((C3)\) either the \( \eta_{s} \)-meson mass \[C1\] or the \( \phi \)-meson mass \[C2\] as the physical hadronic input.

For each gauge ensemble we perform simulations at two values of the valence bare strange-quark mass, \( a\mu_{s} \), in order to interpolate the results for \( a_{\mu}^{\text{SD}}(s) \) and \( a_{\mu}^{\text{W}}(s) \) to the physical strange-quark mass \( m_{s}^{\text{phys}} \). The simulated values of \( a\mu_{s} \) are collected in Table XI together with the values of the RC \( Z_{P} \) of the pseudoscalar density obtained in the RI-MOM scheme and converted in the \( \overline{\text{MS}}(2\text{GeV}) \) one in Refs. \[34, 81\].

2. The physical charm-quark mass

In order to reach the physical charm-quark mass \( m_{c}^{\text{phys}} \), we use two different hadronic inputs, namely the masses of the pseudoscalar \( \eta_{c} \) and vector \( J/\Psi \) mesons. In this work, we adopt the PDG values \[80\]

\[
M_{\eta_{c}}^{\text{phys}} = 2.984 (4) \text{ GeV}, \tag{C4}
\]

\[
M_{J/\Psi}^{\text{phys}} = 3.097 (1) \text{ GeV}, \tag{C5}
\]
FIG. 19. Continuum limit extrapolation of $m_{s}^{\text{phys}}$ in the $\overline{\text{MS}}(2\text{ GeV})$ scheme, determined using the $\eta_{s}$ meson (blue squares) and the $\phi$-meson (red squares) masses as hadronic input. The two determinations agree in the continuum limit within one standard deviation. The black square at $a^2 = 0$ corresponds to the result obtained in Ref. [34] using the kaon mass to determine $m_{s}^{\text{phys}}$.

TABLE XI. Values of the bare strange-quark mass $a\mu_{s}$ and of the RC $Z_{P}$ (evaluated in the RI-MOM scheme and converted in the $\overline{\text{MS}}(2\text{ GeV})$ one [34, 81]) for each of the four ensembles of Table V. We indicate with $a\mu_{s}^{L}$ ($a\mu_{s}^{H}$) the lightest (heaviest) bare strange-quark mass used for each ensemble.

| Ensemble | $a\mu_{s}^{L}$ | $a\mu_{s}^{H}$ | $Z_{P}[\overline{\text{MS}}(2\text{ GeV})]$ |
|----------|----------------|----------------|---------------------------------|
| cB211.072.64 | 0.019 | 0.021 | 0.4788 (54) |
| cB211.072.96 | 0.019 | 0.021 | 0.4788 (54) |
| cC211.060.80 | 0.016 | 0.018 | 0.4871 (49) |
| cD211.054.96 | 0.014 | 0.015 | 0.4894 (44) |

where the errors include the estimate of the quark disconnected contributions made in Refs. [82, 83]. We extract $aM_{\eta_{c}}$ and $aM_{J/\Psi}$ from the connected part of the charm pseudoscalar and vector correlators, respectively. In Fig. 20, we show the quality of our determination of $aM_{\eta_{c}}$ and $aM_{J/\Psi}$ using our finest ensemble cD211.054.96.

In order to determine the physical charm-quark mass $a m_{c}^{\text{phys}}$ in lattice units, we interpolate/extrapolate our lattice data for $aM_{\eta_{c}}$ and $aM_{J/\Psi}$ using the following linear Ansatz

$$aM_{P} = aM_{P}^{\text{phys}} + \kappa \cdot \left( \frac{a\mu_{c}}{Z_{P}} - a m_{c}^{\text{phys}} \right), \quad P = \{\eta_{c}, J/\Psi\},$$

(C6)
FIG. 20. Effective masses $aM_{\eta c}$ (top) and $aM_{J/\Psi}$ (bottom) obtained, respectively, from the charm pseudoscalar and vector correlators evaluated in the "tm" regularization in the case of the cD211.054.96 ensemble. The horizontal bands indicate the results of a constant fit in the plateaux regions, where the ground-state dominates.

with $\kappa$ and $am_{c}^{phys}$ being fitting parameters for each ensemble. $aM_{P}^{phys}$ is obtained from Eqs. (C4)-(C5) using the improved determination of the lattice spacing. The results obtained for $am_{c}^{phys}$ in the $\overline{MS}(3\text{ GeV})$ scheme are collected in Table XII and shown in Fig. 21 versus the squared
lattice spacing. No significant FSEs are visible and the data exhibit a nice $a^2$-scaling behavior. The continuum limit extrapolations for $m_{c}^{phys}$ corresponding to the use of the $\eta_c$ and $J/\Psi$-meson masses as hadronic inputs agree very well within one standard deviation and, moreover, they are consistent with the result obtained in Ref. [34] using the $D_s$-meson mass to determine $m_{c}^{phys}$.

| Ensemble | $a m_{c}^{phys}(\eta_c)$ | $a m_{c}^{phys}(J/\Psi)$ |
|----------|--------------------------|---------------------------|
| cA211.53.24 | 0.5210(81) | 0.5128(83) |
| cA211.40.24 | 0.5213(82) | 0.5133(83) |
| cA211.30.32 | 0.5218(81) | 0.5145(83) |
| cB211.072.64 | 0.4489(45) | 0.4457(46) |
| cC211.060.80 | 0.3746(43) | 0.3735(42) |
| cD211.054.96 | 0.3076(29) | 0.3068(27) |

TABLE XII. Values of $am_{c}^{phys}$ in the $\overline{MS}(3 \text{GeV})$ scheme [34, 81] in lattice units determined using in Eq. (C6) either the $\eta_c$-meson mass from Eq. (C4) or the $J/\Psi$-meson mass from Eq. (C5) as the physical hadronic input.

FIG. 21. Continuum limit extrapolation of $m_{c}^{phys}$ in the $\overline{MS}(3 \text{GeV})$ scheme, determined using either the $\eta_c$-meson (blue squares) or the $J/\Psi$-meson (red squares) masses as hadronic input. The two determinations agree in the continuum limit. The black square at $a^2 = 0$ corresponds to the result obtained in Ref. [34] using the mass of the $D_s$ meson to determine $m_{c}^{phys}$.

For each ensemble, we perform simulations at three values of the valence bare charm-quark mass, $a \mu_c$, in order to interpolate the results for $a_{\mu}^{SD}(c)$ and $a_{\mu}^{W}(c)$ to the physical charm-quark
mass $m_c^{\text{phys}}$. The values of $a\mu_c$ used are collected in Table XIII together with the values of the RC $Z_P$ of the pseudoscalar density obtained in the RI-MOM scheme and converted in the $\overline{\text{MS}}(3 \text{ GeV})$ one in Refs. [34, 81].

\begin{table}[h]
\begin{tabular}{|c|c|c|c|c|}
\hline
Ensemble & $a\mu^L_c$ & $a\mu^M_c$ & $a\mu^H_c$ & $Z_P[\overline{\text{MS}}(3 \text{ GeV})]$ \\
\hline
\text{cA211.53.24} & 0.265 & 0.290 & 0.300 & 0.5267 (54) \\
\text{cA211.40.24} & 0.265 & 0.290 & 0.300 & 0.5267 (54) \\
\text{cA211.30.32} & 0.265 & 0.290 & 0.300 & 0.5267 (54) \\
\text{cB211.072.64} & 0.210 & 0.230 & 0.250 & 0.5314 (59) \\
\text{cC211.060.80} & 0.175 & 0.195 & 0.215 & 0.5406 (54) \\
\text{cD211.054.96} & 0.165 & 0.175 & – & 0.5431 (48) \\
\hline
\end{tabular}
\caption{Values of the bare charm-quark mass $a\mu_c$ in lattice units and of the RC $Z_P$ (evaluated in the RI-MOM scheme and converted in the $\overline{\text{MS}}(3 \text{ GeV})$ one) for each of the ETMC ensembles employed in the charm sector. We indicate with $a\mu^L_c$, $a\mu^M_c$ and $a\mu^H_c$, respectively, the lightest, the intermediate, and the heaviest bare charm-quark masses used for each ensemble.}
\end{table}

3. The strange- and charm-quark masses in disconnected contributions

In Section IV, the strange and charm quark loops are computed at a quark mass obtained by tuning the $\Omega$ and $\Lambda_c$ baryons, respectively, to their physical value. The values of the bare masses for the strange, $a\mu_s$, and for the charm, $a\mu_c$, quarks are listed in Table XIV. In Fig. 22 we show the continuum limit of the renormalized strange and charm quark masses in the ($\overline{\text{MS}}(2 \text{ GeV})$ and $\overline{\text{MS}}(3 \text{ GeV})$ scheme [34, 81], respectively. We compare them against the results computed in the continuum limit in Ref. [34]. Note that the values of the renormalized strange-quark mass $m_s^{\text{phys}} = Z_P^{-1}(\overline{\text{MS}}, 2 \text{ GeV})\mu_s$ do not show sizable cut-off effects, while $m_c^{\text{phys}} = Z_P^{-1}(\overline{\text{MS}}, 3 \text{ GeV})\mu_c$ does.

\begin{table}[h]
\begin{tabular}{|c|c|c|}
\hline
Ensemble & $a\mu_s$ & $a\mu_c$ \\
\hline
\text{cB211.072.64} & 0.01860 & 0.249 \\
\text{cC211.060.80} & 0.01615 & 0.206 \\
\text{cD211.054.96} & 0.01360 & 0.166 \\
\hline
\end{tabular}
\caption{Values of the bare quark masses $a\mu_s$ and $a\mu_c$ used for the calculation of strange and charm disconnected contributions.}
\end{table}
FIG. 22. Renormalized strange (left) and charm (right) quark mass, given respectively in the $\overline{MS}(2\text{ GeV})$ and $\overline{MS}(3\text{ GeV})$ scheme [34, 81], obtained in this work using the RCs $Z_P$ from Tables XI and XIII and tuning the $\Omega$ and $\Lambda_c$ baryon masses, versus the squared lattice spacing. The red stars are the results of the continuum limit extrapolation carried out in Ref. [34].

Appendix D: Flavor-singlet renormalization constants

In this Appendix we show that in LQCD with Wilson quarks the (UV finite) RCs of the singlet ($Z_{V^0}$) and non-singlet ($Z_V$) point-like vector currents coincide. This property follows from the exact invariance of the massless theory under flavor singlet and non-singlet vector transformations and it holds generally with any number $N_f$ of Wilson fermions of arbitrary mass, for all possible values of the twist angle and of the clover improvement coefficient.

For definiteness let us consider LQCD with $N_f = 4$ flavours of Wilson quarks, say $u, d, s$ and $c$, with renormalized masses $\hat{m}_f = Z_m m_f \equiv Z_m (m_0 - m_{cr})$, $f = u, d, s, c$, with or without a flavour singlet clover term. Defining $D_{cr}^W(U) = \gamma \cdot \nabla - (a/2)\nabla^* \nabla + m_{cr} + (i/4) c_{sw} \sigma \cdot F$ the critical Dirac–Wilson operator, with $\nabla_\mu (\nabla^*_\mu)$ the forward (backward) gauge covariant lattice derivative, which implicitly depends on the gauge–links field $U$, and $\tilde{\nabla}_\mu = \frac{1}{2} [\nabla_\mu + \nabla^*_\mu]$, the lattice action reads

$$S_{LQCD} = S_{YM}[U] + a^4 \sum_x \sum_{f=u,d,s,c} \tilde{q}_f(x) [D_{cr}^W(U) + m_f] q_f(x), \quad (D1)$$

where $S_{YM}[U]$ denotes the pure gauge action term. In the limit of degenerate quark masses $(m_u = m_d = m_s = m_c)$ the lattice action is manifestly invariant under both flavour singlet $U(1)$

---

13 Both here and in Appendix A the fields $q_f$ and $\tilde{q}_f$ refer to the quark of flavour $f$ in the “physical” basis where its soft mass term takes the canonical form $m_f q_f q_f$. However the lattice regularizations are different, though related in the chiral limit by an axial rotation, since the critical Wilson term here is taken aligned to the soft mass term in the chiral internal space, while it is maximally twisted in the lattice setup of Appendix A, implying that the RCs of an operator with a given physical meaning in the two lattice regularizations are in general related through an axial rotation (depending of course on the details of $r_f, r'_f$ for the valence fields).
and flavor non-singlet $SU(4)$ global vector transformations of the quark fields $q_f$, $f = u, d, s, c$, with exactly conserved one-point split Noether currents given by

$$V^{(0)}_{\mu}(x) = \frac{1}{2} \sum_{f=u,d,s,c} \left[ \bar{q}_f(x + a\hat{\mu})(1 + \gamma_{\mu})U_{\mu}^{\dagger}(x)q_f(x) - \bar{q}_f(x)(1 - \gamma_{\mu})U_{\mu}(x)q_f(x + a\hat{\mu}) \right]$$

(D2)

and

$$V^{(b)}_{\mu}(x) = \frac{1}{2} \sum_{f,h} \left[ \bar{q}_h(x + a\hat{\mu})\lambda^b_{hf}(1 + \gamma_{\mu})U_{\mu}^{\dagger}(x)q_f(x) - \bar{q}_h(x)\lambda^b_{hf}(1 - \gamma_{\mu})U_{\mu}(x)q_f(x + a\hat{\mu}) \right] ,$$

(D3)

with $\lambda^b (b = 1, 2, ..., 15)$ being the generators of $SU(4)$. The corresponding conserved charges are

$$Q^{(0)}_V = a^3 \sum_x \hat{V}^{(0)}_0(x) = 3Q_{\text{bar}}, \quad Q^{(b)}_V = a^3 \sum_x \hat{V}^{(b)}_0(x), b = 1, 2, ..., 15 ,$$

implying that the one-point split lattice currents (D2) and (D3) are not renormalized. The baryon number charge is $Q_{\text{bar}} = \frac{1}{3}Q^{(0)}_V$. Note also that single flavor one-point split conserved vector currents $\hat{V}^{(f)}_{\mu}$ exist, for $f = u, d, s, c$, that are obtained by the appropriate combinations of the identity and the diagonal $SU(4)$ generator matrices. From these currents the corresponding single flavor conserved charges, $Q^{(f)}_V$, can be defined, in analogy with Eq. (D4). For instance, taking $\lambda^{(15)} = \text{diag}(-1, -1, -1, +3)$, one has $Q^{(f)}_V = \frac{1}{4}[Q^{(0)}_V + Q^{15}_V]$.

For non-degenerate quark masses, e.g. in $N_f = 2 + 1 + 1$ LQCD, the U(1) vector symmetry remains exact while the $SU(4)$ flavor symmetry is only softly broken and the charges $Q^{(b)}_V (b = 1, 2, ..., 15)$, though being in general time-dependent, satisfy the same $SU(4)$ charge algebra as in the mass-degenerate case. This implies that all the one-point split lattice currents (D2) and (D3) still admit unit RC.

Here our focus is on the renormalization properties of the point-like bare vector currents

$$V^{(0)}_{\mu}(x) = \sum_f \bar{q}_f(x)\gamma_{\mu}q_f(x) , \quad V^{(b)}_{\mu}(x) = \sum_f \bar{q}_f(x)\lambda^b_{\gamma\mu}q_f(x) , \quad (b = 1, 2, ..., 15) .$$

(D5)

Owing to the presence of the Wilson term in the lattice action the point-like currents (D5) are not conserved, while, based on the exact vector $U(1)$ and $SU(4)$ symmetries, one expects that their properly renormalized flavor singlet and non-singlet counterparts read

$$[V^{(0)}_{\mu}]_R(x) = Z_{V^0}V^{(0)}_{\mu}(x) , \quad [V^{(b)}_{\mu}]_R(x) = Z_{V^b}V^{(b)}_{\mu}(x) , \quad (b = 1, 2, ..., 15) ,$$

(D6)

with $Z_{V^0}$ and $Z_{V^b}$ non–trivial dimensionless, UV finite functions of the bare gauge coupling $g^2_0$. As far as the renormalization of vector singlet and non-singlet currents is concerned, the values of the individual quark masses play no role, because they can at most affect $Z_V$ and $Z_{V^0}$ through...
immaterial $O(am)$ lattice artifacts. The latter will actually be $O(a^2 m^2)$ and $O(a^2 m \Lambda_{\text{QCD}})$ if the correlators from which the RCs are determined are $O(a)$ improved. Hence with no loss of generality in the following we can assume fully degenerate quark masses and set

$$m_{u,d,s,c} \equiv m. \quad (D7)$$

The proof that in LQCD with Wilson quarks $Z_{V0} = Z_V$ will proceed in two steps.

1) We observe that $Z_{V0} = Z_V$ if and only if the insertion of the point-like bare vector charge $a^3 \sum x \bar{q}_h(x) \gamma_0 q_h(x)$ of a certain fixed flavour $h$ in the correlation functions of multilocal operators with no $h$-flavour valence quarks (or zero total $h$-flavour quantum number) vanishes.

2) We prove that the aforementioned operator insertion, which of course gives rise only to quark disconnected diagrams, is actually vanishing.

For the second step we find it convenient to employ, as a proof-technical tool, a mixed action LQCD (MALQCD) setup, which has no direct relation to the twisted mass mixed action framework adopted in the paper and in no way restricts the validity of the result. As far as we know, the result $Z_{V0} = Z_V$ for LQCD with Wilson quarks is currently established in perturbation theory only up to the two-loop level (included) [85].

Step 1)

For definiteness let us identify the flavour $h$ with the charm, i.e. $h = c$. To lighten notation we write $q_f \equiv f$. Assuming no special relation between $Z_{V0}$ and $Z_V$ in LQCD we have (see e.g. Ref. [77])

$$[\bar{c} \gamma_\mu c]R(x) = \frac{1}{4}([V^0(\mu)]R(x) + [V^{(15)}(\mu)]R(x)) = \frac{1}{4}(Z_{V0} + 3Z_V)[\bar{c} \gamma_\mu c](x) + \frac{1}{4}(Z_{V0} - Z_V)[\bar{u} \gamma_\mu u + \bar{d} \gamma_\mu d + \bar{s} \gamma_\mu s](x). \quad (D8)$$

Inserting the corresponding charm vector charge in correlation functions of local fields, $\Phi_\alpha$, interpolating states with zero charm number and non-zero baryon number, say e.g. proton states, i.e. $\Phi_\alpha(y) = [\bar{u}^C \gamma_5 d]_\alpha(y)$, the conservation of the charm number charge $Q^c_V$ evidently implies

$$0 = \langle \Phi_\beta(z) a^3 \sum x \bar{c} \gamma_0 c]R(x) \Phi_\alpha^\dagger(y) \rangle = \frac{1}{4}(Z_{V0} + 3Z_V)\langle \Phi_\beta(z) a^3 \sum x \bar{c} \gamma_0 c](x) \Phi_\alpha^\dagger(y) \rangle + \frac{1}{4}(Z_{V0} - Z_V)\langle \bar{u} \gamma_\mu u + \bar{d} \gamma_\mu d + \bar{s} \gamma_\mu s]R(x) \Phi_\alpha^\dagger(y) \rangle. \quad (D9)$$

It is well known that by adding soft mass terms, i.e. $m_f \bar{q}_f q_f$, to the action density of massless QCD no new UV divergencies, apart from those that are reabsorbed in the usual quark mass renormalization ($\hat{m}_f = Z_m m_f$), appear in the theory [84].
Since the correlator with coefficient \((Z_{V0} - Z_V)\) is non-vanishing (already at the classical level), we see that the insertion of the bare charm charge \(a^3 \sum x \bar{c}\gamma_0 c(x)\) between operators containing no \(c\) (valence) quark vanishes if and only if \(Z_{V0} - Z_V = 0\). As there is no loss of generality in taking \(h = c\) the statement of Step 1) is hence proved within LQCD.

**Step 2)**

We now want to prove that in LQCD with \(N_f\) mass degenerate quarks one has

\[
\langle \Phi_\beta(z)a^3 \sum \bar{c}\gamma_0 c(x)\Phi_\alpha^\dagger(y) \rangle_{LQCD} = 0
\]  

(D10)

with \(\langle \ldots \rangle_{LQCD}\) reminding that the lattice path integral is evaluated with the action \((D1)\). 

A key point is that the plain LQCD correlator in the l.h.s. of Eq. (D10) satisfies the identity

\[
\langle \Phi_\beta(z)a^3 \sum \bar{c}\gamma_0 c(x)\Phi_\alpha^\dagger(y) \rangle_{LQCD} = \langle \Phi_\beta(z)a^3 \sum \bar{c}\gamma_0 c(x)\Phi_\alpha^\dagger(y) \rangle_{MALQCD}
\]  

(D11)

where the correlator on the r.h.s. is instead evaluated in a mixed action LQCD setup, as reminded by the notation \(\langle \ldots \rangle_{MALQCD}\), with lattice action (recall Eq. (D7))

\[
S_{MALQCD} = S_{YM}[U] + a^4 \sum_x \sum_{f=u,d,s,c} \bar{f}(x)[D_{W^f_{ct}}(U) + m]\ f(x) + 
\]

\[
a^4 \sum_x \sum_{f'} \{ f'(x)[D_{W^f_{ct}}(U) + m]\ f'(x) + \bar{\chi}_{f'}(x)[D_{W^f_{ct}}(U) + m]\ \chi_{f'}(x) \}
\]  

(D12)

where \(u', d', ...\) are mere valence quark fields and \(\chi_{u'}, \chi_{u'}\), ... are the corresponding valence ghost spin-1/2 fields (obeying Bose statistics so as to cancel all virtual sea contributions from the “primed” fields), while the proton interpolating valence operator is \(\Phi_\alpha^\dagger(y) = (\bar{u}\gamma^5 d')_{\gamma_5}(U \cdot \lambda)\).

It is known [68] that the critical mass parameter \(m_{ct}\) for Wilson lattice valence quark and ghost fields coincides with the one for plain LQCD Wilson quarks, so that \(D_{W^f_{ct}}(U)\) in Eq. (D12) is the same lattice Dirac operator as in Eq. (D1).

The identity (D11) follows from the fact the plain LQCD and the mixed action LQCD correlators, in view of the specific flavour content of the fields involved, give rise to identical Wick contractions. Indeed by construction the plain LQCD and the mixed action LQCD formulations lead to identical vertices and identical fermion propagators, evaluated on identical gauge configurations, because in both lattice setups the gauge effective action is given by \(S^e_{L}[U] = S_{YM}[U] - \sum_{f=u,d,s,c} \log \det[(D_{W^f_{ct}}(U) + m)]\).

Moreover the identity (D11) evidently implies an analogous identity where the charge insertion \(a^3 \sum x \bar{c}\gamma_0 c(x)\) is replaced by \(a^3 \sum x \frac{1}{4} \sum_{f=u,d,s,c} \bar{f}\gamma_0 f(x)\):

\[
\langle \Phi_\beta(z)a^3 \sum \bar{c}\gamma_0 c(x)\Phi_\alpha^\dagger(y) \rangle_{LQCD} = \langle \Phi_\beta(z)a^3 \sum \frac{1}{4} \sum_{f=u,d,s,c} \bar{f}\gamma_0 f(x)\Phi_\alpha^\dagger(y) \rangle_{MALQCD} .
\]  

(D13)
On the other hand, in the MALQCD setup, owing to the exact invariance of the action under $U(1)$ vector transformations acting only on the fields $u, d, s, \bar{u}, \bar{d}, \bar{s}$, there exists a conserved baryon charge, given by either the one-point split current $\hat{V}_0^{(0)}$ (see Eq. (D2)) or the local (multiplicatively renormalized through $Z_{V_0}$) vector current $V_0^{(0)} = \sum_{f=u,d,s,c} \bar{f}(x)\gamma_0 f(x)\frac{1}{3}$. 

\[ Q_{u,d,s,c}^{\text{bar}} = a^3 \sum_x \hat{V}_0^{(0)}(x) = a^3 \sum_x \sum_{f=u,d,s,c} \bar{f}(x)\gamma_0 f(x)Z_{V_0} \frac{1}{3}. \]  

(D14)

The identity (D13) can hence be cast in a form where the occurrence of conserved charge $Q_{u,d,s,c}^{\text{bar}}$ is explicit, i.e.

\[ \langle \Phi_\beta(z) a^3 \sum_x [\bar{c}\gamma_0 c](x)\Phi_\alpha^\dagger(y) \rangle_{LQCD} = \frac{3}{4Z_{V_0}} \langle \Phi_\beta'(z) Q_{u,d,s,c}^{\text{bar}} \Phi_\alpha^\dagger(y) \rangle_{MALQCD} = 0, \]  

(D15)

and the last (key) equality follows from the fact that the operators $\Phi_\alpha^\dagger$ and $\Phi_\beta'$ involving only valence quark fields $u'$ and $d'$ commute with $Q_{u,d,s,c}^{\text{bar}}$. Indeed, inserting intermediate states in the MALQCD correlator of Eq. (D15) it is clear that all the states created by the action of $\Phi_\alpha^\dagger$ are inert under the action of $Q_{u,d,s,c}^{\text{bar}}$-charge. The statement of Step 2), i.e. Eq. (D10), is thus proven.

Combining Step 2) with Step 1) one concludes that $Z_{V_0} = Z_V$ in LQCD with Wilson quarks.

An alternative proof of $Z_{V_0} = Z_V$ might be given by relying on large $N_c$ arguments in Wilson lattice $SU(N_c)$-QCD. Working at arbitrary values of $N_c$ and at fixed values of the renormalized coupling $u = g_R^2N_C$, one can infer from the existence of exactly conserved $U(1)$ and SU(4) vector charges the vanishing of the quark disconnected Wick contractions that would otherwise lead to $Z_{V_0} \neq Z_V$. We omit here the details of such a proof, which, although being technically different, appears conceptually equivalent to the one given above.

A comment is in order about why similar relations, of the form $Z_{A_0} = Z_A$, are not expected to hold in general for $\Gamma = A, S, P, T$, i.e. for bilinear operator other than vector ones, at least in LQCD with Wilson quarks or in other lattice formulations breaking chiral symmetries. This situation is at variance with respect to what happens in UV regularizations respecting all the non-anomalous chiral symmetries (such as lattice QCD with overlap quarks), where it is known that $Z_A = Z_V = Z_{V_0} = 1$, while $Z_P = Z_{S_0}$, $Z_S = Z_{P_0}$ and, owing to identical multiplicative renormalization of all quark masses, $Z_S = Z_{S_0}$.

For the case of $\Gamma = V$, that we discussed above, our proof of the relations (D9) and (D10) relies on the fact that even in a lattice formulation breaking chiral symmetries the flavour singlet and

15 On the contrary in LQCD one cannot say that the point-like current $\bar{c}\gamma_0 c$ is only multiplicatively renormalized, unless $Z_{V_0} = Z_V$ holds (see Eq. (D8)).

16 This property holds due to exact conservation of $Q_{u,d,s,c}^{\text{bar}}$ in the MALQCD renormalizable (but non-unitary) theory even if the underlying Hilbert-Fock space globally has (owing to states with $\chi_f'$ ghosts) an indefinite metric.
non-singlet vector transformations are exact invariances of the lattice action, enabling to define single-flavour conserved charges for each flavour \( f = u, d, s, c \). The existence of such conserved charges was in fact exploited to prove the vanishing of the quantities in Eqs. (D9) and (D10).

But similar symmetry properties hold true neither for the axial currents (case \( \Gamma = A \)), owing to the \( U_A(1) \) anomaly in the flavour singlet sector, nor for the scalar (\( \Gamma = S \)), pseudoscalar (\( \Gamma = P \)) and tensor (\( \Gamma = T \)) densities, which are not related to any conserved currents, too.

**Appendix E: Free-theory calculation of the leading lattice artifacts at short distance**

In this appendix we will show some of the details of the calculation of the \( a^2/t^2 \) lattice artifacts appearing in the vector correlator at short distance. The calculation is performed in lattice perturbation theory at order \( \alpha_s^0 \) with \( N_f = 2 \) massless fermions. The approach which we use is similar to the one adopted in Ref. [46], where the free-theory isovector correlator was computed using one local and one conserved current. Here we analyze the case in which \( V_{ud}(t) \) is computed using both the twisted-mass and the Osterwalder-Seiler local currents of Eq. (A12). For non-interacting massless twisted-mass fermions, the up/down quark propagator is given by:

\[
\langle \bar{\psi}_\ell(p) \psi_\ell(-p) \rangle = \frac{-i\gamma_\mu \hat{p}_\mu - ir\gamma_5 \frac{a}{2} \sum_\mu \hat{p}_\mu^2}{\sum_\mu \hat{p}_\mu^2 + \frac{a^2}{4} \left( \sum_\mu \tilde{p}_\mu^2 \right)^2},
\]  

(E1)

where \( r = 1 \) if \( \ell = u \) and \( r = -1 \) if \( \ell = d \), and

\[
\hat{p}_\mu = \frac{1}{a} \sin (ap_\mu), \quad \hat{p}_\mu = \frac{2}{a} \sin \left( \frac{ap_\mu}{2} \right).
\]

(E2)

The coordinate-space quark propagator is then given by

\[
\langle \bar{\psi}_\ell(x) \psi_\ell(y) \rangle = \int_{-\frac{a}{2}}^{\frac{a}{2}} \frac{dp_0}{2\pi} \int_{-\frac{a}{2}}^a \frac{d^3p}{(2\pi)^3} e^{iap_0} e^{ip \cdot (x-y)} \frac{-i\gamma_\mu \hat{p}_\mu - ir\gamma_5 \frac{a}{2} \sum_\mu \hat{p}_\mu^2}{\sum_\mu \hat{p}_\mu^2 + \frac{a^2}{4} \left( \sum_\mu \tilde{p}_\mu^2 \right)^2},
\]  

(E3)

where \( t = x_0 - y_0 \). The integral over \( p_0 \) can be computed exactly using the bf residue theorem.

The denominator in Eq. (E1) can be written as:

\[
\sum_\mu \left[ \hat{p}_\mu^2 + \frac{a^2}{4} \left( \sum_\mu \hat{p}_\mu^2 \right)^2 \right] = -\frac{2}{a^2} A(p) \left( \cosh (iap_0) - \cosh (aE_p) \right),
\]

(E4)

where \( A(p) \) and \( E_p \) are defined as

\[
A(p) = 1 + \frac{1}{2} a^2 \hat{p}^2,
\]

\[
\cosh (aE_p) = \sqrt{\frac{a^2 B(p)(4A(p) + a^2 B(p))}{4A^2(p)}} + 1,
\]

(E5)

\[
B(p) = \hat{p}^2 + \frac{a^2}{2} \sum_{i<j} \hat{p}_i^2 \hat{p}_j^2.
\]
The momentum-space lattice quark propagator has two poles in the complex plane at $ip_0 = \pm E_p$, and the corresponding residue can be computed using

$$D^{-1}(p) \equiv \lim_{ip_0 \to E_p} \frac{(ip_0 - E_p)}{2A(p)(\cosh(tap_0) - \cosh(aE_p))} = \frac{1}{\sqrt{B(p)} \cdot (4A(p) + a^2B(p))}.$$  \hspace{1cm} (E6)

Using the previous results, Eq. (E3) can be written as

$$\langle \psi(x) \bar{\psi}(y) \rangle = \int_{-\pi}^{\pi} \frac{d^3p}{(2\pi)^3} e^{-ip|x-y|} \frac{1}{D(p)} \Big[ \frac{1}{a^2} \sinh^2(aE_p) + \frac{1}{3}p^2 \pm \frac{a^2}{4} \left( \frac{p^2 - B(p)}{A(p)} \right)^2 \Big],$$  \hspace{1cm} (E7)

which is valid for $t \neq 0$. The light-connected vector correlator $V_{ud}(t)$ can be readily computed using Eq. (E7). The result is

$$V_{ud}(t) = 4N_c(q_{em,u}^2 + q_{em,d}^2) \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} e^{-2|p|t} \frac{1}{2D^2(p)} \left[ \frac{1}{a^2} \sinh^2(aE_p) + \frac{1}{3}p^2 \pm \frac{a^2}{4} \left( \frac{p^2 - B(p)}{A(p)} \right)^2 \right],$$  \hspace{1cm} (E8)

where the plus sign corresponds to the result obtained using the current $J_\mu^{OS}$, while the minus sign to the one obtained using $J_\mu^{tm}$. The dangerous $O(a^2 \log(a))$ artifacts in $a_\mu^{SD}$ (see the discussion in Sec. IIIA), which are generated upon integration in the short-distance window, stem from the $O(a^2/t^2)$ artifacts of the vector correlator. Expanding the integrand of Eq. (E8) in powers of the lattice spacing up to order $O(a^2)$, we get

$$V_{ud}(t) = 4N_c(q_{em,u}^2 + q_{em,d}^2) \int_{-\infty}^{\infty} \frac{d^3p}{(2\pi)^3} e^{-2|p|t} \frac{1}{3} \left[ 1 - \frac{a^2}{3} |p|^2 + a^2 |p|^3 |t|G(p) + O(a^4) \right],$$  \hspace{1cm} (E9)

where $G(p)$ is a dimensionless function given by

$$G(p) = \frac{2}{9} \left( 1 - \sum_{i<j} \frac{p_i^2 p_j^2}{|p|^4} \right).$$  \hspace{1cm} (E10)

The result of Eq. (E9) does not depend upon the chosen values of $r$, and therefore the current $J_\mu^{OS}$ and $J_\mu^{tm}$ produce the same $a^2 \log(a)$ discretization effects in $a_\mu^{SD}$. The integrals appearing in Eq. (E9) can be computed analytically. We obtain:

$$V_{ud}(t) = (q_{em,u}^2 + q_{em,d}^2) \cdot \frac{4N_c}{24\pi^2} \cdot \frac{1}{t^3} \cdot \left( 1 + \frac{a^2}{t^2} + O(a^4) \right).$$  \hspace{1cm} (E11)

**Appendix F: Parameterization of FSEs in the windows**

Following Ref. [31] the isovector part of the correlator $V_{ud}(t)$ can be analytically represented as the sum of two terms, $V_{ud}(t) + V_{\pi\pi}(t)$, where $V_{\pi\pi}(t)$ represents the two-pion contribution in
a finite box, while \( V_{dual}(t) \) is the “dual” representation of the tower of the contributions coming from the excited states above the two-pion ones. Therefore, \( V_{\pi\pi}(t) \) is expected to dominate at large and intermediate time distances, let’s say \( t \gtrsim 1 \text{ fm} \), while the contribution of \( V_{dual}(t) \) is important at short time distances, as firstly observed in Ref. [30]. The FSEs on the correlator \( V_{ud}(t) \) were analyzed in Ref. [31] using the above representation and it was found that the main contribution comes from the two-pion states. Thus, we make use of these findings to construct our parameterization of FSEs for the windows.

As it is well known after Refs. [37–40], the energy levels \( \omega_n \) of two pions in a finite box of volume \( L^3 \) are given by

\[
\omega_n = 2 \sqrt{M_\pi^2 + k_n^2}, \tag{F1}
\]

where the discretized values \( k_n \) should satisfy the Lüscher condition, which for the case at hand (two pions in a \( P \)-wave with total isospin 1) reads as

\[
\delta_{11}(k_n) + \phi \left( \frac{k_n L}{2\pi} \right) = n\pi, \tag{F2}
\]

with \( \delta_{11} \) being the (infinite volume) scattering phase shift and \( \phi(z) \) a known kinematical function given by

\[
\tan \phi(z) = -\frac{2\pi^2 z}{\sum_{\vec{m} \in \mathbb{Z}^3} (|\vec{m}|^2 - z^2)^{-1}}. \tag{F3}
\]

The two-pion contribution \( V_{\pi\pi}(t) \) can be written as \([41–43]\)

\[
V_{\pi\pi}(t) = \sum_n \nu_n |A_n|^2 e^{-\omega_n t}, \tag{F4}
\]

where \( \nu_n \) is the number of vectors \( \vec{z} \in \mathbb{Z}^3 \) with norm \( |\vec{z}|^2 = n \) and the squared amplitudes \( |A_n|^2 \) are related to the timelike pion form factor \( F_\pi(\omega_n) = |F_\pi(\omega_n)|e^{i\delta_{11}(k_n)} \) by

\[
\nu_n |A_n|^2 = \frac{2k_n^5}{3\pi\omega_n^2} |F_\pi(\omega_n)|^2 \left[ k_n \delta_{11}'(k_n) + \frac{k_n L}{2\pi} \phi' \left( \frac{k_n L}{2\pi} \right) \right]^{-1}. \tag{F5}
\]

Following Ref. [31] we adopt the Gounaris-Sakurai (GS) parameterization \([44]\) of the timelike pion form factor \( F_\pi(\omega_n) = |F_\pi(\omega_n)|e^{i\delta_{11}(k_n)} \), where the form factor phase coincides with the scattering phase shift according to the Watson theorem. The GS Ansatz is based on the dominance of the \( \rho \) resonance in the amplitude of the pion-pion \( P \)-wave elastic scattering (with total isospin 1), namely

\[
F_\pi^{(GS)}(\omega) = \frac{M_\rho^2 - A_{\pi\pi}(0)}{M_\rho^2 - \omega^2 - A_{\pi\pi}(\omega)}, \tag{F6}
\]
where the (twice-subtracted [44]) pion-pion amplitude $A_{\pi\pi}(\omega)$ is given by

$$A_{\pi\pi}(\omega) = h(M_\rho) + (\omega^2 - M_\rho^2) \frac{h'(M_\rho)}{2M_\rho} - h(\omega) + i\omega \Gamma_{\rho\pi\pi}(\omega) \quad (F7)$$

with

$$\Gamma_{\rho\pi\pi}(\omega) = \frac{g_{\rho\pi\pi}^2}{6\pi} \frac{k^3}{\omega^2}, \quad (F8)$$

$$h(\omega) = \frac{g_{\rho\pi\pi}^2}{6\pi} \frac{k^3}{\omega} \frac{2}{\pi} \log \left( \frac{\omega + 2k}{2M_\rho} \right), \quad (F9)$$

$$h'(\omega) = \frac{g_{\rho\pi\pi}^2}{6\pi} \frac{k^2}{\pi \omega} \left\{ 1 + \left( 1 + \frac{2M_\rho^2}{\omega^2} \right) \frac{\omega}{k} \log \left( \frac{\omega + 2k}{2M_\rho} \right) \right\}, \quad (F10)$$

$$A_{\pi\pi}(0) = h(M_\rho) - \frac{M_\rho}{2} h'(M_\rho) + \frac{g_{\rho\pi\pi}^2 M_\rho^2}{6\pi \pi} \quad (F11)$$

and $k \equiv \sqrt{\omega^2/4 - M_\rho^2}$. By analytic continuation the GS form factor at $\omega = 0$ is normalized to unity, i.e. $F_\pi^{(GS)}(\omega = 0) = 1$. The scattering phase shift $\delta_{11}(k)$, i.e. the phase of the pion form factor according to the Watson theorem, is given by

$$\cot \delta_{11}(k) = \frac{M_\rho^2 - \omega^2 - h(M_\rho) - (\omega^2 - M_\rho^2) h'(M_\rho)/(2M_\rho) + h(\omega)}{\omega \Gamma_{\rho\pi\pi}(\omega)}. \quad (F12)$$

The GS form factor $F_\pi^{(F6)}$ contains two parameters: the resonance mass $M_\rho$ and its strong coupling with two pions $g_{\rho\pi\pi}$. Since the ETM ensembles of Table V are quite close to the physical pion point, we fix the $\rho$ mass and the strong coupling $g_{\rho\pi\pi}$ at their physical values, namely $M_\rho = 0.775$ GeV and $g_{\rho\pi\pi} = \sqrt{48 M_\rho^2 \Gamma_{\rho\rho} / (M_\rho^2 - 4M_\rho^2)^{3/2}} = 5.95$ [80].

As well known, the infinite volume limit of Eq. (F4) is given by

$$V_{\pi\pi}(t) = \frac{1}{48\pi^2} \int_{2M_\pi}^{\infty} d\omega \left( 1 - \frac{4M_\pi^2}{\omega^2} \right)^{3/2} |F_\pi(\omega)|^2 e^{-\omega t} \quad (F13)$$

and, therefore, the FSEs on the window contribution $a_{\mu}^w(\ell)$ for $w = \{SD, W, LD\}$ can be written as

$$\Delta a_{\mu}^w(L) \equiv a_{\mu}^w(\ell) \bigg|_{L} - a_{\mu}^w(\ell) \bigg|_{L=\infty} = 2a_{em}^2 \frac{10}{9} \int_0^{\infty} dt \frac{t^2}{K(m_\mu t)} \Theta^w(t) [V_{\pi\pi}(t) - V_{\pi\pi}^\infty(t)], \quad (F14)$$

where the charge factor $10/9$ takes into account the proportionality between the light-quark connected and the isovector correlators in isosymmetric QCD, while the correlators $V_{\pi\pi}(t)$ and $V_{\pi\pi}^\infty(t)$ are given by Eqs. (F4) and (F13), respectively.

As a check of our parameterization (F14) we consider the estimate of the (continuum) FSEs in the isovector channel made by the BMW Collaboration in the intermediate window [3], viz.

$$\Delta a_{\mu}^{W;I=1}(L_{ref}) = a_{\mu}^{W;I=1}(\ell) \bigg|_{L_{ref}} - a_{\mu}^{W;I=1}(\ell) \bigg|_{L=\infty} = -0.49(2)(4) \cdot 10^{-10} \quad (F15)$$
with $L_{ref}^{\text{BMW}} = 6.272$ fm. Using 50 two-pion states in Eq. (F13) at $L = L_{ref}^{\text{BMW}}$ we obtain

$$\Delta a_{\mu: I = 1}^{W}(L_{ref}^{\text{BMW}}) = a_{\mu: I = 1}^{W}(\ell)|_{L_{ref}^{\text{BMW}}} - a_{\mu: I = 1}^{W}(\ell)|_{L = \infty} = -0.37 \cdot 10^{-10},$$

which roughly corresponds to 75 (7)% of the BMW result of Eq. (F15). We devise to extrapolate to the infinite volume limit, employing the GS parameterization. However to take into account the deviation from the BMW result, we enhance the GS correlator by a factor 1.25 and associate to this correction a relative error of 20%.

For completeness we report our determination of $\Delta a_{\mu: I = 1}^{W}(L_{ref})$ evaluated using Eq. (F14) for the intermediate window at the physical pion mass point and at the reference lattice size $L_{ref} = 5.46$ fm, namely

$$\Delta a_{\mu: I = 1}^{W}(L_{ref}) = -1.00 \pm (20) \cdot 10^{-10},$$

which is used in Section III B to correct FSEs on our data for $a_{\mu: I = 1}^{W}(\ell, L_{ref})$.
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