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Abstract Let $X \subset \mathbb{R}^4$ be a convex domain with smooth boundary $Y$. We use a relation between the extrinsic curvature of $Y$ and the Ruelle invariant of the Reeb flow on $Y$ to prove that there are constants $C > c > 0$ independent of $Y$ such that

$$c \leq \text{ru}(Y) \cdot \text{sys}(Y)^{1/2} \leq C$$

Here $\text{sys}(Y)$ is the systolic ratio of $Y$, i.e. the square of the minimal period of a closed Reeb orbit of $Y$ divided by twice the volume of $X$, and $\text{ru}(Y)$ is the volume-normalized Ruelle invariant. We then construct dynamically convex contact forms on $S^3$ that violate this bound using methods of Abbondandolo–Bramham–Hryniewicz–Salomão. These are the first examples of dynamically convex contact 3-spheres that are not strictly contactomorphic to a convex boundary $Y$.
1 Introduction

A contact manifold \((Y, \xi)\) is an odd dimensional manifold equipped with a hyperplane field \(\xi \subset TY\), called the contact structure, that is the kernel of a 1-form \(\alpha\) such that

\[
\ker(d\alpha) \subset TY \text{ is rank } 1 \quad \text{and} \quad \alpha|_{\ker(d\alpha)} > 0
\]

A 1-form satisfying this condition is called a contact form on \((Y, \xi)\). Every contact form comes equipped with a natural Reeb vector field \(R\), defined by

\[
\alpha(R) = 1 \quad \iota_R d\alpha = 0
\]

Note that the Reeb vector-field preserves the 1-form \(\alpha\) and the natural volume form \(\alpha \wedge d\alpha^{n-1}\), where \(\dim(Y) = 2n - 1\). The dynamical properties of Reeb vector fields (e.g. the existence of closed orbits and their properties) are the subject of immense interest in symplectic geometry and dynamical systems.

Contact manifolds arise naturally as hypersurfaces in symplectic manifolds satisfying a certain stability condition. In fact, Weinstein introduced contact manifolds in \([27]\) inspired by the following prototypical example of this phenomenon, due to Rabinowitz \([21]\).

**Example 1.1** We say that a domain \(X \subset \mathbb{R}^{2n}\) with smooth boundary \(Y\) is **star-shaped** if

\[
0 \in \text{int}(X) \quad \text{and} \quad \partial_r \text{ is transverse to } Y
\]

Let \(\omega\) and \(Z\) denote the standard symplectic form and Liouville vector field on \(\mathbb{R}^{2n}\). That is

\[
\omega = \sum_{i=1}^{n} dx_i \wedge dy_i \quad Z = \frac{1}{2} \sum_{i} x_i \partial x_i + y_i \partial y_i = \frac{1}{2} r \partial_r \quad (1.1)
\]

Then the restriction \(\lambda|_Y\) of the Liouville 1-form \(\lambda = \iota_Z \omega\) is a contact form.

**Example 1.2** The standard contact structure \(\xi\) on \(S^{2n-1} \subset \mathbb{R}^{2n}\) is given by

\[
\xi = \ker(\lambda|_{S^{2n-1}}).
\]

Every contact form on the standard contact sphere arises as the pullback of \(\lambda\) via a map to a star-shaped boundary \(Y\). Indeed, if \(\alpha = f \cdot \lambda|_{S^{2n-1}}\) for \(f > 0\) is a contact form for \(\xi\), then

\[
\alpha = \phi^* \lambda \quad \text{where} \quad \phi(\theta) = (f(\theta)^{1/2}, \theta) \quad \text{in radial coordinates } (0, \infty) \times S^{2n-1}_\theta
\]
Moreover, every star-shaped boundary $Y$ admits such a map from the sphere. Thus, from the perspective of contact geometry, the study of star-shaped boundaries is equivalent to the study of contact forms on the standard contact sphere.

### 1.1 Convexity

In this paper, we are primarily interested in studying contact forms arising as boundaries of convex domains.

**Definition 1.3** A contact form $\alpha$ on $S^{2n-1}$ is convex if there is a convex star-shaped domain $X \subset \mathbb{R}^{2n}$ with boundary $Y$ and a strict contactomorphism $(S^{2n-1}, \alpha) \simeq (Y, \lambda|_Y)$.

In contrast to the star-shaped case, not every contact form on $S^{2n-1}$ is convex, and the Reeb flows of convex contact forms possess many special dynamical properties, both proven and conjectural.

In [26], Viterbo proposed a particularly remarkable systolic inequality for Reeb flows on convex boundaries. To state it, let $(Y, \alpha)$ be a closed contact manifold with contact form of dimension $2n - 1$, and recall that the volume $\text{vol}(Y, \alpha)$ and systolic ratio $\text{sys}(Y, \alpha)$ are given by

$$\text{vol}(Y, \alpha) = \int_Y \alpha \wedge d\alpha^{n-1} \quad \text{and} \quad \text{sys}(Y, \alpha) = \frac{\min \{\text{period } T \text{ of an orbit}\}^n}{\text{vol}(Y, \alpha)}$$

(1.2)

Note that if $Y$ is the boundary of a star-shaped domain $X \subset \mathbb{R}^{2n}$, then the contact volume of $(Y, \lambda|_Y)$ is related to the volume of $X$ via $\text{vol}(Y, \lambda|_Y) = n! \text{vol}(X)$. The weak Viterbo conjecture that originally appeared in [26] can be stated as follows.

**Conjecture 1.4** [26] Let $\alpha$ be a convex contact form on $S^{2n-1}$. Then the systolic ratio is bounded by 1.

$$\text{sys}(S^{2n-1}, \alpha) \leq 1$$

There is also a strong Viterbo conjecture (c.f. [14]), stating that all normalized symplectic capacities are equal on convex domains. For other special properties of convex domains, see [15,26].

Despite the plethora of distinctive properties that convex contact forms possess, a characterization of convexity entirely in terms of contact geometry has remained elusive.

**Problem 1.5** Give an intrinsic characterization of convexity that does not reference a map to $\mathbb{R}^{2n}$. 

© Springer
1.2 Dynamical convexity

In the seminal paper [15], Hofer–Wysocki–Zehnder provided a candidate answer to Problem 1.5.

Definition 1.6 (Definition 3.6, [15]) A contact form \( \alpha \) on \( S^3 \) is dynamically convex if the Conley–Zehnder index \( CZ(\gamma) \) of any closed Reeb orbit \( \gamma \) is greater than or equal to 3.

The Conley–Zehnder index of a Reeb orbit plays the role of the Morse index in symplectic field theory and other types of Floer homology (see Sect. 2.2 for a review). Thus, on a naive level, dynamical convexity may be viewed as a type of “Floer-theoretic” convexity. If \( X \) is a convex domain whose boundary \( Y \) has positive definite second fundamental form, then \( Y \) is dynamically convex [15, Thm 3.7]. Note that this condition is open and dense among convex boundaries.

In [15], Hofer–Wysocki–Zehnder proved that the Reeb flow of a dynamically convex contact form admits a surface of section. In the decades since, dynamical convexity has been used as a key hypothesis in many significant works on Reeb dynamics and other topics in contact and symplectic geometry. See the papers of Hryniewicz [16], Zhou [28,29], Abreu–Macarini [3,4], Ginzburg–Gürel [11], Fraunfelder–Van Koert [9] and Hutchings–Nelson [18] for just a few examples. However, the following question has remained stubbornly open (c.f. [9, p. 5]).

Question 1.7 Is every dynamically convex contact form on \( S^3 \) also convex?

The recent paper [1] of Abbondandolo–Bramham–Hryniewicz–Salomão (ABHS) has suggested that the answer to Question 1.7 should be no. They construct dynamically convex contact forms on \( S^3 \) with systolic ratio close to 2. There is substantial evidence for the weak Viterbo conjecture (cf. [6]), and so these contact forms are likely not convex. However, this was not proven in [1].

Even more recently, Ginzburg–Macarini [12] addressed a version of Question 1.7 in higher dimensions that incorporates the assumption of symmetry under the antipod map \( S^{2n-1} \rightarrow S^{2n-1} \). Their work did not address the general case of Question 1.7.

1.3 Main result

The main purpose of this paper is to resolve Question 1.7.

Theorem 1.8 There exist dynamically convex contact forms \( \alpha \) on \( S^3 \) that are not convex.

Theorem 1.8 is an immediate application of Proposition 1.9 and 1.12, which we will now describe.
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1.4 Ruelle bound

For our first result, recall that any closed contact 3-manifold \((Y, \xi)\) with contact form \(\alpha\) that satisfies \(c_1(\xi) = 0\) and \(H^1(Y; \mathbb{Z}) = 0\) has an associated Ruelle invariant \([23]\)

\[
\text{Ru}(Y, \alpha) \in \mathbb{R}
\]

Roughly speaking, the Ruelle invariant is the integral over \(Y\) of a time-averaged rotation number that measures the degree to which different Reeb trajectories twist counter-clockwise around each other (see Sect. 2.4 for a detailed review). Our result is stated most elegantly using the quantity

\[
\text{ru}(Y, \alpha) = \frac{\text{Ru}(Y, \alpha)}{\text{vol}(Y, \alpha)^{1/2}}
\]

This Ruelle ratio is invariant under scaling of the contact form, unlike the Ruelle invariant itself.

In recent work \([17]\) motivated by embedded contact homology, Hutchings investigated the Ruelle invariant of toric domains in \(\mathbb{C}^2\). In that paper, the Ruelle invariant of the standard ellipsoid \(E = E(a, b) \subset \mathbb{C}^2\) with symplectic radii \(0 < a \leq b\) (see Sect. 3.1) was computed as

\[
\text{Ru}(E) = a + b
\]

(1.3)

The systolic ratio \(\text{sys}(E)\) and contact volume \(\text{vol}(\partial E, \lambda|_{\partial E})\) are well-known to be \(a/b\) and \(ab\) respectively. Thus we have the following relation between the systolic and Ruelle ratios.

\[
\text{ru}(E) = \text{sys}(E)^{1/2} + \text{sys}(E)^{-1/2} \quad \text{and thus}
\]

\[
1 < \text{ru}(E) \cdot \text{sys}(E)^{1/2} = \text{sys}(E) + 1 \leq 2
\]

Our first result may be viewed as a generalization of the estimate on the right to arbitrary convex contact forms on \(S^3\).

**Proposition 1.9** (Prop 3.1) There are constants \(C > c > 0\) such that, for any convex contact form \(\alpha\) on \(S^3\), the following inequality holds.

\[
c \leq \text{ru}(S^3, \alpha) \cdot \text{sys}(S^3, \alpha)^{1/2} \leq C
\]

(1.4)

Note that a result of Viterbo \([26, \text{Thm 5.1}]\) states that there exists a constant \(\gamma_2\) such that \(\text{sys}(S^3, \alpha) \leq \gamma_2\) for any convex contact form. Thus, Proposition 1.9 also implies that
Corollary 1.10 There is a constant $c > 0$ such that, for any convex contact form $\alpha$ on $S^3$, we have

\[ c \le \text{ru}(S^3, \alpha) \]  

(1.5)

It is notable that, even for ellipsoids, the systolic ratio can be arbitrarily close to 0 and the Ruelle ratio can be arbitrarily close to $\infty$. We have included a helpful visualization of Proposition 1.9 in the $\text{sys} - \text{ru}$ plane in Fig. 1.

Let us explain the idea of the proof of Proposition 1.9. First, as explained above, the result holds for ellipsoids. By applying John’s ellipsoid theorem [19], we can sandwich a given convex domain $X$ between an ellipsoid $E$ and its scaling $4 \cdot E$. After applying an affine symplectomorphism to $X$ and $E$, we may assume that $E$ is standard. That is

\[ E(a, b) \subset X \subset 4 \cdot E(a, b) \]

Note that this symplectomorphism does not change the Ruelle invariant (see Sect. 3.1). Now note that the minimum length of a closed orbit is monotonic under inclusion of convex domains, since it coincides the the Ekeland–Hofer–Zehnder capacity in the convex setting (cf. [7]). Applying this and the monotonicity of volume, we find that

\[ \frac{ab}{2} \le \text{vol}(X) \le 2^8 \cdot \frac{ab}{2} \quad \text{and} \quad 2^{-8} \cdot \frac{a}{b} \le \text{sys}(Y) \le 2^8 \cdot \frac{a}{b} \]

(1.6)

If the Ruelle invariant were also monotonic, then one could immediately acquire Proposition 1.9 from (1.6) and (1.3). Unfortunately, this is not evidently the case.
The resolution of this issue comes from a beautiful formula (Proposition 3.10) relating the second fundamental form and local rotation of the Reeb flow on a contact hypersurface $Y$ in $\mathbb{R}^4$. This is due originally to Ragazzo–Salomão [22], albeit in different language from this paper. Using this relation (Sect. 3.2), we derive estimates for the Ruelle invariant in terms of diameter, area and total mean curvature. By standard convexity theory (i.e. the theory of mixed volumes), these quantities are monotonic under inclusion of convex domains. This allows us to compare the Ruelle invariant of $X$ to that of its sandwiching ellipsoids, and thus prove the result.

**Remark 1.11** (Enhancing Proposition 1.9) In future work, we plan to investigate optimal constants $c$ and $C$ for Proposition 1.9, and to generalize the result to higher dimensions.

### 1.5 A counterexample

In order to prove Theorem 1.8 using Proposition 1.9, we construct dynamically convex contact forms that violate both sides of the estimate (1.5). This is the subject of our second new result.

**Proposition 1.12** (Proposition 4.1) For every $\epsilon > 0$, there exists a dynamically convex contact form $\alpha$ on $S^3$ satisfying

$$\text{vol}(S^3, \alpha) = 1 \quad \text{sys}(S^3, \alpha) \geq 1 - \epsilon \quad \text{Ru}(S^3, \alpha) \leq \epsilon$$

and there exists a dynamically convex contact form $\beta$ on $S^3$ satisfying

$$\text{vol}(S^3, \beta) = 1 \quad \text{sys}(S^3, \beta) \geq 1 - \epsilon \quad \text{Ru}(S^3, \beta) \geq \epsilon^{-1}$$

The construction of these examples follows the open book methods of Abbondandolo–Bramham–Hryniewicz–Salomão in [1,2]. Namely, we develop a detailed correspondence between the properties of a Hamiltonian disk map $\phi : \mathbb{D} \to \mathbb{D}$ and the properties of a contact form $\alpha$ on $S^3$ constructed using $\phi$ via the open book construction (see Proposition 4.8). This includes a new formula relating the Ruelle invariant of $\phi$ in the sense of [23] and the Ruelle invariant of $(S^3, \alpha)$. We then construct Hamiltonian disk maps $\phi$ with all of the appropriate properties to produce dynamically convex contact forms on $S^3$ satisfying the conditions in Proposition 1.12.

Let us briefly outline the construction in the small Ruelle case, as the large Ruelle case is similar. The special Hamiltonian map $\phi$ is acquired by composing two maps $\phi^H$ and $\phi^G$. The map $\phi^H$ is a counter-clockwise rotation by angle $2\pi(1 + 1/n)$ for large $n$. The map $\phi^G$ is compactly supported on a disjoint union $U$ of disks $D$, and rotates (most of) each disk $D$ clockwise...
The map $\phi = \phi^G \circ \phi^H$ for $n = 4$. Here $\phi^H$ rotates $\mathbb{D}$ counter-clockwise by 90 degrees and $\phi^G$ twists each disk $D$ by roughly 720 degrees clockwise about its center by angle slightly less than $4\pi$. See Fig. 2 for an illustration of this map.

Applying Proposition 4.8, we can show that the volume and Ruelle invariant of $(S^3, \alpha)$ are (up to negligible error) proportional to the following quantities.

$$\text{vol} (S^3, \alpha) \sim \pi^2 - 2 \sum_D \text{area}(D)^2 \quad \text{Ru}(S^3, \alpha) \sim 2\pi - 2 \sum_D \text{area}(D)$$

By choosing $U$ to fill most of $\mathbb{D}$ and choosing all of the disks in $U$ to be very small, we can make the Ruelle invariant very small relative to the volume. This process preserves the minimal action of a closed orbit (up to a small error) and dynamical convexity, producing the desired small Ruelle invariant example.

**Remark 1.13** Our examples do not coincide with the ABHS examples in [1]. However, we believe that improvements of Proposition 1.12 may make our analysis applicable to those examples.

**Remark 1.14** In general, it is possible for the Ruelle invariant of a Reeb flow on $S^3$ to be negative. However, Proposition 1.9 implies (via the lower bound) that the Ruelle invariant of a convex contact form is always positive. In fact, this is a much simpler property to prove than Proposition 1.9 itself, using similar methods. However, we were not able to push the construction in Sect. 4 to yield a dynamically convex contact form with non-positive Ruelle invariant.

**Outline** This concludes the introduction Sect. 1. The rest of the paper is organized as follows.

In Sect. 2, we cover basic preliminaries needed in later sections: the rotation number (Sect. 2.1), the Conley–Zehnder index (Sect. 2.2), invariants of Reeb orbits (Sect. 2.3) and the Ruelle invariant (Sect. 2.4).

In Sect. 3, we prove Proposition 1.9. We start by discussing the curvature-rotation formula and some consequences (Sect. 3.2). We then derive a lower bound for a relevant curvature integral (Sect. 3.3). We conclude by proving the main bound (Sect. 3.4).
In Sect. 4, we prove Proposition 1.12. We first discuss general preliminaries on Hamiltonian disk maps (Sect. 4.1), open books (Sect. 4.2) and radial Hamiltonians (Sect. 4.3). We then construct a Hamiltonian flow on the disk (Sect. 4.4) before concluding with the main proof (Sect. 4.5).

2 Rotation numbers and Ruelle invariant

In this section, we review some preliminaries on rotation numbers, Conley–Zehnder indices and the Ruelle invariant, which we will need in later parts of the paper.

Remark 2.1 The rotation number, also known as the homogeneous Maslov quasimorphism, and the Conley–Zehnder index were originally introduced by Gelfand–Lidskii [10] albeit using different terminology. For a more contemporary perspective, see Salamon–Zehnder [24].

2.1 Rotation number

Consider the universal cover \( \tilde{\text{Sp}}(2) \) of the symplectic group \( \text{Sp}(2) \). We will view a group element \( \Phi \) as a homotopy class of paths with fixed endpoints

\[ \Phi : [0, 1] \to \text{Sp}(2) \quad \text{with} \quad \Phi(0) = \text{Id} \]

Recall that a quasimorphism \( q : G \to \mathbb{R} \) from a group \( G \) to the real line is a map such that there exists a \( C > 0 \) such that

\[ |q(gh) - q(g) - q(h)| < C \quad \text{for all } g, h \in G \quad (2.1) \]

A quasimorphism is homogeneous if \( q(g^k) = k \cdot q(g) \) for any \( g \in G \). Finally, two quasimorphisms \( q \) and \( q' \) are called equivalent if the function \( |q - q'| \) on \( G \) is bounded. Note that any quasimorphism is equivalent to a unique homogeneous one.

The universal cover of the symplectic group possesses a canonical homogeneous quasimorphism, due to the following result of Salamon–Ben Simon [25].

Theorem 2.2 ([25], Theorem 1) There exists a unique homogeneous quasimorphism

\[ \rho : \tilde{\text{Sp}}(2) \to \mathbb{R} \]
that restricts to the following homomorphism $\rho : \tilde{U}(1) \to \mathbb{R}$ on the universal cover of $U(1)$.

$$\rho(\gamma) = L$$ on the path $\gamma : [0, 1] \to U(1)$ with $\gamma(t) = \exp(2\pi iLt)$ \hfill (2.2)

**Definition 2.3** The rotation number $\rho : \tilde{Sp}(2) \to \mathbb{R}$ is the quasimorphism in Theorem 2.2.

The rotation number is often characterized more explicitly in the literature as a lift of a map to the circle. More precisely, it is characterized as the unique lift

$$\tilde{\sigma} : \tilde{Sp}(2) \to \mathbb{R}$$

of $\sigma : Sp(2) \to S^1$ such that $\tilde{\sigma}(Id) = 0$ \hfill (2.3)

via the covering map $\mathbb{R} \to S^1 \subset \mathbb{C}$ given by $\theta \mapsto e^{2\pi i\theta}$. Here $\sigma$ is defined as follows. Let $\Phi \in Sp(2)$ have real eigenvalues $\lambda, \lambda^{-1}$ and let $\Psi \in Sp(2)$ have complex (unit) eigenvalues $\zeta, \overline{\zeta}$ with $\text{Im} \zeta > 0$. Also fix an arbitrary $v \in \mathbb{R}^2 \setminus 0$, identified with an element of $\mathbb{C}$ in the usual way. Then

$$\sigma(\Phi) = \begin{cases} 0 & \text{if } \lambda > 0 \\ 1/2 & \text{if } \lambda < 0 \end{cases}$$

and

$$\sigma(\Psi) = \begin{cases} \zeta & \text{if } \langle iv, \Phi v \rangle > 0 \\ \overline{\zeta} & \text{if } \langle iv, \Phi v \rangle < 0 \end{cases} \hfill (2.4)$$

Here $iv$ denotes multiplication of $v$ by $i \in \mathbb{C}$, i.e. the rotation of $v$ by 90 degrees counterclockwise. All of the elements of $Sp(2)$ fall into one of the two categories above, and so $\sigma$ is determined everywhere by (2.4).

**Lemma 2.4** The rotation number $\rho : \tilde{Sp}(2) \to \mathbb{R}$ is the lift of $\sigma : Sp(2) \to \mathbb{R}/\mathbb{Z}$ with $\rho(Id) = 0$.

**Proof** We verify the properties in Theorem 2.2. The lift $\tilde{\sigma}$ is a quasimorphism by Lemmas 2.6 and 2.7 below. Also note that since eigenvalues and the sign of $\langle iv, \Phi v \rangle$ are invariant under conjugation, $\sigma$ is as well.

To check that $\tilde{\sigma}$ is homogeneous, note that if $\Phi$ has real eigenvalues of sign $s = \pm 1$, then $\sigma(\Phi^k) = \frac{1}{2}(1 - s^k) = ks \mod 1$. On the other hand, if $\Phi$ has complex unit eigenvalues $\zeta, \overline{\zeta}$ for $\text{Re}(\zeta) > 0$, then it is conjugate to a rotation $\exp(2\pi i\theta) \in U(1) \subset Sp(2)$ on $\mathbb{C} \simeq \mathbb{R}^2$ and thus

$$\sigma(\Phi^k) = \sigma(\exp(2\pi ik\theta)) = k\theta \mod 1$$

Thus $\sigma(\Phi^k) = k \cdot \sigma(\Phi) \mod 1$ and the lift satisfies $\tilde{\sigma}(\Phi^k) = k\tilde{\sigma}(\Phi)$. Finally, if $\gamma : [0, 1] \to Sp(2)$ is given by $\gamma(t) = \exp(2\pi iLt)$ then

$$\sigma \circ \gamma : [0, 1] \to \mathbb{R}/\mathbb{Z}$$

is given by $\sigma \circ \gamma(t) = Lt \mod 1 \in \mathbb{R}/\mathbb{Z}$
This implies that the lift is $t \mapsto Lt$, so that $\widetilde{\sigma}(\gamma) = L$. This proves the needed criteria.

We will also need to utilize several inhomogeneous versions of the rotation number depending on a choice of unit vector. These are defined as follows.

**Definition 2.5** The rotation number $\rho_s : \tilde{\text{Sp}}(2) \to \mathbb{R}$ relative to $s \in S^1$ is the unique lift of the map

$$\sigma_s : \text{Sp}(2) \to S^1 \quad \Phi \mapsto |\Phi_s|^{-1} \cdot \Phi_s \in S^1 \subset \mathbb{R}^2$$

via the covering map $\mathbb{R} \to S^1 \subset \mathbb{C}$ given by $\theta \mapsto e^{2\pi i \theta} \cdot s$ such that $\rho_s(\text{Id}) = 0$. Here $\Phi_s$ denotes the application of the matrix $\Phi \in \text{Sp}(2)$ to the unit vector $s \in S^1$.

The rotation numbers relative to $s \in S^1$ and the lift of $\sigma$ all have bounded difference from one another. Precisely, we have the following lemma.

**Lemma 2.6** The maps $\rho_s : \tilde{\text{Sp}}(2) \to \mathbb{R}$ and the lift $\tilde{\sigma} : \tilde{\text{Sp}}(2) \to \mathbb{R}$ of $\sigma$ have bounded difference. More precisely, we have the following bounds.

$$|\rho_s - \tilde{\sigma}| \leq 1 \quad \text{and} \quad |\rho_s - \rho_t| \leq 1 \quad \text{for any pair } s, t \in S^1 \quad (2.5)$$

**Proof** First, assume that $\Phi : [0, 1] \to \text{Sp}(2)$ is a path such that $\Phi(t)$ has no negative real eigenvalues for any $t \in [0, 1]$. Then

$$\sigma \circ \Phi(t) \neq 1/2 \quad \text{and} \quad \sigma_s \circ \Phi(t) \neq -s \in S^1 \quad \text{for any } s \in S^1 \text{ and } t \in [0, 1]$$

It follows that the relevant lifts of $\sigma \circ \Phi$ and $\sigma_s \circ \Phi$ to maps $[0, 1] \to \mathbb{R}$ remain in the interval $(-1/2, 1/2)$ for all $t$. Thus

$$\tilde{\sigma}(\Phi) \in (-1/2, 1/2) \quad \text{and} \quad \rho_s(\Phi) \in (-1/2, 1/2)$$

This clearly implies (2.5) since $\Phi(t)$ does not have any negative eigenvalues. Since $\sigma$ induces an isomorphism $\pi_1(\text{Sp}(2)) \to \pi_1(S^1)$, we know that for any pair $\Phi, \Phi' \in \tilde{\text{Sp}}(2)$ with the same projection to $\text{Sp}(2)$

$$\tilde{\sigma}(\Phi) = \tilde{\sigma}(\Phi') \quad \text{implies} \quad \Phi = \Phi'$$

In particular, the above analysis extends to any $\Phi$ with $\tilde{\sigma}(\Phi) \in (-1/2, 1/2)$. In the general case, note that the path $\gamma : [0, 1] \to S^1$ given by $\gamma(t) = \exp(\pi i \cdot kt)$ for an integer $k \in \mathbb{Z}$ satisfies

$$\tilde{\sigma}(\gamma) = \rho_s(\gamma) = k/2 \quad \tilde{\sigma}(\Phi \gamma) = \tilde{\sigma}(\Phi) + \tilde{\sigma}(\gamma) \quad \rho_s(\Phi \gamma) = \rho_s(\Phi) + \rho_s(\gamma)$$
Any path $\Psi$ can be decomposed (up to homotopy) as $\Phi \gamma$ where $\gamma$ is as above and $\Phi : [0, 1] \to \text{Sp}(2)$ is a path with $\tilde{\sigma}(\Phi) \in (-1/2, 1/2)$. This reduces to the special case.

This can be used to demonstrate that $\rho_s$ is a quasimorphism. As noted in the proof of Lemma 2.4, this implies that $\tilde{\sigma}$ is a quasimorphism as well.

**Lemma 2.7** The map $\rho_s : \tilde{\text{Sp}}(2) \to \mathbb{R}$ is a quasimorphism for any $s \in S^1$. In fact, we have

$$|\rho_s(\Psi \Phi) - \rho_s(\Psi) - \rho_s(\Phi)| \leq 1 \quad \text{for any} \quad s \in S^1 \quad (2.6)$$

**Proof** Let $\Phi : [0, 1] \to \text{Sp}(2)$ and $\Psi : [0, 1] \to \text{Sp}(2)$ be two elements of $\tilde{\text{Sp}}(2)$ viewed as paths in $\text{Sp}(2)$. Consider the product $\Psi \Phi$ in the universal cover of $\text{Sp}(2)$, represented by the path

$$\Phi(2t) \text{ for } t \in [0, 1/2] \quad \text{and} \quad \Psi(2t - 1)\Phi(1) \text{ for } t \in [1/2, 1]$$

By examining the path $\sigma_s \circ \Psi \Phi : [0, 1] \to S^1$ and the lift to $\mathbb{R}$, we deduce the following property.

$$\rho_s(\Psi \Phi) = \rho_{\Phi(s)}(\Psi) + \rho_s(\Phi) \quad (2.7)$$

Here $\Phi(s)$ is shorthand for the unit vector $\Phi(1)s/|\Phi(1)s|$. Applying Lemma 2.6, we have

$$|\rho_s(\Psi \Phi) - \rho_s(\Psi) - \rho_s(\Phi)| \leq |\rho_{\Phi(s)}(\Psi) - \rho_s(\Psi)| \leq 1$$

This proves the quasimorphism property. \qed

### 2.2 Conley–Zehnder index

Let $\text{Sp}_*(2) \subset \text{Sp}(2)$ denote the subset of elements $\Phi \in \text{Sp}(2)$ such that $\Phi - \text{Id}$ is invertible, and let $\tilde{\text{Sp}}_*(2)$ be the inverse image of $\text{Sp}_*(2)$ under $\pi : \tilde{\text{Sp}}(2) \to \text{Sp}(2)$.

The *Conley–Zehnder index* is a natural integer invariant of paths in $\text{Sp}_*(2)$, denoted as follows.

$$\text{CZ} : \tilde{\text{Sp}}_*(2) \to \mathbb{Z}$$

This invariant was introduce in [10] (also see [24]). We will use the following formula as our definition throughout this paper.

$$\text{CZ}(\Phi) = [\rho(\Phi)] + [\rho(\Phi)] \quad (2.8)$$
There are several inequivalent ways to extend the Conley–Zehnder index to the entire symplectic group. We will follow [15, Section 3] and [1, Section 2.2], and use the following extension.

**Convention 2.8** In this paper, the Conley–Zehnder index $CZ : \tilde{Sp}(2) \to \mathbb{Z}$ will be the maximal lower semi-continuous extension of the ordinary Conley–Zehnder index.

The extension in Convention 2.8 can be bounded from below in terms of the rotation number.

**Lemma 2.9** Let $\Phi \in \tilde{Sp}(2)$. Then

$$CZ(\Phi) \geq 2 \cdot \lceil \rho(\Phi) \rceil - 1 \quad (2.9)$$

**Proof** For $\Phi \in \tilde{Sp}_*(2)$, (2.9) is an immediate consequence of (2.8). In the other case, note that the maximal lower semi-continuous extension is defined by the property that

$$CZ(\Phi) = \liminf_{\Psi \to \Phi} CZ(\Psi) \quad \text{for any} \quad \Phi \notin \tilde{Sp}_*(2)$$

Any $\Phi \notin \tilde{Sp}_*(2)$ has eigenvalue 1, and so Lemma 2.4 implies that $\rho(\Phi) \in \mathbb{Z}$. Since $\rho$ is continuous, we find that

$$CZ(\Phi) = \liminf_{\Psi \to \Phi} \lceil \rho(\Psi) \rceil + \lceil \rho(\Psi) \rceil \geq \lceil \rho(\Phi) - 1/2 \rceil + \lceil \rho(\Phi) - 1/2 \rceil = 2 \cdot \lceil \rho(\Phi) \rceil - 1$$

This proves the lower bound in every case.

---

### 2.3 Invariants of reeb orbits

Let $(Y, \xi)$ be a closed contact 3-manifold with $c_1(\xi) = 0$ and let $\alpha$ be a contact 1-form on $Y$.

Under this hypothesis on the Chern class, $\xi$ is isomorphic as a symplectic vector-bundle to the trivial bundle $\mathbb{R}^2$. A *trivialization* $\tau$ of $\xi$ is a bundle isomorphism

$$\tau : \xi \simeq \mathbb{R}^2 \quad \text{denoted by} \quad \tau(y) : \xi_y \simeq \mathbb{R}^2 \quad \text{satisfying} \quad \tau(y)^* \omega = d\alpha|_{\xi}$$

Two trivializations are *homotopic* if they are connected by a 1-parameter family of bundle isomorphisms. Given a trivialization $\tau$, we may associate a *linearized* Reeb flow

$$\Phi_\tau : \mathbb{R} \times Y \to Sp(2) \quad \text{given by} \quad \Phi_\tau(T, y) = \tau(\phi_T(y)) \circ d\phi_T(y) \circ \tau^{-1}(y) \quad (2.10)$$
Here \( \phi : \mathbb{R} \times Y \to Y \) is the Reeb flow, i.e. the flow generated by the Reeb vector field \( R \), and we use the notation \( \phi_T(y) = \phi(T, y) \). The linearized flow lifts uniquely to a map

\[
\tilde{\Phi}_\tau : \mathbb{R} \times Y \to \tilde{Sp}(2) \quad \text{with} \quad \tilde{\Phi}_\tau|_{0 \times Y} = \text{Id} \in \tilde{Sp}(2)
\]

We will refer to \( \tilde{\Phi}_\tau \) as the \textit{lifted} linearized Reeb flow. Explicitly, it maps \((T, y)\) to the homotopy class of the path \( \Phi_\tau(\cdot, y)|_{[0, T]} \). Note that this lift satisfies the cocycle property

\[
\tilde{\Phi}_\tau(S + T, y) = \tilde{\Phi}_\tau(T, \phi_S(y)) \cdot \tilde{\Phi}_\tau(S, y)
\] (2.11)

**Definition 2.10** Let \( \gamma : \mathbb{R}/L\mathbb{Z} \to Y \) be a closed Reeb orbit of \( Y \). The \textit{action} of \( \gamma \) is given by

\[
\mathcal{A}(\gamma) = \int_{\gamma}^* \alpha = L
\] (2.12)

Likewise, the \textit{rotation number} and \textit{Conley–Zehnder index} of \( \gamma \) with respect to \( \tau \) are given by

\[
\rho(\gamma, \tau) := \rho \circ \tilde{\Phi}_\tau(L, y) \quad \text{CZ}(\gamma, \tau) := \text{CZ}(\tilde{\Phi}_\tau(L, y)) \quad \text{where} \quad y = \gamma(0)
\] (2.13)

These invariants depend only on the homotopy class of \( \tau \), and if \( H^1(Y; \mathbb{Z}) = 0 \) (e.g. if \( Y \) is the 3-sphere) there is a unique trivialization up to homotopy. In this case, we let

\[
\rho(\gamma) := \rho(\gamma, \tau) \quad \text{and} \quad \text{CZ}(\gamma) := \text{CZ}(\gamma, \tau) \quad \text{for any} \quad \tau
\] (2.14)

In Sect. 4, we will need the following easy observation, which follows immediately from Lemma 2.9 and our way of defining CZ (see Convention 2.8).

**Lemma 2.11** Let \( \alpha \) be a contact form on \( S^3 \) with \( \rho(\gamma) > 1 \) for every closed Reeb orbit. Then \( \alpha \) is dynamically convex.

### 2.4 Ruelle invariant

Let \((Y, \xi)\) be a closed contact 3-manifold with \( c_1(\xi) = 0 \) equipped with a contact form \( \alpha \) and a homotopy class of trivialization \([\tau]\) of \( \xi \). Here we discuss the \textit{Ruelle invariant}

\[
\text{Ru}(Y, \alpha, [\tau]) \in \mathbb{R}
\]
associated to the data of $Y$, $\alpha$ and $[\tau]$.

**Remark 2.12** This invariant was originally introduced by Ruelle in [23] for area preserving diffeomorphisms of surfaces and volume preserving flows on 3-manifolds. Variants of this construction have also appeared under different names in other settings, e.g. as the asymptotic Maslov index [8, p. 1423].

It will be helpful to describe a more general construction that subsumes that of the Ruelle invariant. For this purpose, we also fix a continuous quasimorphism $q : \tilde{Sp}(2) \to \mathbb{R}$.

Pick a representative trivialization $\tau$ of $[\tau]$ and let $\tilde{\Phi}_\tau : \mathbb{R} \times Y \to \tilde{Sp}(2)$ be the lifted linearized Reeb flow. We can associate a time-averaged version of $q$ over the space $Y$, as follows.

**Proposition 2.13** The 1-parameter family of functions $f_T : Y \to \mathbb{R}$ given by the formula

$$f_T(y) := \frac{q \circ \tilde{\Phi}_\tau(T, y)}{T}$$

(2.15)

converges in $L^1(Y; \mathbb{R})$ and almost everywhere to a function $f(\alpha, q, \tau) : Y \to \mathbb{R}$ with the following properties.

(a) (Quasimorphism) If $q$ and $r$ are equivalent quasimorphisms, i.e. $|q - r|$ is bounded, then

$$f(\alpha, q, \tau) = f(\alpha, r, \tau)$$

(b) (Trivialization) If $\sigma$ and $\tau$ are homotopic trivializations of $\xi$, then

$$f(\alpha, q, \sigma) = f(\alpha, q, \tau)$$

(c) (Contact Form) The integral $F(\alpha)$ of $f(\alpha, q, \tau)$ over $Y$ is continuous in the $C^2$-topology on $\Omega^1(Y)$.

In order to prove the existence part of this result, we will need to use a version of Kingman’s subadditivity theorem appearing in [20].

**Theorem 2.14** Let $Y$ be a measure space and let $\phi : \mathbb{R} \times Y \to Y$ be a flow with invariant measure $\mu$. Let $g_T : Y \to \mathbb{R}$ for $T \in \mathbb{R}$ be a family of $L^1(Y, \mu)$ functions such that, for some constants $C$, $D > 0$, we have

$$g_{S+T} \leq g_S + \phi^S_T g_T + C \quad \int_Y g_T \cdot \mu \geq -D \cdot T$$

$$\int_Y \left( \sup_{0 \leq S \leq 1} |g_S| \right) \cdot \mu < \infty$$
Then the maps $g_T$ converge in $L^1(Y, \mu)$ and pointwise almost everywhere as $T \to \infty$.

\textbf{Remark 2.15} There is also a version of Theorem 2.14 in [20] for a discrete dynamical system, i.e a map $\phi : Y \to Y$ preserving $\mu$. The statement is directly analogous to Theorem 2.14, but the last condition on the integrability of $\sup_{0 \leq S \leq 1} |g_S|$ is unnecessary. We will use this version in Sect. 4.1.

\textbf{Remark 2.16} This statement is a slight variation of Theorem 4 in [20], which states the result for general sub-additive processes. Our version follows from the discussion in Section 1.3 of [20] for the continuous parameter space $\mathbb{R}$. Note that we also weaken sub-additivity by allowing $g_T$ to be sub-additive with respect to $T$ up to an overall constant factor.

\textbf{Proof} (Proposition 2.13) We prove the existence of the limit and the properties (a)-(c) separately.

\textit{Convergence} We apply Kingman’s ergodic theorem, Theorem 2.14. Fix a constant $C > 0$ for the quasimorphism $q$ satisfying (2.1). Let $g_T$ denote the function on $Y$ given by

$$g_T := T f_T = q \circ \tilde{\Phi}_\tau(T, -)$$

Now we verify the properties in Theorem 2.14. First, due to the cocycle property (2.11) we have

$$g_{S+T} = q \circ \tilde{\Phi}_\tau(S + T, -) \leq q \circ \tilde{\Phi}_\tau(S, -)$$

$$+ q \circ \tilde{\Phi}_\tau(T, \phi_S(-)) + C = g_S + \phi_S^*g_T + C \quad (2.16)$$

We can analogously show that $g_{S+T} \geq g_S + \phi_S^*g_T - C$. In particular, if $T > 0$ is a sufficiently large time with $T = n + S$ and $S \in [0, 1]$, then

$$\int_Y g_T \cdot \alpha \wedge d\alpha \geq \sum_{k=0}^{n-1} \int_Y \phi_k^*g_1 \cdot \alpha \wedge d\alpha + \int_Y \phi_n^*g_S \cdot \alpha \wedge d\alpha - CT \geq -AT \quad (2.17)$$

Here $A$ is any number larger than $C$ and larger than the quantity

$$- \min \left\{ \int_Y g_S \cdot \alpha \wedge d\alpha : S \in [0, 1] \right\}$$

Finally, since $q \circ \tilde{\Phi}_\tau$ is continuous on $\mathbb{R} \times Y$, it is clear that $\sup_{T \in [0, 1]} |f_T|$ is continuous and bounded. In particular, it is integrable. Thus $g_T$ satisfies the
criteria in Theorem 2.14, and we may conclude that $\frac{g_T}{T}$ converges in $L^1$ and almost everywhere to a map

$$f(\alpha, q, \tau) \in L^1(Y; \mathbb{R})$$

**Quasimorphisms** Let $q$ and $r$ be equivalent quasimorphisms, and pick $C > 0$ such that $|q - r| < C$ everywhere. Then

$$\left\| \frac{q \circ \widetilde{\Phi}_\tau}{T} - \frac{r \circ \widetilde{\Phi}_\tau}{T} \right\|_{L^1} \leq \frac{C \cdot \text{vol} (Y, \alpha)}{T}$$

Taking the limit as $T \to \infty$ shows that the limiting functions $f(\alpha, q, \tau)$ and $f(\alpha, r, \tau)$ are equal.

**Trivializations** Let $\sigma$ and $\tau$ be two trivializations of $\xi$ in the homotopy class $[\tau]$. Then there is a transition map $\Psi : Y \to \text{Sp}(2)$ given by

$$\Psi(y) : \mathbb{R}^2 \to \mathbb{R}^2 \quad \text{with} \quad \Psi(y) = \tau(y) \cdot \sigma(y)^{-1}$$

The linearized flows of $\sigma$ and $\tau$ are related via this transition map, by the following formula.

$$\Phi_{\tau}(T, y) = \Psi(\phi(T, y)) \cdot \Phi_{\sigma}(T, y) \cdot \Psi^{-1}(y)$$

Since $\sigma$ and $\tau$ are homotopic, $\Psi$ is homotopic to a constant map. In particular, $\Psi$ lifts to the universal cover of $\text{Sp}(2)$. Thus we may write

$$\widetilde{\Phi}_{\tau}(T, y) = \tilde{\Psi}(\phi(T, y)) \cdot \widetilde{\Phi}_{\sigma}(T, y) \cdot \tilde{\Psi}^{-1}(y)$$

Here $\tilde{\Psi} : Y \to \tilde{\text{Sp}}(2)$ is any lift of $\Psi$. The quasimorphism property of $\rho$ now implies that

$$\left\| \frac{q \circ \widetilde{\Phi}_\sigma(T, y)}{T} - \frac{q \circ \widetilde{\Phi}_\tau(T, y)}{T} \right\|_{L^1} \leq \frac{2C + \sup |q \circ \tilde{\Psi}| + \sup |q \circ \tilde{\Psi}^{-1}|}{T} \cdot \text{vol} (Y, \alpha)$$

Taking the limit as $T \to \infty$ shows that $f(\alpha, q, \sigma) = f(\alpha, q, \tau)$.

**Contact form** Fix a contact form $\alpha$ and an $\epsilon > 0$. Since $q$ is a quasimorphism, there exists a $C > 0$ depending only on $q$ such that

$$|\rho \circ \widetilde{\Phi}_{\tau}(nT, y) - \sum_{k=0}^{n-1} \rho \circ \widetilde{\Phi}_{\tau}(T, \phi^k_T(y))| \leq Cn \quad \text{for any } n, T > 0$$
We can divide by \(nT\) and rewrite this estimate in terms of \(f_T\) to see that

\[
|f_{nT} - \frac{1}{n} \sum_{k=0}^{n-1} f_T \circ \phi^k_T| \leq \frac{C}{T} \text{ for any } n, T > 0
\]

We can then integrate over \(Y\) and take the limit as \(n \to \infty\) to acquire

\[
|F(\alpha) - \int_Y f_T \cdot \alpha \wedge d\alpha| = \lim_{n \to \infty} \left| \int_Y (f_{nT} - f_T) \cdot \alpha \wedge d\alpha \right|
\]

\[
= \lim_{n \to \infty} \left| \int_Y \left( f_{nT} - \frac{1}{n} \sum_{k=0}^{n-1} f_T \circ \phi^k_T \right) \cdot \alpha \wedge d\alpha \right| \leq \frac{C \cdot \text{vol}(Y, \alpha)}{T} \tag{2.18}
\]

We use the fact that \(\phi_T\) preserves \(\alpha \wedge d\alpha\) in moving from the first to the second line above.

Next, fix a different contact form \(\beta\). Let \(\tilde{\Psi}_\tau\) be the lifted linearized flow for \(\beta\), and let

\[
g_T : Y \to \mathbb{R} \quad \text{where} \quad g_T(y) = \frac{q \circ \tilde{\Psi}_\tau(T, \cdot)}{T}
\]

Due to (2.18), we can fix a \(T > 0\) such that, for all \(\beta\) sufficiently \(C^0\)-close to \(\alpha\), we have

\[
|F(\alpha) - \int_Y f_T \cdot \alpha \wedge d\alpha| < \frac{\epsilon}{3} \quad \text{and}
\]

\[
|F(\beta) - \int_Y g_T \cdot \beta \wedge d\beta| < \frac{2C \cdot \text{vol}(Y, \alpha)}{T} < \frac{\epsilon}{3} \tag{2.19}
\]

Furthermore, we may bound the integrals of \(f_T\) and \(g_T\) as follows.

\[
\left| \int_Y f_T \cdot \alpha \wedge d\alpha - \int_Y g_T \cdot \beta \wedge d\beta \right|
\]

\[
\leq \int_Y |f_T - g_T| \cdot \alpha \wedge d\alpha + \int_Y f_T \cdot (\alpha \wedge d\alpha - \beta \wedge d\beta)|
\]

\[
\leq \|f_T - g_T\|_{C^0(Y)} \cdot \text{vol}(Y, \alpha) + \|g_T\|_{C^0(Y)} \cdot |\text{vol}(Y, \alpha) - \text{vol}(Y, \beta)| \tag{2.20}
\]

We can choose \(\beta\) sufficiently close to \(\alpha\) in \(C^2(Y)\) so that \(\tilde{\Psi}_\tau\) is arbitrarily \(C^0\)-close to \(\tilde{\Phi}_\tau\) on \([0, T] \times Y\). Since \(Y\) is compact, the image of \(\tilde{\Phi}(T, \cdot)\) is compact in \(\tilde{\text{Sp}}(2)\) for fixed time \(T\). Thus, since \(q\) is continuous, \(g_T = q \circ \tilde{\Psi}_\tau(T, \cdot)\) can
also be made arbitrarily $C^0$-close to $f_T = q \circ \tilde{\Phi}_\tau(T, -)$. In particular, for $\beta$ sufficiently $C^2$-close to $\alpha$ we have

$$\|f_T - g_T\|_{C^0(Y)} \cdot \text{vol}(Y, \alpha) + |\text{vol}(Y, \alpha) - \text{vol}(Y, \beta)| < \frac{\epsilon}{3}$$

(2.21)

Together, (2.19), (2.20) and (2.21) imply that, for $\beta$ sufficiently $C^2$-close to $\alpha$, we have $|F(\alpha) - F(\beta)| < \epsilon$. This proves continuity.

This concludes the proof of the existence and properties of $f(\alpha, q, \tau)$, and of Proposition 2.13.

Proposition 2.13 allows us to introduce the Ruelle invariant as an integral quantity, as follows.

**Definition 2.17** (Ruelle Invariant) The local rotation number $\text{rot}_\tau$ of a closed contact manifold $(Y, \alpha)$ equipped with a (homotopy class of) trivialization $\tau$ is the following limit in $L^1$.

$$\text{rot}_\tau : Y \to \mathbb{R} \quad \text{given by} \quad \text{rot}_\tau := \lim_{T \to \infty} \frac{\rho \circ \tilde{\Phi}_\tau(T, -)}{T} \quad (2.22)$$

Similarly, the Ruelle invariant $\text{Ru}(Y, \alpha, \tau)$ is the integral of the local rotation number over $Y$, i.e.

$$\text{Ru}(Y, \alpha, \tau) = \int_Y \text{rot}_\tau \cdot \alpha \wedge d\alpha = \lim_{T \to \infty} \frac{1}{T} \int_Y \rho \circ \tilde{\Phi}_\tau \cdot \alpha \wedge d\alpha \quad (2.23)$$

We will require an alternative expression for the Ruelle invariant in order to derive estimates later in the paper.

The Reeb flow $\phi$ on $Y$ preserves the contact structure, and so lifts to a flow on the total space of the contact structure $\xi$. Since this flow is fiberwise linear, it descends to the (oriented) projectivization $P\xi$. A trivialization $\tau$ determines an identification $P\xi \simeq Y \times \mathbb{R}/\mathbb{Z}$, and so a flow

$$\tilde{\Phi} : \mathbb{R} \times Y \times \mathbb{R}/\mathbb{Z} \to Y \times \mathbb{R}/\mathbb{Z} \quad \text{generated by a vector field} \ \tilde{R} \ \text{on} \ Y \times \mathbb{R}/\mathbb{Z} \quad (2.24)$$

Let $\theta : Y \times \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ denote the tautological projection.

**Definition 2.18** The rotation density $\varrho_\tau : Y \times \mathbb{R}/\mathbb{Z} \to \mathbb{R}$ is the Lie derivative

$$\varrho_\tau := \mathcal{L}_{\tilde{R}}(\theta) \quad (2.25)$$
Lemma 2.19 The Ruelle invariant $\text{Ru}(Y, \alpha, \tau)$ is written using the rotation density $\varrho_\tau$ as

$$\text{Ru}(Y, \alpha, \tau) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \left( \int_Y \Phi^*_T \varrho_\tau(-, s) \cdot \alpha \wedge d\alpha \right) dt$$

for any fixed $s \in \mathbb{R}/\mathbb{Z}$.

Proof By comparing Definition 2.5 with the formula (2.24), one may verify that

$$\sigma_s \circ \Phi_\tau(T, y) \quad \text{and} \quad \theta \circ \bar{\Phi}(T, y, s) - s$$

are equal in $\mathbb{R}/\mathbb{Z}$. Therefore, these formulas define a single map $\mathbb{R} \times Y \times \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$, admitting a unique lift to a map $F : \mathbb{R} \times Y \times \mathbb{R}/\mathbb{Z} \to \mathbb{R}$ that vanishes on $0 \times Y \times \mathbb{R}/\mathbb{Z}$. The first formula implies that

$$F(T, y, s) = \rho_s \circ \bar{\Phi}_\tau(T, y) \quad (2.26)$$

On the other hand, let $t$ be the $\mathbb{R}$-variable of $F$ and $\theta \circ \bar{\Phi}$. Then the $t$-derivative of $F$ is

$$\frac{dF}{dt}|_T = \frac{d}{dt}(\theta \circ \bar{\Phi})|_T = \Phi^*_T(\mathcal{L}_R(\theta)) = \Phi^*_T \varrho_\tau$$

Integrating this identity and combining it with (2.26), we acquire the formula

$$\rho_s \circ \bar{\Phi}_\tau(T, y) = F(T, y, s) = \int_0^T \Phi^*_T \varrho_\tau(y, s) \cdot dt \quad (2.27)$$

Now, since $\rho_s$ and $\rho$ are equivalent by Lemma 2.6, we can apply Proposition 2.13(a) to see that

$$\text{Ru}(Y, \alpha, \tau) = \lim_{T \to \infty} \int_Y \frac{\rho_s \circ \bar{\Phi}_\tau(T, -, \cdot)}{T} \cdot \alpha \wedge d\alpha \quad (2.28)$$

We then apply (2.27) and Fubini’s theorem to see that the righthand side is given by

$$\lim_{T \to \infty} \frac{1}{T} \int_Y \left( \int_0^T \Phi^*_T \varrho_\tau(-, s) dt \right) \alpha \wedge d\alpha$$

$$= \lim_{T \to \infty} \frac{1}{T} \int_0^T \left( \int_Y \Phi^*_T \varrho_\tau(-, s) \cdot \alpha \wedge d\alpha \right) dt \quad (2.29)$$

This concludes the proof. □
3 Bounding the Ruelle invariant

Let \( X \subset \mathbb{R}^4 \) be a convex, star-shaped domain with smooth contact boundary \((Y, \lambda)\). In this section, we derive the following estimate for the Ruelle ratio.

**Proposition 3.1** There exist positive constants \( c \) and \( C \) independent of \( Y \) such that

\[
 c \leq \text{ru}(Y, \lambda) \cdot \text{sys}(Y, \lambda)^{1/2} \leq C
\]

The proof follows the outline discussed in the introduction.

We begin (Sect. 3.1) with a review of the geometry of standard ellipsoids \( E(a, b) \) in \( \mathbb{C}^4 \), including a variant of John’s theorem (Corollary 3.6). We then present the key curvature-rotation formula (Sect. 3.2) and use it to bound the Ruelle invariant between two curvature integrals (Lemma 3.11). We then prove several bounds for one of these curvature integrals in terms of diameter, area and total mean curvature (Sect. 3.3). We collect this analysis together in the final proof (Sect. 3.4).

**Notation 3.2** We will require the following notation throughout this section.

(a) \( g \) is the standard metric on \( \mathbb{R}^4 \) with connection \( \nabla \), and \( \text{dvol}_g = \frac{1}{2} \omega^2 \) is the corresponding volume form. We also use \( \langle u, v \rangle \) to denote the inner product of two vectors \( u, v \in \mathbb{R}^4 \).

(b) \( \nu \) is the outward normal vector field to \( Y \) and \( \nu^* \) is the dual 1-form with respect to \( g \).

(c) \( \sigma \) is the restriction of \( g \) to \( Y \) and \( \text{dvol}_\sigma \) is the corresponding metric volume form. Furthermore, \( \text{area}(Y) \) denotes the surface area of \( X \), i.e. the volume \( \text{vol}_\sigma(Y) \) of \( Y \) with respect to \( \sigma \). Note that \( \lambda \wedge d\lambda \) and \( \text{dvol}_\sigma \) are related (via the Liouville vector field \( Z \) of \( \mathbb{R}^4 \)) by

\[
\lambda \wedge d\lambda = \iota_Z(\frac{\omega^2}{2} |y) = \iota_Z(\text{dvol}_g |y) = \iota_Z(\nu^* \wedge \text{dvol}_\sigma) = \langle Z, v \rangle \text{dvol}_\sigma
\]

(3.1)

(d) \( \text{S} \) is the second fundamental form of \( Y \), i.e. the bilinear form given on any \( u, w \in TY \) by

\[
\text{S}(u, w) := \langle \nabla_u v, w \rangle
\]

(e) \( H \) is the mean curvature of \( Y \). It is given by

\[
H := \frac{1}{3} \text{trace } \text{S}
\]
Note that, in this section, we will slightly abuse notation and use \( \lambda \) to denote both the Liouville form \( \iota_Z \omega \) and the contact form on \( Y \) induced by restriction.

### 3.1 Standard ellipsoids

Recall that a standard ellipsoid \( E(a_1, \ldots, a_n) \subset \mathbb{C}^n \) with parameters \( a_i > 0 \) for \( i = 1, \ldots, n \) is defined as follows.

\[
E(a_1, \ldots, a_n) := \left\{ z = (z_i) \in \mathbb{C}^n : \sum_i \frac{\pi |z_i|^2}{a_i} \leq 1 \right\}
\] (3.2)

For example, \( E(a) \subset \mathbb{C} \) is the disk of area \( a \), and \( E(a, \ldots, a) \subset \mathbb{C}^n \) is the ball of radius \((a/\pi)^{1/2}\).

We begin this section with a discussion of the Riemannian and symplectic geometry of standard ellipsoids in \( \mathbb{C}^2 \). All of the relevant geometric quantities for this section can be computed explicitly in this setting. Let us record the outcome of these calculations.

**Lemma 3.3 (Ellipsoid Quantities)** Let \( E = E(a, b) \) be a standard ellipsoid with \( 0 < a < b \). Then

(a) The diameter, surface area and volume of \( E \) are given by

\[
\text{diam}(E) = \frac{2}{\pi^{1/2}} \cdot b^{1/2} \quad \text{area}(\partial E) = \frac{4\pi^{1/2}}{3} \cdot \frac{b^2a^{1/2} - b^{1/2}a^2}{b - a} \quad \text{vol}(E) = \frac{ab}{2}
\]

(b) The total mean curvature of \( \partial E \) (i.e. the integral of the mean curvature over \( \partial E \)) is given by

\[
\int_{\partial E} H \cdot \text{dvol}_\sigma = \frac{2\pi}{3} \cdot \left( b + a + \frac{ab}{b - a} \cdot \log(b/a) \right)
\]

(c) The minimum action of a closed orbit on \( \partial E \) and the systolic ratio of \( \partial E \) are given by

\[
c(\partial E) = a \quad \text{sys}(\partial E) = \frac{a}{b}
\]

(d) The Ruelle invariant of \( \partial E \) is given by

\[
\text{Ru}(\partial E) = a + b
\]
Proof The Ruelle invariant is computed in [17, Lem 2.1 and 2.2], while the minimum period of a closed orbit is computed in [13, Section 2.1]. The diameter is immediate from (3.2). Thus, we will calculate the volume, surface area and total mean curvature.

First assume that \( E(a, b) = E(1, b) \) with \( b \geq 1 \). Let \( z_j = x_j + iy_j \) be the standard coordinates on \( \mathbb{C}^2 \simeq \mathbb{R}^4 \). We will do all of our calculations in the following radial or toric coordinates.

\[
 r_i = |z_i| \quad \theta_i = \arg(z_i) \quad \mu_i = \pi r_i^2
\]

The differential \( d\mu_i \) and vector-field \( \partial_{\mu_i} \) are given by

\[
 d\mu_i = 2\pi r_i dr_i \quad \text{and} \quad \partial_{\mu_i} = \frac{1}{2\pi r_i} \partial r_i
\]

In the \((\mu_1, \theta_1, \mu_2, \theta_2)\)-coordinates, the standard metric \( g \) on \( \mathbb{C}^2 \) is given by

\[
 \sum_i dr_i^2 + r_i^2 d\theta_i = \sum_i \frac{1}{4\pi \mu_i} d\mu_i^2 + \frac{\mu_i}{\pi} d\theta_i^2
\]

The ellipsoid \( E(1, b) \) can be described as the sub-level set \( F^{-1}(-\infty, 1] \) of the map

\[
 F : \mathbb{C}^2 \to \mathbb{R} \quad F(z_1, z_2) := \pi |z_1|^2 + \frac{\pi |z_2|^2}{b} = \mu_1 + \frac{\mu_2}{b}
\]

The gradient vector-field \( \nabla F \) of \( F \) with respect to \( g \) is given by

\[
 \nabla F = 2\pi r_1 \partial r_1 + \frac{2\pi r_2}{b} \partial r_2 = 4\pi (\mu_1 \partial_{\mu_1} + \frac{\mu_2}{b} \partial_{\mu_2})
\]

Note that the normal vector-field \( v = \nabla F/|\nabla F| \) to \( \partial E(1, b) \) can be calculated via this formula. Finally, the complement \( U \) of \((\mathbb{C} \times 0) \cup (0 \times \mathbb{C})\) in \( E(1, b) \) admits the following parametrization.

\[
 \phi : (0, \infty) \times S^1 \times S^1 \to \mathbb{C}^4 \quad \phi(\mu_1, \theta_1, \theta_2) = (\mu_1, \theta_1, b(1 - \mu_1), \theta_2)
\]

Now we calculate the desired quantities for \( E(1, b) \). The metric volume form \( d\text{vol}_g \) is given by

\[
 d\text{vol}_g = d(\frac{1}{2\pi} \mu_1) \wedge d\theta_1 \wedge d(\frac{1}{2\pi} \mu_2) \wedge d\theta_2
\]
Therefore, the volume may be calculated as the integral

$$\text{vol}(E(1, b)) = \int_{E(1, b)} \frac{1}{4\pi^2} \cdot d\mu_1 \wedge d\theta_1 \wedge d\mu_2 \wedge d\theta_2$$

$$= \int_0^1 \int_0^{b(1-\mu_1)} d\mu_1 \wedge d\mu_2 = \frac{b}{2}$$

The area form $d\text{vol}_\sigma$ on $\partial E(1, b)$ is given by $\iota_\nu d\text{vol}_g$, which is simply

$$d\text{vol}_\sigma = \iota_\nu d\text{vol}_g = \frac{1}{\lvert \nabla F \rvert} \cdot \iota_{\nabla F} d\text{vol}_g$$

$$= \frac{1}{\sqrt{4\pi (\mu_1 + \mu_2/b)}} \cdot \left( \frac{4\pi \mu_1}{4\pi^2} \cdot d\theta_1 \wedge d\mu_2 \wedge d\theta_2 + \frac{4\pi \mu_2}{4\pi^2 b} \cdot d\mu_1 \wedge d\theta_1 \wedge d\theta_2 \right)$$

The pullback of $d\text{vol}_\sigma$ via the map $\phi$ is given by

$$\phi^* d\text{vol}_\sigma = \frac{1}{2\pi^{3/2}} (\mu_1 + \frac{b(1 - \mu_1)}{b^2})^{-1/2} \cdot (\mu_1 \cdot d\theta_1 \wedge d(b(1 - \mu_1)) \wedge d\theta_2$$

$$+ \frac{b}{b} (1 - \mu_1) \cdot d\mu_1 \wedge d\theta_1 \wedge d\theta_2)$$

$$= \frac{b^{1/2}}{2\pi^{3/2}} \cdot (1 + (b - 1)\mu_1)^{1/2} \cdot d\mu_1 \wedge d\theta_1 \wedge d\theta_2$$

Computing the surface area as the integral of $\phi^* d\text{vol}_\sigma$, we have

$$\text{area}(\partial E(1, b))$$

$$= \frac{b^{1/2}}{2\pi^{3/2}} \cdot \int_0^1 \int_0^{2\pi} \int_0^{2\pi} (1 + (b - 1)\mu_1)^{1/2} \cdot d\theta_1 \wedge d\theta_2 \wedge d\mu_1$$

$$= \frac{b^{1/2}}{2\pi^{3/2}} \cdot 4\pi^2 \cdot \int_0^1 (1 + (b - 1)\mu_1)^{1/2} d\mu_1 = (4\pi b)^{1/2}$$

$$\cdot \frac{2}{3(b - 1)} \cdot (1 + (b - 1)\mu_1)^{3/2} \bigg|_0^1$$

$$= \frac{4\pi^{1/2} \cdot b^2 - b^{1/2}}{3} \cdot \frac{b - 1}{b - 1}$$
Finally, the mean curvature $H$ is given by

$$H = \frac{1}{3|\nabla F|^3} \cdot (|\nabla F|^2 \cdot \text{tr}(\text{Hess}_F) - \text{Hess}_F(\nabla F, \nabla F))$$

$$= \frac{4\pi (\mu_1 + \frac{\mu_2}{b^2}) \cdot 4\pi (1 + \frac{1}{b}) - 8\pi^2 (\mu_1 + \frac{\mu_2}{b^3})}{3 \cdot (4\pi)^{3/2} \cdot (\mu_1 + \frac{\mu_2}{b^2})^{3/2}}$$

$$= \frac{\sqrt{\pi}}{3} \cdot \frac{(1 + \frac{2}{b}) \cdot \mu_1 + (\frac{2}{b^2} + \frac{1}{b^3}) \cdot b(1 - \mu_1)}{(\mu_1 + \frac{\mu_2}{b^2})^{3/2}}$$

The pullback of $H$ by $\phi$ is given by

$$\phi^* H = \frac{\sqrt{\pi}}{3} \cdot \frac{(1 + \frac{2}{b}) \cdot \mu_1 + (\frac{2}{b^2} + \frac{1}{b^3}) \cdot b(1 - \mu_1)}{(\mu_1 + \frac{b(1-\mu_1)}{b^2})^{3/2}}$$

$$= \frac{\sqrt{\pi}}{3} \cdot \frac{2b+1}{b^2} + \frac{b^2-1}{b^3} \cdot \mu_1}{(1 + (1 - \frac{1}{b}) \mu_1)^{3/2}} = \frac{\pi^{1/2}}{3b^{1/2}} \cdot \frac{(2b+1) + (b^2 - 1) \mu_1}{(1 + (b - 1) \mu_1)^{3/2}}$$

Computing the mean curvature as the integral of $\phi^*(H \cdot dvol_\sigma)$, we have

$$\int_{\partial E(1,b)} H \, dvol_\sigma$$

$$= \frac{1}{6\pi} \cdot \int_0^1 \int_0^{2\pi} \int_0^{2\pi} \frac{(2b+1) + (b^2 - 1) \mu_1}{1 + (b - 1) \mu_1} \cdot d\theta_1 \wedge d\theta_2 \wedge d\mu_1$$

$$= \frac{2\pi}{3} \cdot \int_0^1 \frac{(2b+1) + (b^2 - 1) \mu_1}{1 + (b - 1) \mu_1} \cdot d\mu_1$$

$$= \frac{2\pi}{3} \cdot \frac{b+1 + \frac{b}{b-1} \cdot \log(b)}$$

To deduce the general case of the computation from this special case note that, if $U$ is any smooth domain, then

$$\text{vol}(\lambda \cdot U) = \lambda^4 \cdot \text{vol}(U)$$

$$\text{area}(\lambda \cdot U) = \lambda^3 \cdot \text{area}(U)$$

$$\int_{\lambda \cdot \partial U} H \cdot dvol_\sigma = \lambda^2 \cdot \int_{\partial U} H \cdot dvol_\sigma$$

(3.3)

Any ellipsoid $E(a, b)$ can be scale so to an ellipsoid with $a = 1$, since

$$\lambda \cdot E(a, b) = E(\lambda^2 a, \lambda^2 b) \quad \text{and thus} \quad E(a, b) = a^{1/2} \cdot E(1, b/a)$$
The general case now follows from the special case and the scaling properties (3.3).

Any convex boundary in $\mathbb{R}^{2n}$ can be sandwiched between a standard ellipsoid and a scaling of that ellipsoid by a factor of $2n$, after the application of an affine symplectomorphism. To see this, first recall the following well-known result of John.

**Theorem 3.4** (John Ellipsoid) [19] Let $K \subset \mathbb{R}^n$ be a convex domain. Then there exists a unique ellipsoid $E$ of maximal volume in $K$. Furthermore, if $c \in X$ is the center of $E$ then

$$E \subset K \subset c + n(E - c)$$

Any ellipsoid $E$ is carried to a standard ellipsoid $E(a, b)$ by some affine symplectomorphism $T$. Furthermore, note that we have the following elementary result, which can be demonstrated using a Moser argument.

**Lemma 3.5** Let $\phi : (Y, \lambda) \to (Y', \lambda')$ be a diffeomorphism such that $\phi^*\lambda' = \lambda + df$. Then $\phi$ is isotopic to a strict contactomorphism.

Since $\mathbb{R}^{2n}$ is contractible, $T^*\lambda = \lambda + df$ automatically on $\mathbb{R}^{2n}$. Thus, $T$ carries any star-shaped hypersurface $Y = \partial X$ to a strictly contactomorphic $T(Y)$ by Lemma 3.5, and we conclude the following result.

**Corollary 3.6** Let $X \subset \mathbb{R}^{2n}$ be a convex star-shaped domain with boundary $Y$. Then $Y$ is strictly contactomorphic to the boundary $\partial K$ of a convex domain $K$ with $E(a_1, \ldots, a_n) \subset K \subset 4 \cdot E(a_1, \ldots, a_n)$.

When a convex domain in $\mathbb{R}^4$ is squeezed between an ellipsoid and its scaling, we can estimate many important geometric quantities of $X$ in terms of the ellipsoid itself.

**Lemma 3.7** Let $X \subset \mathbb{R}^4$ be a convex domain with smooth boundary $Y$ such that

$$E(a, b) \subset X \subset c \cdot E(a, b) \quad \text{for some } b \geq a > 0 \text{ and } c \geq 0 \quad (3.4)$$

Then there is a constant $C > 0$ dependent only on $c$ such that

$$b^{1/2} \leq \text{diam}(X) \leq C \cdot b^{1/2} \quad ba^{1/2} \leq \text{area}(Y) \leq C \cdot ba^{1/2} \quad (3.5)$$

$$b \leq \int_Y H \cdot d\text{vol}_\sigma \leq C \cdot b \quad \frac{ab}{2} \leq \text{vol}(X) \leq C \cdot ab \quad (3.6)$$

$$a \leq c(X) \leq C \cdot a \quad C^{-1} \cdot \frac{a}{b} \leq \text{sys}(Y) \leq C \cdot \frac{a}{b} \quad (3.7)$$
Remark 3.8 The optimal constants in the estimates (3.5)–(3.7) are not important to the arguments below. They could be explicitly computed in the following proof.

Proof First, note that \( c \cdot E(a, b) \) is also a standard ellipsoid. More precisely, we know that

\[
c \cdot E(a, b) = E(c^2 \cdot a, c^2 \cdot b)
\]

We now derive the desired estimates from Lemma 3.3 and the monotonicity of the relevant quantities under inclusion of convex domains.

The diameter \( \text{diam}(X) \) and volume \( \text{vol}(X) \) are monotonic with respect to inclusion of arbitrary open subsets, and so from Lemma 3.3(a) we acquire

\[
b^{1/2} \leq \text{diam}(X) \leq \frac{2c}{\pi^{1/2}} \cdot b^{1/2} \quad \text{and} \quad \frac{ab}{2} \leq \text{vol}(X) \leq \frac{c^4}{2} \cdot ab
\]

The surface area and total mean curvature are monotonic with respect to inclusion of convex domains, since

\[
\int_Y H \, d\text{vol}_\sigma = 4 \cdot V_2(X) \quad \text{and} \quad \text{area}(Y) = 4 \cdot V_3(X)
\]

Here \( V_i(X) \) is the \( i \text{th cross-sectional measure} \) [5, Section 19.3], which is monotonic with respect to inclusions of convex domains by [5, p.138, Equation 13]. Furthermore, when \( 0 < a < b \) (and in the limit as \( b \to a \)), one may verify that

\[
ba^{1/2} \leq b^2 a^{1/2} - b^{1/2} a^2 \leq \frac{3}{2} \cdot ba^{1/2} \quad \text{and} \quad b \leq b + a + \frac{ab}{b - a} \cdot \log(b/a) \leq 3b \quad (3.8)
\]

Thus, by applying the monotonicity property, (3.8) and Lemma 3.3(a)–(b), we have

\[
\frac{4\pi^{1/2}}{3} \cdot ba^{1/2} \leq \text{area}(Y) \leq \frac{4\pi^{1/2}}{3} c^3 \cdot \frac{3}{2} ba^{1/2} \quad \text{and} \quad \frac{2\pi}{3} \cdot b \leq \int_Y H \cdot d\text{vol}_\sigma \leq \frac{2\pi}{3} c^2 \cdot 3b
\]

Finally, the minimum orbit length \( c(X) \) coincides with the 1st Hofer–Zehnder capacity \( c_1^{HZ}(X) \) on convex domains, and is thus monotonic with respect to symplectic embeddings. Thus by Lemma 3.3(a) and (c), we have

\[\text{Springer}\]
\[ a \leq c(X) \leq c^2 \cdot a \quad \text{and} \quad c^{-4} \cdot \frac{a}{b} \leq \frac{c(X)^2}{2 \text{vol}(X)} = \text{sys}(Y) \leq c^4 \cdot \frac{a}{b} \]

This concludes the proof, after choosing \( C \) larger than the constants appearing above. \( \square \)

### 3.2 Curvature-rotation formula

Identify \( \mathbb{R}^4 \) with the quaternions \( \mathbb{H}^1 \) via

\[
\mathbb{R}^4 \ni (x_1, y_1, x_2, y_2) \mapsto x_1 + y_1 I + x_2 J + y_2 K \in \mathbb{H}^1
\]

This equips \( \mathbb{R}^4 \) with a triple of complex structures.

\[
I : T\mathbb{R}^4 \to T\mathbb{R}^4 \quad J : T\mathbb{R}^4 \to T\mathbb{R}^4 \quad K : T\mathbb{R}^4 \to T\mathbb{R}^4
\]

The Reeb vector-field \( R \) of the contact form on a star-shaped hypersurface \( Y \) is parallel to \( I \) applied to the normal vector-field \( \nu \) to \( Y \). Precisely, we have

\[
R = \frac{I \nu}{\langle Z, \nu \rangle} \quad (3.9)
\]

We can utilize these structures to formulate an explicit representative of the standard homotopy class of trivialization \( \tau : \xi \simeq \mathbb{R}^2 \) on the contact structure \( \xi \) on the boundary \( Y \) of the convex star-shaped domain \( X \) (or more generally, on any star-shaped boundary).

**Definition 3.9** The *quaternion trivialization* \( \tau : \xi \simeq Y \times \mathbb{C} \) is the symplectic trivialization given by

\[
\tau : \xi \xrightarrow{\pi} Q \xrightarrow{q^{-1}} Y \times \mathbb{C}
\]

Here \( Q \subset TY \) is the symplectic sub-bundle \( \text{span}(J \nu, K \nu) \), \( \pi : \xi \to Q \) is the projection map from \( \xi \) to \( Q \) along the Reeb direction, and \( q : Y \times \mathbb{C} \to Q \) is the bundle map given on \( z = a + ib \) by

\[
q_p(z) := z \cdot J \nu_p = (a + Ib) \cdot J \nu_p = a J \nu_p + bK \nu_p \quad (3.10)
\]

The key property of the quaternion trivialization is the following relation of the rotation density (see Definition 2.18) to extrinsic curvature, originally due to Ragazzo–Salomão (c.f. [22]).
Proposition 3.10 (Curvature-Rotation) [6, Prop 4.7] Let \( \tau \) be the quaternion trivialization on the contact structure \( \xi \) of \( Y \subset \mathbb{R}^4 \). Then

\[
q_\tau(y, s) = \frac{1}{2\pi} \cdot \langle Z_y, v_y \rangle (S(Iv_y, Iv_y) + S(e^{2\pi is} \cdot Jv_y, e^{2\pi is} \cdot Jv_y)) \tag{3.11}
\]

Note that this result holds for any star-shaped boundary, not only convex ones.

As an easy consequence of (3.11), we have the following bound on the Ruelle invariant of \( Y \).

Lemma 3.11 The Ruelle invariant \( \text{Ru}(Y) \) is bounded by the following curvature integrals.

\[
\frac{1}{2\pi} \cdot \int_Y S(Iv, Iv) \, d\text{vol}_\sigma \leq \text{Ru}(Y) \leq \frac{3}{2\pi} \cdot \int_Y H \, d\text{vol}_\sigma \tag{3.12}
\]

Proof By Lemma 2.19, we have the following integral formula for the Ruelle invariant.

\[
\text{Ru}(Y) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \left( \int_Y [\Phi^*_t q_\tau](-, s) \cdot \lambda \wedge d\lambda \right) dt \tag{3.13}
\]

By the curvature-rotation formula in Proposition 3.10, we can write the integrand as

\[
[\Phi^*_t q_\tau](-, s) = \Phi^*_t \left( \frac{1}{2\pi} \cdot \langle Z, v \rangle (S(Iv, Iv) + S(e^{2\pi is} \cdot Jv, e^{2\pi is} \cdot Jv)) \right) \tag{3.14}
\]

To bound the right-hand side of (3.14), note that \( Iv, e^{2\pi is} \cdot Jv \) and \( e^{2\pi is} \cdot Kv \) form an orthonormal basis of \( TY \) with respect to the restricted metric \( g|_Y \), so that

\[
S(Iv, Iv) + S(e^{2\pi is} \cdot Jv, e^{2\pi is} \cdot Jv) + S(e^{2\pi is} \cdot Kv, e^{2\pi is} \cdot Kv) = \text{trace}(S) = 3H
\]

Furthermore, since \( Y \) is convex, the second fundamental form \( S \) is positive semi-definite. Therefore by (3.14), we have the following lower and upper bound.

\[
\Phi^*_t \left( \frac{S(Iv, Iv)}{\langle Z, v \rangle} \right) \leq [\Phi^*_t q_\tau](-, s) \leq 3 \cdot \Phi^*_t \left( \frac{H}{\langle Z, v \rangle} \right) \tag{3.15}
\]

It is key here that the lower and upper bounds in (3.15) are independent of \( s \).

To simplify the two sides of (3.15), let \( F : Y \times S^1 \to \mathbb{R} \) be any map pulled
back from a map $F : Y \rightarrow \mathbb{R}$. Since the flow $\Phi_t$ on $Y \times S^1$ lifts the Reeb flow $\phi_t$ on $Y$, and $\phi_t$ preserves $\lambda$, we have

$$
\Phi_t^*\left( \frac{F}{\langle Z, \nu \rangle} \right) \cdot \lambda \wedge d\lambda = \phi_t^*\left( \frac{F}{\langle Z, \nu \rangle} \right) \cdot \lambda \wedge d\lambda \Rightarrow \phi_t^* \left( F \cdot d\lambda \right)
$$

Since the integral of $\phi_t^*(F \cdot d\lambda)$ over $Y$ is independent of $t$, we have

$$
\frac{1}{T} \int_0^T \left( \int_Y \Phi_t^*\left( \frac{F}{\langle Z, \nu \rangle} \right) \cdot \lambda \wedge d\lambda \right) dt = \frac{1}{T} \int_0^T \left( \int_Y F \cdot d\lambda \right) dt = \int_Y F \cdot d\lambda
$$

By plugging in the estimate (3.15) to the integral formula (3.13) and applying (3.16) to the functions $S(I, \nu)$ and $H$ on $Y$, we acquire the desired bound (3.12).

### 3.3 Bounding curvature integrals

We now further simplify the lower bound of the Ruelle invariant in Lemma 3.11 by estimating (from below) the integral

$$
\int_Y S(I, \nu) \cdot d\lambda
$$

using the geometric quantities (e.g. area and diameter) appearing in Sect. 3.1. This will help us to leverage the sandwich estimates in Lemma 3.7 in the proof of the Ruelle invariant bound in Sect. 3.4.

Recall that $X \subset \mathbb{R}^4$ denotes a convex domain with smooth boundary $Y$. Let $\psi : \mathbb{R} \times Y \rightarrow Y$ be the flow by $I, \nu$. Let $S_T$ and $H_T$ denote the time-averaged versions of $S(I, \nu)$ and $H$, respectively.

$$
S_T := \frac{1}{T} \int_0^T S(I, \nu) \circ \psi_t dt \quad H_T := \frac{1}{T} \int_0^T H \circ \psi_t dt
$$

We will also need to consider a time-averaged acceleration function $A_T$ on $Y$. Namely, let $\gamma : \mathbb{R} \rightarrow Y$ be a trajectory of $I, \nu$ with $\gamma(0) = x$. Then we define

$$
A_T := \frac{1}{T} \int_0^T |\nabla_{I, \nu} \psi_t| dt \quad \text{or equivalently} \quad A_T(x) = \frac{1}{T} \int_0^T |\dot{\gamma}| dt
$$
The first ingredient to the bounds in this section is the following estimate relating these three time-averaged functions.

**Lemma 3.12** For any $T > 0$, the functions $A_T$, $H_T$ and $S_T$ satisfy $A_T^2 \leq 3 \cdot H_T \cdot S_T$ pointwise.

**Proof** In fact, the non-time-averaged version of this estimate holds. We will now show that

$$|\nabla_{I^v} I^v|^2 \leq 3H \cdot S(I^v, I^v) \quad (3.19)$$

To start, we need a formula for $\nabla_{I^v} I^v$ in terms of the second fundamental form, as follows.

$$\nabla_{I^v} I^v = \langle v, \nabla_{I^v} I^v \rangle v + \langle I^v, \nabla_{I^v} I^v \rangle I^v + \langle J^v, \nabla_{I^v} I^v \rangle J^v + \langle K^v, \nabla_{I^v} I^v \rangle K^v$$

$$= -\langle I^v, \nabla_{I^v} v \rangle v - \langle I^2 v, \nabla_{I^v} v \rangle I^v - \langle IJ^v, \nabla_{I^v} v \rangle J^v - \langle IK^v, \nabla_{I^v} v \rangle K^v$$

Applying the quaternionic relations $I^2 = -1$, $IJ = K$ and $IK = -J$, we can rewrite this as

$$-\langle I^v, \nabla_{I^v} v \rangle v + \langle v, \nabla_{I^v} v \rangle I^v - \langle K^v, \nabla_{I^v} v \rangle J^v + \langle J^v, \nabla_{I^v} v \rangle K^v$$

Finally, applying the definition of the second fundamental form we find that

$$\nabla_{I^v} I^v = -S(I^v, I^v)v - S(I^v, K^v)J^v + S(I^v, J^v)K^v$$

To estimate the righthand side, we note that $S(u, v)^2 \leq S(u, u)S(v, v)$ for any vectorfields $u$ and $v$ by Cauchy–Schwarz, since $S$ is positive semi-definite. Thus we have

$$|\nabla_{I^v} I^v|^2 \leq S(I^v, I^v)^2 + S(I^v, I^v)S(J^v, J^v) + S(I^v, I^v)S(K^v, K^v) = 3H \cdot S(I^v, I^v)$$

This proves (3.19) and the desired estimate follows immediately by Cauchy–Schwarz.

$$A_T^2 = \left( \frac{1}{T} \int_0^T |\nabla_{I^v} I^v| \circ \psi_t dt \right)^2$$

$$\leq 3 \cdot \frac{1}{T} \int_Y H \circ \psi_t dt \cdot \frac{1}{T} \int_Y S(I^v, I^v) \circ \psi_t dt = 3H_T \cdot S_T \quad (3.20)$$

This concludes the proof of the lemma.
As a consequence, we get the following estimate for the curvature integral of interest in terms of area, total mean curvature and the time-averaged acceleration $A_T$.

**Lemma 3.13** Let $\Sigma \subset Y$ be an open subset of $Y$ and let $T > 0$. Then

$$\int_Y S(I\nu, I\nu) \cdot d\nu \geq \frac{\text{area}(\Sigma)^2}{3 \cdot \int_Y H \cdot d\nu} \cdot \min(\Sigma)(A_T)^2$$  \hspace{1cm} (3.21)

**Proof** We first note that $I\nu$ preserves the volume form $d\nu$, since

$$\mathcal{L}_{I\nu}(d\nu) = dt_{I\nu} d\nu = dt_R(\lambda \wedge d\lambda) = d^2\lambda = 0$$

Here $R$ is the Reeb vector-field on $Y$, and the above equalities follow from (3.9) and (3.1). Thus, time-averaging leaves the integral over $Y$ unchanged.

$$\int_Y H_T \cdot d\nu = \int_Y H \cdot d\nu \quad \text{and} \quad \int_Y S_T \cdot d\nu = \int_Y S(I\nu, I\nu) \cdot d\nu$$

We can thus integrate the estimate $A_T^2 \leq 3H_T \cdot S_T$ to see that

$$\min(A_T)^2 \cdot \text{area}(\Sigma)^2 \leq \left( \int_\Sigma A_T \cdot d\nu \right)^2 \leq \left( \sqrt{3} \cdot \int_\Sigma H_T^{1/2} \cdot S_T^{1/2} \cdot d\nu \right)^2$$

$$\leq 3 \cdot \int_\Sigma H_T \cdot d\nu \cdot \int_\Sigma S_T \cdot d\nu \leq 3 \cdot \int_Y H \cdot d\nu \cdot \int_Y S(I\nu, I\nu) \cdot d\nu$$

After some rearrangement, this is the desired estimate. \hfill \Box

Every quantity on the righthand side of (3.21) can be controlled using the estimates in Lemma 3.7, with the exception of the term involving the time-averaged acceleration $A_T$. However, we can bound $A_T$ in terms of $\text{diam}(X)^{-1}$, using the following general fact about curves of unit speed.

**Lemma 3.14** Let $\gamma : [0, \infty) \rightarrow Y$ be a curve with $|\dot{\gamma}| = 1$ and let $C$ satisfy $0 < C < 1$. Then

$$\frac{1}{T} \int_0^T |\ddot{\gamma}| dt \geq \frac{C}{\text{diam}(X)} \quad \text{for all } T \gg 0$$

**Proof** Let $T$ satisfy $T > CT + 2 \cdot \text{diam}(Y)$. Then by Cauchy–Schwarz, we have

$$\text{diam}(X) \int_0^T |\ddot{\gamma}| dt \geq \int_0^T |\gamma| \cdot |\ddot{\gamma}| dt \geq \int_0^T |\langle \ddot{\gamma}, \gamma \rangle| dt \geq \left| \int_0^T \langle \ddot{\gamma}, \gamma \rangle dt \right|$$

$$\hspace{1cm} (3.22)$$
On the other hand, by integration by parts we acquire
\[
\left| \int_0^T \langle \dot{\gamma}, \gamma \rangle dt \right| \geq \left| \int_0^T |\dot{\gamma}|^2 dt - \langle \gamma, \dot{\gamma} \rangle |_0^T \right| \geq T - 2 \text{diam}(X) \geq CT
\] (3.23)

Combining the estimates (3.22) and (3.23) yields the claimed bound. \( \square \)

In particular, Lemma 3.14 implies that \( A_T \geq C \cdot \text{diam}(X)^{-1} \) for all \( C < 1 \) and sufficiently large \( T \). Combining this with Lemma 3.13 and taking \( C \to 1 \), we acquire the following corollary.

**Corollary 3.15** Let \( X \subset \mathbb{R}^4 \) be a convex star-shaped domain with boundary \( Y \). Then
\[
\int_Y S(I\nu, I\nu) \, \text{dvol}_\sigma \geq \frac{\text{area}(Y)^2}{3 \cdot \text{diam}(X)^2 \cdot \int_Y H \, \text{dvol}_\sigma}
\] (3.24)

At this point, we can already apply Lemma 3.7 to derive a uniform lower bound for \( \text{ru}(Y) \cdot \text{sys}(Y)^{-1/2} \). However, this inequality does not have the desired exponent for \( \text{sys} \). In order to fix this, we must derive a different estimate similar to Corollary 3.15 when \( \text{sys}(Y) \) is near 0. This is the objective of the rest of this part.

We will also need a less crude estimate on the time-averaged acceleration that uses the geometry of vector-field \( I\nu \), but requires the hypothesis that \( X \) has small systolic ratio.

**Lemma 3.16** Suppose that \( X \) satisfies \( E(a, b) \subset X \subset 4 \cdot E(a, b) \) and let \( \Sigma \subset Y \) be the open subset
\[
\Sigma = Y \cap \mathbb{C} \times \text{int}(E(b/2))
\]
Then there is an \( \epsilon > 0 \) and a \( C > 0 \) independent of \( a, b \) and \( X \) such that, if \( a/b < \epsilon \) and \( T = b^{1/2} \), then
\[
A_T \geq C \cdot a^{-1/2} \quad \text{on} \quad \Sigma \quad \text{and} \quad \text{area}(\Sigma) \geq C \cdot \text{area}(Y)
\]

**Proof** To bound \( A_T \), the strategy is to show that the projection of \( I\nu \) to the 2nd \( \mathbb{C} \)-factor is bounded along \( \Sigma \) by \( (a/b)^{1/2} \). Thus, a length \( T = b^{1/2} \) trajectory \( \gamma \) of \( I\nu \) stays within a ball of diameter roughly \( a^{1/2} \), and a variation of Lemma 3.14 implies the desired bound.

To bound \( \text{area}(\Sigma) \), the strategy is (essentially) to use the monotonicity of area under the inclusion \( E(a, b) \subset X \) to reduce to the case of an ellipsoid. We can then use the estimates in Lemmas 3.3 and 3.7 to deduce the result.
To deduce (3.25), assume that $\pi_2(x) \in E(3b/4)$ and that $\pi_2 \circ v(x) \neq 0$. Let $z \in 0 \times \partial E(b)$ be the unique vector such that $\pi_2(z - x)$ is a positive scaling of $\pi_2(v(x))$. Note that $z \in X$ since

$$0 \times E(b) \subset E(a, b) \subset X$$

Furthermore, since $X$ is convex, we know that $(v(x), w - x) \leq 0$ for any $w \in X$. Therefore

$$0 \geq (v(x), z - x) = |\pi_2 \circ v(x)| \cdot |\pi_2(z - x)| + (\pi_1 \circ v(x), \pi_1(z - x))$$

Now note that since $\pi_2(x) \in E(3b/4)$ and $\pi_2(z) \in \partial E(b)$, we know that

$$|\pi_2(z - x)| \geq \frac{1 - (3/4)^{1/2}}{\pi^{1/2}} \cdot b^{1/2}$$

Likewise, $\pi_1(X) \subset 4 \cdot E(a)$ so that $|\pi_1(z - x)| \leq 4a^{1/2}/\pi^{1/2}$. Finally, $|\pi_1 \circ v(x)| \leq |v(x)| = 1$. Thus, we can conclude that

$$|\pi_2 \circ v(x)| \leq \frac{|\pi_1 \circ v(x)| \cdot |\pi_1(z - x)|}{|\pi_2(z - x)|} \leq \frac{4}{1 - (3/4)^{1/2}} \cdot (a/b)^{1/2}$$

**Acceleration bound** Now let $T = b^{1/2}$ and let $\gamma : [0, T] \to Y$ be a trajectory of $Iv$ with $\gamma(0) \in \Sigma$. Since $\pi_2(\gamma(0)) \in E(b/2)$, we know that there is an interval $[0, S] \subset [0, T]$ where $\pi_2 \circ \gamma([0, S]) \subset E(3b/4)$. Thus, by (3.25), we know that for $t \in [0, S]$ we have

$$|\pi_2(\gamma(t) - \gamma(0))| \leq \int_0^t |\pi_2 \circ Iv \circ \gamma| dt \leq A \cdot (a/b)^{1/2} \cdot t \leq A \cdot a^{1/2}$$

(3.27)

By picking $\epsilon > 0$ small enough so that $a/b$ is small, we can ensure the following inequality.

$$Aa^{1/2} \leq \left(\frac{3b}{4\pi}\right)^{1/2} - \left(\frac{b}{2\pi}\right)^{1/2}$$

(3.28)
With this choice of $\epsilon$, (3.27) and (3.28) imply that $\pi_2(\gamma(t) - \gamma(0)) \in E(3b/4)$ if $0 \leq t \leq T$. In fact, (3.27) implies that $\gamma$ is inside of a ball, i.e.

$$\gamma(t) \in E(16a) \times E(\pi A^2 \cdot a) + p \subset B \cdot E(a, a) + p$$

where

$$p := 0 \times \pi_2(\gamma(0))$$

Here $B := (16 + \pi A^2)^{1/2}$. The diameter of the ball $B \cdot E(a, a)$ is $2B \cdot (a/\pi)^{1/2}$. Therefore, by applying (3.22) and (3.23) we see that

$$\frac{2B a^{1/2}}{\pi^{1/2}} \cdot A_T(x) = \frac{\text{diam}(B \cdot E(a, a))}{T} \cdot \int_0^T |\dot{y}| dt \geq 1 - \frac{2 \text{diam}(B \cdot E(a, a))}{T}$$

$$= 1 - \frac{4B}{\pi^{1/2}} \cdot (a/b)^{1/2}$$

We now choose $C > 0$ and $\epsilon > 0$ independent of $a, b$ and $X$, such that

$$A_T(x) \geq \left(\frac{\pi^{1/2}}{2B} - 2 \cdot (a/b)^{1/2}\right) \cdot a^{-1/2} \geq Ca^{-1/2} \quad \text{if} \quad a/b \leq \epsilon$$

This proves the desired bound on time-averaged acceleration.

**Area bound** Let $U$ denote the convex domain given by the intersection $X \cap (\mathbb{C} \times E(b/2))$. Note that we have the following inclusion.

$$E(a/2, b/2) \subset E(a, b) \cap (\mathbb{C} \times E(b/2)) \subset U$$

Furthermore, the boundary of $U$ decomposes as follows.

$$\partial U = \Sigma \cup \Sigma' \quad \text{where} \quad \Sigma' := X \cap (\mathbb{C} \times \partial E(b/2))$$

Since $X \subset 4 \cdot E(a, b)$, we have $\Sigma' \subset R$ where $R$ is the hypersurface

$$R := 4 \cdot E(a, b) \cap (\mathbb{C} \times \partial E(b/2)) = E(31a/2) \times \partial E(b/2)$$

Combining the above facts and applying the monotonicity of surface area under inclusion of convex domains, we find that

$$\text{area}(\Sigma) = \text{area}(\partial U) - \text{area}(\Sigma') \geq \text{area}(\partial E(a/2, b/2)) - \text{area}(R)$$

By Lemma 3.7 and direct calculation, we compute the areas of $\partial E(a/2, b/2)$ and $R$ to be

$$\text{area}(\partial E(a/2, b/2)) \geq 2^{-3/2} \cdot ba^{1/2} \quad \text{area}(R) = \frac{31a}{2} \cdot (2\pi b)^{1/2} = 31 \cdot (\pi/2)^{1/2} \cdot (a/b)^{1/2} \cdot ba^{1/2}$$
Now let $B < 2^{-5/2}$ and choose $\epsilon > 0$ small enough to that if $a/b < \epsilon$ then

$$
2^{-3/2} - 31 \cdot (\pi/2)^{1/2} \cdot (a/b)^{1/2} > B
$$

By applying this inequality and the upper bound for area in Lemma 3.7, we find that for some $C > 0$ independent of $X, a$ and $b$ and an $\epsilon > 0$ as above, we have

$$
\text{area}(\Sigma) \geq (2^{-3/2} - 31 \cdot (\pi/2)^{1/2} \cdot (a/b)^{1/2}) \cdot ba^{1/2} \geq C \cdot ba^{1/2} \geq \text{area}(Y)
$$

This yields the desired area bound and concludes the proof of the lemma.

By plugging the bounds for $A_T$ and area$(\Sigma)$ from Lemma 3.16 into Lemma 3.13, we acquire the following variation of Corollary 3.15.

**Corollary 3.17** Let $X$ be a convex domain with smooth boundary $Y$, such that $E(a, b) \subset X \subset 4 \cdot E(a, b)$. Then there exists a $C > 0$ and $\epsilon > 0$ independent of $X, a$ and $b$ such that

$$
\int_Y S(I\nu, I\nu) \cdot d\sigma \geq C \cdot \frac{\text{area}(Y)^2}{a \cdot \int_Y H \cdot d\sigma} \quad \text{if} \quad a/b < \epsilon
$$

### 3.4 Proof of main bound

We now combine the results of Sect. 3.1–3.3 to prove Proposition 3.1.

**Proof (Proposition 3.1)** By Lemma 3.6, we may assume that $X$ is sandwiched between standard ellipsoid $E(a, b)$ with $0 < a \leq b$ and a scaling.

$$
E(a, b) \subset X \subset 4 \cdot E(a, b)
$$

We begin by proving the lower bound, under this assumption. By Lemma 3.11, we have

$$
\text{Ru}(Y) \geq \frac{1}{2\pi} \cdot \int_Y S(I\nu, I\nu) \cdot d\sigma \quad \text{(3.29)}
$$

By applying the lower bound in Corollary 3.15 and using the estimates for diameter, area, total curvature, volume and systolic ratio in Lemma 3.7, we see that for constants $B, C > 0$, we have
\[
\int_Y S(I\nu, I\nu) \cdot d\text{vol}_\sigma \geq \frac{\text{area}(Y)^2}{3 \cdot \text{diam}(Y)^2 \cdot \int_Y H \ d\text{vol}_\sigma} \\
\geq B \cdot a \geq C \cdot \text{vol}(X)^{1/2} \cdot \text{sys}(Y)^{1/2} \tag{3.30}
\]

On the other hand, suppose that \(\frac{a}{b} \ll 1\). Due to Lemma 3.7, this is equivalent to \(\text{sys}(Y) \ll 1\). By Corollary 3.17 and the estimates in Lemma 3.7, there are constants \(A, B, C > 0\) with

\[
\int_Y S(I\nu, I\nu) \ d\text{vol}_\sigma \\
\geq A \cdot \frac{\text{area}(Y)^2}{a \cdot \int_Y H \ d\text{vol}_\sigma} \geq B \cdot b \geq C \cdot \text{vol}(X)^{1/2} \cdot \text{sys}(Y)^{-1/2} \tag{3.31}
\]

By assembling the estimate (3.29) with the two estimates (3.30) and (3.31), we deduce the following lower bound for some \(C > 0\).

\[
\text{Ru}(Y) \geq C \cdot \text{vol}(X)^{1/2} \cdot \text{sys}(Y)^{-1/2} \tag{3.32}
\]

After some rearrangement, this is the desired lower bound.

The second inequality is easier to show. By using the upper bound in Lemma 3.11 and the estimate for the mean curvature in Lemma 3.7, we see that for some \(A, C > 0\) we have

\[
\text{Ru}(Y) \leq \int_Y H \ d\text{vol}_\sigma \leq A \cdot b \leq C \cdot \text{vol}(X)^{1/2} \cdot \text{sys}(Y)^{-1/2} \tag{3.33}
\]

This implies the desired upper bound, and concludes the proof.

\[
\square
\]

### 4 Non-convex, dynamically convex contact forms

In this section, we use the methods of [1] to construct dynamically convex contact forms with systolic ratio and volume close to 1, and arbitrarily small and arbitrarily large Ruelle invariant.

**Proposition 4.1** For every \(\epsilon > 0\), there exists a dynamically convex contact form \(\alpha\) on \(S^3\) satisfying

\[
\text{vol}(S^3, \alpha) = 1 \quad \text{sys}(S^3, \alpha) \geq 1 - \epsilon \quad \text{Ru}(S^3, \alpha) \leq \epsilon \tag{4.1}
\]

and there exists a dynamically convex contact form \(\beta\) on \(S^3\) satisfying

\[
\text{vol}(S^3, \beta) = 1 \quad \text{sys}(S^3, \beta) \geq 1 - \epsilon \quad \text{Ru}(S^3, \beta) \geq \epsilon^{-1} \tag{4.2}
\]
4.1 Hamiltonian disk maps

We begin with some notation and preliminaries on Hamiltonian maps of the
disk that we will need for the rest of the section.

Let $\mathbb{D} \subset \mathbb{R}^2$ denote the unit disk in the plane with ordinary coordinates
$(x, y)$ and polar coordinates $(r, \theta)$. We use $\lambda$ and $\omega$ to denote the standard
Liouville form and symplectic form.

$$
\lambda := \frac{1}{2} r^2 d\theta = \frac{1}{2} (x dy - y dx) \quad \text{and} \quad \omega := r dr \wedge d\theta = dx \wedge dy
$$

Let $\phi : [0, 1] \times \mathbb{D} \to \mathbb{D}$ be a the Hamiltonian flow (for $t \in [0, 1]$) generated
by a time-dependent Hamiltonian on $\mathbb{D}$ vanishing on the boundary, i.e.

$$
H : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{R} \quad \text{with} \quad H|_{\mathbb{R}/\mathbb{Z} \times \partial \mathbb{D}} = 0
$$

We let $X_H$ denote the Hamiltonian vector field and adopt the convention that
$\iota_{X_H} \omega = dH$. Since $H$ is constant on the boundary $\partial \mathbb{D}$, the Hamiltonian vector
field $X_H$ is tangent to $\partial \mathbb{D}$. Thus $\phi$ is a well-defined flow on $\mathbb{D}$. The differential
of $\phi$ defines a map $\phi_1 : \mathbb{R} \times \mathbb{D} \to \text{Sp}(2)$ with $\phi_1|_{0 \times \mathbb{D}} = \text{Id}$, which lifts uniquely
to a map

$$
\tilde{\phi} : \mathbb{R} \times \mathbb{D} \to \tilde{\text{Sp}}(2) \quad \text{satisfying} \quad \tilde{\phi}(S + T, z) = \tilde{\phi}(T, \phi_S(z)) \tilde{\phi}(S, z)
$$

There are two key functions on $\mathbb{D}$ associated to the family of Hamiltonian
diffeomorphisms $\phi$. First, there is the action and the associated Calabi invariant.

**Definition 4.2** The *action* $\sigma_\phi : \mathbb{D} \to \mathbb{R}$ and *Calabi invariant* $\text{Cal}(\mathbb{D}, \phi) \in \mathbb{R}$
of $\phi$ are defined by

$$
\sigma_\phi = \int_0^1 \phi_t^* (\iota_{X_H} \lambda + H) \cdot dt \quad \text{and} \quad \text{Cal}(\mathbb{D}, \phi) = \int_{\mathbb{D}} \sigma \cdot \omega \quad (4.4)
$$

The action measures the failure of $\phi$ to preserve $\lambda$, as captured by the following
formula.

$$
\phi_1^* \lambda - \lambda = d\sigma_\phi \quad (4.5)
$$

Next, there is the rotation map and the associated Ruelle invariant. To discuss
these quantities, we use the following lemma.
Lemma 4.3 Let \( \phi : [0, 1] \times \mathbb{D} \to \mathbb{D} \) be the flow of a Hamiltonian \( H : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{D} \) with \( \sigma_\phi > 0 \). Then the sequences \( r_n : \mathbb{D} \to \mathbb{R} \) and \( s_n : \mathbb{D} \to \mathbb{R} \) given by

\[
    r_n(z) := \frac{1}{n} \rho \circ \tilde{\Phi}(n, z) \quad \text{and} \quad s_n(z) := \frac{1}{n} \sum_{k=0}^{n-1} \sigma_\phi \circ \phi^k(z)
\]

converge in \( L^1(\mathbb{D}) \) to \( r_\phi \) and \( s_\phi \), respectively. The map \( s_k^{-1} \) also converges to \( s_\phi^{-1} \) in \( L^1(\mathbb{D}) \).

Proof We apply Kingman’s sub-additive ergodic theorem (see [20] and Remark 2.15) to the map \( g_n = r_n + C \) for sufficiently large \( C > 0 \). Applying (4.3) and the quasimorphism property of \( \rho \), we find that

\[
    g_{m+n} \leq g_m + g_n \circ \phi^m
\]

By Kingman’s ergodic theorem, this implies that \( \frac{g_n}{n} \) has a limit \( r_\infty \) in \( L^1(\mathbb{D}) \). Since \( \|g_n - r_n\|_{L^1} \) is bounded, we acquire the same result for \( r_n \).

By Birkhoff’s ergodic theorem, \( s_n \) converges to a limit \( s_\infty \in L^1(\mathbb{D}) \). Note that for some \( c > 0 \), we have

\[
    c^{-1} \leq \sigma_\phi \leq c \quad \text{and therefore} \quad c^{-1} \leq s_n \leq c
\]

Thus \( s_\infty > 0 \) pointwise almost everywhere and \( s_\infty^{-1} \) is well-defined almost everywhere. Since \( |s_n|^{-1} < c \), we can apply the dominated convergence theorem to conclude that \( s_k^{-1} \) is integrable and \( s_n^{-1} \to s_\infty^{-1} \) in \( L^1 \). A similar argument applies to \( r_n/s_n \), which converges to \( r_\infty/s_\infty \).

Definition 4.4 The rotation \( r_\phi : \mathbb{D} \to \mathbb{R} \) and Ruelle invariant \( \text{Ru}(\mathbb{D}, \phi) \in \mathbb{R} \) of \( \phi \) are defined by

\[
    r_\phi := \lim_{n \to \infty} r_n \quad \text{and} \quad \text{Ru}(\mathbb{D}, \phi) = \int_{\mathbb{D}} r_\phi \cdot \omega \quad (4.6)
\]

Remark 4.5 Our Ruelle invariant \( \text{Ru}(\mathbb{D}, \phi) \) of a symplectomorphism of the disk agrees with the two-dimensional version of the invariant introduced by Ruelle in [23].

The action, rotation, Calabi invariant and Ruelle invariant depend only on the homotopy class of \( \phi \) relative to the endpoints, or equivalently the element in the universal cover of \( \text{Ham}(\mathbb{D}, \omega) \).

We conclude this review with a discussion of periodic points and their invariants.
Definition 4.6 A periodic point \( p \) of \( \phi : \mathbb{D} \to \mathbb{D} \) is a point such that \( \phi^k(p) = p \) for some \( k \geq 1 \). The period \( \mathcal{L}(p) \), action \( \mathcal{A}(p) \) and rotation number \( \rho(p) \) of \( p \) are given, respectively, by

\[
\mathcal{L}(p) := \min \left\{ j > 0 | \phi^j(p) = p \right\} \quad \mathcal{A}(p) = \sum_{i=0}^{\mathcal{L}(p)-1} \sigma_{\phi} \circ \phi^i(p) \\
\rho(p) := \rho \circ \tilde{\Phi}(\mathcal{L}(p), p)
\]  

(4.7)

Note that the rotation number can also be written as \( \rho(p) = \mathcal{L}(p) \cdot r_{\phi}(p) \).

4.2 Open books of disk maps

We next review the construction of contact forms on \( S^3 \) from symplectomorphisms of the disk, using open books.

Construction 4.7 Let \( H : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{R} \) be a Hamiltonian with flow \( \phi : [0, 1] \times \mathbb{D} \to \mathbb{R} \) such that

(i) Near \( \partial \mathbb{D} \), \( H \) is of the form \( H(t, r, \theta) = B \cdot \pi(1 - r^2) \) for some \( B > 0 \).

(ii) The action function \( \sigma_{\phi} \) of the Hamiltonian is positive everywhere.

We now construct the open book contact form \( \alpha \) on \( S^3 \) associated to \((\mathbb{D}, \phi)\). We proceed by producing two contact manifolds \((U, \alpha)\) and \((V, \beta)\), then gluing them by a strict contactomorphism.

To construct \( U \), we consider the contact form \( dt + \lambda \) on \( \mathbb{R} \times \mathbb{D} \). Due to the identity \( d\sigma_{\phi} = \phi^*\lambda - \lambda \) in (4.5), the map \( f \) defined by

\[
f : \mathbb{R} \times \mathbb{D} \to \mathbb{R} \times \mathbb{D} \quad f(t, z) = (t - \sigma_{\phi}(z), \phi_1(z))
\]

is a strict contactomorphism. We form the following quotient space.

\[
U = \mathbb{R} \times \mathbb{D} / \sim \quad \text{defined by } (t, z) \sim f(t, z)
\]

Since \( \sigma_{\phi} \) is strictly positive by assumption (ii) in Construction 4.7, this quotient is a smooth manifold. The contact form \( dt + \lambda \) descends to a contact form \( \alpha \) on \( U \) because \( f \) is a strict contactomorphism. Note that a fundamental domain of this quotient is given by

\[
\Omega = \{(t, z) | 0 \leq t \leq \sigma_{\phi}(z)\}
\]

We observe that the Reeb vector field is simply given by \( R = \partial_t \). Thus the disk \( 0 \times \mathbb{D} \subset U \) is a surface of section for the Reeb flow on \( U \) with first return map \( \phi_1 \).
To construct $V$, we choose a small $\epsilon > 0$ and let

$$V := \mathbb{R}/\pi \mathbb{Z} \times D(\epsilon) \quad \beta := (1 - r^2)dt + \frac{B}{2}r^2d\theta$$

Here $D(\epsilon) \subset \mathbb{C}$ is the disk of radius $\epsilon$, $t$ is the $\mathbb{R}/\pi \mathbb{Z}$ coordinate and $(r, \theta)$ are radial coordinates on $D(\epsilon)$. There is a strict contactomorphism $\Psi$ identifying subsets of $U$ and $V$, given by

$$\Psi : V \setminus (\mathbb{R}/\pi \mathbb{Z} \times 0) \to U \quad \text{with} \quad \Psi(t, r, \theta) := (\frac{B}{2} \cdot \theta, \sqrt{1 - r^2}, 2t - B\theta)$$

We now define $Y = \text{int}(U) \cup_{\Psi} V$ as the gluing of the interior of $U$ and $V$ via $\Phi$, and $\alpha$ as the inherited contact form. Since $\phi$ is Hamiltonian isotopic to the identity, the resulting contact manifold $(Y, \ker \alpha)$ is contactomorphic to standard contact $S^3$.

**Proposition 4.8** (Open Book) Let $H$ and $\phi$ be as in Construction 4.7. Then there exists a contact form $\alpha$ on $S^3$ with the following properties.

(a) *Surface Of Section* There is an embedding $\iota : D \to S^3$ such that $\iota(D)$ is a surface of section with return map $\phi_1$ and first return time $\sigma$, and such that $\omega = \iota^*d\alpha$.

(b) *Volume* The volume of $(S^3, \alpha)$ is given by the Calabi invariant of $(D, \phi)$, i.e.

$$\text{vol}(S^3, \alpha) = \text{Cal}(D, \phi)$$

(c) *Ruelle* The Ruelle invariant of $(S^3, \alpha)$ is given by a shift of the Ruelle invariant of $(D, \phi)$.

$$\text{Ru}(S^3, \alpha) = \text{Ru}(D, \phi) + \pi$$

(d) *Binding* The binding $b = \iota(\partial D)$ is a Reeb orbit of action $\pi$ and rotation number $1 + 1/B$.

(e) *Orbits* Every simple orbit $\gamma \subset S^3 \setminus b$ corresponds to a periodic point $p$ of $\phi$ that satisfies

$$\text{lk}(\gamma, b) = \mathcal{L}(p) \quad \mathcal{A}(\gamma) = \mathcal{A}(p) \quad \rho(\gamma) = \rho(p) + \mathcal{L}(p)$$

In order to relate various invariants associated to $(S^3, \alpha)$ and its Reeb orbits to corresponding structures for $(D, \phi)$, we need to introduce a certain trivialization of $\xi$ over $U$. 
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Construction 4.9 Let \((U, \xi|_U)\) be as in Construction 4.7. We let \(\tau\) denote the continuous trivialization of \(\xi|_U\) defined as follows. On the fundamental domain \(\Omega\), we let

\[
\tau : \Omega \to \text{Hom}(\xi|_U, \mathbb{R}^2) \quad \text{given by} \quad \tau(t, z) := \exp(2\pi it/\sigma\phi(z)) \circ \Phi(t/\sigma\phi(z), z) \circ \Pi_D \quad (4.8)
\]

Here \(\Phi : [0, 1] \times D \to D\) is the differential \(d\phi\) of the flow \(\phi : [0, 1] \times D \to D\) and \(\Pi_D : \xi \to T^D\) denotes projection to the (canonically trivial) tangent bundle \(T^D\) of \(D\). Note also that \(\circ\) denotes composition of bundle maps.

To check that \(\tau\) descends to a well-defined trivialization on \(U\), we must check that it is compatible with the quotient map \(f : \mathbb{R} \times D \to \mathbb{R} \times D\). Indeed, we have

\[
\tau(\sigma\phi(z), z) = \Phi(1, z) \circ \Pi_D = \tau(0, \phi_1(z)) \circ df(\sigma\phi(z), z)
\]

This precisely states that projection commutes with the isomorphism identifying tangent spaces in the quotient, so \(\tau\) descends from \(\Omega\) to \(U\).

Lemma 4.10 Let \(\tau : \xi|_U \to \mathbb{R}^2\) be the trivialization in Construction 4.9. Then

(a) The restriction \(\tau|_K\) of \(\tau\) to any compact subset \(K \subset \text{int}(U)\) of the interior of \(U\) is the restriction of a global trivialization of \(\xi\) on \(S^3\).

(b) The local rotation number \(\text{rot}_\tau : U \to \mathbb{R}\) of \((U, \alpha|_U)\) with respect to \(\tau\) agrees with the restriction of the local rotation number \(\text{rot} : (S^3, \alpha)\) with respect to the global trivialization.

Proof Let \(V = \mathbb{R}/\pi\mathbb{Z} \times D(\epsilon)\) and \(\Psi\) be as in Construction 4.7. For any \(\delta < \epsilon\), we let \(V(\delta) \subset V\) and \(U(\delta) \subset U\) denote

\[
V(\delta) := \mathbb{R}/\pi\mathbb{Z} \times D(\delta) \subset V \quad \text{and} \quad U(\delta) := \text{int}(U) \setminus \text{int}(\Psi(V(\delta)))
\]

The sets \(U(\delta)\) are an exhaustion of \(\text{int}(U)\) by compact, Reeb-invariant contact submanifolds.

To show (a), we assume that \(K = U(\delta)\). The homotopy classes of trivializations \(T\) of \(\xi\) over \(U(\delta)\) are in bijection with \(H^1(U(\delta); \mathbb{Z}) \simeq \mathbb{Z}\). A map to \(\mathbb{Z}\) classifying elements of \(T\) is given by

\[
T \to \mathbb{Z} \quad \text{given by} \quad \sigma \mapsto \text{sl}(\gamma, \sigma) \quad (4.9)
\]

Here \(\text{sl}(\gamma, \sigma)\) is the self-linking number (in the trivialization \(\sigma\)) of the following transverse knot.

\[
\gamma : \mathbb{R}/2\pi\mathbb{Z} \to U(\delta) \quad \gamma(\theta) = \Psi(0, \epsilon, \theta) = \left(\frac{B\theta}{2}, \sqrt{1 - \epsilon^2}, -B\theta\right)
\]
The knot $\gamma$ bounds a Seifert disk $\Sigma = 0 \times \mathbb{D}(\epsilon)$ in $V \subset S^3$. The line field $\xi \cap \Sigma$ has a single positive elliptic singularity, so the self-linking number of the boundary $\gamma$ with respect to the global trivialization is $sl(\gamma) = -1$.

To compute $sl(\gamma, \tau)$, we push $\gamma$ into $\Sigma$ along a collar neighborhood to acquire a nowhere zero section $\eta : \mathbb{R}/2\pi \mathbb{Z} \to \xi$ and then compose with $\tau$ to acquire a map $\tau \circ \eta : \mathbb{R}/2\pi \mathbb{Z} \to \mathbb{R}^2 \setminus 0$. Up to isotopy through nowhere zero sections, we can compute that

$$\tau \circ \eta(\theta) = e^{i\theta} \in \mathbb{C} = \mathbb{R}^2$$

On the other hand, the self-linking number can be computed as the negative of the winding number of this map.

$$sl(\gamma, \tau) = -\text{wind}(\tau \circ \eta) = -1$$

Since the map (4.9) classifies elements of $\mathcal{T}$, this proves that on $U(\delta)$ the trivialization $\tau$ agrees with the restriction of a global trivialization.

To show (b), note that since $U(\delta)$ is compact, we can choose a global trivialization of $\xi$ on $S^3$

$$\sigma : \xi \simeq \mathbb{R}^2 \quad \text{such that} \quad \sigma|_{U(\delta)} = \tau|_{U(\delta)}$$

By Proposition 2.13(c), $\text{rot}_\sigma = \text{rot}$ on $S^3$ and so the local rotation numbers satisfy

$$\text{rot}|_{U(\delta)} = \text{rot}_\sigma|_{U(\delta)} = \text{rot}_\tau|_{U(\delta)}$$

Since this holds for any $\delta$, this shows (b) on all of $\text{int}(U)$.

Remark 4.11 It is possible to define the trivialization $\tau$ of $\xi|_U$ in such a way that it is not only homotopic but actually equal to the restriction of a global trivialization of the contact structure on $S^3$. We did not do this in order to avoid complicated formulas in the definition of $\tau$.

The following lemma relates the rotation number of the lifted linearized Reeb flow $\tilde{\Phi}_t : \mathbb{R} \times U \to \tilde{\text{Sp}}(2)$ on $(U, \alpha)$ to the rotation number of the lifted linearized flow $\tilde{\Phi} : \mathbb{R} \times \mathbb{D} \to \tilde{\text{Sp}}(2)$ of the Hamiltonian flow $\phi$ on $\mathbb{D}$.

Lemma 4.12 Let $\iota : \mathbb{D} \to U$ denote the inclusion of the disk $0 \times \mathbb{D} \subset U$. Let $p \in \mathbb{D}$ and consider the Reeb trajectory $\gamma : \mathbb{R} \to U$ satisfying $\gamma(0) = \iota(p)$. Let $0 = T_0 < T_1 < T_2 < \ldots$ denote the non-negative times at which the trajectory $\gamma$ intersects the disk $\iota(\mathbb{D})$. Then

$$\rho \circ \tilde{\Phi}_t(T_k, \iota(p)) = \rho \circ \tilde{\Phi}(k, p) + k$$
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for all non-negative integers $k$.

Proof. We abbreviate

$$p_i = \phi^i(p), \quad y_i = \iota(p_i) = \gamma(T_i), \quad L_i = T_{i+1} - T_i = \sigma_\phi(p_i)$$

Note that the lifted linearized Reeb flow with respect to $\tau$ at time $T_k$ can be written as

$$\widetilde{\Phi}_\tau(T_k, y_0) = \widetilde{\Phi}_\tau(L_{k-1}, y_{k-1}) \widetilde{\Phi}_\tau(L_{k-2}, y_{k-2}) \cdots \widetilde{\Phi}_\tau(L_0, y_0) \quad (4.10)$$

The linearized Reeb flow $\widetilde{\Phi}_\tau(L_i, y_i)$ takes place along a trajectory connecting $(0, p_i)$ to $(\sigma_\phi(p_i), p_i)$ in the fundamental domain $\Omega$. We may be directly compute from (4.8) that

$$\Phi_\tau(t, y_i) = \exp(2\pi i t / \sigma_\phi(z)) \circ \Phi(t / \sigma_\phi(z), p_i) \quad \text{and so}$$

$$\Phi_\tau(L_i, y_i) = \widetilde{\Xi} \cdot \Phi(1, p_i) \quad (4.11)$$

Here $\widetilde{\Xi}$ is the unique lift of $\text{Id} \in \text{Sp}(2)$ with $\rho(\widetilde{\Xi}) = 1$. This is a central element of $\tilde{\text{Sp}}(2)$, so combining (4.10) and (4.11) we have

$$\widetilde{\Phi}_\tau(T_k, y_0) = \widetilde{\Xi}^k \cdot \Phi(1, \phi^{k-1}(p)) \cdot \Phi(1, \phi^{k-2}(p)) \cdots \Phi(1, p) = \widetilde{\Xi}^k \cdot \Phi(k, p)$$

Since $\rho(\widetilde{\Xi} \cdot \Psi) = 1 + \rho(\Psi)$ for any $\Psi \in \tilde{\text{Sp}}(2)$, we can conclude that

$$\rho \circ \widetilde{\Phi}_\tau(T_k, \iota(p)) = \rho \circ \Phi(k, p) + k \quad \square$$

Proof of Proposition 4.8 We prove each of the properties (a)–(e) separately.

Surface of section Define the inclusion $\iota : \mathbb{D} \to S^3$ as the following composition.

$$\iota : \mathbb{D} = 0 \times \mathbb{D} \to \mathbb{R} \times \mathbb{D} \xrightarrow{\pi} Y \simeq S^3$$

The surface $0 \times \mathbb{D}$ is transverse to the Reeb vector field $\partial_t$ of $\mathbb{R} \times \mathbb{D}$ and intersects every flowline $\mathbb{R} \times z$. Also, $(\mathbb{R} \times z) \cap \Omega$ has action $\sigma_\phi(z)$ and ends on $(\sigma_\phi(z), z) \sim (0, \phi_1(z))$. Thus $\iota(\mathbb{D}) = \pi(0 \times \mathbb{D})$ is a surface of section with return time $\sigma_\phi$ and monodromy $\phi_1$. Finally, note that

$$\iota^*(d\alpha) = d(dt + \lambda)|_{0 \times \mathbb{D}} = \omega$$

This verifies all of the properties of $\iota : \mathbb{D} \to Y \simeq S^3$ listed in (a).
Calabi invariant This property follows from a simple calculation of the volume using the fundamental domain $\Omega$.

$$\text{vol} (Y, \alpha) = \int_Y \alpha \wedge d\alpha = \int_{\Omega} dt \wedge d\lambda = \int_{\mathbb{D}} \sigma_{\phi} \cdot \omega = \text{Cal}(\mathbb{D}, \phi)$$

Ruelle invariant Let $\text{rot} : S^3 \to \mathbb{R}$ be the local rotation number of $(S^3, \alpha)$. By Lemma 4.10, the restriction of $\text{rot}$ to the (open) fundamental domain $\Omega \subset S^3$ coincides with $\text{rot}_r$. Since $S^3 \setminus \Omega$ is measure 0 in $S^3$, we thus have

$$\text{Ru}(S^3, \alpha) = \int_{S^3} \text{rot} \cdot \alpha \wedge d\alpha = \int_{\Omega} \text{rot}_r \cdot dt \wedge \omega = \int_{\mathbb{D}} \iota^* \text{rot}_r \cdot \sigma_{\phi} \omega$$  \hspace{1cm} (4.12)

Here $\iota^* \text{rot}_r$ denotes the pullback of $\text{rot}_r$ via the map $\iota : \mathbb{D} \to S^3$ from (a). We have used the fact that $\text{rot}_r$ is constant along Reeb trajectories. This follows directly from the definition of $\text{rot}_r$ as a time average.

To apply this alternative formula for $\text{Ru}(S^3, \alpha)$, let $T_k$ denote the $k$th positive time that the Reeb trajectory $\gamma : [0, \infty) \to S^3$ intersects the surface of section $\iota(D)$. Then

$$\iota^* \text{rot}_r = \lim_{k \to \infty} \rho \circ \Phi_r(T_k, -) = \lim_{k \to \infty} \rho \circ \Phi(k, -) + k \sum_{i=0}^{k-1} \sigma_{\phi} \circ \phi^i = \frac{r_{\phi} + 1}{s_{\phi}}$$

Here the second equality is a consequence of Lemma 4.12. The maps $r_{\phi}$ and $s_{\phi}$ are the averaged rotation and action maps constructed in Lemma 4.3. By construction, these maps are invariant under pullback by $\phi$. Thus

$$\int_{\mathbb{D}} \frac{r_{\phi} + 1}{s_{\phi}} \cdot \sigma_{\phi} \omega = \frac{1}{n} \sum_{k=0}^{n-1} \int_{\mathbb{D}} [\phi^k]^* (\frac{r_{\phi} + 1}{s_{\phi}} \cdot \sigma_{\phi} \omega)$$

$$= \int_{\mathbb{D}} \frac{r_{\phi} + 1}{s_{\phi}} \cdot s_n \omega \text{ where } s_n = \frac{1}{n} \sum_{k=0}^{n-1} \sigma_{\phi} \circ \phi^k$$

By Lemma 4.3, we know that $s_n \to s_{\phi}$ in $L^1(\mathbb{D})$. Thus, by combining the above formula in the $n \to \infty$ limit with (4.12), we acquire the desired property.

$$\text{Ru}(S^3, \alpha) = \int_{\mathbb{D}} \frac{r_{\phi} + 1}{s_{\phi}} \cdot \sigma_{\phi} \cdot \omega = \int_{\mathbb{D}} \frac{r_{\phi} + 1}{s_{\phi}} \cdot s_{\phi} \cdot \omega$$

$$= \int_{\mathbb{D}} (r_{\phi} + 1) \cdot \omega = \text{Ru}(\mathbb{D}, \phi) + \pi$$
Binding Let \( b = \iota(\partial \mathbb{D}) \) be the binding which coincides with \( \mathbb{R}/\pi \mathbb{Z} \times 0 \) in \( V \). First note that the Reeb vector field is given on \( (V, \beta) \) by the following formula.

\[
R_{\beta} = \partial_t + \frac{2}{B} \partial_\theta
\]  

(4.13)

Thus \( b \) is a Reeb orbit. Since \( b \) bounds a symplectic disk \( \iota(\mathbb{D}) \subset S^3 \) of area \( \pi \), the action is \( \pi \). To compute \( \rho(b) \), note that there is a natural trivialization of \( \xi|_V = \ker(\beta) \) given by

\[
v : \xi|_V \subset TV \xrightarrow{\pi} T\mathbb{D} = \mathbb{R}^2
\]

The Reeb flow \( \phi : \mathbb{R} \times V \to V \) and the linearized Reeb flow \( \Phi_{\nu} : \mathbb{R} \times V \to \text{Sp}(2) \) with respect to \( \nu \) can be calculated from (4.13), as follows.

\[
\phi_t(s, z) = (s + t, e^{2it/B} \cdot z) \quad \Phi_{\nu}(t, s, z) = e^{2it/B}
\]

Thus the rotation number \( \rho(b, \nu) \) of \( b \) in the trivialization \( \nu \) is \( 1/B \). Finally, to compute the rotation number \( \rho(b) = \rho(b, \tau) \) with respect to the global trivialization \( \tau \) on \( \xi \), we note that

\[
\rho(b, \tau) - \rho(b, \nu) = \mu(\tau \circ \nu^{-1}|_b) = c_1(\xi|_{\iota(\mathbb{D})}, \tau) - c_1(\xi|_{\iota(\mathbb{D})}, \nu) = -c_1(\xi|_{\iota(\mathbb{D})}, \nu)
\]

Here \( \mu : \pi_1(\text{Sp}(2)) \to \mathbb{Z} \) is the Maslov index and \( c_1(\xi|_{\iota(\mathbb{D})}, -) \) is the relative Chern class of \( \xi|_{\iota(\mathbb{D})} \) with respect to a given trivialization over \( \iota(\partial \mathbb{D}) \), which vanishes for \( \tau \).

On the other hand, the trivialization \( \nu \) is specified by the section of \( \xi|_{\iota(\mathbb{D})} \) given by pushing \( \iota(\partial \mathbb{D}) \) into \( \iota(\mathbb{D}) \) along a collar neighborhood. Thus, \( -c_1(\xi|_{\iota(\mathbb{D})}, \nu) \) is precisely the self-linking number \( \text{sl}(b) \) of \( b \). This number can be calculated as a signed count of singularities of the line field \( \xi \cap \iota(\mathbb{D}) \), which has 1 elliptic singularity. Thus \( \text{sl}(b) = -1 \) and \( \rho(b) = 1 + 1/B \).

Orbits An embedded closed orbit \( \gamma : \mathbb{R}/L\mathbb{Z} \to Y \) of \( \alpha \) that is disjoint from the binding \( b \) is equivalent to a closed orbit of \( (U, \alpha|_U) \). The orbit \( \gamma \) intersects the surface of section \( \iota(\mathbb{D}) \) transversely at \( n \geq 1 \) times \( T_0 = 0, T_1, \ldots, T_n = L \). Let

\[
p_k \in \mathbb{D} \quad \text{be such that} \quad \iota(p_k) = \gamma(T_k) \cap \iota(\mathbb{D})
\]

Since \( \iota(\mathbb{D}) \) is a surface of section, we have \( p_{i+1} = \phi(p_i) \) and since \( \gamma \) is closed, \( p_n = p_0 \). Thus \( p = p_0 \) is a periodic point of period

\[
\mathcal{L}(p) = n = \iota_*[\mathbb{D}] \cdot [\gamma] = \text{lk}(\gamma, b)
\]
Next, note that on the interval \([T_i, T_{i+1}]\), \(\gamma\) restricts to a map \([T_i, T_{i+1}] \to \Omega\) given by \(\gamma(t) = (t, \iota(p_i))\), from which it follows that
\[
A(\gamma) = \sum_{k=0}^{n-1} \int_{T_k}^{T_{k+1}} \gamma^* (dt + \alpha) = \sum_{k=0}^{n-1} \int_{0}^{\sigma(p_k)} dt = \sum_{k=0}^{n-1} \sigma \circ \phi^k(p) = A(p)
\]
Finally, due to Lemma 4.10 we may use the trivialization \(\tau\) to compute the rotation number. We have
\[
\rho(\gamma) = \rho \circ \tilde{\Phi}_r(L, \gamma(0)) = \rho \circ \tilde{\Phi}(n, p) + n = \rho(p) + \mathcal{L}(p)
\]
Here the second equality uses Lemma 4.12. This completes the proof of (e), and the entire proposition.

### 4.3 Radial Hamiltonians

A Hamiltonian \(H : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{R}\) that is rotationally invariant will be called \textit{radial}. In other words, \(H\) is radial if it can be written as
\[
H(t, r, \theta) = h(t, r) \quad \text{for a map} \quad h : \mathbb{R}/\mathbb{Z} \times [0, 1] \to \mathbb{R}
\]
We will require a few lemmas regarding radial Hamiltonians.

**Lemma 4.13** Let \(H : \mathbb{D} \to \mathbb{R}\) be an autonomous, radial Hamiltonian with \(H = h \circ r\). Then
\[
\sigma_{\phi}(r, \theta) = h(r) - \frac{1}{2} rh'(r) \quad \text{and} \quad r_{\phi}(r, \theta) = -\frac{h'(r)}{2\pi r}
\]

**Proof** We calculate the Hamiltonian vector field \(X_H\) and the action function \(\sigma_{\phi}\) as follows.
\[
X_H = -\frac{h'}{r} \cdot \partial_\theta \quad \text{and} \quad \sigma_{\phi}(r, \theta) = \int_{0}^{1} \phi^* \left( -\frac{rh'(r)}{2} + h(r) \right) \cdot dt = h(r) - \frac{1}{2} rh'(r)
\]
Here we use the fact that the Hamiltonian flow \(\phi\) preserves any function of \(r\). Next, we note that the differential \(\Phi : \mathbb{R} \times \mathbb{D} \to \mathbb{D}\) of the flow \(\phi\) is given by
\[
\Phi(t, z)v = \exp\left( \frac{-h'}{r} \cdot it \right)v + \frac{it(rh'' - h')}{r^2} \cdot \exp\left( \frac{-h'}{r} \cdot it \right)z \cdot dr(v)
\]
Note that if we use \( s = iz/|z| \), then \( dr(v) = 0 \). Thus, if \( \tilde{\Phi} : \mathbb{R} \times \mathbb{D} \to \tilde{\text{Sp}}(2) \) denotes the lift of \( \Phi \), and \( \rho_s \) denotes the rotation number relative to \( s \) (see Definition 2.5) then

\[
\Phi(t, z)s = \exp\left(\frac{-h'(r)}{r} \cdot it\right)s \quad \text{and thus} \quad \rho_s \circ \tilde{\Phi}(T, z) = T \cdot \frac{-h'(r)}{2\pi r}
\]  

(4.15)

Since \( \rho_s : \tilde{\text{Sp}}(2) \to \mathbb{R} \) and \( \rho : \tilde{\text{Sp}}(2) \to \mathbb{R} \) are equivalent quasimorphisms (Lemma 2.6), we have

\[
r_\phi = \lim_{T \to \infty} \frac{\rho \circ \tilde{\Phi}(T, -)}{T} = \lim_{T \to \infty} \frac{\rho_s \circ \tilde{\Phi}(T, -)}{T} = -\frac{h' \circ r}{2\pi r} \quad \text{in } L^1(\mathbb{D})
\]

This concludes the proof of the lemma. \( \Box \)

More generally, a Hamiltonian \( H : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{R} \) is called radial around \( p \in \mathbb{D} \) if \( H \) is invariant under rotation around \( p \), i.e. if \( H \) can be written as

\[
H(t, x, y) = h(t, r_p) \quad \text{for a map} \quad h : \mathbb{R}/\mathbb{Z} \times [0, 1] \to \mathbb{R}
\]

Here \( r_p : \mathbb{D} \to \mathbb{R} \) be the distance from \( p \), i.e. \( r_p(z) = |z - p| \).

**Lemma 4.14** Let \( H : \mathbb{D} \to \mathbb{R} \) be an autonomous Hamiltonian that is radial around \( p = (a, b) \in \mathbb{D} \), with \( H = h \circ r_p \), in a neighborhood \( U \) of \( p \). Then on \( U \), we have

\[
\sigma_\phi = h(r_p) - \frac{1}{2} r_p h'(r_p) + u_p - \phi_1^* u_p \quad \text{and} \quad r_\phi = -\frac{h'(r_p)}{2\pi r_p}
\]  

(4.16)

Here the map \( u_p : \mathbb{D} \to \mathbb{R} \) is given by \( u_p(x, y) = (bx - ay)/2 \).

**Proof** Let \( \lambda_p \) be the radial Liouville form on \( (\mathbb{D}, \omega) \) centered at \( p \). That is, \( \lambda_p \) is given by

\[
\lambda_p = \frac{1}{2} ((x - a)dy - (y - b)dx) = \lambda + du_p
\]

Let \( \tau : \mathbb{D} \to \mathbb{R} \) be the function described in (4.16). Then by Lemma 4.13, we know that on \( U \) we have

\[
d\tau = (\phi_1^* \lambda_p - \lambda_p) + (\phi_1^* du_p - u_p) = \phi_1^* \lambda - \lambda = d\sigma_\phi
\]

Thus it suffices to check that \( \sigma_\phi(p) = \tau(p) \). Since \( rh'(p) = 0 \) and \( u_p(p) = u_p(\phi_1(p)) = 0 \), we see that \( \tau(p) = h(0) = H(p) \). On the other hand,
$X_H(p) = 0$, we see that

$$\sigma_\phi(p) = \int_0^1 \phi^*_t(\lambda(X_H) + H)dt = \int_0^1 h(0)dt = \tau(p)$$

Thus $\sigma_\phi(p) = \tau(p)$. The formula for $r_\phi$ follows from identical arguments to Lemma 4.13.

### 4.4 Special Hamiltonian maps

We next construct a special Hamiltonian flow $\phi$ on the disk, depending on a set of parameters, and establish its basic properties with respect to action, rotation and periodic orbits. The desired contact forms in Proposition 4.1 with small and large Ruelle invariant correspond (via Proposition 4.8) to $\phi$ for suitable choices of parameters (see Sect. 4.5).

The special Hamiltonian flow $\phi$ is constructed as the product of a pair of simpler flows.

$$\phi = \phi^H \bullet \phi^G$$

Here $\phi^G : [0, 1] \times \mathbb{D} \to \mathbb{D}$ and $\phi^H : [0, 1] \times \mathbb{D} \to \mathbb{D}$ are autonomous flows generated by $G$ and $H$, and the product $\bullet$ occurs in the universal cover of the group $\text{Ham}(\mathbb{D}, \omega)$ of Hamiltonian diffeomorphisms of $(\mathbb{D}, \omega)$. We denote the Hamiltonian generating $\phi$ by

$$H^\#G : \mathbb{R}/\mathbb{Z} \times \mathbb{D} \to \mathbb{R}$$

**Setup 4.15** We will require the following setup in the construction of $\phi$. The setup and notation established here will be used for the remainder of Sect. 4.4.

(a) Fix an integer $n \geq 10$ and let $S(n, k) \subset \mathbb{D}$ for $0 \leq k \leq n - 1$ be the sector of points

$$S(n, k) := \{r e^{i\theta} \in \mathbb{D} : 2\pi k/n < \theta < 2\pi (k + 1)/n\}$$

(b) Fix a finite union $U \subset \mathbb{D}$ of disjoint disks in $\mathbb{D}$ such that each of the component disks $D \subset U$ is contained in one of the sectors $S(n, k)$ and such that for every $D \subset U$ the disk $e^{2\pi i/n} \cdot D$ is a component disk of $U$ as well. We let

$$d(U) := \max \{\text{diam}(D) : D \subset U \text{ is a component disk}\}$$

That is, $d(U)$ is the maximal diameter of a disk in $U$. 
(c) Fix a constant $\delta > 0$ that is much smaller than the radius of each disk $D$, than the distance between any two of the disks $D$ and $D'$, and than the distance between $D$ and the boundary of any of the sectors $S(n, k)$. For any subset $S \subset \mathbb{D}$, we use the notation

$$N(S) := \{ z \in \mathbb{D} \mid |z - p| \leq \delta \text{ for some } p \in S \}$$

The neighborhoods $N(\partial D)$, $N(D)$, $N(U)$ and $N(\partial U)$ will be of particular importance.

(d) Fix a real number $R \in \mathbb{R}$. For every $s > \delta$ sufficiently large compared to $\delta$, there exists a smooth, monotonic function $g_s : [0, s + \delta] \to \mathbb{R}$ with support contained in $[0, s + \delta)$ satisfying the following conditions.

$$g_s(r) = \pi \cdot R \cdot (s^2 - r^2) \quad \text{if } r \leq s - \delta \quad (4.17)$$

$$|g'_s(r)| \leq 2\pi \cdot |R| \cdot (s - \delta) \quad \text{if } s - \delta \leq r \leq s + \delta \quad (4.18)$$

Choose such a function $g_s$ for every $s$ that arises as the radius of a component disk $D \subset U$.

We now introduce the two Hamiltonians $H$ and $G$ in some detail. The construction of $H$ only depends on the integer $n$. The construction of $G$ depends on $U$, $\delta$, $R$ and the choice of $g_s$.

**Construction 4.16** We let $H : \mathbb{D} \to \mathbb{R}$ denote the radial Hamiltonian given by the formula

$$H(r, \theta) := \frac{\pi(n + 1)}{n} \cdot (1 - r^2) \quad (4.19)$$

The Hamiltonian vector field is $X_H = \frac{2\pi(n+1)}{n} \cdot \partial_\theta$ and so the Hamiltonian flow is given by

$$\phi^H : \mathbb{R} \times \mathbb{D} \to \mathbb{D} \quad \text{with} \quad \phi^H(t, z) = \exp\left(\frac{2\pi(n+1)}{n} \cdot it\right) \cdot z \quad (4.20)$$

In particular, the time 1 flow is rotation by $\frac{2\pi}{n}$ and preserves the collection $U$.

**Construction 4.17** We let $G : \mathbb{D} \to \mathbb{R}$ denote a Hamiltonian that is invariant under rotation by angle $2\pi / n$ and that vanishes away from $N(U)$. That is

$$G(z) = G(e^{2\pi i/n} \cdot z) \quad \text{and} \quad G|_{\mathbb{D} \setminus N(U)} = 0 \quad (4.21)$$
Furthermore, let $D$ be a component disk of $U$ that is centered at $p \in \mathbb{D}$ and with radius $s$. Then we assume that $G$ is given by

$$G|_{N(D)} = g_s \circ r_p \quad (4.22)$$

in the neighbourhood $N(D)$ of the disk $D$. This fully specifies $G$ on all of $\mathbb{D}$.

A crucial fact that we will use later without comment is that $\phi^G$ and $\phi^H$ commute as elements of the universal cover of $\text{Ham}(\mathbb{D}, \omega)$, i.e. $\phi^G \cdot \phi^H = \phi^H \cdot \phi^G$. The remainder of this section is devoted to calculating properties of the action, rotation and periodic points of the map $\phi$.

**Lemma 4.18** (Action of $\phi$) The action map $\sigma_{\phi} : \mathbb{D} \to \mathbb{R}$ and Calabi invariant $\text{Cal}(\mathbb{D}, \phi)$ satisfy

$$\sigma_{\phi} = \pi \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D) \cdot \chi_D + O(d(U)) \quad \text{on} \quad \mathbb{D} \setminus N(\partial U)$$

$$\pi/2 + \min \{ 0, R \} \cdot 2\pi/n \leq \sigma_{\phi} \leq 2\pi + \max \{ 0, R \} \cdot 2\pi/n \quad \text{on} \quad \mathbb{D}$$

$$\text{Cal}(\mathbb{D}, \phi) = \pi^2 \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U)) + O(|R| \cdot \text{area}(\partial U))$$

**Proof** Since $\phi^G$ and $\phi^H$ commute, we have $\sigma_G \circ \phi^H_1 = \sigma_G$ and therefore

$$\sigma_{\phi} = \sigma_G \circ \phi^H_1 + \sigma_H = \sigma_G + \sigma_H$$

Thus we must compute the action map of $G$ and $H$. First, we note that $H$ is radial by (4.19). Thus we apply Lemma 4.13 to see

$$\sigma_H = \pi \left( 1 + \frac{1}{n} \right) \quad \text{on all of} \quad \mathbb{D}$$

Next we compute the action map of $G$. Let $D$ be a component disk of $U$ centered at $p$ and of radius $s$. We can apply Lemma 4.14 to see that

$$\sigma_G = g_s(r_p) - \frac{1}{2} r_p g'_s(r_p) + (u_p - (\phi^G_1)^* u_p)$$

$$= R \text{area}(D) + O(d(U)) \quad \text{on} \quad D \setminus N(\partial D)$$

Here we used expression (4.17) for $g_s$. It follows from the definition of $u_p$ in Lemma 4.14 and the fact that $d(U)$ is an upper bound on the diameter of $D$ that $|u_p - (\phi^G_1)^* u_p|$ is bounded above by $d(U)$. Since $\sigma_G = 0$ outside of $N(D)$, we thus acquire the formula

$$\sigma_G = R \sum_{D \subset U} \text{area}(D) \cdot \chi_D + O(d(U)) \quad \text{on} \quad \mathbb{D} \setminus N(\partial U)$$

$$\sigma_{\phi} = \pi \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D) \cdot \chi_D + O(d(U)) \quad \text{on} \quad \mathbb{D} \setminus N(\partial U)$$

$$\pi/2 + \min \{ 0, R \} \cdot 2\pi/n \leq \sigma_{\phi} \leq 2\pi + \max \{ 0, R \} \cdot 2\pi/n \quad \text{on} \quad \mathbb{D}$$

$$\text{Cal}(\mathbb{D}, \phi) = \pi^2 \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U)) + O(|R| \cdot \text{area}(\partial U))$$

$$\pi/2 + \min \{ 0, R \} \cdot 2\pi/n \leq \sigma_{\phi} \leq 2\pi + \max \{ 0, R \} \cdot 2\pi/n \quad \text{on} \quad \mathbb{D}$$

$$\text{Cal}(\mathbb{D}, \phi) = \pi^2 \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U)) + O(|R| \cdot \text{area}(\partial U))$$

$$\pi/2 + \min \{ 0, R \} \cdot 2\pi/n \leq \sigma_{\phi} \leq 2\pi + \max \{ 0, R \} \cdot 2\pi/n \quad \text{on} \quad \mathbb{D}$$

$$\text{Cal}(\mathbb{D}, \phi) = \pi^2 \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U)) + O(|R| \cdot \text{area}(\partial U))$$

$$\pi/2 + \min \{ 0, R \} \cdot 2\pi/n \leq \sigma_{\phi} \leq 2\pi + \max \{ 0, R \} \cdot 2\pi/n \quad \text{on} \quad \mathbb{D}$$

$$\text{Cal}(\mathbb{D}, \phi) = \pi^2 \left( 1 + \frac{1}{n} \right) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U)) + O(|R| \cdot \text{area}(\partial U))$$
Adding (4.26) and (4.27) yields the desired formula (4.23) and implies (4.24) away from $N(\partial U)$. We can estimate on the neighbourhood $N(\partial D)$

$$|\sigma_G| \leq |g_i(r_p) - \frac{1}{2} r_p g'_i(r_p)| + |u_p - (\phi_1^G)^*u_p| \leq 2|R|s^2 + |u_p - (\phi_1^G)^*u_p|$$

We observe that $\pi s^2 < \pi/n$ and $|u_p - (\phi_1^G)^*u_p| < 1$. Moreover, $\sigma_G \geq 0$ if $R > 0$ and $\sigma_G \leq 0$ if $R < 0$. Adding $\sigma_G$ to the formula (4.26) for $\sigma_H$ thus yields (4.24) on $N(\partial D)$. Finally, since $|\sigma_G| = O(|R|)$, the integral of $\sigma_G$ over $\mathbb{D}$ agrees with the integral over $\mathbb{D} \setminus N(\partial U)$ up to an $O(|R| \cdot \text{area}(N(\partial U)))$ term. This proves (4.25).

**Lemma 4.19 (Rotation of $\phi$)** The rotation map $r_\phi : \mathbb{D} \to \mathbb{R}$ and the Ruelle invariant $\text{Ru}(\mathbb{D}, \phi)$ satisfy

$$r_\phi = (1 + \frac{1}{n}) + R \sum_{D \subset U} \chi_D \quad \text{on} \quad \mathbb{D} \setminus N(\partial U) \quad (4.28)$$

$$1 + \frac{1}{n} + \min \{0, R\} \leq r_\phi \leq 1 + \frac{1}{n} + \max \{0, R\} \quad \text{on} \quad \mathbb{D} \quad (4.29)$$

$$\text{Ru}(\mathbb{D}, \phi) = \pi (1 + \frac{1}{n}) + R \sum_{D \subset U} \text{area}(D) + O(R \cdot \text{area}(N(\partial U))) \quad (4.30)$$

**Proof** In the universal cover of $\text{Ham}(\mathbb{D}, \phi)$, the time $k$ flow $\phi^k$ of $G \# H$ can be factored in terms of the time $1$ flow $\phi^G : [0, 1] \times \mathbb{D} \to \mathbb{D}$ of $G$ and the time $1$ flow $\phi^H : [0, 1] \times \mathbb{D} \to \mathbb{D}$ of $H$, as follows.

$$\phi^k = (\phi^H \cdot \phi^G)^k = \phi^H \cdot \phi^G \cdot \phi^H \cdot \cdots \cdot \phi^H \cdot \phi^G$$

This factorization is inherited by the lifted differential $\tilde{\Phi} : \mathbb{R} \times \mathbb{D} \to \tilde{\text{Sp}}(2)$ of $\phi : \mathbb{R} \times \mathbb{D} \to \mathbb{D}$ due to the cocycle property of $\tilde{\Phi}$.

$$\tilde{\Phi}(k, z) = \tilde{\Phi}^H(1, \phi^G \circ \phi^{k-1}(z)) \cdot \tilde{\Phi}^G(1, \phi^{k-1}(z)) \cdot \cdots \cdot \tilde{\Phi}^H(1, \phi^G \circ \phi^{k-2}(z)) \cdot \cdots \cdot \tilde{\Phi}^G(1, z) \quad (4.31)$$

To apply this, we note that the differential $\Phi^H : [0, 1] \times \mathbb{D} \to \text{Sp}(2)$ of the flow of $H$ is given by

$$\Phi^H(t, z) = \exp(2\pi (1 + 1/n) \cdot it) \quad \text{for any} \quad z \in \mathbb{D} \quad (4.32)$$

Likewise, the differential $\Phi^G : [0, 1] \times \mathbb{D} \to \text{Sp}(2)$ of the flow of $G$ is given by the formula

$$\Phi^G(t, z) = \exp(2\pi \cdot R \cdot it) \quad \text{if} \quad z \in U \setminus N(\partial U) \quad \text{and}$$
\[ \Phi^G(t, z) = \text{Id} \text{ if } z \in \mathbb{D} \setminus N(D) \] (4.33)

By combining (4.32) and (4.33) with the decomposition (4.31), we acquire the following formula.

\[ \rho \circ \Phi(k, z) = k \cdot \left(1 + \frac{1}{n} + R \sum_{D \subset U} \chi_D(z) \right) \text{ if } z \in \mathbb{D} \setminus N(\partial U) \] (4.34)

By dividing (4.34) by \( k \) and taking the limit as \( k \to \infty \), we acquire the first formula (4.28).

Next, we examine the rotation number in the region \( N(\partial D) \). Fix a component disk \( D \subset U \) centered at \( p \) and a point \( z \in N(\partial D) \). Let \( S \subset N(\partial D) \) be a circle centered at \( p \) with \( z \in S \), and let \( u \in T_z S \) be a unit tangent vector to \( S \) at \( z \). Finally, let

\[
\begin{align*}
S_i &= \phi^i(S) \quad z_i = \phi^i(z) \quad w_i = \phi^G \circ \phi^i(z) \\
u_i &= \Phi(i, z)u \quad v_i = \Phi^G(1, \phi^i(z)) \Phi(i, z)u
\end{align*}
\]

Note that these points and vectors satisfy \( z_i \in S_i, w_i \in S_i, u_i \in T_{z_i} S_i \) and \( v_i \in T_{w_i} S_i \) for each \( i \). By applying the decomposition (4.31) and the additivity property (2.7) of \( \rho_s \), we see that

\[ \rho_u(\Phi(k, z)) = \sum_{i=0}^{k-1} \rho_u_i(\Phi^G(1, z_i))) + \sum_{i=0}^{k-1} \rho_v_i(\Phi^H(1, w_i)) \] (4.35)

Since \( \phi^H \) is just an orthogonal rotation, we can use (4.32) to immediately conclude that

\[ \rho_{v_i}(\Phi^H(1, z_i))) = 1 + \frac{1}{n} \] (4.36)

On the other hand, since \( u_i \) is tangent to the circle \( S_i \), we may use the formula (4.15) to see that

\[ \rho_{u_i}(\Phi^G(1, z_i))) = - \frac{g_s'(r_p(z))}{2\pi r_p(z)} \] (4.37)

Here \( g_s \) is the function such that \( G|_{N(D)} = g_s \circ r_p \). By our hypotheses, we know that

\[ \frac{|g_s'(r_p(z))|}{2\pi r_p(z)} \leq |R| \quad \text{and} \quad \text{sgn}\left(-\frac{g_s'(r_p(z))}{2\pi r_p(z)}\right) = \text{sgn}(R) \]
By plugging in the formulas (4.35) and (4.36), we can estimate $\rho_u \circ \tilde{\Phi}(k, z)$ as follows.

$$k \cdot (1 + \frac{1}{n} + \min \{0, R\}) \leq \rho_u \circ \tilde{\Phi}(k, z) \leq k \cdot (1 + \frac{1}{n} + \max \{0, R\})$$

We can therefore estimate $r_\phi$. Since $\rho_u$ and $\rho$ are equivalent (Lemma 2.6) we find that

$$r_\phi(z) = \lim_{k \to \infty} \frac{\rho_u \circ \tilde{\Phi}(k, z)}{k} \quad \text{and thus}$$

$$1 + \frac{1}{n} + \min \{0, R\} \leq r_\phi(z) \leq 1 + \frac{1}{n} + \max \{0, R\}$$

Finally, the Ruelle invariant agrees with the integral of (4.28) over $\mathbb{D} \setminus N(\partial U)$ up to an $O(|R| \cdot \text{area}(N(\partial U)))$ term. This proves (4.30). 

\begin{proof}

**Lemma 4.20 (Periodic Points of $\phi$)** Suppose that $R > -2$. Then the periodic points of $\phi : \mathbb{D} \to \mathbb{D}$ satisfy

$$A(p) \geq \pi \quad \text{and} \quad \rho(p) + L(p) > 1 \quad (4.38)$$

First, consider the center $c = 0 \in \mathbb{D}$, where $\phi = \phi^H$. This periodic point has period $L(c) = 1$. Thus, due to Lemmas 4.18 and 4.19, the action and rotation number are given by

$$A(c) = \sigma_\phi(c) = \pi (1 + \frac{1}{n}) \quad \rho(c) = r_\phi(c) = 1 + \frac{1}{n}$$

Any other periodic point $p$ of $H$ has period $L(p) \geq n$, since $\phi$ rotates the sector $S(n, k)$ to the section $S(n, k + 1)$. Since $n \geq 10$ and $R > -2$, we have $\sigma_\phi \geq \pi/10$ (by Lemma 4.18). The action of $p$ is bounded below as follows.

$$A(p) = \sum_{i=0}^{L(p)-1} \sigma_\phi(\phi^i(p)) \geq \frac{\pi}{10} \cdot L(p) \geq \pi$$

Likewise, we apply Lemma 4.19 to see that the rotation number of $p$ is bounded as follows.

$$\rho(p) = L(p) \cdot r_\phi(p) \geq L(p) \cdot (1 + \frac{1}{n} + \min \{0, R\})$$

$$> L(p) \cdot (-1 + \frac{1}{n}) \geq -L(p) + 1$$

In particular, the rotation number satisfies $\rho(p) + L(p) > 1$. 
\end{proof}
4.5 Main construction

We conclude this section by proving Proposition 4.1.

Proof (Proposition 4.1) We construct the small Ruelle invariant and large Ruelle invariant contact forms separately. The basic strategy in both cases is to construct the special Hamiltonian flow of Sect. 4.4 with a specific choice of parameters, apply the open book construction of Proposition 4.8 to acquire a contact form and verify the desired properties by computing the relevant invariants (e.g. period, index, Calabi invariant) of \( \phi \).

**Small Ruelle case** We begin by choosing the parameters \( n, U, \delta \) and \( R \) from Setup 4.15. Fix a large positive real number \( \kappa \). Choose an integer \( n > \kappa \) and a union \( U \) of disks \( D \) that each satisfy

\[
p - \frac{1}{\kappa} < \sum_{D \subset U} \text{area}(D) < p \quad \text{area}(D) < \frac{1}{\kappa} \quad \text{diam}(D) < \frac{1}{\kappa}
\]

Choose \( \delta > 0 \) so that \( \text{area}(N(\partial U)) < \frac{1}{\kappa} \) and choose \( R := -2 + \frac{1}{\kappa} \). These parameters define a special Hamiltonian flow \( \phi = \phi^G \circ \phi^H \). By direct calculation and Lemma 4.18, we know that

\[
G \# H = \pi (1 + \frac{1}{n}) \cdot (1 - r^2) \text{ near } \partial \mathbb{D} \quad \text{and} \quad \sigma_\phi > 0
\]

Therefore, we can apply Construction 4.7 to \( \phi \) to acquire a contact form \( \alpha \) on \( S^3 \).

We now show that (a scaling of) \( \alpha \) has the desired properties. First, by Proposition 4.8(b) and Lemma 4.18, the volume of \( (S^3, \alpha) \) is given by the formula

\[
\text{Cal}(\mathbb{D}, \phi) = \pi^2 (1 + \frac{1}{n}) + R \sum_{D \subset U} \text{area}(D)^2 + O(d(U))
\]

\[
+ O(R \cdot \text{area}(N(\partial U))) = \pi^2 + O(\kappa^{-1})
\]

Next, by Proposition 4.8(c) and Lemma 4.19, the Ruelle invariant of \( (S^3, \alpha) \) is given by the formula

\[
\text{Ru}(\mathbb{D}, \phi) + \pi = \pi (2 + \frac{1}{n}) + R \sum_{D \subset U} \text{area}(D) + O(R \cdot \text{area}(N(\partial U))) = O(\kappa^{-1})
\]
Last, by Proposition 4.8(d) the binding $b = \iota(\partial D)$ in $S^3$ has action and rotation number given by

$$A(b) = \pi \quad \rho(b) = 1 + \frac{1}{1 + 1/n} > 1$$

Due to Proposition 4.8(e) and Lemma 4.20, every periodic orbit of $(S^3, \alpha)$ other than $b$ satisfies

$$A(\gamma) \geq \pi \quad \rho(\gamma) > 1$$

In particular, $\alpha$ is a dynamically convex contact form. Finally, rescale $\alpha$ by $\text{vol}(S^3, \alpha)^{-1/2}$. Then for any $\epsilon > 0$, we may choose a $\kappa$ sufficiently large so that

$$\text{vol}(S^3, \alpha) = 1 \quad \text{Ru}(S^3, \alpha) = O(\kappa^{-1}) < \epsilon \quad \text{sys}(S^3, \alpha) > \pi^2 \quad \text{sys}(S^3, \alpha) > 1 - \epsilon$$

This is precisely the list of properties (4.1), and so we have constructed the desired small Ruelle invariant contact form.

**Large Ruelle case** Again, we choose parameters $n$, $U$, $\delta$ and $R$ from Setup 4.15. Fix a large positive real number $\kappa$. Choose an integer $n > \kappa$ and a union $U$ of disks $D$ that each satisfy

$$\pi - \frac{1}{\kappa} < \sum_{D \subset U} \text{area}(D) < \pi \quad \text{area}(D) < \frac{1}{\kappa^2} \quad \text{diam}(D) < \frac{1}{\kappa}$$

Choose $\delta > 0$ such that $\text{area}(N(\partial U)) < \frac{1}{\kappa^2}$ and set $R = \kappa$. These parameters define a special Hamiltonian flow $\psi = \psi^G \circ \psi^H$. By direct calculation and Lemma 4.18, we know that

$$G\#H = \pi (1 + \frac{1}{n}) \cdot (1 - r^2) \text{ near } \partial \mathbb{D} \quad \text{and} \quad \sigma_\phi > 0$$

Therefore, we can apply Construction 4.7 to $\psi$ to acquire a contact form $\beta$ on $S^3$.

Now we show that (a scaling of) $\beta$ has all of the desired properties. First, by Proposition 4.8(b) and Lemma 4.18, the volume of $(S^3, \beta)$ is given by the formula

$$\text{Cal}(\mathbb{D}, \psi) = \pi^2 (1 + \frac{1}{n}) + R \sum_{D \subset U} \text{area}(D)^2$$
Next, by Proposition 4.8(c) and Lemma 4.19, the Ruelle invariant of $(S^3, \beta)$ is given by the formula

$$\text{Ru}(D, \phi) + \pi = \pi (2 + \frac{1}{n}) + R \sum_{D \subset U} \text{area}(D) + O(R \cdot \text{area}(N(\partial U)))$$

$$= \pi \cdot \kappa + O(1)$$

Last, by Proposition 4.8(d) the binding $b = \iota(\partial D)$ in $S^3$ has action and rotation number given by

$$\mathcal{A}(b) = \pi \quad \rho(b) = 1 + \frac{1}{1 + 1/n} > 1$$

Due to Proposition 4.8(e) and Lemma 4.20, every periodic orbit of $(S^3, \beta)$ other than $b$ satisfies

$$\mathcal{A}(\gamma) \geq \pi \quad \rho(\gamma) > 1$$

In particular, $\beta$ is a dynamically convex contact form. Finally, rescale $\beta$ by $\text{vol}(S^3, \beta)^{-1/2}$. Then for any $\epsilon > 0$, we may choose a $\kappa$ sufficiently large so that

$$\text{vol}(S^3, \alpha) = 1 \quad \text{Ru}(S^3, \alpha) = O(\kappa) > \epsilon^{-1}$$

$$\text{sys}(S^3, \alpha) > \frac{\pi^2}{\pi^2 + O(\kappa^{-1})} > 1 - \epsilon$$

This is precisely the list of properties (4.2), and so we have constructed the desired large Ruelle invariant contact form.
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