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Abstract

The recent experimental fabrication of ultra stable glass films via vapour deposition [Science 315, 353 (2007)] and the observation of front-like response to the annealing of these films [Phys.Rev.Lett. 102, 065503 (2009)], have raised important questions about the possibility of manipulating the properties of glass films and addressing fundamental questions about kinetics and thermodynamics of amorphous materials. Central to both of these issues is the need to establish the essential physics that governs the formation of the ultra-stable films and their subsequent response. In this paper we demonstrate that a generic model of glassy dynamics can account for the formation of ultra-stable films, the associated enhancement of relaxation rates by a factor of $10^5$, the observation of front-like response to temperature jumps and the temperature dependence of the front velocity
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1. Introduction

Molecules at the glass-vapour interface are more mobile than those in the bulk glass. Extensive experimental evidence exists for this kinetic enhancement from both free-standing and supported polymer films [1-3]. While a crystal must typically be within ~ 2K of its melting point before undergoing surface melting [4], glasses can apparently exhibit liquid-like kinetics at their surface at 20K or more below the bulk glass transition temperature [1-3]. This phenomenon is of obvious relevance to surface treatments of glasses. Perhaps the most remarkable consequences of surface-enhanced dynamics have only recently been demonstrated. In 2007, Swallen et al [5-7] reported that films of organic glasses, comprised of 1,3,5-(tris)-napthylbenzene (TNB) or indomethacin (IMC), had been prepared with significantly lower enthalpies and higher densities [5] than observed in slow cooling of bulk samples. How much more stable the deposited films are can perhaps be best appreciated in terms of the enthalpies obtained, the lowest of which, for TNB, corresponded to the equilibrated value at a temperature ~ 40K below the bulk Tg. This is a remarkable result. Previous reports [8] on the vapour deposition of amorphous materials (at deposition temperatures < 0.7Tg) had given no indication of such stability, finding instead the resulting films to be unstable, exhibiting large exotherms on warming. In contrast, the authors of ref. 7 report that films deposited at a higher temperature, ~ 0.9 Tg, can be extremely stable. They estimated that to achieve a similar enthalpy through the aging of a bulk sample would take roughly 10^5 times longer than required for the vapour deposition process. A second striking feature of these very stable films is the manner in which they respond to a jump in temperature to a value above the bulk Tg. Instead of the relaxation to the new temperature occurring uniformly throughout the sample, Swallen et al [9] found that the relaxation proceeded via a propagating front initiated at the free surface and, sometimes, another front starting from the substrate.

The picture of an interface-mediated growth of a liquid state into the glass is striking and invites a range of interpretations. In this paper we present the results of modelling the experiments of the Ediger group using a minimalist model of cooperative dynamics, the facilitated kinetic Ising model [10], suggested by Fredrickson and Andersen as a model of the collective relaxation in a glass forming liquid. We shall show that all of the features reported by Ediger and coworkers can be qualitatively accounted for in a model designed to represent the cooperative dynamics of a supercooled liquid without the involvement of any equilibrium phase transition. One conclusion from our work is that the glass-vapour interface can provide an accessible macroscopic window onto kinetic and structural features of the dynamic heterogeneities that dominate glassy relaxation on molecular length scales.

2. The Experimental Background

In 2007 Swallen, Kearns, Ediger and coworkers [5-7] demonstrated that amorphous films of the glass-formers tris(napthylbenzene) (TNB) and indomethacin (IMC) formed by vapour deposition below Tg had achieved considerably lower enthalpies and higher densities than observed during slow cooling of the bulk melts. Analogous results have subsequently been reported for smaller molecules by Ishii et al [15,16] and Léon-Gutierrez et al [17,18]. This stability is in sharp contrast to the very
unstable films formed by deposition at lower temperatures [8]. At the lowest deposition rate (0.15 nm/s), a TNB film was produced [7] with a fictive temperature $T_f \sim 307K$, that is $\sim 40K$ below the bulk $T_g$ (i.e. $\sim 0.88T_g$). (Here, the fictive temperature corresponds to the temperature one would require to achieve the same enthalpic state at equilibrium.) The increased stabilization has been attributed to an enhanced relaxation rate in the deposited films. To estimate the magnitude of this kinetic enhancement, Kearns et al [7] have measured the decrease of $T_f$ in bulk IMC as a function of aging time and compared this with the dependence of the film $T_f$ on a surface time defined as 1 nm/deposition rate (nm/s). The two curves of $T_f$ vs log (t) (which, interestingly, exhibit similar slopes) correspond to time scales that differ by a remarkable factor of $10^7$, the factor by which the relaxation kinetics has been enhanced during deposition.

Fixing the deposition rate, Swallen et al [19] established that the relaxation time of a TNB film (and, by extension, its stability) has a maximum at a deposition temperature $\sim 0.85 T_g$. Lowering the deposition temperature to $\sim 0.7 T_g$ resulted in a rapid drop in the relaxation time as vapour deposition, recovering the unstable films found in earlier experiments. The striking narrowness of the peak in relaxation times helps explain why these stable films had escaped observation up till now. While these ultra-stable films are disordered, they exhibit a number of features that distinguish them from the amorphous states found in the bulk. The heat capacity peak observed on heating the low $T_f$ film can exhibit a split peak [7]. Dawson et al [20] have recently reported the appearance of a new scattering peak at a wave vector roughly half that of the first peak in the bulk structure factor in films of IMC deposited below $T_g-20K$.

The relaxation of the ultra-stable films following a jump in temperature to above $T_g$ was found [9] to proceed via a front of the liquid-like phase that propagated in from the free surface. The relaxation front was found to move with a constant velocity (no transient lag was observed) which varied with the final temperature in a manner proportional to the equilibrium diffusion constant at that temperature. In some cases, the film adjacent to the substrate also acted as an initiation site for the relaxation to the liquid state during annealing. One puzzling observation [9,21] is that the liquid produced in the wake of the propagating front from the free surface exhibits a diffusion constant roughly twice that of the equilibrium liquid. This enhanced mobility persists for times considerably longer than the equilibrium structural relaxation time of the liquid at this temperature.

3. The Model

The facilitated kinetic Ising model was introduced in 1984 [10] as a ‘simplest’ model of cooperative dynamics. The spins are intended to model some aspect of local structure that determines whether dynamics can occur or not. There is no interaction between spins and, hence, no equilibrium phase transition. Spins do, however, exert a kinetic influence on their neighbours. A spin cannot flip unless $n$ or more of its neighbours are in the ‘up’ state. An applied field with strength $H$ favours down spins and so, as the temperature $T$ (in reduced units of $H/k_B$) decreases, the fraction of up spins diminishes and relaxation becomes increasingly dominated by the rare regions in which relaxation is still permitted. While the name ‘facilitated’ suggests kinetic assistance, it would, in retrospect, be more accurate to describe this model as capturing ‘structurally determined’ kinetics. An attraction of this model is that it
provides an explicit link between, on the one hand, the macroscopic phenomenology of relaxation functions and their temperature dependence and, on the other hand, the microscopic fluctuations of dynamic heterogeneities [11,12,13]. The facilitated spin model has become something of an archetype of the character and evolution of dynamic heterogeneities as the glass transition is approached.

In this study we shall use the 3-spin facilitated Ising model on a cubic lattice [22] (referred to in this paper as the 3D-3spin model). The model has been studied numerically by Graham et al [23]. The constraint that a spin cannot flip unless it has at least 3 neighbours in the ‘up’ state is an onerous one and produces a very rapid increase in the relaxation time on cooling. Graham et al fitted the temperature dependence of the relaxation time $\tau$ to the Volger-Fulcher expression $\tau = \exp(A/[T-T_o])$ with a value of $T_o = 0.68$. This corresponds to an apparent divergence of $\tau$ at an up spin concentration $c = 0.187$, considerably higher (as we shall see) than the more extensively studied 2D and 1D models.

The equilibrium concentration of up spins is given by

$$c = \frac{1}{1 + e^{\frac{1}{T}}}$$  \hspace{1cm} (1)

The fictive temperature $T_f$ is obtained by inverting this relation, i.e.

$$T_f = \frac{1}{\ln(c^{-1} - 1)}$$  \hspace{1cm} (2)

and is just equivalent to specifying the concentration $c$ of up spins. At equilibrium, $T_f = T$. To generate a configuration consistent with the equilibrium state we simply select a random distribution of up spins, the concentration of which is given by Eq. 1. The subtle point is to establish that the configuration so generated is kinetically accessible from a high temperature state. In order for a configuration to be kinetically accessible from a high temperature quench it must belong to the partition of configuration space to which the all up state belongs [22]. To ensure that a random spin configuration belongs to the high temperature partition we test it by flipping every spin that can flip up until no further spins can be flipped. If this final state is the all up state then our original configuration was a member of the high temperature partition, otherwise, the initial configuration is discarded and another random configuration is generated and the test repeated. By this method we can produce the correct equilibrium distribution of configurations at temperatures too low to equilibrate dynamically in any reasonable time. (Using this algorithm, the problem of the high temperature partition becomes essentially the same as that of bootstrap percolation [22, 24].)

In 1991 we used a facilitated kinetic Ising model [7] to study surface enhanced relaxation dynamics. The vapour side of the vapour–glass interface was modelled as a layer of permanent up spins. (We shall extend this earlier idea in this paper through the inclusion, in the model, of layer-by-layer deposition.) It is important to emphasise the point that, in this treatment of glass surfaces, the enhanced relaxation rates is
achieved through the application of the same kinetic constraints that give rise to the dynamic heterogeneities in the bulk phase. The only difference between the two phenomena is that, in the free surface, we have, effectively, a macroscopic dynamic heterogeneity. The attraction of explaining the surface behaviour using the same model used to account for bulk dynamic heterogeneities is not just one of economy. If the surface enhanced dynamics is a macroscopic manifestation of the kinetic fluctuations responsible for the microscopic heterogeneities then the study of the surface effect can provide us with a valuable window onto the behaviour of dynamic heterogeneities.

The vapour side of the free surface and the solid substrate are modelled as a layer of spins that are permanently all up or all down, respectively [14]. (A kinetically more complex substrate can be modelled with some distribution of up and down spins.) A spin adjacent to either interface will see a different average environment to that sampled in the bulk. In this paper we shall work with the (100) plane, the surface that, as explained in the Appendix, produces the minimum surface enhancement to kinetics for this model.

For the dynamics of the spin model we use the Metropolis Monte-Carlo (MC) algorithm, supplemented with the kinetic constraints. We have used a continuous time Monte-Carlo algorithm described in ref. 25. Time is expressed in terms of Monte Carlo cycles where one cycle is equal to N attempted spin flips where N is the number of sites in the glass-forming film. Bulk simulations are performed with periodic boundary conditions in all three directions while, in the film, periodic boundaries are only employed in the two directions orthogonal to the surface normal.

To model the layer-by-layer deposition we shall incrementally increase the number of layers in the film from the substrate as sketched in Fig. 1. The upper layer is always in contact with the free surface boundary. The initial configuration of each new layer is the all up state. When the average attempt per spin in the current surface layer equals \(1/\gamma\) (\(\gamma\) being the deposition rate), we allow the next layer to start relaxing. This protocol allows each surface layer to achieve the same degree of relaxation during the deposition process. We continue this deposition until the required number of layers is reached. Annealing of the film after deposition is a simpler process, requiring only that the temperature be set to the annealing temperature and the subsequent dynamics monitored.

4. Surface Enhancement of Relaxation Kinetics and Reduction of Fragility

As already noted, there is considerable evidence of enhanced kinetics at the glass-vapour interface. In an elegant experiment involving the relaxation of surface indentations, Fakhraai and Forrest [26] measured the temperature dependence of the relaxation time at the surface of polystyrene. They found that the surface relaxation was not only enhanced relative to that of the bulk but that it was considerably less fragile. At sufficiently low temperatures, the relaxation became almost independent of temperature. While surface enhancement of kinetics does not require a decrease in fragility, such a decrease will ensure that the gap between surface and bulk relaxation rates increases rapidly on cooling and, hence, promote the formation of ultra stable films. Stevenson and Wolynes [27] have presented a theory of surface enhancement of kinetics in which the volume of the activation region at the surface is halved.
resulting in a simple relation between the surface relaxation time $\tau_S$ and the relaxation time $\tau$ of the bulk, i.e.

$$\tau_s \propto \sqrt{\tau} \quad (3)$$

This result is an example of enhanced surface kinetics without a change in fragility.

The free surface of the 3D-3spin model relaxes more quickly than the bulk because the presence of a layer of permanent all up spins on the vapour side of the interface ensures that the local condition for relaxation has been partially met for every surface site. Stated more generally, we explain the surface enhanced kinetics as resulting from the fact that the kinetics at the surface suffers less constraint than in the bulk. This is the only physical role played by the surface in this model. We do not invoke specific changes in molecular structure near the surface nor particular surface fluctuations. The degree to which this simple treatment is successful in reproducing the observed behaviour will provide some insight into whether greater microscopic detail is required in the surface modelling.

Consider now the (100) layer constituting the surface layer of our film (see Fig. 2). Above this layer, we have the vapour (or vacuum) phase, characterised by a layer of all up spins (i.e. no source of constraint). That means that every spin in our surface layer has, by construction, at least one up neighbour and, therefore, only needs to find two more to enable a spin flip. If we were to treat the layer beneath the surface layer as being all down (and, in doing so, certainly underestimate the up spin concentration there), then relaxation in the surface layer would correspond to that of a 2D-2spin model on a square lattice. The 2D-2spin model represents a rigorous upper bound on the surface relaxation time, since the (neglected) contribution of the up spins in the layer beneath will only serve to speed up relaxation. The surface enhancement in kinetics can, therefore, be reasonably captured by the comparison of the relaxation times of the 3D-3spin model (i.e. the bulk) with the relaxation time of the 2D-2spin model at the same temperature. Previously [11], we have obtained the following expression for the relaxation time of the 2D-2spin relaxation time,

$$\tau_{2D} = \tau_{0D} 0.34 Q_{2D}^{3.8} \quad (4)$$

where

$$Q_{2D} = \left[ 6c^2(1-c)^2 + 4c^3(1-c)c^3 \right] \exp \left( \frac{(1-c)^8}{8\ln(1-c)} \right) \quad (5)$$

and $\tau_{0D}$ is the elementary time scale for a flip attempt. Following the same argument used in ref. 11, we have obtained an analogous expression for the relaxation time of the 3D-3spin model (see Appendix for details including the comparison of Eq.5 with simulation data), i.e.

$$\tau_{3D} = \tau_{0D} 31.77 Q_{3D}^{3.95} \quad (6)$$

where
$$Q_{3D} = q \exp \left[ -6(1-c)^2 \sqrt{\frac{-1}{24 \ln(1-c)}} \left[ 1 - \Phi(\sqrt{-6 \ln(1-c)}) \right] \right], \quad (7)$$

$$q = 120c^3(1-c)^3 + 30c^4(1-c)^2 + 6c^5(1-c) + c^6 \quad (8)$$

and \( \Phi(x) \) is the error function,

$$\Phi(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt e^{-t^2}$$

In Fig. 3 we have plotted the relaxation times for the surface and bulk using Eqs.4 and 6, respectively. The enhancement of the surface kinetics is dramatic. The bulk relaxation time does not exhibit a divergence at \( T = 0.68 \), as suggested by the Volger-Fulcher fit reported in ref. 23. If we (arbitrarily) define the glass transition temperature as corresponding to a relaxation time of \( 10^{10} \), then the bulk \( T_g \) is 0.46. At this temperature, the surface relaxation rate is enhanced over that of the bulk by a factor of ~ \( 10^5 \). From Fig.3 we see that the surface would only achieve a relaxation time of \( 10^{10} \) at \( T \sim 0.32 \).

The bulk and surface relaxation times also exhibit different temperature dependencies as characterised by the fragility \( m \), defined by [28]

$$m = \left. \frac{d \log(\tau)}{d(T_g/T)} \right|_{T=T_g} \quad (6)$$

Again using Eqs. 4 and 6 (and, for the \( T_g \)'s the temperature at which the relaxation time is \( 10^{10} \)) we find the surface and bulk fragilities to be 26 and 18, respectively. We see that the surface is less fragile than the bulk, consistent with experiments [26], but the difference is only modest (TNB, for comparison, has \( m = 66 \) [28]). In fact, the relationship, Eq. 3, proposed by Stevenson and Wolynes [27] actually works quite well here to describe the difference between the bulk and (100) surface relaxation times (see Fig.3). This is surprising since it is not clear that an activation complex argument (employed in ref. 27) applies to the facilitated model. In particular, where the authors of ref. 27 regard the surface as reducing the activation volume at the surface by half (the origin of the \( \frac{1}{2} \) exponent in Eq.3), the (100) surface of the 3D-3spin facilitated kinetic Ising model only effects \( 1/6 \) of the surface spins nearest neighbours.

5. The Stability of Deposited Films

Next, we shall consider the stability of the deposited films as a function of deposition temperature and deposition rate. To do so we shall use the fictive temperature defined in Eq. 2. For readers uncomfortable with things fictive, note, with reference to Eq.2, that we could equivalently measure stability by the up spin concentration. In Fig.4 we plot the fictive temperature \( T_f \) as a function of the deposition temperature, \( T \), for a 20 layers film created using a number of different deposition rates. The equilibrium line, \( T_f = T \), is included for reference. For the bulk quench, 20 layers were cooled using
periodic boundary conditions in all directions (i.e. with no surfaces present). The sample was then held at the deposition temperature for a time period equal to that of the total time required to deposit 20 layers at a rate $\gamma = 10^{-3}$.

We find that all of the simulated curves exhibit a minimum with respect to the deposition temperature. For a given deposition rate, there is a temperature below which relaxation can no longer keep up rate of deposition and an increasing number of high energy configurations are trapped. The temperature and energy associated with this minimum decreases with decreasing rate of deposition. The deposited films are clearly achieving a considerably lower energy than the analogous bulk quench.

Each of the curves in Fig.4 can be characterized by three quantities (see Fig.5 for graphical definitions):

- $T_{sg}(\gamma)$, the value of the deposition temperature at which $T_f$ departs from the equilibrium condition,
- $\min T_{f}(\gamma)$ and the corresponding $T_{min}(\gamma)$, the minimum fictive temperature obtained for a given deposition rate and the corresponding value of the deposition temperature at which this optimally stable film was obtained, and
- $T_f(0)$, the value of $T_f$ when the film is deposited at $T = 0$.

From Fig.4 we find that $T_f(0) \sim 1.6$, independent of the how the film is generated (or even if it is a film at all). This value of $T_f$ corresponds to an up spin concentration of $\sim 0.35$. This is the concentration of spins remaining after all the flippable spins have been eliminated by a process of randomly flipping flippable spins down. In packing terminology, this state is roughly analogous to random loose packing.

Of greater physical significance is the temperature $T_{sg}(\gamma)$ at which $T_f$ departs from the deposition temperature $T$. This is the analogue, for the vapour deposited film, of the glass transition temperature $T_g$ and provides a similar useful reference temperature with regards the material properties of the film. Where, above, we arbitrarily chose a relaxation time of $10^{10}$ to illustrate how the surface glass transition was depressed relative to the bulk, here we acknowledge that the deposition rate imposes a time scale on the surface and that the corresponding $T_{sg}$ provides the measure of the surface glass transition most relevant to vapour deposition. Note that $T_{sg}(\gamma) \sim \min T_{f}(\gamma)$, the lowest fictive temperature available at a given deposition rate (see Figs. 2 and 3). Since equilibration of the deposited film takes place at the interface, $\min T_{sg}(\gamma)$ corresponds to the deposition temperature at which the deposition rate $\gamma$ exceeds the surface relaxation rate $1/\tau_s$, i.e.

$$\gamma \tau_s(T_{sg}) \sim 1$$  \hspace{1cm} (3)

To the degree that $T_{sg}$ determines the lowest fictive temperature achievable, the depth that we can descend into an energy landscape will depend on how low we can depress the surface glass transition.

The minimum fictive temperature, $\min T_f$, we have achieved is 0.39 (using a deposition rate of $10^{-4}$ at $T = 0.2$). To reach a fictive temperature of 0.39 via the
cooling of a bulk sample would take, at least, $10^6$ times longer than the deposition simulations (estimated using Eq. 6). The deposition algorithm, therefore, represents a speed up similar to that estimated for the TNB films [7]. This demonstration of an algorithm that makes accessible low energy regions of the configuration space is noteworthy and raises the possibility of new algorithms which exploit speed up’s similar to that afforded by the free surface and can be developed as general tools in the study of glass forming liquids.

In light of the highly heterogeneous route by which the deposited films were produced, it is of interest to ask how homogeneous are the resulting films? We find, not surprisingly, that the concentration of up spins is uniform except for the layers adjacent to the substrate. The up spin concentration (and, hence, the fictive temperature) is systematically higher in the layer directly adjacent to the substrate. This is a result of the choice of the substrate as a ‘mobility reducing’ surface (i.e. as an all down spin region). As the first layer is deposited, the kinetic enhancement of the free surface is being, to some extent, countered by the kinetic suppression exercised by the substrate. Hence, we are seeing poorer equilibration at the substrate than in the rest of the film. Anisotropies in the film, if present, would show up in terms of spin-spin correlations. We shall leave to a future paper consideration of anisotropies in such correlations in the deposited film.

The layer-by-layer distribution of relaxation kinetics of the deposited film provides a complimentary picture to that of the structure. In Fig. 6 we plot the relaxation time $\tau_i$ for the ith layer defined [14] as

$$\tau_i = \int_0^\infty dt F_i(t)$$

where $F_i(t)$ is the average fraction of spins that have not yet flipped within time $t$ in layer $i$. To avoid the problem posed by non-stationarity of a nonequilibrium film, the spatial distribution of $\{\tau_i\}$ plotted in Fig.6 were obtained from equilibrated films. Despite the higher spin density observed adjacent to the substrate we find that relaxation is still slower against the substrate due to the spin down condition employed. The layer adjacent to the free surface, in contrast, has a relaxation time is roughly two and half orders of magnitude smaller than in the bulk. The decay of the layer relaxation time as one moves from the free surface into the bulk, as shown in Fig. 6, defines a kinetic correlation length [14].

5. Bulk Relaxation vs Front Propagation Following a Temperature Jump

The response of a glass forming material to a temperature jump represents a standard feature of the phenomenology by which glassy behaviour is characterised. Nonlinearity in the transient response is common. The rate of equilibration of a sample annealed at a temperature $T$ is typically faster if it follows a temperature drop of some $\Delta T$ than a temperature jump by the same $\Delta T$ [29]. Glassy response to a temperature jump can even show a non-monotonic (overshoot) in state variables, a feature often referred to as the Kovacs effect [30]. Both the asymmetry in the sign of $\Delta T$ [29] and the Kovacs effect [31] have previously been reproduced using facilitated Ising models.
Swallen et al [9] have established that the ultra stable TNB film exhibits a number of interesting new features when relaxing after a temperature jump. These features are: i) annealing can either take place homogenously throughout the film or, if the deposition temperature is low enough, annealing is in the form of a propagating front starting from the free surface ii) the annealing front (from the free surface) exhibits a constant velocity with no observable induction time, and iii) the velocity of the annealing front scales with annealing temperature in the same manner as the diffusion constant of the liquid equilibrated at the annealing temperature. Again, we are referring to the front initiated at the free surface.

Turning to the facilitated model, we shall compare the response under annealing at $T = 0.8$ of three films – all deposited at the same rate, $\gamma = 10^{-3}$ but with different deposition temperatures, $T = 0.3, 0.5$ and $0.7$. In Fig. 7 we plot the evolution of the system in the form the spatial profiles of the persistence of spin states for a sequence of times. The persistence of a layer is the fraction of spins that have not flipped within the time since the temperature jump. The persistence drops to zero quickly at the layer adjacent to the vapour (layer 20) due to the enhanced mobility at the surface. In the film deposited at $T = 0.3$, the persistence decreases with time as a propagating front moving at a constant velocity. For a film deposited at a higher temperature, $T = 0.7$, we find a completely different behaviour. While the diminished persistence at the free surface is still evident, the persistence decreases uniformly throughout the sample with little influence from the surface. This behaviour indicates that the bulk relaxation is now the major pathway for film relaxation. The crossover between front and bulk relaxation can be seen at the intermediate deposition temperature of $T = 0.5$. We do not see any front propagating from the substrate interface.

We have carried out annealing calculations for a wide range of deposition temperatures and deposition rates. The results are summarised in the non-equilibrium phase diagram plotted in Fig. 8. We have plotted the fictive temperature $T_f$ vs the deposition temperature $T$. (Since, for a given deposition temperature, the fictive temperature is a monotonically increasing function of the deposition rate, one can regard Fig. 8 as the phase diagram in the space of deposition control parameters.) The outcome of each annealing run is placed into one of three categories: bulk-like relaxation, front propagation and a crossover behaviour between bulk relaxation and front propagation, and the $(T_f, T)$ half plane is divided accordingly. We find that the boundary of the front propagation region is reasonably well described by a constant fictive temperature of $T_f \sim 0.6$. This is a non-trivial result as this space includes a range of deposition temperatures and rates. The crossover region is narrow for the 20 layer film but we note that this region must extend to lower fictive temperatures with increasing film thickness. This size dependence is a consequence of the fact that the time required for a moving front to relax a film is proportional to the film thickness. The longer the front-mediated relaxation time, the slower the rate of bulk relaxation necessary to kinetically compete with front growth. The linear bulk relaxation is observed above the bulk glass transition temperature and below this temperature for systems very close to equilibrium.

6. Dynamics of the Propagating Front: Position and Width
As shown in Fig. 7, we can characterise the relaxation front by a profile of the average spin through the interface. We shall define the position $z$ of the interface to be that point along the surface normal corresponding to a total spin (proportional to the film energy) half way between the final and initial values. The width $w$ of the interface is defined as the distance, again parallel to the surface normal, between 0.9 and 0.1 of the difference between the persistence before and behind the front. The position $z$ the interface is plotted as a function of time in Fig. 9 for a film deposited at $T = 0.3$ and then subjected to annealing at a range of temperatures. We find that $z$ increases linearly in time with a velocity that increases with the annealing temperature. We find no sign of an initial induction time in which the front is stationary. For annealing temperatures close to the bulk glass temperature ($T = 0.7$) there appears to be an initially faster front velocity. This transient behaviour corresponds to a surface reorganization that has become observable due to the low front velocity.

For an interface associated with a first order phase transition, the moving front attains a steady state width, its shape constrained by the free energy that governs its growth. In contrast, front growth associated with unrelaxed surface structure such as occurs in models of non-equilibrium growth such as aggregation and liquid percolation through porous materials [32] typically exhibits widths that grow with time. It is common to assume [33] that the time evolution of the width $w$ can be written as $w \sim t^\beta$ where $\beta$ is called the growth exponent. The standard growth models for a first order transition produce a fixed interface width (i.e. $\beta = 0$). In contrast, an example of strong kinetic roughening such as random deposition without relaxation [33] exhibits a growth exponent $\beta = 0.5$. It is striking, therefore, that we find the annealing fronts for the facilitated kinetic Ising model exhibit a larger growth exponent with $\beta \sim 1$ as shown in Fig. 10. A linear increase of the width with time is consistent with different parts of the interface exhibiting long lived differences in growth rate. It could also result from an accumulation of inherent fluctuations in ‘flipped’ spins in the film. The absence of a surface energy between the high and low $T_f$ states means that there is no tendency to ‘smooth’ out the high $q$ structure of the interface. The growth exponent clearly provides a striking distinction between different interpretations of the propagating front – i.e. phase transition vs nonlinear kinetics. The experimental growth exponents for the ultra stable amorphous films have not yet been determined.

What is the connection between the roughness of the propagating front and the dynamic heterogeneities of the amorphous film into which it advances? In Fig. 11 we show images of the projection of the local spin dynamics onto a plane which includes the surface normal for a sequence of ‘snapshots’ of a propagating front. Each image represents the spatial distribution of the persistence of spins at a sequence of times during the propagation of the front. If any site within three layers of the $xz$ plane has flipped at least once it is coloured white, otherwise it is left black. We see that inherent dynamic heterogeneities occur throughout the film but are typically trapped and unable to propagate. Initially we do not see any sign that the interface has any more flippable sites than the bulk. What does differentiate the surface layer is that the probability of trapping of any flippable sites is essentially zero. This means that sites that can flip there are more likely to able to go on and propagate that relaxation, especially laterally. By this means the relaxation front is advanced into the bulk of the film. Of particular interest is the behaviour of the film near the crossover between front propagation and bulk relaxation. As already pointed out, in this crossover region relaxation can be described occurring via a front whose width grows rapidly. The
snapshots in Fig.11 provide explicit evidence that the broadening is a direct consequence of the front ‘accumulating’ the localised pockets of relaxation inherent in the dynamic heterogeneities of the bulk film.

In ref. [9], Swallen et al reported on the dependence of the front velocity on the annealing temperature. They found that the velocity was proportional to the equilibrium diffusion constant in the bulk liquid at the annealing temperature. We have looked at a similar correlation in the facilitated kinetic Ising model, this time between the front velocity \( v \) and the equilibrium relaxation time \( \tau \) (defined as the decay time of the persistence function [11]) in the bulk system at the annealing temperature. As shown in Fig. 12, we find the relation is well described by a power law over the range of annealing temperatures considered, with

\[
v \sim 0.0033 \tau^{-0.83} \tag{4}
\]

Through this relation, the temperature dependence of the front propagation rate is determined by that of the liquid relaxation as observed experimentally.

The transition between front propagation and bulk relaxation provides information about the stability of the amorphous film that is directly accessible to observation. The elegant experiments of Ediger and coworkers are quite involved – requiring the synthesis of deuterated material, vacuum deposition and secondary ion mass spectrometry. It would, therefore, be useful if the mechanism of response to a temperature jump could be established without the need to explicitly resolve the evolving structure. The change in the mechanism of relaxation as the deposition temperature is decreased should show up in the kinetics of the total spin (or energy) of the film. In Fig. 13 we plot the time dependence of the concentration of up spins in films formed at a range of temperatures when annealed as \( T = 0.8 \). The transition between front propagation and bulk relaxation is clear. The observation of relaxation proceeding linearly with time provides evidence of front propagation without having to undertake the difficult experiments carried out by Ediger and coworkers. Furthermore, the front velocity is simply the slope of this linear increase in relaxation. Kearns et al [34] have recently employed this approach using calorimetry to establish which relaxation mechanism is dominant in a film. In an interesting development, the control variable in ref. 34 was not deposition temperature or rate but the thickness of the film.

Finally, we shall make some observations about the effect of the surface on aging of a vapour deposited film at sufficiently low \( T_f \) such that the surface relaxation time is significantly faster than that of the bulk (i.e. a film that would respond to a temperature jump via front propagation). Aging refers to simply holding the film at a low temperature for a long time. In the facilitated model, the surface influence on aging is self limiting. As the surface relaxes more quickly, the up spin concentration drops more quickly than in the bulk until the point is reached where the difference between the surface and bulk relaxation times has vanished. From this point on, the film relaxes just as a bulk sample with the lower concentration of up spins at the surface, arising from the faster relaxation, only penetrating one layer in to the film.
7. Conclusions

We have shown that a simple model of glassy relaxation in which relaxation is dominated by the local fluctuations in constraints is capable of reproducing the following experimental observations from vapour-deposited amorphous films:

i) fictive temperatures well below the glass transition temperature, characterising the ultra-stable glass,
ii) a surface enhanced relaxation kinetics that sees the ratio $\tau_{\text{bulk}}/\tau_{\text{surface}}$ exceed $10^5$ in the most stable films,
iii) the presence of a minimum in $T_f$ as a function of the deposition temperature, with a rapid rise in the film energy as the deposition temperature is decreased below the optimal value
iv) front-like propagation of relaxation during annealing at a temperature above $T_g$ for films prepared below a critical fictive temperature,
v) an annealing front that propagates without any significant induction time and at a constant velocity, and
vi) a front velocity that scales roughly linearly with the equilibrium relaxation time at the annealing temperature.

We conclude that the facilitated kinetic Ising model does indeed provide a reasonable and consistent account of the experimental situation (both in terms of the underlying physics and the resulting phenomena). The proposition that the enhanced surface dynamics and its resulting consequences (ultra-stable glasses and propagating annealing fronts) are direct results of the same physics responsible for dynamic heterogeneities is significant. From this perspective, the vapour-glass interface behaves as a macroscopic dynamic heterogeneity. The surface enhanced kinetics is related to the analogous enhancement found at the microscopic level in the mobile regions generated by thermal fluctuations. The evolution of the surface kinetics as a result of a temperature jump obeys the same rules as does the response of the microscopic fluctuations to a similar perturbation. The experimental observable that is, perhaps, the most informative concerning the character of the microscopic heterogeneities is the magnitude and temperature dependence of the surface relaxation time (including the surface glass transition temperature $T_{sg}$). Our results suggest that observations of the time dependence of the front width could provide valuable clues as to the length scales of the intrinsic heterogeneities in the film.

By construction, the facilitated kinetic Ising model does not have any thermodynamic phase transition. While not excluding the possibility that liquid-liquid phase transitions might be involved in the behaviour of the deposited films, the success of the spin model in describing the deposition experiments demonstrates that such phase transitions are not necessary to explain observations such as front propagation. The results of this paper strongly support the proposal that all that is needed to account for the production of ultra-stable amorphous films through deposition and their subsequent relaxation via front propagation is to have a material that, on supercooling, exhibits dynamic heterogeneities.

The observation of propagation fronts in a model of collective relaxation like the facilitated Ising model underscores the essential characteristic of this model of such
relaxation and, presumably, the characteristic of the class of kinetics to which this model belongs. Perhaps the most useful description of this kinetics class is random threshold growth [35]. In 1991, Butler and Harrowell [11] pointed out that the relaxation in the 2D-2spin facilitated kinetic Ising model corresponded to growth from clusters of flippable spins, only a few of which were so configured so as to escape the ultimate trapping of the growth. The results of this present paper can be summarised by the statement that the free surface represents an extended cluster of flippable spins so large as to always (except at very low T) escape this trapping of growth. Independently, Wolynes [36] has presented a description of the propagation of rejuvenation (i.e. an up temperature anneal) in glass forming material as an autocatalytic front, analogous to that of a flame.

An important unresolved question is whether the ultra stable films produced by vapour deposition are the same as would have been generated by extremely long aging of the bulk sample or are they different, possibly with an anisotropy that reflects the anisotropic manner of their formation. The appearance of a new scattering peak at small wavevector in IMC [20] and, in the case of indomethacin, the appearance of two peaks in the differential scanning calorimetry curves certainly point to something new in the real films. We will report elsewhere [37] on a detailed study of differences between the vapour deposited films and isotropically generated films in the facilitated kinetic Ising model.
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FIGURES

Figure 1. Schematic of the layer-by-layer deposition process as modelled in the facilitated kinetic Ising model. The black cells represent the substrate and the white cells represent the vapour or vacuum. The shaded cells represent the film. A new layer is deposited by allowing the layer of up cells adjacent to the film to relax to the applied field.
Figure 2. Each site (black circle) on the (100) plane at the surface of the film has one neighbour that is up (unfilled circle) by construction. Note that the (100) plane is a square lattice.

Figure 3. A plot of log $\tau$ vs 1/T for the bulk 3D-3spin model and the (100) surface modelled here as the 2D-2spin model. As explained in the text, the 2D-2spin relaxation time provides a rigorous upper bound for the relaxation time for the free (100) surface in the 3D model. The curves are generated using Eqs. 6 and 4, respectively. Eq.4 was obtained from a fit to simulation data in ref. [11]. Eq. 6 is the result of an analogous fit to the 3D data (crosses). The dashed curve is the prediction from ref. 27 for the surface relaxation time $\tau_s$ using $\tau_s = 5.23\sqrt{T}$, the value 5.23 was obtained by fitting to the high temperature surface relaxation time.

Figure 4. The fictive temperature $T_f$ of the deposited films (20 layers) as a function of the deposition temperature for different deposition rates. Layer 20 is the free surface (i.e. the layer adjacent to the all up layer). The fictive temperature from a bulk quench is also shown as a function of the annealing temperature. The time scale for the bulk annealing was chosen to equal the annealing time experienced by the first layer deposited in a 20 layer film deposited at a rate of $10^{-3}$. The equilibrium condition $T_f = T$ is indicated by a straight line.

Figure 5. A sketch of the $T_f$ vs T curve (a schematic version of that shown in Fig.4) showing how the quantities $T_{sg}$, $\min T_f$ and $T_f(0)$ are defined.

Figure 6. Plot of the average value of the persistence time per layer for layers deposited at the temperatures indicated using a deposition rate of $10^{-3}$.

Figure 7. Relaxation fronts (in the form of persistence profiles) as a function of layer number for a sequence of equally spaced time intervals following the onset of annealing at $T = 0.8$ for three films deposited at temperatures of a) 0.3, b) 0.5 and c) 0.7, all at a deposition rate of $10^{-3}$. The time intervals between the individual persistence profiles are a) $10^3$, b) $5 \times 10^4$ and c) $10^3$.

Figure 8. The nonequilibrium phase diagram indicating whether, when annealed at $T = 0.8$ after deposition, the film responded with either front propagation, bulk relaxation or some mixed response, corresponding to the cross-over. Lines are drawn to indicate the boundaries between the different regions.

Figure 9. The position of the front as a function of time for a range of annealing temperatures. The film was deposited at $T = 0.3$ and a deposition rate of $10^{-3}$.

Figure 10. The width of the front vs time for the same examples shown in Fig.9.

Figure 11. Snapshots of the projection of sites that have flipped at least once in the course of an annealing calculation at $T = 0.8$. For ease of visualization, we have only shown those spins that have flipped in three adjacent layers in a plane perpendicular to the surface. Each column shows a sequence of snapshots running in time from top to bottom separated by time intervals of $1.9 \times 10^4$ (left column) and $1.1 \times 10^5$ (right column). The response of two different films are shown (the ‘mixed response’ and
‘front propagation’ examples from Fig. 7). The left and right columns correspond to a films deposited at $T = 0.5$ and $0.3$, respectively. Both films were deposited at the rate of $10^{-3}$.

Figure 12. The dependence of front velocities on the equilibrium bulk relaxation time for a range of annealing temperatures.

Figure 13. Plot of the spin, averaged over the whole film, evolving in time during annealing at $T = 0.8$. The crossover from the linear growth, diagnostic of front propagation, to stretched exponential relaxation, evidence of bulk relaxation, is evident as the fictive temperatures of the initial films increases.
Appendix: The temperature dependence of the upper bound on the relaxation time for various surfaces of the 3spin facilitated model on the cubic lattice.

The facilitated kinetic Ising model does allow us some flexibility in specifying the degree to which a free surface will enhance the kinetics in the adjacent liquid layer. Because of the underlying lattice used in the spin models, the orientation of the surface plane significantly changes the surface enhancement of kinetics. The 100, 110 and 111 planes of the cubic lattice correspond to surface planes in which sites have 1, 2 or 3 neighbours that are constrained to be all up, respectively. Depending on the choice of surface orientation, we can, therefore, produce free surfaces for the 3D – 3spin model which resemble a 2D – 2spin model (100), a set of uncoupled 1D – 1 spin models (110) or an array of sites without any kinetic constraint at all (111).

Before continuing we note that the discussion presented here concerning the kinetic variation between different free surfaces also pertains to different substrate bound surfaces. So, in order of an increasing constraint due to an all down substrate, we have the 100 surface being the least constrained, followed by the 110 and then the 111 glass-substrate interfaces.

As explained in the text, an upper bound on the relaxation time of the various free surfaces of the 3D-3spin facilitated kinetic Ising model is provided by spin models at reduced dimensions. In this section we collect expressions for the relaxation times associated with the various orientation of the free surface in the 3D model as well as obtaining an expression for the bulk relaxation time for the 3D-3spin model itself.

A.1 The 111 Surface

The 111 surface consists of isolated spins relaxing without constraint (i.e. via standard Glauber dynamics [38]) in the presence of an external field. As a consequence, the relaxation time \( \tau_{0D} \) (where the ‘0D’ notation is used for consistency with the other models treated here to reflect the fact that the uncoupled spins behave as independent points) is a constant, independent of temperature, reflecting the characteristic time scale of the elementary event, i.e.

\[
\tau_{0D} = \text{constant} \quad \text{(A1)}
\]

A.2 The 110 Surface

The 110 surface consists of a series of independent 1D-1spin facilitated models. Whitelam et al [39] have established that the relaxation time is proportional to \( c^{-3} \). The final expression is

\[
\tau_{1D} = \frac{\tau_{0D}}{\pi} c^{-3} \quad \text{(A2)}
\]

where \( c \), the equilibrium concentration of up spins, is provided by Eq. 1.

A.3 The 100 Surface.
The 2D-2spin facilitated kinetic Ising model provides the upper bound for the relaxation time for the 100 surface. The temperature dependence for the relaxation time $\tau_{2D}$ in this model has been determined previously \cite{11}. A site was defined as ‘active’ if it was possible, by flipping up all of that spins flippable neighbours and then flipping up their flippable neighbours in turn and so on, one could eventually flip up all the spins in the system. The alternative is that the up flips come to an end due to the confinement of an enclosing ‘wall’ of down spins. The concentration of ‘active’ sites $Q_{2D}$ was found \cite{11} to be given by

$$Q_{2D} = \left[6c^2(1-c)^2 + 4c^3(1-c) + c^4\right] \exp\left(\frac{(1-c)^8}{8\ln(1-c)}\right)$$ \quad (A3)

It was then shown that the relaxation time was well described by a power law relation to $Q_{2D}$ of the form,

$$\tau_{2D} = \tau_{0D} 0.34Q_{2D}^{3.8}.$$ \quad (A4)

### A.4 The 3D Bulk Relaxation Time

Finally, we need an expression for the bulk relaxation time for the 3D-3spin model. Graham et al \cite{23} have fitted the temperature dependence of this model to a Volger-Fulcher expression, $\tau \sim \exp(A/[T-0.68]$. The problem with such expression is that it cannot describe relaxation times at or below $T=0.68$ due to the divergence. This is a serious problem for the present study where we want to consider temperatures well below this value. Following a similar argument to that used to derive an expression for the concentration $Q_{2D}$ \cite{11}, we have derived the following expression for the concentration of active sites in the 3D-3spin model $Q_{3D}$,

$$Q_{3D} = q \exp\left[-6(1-c)^2 + \frac{1}{24 \ln(1-c)} \left[1 - \Phi(\sqrt{-6 \ln(1-c)})\right]\right]$$ \quad (A5)

where

$$q = 120c^3(1-c)^3 + 30c^4(1-c)^2 + 6c^5(1-c) + c^6$$ \quad (A6)

and $\Phi(x)$ is the error function,

$$\Phi(x) = \frac{2}{\sqrt{\pi}} \int_0^x dt e^{-t^2}$$

In Figure 1 we show the log-log plot of the relaxation time $\tau_{3D}$ plotted against $1/Q_{3D}$. We find the following power law relation,
\[ \tau_{3D} = \tau_{0D} 31.77Q_{3D}^{-3.95} \]  \hspace{1cm} (A7)

The large exponent in Eq. A7 is very similar to that found in the 2D-2spin model [11].
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