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Abstract

Oscillons are localized states of scalar fields sustained by self interactions. They decay by emitting classical radiation, but their lifetimes are surprisingly large. We revisit the reasons behind their longevity, aiming at how the shape of the scalar potential \(V(\phi)\) determines the lifetime. The corpuscular picture, where the oscillon is identified with a bound state of a large number of field quanta, allows to understand lifetimes of order of \(10^3\) cycles in generic potentials. At the non-perturbative level, two properties of the scalar potential can substantially boost the lifetime: the flattening of \(V(\phi)\) and the positivity of \(V''(\phi)\). These properties are realized in the axion monodromy family of potentials. Moreover, this class of models connects continuously with an exceptional potential that admits eternal oscillon solutions. We check these results with a new fast-forward numerical method that allows to evolve in time to stages that cannot be otherwise simulated on a computer. The method exploits the attractor properties of the oscillons and fully accounts for nonlinearities. We find lifetimes up to \(10^{14}\) cycles, but larger values are possible. Our work shows that oscillons formed in the early Universe can be stable on cosmological time scales and thus contribute to the abundance of (ultra)light scalar dark matter.
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1 Introduction

Real scalar fields can exhibit a variety of dynamical phenomena in the early Universe, which makes them interesting and useful for inflationary and dark matter model building. Among these, a quite peculiar one can occur in the presence of attractive self interactions: the formation of localized, oscillating field configurations, known as oscillons \[1-3\] and also referred to as axitons when the scalar field potential is periodic, e.g. in the QCD axion case \[4,5\].

Since particle number is not a conserved quantity in a real scalar field theory, oscillons are necessarily subject to decay. In very weakly coupled theories, such as is the case of axions, this occurs very slowly via the classical radiation of scalar waves. Oscillon lifetimes then vary dramatically with the shape of the potential, and so does their observational impact. Understanding the causes of an oscillon’s longevity is thus an important task, to which a lot of work has been devoted (see e.g. \[6-24\]).

In this paper, we approach this problem in two directions: First, we provide an analytical understanding behind the longevity of large-amplitude oscillons aiming to identify the properties of the scalar potential \(V(\phi)\) that can enhance longevity. Secondly, we present a new numerical method by which one can reliably estimate the lifetime of an oscillon even when its evolution is too long to be entirely simulated on a computer. We thus obtain evidence of oscillons which can survive until today and constitute an interesting dark matter component.

Our analytical approach is anchored on the properties of an exceptional scalar potential, \(V \sim \phi^2 + \epsilon \phi^2 \log \phi\), that is almost quadratic across an exponentially large field range when \(\epsilon \ll 1\). It is known that this potential leads to (classically) infinitely long lived oscillons, both in \(1+1\) \[25\] and \(3+1\) dimensions \[26\]. This largely explains the longevity of oscillons supported by “monodromy” potentials \[27,28\] that behave like some power-law \(\phi^{2p}\) at large field values, and which we have shown in our previous work \[20\] to have the largest lifetimes ever computed before. Indeed, in the \(p \to 1\) limit, these potentials closely resemble the exceptional potential at large field values and it is then possible to analytically estimate the lifetimes of the associated oscillons by perturbing the exact solution. This shows that, in contrast to our previous expectations, monodromy oscillons with \(1/2 < p \lesssim 1\) can be extremely long-lived, much beyond what can be simulated on a computer.

Our analytical findings then motivate the search for a novel numerical strategy to probe such large lifetimes. Recently, a new method in this direction has been proposed \[18\] (and applied to monodromy potentials in \[21\]), which takes advantages of two key concepts. First, the time evolution can be fast-forwarded by means of a clever trick: rather than numerically evolving the whole field configuration in a discretized lattice, one just computes the emitted power in scalar radiation from a given oscillon-like configuration. A simple idea then is to just assume a certain profile with a single oscillation frequency, and obtain the energy loss rate \(\Gamma(\omega)\) for an ”oscillon” of that frequency. The result can then be easily integrated and gives an estimate of the lifetime. The
second ingredient in \cite{18,21} was the computation of $\Gamma(\omega)$ by linearizing the field equation for the radiation field. This simplifies the computation at the expense of neglecting some nonlinearities which might be important.

In this work, we propose what we believe is an improvement on this method by adopting the fast forward strategy of computing the energy loss $\Gamma(\omega)$ but keeping the full nonlinear equation (see also \cite{22} for progress in this direction). Starting from quite random initial conditions, one can populate real oscillons in a range of frequencies by giving a sufficient (but realizable) relaxation time. Even in the most extreme cases when the lifetimes are very long, the relaxation time needed to see the trajectory of the true oscillon in the $\Gamma - \omega$ plane is much smaller than the actual lifetime. This strategy still ‘buys’ a lot of time, and for this reason we call the method \textit{relax and fast forward}.

Our method, while more costly to implement, offers the great advantage of dealing always with the full nonlinear problem, basically with no assumptions on the oscillon shape and power spectrum at a given time. This exploits the attractor property of the true oscillon configuration, which drives many different initial conditions into the same oscillon (the same trajectory in the $\Gamma - \omega$ plane), in a rather short relaxation time.

Equipped with our numerical strategy, we are able to extract oscillon lifetimes for any value of $p$ and confirm our analytical estimates. In particular, this allows us to complete our investigation of potentials with $p < 0$. In contrast to our previous expectations \cite{20}, we find that flattening the potential with $p < -1/2$ does not lead to increased lifetimes with respect to the case $p \lesssim 1$.

The rest of this paper is structured as follows: In Sec. 2 we present qualitative criteria to obtain long-lived oscillons, while we provide analytical estimate for generic, exceptional and monodromy-like potentials in Secs. 2.1, 2.2 and 2.3 respectively. We then introduce our numerical strategy in Sec. 3.1 and present numerical results for oscillon lifetimes in Sec. 3.2. We offer a final discussion and conclusions in Sec. 4 and provide more details about our numerical method in the Appendix.

## 2 Understanding Longevity

To set the stage, we consider a single real scalar of mass $m$ with lagrangian $\mathcal{L} = (\partial \phi)^2/2 - V(\phi)$ and with a generic potential,

$$V(\phi) = \frac{1}{2} m^2 \phi^2 + \sum_{n=2}^{\infty} g_{2n} \phi^{2n},$$

with a negative quartic coupling $g_4 < 0$. For axions, it is convenient to write $V = m^2 F^2 v(\phi/F)$ with $v$ a dimensionless function $v(x) = x^2/2 + \ldots$ and with $F$ the axion decay constant. The quartic coupling is then naturally of order $g_4 \sim (m/F)^2$ (in general, $g_{2n} \sim m^2 / F^{(2n-2)}$) and the weak coupling regime maps to $m \ll F$. 


Despite the smallness of the couplings in the Lagrangian, a strong collective interaction arises when a large occupation number of axion scalar quanta \( N \) is considered, as can be understood by defining a collective coupling \( \lambda = N g_4 \). For \( N \sim 1/g_4 \gg 1 \), the system can be treated classically and in particular when \( \lambda \sim 1 \) one expects the formation of bound states held together by attractive self interactions, i.e. oscillons. However, since particle number is not conserved for a real scalar field, such bound states are metastable. For \( g_4 < 0 \), higher dimensional operators in (1) need to be important at large field values, otherwise the potential would be unstable. These operators can then play an important role in determining the longevity of the scalar bound state.

While the lifetime of oscillons depends crucially on the higher dimensional operators in \( V(\phi) \), it is possible to qualitatively understand the features that can lead to large lifetimes in a model-independent (and non-perturbative) way. First, let us consider the quantity

\[
\Delta \omega \equiv m - \omega_{\text{osc}},
\]

where \( \omega_{\text{osc}} \) is the frequency of oscillations of the field \( \phi \) in the oscillon configuration. The quantity \( \Delta \omega \) can be thought of as the binding energy per particle: each corpuscle decreases the total energy of a set of \( N \) quanta by \( \Delta \omega \) by being in the lump, therefore the very existence of an oscillon requires a significant \( \Delta \omega \). While the dependence of \( \Delta \omega \) on \( V(\phi) \) may be complicated, in the classical field theory limit with \( N \sim 1/g_4 \gg 1 \), it is very reasonable to expect that this quantity is directly controlled by the deviation of \( V(\phi) \) from the free part in the oscillon core

\[
\Delta V(\phi) \equiv \frac{1}{2} m^2 \phi^2 - V(\phi).
\]

We will refer to \( \Delta V \) as the binding potential: in order to form and persist, an oscillon should be characterized by a significant \( \Delta V(\phi) \) in its core. This in turn leads to a rough criterion to estimate the oscillation amplitude in the core, \( \phi_0 \), for any given \( V(\phi) \), i.e.

\[
\Delta V(\phi_0) = \delta \frac{m^2 \phi_0^2}{2}
\]

with \( \delta \) a sizeable fraction of 1.

Secondly, once an oscillon has formed, its lifetime is dictated by its (in)efficiency to radiate classical scalar waves. In this respect, it is well known that fluctuations of an homogeneous oscillating field can undergo resonant enhancement. The same can happen in the localized oscillon configuration, i.e. the amplitude of modes whose wavelength is smaller than the oscillon size can be potentially enhanced. When this happens, the oscillon configuration is quickly disrupted. In

\footnote{This criterion is actually supported by our numerical studies with monodromy-like potentials, as we shall see below. For instance, we show in Fig.\[\text{5}\] the correlation between \( \Delta \omega \) and \( \delta \). Typical values in simulations for different potentials give a range of \( \delta \) from 0.2 to 0.85. This supports the criterion suggested above that \( \delta \) must be a sizeable fraction of unity. Moreover, another result from Fig.\[\text{5}\] is that in the \( p \to 1 \) limit, \( \delta \) is of order 0.15 – 0.2.}
analogy with the homogeneous case, the efficiency of such a resonant enhancement is controlled by $V''(\phi_{osc}(t, r))$, which is on general grounds controlled by the effective mass $V''(\phi)$. In particular, we expect that potentials with negative $V''(\phi)$ for some large enough field values will be characterized by efficient resonant decay of oscillon configurations. The same logic suggests that, generically, negative but small effective mass, $|V''(\phi)|/m^2 \ll 1$, at the core can be ‘tolerated’ because both the length- and time- scales of the oscillons are of order $\sim 1/m$, so the naively tachyonic instability can be inefficient.

In sum, a qualitative criterion for the presence of long-lived oscillons is that the potential $V(\phi)$ satisfies these 2 conditions:

1) $\Delta V(\phi)$ is maximized.

2) $V''(\phi)$ (including the sign) is maximized.

Interestingly, the two conditions above are somewhat antagonistic. For instance the obvious way to increase the binding potential $\Delta V(\phi)$ is by “bending” $V(\phi)$ so that it decreases with $\phi$ past some value. However, this means that there is a maximum, with $V''(\phi) < 0$, so that radiation would be efficient in this case. In turn, requiring that $V''(\phi)$ is bounded from below limits the size of the binding potential $\Delta V(\phi)$.

At first, it is not immediate to tell which of the conditions above is more important, nor what combination of the two should one optimize in order to maximize the lifetime. It is rather obvious that plateau-shaped potentials are good at satisfying 1), while potentials very close to $\phi^2$ are good at satisfying 2).

It turns out that condition 2) plays a stronger role in enhancing longevity. One way to understand this is that even if $V(\phi)$ deviates from $m^2 \phi^2/2$ only slowly, one can still find a large enough amplitude $\phi_0$ such that condition 1) (sizeable binding potential) is met. If this happens while the potential is still close to quadratic (therefore $V''(\phi)/m^2$ close to 1) then one does not expect much radiation, which therefore leads to a long lifetime.

This logic is further confirmed by the fact that the potential $V = -\phi^2 \log \phi$ (which incarnates precisely the limit of being close to a quadratic potential) turns out to admit exact non-dissipative oscillons, as we discuss below (see Sec. 2.2). Oscillons in close-to-quadratic potentials, then, are expected to have a boosted lifetime.

The oscillons in $V = -\phi^2 \log \phi$ are classically eternal for any amplitude. However, this potential displays a maximum at high enough $\phi$ (with order-1 negative $V''$), which seems to go against condition 2) above. The crack in the argument is that the oscillons that explore the maximum in fact decay because they have unstable resonant modes \cite{30}. Therefore our logic still applies. A similar thing happens with breathers in 1+1 sine-Gordon theory: at the quantum level the spectrum of amplitudes is quantized \cite{31}, and the ‘ground state’ breather does not probe the maximum.
We now discuss separately the longevity for the 3 relevant types of potentials: of generic form, exceptional form, and finally we go to the family of monodromy potentials.

2.1 Lifetime estimates

In this section we follow the corpuscular description of bounds states \([32,33]\) (devised to understand generic localized objects like black holes or solitons) to obtain estimates of the oscillon lifetime in terms of the couplings appearing in the potential. The starting point of the corpuscular picture is that classical field solutions can be re-interpreted as mean-field descriptions of the (bosonic) quantum field in the Bose-Einstein condensate limit, that is when there is a large occupation number of the same state. This picture is well suited for oscillons when the couplings in the Lagrangian are small. First, this is because in a weakly coupled theory it makes sense to view the bound states as being composed of approximately free field quanta. Second, the oscillon mass typically scales like \(E \sim m/g^4 \gg m\) so indeed one can view it as composed of a large number \(N \sim 1/g^4\) of quanta, which is consistent with the large occupation number picture.

Since the \(N\) quanta basically occupy the same state, one can identify the wavelength of the occupied quantum state with the oscillon radius, \(R\), which is around \(1/m\), but often slightly bigger. A heuristic way to obtain \(R\) is to picture that the scalar field quanta are trapped (dynamically) inside a spherical box of radius \(R\). The lowest energy modes should then exhibit a relation between the oscillation frequency and the radius of the form

\[
\omega = \sqrt{m^2 - R^{-2}}. \tag{5}
\]

Since the oscillation frequency indeed satisfies \(\omega < m\), one can use this equation as a definition for the oscillon radius (the numerical simulations show that this is a good estimate for the radius) once the oscillon frequency is ‘measured’.

The departure of \(\omega\) from \(m\) is an important property of oscillons, as it leads to a notion of binding energy \(\Delta \omega\) according to

\[
\omega_{\text{osc}} = m - \Delta \omega. \tag{6}
\]

This \(\Delta \omega\) represents the gain in energy (per quantum) in forming the localized bound state. In numerical simulations, \(\Delta \omega/m\) is measured to be in the \(10^{-2} - 10^{-1}\) range.\(^2\) For small binding energy \(\Delta \omega/m \ll 1\), one obtains the usual non-relativistic relation between \(\Delta \omega\) and the momentum \(1/R\),

\[
\Delta \omega \simeq \frac{1}{2mR^2}. \tag{7}
\]

With this corpuscular picture in mind we are now ready to estimate the oscillon lifetime from the form of the potential \([1]\). We are now viewing the oscillon as a finite density concentration

\(^2\)The lower end of the window can be understood from the requirement of stability of the oscillon in the non-relativistic approximation, see \([17,21]\).
of $N \sim 1/g_4$ particles, therefore one can attempt to estimate the lifetime by means of the usual formula

$$\Gamma \sim v \sigma n,$$

where $\sigma$ is the scattering cross section associated to the processes that generate radiation, $n$ is the number density and $v$ the typical velocity of particles. The number density is

$$n = \frac{N}{V} \sim \frac{1}{g_4 R^3}$$

with $R$ the typical oscillon size, which is related to the frequency of oscillation. The typical speed of the quanta in the soliton can be estimated as $v \sim p/E$ with $E = \omega$ and $p \sim 1/R$. Using (6), this reduces to approximately $1/(mR)$ for small $\Delta \omega$. The cross section for individual $3 \to 1$ conversion processes from the quartic coupling is estimated as $\sim g_4^2 m^{-2}$. Since there are $1/g_4$ quanta in the bound state, the total cross section is enhanced by a $1/g_4$ factor. Collecting all terms, one arrives at

$$\Gamma \sim \frac{1}{g_4 R^3} \frac{1}{R m} \frac{g_4}{m^2} = \left(\frac{\Delta \omega}{m}\right)^2 m$$

where we used (7) in the last step.

There are 3 important features of this estimate: First, oscillons in simplest potentials (including the sinusoidal, which is relevant for the QCD axion) exhibit a rather small binding energy (per quantum)

$$\frac{\Delta \omega}{m} \sim 10^{-2}$$

and this according to (9) leads to a considerably long lifetime, of the order of $10^3$ oscillations. This naive estimate actually matches the lifetime which is determined by numerical computations for quartic and sinusoidal potentials.

Second, (9) does not depend on the magnitude of the coupling $g_4$, as expected. In the $g_4 \ll 1$ limit, where the dynamics simplifies to mean field theory, the field can always be rescaled at will in order to fix the magnitude of one coupling, which we can take to be $g_4$. This also makes manifest that oscillon properties such as its binding energy $\Delta \omega$ or its lifetime must depend exclusively on the set of higher order self-interactions, $g_n$ with $n \geq 6$.

Third, the estimate (9) is based on looking only at the quartic self-coupling so this implicitly assumes that higher order couplings, $g_n$ with $n \geq 6$, do not give rise to cancellations that would significantly change the estimate. This is what we mean by non-exceptional potentials. Note that all couplings $n \geq 6$ contribute to processes where the emitted particle has energy $\sim 3m$, which can compete with the $3 \to 1$ channel from $g_4$, therefore it is conceivable that higher order couplings may affect the rate. In the introduction of Sec. 2 we discussed in an intuitive way the possible ways by which the final rate can be suppressed, based on the shape of $V(\phi)$ (and $V''(\phi)$). In the next subsections we show this more explicitly.
By the same logic, one expects that lifetimes (identified with $1/\Gamma$) substantially differing from \(\frac{1}{\Gamma}\) should correspond to the situation where there is destructive interference between different channels (from different couplings). This should also translate into having enhanced emitted power in the different multiples of the fundamental frequency ($3\omega_{\text{osc}}, 5\omega_{\text{osc}}, \text{etc}$). We shall not show results for the power spectra of the radiation from oscillons, but we have checked that this is indeed the case: for potentials with longer lived oscillons, the power spectra in higher harmonics become more comparable, which further confirms this picture.

Finally, let us take a brief detour as we want to emphasize that the kind of reasoning presented here is strictly parallel to the way of understanding a more familiar yet nontrivial bound state appearing in a very simple theory: namely, positronium in QED. Even though in this case we are dealing with fermions, and there are only two particles in the bound state, the same use of (8) also allows to compute the positronium decay rate. As is well known, the decay rate differs for the two spin states. The singlet state (para-positronium) decays by emitting 2 photons ($\sigma \sim \alpha^2$), while the triplet (ortho-positronium) emits 3 photons ($\sigma \sim \alpha^3$). The rate picks 3 more powers of $\alpha$ from the number density which is obtained from the Bohr radius $\frac{1}{m_e \alpha}$, reproducing the usual values of the lifetime $\alpha^5 m_e$ or $\alpha^6 m_e$ for (para- or ortho-) positronium. Perhaps this makes one more confident with the estimate (9) above.

2.2 Exceptional potential

Let us now discuss an exceptional potential that escapes the logic presented in the previous section. It consists in the special form “$V_{\log}(\phi)\propto \phi^2 + \phi^2 \log \phi$. Heuristically, it is somewhat unsurprising that this potential leads to non-radiative localized solutions because the effective mass-squared at the origin blows up and so it is energetically impossible to emit scalar radiation. Still, this potential stores an additional surprise: the resulting oscillon solutions can be obtained analytically.

For later use, we perform an arbitrary rescaling and introduce a parameter $\epsilon$ to write the potential in the form

$$V_{\log}(\phi) = \frac{1}{2} (1 + \epsilon) m^2 \phi^2 - \frac{1}{2} \epsilon m^2 \phi^2 \log \left( \frac{\phi^2}{F^2} \right).$$

This potential has 2 somewhat ‘unwanted’ features: i) it is not exactly analytic around $\phi$ due to the log $\phi$; ii) it is unbounded from below – clearly at $\phi \geq e^{1/(1+\frac{1}{\epsilon})} F$ it becomes negative.

The potential (10) leads to an equation of motion of the form

$$\frac{\partial^2 \phi}{\partial^2 t} + \frac{2}{r} \frac{\partial \phi}{\partial r} - \frac{\partial^2 \phi}{\partial r^2} = \frac{V'_{\log}(\phi)}{\phi} = m^2 - \epsilon m^2 \log(\phi^2 / F^2)$$

Despite being nonlinear, this equation is factorizable \cite{25,26} – which is at the very root of the exceptional properties of $V_{\log}$. Indeed, the factorized ansatz

$$\phi(t, r) = A(t) B(r)$$

leads to an equation of motion of the form

$$\frac{\partial^2 A}{\partial^2 t} + \frac{2}{r} \frac{\partial A}{\partial r} - \frac{\partial^2 A}{\partial r^2} = m^2 - \epsilon m^2 \log(\phi^2 / F^2)$$

and

$$\frac{\partial^2 B}{\partial^2 t} + \frac{2}{r} \frac{\partial B}{\partial r} - \frac{1}{r^2} \frac{\partial^2 B}{\partial r^2} = \frac{m^2}{B}$$

The solutions take the form

$$A(t) = \frac{1}{B(r)} \int_{t_0}^{t} \frac{m^2}{B} dt'$$

and

$$B(r) = \frac{1}{\epsilon m^2} \int_{r_0}^{r} \frac{1}{B} dr'$$

or

$$\phi(t, r) = \frac{1}{m^2} \int_{t_0}^{t} \frac{1}{B(r')} dt'$$

for $\epsilon > 0$.
leads to an immortal localized solutions with a Gaussian profile

\[ B(r) = e^{-(r/R)^2} \text{ with } R = \sqrt{\frac{2}{\epsilon m}} \] (13)

provided that the overall amplitude \( A \) satisfies the ODE

\[ \ddot{A} = -m^2 A \left( 1 + 3\epsilon - \epsilon \log(A^2/F^2) \right) , \]

that is, it oscillates according to same logarithmic potential. Since the equation above can be solved by quadratures, the evolution of \( A(t) \) is periodic, therefore this is a non-radiating everlasting oscillon.

Two comments are in order. First, the potential \( \phi^2 \log \phi \) is encountered in some supersymmetric models (see e.g. [25] and [34] in a different context). Second, the mere fact that the theory admits exact stable localized excitations suggests that this might be due to some kind of integrability property. Indeed the potential \( \phi^2 \log \phi \) is a member of a class of potentials with the property [35] that they contain static localized ‘lump’ field configurations, whose stability leads to a reflectionless Schrödinger potential [35–37]. Interestingly, for the \( \phi^2 \log \phi \) potential the ‘lump’ (the above solution with \( A = e^{1/2\epsilon F} \)) leads to a Schrödinger problem with a purely quadratic potential, so it has an infinite number of evenly-spaced bound states.

### 2.3 Monodromy potentials

We now consider the 1-parameter family of potentials:

\[ V(\phi) = \frac{1}{2p} m^2 F^2 \left[ \left( 1 + \frac{\phi^2}{F^2} \right)^p - 1 \right] = \frac{m^2 \phi^2}{2} - \frac{1}{4} \frac{m^2}{F^2} \phi^4 + \ldots, \] (14)

which was our focus in [20]. Oscillons form for \( p < 1 \), which is when both 1. the quartic coupling is negative and 2. the potential is smaller than the free part, \( V(\phi) < m^2 \phi^2 / 2 \). It is useful to analyze certain limiting cases of this class of potentials.

I) \( p \to -\infty \)

The potential becomes

\[ V(\phi) \simeq \frac{m^2 \tilde{F}^2}{2} \left( 1 - e^{-\phi^2/\tilde{F}^2} \right) + O\left( \frac{1}{p} \right) \] (15)

with \( \tilde{F} = F/\sqrt{1-p} \). Therefore, at large negative \( p \) the potential is insensitive to the value of \( p \) as should be the oscillon properties.

II) \( p \to 1 \)

Expanding around \( p = 1 \), the potential becomes
\[ V(\phi) \simeq \frac{1}{2} m^2 \left\{ \phi^2 - (1 - p) \left[ (F^2 + \phi^2) \log \left( 1 + \frac{\phi^2}{F^2} \right) - \phi^2 \right] + \ldots \right\} \]  

(16)

the dots denoting corrections of order \( \mathcal{O} \left[ (1 - p)^2 \log^2 (1 + \phi^2 / F^2) \right] \). This potential is of course smooth at the origin, where \( V = m^2 \phi^2 / 2 - \ldots \), whereas at large field values it is very similar to the exceptional potential (10). Indeed, one recovers (16) by replacing \( \phi^2 \to \phi^2 + F^2 \) in the \( \phi^2 \log \phi \) term of (10), with the identification

\[ \epsilon \equiv 1 - p \ll 1. \]  

(17)

Given that the series expansion near \( p = 1 \) is really an expansion in \( (1 - p) \log \phi \), the potential (14) can be safely truncated as (16) in a rather large range in field space, \( \phi \lesssim \tilde{\phi} \), with

\[ \tilde{\phi} \equiv e^{\frac{1}{2p 1} F} \gg F. \]  

(18)

Therefore, in the \( 1 - p \ll 1 \) limit (14) reduces to the exceptional potential \( V_{\log} \) (10) in a large range of field space, except for small values \( \phi \lesssim F \).

As explained above, the field amplitude \( \phi_0 \) in the oscillon core must be large enough to have a significant binding potential, expressed as the condition (4) with \( \delta \) of order of, say, \( \sim 1/10 \). Applied to the potential (16), this condition gives

\[ \phi_0 \simeq e^{\frac{2}{\epsilon} + \frac{1}{2}} F \]  

(19)

which in the \( \epsilon \ll 1 \) limit is large but smaller than \( \tilde{\phi} \sim \phi_0^{1/\delta} \) (in units of \( F \)).

In sum, in the \( \epsilon \equiv 1 - p \ll 1 \) limit, the approximation (16) is well justified and the oscillon amplitude is expected to lie in the window

\[ F \ll \phi \ll \tilde{\phi} \]

where the potential is very close to the exceptional one (10), see Fig. 1. This class of potentials is then expected to lead to oscillons with enhanced longevity is the limit \( p \to 1 \).

**Scaling of the lifetime for \( p \to 1 \)**

The expectation above is confirmed by numerical simulations, which we will present in Sec. 3. In particular, when \( p \) is very close to 1, oscillon lifetimes increase seemingly without bound, and certainly to values that cannot be simulated in present day computers.

In the limit \( \epsilon = 1 - p \to 1 \), however, we can exploit the similarity of the monodromy potential with the form \( \sim \phi^2 \log \phi \). Indeed, \( V \simeq V_{\log} \) for a very large range in field space \( F \ll \phi \ll \tilde{\phi} \).
in the $\epsilon \ll 1$ limit. The oscillon lifetime then can be estimated by assuming that oscillons supported by (14) should be very close to the ‘immortal’ oscillons (12).

This suggests to split the solution as

$$\phi = \phi_i + \delta \phi$$

(20)

where $\phi_i$ is the ‘immortal’ solution (12) and we assume $\delta \phi$ is a small deviation from it in a large space-time region. Plugging (20) into the equation of motion one arrives at

$$\Box \delta \phi + V''(\phi_i(t, r)) \delta \phi = - (\Box \phi_i + V'(\phi_i)) \equiv j(t, r)$$

(21)

where terms of order $\delta \phi^2$ have been dropped. Using the equation of motion that $\phi_i$ satisfies, the source $j(t, r)$ is identified as

$$j(t, r) = - (V' - V'_{log}) \bigg|_{\phi=\phi_i} = \epsilon m^2 \phi \left[ \log \left(1 + \frac{\phi^2}{F^2}\right) - \log \left(\frac{\phi^2}{F^2}\right) \right] \bigg|_{\phi=\phi_i}$$

(22)

The function $V'_{log}(\phi) - V'(\phi)$ has a maximum at around $\phi \simeq 0.5 F$, where it takes the value $\simeq 0.8 \epsilon m^2 F$. For small field values, $\phi \ll F$, it goes like $\sim -2m^2 \epsilon \log(\phi/F)$, and at large $\phi$ it decays like $\sim \epsilon m^2 F^2/\phi$. Having in mind large amplitude oscillons with $\phi_0 \sim e^{\frac{\delta}{2\epsilon}} + \frac{1}{2} F$ as

---

$^3$Of course, this assumption must break down asymptotically far away but still it is possible to see that there is a ‘radiation zone’ where $\delta \phi$ is small and takes energy from the oscillon core.
given in (19), this implies that the source term \( j \) is tiny. Compared to \( V' \) in the full solution, it is suppressed by a factor (neglecting logarithms)

\[
\frac{|V' - V'_{\log}|}{V'} \lesssim \frac{F^2}{\phi_0^2} \sim e^{-\frac{\delta}{2\epsilon}}.
\]  

(23)

While the characteristic size of the oscillon (where, say, most of the energy is concentrated) is \( R \simeq \sqrt{2/\epsilon} \ m^{-1} \), the Gaussian approximation holds up to much larger distances. With the amplitude in the core \( \phi_0 \sim e^{\delta/2 \epsilon} F \), one expects the Gaussian profile to hold all the way up to \( \phi \sim F \). Let us denote by \( \tilde{R} \) the radius up to which the Gaussian profile is expected to hold, which is when \( \phi \sim F \). Since at the origin the amplitude is \( (19) \) and we have the Gaussian profile, this is simply obtained from the condition \( \exp \left( \frac{\delta}{2\epsilon} - \frac{\tilde{R}^2}{R^2} \right) \sim 1 \), that is

\[
\tilde{R} \sim \sqrt{\frac{\delta}{2\epsilon R}} = \frac{\sqrt{\delta}}{\epsilon m}.
\]  

(24)

Note from the definition of \( j(t, r) \) that this radius is where \( j \) is expected to be localized (a shell around the oscillon considerably far from its core radius \( R \)). This relation also clarifies the main condition for the validity of the approximation (20): a well defined approximately Gaussian-shaped oscillon profile requires that there is a clear separation between \( R \) and \( \tilde{R} \). This translates into the condition

\[
\epsilon \ll \delta.
\]  

(25)

More quantitatively, a factor 10 in \( \tilde{R}/R \) translates into

\[
\epsilon \sim 10^{-2}\delta
\]

Numerically one finds that \( \delta \) is around 0.2 for \( \epsilon \rightarrow 0 \) (see Sec. 3.2), therefore the Gaussian approximation should be reliable for \( \epsilon \lesssim \text{few } 10^{-3} \).

Let us then proceed to estimate the lifetime of an oscillon in this regime. The effective scalar mass at the core \( V''(\phi(t, 0)) \) is around \( \simeq m^2(1 - \delta - 3\epsilon) \) (with spikes going up to \( m^2 \) when \( |\phi| \lesssim F \)). In the crudest approximation one can neglect the space- and time- variation in (21), and estimate the radiation from the massive KG equation with a source (22). Barring the potential resonant effects from the time dependent mass and source, one can then estimate the size of \( \delta \phi \) upon integration of (21) as \( \delta \phi \simeq j/m^2 \). The emitted power can then estimated as \( \dot{E} = 4\pi r^2 T^0r_r \sim \tilde{R}^2 \partial_r \delta \phi \partial_t \delta \phi \sim \tilde{R}^2 \partial_r j \partial_t j/m^4 \). Recalling that the maximal magnitude is \( j \lesssim \epsilon F^2 m^2/\phi \sim \epsilon F m^2 \) and using \( \partial_t \sim \omega_{osc}, \partial_r \sim 1/\tilde{R} \), we arrive at the estimate

\[
\dot{E} \sim \tilde{R}^2 \frac{\omega_{osc}}{\tilde{R}} \epsilon^2 F^2 \sim \sqrt{\delta} \epsilon F^2.
\]  

(26)
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Figure 2: Maximal values of the resonance efficiency parameter $\mu_k \Delta t$ as functions of $p$ for monodromy potentials.

On the other hand, the oscillon energy can be estimated as

$$E \sim R^3 m^2 \phi_0^2 \sim \epsilon^{-3/2} \epsilon^{3/2} \frac{F^2}{m}.$$  \hspace{1cm} (27)

Combining (26) and (27) we arrive at the following estimate for the decay rate,

$$\Gamma = \frac{\dot{E}}{E} \sim \epsilon^2 \frac{F^2}{\phi_0^2} \frac{w_{osc} \bar{R}}{m^2 R^3} \sim \epsilon^{5/2} \epsilon^{-\delta} \sqrt{\epsilon} m$$ \hspace{1cm} (28)

where we used $R \sim m^{-1}/\sqrt{\epsilon}$, and $\omega_{osc} \sim m$. We thus find an exponentially large lifetime as $\epsilon \to 0$, i.e. $p \to 1$. In Sec. 3.2 we will see that this simple formula correctly captures the magnitude and behavior of oscillon lifetimes.

Until now we have neglected gravity in our calculations. This is only valid if the oscillon is not particularly compact, i.e. as long as

$$\frac{R_S}{R} = \frac{2GM}{R} \sim \epsilon^{-1} \epsilon^{\delta} \frac{F^2}{M_P^2} \ll 1.$$ \hspace{1cm} (29)

This translates into the upper bound $F \ll \sqrt{\epsilon} \epsilon^{-\delta/(2\epsilon)} M_P$, which is particularly strong for $\epsilon \ll 0.01$. However, for phenomenological applications an even stronger bound on $F$ arises from dark matter overproduction, since the typical initial amplitude of the scalar field background required to form such oscillons also grows exponentially with $\epsilon^{-1}$. This latter constraint is discussed in Sec. 4.

2.4 Floquet analysis

As argued at the beginning of this section, one of the conditions to ensure that oscillons can have long lifetimes is that resonant enhancement of short wavelength modes is suppressed. The aim of
this subsection is to argue qualitatively that this is indeed the case for the monodromy potentials introduced in Sec. 2.3.

We start by considering the Floquet diagram of an homogeneous oscillating scalar field with potential (14). Some examples of such diagrams have been presented in our previous work [20]. Their crucial feature is the existence of a broad resonance band at \( k \lesssim m \), whereas only very narrow bands arise for \( k > m \). The distance in \( k \)-space between these bands increases with \( p \): in particular bands are denser for \( p < 0 \) than they are for \( 0 < p < 1 \). Similarly, the values of the Floquet exponent \( \mu_k \) are largest in the broad resonance band and increase with decreasing \( p \), until they reach an approximately constant value for \( p \ll -1 \).

In analogy with the homogeneous case, we can understand the relevance of resonant enhancement for oscillons by considering the approximately spherical region of space \( r \lesssim R \). Inside this region the localized field configuration is oscillating with amplitude \( \phi_0 > \phi_{\text{out}} \), where \( \phi_{\text{out}} \) is the amplitude of the field outside the lump (here we neglect the dilution of this amplitude due to Hubble friction). The precise relation between \( \phi_0 \) and \( \phi_{\text{out}} \) can be obtained numerically; for monodromy potentials (14) one finds that \( \phi_0 \simeq 3\phi_{\text{out}} \) during most of the oscillon lifetimes. Of course, only modes with \( k \gtrsim R^{-1} \) can be enhanced, since those with \( k < R^{-1} \) have wavelengths larger than the oscillon size, thus they cannot notice the presence of localized oscillations. Therefore, this implies that only modes with \( R^{-1} \lesssim k \lesssim m \) can potentially undergo significant resonance.

Additionally, those modes are actually enhanced only while they remain inside the oscillon configuration. Each mode propagates through space with a phase velocity \( v = \nu/k = \sqrt{m^2 + k^2}/k \), thus it exits the lump after a time \( \Delta t \sim R/v \sim R k/\sqrt{m^2 + k^2} \). Therefore, modes are actually strongly enhanced only if \( r = \mu_k \Delta t \gtrsim 1 \)

\(^4\) Since the oscillon size \( R \) depends on \( \phi_0 \) (through \( \epsilon \) in the Gaussian approximation considered above), one can compute values of \( \mu_k \Delta t \) as a function of \( \phi_0 \) and \( k \) by means of standard Floquet methods, and extract its maximal size to understand the behavior of resonance with \( p \).

The result of this analysis is shown in Fig. 2 for some representative values of \( p \), for which we have also numerically computed \( R \) as a function of \( \phi_0 \). One can appreciate that \( \mu_k \Delta t \) is always smaller than 1 for any value of \( -4 < p < 1 \). This suggests that resonance does not threaten the longevity of oscillons supported by the potentials (14) for those values of \( p \), as confirmed by the numerical simulations which we present in the next section. Interestingly, resonance is shut off for \( p \to 1 \) and becomes more relevant for \( p \ll -1 \): as we will see, oscillon lifetimes will follow the opposite trend, with a notable exception around \( p \simeq -1/2 \).

\(^4\) Very much like in the early Universe parametric resonance is effective only if \( \mu_k H^{-1} \gtrsim 1 \).
3 Numerical Simulations

We now turn to a numerical investigation of oscillon lifetimes. We start by presenting a novel numerical strategy, then present results for different values of $p$.

3.1 Relax and Fast-Forward

In this section we focus on a numerical method to compute $\Gamma = \dot{E}/E$, which then controls the lifetime $\tau$ of oscillons. It is convenient to treat $\Gamma$ as a function of $\omega$ so that we can write the differential equation

$$\Gamma(\omega) = \frac{\dot{E}}{E} = \frac{1}{E} \left( \frac{dE}{d\omega} \right) \frac{d\omega}{dt}, \quad (30)$$

which can be easily inverted to give

$$\tau = \int_{t_0}^{t_f} dt = \int_{\omega_0}^{\omega_f} \frac{d\omega}{\Gamma(\omega)} \frac{1}{E(\omega)} \left( \frac{dE}{d\omega} \right), \quad (31)$$

where $\omega_{0,f} \equiv \omega(t_{0,f})$ are some particular initial and final values for the frequency. In general, this equation can be numerically integrated to obtain the lifetime, and this is what we do in practice. However, as we will see in Fig. 3, some values of $p$ show a pronounced dip in the function $\Gamma(\omega)$, in which both $E$ and $dE/d\omega$ are constants to very good approximation. Calling $\Gamma_*$ the minimal value of $\Gamma(\omega)$ in such dips, we can then write

$$\Gamma(\omega) \approx \Gamma_* \left[ 1 + \frac{\beta}{\omega_*^2} (\omega - \omega_*)^2 \right], \quad (32)$$

where $\beta$ is a dimensionless quantity and $\omega_*$ is the frequency corresponding to $\Gamma_*$. Insertion of (32) and $E \approx E_*$, $dE/d\omega = (dE/d\omega)_*$ into (31) allows us to obtain the following analytic expression for $\tau$:

$$\tau \approx 2 \left( \frac{\omega}{E} \frac{dE}{d\omega} \right)_* \frac{\arctan(\sqrt{\beta})}{\Gamma_* \sqrt{\beta}}, \quad (33)$$

where we have chosen $\omega_{0,f} \approx \omega_*$. This expression makes manifest that the expectation $\tau \sim \Gamma_*^{-1}$ can receive important corrections due to the other terms appearing in (33), a feature which is also maintained in the general calculation (31). Even though we will not be using this expression to estimate the lifetimes, we have nonetheless checked that the order of magnitude is still correctly predicted.

The next step is to generate data points $\{\omega_i, \Gamma(\omega_i), E(\omega_i)\}$. Recently, similar methods have been proposed [21–23]. In [21, 23], the authors assumed a certain profile with a single oscillation frequency and computed $\Gamma(\omega)$ by linearizing the field equation of the perturbations around such profile and computing the emitted power perturbatively in the small scalar waves. These (semi-analytic) results were then improved by the authors in [22] and were benchmarked against a full
Figure 3: Numerical results for the decay rate $\Gamma(\omega)$, obtained using the relax and fast-forward method, for various values of $p$.

Numerical simulation. Given that the single frequency approximation tends to overestimate the actual $\Gamma$ [22], we choose to numerically solve the full relativistic non-linear equation of motion for $\phi$ (see Appendix A for details and [22] for a similar approach). The decay rate $\Gamma$ is then obtained by numerically computing the outgoing flux at a position far away from the oscillon core (see Appendix B).

We parametrize initial conditions using

$$\phi(t = 0, r) = \frac{A}{\cosh(r/\sigma)}, \quad \dot{\phi}(t = 0, r) = 0,$$

(34)

where $A$, $\sigma$ are free parameters that we vary. As one initializes the field according to (34) two things can happen: either the field quickly goes to the configuration $\phi = 0$ or it settles into an oscillon configuration after a mild relaxation time $t_{\text{relax}}$. Whether the former or the latter happens depends strongly on the choice of $A, \sigma$ in (34), which is something that makes manifest both the chaotic and attractor nature of oscillons.

This is very useful because one can then trade time evolution with sampling of initial conditions. The strategy is to choose a set of $N$ different initial configurations parametrized by (34) and evolve each of them a time $t_{\text{relax}}$ until the oscillon configuration is found. Every initial configuration will find a different oscillon configuration, i.e. $\{A_i, \sigma_i\} \rightarrow \{\text{oscillon}(\omega_i)\}$ after a time $t_{\text{relax}}$, with these configurations being related to each other by time evolution. All in all, this results in a huge numerical advantage since $N t_{\text{relax}} \ll \tau$. We refer the interested reader to Appendix C for a more

---

5The exact value for $t_{\text{relax}}$ depends on the particular initial condition and $p$. 

---
an in-depth explanation of this strategy, which we dub the *relax and fast-forward* method.

### 3.2 Results

In this section we present the numerical results that we have obtained with the numerical strategy outlined above. In particular, we give a complete picture of the lifetimes of oscillons in monodromy potentials, which has remained somewhat elusive until now, and we perform a dedicated analysis of the regime $1 - p \ll 1$.

The first result is the shape of the function $\Gamma(\omega)$ for several values of $p$, which can be found in Fig. 3. One can see that a dip appears for certain values of $p$. The tendency is to start from a shallow dip at small frequencies for negative large $p$ that becomes deeper and closer to $m$ as one approaches $p = 0$. At $p = 0$ the dip is lost and $\Gamma$ tends to be a bit larger than at small negative $p$. This is followed by $\Gamma$ getting increasingly smaller as $p$ starts to get closer to 1, recovering a dip very close to $m$. In all cases, the trajectories terminate at some frequency close to $m$ where we see the core amplitude collapse to $\phi = 0$, corresponding to the death of the oscillon.

From the results shown in Fig. 3 we can compute oscillon lifetimes using (31). Results are shown in Fig. 4. For values of $p$ corresponding to small enough lifetimes, the *relax and fast-forward* results have been benchmarked against the explicit time evolution of the corresponding oscillons during their whole lifetimes, whose values are reported in Table 1. In particular, we find a maximum relative error of 7%, which shows the quality of our method.

The lifetimes shown in Fig. 4 follow the dependence on $p$ expected from our analysis of Sec. 2. In particular, the lifetime becomes insensitive to $p$ as $p \to -\infty$ and approaches $\tau \sim 10^5/m$, that is the lifetime of oscillon supported by the potential (15). Secondly, the lifetime increases exponentially as $p \to 1$. Finally, we unexpectedly find a bump in the region $-1 \leq p \leq 0$, which appears to arise from an interplay between having a small and negative $V''(\phi)$ and being efficient in minimizing the binding potential. The power of our method is clear from our results for $p = 0.95$: we find $\tau \sim 10^{14}/m$, while following the oscillon evolution for such a huge lifetime would have taken $O(10^5)$ years using present day computers.

| $p$ | $\tau m$ estimated | $\tau m$ real | Relative Error (%) |
|-----|---------------------|----------------|-------------------|
| $-5$ | $8.45 \times 10^5$  | $9 \times 10^5$ | 6.11              |
| $-4$ | $1.39 \times 10^6$  | $1.5 \times 10^6$ | 7.33              |
| $-2.5$ | $4.74 \times 10^6$  | $5 \times 10^6$ | 5.20              |
| $-2$  | $1.13 \times 10^7$  | $1.2 \times 10^7$ | 5.83              |

Table 1: Comparison between estimated lifetimes based on (31) and actual lifetimes for oscillons evolved with an explicit numerical time evolution (real) for some values of $p$. 
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As we have argued in Section 2, the first step to understand oscillon longevity comes from the notions of binding energy per particle, encoded in $\Delta\omega$, and the binding potential (4) encoded in $\delta$. From the data of our simulations these quantities can be easily extracted and are shown in Fig. 5 where we see a clear correlation between the binding frequency $\Delta\omega$ and the binding potential $\delta$. In particular, the tendency is that both $\Delta\omega$ and $\delta$ decrease as $p$ increases. Typical values in simulations for different $p$ give a range of $\delta$ from 0.1 to 0.85. This supports the criterion suggested above that $\delta$ must be a sizeable fraction of unity. Moreover, another result from Fig. 5 is that in the $1 - p \ll 1$ limit, $\delta$ is of order 0.1 - 0.2.

Finally, obtaining the $\Gamma(\omega)$ curve becomes particularly challenging for $0.95 < p < 1$, due to the fact that we must substantially increase the size of our lattice. Instead, switching to the $(\epsilon, \delta)$ language with potential (16) allows us to test our analytic result (28) for $\Gamma$. We thus numerically solve the equation of motion with potential (16) by initializing the field with a Gaussian profile with parameters determined by (13). We evolve such configuration for a time $\sim (\epsilon m)^{-1}$ and show the results for $\Gamma$ in Fig. 6. From that, we see that $\Gamma$ is only slightly overestimated by the analytic result (28), which however correctly captures the behavior with $\epsilon$. This gives further numerical evidence that the lifetime of oscillons increase exponentially as $p \to 1$.

It is instructive to look at the main numerical result summarized in Fig. 4 from the perspective of the corpuscular picture. The lifetime $\tau$ turns out to be significantly larger than the estimate in 2.1 ($\tau \sim 10^4 m^{-1}$). Monodromy potentials are expected to enhance $\tau$ from classical field theory intuition, due to properties of the potential (flattening $V$ and not too negative $V''$). Still, the
dependence of $\tau$ on $p$ seems quite remarkable. In particular there are two salient features: the extreme growth at $p \to 1$ and the peak near $p = -1/2$. The reason for the former is clear, the closeness to the $\phi^2 \log \phi$ exceptional potential. The origin of the peak is less clear to us at present, and seems more accidental.

4 Discussion and Conclusions

The observational impact of oscillons crucially depends on their lifetime. In this paper, we provided some analytical understanding for the observed extraordinary longevity of large amplitude oscillons as well as a novel numerical strategy to reliably compute their lifetimes.

We derived estimates from a simple corpuscular picture, which is valid at small coupling/large occupation numbers and admits a classical field theory limit, to qualitatively reproduce the lifetime of oscillons supported by generic potentials, such as $\sim \phi^4$ or sine-Gordon $\sim \cos (\phi / f)$. The estimates assume no cancellations amongst various possible channels (encoded in the different self-couplings), but do not exclude that these cancellations might occur. Oscillons that are much longer lived than these estimates are supported by “monodromy”-like potentials, which at large field values behave as $V \sim (\text{const.}+) \phi^{2p}$ with $p < 1$. Despite several efforts in recent years, the ultimate reason for such long lifetimes and their behavior with $p$ were not fully transparent.

In this work, we have argued that one way how these cancellations can occur is with potentials that flatten at large $\phi$ while keeping the effective mass $V''(\phi)$ as close as possible to the mass in
Fig. 6: Decay rate $\Gamma$ of oscillons for $\epsilon \equiv 1 - p \to 0$. Markers are data from numerics while dashed lines correspond to the analytic prediction (28).

Oscillons supported by monodromy potentials with $p \to 1$ can be studied both analytically and numerically, and our analysis shows that they are extremely long-lived (see Fig. 6), with lifetimes many orders of magnitude larger than their cousins with $p \leq 1/2$, which were previously believed to be the most longevous oscillons [20]. Moreover, we presented a new numerical method to compute oscillon lifetimes, which is particularly useful when the evolution of a single oscillon is too long to be fully simulated on a computer.

Our results can have very interesting observational implications for light scalar dark matter. Let us briefly discuss some of them, while leaving a detailed study for future work (see e.g. [39] for a detailed analysis of observational consequences of oscillons in axion models). Fig. 7 summarizes our findings for monodromy-like potentials. For $p \leq 0.95$ (left figure), we find that oscillons formed during the radiation-dominated epoch can survive until matter-radiation equality for masses as large as $m \sim 10^{-14}$ eV when $p$ is close to unity. These overdensities may then act as seeds for the formation of structures. For $m \sim 10^{-19}$ eV and $p$ close to unity, we find that oscillons can actually survive until today and thus potentially constitute a part of the dark matter. We confirmed that a window of negative values of $p$ around $p = -1/2$, corresponding to plateau-like potentials, with longer lifetimes than their cousins with $0 < p \leq 1/2$ exists. However, in contrast to the expectations in our previous work [20], we found that decreasing $p$ further decreases, rather than increases, an
Figure 7: **Left:** values of $p$ and $m$ for which oscillons supported by monodromy-like potentials with $p \leq 0.95$ are stable until today (dark gray) or until matter-radiation equality (light gray). Contours of values of $F$ for which the background scalar reproduces the dark matter abundance are also shown, when the initial field value is fixed to $\phi_i = 15 F$. **Right:** Constraints on $F$ and $m$ for monodromy-like potentials with $\epsilon \equiv 1 - p \leq 0.05$ from dark matter overproduction. Values of the scalar mass for which oscillons are stable until today are denoted with vertical lines, which move to the right as $\epsilon$ decreases. In the lower right corner of the figure $F \sim m$ and the theory becomes strongly coupled. Close to this line, quantum annihilations in the oscillon core become important and alter oscillon lifetimes (see e.g. [13,38]).

oscillon’s lifetime. The origin of this window is still unclear to us and deserves further work.

Values of the scale $F$ for which the oscillating background scalar field explains the observed dark matter abundance are also shown in the left plot in Fig. 7 for an example choice of initial background field amplitude $\phi_i \sim 15 F$, taking into account the delay in the onset of oscillations as $p$ decreases. This choice is guided by requiring that self-resonance is efficient in the radiation dominated Universe (see e.g. [20]), so that the homogeneous field can undergo fragmentation, which would then provide initial conditions for oscillon formation. Oscillon masses in this case can be extremely large when $m$ is very small, the precise value depending also on $p$. In particular, for $p = -1$ we find $M > 10^8 M_{\odot}$ when $m \sim 10^{-25}$ eV, whereas for $p = 0.95$ we find that the same oscillon mass is obtained for $m \sim 10^{-22}$ eV. This can be used to constrain the left most region of the left plot in Fig. 7 (see e.g. [40,41]), which is also further disfavored by galactic [42] and

\[\text{In general, the value of } \phi_i \text{ required to have efficient fragmentation increases as } p \text{ increases. In particular, for } p \approx 0.9, \text{ a larger value of } \phi_i \text{ is required than in our example choice. Nonetheless, we find that for those large values of } p \text{ the required } \phi_i \text{ is only a } O(1) \text{ factor larger than in our example choice.} \]
Lyman-α observations \cite{43}.

Nonetheless, we find that for $p \simeq -1/2$ and $p \lesssim 0.9$ oscillons with masses smaller than $10^8 M_\odot$ can be stable today and contribute to the abundance of scalar dark matter when $F \sim 10^{15} - 10^{16}$ GeV and $m \sim 10^{-23} - 10^{-19}$ eV. Very interestingly, this is the mass range of Ultra-Light Scalar Dark Matter, where other bound structures (held together by gravity rather than by self interactions) can form at late times.

The observational impact of models with $p$ very close to unity, which may be motivated by other frameworks (e.g. supersymmetry), is dramatically different, since oscillon lifetimes and core amplitudes increase exponentially with $1/\epsilon = 1/(1 - p)$. Our results for this case are shown in the right plot of Fig.\cite{7}. Oscillons can then be stable until today for scalar masses up to $m \lesssim 0.1 - 1$ meV, when $\epsilon \sim 0.005$. In order to understand the viability of this scenario, we fix the background amplitude required to obtain these oscillons from fragmentation to be equal to the core amplitude. The right plot in Fig.\cite{7} then shows that very large longevity comes at the expense of a much smaller scale $F$, since otherwise the background scalar field would overclose the Universe. For $\epsilon \sim 0.01$ the mass window extends to $m \lesssim 10^{-12}$ eV and larger values of $F \lesssim 10^4$ GeV are allowed.

Overall, our work presents evidence that the observational implications of self-interacting (ultra)light scalar dark matter may be even richer than what has been considered so far, due to the extreme longevity of oscillons supported by certain well-motivated potentials. A comprehensive study of these consequences is a promising task for future work.
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A Numerical Time Evolution

Time evolution of field configurations is generated by numerically solving the Euler-Lagrange equation of motion for $\phi$ with potential \cite{14} and spherical symmetry,

$$\partial^2_t \phi(t, r) - \partial^2_r \phi(t, r) - \frac{2}{r} \partial_r \phi(t, r) + V'(\phi(t, r)) = 0.$$  \hspace{1cm} (35)

It is convenient to rescale $\phi$, $t$ and $r$ so that they become dimensionless. This can be achieved by doing $\phi \rightarrow \phi/F$ and $t, r \rightarrow mt, mr$. In the remainder of this section, $\phi$, $t$ and $r$ will be understood to be dimensionless.
Discretizing the equation of motion in a lattice $0 \leq r_i \leq r_{\text{max}}$ with spatial resolution $\Delta r \equiv r_{i+1} - r_i$, the field configuration at time $t + \Delta t$ is given by

$$
\phi(t + \Delta t, r_i) = 2\phi(t, r_i) - \phi(t - \Delta t, r_i) + (\Delta t)^2 \left[ \frac{\phi(t, r_{i+1}) - 2\phi(t, r_i) + \phi(t, r_{i-1})}{(\Delta r)^2} \right. \\
\left. + \frac{\phi(t, r_{i+1}) - \phi(t, r_{i-1})}{2r_i \Delta r} - \phi(t, r_i) \left[ 1 + \phi(t, r_i)^2 \right]^{p-1} \right],
$$

(36)

where we have introduced the specific form of the potential (14). This equation is valid for all $r_i$ except the first and last points of the lattice: $r_i = 0, r_{\text{max}}$. For $r_i = 0$ we impose Neumann boundary conditions, while for $r_i = r_{\text{max}}$ we implement second order absorbing boundary conditions following [14]. The typical sizes and resolutions that we use are $r_{\text{max}} = 80$, $\Delta r = 0.05 = 5\Delta t$. We have written the code in Python.

B Computing $\Gamma$ numerically

Oscillons slowly decay by emitting scalar waves, so we consider the outgoing flux at a position $r = r_d$ far away from the core and larger than the oscillon size $R$,

$$
\Phi(t) = 4\pi r_d^2 \dot{\phi}(t, r_d) \phi'(t, r_d),
$$

(37)

where derivatives of $\phi$ are computed numerically as

$$
\dot{\phi}(t, r_d) = \frac{\phi(t, r_d) - \phi(t - \Delta t, r_d)}{\Delta t}, \quad \phi'(t, r_d) = \frac{\phi(t, r_d + \Delta x) - \phi(t, r_d - \Delta x)}{2\Delta x}.
$$

(38)

This function will be oscillatory in time, so we will be interested in averaging it over a sufficient long period $T$, which we typically choose to be $T = N\Delta t \sim 10^2/\omega$. The decay rate $\Gamma$ will then be

$$
\Gamma = \frac{4\pi r_d^2}{NE} \left| \sum_{i=0}^{N} \dot{\phi}(t_i, r_d) \phi'(t_i, r_d) \right|,
$$

(39)

where $\dot{\phi}$, $\phi'$ are computed using (38) and $t_i = t + i\Delta t$. As for the energy $E$, it is computed using SciPy’s `integrate.cumtrapz` method and is also replaced by an average in the period $T$.

C More Details of the Relax and Fast-Forward Method

The working principle of this method is that one can buy computing time from time evolution by sampling initial conditions. This is only an advantage if the relaxing time to reach the oscillon configuration when starting from a somewhat random initial configuration is much smaller than the total oscillon lifetime, $t_{\text{relax}} \ll \tau$. This happens due to the attractor nature of oscillons. As
Figure 8: Different initial conditions evolved for a time $t = 10^4 m^{-1}$ for $p = -2.5$. One can see how different initial conditions cluster into the oscillon configuration. Lines connecting initial to final states are meant to be for identifying purposes, they are not the actual trajectories in parameter space. Here $R$ is numerically computed as the position where 90% of the energy in the lattice lies.

one can see in Fig. 8 several different initial conditions as parametrized by $34$ cluster in parameter space after a mild relaxation time.

The second important observation is that the different configurations that are found after time $t_{\text{relax}}$ are all part of the same oscillon and are related by time evolution. This is illustrated in Fig. 9 where we see that different initial conditions all find the oscillon trajectory after a mild relaxation time $t_{\text{relax}} = 10^4 m^{-1}$ at different configurations (different values of $\omega$).

In some cases, the lifetimes will be so large that the oscillon trajectory in parameter space will not be easily computable. What this means is that there will be some $p$'s for which the black dashed curves of Fig. 9 will not be known, and by exploring several initial conditions we will have to reconstruct them. This problem reduces to checking that the relaxation time is large enough, and this can depend not only on $p$, but also on the initial condition. Nevertheless, once one sees that a configuration barely moves in parameter space after a period of relatively fast movement, we can be sure that the configuration has relaxed into the oscillon. This is illustrated for a particular initial condition of $p = 0.9$ in Fig. 10 where we have added the reconstructed trajectory.
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