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Abstract
Retriever-reader models achieve competitive performance across many different NLP tasks such as open question answering and dialogue conversations. In this work, we notice these models easily overfit the top-rank retrieval passages and standard training fails to reason over the entire retrieval passages. We introduce a learnable passage mask mechanism which desensitizes the impact from the top-rank retrieval passages and prevents the model from overfitting. Controlling the gradient variance with fewer mask candidates and selecting the mask candidates with one-shot bi-level optimization, our learnable regularization strategy enforces the answer generation to focus on the entire retrieval passages. Experiments on different tasks across open question answering, dialogue conversation, and fact verification show that our method consistently outperforms its baselines. Extensive experiments and ablation studies demonstrate that our method can be general, effective, and beneficial for many NLP tasks.

1 Introduction
Retriever-reader based approaches are popularly considered in the knowledge-intensive tasks (e.g., open Question Answering (QA), fact verification). It is designed to retrieve a set of support documents and extract the answer from these documents. Mostly adopted retrieve and read models (e.g., Izacard and Grave, 2020) are trained to generate the annotated gold answers using the reader model, based on passages obtained by the retrievers (e.g., Robertson and Zaragoza, 2009; Karpukhin et al., 2020). This training process of reader disregards the evidentiality of all retrieval passages and can easily overfit the top ranked passages (Xu et al., 2021; Lee et al., 2021). Even if the top-rank passages in the test setting do not have the correct answers, these models still tend to find the answer in the top-rank passages and yield worse performance (Xu et al., 2021). It happens to the reader model due to the overfitting and the memorization of outdated information (Longpre et al., 2021).

To what extent does the reader model quality depend on the retrieval passages? We analyze the ranking impact of the retrieval passages from masking (e.g. mask out the top three passages), permuting, and removing. The overfitting, as well as the performance degradation, is observed. To desensitize the impact from the top-rank passages, we consider masking passages during training which serves as a desensitizer and can improve the reader model ability to reason over all retrieval passages.

However, the standard masking and dropout strategies are not designed for our focused tasks and also bring an increased gradient variance during training due to their randomness. In the meantime, each neuron plays the same role and has the same mask. However, in the reader model, intuitively, top-rank passages often have a higher chance to overfit during the training. To this end, we introduce our passage mask (PM), which encourages to mask top-rank passages. Reducing the gradient variance with fewer mask candidates and optimizing the mask candidates with bi-level optimization, the mask magnitude for each candidate can be learned. Overall, the proposed mask parameters are jointly optimized with the entire network.

We run extensive experiments across representative knowledge-intensive tasks: open-domain QA (Natural Questions Open (Kwiatkowski et al., 2019); TriviaQA unfiltered (Joshi et al., 2017)), fact verification (FaVIQ (Park et al., 2021)), and knowledge grounded dialogue (Wizard of Wikipedia (Dinan et al., 2018)). Our method shows large performance improvements across different tasks and datasets. Furthermore, we provide extensive ablation studies on different design choices for the proposed method, including the designs of masking candidate space and efficiency. Our analysis shows the passage mask contributes the performance improvement, helping the reader learn to focus on
the retrieval passages without being distracted by high-ranked passages with more lexical overlaps. With little modification, our regularization can be easily applied to other NLP tasks for a better answer generation strategy. To the best of our knowledge, we present the first mask regularization in the open retriever-reader setting by preventing the rank-related overfitting in Open QA, dialogue conversation, and fact verification. Our contributions are summarized as follows:

- Demonstrate that current models, e.g., Fusion-in-Decoder (Izacard and Grave, 2020), tend to find answers in top-rank passages. These models are neither robust to passage drop nor able to utilize the entire retrieval passages.
- Present a passage mask mechanism for retrieval reader models. It improves the model generalization and encourages the model to extract answers from all the passages.
- Propose an efficient and effective way to train the model and the mask hyper-parameters jointly, which can one-shot search passage mask hyper-parameters. First, we use smaller number of mask candidates to reduce training gradient variance. Second, we jointly optimize the model parameters and mask candidate choices (a.k.a., parameters) with theoretically-converged bi-level optimization.
- Verify the effectiveness and general applicability of the proposed method in knowledge intensive NLP tasks, e.g., open question answering, fact verification, and dialogue tasks, and provide a rich analysis of this method with various design choices such as the masking position and efficiency. The proposed strategy can be easily incorporated or extended to many other NLP tasks.

2 Method

2.1 Knowledge-intensive Tasks

Knowledge-intensive tasks (e.g., open QA, dialogue conversations) require to access a large body of retrieval information. A retrieval-augmented generation framework such as Fusion-in-Decoder (FiD) (Izacard and Grave, 2020) that consists of two components: a retriever model $R$ and a generator model $G$ has demonstrated the competitive performance and scalability to the large collection of retrieval evidence. FiD uses Dense Passage Retrieval (DPR) (Karpukhin et al., 2020) to retrieve a set of documents, and the decoder attends over the concatenation of all encoded document representations to generate the final answer. Specifically, the retriever model $R$ is trained to retrieve a set of passages $P$ with the highest top K relevance score for each training query. $G$ is then trained to generate the final output $\hat{y}$ given an input query $x$ and the top retrieved passages: $\hat{y} = G(x, P)$.

Although FiD does not use the unnormalized passage score as DPR, we still find out that FiD has a preference over passages with higher retrieval passage scores. Our analysis in Table 1 shows that $G$ trained in this manner overfits the passages ranked high by the retriever. In this work, our goal is to prevent the overfitting, extract the answers in all given passages and improve the model generalization during the reader training.

2.2 Reader Model

The overall FiD reader model is composed of the encoder and the answer generator.

**Encoder.** Each retrieved passage and its title are concatenated with the question and processed independently by the encoder. We add tokens question:, title: and context: before the question, title and text of each passage. The input query $x$ is prepended to each passage (Asai et al., 2021). The encoder is usually a pre-trained T5 (Raffel et al., 2020).

**Answer Predictor.** Mark $h$ as a summary representation of the input, formed by concatenating the final-layer hidden state of passages. $h$ is fed into the answer predictor and the final answer is autoregressively output.

**Objective.** In the encoder-decoder structure, we train the answer generator $G$ given the originally

| Mask Position | 1st | 2nd | 3rd | 4th | 5th | FiD |
|---------------|-----|-----|-----|-----|-----|-----|
| Mask 1st      | ✓   |     |     |     |     | 44.5|
| Mask 2nd      | ✓   | ✓   |     |     |     | 48.8|
| Mask 3rd      | ✓   | ✓   | ✓   |     |     | 48.3|
| Mask 4th      | ✓   | ✓   | ✓   | ✓   |     | 49.1|
| Mask 5th      | ✓   | ✓   | ✓   | ✓   | ✓   | 49.6|
| Mask Top 5    | ✓   | ✓   | ✓   | ✓   | ✓   | 35.7|
| N/A           | ✓   | ✓   | ✓   | ✓   | ✓   | 50.1|

Table 1: Examples of the trained FiD (Izacard and Grave, 2021) reader model on Natural Questions Open (Kwiatkowski et al., 2019) where the top-rank retrieval passages are masked based on the mask position and the reader generates the answer from non-mask passages.
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1Detailed discussions are in Section 4.1
available data \((x, y)\). In particular, our framework with the model parameter \(\theta\) is defined as:

\[
L_{\text{gen}} = -\sum_{j} \log p_{\theta}(y_j \mid y_{<j}, x, h),
\]

where \(y_j\) denotes the \(j\)th token of the annotated gold answer \(y\). The generator is based on the T5 architecture and uses cross attentions to model the interactions between retrieved passages (Izacard and Grave, 2021). This probability is normalized over T5 vocabulary.

### 2.3 Passage Mask

Since the over-parameterized neural networks are prone to overfitting, regularization methods such as mask and dropout (Srivastava et al., 2014; Tompson et al., 2015; DeVries and Taylor, 2017; Fan et al., 2021) are usually adopted during training to reduce the generalization error. Specifically, these methods randomly drop part of units in each neural network layer to avoid co-adapting and overfitting. Intuitively, mask and dropout approximately perform to combine exponentially many different neural network architectures efficiently (Srivastava et al., 2014; Ghiasi et al., 2018).

There are few studies of the mask about the reader model training in the retrieval-reader settings. In a standard training setting, each neuron plays the same role and has the same mask rate. In the reader model, intuitively, top-rank passages often contain the answer and are easy to overfit while the other passages have fewer chances to be fitted. Based on our above observations, we propose the Passage-Mask (PM) to regularize the top-rank passages which have larger probabilities to overfit as demonstrated in Figure 1. Briefly, we propose to drop top-rank passages during training.

Though simple and effective, masking increases the gradient variance during training due to its randomness. To reduce gradient variance and lead to stable training, we propose to downsize and select the candidate set of masking with one-shot bi-level optimization in this work.

### 2.4 Mask Candidates

Denote \(P\) passage each with \(\text{len}\) tokens as \(t = (t_0, \cdots, t_P)\) where \(t_i = (t_{i,0}, t_{i,1}, \cdots, t_{i,\text{len}})\). We pass the passages \(t\) through the reader model and get \(h = (h_0, h_1, \cdots, h_P)\) where \(h_i = (h_{i,0}, h_{i,1}, \cdots, h_{i,\text{len}})\) is the corresponding final-layer hidden state of a passage. Let \(DP\) be a set of mask choice (e.g., retrieval passages) with \(N\) candidates and each is denoted as \(o\). For a typically selected mask candidate, we define the mask index set \(\{i \mid i \leq P, i \in \mathbb{N}^{+}\}\) where \(P\) is the number of passages and mask all the corresponding \(h_i\).

To relieve the noisy gradient (large gradient variance), we reduce the size of candidate set. Numerous works (e.g., Ge et al., 2015; Jin et al., 2017; Daneshmand et al., 2018; Chen et al., 2020) have shown that the strong noisy gradient in the backward pass caused by the dropout mask is detrimental to the model optimization. The gradient noise is highly related to the number of drop candidates. As only the top-rank passages play a huge impact during the reader model training, we reduce the size of mask candidates with preferences to mask top-rank passages.

### 2.5 Fast Search for Mask Candidate Set

To decide the final candidate subset, instead of manual search or grid search (Bergstra and Ben-
gio, 2012; Li and Talwalkar, 2020) all the possible candidates, we propose to do a one-shot fast search of mask candidate with an almost negligible additional computation cost compared to standard training schedule. First, we define the search space.

**Discrete Search Space.** To automatically choose candidates, we consider a set \( \mathcal{DP} \) with \( N \) candidates and target at selecting \( S \) candidates for our Passage-Mask (\( S < N \)). Inspired by Zoph et al. (2018); Liu et al. (2018); Hong et al. (2022), we create \( S \) vectors, and each is a \( N \)-dimension vector representing the selected probability for all the \( N \) candidates. We denote the hyper-parameter as \( \bar{h} \) and the mask hyper-parameter objective \( g \), and we refer to \( \ell (\theta) \) as the training objective function.

We adopt the recursive momentum techniques developed in (Cutkosky and Orabona, 2019; Tran-Dinh et al., 2019) which yield for-free one-shot training. In summary, our updated mask schedule can be summarized as the below. Define \( \eta^t \in [0, 1] \), for the problem involving \( x \), we utilize the following momentum-assisted gradient estimator, \( \text{grad}^t \in \mathbb{R}^d_{\text{mask}} \), defined recursively as

\[
\text{grad}^0 = \eta^0 \nabla g (\theta_1, w_1) + (1 - \eta^0) \left( \text{grad}^t_{-1} + \nabla g (\theta_t, w_t) - \nabla g (\theta_{t-1}, w_{t-1}) \right).
\]

The gradient estimator \( \text{grad}^t \) are computed from the current and past gradient estimates \( \nabla g (\theta_t, w_t) \) and \( \nabla g (\theta_{t-1}, w_{t-1}) \). Recent theoretical works in (Khanduri et al., 2021; Ji et al., 2021; Yang et al., 2021) have provided the convergence analysis for the momentum-based recursive optimizer. Thus, PM takes benefits from the model-independent sample complexity and good convergence.

**The Proposed Algorithm.** Our passage mask with momentum-based recursive bi-level optimization is shown in Algorithm 1. We iteratively update the model parameter \( \theta \) and mask parameter \( w \) in a single-loop manner. The model parameter \( \theta \) is updated by standard gradient descent, while \( w \) is updated in a momentum recursive technique (Cutkosky and Orabona, 2019) with a given frequency \( u \) to save computation. We further show in the experiments that the proposed method can

\begin{algorithm}[h]
\caption{Passage Mask (PM)}
1: Input: Passage \( P \), query \( x \). Model parameter \( \theta \) with learning rate \( \alpha_t \), mask parameter \( w \) with learning rate \( \beta_t \), update frequency \( u \) and time step \( t \).
2: for \( t = 0 \) to final step do
3: \( \theta \leftarrow \theta - \alpha_t \nabla \ell (\theta) \).
4: if \( t \% u = = u - 1 \) then
5: \( w \leftarrow w - \beta_t \text{grad}^t \) where \( \text{grad}^t \) is calculated by Eqn (4).
6: end if
7: end for
\end{algorithm}

where \( f, g: \mathbb{R}^d_{\text{model}} \times \mathbb{R}^d_{\text{mask}} \rightarrow \mathbb{R} \) with \( \theta \in \mathbb{R}^d_{\text{model}} \) and \( w \in \mathbb{R}^d_{\text{mask}} \); In practice, we do stochastic sample to estimate the expectation value \( \mathbb{E} (\cdot) \). Note here that \( f \) depends on the minimizer of the mask hyper-parameter objective \( g \), and we refer to \( \ell (\theta) \) as the training objective function.
effectively prevent overfitting, improve the model
generalization and introduce little additional time
cost.

3 Experimental Settings

Table 2 shows the experimental data configuration.

3.1 Task and Evaluation Metrics

Open Question Answering. We use Natural Questions (NQ) (Kwiatkowski et al., 2019) and TriviaQA (Joshi et al., 2017) to evaluate our method on open QA. Natural questions consists of 79,168 train, 8,757 dev, and 3,610 test question answer pairs. It contains questions corresponding to Google search queries. The open-domain version of this dataset is obtained by discarding answers with more than five tokens. TriviaQA (Joshi et al., 2017) contains questions gathered from trivia websites. The unfiltered version of TriviaQA is used for open-domain question answering. Following the open domain splits from (Lee et al., 2019), it contains 78,785 train, 8,837 dev, and 11,313 test question answer pairs. For both datasets, we use publicly available DPR retrieval results for training and inference data, and do not further fine-tune retrievers. Following prior work (Lee et al., 2019), we use Exact Match (EM) as our primary metric.

Dialogue Conversation. Wizard of Wikipedia (WoW) (Dinan et al., 2018) is a large dataset with conversations directly grounded with knowledge retrieved from Wikipedia. The utterances of the speaker should be based on a specific knowledge sentence from a Wikipedia page. We utilize the officially available KILT DPR (Petroni et al., 2020) to extract top passages and report F1 score for evaluation (Asai et al., 2021). Pre-process to match our setting: As PM prevents the model from over-fitting the top-rank passages, we preprocess the existing development and test dataset by removing the examples with the answers in the top four passages. Evaluating such a dataset, a model cannot provide the true answers if it is overfitted on top 4 passages. This results in 974 dev and 989 test. We report both the preprocess results (Section 4.3) and the non-preprocess results (Section 5).

Fact Verification. FaVIQ (Park et al., 2021) represents fact verification derived from information seeking questions, where the model is given a natural language claim and predicts support or refute with respect to the English Wikipedia. FaVIQ Ambig (FaVIQ-A) is composed from Natural Questions (Kwiatkowski et al., 2019) and AmbigQA (Min et al., 2020). It is constructed from ambiguous questions and their disambiguation. We use the retrieved passages and baseline code provided by Park et al. (2021). Accuracy is adopted as our evaluation metric.

| Task                | Dataset                  | Train | Val | Test |
|---------------------|--------------------------|-------|-----|------|
| Open QA             | Natural Question Open    | 79.2K | 8.8K| 3.6k |
| Dialogue            | Wizard of Wikipedia      | 63.7K | 3.1K| 2.9K |
| Fact Verification   | FaVIQ Ambig (A)          | 17.0K | 4.3K| 3.7K |

Table 2: Dataset Configuration. The top block is for the Open QA, the middle block is for the dialogue conversation, and the bottom block is for the fact verification.

3.2 Implementation Details

Due to the computational budget, we use the provided checkpoint for the reader model and continue the finetuning with our method. To have fair comparisons, we also finetune the checkpoint with standard training (Details are included in Section 5). For Open QA, following the setting in Izacard and Grave (2021), we utilize the provided checkpoint for the reader and use the top 100 passages during training and inference. We set the training steps as 30k and take the checkpoint that achieves the highest score on the development set. The batch size and the gradient accumulation step are both set to be 1. The learning rate is set to $5 \times 10^{-5}$ and the number of warm-up steps is 3k. For dialogue conversation and fact verification, following the setting and the checkpoints in (Asai et al., 2021), we use the top 20 passages during training and inference. We set the gradient accumulation step to be 4, with learning rate $10^{-5}$ and 1k warm-up steps. The development set is used for bi-level optimization. Search Space. In all experiments, we use the top four retrieval passages to compose our candidate search space, \{(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)\}, where (1, 3) is a candidate which indicates that the hidden representation of the 1st and 3rd passages are masked. More detailed experimental settings are included in Appendix A.

4 Experiments

We evaluate the performance of our mask and learning framework in this section. We bold the best result within each column block. The results of our method are obtained with three independent runs
to determine the variance. See Appendix A for full results with error bars.

| Model                             | NQ          | TriviaQA     |
|-----------------------------------|-------------|--------------|
| DPR (Karpukhin et al., 2020)      | -           | -            |
| RAG (Lewis et al., 2020)          | -           | 57.9         |
| ColBERT-QA (Khattab et al., 2021) | -           | -            |
| REALM (Gau et al., 2020)          | -           | -            |
| FiD base (Izacard and Grave, 2021) | 49.2        | 68.7         |
| Ours base                         | 49.9        | 69.3         |
| FiD large (Izacard and Grave, 2021) | 53.1        | 73.1         |
| Ours large                        | 55.3        | 72.9         |

Table 3: Comparison to models on Natural Questions and TriviaQA. Exact Match scores are reported for each model. ‘FiD base’ and ‘FiD large’ represent the base and large generator model (T5) sizes. RAG at here is with BART large.

4.1 Open-Domain QA Results

We first report the results in Table 1. We use the FiD (Izacard and Grave, 2021) base reader model on Natural Questions Open (Kwiatkowski et al., 2019). To verify that the model overfits the top-rank passages, we purposely mask top retrieval passage representations based on the mask position. We observe huge performance degradation (e.g., 50.1 to 44.5) by masking the top one passage representation and even larger performance drop (50.1 to 35.7) by masking the top five retrieval passages.

Table 3 reports our results on two open question answering datasets. The top block displays the performance of baselines on the NQ and TriviaQA datasets, and the bottom block shows the results of incorporating the PM during the reader model training. We report the results on both base and large settings. With PM, it shows consistent performance gains and better model generalization on both development and test dataset (e.g., 50.1 → 51.3 on NQ with FiD base, 54.4 → 55.3 on NQ with FiD large). Through these results, it further confirms that PM can work as an effective module to be incorporated into different-scale models to prevent the overfitting on the top retrieval passages and reason over the entire passages. PM on improving the reader model can be also seen as a complementary module to works focusing on improving retrieval components (Paranjape et al., 2021; Maillard et al., 2021).

4.2 Fact Verification

We further show the experimental results on FaVIQ-A in Table 4. We adopt several baselines from the existing literature. For TF-IDF + BART, following Park et al. (2021), it takes a concatenation of a claim and retrieved passages by TF-IDF from Chen et al. (2017). DPR + BART, the baseline, takes a concatenation from passages retrieved by DPR (Karpukhin et al., 2020). For EQA, following Asai et al. (2021), it is built on FiD (Izacard and Grave, 2020) pipeline with T5 base and further incorporates evidentiality of passages into the training of the generator.

In Table 4: We observe sizable gains over all baselines with a clear margin (from FiD’s 64.3, from EQA’s 65.7 to ours 66.5), yielding SOTA performance on this dataset. PM demonstrates the strong capability of avoiding overfitting during the training and allowing the reader model to extract the information from all passages. Thus, it comes to the best performance in most of the settings.

Table 4: Performance on FaVIQ-A. We report the accuracy on the development and test dataset. Previous best model is EQA from Asai et al. (2021).

4.3 Dialogue Conversations

Table 5 shows the results on the Wizard of Wikipedia development dataset. We use the FiD (Izacard and Grave, 2021) as our primary baseline, and also include the recent generator model EQA (Asai et al., 2021). Following Asai et al. (2021) and Petroni et al. (2020), we load the official check-point from KILT2 and pre-processed Wikipedia file using the DPR official implementation to retrieve top passages. On Wizard of Wikipedia, by desensitizing the impact from the top-retrieval candidate, our model improves the F1 score from the EQA by 0.7 and the base FiD model by 1.6. Although the input format is conversation and output format is long abstractive sentences, it is interesting to see the consistent improvement of our proposed mask in knowledge-enhanced dialogue. It further demonstrates that PM can be utilized for many ranking-related problems in general NLP tasks.

5 Analysis

What is the influence of the vanilla mask and Dropout? Here we verify whether PM is better
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than the standard dropout and masking out strategies. With the designed mask candidates, PM targets the top retrieval passages. We compare PM with two standard masking out setting - dimension-wise dropout and vanilla mask. Dimension-wise dropout represents the standard dropout while vanilla mask represents per-passage mask with a scaling factor $1/(1 - p)$ where $p$ denotes the mask rate. We set the dropout rate and masking as 0.5 and study whether the standard masking out is applicable to our focused tasks. As shown in Table 6, these two strategies only achieve marginal improvements (e.g. 0.1) while PM yields better results with a clear margin. **Training Loss Variance.** To verify the small number of candidates coming to a smaller gradient variance, we investigate the training loss variance for vanilla mask with the different number of candidates. We notice that the vanilla mask with a smaller number of candidate set achieves smaller variance (for s.t.d., 0.042 for six mask candidates vs. 0.046 for sixteen mask candidates). This gets along with our intuition.

| Data     | FiD base | Dimension Dropout | Vanilla Mask | Ours   |
|----------|----------|-------------------|--------------|--------|
| NQ       | 50.1     | 69.3              | 50.2         | 51.3   |
| TriviaQA | 50.1     | 69.4              | 69.3         | 69.9   |

Table 6: Comparison of different masking on Natural Questions and TriviaQA.

**More evidence for rank-related overfitting?** We observe huge performance degradation by only masking the top retrieval passage representation during evaluation in Table 1. These results confirm our analysis and motivation for the rank-aware mask. **However,** would these results and observations still hold if we try different masking strategies? We use more masking strategies, such as permuting (i.e., random permute the top-K retrieval passages) and removing (i.e., remove the top one retrieval passage and only use the succeed passages), to give more evidences. Similar trend is observed in Table 7.

**Efficiency and running time.** We provide the parameter sizes, GPU peak memory, and per step time comparisons between the baseline and PM. Experiments in this part are performed on a Tesla V100 GPU during training with batch size as 1. **Table 8** shows that PM keeps the parameter size at the same level as the FiD base. The GPU memory and running time of PM are slightly higher (2.7% for memory and 1.6% for running time) than FiD. PM gives the best Exact Match score outperforming FiD, while keeping the comparable efficiency and running time. **Even with the momentum-based recursive optimizer, our passage-aware mask is still computational productive as the bi-level optimization (e.g., applying mask operators and optimizing low-dimension $w$) has almost zero cost.**

| Model     | EM↑  | Params↓ | GPU memory↓ | s/step↓ |
|-----------|------|---------|-------------|--------|
| FiD base  | 50.1 | 223M    | 10.9G       | 12.4   |
| Ours base | 51.3 | 223M    | 11.2G       | 12.6   |

Table 7: Results of different masking strategies on Natural Questions. FiD (Izacard and Grave, 2021) base model is presented.

**Ablation studies on the components in PM.** We conduct the ablation study to exam the role of bi-level optimization and reduced mask candidate set. For ablation, instead of searching the mask probability for different mask candidates, we randomly sample a candidate in the search space. Through isolating performance of each components, our focus here is to identify the impact of the introduced mask parameter $w$ and the reduced mask set. **Table 9** shows that each component of our method brings benefits. We find that even without $w$, ‘-w’ still shows a superior performance to the FiD across both base and large models, indicating that it is often beneficial to have the reduced mask candidate set and target the potential overfitting candidates. **Optimizing** $w$ further increases the performance from 50.8 to 51.3 and from 55.0 to 55.3 for FiD base and Large, respectively. It demonstrates the necessity and effectiveness of the fast search for mask candidate set in PM structure.
Table 9: Ablation study of the components in PM. ‘−w’ refers to the removal of the mask parameter w and use a randomly-sampled set of candidates.

**WoW additional results.** We show the non-preprocessed development set results on the Wizard of Wikipedia in Table 5. We include the RAG (Lewis et al., 2020), DPR + BART (Petroni et al., 2020; Park et al., 2021), and EQA (Asai et al., 2021) as baselines. Even without removing the examples which has the answers in the top 4 passages, PM consistently yields better results than all the baselines. These results verify our conjecture in Section 4.3 that PM not only improves the model generalization for specific cases but also can serve as a plug-in module for general settings since it never hurts the performance in our case.

| Model               | F1   |
|---------------------|------|
| DPR+BART (Petroni et al., 2020) | 13.5 |
| RAG (Lewis et al., 2020)        | 13.8 |
| FiD base (Asai et al., 2021)    | 16.9 |
| EQA base (Asai et al., 2021)    | 17.6 |
| Ours base             | 18.4 |

Table 10: Results on Wizard of Wikipedia development set for non-preprocessed dataset.

**Would we see improvements if finetuning the given checkpoint with baselines?** As discussed in Section 3.2, due to computation cost limitation, we use the provided checkpoint for the reader model and continue the finetuning with our method. However, if we continue finetuning the baseline checkpoint, would we still see the improvements? We conduct the experiments on open QA, dialogue and fact verification tasks. We adopt the best baseline models for each task such as FiD base for NQ and TriviaQA, and EQA base for dialogue conversations and fact verification. In Table 11, ours indicates strong improvements. This further proves that our selection method is capable of reasoning over the retrieval passages. By only finetuning the baselines, it keeps similar performance such as the baseline on Wow and FaVIQ-A.

6 Related Work

**Retrieval Read Architecture** Recent retriever models (e.g., Lee et al., 2019; Karpukhin et al., 2020; Khattab et al., 2021) learn to encode the input query and large-scale passage collection to score their similarities. Readers (generators) aim to generate answers condition on the question and the retrieved passages (Yang et al., 2019; Lewis et al., 2020; Mao et al., 2020). Our work relies on this architecture and further fine-grain the reader model to introduce the passage-aware masking and promote the reasoning over the entire passage set.

**Rank-Related Studies** Passage ranking has shown promising performance improvements. The most popular approach is combining the passage score and answer score together (Karpukhin et al., 2020; Xiong et al., 2020; Qu et al., 2020). Other works (e.g., Nogueira et al., 2020; Fajcik et al., 2021; Zhang et al., 2021b) propose additional modules or operations to re-identify the passage rank. Nogueira et al. (2020) uses seq2seq model to identify the document’s relevance to the query, Fajcik et al. (2021) introduces a passage re-ranking module, and Zhang et al. (2021b) proposes to use the calibrator as an answer reranker. There are some works that focus on the ranking efficiency. Luan et al. (2021) creates a simple neural model that combines the efficiency of dual encoders. Similarly, we also find out that directly taking the rank makes the model overfitting. Different from existing works, PM rethinks the impact of retrieval passage ranking from the regularization and generalization perspective. We focus on preventing the overfitting and improving the reasoning generalization during training. In the meantime, PM is also compatible with other previous ranking works with the potential to jointly improve the performance.

7 Conclusion

Our work demonstrates the benefits of introducing a passage mask mechanism. The proposed mask can desensitize the impact from the top-rank retrieval passages and prevent the model from overfitting. The proposed strategy shows noticeable gains in performance across open question answering, dialogue conversation, and fact verification. We further conduct the detailed study with the proposed masking strategy in different settings, e.g.,
comparing with vanilla masking, providing more evidence for rank-related overfitting, and verifying the impact of different components. To summarize, the proposed PM is effective and general, with the potential to be incorporated into existing models for various NLP tasks.

8 Limitations

In real practices or real-life scenarios, the data is often biased. The gap between the training and testing data might be large and unexpected. Thus, incautious implementation or vague understanding of model output might lead to unanticipated false consequences. In addition, with computational consumption, environmentally sustainability and users friendly should be considered.
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A Experimental details

A.1 Full Results With Error Bar

We report the full results of our method with the error bar for open question answering and dialogue conversations in Table 12 and 13, respectively. The full result of fact verification is demonstrated in Table 14.

| Model                                      | NQ | TriviaQA |
|---------------------------------------------|----|----------|
| DPR (Karpukhin et al., 2020)               | -  | 57.9     |
| RAG (Lewis et al., 2020)                   | -  | 56.1     |
| CoSIFIRE-QA (Khattab et al., 2021)         | -  | 63.2     |
| REALM (Guu et al., 2020)                   | -  | -        |
| Ours base                                  | -  | 69.9 ± 0.2 |
| FiD large (Izacard and Grave, 2021)        | 52.7 | 72.5     |
| Ours large                                 | 53.1 ± 0.1 | 72.9 ± 0.1 |

Table 12: Full results on Natural Questions and TriviaQA. Exact Match scores are reported for each model. ‘FiD base’ and ‘FiD large’ represents the base and large generator model (T5) sizes. RAG at here is with BART large.

| Model                                      | F1 |
|---------------------------------------------|----|
| FiD base (Izacard and Grave, 2021)         | 17.1 |
| EQA base (Asai et al., 2021)               | 18.0 |
| Ours base                                  | 18.7 ± 0.2 |

Table 13: Full results across different strategies on dialogue conversations (Wizard of Wikipedia). The input format is conversation and the output format is abstractive sentences.

| Model                                      | FaVIQ-A |
|---------------------------------------------|---------|
| DPR+BART (Park et al., 2021)               | 66.9    |
| TF-IDF + BART (Park et al., 2021)          | 65.1    |
| FiD base (Izacard and Grave, 2021)         | 67.8    |
| EQA base (Asai et al., 2021)               | 69.6    |
| Ours base                                  | 70.6 ± 0.2 |

Table 14: Full performance on FaVIQ-A. We report the accuracy on the development and test dataset.

A.2 Experimental Datasets

Open Question Answering. Following the setting in Lee et al. (2019) and Karpukhin et al. (2020) for Natural Questions and TriviaQA, the original development set is used as the test set, and 10% of the training set is used as the development set. All questions with answers longer than five tokens are discarded for the Natural Questions. We use the Wikipedia dumps from Dec. 20, 2018 for NQ and TriviaQA and apply the same preprocessing as Chen et al. (2017).

Fact Verification. FaVIQ (Park et al., 2021) represents fact verification derived from information seeking questions, where the model is given a natural language claim and predicts support or refute with respect to the English Wikipedia. It consists of 188k claims derived from an existing corpus of ambiguous information-seeking questions. FaVIQ Ambig (FaVIQ-A) is composed from Natural Questions (Kwiatkowski et al., 2019) and AmbigQA (Min et al., 2020). AmbigQA provides disambiguated question-answer pairs for NQ questions, thereby highlighting the inherent ambiguity in information-seeking questions. FaVIQ-A uses the disambiguated question-answer pairs and generates support and refute claims from matching pairs (filmed–2000, released–2001) and crossover pairs (filmed–2001, released–2000), respectively (Park et al., 2021).

Dialogue Conversation. With the goal of making virtual assistant conversations more engaging and interactive, Sun et al. (2020) develops an engaging chatbot that can discuss a variety of topics with a user. The conversation history and the next utterance are used as input and output, respectively (Petroni et al., 2020). Wizard of Wikipedia (WoW) (Dinan et al., 2018) is a large dataset of conversation grounded with knowledge retrieved from Wikipedia. In the conversation, the utterances from the speaker should be relied on a specific knowledge sentence from a Wikipedia page.

A.3 Experimental Settings

For Open QA, we follow the setting in (Izacard and Grave, 2020, 2021) and initialize our models with the pretrained T5 model (Raffel et al., 2020) from the HuggingFace Transformer library\(^3\) (Fan et al., 2020; Zhang et al., 2021a). Two model sizes, base (220M parameters) and large (770M parameters), are considered. We finetune the models on each dataset independently and use provided checkpoints from (Izacard and Grave, 2021)\(^4\). Following Izacard and Grave (2021), we adopt the AdamW (Loshchilov and Hutter, 2017; Zhang et al., 2022) with the learning rate \(5 \times 10^{-5}\) and weight decay 0.25. The training step is 30k. The batch size and gradient accumulation step are both set to 1. The development dataset is used for bi-level optimization.

\(^3\)https://github.com/huggingface/transformers
\(^4\)https://github.com/facebookresearch/FiD
tion and the warm-up steps is 3000. We evaluate models every 500 steps and select the best one on the validation set based on the Exact Match score. For Natural Question, we sample the target among the list of answers during the training. For TriviaQA, we use the unique human-generated answer. For both training and testing, we retrieve 100 passages and truncate them to 250 word pieces. The retrieval passages are from DPR (Karpukhin et al., 2020) for NQ and TriviaQA.

For fact verification and dialogue conversation, following Petroni et al. (2020) and Asai et al. (2021), we use the top 20 passages during training and inference. The batch size is set to 1. We set the gradient accumulation step to be 4 to keep the same batch size as previous works. The AdamW (Loshchilov and Hutter, 2017) with the learning rate $1 \times 10^{-5}$ and weight decay 0.25 are utilized. The training steps are 30k and warm-up steps are 1k. Following (Asai et al., 2021)\(^5\), for fact verification, we report the accuracy as evaluation metric and report the results on FaVIQ-A test set in Table 4. For dialogue, we evaluate model based on the F1 score and report the results on WoW development set in Table 5.