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Abstract: The starting point to design a minimum variance control law consists in identifying a linearized mathematical model (valid around an operating point) of a nonlinear process, respectively the on-line estimation of the parameters of this model. This paper presents a comparative study regarding the estimation of these parameters for the case when the process operates in open-loop, respectively the process is integrated into a closed-loop system specific to a minimum variance control. The comparison is made both analytically (for the general case) and through a validation study (by simulation) particularized for the case of an induction generator integrated into a wind energy conversion system. The main contribution of this paper consists in proving the fact that, in closed-loop (under the constraints imposed by the control law), the process parameters estimates differ from the real ones identified in open-loop (in free operating mode, without constraints). In addition, as a novelty, the paper demonstrates that, in steady-state, the process gain estimates are identical, both in closed-loop and open-loop, even though they are calculated based on different estimates of these linear model parameters. Thus, based on parameters estimates in closed-loop, the parameter estimator rather allows the estimation of the real process gain, although it does not accurately estimate the real values of the linearized model parameters (correctly estimated only in open-loop).
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1. Introduction

Based on adaptive feature, the minimum variance control systems represent viable solutions for nonlinear process control, for which classical control solutions are difficult to implement due to nonlinearities [1–6]. This adaptive feature of such control system is assured by the integration in its structure of an on-line parameters estimator for a linearized model, which describes the nonlinear process functionality around a functioning point. Thus, for the design of a minimum variance control law, the starting point is the identification of a linearized model for the considered process. In the present work, the recursive least squares (RLS) estimator was considered.

The control law, designed for an operating point, is obtained by minimizing a criterion function that contains a sum of two quadratic terms (see Equation (1), where $E$ is an expectation operator). The first quadratic term assures the minimization of the controlled output variance, respectively the second term (weighted by a control penalty factor) allows a minimization of the control variance, absolutely necessary in order to obtain physically achievable control values and implicit stability of the control system [7–9]. The technical literature states that in practice the control penalty factor is usually set in the range $\rho = 0.0001 \ldots 0.1$, ensuring a proper control variance penalization [2,5,8].
\[ J = E\left\{[\text{output variance}]^2 + \rho[\text{control variance}]^2\right\} \]  

Although designed based on a linearized model, the real-time estimation and the continuous tracking of the estimates changes leads to a nonlinear control law. In the present paper, it will be proved analytically and validated through a numerical simulation (for a particular chosen case) that, in the closed-loop (due to the constraints imposed by the minimum variance control law), the linear model parameters estimates are not identical with the real ones estimated when the process operates in open-loop. In spite of this fact, in the steady-state (and based on different estimates for the open-loop, respectively the closed-loop regime), the process gain computation for both cases leads to similar values. In other words, in the closed-loop, the parameter estimator allows the computation of exact values of the steady-state process gain and not of the real parameters estimates (taking into account that the real values are the ones obtained in open-loop).

The demonstration of the above mentioned was performed analytically and validated through simulations for the case of an induction generator integrated into a wind energy conversion system (a strong nonlinear process). Even if the complete functionality of an induction generator is described by a seventh order nonlinear model (the classical Park’s equations [10,11]), the technical literature shows that its functionality can be approximated by a fourth order linearized model, accurately enough around an operating point [11–13]. This simplified linearized model is used only for the design of the minimum variance control law and, obviously, the accurate seventh order nonlinear model is used to simulate the process. For the tuning of the minimum variance control system (an issue that is not subject of this paper, but is well described by technical literature [6,8,14]), appropriate values have been set for the control penalty factor (\(\rho\)) and for the estimator’s forgetting factor (\(\lambda\)). In addition, the plant will be disturbed by a stochastic noise of zero mean and \(\sigma^2 = 0.01\) variance (ensuring the numerical stability of the RLS estimator) [15–19].

The main objective of the control system is to maintain a constant terminal voltage in two operating regimes, under the action of external disturbances such as: mechanical torque variation (due to wind speed changes), respectively load/unload disturbance (by connecting/disconnecting electrical consumers at induction generator terminals).

Many papers are focused on control performances and less on parameters estimation, which is a vital part of a minimum variance control system [2,5,8]. Precisely this punctual issue of parameters estimation is addressed in this paper. As the manuscript title states, the main goal is to perform a comparative analysis regarding the process parameters estimates (both in open and closed-loop) and not to analyze the control system performances (topic presented by many works, including those of the authors [8,9,14,20]). As will be shown below, such an analysis of the estimation process, performed in open-loop or closed-loop operating conditions, leads to some interesting conclusions regarding the process parameters estimates, respectively the process gain estimate. All these findings are valid only for the identification and control of a nonlinear process (whose limited functionality around an operating point can obviously be described by a linearized model).

2. Analytical Demonstration Based on Minimum Variance Control Law Design

The general structure of a minimum variance control system (particularized for the considered process-an induction generator integrated into a wind energy conversion system), is depicted in Figure 1a. In addition, the nonlinear process operating in open-loop is illustrated in Figure 1b.
As already mentioned, the starting point of a minimum variance control law design is a linear model described by a discrete difference equation (Equation (2)):

$$A(z^{-1})y_t = z^{-1}B(z^{-1})u_t \quad (2)$$

where: $A(z^{-1})$ and $B(z^{-1})$ are polynomials in $z^{-1}$ shift operator, $y_t$-process output at discrete time $t$ (terminal voltage for the considered process), $u_t$-process input (excitation voltage), $z^{-1}$-shift operator (with one sampling time, therefore $y_t = z^{-1}y_{t+1}, y_{t-1} = z^{-1}y_t$, and so on).

This discrete linear model (Equation (2)) is valid around an operating point, for a proper set of parameters values. Another operating point means another set of parameters values.

The control law design involves minimizing a criterion function described by Equation (3) [2,8,9,20]:

$$J = E\left\{[y_{t+1} - \bar{w}_t]^2 + \rho[u_t - u^*_t]^2\right\} \quad (3)$$

where, in the context of a control system: $y_{t+1}$-controlled output at discrete time $t + 1$ (next sampling time); $u_t$-controller output and $u^*_t$-steady state controller output; $\bar{w}_t$-set point (reference), $\rho$-control penalty factor (properly set); $E(\cdot)$-mean operator (expectation).

Considering a steady state regime, therefore $z^{-1} = 1$ and $u^*_t = \hat{A}(1) \hat{B}(1)^{-1} y_t$ (through $\hat{A}(1), \hat{B}(1)$ being noted the estimates of polynomials from Equation (2)), by minimizing the criterion function (Equation (3)) and solving the equation $\frac{\partial J}{\partial u_t} = 0$, the following control law is obtained [9,13,20]:

$$u_t = \hat{A}(1) \hat{B}(1)^{-1} y_t$$

Figure 1. (a) Minimum variance control system: closed-loop estimation ($\hat{A}(z^{-1}), \hat{B}(z^{-1})$); (b) open-loop operation and estimation ($A(z^{-1}), B(z^{-1})$).
\[ u_t = -z\frac{1 - \hat{A}(z^{-1})}{B(z^{-1}) + \rho} y_t + \frac{1 + \rho \frac{\hat{A}(1)}{B(1)}}{A(1)} w_t \]  

(4)

It should be noted that \(\hat{A}(z^{-1})\) and \(B(z^{-1})\) are the estimated polynomials (in closed-loop) which approximates the real polynomials \(A(z^{-1})\) and \(B(z^{-1})\) (identified in open-loop).

Based on linear model described by Equation (2), \(y_t = z^{-1} \frac{B(z^{-1})}{A(z^{-1})} u_t\) and in the steady state \((z^{-1} = 1)\), under the control system constraints, the reference and the controlled output are equal: \(w_t = y_t\). Taking into account those mentioned and substituting \(w_t\) and \(y_t\) in Equation (4), it results:

\[ u_t = \frac{-[1 - \hat{A}(1)] + 1 + \rho \frac{\hat{A}(1)}{B(1)}}{B(1) + \rho} A(1) u_t \]  

(5)

By simplifying with \(u_t\), Equation (5) becomes:

\[ A(1) \hat{B}(1) + \rho A(1) = \hat{A}(1) B(1) + \rho \frac{\hat{A}(1)}{B(1)} B(1) \]  

(6)

Multiplying Equation (6) with \(\hat{B}(1)\) and grouping on the right member the terms depending on \(\rho\), it is obtained:

\[ \hat{B}(1) [A(1) \hat{B}(1) - \hat{A}(1) B(1)] = -\rho [A(1) \hat{B}(1) - \hat{A}(1) B(1)] \]  

(7)

The equality Equation (7) (valid in steady-state) can be fulfilled only if both right member and left member are zero, leading to the following equality relation (practically the same, fulfilled by both members):

\[ \frac{\hat{B}(1)}{A(1)} = \frac{B(1)}{A(1)} \]  

(8)

Supposing that \(A(1) \hat{B}(1) - \hat{A}(1) B(1) \neq 0\) and simplifying the equality (7) with \(A(1) \hat{B}(1) - \hat{A}(1) B(1)\), for the fulfillment of this equality would result: \(\hat{B}(1) = -\rho\). However, the control penalty factor \(\rho\) is a chosen constant and \(\hat{B}(1)\) is a variable estimate (which changes with the operating point), so the condition \(\hat{B}(1) = -\rho\) cannot be met. Thus, the only solution for achieving equality described by Equation (7) remains the fulfillment of condition \(A(1) \hat{B}(1) - \hat{A}(1) B(1) = 0\) (in both members).

Equation (8) does not necessarily involve strictly equalities of the fractions numerators, (respectively denominators), but only the equality of these ratios. These fractions are practical gain factors of the process.

By noting:

\[ \begin{cases} k_{gain} = \frac{B(1)}{A(1)} \\ \hat{k}_{gain} = \frac{\hat{B}(1)}{\hat{A}(1)} \end{cases} \]  

(9)

where: \(k_{gain}\)-the open-loop process gain factor and \(\hat{k}_{gain}\)-the closed-loop process gain factor, based on equality described by Equation (8) it results:

\[ k_{gain} = \hat{k}_{gain} \]  

(10)
As a conclusion, in steady-state closed-loop regime, although parameters estimates may differ from those in the open-loop (so, \( \hat{A}(1) \neq A(1) \) and \( \hat{B}(1) \neq B(1) \)), the process gain estimates are similar both in open-loop and closed-loop (see Equation (10)). Therefore, for a proper operating of the control system, it’s not even necessary an accurate estimation of the real parameters of the process linearized model, but only an accurate estimation of the process gain.

3. Case Studies for Validation

For the validation of the analytical demonstration presented for the general case in previous chapter, an induction generator (a strong nonlinear process) integrated into a wind energy conversion system is considered as controlled plant. As already mentioned, the goal of the minimum variance control system is to maintain a constant terminal voltage, rejecting the external disturbances such as mechanical torque variation (due to wind speed variation), respectively load/unload (due to connecting/disconnecting electrical consumers at terminals). For the modeling and simulation of the induction generator, a nonlinear seventh order model (the \( d-q \) axis model) was used, fully describing its functionality [11,12,20,21].

The complete model of the wind energy conversion system is presented in the already published paper [13] of authors. It must be emphasized, once again, that the identified linearized model of the fourth order, describing the induction generator behavior around an operating point, was used only for the design of the control law [10,12,20]. Thus, for the linear model described by Equation (2), the component polynomials are detailed in Equation (11):

\[
A(z^{-1}) = a_4z^{-4} + a_3z^{-3} + a_2z^{-2} + a_1z^{-1} + 1
\]

\[
B(z^{-1}) = b_3z^{-3} + b_2z^{-2} + b_1z^{-1} + b_0
\] (11)

Furthermore, and obviously, in steady state regime \((z^{-1} = 1)\), the computed gain (based on parameters estimates) is:

\[
k_{\text{gain}} = \frac{b_3 + b_2 + b_1 + b_0}{a_4 + a_3 + a_2 + a_1 + 1} \] (12)

The minimum variance control system is considered disturbed by a zero-mean stochastic noise with variance \( \sigma^2 = 0.01 \) and the control penalty factor is set to the value \( \rho = 0.01 \). In addition, for the recursive least squares (RLS) estimator integrated into the control system, the forgetting factor is set to the value \( \lambda = 0.995 \). The values set of the two tuning parameters \((\rho, \lambda)\) of the control system assures good control performances [9,13,20].

3.1. Case 1. Initialization of the Minimum Variance Control System

The starting of a minimum variance control system is a complex process, requiring several steps [8,9].

The first step is to start the open-loop process, for computation and initialization of the linearized model parameters. The considered operating point is defined by the following conditions: step input excitation voltage: 440 V, zero initial values of the estimates, process input disturbed by a zero-mean stochastic noise and variance \( \sigma^2 = 0.01 \). In this case, the estimates of the model parameters are presented in Figure 2a (practically a zoom of the initial time interval \((t = [0 \; 6 \; s])\) from Figure 2b presenting the estimates for the complete procedure of starting and initializing the control system, as will be shown below). The same colors used in Figure 2a (see the figure legend) to represent the parameters estimates of polynomials described by Equation (11) are used for all next case studies which will present parameters estimates \((a_1...4, b_0...3\) in open-loop and \(\hat{a}_1...4, \hat{b}_0...3\) in closed-loop).
In the second step, the loop is closed (performing a synchronization between the controller and the plant) and an initial tuning of the control penalty factor to a high value $\rho = 0.1$ is performed to ensure the control system stability and an efficient control penalization [8,9]. The last step requires a decrease of the control penalty ($\rho = 0.01$), allowing a higher control and much better performances [7–9, 22–26]. All these operating stages are highlighted and can be observed in Figure 2b–d. Figure 2c presents the controller output (the control loop is closed after time moment $t = 6$ s and the control penalty factor is changed at time moment $t = 10$ s from $\rho = 0.1$ to $\rho = 0.01$). Figure 2d shows the controlled output. It can be noticed that the closing of the control loop leads to a decrease of the controlled output variance after time moment $t = 6$ s, according to the control goal.

The purpose of this case study is to demonstrate that, into a well-established operating point, by closing the control loop, the parameter estimates of the linearized model are different from those obtained in the open-loop. Thus, by analyzing the estimates presented in Figure 2b, different evolutions of the estimates for each stage can be observed. As already stated, the initial estimates until the moment $t = 6$ s, are those from Figure 2a (open-loop). Immediately after closing the loop (at time moment $t = 6$ s), the time evolution of the estimates changes under the action of the constraints imposed by the control system.

Figure 2. (a) Open-loop process parameters estimates (polynomials $A(z^{-1})$ and $B(z^{-1})$); (b) open-loop and closed-loop process parameters estimates (polynomials $A(z^{-1})$, $B(z^{-1})$ in open-loop, $\hat{A}(z^{-1})$, $\hat{B}(z^{-1})$ in closed-loop); (c) controller output (excitation voltage); (d) controlled output (terminal voltage).
Moreover, without changing the operating point of the controlled process, just a simple retuning of the minimum variance controller (by decreasing the control penalty factor at time $t = 10 \text{ s}$) affects the parameters estimates (see the same Figure 2b).

The resulted conclusion is that the constraints imposed by the control law in closed-loop affect the estimates.

The following studies present disturbed regimes and perform an analysis regarding the parameters estimates, respectively, the process gain in the two considered operating cases: open-loop and closed-loop.

3.2. Case 2. Mechanical Torque Variation

In the following case studies, the process is considered disturbed (both in open and closed-loop) by a successively variation of the mechanical torque at time moments $t = 2 \text{ s}$ and $t = 12 \text{ s}$ (Figure 3a).

![Figure 3. Cont.](image-url)
Case 2a: First, the closed-loop case is analyzed. Figure 3b,c show the terminal voltage (the controlled output), respectively, as well as the excitation voltage (the controller output) (small overshoots, small settling times, good control penalization). In Figure 3d is presented the time evolution of the parameter estimates and, based on them, in Figure 3e is computed and presented the closed-loop process gain estimate. By \(P_0\) and \(P_1\) are noted the steady-state operating points and very good performances can be noticed of the controlled process (induction generator): \(P_0\)-before time moment \(t = 2\ s\), \(P_1\)-between time moments \(t = 2\ s\) and \(t = 12\ s\), and again \(P_0\)-after time moment \(t = 12\ s\).

Regarding these operating points, Figure 4 presents the operational characteristics of the induction generator disturbed by mechanical torque variations. The initial operating point is \(P_0\) (placed on the curve corresponding to a mechanical torque \(M_0\)). In the closed loop, under the action of the control system that maintains constant terminal voltage \(y_0\) and under the action of a disturbance produced by the variation of the mechanical torque \(M_1 = M_0 + \Delta M\), the operating point horizontally slides on another operating curve (corresponding to the new mechanical torque \(M_1\)) and moves to position \(P_1\). In Figure 3e can be noticed the steady-state values \(k_0\) and \(k_1\) of the process gain corresponding to the two closed-loop operating points \(P_0(u_0, y_0, M_0)\) and \(P_1(u_1, y_0, M_1)\) depicted in Figure 4. This representation of the induction generator operational characteristics is necessary to explain the setting of similar operating conditions in both the open and the closed-loop.

Case 2b: The next case study considers the open-loop process (perturbed by the same stochastic noise). The first temptation is to consider (as process input) a constant excitation voltage \(U = U_0\), respectively at time moments \(t = 2\ s\) and \(t = 12\ s\), a change of the mechanical torque \(\Delta M = \pm 5\%\), as in the previous closed-loop case. However, these operating conditions lead the process from the initial operating point \(P_0\) to the operating point \(P_2(u_0, y_1, M_1)\) (other than the desired point \(P_1\)), and respectively back to \(P_0\) (see Figure 4). For the process transition between these operating points \(P_0\rightarrow P_2\rightarrow P_0\), the parameters estimates are presented in Figure 5a and, based on them, the calculated gain is presented in Figure 5b. Comparing the results from Figures 3d and 5a, a different variation of the parameters estimates can be observed. However, more important is the fact that, by comparing the results from Figures 3e and 5b, it can be noticed the value inconsistency regarding the median time zone (the time interval between \(t = 2\ s\) and \(t = 12\ s\)) of the computed gain factor in closed-loop \((k_1 \approx 0.84)\), respectively, in open-loop \((k_2 \approx 0.86)\). This value discrepancy can be explained by the fact that the open loop operating conditions took into account only the disturbances action (mechanical torque variation), which lead

Figure 3. (a) Mechanical torque variation; (b) controlled output (terminal voltage); (c) controller output (excitation voltage); (d) closed-loop process parameters estimates-polynomials \(\hat{A}(z^{-1})\) and \(\hat{B}(z^{-1})\) (functioning points: \(P_0\rightarrow P_1\rightarrow P_0\)); (e) closed-loop process gain estimates \(\hat{k}_{Gain} = \frac{\hat{B}(z^{-1})}{\hat{A}(z^{-1})}\) (functioning points: \(P_0\rightarrow P_1\rightarrow P_0\)).
the process to the operating point P₂ and not to the desired target point P₁ (see Figure 4). Obviously, for different operating points, the gain values are different.

Figure 4. Operational characteristics of induction generator.

![Operational characteristics of induction generator](image)

Figure 5. (a) Open-loop process parameters-polynomials \( A(z^{-1}) \) and \( B(z^{-1}) \) (functioning points: \( P₀ \rightarrow P₂ \rightarrow P₀ \)); (b) open-loop process gain \( k_{gain} = \frac{B(z^{-1})}{A(z^{-1})} \) (functioning points: \( P₀ \rightarrow P₂ \rightarrow P₀ \)).

Therefore, it is necessary to correct the open-loop operating conditions by considering an appropriate variation of the process input (excitation voltage: \( u₁ = u₀ + \Delta u \)), which maintains a constant terminal voltage (\( y₀ \)) and thus the operating point follows the desired transition \( P₀ \rightarrow P₁ \rightarrow P₀ \) (see Figure 4). In these new conditions and for the adequate operating point transition \( P₀ \rightarrow P₁ \rightarrow P₀ \), Figure 6a shows the open-loop process parameters estimates, respectively Figure 6b shows the process gain computed based on them.
Therefore, it is necessary to correct the open-loop operating conditions by considering an appropriate variation of the process input (excitation voltage: $\Delta u = 0$), which maintains a constant terminal voltage ($y_0$) and thus the operating point follows the desired transition $P_0 \rightarrow P_1 \rightarrow P_0$ (see Figure 4). In these new conditions and for the adequate operating point transition $P_0 \rightarrow P_1 \rightarrow P_0$, Figure 6a shows the open-loop process parameters estimates, respectively Figure 6b shows the process gain computed based on them.

Figure 6. (a) Open-loop process parameters estimates-polynomials $A(z^{-1})$ and $B(z^{-1})$ (functioning points: $P_0 \rightarrow P_1 \rightarrow P_0$); (b) open-loop process gain $k_{gain} = \frac{B(z^{-1})}{A(z^{-1})}$ (functioning points: $P_0 \rightarrow P_1 \rightarrow P_0$); (c) open-loop gain calculated by dividing process output with process input: $k_{gain} = \frac{y}{u}$; (d) gain error (difference between open-loop and closed-loop estimated gain).

Comparing the results from Figures 3d and 6a, it can be clearly seen that the values of the parameters estimates in open-loop, respectively in closed-loop are different. Instead, it can also be seen very clearly (and this must be highlighted in context of the paper goal) that in steady-state, although they were calculated based on different parameters estimates, the closed-loop process gain estimate (Figure 3e) is similar to the computed gain in open-loop (Figure 6b). The conclusion that can be formulated is the following: in the steady state, (although in the closed-loop), the estimator does not estimate the real parameters of the linearized process model (accurately identified in open-loop), however, based on them, the real process gain is correctly computed. The difference between the open-loop gain estimate (Figure 6b) and the closed-loop gain estimate (Figure 3e) is depicted in Figure 6d. The gain error is very small and one can notice a very good similarity of the two gain estimates. In the steady-state regime, the process gain can be also directly calculated by dividing the process output with the process input (Figure 6c), its value being very similar to the estimated one based on parameter estimates ($k_0 = 0.8645$, $k_1 = 0.8407$- see comparatively the steady-state gains values in Figure 6b,c). A more pronounced effect of the stochastic noise (small oscillations) can be noticed in the case of direct calculation (instead attenuated, when estimates are used).
3.3. Case 3. Electrical Load/Unload

The last study considers the process disturbed by a successively load/unload (resistive load ±5%), generated by connecting/disconnecting an electrical consumer at generator terminals.

Case 3a: For the beginning, the closed-loop is considered in the same tuning conditions of the control system as in the previous cases: $\rho = 0.01$, $\lambda = 0.995$, $\sigma^2 = 0.01$. Figure 7a,b describe the terminal voltage (controlled output), respectively the excitation voltage (controller output) and show very good performances (small overshoots, small settling times, good control penalization). In Figure 7c is presented the time variation of the estimated parameters and, based on them, in Figure 7d is calculated and presented the estimated gain (in closed-loop) of the controlled process (by $P_0$ and $P_1'$ being noted the successive operating points). In addition, in Figure 7e there are presented a zoom of the result from Figure 7d, noticing that the process gains (in successively operating points $P_0$ and $P_1'$) are $k_o = 0.8612$ and $k_1' = 0.8653$.

![Figure 7a](image1.png)  ![Figure 7b](image2.png)  ![Figure 7c](image3.png)  ![Figure 7d](image4.png)  ![Figure 7e](image5.png)
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Case 3b: Considering the open-loop process, for the same disturbances (successive load/unload) and excitation voltage change as in the previous case, the Figure 8a shows the real estimates of the linearized process model and the Figure 8b shows the calculated (estimated) gain of the process.

A simple comparison of the results from Figures 7c and 8a shows (as in previous cases) a different time evolution of the parameter estimates in closed-loop, respectively, open-loop. However, based on these different estimates, in steady-state regimes, the computed process gain in open-loop (Figure 8b) and in closed-loop (Figure 7e) are similar in value. This last case once again confirms what has been already stated in the previous case studies.

Therefore, all performed tests lead to the same conclusion: in steady-state, although the closed-loop estimates do not converge to the real estimates calculated in open-loop, in both regimes (open or closed-loop) the corresponding gains (calculated based on them) are similar in value. Thus, the simulation tests validate the analytical demonstration presented in the paper.
4. Conclusions

For nonlinear processes, the on-line estimation of the parameters of a linearized model around an operating point is an essential step in many adaptive control strategies. Considering a minimum variance control system, the present paper demonstrates, both analytically and by simulation for a concrete case study that, in steady-state closed-loop (under control system constraints), although parameters estimates differs from the real ones in the open-loop (without constraints), the process gain estimates are similar in both situations. Therefore, the parameter estimator rather allows an accurate estimation of the process gain factor and not of the real parameters of the linearized model used to implement the control law.

In order to validate by simulation, the analytical demonstration, a particular case study considering as controlled process an induction generator integrated into a wind energy conversion system was analyzed. The minimum variance control system aims to maintain a constant voltage at terminals, under the action of two types of disturbances: mechanical torque variation (due to wind speed variation) and electrical load/unload (by connecting/disconnecting electrical consumers). For both disturbances, the performed simulations accurately validated and confirmed the analytically demonstration regarding the equality (in steady-state) of the two estimated gain factors, both in open-loop and closed loop. Moreover, in the same operating point, a simple retuning of the controller (by changing the control penalty factor) affects the parameters estimates values, but the process gain (computed based on them) remains unchanged-identical to the real one estimated in open-loop.

As a final conclusion, the novelty of the paper consists in demonstrating that into a closed-loop control system (in steady state regime), the parameters estimator allows an accurate estimation of the real process gain based on the process parameter estimates, although these estimates are different in closed-loop from the real ones computed in open-loop. In fact, as the paper demonstrates both analytically and by simulation, a proper operating of the control system does not require the real values of the process parameters (open-loop linearized model parameters), but only an accurate estimation of the process gain.
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