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Do external commercial borrowings and financial development affect exports?
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Abstract: In this study, we examine the competitiveness effect of currency depreciation in the presence of external commercial borrowing (ECBs) and low financial development. The estimates of autoregressive distributed lag (ARDL) show the contractionary effects of exchange rate depreciation on exports owing to increased liability denominated in foreign currency such as ECBs. We also find a positive relationship between bank credit and exports, but the marginal benefits of domestic credit diminish when the exchange rate depreciates. The findings of the study suggest that natural hedging does not act as a cushion against shocks and thus calls for the mandatory use of derivatives by firms. The development of domestic credit markets is essential to reap the benefits of currency depreciation in the export sector.
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1. Introduction

Conventional expenditure switching theories posit the expansionary impact of devaluations—that they have a positive effect on the current account. These small economy frameworks under a flexible exchange rate regime show the ability of currency depreciation to shift the demand
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The present research probes the effect of foreign currency borrowing and the availability of credit in the domestic market on exports. The exports usually increase following a depreciation of the domestic currency as the goods and services become effectively cheaper. However, an increase in the foreign currency loans at the same time, offsets the benefits of depreciation. Also, export firms need credit to meet the increased demand due to the depreciation of the currency. The unavailability of such credit also adversely affects exports. In this research, we find that the foreign currency borrowings are neutralizing the benefits of export firms arising from the depreciation of the currency. The lack of financial development in India also adversely affecting exports in India.

Therefore, we suggest mandatory hedging by the firms which can be facilitated by strengthening the derivatives markets.
from costlier imports towards cheaper domestic goods when the economy faces a real adverse shock. As a result, currency depreciation has competitiveness effect on exports thereby raising the earnings of the export sector (Duttagupta & Spilimbergo, 2004; Forbes, 2002; Ghei & Pritchett, 1999; Krueger & Tornell, 1999).

Theoretically, competitiveness effects depend on three factors as explained by the Marshall-Learner conditions—(a) domestic export prices are set in the local currency and absence of market pricing; (b) the supply of exports is sufficiently elastic; (c) the foreign demand for domestic exports is sufficiently elastic. Following the East Asia crisis, however, there has been growing evidence of the contractionary effect of depreciation on exports. Such a currency–export dilemma—i.e., the sluggish response of exports to currency depreciation—challenges conventional theories that exchange rate depreciation always has expansionary effects (Berman & Berthou, 2009; Duttagupta & Spilimbergo, 2004; Tang et al., 2013). Recent literature on open economy macroeconomics and corporate finance emphasise the role of credit market frictions in explaining the response of exports to currency depreciation. Foreign currency borrowings and the lack of domestic financial development impede the export growth of developing economies. Despite the importance of the issue, the evidence on India’s exports to exchange rate depreciation in the context of credit market imperfections has not been given enough attention. In this light, we investigate the growth of India’s exports in the presence of foreign currency liabilities and the lack of financial development or credit market frictions.

Against the backdrop of the 1991 balance of payments crisis, India embarked on structural reforms that established a new liberalisation policy framework. The government dismantled the controls on foreign trade and emphasised the promotion of exports (DIPP, 1991). India has adopted an export-led growth strategy since liberalisation, which is evident from subsequent trade policies. Export promotion schemes such as subsidies, export parks, and marketing assistance were introduced to facilitate growth in exports, and special economic zones (SEZs) were set up to foster exclusive export units. The ratio of total exports of goods and services to gross domestic product (GDP) in India increased from 5.67 percent in 1990 to 15.21 percent in 2015. However, the trend was volatile during the liberalisation era. The average growth rate of exports in the first decade of reforms (1991–2000) was 3.97 percent. The growth rate stood 4.68 percent during our study period 2001–2015 (Figure A1, Appendix).

In consonance with the financial liberalisation policy framework, restrictions on overseas borrowings have been eased over the years. The corporate sector was allowed to borrow in foreign currency in order to meet short-term and long-term financial needs, albeit with few restrictions. Notably, external commercial borrowing (ECBs) increased from US$ 6.2 billion in 1986 to US$ 181.28 billion in 2016. The ratio of ECBs to total external debt in India rose from 16.57 percent in 1991 to 37.33 percent in 2016. Shin and Zhao (2013) have raised concerns over growing ECBs in India and China, which Pradhan and Hiremath (2020a) have highlighted the possible destabilising effect of such borrowings.

India has adopted a managed floating exchange rate system consistent with the policy of financial liberalisation. The value of the INR depreciated to INR 61.029/US$1 in 2014 from INR 44.940 in 2000. This depreciation implies a 1.36 times decrease in the value of the domestic currency against the US dollar. In 1992, the Indian government implemented a dual exchange rate system, which permitted exporters to convert 60 percent of their earnings in foreign exchange at the market rate and 40 percent at a lower official rate set by the government. Later, the managed floating exchange rate system was followed to asymmetrically intervene in the forex market to maintain export competitiveness (Ramachandran & Srinivasan, 2007). The annual exchange rate of the domestic currency against the US dollar stands at INR 69.93 per dollar in 2019 (Figure A2, Appendix).

Sound and vibrant financial markets and institutions are essential for the successful opening of the economy for foreign trade and investment. Hence, financial sector reforms were introduced in
India to deepen financial liberalisation. Domestic credit extended to the private sector has grown over the years since liberalisation (Figure 1). However, India’s financial development is not on par with its emerging market (EM) peers. Banks still dominate the credit market in India, and this sector accounts for 64 percent of the total assets held by the overall financial system (India Brand Equity Foundation, 2020). The public sector accounts for the lion’s share in bank-based credit. The Indian banking sector’s asset quality has deteriorated over the years, primarily because of an increase in bad loans and bank fraud (RBI, 2017). India’s banking sector is indeed experiencing a crisis, whereas non-banking sources of finance are negligible (Hiremath, 2019). As a result, firms are facing credit constraints in domestic markets.

In this context, investigation of export performance in the presence of ECBs and a low level of financial development assumes importance. Previous studies have concentrated on the effects of the exchange rate (Chit et al., 2010; Chou, 2000; Sauer & Bohara, 2001) or level of financial sector development on exports ignoring the foreign liability channel. For instance, Chit and Judge (2011) show that the effect of exchange rate volatility on exports depends on the level of financial sector development. Berman and Berthou (2009) and Tang et al. (2013) find that firms borrowing in foreign currency are exposed to substantial depreciation, and exports suffer owing to liabilities denominated in foreign currency or due to domestic credit constraints. However, these studies ignore supply-side factors. The inertia of export firms with dollar debt is expected to hurt aggregate output and defeat the export-led growth strategy. Departing from previous work, we follow a holistic and comprehensive approach to examine the issue and thus contribute to the literature on trade and finance.

The present study contributes to the literature on trade and open economy macroeconomics in the following ways. To the best of our knowledge, this study is the first to investigate the impact of ECBs and financial development on competitiveness effects in the Indian context. India is an ideal case for examining this issue given the growing presence of foreign corporate debt and the export-led growth strategy since 1991. Second, we study the interaction between exchange rate, financial development, and ECBs, instead of focusing on one aspect in isolation. Finally, a country level study of this kind offers insights into the unique and peculiar features of India’s macroeconomic environment, financial market development, and trade policy framework. To foreshadow the key result, we find that the lack of financial development and growing ECBs adversely affect India’s exports in the event of currency depreciation. The findings call for policies to strengthen domestic credit markets. The rest of the paper is organised as follows. In Section 2, we present our theoretical framework and provide a summary of previous studies. Section 3 gives the outline the methodology. We discuss the empirical results in Section 4 and conclude the paper in Section 5.

2. Theoretical framework and related literature

One part of the literature holds the excessive dependency on short-term overseas borrowings, financial instability in the global market, mismanagement and under-regulation of domestic
financial systems, and crony capitalism to be contributing factors for regional economic crises (Radelet & Sachs, 1998; Stiglitz, 1998). A recent study by Pradhan and Hiremath (2020b) shows that both firm-specific factors and macroeconomic factors are responsible for the corporate sector dollarization among Indian firms. In contrast, the modified, dynamic New Keynesian general equilibrium model propounded by Bernanke et al. (1999) demonstrates the role of credit market frictions in business fluctuations. Their framework depicts a “financial accelerator” in which endogenous developments in credit markets amplify and propagate real and nominal shocks in the economy. The amplification effects help resolve shocks, which can have a substantial real effect.

Baldwin and Krugman (1989) studied the exit of firms from the export market following a substantial negative shock from exchange rate depreciation emanating from financial market imperfections. The export firms bear higher sunk costs, which are more significant than the fixed cost paid by incumbent firms in the presence of market imperfections. A considerable amount of private debt is denominated in foreign currency to cover sunk costs and other fixed costs. Most of such external borrowings are unhedged, which exposes these economies to foreign exchange risk. On similar lines, Krugman (1999) and Aghion et al. (2001) demonstrate the adverse impact of financial frictions such as foreign currency debt on investments, cash flows, and the net worth of the firms. Caballero and Krishnamurthy (2003) consider financial constraints a significant determinant of the vast stockpile of dollar-denominated debt in developing nations.

Eichengreen and Hausmann (1999) argue that countries borrow in foreign currencies due to their inability to raise funds in global markets in their own currencies. Such an inability, popularly known as original sin, adversely affects the economy in the event of external shocks. Global factors such as transaction costs and network externalities constrain the ability of emerging economies to borrow from global markets or domestic markets for the long term. On the other hand, Goldstein and Turner (2004) hold domestic factors such as weak economic policies and institutions as the primary causes of currency mismatch in emerging economies.

The dominant role of credit market frictions other than foreign currency debt underlies these dramatic episodes of financial crises. Rajan and Zingales (1998) argue that economies with greater financial development grow faster due to financial liberalisation than those without developed financial markets and institutions. Venkatesh and Hiremath (2020) show how emerging economies in Asia reduced the original sin by evaluating domestic credit markets. Credit market frictions include moral hazard, heterogeneity, and specificity, which reduce the number of financiers and discourage entrant firms by acting as constraints on finance (Wasmer & Weil 2004). The sluggish response of exports to the depreciation of the currency is primarily due to the price inelasticity of foreign demand for exports, credit constraints (which limit the supply of exporters), and the exogenous shift in world demand (Duttagupta & Spilimbergo, 2004). Constraints in the banking sector and the presence of low-quality financial markets with less information limit the gains from economic reforms and liberalisation policies (Brooks & Davis 2020; Buera & Shin 2013; Kunieda & Shibata 2014; Shin & Zhao, 2013; Song et al. 2011).

Drawing on this theoretical debate, our conceptual framework relies on third-generation models of exchange rate combined with the model of credit market frictions of Bernanke et al. (1999). Conventionally, exports are expected to increase following currency depreciation. However, the response of exports will be sluggish in the presence of friction in domestic credit markets. In the event of external shock, the value of loan repayments contracted in a foreign currency increases; and the number of tradable firms and the volume of exports falls. The lack of credit facility in the domestic market constrains firms from increasing supply in the export sector. Foreign debt and the low level of financial development not only worsen the balance sheets of export firms but also hurt economic growth.

The theoretical work on the incorporation of the role of credit markets in open economy macroeconomics led to the empirical investigation of the relationship between credit markets
and exports. However, the research on this topic is still nascent. Berman and Berthou (2009) hold that the frictions in credit markets contribute to boom–bust cycles in the economy. They estimated demand and supply export equations to examine the impact of financial market imperfections on the country’s exports in the event of exchange rate depreciation. They found that depreciation had an adverse effect on exports in those economies in which firms borrow in a foreign currency. Their sample includes 27 developed and developing countries for the period 1990 to 2005. Their findings show that the firms borrowing in foreign currency are exposed to substantial depreciation or devaluation.

Tang et al. (2013) empirically demonstrated the adverse impact of significant depreciation on the exports of 17 East Asia-Pacific countries in the presence of foreign currency debt and lower levels of financial development. They argue that limited credit availability for export firms in countries with underdeveloped financial markets force them to borrow in foreign currencies. The weak credit markets in these economies restrict export firms from raising finance domestically. Hence, the expansionary effect is unrealised when financial markets are underdeveloped. Their results corroborate the findings of Berman and Berthou (2009). Nevertheless, Tang et al. (2013) ignore supply-side factors.

In this context, we inquire whether ECBs and financial development result in export contraction and stagnation. Does the financial development shock lower exports through the magnification effect? To the best of our knowledge, our study is a novel attempt to address these questions, especially in the context of an emerging economy such as India. We hypothesise that massive outstanding corporate debt in foreign currency and low levels of financial development adversely affect exports following the depreciation of the rupee against the dollar. We thus extend the empirical literature on open economy macroeconomics and corporate finance. We also capture the amplification effects of foreign liability, which is a novel contribution of this paper.

3. Methodology
In this study, we employ the ARDL model to examine how ECBs and financial development are related to exports in the long run. We also estimate ECM to capture short-term fluctuations. Furthermore, dynamic panel regression is estimated to generate firm-level evidence.

3.1. Export function and variables
The preceding discussion highlights several variables that influence the competitiveness effect. We investigate the issue in light of two underlying market imperfections—i.e., a considerable amount of private debt is denominated in foreign currency; low financial development restricts agents from borrowing domestically. Nonetheless, the availability of credit, and the constraints on it, are also industry-specific. Recently, there has been a concentration of ECBs in the manufacturing sector, followed by the software industry (Table 1). ECB has increasingly become an essential source of finance for export firms between 2004 and 2015. The trend indicates that ECBs are a significant source of funds for Indian firms to meet long-term goals. Our focus in this study is on export firms that borrow in foreign currency through the ECBs route.

We estimate the following export function to quantify the effect of ECBs and level of financial development on exports:

$$\text{LogEXPORTS}_t = \alpha_0 + \beta 1 \text{LogGDP}_t + \beta 2 \Delta \text{LogREER}_t + \beta 3 (\text{LogREER} + \text{LogECB})_t$$

$$+ \beta 4 (\text{LogREER} + \text{LogFD})_t + \beta 5 (\text{LogREER} + \text{LogFD})^2_t + \beta 6 \Delta \text{LogREER}_t^2$$

$$+ \beta 7 \text{LogECB}^2_t + \omega_t$$  \hspace{1cm} (1)

In Equation (1) EXPORTS is the export of goods and services from India in real terms; \(\Delta\) REER denotes the change in the real effective exchange rate. GDP and FD are the gross domestic product and the level of financial development, respectively. We employ quarterly time series data expressed in rupees from 2000 to 2014 for the analysis. We collected data from the Ministry of
Finance, Government of India, Bank for International Settlements (BIS), UNCTAD, Reserve Bank of India (RBI), and the World Bank. All variables are presented in real terms and have been transformed into natural logarithms to maintain uniformity. Moreover, the logarithmic transformations make positively skewed variables customarily distributed (Changyong et al. 2014).

In the absence of credit market imperfections, the coefficient of the traditional macroeconomic fundamentals (i.e., GDP) is anticipated to be positive. The supply of exports depends on the potential local income and hence $\beta_1 > 0$. The expected sign of the coefficient of $\Delta \text{REER}(\beta_2)$ is positive because currency depreciation makes exports inexpensive. Hence, the demand for exports increases with a small depreciation of the exchange rate. Moreover, the relationship between $\Delta \text{REER}$ and the trade balance depends upon the time horizon — here, it is the long run. In the presence of credit market imperfections, depreciation does not always have competitiveness effects. The realisation of the expansionary effect depends on the country’s foreign debt and financial development. The interaction term, $\text{REER} \times \text{ECB}$, captures the impact of ECBs on exports in response to currency depreciation. Hence, the coefficient of $\text{REER} \times \text{ECB} (\beta_3)$ is expected to be negative because more ECBs in a country implies the negative response of exports following a depreciation. A significant depreciation of the real exchange rate increases the country’s debt burden and borrowing costs and limits its production capabilities.

We include the financial development variable to capture the effect of credit constraints on exports. The interaction term $\text{REER} \times \text{FD}$ measures this effect. We use the domestic private credit to non-financial sectors as a proportion of GDP as a proxy for credit constraints. The proxy is consistent with the standard literature (e.g., Berman & Berthou, 2009; Tang et al., 2013). The World Bank (2020) considers domestic private credit to non-financial sectors as one of the accepted measures of financial depth. Such a measure explains the level of credit. This proxy has also received much attention in the empirical literature as it has a strong statistical link to long-term economic growth (World Bank, 2020). This measure excludes loans offered to governments, public enterprises, and other government agencies. It also does not comprise the credit issued by central banks. The theoretically expected sign of $\beta_4$ (financial development) is uncertain. The countries with a higher level of financial development have more significant exports deriving a positive coefficient and vice-versa (Tang et al., 2013).

Additionally, we include three non-linear components: (i) interaction of exchange rate and financial development; (ii) exchange rate; and (iii) ECBs. We consider the non-linear forms of

---

Table 1. ECBs by the export firms

| Years | Number of export firms | Total ECBs (crores) | ECBs to total debt (%) |
|-------|------------------------|--------------------|------------------------|
| 2004  | 69                     | 6261.28            | 42.6                   |
| 2005  | 97                     | 16,042.02          | 36.3                   |
| 2006  | 135                    | 26,626.3           | 44.1                   |
| 2007  | 184                    | 48,543.6           | 39.8                   |
| 2008  | 260                    | 92,336.29          | 36.7                   |
| 2009  | 319                    | 106,393.8          | 34.7                   |
| 2010  | 354                    | 120,849            | 32.5                   |
| 2011  | 294                    | 114,289.2          | 30.3                   |
| 2012  | 379                    | 167,144.9          | 35.1                   |
| 2013  | 419                    | 203,577.3          | 36.8                   |
| 2014  | 455                    | 224,870.9          | 39.8                   |
| 2015  | 431                    | 218,448.3          | 42.1                   |

Note: The values of the total ECBs are expressed in rupees crores, and ECBs to total debt are in percent.
Source: CMIE Prowess.
these variables to capture the relevant features of the data based on the theoretical propositions discussed in previous studies. We use the non-linear, REER, FD, and to capture the amplification effects of financial shocks on exports (see, Bernanke et al., 1999). The sign of $\beta_4$ is expected to be positive when financial development facilitates the growth of exports. When the dampening impact of the financial shock is amplified and propagated, $\beta_5$ is expected to be negative. Arcon et al. (2012) record a concave relationship between financial development and economic growth. The author supports the hypothesis that there is such a thing as “too much finance”—where the marginal effect of financial development turns negative after a threshold. We use $\Delta$REER to capture the non-linear shocks of exchange rate depreciation on exports (Baldwin & Krugman, 1989). We expect a negative sign for the coefficient of the squared exchange rate ($\beta_6$) because substantial currency depreciation offsets the competitiveness effect. The coefficient of the squared term of the foreign liability ($\beta_7$) is also expected to be negative due to its association with amplification effects of balance sheet shocks. Excess reliance on foreign currency borrowings will inflate the outstanding debt and hurts the exports as evident from the East Asian crisis. We test the hypothesis that more corporate borrowings and credit constraints in the economy result in the deterioration of exports in the event of currency depreciation. We anticipate a non-linear, but inverse relationship between ECBs and exports.

3.2. ARDL cointegration

The cointegration methods of Engle and Granger (1987) and Johansen (1991) are the fundamental approaches discussed in the empirical literature to estimate long-run relationships among variables. The same order of integration of time series variables is a prerequisite for conducting cointegration techniques. However, we find that the variables included in the model are not of the same order of integration (Table 3). We employ the ARDL bound testing approach of Pesaran and Shin (1998) to overcome the problem of a different order of integration. ARDL is an advanced approach to analyse the long-run relationships and dynamic interactions among the variables.

Bound testing (BT) is a two-stage approach builds on the ARDL framework. The Wald test or F-statistic is conducted by imposing linear restrictions on the estimated long-run coefficients with one period lag to validate the existence of a long-run relationship in levels among the variables. The calculated values of F-statistic are then compared with the critical tabulated values (Pesaran et al., 2001). These tables report the lower bound critical values based on the assumption that the explanatory variables $X_i$ are $I(0)$, whereas the upper bound critical values are based on the assumption that $X_i$ is $I(1)$. The null and alternative hypotheses are as follows:

$$H_0: \beta_1 = \beta_2 = \beta_3 = \beta_4 = \beta_5 = \beta_6 = \beta_7 \text{ (No long – run relationship exists)}$$ (2)

$$H_1: \beta_1 \neq \beta_2 \neq \beta_3 \neq \beta_4 \neq \beta_5 \neq \beta_6 \neq \beta_7 \text{ (Long – run relationship exists)}$$ (3)

If the computed F-statistic is higher than the upper bound tabulated values, the null hypothesis of no long-run relationship can be rejected. Conversely, if the computed F-statistic value is smaller than the lower bound tabulated values, then the null hypothesis of no cointegration cannot be dismissed. When the calculated F-statistic value falls between the lower and upper bound tabulated values, the results are inconclusive.

We use short-run dynamic error correction models (ECM) to examine short-run fluctuations corrected in the long-run. We estimate ECM to check how fast a dependent variable adjusts to its equilibrium after a change in the independent variables. Therefore, ECM is a useful tool for estimating the short-run dynamics of the parameters. We employ Case V of Pesaran et al. (2001) $c_0 \neq 0$ and $c_1 \neq 0$ because our model supports the unrestricted linear trend and intercepts (Table 7). Nevertheless, the unit root test proposed by Dickey and Fuller (1979), unlike Dickey and Fuller (1981), ignores the constraints linking the intercept and trend coefficient, $c_0$ and $c_1$, to the
parameter vectors \((\pi_{\text{xy}}, \pi_{\text{yx}})\), respectively, in Cases III and V. Here, the deterministic trend restriction \(c_1 = -(\pi_{\text{EXPTS}}, \pi_{\text{EXPTS}X})\) is ignored, and the ECM is denoted as:

\[
\Delta \text{EXPTS}_t = c_0 + c_1\text{EXPTS} + \pi_{\text{EXPTS}X}\text{EXPTS}_{t-1} + \pi_{\text{EXPTS}x}X_t + \sum_{i=1}^{p-1} \gamma_i \Delta z_{t-i} + \Delta x_t + \epsilon_t
\]  

(4)

We test the relationship between \(\text{EXPTS}\), and the \(X_t\) of the joint null hypothesis \((\pi_{\text{EXPTS}}, \pi_{\text{EXPTS}X} = 0, \pi_{\text{EXPTS}x} = 0)\) in the model. \(\text{EXPTS}\) is the dependent variable, whereas \(X\) represents independent variables, namely, \(\text{GDP}, \Delta \text{REER}, \text{REER}^{*}\text{ECB}, \text{REER}^{*}\text{FD}, \text{REER}^{*}\text{FD}^2, \Delta \text{REER}^2\), and \(\text{ECB}^2\) as defined in Equation (1).

4. Results and discussions

The descriptive statistics presented in Table 2 show that the mean values of all the variables are positive. The positive skewness of variables, namely \(\text{REER}^{*}\text{ECB}\) and \(\text{ECB}^2\), indicates fat tail distribution. The negative skewness for \(\text{EXPTS}, \text{REER}^{*}\text{FD}^2, \text{REER}^{*}\text{FD}, \Delta \text{REER}, \Delta \text{REER}^2\), and \(\text{GDP}\) implies that distribution is skewed to the left. The Jarque–Bera (1987) test results indicate the non-normal distribution of series except \(\Delta \text{REER}\) and \(\Delta \text{REER}^2\).

We employ unit root tests, namely ADF (1979), PP (1988), and KPSS (1992), to check the stationarity of the time series and ascertain the order of integration of regressors included in the model. The results in Table 3 reveal that all the variables are integrated of the order I(1) except \(\Delta \text{REER}\) and \(\Delta \text{REER}^2\), which are I(0). Therefore, the ARDL technique is the most suitable in this case.

4.1. The long-run relationship among the variables

We estimate Equation (1) to quantify the long-run relationship between India’s exports and its determinants. We include variables with the lag terms regressed on the dependent variable. Pesaran and Shin (1998) demonstrate the reliability and usefulness of the ARDL procedure to estimate data with small samples. However, we employ quarterly time series data with 60 observations, to ensure robust estimations. We use the SBC to select the lag in ARDL. The SBC not only has small-sample properties similar to the AIC, but it is also consistent, parsimonious, and performs better in most experiments (Morimune & Mantani, 1995; Quinn, 1988).

| Table 2. Descriptive statistics |
|--------------------------------|
| **Variables** | **Mean** | **Std. Dev.** | **Skewness** | **Kurtosis** | **Jarque-Bera** |
| EXPTS | 7.710 | 0.755 | −0.343 | 1.655 | 5.696(0.057) |
| GDP | 9.611 | 0.277 | −0.228 | 1.625 | 5.249(0.072) |
| ΔREER | 0.003 | 0.014 | −0.091 | 2.675 | 0.348(0.840) |
| REER*ECB | 36.953 | 2.726 | 0.423 | 1.829 | 5.213(0.074) |
| REER*FD | 17.908 | 1.320 | −0.375 | 1.566 | 6.551(0.038) |
| ΔREER | 69.406 | 9.256 | −0.395 | 1.557 | 6.765(0.040) |
| ΔREER^2 | 0.032 | 0.126 | −0.084 | 2.673 | 0.337(0.845) |
| ECB^2 | 63.626 | 7.997 | 0.472 | 1.882 | 5.359(0.069) |

Note: EXPTS—exports of goods and services; GDP—real gross domestic product; ΔREER—a change in the real exchange rate; REER*ECB—an interaction term between ECBs and change in the real exchange rate; ΔREER^2—a square of the change in the real exchange rate; REER*FD—an interaction of change in the real exchange rate and financial development; REER*FD^2—the interaction of change in the real exchange rate and the square of the financial development; ECB^2—a squared term of ECB. The Jarque-Bera normality test statistics are presented, followed by corresponding p values in the parenthesis.

Source: Author’s computations
The bound test statistics presented in Table 4 reject the null of no cointegration at a one percent level of significance when EXPORTS is the dependent variable across the models. Notwithstanding, we find no unique long-run relationship (except the Model D) between EXPORTS and the explanatory variables—GDP, ΔREER, REER*ECB, REER*FD, REER*FD², ΔREER² and ECB².

Purposively, we report five models to establish the long-run and short-run dynamics between exports and independent variables. In Model A, we examine the foreign liability channel; Model B explains the effect of financial development, whereas Model C documents financial development and its amplification effects. Model D and E examine the amplification effects of the exchange rate and foreign liability, respectively.

The estimates of long-run ARDL models are presented in Table 5 (Model A-E). We follow the SBC criteria to select the appropriate lag length for ARDL model estimation. The order of the ARDL model corrects the residual serial correlation and endogeneity problem (Pesaran & Shin, 1998).

The long-run estimates of all the selected variables are consistent with the priori and expectations except REER*FD². We categorise GDP and ΔREER as variables representing traditional competitiveness effects. The positive and significant coefficient of GDP in all the models implies the positive impact of domestic activity on exports. The value of income elasticity is greater than unity suggesting the sensitiveness of exports’ supply to national income. Our results on the GDP–exports nexus are consistent with the previous studies (Berman & Berthou, 2009; Duttagupta & Spilioumergo, 2004; Tang et al., 2013). The variable ΔREER is insignificant in all the models in the long run. The evidence on REER indicates that the exchange rate alone does not help boost exports in a competitive global market. This result is consistent with the findings of Berman and Berthou (2009) for developed and developing countries but contrasts evidence from a group of East Asia-Pacific countries (Tang et al., 2013).

ECBs and financial development are the central explanatory variables of the current research. We find a negative and significant impact of foreign liability on India’s exports (see Models A-D,

### Table 3. Unit root statistics

| Variables | ADF | PP | KPSS |
|-----------|-----|----|------|
|           | With Trend | Without Trend | With Trend | Without Trend | With Trend | Without Trend |
| EXPORTS  | -0.912 | -1.308 | -0.985 | -1.299 | 0.210* | 0.928* |
| GDP      | -1.176 | -0.679 | -1.309 | -0.679 | 0.177** | 0.947* |
| ΔREER    | -3.044 | -2.992** | -3.594** | -3.721* | 0.035 | 0.043 |
| REER * ECB | -1.368 | 0.780 | -1.550 | 0.581 | 0.168** | 0.891* |
| REER * FD | -0.906 | -1.634 | -0.883 | -1.619 | 0.185** | 0.922* |
| REER * FD² | -1.032 | -1.390 | -0.693 | -1.670 | 0.200** | 0.919* |
| ΔREER²   | -3.035 | -2.981** | -3.604** | -3.730* | 0.035 | 0.043 |
| ECB²     | -1.462 | 0.786 | -1.507 | 0.759 | 0.180** | 0.883* |

Note: Variables are as defined in Table 2. This table reports the ADF, PP, and the KPSS unit root test statistics. The critical values of ADF at 1%, 5%, and 10% significance are -4.121, -3.488, and -3.172 for the model with the trend and -3.546, -2.912 and -2.594 respectively for the model without a trend. The critical values of PP at 1%, 5%, and 10% significance are -4.121, -3.488, and -3.172 for the model with the trend and -3.546, -2.912 and -2.594 respectively for the model without a trend. The SBC criteria are followed to select a lag length. ADF and PP test the null of a unit root against the stationary alternative. Bartlett kernel and the Newey–West methods are followed to fix the truncation lag and bandwidth for KPSS test, respectively. The KPSS critical values at 1%, 5%, and 10% significance are 0.216, 0.146, and 0.119 for the model with trend and 0.739, 0.463 and 0.347, for the model without a trend. The KPSS test examines the null of stationarity against the unit root alternative. * and ** indicate significance at 1% and 5% level, respectively.

Source: Author’s computations
Table 4. Pre-requisite diagnostic check for ARDL estimation

| Variables | F test | Wald test |
|-----------|--------|-----------|
| Model A: Foreign liability channel- ARDL (1,0,1,0) | | |
| F(EXPORTS, GDP, REER*ECB, ΔREER) | 9.269* | 37.075* |
| F(GDP, EXPORTS, REER*ECB, ΔREER) | 4.326 | 17.304 |
| F(REER*ECB, EXPORTS, GDP, ΔREER) | 2.461 | 9.843 |
| F(ΔREER, EXPORTS, GDP, REER*ECB) | 5.983** | 23.933** |
| Model B: Financial development channel- ARDL (1,0,0,1,0) | | |
| F(EXPORTS, GDP, REER*ECB, ΔREER, REER*FD) | 8.556* | 42.780* |
| F(GDP, EXPORTS, REER*ECB, ΔREER, REER*FD) | 5.680 | 28.401 |
| F(REER*ECB, EXPORTS, GDP, ΔREER, REER*FD) | 2.567 | 12.837 |
| F(ΔREER, EXPORTS, GDP, REER*ECB, REER*FD) | 5.304** | 26.520** |
| F(REER*FD, ΔREER, EXPORTS, GDP, REER*ECB) | 3.406 | 17.031 |
| Model C: Financial development and financial development amplification effects channel- ARDL (1,0,0,0,0) | | |
| F(EXPORTS, GDP, REER*ECB, ΔREER, REER*FD, REER*FD²) | 7.266* | 43.594* |
| F(GDP, EXPORTS, REER*ECB, ΔREER, REER*FD, REER*FD²) | 4.651** | 27.909** |
| F(REER*ECB, EXPORTS, GDP, ΔREER, REER*FD, REER*FD²) | 2.294 | 13.765 |
| F(ΔREER, EXPORTS, GDP, REER*ECB, REER*FD, REER*FD²) | NA | NA |
| F(REER*FD², ΔREER, EXPORTS, GDP, REER*ECB, REER*FD) | 11.182* | 67.091* |
| F(REER*FD², ΔREER, EXPORTS, GDP, REER*ECB, REER*FD²) | 8.097* | 48.580* |
| Model D: Amplification effects of exchange rate- ARDL (1,1,0,0,0) | | |
| F(EXPORTS, GDP, REER*ECB, ΔREER, ΔREER) | 7.270* | 36.348* |
| F(GDP, EXPORTS, REER*ECB, ΔREER, ΔREER) | 3.577 | 17.886 |
| F(REER*ECB, EXPORTS, GDP, ΔREER, ΔREER) | 2.165 | 10.823 |
| F(ΔREER, EXPORTS, GDP, REER*ECB, ΔREER) | 3.324 | 16.619 |
| F(ΔREER², ΔREER, EXPORTS, GDP, REER*ECB) | 3.317 | 16.587 |
| Model E: Amplification effects of foreign liability channel- ARDL (1,0,0,0,0) | | |

(Continued)
Table 4. (Continued)

| Variables | F test  | Wald test |
|-----------|---------|-----------|
| $F(\text{EXPORTS, GDP, REER}^*\text{ECB, } \Delta \text{REER, ECB}^2)$ | 7.974* | 38.987* |
| $F(\text{GDP, EXPORTS, REER}^*\text{ECB, } \Delta \text{REER, ECB}^2)$ | 3.509 | 17.545 |
| $F(\text{REER}^*\text{ECB, EXPORTS, GDP, } \Delta \text{REER, ECB}^2)$ | 16.178 | 18.890 |
| $F(\Delta \text{REER, EXPORTS, GDP, REER}^*\text{ECB, ECB}^2)$ | NA | NA |
| $F(\text{REER}^2\text{ECB, } \Delta \text{REER, EXPORTS, GDP, ECB}^2)$ | 16.103* | 80.513* |

Note: Variables are as defined in Table 2. F test and Wald test values confirm the long-run relationship between the variables. In model A, the critical bounds for the F test are 4.323 and 5.443 at 5% level; and the critical bounds for the Wald test are 17.293 and 21.775 at a 5% level. The critical bounds for the F test in model B are 3.715 and 4.908 at a 5% level. The critical bounds for the Wald test in the model B are 18.578 and 24.541 at a 5% level. The critical bounds value of the F test for model C are 3.427 and 4.641 at a 5% level, and the critical bounds for the Wald test are 20.564 and 27.847 at a 5% level. In model D, the critical bounds for the F test are 3.716 and 4.908 at a 5% level, and the critical bounds for the Wald test are 18.579 and 24.541 at a 5% level. The critical bounds for the F test in model E are 3.153 and 4.399 at a 5% level, and for Wald test is 22.068 and 30.729 at a 5% level. *, ** indicates statistical significance at 1% and 5% level, respectively.

Source: Author's computations.
Table 5). The findings suggest that the exchange rate has an adverse effect on India’s exports due to the dependency on ECBs to finance business in the export sector. The exchange rate depreciation deteriorates the balance sheets of export firms through foreign liabilities and the bank-lending channel and nullifies the traditional competitiveness effect emanating from the exchange rate depreciation. The unfavourable impact of changes in the exchange rate reduces the capability of a few firms to service their debt. At the same time, new entrants will be reluctant to borrow from external sources. In a nutshell, the potentiality and production capacity of the export sector declines. Our findings show why exchange rate depreciation does not always lead to competitiveness or expansionary effects.

We include the interaction term REER and private credit to the non-financial sector (REER*FD) in Model B to examine the effect of the exchange rate through the financial development channel. Domestic credit to the private sector (level of financial development) has been notably surging since 1995 and witnessed a steep growth between 1998 and 2008. However, the growth rate was flattened afterwards (Figure 1). In our analysis, we find that financial development has a positive effect on exports. The evidence supports the hypothesis that countries with developed financial sectors experience higher exports than those without such sectors. Our results corroborate the findings of Kletzer and Bardhan (1987), Beck (2002), and Tang et al. (2013) in this respect. Although India has made progress in terms of financial development during the post-liberalisation period, the domestic credit market is still dominated by the banking sector.

| Models | Model A | Model B | Model C | Model D | Model E |
|--------|---------|---------|---------|---------|---------|
| Variables | | | | | |
| GDP | 3.651* (0.000) | 3.885* (0.000) | 3.891* (0.000) | 3.602* (0.000) | 3.400* (0.000) |
| ΔREER | 0.875 (0.320) | 0.786 (0.385) | −0.771 (0.334) | 65.627 (0.354) | 0.807 (0.289) |
| REER*ECB | −0.037* (0.002) | −0.036* (0.003) | −0.042* (0.002) | −0.036* (0.003) | 0.083 (0.119) |
| REER*FD | | 0.401*** (0.093) | | | |
| REER*FD^2 | | | | | |
| ΔREER^2 | -7.160 (0.360) | | | | |
| ECB^2 | | | | | -0.041** (0.032) |
| C | -25.694* (0.000) | -27.362* (0.000) | -30.792* (0.000) | -25.284* (0.000) | -28.599* (0.000) |
| T | -0.010** (0.031) | -0.011** (0.040) | -0.012** (0.035) | -0.009** (0.050) | -0.009 (0.138) |
| Adj, R^2 | 0.996 | 0.996 | 0.995 | 0.995 | 0.995 |
| S.E. of Regression | 0.048 | 0.047 | 0.049 | 0.048 | 0.049 |
| F statistics | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* |
| AIC | 90.981 | 90.134 | 88.440 | 90.487 | 87.943 |
| SBC | 83.769 | 81.892 | 80.198 | 82.245 | 78.671 |
| DW-statistics | 2.148 | 2.168 | 1.967 | 2.186 | 1.983 |

Note: Variables are as defined in Table 2. C refers to the constant term, and T denotes time trend. *, **, *** indicate significance at the 1%, 5% and 10% level respectively. Value in the parenthesis denotes p-values.

Source: Author’s computations
We also capture the amplification effects of financial development on India’s exports in Model C. The coefficient of $REER*FD^2$ is negative and statistically significant (10 percent). The negative sign implies a concave relationship between financial development and exports. In other words, the marginal benefits of domestic credit availability diminish in the event of large exchange rate depreciation. Our findings of $REER*FD^2$ is inconsistent with the previous studies (e.g., Berman & Berthou, 2009; Tang et al., 2013). Nonetheless, this finding draws further support from a couple of important studies. For instance, Arcand et al. (2012) derive a non-monotonic and concave relationship between financial development and economic growth. The authors find a positive relationship between the size of the financial system and economic growth at intermediate levels. However, they find a plunge in output growth due to more finance. Arcand et al. (2012) support the “too much finance” hypothesis and accredit the misallocation of resources to such a concave trend. Samargandi et al. (2015) also demonstrate the effect of the presence of too much finance in many developing economies. In our analysis, the non-linear effect of financial development is negative due to the misallocation of resources or the wrong selection of projects. Our findings are consistent with the argument of Hiremath (2019) that the growing non-performing assets and defaults are primarily concentrated among large firms due to approval of wrong projects and misallocation of the resources by the Indian banking sector. Thus, not only the availability but also efficient allocation of credit is critical to ensure the good performance of the export sector.

Furthermore, we find the squared value of the exchange rate on the exports to be negative but insignificant, implying that there is no notable influence of exchange rate shocks on exports (Model D). We include the non-linear component of ECBs to capture the amplification effects of the foreign liability. The estimate suggests the detrimental effects of external liability shocks on the economy (Model E).

The diagnostic statistics of the long-run coefficients of the variable are reported in Tables 5 and 6. The statistically significant F-statistic implies that the independent variables included in the model can define the best variations in the dependent variable. The high value of adjusted $R^2$ confirms that the model is a good fit. The model (Equation 1) passes several diagnostic tests, namely the Lagrange Multiplier serial correlation, Jarque–Bera normality, Ramsey RESET specification, and heteroscedasticity tests (Table 6).

Overall, our results establish that growing ECBs and lack of financial development hurt exports in the event of currency depreciation. Such a deterioration will affect economic growth and worsen the current account deficit.

### 4.2. Short-run relationship among the variables

We perform the following ECM test to examine short-run fluctuations.

$$
\Delta \text{EXPORTS} = \alpha_0 + \rho \delta + \sum_{i=1}^m \phi_i \Delta \text{GDP}_{t-i} + \sum_{i=0}^n \phi_2 \Delta \text{REER}_{t-i} + \sum_{i=0}^r \phi_3 \Delta (\text{REER} \times \text{ECB})_{t-i} + \sum_{i=0}^q \phi_4 \Delta (\text{REER} \times \text{FD})_{t-i} + \sum_{i=0}^u \phi_5 \Delta (\text{REER}^2 \times \text{FD}^2)_{t-i} + \sum_{i=0}^v \phi_6 \Delta (\text{REER}^2 \times \text{ECB}^2)_{t-i} + \text{ECM}_{t-i} + \epsilon_t
$$

(5)

The estimates of Equation (5) are presented in Table 7. Similar to long-run estimates, ECM estimates show the statistical significance of GDP and the insignificance of the exchange rate. The central variable, $REER*ECB$, is also negative and significant in all the models except Model E, confirming the contractionary effect of currency depreciation on exports due to the increased value of liabilities in foreign currency. Furthermore, we find a direct relationship between financial development and exports ($REER*FD$), but the influence turns negative when the currency depreciations are large (Model C). We also observe the substantial and negative impact of the non-linear component of ECB on India’s exports. Overall the short-term estimates confirm the long-run relationship.
The computed ECM coefficients in the models, which range between −0.653 and −0.709, are statistically significant. The value of the ECM coefficient implies a higher speed of adjustment of the short-run discrepancies corrected in the long-run to attain equilibrium. The statistical significance and the negative sign of the ECM coefficients confirm the presence of a short-run equilibrium relationship between \textit{EXPORTS} and \textit{GDP}, \textit{REER*ECB}, \textit{REER*FD}, and \textit{REER*FD}. These results are consistent with our long-run estimates.

Overall, the results suggest that the financial development and bank-lending channel increase India’s exports, but the additional availability of credit is causing a fall in exports when there is a large exchange rate depreciation. The value of the adjusted $R^2$ suggests that the model is a good fit, and the F-value reveals the correct specification. The model is free from the problem of autocorrelation, as confirmed by the Durbin-Watson statistic (Table 7).

We also examine export performance in the presence of ECBs and financial development using firm-level data to ensure the robustness of the baseline results that use macro-level data. We employ the dynamic panel regression of Arellano and Bond (1991). We find theoretically consistent signs of the variables, and the firm-level analysis corroborates our macroeconomic inferences (Table 8). The diagnostic check results show that the models are free from serial correlation and endogeneity, which further confirms the robustness of the models and the overall analysis.

### Table 6. Diagnostic tests of the long-run estimates

| Tests | LM Statistics | F-Statistics |
|-------|---------------|--------------|
| **Model A Foreign liability channel** | | |
| Serial Correlation | 0.340 | 0.376 |
| Ramsey’s Functional Form | 0.283 | 0.319 |
| Normality test | 0.024 | NA |
| Heteroscedasticity test | 0.314 | 0.322 |
| **Model B Financial development channel** | | |
| Serial Correlation | 0.291 | 0.331 |
| Ramsey’s Functional Form | 0.343 | 0.384 |
| Normality test | 0.025 | NA |
| Heteroscedasticity test | 0.343 | 0.351 |
| **Model C Financial development and financial development amplification effects channel** | | |
| Serial Correlation | 0.931 | 0.936 |
| Ramsey’s Functional Form | 0.140 | 0.173 |
| Normality test | 0.018 | NA |
| Heteroscedasticity test | 0.633 | 0.640 |
| **Model D Amplification effects of exchange rate** | | |
| Serial Correlation | 0.279 | 0.320 |
| Ramsey’s Functional Form | 0.342 | 0.383 |
| Normality test | 0.007 | NA |
| Heteroscedasticity test | 0.385 | 0.393 |
| **Model E Amplification effects of foreign liability channel** | | |
| Serial Correlation | 0.987 | 0.988 |
| Ramsey’s Functional Form | 0.154 | 0.184 |
| Normality test | 0.006 | NA |
| Heteroscedasticity test | 0.805 | 0.809 |

Note: The values in the table are the $p$ values of each test. Source: Author’s computations
Table 7. ECM test statistics

| Models | Model A | Model B | Model C | Model D | Model E |
|--------|---------|---------|---------|---------|---------|
| Variables | ΔGDP | 2.410* (0.000) | 2.540* (0.000) | 2.692* (0.000) | 2.361* (0.000) | 2.410* (0.000) |
| | ΔREER | -1.099*** (0.086) | -1.165*** (0.079) | -0.533 (0.350) | 42.663 (0.365) | -0.573 (0.308) |
| | ΔREER*ECB | -0.024* (0.001) | -0.024* (0.001) | -0.029* (0.001) | -0.023* (0.001) | 0.059 (0.125) |
| | ΔREER*FD | -0.021 (0.608) | 0.278*** (0.098) | 2.540* (0.000) | 2.540* (0.000) | -0.041*** (0.063) |
| | ΔREER*FD2 | -0.006** (0.042) | -0.008** (0.044) | -0.008** (0.036) | -0.006*** (0.064) | -0.005** (0.216) |
| | ΔECB2 | -0.006** (0.042) | -0.008** (0.044) | -0.008** (0.036) | -0.006*** (0.064) | -0.005** (0.216) |
| | T | -0.660* (0.000) | -0.653* (0.000) | -0.692* (0.000) | -0.656* (0.000) | -0.709* (0.000) |
| | ECM(-1) | 0.593 | 0.588 | 0.563 | 0.593 | 0.576 |
| | Adj.R2 | 0.047 | 0.048 | 0.049 | 0.048 | 0.049 |
| | S.E. of Regression | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* |
| | F statistics | 2.148 | 2.169 | 1.967 | 2.187 | 1.961 |
| | DW-statistics | 2.148 | 2.169 | 1.967 | 2.187 | 1.961 |

Note: Variables are as defined in Tables 1 and 4. *, **, *** indicate significance at the 1%, 5%, and 10% level, respectively. Value in the parenthesis denotes p values.

Source: Author’s computations

The RBI has been making several changes related to the end-use of ECBs. About 50–70 percent of the end-use requirement of ECBs is allocated to activities such as import of capital goods, power, modernisation, overseas acquisition, and onward/sub-lending. The end-use of ECBs on overseas acquisition indicates that Indian firms, including small and medium enterprises (SMEs), acquire new technologies from foreign markets to upgrade productivity. Similarly, we observe the utilisation of ECBs for new projects in the power, infrastructure, and specified service sectors (Table A3, Appendix). An investigation of end-use of ECBs and its relation with exports offers fascinating insights, but such an analysis is beyond the scope of the present work.

The natural hedge is an important aspect related to export firms. The potential increase in export earnings protects the firms from the adverse effect of currency depreciation on liabilities denominated in foreign currency. Our findings established the deterioration of the balance sheets of export firms due to currency depreciation through the foreign liability channel. In other words, the dependency on ECBs restricts the realisation of export revenue stemming from exchange rate depreciation. Therefore, the mandatory minimum level of hedging for firms without and with export sales is inevitable. This hedging is possible when derivative markets are developed. The offshore financial derivatives markets in India are illiquid and costly. Developing vibrant derivative markets has to be a priority for regulators.

We documented how the lack of financial development and a growing reliance on ECBs affects exports. To reduce the problem, the development of a robust domestic debt market in India is indispensable. The export firms will reap the fruits of depreciation only when local credit is readily available at a low cost for a desirable maturity period. Patnaik et al. (2015) and Sahoo (2015) also opine that strengthening the
Table 8. Firm-specific determinants of the export supply function

| Models | Variable | Model A | Model B | Model C | Model D |
|--------|----------|---------|---------|---------|---------|
|        | EXPNSit-1 | 0.752* (0.000) | 0.756* (0.000) | 0.773* (0.000) | 0.752* (0.000) |
|        | ΔREER    | -0.041* (0.003) | -0.059* (0.000) | -0.091* (0.000) | -0.041** (0.021) |
|        | REER*ECB | 0.000* (0.000) | 0.000* (0.000) | 0.000* (0.000) | 0.000* (0.000) |
|        | REER*FD  | 0.000** (0.029) | 0.000* (0.000) | -0.000* (0.001) |       |
|        | REER*FD^2 |       |         |         | 0.388 (0.131) |
|        | C        | 0.067* (0.000) | 0.031*** (0.065) | -0.050** (0.049) | 0.066* (0.000) |
|        | Autocorrelation |        |         |         |         |
| (1) order | -5.097 (0.000) | -5.105 (0.000) | -5.157 (0.000) | -5.063 (0.000) |
| (2) order | -1.317 (0.188) | -1.296 (0.195) | -1.305 (0.192) | -1.326 (0.185) |
| Sargan Test |         |         |         |         |
| x^2    | 54.145 (0.805) | 54.070 (0.807) | 51.484 (0.870) | 54.740 (0.789) |

Note: EXPNSit-1 is the lagged term of the dependent variable export to net sales. Variables are as defined in Table 2. *, **, *** indicate significance at the 1%, 5% and 10% level respectively. Value in the parenthesis denotes p values.
Source: Author’s computations

The findings of the study have important practical implications. The export firms need to improve their core competence to increase export sales instead of relying merely on exchange rate depreciation to boost exports. Such depreciation is of little help when these firms borrow in foreign currency. The firms need to use hedging instruments instead of expecting the central bank to intervene in the forex market to rescue them.

5. Conclusion
We investigated the nexus between exports, ECBs, and financial development using both macroeconomic and firm-level data. We observed that currency depreciation results in the

nexus between bond, currency, and derivatives makes hedging low-cost and attractive to firms. Our suggestion of strengthening domestic bond market is consistent with work of Venkatesh and Hiremath (2020). Therefore, the fall in India’s exports following exchange rate depreciation, as evident from the present analyses, demands changes in the current policies related to ECBs.

There have been recent policy measures to ease the controls on capital to mitigate currency mismatches. According to Pandey et al. (2015), out of 76 capital flow measures in India, 68 were eased, and eight were tightened between 2003 and 2013. They also found further relaxation of norms for firms to utilise the ECB route. Furthermore, the latest data reveals a decline in the hedge ratio from 35 percent in 2013 to 14 to 15 percent in 2014, posing a severe threat to India’s financial stability (Patnaik et al., 2015). Although the introduction of the rupee-denominated bonds is a vital step in minimising exchange rate risks; yet, it does not appear to be a game-changer as lower-rated companies still find it challenging to raise funds from this source (Roy, 2016). The policies related to ECBs require regular supervision and regular monitoring by the regulator.
shrinking of exports because of a reliance on external finance by Indian firms. The level of financial development has a positive impact on exports, but the non-linear form suggests the diminishing effects of additional credit availability on exports when the domestic currency is depreciating. Our findings show the usefulness of foreign debt dynamics in explaining the currency–export puzzle. Our results call for the development of foreign currency derivatives, better access to rupee-denominated bonds, and the development of domestic credit markets to improve exports. In this research, we could not inquire into the relationship between the end-use of ECBs and exports due to several data constraints. Another limitation of the present work is that it is confined to macro and firm-level analysis and does not extend to industry- and sector-specific analysis. The limitations indicate the scope for future study. Future research can also focus on examining firm-level credit constraints and how these constraints interact with macroeconomic constraints in the fixed-income market. Furthermore, a sensitivity analysis of credit and exports provide robust policy suggestions.
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Notes
1. Our study is subject to the availability of data. The data on export credit and short-term pre-shipment and post-shipment credit are not available. Furthermore, the data on interest rate subvention schemes that provide added advantage to specific industries availing export credit would have given more intriguing insights.
2. We deflate the exports of goods and services using the export price index, whereas the rest of the variables are deflated using the consumer price index.
3. The sign of the coefficient of LREER can also be negative because a small degree of depreciation decreases the supply of exports as the capital imports used in the production becomes costlier.
4. Phillips and Hansen (1990), Phillips (1991), and Phillips and Loretan (1991), among others, propose cointegration techniques.
5. The panel unit root test statistics indicate stationarity of all the variables. The results are not reported to save space but available upon request from the authors.
6. To gain such insight, a sector-level analysis in which firms grouped as per the ECB end-use is required. However, we have not carried out such an analysis in this paper due to several data constraints. The unavailability of data under each group also restricts the comparative analysis and poses challenges for meaningful estimations. We thank an anonymous reviewer for the insight on this issue.
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Appendix

Figure A1. Export growth and Exports as a proportion to GDP.

**Note:** The vertical axis exhibits the values of two export indicators i.e., the export growth (presented using the blue trend line) and export as a proportion of GDP (presented using the red trend line) and the horizontal axis measures the Year.

Figure A2. Exchange rate between the US Dollar to Indian Rupees.

**Note:** The vertical axis measures the ratio of US Dollar to Indian Rupee, and the horizontal axis measures the Year.
| End-use Components         | 2010–11 | 2011–12 | 2012–13 | 2013–14 | 2014–15 | 2015–16 |
|----------------------------|---------|---------|---------|---------|---------|---------|
| Import of Capital Goods    | 6,710 (18.33) | 9,130 (30.18) | 7,497 (20.25) | 3,964 (12.99) | 2,627 (8.97) | 1,073 (6.26) |
| Rupee Expenditure          | 5,984 (16.35) | 4,170 (13.79) | 4,161 (11.24) | 397 (1.30) | 6,260 (21.37) | 948 (5.53) |
| Power                      | 4,525 (12.36) | 4,504 (14.89) | 1,686 (4.56) | 1,238 (4.06) | 465 (1.59) | 465 (5.07) |
| Modernization              | 4,086 (11.16) | 2,460 (8.13) | 2,936 (7.93) | 781 (2.56) | 1,265 (4.32) | 1,198 (6.98) |
| New Project                | 3,029 (8.28) | 3,240 (10.71) | 2,383 (6.44) | 8,926 (29.25) | 1,392 (4.75) | 870 (5.07) |
| Overseas acquisition       | 1,378 (3.76) | 351 (1.16) | 1,607 (4.34) | 3,361 (11.01) | 218 (0.74) | 726 (4.23) |
| Onward/sub-lending         | 1,038 (2.84) | 900 (2.98) | 1,415 (3.82) | 1,882 (6.17) | 4,795 (16.37) | 3,746 (21.84) |
| Others                     | 9,855 (26.92) | 5,493 (18.16) | 15,332 (41.42) | 9,964 (32.65) | 12,268 (41.95) | 7,720 (45.02) |
| Total                      | 36,605 | 30,249 | 37,017 | 30,512 | 29,289 | 17,150 |

Note: The amount is in USD million. Values in parentheses are % to the total End-use components.
Source: Reserve Bank of India
