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Abstract

In the performance analyses of wireless networks, asymptotic quantities and properties often provide useful results and insights. The asymptotic analyses become especially important when complete analytical expressions of the performance metrics of interest are not available, which is often the case if one departs from very specific modeling assumptions. In this paper, we consider the asymptotics of the SIR distribution in general wireless network models, including ad hoc and cellular networks, simple and non-simple point processes, and singular and bounded path loss models, for which, in most cases, finding analytical expressions of the complete SIR distribution seems hopeless. We show that the lower tails of the SIR distributions decay polynomially with the order solely determined by the path loss exponent or the fading parameter, while the upper tails decay exponentially, with the exception of cellular networks with singular path loss. In addition, we analyze the impact of the nearest interferer on the asymptotic properties of the SIR distributions, and we formulate three crisp conjectures that—if true—determine the asymptotic behavior in many cases based on the large-scale path loss properties of the desired signal and/or nearest interferer only.
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I. INTRODUCTION

A. Motivation

Asymptotic analyses have been widely conducted in various research areas related to wireless communications. Although they do not quite provide the same information as complete (non-
asymptotic) results, they usually give very useful insights, while being much more tractable and available for larger classes of models. For example, the asymptotic coding gain in coding theory \[\] characterizes the difference of the signal-to-noise ratio (SNR) levels between the uncoded system and coded system required to reach the same bit error rate (BER) in the high-SNR regime (or equivalently, the low-BER regime); the diversity gain and the multiplexing gain introduced in \[2\] are also high-SNR asymptotic metrics that crisply capture the trade-off between the SNR exponents of the error probability and the data rate in MIMO channels; in wireless networks, the asymptotic transmission capacity \[3\] gives the network performance when the density of interferers goes to 0, or equivalently, in the high signal-to-interference ratio (SIR) regime. These asymptotic analyses provide simple and useful results that capture important design trade-offs.

In this paper, we focus on the asymptotic analyses of the SIR distribution in wireless networks, which is a key metric that determines many other performance metrics, such as the achievable reliability, transmission rate, and the delay—it is instrumental for the analysis and design of interference-limited wireless networks \[4\].

Our analysis is not limited to one scenario but comprehensively covers a wide range of models, including both ad hoc and cellular networks, both singular and bounded path loss laws, and general stationary point processes\[\] and general fading—unless otherwise specified. Besides, we also consider networks where each location of the transmitter (or antenna) has another transmitter (or antenna) colocated, which results in non-simple point processes.

In all scenarios, we mainly analyze the asymptotic properties of the SIR distribution. For cellular networks with Nakagami-\(m\) fading and both singular and bounded path loss models, it has been observed in \[5\]–\[7\] that the success probability, defined as the complementary cumulative distribution function (CCDF) of the SIR, for different point processes are horizontally shifted versions of each other (in dB) in the high-reliability regime. Generally, in non-Poisson networks, the success probability is intractable. Under this observation, however, we can obtain good approximations of the lower part of the SIR distribution (coverage probabilities above 3/4) for non-Poisson networks if we know the result of the Poisson networks and the corresponding shift amounts. For the tail of the SIR distribution, a similar property holds, which has been proved

\[\] This includes arbitrary superpositions of dependent or independent stationary simple point processes, as long as the superposition remains simple.
in [7], if the singular path loss model is applied. In general, the horizontal gaps of the SIR distributions between a point process and the Poisson point process (PPP) at both ends differ slightly, so for higher accuracy, the two asymptotic regimes should be treated separately.

This paper summarizes the known asymptotic properties, derives results for scenarios that have not been previously studied, and gives insight about the factors that mainly determine the behavior of the SIR.

The reasons that we focus on the asymptotic SIR analysis include the following:
1) It captures succinctly the performance of the various network models (especially for the high-reliability regime).
2) It permits the isolation of the key network properties that affect the SIR distribution.
3) It gives insight into when it is safe to use the singular path loss model instead of a bounded one.
4) It shows when a nearest-interferer approximation is accurate.
5) The tail determines whether the mean SIR (and higher moments) exist.

B. Prior Work on the Analysis of the SIR Distribution

For Poisson networks, the SIR distribution has been derived in exact analytical form in a number of cases, namely for bipolar ad hoc networks with general fading [8], for ad hoc and cellular networks with successive interference cancellation [9], for multitier cellular networks (HetNets) with strongest-on-average base station association and base station cooperation without retransmissions [10] and with retransmissions [11], for cellular networks with intra-cell diversity and/or base station silencing [12] and for multitier cellular networks with instantaneously-strongest base station association [13], [14]. While for some specific assumptions, closed-form expressions are available, the results for the SIR distribution typically involve one or more integrals.

The only exact result for a non-Poisson network is given in [15] for cellular networks whose base stations form a Ginibre process; it contains several nested integrals and infinite sums and is very hard to evaluate numerically.

2 A bipolar network model is a model where transmitters form a stationary point process and each transmitter has a dedicated receiver.
From these exact results, simple asymptotic ones can often be derived, see, e.g., [10], [12], where results on the diversity gain are extracted from the more complicated complete results. The true power of the asymptotic approach, however, becomes apparent when general non-Poisson models are considered, for which essentially no exact results are available.

In general ad hoc networks modeled using the bipolar model, the asymptotic SIR distribution as the interferer density goes to 0 has been analyzed for Rayleigh fading in [16] and for general fading in [3]. In [17, Ch. 5], the interference in general ad hoc networks has been analyzed. Relevant to our work here are the bounds on the CCDF of the interference and the asymptotic result on the interference distribution for both singular and bounded path loss models. In [5], we analyzed the asymptotic properties of the signal-to-interference-plus-noise ratio (SINR) distribution in general cellular networks in the high-reliability regime for Nakagami-$m$ fading and both singular and bounded path loss models. In [6], a simple yet versatile analytical framework for approximating the SIR distribution in the downlink of cellular systems was proposed using the mean interference-to-signal ratio, while [7] considers general cellular networks with general fading and singular path loss and studies the asymptotic behavior of the SIR distribution both at 0 and at infinity.

C. Contributions

The main contribution of the paper is a comprehensive analysis of the asymptotic properties of the CCDF of the SIR $P_s(\theta) \triangleq \mathbb{P}(\text{SIR} > \theta)$, often referred to as the success probability or coverage probability. Regarding the transmitter/base station (BS) distributions, we do not restrict ourselves to simple point processes (where there is only one point at one location almost surely), which are the ones used in almost all the literature, but also consider “duplicated-2-point” point processes. The duplicated-2-point point processes are defined as the point processes where there are two points at the same location, i.e., each point is duplicated. The motivation to study this model is three-fold: (1) By comparing the results with those for standard (simple) network models, it becomes apparent whether the asymptotic behavior critically depends on the fact that the distances to the desired transmitter and to the interferers are all different (a.s.). (2) There are situations where it is natural to consider a model where two nodes are at the same distance, such as when edge users (who have two base stations at equal distance) in cellular networks are analyzed or when spectrum sharing between different operators is assumed and the two operators...
TABLE I
ASYMPTOTIC PROPERTIES ("SIMPLE": SIMPLE POINT PROCESSES; "DUPLICATED": DUPLICATED-2-POINT POINT PROCESSES)

| Models                                      | \(\theta \to 0\) | \(\theta \to \infty\) |
|---------------------------------------------|-------------------|-----------------------|
| Simple & Ad Hoc & Singular path loss        | \(1 - P_s(\theta) = \Theta(\theta^\delta)\) | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) [18] (*) |
| Simple & Ad Hoc & Bounded path loss         | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) (*)          |
| Simple & Cellular & Singular path loss      | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = \Theta(\theta^{-\delta})\) [7] |
| Simple & Cellular & Bounded path loss       | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) (*)          |
| Duplicated & Ad Hoc & Singular path loss    | \(1 - P_s(\theta) = \Theta(\theta^\delta)\) | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) (***)      |
| Duplicated & Ad Hoc & Bounded path loss     | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) (***)      |
| Duplicated & Cellular & Singular path loss  | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = \Theta(\theta^{-\delta-m})\)            |
| Duplicated & Cellular & Bounded path loss   | \(1 - P_s(\theta) = \Theta(\theta^m)\)       | \(P_s(\theta) = e^{-\Theta(\theta^\delta)}\) (***)      |

share a base station tower. (3) The only kind of networks that are not captured by simple models are those that are formed by two fully correlated point processes. The “duplicated” models fills this gap.

The asymptotic properties of \(P_s(\theta)\) are summarized in Table I with respect to \(\theta\) as \(\theta \to 0\) and \(\theta \to \infty\) for both singular and bounded path loss models, both ad hoc models and cellular models, and both simple point processes and duplicated-2-point point processes. Our results show that the asymptotic SIR behavior is determined by two factors—\(m\) and \(\delta\). \(m\) is the Nakagami fading parameter and \(\delta = \frac{2}{\alpha}\), where \(\alpha\) is the path loss exponent. As will be apparent from the proofs, the pre-constants are also known in some cases, not just the scaling behavior.

The shading indicates that the results have been derived in the literature marked with the corresponding reference; the marker (*) indicates that the results are only proven for the Poisson case with Rayleigh fading, while (**) indicates that the results are only proven for the case of Rayleigh fading and the duplicated-2-point point process where the distinct locations form a PPP.

Alternatively, we show our results as the leaves of the tree in Fig. 1. Visually, the tree provides the structure of the main part of this paper. We discuss the asymptotic results for all combinations of the assumptions.
Besides, we study the impact of the nearest interferer on the asymptotic properties of the SIR distribution, to see whether the nearest interferer plays a dominant role in determining the asymptotics and to determine whether the nearest-interferer approximation is accurate.

Lastly, based on the insight obtained, we offer three basic conjectures that—if they hold—capture the asymptotics of a large class of models merely based on the large-scale path loss of the desired signal and/or the nearest interferer.

The rest of this paper is organized as follows. In Section II, we introduce the system models. We analyze the asymptotic properties of the lower and upper tails of the SIR distribution in Sections III and IV respectively. In Section V, the impact of the nearest interferer on the asymptotic is investigated and the three conjectures are stated. Conclusions are drawn in Section VI.

II. SYSTEM MODELS

We consider general network models, including ad hoc networks and cellular networks, where the transmitters/BSs are assumed to follow a stationary point process $\Phi$. Without loss of generality, we focus on the SIR distribution at the typical receiver at the origin $o$. We assume that the desired transmitter/base station is $x_0$ and all transmitters/BSs transmit at the same unit power level. In ad hoc networks, $x_0$ does not belong to $\Phi$, but in cellular networks, $x_0$ is a point
of $\Phi$. Also, in ad hoc networks, if $\Phi$ is not simple, we assume there is an interferer at the same location as $x_0$. Let $\Phi^\ast$ be the collection of all interferers in both ad hoc networks and cellular networks. All signals experience i.i.d. fading with unit mean and the cumulative distribution function (CDF) of the fading is denoted by $F_h$. The SIR is given by

$$\text{SIR} \triangleq \frac{S}{I} = \frac{h_{x_0}\ell(x_0)}{\int_{\mathbb{R}^2} h_x\ell(x)\Phi^\ast(dx)},$$

where $(h_x)$ are the fading random variables and $\ell(\cdot)$ is the path loss law. We use the integral form of the interference \cite{18} instead of the usual sum over all interferers, since $\Phi^\ast$ is not necessarily simple. Here $\Phi^\ast(\cdot)$ is interpreted as a counting measure. Note that for simple point processes, $S$ and $I$ are independent in ad hoc networks but correlated in cellular networks; for non-simple point processes, $S$ and $I$ are always correlated, since there is an interferer at the same location as the desired transmitter/BS.

Using the notation of the interference-to-(average)-signal ratio (ISR) defined in \cite{7}, in general, the success probability can be expressed as

$$P_s(\theta) = \mathbb{E}\bar{F}_h\left(\theta \cdot \frac{I}{\mathbb{E}_h(S)}\right) = \mathbb{E}\bar{F}_h(\theta \cdot \text{ISR}),$$

where $\mathbb{E}_h(S) = \mathbb{E}(S | \Phi) = \ell(x_0)$ is the mean received signal power averaged only over the fading and $\bar{F}_h$ is the CCDF of the fading random variables.

In the following two sections, we will first discuss the asymptotic properties of the lower tail of the SIR distribution (near 0) and then the upper tail of the SIR distribution (near $\infty$). Note that in the rest of this paper, by “tail” we mean the “upper tail”, whereas “lower tail” refers to the asymptotics near 0.

III. LOWER TAIL OF THE SIR DISTRIBUTION

A. Simple Ad Hoc Models

1) Singular path loss model: Consider a wireless network where all transmitters follow a simple stationary point processes $\Phi$ of intensity $\lambda$ and the distance between the transmitter and the corresponding receiver is a constant $b > 0$. We add an additional transmitter-receiver pair with the receiver at the origin $o$ and its desired transmitter at $x_0 = (b, 0) \notin \Phi$ and analyze the
SIR distribution at \( o \). We assume all transmitters are always transmitting at unit power and in the same frequency band. Every signal is assumed to experience i.i.d. fading with mean 1. The path loss model is \( \ell(x) = \|x\|^{-\alpha} \), where \( \alpha > 2 \). The lower tail of the CDF of the SIR has the following property:

**Theorem 1.** Let \( \Phi \) be a simple stationary point processes with intensity \( \lambda \), and let the desired received signal strength be given by \( S = hb^{-\alpha} \) and the interference be given by \( I = \sum_{x \in \Phi} h_x \|x\|^{-\alpha} \). If the fading random variable \( h \) with mean 1 satisfies \( \mathbb{E}[h^{-\delta}] < \infty \), we have

\[
1 - P_s(\theta) \sim \theta^\delta \pi \lambda b^2 \mathbb{E}[h^\delta] \mathbb{E}[h^{-\delta}], \quad \theta \to 0. \tag{3}
\]

In particular, if \( h \sim \exp(1) \), \( 1 - P_s(\theta) \sim \theta^\delta \pi \lambda b^2 \Gamma(1 + \delta) \Gamma(1 - \delta) \), as \( \theta \to 0 \).

**Proof:** Using the same method as in the proof of Theorem 5.6 in [17], we can show that

\[
\mathbb{P}(I \geq y) \sim \pi \lambda \mathbb{E}[h^\delta] y^{-\delta}, \quad y \to \infty. \tag{4}
\]

Note that in the proof of Theorem 5.6 in [17], the reduced Palm measure is used. In our case, we use the standard probability measure, since in our model, the transmitter and receiver do not belong to \( \Phi \), while in Theorem 5.6 in [17], the result is conditioned on that there is a transmitter belonging to \( \Phi \). The success probability can be rewritten as

\[
P_s(\theta) = 1 - \mathbb{P}(I > h x_0 b^{-\alpha} \theta^{-1})
= 1 - \mathbb{E}_h \left[ \mathbb{P}(I > hb^{-\alpha} \theta^{-1} \mid h) \right]. \tag{5}
\]

Thus,

\[
\lim_{\theta \to 0} \frac{1 - P_s(\theta)}{\theta^\delta} = \lim_{\theta \to 0} \frac{\mathbb{E}_h \left[ \mathbb{P}(I > hb^{-\alpha} \theta^{-1} \mid h) \right]}{\theta^\delta}
\]

\[
\overset{(a)}{=} \mathbb{E}_h \left[ \lim_{\theta \to 0} \frac{\mathbb{P}(I > hb^{-\alpha} \theta^{-1} \mid h)}{\theta^\delta} \right]
\]

\[
\overset{(b)}{=} \pi \lambda b^2 \mathbb{E}[h^\delta] \mathbb{E}[h^{-\delta}], \tag{6}
\]

where (a) follows from the dominated convergence theorem and (b) follows from (4). \( \square \)

All standard fading models, such as Nakagami-\( m \) fading, Rician fading and lognormal fading, satisfy the conditions in Theorem 1.

\(^{3}\)This is not a restriction due to the generality of the point process model (most MAC schemes preserve the stationarity of the transmitters).
In this model, the distance between the nearest interferer and the origin could be arbitrarily small irrespective of the type of the point process and thus the ratio of the average desired signal strength and the nearest interferer’s signal strength averaged over the fading could be arbitrarily small due to the singular path loss. In the rest of this subsection, we study whether the nearest interferer determines the asymptotic property of $P_s(\theta)$, as $\theta \to 0$. The following proposition adapts the result from [7, Lemma 7] to the ad hoc model and gives the property of the upper tail of the CCDF of the nearest interferer’s signal strength.

**Proposition 1.** For all stationary point processes, the tail of the CCDF of the nearest interferer’s signal strength $I_0$ at the receiver $o$, i.e., $I_0 \triangleq h \cdot \max_{x \in \Phi^*} \ell(x)$, is

$$P(I_0 > y) \sim \lambda \pi \mathbb{E}[h^{\delta}] y^{-\delta}, \quad y \to \infty. \quad (7)$$

Proposition 1 implies that the CDF of the ratio of the desired signal strength and the nearest interferer’s signal strength, denoted by $\frac{S}{I_0}$, satisfies

$$P \left( \frac{S}{I_0} < \theta \right) = P(I_0 > hb^{-\alpha} \theta^{-1})$$

$$\sim \lambda \pi \mathbb{E}(h^{\delta}) \mathbb{E}_h \left[ (hb^{-\alpha} \theta^{-1})^{-\delta} \right] = \lambda \pi b^2 \mathbb{E}[h^{\delta}] \mathbb{E}[h^{-\delta}] \theta^\delta, \quad \theta \to 0. \quad (8)$$

So, $P(\text{SIR} < \theta) > P \left( \frac{S}{I_0} < \theta \right) \sim \lambda \pi b^2 \mathbb{E}[h^{\delta}] \mathbb{E}[h^{-\delta}] \theta^\delta$, as $\theta \to 0$. By Theorem 1, we find that $P(\text{SIR} < \theta) \sim P \left( \frac{S}{I_0} < \theta \right)$, as $\theta \to 0$. So the nearest interferer alone determines the asymptotic behavior of $P_s(\theta)$ (not just the pre-constant), as $\theta \to 0$. For Nakagami-$m$ fading, $\mathbb{E}[h^{\delta}] \mathbb{E}[h^{-\delta}] = \frac{\Gamma(m)^2}{\Gamma(m+\delta)\Gamma(m-\delta)}$. So, both $m$ and $\delta$ affect the pre-constant, but only $\delta$ determines the decay order.

2) **Bounded path loss model:** We assume that the path loss model is $\ell(x) = (\epsilon + \|x\|^{\alpha})^{-1}$, where $\alpha > 2$ and $\epsilon > 0$, and that signals experience Nakagami-$m$ fading with mean 1, i.e., the fading variables are distributed as $h \sim \text{gamma}(m, \frac{1}{m})$. We have

$$\lim_{t \to 0} \frac{F_h(t)}{t^m} = \lim_{t \to 0} \frac{(mt)^{m-1} \exp(-mt)}{\Gamma(m)t^{m-1}} = \frac{m^{m-1}}{\Gamma(m)}. \quad (9)$$

\(^4\)In Lemma 7 of [7], it is shown that the tail of the CCDF of the desired signal strength $S$ in cellular networks where each user is associated with its nearest BS is $P(S > y) \sim \lambda \pi \mathbb{E}[h^{\delta}] y^{-\delta}$, as $y \to \infty$. The signal strength of the nearest BS in [7] corresponds to that of the nearest interferer in our simple ad hoc models, since they have the same distribution.
So as $\theta \to 0$,
\[
1 - P_s(\theta) = \mathbb{P}\left(\frac{h_0(\epsilon + b^\alpha)^{-1}}{I} < \theta\right)
= \mathbb{E}[F_h(\theta(\epsilon + b^\alpha)I)]
\sim (a) \theta^m \frac{m^{m-1}}{\Gamma(m)}(\epsilon + b^\alpha)^m \mathbb{E}[I^m], \quad \epsilon > 0,
\]
where $I = \sum_{x\in \Phi} h(\epsilon + \|x\|^\alpha)^{-1}$ and $(a)$ follows by the dominated convergence theorem (similar to the proof of Theorem 1 in [5]). By Lemma 1 in [5], we have $\mathbb{E}[I^m] < \infty$, for $\epsilon > 0$.

B. Simple Cellular Models

For both singular and bounded path loss models with Nakagami-$m$ fading, the results in Table I have been proved in [5].

C. Non-simple Ad Hoc Models

1) Singular path loss model: We assume that in the wireless network, all transmitters follow a duplicated-2-point stationary point processes $\Phi$ of intensity $\lambda$, where every point has a partner point colocated. We add an additional transmitter-receiver pair with the receiver at the origin $o$ and its desired transmitter at $x_0 = (b, 0) \notin \Phi$ and an additional transmitter $x_1 = x_0$ as an interferer. We analyze the SIR distribution at $o$. As in Section III-A1, we assume all transmitters are always transmitting at unit power and in the same frequency band; the path loss model is $\ell(x) = \|x\|^{-\alpha}$, where $\alpha > 2$; every signal is assumed to experience i.i.d. fading with mean 1 and PDF $f_h$.

$\Phi$ can no longer be represented as a random set, since a set can only contain one instance of each element. Let $\Phi_s$ be the simple point process version of $\Phi$, which means that at every point location of $\Phi$, there is only one point of $\Phi_s$. $\Phi_s$ is a random set. Viewing $\Phi$ and $\Phi_s$ as random counting measures, we thus have $\Phi = 2\Phi_s$. The intensity of $\Phi_s$ is $\lambda_s = \lambda/2$. For the case where $\Phi_s$ is a PPP, the SIR distribution for Rayleigh fading has been obtained as a limiting case of the Gauss-Poisson process as the distance between the two points forming a cluster goes to zero [19]. Here we consider more general models, both for $\Phi_s$ and for the fading.

Let $\tilde{I} \triangleq \sum_{x\in \Phi_s} (h_{x,1} + h_{x,2}) \ell(x)$, where $h_{x,1}$ and $h_{x,2}$ are the two fading variables of the transmitters at the location of $x$. The total interference, including the one from the partner node
of the desired transmitter, is then given by \( I = h_1 b^{-\alpha} + \bar{I} \). The SIR at the receiver at \( o \) can be expressed as

\[
\text{SIR} = \frac{h_0 b^{-\alpha}}{h_1 b^{-\alpha} + \bar{I}},
\]

where \( \{h_0, h_1\} \) are fading variables.

The following theorem characterizes the lower tail of the SIR distribution.

**Theorem 2.** Let \( \Phi \) be a stationary point process with intensity \( \lambda \), where every transmitter is colocated with another one. We focus on a receiver at the origin \( o \), with the desired received signal strength \( S = h_0 b^{-\alpha} \) and the interference \( I = \sum_{x \in \Phi} (h_{x,1} + h_{x,2}) \|x\|^{-\alpha} + h_1 b^{-\alpha} \). If the fading random variables \( h_a, h_b \) satisfy \( \mathbb{E}[h^{-\delta}] < \infty \) and \( \mathbb{P}(h_a < \theta h_b) = \Theta(\theta^K) \) as \( \theta \to 0 \), where \( K \geq 1 \), then we have

\[
1 - P_s(\theta) \sim \theta^\delta \frac{\pi b^2}{2} \mathbb{E}[(h_a + h_b)^\delta] \mathbb{E}[h^{-\delta}], \quad \theta \to 0,
\]

where \( h, h_a, h_b \) are iid fading random variables with mean 1. Specifically, Nakagami-\( m \) fading meets the fading constraints with \( K = m \).

**Proof:** See Appendix A.

Comparing (12) with (3), we observe that by duplication of the transmitters, only the pre-constant changes, since for the interference, the duplication can be interpreted as the duplication of the fading variable and the decay order is determined only by \( \delta \).

2) **Bounded path loss model:** The system model is the same as that in Section III-C1 except that \( \ell(x) = (\epsilon + \|x\|^\alpha)^{-1} \), where \( \alpha > 2 \) and \( \epsilon > 0 \), and that signals experience Nakagami-\( m \) fading with mean 1.

As \( \theta \to 0 \), we have

\[
1 - P_s(\theta) = \mathbb{P} \left( \frac{h_0(\epsilon + b^\alpha)^{-1}}{h_1(\epsilon + b^\alpha)^{-1} + \bar{I}} < \theta \right) = \mathbb{E} \left[ F_h \left( \theta(\epsilon + b^\alpha) \left( h_1(\epsilon + b^\alpha)^{-1} + \bar{I} \right) \right) \right] \sim (a) \theta^m \frac{\Gamma(m-1)}{\Gamma(m)} (\epsilon + b^\alpha)^m \mathbb{E} \left[ \left( h_1(\epsilon + b^\alpha)^{-1} + \bar{I} \right)^m \right],
\]

where \( (a) \) follows by the dominated convergence theorem (similar to the proof of Theorem 1 in [5]). By Lemma 1 in [5], we have \( \mathbb{E}[\bar{I}^n] < \infty \) for any \( n \in \mathbb{N} \), and thus \( \mathbb{E} \left[ \left( h_1(\epsilon + b^\alpha)^{-1} + \bar{I} \right)^m \right] < \infty \) follows using binomial expansion.
D. Non-simple Cellular Models

Consider a downlink cellular network model. The base station (BS) locations are modeled as a stationary point process \( \Phi \) with intensity \( \lambda \), where every point has a partner point colocated. Without loss of generality, we assume that the typical user is located at the origin \( o \) and is served by one of the two nearest BSs. All transmitters are assumed to be always transmitting signals using unit power and in the same frequency band. Every signal is assumed to experience i.i.d. Nakagami-\( m \) fading with mean 1 and PDF \( f_h \), and there is no noise.

For both the singular path loss model \( \ell(x) = \|x\|^{-\alpha} \) and the bounded path loss model \( \ell(x) = (\epsilon + \|x\|^\alpha)^{-1} \), where \( \alpha > 2 \), we can simply modify the proof of Theorem 1 in [5] and prove that \( 1 - P_s(\theta) \sim \theta^m \), as \( \theta \to 0 \).

As pointed out earlier, this model can be applied to the analysis of edge users of two adjacent cells in cellular networks, since each edge user has an interferer that has the same distance to the user as the serving BS (assuming frequency reuse 1), or to analyze the benefits of spectrum sharing between cellular operators who share base station towers. These applications’ model is slightly different from our model, since the interferers, excluding the nearest one, do not have partner points colocated. However, as we shall see, the scaling behavior of the SIR remains the same, irrespective of whether all points are duplicated or only the nearest one.

E. Discussion

We use the following terminology for the discussion: A tail with \( \theta^{\pm \delta} \) (where \( \delta < 1 \)) is said to follow a heavy power law, one with \( \theta^{\pm m} \) with \( m \geq 1 \) follows a light power law, while one with \( e^{-\Theta(\theta^\delta)} \) is exponential.

In Table I, for those entries where the lower or upper tail of the SIR distribution follows a heavy power law, the results are true for essentially all motion-invariant (m.i.) point processes. So the decay order is a function of \( \delta \) if either the distribution of \( \|x_0\| \) or the distributions of the distances from interferers to the origin determine the decay order.

For non-trivial asymptotics of \( \mathbb{P}(S/I < \theta) \) as \( \theta \to 0 \), we need \( 0 \in \text{supp}(S) \cup \text{supp}(1/I) \), where \( \text{supp}(X) \) is the support of the continuous random variable \( X \). If this is not the case, there is a \( \theta_0 > 0 \) s.t. \( P_s(\theta_0) = 1 \ \forall \theta < \theta_0 \), and thus the lower tail is trivial.

\(^5\)The positive exponent applies to \( \theta \to 0 \), while the negative exponent applies to \( \theta \to \infty \).
In ad hoc models, for both the singular and bounded path loss models, whether $0 \in \text{supp}(S)$ is only determined by the lower tail of the fading distribution and whether $0 \in \text{supp}(1/I)$ is determined by both the tail of the fading distribution and the distributions of the interferers. We proved that for ad hoc models with bounded path loss, $1 - P_s(\theta)$ follows a light power law with a decay order determined by the fading parameter $m$. For ad hoc models with singular path loss, we proved that the lower tail of the distributions of the interferer distances, rather than the fading distribution, dominates the decay order and thus the decay order is only determined by $\delta$.

IV. TAIL OF THE SIR DISTRIBUTION

A. Simple Ad Hoc Models

1) Singular path loss model: We first consider the PPP with Rayleigh fading and then discuss the case of the PPP with Nakagami-$m$ fading. The success probability $P_{s,\text{PPP}}(\theta)$ for the PPP is [18 Ch. 5.2]

$$P_{s,\text{PPP}}(\theta) = \exp \left( -\pi \lambda \theta^b \Gamma(1 + \delta) \Gamma(1 - \delta) \right). \quad (14)$$

Hence, $P_{s,\text{PPP}}(\theta) = e^{-\Theta(\theta^\delta)}$, as $\theta \to \infty$.

Note in (14), $P_{s,\text{PPP}}(\theta)$ is in the form of the void probability of a ball with radius $d_0 = \theta^\delta b (\Gamma(1 + \delta) \Gamma(1 - \delta))^{1/2}$, i.e., the probability that there is no interferer with distance less than $d_0$ to $o$.

For $h \sim \exp(1)$, we have $\mathbb{P}(h > \beta) = \exp(-\beta)$. From the above result, we observe that $P_{s,\text{PPP}}(\theta) = \mathbb{P}(h > \theta b^\alpha I)$ does not have an exponential tail $e^{-\Theta(\theta)}$ as the fading random variable does. Hence it is the interference term in the denominator that determines the power of $\theta$.

For the simple PPP case with Nakagami-$m$ fading, we have the following proposition.

**Proposition 2.** For the PPP $\Phi$ with intensity $\lambda$ with desired received signal strength $S = hb^{-\alpha}$ and interference $I = \sum_{x \in \Phi} h_x \|x\|^{-\alpha}$, where $(h_x)$ are i.i.d. Nakagami-$m$ fading variables, we have

$$P_{s,\text{PPP}}(\theta) = e^{-\Theta(\theta^\delta)}, \quad \theta \to \infty. \quad (15)$$

**Proof:** By (14), it has been showed that (15) holds for $m = 1$. First, we consider the case with $m = 2$. The Laplace transform of the interference $I$ for the PPP is $\mathcal{L}_I(s) = \mathbb{E}[e^{-sI}] = \ldots$
exp \((−\pi λE(h^δ)\Gamma(1−δ)s^δ)\) [18, Ch. 5.2]. By taking the derivative of \(L_I(s)\), we obtain

\[
\mathbb{E}[I e^{-sI}] = \pi λE(h^δ)\Gamma(1−δ)s^{δ−1}\exp \((−\pi λE(h^δ)\Gamma(1−δ)s^δ)\).
\]

Using the expressions of \(\mathbb{E}[e^{-sI}]\) and \(\mathbb{E}[I e^{-sI}]\) above, the success probability is expressed as

\[
P_{s,PPP}(θ) = \mathbb{P}(h > θb^α) = \mathbb{E}[\exp \(-\pi λE(h^δ)\Gamma(1−δ)s^{δ−1}\exp \((−\pi λE(h^δ)\Gamma(1−δ)s^δ)\).
\]

\[
(16)
\]

where \((a)\) follows using integration by parts. Therefore, as \(θ \to \infty\), \(-\log (P_{s,PPP}(θ)) = Θ(θ^δ)\).

For \(m \geq 3\), we can obtain the same result by the same reasoning as for \(m = 2\), i.e., applying the \((m−1)\)-th derivative of \(L_I(s)\) and integration by parts.

2) **Bounded path loss model:** We consider the PPP case with Nakagami-\(m\) fading and assume that the path loss model is \(\ell(x) = (ε + ||x||^α)^{-1}\), where \(α > 2\) and \(ε > 0\).

For \(m = 1\), the success probability \(P_{s,PPP}(θ)\) can be expressed as

\[
P_{s,PPP}(θ) = \mathbb{E}[\exp \((-\pi λE(h^δ)\Gamma(1−δ)s^{δ−1}\exp \((−\pi λE(h^δ)\Gamma(1−δ)s^δ)\).
\]

\[
(17)
\]

which is in the form of the Laplace transform of the interference \(I\). We have

\[
L_I(s) \triangleq \mathbb{E}[\exp (-sI)]
\]

\[
= \exp \left(−\lambda \int_{\mathbb{R}^2} \left(1 - \mathbb{E}_h \left[\exp \(-sh (ε + ||x||^α)^{-1}\right]\right) dx \right)
\]

\[
= \exp \left(−2πλ \int_{0}^{∞} \left(1 - \frac{1}{1 + s (ε + r^α)^{-1}}\right) r dr \right)
\]

\[
(\rightarrow)
\]

\[
= \exp \left(−2πλs (s + ε)^{δ−1}\int_{0}^{∞} \frac{r}{1 + r^α} dr \right)
\]

\[
= \exp \left(−\frac{πλ}{\text{sinc} δ} s (s + ε)^{δ−1}\right),
\]

\[
(19)
\]

where \((a)\) follows by using the substitution \(r(s + ε)^{−δ/2} \to r\).

Thus, \(P_{s,PPP}(θ) = \exp \left(−\frac{πλ}{\text{sinc} δ} (ε + b^α) θ((ε + b^α) θ + ε)^{δ−1}\right)\). We have

\[
\log (P_{s,PPP}(θ)) \sim −Aθ^δ, \quad θ \to \infty,
\]

\[
(20)
\]
where $A = \frac{\pi \lambda}{\text{sinc} \delta} (\epsilon + b^\alpha)^\delta$.

For $m \in \mathbb{N}$, we have the following proposition.

**Proposition 3.** For the PPP $\Phi$ with intensity $\lambda$ with desired received signal strength $S = h(\epsilon + b^\alpha)^{-1}$ and interference $I = \sum_{x \in \Phi} h_x (\epsilon + \|x\|^\alpha)^{-1}$, where \{h\} are i.i.d. Nakagami-$m$ fading variables, we have

$$P_{s,\text{PPP}}(\theta) = e^{-\Theta(\theta \delta)} , \quad \theta \to \infty.$$  

(*Proof:*) The proof is similar to that of Proposition 2.

**B. Simple Cellular Models**

1) **Singular path loss model:** For general fading, the SIR asymptotics, derived in [7], are

$$P_s(\theta) \sim \pi \theta^{-\delta} \mathbb{E}[I_\infty^{\delta-1} \mathbb{E}(h^\delta)] , \quad \theta \to \infty,$$

where $I_\infty \triangleq \sum_{x \in \Phi} h_x \ell(x)$.

2) **Bounded path loss model:** By the same reasoning as in the proof of Theorem 4 in [7], we have

$$P_s(\theta) \sim \lambda \theta^{-\delta} \int_{\mathbb{R}^2} \mathbb{E}[F_h((\theta \epsilon + \|x\|^\alpha) I_\infty)] \, dx , \quad \theta \to \infty.$$  

We consider the PPP case with Nakagami-$m$ fading. For $m = 1$, as $\theta \to \infty$,

$$P_{s,\text{PPP}}(\theta) \sim \lambda \theta^{-\delta} \int_{\mathbb{R}^2} \mathbb{E}[\exp \left( -\left( (\theta \epsilon + \|x\|^\alpha) I_\infty \right) \right)] \, dx$$

$$\overset{(a)}{=} \lambda \theta^{-\delta} \int_{\mathbb{R}^2} \exp \left( -2\pi \lambda (\theta \epsilon + \|x\|^\alpha) (\theta \epsilon + \|x\|^\alpha + 1)^{\delta-1} \int_0^\infty \frac{r}{1 + r^\alpha} \, dr \right) \, dx$$

$$= \lambda \theta^{-\delta} \exp \left( -\frac{\pi \lambda}{\text{sinc} \delta} \theta^\delta \epsilon^\delta \right) \int_{\mathbb{R}^2} \exp \left( -\frac{\pi \lambda}{\text{sinc} \delta} \left( (\theta \epsilon + \|x\|^\alpha) (\theta \epsilon + \|x\|^\alpha + 1)^{\delta-1} - \theta^\delta \epsilon^\delta \right) \right) \, dx,$$

(24)

where (a) follows by using the result in (19).

Since $\log \left( \int_{\mathbb{R}^2} \exp \left( -\frac{\pi \lambda}{\text{sinc} \delta} \left( (\theta \epsilon + \|x\|^\alpha) (\theta \epsilon + \|x\|^\alpha + 1)^{\delta-1} - \theta^\delta \epsilon^\delta \right) \right) \, dx \right) = o(\theta^\delta)$, as $\theta \to \infty$, we have $P_s(\theta) = e^{-\Theta(\theta^\delta)}$, as $\theta \to \infty$. 
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DRAFT
C. Non-simple Ad Hoc Models

1) Singular path loss model: The system model is the same as that in Section III-C1 except that $\Phi_s$ is assumed to be a uniform (and thus simple) PPP with intensity $\lambda/2$ and the fading is Rayleigh. The success probability $P_{s,\text{PPP}}(\theta)$ is

$$P_{s,\text{PPP}}(\theta) = \mathbb{P} \left( \frac{h_0 b^{-\alpha}}{h_1 b^{-\alpha} + I} > \theta \right)$$

$$= \mathbb{E} \left[ e^{-h_1 \theta} \right] \mathbb{E} \left[ e^{-\theta b^{-\alpha} I} \right]$$

$$= \frac{1}{1 + \theta} \exp \left( -\pi \lambda \frac{\theta^2 b^2}{2} \mathbb{E} \left[ (h_a + h_b)^\delta \right] \Gamma(1 - \delta) \right), \quad (25)$$

where $h_0, h_1, h_a, h_b$ are i.i.d fading variables with unit mean. Taking the logarithm on both sides, we have

$$-\log(P_{s,\text{PPP}}(\theta)) - \log(1 + \theta) \sim \Theta(\theta^\delta), \quad \text{as } \theta \to \infty.$$ Thus, $P_s(\theta) = e^{-\Theta(\theta^\delta)}$, as $\theta \to \infty$.

Note that if we had $k$ colocated interferers ($k + 1$ colocated nodes), the prefactor on the right-hand side of (25) would be $(1 + \theta)^{-k}$. When $k = 2$, the prefactor is the same as in the result for cellular worst-case users [10, Eq. (19)], which are users equidistant from three base stations.

2) Bounded path loss model: The system model is the same as that in Section III-C2 except that $\Phi_s$ is assumed to be a uniform PPP with intensity $\lambda/2$ and the fading is Rayleigh.

The success probability $P_{s,\text{PPP}}(\theta)$ is

$$P_{s,\text{PPP}}(\theta) = \mathbb{P} \left( \frac{h_0 (\epsilon + b^\alpha)^{-1}}{h_1 (\epsilon + b^\alpha)^{-1} + I} > \theta \right)$$

$$= \mathbb{E} \left[ e^{-h_1 \theta} \right] \mathbb{E} \left[ e^{-\theta(\epsilon + b^\alpha) I} \right]$$

$$= \frac{1}{1 + \theta} \exp \left( -\pi \lambda \int_0^\infty \left( 1 - \mathbb{E} \left[ e^{-g_2 \epsilon (\epsilon + r^\alpha)^{-1}} \right] \right) r dr \right)$$

$$= \frac{1}{1 + \theta} \exp \left( -\pi \lambda \int_0^\infty \left( 1 - \frac{1}{1 + s_1 (\epsilon + r^\alpha)^{-1}} \right) r dr \right)$$

$$\sim \frac{1}{1 + \theta} \exp \left( -2\pi \lambda s_1 (s_1 + \epsilon)^{\delta-1} \int_0^\infty \frac{r^\alpha + s_1 + 2\epsilon}{(r^\alpha + 1)^2} r dr \right), \quad \text{as } \theta \to \infty, \quad (26)$$

where $h_0, h_1, h_a, h_b$ are i.i.d. fading variables, $s_1 \triangleq \theta (\epsilon + b^\alpha)$, $g_2 \triangleq h_a + h_b \sim \text{gamma}(2, 1)$, (a)
follows from the substitution \( r(s_1 + \epsilon)^{-\delta/2} \to r \), and (b) follows by the dominated convergence theorem. Thus, \( P_s(\theta) = e^{-\Theta(\theta^\alpha)} \), as \( \theta \to \infty \).

D. Non-simple Cellular Models

1) Singular path loss model: The system model is the same as that in Section III-D except that \( \ell(x) = \|x\|^{-\alpha} \), where \( \alpha > 2 \).

Let \( x_0 \) denote the serving BS of the typical user, and let \( x_1 = x_0 \) denote the BS colocated with \( x_0 \). Define \( R \triangleq \|x_0\| \). The downlink SIR of the typical user can be expressed as

\[
\text{SIR} = \frac{h_0 R^{-\alpha}}{h_1 R^{-\alpha} + \sum_{x \in \Phi_\delta \setminus \{x_0\}} (h_{x,1} + h_{x,2}) \ell(x)},
\]

where \( h_0, h_1, \{h_{x,1}\}, \{h_{x,2}\} \sim \text{gamma}(m, \frac{1}{m}) \) are independent fading variables and \( \Phi_\delta \) is the simple point process version of \( \Phi \). Let \( \bar{I} \triangleq \sum_{x \in \Phi_\delta \setminus \{x_0\}} (h_{x,1} + h_{x,2}) \ell(x) \). \( \bar{I} \) can be rewritten as

\[
\bar{I} = \sum_{x \in \Phi_\delta} \sum_{y \in \Phi_\delta \setminus \{x\}} ((h_{y,1} + h_{y,2}) \|y\|^{-\alpha}) 1(\Phi(b(o, \|x\|) = 0)),
\]

where \( b(o, r) \) denotes the open disk of radius \( r \) at \( o \).

For the tail property of the SIR, we have the following theorem.

**Theorem 3.** For all stationary BS point processes, where every BS is colocated with another one and the typical user is served by one nearest BS, if the fading is Nakagami-\( m \), then

\[
P_s(\theta) \sim \theta^{-(m+\delta)} \frac{\lambda \pi m^{-\delta}}{2(m+\delta) (\Gamma(m))^{2} (I_\infty)^{\delta}} \left( \sum_{i=0}^{m} \binom{m}{i} \Gamma(m+i) \Gamma(m-i) \right), \quad \theta \to \infty,
\]

where \( \delta \triangleq \frac{2}{\alpha} \), \( I_\infty \triangleq \sum_{y \in \Phi_\delta} (h_{y,1} + h_{y,2}) \|y\|^{-\alpha} \), and

\[
\bar{\Gamma}(m-i) = \begin{cases} 
\delta \Gamma(m-i+\delta), & i < m \\
\Gamma(1+\delta), & i = m.
\end{cases}
\]

**Proof:** See Appendix B.

By Theorem 3, we know that in the log-log plot of \( P_s(\theta) \) v.s. \( \theta \), the slope of \( P_s(\theta) \) is \( -(m+\delta) \), as \( \theta \to \infty \). The slope only depends on the fading type and the path loss exponent.
2) Bounded path loss model: The system model is the same as that in Section [IV-D1] except that $\Phi_s$ is assumed to be a uniform PPP with intensity $\lambda/2$, the fading is Rayleigh and $\ell(x) = (\epsilon + \|x\|^{\alpha})^{-1}$, where $\alpha > 2$ and $\epsilon > 0$. We have

$$P_{s,\text{PPP}}(\theta) = \mathbb{P}\left(\frac{h_0\ell(R)}{h_1\ell(R) + I} > \theta\right)$$

$$= \mathbb{E}\left[e^{-h_1\theta}\right] \mathbb{E}\left[e^{-\theta(\epsilon + R^\alpha)\tilde{I}}\right]$$

$$= \frac{1}{1 + \theta} \mathbb{E}\left[e^{-\theta(\epsilon + R^\alpha)\tilde{I}}\right].$$  \hspace{1cm} (31)

Using the same method as in Section [IV-B2] we obtain that as $\theta \to \infty$,

$$P_{s,\text{PPP}}(\theta) \sim \frac{1}{1 + \theta} \frac{\lambda \theta^{-\delta}}{2} \int_{\mathbb{R}^2} \exp\left(-2\pi \lambda \left(\theta \epsilon + \|x\|^{\alpha}\right)\left((\theta \epsilon + \|x\|^{\alpha}) + \epsilon\right)^\delta - 1 \int_0^\infty \frac{r^\alpha + \frac{1}{2}}{(r^\alpha + 1)^2} r^\alpha + \frac{1}{2} r^\delta \right) dx$$

$$\sim \frac{1}{1 + \theta} \frac{\lambda \theta^{-\delta}}{2} \exp\left(-2\pi \lambda \theta^{\delta} \int_0^\infty \frac{r^\alpha + \frac{1}{2}}{(r^\alpha + 1)^2} r^\delta \right)$$

$$\cdot \int_{\mathbb{R}^2} \exp\left(-2\pi \lambda \left(\theta \epsilon + \|x\|^{\alpha}\right)\left((\theta \epsilon + \|x\|^{\alpha}) + \epsilon\right)^\delta - 1 \int_0^\infty \frac{r^\alpha + \frac{1}{2}}{(r^\alpha + 1)^2} r^\delta \right) dx.$$  \hspace{1cm} (32)

Thus, $\log(P_s(\theta)) = \Theta(\theta^\delta)$, as $\theta \to \infty$.

E. Discussion

For non-trivial asymptotics of $\mathbb{P}(S/I > \theta)$ as $\theta \to \infty$, we need $0 \in \text{supp}(1/S) \cup \text{supp}(I)$. If this is not the case, there is a $\theta_0 > 0$ s.t. $P_s(\theta_0) = 0 \forall \theta < \theta_0$, and thus the tail is trivial.

In simple ad hoc models, for both the singular and bounded path loss models, the tail of the distribution of $S$ is determined only by the tail of the fading distribution; the lower tail of the distribution of $I$ is determined by both the lower tail of the fading distribution and the tail of the nearest-interferer distance distribution. For Nakagami-$m$ fading, the distribution of the fading variable has an exponential tail and its lower tail follows a power law. If we fix the locations of all the interferers (i.e., conditioned on $\Phi$), the lower tail of the distribution of $I$ decays faster than any power law, since $I$ is a sum of a countable number of weighted fading variables. If we fix all fading variables, the lower tail of the distribution of $I$ depends on the tail of the distribution of the nearest-interferer distance. Note that we have not proved our results for all m.i. point processes. For the PPP, the tail of the distribution of the nearest-interferer distance...
decays exponentially and thus the lower tail of the distribution of $I$ is bounded by an exponential decay. So, $P_s(\theta)$ decays faster than any power law—it is, in fact, proved to decay exponentially. In non-simple ad hoc models, one interferer’s location is deterministic. Thus, a necessary condition for $0 \in \text{supp}(I)$ is that $0 \in \text{supp}(h)$, where $h$ is a fading variable. Similar to the simple ad hoc models, $P_s(\theta)$ decays faster than any power law and is proved to decay exponentially.

In simple cellular models with singular path loss, whether $0 \in \text{supp}(1/S)$ is determined by the tail of the fading distribution and the lower tail of the distribution of $\|x_0\|$, and the lower tail of the distribution of $I$ decays faster than any power law. We proved that $P_s(\theta)$ decays by the power law and the lower tail of the distribution of $\|x_0\|$ (and not the fading distribution) dominates the decay order, so the decay order is a function of $\delta$. In non-simple cellular models with singular path loss, there is an interferer at the serving BS’s location. We proved that $P_s(\theta)$ decays as a light power law, and both the lower tail of the distribution of $\|x_0\|$ and the ratio of two i.i.d. fading variables determine the decay order, so the decay order is a function (the sum) of $\delta$ and the fading parameter. For both simple and non-simple cellular models with bounded path loss, whether $0 \in \text{supp}(1/S)$ is determined only by the tail of the fading distribution, and the lower tail of the distribution of $I$ decays faster than any power law. We proved that $P_s(\theta)$ decays exponentially.

V. IMPACT OF THE NEAREST INTERFERER ON THE ASYMPTOTICS

A. Assumptions

In this section, we study how the nearest interferer affects the asymptotics. In other words, we analyze the SIR asymptotics if we only consider the interference from the nearest interferer with power $I_0$. In ad hoc networks, we assume the distance from the nearest interferer to the receiver at the origin is $R$ with PDF $f_R$ and $\mathbb{E}[R^t] < \infty$, for all $t > 0$. In cellular networks, we assume the distance from the nearest BS to the receiver at the origin is $R_0$ with PDF $f_{R_0}$, the distance from the nearest interferer to the receiver at the origin is $R$ with conditional PDF $f_{R|R_0}$ and $\mathbb{E}[R^t] < \infty$ and $\mathbb{E}[R^t | R_0] < \infty$, for all $t > 0$. We define $\text{SIR}_0 \triangleq \frac{S}{I_0}$ and $P_0(\theta) \triangleq \mathbb{P}(\text{SIR}_0 > \theta)$.

Table II summarizes the asymptotic properties of $P_0(\theta)$. The shading indicates that the results are the same as those in Table I. Those entries indicate that the nearest interferer alone determines the decay order, and other interferers may only affect the pre-constant.
TABLE II
ASYMPTOTIC PROPERTIES OF $P_0(\theta)$ (“SIMPLE”: simple point processes; “DUPLICATED”: duplicated-2-point point processes)

| Models                                      | $\theta \to 0$                                      | $\theta \to \infty$ |
|---------------------------------------------|---------------------------------------------------|----------------------|
| Simple & Ad Hoc & Singular path loss        | $1 - P_0(\theta) = \Theta(\theta^\delta)$         | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Simple & Ad Hoc & Bounded path loss         | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Simple & Cellular & Singular path loss       | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-\delta})$ |
| Simple & Cellular & Bounded path loss       | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Duplicated & Ad Hoc & Singular path loss    | $1 - P_0(\theta) = \Theta(\theta^\delta)$         | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Duplicated & Ad Hoc & Bounded path loss     | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Duplicated & Cellular & Singular path loss  | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-m})$ |
| Duplicated & Cellular & Bounded path loss   | $1 - P_0(\theta) = \Theta(\theta^m)$              | $P_0(\theta) = \Theta(\theta^{-m})$ |

B. Lower Tail of the SIR Distribution

1) Simple ad hoc models: For the singular path loss model, the result has been proved in Proposition 1. For the bounded path loss model, we have

$$1 - P_0(\theta) = \mathbb{P}\left(\frac{h_0\ell(b)}{h\ell(R)} < \theta\right)$$

$$= \mathbb{E}_R\mathbb{P}\left(h_0 < \theta h\ell(b)^{-1}\ell(R) \mid R\right)$$

$$= \mathbb{E}_R\mathbb{P}\left(h_0 < \theta h\ell(b)^{-1}(\epsilon + R^\alpha)^{-1} \mid R\right).$$

As was stated after Theorem 2 for Nakagami-$m$ fading, we have $\mathbb{P}(h_0 < \theta h) = \Theta(\theta^m)$ as $\theta \to 0$. Using the dominated convergence theorem and L’Hospital’s rule, we can prove that as $\theta \to 0$,

$$1 - P_0(\theta) = \Theta(\theta^m).$$

(34)

2) Simple cellular models: We can simply modify the proof of Theorem 1 in [5] and prove that $1 - P_0(\theta) = \Theta(\theta^m)$, as $\theta \to 0$.

3) Non-simple ad hoc models: Here the nearest interferer at most at distance $b$, since the point at $b$ is duplicated. For the singular path loss model, we have

$$1 - P_0(\theta) = \mathbb{P}\left(\frac{h_0\ell(b)}{h\ell(\min\{R, b\})} < \theta\right)$$
\[ P(R < b) = \mathbb{E}_R[\mathbb{P}(h_0 < \theta h \ell^{-1}(R) \mid R) | R < b] + \mathbb{P}(R \geq b) \mathbb{E}_R[\mathbb{P}(h_0 < \theta h) \mid R \geq b] \]

\[ = \mathbb{P}(R < b) \mathbb{E}_R[\mathbb{P}(h_0 < \theta h \ell^{-1}(R) \mid R) | R < b] + \mathbb{P}(R \geq b) \mathbb{P}(h_0 < \theta h). \quad (35) \]

From Section V-B1 we know that the first term in (35) is \( \Theta(\theta^\delta) \) and the second term is \( \Theta(\theta^m) \). So, \( 1 - P_0(\theta) = \Theta(\theta^\delta) \), as \( \theta \to 0 \).

For the bounded path loss model, we can apply the same methods as in the corresponding cases in Section V-B1 and obtain the results in Table II.

4) Non-simple cellular models: We have \( R = R_0 \). Thus, \( \text{SIR}_0 = h_0/h_1 \). We can easily obtain the results in Table II.

We observe that in all cases, the lower tail is identical to the one when all interferers are considered. For the duplicated point processes, this implies that duplicating only the nearest interferer (as is the case for edge users in cellular networks) again results in the same scaling.

C. Tail of the SIR Distribution

1) Simple ad hoc models: For both singular and bounded path loss models, we have

\[ P_0(\theta) = \mathbb{P}\left( \frac{h_0 \ell(b)}{h \ell(R)} > \theta \right) = \mathbb{E}_R \mathbb{P}\left( h < \theta^{-1}h_0 \ell(b) \ell(R)^{-1} \mid R \right). \quad (36) \]

Since \( \mathbb{E}[R^t] < \infty \), for all \( t > 0 \), using the dominated convergence theorem and L’Hospital’s rule, we obtain that \( P_0(\theta) = \Theta(\theta^{-m}) \), as \( \theta \to \infty \).

2) Simple cellular models: For the singular path loss model, we define \( \bar{R}_2 \) as the distance from the origin to its nearest point of \( \Phi^i \) and assume \( \mathbb{E}(\bar{R}_2^2) < \infty \). We have

\[ P_0(\theta) = \mathbb{P}\left( \frac{h_0 \ell(R_0)}{h \ell(R)} > \theta \right) = \mathbb{E} \sum_{x \in \Phi} \bar{F}_{h_0}(\theta \Vert x \Vert^\alpha h \Vert \bar{x}_2 \Vert^{-\alpha}) 1(\Phi(b(\|x\|)) = 0) 1(\Phi(b(\|\bar{x}_2\|)) = 1) \]

\[ = \lambda \int_{\mathbb{R}^2} \mathbb{E}_0^i \bar{F}_{h_0}(\theta \Vert x \Vert^\alpha h \Vert \bar{x}_2 \Vert^{-\alpha}) 1(b(\|x\|) \text{empty}) 1(\Phi_x(b(\|\bar{x}_2\|)) \setminus \{x\} = 0) dx \]

\[ \overset{(a)}{=} \lambda \theta^{-\delta} \int_{\mathbb{R}^2} \mathbb{E}_0^i \bar{F}_{h_0}(\theta \Vert x \Vert^\alpha h \Vert \bar{x}_2 \Vert^{-\alpha}) 1(b(\|x\|) \theta^{-\delta/2} \text{ empty}) \]

\[ \cdot 1(\Phi_{x \theta^{-\delta/2}}(b(\|\bar{x}_2\|)) \setminus \{x\theta^{-\delta/2}\} = 0) dx \]

\[ \overset{(b)}{=} \lambda \theta^{-\delta} \int_{\mathbb{R}^2} \bar{F}_{h_0}(\Vert x \Vert^\alpha h \Vert \bar{x}_2 \Vert^{-\alpha}) 1(\Phi_x^i(b(\|\bar{x}_2\|)) = 0) dx, \quad \theta \to \infty \]
(c) \( \lambda \theta^{-\delta} \mathbb{E} \left[ (h \tilde{R}_2)^{-\delta} \right] \int_{\mathbb{R}^2} \tilde{F}_{h_0} \left( \|x\|^\alpha \right) \, dx, \quad \theta \to \infty \)

\[ = \lambda \theta^{-\delta} \mathbb{E} \left[ h^{-\delta} \right] \mathbb{E} \left[ \tilde{R}_2^2 \right] \pi \mathbb{E} (h^\delta), \quad \theta \to \infty, \tag{37} \]

where \( \Phi_x = \{ y \in \Phi : y + x \} \) is a translated version of \( \Phi \), (a) follows by using the substitution \( x \theta^{\delta/2} \to x \), (b) follows since \( 1 \left( b(o, \|x\|^{-\delta/2}) \text{ empty} \right) \to 1 \), and (c) follows by using the substitution \( x(h\|x\|^{-\alpha})^{\delta/2} \to x \). Thus, \( P_0(\theta) = \Theta(\theta^{-\delta}) \), as \( \theta \to \infty \).

For the bounded path loss model, we have

\[ P_0(\theta) = \mathbb{P} \left( \frac{h_0 \ell(R_0)}{h \ell(R)} > \theta \right) \]

\[ = \mathbb{E}_{R_0} \mathbb{E}_{R|R_0} \mathbb{P} \left( h < \theta^{-1} h_0 \ell(R_0) \ell(R)^{-1} \mid R, R_0 \right). \tag{38} \]

Since \( \mathbb{E}[R_0] < \infty \) and \( \mathbb{E}[R^t \mid R_0] < \infty \), for all \( t > 0 \), using the dominated convergence theorem and L’Hospital’s rule, we obtain that \( P_0(\theta) = \Theta(\theta^{-m}) \), as \( \theta \to \infty \).

3) Non-simple ad hoc models: For both singular and bounded path loss models, we can apply the same methods as in the corresponding cases in Section V-B1 and obtain the results in Table II.

4) Non-simple cellular models: We have \( R = R_0 \). Thus, \( \text{SIR}_0 = h_0/h_1 \), and the results in Table III follow easily.

D. Discussion

Since \( I \geq I_0 \), we have \( \frac{S}{I_0} \geq \frac{S}{T} \), and thus \( 1 - P_0(\theta) \leq 1 - P_s(\theta) \). Consequently, \( \theta \to 0 \), \( 1 - P_0(\theta) \) decays faster than or in the same order as \( 1 - P_s(\theta) \); also, since \( P_0(\theta) \geq P_s(\theta) \), as \( \theta \to \infty \), \( P_0(\theta) \) decays slower than or in the same order as \( P_s(\theta) \). This is consistent with the results in Tables II and III.

1) \( \theta \to 0 \): For non-trivial asymptotics, we need \( 0 \in \text{supp}(S) \cup \text{supp}(1/I_0) \). In ad hoc models, for both the singular and bounded path loss models, whether \( 0 \in \text{supp}(S) \) is only determined by the distribution of the fading variable near 0. For the singular path loss model, whether \( 0 \in \text{supp}(1/I_0) \) is determined by both the tail of the fading distribution and the lower tail of the nearest-interferer distance distribution, while for the bounded path loss model, it is determined only by the tail of the fading distribution. Thus, for ad hoc models with bounded path loss, the decay order is only determined by the fading parameter \( m \). For simple ad hoc models with singular path loss, we proved that the lower tail of the nearest-interferer distance distribution,
other than the fading distribution, dominates the decay order and thus the decay order is only determined by $\delta$.

In cellular models, $R_0$ can be arbitrarily small and it always holds that $R \geq R_0$. For simple point processes, we proved that it is the fading variable, not the path loss exponent $2/\delta$, that determines the decay order. For non-simple point processes, since $R = R_0$, the fading variable alone determines the decay order.

2) $\theta \to \infty$: For non-trivial asymptotics, we need $0 \in \text{supp}(1/S) \cup \text{supp}(I_0)$. In simple ad hoc models, for both the singular and bounded path loss models, whether $0 \in \text{supp}(1/S)$ is determined only by the tail of the fading distribution and whether $0 \in \text{supp}(I_0)$ is determined by both the lower tail of the fading distribution and the tail of the nearest-interferer distance distribution. We have proved that the fading distribution, rather than the nearest-interferer distance distribution, dominates the decay order.

The non-simple ad hoc models have the same asymptotics as the simple ones, since only the tail of the nearest-interferer distance distribution may affect the asymptotic property and in the non-simple case, the nearest-interferer distance cannot be larger than $b$.

In simple cellular models, for the singular path loss model, whether $0 \in \text{supp}(1/S)$ is determined by the tail of the fading distribution and the lower tail of the distribution of $R_0$, while $0 \in \text{supp}(I_0)$ is determined by both the lower tail of the fading distribution and the tail of the distribution of $R$. We have proved that the lower tail of the distribution of $R_0/R$ (especially, that of $R_0$), other than the fading distribution, dominates the decay order, so the decay order is a function of $\delta$. For the bounded path loss model, whether $0 \in \text{supp}(1/S)$ is determined only by the tail of the fading distribution, while $0 \in \text{supp}(I_0)$ is determined by both the lower tail of the fading distribution and the tail of the distribution of $R$. We have proved that the fading distribution, rather than the distribution of $R$, dominates the decay order.

In non-simple cellular models, since $R = R_0$, the fading distribution alone determines the decay order.

E. Three Conjectures

Based on the insight obtained from the asymptotic results for the cases where the total interference is taken into account and where only the nearest interferer is considered, we can
formulate three conjectures that succinctly summarize and generalize our findings for both cellular and ad hoc models—assuming they hold.

Let \( x_0 \) be the desired transmitter and \( y \) the nearest interferer.

**Conjecture 1** (Lower heavy tail).

\[
0 \in \text{supp}(\ell(x_0)/\ell(y)) \iff 1 - P_s(\theta) = \Theta(\theta^\delta), \quad \theta \to 0.
\]

In words, this conjecture states that if the (mean) power of the nearest interferer can get arbitrarily large relative to that of the desired transmitter, then the outage probability only decays with \( \theta^\delta \) as \( \theta \to 0 \), and vice versa. Conversely, if the ratio is bounded away from 0, the only reason why the SIR can get small is the fading, hence the fading statistics determine the scaling.

**Conjecture 2** (Heavy tail).

\[
0 \in \text{supp}(1/\ell(x_0)) \iff P_s(\theta) = \Theta(\theta^{-\delta}), \quad \theta \to \infty.
\]

In words, if the (mean) signal power can get arbitrarily large, the success probability has a heavy tail with exponent \( \delta \). Conversely, if the signal power is bounded, then the only reason why the SIR can get big is the fading, hence the fading will (co)determine the scaling (and if only the nearest interferer is considered, the fading parameter \( m \) alone determines the scaling).

**Conjecture 3** (Exponential tail). For Rayleigh fading,

\[
0 \notin \text{supp}(1/\ell(x_0)) \iff P_s(\theta) = e^{-\Theta(\theta^\delta)}, \quad \theta \to \infty.
\]

In words, if the signal power is bounded and the fading is exponential, the tail will be exponential with \( \log P_s(\theta) = \Theta(\theta^\delta) \).

**VI. CONCLUSIONS**

We considered a comprehensive class of wireless network models where transmitters/BSs follow general point processes and analyzed the asymptotic properties of the lower and upper tails of the SIR distribution.

In all cases, the lower tail of the SIR distribution decays as a power law. Only the path loss exponent or the fading parameter determines the asymptotic order for ad hoc networks; only the fading parameter determines the asymptotic order for cellular networks. This indicates that we can use the SIR distribution of the PPP to approximate the SIR distribution of non-Poisson...
models in the high-reliability regime by applying a horizontal shift, which can be obtained using
the mean interference-to-signal ratio (MISR) defined in [7]. For the tail of the SIR distribution,
only cellular network models with singular path loss have power-law tails. In these cases, we can
approximate the tail of the SIR distribution of non-Poisson networks using the corresponding
Poisson result and the expected fading-to-interference ratio (EFIR) defined in [7]. For cellular
networks with bounded path loss and ad hoc networks, we mainly investigated the Poisson case
with Rayleigh fading and showed that the tail of the SIR distribution decays exponentially. The
exponential decay does not imply that it is not possible to approximate the tail of the SIR
distribution for non-Poisson networks using the distribution of Poisson networks. We conjecture
that the same approximation method as for polynomial tails can be applied, but a proof of the
feasibility of this approach is beyond the scope of this paper and left for future work.

Moreover, we investigated the impact of the nearest interferer on the asymptotic properties of
the SIR distribution. If the nearest interferer is the only interferer in the networks, we proved
that the scaling of the lower tail of the SIR distribution remains the same as when all interferers
are taken into account, which means that the nearest interferer alone determines the decay order.
In contrast, for the tail of the SIR distribution, the nearest interferer alone does not dominate
the asymptotic trend, and the tail decays as a power law, with a light tail in most cases and a
heavy tail for simple cellular networks with singular path loss. These findings are summarized
and generalized in three conjectures.

APPENDIX A

PROOF OF THEOREM 2

Proof: Using the same method as in the proof of Theorem 5.6 in [17], we can show that
\[ P(\tilde{I} \geq y) \sim \frac{\pi \lambda}{2} \mathbb{E}[(h_a + h_b)^\delta] y^{-\delta}, \quad y \to \infty. \] (39)

The success probability can be rewritten as
\[
P_s(\theta) = 1 - P\left( \tilde{I} > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right)
= 1 - \mathbb{E}_{h_0, h_1} \left[ P\left( \tilde{I} > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right) 1(h_0 b^{-\alpha} \theta^{-1} \geq h_1 b^{-\alpha}) \mid h_0, h_1 \right]
- \mathbb{E}_{h_0, h_1} \left[ P\left( \tilde{I} > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right) 1(h_0 b^{-\alpha} \theta^{-1} < h_1 b^{-\alpha}) \mid h_0, h_1 \right]
\]
Thus,
\[
\lim_{\theta \to 0} \frac{1 - P_x(\theta)}{\theta^\delta} = \lim_{\theta \to 0} \frac{\mathbb{E}_{h_0, h_1} \left[ \mathbb{P} \left( I > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right) \right] \mathbb{I}(h_0 \theta^{-1} \geq h_1) | h_0, h_1] + \mathbb{P} (h_0 \theta^{-1} < h_1)}{\theta^\delta}
\]
\[
= \lim_{\theta \to 0} \frac{\mathbb{E}_{h_0, h_1} \left[ \mathbb{P} \left( I > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right) \right] \mathbb{I}(h_0 \theta^{-1} \geq h_1) | h_0, h_1] + \mathbb{P} (h_0 \theta^{-1} < h_1)}{\theta^\delta}
\]
\[
= \mathbb{E}_{h_0, h_1} \left[ \lim_{\theta \to 0} \frac{\mathbb{P} \left( I > h_0 b^{-\alpha} \theta^{-1} - h_1 b^{-\alpha} \right) \right] \mathbb{I}(h_0 \theta^{-1} \geq h_1) | h_0, h_1] + \mathbb{P} (h_0 \theta^{-1} < h_1)}{\theta^\delta}
\]
\[
= \frac{\pi \lambda b^2}{2} \mathbb{E}[(h_a + h_b)^\delta] \mathbb{E}_{h_0, h_1} \left[ \lim_{\theta \to 0} \left( h_0 - h_1 \theta \right)^{-\delta} \mathbb{I}(h_0 \geq h_1 \theta) | h_0, h_1] \right]
\]
\[
= \frac{\pi \lambda b^2}{2} \mathbb{E}[(h_a + h_b)^\delta] \mathbb{E}[h_a^{-\delta}],
\]
where (a) follows from the dominated convergence theorem and (b) follows from (39).

Next, we show that Nakagami-\(m\) fading meets the fading constraints wherein \(K = m\). Let \(h_a, h_b \in \text{gamma}(m, 1/m)\). We have
\[
\mathbb{E}[h_a^\delta] = \int_0^\infty \frac{m^m}{\Gamma(m)} x^{m-1+\delta} e^{-mx} dx = \frac{\Gamma(m+\delta)}{m^\delta \Gamma(m)}, \tag{42}
\]
\[
\mathbb{E}[h_a^{-\delta}] = \int_0^\infty \frac{m^m}{\Gamma(m)} x^{m-1-\delta} e^{-mx} dx = \frac{\Gamma(m-\delta)}{\Gamma(m)}, \tag{43}
\]
and
\[
\lim_{\theta \to 0} \frac{\mathbb{P}[h_a < \theta h_b]}{\theta^m} = \lim_{\theta \to 0} \frac{\mathbb{E}_b \left[ \int_0^{\theta h_b} \frac{m^m}{\Gamma(m)} x^{m-1} e^{-mx} dx \right]}{\theta^m}
\]
\[
= \lim_{\theta \to 0} \frac{\mathbb{E}_b \left[ \frac{m^m}{\Gamma(m)} \theta^{m-1} h_b^m e^{-m\theta h_b} \right]}{\theta^m}
\]
\[
= \frac{m^{m-1}}{\Gamma(m)} \lim_{\theta \to 0} \mathbb{E}_b \left[ h_b^m e^{-m\theta h_b} \right]
\]
\[
= \frac{m^{m-1}}{\Gamma(m)} \mathbb{E}_b \left[ h_b^m \right]
\]
\[
= \frac{\Gamma(2m)}{m \Gamma(m)^2}, \tag{44}
\]
where \((a)\) follows by L’Hospital’s rule.

\[
\text{APPENDIX B}
\]

\[
\text{PROOF OF THEOREM 3}
\]

\[
\text{Proof: } \text{The SIR distribution can be expressed as}
\]

\[
P_s(\theta) = \mathbb{P}\left( \frac{h_0 R^{-\alpha}}{h_1 R^{-\alpha} + I} > \theta \right)
\]

\[
= \mathbb{P}(h_0 > \theta(h_1 + R^\alpha I))
\]

\[
= \mathbb{E}\left[ \bar{F}_h \left( \theta(h_1 + R^\alpha I) \right) \right].
\]

\[
(45)
\]

So,

\[
\lim_{\theta \to \infty} \frac{P_s(\theta)}{\theta^{-(m+\delta)}} = \lim_{\theta \to \infty} \frac{\mathbb{E}\left[ \bar{F}_h \left( \theta(h_1 + R^\alpha I) \right) \right]}{\theta^{-(m+\delta)}} = \lim_{\theta \to \infty} \frac{\frac{\partial}{\partial \theta} \mathbb{E}\left[ \bar{F}_h \left( \theta(h_1 + R^\alpha I) \right) \right]}{-(m + \delta)\theta^{-(m+\delta+1)}}
\]

\[
= \lim_{\theta \to \infty} \mathbb{E}\left[ \frac{\partial}{\partial \theta} \bar{F}_h \left( \theta(h_1 + R^\alpha I) \right) \right]
\]

\[
= \frac{1}{(m + \delta)\Gamma(m)} \lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{2m+\delta} \sum_{i=0}^{m} \left( \frac{m}{i} \right) h_1^i \left( I \right)^{m-i} e^{-\theta h_1 + R^\alpha \delta} \right]
\]

\[
= \frac{m^m}{(m + \delta)\Gamma(m)} \lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{m+i} e^{-\theta h_1} \right] \mathbb{E}\left[ \theta^{m-i+\delta} R^\alpha \delta e^{-\theta R^\alpha \delta} \right]
\]

\[
(46)
\]

where \(F_h\) and \(\bar{F}_h\) are respectively the CCDF and the CDF of \(h\).

In the following, we evaluate \(\lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{m+i} h_1^i e^{-\theta h_1} \right]\) and \(\lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{m-i+\delta} R^\alpha \delta e^{-\theta R^\alpha \delta} \right]\), separately. For \(\lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{m+i} h_1^i e^{-\theta h_1} \right]\), we have

\[
\lim_{\theta \to \infty} \mathbb{E}\left[ \theta^{m+i} h_1^i e^{-\theta h_1} \right] = \lim_{\theta \to \infty} \int_0^{\infty} \frac{m^m}{\Gamma(m)} (\theta^{m+i} x e^{-\theta x}) x^{m-1} e^{-mx} dx
\]

\[
= \lim_{\theta \to \infty} \frac{\Gamma(m + i)}{m^i \Gamma(m)} \left( \frac{\theta}{1 + \theta} \right)^{m+i} \int_0^{\infty} (m (1 + \theta))^{m+i} x^{m+i-1} e^{-m(1+\theta)x} dx
\]

\[
= \lim_{\theta \to \infty} \frac{\Gamma(m + i)}{m^i \Gamma(m)} \left( \frac{\theta}{1 + \theta} \right)^{m+i}
\]
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\[ \lim_{\theta \to \infty} \mathbb{E} \left[ \theta^{m-i} \left( R^\alpha \bar{I} \right)^{m-i} e^{-\theta m R^\alpha \bar{I}} \right] = \frac{\Gamma(m+i)}{m! \Gamma(m)}. \] (47)

For \( \lim_{\theta \to \infty} \mathbb{E} \left[ \theta^{m-i+\delta} \left( R^\alpha \bar{I} \right)^{m-i} e^{-\theta m R^\alpha \bar{I}} \right] \), we discuss the cases when \( i < m \) and when \( i = m \), separately.

When \( i < m \), let \( g_i \sim \text{gamma}(m-i, 1) \), and we have

\[
\lim_{\theta \to \infty} \mathbb{E} \left[ \theta^{m-i+\delta} \left( R^\alpha \bar{I} \right)^{m-i} e^{-\theta m R^\alpha \bar{I}} \right] = \lim_{\theta \to \infty} \frac{\delta \Gamma(m-i)}{m^{m-i}} \mathbb{E} \left[ \frac{1 - \int_0^{\frac{\theta m R^\alpha \bar{I}}{\Gamma(m-i)}} x^{m-i-1} e^{-x} dx}{\theta^{\delta}} \right].
\]

Using the same method as in the proof of Theorem 4 in [7], we obtain

\[
\lim_{\theta \to \infty} \frac{\mathbb{E} \left[ F_{g_i} \left( \theta m R^\alpha \bar{I} \right) \right]}{\theta^{-\delta}}
= \lim_{\theta \to \infty} \theta^\delta \sum_{x \in \Phi_x} \tilde{F}_{g_i} \left( \theta m \| x \|^\alpha \left( \sum_{y \in \Phi_x \setminus \{x\}} ((h_{y,1} + h_{y,2}) \| y \|^{-\alpha}) \right) 1(\Phi(b(o, \| x \|) = 0))
\]

\[
\leq \lim_{\theta \to \infty} \frac{\theta^\delta \lambda}{2} \int_{\mathbb{R}^2} \mathbb{E}_o^\lambda \left[ \tilde{F}_{g_i} \left( m \| x \|^\alpha \left( \sum_{y \in \Phi_x} ((h_{y,1} + h_{y,2}) \| y \|^{-\alpha}) \right) 1 \left( b(o, \| x \| \text{ empty}) \right) \right] dx
\]

\[
= \lim_{\theta \to \infty} \frac{\lambda}{2} \int_{\mathbb{R}^2} \mathbb{E}_o^\lambda \left[ \tilde{F}_{g_i} \left( m \| x \|^\alpha \left( \sum_{y \in \Phi_x} ((h_{y,1} + h_{y,2}) \| y \|^{-\alpha}) \right) 1 \left( b(o, \| x \| \text{ empty}) \right) \right] dx
\]

\[
= \frac{\lambda}{2} \int_{\mathbb{R}^2} \mathbb{E}_o^\lambda \left[ \tilde{F}_{g_i} \left( m \| x \|^\alpha I_{\infty} \right) \right] dx
\]

where \( (b) \) follows from the Campbell-Mecke theorem, \( \Phi_x \triangleq \{ y \in \Phi : y + x \} \) is a translated version of \( \Phi \), \( (c) \) follows by using the substitution \( x \theta^{\delta/2} \to x \), \( (d) \) follows by the dominated
convergence theorem and the fact that \( \theta^{-\delta/2} \to 0 \) and thus \( 1 \left( b(o, \| x \| \theta^{-\delta/2} \) empty \right) \to 1 \), (e) follows by using the substitution \( x (mI_\infty)^{\delta/2} \to x \). So, by substituting (49) into (48), it yields that

\[
\lim_{\theta \to \infty} \mathbb{E} \left[ \theta^m \left( R^{\alpha} \tilde{I} \right)^{m-i} e^{-\theta m R^{\alpha} \tilde{I}} \right] = \frac{\delta \lambda \pi \Gamma(m-i)}{2 m^{m-i+1}} \mathbb{E}_o \left[ I^{-\delta} \right] \mathbb{E}[g^*_m]. \tag{50}
\]

When \( i = m \), let \( g_m \sim \exp(1) \), and we have

\[
\lim_{\theta \to \infty} \mathbb{E} \left[ \theta^{m-i} \left( R^{\alpha} \tilde{I} \right)^{m-i} e^{-\theta m R^{\alpha} \tilde{I}} \right] = \lim_{\theta \to \infty} \theta^\delta \mathbb{E} \left[ E_{g_m} \left( \theta m R^{\alpha} \tilde{I} \right) \right] = \frac{\lambda}{2} \pi m^{-\delta} \mathbb{E}_o \left[ I^{-\delta} \right] \mathbb{E}[g^*_m]. \tag{51}
\]

where (a) follows from (49).

Substituting (47), (50) and (51) into (46), we obtain (29).
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