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Abstract—Short message noisy network coding (SNNC) differs from long message noisy network coding (LNNC) in that one transmits many short messages in blocks rather than using one long message with repetitive encoding. Several properties of SNNC are developed. First, SNNC with backward decoding achieves the same rates as SNNC with offset encoding and sliding window decoding for memoryless networks where each node transmits a multicast message. The rates are the same as LNNC with joint decoding. Second, SNNC enables early decoding if the channel quality happens to be good. This leads to mixed strategies that unify the advantages of decode-forward and noisy network coding. Third, the best decoders sometimes treat other nodes’ signals as noise and an iterative method is given to find the set of nodes that a given node should treat as noise sources.

Index Terms—Capacity, network coding, relaying.

I. INTRODUCTION

Noisy Network Coding (NNC) extends network coding from noiseless to noisy networks. NNC is based on the compress-forward (CF) strategy of [1] and there are now two encoding variants: short message NNC (SNNC) [2]–[12] and long message NNC (LNNC) [13]–[15]. Both variants achieve the same rates that include the results of [16]–[18] as special cases.

For SNNC, there are many decoding variants: step-by-step decoding [1]–[4], sliding window decoding [5], [6], backward decoding [7]–[11] and joint decoding [10]. There are also several initialization methods. The papers [4]–[6] use delayed (or offset) encoding, [2] uses many extra blocks to decode the last quantization messages and [11] uses extra blocks to transmit the last quantization messages by multihopping. We remark that the name of the decoding operation should not depend on which decoder (step-by-step, sliding window, joint, or backward decoding) is used at the destination but is a generic name for the processing at the relays, or in the case of SNNC and LNNC, the overall encoding strategy of the network nodes.

More explicitly, SNNC has

- Sources transmit independent short messages in blocks.
- Relays perform CF but perhaps without hashing (or binning) which is called quantize-forward (QF).
- Destinations use one of the several decoders. For instance, SNNC with CF and step-by-step decoding was studied for relay networks in [2, Sec. 3.3.3], [3, Sec. V], and [4]. The papers [5], [6] studied SNNC with sliding window decoding. The papers [7]–[11] considered SNNC with backward decoding. SNNC with joint decoding was studied in [10].

We prefer backward decoding because it permits per-block processing and gives the most direct way of establishing rate bounds. However, we remark that the sliding window decoder of [5], [6] is preferable because of its lower decoding delay, and because it enables streaming.

LNNC uses three techniques from [13]:

- Sources use repetitive encoding with long messages.
- Relays use QF.
- Destinations decode all messages and all quantization bits jointly.

One important drawback of long messages is that they inhibit decode-forward (DF) even if the channel conditions are good [8]. For example, if one relay is close to the source and has a strong source-relay link, then the natural operation is DF which removes the noise at the relay. But this is generally not possible with a long message because of its high rate.

The main goals of this work are to simplify and extend the single source results of [2]–[9] by developing SNNC with backward decoding for networks with multiple multicast sessions [11]. We also introduce the following methods:

- Multihopping to initialize backward decoding. This method reduces overhead as compared to the joint decoder initialization used in [4]. The method further enables per-block processing for all signals, i.e., all messages and quantization indices.
- An iterative proof technique to find the set of nodes that a destination should treat as noise (the same argument was used in [5, Sec. IV-C]).

This paper is organized as follows. In Section II we state the problem. In Section III we show that SNNC achieves the same rates as SNNC with sliding window decoding and LNNC for memoryless networks with multiple multicast sessions. In Section IV we discuss the results and relate them to other work. In Section V we present coding schemes for mixed strategies that allow relay nodes to switch between DF and
QF depending on the channel conditions. Results on Gaussian networks are discussed in Section VII. Finally, Section VIII concludes the paper.

II. PRELIMINARIES

A. RANDOM VARIABLES

Random variables are written with upper case letters and their realizations with the corresponding lower case letters. Bold letters refer to random vectors and their realizations. A random variable \( X \) has distribution \( P_X \). We write probabilities with subscripts \( P_X(x) \) but we drop the subscripts if the arguments of the distributions are lower case versions of the random variables. For example, we write \( P(x) = P_X(x) \). Calligraphic letters denote sets, e.g., we write \( K = \{1, 2, \ldots, K\} \).

The size of a set \( S \) is denoted as \(|S|\) and the complement set of \( S \) is denoted as \( S^c \). Subscripts on a symbol denote the symbol’s source and the position of the symbol in a sequence. For instance, \( x_{ki} \) denotes the \( i \)-th output of the \( k \)-th encoder. Superscripts denote finite-length sequences of symbols, e.g., \( x^n_k = (x_{k1}, \ldots, x_{kn}) \). Subscripts denote vectors of letters, e.g., \( X_S = [X_k : k \in S] \). We use \( T^n(\mathcal{X}) \) to denote the set of letter-typical sequences of length \( n \) with respect to the probability distribution \( P_X \) and the non-negative number \( \epsilon \) [19, Ch. 3], [20], i.e., we have

\[
T^n(\mathcal{X}) = \left\{ x^n : \frac{\left| N(a|x^n) \right|}{n} - P_X(a) \leq \epsilon P_X(a), \forall a \in \mathcal{X} \right\}
\]

where \( N(a|x^n) \) is the number of occurrences of \( a \) in \( x^n \).

B. MEMORYLESS NETWORKS

Consider the \( K \)-node memoryless network depicted in Fig. 1 where each node has one message only. This model does not include broadcasting messages and was used in [15] and [21, Ch. 15]. Node \( k, k \in K \), has a message \( W_k \) destined for nodes in the set \( D_k, D_k \subseteq K \setminus \{k\} \), while acting as a relay for messages of the other nodes. We write the set of nodes whose signals node \( k \) must decode correctly as \( \bar{D}_k = \{i \in K : k \in D_i\} \). The messages are mutually statistically independent and \( W_k \) is uniformly distributed over the set \( \{1, \ldots, 2^{nR_k}\} \), where \( 2^{nR_k} \) is taken to be a non-negative integer.

The channel is described by the conditional probabilities

\[
P(y_k|x_k) = P(y_1, \ldots, y_K|x_1, \ldots, x_K)
\]

where \( X_k \) and \( Y_k, k \in K, \) are the respective input and output alphabets, i.e., we have

\[
(x_1, \ldots, x_K) \in \mathcal{X}_1 \times \cdots \times \mathcal{X}_K
\]

\[
(y_1, \ldots, y_K) \in \mathcal{Y}_1 \times \cdots \times \mathcal{Y}_K.
\]

If all alphabets are discrete and finite sets, then the network is called a discrete memoryless network (DMN) [22, Ch. 18]. As usual, we develop our random coding for DMNs and later extend the results to Gaussian channels. Node \( k \) transmits \( x_{ki} \in X_k \) at time \( i \) and receives \( y_{ki} \in Y_k \). The channel is memoryless and time invariant in the sense that

\[
P(y_1, \ldots, y_K|x_1, \ldots, x_K) = P(y_{ki}|x_{ki}, x_{1i}, \ldots, x_{Ki})
\]

for all \( i \).

C. FLOODING

We can represent the DMN as a directed graph \( \mathcal{G} = (\mathcal{K}, \mathcal{E}) \), where \( \mathcal{E} \subseteq \mathcal{K} \times \mathcal{K} \) is a set of edges. Edges are denoted as \((i,j) \in \mathcal{E}, i,j \in K, i \neq j\). We label edge \((i,j)\) with the non-negative real number

\[
C_{ij} = \max_{x_{ki} \in X_k} I(X_i; Y_j|X_{k\setminus i})
\]

called the capacity of the link, where \( I(A;B|C = c) \) is the mutual information between the random variables \( A \) and \( B \) conditioned on the event \( C = c \). Let Path\(_{(i,j)}\) be a path that starts from node \( i \) and ends at node \( j \). Let \( \Gamma_{(i,j)} \) be the set of such paths. We write \((k, \ell) \in \text{Path}_{(i,j)}\) if \((k, \ell)\) lies on the path \( \text{Path}_{(i,j)} \). We may communicate reliably between nodes \( i \) and \( j \) if

\[
R_{ij} = \max_{\text{Path}_{(i,j)}} \min_{(k, \ell) \in \text{Path}_{(i,j)}} C_{kl}
\]

is positive. We assume that \( R_{ij} > 0 \) for all nodes \( i \) with a message destined for node \( j \). Observe that if \( C_{ij} > 0 \) for all \( i, j \), then at most \( K - 1 \) hops are needed for node \( i \) to reliably convey its message at rate

\[
\min_{j \in K} R_{ij}
\]

by multihopping to all other nodes in the network. Hence, for a \( K \)-node memoryless network at most \( K(K - 1) \) hops are needed for all nodes to “flood” their messages by multihopping through the network.

Example 1: A line network with 4 nodes is depicted in Fig. 2. Node 1 has a message for node 4 and we assume that \( C_{12} > 0, C_{23} > 0 \) and \( C_{34} > 0 \) so that node 1 can communicate reliably to node 4 by multihopping through nodes 2 and 3 with 3 hops.
where $t$ tuples. For each node $\epsilon > 0$, there is a sufficiently large integer $K$ such that $(R_1, \ldots, R_K)$ is achievable for the DMN if for all $x$, $y$, $a$, $b$, we define

$$ P_e = \Pr \left[ \bigcup_{k \in \mathcal{K}} \bigcup_{i \in \mathcal{D}_k} \{ \hat{W}_i^{(k)} \neq W_i \} \right] \quad (8) $$

A rate tuple $(R_1, \ldots, R_K)$ is achievable for the DMN if for any $\epsilon > 0$, there is a sufficiently large integer $n$ and some functions $\{f_k\}_{k=1}^N$ and $\{g_k\}_{k=1}^K$ such that $P_e(n) \leq \epsilon$. The capacity region is the closure of the set of achievable rate tuples. For each node $k$, we define

$$ \mathcal{K}_k = \{k\} \cup \mathcal{D}_k \cup \mathcal{T}_k, \mathcal{T}_k \subseteq \mathcal{D}_k \setminus \{k\} \quad (9) $$

where $\mathcal{T}_k$ has the nodes whose messages node $k$ is not interested in but whose symbol sequences are included in the typicallity test in order to remove interference. We further define, for any $\mathcal{S} \subset \mathcal{L} \subseteq \mathcal{K}$, the quantities

$$ I^k_{\mathcal{S}}(k) = I(X_S; Y_S | X_S) - I(\hat{Y}_S; Y_S | X_S \hat{Y}_S) \quad (10) $$

$$ I^k_{\mathcal{S}}(k|T) = I(X_S; Y_S | X_S ,T) - I(\hat{Y}_S; Y_S | X_S \hat{Y}_S ,Y_S T) \quad (11) $$

where $\mathcal{S}^c$ in [10] and [11] is the complement of $\mathcal{S}$ in $\mathcal{L}$. We write $R_S = \sum_{k \in \mathcal{S}} R_k$.

### III. MAIN RESULT AND PROOF

The following theorem is the main result of this paper. 

**Theorem 1:** For a $K$-node memoryless network with one multicast session per node, SNNC with backward decoding achieves the same rate tuples $(R_1, \ldots, R_K)$ as SNNC with sliding window decoding [5], [6] and LLNC with joint decoding [14], [15]. These are the rate tuples satisfying

$$ 0 \leq R_S < I^k_{\mathcal{S}}(k|T) \quad (12) $$

for all $k \in \mathcal{K}$, all subsets $\mathcal{S} \subset \mathcal{K}_k$ with $k \in \mathcal{S}^c$ and $\mathcal{S} \cap \mathcal{D}_k \neq \emptyset$, where $\mathcal{S}^c$ is the complement of $\mathcal{S}$ in $\mathcal{K}_k$, and for joint distributions that factor as

$$ P(t) \prod_{k=1}^K P(x_k|t)P(y_k|x_k,t) \quad (13) $$

Remark 1: The set $\mathcal{K}_k$ (see [9]) represents the set of nodes whose messages are known or decoded at node $k$. In other words, from node $k$’s perspective the network has nodes $\mathcal{K}_k$ only.

**Example 2:** If $\mathcal{D} = \mathcal{D}_1 = \cdots = \mathcal{D}_K$, then the bound [12] is taken for all $k \in \mathcal{K}$ and all subsets $\mathcal{S} \subset \mathcal{K}_k$ with $k \in \mathcal{S}^c$ and $\mathcal{S} \cap \mathcal{D}_k \neq \emptyset$, where $\mathcal{S}^c$ is the complement of $\mathcal{S}$ in $\mathcal{K}_k$.

**Example 3:** Consider $\mathcal{K} = \{1, 2, 3, 4\}$ and suppose node 1 has a message destined for node 3, and node 2 has a message destined for node 4. We then have $\mathcal{D}_3 = \{1\}$ and $\mathcal{D}_4 = \{2\}$.

If nodes 3 and 4 choose $T_3 = \{2\}$ and $T_4 = \emptyset$, respectively, then we have $\mathcal{K}_3 = \{1, 2, 3\}$ and $\mathcal{K}_4 = \{2, 4\}$. In this case the rate bounds [12] are:

**Node 3:**

$$ R_1 < I(X_1; Y_2 Y_3 | X_2 X_3 T) \quad (14) $$

$$ R_1 + R_2 < I(X_1; X_2 Y_3 | X_2 T) - I(\hat{Y}_1; Y_3 | X_2 X_3 \hat{Y}_3 Y_3 T) \quad (15) $$

**Node 4:**

$$ R_2 < I(X_2; Y_1 Y_3 | X_4 T) - I(\hat{Y}_2; Y_4 | X_2 X_4 \hat{Y}_4 Y_4 T) \quad (16) $$

### A. Encoding

To prove Theorem 1 we choose $\mathcal{K}_k = \mathcal{K}$ for all $k$ for simplicity. We later discuss the case where these sets are different. For clarity, we set the time-sharing random variable $T$ to be a constant. Table I shows the SNNC encoding process. We redefine $R_k$ to be the rate of the short messages in relation to the (redefined) block length $n$. In other words, the message $w_k , k \in \mathcal{K}$, of $nBR_k$ bits is split into $B$ equally sized blocks,

| Block | $X_1$ | $\cdots$ | $X_K$ | $Y_1$ | $\cdots$ | $Y_K$ |
|-------|-------|--------|-------|-------|--------|-------|
| 1     | $x_{11}(w_{11},1)$ | $\cdots$ | $x_{1B}(w_{1B},l_1(B-1))$ | $y_{11}(l_1|1)$ | $\cdots$ | $y_{1B}(l_1,|w_{1B},l_1(B-1))$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $K$   | $x_{K1}(w_{K1},1)$ | $\cdots$ | $x_{KB}(w_{KB},l_K(B-1))$ | $y_{K1}(l_K|1)$ | $\cdots$ | $y_{KB}(l_K,|w_{KB},l_K(B-1))$ |

**TABLE I**

SNNC for one multicast session per node.
\(w_1, \ldots, w_{K_B}\), each of \(n R_k\) bits. Communication takes place over \(B + K \cdot (K - 1)\) blocks and the true rate of \(w_k\) will be

\[
R_{k,\text{true}} = \frac{n B R_k}{n B + \left[K \cdot (K - 1) \cdot n'\right]}
\]

(17)

where \(n'\) is defined in (20) below.

**Random Code:** Fix a distribution \(\prod_{k=1}^{K} P(x_k)P(y_k|x_k)\). For each block \(j = 1, \ldots, B\) and node \(k \in \mathcal{K}\), generate \(2^{n R_k}\) codewords \(x_k(w_k, l_k)\), where \(l_{k0} = 1\) by convention. For each \(w_k\) and \(l_k\), generate \(2^{n R_k}\) codewords \(\hat{y}_k = \{x_k(w_k, l_k)\}\), \(l_k = 1, \ldots, 2^{n R_k}\), according to \(\prod_{k=1}^{n} P_{X_k|Y_k}(y_k|x_k)\) of \(w_k, l_k\). This defines the codebook

\[
C_k = \{x_k(w_k, l_k), \hat{y}_k(w_k, l_k)\}, \quad w_k = 1, \ldots, 2^{n R_k}, \quad l_k = 1, \ldots, 2^{n R_k}
\]

(18)

for \(j = 1, \ldots, B\) and \(k \in \mathcal{K}\).

The codebooks used in the last \(K(K - 1)\) blocks with \(j > B\) are different. The blocks

\[
j = B + (k - 1) \cdot (K - 1) + 1, \ldots, B + k \cdot (K - 1)
\]

(19)

are dedicated to flooding \(l_{kB}\) through the network, and for all nodes \(k \in \mathcal{K}\) we generate \(2^{n R_k}\) independent and identically distributed (i.i.d.) codewords \(x_k(l_{kB})\), \(l_{kB} = 1, \ldots, 2^{n R_k}\), according to \(\prod_{k=1}^{n} P_{X_k|Y_k}(y_k|x_k)\). We choose

\[
n' = \max_k \frac{n R_k}{\min_{k \in \mathcal{K}} R_k}
\]

(20)

that is independent of \(k\) and \(B\). The overall rate of user \(k\) is thus given by (17) which approaches \(R_k\) as \(B \to \infty\).

**Encoding:** Each node \(k\) upon receiving \(y_{kj}\) at the end of block \(j\), \(j \leq B\), tries to find an index \(l_{kj}\) such that the following event occurs:

\[
E_{0(kj)}(l_{kj}) = (\hat{y}_k(l_{kj}) w_k, l_{kj} = 1, \ldots, 2^{n R_k}), \quad x_k(w_k, l_k = 1, \ldots, 2^{n R_k}), \quad \hat{y}_k(l_{kj}) y_k)
\]

\[
\in \mathcal{T}_e^n \left(P_{Y_k|X_k}\right)
\]

(21)

If there is no such index \(l_{kj}\), set \(l_{kj} = 1\). If there is more than one, choose one. Each node \(k\) transmits \(x_k(w_k, l_k = 1, \ldots, 2^{n R_k})\) in block \(j = 1, \ldots, B\).

In the \(K - 1\) blocks \(\{19\}\), node \(k\) conveys \(l_{kB}\) reliably to all other nodes by multihopping \(x_k(l_{kB})\) through the network with blocks of length \(n'\).

**B. Backward Decoding**

Let \(\epsilon_1 > \epsilon\). At the end of block \(B + K \cdot (K - 1)\) every node \(k \in \mathcal{K}\) has reliably recovered \(I_B = (l_{1B}, \ldots, l_{kB})\) via the multihopping of the last \(K - 1\) blocks.

For block \(j = B, \ldots, 1\), node \(k\) tries to find tuples \(\hat{w}_j = (\hat{w}_j^{(k)}, \ldots, \hat{w}_k^{(k)})\) and \(\hat{I}_j = (\hat{I}_j^{(k)}, \ldots, \hat{I}_j^{(k)})\) such that the following event occurs:

\[
E_{1(kj)}(\hat{w}_j^{(k)}, \hat{I}_j^{(k)}, l_{j-1}^{(k)}) = (\hat{y}_j^{(k)}, \hat{I}_j^{(k)}, \ldots, \hat{X}_{Kj}(\hat{w}_j^{(k)}, \hat{I}_j^{(k)}, l_{j-1}^{(k)}), \hat{y}_j^{(k)}, \hat{I}_j^{(k)}), \hat{y}_j^{(k)}, \hat{I}_j^{(k)}), \ldots, \hat{Y}_{Kj}(\hat{l}_{Kj}^{(k)}, \hat{I}_j^{(k)}, l_{j-1}^{(k)}), y_j)
\]

\[
\in \mathcal{T}_e^n \left(P_{X_k|Y_k}\right)
\]

(22)

where \(l_j = (l_{1j}, \ldots, l_{Kj})\) has already been reliably recovered from the previous block \(j + 1\).

**Error Probability:** Let \(1 = (1, \ldots, 1)\) and assume without loss of generality that \(w_j = 1\) and \(l_{j-1} = 1\). In each block \(j\), the error events at node \(k\) are:

\[
E_{(kj)0} : \cap_{l_{kj}} E_{0(kj)}(l_{kj})
\]

(23)

\[
E_{(kj)1} : E_{1(kj)}(1, 1, 1)
\]

(24)

\[
E_{(kj)2} : \cup(l_{wj}, l_{j-1} \neq 1, 1) E_{1(kj)}(w_j, l_{j-1}, 1)
\]

(25)

The error event \(E_{kj} = \cup l_{kj} E_{(kj)l_{kj}}\) at node \(k\) in block \(j\) thus satisfies

\[
\Pr[E_{kj}] \leq \sum_{l=0}^{2} \Pr[E_{(kj)l}]
\]

(26)

where we have used the union bound. \(\Pr[E_{(kj)0}]\) can be made small with large \(n\), as long as (see 20)

\[
\hat{R}_k > I(\hat{y}_k; Y_k|X_k) + \delta_\epsilon(n)
\]

(27)

where \(\delta_\epsilon(n) \to 0\) as \(n \to \infty\). Similarly, \(\Pr[E_{(kj)1}]\) can be made small with large \(n\).

To bound \(\Pr[E_{(kj)2}]\), for each \(w_j\) and \(l_{j-1}\) we define

\[
M(w_j) = \{i \in \mathcal{K} : w_{ij} \neq 1\}
\]

(28)

\[
Q(l_{j-1}) = \{i \in \mathcal{K} : l_{i(j-1)} \neq 1\}
\]

(29)

\[
S(w_j, l_{j-1}) = M(w_j) \cup Q(l_{j-1})
\]

(30)

and write \(S = S(w_j, l_{j-1})\). The important observations are:

- \((X_S, \hat{Y}_S)\) is independent of \((X_{S'} \hat{Y}_S, Y_k)\) in the random coding experiment;
- The \((X_i, \hat{Y}_i), i \in \mathcal{S}\) are mutually independent.

For \(k \in \mathcal{S}\) and \((w_j, l_{j-1}) \neq (1, 1)\), we thus have

\[
\Pr[E_{1(kj)}(w_j, l_{j-1}, 1)] \leq 2^{-n(S - \delta_\epsilon(n))}
\]

(31)

where \(\delta_\epsilon(n) \to 0\) as \(n \to \infty\) and

\[
I_S = \sum_{i \in \mathcal{S}} H(X_i)\hat{Y}_i + H(X_S \hat{Y}_S|Y_k)
\]

\[
- H(X_S \hat{Y}_S X_S \hat{Y}_S Y_k)
\]

\[
= I(X_S \hat{Y}_S Y_k|X_S)
\]

\[
+ \sum_{i \in \mathcal{S}} H(\hat{Y}_i|X_i) - H(\hat{Y}_S|X_K \hat{Y}_S Y_k).
\]

(32)
By the union bound, we have
\[
\Pr[E_{(k)}] \leq \sum_{(w_j, 1_{j-1}) \neq (1,1)} \Pr[E_{(k)}(w_j, 1_{j-1}, 1)]
\]
(a) \leq \sum_{(w_j, 1_{j-1}) \neq (1,1)} 2^{-n(I_S(w_j, 1_{j-1}) - \delta_i(n))}
(b) = \sum_{S: k \in S'} \sum_{S \neq \emptyset} 2^{-n(I_S - \delta_i(n))}
(c) = \sum_{S: k \in S'} \sum_{S \neq \emptyset} \left( \prod_{i \in M} (2^{nR_i} - 1) \prod_{i \in Q} (2^{nR_i} - 1) \right)
\]
\[
\sum_{S: k \in S'} \sum_{S \neq \emptyset} 2^{-n(I_S - \delta_i(n))}
\]
(d) is for each node \(i \in S\), we must have one of the following cases: 
1) \(i \in M\) and \(i \notin Q\)
2) \(i \notin M\) and \(i \in Q\)
3) \(i \in M\) and \(i \in Q\)
so there are \(3|S|\) different ways of choosing \(M\) and \(Q\).
Since we require \(R_k \geq I(Y_k; Y_{-k} | X_k + \delta_i(n))\), we have
\[
I_S - \hat{R}_S \leq I_S - \sum_{i \in S} I(Y_i; Y_{-i} | X_i) - \delta_i(n)
\]
\[
= I_S^k(k) - \delta_k(n).
\]
Combining (26), (27), (33) and (35) we find that we can make \(\Pr[E_{(k)}] \to 0\) as \(n \to \infty\) if
\[
0 \leq R_S < I_S^k(k)
\]
for all subsets \(S \subset K\) such that \(k \in S'\) and \(S \neq \emptyset\). Of course, if \(I_S^k(k) \leq 0\), then we require that \(R_S = 0\).

IV. Discussion

A. Sliding Window Decoding

SNNC with sliding window decoding was studied in [6] and LNNC [15] achieves the same rates as in [5]. SNNC has extra constraints that turn out to be redundant [5, Sec. IV-C]. The sliding window decoding in [6] resembles that in [24] where encoding is delayed (or offset) and different decoders are chosen depending on the rate point. The rates achieved by one decoder may not give the entire rate region of Theorem 1 but the union of achievable rates of all decoders does [6, Theorem 1]. The advantage of sliding window decoding is a small decoding delay of \(K + 1\) blocks as compared to backward decoding that requires \(B + K(K - 1)\) blocks, where \(B \gg K\).

B. Backward Decoding

SNNC with backward decoding was studied in [7] for single source networks. For these networks, [7] showed that LNNC and SNCC achieve the same rates. Further, for a fixed random coding distribution there is a subset of the relay nodes whose messages should be decoded to achieve the best LNNC and SNCC rates. Several other interesting properties of the code scheme were derived. It was also shown in [12] that SNCC with a layered network analysis [13] achieves the same LNNC rates for single source networks. In [25], SNCC with partial cooperation between the sources was considered for multi-source networks.

C. Multihopping

We compare how the approaches of Theorem 1 and [7, Theorem 2.5] reliably convey the last quantization indices \(I_{Bk}\). Theorem 1 uses multihopping while Theorem 2.5 in [7] uses a QF method with \(M\) extra blocks after block \(B\) with the same block length \(n\). In these \(M\) blocks every node transmits as before except that the messages are set to a default value. The initialization method in [7] has two disadvantages:

- Both \(B\) and \(M\) must go to infinity to reliably decode \(I_{Bk}\) [7, Sec.IV-A, Eq. (34)]. The true rate of node \(k\)'s message \(w_k\) is
\[
R_{k, true}^R = \frac{nBR_k}{nB + nM} = \frac{B}{B + M} \cdot R_k
\]
and we choose \(B \gg M\) so that \(R_{k, true}^R \to R_k\) as \(B \to \infty\).

- Joint rather than per-block processing is used.

We remark that multihopping may be a better choice for reliably communicating \(I_{Bk}\), because the QF-style approach has a large decoding delay due to the large value of \(M\) and does not use per-block processing.
D. Choice of Typicality Test

Theorem 1 has a subtle addition to [9] and difference to [15] Theorem 2 and [23] Theorem 18.5, namely that in [12] each $k \in K$ may have a different set $\tilde{K}_k$ of nodes satisfying all Class 2 constraints whose messages and quantization indices are included in the typicality test. But we can achieve the rates in [12] at node $k$ with SNNC by using backward decoding and treating the signals from the nodes in $K \setminus \tilde{K}_k$ as noise. Hence we may ignore the Class 2 constraints in (38) when determining the best SNNC rates.

The following example suggests that it may not be surprising that the SNNC and LNNC rate regions are the same. Consider the network in Fig. 3 where $K = \{1, 2, 3\}$. Suppose both nodes 1 and 2 act as sources as well as relays for each other in transmitting information to node 3 (see Fig. 3(a)). Referring to Theorem 1 the SNNC and LNNC bounds are (see Fig. 4):

$$R_1 < I(X_1; \hat{Y}_1 Y_3 | X_2) - I(\hat{Y}_1 Y_3 | X_1 X_2 \hat{Y}_2 Y_3)$$

$$R_2 < I(X_2; \hat{Y}_2 Y_3 | X_1) - I(\hat{Y}_2 Y_3 | X_1 X_2 \hat{Y}_1 Y_3)$$

$$R_1 + R_2 < I(X_1 X_2; \hat{Y}_2 Y_3 | X_1 X_2 \hat{Y}_2 Y_3)$$

However, suppose now that node 2 has no message ($R_2 = 0$) and acts as a relay node only (see Fig. 3(b)). Then LNNC does not have the bound (41) while SNNC has the bound (41) with $R_2 = 0$ and $Y_1 = \emptyset$. We ask whether (41) reduces the SNNC rate. This is equivalent to asking whether SNNC achieves point 1 in Fig. 3. It would be strange if there was a discontinuity in the achievable rate region at $R_2 = 0$.

E. Joint Decoding

It turns out that SNNC with joint decoding achieves the same rates as in Theorem 1. Recently, the authors of [10] showed that SNNC with joint decoding fails to achieve the LNNC rates for a specific choice of SNNC protocol. However, by multihopping the last quantization indices and then performing joint decoding with the messages and remaining quantization bits, SNNC with joint decoding performs as well as SNNC with sliding window or backward decoding, and LNNC. This makes sense, since joint decoding should perform at least as well as backward decoding. Details are given in Appendix A.

F. Decoding Subsets of Messages

From Theorem 1 we know that if node $k$ decodes messages from nodes in $K_k$ and some of the Class 2 constraints in (38) are violated, then we should treat the signals from the corresponding nodes as noise. In this way, we eventually wind up with some $\tilde{K}_k = \{k\} \cup D_k \cup T_k$, $T_k \subseteq D_k \setminus \{k\}$, where all Class 2 constraints are satisfied, i.e., we have

$$0 \leq R_S < I_{S}^{K_k}(k|T), \quad \text{for all } S \subseteq \tilde{T}_k, \ S \neq \emptyset$$

and we achieve as good or better rates. In this sense, the sets $\tilde{K}_k$ are important even for LNNC. These sets seem difficult to find in large networks because many constraints need to be checked. However, provided that the sets $\tilde{K}_k$ are known, we have the following lemma.

**Lemma 1**: For the $K$-node DMN, the rate tuples $(R_1, \ldots, R_K)$ are achievable if

$$R_S < I_{S}^{K_k}(k|T)$$

for all $k \in K$, all subsets $S \subseteq \tilde{K}_k$ with $k \in S$ and $S \cap D_k \neq \emptyset$, $\tilde{K}_k = \{k\} \cup D_k \cup T_k$, $T_k \subseteq D_k \setminus \{k\}$, where $\tilde{T}_k$ satisfies (43) and for any joint distribution that factors as (13).

**Proof**: The proof follows by including the messages from nodes in $\tilde{K}_k$ satisfying (43) in the typicality test at every destination $k$ in Theorem 1.

G. Optimal Decodable Sets

SNNC was studied for relay networks in [7]. For such networks there is one message at node 1 that is destined for node $K$. We thus have $D_K = \{1\}$ and $D_K \setminus \{K\} = \{2, \ldots, K - 1\}$. The authors of [7] showed that for a given random coding distribution

$$P(t) P(x_1|t) \prod_{k \in D_K} P(x_k|t) P(\hat{y}_k|y_k, x_k, t)$$

there exists a unique largest optimal decodable set $T^*$, $T^* \subseteq D_K \setminus \{K\}$, of the relay nodes that provides the same best achievable rates for both SNNC and LNNC [7] Theorem 2.8. We now show that the concept of optimal decodable set extends naturally to multi-source networks.

**Lemma 2**: For a $K$-node memoryless network with a fixed random coding distribution

$$P(t) \prod_{k=1}^{K} P(x_k|t) P(\hat{y}_k|y_k, x_k, t)$$

there exists for each node $k$ a unique largest set $T^*_k$ among all subsets $T_k \subseteq D_K \setminus \{k\}$ satisfying (43). The messages of the nodes in $T^*_k$ should be included in the typicality test to provide the best achievable rates.
Proof: We prove Lemma 3 without a time-sharing random variable $T$. The proof with $T$ is similar. We show that $\mathcal{T}_k^*$ is unique by showing that the union of any two sets $\mathcal{T}_k^*$ and $\mathcal{T}_k^3$ satisfying all constraints also satisfies all constraints and provides as good or better rates. Continuing taking the union, we eventually reach a unique largest set $\mathcal{T}_k^\ast$ that satisfies all constraints and gives the best rates.

Partition the subsets $\mathcal{T}_k \subseteq \mathcal{D}_k \setminus \{k\}$ into two classes:

Class 1: $R_S < I_{S_k}^k(k)$ for all $S \subseteq \mathcal{T}_k$;

Class 2: There exists one $S \subseteq \mathcal{T}_k$ such that $R_S \geq I_{S_k}^k(k)$.

We may ignore the $\mathcal{T}_k$ in Class 2 because the proof of Theorem 1 shows that we can treat the signals of nodes associated with violated constraints as noise and achieve as good or better rates. Hence, we focus on $\mathcal{T}_k$ in Class 1.

Suppose $\mathcal{T}_k^3$ and $\mathcal{T}_k$ are in Class 1 and let $\mathcal{T}_k^3 = \mathcal{T}_k^\ast \cup \mathcal{T}_k^2$. We define

$$S_1 = S \cap \tilde{S}_1 \quad \text{and} \quad S_2 = S \cap (\tilde{S}_3 \setminus S_1).$$

We have $S_1 \subseteq \tilde{S}_1$, $S_2 \subseteq \tilde{S}_2$, $S_1 \cup S_2 = S$ and $S_1 \cap S_2 = \emptyset$. We further have

$$R_S \overset{(a)}{=} R_{S_1} + R_{S_2} \overset{(b)}{=} \frac{1}{I_{S_k}^k(k)} + I_{S_k}^2(k) \overset{(c)}{=} I(X_{S_1}; \tilde{Y}_{\tilde{S}_1} | X_{\tilde{S}_1} \setminus S_1) - I(Y_{\tilde{S}_1}; Y_{S_1} | X_{\tilde{S}_1} \setminus S_1) + I(X_{S_2}; \tilde{Y}_{\tilde{S}_2} | X_{\tilde{S}_2} \setminus S_2) - I(Y_{\tilde{S}_2}; Y_{S_2} | X_{\tilde{S}_2} \setminus S_2) \overset{(d)}{=} I(X_{S_1}; \tilde{Y}_{\tilde{S}_1} | X_{\tilde{S}_1} \setminus S_1) - I(Y_{\tilde{S}_1}; Y_{S_1} | X_{\tilde{S}_1} \setminus S_1) + I(X_{S_2}; \tilde{Y}_{\tilde{S}_2} | X_{\tilde{S}_2} \setminus S_2) - I(Y_{\tilde{S}_2}; Y_{S_2} | X_{\tilde{S}_2} \setminus S_2) \overset{(e)}{=} I(X_{S_1}; \tilde{Y}_{\tilde{S}_1} | X_{\tilde{S}_1} \setminus S_1) - I(Y_{\tilde{S}_1}; Y_{S_1} | X_{\tilde{S}_1} \setminus S_1) + I(X_{S_2}; \tilde{Y}_{\tilde{S}_2} | X_{\tilde{S}_2} \setminus S_2) - I(Y_{\tilde{S}_2}; Y_{S_2} | X_{\tilde{S}_2} \setminus S_2) \overset{(f)}{=} I(X_{S_1}; \tilde{Y}_{\tilde{S}_1} | X_{\tilde{S}_1} \setminus S_1) - I(Y_{\tilde{S}_1}; Y_{S_1} | X_{\tilde{S}_1} \setminus S_1) + I(X_{S_2}; \tilde{Y}_{\tilde{S}_2} | X_{\tilde{S}_2} \setminus S_2) - I(Y_{\tilde{S}_2}; Y_{S_2} | X_{\tilde{S}_2} \setminus S_2) \overset{(g)}{=} I_{S_k}^3(k) \overset{(h)}{=} \frac{1}{I_{S_k}^k(k)} + I_{S_k}^2(k)$$

where

(a) follows from the definition of $S_1$ and $S_2$,

(b) follows because both $\mathcal{T}_k^3$ and $\mathcal{T}_k^2$ are in Class 1,

(c) follows from the definition (10).

(d) follows because all $X_k$ are independent and conditioning does not increase entropy,

(e) follows because conditioning does not increase entropy and by the Markov chains

$$X_{\tilde{S}_1} \tilde{Y}_{\tilde{S}_2} Y_{\tilde{S}_1} - Y_{\tilde{S}_2} X_{\tilde{S}_1} - \tilde{Y}_{\tilde{S}_2} \quad \overset{(50)}{=} X_{\tilde{S}_2} \tilde{Y}_{\tilde{S}_2} Y_{\tilde{S}_2} - Y_{\tilde{S}_2} X_{\tilde{S}_2} - \tilde{Y}_{\tilde{S}_2} \quad \overset{(51)}{=} X_{\tilde{S}_1} \tilde{Y}_{\tilde{S}_1} Y_{\tilde{S}_1} - Y_{\tilde{S}_1} X_{\tilde{S}_1} - \tilde{Y}_{\tilde{S}_1}$$

(f) follows from the chain rule for mutual information and the Markov chains (50) and (51).

(g) follows from the definition (10).

The bound (49) shows that $\mathcal{T}_k^3$ is also in Class 1. Moreover, by (49) if $k$ includes the messages of nodes in $\tilde{K}_3^k$ in the typicality test, then the rates are as good or better than those achieved by including the messages of nodes in $\tilde{K}_1^k$ or $\tilde{K}_2^k$ in the typicality test. Taking the union of all $\mathcal{T}_k$ in Class 1, we obtain the unique largest set $\mathcal{T}_k^\ast$ that gives the best achievable rates.

Remark 2: There are currently no efficient algorithms for finding an optimal decodable set. Such algorithms would be useful for applications with time-varying channels.

V. SNNC WITH A DF OPTION

One of the main advantages of SNNC is that the relays can switch between QF (or CF) and DF depending on the channel conditions. If the channel conditions happen to be good, then the natural choice is DF which removes the noise at the relays. This not possible with LNCC due to the high rate of the long message. On the other hand, if a relay happens to experience a deep fade, then this relay should use QF (or CF).

In the following, we show how mixed strategies called SNNC-DF work for the multiple-relay channel. These mixed strategies are similar to those in [3] Theorem 4]. However, in [3] the relays use CF with a prescribed binning rate to enable step-by-step decoding (CF-S) instead of QF. In Section VI we give numerical examples to show that SNNC-DF can outperform DF, CF-S and LNCC.

As in [3], we partition the relays $\mathcal{T} = \{2, \ldots, K-1\}$ into two sets

$$\mathcal{T}_1 = \{k : 2 \leq k \leq K_1\} \quad \mathcal{T}_2 = \mathcal{T} \setminus \mathcal{T}_1$$

where $1 \leq K_1 \leq K - 1$. The relays in $\mathcal{T}_1$ use DF while the relays in $\mathcal{T}_2$ use QF. Let $\pi(\cdot)$ be a permutation on $\{1, \ldots, K\}$ with $\pi(1) = 1$ and $\pi(K) = K$ and let $\pi(j : k) = \{\pi(j), \pi(j+1), \ldots, \pi(k)\}$, $1 \leq j \leq k \leq K$. Define $\mathcal{T}_{i(\pi)} = \{\pi(k), k \in \mathcal{T}_i\}, i = 1, 2$. We have the following theorem.

Theorem 2: SNNC-DF achieves the rates satisfying

$$R_{\text{SNNC-DF}} < \max_{\pi(\cdot)} \min_{K_1} \left\{ \text{min}_{1 \leq k \leq K_1} \left(I(X_{\pi(1:k)}; Y_{\pi(K+1)}) | X_{\pi(K+1):K_1}) \right) + I(X_1 X_{\mathcal{T}_{i(\pi)}} X_S Y_{\tilde{S}} Y_K | X_{\tilde{S}}) - I(\tilde{Y}_S; Y_S | X_1 X_{\pi(1:k)} Y_{\tilde{S}} Y_K) \right\} \right. \right.$$ (52)

for all $S \subseteq \mathcal{T}_{i(\pi)}$, where $S^c$ is the complement of $S$ in $\mathcal{T}_{i(\pi)}$, and where the joint distribution factors as

$$P(x_1, x_{\mathcal{T}_{i(\pi)}}) \left[ \prod_{k \in \mathcal{T}_{i(\pi)}} P(x_k) P(y_k | y_k, x_k) \cdot P(y_2, \ldots, y_K | x_1, \ldots, x_{K-1}) \right] \quad \text{(53)}$$

Remark 3: As usual, we may add a time-sharing random variable to improve rates.

Proof Sketch: For a given permutation $\pi(\cdot)$ and $K_1$, the first mutual information term in (52) describes the DF bounds [3 Theorem 1] (see also [24 Theorem 3.1]). The second mutual information term in (52) describes the SNNC bounds.
Using a similar analysis as for Theorem 1 and by treating \((X_1 X_{T_1(n)})\) as the “new” source signal at the destination, we have the SNNC bounds

\[
R_{\text{SNNC-DF}} < I(X_1 X_{T_1(n)} X_S; \hat{Y}_S Y_K X_S) - I(\hat{Y}_S; Y_S X_1 X_T \hat{Y}_S Y_K) \tag{54}
\]

\[
0 \leq I(X_S; \hat{Y}_S Y_K | X_1 X_{T_1(n)} X_S) - I(\hat{Y}_S; Y_S | X_1 X_T \hat{Y}_S Y_K) \tag{55}
\]

for all \(S \subseteq T_2(n)\).

The same argument used to prove Theorem 1 shows that if any of the constraints (55) is violated, then we get rate bounds that can be achieved with SNNC-DF by treating the signals from the corresponding relay nodes as noise. Thus we may ignore the constraints (55).

### Example 4

Consider \(K = 4 = K_1 = K_2\). There are two possible permutations \(\pi_1(1 : 4) = \{1, 2, 3, 4\}\) and \(\pi_2(1 : 4) = \{1, 3, 2, 4\}\). For \(\pi_1(1 : 4) = \{1, 2, 3, 4\}\), Theorem 2 states that SNNC-DF achieves any rate up to

\[
R_{\text{SNNC-DF}} = \min \left\{ I(X_1; Y_2 | X_2), I(X_1 X_2; \hat{Y}_3 Y_4 | X_3), \right. \tag{56}
\]

\[
\left. I(X_1 X_2 X_3; Y_4) - I(\hat{Y}_3; Y_4 | X_1 X_2 X_3 Y_4) \right\}
\]

where the joint distribution factors

\[
P(x_1, x_2)P(x_3)P(\hat{y}_3 | y_3, x_3) - P(y_2, y_3, y_4 | x_1, x_2, x_3). \tag{57}
\]

The corresponding coding scheme is given in Table II

### Remark 4

For rapidly changing channels it is advantageous to use independent inputs so all nodes can use the same encoder for all channel states. If \(X_1\) and \(X_2\) in the above example are independent, there is no need to use block Markov coding (BMC). However, we need to use two backward (or sliding window) decoders to recover the rates (50). See Appendix B.

### Remark 5

How to perform DF for multiple sources is not obvious. Consider again the three node network in Fig. 3 but now every node wishes to send a message to the other two nodes. How should one set up cooperation if all nodes may use DF? Such questions are worth addressing, since their answers will give insight on how to incorporate mixed strategies to boost system performance.

### VI. Gaussian Networks

We next consider additive white Gaussian noise (AWGN) networks. We use \(X \sim \mathcal{CN}(\mu, \sigma^2)\) to denote a circularly symmetric complex Gaussian random variable \(X\) with mean \(\mu\) and variance \(\sigma^2\). Let \(Z^K = Z_1 Z_2 \ldots Z_K\) be a noise string whose symbols are i.i.d. and \(Z_k \sim \mathcal{CN}(0, 1)\) for all \(k\). The channel output at node \(k\) is

\[
Y_k = \sum_{j=1, j \neq k}^{K} G_{jk} X_j + Z_k \tag{60}
\]

where the channel gain is

\[
G_{jk} = \frac{H_{jk}}{\sqrt{\sigma_{jk}}} \tag{61}
\]

and \(d_{jk}\) is the distance between nodes \(j\) and \(k\), \(\alpha\) is a path-loss exponent and \(H_{jk}\) is a complex fading random variable.

We consider two kinds of fading:

- **No fading**: \(H_{jk}\) is a constant and known at all nodes. We set \(H_{jk} = 1\) for all \(j, k \in K\).
- **Rayleigh fading**: we have \(H_{jk} \sim \mathcal{CN}(0, 1)\). We assume that a destination node \(k\) knows \(G_{jk}\) for all \(j, k \in K\) and a relay node \(k\) knows \(G_{jk}\) for all \(j \in K\) and knows the statistics of all other \(G_{jl}, j, l \in K\). We focus on slow fading, i.e., all \(G_{jk}\) remain unchanged once chosen.

We avoid issues of power control by imposing a per-symb power constraint \(E[|X_k|^2] \leq P_k\). We choose the inputs to be Gaussian, i.e., \(X_k \sim \mathcal{CN}(0, P_k)\), \(k \in K\).

In the following we give numerical examples for four different channels

- the relay channel;
- the two-relay channel;
- the multiple access relay channel (MARC);
- the two-way relay channel (TWRC).

We evaluate the performance for no fading in terms of achievable rates (in bits per channel use) and for Rayleigh fading in terms of outage probability (27) for a target rate \(R_{\text{tar}}\).

Relay node \(k\) chooses

\[
\hat{Y}_k = Y_k + \hat{Z}_k \tag{62}
\]

where \(\hat{Z}_k \sim \mathcal{CN}(0, \hat{\sigma}_k^2)\). For the no fading case, relay node \(k\) numerically calculates the optimal \(\hat{\sigma}_k^2\) for CF-S and SNNC.
and the optimal binning rate $R_{k(bm)}$ for CF-S, in order to maximize the rates. For DF, the source and relay nodes numerically calculate the power allocation for superposition coding that maximizes the rates. For the Rayleigh fading case, relay node $k$ knows only the $G_{jk}$, $j \in K$, but it can calculate the optimal $\hat{\alpha}_k$ and $R_{k(bm)}$ based on the statistics of $G_{lj}$, for all $j, l \in K$ so as to minimize the outage probability. For DF, the fraction of power that the source and relay nodes allocate for cooperation is calculated numerically based on the statistics of $G_{jk}$, for all $j, k \in K$, to minimize the outage probability. Details of the derivations are given in Appendix C.

### A. Relay Channels

The Gaussian relay channel (Fig. 5) has

\[
Y_2 = G_{12}X_1 + Z_2 \quad (63)
\]
\[
Y_3 = G_{13}X_1 + G_{23}X_2 + Z_3 \quad (64)
\]

and source node 1 has a message destined for node 3.

1) No Fading: Fig. 5 depicts the geometry and Fig. 6 depicts the achievable rates as a function of $d_{12}$ for $P_1 = 4, P_2 = 2$ and $\alpha = 3$. DF achieves rates close to capacity when the relay is close to the source while CF-S dominates as the relay moves towards the destination. For the relay channel, CF-S performs as well as SNNC (LNNC). SNNC-DF unifies the advantages of both SNNC and DF and achieves the best rates for all relay positions.

2) Slow Rayleigh fading: Fig. 7 depicts the outage probabilities with $R_{\text{tar}} = 2$, $P_1 = 2P$, $P_2 = P$, $d_{12} = 0.3$, $d_{23} = 0.7$, $d_{13} = 1$ and $\alpha = 3$.

### B. Two-Relay Channels

The Gaussian two-relay channel (Fig. 8) has

\[
Y_2 = G_{12}X_1 + G_{32}X_3 + Z_2 \quad (65)
\]
\[
Y_3 = G_{13}X_1 + G_{23}X_2 + Z_3 \quad (66)
\]
\[
Y_4 = G_{14}X_1 + G_{24}X_2 + G_{34}X_3 + Z_4 \quad (67)
\]

where the relay nodes 2 and 3 help node 1 transmit a message to node 4.

1) No Fading: Fig. 8 depicts the geometry and Fig. 9 depicts the achievable rates for $P_1 = P_2 = P_3 = P$ and $\alpha = 3$. The CF-S rates are the lowest over the entire power range. As expected, SNNC improves on CF-S. DF performs better at low power while SNNC is better at high power. SNNC-DF has the relay decode if possible and perform QF otherwise, and gains 1 dB over SNNC and DF.
Fig. 9. Achievable rates $R$ (in bits per channel use) for a TRC with no fading.

Fig. 10. Outage probabilities for a TRC with Rayleigh fading.

Fig. 11. A MARC.

Fig. 13. Outage probabilities for a MARC with Rayleigh fading.

C. Multiple Access Relay Channels

The Gaussian MARC (Fig. 11) has

$$
Y_3 = G_{13}X_1 + G_{23}X_2 + Z_3
$$

$$
Y_4 = G_{14}X_1 + G_{24}X_2 + G_{34}X_3 + Z_4
$$

and nodes 1 and 2 have messages destined for node 4.

1) No Fading: Fig. 11 depicts the geometry and Fig. 12 depicts the achievable rate regions for $P_1 = P_2 = P_3 = P$, $P = 15$ dB and $\alpha = 3$. The SNNC rate region includes the CF-S rate region. Through time-sharing, the SNNC-DF region is the convex hull of the union of DF and SNNC regions. SNNC-DF again improves on LNNC (or SNNC) and DF.

2) Slow Rayleigh Fading: Fig. 13 depicts the outage probabilities with $R_{\text{tar}} = 2$, $P_1 = P_2 = P_3 = P$, $P = 15$ dB and $\alpha = 3$. The SNNC rate region includes the CF-S rate region. Through time-sharing, the SNNC-DF region is the convex hull of the union of DF and SNNC regions. SNNC-DF again improves on LNNC (or SNNC) and DF.

2) Slow Rayleigh Fading: Fig. 13 depicts the outage probabilities with $R_{\text{tar}} = 2$, $P_1 = P_2 = P_3 = P$, $d_{13} = 0.75$, $d_{23} = 0.55$, $d_{14} = 1$, $d_{24} = 1$, $d_{34} = 0.45$, $d_{13} = 0.75$, $d_{23} = 0.55$, $d_{14} = 1$, $d_{24} = 1$, $d_{34} = 0.45$, and $\alpha = 3$. CF-S has the worst outage probability because it requires a reliable relay-destination link to decode the bin and quantization indices. DF has better outage probability than CF-S, while LNNC (or SNNC) improves on DF over the entire power range. SNNC-DF has the relay perform DF or QF depending on channel quality and gains 1 dB at low power and 0.5 dB at high power over SNNC.

Gains are because in this power range SNNC-DF has relay 2 performing DF and relay 3 performing QF.

2) Slow Rayleigh Fading: Fig. 10 depicts the outage probabilities with $R_{\text{tar}} = 2$, $P_1 = P_2 = P_3 = P$, the geometry of Fig. 8 and $\alpha = 3$. CF-S gives the worst performance over the entire power range. This is because CF-S requires a reliable relay-destination link for both relays so that the bin and quantization indices for both relays can be decoded. DF provides better outage probabilities than CF-S but is worse than SNNC or LNNC, since it requires reliable decoding at both relays. SNNC-DF has the two relays decode if possible and perform QF otherwise and gains about 1 dB over LNNC (SNNC). In general, we expect larger gains of SNNC-DF over LNNC for networks with more relays.
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Fig. 12. Achievable rate regions for a MARC with no fading.

Fig. 14. A TWRC.

Remark 6: The gain of SNNC-DF over SNNC is not very large at high power. This is because the MARC has one relay only. For networks with more relays we expect larger gains from SNNC-DF.

D. Two-Way Relay Channels

The Gaussian TWRC (Fig. 14) has

\begin{align}
Y_1 &= G_{21}X_2 + G_{31}X_3 + Z_1 \\
Y_2 &= G_{12}X_1 + G_{32}X_3 + Z_2 \\
Y_3 &= G_{13}X_1 + G_{23}X_2 + Z_3
\end{align}

(70) (71) (72)

where nodes 1 and 2 exchange messages with the help of relay node 3.

1) No Fading: Fig. 14 depicts the geometry and Fig. 15 depicts the achievable sum rates for $P_1 = 5P$, $P_2 = 2P$, $P_3 = P$ and $\alpha = 3$. DF gives the best rates at low power while SNNC provides better rates at high power. The CF-S rates are slightly lower than the SNNC rates over the entire power range. SNNC-DF combines the advantages of SNNC and DF and achieves the best rates throughout.

Fig. 15. Achievable sum rates (in bits per channel use) for a TWRC with no fading.

2) Slow Rayleigh Fading: Fig. 16 depicts the outage probabilities with $R_{\text{tar1}} = 2$, $R_{\text{tar2}} = 1$, $P_1 = 5P$, $P_2 = 2P$, $P_3 = P$, the geometry of Fig. 14 and $\alpha = 3$. CF-S has the worst outage probability since it requires that both relay-destination links ($3-1$ and $3-2$) are reliable so that the bin and quantization indices can be recovered at both destinations 1 and 2. DF is better than CF-S, while LNNC (or SNNC) improves on DF. SNNC-DF lets the relay use DF or QF depending on the channel conditions and gains over about 2 dB at low power and 1 dB at high power over LNNC (or SNNC).
SNNC enables early decoding at nodes, and this enables the use of SNNC-DF. Numerical examples demonstrate that SNNC-DF shows reasonable gains as compared to DF, CF-S and LNNC in terms of rates and outage probabilities.

APPENDIX A
SNNC WITH JOINT DECODING

After block $B + K \cdot (K - 1)$ every node $k \in K$ can reliably recover $l_B = (l_{1B}, \ldots, l_{KB})$ via the multihopping of the last $K(K-1)$ blocks.

Let $c_1 > \varepsilon$. Node $k$ tries to find a $(\hat{w}_1^{(k)}, \ldots, \hat{w}_B^{(k)})$ and $(\hat{l}_1^{(k)}, \ldots, \hat{l}_B^{(k)})$ such that the event (72) occurs for all $j = 1, \ldots, B$, where $l_B$ is already known. The difference between joint decoding and backward decoding is that the typicality test is performed jointly over all blocks (see (73)-(75) below) while it is performed in only one block in (23)-(25).

Error Probability: Let $1 = (1, \ldots, 1)$. Assume without loss of generality that $w_j = 1$ and $l_j = 1$ for $j = 1, \ldots, B$. For any $S \subset K$, define

$$w_{(S)j} = [w_{ij} : \ i \in S].$$

The error events at decoder $k$ are:

$$E_{k0} = \bigcup_{j=1}^B \cap l_{kj}, E_{0(kj)}^{c}(l_{kj})$$

$$E_{k1} = (\cap_{j=1}^B E_{1(kj)}(1, 1, 1))^c$$

$$E_{k2} = \cup_{(w_B^{(k)j} \neq w_B^{(kj)})} \cup_{a} \cap_{j=1}^B E_{1(kj)}(w_j, l_{j-1}, l_j)$$

The error event $E_k = \bigcup_{j=0}^B E_{kj}$ at node $k$ thus satisfies

$$\Pr[E_k] \leq \Pr[E_{k0}] + \Pr[E_{k1}] + \Pr[E_{k2}]$$

where we have used the union bound.

Also, we have

$$\Pr[E_{k1}] = \Pr[(\cap_{j=1}^B E_{1(kj)}(1, 1, 1))^c]$$

$$= \Pr[\bigcup_{j=1}^B E_{1(kj)}(1, 1, 1)]$$

$$\leq \sum_{j=1}^B \Pr[E_{1(kj)}^{c}(1, 1, 1)]$$

$$\leq B \cdot \delta_{\varepsilon_1}(n)$$

$$= \delta_{\varepsilon_1}(n, B)$$

(78)

where ($\alpha$) follows because $\Pr[E_{1(kj)}^{c}(1, 1, 1)] \leq \delta_{\varepsilon_1}(n)$, which goes to zero as $n \to \infty$, for $j = 1, \ldots, B$ [20].

To bound $\Pr[E_{k2}]$, for each $(w_j, l_{j-1})$, we define

$$S_j(w_j, l_{j-1}) = \{i \in K : w_{ij} \neq 1 \text{ or } l_{i(j-1)} \neq 1\}$$

(79)

and write $S_j = S_j(w_j, l_{j-1})$. Observe that for $j = 1, \ldots, B$:

- $(X_{S_j}, \tilde{Y}_{S_j})$ is independent of $(X_{S_j'}, \tilde{Y}_{S_j'})$ in the random coding experiment;
- the $(X_{ij}, \tilde{Y}_{ij})$, $i \in S_j$, are mutually independent.

We have (see (31) and (32)):

$$\Pr[E_{1(kj)}(w_j, l_{j-1}, l_j)] \leq P_{(kj)}(S_j)$$

(80)

where

$$P_{(kj)}(S_j) = \begin{cases} 2^{-n(l_{kj} - \delta_{\varepsilon_1}(n))} & \text{if } S_j \neq \emptyset \\ 1 & \text{otherwise} \end{cases}$$

(81)

and $\delta_{\varepsilon_1}(n) \to 0$ as $n \to \infty$. 

Fig. 16. Outage probabilities for a TWRC with Rayleigh fading.
By the union bound, we have

$$
\Pr[E_{kl}] \leq \sum_{w_B} \sum_{w_{B}^c \neq 1} \prod_{j=1}^{B-1} \Pr[E_{1(kj)}(w_j, l_{j-1}, l_j)]
$$

(a) follows because the codebooks are independent and the channel is memoryless

(b) follows by adding \( w_{D_k}^B = 1, w_{D_k}^B \)

(c) follows from (80) and because (see (78))

$$
\Pr[\cap_{j=1} E_{1(kj)}(1, 1, 1)] = \prod_{j=1}^{B} \Pr[E_{1(kj)}(1, 1, 1)]
$$

$$
= 1 - \Pr((\cap_{j=1} E_{1(kj)}(1, 1, 1))^c)
$$

$$
\geq 1 - \delta_e(n, B)
$$

(d) follows because \( P_{kj}(S_j) \) depends only on \( S_j \) which in turn depends only on \( (w_j, l_{j-1}) \)

(e) follows from (81)

(f) follows from (33).

Performing the same steps as in (35) and (36), we require

$$
Rs < I_{S_k}^n(k)
$$

(84)

for all subsets \( S \subset K \) such that \( k \in S^c \) and \( S \neq \emptyset \). We can again split the bounds in (84) into two classes:

Class 1: \( S \cap D_k \neq \emptyset \)

Class 2: \( S \cap D_k = \emptyset \) or equivalently \( S \subseteq \tilde{D}_k \)

and show that the constraints in (86) at node \( k \) are redundant with the same argument used for backward decoding. By the union bound, the error probability for all destinations tends to zero as \( n \to \infty \) if the rate tuple \( (R_1, \ldots, R_K) \) satisfies (12) for all subsets \( S \subset K \) such that \( k \in S^c \) and \( S \neq \emptyset \), and for any joint distribution that factors as (13).

### Appendix B

**Backward Decoding for the Two-Relay Channel Without Block Markov Coding**

The coding scheme is the same as in Example 4 except that no BMC is used (see Table III). We show how to recover the rate (56) with independent inputs and with 2 different backward decoders.

**Decoding at Relays:**

1) Node 2. For \( j = 1, \ldots, B \), node 2 tries to find a \( \hat{w}_j \) that satisfies

$$
(x_1(\hat{w}_j), x_2(w_{j-1}), y_{2j}) \in \mathcal{T}_n^n(P_{X_1,X_2Y_2}).
$$

(87)

Node 2 can reliably decode \( w_j \) if

$$
R < I(X_1; Y_2|X_2) - \delta_e(n)
$$

(88)

where \( \delta_e(n) \to 0 \) as \( n \to \infty \) (see (20)).

2) Node 3. For \( j = 1, \ldots, B+1 \), node 3 finds an \( l_j \) such that

$$
(y_{3j}(l_j|l_{j-1}), x_{3j}(l_{j-1}), y_{3j}) \in \mathcal{T}_n^n(P_{Y_2X_3Y_3}).
$$

(89)

if

$$
R > I(Y_3; Y_3|X_3) + \delta_e(n)
$$

(90)

where \( \delta_e(n) \to 0 \) as \( n \to \infty \) (see (20)).

**Backward Decoding at the destination:** Let \( \epsilon_1 > \epsilon \).

**Decoder:**

1) Miltihop \( l_{B+1} \) to node 4 in blocks \( B + 2 \) to \( B + 3 \).

2) For \( j = B, \ldots, 1 \), node 4 declares \( (w_j, l_j) = (\hat{w}_j, \hat{l}_j) \), if there is a unique pair \( (\hat{w}_j, \hat{l}_j) \) satisfying the following typicality checks in both blocks \( j + 1 \) and \( j \):

$$
x_{1(j+1)}(w_{j+1}), x_{2(j+1)}(\hat{w}_j), x_{3(j+1)}(\hat{l}_j),
$$

$$
y_{3(j+1)}(l_{j+1}l_j), y_{4(j+1)} \in \mathcal{T}_n^n(P_{X_1X_2X_3Y_4}).
$$

(91)
and
\[(x_{ij}(w_j), y_{aj}) \in T^a_e(P_{X_i,Y_i}) \tag{92}\]
where \(w_{j+1}\) and \(l_{j+1}\) have already been reliably decoded from the previous block \(j+1\).

Similar analysis as in Theorem \[1\] shows that node 4 can reliably recover \((w_j, l_j)\) if
\[R < I(X_1; Y_4) + I(X_2; Y_3|X_1X_3) \tag{93}\]
\[R < I(X_1X_2; Y_4) - I(\hat{Y}_3; Y_3|X_1X_2X_3Y_4) \tag{94}\]
\[0 \leq I(X_3; Y_4|X_1X_2) - I(\hat{Y}_3; Y_3|X_1X_2X_3Y_4) \tag{95}\]
If the constraint \[95\] is violated, then the rate bound \[94\] becomes
\[R < I(X_1X_2; Y_4) \tag{96}\]
which is a stronger bound than \[93\] and can be achieved with \(\text{SNNC-DF}\) by treating \(X_3\) as noise. Thus, we may ignore \[95\].

**Decoder 2:**
\[1\) Multihop \(l_{B+1}\) and \(l_B\) to node 4 in blocks \(B+2\) to 
\(B+5\).
\[2\) For \(j = B, \ldots, 1\), node 4 declares \((w_j, l_{j-1}) = (\hat{w}_j, \hat{l}_{j-1})\), if there is a unique pair \((\hat{w}_j, \hat{l}_{j-1})\) satisfying the following typicality checks in both blocks \(j+1\) and \(j\):
\[
(x_{1(j+1)}(w_{j+1}), x_{2(j+1)}(w_j), x_{3(j+1)}(l_j), \hat{y}_{3(j)}(l_{j+1}|l_j), y_{4(j+1)}) \in T^a_e(P_{X_1X_2X_3Y_4}) \tag{97}
\]
and
\[
(x_{1j}(w_j), x_{3j}(l_{j-1}), \hat{y}_{3j}(l_{j}|l_{j-1}), y_{4j}) \in T^n_e(P_{X_1X_2Y_3}) \tag{99}
\]
where \(w_{j+1}, l_j\) and \(l_{j+1}\) have already been reliably decoded from the previous block \(j+1\).

Node 4 can reliably recover \((w_j, l_{j-1})\) if
\[R < I(X_1X_2; \hat{Y}_3Y_4|X_3) \tag{100}\]
\[R < I(X_1X_2X_3; Y_4) - I(\hat{Y}_3; Y_3|X_1X_2X_3Y_4) \tag{101}\]
\[0 \leq I(X_3; Y_4|X_1X_2) - I(\hat{Y}_3; Y_3|X_1X_2X_3Y_4) \tag{102}\]
If the constraint \[102\] is violated, then the rate bound \[101\] becomes
\[R < I(X_1; Y_4) + I(X_2; \hat{Y}_3Y_4|X_1X_3) \tag{103}\]
and the resulting \(R\) can be achieved by using decoder 1 (see \[93\]). Thus, with the combination of both decoders, we may ignore \[102\] and achieve the rate \[56\].

**Remark 7:** Sliding window decoding with 2 different decoders also recovers the rate \[56\] for independent \(X_1\) and \(X_2\) and enjoys a smaller decoding delay.

**Appendix C**

**Rates and Outage for Gaussian Networks**

In the following, let \(C(x) = \log_2(1 + x)\), \(x \geq 0\).

**A. Relay Channels**

1) No Fading: The achievable rates \(R\) with DF and CF-S are given in \[3\]. The SNNC and LNNC rates are simply the CF-S rate. The SNNC-DF rate is the larger of the SNNC and DF rates.

2) Slow Rayleigh Fading: Define the events
\[D_{DF} = \left\{ R_{\text{DF}} < C \left( |G_{12}|^2 P_1 (1 - |\beta|^2) \right) \right\} \tag{104}\]
\[D_{\text{CF-S}1} = \left\{ R_{\text{DF}} < C \left( \frac{|G_{23}|^2 P_2}{1 + |G_{13}|^2 P_1} \right) \right\} \tag{104}\]
\[D_{\text{CF-S}2} = \left\{ R_{\text{DF}} < C \left( \frac{1}{\sigma^2} + \frac{|G_{12}|^2 P_1}{\sigma^2(1 + |G_{13}|^2 P_1)} \right) \right\} \tag{104}\]
where \(|\beta|^2\) is the fraction of power allocated by source 1 to sending new messages. The optimal \(\beta\), \(R_{\text{DF}}\) and \(\sigma^2\) are calculated numerically.

The DF, CF-S, SNNC and SNNC-DF rates are
\[R_{\text{DF}} = a_1 \]
\[R_{\text{CF-S}} = b_1 \]
\[R_{\text{SNNC}} = c_1 \]
\[R_{\text{SNNC-DF}} = \begin{cases} R_{\text{DF}} & \text{if } D_{\text{DF}} \text{ occurs} \\ R_{\text{SNNC}} & \text{otherwise} \end{cases} \tag{105}\]

\[a_1 = \min \left\{ C \left( |G_{12}|^2 P_1 (1 - |\beta|^2) \right), C \left( |G_{13}|^2 P_1 + |G_{23}|^2 P_2 + 2 |G_{13}|^2 P_1 \sqrt{P_1 P_2} \right) \right\} \tag{106}\]
\[b_1 = \begin{cases} C \left( |G_{12}|^2 P_1 + |G_{23}|^2 P_2 \right) & \text{if } D_{\text{CF-S}1} \cap D_{\text{CF-S}2} \\ C \left( |G_{13}|^2 P_1 \right) & \text{if } D_{\text{CF-S}1} \cap D_{\text{CF-S}2} \end{cases} \tag{106}\]
\[c_1 = \begin{cases} C \left( |G_{12}|^2 P_1 + |G_{23}|^2 P_2 \right) & \text{if } D_{\text{SNNC}} \\ C \left( |G_{13}|^2 P_1 \right) & \text{otherwise} \end{cases} \tag{106}\]

and \(\Re\{x\}\) is the real part of \(x\) and \(x^*\) is the complex conjugate of \(x\).

**Remark 8:** For SNNC, event \(D_{\text{SNNC}}\) means that
\[I(X_2; Y_3|X_1) - I(\hat{Y}_2; Y_2|X_1X_2Y_3) \geq 0 \tag{107}\]
and the destination can reliably recover \(X_2\) and \(Y_2\) jointly which helps to decode \(X_1\). Otherwise the destination should treat \(X_2\) as noise to get a better rate (see Theorem \[1\]). Similarly, for CF-S the events \(D_{\text{CF-S}1}\) and \(D_{\text{CF-S}2}\) mean that both \(X_2\) and \(Y_2\) can be decoded in a step-by-step fashion \[11\]. If \(D_{\text{CF-S}1}\) and \(D_{\text{CF-S}2}\) occur, then \(X_2\) can be recovered which removes interference at the receiver. Otherwise the relay signal should be treated as noise.

As recognized in \[28\], one drawback of DF is that if the source-relay link happens to be weak and the relay tries to decode, then the rate suffers. Hence the relay should decode only if the source-relay link is strong enough to support \(R_{\text{DF}}\), i.e., if event \(D_{\text{DF}}\) occurs. Otherwise, the relay should perform
CF-S or QF. Different choices of relay operations depending on the channel conditions lead to the achievable rates with SNNC-DF:

The outage probabilities are as follows:

\[ P_{DF}^{out} = \Pr[R_{DF} < \bar{R}] \]
\[ P_{CF-S}^{out} = \Pr[R_{CF-S} < \bar{R}] \]
\[ P_{SSNC}^{out} = \Pr[R_{SSNC} < \bar{R}] \]
\[ P_{SNCC-DF}^{out} = \Pr[R_{SNCC-DF} < \bar{R}] \]  

(108)

**B. Two-Relay Channels**

1) **No Fading:** The achievable DF rates are \[ \text{[3] Theorem 1} \]

\[ R_{DF} < \min \{ R_{DF1}, R_{DF2} \} \]  

(109)

where

\[ R_{DF1} = \min \{ a_{21}, a_{22}, a_{23} \} \]
\[ R_{DF2} = \min \{ b_{21}, b_{22}, b_{23} \} \]  

(110)

with

\[ a_{21} = C (|\beta_1|^2 |G_{12}|^2 P_1) \]
\[ a_{22} = C ((1-|\beta_3|^2) |G_{13}|^2 P_3 + |\gamma_1|^2 |G_{23}|^2 P_2 \]
\[ + 2\Re\{\beta_2 G_{12}^* (\gamma_1 G_{23})^* \} \sqrt{P_1 P_3} \]
\[ a_{23} = C (|G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \]
\[ + 2\Re\{\beta_3 G_{14}^* (\gamma_1 G_{24})^* \} \sqrt{P_1 P_3} \]
\[ + 2\Re\{\beta_3 G_{14}^* G_{24}^* \} \sqrt{P_1 P_3} \]
\[ b_{21} = C (|\beta_1|^2 |G_{13}|^2 P_1) \]
\[ b_{22} = C ((1-|\beta_3|^2) |G_{12}|^2 P_2 + |\gamma_1|^2 |G_{32}|^2 P_3 \]
\[ + 2\Re\{\beta_2 G_{12}^* (\gamma_1 G_{32})^* \} \sqrt{P_1 P_3} \]
\[ b_{23} = C (|G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \]
\[ + 2\Re\{\beta_2 G_{14}^* (\gamma_1 G_{34})^* \} \sqrt{P_1 P_3} \]
\[ + 2\Re\{\beta_2 G_{14}^* G_{34}^* \} \sqrt{P_1 P_3} \]  

(111)

where \( \sum_{i=1}^{3} |\beta_i|^2 = 1 \) and \( \sum_{i=1}^{2} |\gamma_i|^2 = 1 \) and the optimal power allocation parameters are calculated numerically.

The CF-S rates are (see \[ \text{[3] Theorem 2} \] with \( U_1 = 0, i = 2, 3 \))

\[ R_{CF-S} < c_{21} \]  

(112)

subject to

\[ g_2 \leq d_2, \ h_2 \leq e_2, \ i_2 \leq f_2 \]

where

\[ c_{21} = C \left( \frac{|G_{12}|^2 P_1}{1 + \sigma_2^2} + \frac{|G_{13}|^2 P_3}{1 + \sigma_3^2} + \frac{|G_{14}|^2 P_1}{1 + \sigma_3^2} \right) \]
\[ d_2 = C \left( \frac{|G_{24}|^2 P_2}{1 + |G_{14}|^2 P_1} \right) \]
\[ e_2 = C \left( \frac{|G_{34}|^2 P_3}{1 + |G_{14}|^2 P_1} \right) \]
\[ f_2 = C \left( \frac{|G_{24}|^2 P_2 + |G_{34}|^2 P_3}{1 + |G_{14}|^2 P_1} \right) \]

\[ g_2 = C \left( \frac{1 + |G_{14}|^2 P_1}{\sigma_2^2 (1 + \sigma_3^2)} \right) \]
\[ h_2 = C \left( \frac{1 + \frac{|G_{14}|^2 P_1}{\sigma_3^2 (1 + \sigma_3^2)}}{1 + |G_{14}|^2 P_1} \right) \]
\[ i_2 = C \left( \frac{1 + \sigma_2^2 + \sigma_3^2}{\sigma_2^2 \sigma_3^2} + \frac{|G_{12}|^2 P_1 (1 + \sigma_2^2) + |G_{13}|^2 P_1 (1 + \sigma_3^2)}{|G_{12}|^2 P_1 (1 + \sigma_2^2) + |G_{14}|^2 P_1} \right) \].  

(113)

The optimal \( \hat{\sigma}_2^2 \) and \( \hat{\sigma}_3^2 \) are calculated numerically.

Referring to Theorem \[ \text{[3]} \] the achievable SNNC rates are

\[ R_{SNNC} < \min \{ c_{21}, j_{21}, j_{22}, j_{23} \} \]  

(114)

where

\[ j_{21} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + \frac{|G_{13}|^2 P_3 + |G_{34}|^2 P_3}{1 + \sigma_3^2} \right) \]
\[ - P_1 P_3 (|G_{13}|^2 |G_{24}|^2 + |G_{14}|^2 |G_{23}|^2) \]
\[ - 2\Re\{G_{13} G_{24} G_{14} G_{23}^* P_1 P_2 \} - C \left( \frac{1}{\sigma_3^2} \right) \]
\[ j_{22} = C \left( |G_{14}|^2 P_1 + |G_{34}|^2 P_3 + \frac{|G_{12}|^2 P_1 + |G_{32}|^2 P_3}{1 + \sigma_2^2} \right) \]
\[ + P_1 P_3 (|G_{13}|^2 |G_{24}|^2 + |G_{14}|^2 |G_{32}|^2) \]
\[ - 2\Re\{G_{12} G_{34} G_{14} G_{32}^* P_1 P_3 \} - C \left( \frac{1}{\sigma_2^2} \right) \]
\[ j_{23} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) \]
\[ - C \left( \frac{1 + \sigma_2^2 + \sigma_3^2}{\sigma_2^2 \sigma_3^2} \right) \].  

(115)

where \( c_{21} \) is defined in \[ \text{[13]} \]. The optimal \( \hat{\sigma}_2^2 \) and \( \hat{\sigma}_3^2 \) are calculated numerically.

If one relay uses DF and the other uses QF, rates satisfying

\[ R_{DQF} < \max \{ R_{DQF1}, R_{DQF2} \} \]  

(116)

can be achieved, where

\[ R_{DQF1} = \min \{ k_{21}, k_{22}, k_{23} \} \]
\[ R_{DQF2} = \min \{ l_{21}, l_{22}, l_{23} \} \]
Referring to Theorem 2, SNNC-DF achieves rates satisfying

\[ D = D_{\text{CF-S}} = D_{\text{DFV}} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + 2R\{\theta G_{14} G_{24}^*\} \right) \sqrt{P_1 P_2} \]

\[ \left( \frac{1 - |\theta|^2}{1 + |G_{32}|^2 P_3} \right) \]

\[ + \left( \frac{1 - |\theta|^2}{1 + |G_{12}|^2 P_3 + 2R\{\theta G_{12} G_{32}^*\} \sqrt{P_1 P_3} \right) \]

\[ \left( \frac{1 - |\theta|^2}{1 + |G_{12}|^2 P_3 + 2R\{\theta G_{12} G_{32}^*\} \sqrt{P_1 P_3} \right) \]

\[ + \left( \frac{1 - |\theta|^2}{1 + |G_{12}|^2 P_3 + 2R\{\theta G_{12} G_{32}^*\} \sqrt{P_1 P_3} \right) \]

\[ - \left( \frac{1 - |\theta|^2}{1 + |G_{12}|^2 P_3 + 2R\{\theta G_{12} G_{32}^*\} \sqrt{P_1 P_3} \right) \]

\[ l_23 = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) \]

\[ + 2R\{\theta G_{14} G_{34}^*\} \sqrt{P_1 P_3} - C \left( \frac{1}{1 + |G_{32}|^2 P_3} \right) \]

where \( 0 \leq |\theta|^2 \leq 1 \) and the optimal \( \theta, \sigma_2^2, \text{and} \sigma_3^2 \) for \( R_{\text{DFQ1}} \) and \( R_{\text{DFQ2}} \) are calculated numerically.

Referring to Theorem 1, the SNNC rates are

\[ R_{\text{SNNC}} = \begin{cases} 
\min \{ c_{21}, j_{21}, j_{22}, j_{23} \} & \text{if } D_{\text{SNNC1}} \\
\min \{ m_{21}, m_{22} \} & \text{if } D_{\text{SNNC1}} \cap D_{\text{SNNC2}} \\
\min \{ q_{21}, q_{22} \} & \text{if } D_{\text{SNNC1}} \cap D_{\text{SNNC3}} \\
c_{23} & \text{otherwise} 
\end{cases} \]

where

\[ m_{21} = C \left( \frac{P_1(|G_{12}|^2 + (1 + \sigma_2^2)|G_{14}|^2) + P_1 P_3 |G_{14}|^2 |G_{32}|^2}{|G_{24}|^2 P_2 + (1 + \sigma_2^2) (1 + |G_{34}|^2 P_3)} \right) \]

\[ + P_1 P_3 (|G_{12}|^2 |G_{34}|^2 - 2R\{\theta G_{12} G_{34}^* G_{14}^* G_{32}^*\}) \]

\[ q_{21} = C \left( \frac{P_1(|G_{13}|^2 + (1 + \sigma_2^2)|G_{14}|^2) + P_1 P_3 |G_{14}|^2 |G_{23}|^2}{|G_{24}|^2 P_2 + (1 + \sigma_2^2) (1 + |G_{34}|^2 P_3)} \right) \]

\[ + P_1 P_3 (|G_{13}|^2 |G_{24}|^2 - 2R\{\theta G_{13} G_{24}^* G_{14}^* G_{23}^*\}) \]

The SNNC-DF rates are

\[ R_{\text{SNNC-DF}} = \begin{cases} 
R_0 & \text{if } D_{\text{DFV}} \\
R_{\text{DFQ1}} & \text{if } D_{\text{DFV}} \cap D_{\text{DF1}} \\
R_{\text{DFQ2}} & \text{if } D_{\text{DFV}} \cap D_{\text{DF2}} \\
R_{\text{SNNC}} & \text{otherwise} 
\end{cases} \]

where \( \{a_{21}, a_{22}, a_{23}\} \) or \( \{b_{21}, b_{22}, b_{23}\} \) (see (111)) and the choice depends on the statistics of the fading coefficients such that the DF outage probability is minimized.
The outage probabilities are as in \(^{108}\).

C. **Multiple Access Relay Channels**

1) **No Fading:** The DF rate region of the Gaussian MARC is the union of all pairs \((R_1, R_2)\) satisfying \(^{29}\) Sec. 3

\[
R_1 < R_{DF1} = \min \{a_{31}, a_{32}\} \\
R_2 < R_{DF2} = \min \{b_{31}, b_{32}\} \\
R_1 + R_2 < R_{DF3} = \min \{c_{31}, c_{32}\}
\]

(127)

where

\[
a_{31} = C \left( |G_{13}|^2 P_1 (1 - |\beta|^2) \right) \\
a_{32} = C \left( |G_{14}|^2 P_1 + |G_{34}|^2 P_3 \right) + 2 \Re \{\beta G_{14} (\theta_1 G_{34}^*) \} \sqrt{P_1 P_3} \\
b_{31} = C \left( |G_{23}|^2 P_2 (1 - |\gamma|^2) \right) \\
b_{32} = C \left( |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) + 2 \Re \{\gamma G_{24} (\theta_2 G_{34}^*) \} \sqrt{P_2 P_3} \\
c_{31} = C \left( |G_{13}|^2 P_1 (1 - |\beta|^2) + |G_{23}|^2 P_2 (1 - |\gamma|^2) \right) \\
c_{32} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) + 2 \Re \{\beta G_{14} (\theta_1 G_{34}^*) \} \sqrt{P_1 P_3} + 2 \Re \{\gamma G_{24} (\theta_2 G_{34}^*) \} \sqrt{P_2 P_3}
\]

(128)

where \(0 \leq |\beta|^2, |\gamma|^2 \leq 1\) and \(\sum_{i=1}^{2} |\theta_i|^2 = 1\). The optimal power allocation parameters are calculated numerically.

The achievable CF-S rate region is the union of all pairs \((R_1, R_2)\) satisfying \(^{29}\) Sec. 3

\[
R_1 < d_{31} \\
R_2 < e_{31} \\
R_1 + R_2 < f_{31}
\]

(129)

where

\[
d_{31} = C \left( |G_{13}|^2 P_1 + |G_{14}|^2 P_1 \right) \\
e_{31} = C \left( |G_{23}|^2 P_2 + |G_{24}|^2 P_2 \right) \\
f_{31} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + \frac{|G_{13}|^2 P_1 + |G_{23}|^2 P_2}{1 + \hat{\sigma}_3^2} \right) + \frac{P_1 P_2 (|G_{13}|^2 |G_{24}|^2 + |G_{14}|^2 |G_{23}|^2 - 2 \Re \{G_{13} G_{24}^* G_{14}^* G_{23}^* \})}{1 + \hat{\sigma}_3^2}
\]

(130)

for some

\[
\hat{\sigma}_3^2 \geq 1 + (|G_{13}|^2 + |G_{14}|^2) P_1 + (|G_{23}|^2 + |G_{24}|^2) P_2 \frac{|G_{34}|^2 P_3}{|G_{34}|^2 P_3} \\
+ \frac{P_1 P_2 (|G_{13}|^2 |G_{24}|^2 + |G_{14}|^2 |G_{23}|^2 - 2 \Re \{G_{13} G_{24}^* G_{14}^* G_{23}^* \})}{|G_{34}|^2 P_3}
\]

Referring to Theorem 1 the SNNC rate region is the union of all pairs \((R_1, R_2)\) satisfying

\[
R_1 < \min \{d_{31}, g_{31}\} \\
R_2 < \min \{e_{31}, h_{31}\} \\
R_1 + R_2 < \min \{f_{31}, i_{31}\}
\]

(131)

where \(d_{31}, e_{31}\) and \(f_{31}\) are defined in \(^{130}\) and

\[
g_{31} = C \left( |G_{14}|^2 P_1 + |G_{34}|^2 P_3 \right) - C \left( \frac{1}{\hat{\sigma}_3^2} \right) \\
h_{31} = C \left( |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) - C \left( \frac{1}{\hat{\sigma}_3^2} \right) \\
i_{31} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 + |G_{34}|^2 P_3 \right) - C \left( \frac{1}{\hat{\sigma}_3^2} \right)
\]

for some \(\hat{\sigma}_3^2 > \frac{1}{|G_{34}|^2 P_3}\). The SNNC-DF rate region is the union of the SNNC and DF rate regions.

2) **Slow Rayleigh Fading:** Define the events

\[
D_{DF} = \begin{cases} 
R_{tar1} < a_{31} \\
R_{tar2} < b_{31} \\
R_{tar1} + R_{tar2} < c_{31}
\end{cases}
\]

\[
D_{CF-S1} = \begin{cases} 
R_{3(bin)} < C \left( \frac{|G_{34}|^2 P_3}{1 + |G_{14}|^2 P_1 + |G_{24}|^2 P_2} \right)
\end{cases}
\]

\[
D_{CF-S2} = \begin{cases} 
R_{3(bin)} \geq C \left( \frac{1}{\hat{\sigma}_3^2} + \frac{\hat{\sigma}_3^2}{\hat{\sigma}_3^2 + \frac{1}{\hat{\sigma}_3^2}} \left( \frac{|G_{14}|^2 P_1 + |G_{24}|^2 P_2}{1 + |G_{14}|^2 P_1 + |G_{24}|^2 P_2} \right) \right) \\
+ \frac{P_1 P_2 (|G_{13}|^2 |G_{24}|^2 + |G_{14}|^2 |G_{23}|^2)}{\hat{\sigma}_3^2 (1 + |G_{14}|^2 P_1 + |G_{24}|^2 P_2)} \\
- \frac{P_1 P_2 \Re \{G_{13} G_{24}^* G_{14}^* G_{23}^* \}}{\hat{\sigma}_3^2 (1 + |G_{14}|^2 P_1 + |G_{24}|^2 P_2)}
\end{cases}
\]

\[
D_{SNNC} = \left\{ \hat{\sigma}_3^2 \geq \frac{1}{|G_{34}|^2 P_3} \right\}
\]

(132)

The DF rate region of the Gaussian MARC is the union of all rate pairs \((R_1, R_2)\) satisfying \(^{127}\). The CF-S rate region is the union of all \((R_1, R_2)\) satisfying \(^{29}\)

\[
R_1 < R_{CF1} = \begin{cases} 
d_{31} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
d_{32} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
d_{33} & \text{otherwise}
\end{cases}
\]

\[
R_2 < R_{CF2} = \begin{cases} 
e_{31} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
e_{32} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
e_{33} & \text{otherwise}
\end{cases}
\]

\[
R_1 + R_2 < R_{CF3} = \begin{cases} 
f_{31} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
f_{32} & \text{if } D_{CF-S1} \cap D_{CF-S2} \\
f_{33} & \text{otherwise}
\end{cases}
\]

(133-135)

where

\[
d_{32} = C \left( |G_{14}|^2 P_1 \right) \\
e_{33} = C \left( |G_{24}|^2 P_2 \right) \\
f_{33} = C \left( |G_{14}|^2 P_1 + |G_{24}|^2 P_2 \right)
\]

(136)

If both \(D_{CF-S1}\) and \(D_{CF-S2}\) occur, then the relay bin and quantization indices can be decoded. If only \(D_{CF-S1}\) occurs, then only the bin index can be recovered.
Referring to Theorem III the SNNC rate region is the union of all pairs \((R_1, R_2)\) satisfying

\[
R_1 < R_{\text{SNNC}} = \begin{cases} 
\min \{d_{31}, g_{31}\} & \text{if } D_{\text{SNNC}} \\
\frac{2}{3} & \text{otherwise}
\end{cases}
\]

\[
R_2 < R_{\text{SNNC}} = \begin{cases} 
\min \{e_{31}, h_{31}\} & \text{if } D_{\text{SNNC}} \\
\frac{2}{3} & \text{otherwise}
\end{cases}
\]

\[
R_1 + R_2 < R_{\text{SNNC}} = \begin{cases} 
\min \{f_{31}, i_{31}\} & \text{if } D_{\text{SNNC}} \\
\frac{2}{3} & \text{otherwise}.
\end{cases}
\]

The event \(D_{\text{SNNC}}\) means that the destination should decode the relay signal to achieve better performance.

The SNNC-DF rate region is the union of all \((R_1, R_2)\) satisfying

\[
R_1 < R_{\text{SNNC-DF1}} = \begin{cases} 
R_{\text{DF1}} & \text{if } D_{\text{DF}} \\
R_{\text{SNNC1}} & \text{otherwise}
\end{cases}
\]

\[
R_2 < R_{\text{SNNC-DF2}} = \begin{cases} 
R_{\text{DF2}} & \text{if } D_{\text{DF}} \\
R_{\text{SNNC2}} & \text{otherwise}
\end{cases}
\]

\[
R_1 + R_2 < R_{\text{SNNC-DF3}} = \begin{cases} 
R_{\text{DF3}} & \text{if } D_{\text{DF}} \\
R_{\text{SNNC3}} & \text{otherwise}.
\end{cases}
\]

If \(D_{\text{DF}}\) occurs, then the relay should decode which will remove interference at the relay. Otherwise, the relay should perform QF to avoid unnecessarily lowering the rates.

Let \(R_{\text{tar3}} = R_{\text{tar1}} + R_{\text{tar2}}\). The outage probabilities are:

\[
P_{\text{out,DF}} = \text{Pr}\{R_{\text{DF1}} < R_{\text{tar1}}\} + \{R_{\text{DF2}} < R_{\text{tar2}}\} + \{R_{\text{DF3}} < R_{\text{tar3}}\}
\]

\[
P_{\text{out,CF-S}} = \text{Pr}\{R_{\text{CF-S1}} < R_{\text{tar1}}\} + \{R_{\text{CF-S2}} < R_{\text{tar2}}\}
\]

\[
P_{\text{out,SNNC}} = \text{Pr}\{R_{\text{SNNC1}} < R_{\text{tar1}}\} + \{R_{\text{SNNC2}} < R_{\text{tar2}}\}
\]

\[
P_{\text{out,SNNC-DF}} = \text{Pr}\{R_{\text{SNNC-DF1}} < R_{\text{tar1}}\} + \{R_{\text{SNNC-DF2}} < R_{\text{tar2}}\}
\]

\[
P_{\text{out,SNNC-DF3}} = \text{Pr}\{R_{\text{SNNC-DF3}} < R_{\text{tar3}}\}
\]

### D. Two-Way Relay Channels

1) No Fading: The DF rate region for the Gaussian TWRC is the union of all \((R_1, R_2)\) satisfying

\[
R_1 < R_{\text{DF1}} = \min \{a_{41}, a_{42}\}
\]

\[
R_2 < R_{\text{DF2}} = \min \{b_{41}, b_{42}\}
\]

\[
R_1 + R_2 < R_{\text{DF3}} = c_{41}
\]

where

\[
a_{41} = C \left(\left|G_{13}\right|^2 P_1 (1 - \left|\theta_2\right|^2)\right)
\]

\[
a_{42} = C \left(\left|G_{12}\right|^2 P_1 + \left|G_{32}\right|^2 P_3 (1 - \left|\theta_1\right|^2)\right)
\]

\[
b_{41} = C \left(\left|G_{23}\right|^2 P_2 (1 - \left|\gamma\right|^2)\right)
\]

\[
b_{42} = C \left(\left|G_{21}\right|^2 P_2 + \left|G_{31}\right|^2 P_3 (1 - \left|\theta_1\right|^2)\right)
\]

\[
c_{41} = C \left(\left|G_{13}\right|^2 P_1 (1 - \left|\theta_2\right|^2) + \left|G_{23}\right|^2 P_2 (1 - \left|\gamma\right|^2)\right)
\]

where \(0 \leq \left|\theta_2\right|^2, \left|\gamma\right|^2 \leq 1\) and \(\sum_{i=1}^2 \left|\theta_i\right|^2 = 1\). The optimal power allocation parameters are calculated numerically.

The CF-S rate region [50] Proposition 4] is the union of all \((R_1, R_2)\) satisfying

\[
R_1 < d_{41}
\]

\[
R_2 < e_{41}
\]

where

\[
d_{41} = C \left(\left|G_{12}\right|^2 P_1 + \left|G_{31}\right|^2 P_3 \left(1 + \frac{1}{\sigma_2^2}\right)\right)
\]

\[
e_{41} = C \left(\left|G_{21}\right|^2 P_2 + \left|G_{23}\right|^2 P_2 \left(1 + \frac{1}{\sigma_3^2}\right)\right)
\]

for some \(\sigma_2^2 > 0\). The SNNC-DF rate region is the union of the DF and SNNC rate regions.

2) Slow Rayleigh Fading: Define the events

\[
D_{\text{DF}} = \begin{cases} 
R_{\text{tar1}} < a_{41} \\
R_{\text{tar2}} < b_{41} \\
R_{\text{tar1}} + R_{\text{tar2}} < c_{41}
\end{cases}
\]

\[
D_{\text{CF-S11}} = \begin{cases} 
R_{\text{3(bin)}} < C \left(\frac{\left|G_{31}\right|^2 P_3}{1 + \left|G_{21}\right|^2 P_2}\right)
\end{cases}
\]

\[
D_{\text{CF-S12}} = \begin{cases} 
R_{\text{3(bin)}} \geq C \left(\frac{1}{\sigma_2^2} + \frac{\left|G_{23}\right|^2 P_2}{\left|G_{21}\right|^2 P_2}\right)
\end{cases}
\]

\[
D_{\text{CF-S21}} = \begin{cases} 
R_{\text{3(bin)}} < C \left(\frac{\left|G_{32}\right|^2 P_3}{1 + \left|G_{12}\right|^2 P_1}\right)
\end{cases}
\]

\[
D_{\text{CF-S22}} = \begin{cases} 
R_{\text{3(bin)}} \geq C \left(\frac{1}{\sigma_3^2} + \frac{\left|G_{13}\right|^2 P_2}{\left|G_{12}\right|^2 P_1}\right)
\end{cases}
\]

\[
D_{\text{SNNC1}} \geq \frac{1}{\left|G_{32}\right|^2 P_3}
\]

\[
D_{\text{SNNC2}} \geq \frac{1}{\left|G_{31}\right|^2 P_3}
\]

\[
\sigma_2^2 \geq \left|G_{23}\right|^2 P_2
\]

\[
\sigma_3^2 \geq \left|G_{21}\right|^2 P_2
\]
The DF region is the union of all \((R_1, R_2)\) satisfying (140).
The CF-S region is the union of all \((R_1, R_2)\) satisfying
\[
R_1 < R_{\text{CF-S}_1} =
\begin{cases}
    d_{41} & \text{if } D_{\text{CF-S}_1} \cap D_{\text{CF-S}_2} \\
    d_{42} & \text{if } D_{\text{CF-S}_1} \cap D_{e_{\text{CF-S}_2}} \\
    d_{43} & \text{otherwise}
\end{cases}
\]
\[
R_2 < R_{\text{CF-S}_2} =
\begin{cases}
    e_{41} & \text{if } D_{\text{CF-S}_1} \cap D_{\text{CF-S}_2} \\
    e_{42} & \text{if } D_{\text{CF-S}_1} \cap D_{e_{\text{CF-S}_2}} \\
    e_{43} & \text{otherwise}
\end{cases}
\] (144)

where
\[
d_{42} = C \left( \left| G_{12} \right|^2 P_1 \right) \\
e_{42} = C \left( \left| G_{21} \right|^2 P_2 \right) \\
d_{43} = C \left( \left| G_{32} \right|^2 P_3 \right) \\
e_{43} = C \left( \left| G_{31} \right|^2 P_3 \right)
\]

The optimal \(R_{3\text{bin}}\) and \(d_2^2\) are calculated numerically.
Referring to Theorem 1, SNNC achieves all pairs \((R_1, R_2)\) satisfying
\[
R_1 < R_{\text{SNNC-1}} =
\begin{cases}
    \min \{d_{41}, g_{41}\} & \text{if } D_{\text{SNNC}-1} \\
    d_{43} & \text{otherwise}
\end{cases}
\] (146)
\[
R_2 < R_{\text{SNNC-2}} =
\begin{cases}
    \min \{e_{41}, h_{41}\} & \text{if } D_{\text{SNNC}-2} \\
    e_{43} & \text{otherwise}
\end{cases}
\] (147)

The SNNC-DF region is the union of the \((R_1, R_2)\) satisfying
\[
R_1 < R_{\text{SNNC-DF}_1} =
\begin{cases}
    R_{\text{DF}} & \text{if } D_{\text{DF}} \\
    R_{\text{SNNC}} & \text{otherwise}
\end{cases}
\] (148)
\[
R_2 < R_{\text{SNNC-DF}_2} =
\begin{cases}
    R_{\text{DF}} & \text{if } D_{\text{DF}} \\
    R_{\text{SNNC}} & \text{otherwise}
\end{cases}
\] (149)

The outage probabilities are:
\[
P_{\text{out}}^{\text{DF}} = \Pr \{ R_{\text{DF}} < R_{\text{tar}} \} \cup \{ R_{\text{DF}} < R_{\text{tar}} \} \\
P_{\text{out}}^{\text{CF}} = \Pr \{ R_{\text{CF-S}} < R_{\text{tar}} \} \cup \{ R_{\text{CF-S}} < R_{\text{tar}} \} \\
P_{\text{out}}^{\text{SNNC}} = \Pr \{ R_{\text{SNNC-1}} < R_{\text{tar}} \} \cup \{ R_{\text{SNNC-2}} < R_{\text{tar}} \} \\
P_{\text{out}}^{\text{SNNC-DF}} = \Pr \{ R_{\text{SNNC-DF}_1} < R_{\text{tar}} \} \cup \{ R_{\text{SNNC-DF}_2} < R_{\text{tar}} \}
\] (150)
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