Sensory and cross-network contributions to response inhibition in patients with schizophrenia
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ABSTRACT

Patients with schizophrenia show response inhibition deficits equal to or greater than those seen in impulse-control disorders, and these deficits contribute to poor outcome. However, little is known about the circuit abnormalities underlying this impairment. To address this, we examined stop signal task performance in 21 patients with schizophrenia and 21 healthy controls using event related potential (ERP) and resting state functional connectivity. Patients showed prolonged stop signal reaction time (SSRT) and reduced N1, N2, and P3 amplitudes compared to controls. Across groups, P3 amplitudes were maximal after SSRT (i.e., after the time associated with the decision to stop occurred), suggesting that this component indexed response monitoring. Multiple regression analyses showed that longer SSRTs were independently related to 1) patient status, 2) reduced N1 amplitude on successful stop trials and 3) reduced anticorrelated resting state functional connectivity between visual and frontoparietal cortical networks. This study used a combined multimodal imaging approach to better understand the network abnormalities that underlie response inhibition in schizophrenia. It is the first of its kind to specifically assess the brain's resting state functional architecture in combination with behavioral and ERP methods to investigate response inhibition in schizophrenia.

1. Introduction

Response inhibition is impaired in schizophrenia (Sz) (Wright et al., 2014; Thakkar et al., 2015; Nolan et al., 2011; Ethridge et al., 2014; Hughes et al., 2012). This is problematic because response inhibition is inversely related to impulsive behavior, and has been shown to be associated with poor outcomes in Sz (Nanda et al., 2015). Further, response inhibition is included in the Research Domain Criteria framework (Cuthbert and Insel, 2010) under the Response Selection: Inhibition/Suppression domain. Effect sizes of impaired response inhibition in Sz as indexed by the stop signal task are greater than in impulse-control disorders such as attention deficit hyperactivity disorder (ADHD) (Lipsyc and Schachar, 2010). Frontostriatal circuits are thought to play an important role in response inhibition, but the network abnormalities that underlie response inhibition pathology in Sz have not been well-characterized.

Response inhibition deficits correlate with poorer outcomes in Sz (Nanda et al., 2015), and we have previously found correlations between SSRT deficits and aggression (Nolan et al., 2011). It is possible that response inhibition deficits are associated with a failure to “put the brakes on”, leading to a release of aggression that could otherwise be managed. Thus, patients with schizophrenia show an increase in impulsive aggression, and that impaired response inhibition contributes to this problem. Similarly, schizophrenia is associated with increased suicidal ideation and behavior. Thus, impaired response inhibition may also contribute to the transition from suicidal ideation to action. Indeed, models of suicidal ideation and behavior include impulsivity as a general risk factor for both phenomena (Klonsky and May, 2014). Response inhibition in schizophrenia likely contributes to 1) poorer community outcomes and 2) behaviors that lead to complications in treatment, increased rates of hospitalization and prolonged hospital stays.

The present study directly addresses this gap in our understanding of networks underlying response inhibition deficits in Sz by using the stop signal task, which indexes response inhibition, and a combined neurophysiological and fMRI/resting state functional connectivity
stimulus. The P3 is considered a component of the visual sensory and frontoparietal task control networks that may be specifically relevant to attention-dependent visual task performance (Yeo et al., 2011). In general, two aspects of RSFC may be considered, within-network connectivity, also termed network homogeneity and between-network connectivity. Here, we evaluated both aspects of RSFC relative to stop signal task performance.

The stop signal task is a dual-task paradigm. The “Go” task requires participants to rapidly press a button following each go signal (75% of trials). The secondary “Stop” task requires participants to withhold a motor response when a stop signal is presented after the go signal (~25% of trials). The time between go- and stop-signal onset (stop signal delay (SSD)), is typically titrated to yield correct inhibition on ~50% of stop trials (Logan and Cowan, 1984). SSD variability allows estimation of the stop signal reaction time (SSRT) (Logan, 1994), which indexes inhibitory processing speed (Logan and Cowan, 1984). Stop signal task performance has been conceptualized as a “horserace” model. In this model, go versus stop processes are thought to engage 2 distinct networks. The go network precipitates the rapid behavioral response and the stop network is involved response inhibition. On stop trials, both networks are engaged. The performance of the participant on stop trials depends on the speed of information transfer within each distinct network (Logan and Cowan, 1984). When the go process takes longer than the SSRT, the participant successfully inhibits the motor response.

Brain networks supporting response inhibition in healthy controls have been previously investigated in event-related potential (ERP) and fMRI studies, providing a strong context within which to interpret the findings of this study. In ERP, a characteristic sequence of components is observed including N1, N2 and P3 peaks. The N1 (~170 ms) ERP component peak over occipital regions and reflects initial activation of extrastriate visual centers by stimuli within the dorsal stream “vision for action” system (Goodeal and Milner, 1992;Di Russo et al., 2002). The N1 is considered a “pre-decision” component and may be followed by an N2 (~220 ms) over frontal sites. The N2 peak is observed in the same time-frame as the SSRT, and is similar to error-related negativity, which has been studied in Sz primarily using go/no-go tasks because it appears to reflect conflict and/or error monitoring processes (Mathalon et al., 2009). A P3 is observed over centroparietal sites ~315 ms post-stimulus. The P3 is considered a “post-decision” component.

Other combined ERP + fMRI studies have shown brain activation deficits during the stop signal task in Sz. Hughes et al. (2012) showed that patients had longer SSRTs, reduced N1 and P3 amplitudes to go and stop signals, and reduced inferior frontal gyrus activation compared to controls. fMRI and lesion studies have demonstrated that response inhibition is supported by the right inferior frontal gyrus (rIFG), presupplementary area (pSMA), subthalamic nucleus, globus pallidus, and thalamus (Aron et al., 2007; Aron et al., 2014; Chambers et al., 2009; Garavan et al., 1999; Rubia et al., 2003). The role of frontoparietal brain networks, which additionally involve inferior parietal lobule activation, have also been emphasized in a number of fMRI studies (Tabu et al., 2011; Hughes et al., 2012; Doods et al., 2011).

RSFC abnormalities may contribute to cognitive and behavioral impairment in Sz. For example, we recently observed that emotionally based impulsivity (urgency) in Sz is associated with lower RSFC between ventral prefrontal and both limbic and executive regions (Hoptman et al., 2014). Similarly, impaired mismatch negativity to emotional tones correlated with lower RSFC between auditory cortex and insula (Kantrowitz et al., 2015). Further, increased attention has also focused on the study of canonical brain networks, including visual networks related to sensory input, and frontoparietal networks that incorporate the rIFG.

Deficits in Sz on higher-order tasks such as the stop signal task have been previously shown to involve both impaired sensory responses to presented stimuli, and aberrant information processing within and between relevant cortical networks. Although sensory dysfunction has been demonstrated for the stop signal task (Hughes et al., 2012), network-level interactions, revealed by RSFC, have not yet been examined in combination with neurophysiological assessments.

Here, we investigated stop signal task performance in Sz, examining behavior, ERPs, as well as relationships among SSRT, ERPs, and RSFC. For RSFC, we examined canonical brain networks and their interactions using Human Connectome Project (HCP) approaches (Yeo et al., 2011). We hypothesized that response inhibition deficits in Sz are mediated by deficits in both sensory function, as reflected in sensory ERP (e.g., N1), and sensory/frontal interaction, as reflected in RSFC analyses.

2. Materials and methods

2.1. Participants

Data were analyzed from 42 participants (21 patients). Of these, 31 (17 patients) had resting state fMRI data. Patients were diagnosed with schizophrenia or schizoaffective disorder, confirmed by the Structured Clinical Interview for DSM-IV-TR. Controls had no major Axis I diagnoses. Participants had no substance use disorders for ≥3 months preceding enrollment. We administered the Positive and Negative Syndrome Scale (PANSS; (Kay et al., 1987)) to rate psychopathology in patients, with scores analyzed using a five factor model (Lindemmeyer et al., 1994). Antipsychotic dosages were converted to chlorpromazine equivalents (Woods, 2003). For ERP, an additional 9 controls and 5 patients were excluded for noisy EEG data, and 1 control and 4 patients did not meet performance criteria adapted from (Congdon et al., 2010). Included and excluded participants did not differ on demographic variables. After all exclusions (see MRI processing section, below), the final sample was 21 patients and 21 controls for ERP and 16 patients and 14 controls for resting state fMRI. The local institutional review board approved all procedures, which were in compliance with the Code of Ethics of the World Medical Association (Declaration of Helsinki). Informed consent was obtained from all individual participants included in the study.

2.2. Procedures

2.2.1. ERP

A 64-channel electrode cap was used to acquire continuous EEG arranged using the Advanced NeuroTechnology recording system (Entschede, The Netherlands), referenced to the nose. Impedances were maintained below 5kΩ throughout the testing session. Data were digitized at 512 Hz. Preprocessing was done using Brain Electrical Source Analysis software (BESA; Grifelimg, Germany). Bad channels were interpolated if possible or eliminated and were limited to ≤9 per subject. The number of interpolated channels did not differ between groups (mean = 4.4 ± 2.6, p = 0.86). Data were imported into EEGLAB (Delorme and Makeig, 2004) and subjected to independent components analysis (ICA) (Makeig et al., 1996) to remove eye-blink and saccade-related components (≤2 per subject). Cleaned data were then re-imported into BESA and rereferenced to common ears.

Extracted epochs ranged from 100 ms pre-stimulus to 700 ms post-stimulus. Epochs were baseline-corrected (baseline: -100 ms to stimulus onset). The ICA is especially effective for removal of blink artifacts, which occur frequently during the tracings. However, they are less effective in removing more infrequent artifacts (e.g. random movements). Such artifacts as well as potential residual blinks must be removed by threshold-based artifact rejection. The result was that BESA
removed < 15% of trials after the ICA step. Normally, rejection rates are much higher. Thus, by using ICA first, we were able to increase the number of trials in our analyses.

Data were then filtered with a high-pass filter (0.5 Hz, 6db/octave), a low-pass filter (40 Hz, 48db/octave), and a notch filter (60 Hz). Based on the scalp topography in healthy controls, ROIs were created for N1 (P3,P4,P7,P8,O1,O2, Oz), N2 (Fz,Cz) and P3s (C3,C4,P3,P4,Cz,Pz). Voltages were averaged across sites for these ROIs.

Participants completed four blocks of a visual stop signal task programmed using Presentation Software (Neurobehavioral Systems, Albany, CA). There were 720 go and 238 stop trials. On each trial, participants saw a fixation followed by an X or O for 1250 ms. On go trials, participants responded with the left (X) or right (O) mouse button using their right hand. On stop trials, a large red square was superimposed on the target for 267 ms. The SSD was initially set at 267 ms and titrated in 50 ms steps to vary task difficulty (range 67–767 ms). SSRT was computed as the difference between median go reaction time (RT) and median SSD.

2.2.2. MRI

Scanning took place at NKI’s Center for Biomedical Imaging and Neuromodulation. We acquired an MPRAGE (TR = 2500 ms, TE = 3.5 ms, TI = 1200 ms, matrix = 256 × 256, FOV = 256 mm, 192 1 mm slices, no gap, acceleration factor = 1 or 2). Blood oxygenation level dependent (BOLD) data were acquired during resting state.

Resting-state data were acquired in a scan with eyes closed (TR = 2000 ms, TE = 30 ms, matrix = 96 × 96, FOV = 240 mm, 34–36 2.8 mm slices, 0.7 mm gap, acceleration factor = 2). Because of differences in the length of resting state scans, they were limited to the first 150 volumes. All participants verified wakefulness during the resting state scan.

It should be noted that the resting state scans were not collected on the same day as the stop signal task recordings. On average, the MRI was done 43.1 ± 393.0 days prior to the ERP session. Time between MRI scans and ERP did not differ between groups (t = −0.34, p = 0.74).

2.3. Image processing

2.3.1. ERP

N1 was defined as the mean amplitude between 135 and 215 ms, N2 as the mean amplitude between 200 and 250 ms, and P3 as the mean positive amplitude between 220 and 450 ms. Stop-related components were time-locked to stop-signal onset. Mean latencies are shown in Supplementary Table 1.

2.3.2. MRI

Resting-state data were processed as in (Hoptman et al., 2014) using Data Processing Assistant for Resting State fMRI – Advanced (DPARSFA, v4.0; Chao-Gan and Yu-Feng, 2010), available at http://www.rfmh.org/DPABI). The first 5 functional volumes were deleted, and the data were motion-corrected. Next, a T1-weighted image was registered to the functional data, linear and quadratic trends were removed from the motion-corrected data, nuisance covariates were applied (24 motion parameters, CSF, and WM signals), data registered to 3 mm MNI standard space, and registered images were smoothed with a 6-mm FWHM kernel. Images were then filtered with a 0.01–0.1 Hz bandpass. To examine RSFC, we used masks from (Yeo et al., 2011). The liberal masks from this distribution were resampled into 3 mm MNI space using nearest neighbor interpolation.

2.3.2.1. Resting state fMRI. To address issues of “micromovements” (Power et al., 2012), framewise displacement (FD; Jenkinson et al., 2002;Power et al., 2012) was a covariate in analyses involving these data (Yan et al., 2013). One patient who was > 2 standard deviations from the mean FD was dropped; the final sample with ERP and RSFC data was 16 patients and 14 controls. To examine absolute vs. relative relationships in RSFC, we analyzed with and without global signal as a nuisance covariate. Mean global signal did not differ between groups, t [28] = −1.34, p = 0.19.

2.4. Statistical analyses

Behavioral and ERP latency differences were evaluated using t-tests. Amplitudes were examined in a repeated-measures Analysis of Variance (ANOVA) with Group (Patient, Control) as a Between-subjects factor and Condition (successful Go, successful Stop, unsuccessful Stop) as a Within-subjects factor. Between-variable relationships were examined using Pearson correlations.

To determine which network interactions were involved in response inhibition, we used the 7 resting state-based networks from Yeo et al. (2011) (ftp://surfer.nmr.mgh.harvard.edu/pub/data/Yeo_JNeurophysiol11_MNI152.zip): visual, somatomotor, dorsal attention, ventral attention, limbic, frontoparietal, and DMN systems.

2.5. Network homogeneity

Within each network, we computed the arctangent-transformed restricted global brain connectivity (Cole et al., 2010;Cole et al., 2011) to measure network homogeneity, further masked by the cross-subject 90% voxel inclusion mask. Restricted network homogeneity refers to the average temporal correlation between each voxel and every other voxel within a given region of interest (network). Analyses were done without global signal-regression (GSR), because GSR may distort Network Homogeneity measures (Hahamy et al., 2014). Global Brain Connectivity was computed as the arc-tangent transformed correlation between each voxel and every other voxel in the 90% inclusion mask. We computed a multivariate ANOVA with Group (Patient, Control) as the between-subject variable, Network as the Within-subject variable and FD as a covariate.

2.6. RSFC analyses

The Yeo et al. (2011) networks were seeds in an RSFC analysis. RSFC values were converted to Fisher Z-scores. To examine the contribution of RSFC network interactions beyond Group and N1 effects, we used multiple regression.

2.7. Neuropsychological data

Neuropsychological data from the WAIS-III (Wechsler, 1997b), WMS-III (Wechsler, 1997a), and the MATRICS Consensus Cognitive Battery (MCCB)(Nuechterlein et al., 2008) were available for a subset of ERP participants (up to 17 patients, 20 controls). We investigated correlations between these tests and N1 amplitude and SSRT.

3. Results

3.1. Behavioral data

By design, groups had similar stop accuracy, with both groups able to inhibit response correctly in ~50% of stop trials, demonstrating effectiveness of the active titration. As expected, despite the similar stop accuracy, patients had lower go accuracy and longer SSRTs than controls (Table 1). Multiple regression analysis showed that the SSRT group effect remained significant after controlling for go accuracy (βSSRT = −2.45, p = 0.019, R2change = 0.12).

Controlling for group membership, go accuracy did not correlate significantly with SSRT (partial βSSRT = −0.17, p = 0.29) but correlated negatively with go RT (partial βRT = −0.35, p = 0.024), suggesting a
speed/accuracy trade-off. Go RT also significantly correlated with stop accuracy, controlling for group (partial $r^2 = 0.39$, $p = 0.01$), suggesting that RTs were slowed to optimize stop performance.

### 3.2. ERP results

Scalp topography and grand average waveforms are shown in Fig. 1B/C for pre-decision and Fig. 2B/C for post-decision componentry. Mean amplitudes are presented in Table 2. Peak latencies (Supplementary Table 1) did not differ by Group for any component.

#### 3.2.1. N1

Patients had lower mean N1 amplitudes across conditions (main effect of Group, $F_{2,39} = 10.20$, $p = 0.003$). Furthermore, N1 s were larger for both successful and unsuccessful stops than go (main effect of Condition, $F_{1.45,56.70} = 56.44$, $p < 0.001$), an effect that was larger in controls than patients (Group x Condition interaction, $F_{1.45,56.70} = 3.88$, $p = 0.039$, Greenhouse-Geisser correction for sphericity). N1 s for go and successful stops are shown in Fig. 1B/C.

Controlling for group, SSRTs positively correlated with N1 s for both successful (Fig. 1C, right) (partial $r^2 = 0.39$, $p = 0.01$, raw $r = 0.52$, $p < 0.001$) and unsuccessful stops (partial $r^2 = 0.34$, $p < 0.03$, raw $r = 0.48$, $p = 0.001$).

#### 3.2.2. N2

N2 peaks were only observed to unsuccessful stops (USTs) (Fig. 2C, left), and amplitudes were larger in controls than patients ($t_{40} = 2.30$, $p = 0.027$). However, the amplitude did not correlate with SSRT or any of the other stop signal task measures. The N2 did not occur approximately at the SSRT latency but after the presumed decision to respond given corticospinal transmission time (~20 ms). We suggest that the N2 marks a transition in processes from stop preparation to detection of stop failure.

---

### Table 1

Demographics and behavioral data.

| Variable           | Patients | Controls | $t$/$F$ | $df$ | $p$  | $d^a$ |
|--------------------|----------|----------|---------|------|------|-------|
| Age (years)        | M (39.8) | M (33.6) | 1.84    | 40   | 0.07 | 0.56  |
| Parental SES       | M (35.8) | M (43.0) | −1.85   | 40   | 0.07 | −0.60 |
| Gender (F/M)       | 2/19     | 5/16     | 0.69    | 1    | 0.41 | −     |
| Handedness (R/L)   | 20/1     | 16/5     | 1.75    | 1    | 0.19 | −     |
| Medication (mg)$^b$| 787.7    | 489.9    | −       | −    | −    | −     |
| Go Accuracy (%)    | M (85.6) | M (95.9) | −3.46   | 29.1 | 0.002| 1.06  |
| Stop Accuracy (%)  | M (54.3) | M (69.9) | −0.46   | 32.7 | 0.65 | 0.14  |
| SSD (ms)$^d$       | 447.3    | 140.9    | −0.40   | 40   | 0.69 | 0.12  |
| Go RT (ms)$^d$     | 733.6    | 137.5    | 1.51    | 40   | 0.14 | 0.47  |
| SSRT (ms)$^e$      | 286.2    | 93.8     | 3.37    | 31.1 | 0.002| 1.04  |
| Stop RT (ms)$^e$   | 637.0    | 114.4    | 1.01    | 40   | 0.32 | 0.32  |

Note. Data presented are for 21 patients and 21 healthy controls.

$^a$ $d$ = Cohen's effect size.

$^b$ CPZ equivalents.

$^c$ Unequal variances.

$^d$ SSD = median stop signal delay.

$^e$ SSRT = median stop signal reaction time.

---

Fig. 1. A) Timeline relative to onset of stop signal. Onset of go and stop stimuli are shown. Left topographic maps shows N1 to successful go for controls, right topographic maps shows N1 to successful stops for controls. B) ERP topography for controls (CN), patients (PT), and controls-patients (Cn-Pt) for N1 component for successful go (left; 0.2 uV/step) and successful stops (right; 0.5 uV/step). Critical electrodes are shown in green. C) Grand average for successful go N1 component (left) and successful stop N1 component (middle). Time windows are shown in gray. Right panel shows correlation between N1 amplitude (successful stops) vs. SSRT.
There was a trend toward a significant main effect of Group (*F*2,40=3.83, *p*=0.057) and a main effect of Condition (*F*1.38,54.99 = 39.74, *p* < 0.001) on P3, as well as a significant Group x Condition interaction (*F*1.38,54.99 = 19.90, *p* < 0.001). Patients had smaller P3s than controls on unsuccessful, and especially successful, stop trials. Successful stop P3s are shown in Fig. 2C, middle. P3 amplitudes were larger for successful than unsuccessful stops (patients: *t*20 = 4.84, *p* < 0.001, controls: *t*20 = 7.33, *p* < 0.001). Controlling for Group, SSRTs negatively correlated with P3 amplitude for successful stop trials (*partial r*39 = −0.41, *p* = 0.008, raw *r*40 = −0.54, *p* < 0.001, Fig. 2C, right).

P3 peak successful stop trial latencies were significantly longer than the SSRT (*t*39 = 6.07, *p* < 0.001). The delay in P3 relative to the SSRT suggests that it reflects response monitoring, rather than pre-response evaluative processes.

3.3. RSFC correlates

3.3.1. Relationships across behavioral, ERP, and RSFC levels

The canonical Yeo et al. networks are shown in Fig. 3A. Network interaction results (with GSR) are shown in Supplementary Table 2. We evaluated network interaction contribution to SSRT using multiple regression, with group and FD in a first step, all pairwise between-network RSFCs added in a second step using stepwise entry, and N1 added in a third step. We chose the N1 component because it occurred prior to the SSRT and therefore may reflect the development of the inhibitory process rather than error processing.

Results are shown in Table 3. In this analysis, patient status, larger N1s, and more negative RSFC between visual and frontoparietal (FP) networks (see Fig. 3C and D) independently predicted shorter SSRT. The other network pairs did not contribute to SSRT variance. The combined model explained 52% of SSRT variance. As a control analysis, we evaluated the potential correlation of SSRT with other between-network connectivities (Supplementary Table 2). Moreover, although significant alterations in RSFC were observed in some network pairs (e.g. dorsal attention network/DMN), no significant correlations with behavior were found.

It is possible that the regression model reflects an interaction between sensory processing and resting state functional connectivity. We
tested this by adding an interaction term to the regression as a 4th step in the regression. This interaction term failed to reach significance ($t = 0.62$, $p = 0.54$). Thus, it appears that sensory processing and between-network resting state functional connectivity independently contribute to SSRT performance.

Patients had significantly lower network homogeneity than controls ($F_{7,21} = 4.24$, $p = 0.005$, partial $\eta^2 = 0.59$, $d = 2.42$) (Cohen, 1988). Whole-brain global brain connectivity also differed between groups ($t^2_{28} = -5.06$, $p < 0.001$), consistent with published results (Hahamy et al., 2014). Each network showed significantly lower network homogeneity in patients than controls ($F_{1,27} > 8.04$, $p < 0.009$, $0.23 < \text{partial } \eta^2 < 0.54$, $1.09 < d < 2.17$, Fig. 3B). Controlling for group, GBC did not correlate with SSRT, N1, N2, nor with P3 amplitudes for successful stops.

Across groups, N1 amplitudes correlated negatively with network homogeneity for the somatomotor, dorsal attention, and ventral attention networks ($r < -0.39$, $p < 0.033$), but these correlations were not significant within group or controlling for group. Similarly, SSRT correlated negatively with network homogeneity for visual, somatomotor, dorsal attention, ventral attention, and default mode networks ($r < -0.40$, $p < 0.027$), but again, these correlations were not significant within group or controlling for group.

When global signal was not used as a covariate in RSFC preprocessing, the results of this regression were not significant for any of the RSFCs suggesting that relative, rather than absolute, connectivity was critical.

### 3.3.2. Cross domain correlations

Visual/FP RSFC correlated negatively with P3 amplitude (partial $r_{27} = -0.45$, $p = 0.015$), and Visual/FP RSFC correlated positively with SSRT (partial $r_{27} = 0.46$, $p = 0.013$). As opposed to the significant correlations between both SSRT and P3 and Visual/FP RSFC networks, no significant correlations were observed between these measures and RSFC between visual and other brain networks ($|\text{partial } r_{27}| < 0.30$).
ps > 0.11). Thus, poorer performance, and reduced P3 amplitude were correlated with greater interaction between visual and FP networks.

3.4. Medication and psychopathology correlates

3.4.1. Medication effects

No correlations between chlorpromazine equivalent medication doses and ERP stop amplitudes were significant (|r_{19}| < 0.43, p > 0.05).

3.4.2. Psychopathology symptoms

Positive PANSS factor scores correlated with SSRT (r_{19} = 0.47, p = 0.031), and with N1 amplitudes to successful go and successful and unsuccessful stop trials (r_{19} > 0.44, ps < 0.044). PANSS Cognitive factor scores correlated negatively with go accuracy (r_{19} = −0.69, p = 0.001) and P3 go amplitude (r_{19} = −0.50, p = 0.02).

3.5. Neuropsychological correlates

Patients performed more poorly than controls on all tests, as expected (data not shown). However, controlling for group, there were no significant correlations between SSRT and neuropsychological performance. N1 amplitude correlated with the working memory index from both the WMS-III and the MATRICS (see Supplementary Table 3).

4. Discussion

This study evaluated network alterations revealed by RSFC that could underlie response inhibition impairment in Sz, and is the first of its kind to do so in combination with ERP methods. In addition to confirming the deficit, two specific predictors of impaired performance were identified: 1) visual N1, which reflects stimulus-driven activation of visual sensory cortex, and 2) reduced strength of functional connectivity between visual and frontoparietal networks. By contrast, although reduced network homogeneity was seen in patients across networks, it did not correlate significantly with performance. In addition to providing evidence for potential mechanisms that could underlie cognitive control impairments in Sz, this study demonstrates the utility of combining neurophysiological measures, which are especially sensitive to cortical “input” dysfunction in Sz, with RSFC, which provided additional information about impaired cortico-cortical interaction.

In the present study, as in prior studies (reviewed in (Javitt, 2009)), patients showed highly significant deficits in visual N1 generation. When simple stimuli such as sine-wave gratings are used to elicit sensory components in Sz, deficits are observed preferentially to low contrast, low spatial frequency stimuli, suggesting differential involvement of the magnocellular visual system (Butler et al., 2005), which projects primarily to the dorsal visual stream. The stimuli in the present study consisted of letters, which contain both low and high spatial frequency information.

Nevertheless, significant engagement of the magnocellular pathway is shown by the activation of extracalcarine visual regions in both ERP topographies. Consistent with the importance of activation of dorsal visual areas, numerically smaller (i.e., less negative) N1 potentials correlated significantly with prolonged SSRT both across groups and within patients alone (Fig. 1C). The dorsal visual stream is preferentially involved in “vision for action” as opposed to “vision for identification” (Goodale and Milner, 1992) and thus may play a critical role in processing information in tasks wherein simple stimulus features are used to determine rapid, stimulus-driven responses.

In addition to sensory contributions, interaction between the visual and frontoparietal networks significantly predicted SSRT performance. Interestingly, RSFC was negative, suggesting that the networks were operating in an anticorrelated manner (i.e., potentially out of phase). Furthermore, greater negative connectivity correlated with better performance.

The importance of the N1 in explaining group differences in performance is highlighted in the multiple regression analysis, where Group was not significant when both N1 and Visual/FP RSFC is included in the model (Table 3). When predicted SSRT values were calculated simply based on the N1 and Visual/FP RSFC measures, a highly significant correlation was observed across the groups (Fig. 3D). Thus, both impaired sensory processing and RSFC may contribute in parallel to cognitive dysfunction in schizophrenia, and parallel neurophysiological and fMRI analyses may be required to better assess these interactions. This independence is supported by the failure to detect a significant N1 X Visual/FP RSFC interaction.

Our electrophysiological data suggest that patients have deficits on response inhibition tasks during both sensory registration and post-decision/monitoring stages. N1 deficits during successful and unsuccessful stop trials suggest impairment in Sz at early stages of sensory processing. These findings are consistent with a large literature suggesting that sensory deficits in Sz contribute to poor cognitive function (Calderone et al., 2012; Dias, 2011; Javitt, 2009) and, as suggested by the current data, to response inhibition deficits. The reduced N2 to unsuccessful stops and reduced P3 to successful stops in patients may reflect reduced response monitoring.

The frontoparietal network has been posited to reflect active, adaptive online cognitive control (Dosenbach et al., 2007). Its relationship to task performance is consistent with prior fMRI studies of the stop task (Tabu et al., 2011; Hughes et al., 2012; Dodds et al., 2011). Here, we evaluated two aspects of frontoparietal connectivity potentially related to impaired response inhibition in schizophrenia: within-network connectivity (network homogeneity), and between-network connectivity. Interestingly, only the between-network connectivity findings were related to task performance. MRI scans were done in no temporal relationship to the ERP which in some ways makes the pattern of results even more impressive. We note that resting state functional connectivity patterns have shown moderate to good long-term stability (Zuo et al., 2010).

Our results thus complement those of Sheffield et al. (2015), who showed that although frontoparietal and cingulo-opercular network homogeneity correlated with neurophysiological performance across schizophrenia and control groups, they did not explain group differences in performance. The present results may suggest that disruption in the dorsal stream between abnormal visual and frontoparietal networks has negative consequences for response inhibition. More generally, they suggest that between-network RSFC interactions may be as or more important than network homogeneity in explaining between-group differences in cognition, and suggest the need for further studies involving sensory processing/RSFC interactions.

This paper utilized networks first proposed by Yeo et al. (2011) based on data from HCP pipeline validation studies. Analyses of high resolution HCP data has further subdivided the cortex into 180 functional domains (Glasser et al., 2016), and further improvements in spatial resolution may lead to even finer parcellations. Nevertheless, the present study demonstrates the utility of measuring even relatively low-resolution networks, and suggests that higher imaging resolutions can achieve more fine-grained analyses of dysfunctional interactions in Sz.

For the present study, we relied primarily on resting state analyses in which we normalized by global signal regression. The ideal approach to normalization of connectivity data is controversial, given potential between-group differences in global signal (Yang et al., 2014) and their possible contribution to negative RSFC values (anticorrelations; Murphy et al., 2009)). However, we found no group difference in the global signal. When nonnormalized data were used, the results were not significant suggesting that relative, rather than absolute, connectivity was the critical factor.

In addition to N1 deficits, significant impairments were also observed in the N2 and P3 components, providing additional insights into mechanisms underlying response inhibition impairments in schizophrenia. As opposed to the N1, the N2 component was only observed to
unsuccessful stops, suggesting that it may be involved primarily in response monitoring, rather than response selection. As with the N1, N2 amplitude was significantly reduced in Sz. Nevertheless, N2 did not correlate with SSRT. Thus, the N2 may represent the beginning of a heterogeneous set of processes associated with response monitoring and evaluation. The N2 did not occur after SSRT latency but did occur after the presumed decision to respond given corticospinal transmission time (~20 ms). We suggest that the N2 marks a transition in processes from stop preparation to detection of stop failure. The fact that it occurred only to unsuccessful stops but not successful go also argues against its obligatory involvement in motor decision.

Highly significant reductions were also observed in P3 amplitude in Sz, which did correlate significantly with SSRT. P3 latency also exceeded the SSRT, suggesting that, like N2, P3 reflected performance monitoring, rather than response decision. Strikingly, however, the P3 for successful stops was virtually absent for participants with SSRTs exceeding 250 ms. Thus, longer SSRTs may reflect the use of strategies that do not involve circuits involved in P3 generation. Values that exceeded this threshold were primarily observed among patients, whose performance was more affected than controls by loss of anticorrelation between networks.

Although we did not directly examine the interplay between resting state and ERP measures, it is useful to consider the observed relationships. The ERP data reflect behaviors that occur on a millisecond scale (3–10 Hz), whereas RSFC occurs on a tens-to-hundreds of seconds timescale (0.01–0.1 Hz). It may be that activity occurring on the shorter time scale constrains the kinds of computations that occur in a longer time frame. Alternatively, the resting state RSFC may be trait-like phenomenon that constrains how brain activity patterns occur over a millisecond time frame. It will be useful to conduct analyses using psychophysiological interaction (Friston et al., 1997), dynamic causal modeling (Friston et al., 2003), and/or neuromodulatory interventions to disentangle these mechanisms. Moreover, it may be useful to assess phase-amplitude coupling between EEG- and RSFC-related frequencies (Palva and Palva, 2011), given that other aspects of phase-amplitude coupling are abnormal in Sz (Kirihara et al., 2012; Lakatos et al., 2013).

For each of the 7 resting state networks, we found reduced network homogeneity, suggesting reduced temporal correlation of voxels within the network. A possible implication of these reductions is that brain networks in schizophrenia are disrupted, possibly as a consequence of abnormal brain structural connectivity, as reflected in reduced white matter integrity in the disorder (e.g., Ardekani et al., 2003), which correlated with poor sensory (Butler et al., 2006; Butler et al., 2005), emotional (Leitman et al., 2007), and cognitive (Lim et al., 2006) performance.

Deficits in N1 amplitude did not correlate with performance on tests of general cognitive function (Working Memory Index) and thus are unlikely to be driven by generalized cognitive impairment as opposed to specific visual system dysfunction. Significant correlations controlling for group, however, suggest that deficits in N1, which reflect initial stages of visual stimulus processing, may contribute to impaired neurocognitive performance in schizophrenia, as we have suggested in the past (Javitt, 2009).

Despite the novel ERP/fMRI findings, a few limitations should be noted. First, data from a number of participants were rejected because of noisy data or poor performance. However, we used published criteria to determine whom to include (Congdon et al., 2010). Our data have excellent signal to noise characteristics, which were further improved using ICA, and the included and excluded participants did not differ on demographic variables. The N2 results were somewhat unexpected, in that we did not find a correlation with SSRT. An examination of scalp topography suggested that only 2 channels showed substantial activity in the predicted regions for N2, but we cannot rule out the possibility that N2 measures were derived from less data than the N1 and P3, and thus may have had lower reliability than those peaks. Another limitation is that we did not measure simple RT, which would have allowed us to examine the specific role of speeded responses. Future studies should examine simple RT task as a control condition. Also, all patients were taking antipsychotic medication. In the future, it will be important to study unmedicated patients or those with limited antipsychotic exposure. In addition, our sample size was relatively small. However, our effect sizes were large and our results were largely consistent with, while adding to, extant literature. We also did not use latency adjustment techniques (such as ADJAR; Woldorff, 1993) to differentiate potentially overlapping ERP components. However, we had a wide range of SSDs between go and stop signals, which would have disrupted any non-time-locked activity, and indeed the baselines for the grand averages were flat (see Figs. 1C and 2C/D), suggesting that baseline activity was not accounting for the observed effects.

In conclusion, patients with Sz show response inhibition deficits that are associated in parallel with 1) reduced visual sensory response, and 2) greater dependence on anticorrelation between visual and frontoparietal task-control networks. P3 reduction was observed after the stop process, suggesting that this component reflects deficient response monitoring, which may also contribute to impaired inhibitory function. Response inhibition deficits are present in a range of disorders, including Sz, but also ADHD. Nevertheless, neurophysiological patterns during continuous performance tests may differ considerably across disorders (Winsberg et al., 1997). The fractionation of electrophysiological and neuroimaging mechanisms demonstrated underlying biomarkers that may help distinguish among clinical groups, and to mapping of cognitive control deficits reflected by response inhibition at the physiological and distributed circuit units of analysis.
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