Abstract

We consider a sequence of polynomials \( \{P_n\}_{n \geq 0} \) satisfying a special \( R_{II} \) type recurrence relation where the zeros of \( P_n \) are simple and lie on the real line. It turns out that the polynomial \( P_n \), for any \( n \geq 2 \), is the characteristic polynomial of a simple \( n \times n \) generalized eigenvalue problem. It is shown that with this \( R_{II} \) type recurrence relation one can always associate a positive measure on the unit circle. The orthogonality property satisfied by \( P_n \) with respect to this measure is also obtained. Finally, examples are given to justify the results.

Mathematics Subject classification. 15A18, 58C40, 42C05

Keywords. Generalized eigenvalue problem, Orthogonal polynomials on the unit circle.

1 Introduction

Recurrence relations of the form

\[
P_{n+1}(z) = \sigma_{n+1}(z - v_{n+1})P_n(z) - u_{n+1}(z - a_n)(z - b_n)P_{n-1}(z), \quad n \geq 1,
\]

with initial conditions \( P_0(z) = 1 \) and \( P_1(z) = \sigma_1(z - v_1) \), have been studied by Ismail and Masson [14]. In [14] these recurrence relations were referred to as those associated with continued fractions of \( R_{II} \) type. One of the interesting results shown in [14] is that given such a recurrence relation, if \( u_{n+1} \neq 0 \), \( P_n(a_k) \neq 0 \) and \( P_n(b_k) \neq 0 \), for all \( n, k \), then associated with this recurrence relation there exists a linear functional \( L \) such that the rational functions \( S_n(z) = P_n(z) \prod_{j=1}^{n-1}[(z - a_j)^{-1}(z - b_j)^{-1}] \), \( n \geq 1 \), satisfy the orthogonality

\[
L[z^j S_n(z)] = 0 \quad \text{for} \quad 0 \leq j < n.
\]

*The second author’s work was supported by funds from CNPq, Brazil (grants 475502/2013-2 and 305073/2014-1).
The importance of these recurrence relations were further highlighted in the work of Zhedanov [23], where the author shows that they are connected to generalized eigenvalue problems involving two tri-diagonal matrices. Just as in [23] we will refer to these recurrence relations as $R_{II}$ type recurrence relations.

Our objective in the present manuscript is to consider the special $R_{II}$ type recurrence relation

$$P_{n+1}(x) = (x - c_{n+1})P_n(x) - d_{n+1}(x^2 + 1)P_{n-1}(x), \quad n \geq 1,$$

(1.2)

with $P_0(x) = 1$ and $P_1(x) = x - c_1$, where $\{c_n\}_{n \geq 1}$ is a real sequence and $\{d_{n+1}\}_{n \geq 1}$ is a positive chain sequence.

We denote by $\{\ell_{n+1}\}_{n \geq 0}$ the minimal parameter sequence of the positive chain sequence $\{d_{n+1}\}_{n \geq 1}$. Thus, $(1 - \ell_n)\ell_{n+1} = d_{n+1}$, $n \geq 1$, with $\ell_1 = 0$ and $0 < \ell_n < 1$ for $n \geq 2$.

It is known that a positive chain sequence can have multiple (infinitely many) parameter sequences or just a single parameter sequence. By Wall’s criteria the positive chain sequence $\{d_{n+1}\}_{n \geq 1}$ has only a single parameter sequence if and only if the series

$$\sum_{n=1}^\infty \prod_{j=1}^n \frac{\ell_{j+1}}{(1 - \ell_{j+1})}$$

is divergent. When the positive chain sequence $\{d_{n+1}\}_{n \geq 1}$ has multiple parameter sequences one could talk about its maximal parameter sequence $\{M_{n+1}\}_{n \geq 0}$ such that

$$0 < g_n < M_n < 1 \quad \text{and} \quad (1 - g_n)g_{n+1} = (1 - M_n)M_{n+1} = d_{n+1}, \quad \text{for} \quad n \geq 1,$$

where $\{g_{n+1}\}_{n \geq 0}$ is any other parameter sequence of $\{d_{n+1}\}_{n \geq 1}$ different from the minimal and maximal parameter sequences. For all the information concerning positive chain sequences that we use in this manuscript we refer to Chihara [8].

Let $u_0(x) = P_0(x)$,

$$u_n(x) = \frac{(-1)^n}{(x - i)^n \prod_{j=1}^n \sqrt{d_{j+1}}} P_n(x), \quad n \geq 1,$$

(1.3)

and $u_n(x) = [u_0(x), u_1(x), \ldots, u_{n-1}(x)]^T$, where $\{P_n\}_{n \geq 0}$ and $\{d_{n+1}\}_{n \geq 1}$ are as in (1.2). Then the following theorem can be stated.

**Theorem 1.1.** For any $n \geq 2$,

$$A_n u_n(x) = x B_n u_n(x) + \sqrt{d_{n+1}}(x - i)u_n(x) e_n,$$

(1.4)

where the $n \times n$ tridiagonal matrices $A_n$, $B_n$ are respectively

\[
\begin{bmatrix}
  c_1 & i\sqrt{d_2} & 0 & \cdots & 0 & 0 \\
  -i\sqrt{d_2} & c_2 & i\sqrt{d_3} & \cdots & 0 & 0 \\
  0 & -i\sqrt{d_3} & c_3 & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & c_{n-1} & i\sqrt{d_n} \\
  0 & 0 & 0 & \cdots & -i\sqrt{d_n} & c_n
\end{bmatrix}
\]

\[
\begin{bmatrix}
  1 & \sqrt{d_2} & 0 & \cdots & 0 & 0 \\
  \sqrt{d_2} & 1 & \sqrt{d_3} & \cdots & 0 & 0 \\
  \sqrt{d_3} & 1 & \cdots & 0 & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & 1 & \sqrt{d_n} \\
  0 & 0 & 0 & \cdots & \sqrt{d_n} & 1
\end{bmatrix}
\]
and \( e_n \) is the \( n^{th} \) column of the \( n \times n \) identity matrix. Moreover, the zeros of \( P_n \) \((n \geq 2)\) are the eigenvalues of the generalized eigenvalue problem

\[
A_n u_n(x) = x B_n u_n(x).
\]  

The generalized eigenvalue problem given by Theorem 1.1 forms the basis for our study in this manuscript.

Given a nontrivial positive measure \( \mu \) on the unit circle \( \mathbb{T} := \{ \zeta = e^{i\theta} : 0 \leq \theta \leq 2\pi \} \) let \( \{ \Phi_n \}_{n \geq 0} \) be the associated sequence of monic orthogonal polynomials. The Verblunsky coefficients \( \alpha_n = -\Phi_{n+1}(0), n \geq 0 \), which satisfy \( |\alpha_n| < 1 \), are known to play an important role in the theory of orthogonal polynomials on the unit circle. For basic information concerning the theory of orthogonal polynomials on the unit circle we refer to [13, 16, 19].

A monic para-orthogonal polynomial on the unit circle of degree \( n \) is given by \( z\Phi_{n-1}(z) - \tau \Phi_n^*(z) \), where \( |\tau| = 1 \) and \( \Phi_n^*(z) = z^{n}\Phi_n(1/z) \). The name para-orthogonal polynomials first appeared in Jones, Njästad and Thron [15], where it was also shown that the zeros of these polynomials are simple and are of modulus equal to one. For some of the contributions that bring interesting properties of the zeros of these polynomials we cite [7, 12, 17 and 22]. One of the well known applications of para-orthogonal polynomials is with regards to quadrature formulas on the unit circle and, in [4] and [10], such quadrature formulas have been used to study the frequency analysis problem.

The sequence of polynomials \( \{ P_n \}_{n \geq 0} \) given by the \( R_{II} \) type recurrence \((1.2)\) will be shown to be related to a certain sequence \( \{ z\Phi_{n-1}(z) - \tau \Phi_n^*(z) \}_{n \geq 0} \) of para-orthogonal polynomials on the unit circle. Thus, the generalized eigenvalue problem given by Theorem 1.1 provide us with another approach to study the properties of measures and orthogonal polynomials on the unit circle.

With respect to the orthogonality \((1.1)\) associated with the \( R_{II} \) type recurrence \((1.2)\) the following can be stated.

**Theorem 1.2.** Consider the \( R_{II} \) type recurrence \((1.2)\), where we assume \( \{ d_{n+1} \}_{n \geq 1} \) to be a positive chain sequence having multiple parameter sequences. Let \( \{ M_{n+1} \}_{n \geq 0} \) be the maximal parameter sequence of \( \{ d_{n+1} \}_{n \geq 1} \) and let \( \nu \) be the probability measure on the unit circle such that its Verblunsky coefficients are

\[
\beta_{n-1} = \frac{1}{\tau_{n-1} - i c_n}, \quad n \geq 1,
\]

where \( \tau_0 = 1 \) and \( \tau_n = \tau_{n-1}(1 - i c_n)/(1 + i c_n), n \geq 1 \). If \( d \varphi(x) = -d\nu((x + i)/(x - i)) \) then

\[
\int_{-\infty}^{\infty} x^j \frac{P_n(x)}{(x^2 + 1)^n} d\varphi(x) = \gamma_n \delta_{n,j}, \quad j = 0, 1, \ldots, n,
\]

where \( \gamma_0 = \int_{-\infty}^{\infty} d\varphi(x) = \int_{\mathbb{T}} d\nu(\zeta) = 1 \) and \( \gamma_n = (1 - M_n)\gamma_{n-1}, n \geq 1 \).

Apart from the results that we have presented in this manuscript, a further important advantage that we could point out is the availability of nice numerical techniques for the generation of eigenvalues of our generalized eigenvalue problem. Subsequently, from these eigenvalues one could easily determine the zeros of the respective para-orthogonal polynomials.

The manuscript is organized as follows. The proof of Theorem 1.1 and some properties of the zeros of the polynomials \( P_n \) are given in Section 2. In Section 3 using techniques
from linear algebra, we obtain the relation between the polynomials $P_n$ and orthogonal polynomials on the unit circle. In Section 3 we show how the results obtained in Section 2 are related to those established in [6] and use this to obtain information concerning the orthogonality satisfied by the polynomials $P_n$. In particular, in this section we also give the proof of Theorem 1.2. Finally, in Section 5 examples are given to justify the results.

2 Polynomials from the special $R_{II}$ recurrence

In this section we will consider some properties of the polynomials $P_n$, $n \geq 1$, given by the $R_{II}$ recurrence relation (1.2).

Theorem 2.1. The polynomial $P_n$ is of exact degree $n$ with positive leading coefficient. Precisely, if we denote by $p_n$ the leading coefficient of $P_n(z)$ then $p_0 = 1$, $p_1 = 1$ and

$$0 < (1 - \ell_n) = \frac{p_n}{p_{n-1}} < 1, \quad n \geq 2.$$

Here, $\{\ell_n\}_{n \geq 0}$ is the minimal parameter sequence of the positive chain sequence $\{d_n\}_{n \geq 1}$.

Proof. Clearly, $p_0 = 1$ and $p_1 = 1$ and one can directly verify from (1.2) that $p_2 = 1 - d_2 = 1 - \ell_2 > 0$. Hence, the theorem holds for $n = 2$.

Assume that $p_{n-1} > 0$, $p_n > 0$ and $1 - \ell_n = p_n/p_{n-1}$. Observe that (1.2) also leads to

$$\frac{x^2 + 1}{(x - c_{n+1})(x - c_n)}d_{n+1} = \frac{P_n(x)}{(x - c_n)P_{n-1}(x)}(1 - \frac{P_{n+1}(x)}{(x - c_{n+1})P_n(x)}), \quad n \geq 1.$$

Hence, by letting $x \to +\infty$ in the above equation we have

$$d_{n+1} = (1 - \ell_n) \lim_{x \to \infty} \left(1 - \frac{P_{n+1}(x)}{(x - c_{n+1})P_n(x)}\right).$$

Since $\{\ell_n\}_{n \geq 0}$ is a parameter sequence of the positive chain sequence $\{d_n\}_{n \geq 1}$, we thus have

$$0 < \lim_{x \to \infty} \left(1 - \frac{P_{n+1}(x)}{(x - c_{n+1})P_n(x)}\right) = \ell_{n+1} < 1.$$

Hence, $p_{n+1} \neq 0$ and $p_{n+1}/p_n = 1 - \ell_{n+1} > 0$. The theorem follows by induction.\qed

Now we give the proof of Theorem 1.1

Proof of Theorem 1.1. From (1.2) we have for any $n \geq 2$,

$$(x - i)\sqrt{d_2}u_1 + (x - c_1)u_0 = 0,$$

$$(x - i)\sqrt{d_{k+1}}u_k + (x - c_k)u_{k-1} + (x + i)\sqrt{d_k}u_{k-2} = 0, \quad k = 2, 3, \ldots, n,$$

where $u_j$ refers to $u_j(x)$. This we can write in the equivalent form

$$c_1u_0 + i\sqrt{d_2}u_1 = x[u_0 + \sqrt{d_2}u_1],$$

$$-i\sqrt{d_k}u_{k-2} + c_ku_{k-1} + i\sqrt{d_{k+1}}u_k = x[\sqrt{d_k}u_{k-2} + u_{k-1} + \sqrt{d_{k+1}}u_k],$$

for $k = 2, 3, \ldots, n$, which is exactly the system of equations given by (1.4).

Observe that since $P_n(i) = \prod_{j=1}^{n}(i - c_j)$, the point $i$ is not a zero of $P_n(x)$. Moreover, the $n$ zeros of the polynomial $P_n(x)$ are the only zeros of $(x - i)u_n(x)$. Hence, we obtain from (1.3) that the zeros of $P_n$ are the eigenvalues of the generalized eigenvalue problem (1.5).\qed
The \( n \times n \) matrices \( A_n \) and \( B_n \) in Theorem 2.1 are Hermitian and, since \( \{d_{n+1}\}_{n \geq 1} \) is a positive chain sequence, the matrix \( B_n \) is also positive definite. We recall from [20, p. 75] the positive definiteness of \( B_n \) can be easily verified from the identity

\[
v_n^H B_n v_n = \sum_{j=1}^{n-1} \left| \sqrt{1 - \ell_j} v_j - \sqrt{\ell_{j+1}} v_{j+1} \right|^2 + (1 - \ell_n) |v_n|^2,
\]

where \( v_n = [v_1, v_2, \ldots, v_n]^T \). Another way (see [21]) to confirm the positive definiteness of \( B_n \) is its Cholesky decomposition \( L_n L_n^T \) given in Section 3.

Since \( B_n \) is positive definite, from (1.5) we have

\[
x_j^{(n)} = \frac{u_n(x_j^{(n)})^H A_n u_n(x_j^{(n)})}{u_n(x_j^{(n)})^H B_n u_n(x_j^{(n)})}, \quad j = 1, 2, \ldots, n,
\]

where \( x_j^{(n)} \) are the eigenvalues of the generalized eigenvalue problem (1.5). Thus, one can verify that the eigenvalues of the generalized eigen-system (1.5) (i.e., the zeros of \( P_n \)) are all real (see, for example, [2, Chap. 5]). The next theorem shows that we can say more about the zeros of the polynomials \( P_n \).

**Theorem 2.2.** The zeros \( x_j^{(n)} \), \( j = 1, 2, \ldots, n \) of \( P_n \) are real and simple. Assuming the ordering \( x_j^{(n)} < x_{j-1}^{(n)} \), \( 1 \leq j \leq n \), for the zeros, we also have the interlacing property

\[
x_{n+1}^{(n)} < x_n^{(n)} < x_{n-1}^{(n)} < \cdots < x_2^{(n+1)} < x_1^{(n)} < x_1^{(n+1)},
\]

for \( n \geq 1 \).

**Proof.** Let us consider the Wronskians

\[
G_n(x) = P'_n(x)P_{n-1}(x) - P'_{n-1}(x)P_n(x), \quad n \geq 1.
\]

From the recurrence (1.2) we find

\[
G_{n+1}(x) = P_n(x)[P_n(x) - 2d_{n+1}xP_{n-1}(x)] + d_{n+1}[x^2 + 1]G_n(x), \quad n \geq 1.
\]

The only zero of \( P_1 \) is \( x_1^{(1)} = c_1 \), which is real. Since the leading coefficient of \( P_1 \) is positive, we then have from (2.1) that \( G_1(x_1^{(1)}) = P'_1(x_1^{(1)})P_0(x_1^{(1)}) > 0 \). Hence, from (2.2)

\[
-P'_1(x_1^{(1)})P_2(x_1^{(1)}) = G_2(x_1^{(1)}) = d_2[(x_1^{(1)})^2 + 1]G_1(x_1^{(1)}) > 0.
\]

Thus, with the leading coefficient of \( P_2 \) positive we conclude that the zeros \( x_1^{(2)} \) and \( x_2^{(2)} \) of \( P_2 \) can be ordered such that \( x_2^{(2)} < x_1^{(2)} < x_1^{(2)} \).

Now suppose that the zeros of \( P_n \) and \( P_{n-1} \) interlace as stated in the theorem. Then since the leading coefficients of \( P_n \) and \( P_{n-1} \) are positive we have from (2.1) that

\[
G_n(x_j^{(n)}) = P'_n(x_j^{(n)})P_{n-1}(x_j^{(n)}) > 0, \quad j = 1, 2, \ldots, n.
\]

Consequently, from (2.2),

\[
-P'_n(x_j^{(n)})P_{n+1}(x_j^{(n)}) = G_{n+1}(x_j^{(n)}) = d_{n+1}[(x_j^{(n)})^2 + 1]G_n(x_j^{(n)}) > 0,
\]

for \( j = 1, 2, \ldots, n \). This leads to the required interlacing of the zeros of \( P_n \) and \( P_{n+1} \). Hence, we conclude the proof of the theorem by induction. \( \blacksquare \)
Now if the matrix $A_n$ is also positive definite (negative definite) then the zeros of $P_n$ are all positive (negative).

**Theorem 2.3.** A sufficient condition for all the zeros of $P_n$ $(n \geq 2)$ to be positive is that

$$c_1 > \sqrt{d_2}, \quad c_j > \sqrt{d_j + d_{j+1}}, \; j = 2, 3, \ldots, n-1 \quad \text{and} \quad c_n > \sqrt{d_n}. $$

Likewise, a sufficient condition for all the zeros of $P_n$ to be negative is that

$$c_1 < -\sqrt{d_2}, \quad c_j < -\sqrt{d_j - d_{j+1}}, \; j = 2, 3, \ldots, n-1 \quad \text{and} \quad c_n < -\sqrt{d_n}. $$

**Proof.** We prove this by verifying that the Hermitian matrix $A_n$ has all its eigenvalues positive (negative). So the proof is a simple application of the Gershgorin Theorem. \(\square\)

### 3 Orthogonality from the generalized eigenvalue problem

As part of the proof of Theorem 2.2 we also find that $G_n(x_j^{(n)}) > 0$ and $G_{n+1}(x_j^{(n)}) > 0$, for $j = 1, 2, \ldots, n$ and $n \geq 1$. The following theorem shows that $G_n(x) > 0$ for all real $x$.

**Theorem 3.1.** With $x$ and $y$ real, let

$$G_n(x, y) = \frac{P_n(x)P_{n-1}(y) - P_{n-1}(x)P_n(y)}{x - y}, \quad n \geq 1.$$ 

Then $G_1(x, y) = 1$ and

$$G_n(x, y) = \frac{G_n(x, y)}{(x - i)^{n-1}(y + i)^{n-1}d_2d_3 \cdots d_n} = u_n(y)^H B_n u_n(x),$$

for $n \geq 2$. Moreover, for the Wronskians $G_n(x)$ given by (2.1) there hold

$$G_n(x) = \frac{G_n(x)}{(x^2 + 1)^{n-1}d_2d_3 \cdots d_n} = u_n(x)^H B_n u_n(x) > 0,$$

for $n \geq 2$.

**Proof.** Post-multiplication of (1.3) by the conjugate transpose of $u_n(y)$ gives

$$A_n u_n(x) u_n(y)^H = x B_n u_n(x) u_n(y)^H + \sqrt{d_{n+1}}(x - i)u_n(x) e_n u_n(y)^H. \quad (3.1)$$

Likewise, pre-multiplication of the conjugate transpose of (1.4) given in terms of $y$ by $u_n(x)$ gives

$$u_n(x) u_n(y)^H A_n = y u_n(x) u_n(y)^H B_n + \sqrt{d_{n+1}}(y + i)u_n(y) u_n(x) e_n^T. \quad (3.2)$$

It is known that given any two matrices $M$ and $N$ if the products $MN$ and $NM$ exist then $Tr(MN) = Tr(NM)$. Hence, by observing the equality in the traces of the matrices on the left hand sides of (3.1) and (3.2), we have

$$-\sqrt{d_{n+1}} \left[ (x - i)u_n(x)u_{n-1}(y) - (y + i)u_n(y)u_{n-1}(x) \right]$$

$$= (x - y) \left[ \sum_{j=0}^{n-1} u_j(y)u_j(x) + \sum_{j=1}^{n-1} \sqrt{d_{j+1}}[u_{j-1}(y)u_j(x) + u_j(y)u_{j-1}(x)] \right].$$
We can easily verify that the expression on the above right hand side is equal to
\[(x - y)u_n(y)^H B_n u_n(x)\] and the term on left hand side is equal to
\[\frac{(x - y)G_n(x, y)}{(x - i)^{n-1}(y + i)^{n-1}d_2d_3\cdots d_n}.

This proves the first part of the theorem.

The latter part of the theorem follows from \(\lim_{y\to x} G_n(x, y) = G_n(x)\) and the positive definiteness of the matrix \(B_n\).

It is not difficult to verify that the Cholesky decomposition \(L_n L_n^T\) of the real positive definite matrix \(B_n\) is such that

\[
L_n = \begin{bmatrix}
\sqrt{1 - \ell_1} & 0 & \cdots & 0 & 0 \\
\sqrt{\ell_2} & \sqrt{1 - \ell_2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \sqrt{1 - \ell_{n-1}} & 0 \\
0 & 0 & \cdots & \sqrt{\ell_n} & \sqrt{1 - \ell_n}
\end{bmatrix},
\]

where \(\{\ell_{n+1}\}_{n \geq 0}\) is the minimal parameter sequence of \(\{d_{n+1}\}_{n \geq 1}\).

Now consider the ordinary eigenvalue problem

\[L_n^{-1} A_n (L_n^{-1})^T L_n^T u_n(x) = x L_n^T u_n(x),\]

which is equivalent to \((1.5)\). The eigenvectors are \(L_n^T u_n(x_k^{(n)})\), \(k = 1, 2, \ldots, n\) and the matrix involved \(L_n^{-1} A_n (L_n^{-1})^T\) is Hermitian. Hence, we must have that the eigenvectors \(L_n^T u_n(x_k^{(n)})\) and \(L_n^T u_n(x_j^{(n)})\) are orthogonal to each other when \(j \neq k\). We can also verify this from Theorem 3.1 by taking \(x = x_j^{(n)}\) and \(y = x_k^{(n)}\). That is, from Theorem 3.1

\[
[L_n^T u_n(x_k^{(n)})]^H [L_n^T u_n(x_j^{(n)})] = u_n(x_k^{(n)})^H B_n u_n(x_j^{(n)}) = \frac{G_n(x_k^{(n)})}{[(x_k^{(n)})^2 + 1]^{n-1}d_2d_3\cdots d_n} \delta_{j,k}.
\]

Thus, we consider the matrix

\[Y_n = [y_1^{(n)}, y_2^{(n)}, \ldots, y_n^{(n)}],\]

where \(y_r^{(n)} = \sqrt{\lambda_r^{(n)}} L_n^T u_n(x_r^{(n)})\) and

\[
\lambda_r^{(n)} = \frac{[(x_r^{(n)})^2 + 1]^{n-1}d_2d_3\cdots d_n}{G_n(x_r^{(n)})}. \quad (3.3)
\]

Clearly \(Y_n^H Y_n = I_n\) and thus, \(Y_n^H = Y_n^{-1}\).

Now if we define the new rational functions \(\hat{u}_k(x)\) by

\[
\hat{u}_k(x) = \sqrt{\ell_{k+1}} u_k(x) + \sqrt{1 - \ell_k} u_{k-1}(x),
\]

\[
= \frac{(-1)^k \sqrt{\ell_{k+1}}}{(x-i)^k \prod_{j=1}^k \sqrt{d_{j+1}}} \left[ P_k(x) - (1 - \ell_k)(x-i)P_{k-1}(x) \right], \quad k \geq 1,
\]

where \(\ell_{n+1} = 0\).
then from $Y_n Y_n^H = I_n$ we have
\[
\sum_{r=1}^{n} \lambda_{r}^{(n)} \hat{u}_m(x_r^{(n)}) \hat{u}_k(x_r^{(n)}) = \delta_{m,k},
\]
(3.4)
for $m, k = 1, 2, \ldots, n$.

The transformation
\[
\zeta = \zeta(x) = \frac{x + i}{x - i},
\]
(3.5)
maps the real line $(-\infty, \infty)$ on to the (cut) unit circle $T = \{\zeta = e^{i\theta}, 0 < \theta < 2\pi\}$. The inverse of this transformation is $x(\zeta) = i(\zeta + 1)/(\zeta - 1)$.

With this transformation let $\{R_n\}_{n \geq 0}$ be given by $R_0(\zeta) = u_0(x) = 1$ and
\[
R_k(\zeta) = \frac{2^k P_k(x)}{(x - i)^k} = u_k(x) (-2)^k \prod_{j=1}^{k} \sqrt{d_{j+1}}, \quad k \geq 1.
\]
(3.6)
Clearly, $R_k(\zeta)$ is a polynomial in $\zeta$ of exact degree $k$. To be precise, from the recurrence relation (1.2) we find $R_1(\zeta) = (1 + ic_1)\zeta + (1 - ic_1)$ and
\[
R_{k+1}(\zeta) = [(1 + ic_{k+1})\zeta + (1 - ic_{k+1})]R_k(\zeta) - 4d_{k+1}\zeta R_{k-1}(\zeta), \quad k \geq 1.
\]
(3.7)
Hence, the leading coefficient of $R_k$ is $\prod_{j=1}^{k}(1 + ic_j)$. We also have
\[
\hat{u}_k(x) = \frac{(-1)^k \sqrt{\ell_{k+1}}}{2^k \prod_{j=1}^{k} \sqrt{d_{j+1}}} \hat{R}_k(\zeta), \quad k \geq 1,
\]
where $\hat{R}_k(z) = R_k(z) - 2(1 - \ell_k)R_{k-1}(z)$. Hence, from (3.4)
\[
\sum_{r=1}^{n} \lambda_{r}^{(n)} \hat{R}_m(\zeta_r^{(n)}) \hat{R}_k(\zeta_r^{(n)}) = \frac{2^k \prod_{j=1}^{k} d_{j+1}}{\ell_{k+1}} \delta_{m,k},
\]
(3.8)
for $m, k = 1, 2, \ldots, n$, where
\[
\zeta_r^{(n)} = \frac{x_r^{(n)} + i}{x_r^{(n)} - i}, \quad r = 1, 2, \ldots, n.
\]
Moreover, since $\lim_{x \to \infty} \hat{u}_k(x) = 0$, we also have $\hat{R}_k(1) = 0$. Hence, we introduce the polynomials
\[
\Phi_{k-1}(z) = \frac{1}{\prod_{j=1}^{k}(1 + ic_j)} \frac{\hat{R}_k(z)}{z - 1}, \quad k \geq 1.
\]
(3.9)
Note that $\Phi_k$ is a monic polynomial of degree $k$. With the transformation (3.5) one can also write
\[
\Phi_{k-1}(\zeta) = \frac{-i 2^{k-1}}{\prod_{j=1}^{k}(1 + ic_j)} \frac{1}{(x - i)^{k-1}} [P_k(x) - (1 - \ell_k)(x - i)P_{k-1}], \quad k \geq 1.
\]
(3.10)

**Theorem 3.2.** Given the $R_{II}$ type recurrence (1.2) let $\mu$ be the positive measure on the unit circle such that its Verblunsky coefficients are
\[
\alpha_{n-1} = \frac{1}{\tau_n} \frac{1 - 2\ell_{n+1} - ic_{n+1}}{1 - ic_{n+1}}, \quad n \geq 1.
\]
where $\tau_0 = 1$ and $\tau_n = \tau_{n-1}(1 - ic_n)/(1 + ic_n)$, $n \geq 1$. The polynomials $\{\Phi_n\}_{n \geq 0}$ given by (3.10) are the monic orthogonal polynomials on the unit circle that satisfy

$$
\int_{\mathbb{T}} \Phi_m(\zeta) \Phi_k(\zeta) d\mu(\zeta) = \frac{(1 + c_1^2)^2 2^{2k} \prod_{j=1}^{k+1} d_{j+1}}{\ell_{k+2} \prod_{j=1}^{k+1} (1 + c_j^2)} \delta_{m,k}.
$$

Moreover, if $\{d_{n+1}\}_{n \geq 1}$ is a positive chain sequence with multiple parameter sequences then the measure $\mu$ is such that $\int_{\mathbb{T}} |\zeta - 1|^2 d\mu(\zeta)$ exists.

**Remark 3.1.** The measure $\mu$ characterized by the Verblunsky coefficients in (3.11) may or may not be such that the integral $\int_{\mathbb{T}} |\zeta - 1|^2 d\mu(\zeta)$ exists. However, this is definitely the case if $\{d_{n+1}\}_{n \geq 1}$ is a positive chain sequence with multiple parameter sequences.

**Proof of Theorem 3.2** Observe that $z - 1 = \hat{R}_1(z)/(1 + ic_1)$. Hence, from (3.8),

$$
\sum_{r=1}^{n} \lambda_r^{(n)} |s_r^{(n)} - 1|^2 = \frac{1}{1 + c_1^2} \sum_{r=1}^{n} \lambda_r^{(n)} |\hat{R}_1(s_r^{(n)})|^2 = \frac{4}{1 + c_1^2}.
$$

Thus, we rewrite (3.8) as

$$
\sum_{r=1}^{n} \lambda_r^{(n)} \Phi_m(s_r^{(n)}) \Phi_k(s_r^{(n)}) = \frac{(1 + c_1^2)^2 2^{2k} \prod_{j=1}^{k+1} d_{j+1}}{\ell_{k+2} \prod_{j=1}^{k+1} (1 + c_j^2)} \delta_{m,k},
$$

for $m, k, 0, 1, \ldots, n - 1$, where

$$
\lambda_r^{(n)} = \frac{1}{4} (1 + c_1^2) |s_r^{(n)} - 1|^2 \lambda_r^{(n)} > 0, \quad r = 1, 2, \ldots, n
$$

and $\sum_{r=1}^{n} \lambda_r^{(n)} = 1$. Therefore, if we introduce the series of probability measures

$$
\Lambda_n(\zeta) = \sum_{r=1}^{n} \lambda_r^{(n)} \delta_{\zeta_r^{(n)}}
$$

where $\delta_w$ is the Dirac measure concentrated at the point $w$, then

$$
\int_{\mathbb{T}} \Phi_m(\zeta) \Phi_k(\zeta) d\Lambda_n(\zeta) = \frac{(1 + c_1^2)^2 2^{2k} \prod_{j=1}^{k+1} d_{j+1}}{\ell_{k+2} \prod_{j=1}^{k+1} (1 + c_j^2)} \delta_{m,k},
$$

for $m, k, 0, 1, \ldots, n - 1$ and $n \geq 2$. It is also not difficult to verify that by expressing the monomial $\zeta^k$ as a linear combination of the set of monic polynomials $\{\Phi_j\}_{j=0}^{k}$ that

$$
\int_{\mathbb{T}} \zeta^k d\Lambda_n(\zeta) = \int_{\mathbb{T}} \zeta^k d\Lambda_{n+m}(\zeta) \quad \text{and} \quad \int_{\mathbb{T}} \zeta^k d\Lambda_n(\zeta) = \int_{\mathbb{T}} \zeta^k d\Lambda_{n+m}(\zeta),
$$

for $n > k$ and $m \geq 1$. Thus, we could conclude that the sequence $\{\Lambda_n\}$ has a subsequence that converges to a probability measure $\mu$ (see, for example, [3]) and that

$$
\int_{\mathbb{T}} \zeta^k d\Lambda_n(\zeta) = \int_{\mathbb{T}} \zeta^k d\mu(\zeta) \quad \text{and} \quad \int_{\mathbb{T}} \zeta^k d\Lambda_n(\zeta) = \int_{\mathbb{T}} \zeta^k d\mu(\zeta),
$$

for $n > k$. Thus, the orthogonality relation given in the theorem holds. The Verblunsky coefficients are then obtain from $-\Phi_n(0)$. 
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Now to prove the latter part of the theorem, note that
\[
\int_{|\zeta - 1|^2} \frac{1}{d\Lambda_n(\zeta)} = \frac{1}{4} \left(1 + c_1^2\right) \sum_{r=1}^{n} \lambda_r^{(n)} \frac{1}{|\zeta_r^{(n)} - 1|^2} = \frac{1}{4} \left(1 + c_1^2\right) \sum_{r=1}^{n} \lambda_r^{(n)}, \quad n \geq 2.
\]
Since one can verify that the set of polynomials \(\{\hat{R}_1, \hat{R}_2, \ldots, \hat{R}_{n-1}, R_{n-1}\}\) form a basis in \(\mathbb{P}_{n-1}\), by considering the linear combination
\[
1 = b_1 \hat{R}_1(z) + b_2 \hat{R}_2(z) + \ldots + b_{n-1} \hat{R}_{n-1}(z) - 2b_n(1 - \ell_n)R_{n-1}(z),
\]
we find
\[
b_k = \frac{-1}{2k(1 - \ell_1) \ldots (1 - \ell_k)}, \quad k = 1, 2, \ldots, n. \tag{3.12}
\]
Hence, by observing
\[
1 = \sum_{k=1}^{n-1} b_k \hat{R}_k(\zeta_r^{(n)}) - 2b_n(1 - \ell_n)R_{n-1}(\zeta_r^{(n)}) = \sum_{k=1}^{n} b_k \hat{R}_k(\zeta_r^{(n)}) = \sum_{k=1}^{n} b_k \hat{R}_k(\zeta_r^{(n)}),
\]
we can write
\[
\int_{|\zeta - 1|^2} \frac{1}{d\Lambda_n(\zeta)} = \frac{1}{4} \left(1 + c_1^2\right) \sum_{r=1}^{n} \lambda_r^{(n)} \left[ \sum_{k=1}^{n} b_k \hat{R}_k(\zeta_r^{(n)}) \sum_{k=1}^{n} b_k \hat{R}_k(\zeta_r^{(n)}) \right], \quad n \geq 2.
\]
Thus, by using the orthogonality \(3.8\) and then the values for \(b_k\) in \(3.12\),
\[
\int_{|\zeta - 1|^2} \frac{1}{d\Lambda_n(\zeta)} = \frac{1}{4} \left(1 + c_1^2\right) \sum_{k=1}^{n} b_k^2 \sum_{r=1}^{n} \lambda_r^{(n)} |\hat{R}_k(\zeta_r^{(n)})|^2
\]
\[
= \frac{1}{4} \left(1 + c_1^2\right) \left[ 1 + \sum_{k=2}^{n} \prod_{j=2}^{k} \frac{\ell_j}{(1 - \ell_j)} \right], \quad n \geq 2.
\]
By Wall’s criteria for the maximal parameter sequence of a positive chain sequence (see \(8\ p.101\)), the series \(\sum_{k=2}^{\infty} \prod_{j=2}^{k} \frac{\ell_j}{(1 - \ell_j)}\) converges if \(\{d_{n+1}\}_{n \geq 1}\) is a multiple parameter positive chain sequence and diverges if \(\{d_{n+1}\}_{n \geq 1}\) is a single parameter positive chain sequence. Thus, if \(\{d_{n+1}\}_{n \geq 1}\) is a multiple parameter positive chain sequence then
\[
\int_{|\zeta - 1|^2} \frac{1}{d\mu(\zeta)} = \frac{1}{4} \left(1 + c_1^2\right) \left[ 1 + \sum_{k=2}^{\infty} \prod_{j=2}^{k} \frac{\ell_j}{(1 - \ell_j)} \right]
\]
is finite, which concludes the second part of the theorem. \(\square\)

**Remark 3.2.** The initial part of Theorem 3.2 is a kind of Favard type theorem on the unit circle, where a measure \(\mu\) is derived from the pair of sequences \(\{c_n\}_{n \geq 1}\), \(\{d_{n+1}\}_{n \geq 1}\). See an alternative proof of this in \(6\). The classical Favard theorem on the unit circle is where one starts with the Verblunsky coefficients to derive the measure \(\mu\). See \(11\) for a simple proof the classical Favard theorem on the unit circle.

We now state the above theorem in terms of the rational functions \(\hat{u}_n(x) = \sqrt{\ell_{n+1}} u_n(x) + \sqrt{1 - \ell_n} u_{n-1}(x), n \geq 1.\)
Corollary 3.2.1. Let the positive measure \( \mu \) be as in Theorem 3.2 and let \( \psi \), defined on the real line, be given by \( d\psi(x) = -d\mu((x+i)/(x-i)) \). Then the following hold.

\[
\int_{-\infty}^{\infty} \hat{u}_m(x) \hat{u}_k(x) (x^2 + 1) d\psi(x) = (1 + c_1^2) \delta_{m,k},
\]

for \( m, n = 1, 2, \ldots \).

Remark 3.3. The sequence of polynomials \( \{R_n\}_{n \geq 1} \) are in fact a sequence of para-orthogonal polynomials associated with the sequence of orthogonal polynomials on the unit circle \( \{\Phi_n\}_{n \geq 0} \).

Remark 3.4. According to the results shown in [14], there is a moment functional \( \mathcal{L} \) such that \( \mathcal{L}[x^k P_n(x)] = 0 \) for \( 0 \leq k < n \). What can we say about moment functional \( \mathcal{L} \)?

The above remarks will become clearer with results presented in the next section.

4 Para-orthogonal polynomials to \( R_{II} \) type recurrence

From (3.11) it is easily verified that

\[
\tau_1 = \frac{1 - ic_1}{1 + ic_1} \quad \text{and} \quad \tau_{n+1} = \frac{\tau_n + \overline{\alpha}_{n-1}}{1 + \tau_n \alpha_{n-1}}, \quad n \geq 1. \tag{4.1}
\]

Moreover, we can also verify the following formulas for \( \{c_n\}_{n \geq 1} \) and \( \{\ell_{n+1}\}_{n \geq 0} \) in terms of the sequences \( \{\tau_n\}_{n \geq 1} \) and \( \{\alpha_n\}_{n \geq 0} \).

\[
c_1 = i \frac{\tau_1 - 1}{\tau_1 + 1}, \quad c_{n+1} = \frac{\text{Im}(\tau_n \alpha_{n-1})}{1 + \text{Re}(\tau_n \alpha_{n-1})} = \frac{\text{Im}(\tau_{n+1} \alpha_{n-1})}{1 - \text{Re}(\tau_{n+1} \alpha_{n-1})}, \quad n \geq 1,
\]

\[
\ell_{n+1} = \frac{1}{2} \frac{|1 + \tau_n \alpha_{n-1}|^2}{1 + \text{Re}(\tau_n \alpha_{n-1})} = \frac{1}{2} \frac{1 - |\tau_{n+1} \alpha_{n-1}|^2}{1 - \text{Re}(\tau_{n+1} \alpha_{n-1})}, \quad n \geq 1.
\]

To verify the two different expressions for \( c_{n+1} \) and \( \ell_{n+1} \) we require

\[
(1 - \tau_{n+1} \alpha_{n-1})(1 + \tau_n \alpha_{n-1}) = 1 - |\alpha_{n-1}|^2, \quad n \geq 1,
\]

which is a consequence of the recurrence formula in (4.1).

Hence, given the pair of sequences \( \{c_n\}_{n \geq 1} \) and \( \{d_{n+1}\}_{n \geq 1} \), the probability measure \( \mu \) on the unit circle given by Theorem 3.2 is unique. That is, the measure \( \mu \) for which the polynomials \( \Phi_n \) given by (3.9) are orthogonal, is unique.

However, the reciprocal of the above observation is not true. There are infinitely many pairs of sequences \( \{c_n\}_{n \geq 1} \) and \( \{d_{n+1}\}_{n \geq 1} \) produce the same measure \( \mu \) and the same orthogonal polynomials \( \Phi_n \). This follows from the following results established in [6].

With any \( \tau \) chosen such that \( |\tau| = 1, \tau \neq -1 \), let the sequence of numbers \( \{\tau_n\}_{n=0}^{\infty} \) be given by

\[
\tau_1 = \tau \quad \text{and} \quad \tau_{n+1} = \frac{\tau_n + \alpha_{n-1}}{1 + \tau_n \alpha_{n-1}}, \quad n \geq 1,
\]

where \( \alpha_{n-1} = -\Phi_n(0), n \geq 1 \), are the Verblunsky coefficients. Then the sequence \( \{R_n\} \) of para-orthogonal polynomials on the unit circle given by

\[
R_n(z) = \frac{1 + \tau_1 \prod_{k=1}^{n-1} (1 + \text{Re}(\tau_k \alpha_{k-1}))}{1 + \tau_n \alpha_{n-1}} = z \Phi_{n-1}(z) + \tau_n \Phi_{n-1}^k(z), \quad n \geq 1,
\]
satisfy the three term recurrence formula \( (3.7) \), where the real sequence \( \{c_n\} \) and the positive chain sequence \( \{d_{n+1}\}_{n=1}^{\infty} \) are such that

\[
c_1 = \frac{\tau_1 - 1}{\tau_1 + 1}, \quad c_{n+1} = \frac{\text{Im}(\tau_n\alpha_{n-1})}{1 + \text{Re}(\tau_n\alpha_{n-1})} \quad \text{and} \quad d_{n+1} = (1 - \ell_n)\ell_{n+1}, \quad n \geq 1,
\]

where \( \{\ell_{n+1}\}_{n \geq 0} \) is the minimal parameter sequence of \( \{d_{n+1}\}_{n \geq 1} \) given by

\[
\ell_1 = 0 \quad \text{and} \quad \ell_{n+1} = \frac{1}{2} \frac{|1 + \tau_n\alpha_{n-1}|^2}{1 + \text{Re}(\tau_n\alpha_{n-1})}, \quad n \geq 1.
\]

Moreover, the measure \( \mu \) is such that the integral \( \int_T |\zeta - 1|^{-2}d\mu(\zeta) \) exists if and only if there exists a \( \tau \) (\( |\tau| = 1, \tau \neq -1 \)) such that the corresponding positive chain sequence \( \{d_{n+1}\}_{n \geq 1} \) is not a single parameter positive chain sequence.

**Remark 4.1.** The above results are precisely those given in [6, Thm. 4.1], where the sequence \( \{\rho_n\}_{n \geq 0} \) that appear in [6, Thm. 4.1] is such that \( \rho_n = -\tau_{n+1}, \ n \geq 0 \).

The following Theorem, also given in [6], is a restatement of the above results under the additional assumption that the measure \( \mu \) belongs to the class of measures for which the principal value integral

\[
I(\mu) = \int_T \frac{\zeta}{T} d\mu(\zeta) = \lim_{\epsilon \to 0} \int_{\epsilon}^{2\pi - \epsilon} e^{i\theta} \frac{d\mu(e^{i\theta})}{e^{i\theta} - 1}, \quad (4.2)
\]

exists. Observe that this class of measures also includes measures for which the integral \( \int_T |\zeta - 1|^{-2}d\mu(\zeta) \) does not exist. The simplest example of such measures is the Lebesgue measure \( d\mu(\zeta) = (2\pi i)^{-1}d\zeta \), where \( I = 1/2 \) but \( \int_T |\zeta - 1|^{-2}(2\pi i)^{-1}d\zeta \) does not exist.

**Theorem 4.1 ([6]).** Let \( \mu \) be a nontrivial probability measure on the unit circle such that \( I = I(\mu) \) exists and let \( \{\Phi_n\}_{n=0}^{\infty} \) be the sequence of monic orthogonal polynomials on the unit circle with respect to \( \mu \). With any \( s \) be such that \( -\infty < s < \infty \), let the sequence \( \{\tau_n(s)\}_{n=1}^{\infty} \) be given by

\[
\tau_1(s) = \frac{I + is}{I - is} \quad \text{and} \quad \tau_{n+1}(s) = \frac{\tau_n(s) + \overline{\tau}_{n-1}}{1 + \tau_n(s)\overline{\tau}_{n-1}}, \quad n \geq 1.
\]

Then for the sequence \( \{R_n(s; z)\} \) of para orthogonal polynomials, in \( z \), given by

\[
R_n(s; z) = \frac{1 + \tau_n(s)}{2} \prod_{k=1}^{n-1} \frac{1 + \text{Re}[\tau_k(s)\overline{\alpha}_{k-1}]}{1 + \tau_k(s)\overline{\alpha}_{k-1}} = z\Phi_{n-1}(z) + \tau_n(s)\Phi_{n-1}^*(z), \quad n \geq 1,
\]

the following three term recurrence formula holds.

\[
R_{n+1}(s; z) = [(1 + ic_{n+1}(s))z + (1 - ic_{n+1}(s))] R_n(s; z) - 4d_{n+1}(s)zR_{n-1}(s; z),
\]

with \( R_0(s; z) = 1 \) and \( R_1(s; z) = (1 + ic_1(s))z + (1 - ic_1(s)) \), where the real sequences \( \{c_n(s)\} \) and \( \{d_{n+1}(s)\} \) are such that

\[
c_1(s) = \frac{\tau_1(s) - 1}{\tau_1(s) + 1} = -2[s + \text{Im}(I)] \quad \text{and} \quad \text{c}_{n+1}(s) = \frac{\text{Im}[\tau_n(s)\overline{\alpha}_{n-1}]}{1 + \text{Re}[\tau_n(s)\overline{\alpha}_{n-1}]}, \quad d_{n+1}(s) = [1 - \ell_n(s)\ell_{n+1}(s), \quad n \geq 1.
\]
Here, \( \{d_{n+1}(s)\}_{n=1}^{\infty} \) is a positive chain sequence and \( \{\ell_{n+1}(s)\}_{n=0}^{\infty} \) is its minimal parameter sequence, which is given by

\[
\ell_1(s) = 0 \quad \text{and} \quad \ell_{n+1}(s) = \frac{1}{2} \frac{|1 + \tau_n(s)\alpha_{n-1}|^2}{1 + \text{Re} (\tau_n(s)\alpha_{n-1})}, \quad n \geq 1.
\]

With respect to the measure \( \mu \), the polynomials \( R_n(s) \) also satisfy the orthogonality property \( \mathcal{N}(s)|z^{-n+k}R_n(s;z)| = 0, \) \( k = 0, 1, \ldots, n-1, \) with respect to the moment functional \( \mathcal{N}(s) \) given by

\[
\mathcal{N}(s)[f(z)] = \int_T f(\zeta) \frac{\zeta - z}{\zeta - 1} d\mu(\zeta) + isf(1).
\] (4.3)

The orthogonal polynomials \( \{\Phi_n(z)\}_{n=0}^{\infty} \) can be recovered from \( \{R_n(s;z)\}_{n=0}^{\infty} \) by

\[
(z-1)\Phi_n(z) \prod_{k=1}^{n+1} (1+ic_k(s)) = R_{n+1}(s;z) - 2(1-\ell_{n+1}(s))R_n(s;z), \quad n \geq 0,
\]

which we can identify with the relation (3.9).

Observe that \( I \) in Theorem 3.1 is such that \( I + T = \mu_0 = 1 \). Hence, \( \text{Re}(I) = 1/2 \) and \( \tau_1(s) \neq -1 \) if \( -\infty < s < \infty \).

It was also shown in [6] that the sequence \( \{d_{n+1}(s)\}_{n=1}^{\infty} \) given in Theorem 3.1 is always a single parameter positive chain sequence if \( s \neq 0 \). However, \( \{d_{n+1}(0)\}_{n=1}^{\infty} \) is a single parameter positive chain sequence if and only if the integral \( \int_T |\zeta - 1|^{-2}d\mu(\zeta) \) does not exist.

Some remarks with respect to the measure obtained in Theorem 3.2

- There are infinitely many pairs \( \{\{c_n\}_{n \geq 1}, \{d_{n+1}\}_{n \geq 1}\} \), where the \( \{c_n\}_{n \geq 1} \) is a real sequence and \( \{d_{n+1}\}_{n \geq 1} \) is a positive chain sequence, considered as in Theorem 3.2 produce the same measure \( \mu \). However, as we have shown above, there is a one to one correspondence between any pair \( \{\{c_n\}_{n \geq 1}, \{d_{n+1}\}_{n \geq 1}\} \) and the pair \( \{\{\alpha_n\}_{n \geq 0}, \tau\} \), where \( \{\alpha_n\}_{n \geq 0} \) is the sequence of Verblunsky coefficients associated with the measure \( \mu \) and \( \tau = (1-ic_1)/(1+ic_1) \).

- If the resulting measure \( \mu \) is such that the principal value integral \( I(\mu) \) defined by (4.2) exists, then each pair \( \{\{c_n\}_{n \geq 1}, \{d_{n+1}\}_{n \geq 1}\} \) that produces \( \mu \) can be identified to be equal to a pair \( \{\{c_n(s)\}_{n \geq 1}, \{d_{n+1}(s)\}_{n \geq 1}\} \) given by Theorem 4.1 where \( s = -\text{Im}(I(\mu)) - c_1/2 \).

- In a pair \( \{\{c_n\}_{n \geq 1}, \{d_{n+1}\}_{n \geq 1}\} \) that equals to \( \{\{c_n(s)\}_{n \geq 1}, \{d_{n+1}(s)\}_{n \geq 1}\} \), where \( s \neq 0 \), the positive chain sequence \( \{d_{n+1}\}_{n \geq 1} \) can not be a multiple parameter positive chain sequence. However, in the pair equals to \( \{\{c_n(0)\}_{n \geq 1}, \{d_{n+1}(0)\}_{n \geq 1}\} \) the sequence \( \{d_{n+1}\}_{n \geq 1} \) is a multiple parameter positive chain sequence only if \( \mu \) is such that integral \( \int_T |\zeta - 1|^{-1}d\mu(\zeta) \) exists.

- Observe that if the integral \( \int_T |\zeta - 1|^{-1}d\mu(\zeta) \) exists then the principal value integral \( I(\mu) \) also exists as a normal integral.

Hence, if the measure \( \mu \) obtained from Theorem 3.2 is such that the principal value integral \( I = I(\mu) \) exists then from Theorem 4.1 we have that the polynomials \( R_n \) given by (3.7) satisfy

\[
\int_T \zeta^{-n+k}R_n(\zeta)\frac{\zeta}{\zeta - 1}d\mu(\zeta) - i[\text{Im}(I) + c_1/2]R_n(1) = 0, \quad 0 \leq k \leq n - 1.
\] (4.4)
Now by considering the transformation $\zeta = (x + i)/(x - i)$ we have

$$I(\mu) = \int_{\mathbb{R}} \frac{\zeta}{\zeta - 1} d\mu(\zeta) = \lim_{y \to \infty} \int_{-y}^{y} \frac{1}{2} (1 - ix) d\psi(x),$$

where

$$d\psi(x) = -d\mu((x + i)/(x - i)). \quad (4.5)$$

Hence, by considering the principal value integral on the real line defined by

$$\int_{-\infty}^{\infty} f(x) d\psi(x) = \lim_{y \to \infty} \int_{-y}^{y} f(x) d\psi(x), \quad (4.6)$$

if $I(\mu)$ exists then

$$\int_{-\infty}^{\infty} x d\psi(x) = -2 \text{Im}(I(\mu)).$$

Consequently, from (4.4),

$$\int_{-\infty}^{\infty} r_k^{(n)}(x) \frac{P_n(x)}{(x^2 + 1)^n} (x^2 + 1) d\psi(x) + \left[ c_1 - \int_{-\infty}^{\infty} x d\psi(x) \right] p_n = 0, \quad 0 \leq k \leq n - 1. \quad (4.7)$$

where $r_k^{(n)}(x) = (x + i)^k(x - i)^{n-1-k}$ and $p_n = (1 - \ell_1) \cdots (1 - \ell_n)$ is the leading coefficient of $P_n$.

**Theorem 4.2.** Given the RII type recurrence, let $\mu$ be the probability measure on the unit circle obtained as in Theorem 3.2. If the measure $\mu$ is such that the principal value integral $I(\mu)$ defined by (4.2) exists then with $\psi(x)$ given by (4.5) and with the principal value integral on the real line defined by (4.6),

$$\int_{-\infty}^{\infty} x^k \frac{P_n(x)}{(x^2 + 1)^n} (x^2 + 1) d\psi(x) = - \left[ c_1 - \int_{-\infty}^{\infty} x d\psi(x) \right] p_n \delta_{n-1,k}, \quad 0 \leq k \leq n - 1,$n
t

for $n \geq 1$.

**Proof.** Since the set of polynomials $\{r_j^{(n)}\}_{j=0}^{n-1}$ is linearly independent in $\mathbb{P}_{n-1}$ we can write

$$x^k = \sum_{j=0}^{n-1} q_{k,j}^{(n)} r_j^{(n)}(x), \quad 0 \leq k \leq n - 1.$$n

Hence, from (4.7)

$$\int_{-\infty}^{\infty} x^k \frac{P_n(x)}{(x^2 + 1)^n} (x^2 + 1) d\psi(x) + \left[ c_1 - \int_{-\infty}^{\infty} x d\psi(x) \right] p_n \sum_{j=1}^{n-1} q_{k,j}^{(n)} = 0, \quad 0 \leq k \leq n - 1.$$n

Now considering the limit of $x^{-n+1} \sum_{j=0}^{n-1} q_{k,j}^{(n)} r_j^{(n)}(x)$ as $x \to \infty$ we find that $\sum_{j=0}^{n-1} q_{k,j}^{(n)} = 0$ for $k = 0, 1, \ldots, n - 2$ and $\sum_{j=0}^{n-1} q_{n-1,j} = 1$, which gives the required result in the theorem. \qed

We are now able to consider the proof of Theorem 1.2.
Proof of Theorem 1.2 Since the positive chain sequence \(\{d_{n+1}\}_{n \geq 1}\) has multiple parameter sequences, from Theorem 3.2 the associated measure is such that the integral \(\int_\mathbb{T} |\zeta - 1|^{-2} d\mu(\zeta)\) exists. Moreover, from the remarks that follow Theorem 4.1 the polynomials \(R_n\) given by (3.7) satisfy \(R_n(z) = R_n(0; z), \ n \geq 0\) and

\[
\int_\mathbb{T} \zeta^{-n+k} R_n(\zeta)(1 - \zeta) d\nu(\zeta) = N^{(0)}[z^{-n+k} R_n(0; z)] = 0, \quad 0 \leq k \leq n - 1, \tag{4.8}
\]

where the probability measure on the unit circle \(\nu\) is given by

\[
\text{const } d\nu(\zeta) = \frac{\zeta}{(\zeta - 1)(1 - \zeta)} d\mu(\zeta) = \frac{1}{|\zeta - 1|^2} d\mu(\zeta).
\]

Now from results obtained in [9] and from some further observations made later (see for example [6]), if \(\{\beta_n\}_{n \geq 0}\) is the sequence of Verblunsky coefficients with respect to the measure \(\nu\) then for the coefficients of the recurrence relation (3.7) of \(R_n\) we also have

\[
c_n = \frac{-\text{Im}(\tau_{n-1} \beta_{n-1})}{1 - \text{Re}(\tau_{n-1} \beta_{n-1})} \quad \text{and} \quad d_{n+1} = (1 - g_n) g_{n+1}, \quad n \geq 1 \tag{4.9}
\]

and

\[
\prod_{j=1}^{n} (1 - g_j) R_n(z) = K_n(z, 1),
\]

where \(K_n(z, w)\) represents the Christoffel-Darboux kernels with respect to the probability measure \(\nu\). Here, \(\tau_0 = 1,\)

\[
g_n = \frac{1}{2} \left| \frac{1 - \tau_{n-1} \beta_{n-1}}{1 - \text{Re}(\tau_{n-1} \beta_{n-1})} \right|^2 \quad \text{and} \quad \tau_n = \frac{\tau_{n-1} - \bar{\beta}_{n-1}}{1 - \tau_{n-1} \beta_{n-1}}, \quad n \geq 1.
\]

Since the measure \(\nu\) does not have a pure point at \(z = 1\), the above parameter sequence \(\{g_{n+1}\}_{n \geq 0}\) of the positive chain sequence \(\{d_{n+1}\}_{n \geq 1}\) is also its maximal parameter sequence \(\{M_{n+1}\}_{n \geq 0}\).

The following reciprocal formulas can also be easily verified,

\[
\beta_{n-1} = \frac{1}{\tau_{n-1}} \frac{1 - 2M_n - ic_n}{1 - ic_n} \quad \text{and} \quad \tau_n = \frac{\tau_{n-1} - \bar{\beta}_{n-1}}{1 - \tau_{n-1} \beta_{n-1}}, \quad n \geq 1.
\]

for \(n \geq 1, \) with \(\tau_0 = 1.\)

Now we consider the transformation \(\zeta = (x + i)/(x - i)\). Then we have from (3.6) and (4.8)

\[
\int_{-\infty}^{\infty} x^k \frac{P_n(x)}{(x^2 + 1)^n} \, d\varphi(x) = 0, \quad k = 0, 1, \ldots, n - 1.
\]

where \(d\varphi(x) = -d\nu((x + i)/(x - i)).\)

To obtain the value of \(\gamma_n = \int_{-\infty}^{\infty} x^n P_n(x) \, d\varphi(x)\), first we observe from the \(R_{II}\) type recurrence (1.2),

\[
(x^2 + 1) \frac{P_{n+1}(x)}{(x^2 + 1)^{n+1}} = (x - c_{n+1}) \frac{P_{n}(x)}{(x^2 + 1)^n} - d_{n+1} \frac{P_{n-1}(x)}{(x^2 + 1)^{n-1}}, \quad n \geq 1.
\]

Hence, \(\gamma_{n+1} = \gamma_n - d_{n+1} \gamma_{n-1}\), which is equivalent to

\[
d_{n+1} = \frac{\gamma_n}{\gamma_{n-1}} \left[ 1 - \frac{\gamma_{n+1}}{\gamma_n} \right], \quad n \geq 1.
\]
Clarely, \( \gamma_0 = \int_{-\infty}^{\infty} d\varphi(x) = \int_T d\nu(\zeta) = 1 \). Thus, all we have to show is \( \gamma_1 = (1 - M_1) \).

With \( \int_{-\infty}^{\infty} \frac{P_1(x)}{(x^2 + 1)} d\varphi(x) = 0 \) we can write

\[
\gamma_1 = \int_{-\infty}^{\infty} (x + c_1) \frac{P_1(x)}{x^2 + 1} d\varphi(x) = 1 - (1 + c_1^2) \int_{-\infty}^{\infty} \frac{1}{x^2 + 1} d\varphi(x).
\]

However,

\[
\int_{-\infty}^{\infty} \frac{1}{x^2 + 1} d\varphi(x) = \frac{1}{4} \int_T \zeta^{-1}(\zeta - 1)^2 d\nu(\zeta) = \frac{1}{2} [1 - \Re(\tilde{a}_0)].
\]

Hence, together with the result for \( c_1 \) in (4.9) we find \( \gamma_1 = (1 - M_1) \).

5 Examples

We justify the statements made in Theorems 1.2 and 3.2, and also the results given in Section 4 with the following examples.

Example 1. We consider the \( R_{II} \) type recurrence (1.2) with \( c_n = 0, n \geq 1, d_2 = 1/2 \) and \( d_{n+1} = 1/4, n \geq 2 \). The sequence \( \{d_{n+1}\}_{n \geq 1} \) is a single parameter positive chain sequence with its minimal parameter sequence \( \{\ell_{n+1}\}_{n \geq 0} = \{0, 1/2, 1/2, 1/2, \ldots\} \).

From the theory of difference equations it is easily verified that

\[
P_n(x) = \left(\frac{x - i}{2}\right)^n + \left(\frac{x + i}{2}\right)^n, \quad n \geq 1.
\]

Hence, from (1.3) we have

\[
u_0(x) = 1, \quad \text{and} \quad u_n(x) = \frac{(-1)^n}{\sqrt{2}} \left[ 1 + \frac{(x + i)^n}{(x - i)^n} \right], \quad n \geq 1.
\]

From this we successively find from the results given in Section 3 that

\[
\hat{u}_n(x) = \frac{(-1)^n}{2} \left[ \frac{(x + i)^n}{(x - i)^n} - \frac{(x + i)^{n-1}}{(x - i)^{n-1}} \right], \quad n \geq 1,
\]

\[
R_0(z) = 1, \quad R_n(z) = z^n + 1, \quad n \geq 1,
\]

\[
\hat{R}_n(z) = z^n - z^{n-1}, \quad n \geq 1
\]

and

\[
\Phi_n(z) = z^n, \quad n \geq 0.
\]

Thus, clearly the probability measure \( \mu \) that follows from Theorem 3.2 is the Lebesgue measure. That is, \( d\mu(\zeta) = \frac{1}{2\pi i} d\zeta \) and all the associated Verblunsky coefficients are equal to 0.

For the Lebesgue measure the integral \( \int_T |\zeta - 1|^{-2} d\mu(\zeta) \) does not exist. However, we observe that the principal value integral \( I(\mu) \) exists. To be precise, we have

\[
I(\mu) = \frac{1}{2\pi} \lim_{\epsilon \to 0} \left[ \int_{0+\epsilon}^{\pi} e^{i\theta} - 1 \, d\theta + \int_{0+\epsilon}^{\pi} e^{-i\theta} - 1 \, d\theta \right] = \frac{1}{2\pi} \lim_{\epsilon \to 0} \int_{0+\epsilon}^{\pi} d\theta,
\]

from which \( I(\mu) = 1/2 \). Hence, from Theorem 4.1 (see also [6])

\[
\tau_{n+1}(s) = \frac{1 + i2s}{1 - i2s}, \quad n \geq 0
\]
and for the polynomials
\[ R_n(s; z) \frac{1 + \tau_1(s)}{2} \prod_{k=1}^{n-1} \frac{1 + \text{Re}[\tau_k(s)\alpha_{k-1}]}{1 + \tau_k(s)\alpha_{k-1}} = z\Phi_{n-1}(z) + \tau_n(s)\Phi_{n-1}^*(z), \quad n \geq 1, \]
there hold \( R_1(s; z) = (1 + ic_1(s))\zeta + (1 - ic_1(s)) \) and
\[ R_{k+1}(s; z) = [(1 + ic_{k+1}(s))z + (1 - ic_{k+1}(s))]R_k(z) - 4d_{k+1}(s)zR_k(z), \quad k \geq 1, \]
where
\[ c_1(s) = -2s, \quad c_{n+1}(s) = 0, \quad n \geq 1, \quad d_2(s) = d_2 = \frac{1}{2}, \quad d_{n+2}(s) = d_{n+1} = \frac{1}{4}, \quad n \geq 1. \]

Thus, we conclude that with a choice of \( s \) such that \(-\infty < s < \infty\) the real sequence \( \{c_n(s)\}_{n \geq 1} = \{-2s, 0, 0, 0, \ldots\} \) and positive chain sequence \( \{d_{n+1}\}_{n \geq 1} = \{1/2, 1/4, 1/4, 1/4, \ldots\} \) used together with Theorem 4.2 leads to the same measure which is the Lebesgue measure.

If the sequence of polynomials \( \{P_n(s; x)\} \) are given by \( P_0(s; x) = 1, \ P_1(s; x) = x-c_1(s) \) and
\[ P_{n+1}(s; x) = [x - c_{n+1}(s)]P_n(s; x) - d_{n+1}(x^2 + 1)P_{n-1}(s; x), \quad n \geq 1. \]
then from Theorem 4.2 we have
\[ dv^2(x) = \frac{1}{\pi} \frac{1}{x^2 + 1} dx, \quad \int_{-\infty}^{\infty} x dv^2(x) = \lim_{y \to \infty} \left[ \frac{1}{2\pi} \ln(x^2 + 1) \right]^{y} = 0 \]
and
\[ \frac{1}{\pi} \int_{-\infty}^{\infty} x^k \frac{P_n(s; x)}{(x^2 + 1)^n} dx = -c_1(s)p_n \delta_{n-1,k}, \quad 0 \leq k \leq n - 1, \]
where \( p_n = (1 - \ell_1) \cdots (1 - \ell_n) = 1/2^{n-1} \).

**Example 2.** With \( s \) such that \(-\infty < s < \infty\), we consider the \( R_{II} \) type recurrence (1.2), where \( c_n = c_n(s) \) and \( d_{n+1} = d_{n+1}(s) = [1 - \ell_n(s)]\ell_{n+1}(s) \), for \( n \geq 1 \), are given by \( c_1(s) = \kappa - 2s, \ell_1(s) = 0, \)
\[
\begin{align*}
c_{4m+2}(s) &= \frac{-\kappa}{1 + 4m\kappa} \frac{1 + (4m + 1)\kappa}[1 + (4m + 1)\kappa] + 4s\kappa(1 - \kappa) - 4s^2[1 + (4m - 1)\kappa]\kappa, \\
c_{4m+3}(s) &= \frac{-4s\kappa}{1 + (4m + 1)\kappa} \frac{(1 - \kappa)^2[1 + (4m + 1)\kappa] + 4s\kappa(1 - \kappa) + 4s^2[1 + (4m + 1)\kappa]}{2s\kappa}, \\
c_{4m+4}(s) &= \frac{\kappa}{1 + (4m + 2)\kappa} \frac{(1 - \kappa)^2[1 + (4m + 1)\kappa] + 4s\kappa(1 - \kappa) - 4s^2[1 + (4m + 3)\kappa]}{4s\kappa}, \\
c_{4m+5}(s) &= \frac{-2\kappa(1 - \kappa)}{1 + (4m + 3)\kappa} \frac{(1 - \kappa)^2[1 + (4m + 1)\kappa] - 2s[1 + (4m + 3)\kappa]}{4s\kappa(1 - \kappa) - 4s^2[1 + (4m + 3)\kappa]}.
\end{align*}
\]
\[
\ell_{4m+2}(s) = 1 + \frac{(4m - 1)\kappa}{2[1 + (4m)\kappa]^2} \times \frac{(1 - \kappa)^2[1 + (4m + 1)\kappa]^2 + 4s\kappa(1 - \kappa)[1 + (4m + 1)\kappa] + 4s\kappa^2[2 + (1 + (4m)\kappa)^2]}{(1 - \kappa)^2[1 + (4m + 1)\kappa] + 4s^2[1 + (4m - 1)\kappa]}.
\]
For polynomials obtained from (1.2), we obtain
\[ I = \text{constant} \]
for the principal value integral
\[ \int_{-\infty}^{\infty} x^2 \left( \frac{\ell(s; x)}{x^2 + 1} \right)^n (x^2 + 1) \, dx = \left( c_1(s) - \kappa \right) p_n(s) \delta_{n-1,k}, \quad 0 \leq k \leq n - 1, \]
where \( p_n(s) = (1 - \ell_1(s)) \cdots (1 - \ell_n(s)) \). Here, \( \delta_1 \) represents the Dirac measure concentrated at the point \( x = 1 \).

**Example 3.** We now consider the \( R_{11} \) type recurrence (1.2) with
\[ c_n = 0 \quad \text{and} \quad d_{n+1} = 1/4, \quad n \geq 1. \]  
(5.1)
The sequence \( \{d_{n+1}\}_{n \geq 1} \) is not a single parameter positive chain sequence. Its minimal parameter sequence is \( \{\ell_{n+1}\}_{n \geq 0} \), where \( \ell_{n+1} = n/(2(n + 1)) \), \( n \geq 0 \) and its maximal parameter sequence \( \{M_{n+1}\}_{n \geq 0} \) is such that \( M_{n+1} = 1/2, n \geq 0 \).

Again from the theory of difference equations it is easily verified that
\[ P_n(x) = i \left( x - \frac{i}{2} \right)^{n+1} - i \left( x + \frac{i}{2} \right)^{n+1}, \quad n \geq 0. \]
Hence, from (1.3) we have
\[ u_n(x) = (-1)^n \frac{1}{2} i(x - i) \left[ 1 - \frac{(x + i)^{n+1}}{(x - i)^{n+1}} \right], \quad n \geq 0. \]

From this we successively find from the results given in Section 3 that
\[ \hat{u}_n(x) = (-1)^n \sqrt{\frac{n+1}{n}} i(x - i) \left[ 1 - \frac{n+1}{n} \frac{(x + i)^n + n+1}{(x - i)^n} \right], \quad n \geq 1, \]
\[ R_n(z) = \frac{z^{n+1} - 1}{z - 1}, \quad n \geq 0, \]
\[ \hat{R}_n(z) = \frac{1}{n(z - 1)} \left[ n(z^{n+1} - 1) - (n+1)(z^n - 1) \right], \quad n \geq 1 \]
and
\[ \Phi_{n-1}(z) = \frac{1}{n(z - 1)^2} \left[ n(z^{n+1} - 1) - (n+1)(z^n - 1) \right], \quad n \geq 1. \]

The corresponding probability measure \( \mu \) is found to be
\[ d\mu(\zeta) = \frac{(1 - \zeta)(\zeta - 1)}{4\pi i \zeta^2} d\zeta. \]

Now we derive the polynomials \( R_n(s, z) \) and their orthogonality property given by Theorem 4.1. Again, many information regarding the orthogonal polynomials on the unit circle associated with this measure are well known.

For example, the associated Verblunsky coefficients are
\[ \alpha_{n-1} = \frac{1}{n+1}, \quad n \geq 1. \]

Clearly the integral \( \int |\zeta - 1|^{-2} d\mu(\zeta) \) exists and that one can also easily verify that
\[ I(\mu) = \int_C \frac{\zeta}{\zeta - 1} d\mu(\zeta) = \frac{1}{2}. \]

We also easily verify by induction that the sequence \( \{\tau_n(s)\} \) generated by
\[ \tau_1(s) = \frac{I + is}{I - is} \quad \text{and} \quad \tau_{n+1}(s) = \frac{\tau_n(s) + \alpha_{n-1}}{1 + \tau_n(s)\alpha_{n-1}}, \quad n \geq 1, \]
can be explicitly given by (see [6])
\[ \tau_{n+1}(s) = \frac{1 + i(n+1)(n+2)s}{1 - i(n+1)(n+2)s}, \quad n \geq 0. \]

With this we obtain
\[ c_n(s) = -\frac{2ns}{1 + (n^2 - 1)(n + 1)^2 s^2} \quad \text{and} \quad d_{n+1}(s) = [1 - \ell_n(s)]\ell_{n+1}(s), \]
for \( n \geq 1 \), where
\[ \ell_{n+1}(s) = \frac{n}{2(n + 1)} \frac{1 + (n+1)^2(n+2)^2 s^2}{1 + n(n+1)^2(n+2)^2 s^2}, \quad n \geq 0. \]
Since,
\[ 1 - \ell_{n+1}(s) = \frac{n + 2}{2(n + 1)} \frac{1 + n^2(n + 1)^2 s^2}{1 + n(n + 1)^2(n + 2)s^2}, \quad n \geq 1, \]
we have
\[
\sum_{n=1}^{\infty} \prod_{k=1}^{n} \frac{\ell_{k+1}(s)}{1 - \ell_{k+1}(s)} = \frac{2}{1 + 4s^2} \sum_{n=1}^{\infty} \frac{1}{(n + 1)(n + 2) + (n + 1)(n + 2)s^2}.
\]
The above series converges if \( s = 0 \) and diverges otherwise. Hence, by Wall’s criteria the positive chain sequence \( \{d_{n+1}(0)\} \) is a multiple parameter positive chain sequence and \( \{d_{n+1}\} \) for \( s \neq 0 \) is a single parameter positive chain sequence.

Now if the sequence of polynomials \( \{P_n(s,x)\} \) are given by \( P_0(s,x) = 1, P_1(s,x) = x - c_1(s) \) and
\[ P_{n+1}(s;x) = [x - c_{n+1}(s)]P_n(s;x) - d_{n+1}(s)(x^2 + 1)P_{n-1}(s;x), \quad n \geq 1. \]
then from Theorem 4.2
\[ d\psi(x) = 2 \frac{1}{\pi} \frac{1}{(x^2 + 1)^2} dx, \quad \int_{-\infty}^{\infty} x d\psi(x) = 0 \]
and
\[ 2 \pi \int_{-\infty}^{\infty} x^k \frac{P_n(s;x)}{(x^2 + 1)^n} \frac{1}{x^2 + 1} dx = - c_1(s) p_n(s) \delta_{n-1,k}, \quad 0 \leq k \leq n - 1, \]
where \( p_n(s) = (1 - \ell_1(s)) \cdots (1 - \ell_n(s)). \)

Since \( \{d_{n+1}(0)\}_{n \geq 1} = \{1/4\}_{n \geq 1} \) is a multiple parameter positive chain sequence, from Theorem 1.2 we have for the polynomials \( \{P_n\} = \{P_n(0,\cdot)\} \) given by (1.2) and (5.1)
\[ 2 \pi \int_{-\infty}^{\infty} x^k \frac{P_n(x)}{(x^2 + 1)^n} \frac{1}{x^2 + 1} dx = \frac{1}{2^n} \delta_{n,k}, \quad k = 0, 1, \ldots, n. \]

**Example 4.** Here we consider the \( R_{II} \) type recurrence (1.2) with \( \{c_n\}_{n \geq 1} \) and \( \{d_{n+1}\}_{n \geq 1} \) given by
\[ c_n = \frac{\eta}{\lambda + n}, \quad d_{n+1} = \frac{1}{4} \frac{n(2\lambda + n + 1)}{(\lambda + n)(\lambda + n + 1)}, \quad n \geq 1, \quad (5.2) \]
where \( \lambda, \eta \in \mathbb{R} \) and \( \lambda > -1. \)

Observe that for the minimal parameter sequence of the positive chain sequence \( \{d_{n+1}\}_{n \geq 1} \) we have
\[ \ell_{n+1} = \frac{n}{2(\lambda + n + 1)}, \quad n \geq 0. \]
The sequence \( \{d_{n+1}\}_{n=1}^{\infty} \) is a single parameter chain sequence for \(-1/2 \geq \lambda > -1\) and it is a multiple parameter sequence otherwise. When \( \lambda > -1/2 \) the maximal parameter sequence \( \{M_{n+1}\}_{n=0}^{\infty} \) of \( \{d_{n+1}\}_{n=1}^{\infty} \) is such that
\[ M_{n+1} = \frac{2\lambda + n + 1}{2\lambda + n + 1}, \quad n \geq 0. \]

The polynomials \( R_n \) obtained from the above sequences \( \{c_n\} \) and \( \{d_{n+1}\} \), together with the recurrence formula (3.7) have already been studied in [6], and we have
\[ R_n(z) = \frac{(2\lambda + 2)_n}{(\lambda + 1)_n} \binom{2}{b+2; 1-z}, \quad n \geq 1, \]
where \( b = \lambda + i \eta \). Here, \( \, _2F_1(-n, b; c; z) \) represents a Gaussian hypergeometric polynomial of degree \( n \) in \( z \). More about the properties of such polynomials and about general Gaussian hypergeometric functions \( \, _2F_1(a, b; c; z) \), we cite [1].

From (3.6) we then have

\[
P_n(x) = \frac{(2\lambda + 2)_n (x - i)^n}{(\lambda + 1)_n} \, _2F_1(-n, b + 2; b + \overline{b} + 2; -2i/(x - i)), \quad n \geq 1.
\]

The nontrivial probability measure \( \mu \) that follows from Theorem 3.2 is found to be

\[
d\mu(e^{i\theta}) = \frac{2^{b+\overline{b}+2}|\Gamma(b+2)|^2}{2\pi \Gamma(b+\overline{b}+3)} e^{(\pi-\theta) \text{Im}(b) \sin^2(\theta/2)} \Re^{(b+1)d\theta}.
\]

The associated monic orthogonal polynomials on the unit circle and Verblunsky coefficients are (see [18])

\[
\Phi_n(z) = \frac{(b+\overline{b}+3)_n}{(b+2)_n} \, _2F_1(-n, b+2; b+\overline{b}+3; 1-z),
\]

\[
\alpha_{n-1} = -\frac{(b+1)_n}{(b+2)_n}, \quad n \geq 1.
\]

When \( \lambda > -1/2 \) the sequence \( \{d_{n+1}\}_{n \geq 1} \) is a multiple parameter positive chain sequence and its maximal parameter sequence \( \{M_{n+1}\}_{n \geq 0} \) is such that

\[
M_{n+1} = \frac{2\lambda + n + 1}{2\lambda + n + 1}, \quad n \geq 0.
\]

Hence, for \( \lambda > -1/2 \) we can consider the probability measure

\[
d\nu(e^{i\theta}) = \text{const} \frac{1}{|\zeta - 1|^2} d\mu(e^{i\theta}) = \frac{2^{b+\overline{b}+1}|\Gamma(b+1)|^2}{2\pi \Gamma(b+\overline{b}+1)} e^{(\pi-\theta) \text{Im}(b) \sin^2(\theta/2)} \Re^{(b+1)d\theta},
\]

and from Theorem 1.2 the polynomials \( P_n \) given by (1.2) and (5.2) satisfy the orthogonality

\[
\int_{-\infty}^{\infty} x^j \frac{P_n(x)}{(x^2 + 1)^n} d\varphi(x) = \gamma_n \delta_{n,k}, \quad j = 0, 1, \ldots, n,
\]

where

\[
d\varphi(x) = -d\nu\left(\frac{x + i}{x - i}\right) = \frac{2^{b+\overline{b}+1}|\Gamma(b+1)|^2}{2\pi \Gamma(b+\overline{b}+1)} e^{[\pi-2\arccot(x)]\eta(x^2 + 1)^{-\lambda-1}dx},
\]

\[
\gamma_0 = \int_{-\infty}^{\infty} d\varphi(x) = \int_{\mathbb{C}} d\nu(\zeta) = 1 \text{ and } \gamma_n = (1 - M_n)\gamma_{n-1}, \quad n \geq 1.
\]

References

[1] G.E. Andrews, R. Askey and R. Roy, Special Functions, Encyclopedia of Mathematics and its Applications, vol. 71, Cambridge University Press, Cambridge, 1999.

[2] Z. Bai, J. Demmel, J. Dongarra, A. Ruhe and H. van der Vorst, editors. Templates for the Solution of Algebraic Eigenvalue Problems: A Practical Guide. SIAM, Philadelphia, 2000.
[3] P. Billingsley, “Convergence of Probability Measures”, John Wiley & Sons, New York, 1968 (2nd ed., 1999).

[4] C.F. Bracciali, Xin Li and A. Sri Ranga, Real orthogonal polynomials in frequency analysis, Math. Comp., 74 (2005), 341-362.

[5] C.F. Bracciali, J.S. Silva and A. Sri Ranga, Explicit formulas for OPUC and POPUC associated with measures which are simple modifications of the Lebesgue measure, Appl. Math. Comput., 271 (2015), 820-831.

[6] C.F. Bracciali, A. Sri Ranga and A. Swaminathan, Para-orthogonal polynomials on the unit circle satisfying three term recurrence formulas, Appl. Numer. Math., 19 (2016), 19-40.

[7] M.J. Cantero, L. Moral and L. Velázquez, Measures and para-orthogonal polynomials on the unit circle, East J. Approx., 8 (2002), 447-464.

[8] T.S. Chihara, “An Introduction to Orthogonal Polynomials”, Mathematics and its Applications Series, Gordon and Breach, 1978.

[9] M.S. Costa, H.M. Felix and A. Sri Ranga, Orthogonal polynomials on the unit circle and chain sequences, J. Approx. Theory, 173 (2013), 14-32.

[10] L. Daruis, O. Njåstad and W. Van Assche, Para-orthogonal polynomials in frequency analysis, Rocky Mountain J. Math., 33 (2003), no. 2, 629-645.

[11] T. Erdélyi, P. Nevai, J. Zhang and J. Geronimo, A simple proof of “Favard’s theorem” on the unit circle, Atti Sem. Mat. Fis. Univ. Modena, 39 (1991), 551–556. Also in “Trends in functional analysis and approximation theory” (Acquafredda di Maratea, 1989), 41–46, Univ. Modena Reggio Emilia, Modena, 1991.

[12] L. Golinski, Quadrature formulas and zeros of para-orthogonal polynomials on the unit circle, Acta Math. Hungar., 96, (2002), 169-186.

[13] M.E.H. Ismail, “Classical and Quantum Orthogonal Polynomials in One Variable”, Cambridge Univ. Press, Cambridge, 2005.

[14] M.E.H. Ismail and D.R. Masson, Generalized orthogonality and continued fractions, J. Approx. Theory, 83 (1995), 1-40.

[15] W.B. Jones, O. Njåstad and W.J. Thron, Moment theory, orthogonal polynomials, quadrature, and continued fractions associated with the unit circle, Bull. Lond. Math. Soc., 21 (1989), 113-152.

[16] B. Simon, Orthogonal Polynomials on the Unit Circle. Part 1. Classical Theory, Amer. Math. Soc. Colloq. Publ., vol. 54, part 1, Amer. Math. Soc., Providence, RI, 2005.

[17] B. Simon, Rank one perturbations and zeros of paraorthogonal polynomials on the unit circle, J. Math. Anal. Appl., 329 (2007), 376-382.

[18] A. Sri Ranga, Szegő polynomials from hypergeometric functions, Proc. Amer. Math. Soc., 138 (2010), 4259-4270.

[19] G. Szegő, “Orthogonal Polynomials”, 4th ed., Amer. Math. Soc. Colloq. Publ., vol. 23, (Amer. Math. Soc., Providence, RI, 1975).
[20] H.S. Wall, *Analytic Theory of Continued Fractions*, D. van Nostrand Co., New York, 1948.

[21] J.H. Wilkinson, *The Algebraic Eigenvalue Problem*, Clarendon, Oxford, 1965.

[22] M.L. Wong, First and second kind paraorthogonal polynomials and their zeros, *J. Approx. Theory*, **147** (2007), 282-293.

[23] A. Zhedanov, Biorthogonal rational functions and generalized eigenvalue problem, *J. Approx. Theory*, **101** (1999), 303-329.