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1 Introduction

Let $\tilde{X}_t$ be reflecting Brownian motion on $K = [0, 1]$. It is well known that $\tilde{X}$ has generator $\tilde{L} = \frac{1}{2} \Delta$, and Dirichlet form given by

$$E(f, f) = \frac{1}{2} \int_{[0, 1]} |\nabla f(x)|^2 dx \quad \text{on} \quad L^2([0, 1], dx).$$

The transition density $\tilde{p}_t(x, y)$ of $X$ satisfies the heat equation $\partial \tilde{p}_t / \partial t = \tilde{L} \tilde{p}_t$, and for $x \in [0, 1]$ the short time asymptotics of $\tilde{p}_t(x, x)$ are given by

$$\tilde{p}_t(x, x) \sim (2\pi t)^{-1/2}, \quad t \to 0.$$
1) If $x$ is a dyadic rational then $d_s(x)/2 = a(1)/(\log 2 + a(1)) = \log(1/p)/\log(2/p)$.
2) $\mu^{(\theta)}$ almost everywhere $d_s(x)/2 = a(\theta)/(\log 2 + a(\theta))$.
3) There exist points $x$ at which
$$\liminf_{t \to 0} \frac{-\log p_t(x,x)}{-\log t} < \limsup_{t \to 0} \frac{-\log p_t(x,x)}{-\log t}.$$ 
In fact our methods handle more general compact self-similar sets $K$, and include the following:

1) P.c.f. fractals with a ‘regular harmonic structure’ – see [16].
2) The unit cube $[0,1]^d$ for $d \geq 2$.
3) P.c.f. fractals with a harmonic structure which is not regular.
4) Sierpinski carpets in dimensions $d \geq 2$ – see [5].

The unit interval is a special case of 1), and we can treat 2) as a special case of 4). In cases 1) and 3) the underlying diffusion is that given by the harmonic structure, while for 2) it is standard Brownian motion on the unit cube, with normal reflection on the boundary. For 4) it is the diffusion constructed in [2]. We restrict ourselves to self-similar (Bernoulli) measures $\mu$ for which the topological support is the whole of $K$. In case 1) this is the only condition on $\mu$, but in the other cases a further condition (see (2.2)) is needed to ensure that $\mu$ does not charge sets of capacity zero.

The main results of this paper are Theorem 3.5 and Corollary 3.6, which give upper and lower bounds on the transition density $p_t(x,x)$. Specializing to the case $K = [0,1]$ we obtain Theorem 1.1.

The essential idea of this paper is to decompose $K$ into regions $D_i^{(n)}$ such that the process $X$ takes a time $O(e^{-n})$ to cross each of these sets. The self-similarity of $K$ means that these sets are all the same ‘shape’, but in general different ‘sizes’. We therefore expect that, for most $x \in D_i^{(n)}$, one should have
$$p_t(x,x) \approx \mu(D_i^{(n)})^{-1}.$$ (1.1)

This estimate turns out to be correct whenever, on one hand, $t$ is small enough so that $P^x(X_t \in D_i^{(n)}) > c > 0$, and on the other hand $t$ is large enough so that $p_t(x,\cdot)$ has diffused over a significant proportion of $D_i^{(n)}$. We will see that when $x$ is suitably far from the boundary of $D_i^{(n)}$ then (with a few added constants) (1.1) holds.

We can, however, have adjacent regions $D_i^{(n)}$, $D_j^{(n)}$, with very different measures. For example, in the case of $[0,1]$ with $\mu^{(p)}$ the appropriate sets will be $[1/2 - 2^{-n_1}, 1/2]$, $[1/2, 1/2 + 2^{-n_2}]$, where $n_i \approx n/(\log(2/p_i))$ and $p_1 = 1-p, p_2 = p$. Since $p_t(x,x)$ is continuous, (1.1) clearly cannot hold close to $1/2$.

In this paper we do not tackle the problem, which seems in general quite hard, of identifying how $p_t(x,x)$ behaves in these boundary zones. We are, however, able to show that the sets of bad points (where our upper and lower bounds differ significantly) is small, and this enables us to make the kind of estimates given in Theorem 1.1.

If we set
$$J_\gamma = \{x \in K : d_s(x) exists and equals to \gamma\}$$
then we have a multi-fractal decomposition of $K$ into $\{J_\gamma\}_\gamma$ and $K \setminus \cup \gamma J_\gamma$. A forthcoming paper, [12], studies the Hausdorff dimensions of these sets.
2 Dirichlet forms on some self-similar sets with multi-fractal measure

2.1 Self-similar sets

In this section we describe the spaces we consider, and give the properties of the Dirichlet forms on them that we will need. We begin with the definition of a self-similar space: see [1], [18] for more details and examples.

Notation.
1) Let $S = \{1, 2, \ldots, N\}$. The one-sided shift space $\Sigma$ is defined by $\Sigma = S^\mathbb{N}$.
2) For $w \in \Sigma$, we denote the $i$-th element in the sequence by $w_i$ and write $w = w_1w_2w_3\ldots$.
3) If $w \in S^n$, we define $|w| = n$.
4) Let $\sigma : \Sigma \to \Sigma$ be the left shift map, i.e. $\sigma w = w_2w_3\ldots$ if $w = w_1w_2\ldots$. Define $\sigma_s : \Sigma \to \Sigma$ by $\sigma_s w = sw$ for $s \in S$.

Definition 2.1 Let $K$ be a compact metrizable space and for each $s \in S$, $F_s : K \to K$ be a continuous injection. Then, $L = (K, S, \{F_s\}_{s \in S})$ is said to be a self-similar structure on $K$ if there exists a continuous surjection $\pi : \Sigma \to K$ such that $\pi \circ \sigma_s = F_s \circ \pi$ for every $s \in S$.

For $w \in S^n$, we denote $F_w = F_{w_1} \circ F_{w_2} \circ \cdots \circ F_{w_n}$ and $K_w = F_w(K)$. In particular, $K_s = F_s(K)$ for $s \in S$. We remark that the unit interval is a simple example of a self-similar structure: take $N = 2$ so that $\Sigma = \{1, 2\}^\mathbb{N}$ and let
\[
\pi(w) = \sum_{i=1}^{\infty} (w_i - 1)2^{-i}.
\]

Definition 2.2 Let $L = (K, S, \{F_s\}_{s \in S})$ be a self-similar structure on $K$. Then the critical set of $L$ is defined by
\[
C(L) = \pi^{-1}(\bigcup_{s,t \in S, s \neq t} (K_s \cap K_t))
\]
and the post critical set of $L$ is defined by
\[
P(L) = \bigcup_{n \geq 1} \sigma^n(C(L)).
\]

See [1], Section 5, for the computation of $C(L)$ and $P$ for some simple examples. In the case of the unit interval, with the self-similar structure given above, we have $P(L) = \{0, 1\}$.

For $m \geq 0$, let
\[
P^{(m)} = \bigcup_{w \in S^m} wP, \quad V_m = \pi(P^{(m)}), \quad V_* = \bigcup_{m \geq 0} V_m \quad \text{and} \quad V_m^\circ = V_m - V_0.
\]

We call $V_0$ the boundary of $K$. A Bernoulli (probability) measure on $K$ is a measure $\mu$ on $K$ such that $\mu(F_i(K)) = \mu_i > 0$, where $\sum_{i=1}^{N} \mu_i = 1$. For $u \in L^1(K, \mu)$ we write $\tilde{u} = \int_K u \, d\mu$.

In this paper, we will consider connected self-similar sets $(K, S, \{F_s\}_{s \in S})$, with a local regular Dirichlet forms $(\mathcal{E}, \mathcal{F})$ on $L^2(K, \mu)$ which satisfy the following assumption.
Assumption 2.3 (a) \((E, \mathcal{F})\) is a closed local regular Dirichlet form on \(L^2(K, \mu)\) so that for each \(f \in \mathcal{F}, f \circ F_i \in \mathcal{F}\) for all \(i \in S\). Further, \((E, \mathcal{F})\) satisfies, for some \(\rho_i > 0, i \in S\), the following self-similarity property:

\[
E(f, g) = \sum_{i=1}^{N} \rho_i E(f \circ F_i, g \circ F_i) \quad \forall f, g \in \mathcal{F}.
\] (2.1)

(b) \(\mu\) is a Bernoulli measure on \(K\) with

\[
0 < \mu_i < \rho_i, \quad \forall i \in S.
\] (2.2)

(c) There exists \(c_{2.1} > 0\) such that

\[
E(f, f) \geq c_{2.1} \int_K |f - \bar{f}|^2 d\mu \quad \forall f \in \mathcal{F}.
\] (2.3)

(d) The semigroup \(\{P_t\}_{t \geq 0}\) associated with \(E\) on \(L^2(K, \mu)\) has a jointly continuous density \(p_t(x, y)\), \(t > 0, x, y \in K\). (This is the transition density of the associated diffusion process \(X\) with respect to \(\mu\).)

In the remainder of this section we will discuss the existence of Dirichlet forms satisfying this assumption for the two classes of spaces treated in this paper: p.c.f self-similar sets, and Sierpinski carpets.

First we give some more notation. Set \(t_i = \rho_i / \mu_i\), for \(1 \leq i \leq N\). We remark that \(\rho_i\) can be interpreted as the conductance associated with \(F_i(K)\) and that \(t_i^{-1}\) is the time scaling factor for the diffusion process on \(F_i(K)\). Let \(\Lambda_n\) be defined by

\[
\Lambda_n = \{w = w_1 \cdots w_k \in \bigcup_{i \geq 0} S_i : t_{w_1} \cdots t_{w_{k-1}} \leq \epsilon^n < t_{w_1} \cdots t_{w_k}\},
\]

with \(\Lambda_0 = \emptyset\). We write \(t_w = \prod_{i=1}^{k} t_{w_i}, \rho_w = \prod_{i=1}^{k} \rho_{w_i}\) etc. for \(w = w_1 \cdots w_k\). Throughout the paper, we denote

\[
t^* = \max_i t_i, \quad t_* = \min_i t_i, \quad \mu^* = \max_i \mu_i, \quad \mu_* = \min_i \mu_i.
\]

From (2.1) we have

\[
E(f, f) = \sum_{w \in \Lambda_n} \rho_w E(f \circ F_w, f \circ F_w) \quad \forall f \in \mathcal{F}.
\]

We call a set of the form \(F_w(K)\), an \(m\)-complex if \(w \in S^m\) and a \(\Lambda_l\)-complex if \(w \in \Lambda_l\). For \(A \subset K\) and \(m \geq 0\), let

\[
D_m(A) = \{C : C \text{ is a } m\text{-complex such that } A \cap C \neq \emptyset\},
\]

and let \(D^1_m(A) = D_m(D_m(A))\). We define \(D_{\Lambda_l}(x)\) and \(D^1_{\Lambda_l}(x)\) analogously. Set \(\partial D_{\Lambda_l}(x) = \text{cl}(K \setminus D_{\Lambda_l}(x)) \cap D_{\Lambda_l}(x)\). For \(x \in K - V_s\) let \(\Lambda_r(x)\) be the length of the word of the \(\Lambda_r\)-complex to which \(x\) belongs: note that \(D_{\Lambda_r}(x) = D_{\Lambda_r}(x)\).
2.2 P.c.f. self-similar sets and their Dirichlet forms

We call the self-similar set \((K, S, \{F_s\}_{s \in S})\) a p.c.f. fractal set if the post critical set \(P(\mathcal{L})\) is a finite set – p.c.f. here stands for ‘post critically finite’. This condition implies that \(K\) is finitely ramified.

These sets were introduced by Kigami ([16]). In [16], [18], [20] it is shown that, provided a ‘non-degenerate harmonic structure’ exists, then a closed regular local Dirichlet form satisfying (2.1) exists, with the property that \(\mathcal{E}(f, f) = 0\), \(f \in \mathcal{F}\), implies that \(f\) is constant. (For work on the existence of non-degenerate harmonic structures see [25], [23].) In [16] the additional hypothesis of ‘regularity’ of the harmonic structure was imposed: in our context this means that the conductivities \(\rho_i\) satisfy

\[
\rho_i > 1, \quad \forall i \in S.
\] (2.4)

We now summarise how the remainder of Assumption 2.3 is proved in this case. Because the resolvent operator is compact (see [18], [20]) and \(P_t f = f\) if and only if \(f\) is constant, there is a spectral gap so that (2.3) holds.

Let \(\mathcal{L}_\mu\) be the self-adjoint operator on \(L^2(K, \mu)\) associated with the Dirichlet form \((\mathcal{E}, \mathcal{F})\), and let \(\{\lambda_n\}_n\) be the eigenvalues of \(-\mathcal{L}_\mu\) and \(\{\varphi_n\}_n\) be the normalized eigenfunctions. In [18], it is proved that \(\varphi_n\) is continuous and

\[
\|\varphi_n\|_\infty \leq \lambda_n^\kappa \quad n \geq 1,
\]

where \(\kappa\) depends only on the Dirichlet form and \(K\). Thus, by Mercer’s theorem,

\[
p_t(x, y) = \sum_n e^{-\lambda_n t} \varphi_n(x) \varphi_n(y),
\]

and the right hand side converges uniformly. This proves joint continuity of the transition density, and completes the verification of Assumption 2.3.

Let \(n^\mu(x) = \#\{\lambda : \lambda \text{ is an eigenvalue of } -\mathcal{L}_\mu \leq x.\}\). In [19], [18] it is proved that, if \(d_s^\mu(\mu) > 0\) is the unique positive number satisfying

\[
\sum_{i=1}^N (\mu_i/\rho_i) d_s^\mu(\mu)/2 = 1,
\] (2.5)
then
\[ 0 < \liminf_{x \to -\infty} x^{d_\mu(x)} \leq \limsup_{x \to -\infty} x^{d_\mu(x)} < \infty. \]

In the case when (2.4) and (2.5) holds, let \( \nu \) be the Bernoulli measure satisfying
\[ \nu_i = \rho_i^{-\sigma}, \quad \forall i \in S, \]
where \( \sigma \) is the unique constant which satisfies \( \sum_{i=1}^{N} \rho_i^{-\sigma} = 1 \). Then \( \max_{\mu} d_\mu(x)/2 \) (where \( \mu \) is taken to be a Bernoulli measure on \( K \)) is attained only at \( \nu \), and the maximum value is \( \sigma/(\sigma+1) \). For this special case, (i.e. \( \mu = \nu \)) detailed estimates on \( p_t(x,y) \) are obtained in [13]. We remark that if (2.4) holds then (2.2) is satisfied for any Bernoulli measure \( \mu \) (with \( \mu_i > 0 \)), and that \( d_\mu(x) < 2 \). In general, however, it is possible to have \( d_\mu(x) > 2 \).

### 2.3 Sierpinski carpets and their Dirichlet forms

Let \( H_0 = [0,1]^d \), and let \( l \in \mathbb{N} \), \( l \geq 2 \) be fixed. Set \( Q = \{ \langle l \rangle : 1 \leq k_i \leq l, \ k_i \in \mathbb{N} \} \), let \( l \leq N \leq l^d \) and let \( F_i, 1 \leq i \leq N \) be orientation preserving affine maps of \( H_0 \) onto some element of \( Q \). (We assume that the sets \( F_i(H_0) \) are distinct.) Set \( H_1 = \cup_{i \in S} F_i(H_0) \).

Then, there exists a unique non-empty compact set \( K \subset H_0 \) such that \( K = \cup_{i \in S} F_i(K) \) and \( (K, S, \{ F_s \}_{s \in S}) \) is a self-similar structure. \( K \) is called a Sierpinski carpet if the following hold:

**SC1** (Symmetry) \( H_1 \) is preserved by all the isometries of the unit cube \( H_0 \).

**SC2** (Connected) \( H_1 \) is connected.

**SC3** (Non-diagonality) Let \( B \) be a cube in \( H_0 \) which is the union of \( 2^d \) distinct elements of \( Q \). Then if \( (H_1 \cap B)^o \) is non-empty, it is connected.

**SC4** (Borders included) \( H_1 \) contains the line segment \( \{ x : 0 \leq x_1 \leq 1, x_2 = \cdots = x_d = 0 \} \).

Here (see [5]) (SC1) and (SC2) are essential, while (SC3) and (SC4) are included for technical convenience. The main difference from p.c.f. self-similar sets is that Sierpinski carpets are infinitely ramified: the critical set \( C(\mathcal{E}) \) in Definition 2.2 is infinite, and \( K \) cannot be disconnected by removing a finite number of points. In fact, for the classical Sierpinski carpet in \( \mathbb{R}^d \) with \( l = 3 \) and \( N = 3^d - 1 \) we have \( V_0 = \partial [0,1]^d \). Write \( d_f = d_f(K) = \log N/\log l \) for the Hausdorff dimension of \( K \). Note that the \( d \)-dimensional unit cube \([0,1]^d \), \( d \geq 2 \), can be included as an example of a Sierpinski carpet by taking \( N = l^d \).

We write \( \nu \) for the Bernoulli measure with weights \( \nu_i = 1/N \): \( \nu \) is a multiple of the Hausdorff measure on \( K \). In [2], [21], [5], [14] a non-degenerate Dirichlet form \( \mathcal{E}' \) on \( L^2(K, \nu) \) is constructed on these spaces, with the property that \( \mathcal{E}' \) is invariant under local isometries of \( K \) – and in particular \( \mathcal{E}' \) is the same on each \( k \)-complex. The uniqueness of \( \mathcal{E}' \) is an open problem – see [5]. If \( \mathcal{E}' \) were unique then (2.1) would follow immediately. However, without requiring uniqueness, in [21] (see also Remark 5.11 of [5] and [17]) a compactness argument is used to construct a Dirichlet form \( \mathcal{E} \) with the same invariances as \( \mathcal{E}' \) and in addition satisfying (2.1) in the case when, for a constant \( \rho_K \) depending on \( K \),

\[ \rho_i = \rho_K, \quad 1 \leq i \leq N. \]

Let \( t_K = t_i = N \rho_K \), and let \( \hat{X} = (\hat{X}_t, t \geq 0) \) be the diffusion associated with \( \mathcal{E} \) and \( L^2(K, \nu) \). We define \( d_w = \log t_K/\log l \), the walk dimension of \( K \), and \( d_s = 2 \log N/\log t_K \), the spectral
Figure 2: The Sierpinski carpet

dimension of $K$. When $K = [0,1]^d$, $\tilde X$ is just reflecting Brownian motion on $[0,1]^d$, $t_K = t^2$ and $\rho_K = t^{2-d}$. As $\tilde X$ satisfies the same local isotropy condition as the processes studied in [2], [5], the techniques of those papers apply to $\tilde X$ and lead to the same estimates for the Green's function and transition density of the process.

Let $\mu$ be a Bernoulli measure satisfying (2.2). We now verify Assumption 2.3. For functions $f, g$, write $f \asymp g$ if there exists $c_1, c_2 > 0$ such that $c_1 g(x) \leq f(x) \leq c_2 g(x)$ for all $x$. We have the following estimate of the 1-order Green's kernel for the process $\tilde X$. The proof follows from the estimates and methods of [1], [4], [5].

**Proposition 2.4** There exists a Green's kernel $\hat g_1(x,y)$ which is continuous on $K \times K \setminus \{x \neq y\}$ (and on $K \times K$ when $d_s < 2$), and satisfies the following:

$$E^x \left[ \int_0^\infty e^{-t} f(\tilde X_t) dt \right] = \int_K \hat g_1(x,y) f(y) d\nu \quad \forall f \in \mathcal{B}(K),$$

$$\hat g_1(x,y) \asymp \begin{cases} c_{2.2} |x-y|^{d_w-d_f} & \text{if } d_s > 2, \\ -c_{2.3} \log |x-y| + c_{2.4} & \text{if } d_s = 2, \\ c_{2.5} & \text{if } d_s < 2. \end{cases}$$

We now wish to consider $\mathcal{E}$ on the space $L^2(K,\mu)$, and to do this we use an argument due to Osada [24].

For an open set $B \subset K$, define the capacity of $B$ by

$$\text{Cap}(B) = \inf \{ \mathcal{E}_1(u,u) : u \in \mathcal{F}, u \geq 1 \text{ on } B \},$$

where for $\beta \geq 0$, $\mathcal{E}_\beta(u,u) = \mathcal{E}(u,u) + \beta \|u\|_{L^2(K,\nu)}^2$. The capacity of any set $F \subset K$ is defined as the infimum of the capacity of open sets which contain $F$. We say that $\mu$ charges no set of zero capacity if the following holds:

$$\mu(A) = 0 \quad \text{for all } A \in \mathcal{B}(K) \text{ such that } \text{Cap}(A) = 0.$$

**Lemma 2.5** Under the condition (2.2), $\mu$ charges no sets of zero capacity.
PROOF. If \( d_s < 2 \) then points have strictly positive capacity, and the result is immediate. We prove the result for \( d_s > 2 \): the proof for \( d_s = 2 \) is similar. It is well-known that for each compact set \( M \subset K \),

\[
\text{Cap}(M) = \sup\{m(M) : m \text{ is a positive Radon measure, } \text{Supp}[m] \subset M, \]
\[
\hat{G}_1m(x) \equiv \int_M \hat{g}_1(x,y)m(dy) \leq 1, \forall x \in K. \tag{2.7}
\]

Using Proposition 2.4,

\[
\int_M \hat{g}_1(x,y)\mu(dy) \leq \int_K \hat{g}_1(x,y)\mu(dy)
\]
\[
\leq \sum_{n=0}^\infty \int_{l^{-n-1} \leq |x-y|_{\max} < l^{-n}} \hat{g}_1(x,y)\mu(dy)
\]
\[
\leq c_1 \sum_{n} n^{(d_f-d_w)}\mu(l^{-n-1} \leq |x-y|_{\max} < l^{-n})
\]
\[
\leq c_2 \sum_{n} n^{(d_f-d_w)}(\mu^*)^n = c_3 < \infty,
\]

because of the assumption (2.2) (note that \( l^{(d_f-d_w)} = N/t_K = \rho_K^{-1} \)). Here \( |y|_{\max} = \max_i |y_i| \) for \( y = (y_1, \ldots, y_d) \in \mathbb{R}^d \). Thus, setting \( \mu_M(\cdot) = \mu(\cdot \cap M) \), we have \( G_1\mu_M \leq c_3 \). Using (2.7), \( \text{Cap}(M) \geq \mu(M)/c_3 \) for each compact set \( M \), thus for each Borel set, which completes the proof. \qed

As \( \mu \) is a Radon measure which charges no set of zero capacity, it is a smooth measure in the sense of [9] (p. 80). Thus, it is a Revuz measure for some positive continuous additive functional \( A \) (see section 5.1 of [9]) and we can time change by the inverse of \( A \) – see section 6.2 of [9]. Let \( S \) denote the quasi support of \( \mu \) (see p. 168 of [9]) for the Dirichlet form on \( L^2(K, \nu) \). Note that \( S \subset K \) and \( \mu(K \setminus S) = 0 \). For a set \( A \), denote \( \sigma_A = \inf\{t > 0 : \tilde{X}_t \in A\} \). Define

\[
\tilde{\mathcal{F}} = \{ \phi \in L^2(K, \mu) : \phi = u \ \mu \text{ - a.e. for some } u \in \mathcal{F}_e \},
\]
\[
\tilde{\mathcal{E}}(\phi, \phi) = \mathcal{E}(H_Su, H_Su), \ \phi \in \tilde{\mathcal{F}}, \phi = u \ \mu \text{ - a.e., } u \in \mathcal{F}_e,
\]

where \( H_Su(x) = E^x u(\tilde{X}_{\sigma_S}) \) for \( x \in K \) and \( \mathcal{F}_e \) is the extended Dirichlet space associated with \( (\tilde{\mathcal{E}}, \tilde{\mathcal{F}}) \) (p. 35 of [9]). By Theorem 5.1.5 and Theorem 6.2.1 of [9], \( (\tilde{\mathcal{E}}, \tilde{\mathcal{F}}) \) is a closed regular Dirichlet form on \( L^2(K, \mu) \). The next proposition shows that \( \mathcal{E} = \tilde{\mathcal{E}} \), so that the Dirichlet form is not affected by the time change.

**Proposition 2.6** Assume (2.2). Then

\[
P^x(\sigma_S = 0) = 1 \ \forall x \in K. \tag{2.8}
\]

**PROOF.** If \( d_s < 2 \), then \( S = K \) and (2.8) is clear. We now prove (2.8) for \( d_s > 2 \): a similar proof works for \( d_s = 2 \). Let \( A_n(x) = \{ y \in K : l^{-n-1} \leq |x-y|_{\max} < l^{-n} \} \), and \( S^n(x) = S \cap A_n(x) \). Note that as \( \mu_i > 0 \) for all \( i \in S \), \( \mu(S^n(x)) \neq 0 \) for \( n \geq 0 \). To prove (2.8) it is enough to prove that

\[
\sum_{n=1}^\infty n^{(d_f-d_w)} \text{Cap}(S^n(x_0)) = \infty \ \forall x_0 \in K. \tag{2.9}
\]
If \( K = [0, 1]^d \) this is just the classical Wiener test (see [15] or [22]); the result used here follows, using Proposition 2.4, by exactly the same arguments.

Using Kelvin’s principle (see Section 2.2 of [9]), we have for each compact set \( M \subset K \),

\[
\{\text{Cap}(M)\}^{-1} = \inf \int_{M \times M} \hat{g}_1(x, y) m(dx) m(dy),
\]

(2.10)

where the infimum is taken over the positive Radon measures \( m \) with \( m(M) = 1 \). Now, take an arbitrary compact set \( M \subset \mathcal{S}^n(x_0) \) such that \( \mu(M) \geq \mu(\mathcal{S}^n(x_0))/2 \). Then \( \mu(M \cap A_k(x)) \leq \mu(\mathcal{S}^n(x_0) \cap A_k(x)) \leq c_1 \mu(\mathcal{S}^n(x_0))(\mu^*)^{k-n} \leq 2c_1 \mu(M)(\mu^*)^{k-n} \) for \( k \geq n \). So, using Proposition 2.4 as before, we have

\[
\mu(M)^{-2} \int_{M \times M} \hat{g}_1(x, y) \mu(dx) \mu(dy) \leq \mu(M)^{-2} \int_M \mu(dx) \int_M c_2 |x - y|_{\text{max}}^d \mu(dy)
\]

\[
\leq c_3 \mu(M)^{-2} \int_M \mu(dx) \sum_{k=n}^{\infty} k^{\nu(d_f - d_w)} \mu(M \cap A_k(x))
\]

\[
\leq c_4 \mu(M)^{-2} \int_M \mu(dx) \sum_{k=n}^{\infty} k^{\nu(d_f - d_w)} \mu(M)(\mu^*)^{k-n}
\]

\[
= c_4 l^{\nu(d_f - d_w)} \sum_{j=0}^{\infty} j^{\nu(d_f - d_w)} (\mu^*)^j \leq c_3 \nu(d_f - d_w).
\]

Here we used the fact that \( l^{d_f - d_w} \mu^* = \rho_K^{-1} \mu^* < 1 \) (due to assumption (2.2)) in the last inequality.

Taking \( m(\cdot) = \mu(\cdot \cap M)/\mu(M) \) in (2.10), we have \( \text{Cap}(M) \geq c_5^{-1} l^{-n(d_f - d_w)} \). As this holds for all compact sets \( M \subset \mathcal{S}^n(x_0) \) with \( \mu(M) \geq \mu(\mathcal{S}^n(x_0))/2 \), we have \( \text{Cap}(\mathcal{S}^n(x_0)) \geq c_5^{-1} l^{-n(d_f - d_w)} \), which proves (2.9).

We thus obtain a closed local regular Dirichlet form \((\mathcal{E}, \mathcal{F})\) on \( L^2(K, \mu) \) with the property (2.1): write \( X \) for the associated diffusion.

We next show that (2.3) holds. If \( d_s < 2 \) then this is easy to verify directly. We omit the argument for \( d_s > 2 \); it follows by similar arguments to those for \( d_s > 2 \).

For \( A \subset K \) write \( T_A = \inf\{t \geq 0 : X_t \in A\} \). Let \( x \in K - V_s \), and \( \sigma_n = T_{D_n(x)^c} \). Let \( g(x, y) \) be the (0th order) Green’s function for \( X \) killed on hitting \( D_n(x)^c \). From [5] we have that \( g(x, y) \leq c|x - y|_{d_w - d_f} \). As the 0th-order Green’s function is not affected by the time change, by a calculation similar to that in Lemma 2.5

\[
E^x \sigma_n = \int_{D_n(x)} g(x, y) \mu(dy) \leq c_1 \int_{D_n(x)} |x - y|_{d_w - d_f} d\mu
\]

\[
\leq c_2 \sum_{k=n}^{\infty} k^{\nu(d_f - d_w)} (\mu^*)^k \leq c_3 (t^*_n)^{-n} \leq c_3 e^{-c_4 n}.
\]

(2.11)

Define \( U^\lambda f(x) = E^x \int_0^\infty e^{-\lambda t} f(X_t) dt \) for \( \lambda > 0 \). Using (2.11), the argument of [5] Proposition 6.14 goes through (with some modification) to prove that there exists \( \beta > 0 \) such that

\[
|U^\lambda f(x) - U^\lambda f(y)| \leq c_1 (2 + \lambda^{-1}) |x - y|^\beta \|f\|_\infty \quad \forall x, y \in K.
\]

(2.12)
Then, by Ascoli-Arzelà’s theorem, $X$ has a compact resolvent. It is clear that $P_tf = f$ if and only if $f$ is constant. Thus there is a spectral gap, and (2.3) holds.

Finally, we prove the joint continuity of the transition density. As $P_t$ is a self-adjoint compact operator on $L^2(K, \mu)$, there exist $\varphi_i$ that form a complete orthonormal system in $L^2(K, \mu)$ with

$$p_t(x, y) = \sum_{i=1}^{\infty} e^{-\lambda_i t} \varphi_i(x) \varphi_i(y), \quad \text{for } \mu^2\text{-a.e. } (x, y).$$

Further, the convergence is absolute and takes place in $L^\infty(K \times K)$ (see [5] Proposition 6.15). As $P_t \varphi_i = e^{-\lambda_i t} \varphi_i$ a.e., we have $U^\lambda \varphi_i = (\lambda + \lambda_i)^{-1} \varphi_i$ a.e.. Defining $\varphi_i = (\lambda + \lambda_i)U^\lambda \varphi_i$, we have $\varphi_i = \varphi_i$ a.e. and by (2.12), $\varphi_i$ is continuous. On the other hand, by a routine argument from (2.3) plus hitting time estimates in Proposition 4.3 which will be proved later, we have

$$p_t(x, x) \leq c_1 t^{-\gamma_1} \quad \forall x \in K, 0 < t < 1,$$

for some $\gamma_1 > 0$ depending only on the Dirichlet form and $\mu$ (the detailed argument will be given for the killed process on $D_{\Lambda_n(x)}$ in Proposition 5.1). Note that this upper bound is not sharp, but it is enough to deduce the continuity of $p_t(x, y)$. By this estimate, we see that $\|P_t\|_{2, -\infty} \leq c_1 t^{-\gamma_1/2}$. Thus,

$$\|P_t \varphi_i\|_{\infty} = e^{-\lambda_i t} \|\varphi_i\|_{\infty} \leq c_1 t^{-\gamma_1/2} \quad \forall i.$$

Taking $t = 1/\lambda_i$, $\|\varphi_i\|_{\infty} \leq c_2 \lambda_i^{-1/2}$. Thus we can take a version of transition density as

$$p_t(x, y) = \sum_n e^{-\lambda_i t} \varphi_n(x) \varphi_n(y),$$

and the convergence is uniform. This proves joint continuity of the density.

We thus obtain a Dirichlet form on $L^2(K, \mu)$ which satisfies Assumption 2.3.

### 3 Main Theorems

In the following, we identify $S^n$ and the set of all n-complexes. For $x, y \in K$, we say $\Pi = \{x, x_1, \ldots, x_l, y\}$ is an m-walk of length $|\Pi| = l + 1$ if $x_1, \ldots, x_l \in S^m, x \in F_{x_1}(K), y \in F_{x_l}(K)$ and $F_{x_i}, F_{x_{i+1}}$ are adjacent m-complexes for $1 \leq i \leq l - 1$. For simplicity, we will assume the following in the p.c.f. self-similar set case.

**Assumption 3.1** Let $\mathcal{L} = (K, S, \{F_s\}_{s \in S})$ be a p.c.f. self-similar set. For each $x, y \in V_0$ with $x \neq y$ and for each $m \geq 0$,

$$\min\{|\Pi| : \Pi \text{ is a m-walk from } x \text{ to } y\} \geq 2^m.$$

We remark that if the self-similar structure $\mathcal{L}$ is changed to $\mathcal{L}_l = (K, S^l, \{F_w\}_{w \in S^l})$, then for sufficiently large $l$, $\mathcal{L}_l$ satisfies Assumption 3.1. For $x \in K \setminus V$, let $n_{x,y,r}(x)$ be the shortest number of steps by a $(\Lambda_r(x) + j)$-walk from $x$ to $\partial D_{\Lambda_r}(x)$. Further, for $x \in K \setminus V$, define

$$p_r(x) = \min\{k : x \notin D_{\Lambda_r(x) + k}\}.$$

Since $\cap_k D_k(A) = A$ if $A \subset K$ is closed, we have $p_r(x) < \infty$ for $x \in K \setminus V_r$. Note that $p_{n-1}(x) \leq p_n(x) + C$ for some $C > 0$, independent of $n$ and $x$. 
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Lemma 3.2 There exist $c_{3.1} > 0$ such that the following holds for all $r, j \geq 0$ and $x \in K \setminus V_*$.

$$e^{(j-p_r(x)+)/2} \leq 2^{(j-p_r(x)+)} \leq n_{r,j}(x) \leq c_{3.1}e^{([\log r^*]+1)j/2},$$  \hspace{1cm} (3.1)

where for $x \in \mathbb{R}$, $x_+ = \max(x, 0)$.

**Proof.** Using Assumption 3.1 in the p.c.f. case, and the fact that $l \geq 2$ in the carpet case, we have $n_{r,j}(x) \geq 2^{(j-p_r(x)+)}$. Since $e < 4$ the first inequality is immediate.

Noting that if $r \geq n \log t^*$ then $\Lambda_r(x) > n$ for all $x \in K - V_*$, the third inequality can be obtained by an easy modification of the proof of Lemma 3.3 in [13]. \hfill \Box

Now let $\hat{\mu}$ be any Bernoulli measure on $K$ so that $\hat{\mu}(V_0) = 0$, $\hat{\mu}(F_i(K)) = \hat{\mu}_i$ for all $i$ where $\hat{\mu}_i \geq 0$ satisfies $\sum_i \hat{\mu}_i = 1$. We emphasise that we continue to consider the density of $X$ with respect to $\mu$: the role of $\hat{\mu}$ will be to select subsets of $K$ with different limiting behaviour of $p_t(x, x)$.

As in [11], Lemma 6, we have

**Proposition 3.3** There exists $\alpha > 0$ and $g: K \to [0, \infty)$ such that for $\hat{\mu}$-a.e. $x \in K$,

$$(rj)^{-\alpha}e^{j/2} \leq n_{r,j}(x) \leq c_{3.1}e^{([\log r^*]+1)j/2} \quad \forall r \geq 0, \forall j \geq g(x).$$

**Proof.** First note that if $x \not\in D_k(V_0)$ then any $j$-walk from $x$ to $V_0$ requires at least $2^{j-k}$ steps. Also, there exists $\theta < 1$ such that $\hat{\mu}(D_k(V_0)) \leq c_0\theta^k$ for $k \geq 1$.

Since each $\Lambda_n$ complex is a scaled copy of $K$ it follows that for $2 \leq k \leq j$,

$$\hat{\mu}(\{x : n_{r,j}(x) \leq 2^{j-k}\}) \leq c_0\theta^k.$$

So, if $\alpha_0 = \log 2 / \log(1/\rho)$,

$$\hat{\mu}(\{x : 2^{-j}n_{r,j}(x) \leq \lambda\}) \leq c_1\lambda^{1/\alpha_0} \quad \text{for } 0 < \lambda < 1.$$

So

$$\hat{\mu}(\{x : 2^{-j}n_{r,j}(x) \leq \lambda r^{-\alpha_0} \text{ for some } r \geq 0\}) \leq \sum_{r=0}^{\infty} \hat{\mu}(2^{-j}n_{r,j}(x) \leq \lambda r^{-\alpha_0-1}) \leq \sum_r c_1(\lambda r^{-\alpha_0-1})^{1/\alpha_0} \leq c_2\lambda^{1/\alpha_0}.$$

Taking $\lambda = j^{-\alpha_0-1}$ and applying Borel-Cantelli it follows that, $\hat{\mu}$-a.e., $n_{r,j}(x) \geq (rj)^{-\alpha_0-1}j$ for all sufficiently large $j$. Putting $\alpha = \alpha_0 + 1$, the first inequality follows. The second inequality is the same as in (3.1). \hfill \Box

We now state our main theorems.
Theorem 3.4 There exists $c_{3.2}, \ldots, c_{3.8} > 0$ such that the following holds.
1) (Lower estimate) For each $x \in K \setminus V_*$ and $t \leq c_{3.2} e^{-n'} \left( n' = n + c_{3.3} p_n(x) \right)$,
   $$c_{3.4} \{ \mu(D_{\Lambda_n}(x)) \}^{-1} \leq p_t(x, x).$$

2) (Upper estimate) For each $x \in K \setminus V_*$ and for each $t$ which satisfies $c_{3.5} e^{-n''} \leq t \leq c_{3.6} e^{-n'-c_{3.7} \log n'} \left( n' = n + c_{3.3} p_n(x), \ n'' = n' + c_{3.7} \log n' \right)$ for some $m \leq n$,
   $$p_t(x, x) \leq c_{3.8} \left\{ \min_{w \in D_{\Lambda_n}} \mu_w \right\}^{-1}.$$  

We note that in general $n'$ is not monotone increasing w.r.t. $n$. As we do not have a good comparison between $p_t(x, x)$ and $p_{t/2}(x, x)$, we need an extra log $n'$ in the time interval for the upper estimate. See the proof, which will be given in Section 5, for details.

**Remark.** For the p.c.f. fractals, we can also obtain the following estimate by the similar (but simpler) argument to the proof of Theorem 3.4.

There exist $c_{3.9}, c_{3.10}, c_{3.11} > 0$ such that for each $x \in K$ and for each $e^{-(n+1)} \leq t \leq e^{-n}$,
   $$c_{3.9} \{ \mu(D_{\Lambda_n}^{1-c_{3.10}}(x)) \}^{-1} \leq p_t(x, x) \leq c_{3.11} \left\{ \min_{w \in D_{\Lambda_n}} \mu_w \right\}^{-1}. \quad (3.2)$$

Note that (3.2) always gives some estimate of the kernel for each fixed $t$ whereas Theorem 3.4 does not (unless $t$ is small enough). On the other hand, when $t$ is in the interval where Theorem 3.4 gives the estimate, it is much sharper than that of (3.2).

Concerning the lower bound for the p.c.f. fractals, (3.2) with $c_{3.10} = 0$, which is sharper than (3.2), is proved in Section 5 of [18]. For the p.c.f. fractals with a ‘regular harmonic structure’, sharper upper estimate of $p_t(x, x)$ is given in appendix of [12].

We cannot obtain (3.2) for the carpet cases as $D_{\Lambda_n}^{1}(x)$ could have a very ‘bad shape’ in general. When the sizes of two adjacent $\Lambda_n$-complexes in $D_{\Lambda_n}^{1}(x)$ are very different, particles could escape from $D_{\Lambda_n}^{1}(x)$ much faster than $e^{-n}$.

Using Proposition 3.3, we have the following almost sure result.

**Theorem 3.5** Let $\hat{\mu}$ be a Bernoulli measure on $K$ with weights $\hat{\mu}_i$ satisfying the hypotheses of Proposition 3.3. There exist $c_{3.12}, c_{3.13}, c_{3.14} > 0$ and $h : K \to [0, 1]$ such that

1) $\delta(x) > 0$ \quad $\hat{\mu} - a.e.$,

2) For $t < h(x)$, if $e^{-(n+1)} \leq t \leq e^{-n}$, then

$$c_{3.13} (\log \frac{1}{t})^{-c_{3.12}} \mu(D_{\Lambda_n}(x))^{-1} \leq p_t(x, x) \leq c_{3.14} (\log \frac{1}{t})^{c_{3.12}} \mu(D_{\Lambda_n}(x))^{-1}. \quad (3.3)$$

The proof is essentially the same as that of Theorem 3.4: we will remark on the necessary modifications in the last part of Section 5.

Now, let

$$d_a(\hat{\mu})/2 = \frac{\sum_i \hat{\mu}_i \log(1/\mu_i)}{\sum_i \hat{\mu}_i \log(\mu_i/\mu_i)}. \quad (3.4)$$
Corollary 3.6 The following holds for $\mu$-a.e. $x \in K$:

$$-\lim_{t \to 0} \frac{\log p_t(x, x)}{\log t} = d_s(\mu)/2.$$

Proof. For $x \in K - V_\ast$ let $x_1x_2\ldots$ be the word in $\Sigma$ associated with $x$. Let $M_k(x) = \log(t_{x_1} \cdots t_{x_n})$. Since, under $\mu$, $x_i$ are independent identically distributed random variables, using the strong law of large numbers $M_k/k \to \sum_i \mu_i \log t_i$ for $\mu$ - a.e. $x \in K$.

Now if $\Lambda_n(x) = k$ then $M_k(x) > n \geq M_k(x) - \log t^\ast$, and therefore for $\mu$-a.e. $x \in K$

$$\lim_{n \to \infty} \frac{\Lambda_n(x)}{n} = \left( \lim_{k \to \infty} \frac{M_k(x)}{k} \right)^{-1} = \frac{1}{\sum_i \mu_i \log(\rho_i/\mu_i)}.$$ (3.5)

Finally, by Theorem 3.5, we have, $\mu$-a.e.,

$$\lim_{t \to 0} \frac{\log p_t(x, x)}{\log t} = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{\Lambda_n(x)} \log \mu_{x_i} = \lim_{n \to \infty} \frac{\Lambda_n(x)}{n} \cdot \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \log \mu_{x_i},$$

and using (3.5) and the law of large numbers completes the proof.

Remarks. 1) The formula for the $\mu$-a.e. spectral dimension (3.4) has the same form as that for the (stationary) homogeneous random Sierpinski gasket studied in [7]. However, in that case, $\{\hat{\mu}_i\}$, corresponds to the frequency that each random pattern appears.

2) The condition (2.2) implies that $0 < d_s(\hat{\mu}) < \infty$. Also, for the p.c.f. case with regular harmonic structure (2.4), we have $d_s(\hat{\mu})/2 < 1$, as one expects. If $\hat{\mu}$ is given by (2.6), then $d_s(\hat{\mu}) = \sigma/\sigma + 1$ and so is independent of $\hat{\mu}$; this has already been proved in [13].

Note that while $d_s(\mu)/2 \geq d^\mu_s(\mu)/2$ (recall (2.5)), these two numbers are in general not equal. This lack of correspondence between the asymptotic growth of the eigenvalues and transition density emphasises the lack of uniformity in the behaviour of $p_t(x, x)$.

3) Let $\sigma(\hat{\mu}) = (\sum_i \hat{\mu}_i \log(1/\mu_i))/\sum_i \hat{\mu}_i \log \rho_i)$ when $\sum_i \hat{\mu}_i \log \rho_i \neq 0$. We can then write

$$d_s(\hat{\mu})/2 = \frac{\sigma(\hat{\mu})}{\sigma(\hat{\mu}) + 1},$$

with the convention that $\sigma(\hat{\mu}) = \infty$, $d_s(\hat{\mu})/2 = 1$ when $\sum_i \hat{\mu}_i \log \rho_i = 0$. Since $0 < d_s(\hat{\mu}) < \infty$, $\sigma(\hat{\mu}) \notin [-1, 0]$ – this can also be proved directly from (2.2). As $d_s(\hat{\mu})/2$ is increasing w.r.t. $\sigma(\hat{\mu})$, one can calculate the region of $d_s(\hat{\mu})/2$ as $\hat{\mu}$ varies.

The case of $[0, 1]$ with $\mu_1 = p > 1/2$, $\mu_2 = q < 1/2$, $p + q = 1$, and $\rho_i = 2$ was discussed in the introduction; some properties of this diffusion process were studied in [10]. For this case, $\log_2(1/p) < \sigma(\hat{\mu}) < \log_2(1/q)$ and by Proposition 4.7 in [10] (plus an easy Tauberian argument), the corresponding value for dyadic rational points is $\log_2(1/p)$, the infimum of the interval. Using the continuity of $p_t(x, x)$ and Corollary 3.6 one can show there exist points for which $\sigma$ takes the maximum value $\log_2(1/q)$.

4) In the carpet case the sign of $\sigma(\hat{\mu})$ is the same as that of $(\rho_K - 1)$, and so, for example, if $\rho_K < 1$ then $d_s(\hat{\mu}) > 2$ for any $\hat{\mu}$.
5) If \( \min_i \log \rho_i / \log(1/\mu_i) \neq \max_i \log \rho_i / \log(1/\mu_i) \), using Corollary 3.6 and the continuity of \( p_t(x,y) \), one can prove by an elementary argument that there are (uncountably many) \( x \) such that \( \lim_{t \to 0} p_t(x, x)/\log t \) does not exist.

6) Theorem 1 now follows from remarks 3) and 5).

7) Using the methods of [6] and [18], together with the (worse) lower bound in (5.2), which will be used for the proof of Theorem 3.4, and a chaining argument we have

\[
p_t(x, y) > 0 \quad \forall t > 0, \forall x, y \in K.
\]

4 Hitting time estimates

In this section, we will prove some hitting time estimates for the process which will be needed for the transition density estimates.

We first give some notation. For each \( x \in K \) and \( m \geq 0 \), we fix a \( m \)-complex which contains \( x \) and denote it as \( D^*_m(x) \). Note that \( D^*_m(x) = D_m(x) \) if \( x \in K \setminus V_* \). For \( x \in K \) and \( m \geq 0 \), let

\[
D^1_m(x) = \{ C : C \text{ is a } m \text{-complex which intersects } D^*_m(x) \}.
\]

Let \( \Lambda^*_m(x) \) be the length of the word of \( D^*_m(x) \), and define \( D^{1,*}_{\Lambda, (x) + t}(x) \) to be the union of \( (\Lambda^*_m(x) + l) \)-complexes which intersect \( D^*_m(x) \). In the following, we will treat the case where \( x_0 \in K \), \( r, m \geq 0 \) satisfy

\[
D^{1,*}_{\Lambda, (x_0) + m}(x_0) \subset D^*_m(x_0).
\]

Note that when (4.1) holds for the carpet case, all \( (\Lambda^*_m(x_0) + m) \)-complexes are same size, so that \( D^{1,*}_{\Lambda, (x_0) + m}(x_0) \) is a cube (or square when \( d = 2 \)).

We will consider the process on \( D^{1,*}_{\Lambda, (x_0) + m}(x_0) \) whose Dirichlet form is the same as that of \( \{ X_t \} \) but whose measure \( \bar{\mu} \) satisfies \( \bar{\mu}(K_{w_1, \ldots, v_n}) = \mu_w(\mu_{v_n})^m \mu_{v_n+1} \cdots \mu_{v_n} \) for each \( (\Lambda^*_m(x_0) + n) \)-complex \( K_{w_1, \ldots, v_n} \subset K_w = D^*_m(x_0) \) and all \( n \geq m \). Let \( \bar{X}_t \) be the process associated with \( \bar{\mathcal{E}} \) and \( L^2(K, \bar{\mu}) \) killed on \( \partial D^{1,*}_{\Lambda, (x_0) + m}(x_0) \). As before, we define \( T_A = \inf\{ t \geq 0 : X_t \in A \} \) for \( A \subset K \), and write \( T_A(\bar{X}) \) for the analogous hitting time for \( \bar{X} \). We then have the following.

**Lemma 4.1** Let \( x_0 \in K, r, m \geq 0 \) satisfy (4.1).

1) There exist \( 0 < c_{4.1} < c_{4.2} \) (independent of \( x_0, r, m \)) which satisfy the following,

\[
c_{4.1} e^{-(r+m \log t^*)} \leq \mathbb{E}^{x_0}(T_{\partial D^{1,*}_{\Lambda, (x_0) + m}(x_0)}(\bar{X})),
\]

\[
\mathbb{E}^\bar{x}(T_{\partial D^{1,*}_{\Lambda, (x_0) + m}(x_0)}(\bar{X})) \leq c_{4.2} e^{-(r+m \log t^*)} \quad \forall x \in D^{1,*}_{\Lambda, (x_0) + m}(x_0).
\]

2) There exist \( 0 < c_{4.3} \), \( 0 < c_{4.4} < 1 \) (independent of \( x_0, r, m \)) such that for all \( 0 < t < 1 \),

\[
P^{x_0}(T_{\partial D^{1,*}_{\Lambda, (x_0) + m}(x_0)}(\bar{X}) \leq t) \leq c_{4.3} e^{r+m \log t^*} t + c_{4.4}.
\]
Proof. For the p.c.f. case, 1) can be proved by a simple modification of Lemma 3.5 in [13] (one can also prove it using Green’s density killed at \( \partial D_{A_{\nu}(x_0)+m}(x_0) \)). For the carpet case, 1) is proved in the same way as Proposition 5.5 in [5].

2) now follows directly from 1), as in Lemma 3.6 of [13], or Lemma 3.16 of [1].

Note that \( \widetilde{X}_t \) is a time change of \( X_t \), so that the trajectory of \( \{\widetilde{X}_t\} \) is the same as that of \( \{X_t\} \), but that \( \widetilde{X}_t \) moves faster than \( X_t \). Therefore, we have

\[
P^{x_0}(T_{\partial D_{A_{\nu}(x_0)+m}(x_0)}(\widetilde{X}) \leq t) \geq P^{x_0}(T_{\partial D_{A_{\nu}(x_0)+m}(x_0)}(X) \leq t).
\]

Thus, we have from Lemma 4.1 2) that

\[
P^{x_0}(T_{\partial D_{A_{\nu}(x_0)+m}(x)}(X) \leq t) \leq c_{4.3}e^{r+m\log t^*} t + c_{4.4}, \tag{4.2}
\]

for each \( 0 < t < 1 \) and for each \( x_0 \in K, r, m \geq 0 \) which satisfies (4.1).

Now, for a process \( X \) on \( K \) and for \( n \geq 0 \), we define a sequence of hitting times as follows,

\[
\begin{align*}
\sigma_0^n(X) &= 0, \\
\sigma_1^n(X) &= \inf\{t \geq 0 : X_t \in \partial D_{A_{\nu}(x_0)}^1(x_0)\}, \\
\sigma_k^n(X) &= \inf\{t \geq \sigma_k^n(X) : X_t \in \partial D_{A_{\nu}(x_0)}^1(X_{\sigma_k^n(X)})\}, \quad \forall k \geq 1, \\
W_k^n &= \sigma_k^n(X) - \sigma_{k-1}(X), \quad \forall k \geq 1.
\end{align*}
\]

We have the following estimate of the crossing time distribution.

**Lemma 4.2** There exist \( c_{4.5}, c_{4.6}, c_{4.7} > 0 \) such that for all \( 0 \leq r \),

\[
P^{x}(T_{\partial D_{A_{\nu}(x)}} \leq c_{4.7} t) \leq c_{4.5} \exp\{-c_{4.6} n_{r,k}(x)\} \quad 0 < t < 1, \forall x \in K \setminus V, \tag{4.3}
\]

where \( k = k(r, z, t) = \inf\{j : \frac{n_{r,j}(x)}{e^{r+j\log t'}} \leq t\} \).

**Remark.** Note that, from (3.1), \( k < \infty \) for each \( r, t, z \).

**Proof.** As the result is clear when \( k = 0 \), we consider the case \( k \geq 1 \). First, for each \( n \geq r \geq 0 \), set

\[
\xi_{r,m} = \sup\{i : \sigma_i^n \leq T_{\partial D_{A_{\nu}(x)}}\}.
\]

By the structure of \( K \), there exists \( c_1 > 0 \) such that

\[
c_1 n_{r,m} \leq \xi_{r,A_{\nu}(x)+m} \quad \forall r, m \geq 0.
\]

We also note that for each \( r, m \geq 0 \) and \( k \leq \xi_{r,A_{\nu}(x)+m} - 1, \{W_k^A(x)+m\}_k \) behave like \( \{T_{\partial D_{A_{\nu}(x)+m}(x)+m}(X_{\xi_{A_{\nu}(x)+m}})\}_k \) so that

\[
P(W_k^A(x)+m \leq t|W_j^A(x)+m, 1 \leq j \leq k-1) \leq c_{4.3}e^{r+m\log t^*} t + c_{4.4}. \tag{4.4}
\]
holds for $k \leq \xi_{r,\Lambda_r(x)+m} - 1$ by (4.2) ((4.1) clearly holds in these cases). Using these facts, we have for each $x \in K \setminus V_s$,

$$P^x(T_{\partial D_{\Lambda_r}}(x) \leq c_{4.7}t) \leq P^x \left( \sum_{i=1}^{c_{1n,r,k-1}(x)} W_i^{\Lambda_r(x)+k-1} \leq c_{4.7}t \right) \leq \exp \left( c_2(n_r,k-1)(x)e^{r+(k-1)\log t}c_{4.7}t \right)^{\frac{1}{2}} - c_3n_r,k-1(x)$$

$$= \exp(-c_4n_r,k-1(x)) \leq \exp(-c_5n_r,k(x)),$$

where we use Lemma 1.1 of [2] and (4.4) in the second inequality, and in the last equality we choose $c_{4.7}$ so that $c_{4.7}^{1/2} < c_3/c_2$ ($c_4 = c_3 - c_2c_{4.7}^{1/2}$). We thus obtain the result.

Let $\beta \equiv \log t^*$. For each $c > 0$, set

$$k_c = k_c(n,x,t) = \inf\{j : \frac{n_{n,j}(x)}{e^{n+j}} \leq ct/c_{4.7}\}.$$  

Then, by Lemma 4.2, we have for each $0 \leq t \leq 1$ and $x \in K \setminus V_s$,

$$P^x(T_{\partial D_{\Lambda_n}}(x) \leq ct) \leq c_{4.5} \exp\{-c_{4.6}n_{n,k_c}(x)\}. \quad (4.6)$$

We now have the following exponential decay of the distribution of hitting times.

**Proposition 4.3** There exist $c_{4.8}, \gamma > 0$ such that for each $x \in K \setminus V_s, 0 < s < 1$ and for each $t \leq e^{-n'}$ ($n' = n + \beta p_n(x)$),

$$P^x(T_{\partial D_{\Lambda_n}}(x) \leq st) \leq c_{4.5} \exp(-c_{4.8}s^{-\gamma}).$$

**Proof.** First, take $a = \min\{1, \beta\}/2 > 0$ and take $\tilde{m} \in \mathbb{Z}$ such that

$$e^{-(\beta-a)(\tilde{m}+1)} \leq s/c_{4.7} < e^{-(\beta-a)\tilde{m}}. \quad (4.7)$$

Then, using (3.1),

$$\frac{n_{n,j}}{e^{n+j}} \geq e^{a(j-p_n(x))-n-\beta j} > \frac{s}{c_{4.7}}e^{-\beta p_n(x)-n} \geq st/c_{4.7} \quad (4.8)$$

for all $j \leq \tilde{m} + p_n(x), t \leq e^{-n-\beta p_n(x)}$ so that

$$k_s(n,x,t) - 1 \geq \tilde{m} + p_n(x). \quad (4.9)$$

Thus, $k_s - 1 - p_n(x) \geq \tilde{m}$. Now, from (3.1) and (4.9), we have

$$n_{n,k_s}(z) \geq n_{n,k_s-1}(z) \geq e^{\frac{1}{2}(k_s-1-p_n(x))} \geq e^{\frac{1}{2}\tilde{m}}$$

so that the right hand side of (4.6) is less than $c_{4.5} \exp(-c_{4.6}e^{\frac{1}{2}\tilde{m}})$. By (4.7), $e^{\frac{1}{2}\tilde{m}} \geq c_1 s^{-\gamma}$ where $\gamma = (2(\beta - a))^{-1}$ and the proof is completed. \[\square\]
5 Transition density estimates

5.1 Lower bound

In this subsection, we will obtain the lower bound of the transition density.

Proof of Theorem 3.4 1). Set $c_{3.3} = \beta$ and let $s > 0$ satisfy $c_{4.5} \exp\{-c_{4.8} s^{-\gamma}\} \leq 1/2$. Then, by Proposition 4.3, we have

$$P^x(T_{D\Lambda_n}(x) \leq st) \leq 1/2 \quad \forall x \in K \setminus V_s, \forall t \leq e^{-n'}.$$  

Thus, $P^x(X_{st} \in D\Lambda_n(x)) \geq 1/2$. Now, using Cauchy-Schwarz,

$$(1/2)^2 \leq P^x(X_{st} \in D\Lambda_n(x))^2 \leq \left( \int_{D\Lambda_n(x)} p_{st}(x, y) \mu(dy) \right)^2 \leq \mu(D\Lambda_n(x)) \int_{D\Lambda_n(x)} p_{st}(x, y)^2 \mu(dy) \leq \mu(D\Lambda_n(x)) p_{2st}(x, x).$$  

Hence we deduce that $p_{2st}(x, x) \geq c_1 \{ \mu(D\Lambda_n(x)) \}^{-1}$. \hfill $\square$

In Lemma 5.1 of [13], one of the author proves similar results, but the proof is incomplete as it could be carried out only when $k > 0$ where $k$, which appears in the proof, is defined similarly to ours. The proof can be completed following the argument of ours, using Proposition 4.3.

By a similar argument, it is easy to prove the weaker estimate

$$c_1 \{ \mu(D_{[n/\log t^*]}(x)) \}^{-1} \leq p_t(x, x) \quad \forall x \in K \setminus V_s, \forall t \leq c_2 e^{-n}.$$  

Since $\mu(D_{[n/\log t^*]}(x)) \leq c_3 (\mu^*) e^{4n}$, we have

$$p_t(x, x) \geq c_5 t^{-\gamma_2} \quad \forall x \in K \setminus V_s, 0 < \forall t < 1,$$  

where $\gamma_2 = c_4 \log(1/\mu^*)$. This uniform (worse) lower estimate will be used later.

5.2 Upper bounds

In this subsection, we will obtain the upper bound of the transition density. For the purpose, we will first obtain the upper estimate of the kernel with Dirichlet boundary condition. For each $x \in K$ and $n \geq 0$, let $p_t^{D\Lambda_n}(x, y)$ be the transition density of the process killed at $\partial D\Lambda_n(x)$.

Proposition 5.1 There exists $c_{5.1}, c_{5.2} > 0$ such that for each $x \in K, c_{5.1} e^{-n} \leq t$ and $m \leq n$,

$$p_t^{D\Lambda_m}(x, x) \leq c_{5.2} \left( \min_{w \in D\Lambda_m} \mu_w \right)^{-1}.$$  

Proof. For $w \in \Lambda_m$ write $f_w = f \circ F_w$ and define

$$\hat{f}_w = \int_K f_w(x) \mu(dx) = \mu^{-1} \int_{F_w(K)} f(x) \mu(dx).$$  
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Note that for \( v \in \mathcal{F} \), \( \bar{v} = \int v d\mu = \sum_{w \in \Lambda_m} \bar{v}_w \mu_w \). In the following, we fix \( x, m \) and denote \( B = D_{\Lambda_m}(x) \). Let \( u_0 \in \mathcal{D}(\mathcal{L}) \) with \( u_0 \geq 0 \), \( \text{Supp } u_0 \subset B \) and \( \|u_0\|_1 = 1 \). Set \( u_t(x) = (P^B_t u_0)(x) \) and \( g(t) = \|u_t\|_2^2 \). We remark that \( g \) is continuous and decreasing. As the semigroup is symmetric and Markov,

\[
\|u_t\|_1 = \int P^B_t u_0 d\mu = \int u_0 P^B_t 1 d\mu \leq \|u_0\|_1 = 1.
\]

For each \( l \geq 0 \),

\[
\frac{d}{dt} g(t) = 2(\mathcal{L}u_t, u_t) = -2\mathcal{E}(u_t, u_t) = -2 \sum_{w \in \Lambda_{m+l}} \rho_w \mathcal{E}(u_t \circ F_w, u_t \circ F_w)
\]

\[
\leq -2c_1 \sum_{w} \rho_w \int (u_{t,w} - \bar{u}_{t,w})^2 d\mu \quad \text{by (2.3)}
\]

\[
= -2c_1 \sum_{w} \rho_w \mu_w^{-1} \int_{F_w(K)} (u_t)^2 d\mu + 2c_1 \sum_{w} \rho_w (\mu_w^{-1} \int_{F_w(K)} u_t d\mu)^2
\]

\[
\leq -2c_1 e^{m+l} \|u_t\|_2^2 + 2c_1 e^{m+l+1} C^l_B \sum_{w} \left( \int_{F_w(K)} u_t d\mu \right)^2
\]

\[
\leq -2c_1 e^{m+l} g(t) + 2c_1 e^{m+l+1} C^l_B \sum_{w} \int_{F_w(K)} u_t d\mu^2
\]

\[
\leq -2c_1 e^{m+l} (g(t) - eC^l_B),
\]

where \( C^l_B \equiv \max_{w \in \Lambda_{m+l}} \mu_w^{-1} \). Therefore

\[
-\frac{d}{dt} \log (g(t) - eC^l_B) \geq c_2 e^{m+l}, \quad \text{if } g(t) > eC^l_B. \tag{5.3}
\]

Note that \( C^l_B \leq C^{l+1}_B \) and \( C^l_B \to \infty \) as \( l \to \infty \). Let \( s_l = \inf \{ t \geq 0 : g(t) \leq eC^l_B \} \) for \( l \in \mathbb{N} \). Thus (5.3) holds for \( 0 < t < s_l \). Note that \( s_l \to 0 \) as \( l \to \infty \). Integrating (5.3) from \( s_{l+2} \) to \( s_{l+1} \) we obtain

\[
c_2 e^{m+l} (s_{l+1} - s_{l+2}) \leq -\log (g(s_{l+1}) - eC^l_B) + \log (g(s_{l+2}) - eC^l_B)
\]

\[
= \log (C^{l+2}_B - C^l_B) / (C^{l+1}_B - C^l_B) \leq c_3.
\]

Thus \( s_{l+1} - s_{l+2} \leq c_4 e^{-(m+l)} \), and iterating this we have

\[
s_l \leq c_4 \sum_{k=1}^{\infty} e^{-(m+k)} \leq c_5 e^{-(m+l)}.
\]

This implies that \( g(c_5/e^{m+l}) \leq g(s_l) = eC^l_B \). Taking \( l = n - m \), it follows that if \( t/c_5 \geq e^{-n} \), then

\[
g(t) \leq c_7 \left( \min_{w \in \Lambda_n} \rho_w \right)^{-1}.
\]
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Using the fact that \( \|P_t\|_{1\to\infty} \leq \|P_t\|_{1\to2}^2 \), we deduce the result. □

**Proof of Theorem 3.4 2.** The main step in the proof is to compare the transition densities of \( X \) killed at \( \partial D_{\Lambda_m}(x) \) with those of the un killed process. Write \( \tilde{X} \) for \( X \) killed at \( \partial D_{\Lambda_m}(x) \), and let \( \tau = T_{\partial D_{\Lambda_m}(x)} \). First, by Proposition 4.3,

\[
P^x(\tau \leq s\bar{t}) \leq c_{4.5} \exp\{-c_{4.8}s^{-\gamma}\},
\]

for \( \bar{t} \leq e^{-m'} \). Set \( t = s\bar{t} \). We first assume \( e^{-m'} \leq \bar{t} \leq e^{-m'} \) for some \( m \leq n \) and later determine the right value of \( s \) (right interval for \( t \)) where the comparison of Dirichlet and Neumann boundaries holds. For \( k \geq n \) define \( B_k = D_{\Lambda_k}(x) \subseteq D_{\Lambda_n}(x) \). Then

\[
\int_{B_k} \int_{B_k} p_t(z,y)\mu(dz)(dy) = \int_{B_k} P^z(X_t \in B_k)\mu(dz) = \int_{B_k} P^z(\tilde{X}_t \in B_k)\mu(dz) + \int_{B_k} P^z(X_t \in B_k, \tau < t)\mu(dz)
\]

The second term above equals

\[
\int_{B_k} P^z(X_t \in B_k, \tau \leq t/2)\mu(dz) + \int_{B_k} P^z(X_t \in B_k, t/2 < \tau < t)\mu(dz) = J_1 + J_2 \tag{5.4}
\]

Since the process \( X \) started with measure \( \mu \) is symmetric,

\[
J_2 = P^\mu(X_0 \in B_k, X_t \in B_k, t/2 < \tau < t) \\
\leq P^\mu(X_0 \in B_k, X_t \in B_k, \exists s \in [t/2, t) : X_s \in \partial D_{\Lambda_m}(x)) \\
= P^\mu(X_t \in B_k, X_0 \in B_k, \exists s \in (0, t/2] : X_s \in \partial D_{\Lambda_m}(x)) \\
= P^\mu(X_0 \in B_k, X_t \in B_k, \tau \leq t/2) = J_1
\]

Write \( a(t/2) = \sup\{p_s(y, y) : y \in K, t/2 \leq s \leq t\} \). We have

\[
P^z(X_t \in B_k, \tau \leq t/2) = E^z1_{(\tau \leq t/2)}P^{X_\tau}(X_{t-\tau} \in B_k) \\
= E^z1_{(\tau \leq t/2)} \int_{B_k} p_{t-\tau}(X_\tau, y)\mu(dy) \\
\leq P^z(\tau \leq t/2)a(t/2)\mu(B_k).
\]

Combining these estimates, letting \( k \to \infty \), and using the continuity of \( p_t(\cdot, \cdot) \), we deduce that

\[
p_t(x, x) \leq p_t^{D\Lambda_m}(x, x) + 2a(t/2)P^x(\tau \leq t/2).
\]

By (2.13) and (5.2), there exists \( a > 0 \) such that

\[
a(t/2) \leq c_1 t^{-a} p_t(z, z) \quad \forall z \in K \setminus V_s, \ 0 < \forall t < 1.
\]

Thus by Proposition 4.3
\[ p_t(x,x) \leq p_t^{D_{\lambda n}(x)}(x,x) + c_2 t^{-a} p_t(x,x) \exp\{-c_3 s^{-\gamma}\}. \] (5.5)

Thus the last term in (5.5) is estimated from above by \( c_2 s^{-a} \exp\{an' - c_3 s^{-\gamma}\} p_t(x,x) \) when \( e^{-n'} \leq t \). Now, by taking \( s = (hn')^{-1} < 1 \) with sufficiently large \( l, h > 0 \), we can take \( c_2 s^{-a} \exp\{an' - c_3 s^{-\gamma}\} \leq 1/2 \) for all \( n \geq 1 \). We thus have

\[ p_t(x,x) \leq \frac{1}{2} p_t^{D_{\lambda n}(x)}(x,x) \quad \forall x \in K \setminus V_s, \quad c_4(n')^{-l} e^{-n'} \leq \forall t \leq c_5(n')^{-l} e^{-n'}. \]

We thus obtain the result using Proposition 5.1. \( \square \)

**Note for the proof of Theorem 3.5.**

First, it is enough to prove the following:

There exist \( C_1, \cdots, C_6 > 0 \) and \( k(x) < \infty \) such that for \( \mu \)-a.e. \( x \in K \) and for each \( \bar{n} = n + C_1 \log n, \quad \bar{n} = n + C_2 \log n, \quad n > k(x) \) (note that \( n, \bar{n} \) are increasing w.r.t. \( n \)),

\[ C_3 \{ \mu(D_{\lambda n-c_4}(x)) \}^{-1} \leq p_t(x,x) \quad \forall t \leq e^{-\bar{n}}, \] (5.6)

\[ p_t(x,x) \leq C_5 \{ \min_{w \in (\lambda n+c_6)^{-1}} \mu_w \}^{-1} e^{-(\bar{n}+1)} \leq \forall t \leq e^{-\bar{n}}. \] (5.7)

Indeed, by taking \( \theta = \mu_{-\log t^*} > 1 \), we see

\[ \mu(D_{\lambda n-\gamma}(x)) \leq \mu(D_{\lambda n}(x)) \theta^{-r} \quad \forall r \geq 0. \]

Thus, noting \( \bar{n} - C_1 \log \bar{n} \leq n \leq \bar{n} \) (as \( \bar{n} = n + C_1 \log n \leq n + C_1 \log \bar{n} \)), we have

\[ \mu(D_{\lambda n-c_4}(x)) \leq \mu(D_{\lambda n}(x)) \theta^{n-n+C_4} \leq \mu(D_{\lambda n}(x)) \theta^{c_1 \log \bar{n}} = e^{c_2 \log \bar{n}} \mu(D_{\lambda n}(x)) \leq (\log \frac{1}{t})^{c_2} \mu(D_{\lambda n}(x)), \]

so that we can replace the left hand side of (5.6) by \( (\log \frac{1}{t})^{-c_2} \mu(D_{\lambda n}(x))^{-1} \). By a similar argument for the upper bound, we obtain Theorem 3.5. Note that by taking \( c_{3,12} \) large in (3.3), we can state the upper and lower bounds simultaneously.

Now, in order to apply the proof in this section for (5.6) and (5.7), the following modification is needed. First, taking \( c' < 1/2 \), we have by Proposition 3.3 that for \( \mu \)-a.e. \( x \in K \), there exists \( \bar{g}(x) < \infty \) such that

\[ r^{-a} e^{c' j} \leq n_{r^{-}(x)} \quad \forall r \geq 0, \forall j \geq \bar{g}(x). \]

We will change the definition of \( k_b \) so that

\[ k_b = \inf \{ j \geq \bar{g}(x) : \frac{n_{r^{-}}(x)}{e^{c' j}} \leq bt/c_{4,7}, \frac{n_{r^{-}}(x-1)}{e^{c' (j-1)}} \geq bt/c_{4,7} \}. \] (5.8)

Then (4.3) holds for this \( k_b \) (with \( bt \) instead of \( t \)). Noting that \( p_t(x)/2 \) in Lemma 3.2 corresponds to \( a \log r \) in this case, it is not hard to modify Proposition 4.3 using \( k_b \) in (5.8). Then, the lower and upper bounds can be proved in the same way. The extra \( \log n' \) term is taken into \( C_2 \log n \). \( \square \)
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