A three-loop test of the dilatation operator in $\mathcal{N} = 4$ SYM
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Abstract

We compute the three-loop anomalous dimension of the BMN operators with charges $J = 0$ (the Konishi multiplet) and $J = 1$ in the $\mathcal{N} = 4$ super-Yang-Mills theory. We employ a method which effectively reduces the calculation to two loops. Instead of using the superconformal primary states, we consider the ratio of the two-point functions of suitable descendants of the corresponding multiplets. Our results unambiguously select the form of the $\mathcal{N} = 4$ SYM dilatation operator which is compatible with BMN scaling. Thus, we provide evidence for BMN scaling at three loops.
1 Introduction

During the last couple of years, following the important work of BMN [1], spectacular progress has been made in the understanding of the integrable structure underlying $\mathcal{N} = 4$ supersymmetric Yang-Mills (SYM) theory [2, 3, 4], on the one hand, and its correspondence to string theory [5, 6, 7], on the other. An important part of this program is the development of efficient tools for calculating anomalous dimensions of gauge invariant composite operators and then comparing to string theory predictions.

One such tool is the so-called “dilatation operator” of $\mathcal{N} = 4$ SYM [8, 3]. In this approach, without doing complicated higher-loop perturbative calculations, one is able to predict the anomalous dimensions of large classes of operators. The form of the dilatation operator can be determined by combining various symmetry arguments with some field theory input. In [3] the notion of one-loop integrability was extended to higher loops. Based on this and on the additional assumption of BMN scaling, the planar dilatation operator of the $SU(2)$ sector of $\mathcal{N} = 4$ SYM was elaborated up to three loops. Later on, a comprehensive treatment of the dilatation operator for the $SU(2|3)$ sector was given in [9]. It was shown that the two-loop dilatation operator is determined up to one free constant, which can be fixed from the known value of the two-loop anomalous dimension of the Konishi operator. At three loops, after taking into account the known quantum symmetries, a two-parameter freedom remains. The higher-loop integrability conjectured in [3] was shown to follow from conformal supersymmetry and the dynamics of the theory, keeping the above mentioned parameters arbitrary.

In [9] Beisert used the extra assumption of BMN scaling to fix the remaining freedom. Alternatively, “experimental data” in the form of the three-loop anomalous dimensions of any two BMN operators, obtained by a direct perturbative calculation, would unambiguously determine the three-loop dilatation operator. This would also provide an indirect check on the hypothesis of BMN scaling at this level of perturbation theory.\(^1\)

Thus, the necessity of such a three-loop perturbative “experiment” appears quite clear. Rather recently, a whole series of three-loop anomalous dimensions of operators of twist two were computed in [13, 14], using sophisticated QCD methods. The simplest among these operators is the Konishi scalar, which is also the lowest state in the BMN series. The value of its anomalous dimension obtained in [14] is in perfect agreement with the prediction of [3, 9] under the assumption of BMN scaling. However, it is not clear if the method of [13, 14] generalizes to operators of higher twist, such as the scalar BMN operators with non-vanishing charge.\(^2\) So, obtaining the second piece of “experimental data” needed for the above test is still an open problem.

In this paper we carry out a three-loop calculation of the anomalous dimension of the first two operators in the BMN series (with two impurities), the Konishi one (i.e., twist two

---

\(^1\)At two loops BMN scaling has already been confirmed in [10], but it seems rather difficult to extend this result to three loops. A general argument to all orders was proposed in [11], but it is based on a number of assumptions which, although plausible, seem hard to justify. Also, an indication of BMN scaling at three loops through the matrix model has appeared in [12].

\(^2\)Here we mean the twist and the charge of the primary state of a superconformal multiplet. Thus, the Konishi multiplet starts with a scalar of dimension two and charge zero, so it has twist two and $J = 0$; the scalar BMN operators with two impurities of charge $J$ have dimension and twist $J + 2$, etc. This differs from the classification of [11], where the dimension and the charge are shifted by two units by considering a certain descendant of the multiplet.
or \( J = 0 \) and the twist three (or \( J = 1 \)) one. In the Konishi case we reproduce the result of [14] (unlike Ref. [14], we use standard field theory techniques). The result for the \( J = 1 \) case is new. Most remarkably, the two values are exactly those predicted by the dilatation operator whose form is compatible with BMN scaling!

Direct three-loop calculations of anomalous dimensions are prohibitively complicated. Here we exploit a method based on an idea of Anselmi [15] and further refined and applied at two loops in [16]. It allows us to effectively reduce the perturbative order to two loops.\(^3\) In this section we give a brief description of the basic ideas.

In conformal field theory operators are labeled by their spin and dilatation weight. The two-point function of a scalar operator has the functional form

\[
\langle O(x) O^\dagger(0) \rangle = \frac{c(g^2)}{(x^2)\Delta(g^2)},
\]

with

\[
\Delta(g^2) = \Delta_0 + \gamma(g^2).
\]

Here \( \Delta_0 \) is the canonical (or tree-level) scaling dimension and \( \gamma(g^2) = \sum_{n=1}^{\infty} \gamma_n g^{2n} \) is the “anomalous” part of the dilatation weight. The latter is due to logarithmic divergences of the two-point function which, after proper renormalization of the quantum operator \( O \), are supposed to sum up into the power behavior indicated in eq. (1).

The idea of Anselmi’s trick is most easily understood on the example of a “current” \( k_\mu(x) \) possessing anomalous dimension \( \Delta = 3 + \gamma(g^2) \). Conformal invariance fixes its two-point function up to normalization:

\[
\langle k_\mu(x) k_\nu^\dagger(0) \rangle = c(g^2) \frac{x^2 \eta_{\mu\nu} - 2 x_\mu x_\nu}{(x^2)^{\gamma + 2}}.
\]

In the free field theory, where \( g = 0 \) and \( \gamma(g^2) = 0 \), this current is conserved, so

\[
\langle \partial^\mu k_\mu(x) \partial^\nu k_\nu^\dagger(0) \rangle_{g=0} = 0,
\]

up to contact terms which we do not consider here. In the presence of (quantum) interaction \( \gamma(g^2) \neq 0 \) and we find

\[
\langle \partial^\mu k_\mu(x) \partial^\nu k_\nu^\dagger(0) \rangle_{g \neq 0} = +4 c(g^2) \frac{\gamma(g^2)}{(x^2)^{\gamma + 2}}.
\]

Now, consider the ratio

\[
\frac{\langle \partial^\mu k_\mu(x) \partial^\nu k_\nu^\dagger(0) \rangle_{g \neq 0}}{\langle k_\rho(x) k_\rho^\dagger(0) \rangle} = \frac{+2 \gamma(g^2)}{x^2}.
\]

Notice that the right-hand side of this equation is \( O(g^2) \), since \( \gamma(g^2) = \gamma_1 g^2 + O(g^4) \), and so must be the left-hand side. This is indeed true, given the fact that \( \partial^\mu k_\mu = O(g) \) as

---

\(^3\)Loop counting for composite operators is not the same as counting powers of the coupling \( g \). Thus, the “tree-level” two-point function of an \( n \)-linear composite operators contains \( n - 1 \) loops, but no interactions, so it is \( O(g^n) \). In this article, as is customary in the AdS/CFT literature, “n loops” means \( O(g^{2n}) \). However, the actual loop integrals to be evaluated may be of higher order, see Section 3.3.4.
a consequence of the field equations (i.e., conservation in the absence of interaction). In practical terms this means that we have gained an order in \( g^2 \): If we wished to compute, e.g., \( \gamma_1 \) starting from eq. (3), we would have to evaluate one-loop divergent integrals involved in the two-point function of the current itself. However, using the ratio \( (7) \) instead, it is sufficient to compute the tree-level two-point functions of the current and of its divergence. It is precisely this trick that Anselmi [15] applied to the current in the Konishi multiplet in order to obtain its one-loop anomalous dimension, without doing any loop integrals!

The generalization to higher orders in perturbation theory is complicated by the quantum anomaly phenomenon. By this we mean that the non-conservation of the current may not be correctly explained by the classical field equations alone, but it might be modified by an extra, purely quantum term. This is exactly what happens to the Konishi current, as we explain below.

In the \( \mathcal{N} = 4 \) SYM theory the Konishi current and its divergence are members of one “long” (or unprotected) superconformal multiplet. The lowest component (or superconformal primary state) of the Konishi superfield \( K_1(x, \theta, \bar{\theta}) \) is an \( SU(4) \) singlet scalar of dimension 2. This superfield contains 15 + 1 Konishi currents, \( K_1 = \ldots + \theta_A \sigma^{\mu \bar{\nu}} (k_\mu)^A_B(x) + \ldots \), where \( A, B = 1, 2, 3, 4 \) are \( SU(4) \) indices. The divergence in (5) is contained in the double spinor derivative of the superfield \( \bar{D}_A \cdot \bar{D}_B \ K_1 \) (here \( \bar{D}_A \cdot \bar{D}_B = \bar{D}_B \cdot \bar{D}_A = -1/4 \bar{D}_{A\alpha} \bar{D}_{B\bar{\alpha}} \)). Taking such derivatives and subsequently using the superfield equations of motion is equivalent to making on-shell supersymmetry transformations. In the free theory \( \bar{D}_A \cdot \bar{D}_B \ K_1 = 0 \), which implies conservation of the type (4), \( \partial^\mu (k_\mu)^A_B = 0 \). In the interacting theory this equation is modified, \( \bar{D}_A \cdot \bar{D}_B \ K_1 = g (K_{10})_{AB} \). Its right-hand side gives rise to a new scalar superfield of dimension 3 in the \( 10 \) of \( SU(4) \), which contains the divergence \( \partial^\mu (k_\mu)(x) \). This new scalar is a superconformal descendant of the Konishi multiplet [17], [18]. Notice the presence of the gauge coupling \( g \) in the definition of \( K_{10} \), indicating that this descendant does not occur in the free theory. Now, in the \( \mathcal{N} = 4 \) theory we can go a step further, applying two more spinor derivatives (i.e., on-shell supersymmetry transformations) to produce a scalar of dimension 4 in the \( 84 \), \( g^2 (K_{84})^{CD}_{AB} = D^C \cdot D^D \bar{D}_A \cdot \bar{D}_B K_1 - \) (traces). This time we have a factor of \( g^2 \) in the definition of \( K_{84} \), showing that we have used the field equations twice.

The supersymmetric version of eq. (6) is the ratio of two-point functions

\[
\frac{\langle K_{10} K_{10}^\dagger \rangle}{\langle K_1 K_1^\dagger \rangle}.
\]

In principle, it contains information about the anomalous dimension common to all members of the Konishi multiplet (which include \( K_1 \) and \( K_{10} \)). However, the procedure is not safe beyond the lowest perturbative level. The reason is that the naive definition of the descendant \( K_{10} \) obtained by applying the classical field equations (or on-shell supersymmetry) to the quantum (renormalized) operator \( K_1 \) is not correct. What this naive procedure gives is the classical “anomaly” \( K_{10} = B \), where \( B \) is the superpotential of the \( \mathcal{N} = 4 \) theory. The procedure misses, however, another term \( gF \), where \( F \) is a composite operator with the same quantum numbers (dimension and \( SU(4) \) representation), but this time made out of fermions. This is the so-called quantum Konishi anomaly [19]. So, the correct form of the descendant (schematically) is \( K_{10} = B + gF \). Even knowing this, the correct evaluation of the ratio (7) is still not obvious. The problem is to properly fix the normalization of
the quantum corrected descendant $\mathcal{K}_{10}$. Recall that when going from (3) to (5), we tac-
itly assumed that the normalization $c(g^2)$ was the same; this is far from obvious when the
divergence of the current is affected by a quantum anomaly. So, it might seem that the
“Anselmi trick” is of little use beyond one loop.

The way out was proposed and successfully used at order $O(g^4)$ in [16]. The idea is to
evaluate another ratio,

$$\frac{\langle \mathcal{K}_{84} \mathcal{K}^\dagger_{84} \rangle}{\langle \mathcal{K}_{10} \mathcal{K}^\dagger_{10} \rangle}. \quad (8)$$

Why is this better? We can argue that the second step in the chain of descendants above,
$\mathcal{K}_{10} \to \mathcal{K}_{84}$, is anomaly free. We identify the origin of the Konishi “anomaly” with the
operator mixing taking place at the level of the descendant $\mathcal{K}_{10}$. As we just mentioned, at
this level there are two possible composite operators with the same quantum numbers, $B$
and $F$, which can and do mix between themselves. The correct definition of $\mathcal{K}_{10}$ is achieved
by resolving this mixing problem (see Section 2 and [20] for a detailed discussion). On the
other hand, at the level of the descendant $\mathcal{K}_{84}$ there is only one candidate, a single-trace
operator of dimension 4 (see again Section 2).\footnote{To be more precise, there is also a double-trace version of it which could possibly mix. However, one
can show (see [21] for a one-loop and [22] and Appendix 6.2 to the present paper for a two-loop proof) that
this mixing only affects another operator, a member of a protected “quarter-BPS” multiplet; the Konishi
descendant $\mathcal{K}_{84}$ stays pure.} So, we can conclude that the absence of
mixing at the level of $\mathcal{K}_{84}$ implies the absence of the anomaly. In this case, we assume that
the step $\mathcal{K}_{10} \to \mathcal{K}_{84}$ can be done naively, using the classical superfield equations of motion
or on-shell supersymmetry. In particular, this means that $\mathcal{K}_{84}$ “inherits” its normalization
from its ancestor $\mathcal{K}_{10}$, so that it drops in the ratio (8).

Apart from the central issue of anomalies, considering the ratio (8) rather than (7)
has another, technical but very important advantage. We plan to do our Feynman graph
calculations in the $\mathcal{N} = 1$ superspace formalism. There $\mathcal{K}_1$ is a real (non-chiral) superfield,
whereas for both $\mathcal{K}_{10}$ and $\mathcal{K}_{84}$ we can find an $SU(4)$ projection which is chiral.\footnote{One should not confuse “chiral operators” with “chiral primary operators” (CPO). The latter are known
to be protected from quantum correction. The chiral projections of the Konishi descendants we are consid-
ering are not protected, precisely because they are not superconformal primary. For this reason we prefer
the more adequate term “BPS operators” instead of the popular term CPO.} This
significantly reduces the number of Feynman graphs involved. Further, evaluating the ratio
instead of the two-point functions themselves results in cancellation of many Feynman
integrals. Finally, the set of graphs for the two-point function of the chiral projection has
a large overlap with those for a certain half-BPS operator. The graphs for the latter are
known to sum up to zero (“protectedness”), which allows us to eliminate large sets of graphs
without calculating them (see also [23, 24]).

This method applies not only to the Konishi multiplet, but also to any multiplet which
lies on the unitarity bound of the continuous series of $\mathcal{N} = 4$ superconformal representations
[25], [26]. Their common property is that they satisfy a generalized “conservation” condition
$D^2\mathcal{O} = 0$ in the free case. In the presence of interaction some of these multiplets still
satisfy this condition, and so they have protected conformal weight (these are the so-called
“semishort” multiplets [27, 18]). However, the generic multiplet of this type is not conserved
in the interacting theory, so it is not protected and acquires an anomalous dimension. It is
precisely this “non-conservation” that we wish to exploit according to the scenario described
above. In principle, the entire series of BMN multiplets falls into this class, but in practice the quantum calculation are further complicated by operator mixing already at the level of the superconformal primaries. Only the first two members of the BMN family, the $J = 0$ (or twist two) multiplet (which is the Konishi multiplet) and the $J = 1$ (or twist three), are realized in terms of pure composite operators (without mixing). This is why we limit the scope of our three-loop calculations to these two cases. As explained earlier, our results are sufficient to unambiguously confirm the form of the $\mathcal{N} = 4$ dilatation operator proposed in [3, 9].

The paper is organized as follows. In Section 2 we recall the general properties of the Konishi multiplet and its descendants. We explain in detail how superspace differentiation reduces the loop order. We also give the realization of the various objects as gauge invariant composite operators both in $\mathcal{N} = 4$ and in $\mathcal{N} = 1$ superspace. We proceed to determine $\gamma_2$ and $\gamma_3$ from a graph calculation: in Section 3 this is done for the Konishi case. In Section 4 we adapt the calculation, with relatively minor changes, to the case of the BMN multiplet with $J = 1$. In the Conclusions we summarize the results obtained and discuss their implications. The Appendix contains our conventions and superspace Feynman rules, discusses the absence of mixing for the level two descendants, and comments on the use of the $\overline{\text{MS}}$ scheme.

2 Reducing the loop order by superspace differentiation

2.1 The Konishi operator and its descendants

The Konishi operator is the simplest example of a composite gauge invariant operator in the $\mathcal{N} = 4$ super Yang-Mills theory. The basic object in this theory is the super-field-strength $W_{AB}(x^\mu, \theta^A, \bar{\theta}^\dot{A}) = -W_{BA}$ where $A, B = 1, 2, 3, 4$ are indices of the fundamental representation of the R symmetry group $SU(4)$. The lowest component of this superfield describes six real scalars due to the reality condition

$$\overline{(W_{AB})} = W^{AB} = -\frac{1}{2} \epsilon^{ABCD} W_{CD}. \quad (9)$$

In addition, $W_{AB}$ is subject to the on-shell constraints

$$\nabla^C A W_{AB} = 0, \quad \bar{nabla}^\dot{C} (C A) W_{AB} = 0, \quad (10)$$

where $\{C A\}$ denotes the traceless part and $(C A)$ means symmetrization with unit weight. The gauge-covariant superspace derivatives $\nabla, \bar{nabla}$ satisfy the algebra

$$\\{\nabla_A, \nabla_B\} = -4 g \epsilon_{\alpha\beta} W^{AB},$$

$$\\{\nabla_A, \bar{nabla}_{\dot{B}}\} = -2 i \delta^A_B \epsilon^\mu_{\alpha\dot{a}} \nabla_\mu \quad (11)$$

(we have explicitly written down the gauge coupling $g$). A useful corollary of eqs. (10) and (11) is

$$\nabla^{(A} W^{B) CD} = -g [W^{(AC}, W^{B)D}], \quad (12)$$

---

6We emphasize the point that only the Konishi multiplet contains an anomalous vector current. The higher-twist BMN multiplets do not contain such currents, but nevertheless satisfy an anomalous “semishortness” condition in superspace. Thus, focusing on the analogy between the anomaly of the Konishi current and the standard axial anomaly is somewhat misleading, in our opinion.
where $\nabla^A \cdot \nabla^B = -1/4 \nabla^{A\alpha} \nabla^B_{\alpha}$.

The (on-shell) Konishi operator is defined by

$$K_1 = \frac{1}{4} \text{Tr} \left( W^{AB} W_{AB} \right). \tag{13}$$

Its lowest component (at $\theta = \bar{\theta} = 0$) is a scalar of naive dimension 2. This scalar is an $SU(4)$ singlet, as indicated by the subscript 1. The $\mathcal{N} = 4$ supersymmetric generalization of the two-point function (11) for $K_1$ is (see [28] for the $\mathcal{N} = 1$ case)

$$\langle K_1(x_1, \theta_1, \bar{\theta}_1) K_1(x_2, \theta_2, \bar{\theta}_2) \rangle = \frac{c(g^2)}{(\tilde{x}_{L1R2}^2 \tilde{x}_{L2R1}^2)^{\Delta(g^2)/2}} \tag{14}$$

with the chiral/antichiral supersymmetric invariant coordinate

$$\tilde{x}_{L1R2}^\mu = x_1^\mu - x_2^\mu + i \theta_1 A \sigma^\mu \bar{\theta}_1 + i \theta_2 A \sigma^\mu \bar{\theta}_2 - 2i \theta_1 A \sigma^\mu \bar{\theta}_2. \tag{15}$$

Clearly, (14) reduces to (11) when $\theta, \bar{\theta} = 0$.

Applying spinor derivatives to the superfield $K_1$, we can produce all of its components (or “descendants”). In this paper we exploit the following two descendants [17], [18]:

$$g(K_{10})_{AB} = \bar{D}_A \cdot D_B \ K_1|_{\theta, \bar{\theta} = 0}, \tag{16}$$

$$g^2(K_{84})^{CD}_{AB} = D^{(C} \cdot D^{D)} \bar{D}_A \cdot D_B \ K_1|_{\theta, \bar{\theta} = 0} \tag{17}$$

In eq. (17) we are taking the traceless part only, so the order of the derivatives $D$ and $\bar{D}$ does not matter. It is clear that the descendants (16) and (17) are scalars of naive dimension 3 and 4, in the 10 (Dynkin labels [200]) and 84 ([202]) of SU(4), respectively. Notice that we write down the gauge coupling $g$ explicitly, in order to remind ourselves that these descendants do not occur (or rather decouple) in the free theory.

Further, for reasons which will become clear below, we find it very convenient to work with the highest weight projections of the above $SU(4)$ representations.\footnote{The $SU(4)$ representations can be read off the highest weight by applying the following rule: Count the occurrences of the lower indices 1, 2, 3 and fill in the boxes of a Young tableau (the first row with 1, etc.) When a lower index 4 occurs, it can be removed by simultaneously dropping a full set 1234; an upper index 4 is replaced by a lower set 123. Thus, the Young tableau corresponding to $K_{10}$ in [18] has labels (200) which translates into Dynkin labels [200], i.e., the 10. For $K_{84}$ we have $1111 \rightarrow 1111 22 33$, which is the Young tableau (422) or Dynkin labels [202], i.e., the 84.}

\begin{align*}
g K_{10} & \equiv g(K_{10})_{11} = \bar{D}_1 \cdot D_1 \ K_1|_{\theta, \bar{\theta} = 0}, \tag{18} \\
g^2 K_{84} & \equiv g(K_{84})^{44}_{11} = D^4 \cdot D^4 \bar{D}_1 \cdot D_1 \ K_1|_{\theta, \bar{\theta} = 0}.
\end{align*}
Due to chirality, $\bar{D}_1 \cdot D_1^1 \cdot D_1^2$ only acts on $\hat{x}_{L2R1}$. The superspace differentiation results into $-\Box$ on the corresponding factor in the two-point function. The second step is analogous: $D^4 \cdot D^4_1 \bar{D}_4 \cdot D_4^2$ only sees $\hat{x}_{L1R2}$, producing another $-\Box$. Hence

$$g^2 \langle K_{10} (1) K_{10}^\dagger (2) \rangle = -\Delta (\Delta - 2) \frac{c(g^2)}{(x_{12}^2) \Delta (g^2 + 1)} ,$$  \hspace{1cm} (20)$$

$$g^4 \langle K_{84} (1) K_{84}^\dagger (2) \rangle = \Delta^2 (\Delta - 2) \frac{2 c(g^2)}{(x_{12}^2) \Delta (g^2 + 2)} .$$

Let us consider the ratios of the two-point functions in (14) (at $\theta = \bar{\theta} = 0$) and in (20):

$$\frac{\langle K_{10} K_{10}^\dagger \rangle}{\langle K_1 K_1^\dagger \rangle} = \frac{-\Delta (\Delta - 2)}{g^2 x_{12}^2} ,$$  \hspace{1cm} (21)$$

$$\frac{\langle K_{84} K_{84}^\dagger \rangle}{\langle K_{10} K_{10}^\dagger \rangle} = \frac{-\Delta (\Delta - 2)}{g^2 x_{12}^2} .$$  \hspace{1cm} (22)$$

Apart from the trivial space-time factor, the right-hand sides contain information about the anomalous dimension,

$$\frac{\Delta (\Delta - 2)}{g^2} = 2\gamma_1 + (\gamma_1^2 + 2\gamma_2)g^2 + 2(\gamma_1 \gamma_2 + \gamma_3)g^4 + O(g^6) .$$  \hspace{1cm} (23)$$

We clearly see the “loop reduction” effect of the superspace differentiation: It is sufficient to compute the left-hand side of either eq. (21) or eq. (22) to order $O(g^{(n-1)})$ (“$n$–loop”) in order to determine the “$n$–loop” anomalous dimension $\gamma_n$ via a simple algebraic equation.

### 2.2 The descendants as composite operators

In the free field theory ($g = 0$) the descendants of $K_1$ considered above do not occur. Instead, the free Konishi superfield satisfies the conservation (or “semishortness”) condition

$$D^A \cdot D^B K_1 |_{g=0} = \bar{D}_A \cdot D_B K_1 |_{g=0} = 0 ,$$  \hspace{1cm} (24)$$

as easily follows from the on-shell constraints (10), (11). In particular, this implies that the $15 + 1$ vector components of dimension 3 in $K_1$ are conserved vectors (the so-called “Konishi currents”). However, this conservation is destroyed when the interaction is switched on. Indeed, applying once again the on-shell constraints (10), (11), but this time with $g \neq 0$, after some simple algebra we find

$$\bar{D}_A \cdot D_B K_1 |_{g \neq 0} = \frac{g}{2} \text{Tr} ([W_{AC}, W_{BD}] W^{CD}) \equiv -3g B_{AB} .$$  \hspace{1cm} (25)$$

This is the so-called “classical Konishi anomaly” reflecting the fact that the “conservation” (24) does not correspond to any symmetry of the interacting theory.

In the quantum theory eq. (25) is further modified by the fermionic term

$$F_{AB} = \frac{1}{9} \text{Tr} (\nabla^C W_{CA} \nabla^D W_{DB}) ,$$  \hspace{1cm} (26)$$
so that
\[ \mathcal{D}_A \cdot \mathcal{D}_B \mathcal{K}_1_{\text{quantum}} = -3g (B_{AB} + g f_{10} F_{AB}) + O(g^3) \equiv g (\mathcal{K}_{10})_{AB} . \]

(27)

The coefficient \( f_{10} = \frac{N^2}{32\pi^2} \) of the \( F \) term (the so-called “quantum Konishi anomaly”) has been calculated at one loop in [19], but the operator relation (27) receives higher-order corrections indicated by the \( O(g^3) \) terms. So, the correct definition of the quantum operator–descendant of the Konishi operator is
\[ (\mathcal{K}_{10})_{AB} = -3 (Z_B B_{AB} + Z_F F_{AB}) , \]

(28)

where \( Z_B, Z_F \) are renormalization factors specified in Section 3.1 (see also [20] for a more detailed discussion). We stress that eq. (17) simply defines a component of the superfield \( \mathcal{K}_1 \). The difference between a true descendant and a superfield component is that the former is obtained through the (quantum corrected) field equations and the latter through straightforward superspace differentiation.

The next level descendant \( \mathcal{K}_{84} \) is obtained by further differentiation (see (17)):
\[ g (\mathcal{K}_{84})^{CD}_{AB} = D^{[C} \cdot D^{D} (\mathcal{K}_{10})_{A]B} \]

(29)

and use of the on-shell constraints. This is most easily done in terms of the highest weight projections as defined in [18]. The corresponding projections of the bosonic and fermionic composite operators \( B \) and \( F \) are
\[
B \equiv B_{11} = \text{Tr} ([W_{12}, W_{13}] W_{14}) , \\
F \equiv F_{11} = \frac{1}{9} \text{Tr} (\nabla^\alpha C W_{C1} \nabla^\beta D W_{D1}) .
\]

(30)

Applying the derivatives \( D^4 \cdot D^4 \) and using the constraints, we find
\[ D^4 \cdot D^4 B = g Y , \quad D^4 \cdot D^4 F = 4g^2 Y , \]

(31)

where
\[ Y = \text{Tr} ([W_{12}, W_{13}][W_{12}, W_{13}]) \]

(32)

is a scalar operator of dimension 4 corresponding to the highest weight of the \( 84 \). We see that both ingredients \( B \) and \( F \) of \( \mathcal{K}_{10} \) give rise to the same operator \( Y \), so we are led to the conclusion
\[ g \mathcal{K}_{84} = D^4 \cdot D^4 \mathcal{K}_{10} = g (Z_B + 4g Z_F) Y \equiv g Z_{84} Y . \]

(33)

Here we ought to make an important comment. We obtained the quantum operator \( \mathcal{K}_{84} \) from the quantum operator \( \mathcal{K}_{10} \) through the classical field equations. However, at the preceding step \( \mathcal{K}_1 \rightarrow \mathcal{K}_{10} \) we saw that the same procedure only produced the \( B \) term (25), it completely missed the \( F \) term in (27). Can we be sure that something similar does not happen at the step \( \mathcal{K}_{10} \rightarrow \mathcal{K}_{84} \)? Our argument is as follows: the reason why the quantum

---

8In the literature there are claims that the Konishi anomaly is one-loop exact, like the Adler-Bell-Jackiw anomaly. We believe that this statement is strongly context- and interpretation-dependent. In [20] this issue is discussed in the context of operator mixing and it is shown that the anomaly receives corrections.
\( K_{10} \) is different from the classical one is operator mixing. Indeed, there exist two operators with the same quantum numbers (scalars of dimension 3 in the \( 84 \)), our \( B \) and \( F \). In the quantum theory they can mix, therefore the correct form of \( K_{10} \) should be established by resolving this mixing problem (see Section 3 and [20]). At first sight, at the level of \( K_{84} \) we seem to be in a similar situation. Besides the single-trace operator \( Y_{(32)} \), there is also a double-trace version of it,

\[
Y' = \text{Tr} (W_{12}W_{12}) \text{Tr} (W_{13}W_{13}) - \text{Tr} (W_{12}W_{13}) \text{Tr} (W_{12}W_{13})
\]

(34)

(the antisymmetrization is needed to achieve the right Young tableau structure of the \( 84 \)). The mixing of \( Y \) and \( Y' \) has been studied at one loop in [21, 29, 30] and the conclusion is that the Konishi descendant \( K_{84} \) is indeed identified with \( Y \), while a particular mixture of \( Y \) and \( Y' \) gives rise to a different, protected (quarter-BPS) operator which is orthogonal to \( K_{84} \). For our purposes here we need to make sure that the same picture persists at the next, \( O(g^4) \) level, and this is done in Appendix 6.2 (see also [22]). We view this as a sufficient reason to assume that the step \( K_{10} \rightarrow K_{84} \) can be done naively, so that (33) is the exact form of the operator \( K_{84} \).

2.3 The stress-tensor multiplet

We remark that the two equations (31) imply the existence of a particular combination of \( B \) and \( F \) which has a vanishing descendant in the \( 84 \):

\[
O_{10} = -3(F - 4g B) \rightarrow D^4 \cdot D^4 O_{10} = 0.
\]

(35)

In fact, the operator \( O_{10} \) is itself a descendant of the protected (half-BPS) operator \( O_{20}' \), the so-called “stress-tensor multiplet” of \( \mathcal{N} = 4 \) SYM:

\[
(O_{20'})_{ABCD} = \text{Tr} (W_{AB}W_{CD} + W_{AD}W_{CB})
\]

(36)

Note that this combination has vanishing traces of the type \( (O_{20'})_{ABCD} \, \epsilon^{BCDE} = 0 \), so it indeed corresponds to the \( 20' \) (\([020]\)) in the decomposition \( 6 \times 6 = 20' + 15 + 1 \). The important property of the operator (36) is that it satisfies the half-BPS constraints

\[
D_{\alpha}^A (O_{20'})_{ABCD} = D_{\alpha} (O_{20'})_{ABCD} = 0,
\]

(37)

which follow from the on-shell constraints on \( W \). This is true even in the presence of interactions, and as a consequence, the conformal dimension of \( O_{20'} \) is “protected” from quantum corrections. Moreover, it has been shown [31, 32, 33] that the two-point function of this operator is not renormalized (up to contact terms),

\[
\langle O_{20'} O_{20'}^\dagger \rangle = \langle O_{20'} O_{20'}^\dagger \rangle_{g=0}.
\]

(38)

The descendant \( O_{10} \) is obtained in the following way:

\[
(O_{10})_{AB} = D^C \cdot D^D (O_{20'})_{ABCD} = -3 (F_{AB} - 4g B_{AB}),
\]

(39)

and eq. (39) corresponds to the highest weight projection \( (O_{10})_{11} \). Another consequence of the half-BPS conditions (37) is that this multiplet is “short”, i.e., it does not have the full
span of descendants for a generic $\mathcal{N} = 4$ multiplet. This explains why the step indicated in (35) does not produce a new descendant.

The two-point function of the descendant $O_{10}$, like the one of the primary $\mathcal{O}$, remains unchanged by quantum corrections,

$$\langle O_{10} O_{10}^{\dagger} \rangle = \langle O_{10} O_{10}^{\dagger} \rangle_{g=0}. \quad (40)$$

For our graph calculations in Section 3 it will be essential that not only the two-point function of $O_{10}$, but also its explicit form (39) as a mixture of the bare operators $F$ and $B$ is not renormalized. This is not obvious, since it is not easy to rule out the possibility of finite corrections in an operator mixture, even if it has no anomalous dimension. In [20] a perturbative test of this conjecture has been carried out.

The two operators $O_{10}$ and $K_{10}$ belong to different superconformal multiplets, the former to a “short” one with protected (canonical) dimension, the latter to a “long” one with anomalous dimension. Therefore they must be orthogonal to each other,

$$\langle O_{10} K_{10}^{\dagger} \rangle = 0. \quad (41)$$

The two properties (40) and (41) are all that we need in order to resolve the mixing of the operators $B$ and $F$. We just have to prepare the right mixtures which satisfy these two conditions (see Section 3 and [20]).

### 2.4 The BMN operators

The Konishi multiplet is the first member of the family of BMN operators (here we consider the case of two “impurities” only). Let us give a brief description of it.

The stress-tensor multiplet can be generalized to a family of half-BPS operators $[34]$ of dimension $J$ in the representation $[0J0]$ of $SU(4)$. Their highest weights can be written in the symbolic form

$$O_{[0J0]} = (W_{12})^J \quad (42)$$

(the color trace (single or multiple) is understood). They satisfy half-BPS shortening conditions similar to (37). After projecting the $SU(4)$ indices these conditions read (for details see [20])

$$D^4 O_{[0J0]} = D^3 O_{[0J0]} = \bar{D}_1 O_{[0J0]} = \bar{D}_2 O_{[0J0]} = 0. \quad (43)$$

Their meaning is that the superfield $O_{[0J0]}$ depends on half of the Grassmann variables (hence the name “half-BPS”; such superfields are also called “Grassmann analytic”),

$$O_{[0J0]}(\theta_a, \bar{\theta}^{a'}) , \quad a = 1, 2 , \ a' = 3, 4. \quad (44)$$

The BMN family of operators with two “impurities” is obtained by “gluing” together $O_{[0J0]}$ with the Konishi operator $K_{1}$, thus constructing a new scalar operator of dimension $J + 2$ in the $[0J0]$. Symbolically,\(^9\)

$$K_{[0J0]} = O_{[0J0]} \times K_{1}. \quad (45)$$

\(^9\)The full picture is more complicated, since the two constituents of the Konishi operator can be positioned in different ways under the common color trace. Also, an operator with the same quantum numbers can be realized using fermions of the type $\nabla^A W_{AB}$. Here we work in the simplest cases $J = 0, 1$ where these issues are irrelevant.
where $\times$ means merging the two color traces. Now, combining the free theory semishortness conditions (24) with the BPS conditions (43), we see that free BMN operators satisfy the intersection of the two, i.e. the semishortness conditions (only the highest weight is shown)

$$D^4 \cdot D^4 K_{[0J_0]} = \bar{D}_1 \cdot \bar{D}_1 K_{[0J_0]} = 0,$$

which corresponds to a superconformal representation at the unitarity bound of the continuous series. In the interacting case, just like for Konishi, these conditions give rise to descendants (recall (18))

$$g K_{[2J_0]} = \bar{D}_1 \cdot \bar{D}_1 K_{[0J_0]} |_{\theta, \bar{\theta} = 0},$$

$$g^2 K_{[2J_2]} = D^4 \cdot D^4 \bar{D}_1 \cdot \bar{D}_1 K_{[0J_0]} |_{\theta, \bar{\theta} = 0}.$$

The two-point functions of the operators $K_{[0J_0]}$ are determined by $\mathcal{N} = 4$ conformal supersymmetry as follows. First, consider the two-point function of the half-BPS operator (42):

$$\langle O_{[0J_0]}(1) O_{[0J_0]}(2) \rangle = \frac{C}{(x^2_{12})^J}. (48)$$

Here $C$ is a normalization constant (or a constant $SU(4)$ tensor, if not restricted to the highest weight only). The supersymmetric invariant difference (c.f. (15) in the chiral/antichiral case)

$$\hat{x}_{12} = x_1 - x_2 + i \left( \theta_{1a} \bar{\theta}_{1}^{a} - \theta_{1a} \bar{\theta}_{1}^{a'} + \theta_{2a} \bar{\theta}_{2}^{a} - \theta_{2a} \bar{\theta}_{2}^{a'} - 2 \theta_{1a} \bar{\theta}_{2}^{a} + 2 \theta_{2a} \bar{\theta}_{1}^{a'} \right)$$

is the unique combination compatible with the BPS conditions (43). What remains to do is to multiply the structure (14) for $K_1$ with that for $O_{[0J_0]}$ (18), according to (45):

$$\langle K_{[0J_0]}(1) K_{[0J_0]}^+(2) \rangle = \frac{c(g^2)}{(x^2_{12})^J} \left( \frac{\Delta(g^2)}{2 J} \right)^J,$$

where $\Delta = 2 + \gamma(g^2)$. Thus, the “Konishi factor” carries the anomalous dimension, while the “half-BPS factor” is there to adjust the canonical dimension $\Delta_0 = 2 + J$.

It is now rather obvious that repeating the same differentiation as in (19), we obtain results for the descendants $K_{[2J_0]}$ and $K_{[2J_2]}$ similar to (20), since the BPS factor is annihilated by these derivatives.

In this paper we are only interested in $J = 0$ and $J = 1$. We restrict to $SU(N)$ gauge group so that there is in both cases only one gauge invariant composite operator with the right quantum numbers, the Konishi operator $K_1$ (13) and

$$(K_6)_{AB} = \frac{1}{2} \text{Tr} \left( W_{AB} W^{CD} W_{CD} \right),$$

respectively. We thus avoid the complications of operator mixing on the level of the primaries.
2.5 Realization in terms of $\mathcal{N} = 1$ superfields

The quantum calculations we have in mind are most easily carried out in $\mathcal{N} = 1$ superspace. To this end we need to translate the $\mathcal{N} = 4$ expressions obtained above into $\mathcal{N} = 1$ notation.

The on-shell $\mathcal{N} = 4$ gauge multiplet contains the fields $\phi_{AB}, \psi_{A\alpha}, \bar{\psi}^{A\dot{\alpha}}, A_\mu$. The six scalar fields $\phi_{AB} = W_{AB}|_{\theta, \bar{\theta} = 0}$ obey the reality condition (34). The spinor components are defined by $\psi_{A\alpha} = 1/3 \nabla^B W_{BA}|_{\theta, \bar{\theta} = 0}$.

The transition from $\mathcal{N} = 4$ to $\mathcal{N} = 1$ is accompanied by a breakdown of R symmetry, $SU(4) \rightarrow SU(3) \times U(1)$. Accordingly, we can organize the three complex scalars and three of the four spinors into on-shell $\mathcal{N} = 1$ chiral matter multiplets:

$$\Phi^I = \phi_{1,I+1} + \theta^\alpha \psi_{\alpha,I+1}, \quad I = 1, 2, 3, \quad (52)$$

where we have identified $\theta = \theta_1$. The remaining fields $A, \lambda, \bar{\lambda}$ (where we have set $\lambda = \psi_1$) constitute the on-shell vector multiplet of $\mathcal{N} = 1$ SYM. In the full $\mathcal{N} = 1$ formulation these are completed to off-shell chiral superfields $\Phi^I(x_L, \theta)$ and a real Yang-Mills gauge superfield $V(x, \theta, \bar{\theta})$ by a set of auxiliary and pure gauge fields. Replacing the gauge field $A_\mu$ by its field strength $F_{\mu\nu}$, we can form another chiral superfield, the $\mathcal{N} = 1$ on-shell super-field strength:

$$W_\alpha = \lambda_\alpha + \theta_\beta (\sigma^{\mu\nu})_{\alpha\beta} F_{\mu\nu}. \quad (53)$$

2.5.1 The operator $K_1$

Let us now give the $\mathcal{N} = 1$ expressions of the various gauge invariant operators from the preceding subsections. The Konishi superfield is

$$K_1 = \text{Tr} \left( e^{gV} \Phi_I e^{-gV} \Phi^I \right). \quad (54)$$

The role of the exponential factors is to make the composite operator gauge invariant. The highest weight projection $B$ (30) of the operator in the $10$ is expressed in terms of matter superfields of the same chirality:

$$B = \text{Tr}(\Phi^1, \Phi^2|\Phi^3), \quad (55)$$

while the operator $F$ is given by the chiral $\mathcal{N} = 1$ field strength:

$$F = \text{Tr}(W^\alpha W_\alpha). \quad (56)$$

The highest weight projection $Y$ (32) of the operator in the $84$ is again chiral:

$$Y = \text{Tr}(\Phi^1, \Phi^2|\Phi^1, \Phi^2)). \quad (57)$$

We now clearly see the advantage of working with the highest weight projections. In the $\mathcal{N} = 1$ language they all correspond to chiral operators. In particular, there is no need for gauge factors like in the Konishi operator (54). The quantum calculations with such operators are significantly easier than with projections of mixed chirality, e.g., $\text{Tr}(\Phi^1, \Phi^2|\bar{\Phi}_3)$.

A quick way for constructing descendants is to use the on-shell $\mathcal{N} = 4$ supersymmetry transformations of the component fields (we only list the relevant part):

$$\delta \phi_{AB} = -\eta_{[A} \psi_{B]\alpha} + \frac{1}{2} \epsilon_{ABCD} \eta_{[C} \psi_{D]\dot{\alpha}},$$

$$\delta \psi_{A\alpha} = -\eta_{[A} \sigma_{(\alpha}^{\mu\nu} F_{\mu\nu} - g \eta_{B\alpha} [\phi_{AC}, \phi^{BC}] + i \eta^{B\beta} D_{\alpha\beta} \phi_{AB}. \quad (58)$$
(here \([A, B]\) exceptionally means antisymmetrization with weight one). In the preceding sections we used the superspace derivatives, e.g., \(D^4 \cdot D^4\), which is equivalent to making two supersymmetry transformations with parameter \(\eta_4\). With the help of the rules
\[
\begin{align*}
\delta_4 \psi_1 &= 2g \eta_4 [\Phi^1, \Phi^2], & (\delta_4)^2 \psi_1 &= 0, \\
\delta_4 \Phi^3 &= \eta_4 \psi_1, & (\delta_4)^2 \Phi^3 &= 2g \eta_4^2 [\Phi^1, \Phi^2], \\
\delta_4 \Phi^1 &= \delta_4 \Phi^2 = 0,
\end{align*}
\]
we can immediately obtain eqs. (59).

### 2.5.2 The operator \(K_6\)

Finally, here are the relevant expressions for the BMN operator \(K_6\). The primary state of the multiplet is in the 6 of \(SU(4)\) with \(N = 1\) (i.e., \(SU(3) \times U(1)\)) projection \(K^I_6 = \text{Tr}(\Phi^I \Phi^J \bar{\Phi}_J) + \text{Tr}(\Phi^I \bar{\Phi}_J \Phi^J)\). It has a descendant \(K_{45}\) in the 45 (DL [211]) whose highest weight all-chiral projection is a mixture of the operators\(^{10}\)

\[
\begin{align*}
B &= \text{Tr}(\Phi^1 \Phi^1 [\Phi^2, \Phi^3]), & F &= \text{Tr}(\Phi^1 W^\alpha W_\alpha).
\end{align*}
\]

The right mixture can be determined by orthogonalization since, in complete analogy with the Konishi case, only the \(B\) term follows from the classical field equations whereas the \(F\) part is a generalized “anomaly.” Notice the important difference with the Konishi case: Even in the free theory, where \(K_6\) satisfies a semishortness condition of the type (49), it does not contain any conserved current.

Performing two supersymmetry transformations with parameter \(\eta_4\) (recall (59)) we find

\[
(D^4)^2 B = g Y, \quad (D^4)^2 F = 2g^2 Y
\]

with the bare descendant

\[
Y = -2 \text{Tr}(\Phi^1 \Phi^1 [\Phi^1, \Phi^2] \Phi^2),
\]

which is the highest weight of a 300 (DL [212]) \[30\].

The same transformation applied to the mixture

\[
\mathcal{O}_{45} = F - 2g B
\]

gives zero. This combination can be identified as a descendant of the protected half-BPS multiplet \(\mathcal{O}_{50}\) (DL [030]).

### 3 Calculation of \(\gamma_3\) for the Konishi multiplet

#### 3.1 The setup

In subsection 2.2.1 we showed that the two ratios of two-point functions (21) and (22) contain the same information about the anomalous dimension of the Konishi operator. The presence of an overall factor \(g^2\) in both sides of these equations means that in order to determine,
e.g., $\gamma_3$, we need to compute one of these ratios at level $g^4$ (“two loops”). We also explained why we choose to evaluate the second ratio,

$$ R = \frac{\langle K_{84} K_{84}^\dagger \rangle}{\langle K_{10} K_{10}^\dagger \rangle}. \quad (64) $$

Once the ratio (64) is expanded in powers of $g^2$, prior to the evaluation of any Feynman diagram, we will see that similar linear combinations of integrals occur in both two-point functions which leads to substantial cancellations. The remaining set of integrals can be drastically reduced by comparison with the two-point function of a certain half-BPS operator. The latter is known to be non-renormalized, so the corresponding set of Feynman graphs must sum into contact terms.

We begin by recalling eq. (28) which states that the renormalized operator $K_{10}$ is a mixture of the bare operators $B$ and $F$ with some singular renormalization factors. In the supersymmetric dimensional reduction scheme these factors have the following form [20]

$$ Z_B = 1 + g^2 \frac{b_{11}}{\epsilon} + g^4 \left( \frac{b_{22}}{\epsilon^2} + \frac{b_{21}}{\epsilon} \right) + O(g^6), \quad (65) $$

$$ Z_F = g f_{10} + g^3 \left( \frac{f_{21}}{\epsilon} + f_{20} \right) + O(g^5). \quad (66) $$

An overall finite rescaling of the operator $K_{10}$ carries over to its descendant $K_{84}$ and drops in the ratio of two-point functions (64). In the above we used this freedom to remove the finite part of $Z_B$. However, $Z_F$ must contain a finite part, the terms $f_{10}$ and $f_{20}$ ($f_{10}$ is the “one-loop” Konishi anomaly). In [20] it is shown that $f_{21}$ as well as all the $b_{mn}$ are determined by the anomalous dimension of the Konishi multiplet. In our calculations here, as shown below, the coefficients $b_{22}$, $b_{21}$ and $f_{20}$ drop out, so we only need $b_{11}$ and $f_{21}$, which will be determined directly.

Let us combine (31) and (61) into one equation suitable for treating both cases,

$$ D^4 \cdot D^4 B = g Y \quad D^4 \cdot D^4 F = -ag^2 Y, \quad (67) $$

where $a = -4$ in the case of $K_1$ and $a = -2$ for $K_6$. (By definition $a$ is the coefficient in the protected linear combination $F + ag B$.)

As discussed earlier, we assume that the quantum operator $K_{84}$ is obtained from $K_{10}$ by naive application of the field equations:

$$ g K_{84} = D^4 \cdot D^4 K_{10} = g (Z_B - ag Z_F) Y = g Z_{84} Y \quad (68) $$

Explicitly,

$$ Z_{84} = 1 + g^2 \left( \frac{b_{11}}{\epsilon} - af_{10} \right) + g^4 \left( \frac{b_{22}}{\epsilon^2} + \frac{b_{21} - af_{21}}{\epsilon} - af_{20} \right) + O(g^6). \quad (69) $$

The detailed analysis of the two-point functions below confirms that this definition of $Z_{84}$ renders the operator $K_{84}$ finite.
Before going on, in order to check our normalizations, let us show how the well-known value of $\gamma_1$ is obtained from the ratio (64). At the lowest order we have the equation

$$g^2 \frac{\langle K_{84} K_{10}^\dagger \rangle_{g^0}}{\langle K_{10} K_{10}^\dagger \rangle_{g^0}} = \frac{g^2 YY_0}{BB_0} = -\frac{2g^2 \gamma_1}{x_{12}^2}. \quad (70)$$

Here

$$BB_0 = \langle B B^\dagger \rangle_{g^0} = -\frac{2N(N^2 - 1)}{(4\pi^2 x_{12}^2)^2},$$

$$YY_0 = \langle Y Y^\dagger \rangle_{g^0} = \frac{12N(N^2 - 1)}{(4\pi^2 x_{12}^2)^4} \quad (71)$$

are the tree-level two-point functions of the scalar operators $B$ and $Y$ (see Section 3.3.1). It follows

$$\gamma_1 = \frac{3N}{4\pi^2}, \quad (72)$$

as first computed in [35].

### 3.2 Evaluating the two-point functions

Now we need to evaluate the two-point functions of the renormalized operators $K_{10}$ and $K_{84}$ up to order $g^4$. In the process we encounter the various two-point functions of the bare operators $B$ and $F$. We introduce the notation

$$BB_2 = \frac{\langle B B^\dagger \rangle_{g^2}}{g^2 BB_0},$$

$$BB_4 = \frac{\langle B B^\dagger \rangle_{g^4}}{g^4 BB_0},$$

$$BF_3 = \frac{\langle B F^\dagger \rangle_{g^3}}{g^3 BB_0},$$

$$FF_0 = \frac{\langle F F^\dagger \rangle_{g^0}}{BB_0},$$

$$FF_2 = \frac{\langle F F^\dagger \rangle_{g^2}}{g^2 BB_0},$$

$$YY_2 = \frac{\langle Y Y^\dagger \rangle_{g^2}}{g^2 YY_0},$$

$$YY_4 = \frac{\langle Y Y^\dagger \rangle_{g^4}}{g^4 YY_0}.$$

We remark that $\langle BF^\dagger \rangle_{g^1} = 0$ simply because no such graph exists. For the two-point functions of the renormalized operators we find

$$\frac{\langle K_{10} K_{10}^\dagger \rangle}{BB_0} = Z^2_B + BB_2 \left( g^2 + g^4 \frac{2b_{11}}{\epsilon} \right) + BB_4 g^4 + BF_3 g^4 2f_{10}$$

$$+ FF_0 \left( g^2 f_{10}^2 + g^4 \left( \frac{2f_{10} f_{21}}{\epsilon} + 2f_{10} f_{20} \right) \right) + FF_2 g^4 f_{10}^2 + O(g^6) \quad (73)$$
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and
\[
\frac{\langle K_{84} K_{84}^\dagger \rangle}{Y Y_0} = Z_B^2 - g^2 2 a f_{10} - g^4 2 a \left( \frac{b_{11} f_{10} + f_{21}}{\epsilon} + f_{20} - \frac{a}{2} f_{10}^2 \right)
+ Y Y_2 \left( g^2 + g^4 \left( \frac{2 b_{11}}{\epsilon} - 2 a f_{10} \right) \right) + Y Y_4 g^4 + O(g^6).
\] (74)

We have normalized such that in both equations the r.h.s. goes like \(1 + O(g^2)\). The ratio of (74) and (73) can therefore straightforwardly be expanded in the coupling constant:
\[
\frac{B B_0}{Y Y_0} R = 1 + g^2 \left( (Y Y_2 - B B_2) - f_{10} (a + (a + f_{10} F F_0)) \right)
+ g^4 \left( Y Y_4 - B B_4 - B B_2 (Y Y_2 - B B_2) \right)
- g^4 f_{10} \left( 2 B F_3 + a Y Y_2 \right) - g^4 \frac{2 f_{21}}{\epsilon} (a + f_{10} F F_0)
+ g^4 \left( 2(B B_2 + \frac{2 b_{11}}{\epsilon}) - (Y Y_2 + \frac{2 b_{11}}{\epsilon}) \right) f_{10} (a + f_{10} F F_0)
- g^4 \left( 2 f_{20} - f_{10}^2 (a + f_{10} F F_0) \right) (a + f_{10} F F_0) - g^4 f_{10}^2 F F_2
\] (75)

Note that the \(g^4\) part of \(Z_B\) has dropped out.

Let us try to simplify further. In Section 2.3 we explained that the combination
\[O_{10} = F + a g B\] (76)
(likewise \(O_{45}\) for the \(J = 1\) case) is short and thus protected. In particular (see (40)),
\[\langle O_{10} O_{10}^\dagger \rangle_{g^2} = 0\] (77)
up to contact terms. Since \(\langle B F^\dagger \rangle_{g^1} = 0\) we can deduce
\[F F_2 = -a^2\] (78)
up to a contact term. In dimensional regularization, two-point contact terms are \(O(\epsilon)\) as long as the points are kept apart. For our purposes we can put them to zero provided that they are not multiplied by a singular term coming, e.g., from the \(Z\) factors. In \(F F_2\) appears with a finite factor and thus it can be replaced by \(-a^2\).

Next, we recall that the operators \(O_{10}\) and \(K_{10}\) must be orthogonal, see (11). To first order in \(g\) this means
\[\langle (F + a g B)(B^\dagger + f_{10} g F^\dagger) \rangle_{g^1} = g B B_0 (a + f_{10} F F_0) = O(\epsilon),\] (79)
where we have again used \(\langle B F^\dagger \rangle_{g^1} = 0\). Eq. (76) implies
\[a + f_{10} F F_0 = O(\epsilon).\] (80)

Notice that in dimensional regularization the right-hand side of eq. (79) is not identically zero. The orthogonality condition becomes exact only in the limit \(\epsilon \to 0\). While we try to drop the expression \(a + f_{10} F F_0\) wherever possible, we cannot do so when it occurs with a singular factor. For instance, the term \(\frac{f_{21}}{\epsilon} (a + f_{10} F F_0)\) must be kept.
The terms in the fourth line of eq. (75) can be dropped since the combinations

\[ BB_2 + \frac{2b_{11}}{\epsilon} = O(1) = YY_2 + \frac{2b_{11}}{\epsilon} \]  

are finite. Indeed, the poles \( \epsilon^{-1} \) in both \( BB_2 \) and \( YY_2 \) have residues equal to their common anomalous dimension \( \gamma_1 \). So, these poles are removed by the same one-loop renormalization factor with \( b_{11} = \gamma_1/2 \), as shown in (81) (see also (96) below).

Further, the difference \( YY_2 - BB_2 \) in the first line of eq. (75) can be dropped as well. Indeed, both \( BB_2 \) and \( YY_2 \) contain only two graphs which are denoted by A and C in Figure 1. In Appendix 6.1 it is shown that Graph C is a contact term. The operators \( B \) and \( Y \) have the same poles \( \epsilon^{-1} \) (and hence the same anomalous dimension \( \gamma_1 \)) exactly because diagram \( A \) occurs in \( YY_2 \) and \( BB_2 \) with the same coefficient, see (96) below. Thus,

\[ YY_2 - BB_2 = O(\epsilon) \]  

(82)

Notice, however, that the same difference cannot be neglected in the second line of eq. (75) because it is multiplied by the divergent two-point function \( BB_2 \).

Putting together eqs. (78) - (82), we can considerably simplify eq. (75):

\[
\frac{BB_0}{YY_0} R = 1 - af_{10} g^2 + (af_{10} g^2)^2 \\
+ g^4 (YY_4 - BB_4 - BB_2 (YY_2 - BB_2)) \\
- g^4 f_{10} (2BF_3 + aYY_2) - g^4 \frac{2a f_{21}}{\epsilon} (1 + \frac{f_{10}}{a} FF_0)
\]  

(83)

We can still simplify the last term in (83) in a fashion that is universal to the \( J = 0, 1 \) cases:

\[ BB_0 \propto \Pi_{12}^{(J+3)}, \quad \langle FF\rangle_{g^0} \propto \Pi_{12}^J (\partial \Pi_{12})^2. \]  

(84)

(For the exact expressions see the next subsection.) The configuration space propagator in dimensional regularization is

\[ \Pi_{12} = -\frac{\Gamma(1-\epsilon)\pi^\epsilon}{4\pi^2 (x_{12}^2)^{(1-\epsilon)}} \]  

(85)

Now, the requirement of orthogonality (80) implies

\[ \frac{f_{10}}{a} \langle FF\rangle_{g^0} = \frac{f_{10}}{a} FF_0 = -1 + O(\epsilon). \]  

(86)

The \( \epsilon \) dependence in this expression comes from the expansion of the propagators (85). In the \( \overline{MS} \) scheme the fractional powers of \( \pi \) as well as the Euler-Mascheroni constant from the expansion of \( \Gamma\)-functions are absorbed into the mass scale, see Appendix 6.3. In this scheme

\[ \frac{f_{10}}{a} FF_0 = - (1 - \epsilon)^2 (x_{12}^2)^{(-\epsilon)} (1 - \epsilon^2 \frac{\zeta(2)}{2} + \ldots) \]  

(87)

and finally

\[ \frac{1}{\epsilon} \left( 1 + \frac{f_{10}}{a} FF_0 \right) = \ln(x_{12}^2) + 2 + O(\epsilon). \]  

(88)
3.3 Evaluation of the graphs

In this section we elaborate the contributions $BB_2$, $YY_2$, $BF_3$ and $YY_4 - BB_4$ which occur in (83).

3.3.1 Level $g^0$

At tree level we have

$$BB_0 = \langle BB^\dagger \rangle_{g^0} = \langle (\Phi^2 | \Phi^3) (|\Phi_3, \Phi_2|\Phi_1) \rangle = 2N(N^2 - 1) \Pi_{12}^{3}.$$  (89)

One comment on the convention: the linear part of the $W$ field is

$$W^\alpha = -\frac{1}{4} \bar{D}^2 D^\alpha V.$$  (90)

Its lowest component is the physical fermion $\lambda^\alpha$ of the $\mathcal{N} = 1$ SYM multiplet. One may verify from the definitions in Appendix 6.1 that indeed

$$\langle W_\alpha(1) \bar{W}_\beta(2) \rangle_{g^0, \theta, \bar{\theta} = 0} = -2i \partial_\alpha |1_\Pi_{12}|_{\theta, \bar{\theta} = 0}$$  (91)

in agreement with our convention for the matter fermion propagator. Hence we find

$$\langle FF^\dagger \rangle_{g^0} = -16(N^2 - 1) (\partial_\mu \Pi_{12})^2.$$  (92)

We can now use the orthogonalization condition (80) to fix the one-loop anomaly coefficient $f^{10}$. In $O_{10}$ we have $a = -4$ so that

$$f^{10} = \frac{N}{32\pi^2}.$$  (93)

The remaining tree-level correlator is

$$YY_0 = \langle YY^\dagger \rangle_{g^0} = 12N^2(N^2 - 1) \Pi_{12}^{4}.$$  (94)

3.3.2 Level $g^2$

We now turn our attention to the $O(g^2)$ contributions $BB_2$ and $YY_2$. Here and in the sequel we ignore the one-loop self-energy diagrams since they cancel in the $\mathcal{N} = 1$ formulation of $\mathcal{N} = 4$ SYM. Further, we do not display free matter lines.

\begin{figure}[h]
  \centering
  \begin{tikzpicture}
    \node (A) at (0,0) [draw, circle, inner sep=1] {};
    \node (B) at (1,0) [draw, circle, inner sep=1] {};
    \draw (A) -- (B);
    \node (C) at (3,0) [draw, circle, inner sep=1] {};
    \node (D) at (4,0) [draw, circle, inner sep=1] {};
    \draw (C) -- (D);
    \node (E) at (0,-2) [draw, circle, inner sep=1] {};
    \node (F) at (1,-2) [draw, circle, inner sep=1] {};
    \draw (E) -- (F);
  \end{tikzpicture}
  \caption{Graphs contributing to $BB_2$ and $YY_2$; the free matter lines are not shown.}
\end{figure}

We find

$$\langle BB^\dagger \rangle_{g^2} = 6g^2N^2(N^2 - 1) (2\Pi_{12} A + \Pi_{12} C),$$  (95)

$$\langle YY^\dagger \rangle_{g^2} = 36g^2N^3(N^2 - 1) (2\Pi_{12} A + \frac{4}{3}\Pi_{12} C),$$
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with the graphs from Figure 1, which are calculated in Appendix 6.1. Note that in our conventions the YM propagator has a minus sign relative to the matter propagator $\Pi_{12}$. This sign has already been taken into account in the combinatorial factors in (85). On scaling down by the respective tree-levels, we obtain

$$BB_2 = 3N \left( 2A \frac{A}{\Pi_{12}^2} + C \right),$$

$$YY_2 = 3N \left( 2A \frac{A}{\Pi_{12}^2} + 4 \frac{C}{3 \Pi_{12}^2} \right).$$

(96)

This confirms the claim made in (82).

### 3.3.3 Level $g^3$

Next, we turn our attention to $\langle B F^\dagger \rangle_{g^3}$. We recall that the operators $B$ and $F$ are highest weight projections of the 10 of $SU(4)$. It proves more convenient to calculate the two-point function of a different projection of the 10, namely $B' = (\Phi^1|\bar{\Phi}_2, \bar{\Phi}_3]$ and $F' = ((\nabla^\alpha \Phi^1)(\nabla_\alpha \Phi^1))$. One sees immediately that $\langle BB^\dagger \rangle_{g^0} = \langle B'B'^\dagger \rangle_{g^0}$, i.e., the normalization of the two components is the same. For $F$ and $F'$ we have checked this in the beginning of the section. Thus we can safely appeal to $SU(4)$ and generalize results found for this projection of the 10 to the entire $SU(4)$ multiplet.\(^{11}\)

The operator $F'$ contains the YM covariant derivative

$$\nabla^\alpha \Phi^1 = D^\alpha \Phi^1 - g [D^\alpha V, \Phi^1] + O(g^2)$$

(97)

and $B'$ is made gauge invariant by insertion of the gauge bridge $e g V$ between superfields of different chirality.

To order $g^3$ there are three types of diagrams: First, those that do not involve the gauge connection at the $F'$ point. These are the topologies $G_I$ through $G_{III}$ in Figure 2 and a few other graphs that vanish when $\theta, \bar{\theta} = 0$ at the outer points. Second, we may have one connection line coming out of $F'$. There are six related graphs, of which the only non-zero one is displayed in Figure 2 as graph $G_{IV}$. Third, there are also graphs with a single YM line emanating from the gauge bridge in $B'$. However, they do not contribute.

\(^{11}\)A word of caution is due here. Part of the $SU(4)$ R symmetry may turn out anomalous in the quantum theory. However, the transformation leading from $B$ to $B'$ and from $F$ to $F'$ actually uses the $SU(2) \subset SU(4)$ which can be maintained manifest in the off-shell $N = 2$ harmonic superspace \(^{35}\) formulation, see \[^{23}\].
The combinatorics for the non-vanishing graphs yields the sum

$$\langle F' B'^{\dagger} \rangle_{g^3} = -8g^3N^2(N^2 - 1) \left( \frac{1}{2} G_I - G_{II} + G_{III} - G_{IV} \right),$$

where the minus sign from the YM propagator is included. The signs in the latter formula are valid when the propagator with $D^\alpha$ is written to the left of the one with $D_{\alpha}$ and when in $G_{IV}$ the $D^\alpha$ is on the YM line. The Grassmann integrations in all four supergraphs are straightforward; in the YM sector we additionally assemble double derivatives into box operators to find

$$G_I = -G_{II} + G_{III} - G_{IV} = 2J,$$

and hence

$$\langle F B \rangle_{g^3} = -24g^3N^2(N^2 - 1) J.$$

The letter $J$ stands for the Feynman integral (the notation is explained in the Appendix)

$$J = c_0 \int \frac{d^{4-2\epsilon}x_{3,5,6} (\partial_{15} \partial_{53} \partial_{63} \partial_{16})}{(x_{15}^2 x_{16}^2 x_{35}^2 x_{36}^2 x_{25}^2 x_{26}^2)}(1-\epsilon).$$

(101)

(The factor $c_0 = -\Gamma(1-\epsilon)\pi^\epsilon/(4\pi^2)$ comes from the normalization of the configuration space propagator.)

The evaluation of $J$ can be done by switching over to momentum space and using the powerful Mincer computer algorithm [37]. $J$ is a three-loop integral of topology $\text{BU}$ in the Mincer classification. The program computes

$$J = \frac{1}{(4\pi)^6} \frac{1}{\epsilon^2} \left( \frac{1}{2} + \frac{14}{3} \epsilon + O(\epsilon^2) \right) (q^2)^{(1-3\epsilon)}$$

in the $\overline{MS}$ scheme. We transform back to configuration space:

$$J = -\frac{1}{16\pi^2} \left( \frac{3}{\epsilon} + 1 + O(\epsilon) \right) \frac{1}{(4\pi^2 x_{12}^2)^3} (x_{12}^2)^{(4\epsilon)}$$

(103)
For the definitions of the Fourier transform and the mass scales in $p$- and $x$-space see Appendix 6.3. Finally, since $J$ is real:

$$BF_3 = -\frac{3N}{4\pi^2} \left( \frac{3}{\epsilon} + 1 + O(\epsilon) \right) (x_{12}^2)^\epsilon \quad (104)$$

Next, we turn to $YY_2$, which we need up to $O(\epsilon)$. Graph C is of no interest in this context as it is a contact term. Graph A is computed in detail in Appendix 6.1 equation (102). On dividing by the tree-level $BB_0$ we obtain

$$YY_2 = -\frac{3N}{4\pi^2} \left( \frac{1}{\epsilon} + 1 + O(\epsilon) \right) (x_{12}^2)^\epsilon \quad (105)$$

The one-loop anomalous dimension of the operator $Y$ (and in the same way of $B$) is therefore $\gamma_1 = 3N/(4\pi^2)$, as stated earlier (see (81)).

Collecting terms:

$$- f_{10} (2BF_3 - 4YY_2) = \frac{3}{4} \frac{N^2}{(4\pi^2)^2} \left( \frac{1}{\epsilon} - 1 + O(\epsilon) \right) (x_{12}^2)^\epsilon \quad (106)$$

3.3.4 Level $g^4$

It might seem that the evaluation of the genuine four-loop integrals in $YY_4$ and $BB_4$ is an insurmountable obstacle - we are now going to show how to get away with calculating only one difficult integral.

The $O(g^4)$ diagrams that occur in $YY_4$ and $BB_4$ are listed in Figure 3. One of the advantages of the all-chiral choice for $Y$ and $B$ is that the gauge bridge $e^{gV}$ does not occur. Therefore all diagrams have the same number of outer lines at both ends, namely four lines in $YY_4$ and three in $BB_4$. Also, all the outer lines connect to matter fields. Now, any graph has one or two connected pieces and a number of free lines. In Figure 3 we do not show such “spectator propagators”. Also, we do not display the “mirror” graphs obtained by permuting points 1 and 2; if needed, they will be denoted by, e.g., $G_{17b}$ (see (108)).

Above we have first computed $BF_3$ and $YY_2$ and then divided by the respective tree-levels. Here we divide out the tree-level before calculation - in practical terms this means first of all to divide the combinatorial coefficient of any graph in $YY_4$ by $12N^2(N^2 - 1)$ and that of any graph in $BB_4$ by $2N(N^2 - 1)$. Further, we “normalize” the integrals by $\Pi_{12}^4$ and $\Pi_{12}^3$, respectively. In doing so we may cancel spectator lines, because the propagator is non-singular. As a result, an integral with $n$ outer legs at each end will occur with $n$ inverse powers of $\Pi_{12}$. 
Figure 3. Graphs $G_{1-19}$; the mirror graphs are not shown; the outer points are split for clarity.

Apart from the 19 graphs in the list the correlators also contain six further diagrams that together constitute the two-loop propagator correction. The propagator blob occurs once per matter line, so once more in $YY_4$ than in $BB_4$.\footnote{We do not argue in this paper whether the two-loop blob is just finite or really vanishing. This is presumably a scheme dependent issue; here we do not need the explicit result.}
To be more tidy, we directly give the difference $Y Y_4 - B B_4$ in which graphs $G_6$ through $G_{10}$ drop:

$$Y Y_4 - B B_4 = 12 N^2 \left( \frac{1}{2} G_1 + \frac{1}{2} G_4 + \frac{1}{8} G_{11} - G_2 \right) + 2 N^2 \Sigma_1 + 24 \Sigma_2 \quad (107)$$

The two sums of diagrams are

$$\Sigma_1 = -2 G_5 + \frac{1}{4} G_{11} + G_{12} - G_{13} + \frac{1}{2} G_{15} + G_{16}$$

$$- 3(G_{17} + G_{17b}) + G_{18} + 2 G_{19} + \frac{1}{2 N^2 g^4} [- \bigcirc -] \quad (108)$$

where $G_{17b}$ denotes the mirror image of $G_{17}$ and the blob stands for the propagator corrections from Figure 4; further,

$$\Sigma_2 = G_3 + \frac{1}{2} G_{11} - 2 G_{12} + G_{14} + G_{15} - 2 G_{16} + 4 G_{18}. \quad (109)$$

We have organized the result in this form because

$$\Sigma_1 = O(\epsilon) = \Sigma_2. \quad (110)$$

These two conditions follow from the protectedness of the half-BPS operator $O_{105}^{105}$ (DL [040]). It has highest weight chiral projection $\text{Tr}(\Phi^4)$ or, in $\mathcal{N} = 4$ notation, $\text{Tr}(W_{12})$. In [52] it has been shown that $\langle \text{Tr}(\Phi^4) \text{Tr}(\bar{\Phi}^4) \rangle$ contains only contact, i.e. $O(\epsilon)$ terms. We can assume that this is true for any other projection of $O_{105}$. For our purposes it is most convenient to choose the projection obtained by the $SU(4)$ lowering operator $T_{32}$ which replaces a lower index 2 in $W_{AB}$ by 3, e.g., $T_{32} W_{12} = W_{13}$, i.e., $T_{32} \Phi^3 = \Phi^2$. Acting with $T_{32}^2$ on $\text{Tr}(\Phi^4)$ twice, we convert it into $2\text{Tr}(\Phi^4)\Phi^2\Phi^2 + \text{Tr}(\Phi^4\Phi^2\Phi^2\Phi^2)$. When evaluating the two-point function of this chiral operator, we encounter two different color structures corresponding to the sums of graphs $\Sigma_1$ and $\Sigma_2$ (the phenomenon is described in [33]). Thus, protectedness of $O_{105}$ implies that $\Sigma_1 = O(\epsilon)$ and $\Sigma_2 = O(\epsilon)$ separately.

Graphs $G_1$, $G_4$ and $G_{11}$ are products of the one-loop diagrams from Figure 1:

$$G_1 = A^2, \quad G_4 = AC, \quad G_{11} = C^2. \quad (111)$$

We have already encountered the same graphs in equation (96) above:

$$B B_2(Y Y_2 - B B_2) = 3N(2A + C) 3N\left(\frac{1}{3} C\right) = 12 N^2\left(\frac{1}{2} A C + \frac{1}{4} C^2\right) \quad (112)$$
The term $C^2$ is $O(\epsilon^2)$ and can be neglected. Even though $AC = O(1)$ and thus cannot be dropped, it cancels against a similar term in $YY_4 - BB_4$ in the second line of eq. (83):

$$YY_4 - BB_4 - BB_2 (YY_2 - BB_2) = 12N^2 \left( \frac{1}{2} \frac{A^2}{\Pi_{12}} - \frac{G_2}{\Pi_{12}} \right) + O(\epsilon). \tag{113}$$

The evaluation of the Grassmann integration for graph $G_2$ is trivial - it actually uses twice the same trick as for diagram A: The two parallel propagators coming in from the outer points are evaluated at outer $\theta, \bar{\theta} = 0$, hence saturation of the spinor integral at the vertices at the inner end of the double propagators produces box operators on the subsequent lines. We find

$$G_2 = c_7 \int \frac{dx_{3,5}}{(x_{13}^4 x_{23}^2 x_{35}^2 x_{15}^2 x_{52}^4)^{(1-\epsilon)}}. \tag{114}$$

This is a genuine four-loop integral of the $\phi^4$ type. A method for evaluation of such integrals was developed in Dubna in the late 1970s \[38\]. The result in the $\overline{MS}$ scheme is

$$G_2 = \frac{1}{(4\pi)^8} \frac{1}{4\epsilon^3} \left( 1 + 14\epsilon + (121 - 2\zeta(2)) \epsilon^2 + O(\epsilon^3) \right) (q^2)^{(1 - 4\epsilon)}. \tag{115}$$

Like in the case of the integral $J$ we return to $x$-space by the inverse Fourier transform and divide out three powers of the propagator:

$$\frac{G_2}{\Pi_{12}} = \frac{1}{4(4\pi)^2} \left( \frac{1}{2\epsilon^2} + \frac{5}{4\epsilon} + \frac{5}{4} + \frac{\zeta(2)}{2} + O(\epsilon) \right) (x_{12}^2)^{(2\epsilon)}. \tag{116}$$

Combined with the result for graph A \[162\]:

$$12N^2 \left( \frac{1}{2} \frac{A^2}{\Pi_{12}} - \frac{G_2}{\Pi_{12}} \right) = -\frac{3N^2}{(4\pi)^2} \left( \frac{1}{4\epsilon} + \frac{3}{4} + O(\epsilon) \right) (x_{12}^2)^{(2\epsilon)}. \tag{117}$$

Finally, equation \[83\] becomes:

$$\frac{BB_0}{YY_0} R = 1 + \frac{1}{2} \frac{g^2 N}{4\pi^2} + \frac{1}{4} \frac{g^4 N^2}{(4\pi)^2}$$

$$-\frac{3g^4 N^2}{(4\pi)^2} \left( \frac{1}{4\epsilon} + \frac{3}{4} \right) (x_{12}^2)^{(2\epsilon)}$$

$$+ \frac{3g^4 N^2}{(4\pi)^2} \left( \frac{1}{4\epsilon} - \frac{1}{4} \right) (x_{12}^2)^{(2\epsilon)}$$

$$+ g^4 8 f_{21} (\ln(x_{12}^2) + 2) + O(\epsilon). \tag{118}$$

We see that the pole itself cancels between the second and the third line, whereas a simple logarithm persists in the $\epsilon$-expansion. On the other hand, conformal behavior dictates the absence of any logarithm from the ratio $R$, because $K_{10}$ and $K_{84}$ have the same anomalous dimension. We must therefore choose

$$f_{21} = \frac{3N^2}{32(4\pi)^2}. \tag{119}$$

\[13\] We are indebted to D. Kazakov for help on this point.
The value is fully consistent with the abstract analysis in [20]: One must find \( f_{21} = \frac{1}{4} \gamma_1 f_{10} \).

Our last version of eq. (83) is

\[
\begin{align*}
BB_0 \, YY_0 = 1 + \frac{1}{2} \frac{g^2 N}{4 \pi^2} - \frac{5}{4} \frac{g^4 N^2}{(4 \pi^2)^2} + O(g^6),
\end{align*}
\]

(120)

which we match with the superspace prediction (22): the normalizations of the two-point functions ought to differ by

\[
\frac{\Delta(\Delta - 2)}{2g^2 \gamma_1} = 1 + g^2 \left( \frac{\gamma_1}{2} + \frac{\gamma_2}{\gamma_1} \right) + g^4 \left( \frac{\gamma_2 + \gamma_3}{\gamma_1} \right) + O(g^6).
\]

(121)

(The equation was scaled down by \( 2 \gamma_1 \) in order to set the lowest order equal to one.) We put in \( \gamma_1 = 3N/(4\pi^2) \) and extract

\[
\gamma_2 = -\frac{3}{4} \frac{N^2}{(4\pi^2)^2}, \quad \gamma_3 = \frac{21}{4} \frac{N^3}{(4\pi^2)^3}.
\]

(122)

The value of \( \gamma_2 \) has first been obtained in [22]; the value of \( \gamma_3 \) is in agreement with [14].

4 The BMN operator \( K_6 \)

In this section we repeat the calculation, with relatively minor changes, for the next higher BMN multiplet \( K_6 \) with \( J = 1 \). For the definition and the relevant \( N = 1 \) projections we refer the reader to Section 2.5.2.

The tree-level correlators are

\[
\begin{align*}
BB_0 &= 2(N^2 - 1)(N^2 - 4) \Pi_{12}^4, \\
FF_0 &= -\frac{8}{N}(N^2 - 1)(N^2 - 4)(\partial_\mu \Pi_{12})^2 \Pi_{12}, \\
YY_0 &= 8N(N^2 - 1)(N^2 - 4) \Pi_{12}^3.
\end{align*}
\]

(123)

Consequently, (recall \( a = -2 \))

\[
f_{10} = \frac{N}{32\pi^2}.
\]

(124)

At \( O(g^2) \) we find

\[
\begin{align*}
BB_2 &= 2N(2 A + 2 C), \\
YY_2 &= 2N(2 A + \frac{5}{2} C)
\end{align*}
\]

(125)

(126)

and therefore \( \gamma_1 = 2N/(4\pi^2) \), in agreement with [8].

For the calculation of \( \langle BF\rangle_{g^3} \) we swap once again \( SU(4) \) projections: The choice \( B' = (\Phi^1 \Phi^1[\Phi_2, \Phi_3]) \) and \( F' = (\Phi^1(\nabla^\alpha \Phi^1)(\nabla^\alpha \Phi^1)) \) is more convenient; the graphs that contribute are the same as before,\(^\text{14}\) just multiplied by an additional free line.

\[
\langle F' B' \rangle_{g^3} = -4g^3 N(N^2 - 1)(N^2 - 4) \left( -G_{II} + G_{III} - G_{IV} \right).
\]

(127)

\(^\text{14}\)There are a few new vanishing diagrams.
Curiously, the matter sector graph $G_I$ does not occur. The YM sector diagrams sum into $2J$ as before, so that

$$BF_3 = -4N J.$$  \hspace{1cm} (128)

In (83) we have the term

$$-f_{10}(2BF_3 + aYY_2) = 8N f_{10} \left( \frac{J}{\Pi_{12}^4} + \frac{A}{\Pi_{12}^2} \right) + O(\epsilon),$$  \hspace{1cm} (129)

where we have dropped graph C from $YY_2$. Remarkably, this is the same combination of $J$ with $A$ as above for the Konishi multiplet. Since the one-loop anomaly coefficient $f_{10}$ is identical (by accident?), too, we can simply scale down equation (106) by a factor 3 without doing any further calculation:

$$-f_{10}(2BF_3 - 2YY_2) = \frac{N^2}{4(4\pi^2)^2} \left( \frac{1}{\epsilon} - 1 + O(\epsilon) \right) (x_{12}^2)^\epsilon$$  \hspace{1cm} (130)

In the genuine $O(g^4)$ part of the calculation there are no new graphs. We find

$$YY_4 - BB_4 = 4N^2 \left( \frac{1}{2} G_1 + G_4 + \frac{1}{2} G_{11} - G_2 \right) + 2N^2 (\Sigma_1 + \frac{1}{4} G_{11}) + 36 \Sigma_2$$  \hspace{1cm} (131)

The sums $\Sigma_1, \Sigma_2$ are as defined in the last section. We have written the result in this form, because $(\Sigma_1 + 1/4G_{11}) = O(\epsilon) = \Sigma_2$ follows from the protectedness of the next higher half-BPS multiplet $O_{196}$. It is interesting to note that the protectedness of this operator is equivalent to that of $O_{105}$ since graph $G_{11}$ is a contact term. The phenomenon has been observed in a variety of cases [39].

Last,

$$BB_2(YY_2 - BB_2) = 2N(2A + 2C)2N(\frac{1}{2} C) = 4N^2(A + C^2)$$  \hspace{1cm} (132)

and by neglecting graph $G_{11} = C^2$

$$YY_4 - BB_4 - BB_2(YY_2 - BB_2) = 4N^2 \left( \frac{1}{2} A^2 \Pi_{12}^2 - \frac{G_2}{\Pi_{12}^3} \right) + O(\epsilon).$$  \hspace{1cm} (133)

Hence also this term can be inferred from the results of the last section just by scaling down equation (117) by a factor 3:

$$YY_4 - BB_4 - BB_2(YY_2 - BB_2) = -\frac{N^2}{(4\pi^2)^2} \left( \frac{1}{4\epsilon} + 3 \frac{1}{4} + O(\epsilon) \right) (x_{12}^2)^{2\epsilon}$$  \hspace{1cm} (134)

We substitute into (83):

$$\frac{a^2}{g^2 BB_0} R = 1 + \frac{g^2 N}{4 4\pi^2} + \frac{1}{16} \frac{g^4 N^2}{(4\pi^2)^2}$$

$$- \frac{g^4 N^2}{(4\pi^2)^2} \left( \frac{1}{4\epsilon} + \frac{3}{4} \right) (x_{12}^2)^{2\epsilon}$$

$$+ \frac{g^4 N^2}{(4\pi^2)^2} \left( \frac{1}{4\epsilon} - \frac{1}{4} \right) (x_{12}^2)^\epsilon$$

$$+ g^4 f_{21} (\ln(x_{12}^2) + 2) + O(\epsilon)$$
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The logarithm is eliminated by setting
\[ f_{21} = \frac{N^2}{16(4\pi^2)^2}, \tag{136} \]
which conforms with the requirement \( f_{21} = \frac{1}{4}\gamma_1 f_{10}. \)

Finally, (83) becomes
\[ \frac{BB_0}{YY_0} R = 1 + \frac{1}{4} \frac{g^2 N}{4\pi^2} - \frac{7}{16} \frac{g^4 N^2}{(4\pi^2)^2} + O(g^6). \tag{137} \]

We equate with (121) and use \( \gamma_1 = 2N/(4\pi^2) \) to solve:
\[ \gamma_2 = \frac{3}{2} \frac{N^2}{(4\pi^2)^2}, \quad \gamma_3 = \frac{17}{8} \frac{N^3}{(4\pi^2)^3}. \tag{138} \]
(The result for \( \gamma_2 \) was originally stated in [3].)

5 Conclusions

In this paper we presented a three-loop calculation of the anomalous dimensions of the first two operators of the BMN family corresponding to charges \( J = 0, 1 \). Here we summarize the results, including the lower-order ones:

\[
\begin{align*}
J = 0 &: \quad \gamma_1 = \frac{3N}{4\pi^2}, \quad \gamma_2 = -3 \frac{N^2}{(4\pi^2)^2}, \quad \gamma_3 = \frac{21}{4} \frac{N^3}{(4\pi^2)^3}; \\
J = 1 &: \quad \gamma_1 = \frac{2N}{4\pi^2}, \quad \gamma_2 = -\frac{3}{2} \frac{N^2}{(4\pi^2)^2}, \quad \gamma_3 = \frac{17}{8} \frac{N^3}{(4\pi^2)^3}. \tag{139}
\end{align*}
\]

Our result for \( \gamma_3, J = 0 \) (Konishi) agrees with that of [14]. The result for \( \gamma_3, J = 1 \) is new.

As explained in the Introduction, these two values of \( \gamma_3 \) are sufficient to test the form of the three-loop dilatation operator proposed in [3, 9]. We recall that in both of these references the requirement of BMN scaling was needed to fix the operator (in [3] the additional assumption of integrability was made, but later in [9] it was shown to follow from the larger symmetry taken into account). Thus, we can say that our result not only confirms the validity of the dilatation operator approach, but it also provides indirect evidence for BMN scaling at three loops.

We point out that our values (139) are exact, i.e., we have not made use of the large \( N \) (planar) approximation. Yet, they coincide with the predictions of [3, 9] which are supposed to apply to the planar sector only. This absence of subleading \( 1/N \) corrections may be explained by the relative “shortness” (small \( J \)) of our operators, for which the non-planar effects may not be important.

Let us finish by a few remarks about the possible further developments. Two generalizations of our calculation could be of interest. One of them would be to go to four loops. An obvious difficulty is the exponential growth of the combinatorics. However, our present experience shows that in the end these massive calculations always produce rather simple results, so one might hope this is not just a “low loop effect”. Another complication would
be the occurrence of new, five- or maybe six-loop scalar integrals. In this paper we had to deal with a single difficult four-loop integral. Hopefully, the method of [38] is applicable to higher loops as well. Finally, at four loops we may reach the limitations of the supersymmetric dimensional reduction scheme (see [40]). This scheme, although not indispensable, is highly efficient due to the manifest $\mathcal{N} = 1$ supersymmetry.

The other generalization would be to look at the next value $J = 2$. This would be of great interest, since our results so far helped to unambiguously fix the form of the three-loop dilatation operator, but new results for $J = 2$ would provide a check on a true prediction. The obvious major complication in this direction is the possibility of mixing among the various realizations of the $J = 2$ BMN operator. Still, we believe that trying is worthwhile.

Finally, we should mention another interesting line of research. Instead of going in the direction of higher values of $J$ (higher twist), one might stay with twist two operators, but increase their spin (see, e.g., [41] for a recent discussion). Three-loop results of this type are already available [14], but our method would provide an alternative check using more conventional field theory methods. Yet another approach to higher spins consists in calculating the four-point function of the stress-tensor multiplet and extracting anomalous dimensions by OPE techniques. We believe that a generalization of the harmonic superspace approach to four-point functions developed in [42] could still be applicable at order $O(g^6)$.
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6 Appendix

6.1 Feynman rules and conventions

The classical $\mathcal{N}=4$ SYM action formulated in terms of $\mathcal{N}=1$ superfields has the form

$$S_{\mathcal{N}=4} = \int d^4x \, d^2\theta \, d^2\bar{\theta} \, \text{Tr} \left( e^{gV} \Phi^I e^{-gV} \Phi^I \right)$$

$$+ \frac{1}{4} \int d^4x_L \, d^2\theta \, \text{Tr}(W^a W_a) + \left[ \frac{g}{3!} \int d^4x_L \, d^2\theta \, \epsilon_{IJK} \text{Tr}(\Phi^I \Phi^J \Phi^K) + \text{c.c.} \right]. \tag{140}$$

Here

$$x^\mu_L = x^\mu + i\theta \sigma^\mu \bar{\theta}, \quad x^\mu_R = x^\mu - i\theta \sigma^\mu \bar{\theta} \tag{141}$$

are the space-time coordinate in the (left-handed) chiral and (right-handed) antichiral bases of superspace. All the superfields are in the adjoint representation of the gauge group $SU(N)$, and the generators and the structure constants satisfy the relations

$$\text{Tr}(T^a T^b) = \delta^{ab}, \quad f^{abc} f^{abd} = 2N \delta^{cd}. \tag{142}$$

To this classical action one should add (Feynman) gauge fixing and ghost terms. For our purposes we only need the cubic vertices (except the $VVV$ one). The relevant part of the gauge-fixed action is

$$S_{g.f.}^{\mathcal{N}=4} = \int d^4x \, d^2\theta \, d^2\bar{\theta} \, \text{Tr} \left[ \Phi^I \Phi^I - \frac{1}{2} V \Box V + g [V, \Phi_I] \Phi^I \right]$$

$$+ g \int d^4x_L \, d^2\theta \, \text{Tr}(\Phi^I [\Phi^2, \Phi^3]) - g \int d^4x_R \, d^2\bar{\theta} \, \text{Tr}(\bar{\Phi}^I [\bar{\Phi}^2, \bar{\Phi}^3]) + \ldots. \tag{143}$$

Our spinor conventions are [43]:

$$\psi^\alpha = \epsilon^{\alpha\beta} \bar{\psi}_\beta, \quad \psi_\alpha = \epsilon_{\alpha\beta} \psi^\beta, \quad \epsilon_{12} = 1, \quad \epsilon_{\alpha\beta} \epsilon^{\beta\gamma} = \delta^\gamma_\alpha \tag{144}$$

and exactly the same with dotted indices. Complex conjugation replaces an undotted by a dotted index and vice versa; however, it does not exchange lower and upper position.

The $2 \times 2$ sigma matrices are Hermitian. The $\tilde{\sigma}$ matrix is obtained from $\sigma_{\alpha\dot{\alpha}}$ by raising of both indices as defined by the last equation. They satisfy the following relations:

$$\sigma^\mu \tilde{\sigma}^\nu = \eta^{\mu\nu} - i\sigma^{\mu\nu}, \quad \tilde{\sigma}^\mu \sigma^\nu = \eta^{\mu\nu} - i\tilde{\sigma}^{\mu\nu}, \quad (\sigma^\mu)_{\alpha\dot{\alpha}} (\tilde{\sigma}^\nu)^{\dot{\alpha}\beta} = 2\delta^{\beta}_\alpha, \quad (\sigma^\mu)_{\alpha\dot{\alpha}} (\tilde{\sigma}^\nu)^{\dot{\alpha}\alpha} = 2\delta^{\nu}_\mu. \tag{145}$$

In $\mathcal{N}=4$ supersymmetry, spinors carry $SU(4)$ indices with canonical positions $\theta_A$, $\bar{\theta}^A$. Complex conjugation makes a lower internal index go up and an upper go down, while the sequence of indices of a tensor is not changed. Last, $\epsilon_{1234} = \epsilon^{1234} = 1$.

The superspace covariant derivatives are

$$D_\alpha = \partial_\alpha + i\bar{\theta}^\dot{\alpha} \partial_{\dot{\alpha} \dot{\alpha}}, \quad \bar{D}_{\dot{\alpha}} = -\partial_{\dot{\alpha}} - i\theta^\alpha \partial_{\alpha \dot{\alpha}}, \quad \partial_{\dot{\alpha} \dot{\alpha}} = \partial_\mu (\sigma^\mu)_{\alpha \dot{\alpha}}. \tag{146}$$

The derivatives with upper indices are obtained by raising in the usual fashion. A useful shorthand is

$$\theta^2 = \theta^\alpha \theta_\alpha, \quad \bar{\theta}^2 = \bar{\theta}_{\dot{\alpha}} \bar{\theta}^{\dot{\alpha}}, \tag{147}$$
and similarly for the product of two different spinors. Consequently,

\[ D \cdot D \theta^2 \equiv -\frac{1}{4} D^2 \theta^2 = 1, \quad \bar{D} \cdot \bar{D} \bar{\theta}^2 \equiv -\frac{1}{4} \bar{D}^2 \bar{\theta}^2 = 1. \]  

(148)

Under the \( x \)-integral we may thus identify

\[ d^2 \theta = D \cdot D, \quad d^2 \bar{\theta} = \bar{D} \cdot \bar{D}. \]  

(149)

We are going to perform our graph calculations in \( x \)-space, \(^{15}\) since the supersymmetry algebra is easier there. The propagator of the chiral superfields is

\[ \langle \Phi^I(1) \bar{\Phi}_J(2) \rangle = \delta^I_J \Pi_{12}, \quad \Pi_{12} = \frac{1}{4\pi^2 \hat{x}^2_{12}}. \]  

(150)

(We find it more convenient not to write the gauge group trace \( \delta^{ab} \) — it is there, of course.) In the supersymmetric dimensional reduction (SSDR) scheme with \( D = 4 - 2\epsilon \), the last formula becomes

\[ \Pi_{12} = \frac{-\Gamma(1 - \epsilon)\pi^\epsilon}{4\pi^2 (\hat{x}^2_{12})^{(1-\epsilon)}}. \]  

(151)

In these expressions we use the coordinate difference

\[ \hat{x}^\mu_{12} = x^\mu_1 - x^\mu_2 - 2i\theta_1 \sigma^\mu \bar{\theta}_2, \]  

(152)

which is manifestly chiral/antichiral and invariant under the supersymmetry transformations

\[ \delta x = -i \epsilon \sigma \bar{\theta} + i \theta \sigma \epsilon, \quad \delta \theta = \epsilon, \quad \delta \bar{\theta} = \bar{\epsilon}. \]  

(153)

The various nilpotent shifts in the propagator (150) can conveniently be assembled into an exponential factor:

\[ \frac{1}{\hat{x}^2_{12}} = \exp \left\{ i \left[ \theta_1 \sigma^\mu \bar{\theta}_1 + \theta_2 \sigma^\mu \bar{\theta}_2 - 2 \theta_1 \sigma^\mu \bar{\theta}_2 \right] \right\} \frac{1}{x^2_{12}} \equiv e^{\Delta_{12}} \frac{1}{x^2_{12}} \]  

(154)

Our technique for evaluating supergraphs is to expand these exponential shifts in \( \theta, \bar{\theta} \) and to integrate out the Grassmann variables. What is left is a multiple integral of some differential operator acting on a product of \( x \)-space propagators. Simplifications within a sum of graphs can usually be demonstrated just by partial integration in configuration space. The matter propagator satisfies the Green’s function property

\[ \square \Pi_{12} = \delta^D(\hat{x}_{12}) \]  

(155)

which can often be used to remove an integration.

Correlation functions in Minkowski space have the weight factor \( e^{iS} \) under the path integral. This would usually mean to put a factor \( i \) on every vertex in the action (143). On the other hand, the \( i \) is clearly absorbed into the integration measure when Wick-rotating to Euclidean space. It is therefore a consistent prescription to take the vertices from (143) without introducing extra \( i \)'s and to simply evaluate all configuration space integrals in

\(^{15}\)Occasionally, when we need to evaluate some complicated integrals, we switch over to momentum space where we can use the powerful \textit{Mincer} algorithm.
Euclidean signature. Note that the Green’s function property (155) is metric independent.

The propagator for the gauge superfield in Feynman gauge is

$$\langle V(1)V(2) \rangle = \frac{\theta^2_1 \bar{\theta}^2_2}{4\pi^2 x^2_{12}}. \quad (156)$$

(We omitted $\delta^{ab}$ once again.) Due to the Grassmann delta functions in the numerator, we could also use $(x_{1L} - x_{2L})^2$ or $(x_{1R} - x_{2R})^2$ in the denominator.

The regularized version of (156) picks up a factor $\Gamma(1 - \epsilon)\pi^\epsilon$, and $1/x^2$ is modified to $1/(x^2)^{(1-\epsilon)}$. The numerator is not changed - the very essence of the SSDR scheme is to handle the spinors and the Dirac algebra like in four dimensions.

The graphs $G_I$ and $G_{II}$ from Section 3.3.3 contain the structure

$$\langle \partial_i \partial_j \partial_k \partial_l \rangle \equiv \text{Tr}(\sigma^\mu \bar{\sigma}^\nu \sigma^\lambda \bar{\sigma}^\rho) \partial_\mu \partial_\nu \partial_\lambda \partial_\rho \quad (157)$$

$$= 2[ \partial_i \cdot \partial_j (\partial_k \cdot \partial_l) - (\partial_i \cdot \partial_k) (\partial_j \cdot \partial_l) + (\partial_i \cdot \partial_l) (\partial_j \cdot \partial_k)]$$

$$- 2i\epsilon_{\mu\lambda\rho} \partial_\mu \partial_\lambda \partial_\rho \partial_\rho .$$

with $(\partial_i \cdot \partial_j) = \partial_i^\mu \partial_j^\mu$. The four-index antisymmetric tensor drops in the integral $J$ since it is a pseudo-tensor: the final result for this two-point integral can only depend on $x_{12}^2$ (or the outer momentum, respectively) and out of one vector one cannot construct a pseudo-scalar. The other graphs we actually have to evaluate do not involve any complicated trace structures. SSDR may become inconsistent when a contraction of two antisymmetric tensors occurs [10]. Our calculation stays clear of this problem.

To give an impression of the formalism we evaluate the one-loop diagrams A and C from Figure 1. Graph A is particularly simple:

$$A = \int d^Dx_{R3} d^\theta \bar{\theta} d^Dx_{LA} d^2\theta_4 \Pi_{13}^2 \Pi_{43}^2 \Pi_{12}^2 \quad (158)$$

We want the $\theta_1, \bar{\theta}_1, \theta_2, \bar{\theta}_2 = 0$ component of the supergraph, i.e. an exchange between the physical scalars at the outer points. Let us inspect the nilpotent shifts of the various propagators. We find

$$\hat{x}_{13} = x_1 - x_{3R}, \quad \hat{x}_{42} = x_{4L} - x_2 \quad (159)$$

exactly because the outer thetas are zero. Hence we do not have to expand these propagators. The middle line has the shift

$$\hat{x}_{43} = x_{4L} - x_{3R} - 2i\theta_4 \bar{\theta}_3 \quad (160)$$

which can be written in the exponential form

$$e^{-2i(\theta_4 \partial_k \bar{\theta}_3)} \frac{1}{(x_{4L3R})^{(1-\epsilon)}} = -\theta_4^2 \bar{\theta}_3^2 \square \frac{1}{(x_{4L3R})^{(1-\epsilon)}} = -\frac{\theta_4^2 \bar{\theta}_3^2}{c_0} \delta^D(x_{4L3R}) \cdot \quad (161)$$

Here $c_0 = -\Gamma(1-\epsilon)\pi^\epsilon/(4\pi^2)$ comes from the standard scalar propagator. In the $x$-space $MS$ scheme (172) we obtain:

$$A = -c_0^4 \int \frac{d^Dx_3}{(x_{13}^2 x_{23}^2)^{(2(1-\epsilon))}} \quad (162)$$

$$\quad = -\frac{1}{2(4\pi^2)} \left( \frac{1}{\epsilon} + 1 + \frac{3\zeta(2)}{2} \epsilon + O(\epsilon^2) \right) \frac{1}{(4\pi^2 x_{12}^2)^{(3\epsilon)}} (x_{12}^2)^{(3\epsilon)}$$
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Next, we consider graph C:

$$\int d^D x_{5,6} d^2 \theta_{5,6} d^2 \bar{\theta}_{5,6} \Pi_{15} \Pi_{52} \Pi_{16} \Pi_{62} \langle V(5) V(6) \rangle$$  \(163\)

We simplify the calculation by a trick: let us shift the integration variables $x_5, x_6$ to $x_5R, x_6R$. The Jacobian for such a nilpotent shift is 1. Since once again $\theta_1, \bar{\theta}_1, \theta_2, \bar{\theta}_2 = 0$, the propagators connecting to point 1 will no longer be expanded; there is also no derivative acting on the YM line. For the other two lines we find

$$\left( e^{-2i(\theta_6 \partial_2 \bar{\theta}_5)} \frac{1}{x_{25}^2} \right) \left( e^{-2i(\theta_6 \partial_2 \bar{\theta}_5)} \frac{1}{x_{26}^2} \right)$$  \(164\)

The numerator of the YM propagator behaves like a $\theta$ delta-function. We can therefore replace $\theta_6 \rightarrow \theta_5, \bar{\theta}_6 \rightarrow \bar{\theta}_5$ in the last equation. The thetas square up and yield a trace on the derivatives which is a perfect square. It follows,

$$C = O(\epsilon) 1 \left( \frac{1}{x_{12}^2} \right)^{(2-3\epsilon)}.$$  \(166\)

\[6.2\] Decoupling of the BPS operators $D_{84}$ and $D_{300}$

We first discuss the $J = 0$ case. The bare second level descendant of the Konishi operator is

$$\mathcal{Y} = \text{Tr}([\Phi^1, \Phi^2][\Phi^1, \Phi^2]),$$

which is tree-level and one-loop orthogonal to

$$D_{84} = \text{Tr}(\Phi^1 \Phi^1) \text{Tr}(\Phi^2 \Phi^2) - \text{Tr}(\Phi^1 \Phi^2) \text{Tr}(\Phi^1 \Phi^2) - \frac{1}{N} \mathcal{Y},$$  \(167\)

c.f.  \[21\]. The operator $D_{84}$ is one-loop protected since in its two-point function graph A drops out and only graph C survives.

We have to show that at $O(g^4)$, too, $D_{84}$ is a pure state and that it stays orthogonal to $\mathcal{Y}$; implying that $\mathcal{Y}$ remains an eigenvector up to $O(g^4)$ without receiving any admixtures of $D_{84}$.

Calculation of the combinatorics yields

$$\langle D_{84} \mathcal{Y} \rangle_{g^4} = 72N (N^2 - 1)(N^2 - 4) \Sigma_2,$$  \(168\)

$$\langle D_{84} D_{84} \mathcal{Y} \rangle_{g^4} = 24N^2 (N^2 - 1)(N^2 - 4) (2N^2 \Sigma_1 + (N^2 - 3) \Sigma_2),$$

with the sums of graphs $\Sigma_1, \Sigma_2$ from Section  \[334\]. Thereby, both correlators vanish up to contact terms.

32
For our other example with $J = 1$ the situation is strictly analogous: There is the second level descendant

$$\mathcal{Y} = -2 \text{Tr}(\Phi^1 \Phi^1 | \Phi^1, \Phi^2 \Phi^2)$$

of the operator $L_6$ and the 1/4 BPS operator

$$\mathcal{D}_{300} = \text{Tr}(\Phi^1 \Phi^1 \Phi^1 \Phi^2 \Phi^2) - 2 \text{Tr}(\Phi^1 \Phi^1 \Phi^2 \Phi^2) \text{Tr}(\Phi^1 \Phi^1) + \frac{3}{N} \mathcal{Y}$$

which is tree- and one-loop orthogonal to $\mathcal{Y}$.

At two-loop level we have

$$\langle \mathcal{D}_{300} \mathcal{Y} \rangle_{g^4} = -96 (N^2 - 1)(N^2 - 4)(N^2 - 9) \Sigma_2 ,$$

$$\langle \mathcal{D}_{300} \mathcal{D}_{300} \rangle_{g^4} = \frac{12(N^2 - 1)(N^2 - 4)(N^2 - 9)}{N} \times (10N^2 (\Sigma_1 + \frac{1}{4} G_{11}) + (2N^2 - 24) \Sigma_2).$$

thus proving our assertions. Remarkably, the sum $\Sigma_1$ is shifted by $1/4 G_{11} = 1/4 C^2 = O(\epsilon^2)$ exactly as in the two-loop two-point function of the 1/2 BPS single trace state $O_{196}$, see Section 4.

### 6.3 The mass scale $\mu$ and the $\overline{MS}$ scheme

We work in $D = 4 - 2\epsilon$ dimensions. Recall the configuration space propagator

$$\Pi_{12} = -\frac{\Gamma(1 - \epsilon) \pi^\epsilon (\mu^2)^\epsilon}{4\pi^2 (x_{12}^2)^{(1-\epsilon)}}$$

into which we have introduced the mass scale $\mu$ in order to keep the canonical dimension of the chiral superfield $\Delta = 1$. Note that

$$\Gamma(1 - \epsilon) = e^{\gamma \epsilon} (1 + \epsilon^2 \zeta(2)/2 + \epsilon^3 \zeta(3)/3 + \ldots) ,$$

so that we can write

$$\Pi_{12} = -\frac{1}{4\pi^2 x_{12}^2} (\mu^2 x_{12}^2)^\epsilon \left(1 + \epsilon^2 \zeta(2)/2 + O(\epsilon^3)\right)$$

which defines the $\overline{MS}$ scheme mass scale

$$\mu^2 = \mu^2 \pi e^\gamma .$$

In this scheme the fractional powers of $\pi$ and the Euler-Mascheroni constant $\gamma$ are made to disappear from the results for Feynman integrals. We use this definition throughout the paper. Nevertheless, one could do slightly better: the form of the propagator actually suggests to define

$$(\tilde{\mu}^2)^\epsilon = \left(\frac{\mu^2 \pi}{\Gamma(1 - \epsilon)}\right)^\epsilon$$

This re-definition of the mass scale additionally makes the $\zeta(2) = \pi^2/6$ disappear from our formulas.
The $\overline{\text{MS}}$ scheme defined in (172) is particular to configuration space; it is inequivalent to the usual definition in momentum space, where

$$\bar{\mu}^2 = \mu^2 4\pi e^{-\gamma}$$  \hspace{1cm} (174)

helps to eliminate the Euler-Mascheroni constant as well as fractional powers of 4 and $\pi$ from the results. It was pointed out to us by D. Kazakov that the choice

$$(\bar{\mu}^2)^\epsilon = \left(\frac{\mu^2 4\pi}{\Gamma(1-\epsilon)}\right)^\epsilon$$  \hspace{1cm} (175)

also hides all $\zeta(2)$, which inspired our second $x$-space prescription above.

As we have kept the dimension of the fields at their canonical values, every vertex carries a factor $(\mu^2)^{-\epsilon}$ in $x$-space (or its inverse in momentum space). In order to simplify the notation we have suppressed the mass scale throughout the paper. It can simply be restored after integration by completing any fractional power like

$$(x^2)^\epsilon \rightarrow (\mu^2 x^2)^\epsilon, \quad (q^2)^\epsilon \rightarrow \left(\frac{q^2}{\mu^2}\right)^\epsilon.$$  \hspace{1cm} (176)

Let us illustrate the change of schemes on the example of the integral from graph A:

$$h(x_{12}) = \epsilon_0^4 \int \frac{d^D x_3}{(x_{13} x_{23})^{2(1-\epsilon)}}$$  \hspace{1cm} (177)

The integral can be evaluated directly in $x$-space, e.g. by the standard Feynman parameter trick. We rather choose to mimic the steps needed to use Mincer; therefore we go through momentum space and then transform back. The forward Fourier-transform is

$$\int d^D x \ e^{iqx} \frac{1}{(x^2)^\alpha} = 4^{\frac{D-\alpha}{2}} \frac{\pi^{\frac{D}{2}} \Gamma(\frac{D}{2}-\alpha)}{\Gamma(\alpha)} \frac{1}{(q^2)^{\frac{D}{2}-\alpha}}.$$  \hspace{1cm} (178)

The backward Fourier-transform has the same form with the roles of $x$ and $q$ exchanged, but it comes with a factor $1/(2\pi)^D$. In our integral $h$ we replace every $x$-space propagator by its back transform from momentum space and then integrate out $x_3$:

$$h(x_{12}) = \int \frac{(\mu^2)^\epsilon d^D p}{(2\pi)^D} e^{iqx_{12}} H(q), \quad H(q) = \left[\int \frac{(\mu^2)^\epsilon d^D p}{(2\pi)^D p^2(p-q)^2}\right]^2.$$  \hspace{1cm} (179)

We have reinstated the mass scale on the measure since we intend to demonstrate explicitly how redefinitions of $\mu^2$ help to cast the result into a tidier form. The subintegral in $H(q)$ is again elementary. We find:

$$H(q) = \frac{1}{(4\pi)^4} \left(\frac{q^2}{4\pi \mu^2}\right)^{(-2\epsilon)} \frac{(\mu^2)^2 \Gamma(1-\epsilon)^4}{\Gamma(2-2\epsilon)^2}$$

$$= \frac{1}{(4\pi)^4} \left(\frac{q^2}{4\pi \mu^2}\right)^{(-2\epsilon)} \left(\frac{1}{\epsilon^2} + \frac{4}{\epsilon} + (12 - 8\gamma + 2\gamma^2 - \zeta(2)) + O(\epsilon)\right)$$

$$= \frac{1}{(4\pi)^4} \left(\frac{q^2}{\mu^2}\right)^{(-2\epsilon)} \left(\frac{1}{\epsilon^2} + \frac{4}{\epsilon} + (12 - \zeta(2)) + O(\epsilon)\right)$$

$$= \frac{1}{(4\pi)^4} \left(\frac{q^2}{\mu^2}\right)^{(-2\epsilon)} \left(\frac{1}{\epsilon^2} + \frac{4}{\epsilon} + 12 + O(\epsilon)\right)$$

$$= \frac{1}{(4\pi)^4} \left(\frac{q^2}{\mu^2}\right)^{(-2\epsilon)} \left(\frac{1}{\epsilon^2} + \frac{4}{\epsilon} + 12 + O(\epsilon)\right)$$
In the second to the last line the momentum space $\overline{MS}$ mass scale is used, in the last line the further modified version of it.

The $\overline{MS}$ result could also be taken from Mincer: the integral can e.g. be obtained by topology $\mathbf{T1}$ with $p_5^2$ in the numerator. In general, the program’s results are to be multiplied with a factor $1/(4\pi)^2$, where $l$ is the loop order as seen in momentum space. Next, we undo the $p$-space $\overline{MS}$ scheme. We should remark, however, that the reconstruction of the $\zeta(2)$ terms is not obvious. Luckily, these are $O(\epsilon^2)$ subleading, and thus the part of the integral $J$ needed in our calculations is insensitive to the issue.

Finally, we transform back to configuration space, where we change to the new $\overline{MS}$ scheme (172) or, if desired, to its modified version with $\tilde{\mu}^2$.

$$h(x_{12}) = \frac{1}{(4\pi^2)^3} \frac{(\pi \mu^2 x_{12}^2)^{(3\epsilon)}}{(x_{12}^2)^2} \frac{\Gamma(2 - 3\epsilon)\Gamma(\epsilon^2)\Gamma(1 - \epsilon)^4}{4 \Gamma(2\epsilon)\Gamma(2 - 2\epsilon)^2}$$

$$= \frac{1}{(4\pi^2)^3} \frac{(\pi \mu^2 x_{12}^2)^{(3\epsilon)}}{(x_{12}^2)^2} \left( \frac{1}{2\epsilon} + \frac{1 + 3\gamma}{2} + \frac{12\gamma + 9\gamma^2 + 3\zeta(2)}{4} \epsilon + O(\epsilon^2) \right)$$

$$= \frac{1}{(4\pi^2)^3} \frac{(\tilde{\mu}^2 x_{12}^2)^{(3\epsilon)}}{(x_{12}^2)^2} \left( \frac{1}{2\epsilon} + \frac{1 + 3\gamma}{2} + 0 \epsilon + O(\epsilon^2) \right)$$

Last, we remark that these rescalings of $\mu^2$ cannot influence our results for the anomalous dimensions, because the logarithms — and with it the mass scale — drop from the defining equation (83). In fact, in $\mathcal{N} = 4$ the anomalous dimensions should be fully scheme independent.
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