**Abstract**

Deep neural networks are widely used in personalized recommendation systems. Unlike regular DNN inference workloads, recommendation inference is memory-bound due to the many random memory accesses needed to lookup the embedding tables. The inference is also heavily constrained in terms of latency because producing a recommendation for a user must be done in about tens of milliseconds. In this paper, we propose MicroRec, a high-performance inference engine for recommendation systems. MicroRec accelerates recommendation inference by (1) redesigning the data structures involved in the embeddings to reduce the number of lookups needed and (2) taking advantage of the availability of High-Bandwidth Memory (HBM) in FPGA accelerators to tackle the latency by enabling parallel lookups. We have implemented the resulting design on an FPGA board including the embedding lookup step as well as the complete inference process. Compared to the optimized CPU baseline (16 vCPU, AVX2-enabled), MicroRec achieves 13.8\textasciitilde14.7\times speedup on embedding lookup alone and 2.5\textasciitilde5.4\times speedup for the entire recommendation inference in terms of throughput. As for latency, CPU-based engines needs milliseconds for inferring a recommendation while MicroRec only takes microseconds, a significant advantage in real-time recommendation systems.

1 Introduction

Personalized recommendations are widely used to improve user experience and increase sales. Nowadays, deep learning has become an essential building block in such systems. For example, Google deploys wide-and-deep models for video and application recommendations (Cheng et al., 2016; Zhao et al., 2019); Facebook uses different kinds of deep models for a range of social media scenarios (Gupta et al., 2020b); and Alibaba combines attention mechanism with DNNs and RNNs for online retail recommendations (Zhou et al., 2018; 2019). Due to the popularity of DNN-based recommendation models, they can comprise as much as 79% of the machine learning inference workloads running in data centers (Gupta et al., 2020b).

Deep Recommendation Models We first briefly introduce deep recommendation models to provide the necessary context to discuss the challenges, our methods, and contributions. Figure 1 illustrates a classical deep recommendation model for Click-Through Rate (CTR) prediction (Gupta et al., 2020b; Cheng et al., 2016) and summarize its workload characteristics. An input feature vector consists of dense features (e.g., age and gender) and sparse features (e.g., location and advertisement category). Over the dense feature vector, some systems apply a neural feature extractor that consists of multiple fully connected (FC) layers (Gupta et al., 2020b; Kwon et al., 2019), while some design (Cheng et al., 2016) does not contain the bottom FC layers. Over the sparse feature vector, the system translates each feature into a dense feature embedding by looking up it in an embedding table. These features are then combined (e.g., concatenated) and fed to a neural classification model consisting of multiple fully connected layers.

**Challenges in a CPU-based System** When deploying recommendation systems on typical CPU servers (left half of Figure 2), embedding tables are stored in DDR DRAM, and the cores are responsible for the computation. There are two system bottlenecks in such deployments.

**First**, embedding table lookups are costly because they induce massive random DRAM accesses on CPU servers. Production recommendation models usually consist of at least tens of embedding tables, thus each inference requires the corresponding lookup operations. Due to the tiny size of each embedding vector, the resulting DRAM accesses are nearly random rather than sequential. Since CPU servers have only a few memory channels, these random DRAM accesses are expensive.

**Second**, both embedding lookups and computation can be expensive if one resorts to state-of-the-art machine learning...
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Figure 1. A typical deep recommendation model and it’s workload specification.

Figure 2. Two hardware choices for recommendation inference. Left: a typical CPU server on which models are stored in DDR DRAM (memory channel number varies from server to server) and computation is done in CPU. Right: our FPGA accelerator where embedding tables are distributed over many memory channels and fast inference is supported by reprogrammable circuit.

frameworks such as TensorFlow and PyTorch. According to our observations, on TensorFlow Serving which is optimized for inference, the embedding layer involves 37 types of operators (e.g., concatenation and slice) and these operators are invoked multiple times during inference, resulting in significant time consumption especially in small batches. Similarly, the throughput of neural network computation can also be restricted when using small batches. Unfortunately, small batch sizes are usually required in CPU-based recommendation engines to meet the latency requirements of tens of milliseconds, thus the framework overhead is non-negligible.

Not surprisingly, there has been a range of work trying to accelerate deep recommendation models. Kwon et al. (2019) and Gupta et al. (2020b) observed the main system bottleneck of substantial random memory accesses. Kwon et al. (2019) and Ke et al. (2020) thus proposed to redesign DRAM in micro-architectural level; however, it would take years to put such new DRAM chips in production even if they are adopted. Gupta et al. (2020a) suggested GPUs could be useful in recommendation for large batches, but the memory bottleneck still remains and GPUs suffer from high latency. Similarly, Hwang et al. (2020) implemented an FPGA accelerator for recommendation but without removing the memory bottleneck. In this paper, we ask: Can we accelerate deep recommendation models, at industrial scale, with practical yet efficient hardware acceleration?

Our Approach Based on careful analysis of two production-scale models, we design and implement MicroRec, a low-latency and high-throughput recommendation inference engine. Our speed-ups are rooted in three sources. First, we employ more suitable hardware architecture for recommendation with (a) hybrid memory system containing High Bandwidth Memory (HBM), an emerging DRAM technology, for highly concurrent embedding lookups; and (b) deeply pipelined dataflow on FPGA for low-latency neural network inference. Second, we revisit the data structures used for embedding tables to reduce the number of memory accesses. By applying Cartesian products to combine some of the tables, the number of DRAM accesses required to finish the lookups are significantly reduced. Third, we apply careful system optimizations and implementations which further improves the efficiency of the end-to-end system.

Our contributions in this paper include:

1. We show how to use high-bandwidth memory to scale up the concurrency of embedding lookups. This introduces $8.2 \sim 11.1 \times$ speedup over the CPU baseline.

2. To the best of our knowledge, this is the first paper that proposes to reduce the number of random memory accesses in deep recommendation systems by data structure design. We show that applying Cartesian Products between embedding tables further improves the lookup performance by $1.39 \sim 1.69 \times$ with marginal storage overhead ($1.9 \sim 3.2\%$).
3. To optimize performance with low storage overhead, we propose a heuristic algorithm to decide:

(a) which tables should be selected for the Cartesian product(s);
(b) how to allocate the resulting tables across the memory hierarchy (DDR, HBM, and FPGA on-chip memory).

In spite of the huge solution space, this algorithm can efficiently explore near-optimas with a time complexity of $O(N^2)$, where $N$ is the number of tables. Besides, it can be generalized to any FPGA board with or without HBM.

4. We implement MicroRec on FPGA and test it on two real-world industrial-scale models (47 tables, 1.3 GB; 98 tables, 15.1 GB). The end-to-end latency to infer a single input item is as low as 16.3–31.0 microseconds, 3 to 4 orders of magnitude lower than common latency requirements for recommender systems. In terms of throughput, MicroRec achieves 13.8–14.7× speedup on the embedding layer, and 2.5–5.4× speedup on the complete inference process compared to the baseline (16 vCPU; 128 GB DRAM with 8 channels; AVX2-enabled).

2 DEEP RECOMMENDATION SYSTEMS

Personalized recommendation systems are widely deployed by YouTube (Covington et al., 2016; Zhao et al., 2019), Netflix (Gomez-Uribe & Hunt, 2015), Facebook (Park et al., 2018), Alibaba (Zhou et al., 2018; 2019), and a number of other companies (Underwood, 2019; Xie et al., 2018; Chui et al., 2018). In this section, we review their basic properties and analyze their performance to identify the main bottlenecks.

2.1 Deep Model for Ranking

Figure 1 abstracts the deep model for recommendation ranking that we target in this paper: it is responsible for predicting click-through-rates (CTR), i.e., how likely it is that the user will click on the product. The model takes a set of sparse and dense features as input. For example, account IDs and region information are encoded as one-hot vector (sparse feature), while age serves as part of the dense feature since the number is consecutive. The prediction process is as follows. First, dense and sparse input features are processed separately. Depending on the model design, dense features can be processed by a few fully-connected layers (Naumov et al., 2019b) or served as-is without any pre-processing (Cheng et al., 2016; Zhou et al., 2018). The sparse features, on the other hand, are converted to a set of indexes to lookup vectors from embedding tables. For each inference task, one or several vectors are retrieved from each table (Gupta et al., 2020b). The embedding vectors so retrieved are then concatenated with raw or processed dense features. Finally, the concatenated vectors are fed to the top fully-connected layers for CTR prediction. Product candidates with the highest CTRs are recommended to users.

The specific model design varies from scenario to scenario. Some adjustable parameters include: number of fully-connected layers, number of hidden neurons in each layer, numbers and sizes of embedding tables, feature interaction operations (e.g., concatenation, weighted sum, and element-wise multiplication), whether to include bottom fully-connected (FC) layers.

2.2 Embedding Table Lookups

Embedding table lookup is the key difference between deep recommendation models and regular DNN workloads, and it shows the following traits. First, the embedding tables contribute to the majority of storage consumption in deep recommendation models. Large embedding tables at industry scale can contain up to hundreds of millions of entries, consuming tens or even hundreds of gigabytes of storage. Second, the size of the tables varies wildly between a few hundred (e.g., countries or “province ID”) to hundreds of millions of entries (e.g., “user account ID”).

Embedding table lookup is problematic from a performance perspective. Due to the traits mentioned above, most tables are held in main memory, inducing many random memory accesses during inference. Ke et al. (2020) proves this point by showing that high cache miss rates are common in deep recommendation inference.

2.3 Performance Analysis

We chose CPUs as the hardware platform for baseline experiments. Although GPUs are popular for neural network training, they have not shown clear advantages over CPUs for deep recommendation inference. As reported by Gupta et al. (2020a), GPUs can only outperform CPUs when (a) the model is computation-intensive (more DNN computations).
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Figure 3 shows the cost of the embedding layer during inference according to our experiments on two models from industry (parameters and sizes shown in Table 1). As a side effect of the massive number of memory accesses, the many related operators also lead to significant overhead. According to our observation on TensorFlow Serving, an optimized ML framework for inference, 37 types of operators are involved in the embedding layer (e.g., slice and concatenation), and these operators are invoked many times during inference. The close latency to infer small batches (size of 1 and 64) illustrates the expense of operator-calls. Larger batch sizes can lead to better throughput, yet SLA (latency requirement) of tens of milliseconds must be met, thus extremely large batches are not allowed for recommendations.

3 MicroRec

We present MicroRec, an FPGA-enabled high-performance recommendation inference engine which involves both hardware and data structure solutions to reduce the memory bottleneck caused by embedding lookups. On the hardware side, our FPGA accelerator features highly concurrent embedding lookups on a hybrid memory system (HBM, DDR DRAM, and on-chip memory). On the data structure side, we apply Cartesian products to combine tables so as to reduce random memory accesses. Putting them together, we show how to find an efficient strategy to combine tables and allocate them across hybrid memory resources.

3.1 System Overview

Figure 4 overviews the hardware design of MicroRec. Embedding tables are distributed over both on-chip memory (BRAM and URAM) and off-chip memory (HBM and DDR). Neural network inference is taken cared by the DNN computation units which contain both on-chip buffers storing weights of the model and computation resources for fast inference. To conduct inference, the host server first streams dense and sparse features to the FPGA. Then, the embedding lookup unit translates the sparse features to dense vectors by looking up embedding tables from both on-chip and off-chip memory. Finally, the computation unit takes the concatenated dense vector as input and finishes inference before returning the predicted CTR to the host.

3.2 Boost Embedding Lookup Concurrency by Increased Memory Channels

The tens of embedding table lookup operations during inference can be parallelized when multiple memory channels are available. MicroRec resorts to high-bandwidth memory as the main force supporting highly concurrent embedding lookups. Besides that, we also take advantage of other memory resources on FPGA, i.e., DDR4 DRAM and on-chip memory, to further improve lookup performance.

3.2.1 High-Bandwidth Memory

We resort to HBM to parallelize embedding lookups. As an attractive solution for high-performance systems, HBM offers improved concurrency and bandwidth compared to conventional DRAMs (Jun et al., 2017; O’Connor, 2014). In this paper, we use a Xilinx Alveo U280 FPGA card (xil) equipped with 8 GBs of HBM which provides a bandwidth of up to 425 GB/s (Wang et al., 2020). More specifically, the HBM system on U280 consists of 32 memory banks, which can be accessed concurrently by independent pseudo-channels. Thus, embedding tables can be distributed to these banks so that each bank only contains one or a few tables, and up to 32 tables can be looked up concurrently.

3.2.2 Hybrid Memory System on FPGA

The Xilinx Alveo U280 FPGA involves multiple types of memory resources, including on-chip memory (BRAM and URAM) and off-chip memory (DDR4 DRAM and HBM), which exhibit different traits. HBM and DDR show close access latency of a couple of hundreds of nanoseconds given the memory controller generated by Vitis (Kathail, 2020), but have different concurrency-capacity trade-off (HBM: 32 channels, 8GB; DRAM: 2 channels, 32 GB). Besides HBM and DDR, FPGAs also equip a few megabytes of on-chip memory, i.e., Block-RAM (BRAM) and Ultra-RAM (URAM). They play a similar role as CPU cache: small yet fast memory to cache frequently-accessed data or intermediate results. Without read initiation overhead as in DRAM, the latency to access on-chip memory only consists of control logic and sequential read. According to our experiments, finish retrieving an embedding vector from an on-chip memory bank only consumes up to around 1/3 time of DDR4 or HBM.

The Vitis hardware development platform does not yet support streaming from the host server to a Xilinx U280 FPGA, thus we have prototyped the design by caching the input features on FPGA.
Figure 5. Cartesian product of two embedding tables. Each entry of the product concatenates an entry from table A and another from B: one memory access retrieves two embedding vectors.

3.3 Reduce Memory Accesses by Cartesian Products

We reduce the number of memory accesses by combining tables so that each memory access can retrieve multiple embedding vectors. As shown in Figure 5, two embedding tables can be joined into a single larger one through a relation Cartesian Product. Since tables A and B in Figure 5 have two entries, the product table ends up with four entries: each of them is a longer vector obtained by concatenating an entry from table A and another from table B. Using such a representation, the number of memory accesses is reduced by half: instead of two separate lookup operations now only one access is needed to retrieve the two vectors.

By applying a Cartesian product, the latency to lookup two tables is reduced by almost half. Embedding tables in deep recommendation models usually contain short entry vectors (with between 4 to 64 elements in most cases). Although the entry vectors of the product are longer, i.e., the sum of two individual entries, they are still not long enough to fully take advantage of the spatial locality within DRAM. To retrieve a vector up to a few hundreds of bytes, a DRAM spends most of the time initiating the row buffer, while the following short sequential scan is less significant in terms of time consumption. As a result, reducing the memory accesses by half can lead to a speedup of almost 2×.

Though Cartesian products lead to higher storage consumption, this overhead is comparatively small. This may sound counter-intuitive, however, most deep recommendation models contain tables of different size scales, so applying Cartesian products on small tables is almost for free compared to some of the largest tables in the model. According to our observations of real-world deployments, while some tables only consist of 100 4-dimensional embedding vectors, large tables can contain up to hundreds of millions of entries with a vector length of 64 due to the reasons discussed in section 2.2. In this case, a Cartesian product of two small tables requires only tens of kilobytes (assume 32-bit floating-point storage): almost negligible compared to a single large table of tens or hundreds of gigabytes.

Cartesian products can help balancing the workload on off-chip DRAM (DDR and HBM). For example, suppose there are 34 off-chip memory channels (32 for HBM and 2 for DDR), and 40 tables should be allocated on them. In this case, some banks have to store two embedding tables while others only hold one. When retrieving one vector from each table, the lookup performance is bound by the channels holding two tables, as the lookup latency on them is potentially 2× that of those containing only one table. Using Cartesian products, the total number of tables can be reduced from 40 to 34. This allows us to balance the workload on each memory channel resulting in potentially 2× speedup compared to an unbalanced workload situation.

3.4 Putting Everything Together: A Rule-based Algorithm for Table Combination and Allocation

Our objective is to minimize embedding lookup latency given the memory constraints discussed in section 3.2.2, i.e., available capacity and channels of each type of memory. To achieve this, an algorithm is required to explore solutions of combining tables through Cartesian products and deploying the result on memory banks.

3.4.1 Brute-force Search

A straightforward way to achieve this objective is to explore all possibilities in a brute-force manner and choose the best solution. First, one would list all possibilities of using tables as Cartesian product candidates. Then, for each one of these options, all possible combinations of Cartesian products would be calculated (including joining more than two tables). Based on the combinations of tables available, the single and combined tables are allocated to memory banks (solutions exceeding the memory capacity of a bank can be dropped) minimizing the latency. For ties in latency, the solution with available capacity and channels of each type of memory. To achieve this, an algorithm is required to explore solutions of combining tables through Cartesian products and deploying the result on memory banks.

3.4.2 Heuristic-rule-based Search

To optimize embedding lookup latency, we propose a heuristic search algorithm that can efficiently search for near-optima solutions with a low time complexity of $O(N^2)$. Besides, this algorithm can be generalized to any FPGAs, no matter whether they are equipped with HBM, and no
matter how many memory channels they have. Due to the memory traits introduced in section 3.2.2, the algorithm simply regards HBM as additional memory channels: designers can adjust the memory channel number and bank capacities in the algorithm according to the available hardware.

Four heuristics are applied in the algorithm to reduce the search space where the optimal solution is unlikely to appear. Consequently, the algorithm can return near-optimas with low time complexity. The first three rules are designed to explore Cartesian combinations efficiently, while the fourth rule is for memory allocation.

Heuristic rule 1: large tables are not considered for Cartesian products. Tables are sorted by size as in Figure 6, and only the \( n \) smallest tables should be selected for Cartesian products because products of large tables can only lead to heavier storage overhead.

Heuristic rule 2: Cartesian products for table pairs of two. Although Cartesian products of the three smallest tables may only consume tens of megabytes storage (still small compared to a single large table of several or tens of gigabytes), the overall solution could be sub-optimal because this method consumes too many small tables at once while they are appropriate candidates to pair with larger tables.

Heuristic rule 3: within the product candidates, the smallest tables are paired with the largest tables for Cartesian products as shown in Figure 6. This rule avoids terrible solutions where a Cartesian product is applied between two large tables.

Heuristic rule 4: cache smallest tables on chip. After applying Cartesian products, we sort all tables by sizes and decide the number of small tables to store on chip. Two constraints must be considered during this process. First, the size of selected tables should not exceed assigned on-chip storage. Second, if multiple tables are co-located in the same on-chip bank, the total lookup latency should not exceed off-chip (DDR or HBM) lookups, otherwise caching tables on-chip is meaningless.

Algorithm 1 sketches the heuristic-rule-based search for table combination and allocation. It starts by iterating over the number of tables selected as Cartesian product candidates. Within each iteration, the candidates are quickly combined by applying the first three heuristic rules (\( O(N) \)). All tables are then allocated to memory banks efficiently by rule 4 (\( O(N) \)). The algorithm ends by returning the searched solution that achieves the lowest embedding lookup latency. Considering the outer loop iterating over Cartesian candidate numbers, the total time complexity of the heuristic algorithm is as low as \( O(N^2) \).

4 FPGA IMPLEMENTATION

In this section, we describe the implementation of MicroRec on an FPGA with an emphasis on its low inference latency.

4.1 Reduce Latency by Deeply Pipelined Dataflow

As shown in Figure 7, we apply a highly pipelined accelerator architecture where multiple items are processed by the accelerator concurrently in different stages. In this design, the embedding lookup stage and three computation stages are pipelined. Each DNN computation module is further divided into three pipeline stages: feature broadcasting, computation, and result gathering. BRAMs or registers are applied to build pipes (FIFOs) as inter-module connections.

Latency concerns (SLA requirements) are eliminated by this highly pipelined design for two reasons. First, input items are processed item by item instead of batch by batch, thus the time to wait and aggregate a batch of recommendation queries is removed. Second, the end-to-end inference latency of a single item is much less than a large batch.

4.2 Embedding Lookup Module

The embedding lookup module gathers and prepares concatenated dense features for fully-connected layers. After receiving lookup indexes, the module concurrently retrieves
embedding vectors from HBM, DDR, and on-chip memory banks. The concatenated embeddings are then fed to DNN computation modules through FIFOs.

4.3 DNN Computation Module

The lower half of Figure 7 presents the computation flow for a single FC layer, which consists of three pipeline stages: input feature broadcasting, general matrix-matrix multiplication (GEMM) computation, and result gathering. Partial GEMM is allocated to each processing unit (PE) for better routing design and potentially higher performance (de Fine Licht et al., 2020). Each PE conducts partial GEMM through parallelized multiplications followed by an add tree (Chen et al., 2014).

5 Evaluation

We evaluate the performance of MicroRec for both end-to-end recommendation inference and embedding lookups alone. Given models from the recent recommendation inference benchmark (Gupta et al., 2020b) and real-world industrial deployment, MicroRec outperforms the optimized CPU baseline significantly under all experiment settings.

5.1 Experiment Environment

We employ Xilinx Alveo U280 FPGA (xil), a high-end card equipped with 8GB of HBM2 (32 channels) and 32 GB of DDR4 (2 channels). We program the FPGA by Vivado HLS (viv), which can translate C++ programs to hardware description language (HDL). The code is then deployed on Vitis Unified Development Platform (Kathail, 2020), which provides an environment for host-device interaction, profiling, etc.

The software baseline performance is tested on an AWS server with Intel Xeon E5-2686 v4 CPU @2.30GHz (16 vCPU, SIMD operations, i.e., AVX2 FMA, supported) and 128 GB DRAM (8 channels). We apply an open-source solution on deep recommendation systems (Lapis-Hong, 2018), where TensorFlow Serving (Olston et al., 2017; Abadi et al., 2016) supports highly optimized model inference.

5.2 Model Specification

We experiment the performance of MicroRec on two classes of models from different sources. The first class contains at-scale models deployed in industry, while the second class comes from the recent recommendation inference benchmark (Gupta et al., 2020b).

5.2.1 At-scale Industrial Models

We deploy two at-scale deep recommendation models from industry in our experiments. Both of them are memory-access intensive: they contain 47 and 98 embedding tables respectively, much more than current benchmark models (Gupta et al., 2020b), among which the largest model consists of only 12 tables. Table 1 shows the parameters of our models. For example, the smaller recommendation model retrieves one vector from each of the 47 tables and gathers them into a 352-dimensional dense vector to be fed to fully-connected layers. The models we experiment do not contain bottom fully-connected layers, which are adopted in some systems to process dense input features (Gupta et al., 2020b; Ke et al., 2020).

5.2.2 Facebook Recommendation Benchmark

We also experiment MicroRec on the recent recommendation inference benchmark by Facebook (Gupta et al., 2020b). The benchmark published three classes of recommendation models and their performance breakdown. Although we target to experiment these models for real-world deployment, the benchmark only published a range of parameters for each type of model. For example, the model class DLRM-RMC2 can contain from 8 to 12 tables, yet no numbers about table sizes and embedding vector lengths are provided. Without such information, it is difficult to compare the inference performance, because some of the parameters are decisive to the inference workload. For instance, embedding vector lengths decide the number of operations to be performed in

**Table 1. Specification of the recommendation models used in our experiments.** For example, the smaller model retrieves entries from 47 table and concatenates them to a 352-dimensional vector. This vector is then fed to the 3-layer neural network.

| TABLE | CONCAT LENGTH | HIDDEN-LAYER SIZE | SIZE |
|-------|---------------|-------------------|------|
| SMALL | 47            | 352 (1024,512,256) | 1.3 GB |
| LARGE | 98            | 876 (1024,512,256) | 15.1 GB |
fully-connected layers.

Therefore, we compare the performance of the embedding layer: given the narrow range of table numbers Gupta et al. (2020b) published, we can conduct multiple experiments and identify a speedup range of MicroRec.

5.3 End-to-End Inference

Table 2 compares the performance of end-to-end recommendation inference on at-scale industrial models between the CPU baseline and MicroRec (both Cartesian and HBM are applied). On the CPU side, performance increases as batch size grows, so we select a large batch size of 2048 as the baseline (larger batch sizes can break inference latency constraints). On the FPGA side, MicroRec infers items without batching as discussed in Section 4.1. Besides, we evaluate the FPGA performance of different precision levels, i.e., 16-bit and 32-bit fixed-point numbers.

MicroRec achieves significant speedup under all experimented settings. In terms of throughput, it is 2.5~5.4× better than the baseline under two precision levels and two model scale. Moreover, the end-to-end latency to infer a single input item is 16.3~31.0 microseconds, 3~4 orders of magnitude lower than common latency requirements (tens of milliseconds). Note that the throughput of MicroRec is not the reciprocal of latency, since multiple items are processed by the deep pipeline at the same time.

5.4 Embedding Lookup Performance

We highlight the performance boost of embedding lookups brought by Cartesian products and HBM in this section. Both classes of models, i.e., at-scale industrial models and benchmark models published by Facebook, are experimented.

5.4.1 Lookups on At-scale Models

MicroRec outperforms CPU baseline significantly on at-scale industrial models as shown in Table 4. Same as Section 5.3, a large batch size of 2048 is selected for the CPU baseline to achieve high throughput, while the accelerator always processes inputs item by item (no concept of batch sizes). This latency excludes streaming input features from CPU side memory as mentioned in footnote 2. The result shows that MicroRec outperforms the baseline by 13.8~14.7× on the embedding layer (in addition to DRAM accesses, the many embedding-related operator calls in TensorFlow also leads to large consumption in the CPU baseline). Some detailed result interpretation includes:

Though HBM can achieve satisfying performance on its own, Cartesian products further speed up the process. For the smaller model, as shown in Table 3, except those tiny tables stored on-chip, there are still 39 tables left to be allocated to DRAM. Considering there are 34 DRAM channels in total (32 for HBM, 2 for DDR), it takes two DRAM access rounds to lookup 39 tables. Cartesian products can reduce the table number to 34, so that only one round of DRAM access is required. The experiment shows that, with Cartesian products, the latency of embedding lookup is only 59.17% of the HBM-only solution (458 ns vs 774 ns). Similarly, for the larger model, Cartesian products reduce the memory access rounds from 3 to 2, consumed only 72.12% of the time (1.63 us vs 2.26 us).

The storage overhead of Cartesian products is fairly low. As shown in table 3, the products only lead to 3.2% and 1.9% storage overhead on the smaller and larger models respectively. This is because only small tables are selected for Cartesian products as introduced in section 3.4, so that the products are still considerably small compared to a single large table.

By Cartesian products and HBM, the memory bottleneck caused by embedding lookup is eliminated. Since the embedding lookups only cost less than 1 microsecond in MicroRec (as in Table 4), the bottleneck shifts back to computation, in which the most expensive stage consumes several microseconds.

5.4.2 Performance on Benchmark Models

We compare the embedding lookup performance of MicroRec to the recent recommendation inference benchmark (Gupta et al., 2020b). Although the paper does not expose all model parameters, we can still identify the embedding lookup performance range on MicroRec by experimenting a range of table settings. To be more specific, we experiment the embedding-dominated model class DLRM-RMC2, which contains 8~12 small tables and each table is looked up 4 times (thus 32 ~ 48 lookups in total). Several assumptions are made for the missed information. First, by “small tables”, we assume each table is within the capacity of an HBM bank (256MB). Second, we assume common embedding vector lengths from 4 to 64. Third, no Cartesian products are applied in our experiments, since the table sizes are assumed by us.

Figure 8 shows the embedding lookup performance on MicroRec: it achieves 18.7~72.4× speedup compared to the published baseline performance (2 sockets of Broadwell CPU @2.4GHz; 14 cores per socket; AVX-2 supported; 256 GB 2400MHz DDR4 DRAM; batch size=256). This performance range is identified by experimenting table numbers from 8 to 12 and vector lengths from 4 to 64. The highest speedup occurred when there are only 8 embedding tables (32 lookups) with a short vector size of 4, for which only one round on HBM lookup is required. The lowest speedup happens when there are 12 tables with a long vector size of 64, where 2 rounds of HBM accesses are necessary.
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Table 2. MicroRec performance on end-to-end recommendation inference. MicroRec achieves 2.5∼5.4× speedup compared to the optimized CPU baseline (the speedup is compared to batch latency of FPGA, which consists of both the stable stages in the middle of the pipeline as well as the time overhead of starting and ending stages). Besides, the end-to-end latency to infer a single input item is as low as a couple of tens of microseconds: the latency concern of online model serving is eliminated.

|                      | CPU B=1 | CPU B=64 | CPU B=256 | CPU B=512 | CPU B=1024 | CPU B=2048 | FPGA FP16 | FPGA FP32 |
|----------------------|---------|----------|-----------|-----------|------------|------------|-----------|----------|
| **LATENCY (MS)**     | 3.34    | 5.41     | 8.15      | 11.15     | 17.17      | 28.18      | 1.63E-2   | 2.26E-2  |
| **THROUGHPUT (GOP/S)** | 0.61   | 24.04    | 63.81     | 93.32     | 121.16     | 147.65     | **619.50** | **367.72** |
| **THROUGHPUT (ITEMS/S)** | 299.71 | 1.18E+4  | 3.14E+4   | 4.59E+4   | 5.96E+4    | 7.27E+4    | 3.05E+5   | 1.81E+5  |
| **SPEEDUP: FPGA FP16** | 204.72× | 24.27×   | 5.69×     | 6.59×     | 5.09×      | 4.19×      | -         | -        |
| **SPEEDUP: FPGA FP32** | 147.54× | 14.58×   | 3.91×     | 4.99×     | 3.02×      | 2.48×      | -         | -        |

**LARGER RECOMMENDATION MODEL**

|                      | CPU B=1 | CPU B=64 | CPU B=256 | CPU B=512 | CPU B=1024 | CPU B=2048 | FPGA FP16 | FPGA FP32 |
|----------------------|---------|----------|-----------|-----------|------------|------------|-----------|----------|
| **LATENCY (MS)**     | 7.48    | 10.23    | 15.62     | 21.06     | 31.72      | 56.98      | 2.26E-2   | 3.10E-2  |
| **THROUGHPUT (GOP/S)** | 0.42   | 19.48    | 51.03     | 75.66     | 100.49     | 111.89     | **606.41** | **379.45** |
| **THROUGHPUT (ITEMS/S)** | 133.68 | 6.26E+3  | 1.64E+3   | 2.43E+4   | 3.23E+4    | 3.95E+4    | 1.95E+5   | 1.22E+5  |
| **SPEEDUP: FPGA FP16** | 331.51× | 29.56×   | 11.73×    | 7.96×     | 6.02×      | **5.41×**  | -         | -        |
| **SPEEDUP: FPGA FP32** | 241.54× | 18.67×   | 3.76×     | 4.99×     | 3.77×      | **3.39×**  | -         | -        |

Table 3. Benefit and overhead of Cartesian products. It only costs marginal extra storage to achieve significant speedup.

|                      | TOTAL TABLES | TABLES IN DRAM | DRAM ACCESS ROUNDS | STORAGE | LOOKUP LATENCY |
|----------------------|--------------|----------------|--------------------|---------|----------------|
| **SMALLER RECOMMENDATION MODEL** |             |                |                    |         |                |
| WITHOUT CARTESIAN    | 47           | 39             | 2                  | 100%    | 100%           |
| WITH CARTESIAN       | 42           | 34             | 1                  | **103.2%** | **59.2%**    |
| **LARGER RECOMMENDATION MODEL** |             |                |                    |         |                |
| WITHOUT CARTESIAN    | 98           | 82             | 3                  | 100%    | 100%           |
| WITH CARTESIAN       | 84           | 68             | 2                  | **101.9%** | **72.1%**    |

Figure 8. MicroRec achieves 18.7∼72.4× embedding lookup speedup compared to the published baseline of the open-source recommendation benchmark (Gupta et al., 2020b)

6 RELATED WORK

Deep learning for personalized recommendations. DNN has become increasingly popular in personalized recommendations. While regular DNNs take dense features as input, He et al. (2017) proposed to encode user information by embedding tables. The dense features gathered from embedding vectors are then processed by a series of matrix-factorization and FC layers. Covington et al. (2016) applied similar neural network structures for Youtube video recommendation. Cheng et al. (2016) discussed the pros-and-cons of linear models and deep models, and proposed to serve Google Play recommendations with joint wide-and-deep models. Zhao et al. (2019) improved the wide-and-deep model by taking multiple objectives into account beyond click-through rates (CTR), e.g., comments, likes, and ratings. Facebook introduced additional fully-connected layers to process dense input features: the dense features are fed into bottom FC layers, and the output features are concatenated with embedding vectors (Gupta et al., 2020b). Alibaba removed dense input features in their deep models and applied attention mechanism on the top of embedding tables (Zhou et al., 2018). Zhou et al. (2019) further extended this work by introducing sequential neural network, i.e., GRU (Chung et al., 2014), to capture time-series features.

The need for recommendation accelerators. Recent research emphasized the importance of personalized recommendation models (Underwood, 2019; Park et al., 2018; Reddi et al., 2020; Naumov et al., 2019a). According to Facebook, recommendation workloads can consume up to 79% of total AI inference cycles in data centers (Gupta et al., 2020b). However, little research has been focused on
serving personalized recommendations efficiently. In order to provide enough background knowledge to the research community and tackle this important problem, Gupta et al. (2020b) analyzed the recommendation workload comprehensively and open-sourced several models used by Facebook. Besides, a performance benchmark is set up based on these open-sourced models.

**Hardware solutions for recommendations.** Kwon et al. (2019) is the first hardware solution for high performance recommendation inference. They reduced the memory bottleneck by introducing DIMM-level parallelism in DRAM and supporting tensor operations, e.g., gather and reduction, within the DRAM. Ke et al. (2020) extended the idea of near-memory-processing and added memory-side-caching for frequently-accessed entries. Gupta et al. (2020a) took into account the characteristics of query sizes and arrival patterns, and developed an efficient scheduling algorithm to maximize throughput under latency constraints by using both CPUs and GPUs. Hwang et al. (2020) implemented an FPGA accelerator (without HBM) for deep recommendation inference, and the speedup was significant for models with few embedding tables. Compared to previous work, MicroRec is the first system that introduces data structure solution, i.e., Cartesian products, to reduce the number of DRAM accesses. It is also the first work resorting to HBM so as to parallelize embedding lookups.

**Efficient Model Serving.** Aside from recommendations, a range of research has been focused on neural network serving. Due to the heavy workload of DNN inference, many works resort to specialized hardware (Jouppi et al., 2017; Mei et al., 2019; Chung et al., 2018; Hsieh et al., 2018; Zhang & Li, 2017; Chen et al., 2016; Mao et al., 2019; Sharify et al., 2019; Shao et al., 2019; Feng et al., 2019; Owaida et al., 2017; Gao et al., 2017; Chen et al., 2014; Hua et al., 2019; Farcas et al., 2020). Besides, designing hardware-efficient neural networks is essential for inference performance (Han et al., 2017; Stamoulis et al., 2019; Teja Mullapudi et al., 2018; Zhang et al., 2019; Howard et al., 2017; Elthakeb et al., 2018; Ghasemzadeh et al., 2018; Maschi et al., 2020). Furthermore, one can optimize serving performance on general-purpose hardware (CPU and GPU) by system-level optimization (Olston et al., 2017; Narayanan et al., 2018; Chen et al., 2018b; Choi & Rhu, 2020; Wu et al., 2019; Crankshaw et al., 2018).

**Efficient Model Training.** Due to the increasing numbers and sizes of neural networks, high-performance model training becomes essential (Mattson et al., 2019). Training usually resorts to accelerators such as GPUs (Shoeybi et al., 2019; Cho et al., 2019b; Dong et al., 2020; Cui et al., 2016) and FPGAs (Zhang et al., 2017; Cho et al., 2019a; Kara et al., 2017; He et al., 2020; 2018; Zhao et al., 2016; Gürel et al., 2020). Besides, many works accelerate training by better system and algorithm designs (Jayarajan et al., 2019; Das et al., 2018; Peng et al., 2019; Narayanan et al., 2019; Jia et al., 2018; Wang et al., 2019; Moritz et al., 2018; Kurth et al., 2017; Rajbhandari et al., 2017; Li et al., 2020; 2014; Chen et al., 2018b; Abuzaïd et al., 2016).

## 7 CONCLUSION

We design and implement MicroRec, a high-performance deep recommendation inference engine. On the data structure side, MicroRec applies Cartesian products to reduce sparse memory accesses. On the hardware side, HBM is adopted to scale up embedding lookup concurrency, and the deeply pipelined architecture design on FPGA enables low inference latency. By the three strategies we propose, the memory bottleneck caused by embedding lookups is almost eliminated, and the latency requirements of recommendation inference are easily met.

---

**Table 4.** MicroRec performance on the embedding layer. Given the same element data width of 32-bits, it outperformed the optimized CPU baseline by over one order of magnitude. Besides, it only took no more than one microsecond to finish lookups and concatenations even in embedding-intensive models (47 and 98 tables).

|            | CPU B=1 | CPU B=64 | CPU B=256 | CPU B=512 | CPU B=1024 | CPU B=2048 | FPGA: HBM only | FPGA: HBM + Cartesian |
|------------|---------|----------|-----------|-----------|------------|-------------|------------------|----------------------|
| **LATENCY (MS)** | 2.59    | 3.86     | 4.71      | 5.96      | 8.39       | 12.96       | 7.74E-4         | 4.58E-4              |
| **SPEEDUP: HBM**  | 3349.97× | 77.91×   | 23.75×    | 15.04×    | 10.59×     | 8.17×       | -                | -                   |
| **SPEEDUP: HBM + Cartesian** | 5665.07× | 131.76×  | 40.16×    | 25.44×    | 17.91×     | 13.82×      | -                | -                   |

|            | CPU      | CPU      | CPU      | CPU      | FPGA:    | FPGA:    |
|------------|----------|----------|----------|----------|----------|----------|
| **LATENCY (MS)** | 6.25    | 8.05     | 10.92    | 13.67    | 18.11    | 31.25    |
| **SPEEDUP: HBM**  | 4531.23× | 91.29×   | 30.94×   | 19.36×   | 12.83×   | 11.07×   |
| **SPEEDUP: HBM + Cartesian** | 6019.37× | 121.28×  | 41.10×   | 25.72×   | 17.04×   | 14.70×   |
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