Pro-Cam SSfM: projector–camera system for structure and spectral reflectance from motion
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Abstract

Image-based reconstruction of an object’s 3D shape having the wavelength-by-wavelength spectral reflectance property enables higher-fidelity object 3D modeling compared with typical RGB-based modeling. In this paper, we propose a novel projector–camera system for practical and low-cost acquisition of a dense object 3D model with the spectral reflectance property. Different from existing spectral 3D data acquisition systems that use a dedicated multispectral camera or light, we use a standard RGB camera and an off-the-shelf projector as active illumination for both the 3D reconstruction and the spectral reflectance estimation. We first propose a calibration-free multi-view structured-light method to reconstruct the 3D points while estimating the intrinsic parameters and the poses of both the camera and the projector, which are alternately moved around the object during our image acquisition procedure. We then exploit the projector for multispectral imaging and estimate the spectral reflectance of each 3D point based on a novel spectral reflectance estimation method considering the geometric relationship between the reconstructed 3D points and the estimated projector positions. Experimental results on both synthetic and real data demonstrate that our system can precisely acquire a dense spectral 3D model using off-the-shelf devices.
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1 Introduction

The nature of an object is typically represented by two properties: geometric and photometric properties. The geometric property is determined by the 3D structure of the object, while the photometric property is determined by how the incident light is reflected at each 3D point of the object surface. Among various photometric parameters, spectral reflectance is one of the most fundamental physical quantities, which defines the amount of reflected light over that of the incident light at each wavelength. In this work, our aim is to acquire the spectral 3D information of an object from multi-view images captured using low-cost off-the-shelf devices (see Fig. 1). Practical and low-cost acquisition of the spectral 3D data has many potential applications requiring high-fidelity object 3D modeling, such as cultural heritage [11, 33], plant modeling [7, 39], spectral rendering [14], and multimedia [41].

Image-based 3D reconstruction is a very active research area in computer vision. A popular approach is a structure-from-motion (SfM) [52, 55] and multi-view stereo (MVS) [19, 53] pipeline, which is based on feature correspondences among multiple images taken from different viewpoints. Another common approach is a structured-light method [18, 20, 21, 26, 51], which uses a projector–camera system to densely reconstruct the 3D points even for texture-less
(i.e., feature-less) objects by actively projecting structured-light feature patterns. Although these approaches have extensively been studied, they usually focus on the geometric 3D reconstruction. Some recent methods combine the geometric and the photometric 3D reconstruction \[31,42,43\]. However, they still focus on the estimation of RGB albedos. Different from the spectral reflectance, the RGB albedos are not inherent to the object, since the RGB values depend on device-dependent RGB camera sensitivity, meaning that the RGB albedos have essentially no physical meaning in the sense of “object” modeling.

Multispectral imaging is another active research area. Various hardware-based systems \[6,9,12,23,44,48,57\] and software-based methods \[2,5,15,28,46,54\] have been proposed for recovering scene’s spectral reflectance. However, they usually assume a single-viewpoint input image and do not consider the geometric relationship between the object surface and the light source, only achieving scene- and viewpoint-dependent spectral recovery, where the shading and the shadows that are apparent in the scene are “baked-in” as the estimated spectral reflectance.

Some systems have also been proposed for spectral 3D data acquisition \[25,27,32,34,47,58\]. However, they rely on a dedicated setup using a multispectral camera \[32,47,58\] or a multispectral light source \[25,27,34\]. Also, cumbersome geometric calibration of the camera and the light source is often required \[32,34,47\]. These limitations make the system expensive and impractical for most users.

In this paper, we propose a novel projector–camera system, named Pro-Cam SSfM, for structure and spectral reflectance from motion. In Pro-Cam SSfM, we use a standard RGB camera and leverage an off-the-shelf projector for two roles: structured light and multispectral imaging. As shown in Fig. 2, for our data acquisition, structured light patterns (for geometric observations) and uniform color illuminations (for multispectral observations) are sequentially projected onto the object surface while alternately moving the camera and the projector to arbitrary positions around the object. Using the captured multi-view structured light data, we first reconstruct the dense 3D points while estimating the poses of all moved cameras and projectors in a self-calibration manner based on SfM using the tracked feature correspondences among all the projector and the camera viewpoints.

Using the captured multi-view multispectral data, we then estimate the spectral reflectance of each 3D point consid-

Fig. 2 The overview of Pro-Cam SSfM. a The projector projects a sequence of structured light patterns (gray code) and uniform color illuminations to acquire geometric and multispectral observations. b For image capturing, the camera and the projector are alternately moved around the object, so that the structured-light codes can be connected among all the camera and the projector positions. Then, the 3D points, the projector poses, and the camera poses are jointly reconstructed using the connected structured-light codes (i.e., feature points) in a self-calibration manner based on SfM. Finally, the spectral reflectance for each 3D point is estimated using the images captured with the uniform color illuminations while considering the geometric relationship between the estimated 3D points and projector positions.
ering the geometric relationship between the reconstructed 3D points and the estimated projector positions. Owing to the proposed self-calibrating 3D reconstruction, the reconstructed 3D points and the estimated projector positions can be used to construct a lighting model to eliminate the baked-in effect of the shading and the shadows from the estimated spectral reflectance without requiring any geometric calibration.

Technical contributions of this work are summarized as follows.

1. We propose a novel data acquisition procedure and self-calibrating 3D reconstruction method based on multi-view structured-light and SfM techniques. Our method provides dense 3D points as well as camera and projector poses, even for texture-less objects by tracking the structured light patterns for all camera and projector viewpoints. The estimated projector positions are further exploited for the following spectral reflectance estimation.

2. We propose a novel spectral reflectance estimation method by incorporating the geometric relationship between the reconstructed 3D points and the estimated projector positions into the cost optimization. Our method leads accurate estimation of the inherent spectral reflectance of each 3D point while eliminating the baked-in effect of the shading and the shadows.

3. By integrating the above two key techniques into one system, we propose Pro-Cam SSfM, a novel projector–camera system for practical and low-cost spectral 3D acquisition. We experimentally demonstrate that Pro-Cam SSfM can precisely reconstruct a dense object 3D model with the spectral reflectance property. To the best of our knowledge, Pro-Cam SSfM is the first spectral 3D acquisition system using off-the-shelf devices.

Preliminary versions of this paper appeared in [38] and [36]. This journal version unifies [38] and [36] and provides a more comprehensive and thorough description of our proposed Pro-Cam SSfM. More specifically, we expand on the description about the data acquisition (Sect. 3.1) and the pattern detecting and tracking with respect to self-calibrating 3D reconstruction (Sect. 3.2). Furthermore, we include additional simulation experiments using newly created synthetic ground-truth spectral 3D data to quantitatively evaluate the 3D shape quality and the spectral reflectance accuracy in comparison with existing methods (Sect. 4.2).

2 Related work

Structured light systems Structured light is a well-adopted technique to densely reconstruct the 3D points irrespective of surface textures by projecting structured light patterns [4,21,26,56], as summarized in detail in [10,24,45,51]. In the structured-light system, a common approach [16,17] to obtaining the whole shape of the object is to align the multiple scans (point clouds) from different viewpoints into a single global coordinate using the iterative closest point (ICP) method [8]. However, the ICP alignment is not trivial because it does not perform well when the object has repetitive structures or no distinctive 3D structures.

While most of structured-light methods are based on a pre-calibrated projector–camera system, some multi-view structured light methods [18,20] have realized self-calibrating reconstruction of the 3D points. The key of these methods is that the structured light patterns projected by one fixed projector is captured from more than two camera viewpoints having viewing angle overlaps, so that feature matching and tracking can be made to connect all projectors and cameras. This setup has been realized by simultaneously using multiple projectors and cameras [18,20].

Different from existing multi-view methods [18,20], our Pro-Cam SSfM realizes self-calibrating 3D reconstruction using only one camera and one projector by proposing a practical data acquisition manner. We also exploit the estimated projector positions for modeling the spectral reflectance, while the existing methods [18,20] only focus on the geometric reconstruction.

Multispectral imaging systems Existing hardware-based [6,9,12,23,44,48,57] or software-based [2,5,15,28,46,54] multispectral imaging systems commonly apply a single-viewpoint image-based spectral reflectance estimation method ignoring scene’s or object’s geometric information. This means that they only achieve scene-dependent spectral reflectance estimation, where the viewpoint- and scene-dependent shading or shadow is baked-in as the estimated spectral reflectance.

In Pro-Cam SSfM, we use an off-the-shelf RGB camera and projector for multispectral imaging. Although this setup is similar to the one used in [23], in which an digital light processing (DLP) projector and a high-speed camera are used to realize video-rate spectral image acquisition, we propose a novel spectral reflectance estimation method for recovering the object’s inherent spectral reflectance considering the geometric information that can be obtained at the self-calibrating 3D reconstruction step.

Spectral 3D acquisition systems Existing systems for spectral 3D acquisition are roughly classified into two categories: single-view and multi-view systems. Single-view systems are based on photometric stereo. Kitahara et al. proposed a system for simultaneous estimation of spectral reflectance and surface normal using a multispectral light stage [34]. Ozawa et al. proposed a single-shot multispectral photometric stereo system using a multispectral camera and spatially
and spectrally designed illumination \[47\]. Although these systems can acquire dense surface normals, they have two main limitations: (i) they assume that the light positions are calibrated and (ii) they only provides a spectral 3D model from a single viewpoint, and thus, the separated models at each viewpoint should be merged to generate a whole model.

Multi-view systems are based on SfM and MVS. Zia et al. proposed a 3D reconstruction method from multispectral images that effectively combines the reconstructed models at different wavelengths \[58\]. Ito et al. proposed an MVS system using the images obtained using a narrow-band multispectral light source \[27\]. These SfM- and MVS-based systems are difficult to reconstruct the 3D points on textureless surfaces. Kim et al. proposed a 3D imaging spectroscopy system impractical and expensive.

The closest system to Pro-Cam SSfM is the one by Hirai et al. \[25\]. They also used a projector–camera setup and applied the structured light to acquire the 3D points. However, their system has several limitations: First, their system is based on precise geometric calibration using a calibration target. Second, their system requires a multispectral projector to generate so-called basis light. Finally, their system is a single-view system and not designed to recover the spectral 3D data of a whole object. These limitations make their systems expensive.

Our Pro-Cam SSfM overcomes the limitations of existing systems because (i) it uses a low-cost off-the-shelf camera and projector, (ii) it does not require geometric calibration, and (iii) it generates a dense 3D model based on the structured light.

### 3 Proposed Pro-Cam SSfM

As shown in Fig. 2a, the projector is used to project a sequence of structured light patterns and uniform color illuminations to acquire geometric and photometric observations. As the structured light patterns, we use the binary gray code \[21,24\] because of its robustness. The proposed structured-light system generates \(\log_2 O\) bits of gray code to assign the independent value for each pixel where \(O\) is the number of projector rows (or columns). For instance, Table 1 shows the generated \(\log_2 8 = 3\) different strip codes for 8 columns.

| Gray codes | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
|------------|---|---|---|---|---|---|---|
| 0 0 1 1 1 1 0 0 |
| 0 1 1 0 0 1 1 0 |

To improve the accuracy of decoding, the gray code patterns insert the original and its inverse. For example, a sequence of gray code patterns consists of 42 frames for a projector with the resolution of \(1024 \times 768\) (including \(2 \times \lceil \log_2 1024 \rceil = 20\) patterns representing the columns, \(2 \times \lceil \log_2 768 \rceil = 20\) patterns representing the rows, and one pair of white and black images for identifying shadow regions). As the uniform color illuminations, we use the seven illuminations: red, green, blue, cyan, magenta, yellow, and white illuminations, which are generated using the binary combinations of the RGB primaries as \((R,G,B) = (1,0,0), (0,1,0), (0,0,1), (0,1,1), (1,0,1), (1,1,0), (1,1,1),\) respectively. The sequence of active projections is effectively exploited in the 3D reconstruction and the spectral reflectance estimation.

The data acquisition starts with initial projector and camera positions (e.g., position 1 in Fig. 2b). After capturing the data with the initial positions, the position of the projector is fixed and the camera is moved to another viewpoint to capture the patterns (e.g., camera position 2 in Fig. 2b). Next, the projector is moved to a different position (e.g., projector position 2 in Fig. 2b) while fixing the position of the camera, so that two sequences of patterns projected from different projector positions are captured from the same camera viewpoint. This connects the codes projected by different projector positions. The above procedures are repeated until the whole surface of the target object is scanned. This acquisition procedure enables to connect the structured light codes (i.e., feature points) between successive projectors and cameras. All connected feature points using all projector and camera positions are used as correspondences for the SfM pipeline, which enables self-calibrating reconstruction of the 3D points while estimating the poses of all moved projectors and cameras.

### 3.1 Data acquisition

Figure 2 illustrates the data acquisition procedure of Pro-Cam SSfM. An off-the-shelf projector is used as active illumination and a standard RGB camera is used as the imaging device to capture the object illuminated by the projector.
3.2 Self-calibrating 3D reconstruction

Given the structured-light encoded images, we first perform self-calibrating reconstruction of the 3D points while estimating the intrinsic parameters and the poses of all moved cameras and projectors.

3.2.1 Assigning gray codes to image pixels

By projecting gray code patterns as shown in Fig. 2a, the projector can add “features” on object surfaces. Those features have different codes whose number is the same as the projector resolution. The decoding algorithm in [24] is followed which outputs a list of \( \{ CODE_a, X_b \} \) of all camera viewpoints. \( CODE_a \) denotes the unique identifications (gray codes) in the pattern projected by projector position \( a \). \( X_b \in \mathbb{R}^{2 \times N_f} \) denotes the positions of extracted gray codes in the image captured by camera viewpoint \( b \), where \( N_f \) is the number of extracted gray codes. If the same gray code is assigned to multiple pixels, the average of pixel coordinates is computed as the final position in the image.

3.2.2 Matching image pixels using gray-code patterns

The next step is to match the pixels across projector and camera viewpoints using the codes. Figure 3 shows the examples of the feature correspondences and tracks. The feature correspondences for camera–projector pairs and camera–camera pairs at the common projector positions (e.g., camera1–projector1–camera2 or camera2–projector2–camera3 tracks in Fig. 3), which share the same projector code (\( CODE_1 \) or \( CODE_2 \)), are easily obtained by searching the same code.

To represent the camera poses and the 3D structures in a global coordinate system, it is necessary to find the projector rays intersecting at the same surface. This is achieved by connecting the projector patterns (gray codes) generated from different projector positions using the camera viewpoint that captures two sequences of projector patterns (e.g., camera2 for projector1 and projector2 in Fig. 3). The codes located at the same pixel position are linked. More specifically, for each code \( \{ CODE_1, X_2 \} \) projected by projector position 1, if the nearest code \( \{ CODE_2, X_2 \} \) of projector position 2 is less than 0.5 pixels (e.g., the yellow circles in Fig. 3), the codes of \( CODE_1 \) and \( CODE_2 \) are connected. In this case, the code positions of \( CODE_1 \) and \( CODE_2 \) are merged into one point (midpoint) and that point is used as the feature point for SfM. Notice that the corresponding points across different projector positions appear only in the overlapping area of projected patterns on the object surface.

3.2.3 3D point and projector–camera pose estimation

The set of all obtained correspondences is then fed into a standard SfM pipeline [52,55] to estimate the 3D points, the projector poses, and the camera poses. In the SfM pipeline, we modify the bundle adjustment formulation [40] by setting different weights to the reprojection errors on camera and projector views as

\[
E = \sum_i \sum_k w_i \|x_{k,i} - H_i(p_k)\|^2, \tag{1}
\]

where \( p_k \) is the 3D coordinate of point \( k \), \( x_{k,i} \) is the corresponding pixel coordinates in \( i \)-th viewpoint (camera or projector), and \( H_i(p) \) is a function that projects the 3D point to \( i \)-th viewpoint (camera or projector) using intrinsic and extrinsic parameters for each projector and each camera. Because the feature positions of cameras are detected from observed images, they may contain non-negligible errors. In contrast, the feature positions of projectors are more reliable, because they directly come from the projector patterns which have almost no errors. Therefore, in Eq. (1), we set a larger weight to impose higher penalties for the reprojection errors of the projector as

\[
w_i = \begin{cases} 
1, & \text{if viewpoint } i \text{ is a camera} \\
w_p, & \text{if viewpoint } i \text{ is a projector} 
\end{cases} \tag{2}
\]
3.3 Spectral reflectance estimation

Given the estimated 3D points, projector positions, and camera poses, we next estimate the spectral reflectance of each 3D point. For this purpose, we use multispectral images captured under the uniform color illuminations. In what follows, we first introduce the rendering model adopted in our method and then explain cost optimization to estimate the spectral reflectance using multi-view multispectral images.

3.3.1 Rendering model

We here introduce the rendering model for each 3D point using a single projector–camera pair, as illustrated in Fig. 4. Suppose the object surface is modeled by Lambertian reflectance and the camera response is linear, the camera’s pixel intensity for the spectral reflectance is expressed by eight basis functions. The shading factor is calculated from the geometric relationship between the projector position and the 3D point position.

\[
y_k = s_k C^T L r_k, \tag{4}
\]

where \( r_k \in \mathbb{R}^{N_b} \) represents the spectral reflectance, \( L = [L_1; \ldots; L_{N_t}] \in \mathbb{R}^{N_t \times N_b} \) is the illumination matrix, where \( L_n \in \mathbb{R}^{N_b \times N_b} \) is the n-th diagonal illumination matrix, and \( C^T = \text{BlockDiag}(C_{rgb}^T, \ldots, C_{rgb}^T) \in \mathbb{R}^{3 \times N_t \times N_b} \) is the block diagonal matrix, where \( C_{rgb} \in \mathbb{R}^{3 \times N_b} \) is the camera sensitivity matrix. In this work, we assume that the spectral power distributions of the projected illuminations and the camera sensitivity (i.e., \( C^T \) and \( L \)) are known or preliminarily estimated (e.g., by [29,57]).

3.3.2 Spectral reflectance model

It is known that the spectral reflectance of natural objects is well represented by a small number of basis functions [49]. Based on this observation, we adopt a widely used basis model [23,48,57], where the spectral reflectance is modeled as

\[
r_k = B \alpha_k, \tag{5}
\]

where \( B \in \mathbb{R}^{N_b \times N_b} \) is the basis matrix, where \( N_b \) is the number of basis functions, and \( \alpha_k \in \mathbb{R}^{N_b} \) is the coefficient vector. The basis model can reduce the number of parameters (since \( N_b < N_k \)) for spectral reflectance estimation. Using the basis model, Eq. (4) is rewritten as

\[
y_k = s_k C^T L \alpha_k. \tag{6}
\]
3.3.3 Shading model

Different from common single-view image-based methods (e.g., [23,25,48,57]), we take the shading factor into account for spectral reflectance estimation, which results in more accurate model and estimation. Figure 4 illustrates the relationship between the projector position \( p_{\text{pro}} \), \( k \)-th 3D point \( p_k \), and the point normal \( n_k \), where the point normal is obtained by averaging the normals of adjacent meshes reconstructed by a surface reconstruction method (e.g., Screened Poisson Surface Reconstruction [30] for our experiments). We define the shading factor as

\[
s_k = \frac{I_k}{l},
\]

(7)

where \( I_k \) is the irradiance of the incident light at \( k \)-th point and \( l \) is the intensity of the emitted light from the projector. For the above calculation, we rewrite as \( l(\lambda) = l \), since the shading factor is wavelength independent and defined only from the geometric relationship between the projector position and the 3D point. The irradiance \( I_k \) is represented as

\[
I_k = \frac{l}{\|p_{\text{pro}} - p_k\|^2} \times \frac{p_{\text{pro}} - p_k}{\|p_{\text{pro}} - p_k\|} \cdot n_k,
\]

(8)

where the first term represents the light intensity at the 3D point, which is inversely proportional to the square of the distance from the projector to the 3D point, and the second term represents the inner product of the normalized lighting vector and the point normal (see Fig. 4).

Assuming that the ambient light is negligible and omit interreflection from the model, the shading factor is calculated from Eqs. (7) and (8) as

\[
s_k = \frac{p_{\text{pro}} - p_k}{\|p_{\text{pro}} - p_k\|^2} \cdot n_k.
\]

(9)

Based on the defined model, the shading factor can be calculated from the 3D point, the point normal, and the projector position that we have already obtained by the self-calibrating 3D reconstruction. The final rendering model is derived by substituting Eq. (9) into Eq. (6).

3.3.4 3D mesh reconstruction and visibility calculation

In our method, the object surface is used to calculate the visibility of each 3D point, which is required to estimate the spectral reflectance using multi-view input images. Also, the surface representation is useful for some rendering applications such as spectral relighting. Thus, we reconstruct the object surface from the obtained point cloud (we used Screened Poisson Surface Reconstruction [30] for this purpose because of its easy availability in Meshlab [13]).

After 3D meshes are reconstructed by the surface reconstruction, the visibility of each mesh vertex from each camera and projector is checked using the estimated camera and projector poses. If the vertex \( k \) is reprojected into the view frustum of a camera (or a projector) and its sight ray is not occluded by any other mesh triangle, this vertex is considered as visible from this camera (or projector). For each camera–projector pair, the vertexes that are invisible from either the camera or the projector are not considered in the spectral reflectance estimation. Especially, the invisible vertexes for the projector are regard as cast shadow areas, so that we can discount the effects of the cast shadows for the spectral reflectance estimation.

3.3.5 Cost optimization

Using the rendering model of Eq. (6), we solve an optimization problem to estimate the spectral reflectance of each 3D point from multi-view images obtained from all projector–camera pairs. The cost function is defined as

\[
\text{arg min}_{\alpha_k} E_{\text{ren}}(\alpha_k) + \gamma E_{\text{ssm}}(\alpha_k),
\]

(10)

where \( E_{\text{ren}} \) is the rendering term and expressed as

\[
E_{\text{ren}}(\alpha_k) = \sum_{c \in \mathcal{V}(k)} \frac{\|y_{k,c}^{\text{obs}} - y_{k,c}(\alpha_k)\|^2}{|\mathcal{V}(k)|},
\]

(11)

where \( y_{k,c}^{\text{obs}} \in \mathbb{R}^{3N_c} \) is the observed multispectral intensity vector obtained from \( c \)-th projector–camera pair, \( y_{k,c}(\alpha_k) \) is the estimated intensity vector based on the rendering model, and \( \mathcal{V}(k) \) is the visible set for \( k \)-th point. This term evaluates the data fidelity between the observed and the rendered intensities. \( E_{\text{ssm}} \) is a commonly used spectral smoothness term [23,48,57], which is defined by

\[
E_{\text{ssm}}(\alpha_k) = D B \alpha_k,
\]

(12)

where \( D \in \mathbb{R}^{N_s \times N_c} \) is the operation matrix to calculate the second-order derivative [48]. This term evaluates the smoothness of the estimated spectral reflectance. The balance of \( E_{\text{ren}} \) and \( E_{\text{ssm}} \) is determined by the parameter \( \gamma \).

3.4 Setup details

We used an ASUS P3B projector and a Canon EOS 5D Mark-II digital camera. The sequence of the structured light patterns was captured using a video format with 1920×1080 resolution, while the color illuminations were captured using a RAW format, which has a linear camera response, with a higher resolution. The RAW images were then resized to have the same resolution with the video format. As shown...
in Fig. 5, the camera spectral sensitivity of Canon EOS 5D Mark-II was obtained from the camera sensitivity database [29] and the spectral power distributions of the color illuminations were measured using a StellarNet BlueWave-VIS Spectrometer.

For the 3D reconstruction, we used Colmap [52] to run the SFM pipeline and Screened Poisson surface reconstruction [30], which is integrated with Meshlab [13], to visualize the obtained 3D model. For the spectral reflectance estimation, we set the target wavelength range as 410 nm to 670 nm with every 10nm intervals because the used projector illuminations only have the spectral power within this range. The spectral basis functions were calculated using the spectral reflectance data of 1269 Munsell color chips [49] by principal component analysis. We used eight basis functions based on the observation that they are able to represent more than 99% of the total variance of common reflectance data [57].

The spectral smoothness weight in Eq. (10) was determined by an empirical manner and set as $\gamma = 0.06$ for the intensity range [0,1]. The C++ Ceres solver [3] was used to solve the nonlinear optimization problem of Eq. (10).

### 4 Experimental results

#### 4.1 Evaluation of spectral reflectance estimation using colorchart

We firstly evaluate the performance of our spectral reflectance estimation method using a standard colorchart with the 24 patches. We first show the effect of the number of spectral bands. In our experiment, seven color illuminations and RGB camera channels, as shown in Fig. 5, were used, resulting in a total of 21-band measurements. To select the best band set, we evaluated all possible band sets for each number of spectral bands. Figure 6 shows RMSE for the 24 patches of the colorchart when using the selected best band set for each number of spectral bands. We can observe that RMSE is reduced by using multispectral information and becomes very close when more than six bands are used. The six-band set of (light, camera) = ($L$green, $C$blue), ($L$blue, $C$green), ($L$blue, $C$blue), ($L$cyan, $C$red), ($L$magenta, $C$red), ($L$yellow, $C$green) provides the minimum RMSE among the evaluated all possible band sets. Even though six spectral bands are fewer than the dimensionality of the spectral basis functions ($N_b = 8$ in our experiments), our optimization problem is well-posed because we regularize the optimization problem through the spectral smoothness term $E_{ssm}$.

We next demonstrate the effectiveness of our spectral reflectance estimation method considering the geometric information. As shown in Fig. 7a, we laid the colorchart on a table and captured the structured light and multispectral data by four projector–camera pairs according to the data acquisition procedure of Pro-Cam SSfM. The estimated projector positions, camera positions, and 3D points of the colorchart are shown in Fig. 7b. The example captured images (under white illumination) by using all projector–camera pairs are shown in Fig. 7c. Figure 7d compares the estimated spectral reflectance results for the 24 patches, where the blue line is the ground truth, the red line is our result (average within each patch) using all projector–camera pairs, and the yellow and purple dashed lines are the results of two existing single-view image-based methods [5,23] (average within each patch) only using the projector–camera pair 4. Figure 7e shows the corresponding RMSE comparison for each patch, where we can confirm that our method achieves much lower RMSE than the existing methods.

As can be seen in Fig. 7d and e, the single-view methods fail to correctly estimate the spectral reflectance including the relative scales between the patches. For example, the results of patches 4 and 8 have lower scales, whereas the results of patches 21–23 have higher scales, compared to ground-truth spectral reflectances. This is due to the shading effect appeared in the colorchart setup, as shown in Fig. 7c. Pair 4, which was used as the input for the single-view methods, where we can observe that patches 4 and 8 are under deeper shading than patches 21–23. In contrast, our method can provide accurate estimation results with correct relative scales. The benefit of our method is to estimate the spectral reflectance while considering the shading effect, which is
ignored in the single-view methods. With this essential difference, our method is especially beneficial when the shading exists in the scene. If the shading does not exist, the accuracy of our method could be similar to that of the existing methods. However, such no-shading condition is very special and possible only under fully controlled illumination.

4.2 Evaluation using synthetic images

4.2.1 Synthetic dataset creation

We next quantitatively evaluate the 3D shape quality and the spectral reflectance accuracy. For this purpose, we performed simulation experiments using two common CG models (Armadillo and Dragon) obtained from Stanford 3D Scanning Repository [22]. Using the CG model, we created a ground-truth spectral-3D model, which has ground-truth spectral reflectance data for every 3D point. As ground-truth spectral reflectance data, we used the spectral reflectance data of the colorchart’s 24 patches. According to the texture as shown in the left column of Fig. 8, one of the 24 patch’s spectral reflectance data was assigned to each 3D point. Using the created ground-truth spectral-3D model, multi-view input images were generated using 18 camera and projector positions, as shown in the middle column of Fig. 8. For each camera viewpoint, two sequences of images under structured light patterns and uniform color illuminations were rendered according to our image acquisition setup described in Sect. 3.4. Examples of the rendered multi-view images are shown in the right column of Fig. 8.

4.2.2 3D reconstruction results

We first evaluate the 3D reconstruction results. We compared our method with a standard SfM + MVS pipeline using Colmap [52] and an existing structured-light method with ICP alignment (SL [26] + ICP [8]).

For the SfM + MVS pipeline, we rendered another input image set under a passive light (an ambient light) condition, as the SfM + MVS pipeline assumes general images as inputs.
The viewpoints for the rendering follow the setup of Pro-Cam SSfM shown in Fig. 8, where we used all 36 viewpoints, including the projector viewpoints, as camera viewpoints to guarantee that the SfM + MVS pipeline has the same number of viewpoints as Pro-Cam SSfM.

As an existing structured-light approach, we compared a standard procedure that combines a calibrated structured-light method and the ICP alignment (SL [26] + ICP [8]), where the ICP alignment is performed to integrate multiple point clouds generated from each projector–camera viewpoint. Specifically, we performed the following steps: (i) Point clouds for each camera–projector viewpoint are reconstructed by conducting the triangulation using detected code patterns [26], where the ground-truth intrinsic and extrinsic parameters of the projector–camera pair are given for the SL + ICP method, though Pro-Cam SSfM estimates them in the proposed self-calibrating manner. (ii) Then, a global registration is performed using extract characteristic points from the point clouds using fast point feature histograms [50]. (iii) Then, the ICP alignment [8] is conducted to further refine the registration. (iv) Finally, to compare the registered point cloud and the ground truth under a unified coordinate system, we align the position of one of the camera–projector pairs with the ground-truth position, so that the entire coordinate system is aligned with the ground truth.

To evaluate the 3D shape quality, we used two common metrics, i.e., accuracy and completeness, which are used in some 3D reconstruction benchmark papers [1,35]. The accuracy is the distance from each estimated 3D point to its nearest ground-truth 3D point. The completeness is the distance from each ground-truth 3D point to its nearest estimated 3D point.

Figure 9 shows the visual comparison of the reconstructed 3D point clouds and their accuracy (distance to the closest ground truth point) for Armadillo (a) and Dragon (b). Compared to the SfM + MVS pipeline which uses a local feature extraction algorithm based on a passive illumination, our method reconstructs more complete point clouds than the SfM + MVS pipeline because the structured light can provide more abundant feature points. Also, the structured light results in more precise correspondences, so that our method achieves better accuracy than the SfM + MVS pipeline. As the SL + ICP method, ICP may lead to accumulated errors when superimposing the multiple point clouds sequentially. We can observe that there are many error points generated around the surface. In contrast, our method estimates the 3D points by globally optimizing all the camera and the projector poses with bundle adjustment, which leads to more accurate point clouds.

Figure 10 shows the comparison of the average accuracy and the average completeness errors for the two models and their visualization for every point by color map error representation. We can see that our method achieves the best accuracy and completeness for the both models, even though the SL + ICP method provides the largest number of the reconstructed points.

One improvement of our proposed method is achieved by introducing the weight of Eq. (1) for bundle adjustment, which poses larger penalties to the projector’s reprojection errors. Figure 11 shows the effect of changing the projector weight $w_p$ on quantitative evaluation for Armadillo model. We can confirm that a larger weight leads to a better result, though the value exceeding 100 does not make a significant difference. Thus, we set as $w_p = 100$ for all the experiments in this paper.
4.2.3 Spectral reflectance estimation results

We next evaluate the spectral reflectance estimation accuracy for the CG models. Since there is no comparable method and public code for the spectral 3D reconstruction, to the best of our knowledge, we compared our multi-view-based spectral reflectance estimation method with an existing single-image-based spectral reflectance estimation method [23]. In the compared method, we applied the image-based spectral reflectance estimation method [23] to every camera viewpoint using the same six-band images as the ones we have selected in Section 4.2. Then, we calculated the spectral reflectance of each 3D point by averaging the spectral reflectance results estimated at all the pixels corresponding to the 3D point projection to all visible cameras. Here, we employed ground-truth 3D points and camera poses for discounting the effect of geometric 3D reconstruction errors.
from the evaluation of the spectral reflectance estimation methods.

The top row of Fig. 12 shows the visual comparison of sRGB, which was converted from the estimated spectral reflectances. We can observe that the effects of shading and shadows remain in the results of the image-based spectral reflectance estimation method (the first column for each CG model), especially around the complicated surfaces such as the hands of Armadillo and the head of Dragon. In contrast, our sRGB result (the second column for each CG model) is close to the ground truth and represents the object’s inherent property less affected by the shading and the shadows by considering them in the spectral reflectance estimation.

The bottom row of Fig. 12 shows the error map for estimated spectral reflectances, where RMSE for all wavelengths is visualized for each 3D point. We can confirm that our method achieves lower RMSE errors compared with the existing method, especially around the complicated surfaces where the shading and shadows are likely to appear. The average result of all wavelengths and all points are shown under the error map. From those results, we can confirm that our method generally outperforms the existing method. The third column for each CG model shows the results by using the estimated 3D points by our method instead of using the ground-truth 3D points. From the comparison of the second and the third columns, we can confirm that, for our spectral reflectance estimation method, there is only small differences on the spectral reflectance accuracy even with the estimated 3D points. This indicates that Pro-Cam SSfM can provide the 3D points accurate enough for the spectral reflectance estimation.

4.3 Evaluation using real images

We next evaluate our method for real images. Figure 13 shows the spectral 3D acquisition results of a clay sculpture with roughly 30 centimeter height. To schematically show the layout of the moved projector and camera positions, we show a synthesized top-view image of Fig. 13a. The estimated projected and camera positions by our method are overlaid as the red and the green triangular pyramids using a manually aligned scale. It is demonstrated that the projector and the camera positions are correctly estimated by our method. Figure 13b shows the final reconstructed surface result for our method, where the detail structures of the sculpture are precisely reconstructed.

Figure 13c shows the spectral reflectance results for some 3D points. It is demonstrated that our method can accurately estimate the spectral reflectance compared with the ground truth measured by a StellarNet BlueWave-VIS Spectrometer. Figure 13c–e compares the sRGB results converted from the estimated spectral reflectances by our method and the single-view method [23]. We can observe that our spectral reflectance estimation method considering the geometric information can effectively remove the baked-in effect of the shading and the shadow, which is apparent in the sRGB result of the single-view method.

Since Pro-Cam SSfM can accurately estimate both the 3D points and the spectral reflectance, it is possible to perform the spectral 3D relighting of the object for synthesizing the appearance illuminated under an arbitrary light orientation.

![Fig. 11](image)

Quantitative evaluation for Armadillo as a function of $w_p$.

![Fig. 12](image)

Spectral reflectance results for synthetic models. Top: the sRGB results converted from the estimated spectral reflectance results; Bottom: visualized spectral reflectance error (RMSE for all wavelengths) for each 3D point, and the average of all points and all wavelengths.
and spectral distribution. Figure 13f shows the result of spectral relighting under the projector-cyan illumination, where we can confirm that our relighting result is close to the reference actual image taken in the same illumination orientation and spectral distribution. The differences at the concave skirt regions are due to the effect of interreflections, which is not considered in our current model. Figure 13g shows the more complex relighting result under two mixed light sources (projector cyan and halogen lamp), which are located at different sides of the object. Figure 13h shows the 3D relighting results under different illumination orientations. As shown in those results, we can effectively perform the spectral 3D relighting based on the estimated 3D model and spectral reflectance.

Figure 14a–c shows the spectral reflectance and the sRGB results, the 3D shape results, and the spectral patterns at each wavelength for a stuffed toy. Those results demonstrate the potential of Pro-Cam SSfM for accurate spectral 3D scanning and rendering. Figure 15 shows the results of the spectral 3D acquisition on a Bizen ware, which is a Japanese traditional craft. It can be confirmed that the detailed surface of Bizen ware can be recovered. In recent years, the distribution of forgery of art and traditional crafts has become a major issue. By creating a database of detailed 3D shapes and spectral reflectance information of valuable arts and traditional crafts obtained by the proposed system, it is expected to be used for digital archives and authenticity judgment.

Additional spectral 3D acquisition results by our proposed system can be seen in the supplemental video or our project page (www.ok.sc.e.titech.ac.jp/res/PCSSfM/).

5 Concluding remarks

In this paper, we have proposed Pro-Cam SSfM, the first spectral 3D acquisition system using an off-the-shelf pro-
jector and camera. By effectively exploiting the projector as active lighting for both the geometric and the photometric observations, Pro-Cam SSfM can accurately reconstruct a dense object 3D model with the spectral reflectance for each 3D point. We first have proposed a practical data acquisition manner and 3D reconstruction method that enables self-calibrating 3D reconstruction using only one camera and one projector. We then have proposed a novel spectral reflectance estimation method by incorporating the geometric relationship between the estimated 3D points and projector positions into the cost optimization.

Both of the proposed components have been validated by the experiments using the synthetic images, which have demonstrated that our Pro-Cam SSfM can precisely reconstruct the 3D points and estimate the spectral reflectance by eliminating the effects of the shading and the shadows. We also have demonstrated the potential of Pro-Cam SSfM through the spectral 3D acquisition results on several real objects. The reconstructed model by Pro-Cam SSfM can be further used as an initial model for joint geometric and photometric refinement, as we have reported in our parallel study of [37].
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