Wave Equation-Based Local Traveltime Inversion
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Abstract Full waveform inversion (FWI) is a strongly nonlinear optimization problem, which suffers from cycle skipping when the initial velocity model is not good enough or the seismic data lack low frequencies. Traveltime tomography is often used to invert the low-wave number components of a velocity model, but traveltime inversion results show a low-resolution model. To bridge the inversion wave number gap between the traveltime tomography and the FWI, a wave equation-based local traveltime inversion is proposed. In this case, the cross-correlation algorithm is applied to calculate the traveltime differences between the localized synthetic and observed data. To mitigate traveltime crosstalk noise caused by multiple seismic events, a sliding Gaussian window is applied to transform the seismic data into local domain. In this way, the traveltime information of different seismic events can be simultaneously used to improve the inversion results. The numerical examples show that the combination of Local Traveltime Inversion (LTI) and FWI successfully mitigate the cycle skipping and produce satisfactory inversion results, even if the seismic data lack low frequencies and the initial velocity model is far from the true one.

Plain Language Summary The high resolution of the velocity inversion is important for oil and gas exploration. However, the full waveform inversion results may be trapped into the local minima. This paper introduces a wave equation-based local traveltime inversion to provide a good initial model for the FWI method. The numerical results verify the correctness of our idea.

1. Introduction

Full waveform inversion (FWI) aims to minimize the waveform difference between the synthetic and observed data, which can make full use of the amplitude and phase information. During the inversion process, it utilizes the adjoint-state method to update the velocity model that are obtained by a zero-lag cross correlation between the forward propagated source and backward propagated receiver wavefields (Lailly, 1983; Plessix, 2006; Tarantola, 1984). However, FWI is a strongly nonlinear optimization problem, which heavily depends on the low frequencies of seismic data and initial models (Alkhalifah, 2016; Virieux & Operto, 2009; Wu et al., 2014). Unfortunately, the frequencies below 4 Hz in real seismic data are usually contaminated with noise or even not available (Alkhalifah & Choi, 2014; Wang & Rao, 2006). Under such circumstances, FWI can suffer from severe cycle skipping when the phase difference between the synthetic and observed data is more than half a period.

To mitigate the FWI cycle skipping, a lot of approaches have been proposed, which includes multiscale strategy, weak nonlinear misfit, and low-frequency demodulation. The common used multiscale strategy is conducting the FWI from low-frequency to high-frequency components (Bunks et al., 1995; Pratt et al., 1998). In this way, it can successfully bridge the inversion wave number gap between the initial model and the high-resolution results. Besides, wavefield separation can mitigate the nonlinearity of the FWI misfit and avoid falling into the local minima, such as refraction data-based early arrival tomography (Sheng et al., 2006; Yang et al., 2018); damping function-based layer stripping inversion (Choi & Alkhalifah, 2015; Choi & Alkhalifah, 2018; Luo et al., 2018); and Laplace domain-based multiscale FWI (Ha et al., 2015; Shin & Cha, 2008; Shin & Cha, 2009). However, the low frequencies are very expensive and are usually contaminated by noise (Chen et al., 2020; Wu et al., 2014). If the seismic data lack low frequencies, the multiscale FWI still suffers from cycle skipping. To retrieve the low frequency from seismic data, a lot of signal demodulation methods have been incorporated into the FWI process. The Hilbert envelope of the seismic signal contains abundant low frequencies; under such circumstances, the envelope inversion is a promising method to reconstruct the low-wave number components of the subsurface velocity models.
Traveltime inversion is insensitive to the cycle skipping. It can estimate the low-wave number components of the velocity model that can then be used as an initial model for FWI (Hale, 2013; Liu & Zhang, 2017; Ma & Hale, 2013; Sun & Alkhalifah, 2019). However, traveltime inversion is associated with low resolution and limited detectable depth, which cannot meet the requirements for a conventional FWI initial model (Feng & Schuster, 2018; Feng & Wang, 2015; Sheng et al., 2006). To bridge the inversion wave number gap between the traveltime inversion and conventional FWI, a wave equation traveltime inversion was proposed by Luo and Schuster (1991), which measures the time lag at the maximum of the cross correlation between the synthetic and observed data. However, the calculation of the cross correlation-based traveltime difference strongly depends on the selection of seismic events (Zhang & Wang, 2009; Zhou et al., 1995, 1997). Van Leeuwen and Mulder (2010) proposed a weighted norm of the cross-correlation misfit. It is more robust to measure the phase difference between the synthetic and observed data. To improve the low-wave number inversion of the velocity models, a correlation-based reflection FWI was proposed by Chi et al. (2015), which behaves in a more linear way than the traditional waveform misfit. In addition, phase unwrapping-based FWI misfit is similar to the traveltime tomography, which can successfully retrieve the macrostructures of the subsurface velocity model (Choi & Alkhalifah, 2015; Djebbi & Alkhalifah, 2014; Vesevaker, 2017; Vesevaker & Poggiagliolmi, 2015). To avoid the influence of the amplitude information on the velocity inversion, a full traveltime misfit was proposed by Luo et al. (2016). However, these wave equation-based travetime inversion methods require manual picking of the relevant arrivals from the synthetic and observed data. Also, the wave equation-based traveltime inversion achieves a lower-resolution model.

To solve the problem with the current wave equation-based traveltime inversion, a wave equation-based local traveltime inversion (LTI) is proposed to build a good initial velocity model for the conventional FWI. The LTI misfit can take full advantage of multiple seismic events traveltime information, such as turning wave, reflection wave, refraction wave, and scattering wave. To calculate simultaneously the traveltime difference with multiple seismic events, a sliding Gaussian window is used to localize the seismic events and avoid traveltime crosstalk noise. In this case, the local traveltime shifts between the localized synthetic and observed can be calculated automatically by selecting the maximum of the cross correlation (Díaz & Sava, 2015).

The outline of this paper is as follows: First, we show how to transform the seismic data into local domains and calculate the local traveltime difference between the synthetic and observed data. Then, the local traveltime differences are used as a LTI misfit. After that, the LTI gradients and adjoint sources are derived. Numerical examples are then used to demonstrate the effectiveness of the LTI results on mitigating the cycle skipping. Finally, the conclusions of the wave equation-based local traveltime inversion are derived.

2. Local Traveltime Differences

The cross correlation is often used to measure the traveltime differences or the waveform similarity between the two corresponding seismic events (Maggi et al., 2009; Yi et al., 2019; Zhang et al., 2018). However, it is highly sensitive to multiple seismic events. If the seismic signal contains more than one events, the cross-correlation method cannot obtain a physically meaningful traveltime difference between the two seismic traces. Therefore, traditional wave equation-based traveltime inversion methods have to separate the seismic events into different wave arrivals. Considering this problem, a sliding Gaussian window is proposed to localize the seismic data, and thus, we can measure traveltime differences with multiple seismic events, simultaneously. The forward local transformation and inverse local transformations are defined as

\[ U(k, t) = u(t)h(t - k), \]

\[ u(t) = \int u(k, t)h(t - k)dk, \]

where \( U(k, t) \) is the localized seismic data; \( u(t) \) is the seismic data in the time-space domain; \( k \) is the time displacement of the Gaussian window; and \( h(t) \) is a Gaussian window. To make sure that the localized seismic data can transform back to the time-space domain correctly, the Gaussian window function
must satisfy \( \| h(t) \|_2 = 1 \). If the length of Gaussian window is too long, in this case, it can cover one whole seismic event, but it will also produce severe cross-talk noise. If we choose a short Gaussian window to localize the seismic data, it can effectively mitigate the cross-talk noise, but it may separate one seismic event into different parts. Therefore, the length of the Gaussian window function is an important parameter for local traveltime calculation, and it will be discussed in the next section.

In Figure 1a, there is a 100 ms time delay between the synthetic and observed data. According to the Equation 1, the synthetic and observed seismic waveform can be transformed into the local domain with a 0.4 s Gaussian window, which is shown in Figures 1b and 1c, respectively. In this case, a cross-correlation function can be applied to measure the local traveltime differences between the localized synthetic and observed data. The cross-correlation function with the localized synthetic and observed data is defined as

\[
C(k, \tau) = \frac{\int [U(k, t) D(k, t + \tau)] dt}{\int \left[ \frac{1}{2} |U(k, t)|^2 dt \right] \int \left[ \frac{1}{2} |D(k, t)|^2 dt \right]}
\]  

(3)

where \( U(k, t) \) and \( D(k, t) \) are the localized synthetic and observed data. According to Equation 3, the local traveltime difference (\( \Delta \tau \)) can be obtained by seeking the maximum value of \( C(k, \tau) \).

\[
C(k, \Delta \tau) = \max_{\tau} \{ C(k, \tau) \mid \tau \in [-T_0, T_0] \}
\]

(4)

where \( T_0 \) is the estimated maximum traveltime difference between the localized synthetic and observed data and \( \Delta \tau \) corresponds to the traveltime differences. If the \( \Delta \tau = 0 \), it means that the localized synthetic data have been matched with the localized observed data. It also indicates the correct velocity has been found.

Now, we show the local traveltime difference in Figure 2b. The true and calculated traveltime differences are denoted by blue and red lines, respectively. It shows that the red line almost overlaps with the blue one, which means that the calculated traveltime differences are correct. From Figure 2, it proves that the cross correlation is suitable for calculating traveltime differences in the local domain.

3. The Choice of the Window Length

It is known that the correlation-based traveltime difference is sensitive to the neighboring arrivals. If a short Gaussian window is applied, it cannot completely cover one whole seismic event waveform. On the other hand, if a long Gaussian window is applied, it may result in cross-talk noise with the neighboring arrivals. Therefore, it is very important to analyze the influence of the Gaussian window length on the traveltime...
differences. In Figure 3, we show the local traveltime differences with different lengths of the Gaussian window. From Figure 3b, the calculated traveltime difference with a 200 ms Gaussian window is not correct. This is mainly because a short sliding Gaussian window separated the one whole wavelet into many parts, which cannot correctly measure the traveltime difference between the two seismic events. In Figures 3b–3e, as we gradually increase the length of the Gaussian window, the red line gradually matches with the blue one. However, if the length of the Gaussian window is long, it results in lower time resolution (Figure 3e).

Next, we discuss the influence of dominant frequency on the accuracy of the local traveltime differences. In Figure 4, we show the traveltime misfit between the calculated and the true traveltime differences. When the dominant frequency of the seismic wavelet is 10 Hz, the best length of the Gaussian window function should be set to 400 ms (Figure 4, blue line). Additionally, if we gradually reduce the dominant frequency of the seismic wavelet, the suitable window length for LTI misfit should gradually increase. When the dominant frequency of the Ricker wavelet is 4 Hz, the best length of the Gaussian window function should be close to
700 ms. Often, observed data lack low frequencies below 4 Hz; therefore, the frequency band of 4–10 Hz is very important for the conventional FWI. In this case, the length of the Gaussian window can be selected in the range of 400–700 ms. In addition, a multiwindow strategy can be applied in LTI, where the length of the Gaussian window is related to the offset.

In this part, we calculate the traveltime differences with multiple seismic events; the localized synthetic and observed wavelets are shown in the Figure 5. In the local domain, the original seismic waveforms were separated into a lot of independent time series (Figures 5b and 5c). In this way, it can effectively mitigate the cross-talk noise. In Figure 5d, the true and calculated traveltime delay almost matched with each other, which means the cross correlation-based traveltime difference is correct. The numerical results show that the local traveltime difference can effectively mitigate the cross-talk noise between the neighboring arrivals, even if one trace contains multiple seismic events.

From Figure 6b, we show that a short window with 200 ms cannot cover one whole seismic event; in this case, the local traveltime differences are not correct, which is similar to Figure 3a. Gradually increasing the length of the Gaussian window, the calculated traveltime differences slowly match the true traveltime differences (Figures 6c and 6d). However, if the length of the Gaussian window is long, the traveltime difference may produce cross-talk noise, which is caused by the neighboring seismic arrivals (Figure 6e). Therefore, the length of the Gaussian window function is very important.

4. The LTI Misfit and Its Gradient

In the local traveltime inversion (LTI) misfit, we assume that the velocity perturbations cause only traveltime shifts and amplitude differences as long as each arrival in the observed data set has a corresponding arrival in the synthetic data (Luo et al., 2016). Under such assumption, the LTI misfit is to search subsurface parameters by minimizing the local traveltime differences between the localized synthetic and observed data:

$$\sigma = \frac{1}{2} \sum_{ns} \sum_{nr} W |\Delta \tau|^2 dk,$$

where $W$ is a weighting factor; $\Delta \tau \in [-T_0, T_0]$ is the estimated local traveltime differences between the localized synthetic and observed data; $ns$ is the number of seismic sources; and $nr$ is the number of
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**Figure 4.** Traveltime misfit with different lengths of the Gaussian window and different types of the dominant frequency.
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**Figure 5.** (a) Seismic data in the time-space domain; (b) synthetic data in the local domain; (c) observed data in the local domain; and (d) traveltime difference between the synthetic and observed data.
receivers, which are equally distributed on the velocity model surface. The LTI misfit measures the travel-time shifts with multiple seismic events, which can obtain better inversion results than single events traveltime inversion. The derivative of the misfit function with respect to the velocity parameters is

$$\frac{\partial \sigma}{\partial v} = \sum_{n} \sum_{r} \int W|\Delta \tau| \frac{\partial \Delta \tau}{\partial v} dk.$$  (6)

To obtain the traveltime Frechét derivative in Equation 6, we need to find a connective function between the local traveltime differences and the localized pressure wavefield. In this way, the traveltime Frechét derivative can be changed to a waveform Frechét derivative by using the chain rule. The adjoint-state theory then can be used to calculate the LTI gradient. The local traveltime differences were calculated by selecting the maximum value of the cross correlation between the localized synthetic and observed waveforms; therefore, the derivative of the cross-correlation function \(C(k, \tau)\) with respect to \(\tau\) could be used to link the local traveltime differences to the localized wavefield pressure. In this case, the derivative of the correlated time series is zero at the true traveltime difference \(\Delta \tau\) (Luo & Schuster, 1991):

$$\frac{\partial C(k, \Delta \tau)}{\partial \tau} = \frac{\int \frac{\partial D(k, t + \Delta \tau)U(k, t)}{\partial \tau} dt}{\int [U(k, t)]^2 dt [D(k, t + \tau)]^2 dt} = 0$$  (7)

Equation 7 successfully connects the localized seismic waveform to the local traveltime differences. In this case, the local traveltime derivative with respect to velocity is

$$\frac{\partial \Delta \tau}{\partial v} = -\frac{\frac{\partial \bar{C}_{\Delta \tau}}{\partial \Delta \tau}}{\frac{\partial \bar{C}_{\Delta \tau}}{\partial v}} = \frac{1}{\int [D(k, t + \Delta \tau)]^2 dt} \int \frac{\partial D(k, t + \tau)}{\partial \tau} \left[ \frac{\partial U(k, t)}{\partial v} \right] dt,$$  (8)

where \(\bar{C}_{\Delta \tau} = \frac{\partial (C_{\Delta \tau})}{\partial \Delta \tau}\); \(\bar{D}(k, t + \Delta \tau) = \frac{\partial [D(k, t + \Delta \tau)]}{\partial \tau}\); and \(\bar{U}(k, t) = \frac{\partial [U(k, t)]}{\partial \tau}\). Substituting Equations 1 and 8 into Equation 6, we obtain

$$\frac{\partial \sigma}{\partial v} = \int \left( \frac{W \Delta \tau(k) \bar{D}(k, t + \Delta \tau)}{\int [D(k, t + \Delta \tau)]^2 dt} \right) h(t - k) dk \frac{\partial u(t)}{\partial v} dt.$$  (9)

Therefore, the LTI adjoint source is

$$f_s = \int \left( \frac{W \Delta \tau(k) \bar{D}(k, t + \Delta \tau)}{\int [D(k, t + \Delta \tau)]^2 dt} \right) h(t - k) dk.$$  (10)
According to the Equation 2, the LTI adjoint source can be transform back to the time-space domain. Similar to conventional FWI, the LTI gradient can also be computed by the zero-lag cross correlation between the forward wavefield and the backward wavefield. Therefore, the gradient of the LTI misfit can be denoted as

$$\frac{\partial \sigma(v)}{\partial v} = \frac{2}{\nu^3} \int \frac{\partial^2 P_{f} t}{\partial t^2} P_{b} dt,$$

where $P_f$ is the forward wavefield and $P_b$ is the backward wavefield, which is computed by the reverse time propagation of the adjoint source at the receiver location.

### 5. Analysis of the Weighting Factor

This section demonstrates the importance of the weighting factor in the LTI misfit function. To give a theoretical proof, we assume that the velocity perturbations cause only traveltime shift and amplitude difference between the two corresponding seismic events. Under such an assumption,

$$D(k, t + \Delta t) = \epsilon(k) U(k, t)$$

where $\epsilon(k) = \max(D(k, t))/\max(U(k, t))$. Under the assumption of small velocity perturbations, the partial derivative of the localized seismic data can be denoted as

$$\frac{\partial[D(k, t + \Delta t)]}{\partial t} = \frac{D(k, t + \Delta t) - D(k, t)}{\Delta t} = \frac{[\epsilon(k)U(k, t) - D(k, t)]}{\Delta t}.$$

As a result, the adjoint source for LTI is

$$f_s = \int \left( \frac{W[\epsilon(k)U(k, t) - D(k, t)]}{\epsilon(k)[U(k, t)]^2} dt \right) h(t-k) dk.$$

To eliminate the denominator and stabilize the inversion updates, we define a weighting factor as $W = \int \epsilon(k) [\hat{U}(k, t)]^2 dt$. In this case, the weighting factor corresponds to the energy of the localized synthetic data, which helps to attenuate the traveltime noise caused by the neighboring seismic arrivals and the weak amplitude seismic events. The weighting factor also reduces the LTI misfit return back to the conventional FWI misfit, only if the inverted model is close to the true model, such as Equation 14. Therefore, the LTI misfit not only can retrieve the low wave number components with large traveltime differences but also construct the high-resolution inversion results with seismic waveforms.

### 6. Numerical Test

In the numerical test, a Marmousi velocity model (Figure 7a) was used to test the wave equation-based local traveltime inversion (LTI) and the conventional FWI. The initial velocity model is estimated by linear gradient model (Figure 7b) with the velocity range from 1,500 to 4,000 m/s. The size of the Marmousi model is $3 \times 10$ km, with the grid interval of 25 m. There are 60 shots equally distributed on the model surface with 400 receivers distributed also along the model surface to record the seismic wavefield. The recording time of the synthetic and the observed data is 4 s with a time interval of 2 ms. In this article, we use a Ricker wavelet with the dominant frequency of 10 Hz to conduct the seismic forward modeling. To demonstrate the low-frequency independence of the LTI method, a low-cut filter with cutoff frequency of 0–4 Hz was used in the numerical tests.

In Figure 8, we show the LTI misfit between synthetic and observed data, in which the correlation-based method finds it difficult to calculate the local traveltime differences. Therefore, an energy weighting factor is needed to attenuate the cross-talk noise caused by the neighboring seismic arrivals (Equation 5). In this way, the traveltime difference of weak signals will be attenuated. In Figure 8a, the first arrival of observed and synthetic data almost has a 0.1 s traveltime difference. If a short Gaussian window was applied, it cannot cover one whole seismic event. In this case, a short Gaussian window only measures the traveltime difference between the two incomplete seismic waveforms (Figure 8b), which is similar to Figure 6b. As we gradually increase the length of the Gaussian window, the LTI misfit successfully measures that the true
traveltime difference (Figures 8c and 8d). However, if the length of the Gaussian window is too long, it produces cross-talk noise between the neighboring seismic arrivals and also shows the low time resolution (Figure 8e).

In Figure 9, we show the conventional FWI results. When the seismic data lack low frequencies below 4 Hz, the conventional FWI result suffers from cycle skipping, especially for the left side of the Marmousi model (Figure 9a). And then, Figure 9a was used as an initial velocity model for the high-frequency band inversion. The final conventional FWI result is shown in Figure 9b. In this test, we show that the conventional FWI method cannot successfully retrieve the detail structures, if the seismic data lack low frequencies and the initial model is far from the true model.

The LTI results with different lengths of the Gaussian window are shown in Figure 10. Comparison of Figures 9a and 10 shows that the LTI results look different, especially when the length of the Gaussian window is less than 1,100 ms. Thus, the LTI results seem closer to the true Marmousi model than the conventional FWI result. However, when the length of Gaussian window is too long, the LTI result will be severely contaminated by the cross-talk noise (Figure 10d). The LTI results were applied as initial velocity models for the high-frequency band FWI. Comparison of Figures 9b and 11b, we demonstrate that the LTI + FWI result is better than the conventional FWI result. However, as we increase the length of the Gaussian window to 1,500 ms, the LTI + FWI converges to a poor result (Figure 11d), but it is still closer to the true Marmousi model than the conventional FWI result (Figures 9b).
The length of the Gaussian window is an important parameter for the LTI method. If a short Gaussian window is applied, it cannot completely cover one whole seismic event waveform. Whereas if a long Gaussian window is applied, it may have low time resolution and produce cross-talk noise. To solve these problem, a multiwindow inversion strategy is proposed. In this case, the length of Gaussian window is related to the offset, which can be defined as

$$M = \begin{cases} 
0.1 \times \frac{(N)(T)}{(N)}, & n \leq 0.1 \times (N) \\
\frac{(T)(n)}{(N)}, & 0.1 \times (N) < n < (N) 
\end{cases} \quad (15)$$

Figure 9. Conventional FWI result: (a) low-frequency band inversion result (4–6 Hz) and (b) high-frequency band inversion result (4–10 Hz), using (a) as an initial model.

Figure 10. The LTI results with different lengths of the Gaussian window function (4–6 Hz), (a) 400 ms, (b) 700 ms, (c) 1,100 ms, and (d) 1,500 ms.
where \( n \) is the offset, \( N \) is the maximum offset, and \( T \) is the maximum length of the Gaussian window; in this case, it is defined by the maximum traveltime difference between the first arrival and direct wave of the observed data. In this numerical test the maximum offset \( N = 10 \) km and \( T = 1,500 \) ms.

The multiwindow LTI + FWI result is shown in Figure 12, which can successfully retrieve the structures of the Marmousi model. Comparison of Figures 10 and 12a shows that the cycle skipping problem of the conventional FWI result has been mitigated, especially on the left side of the Marmousi model. This is mainly because the multiwindow LTI can successfully invert both low-wave number and high-wave number components at the same misfit: in this case, the far offset seismic data with a long Gaussian window, which retrieves the low-wave number components of the velocity model by using the diving wave with large traveltime differences, and the near offset seismic data with a short Gaussian window, which updates the high wave number components by using the reflection wave with small traveltime difference. Then, the multiwindow LTI result was used as an initial velocity model for the high-frequency band FWI. The final inversion results show in Figure 12b, which verifies that the multiwindow LTI + FWI method is an effective approach for mitigating the cycle skipping.

To test the effect of an inaccurate amplitude seismic wavelet on the multiwindow LTI method, we used two seismic wavelets with different amplitudes (Figure 13a) to generate synthetic and observed data, respectively. Comparing Figures 12a and 13b, we show that the multiwindow LTI with an inaccurate amplitude wavelet still can successfully retrieve the macrostructures of the Marmousi model. Based on this test, we demonstrate that the multiwindow LTI has the ability to work even with the amplitude errors in the source wavelet. This is mainly because we normalized the amplitude between synthetic and observed data in the misfit function; in this way, it is more suitable for the realistic seismic data inversion. Furthermore, we also test the effect of Gaussian noise on the multiwindow LTI method. Comparing of Figures 12a and 14b, the multiwindow LTI also obtains accurate macrostructures of the Marmousi model; the noisy contaminated inversion result is similar to the noise-free one. The noisy test result demonstrates that the multiwindow LTI method is reasonably robust to the Gaussian noise.

Figure 11. The LTI + FWI results, using Figure 11 as initial velocity models, (a) 400 ms, (b) 700 ms, (c) 1,100 ms, and (d) 1,500 ms.
7. Discussion

Under the assumption of small velocity perturbations $\Delta v$, which causes a small traveltime shifts and amplitude differences. In this case, we measure a local traveltime shift $\Delta \tau$ for each time window, which is able to handle traveltime inversion for multiple seismic events using the same misfit function and with weak cross-talk noise. Therefore, the application of multiple seismic events at the same time, which has the potential to reconstruct higher-resolution velocity models. The traveltime information is more linearly related to long-wavelength velocity perturbations; however, the amplitude components in the misfit are also significant to the LTI method. This is mainly because seismic waves propagate in often complex media. As we calculated the local traveltime difference, it may produce traveltime noise. Therefore, the amplitude in the LTI misfit is regarded as a weighting factor to attenuate the traveltime noise, which guarantees that the LTI misfit value decreases steadily. In addition, the amplitude weighting factor in the misfit also can reduce the effect of the Gaussian noise and help obtain low-wave number components of the velocity model, even if the seismic data are heavily contaminated with noise.

The LTI misfit was established by using the local transform; therefore, it needs to transform the seismic data into the local domain, trace by trace. After we finish the computation in the local domain, we use the inverse local transformation to transform the adjoint source back to the time-space domain. In this case, we only need to transform the synthetic and observed data into the local domain and do not need to process the forward wavefield, which saves a lot of computational time. The forward and inverse local transformation process requires additional computation, and the computational cost is similar with the wave equation finite difference forward modeling in this article. Fortunately, the forward and inverse local transformation is a redundant transform; in this way, we can increase the time sampling interval to improve the computation efficiency. In addition, the theory of sparsely resampling and compress sensing can be studied to further improve the computational efficiency. Therefore, with the application of the sparsely resampling strategy,
the cost of the local transformation in comparison with the wave equation finite difference forward modeling is small.

The length of the Gaussian window is an important parameter for the LTI method. If a long Gaussian window is applied, it can measure a large traveltime difference between the synthetic and observed data; in this case, the LTI gradient will be rich with low-wave number components. Whereas if a shorter Gaussian window is applied, the LTI gradient will be in rich in higher-wave number components. Therefore, to make full use of advantages of the far offset seismic data, we propose a multiwindow strategy, which allows for the length of the Gaussian window to increase with offset. Based on the multiwindow inversion strategy, we only need to extract the maximum traveltime difference between the first arrival and direct wave in the observed data to automatically generate different lengths of the Gaussian window for different offset seismic data. However, for different situations, the length of the Gaussian window should be changed a little. It is still difficult to choose an optimal length Gaussian window for the LTI method, which requires further study.

8. Conclusions

To improve the resolution of the traveltime inversion and mitigate the cycle skipping of the FWI, a wave equation-based local traveltime inversion (LTI) is proposed. In this case, a local transformation based Gaussian window function is used to localize the seismic waveforms. In this way, it can effectively mitigate the influence of cross-talk noise between the neighboring seismic arrivals. In the LTI misfit, a weighting factor is applied to attenuate the local traveltime noise with weak amplitude seismic events. In this way, it can successfully guarantee the stability of the LTI misfit to converge to the global minimum. In addition, a multi-window strategy is applied to reduce the influence of the unsuitable length of the Gaussian window on the LTI result, which allows for updates of low- and high-wave number components of the velocity model using the same misfit. It also significant for improving the resolution of the LTI result. From the numerical examples, the LTI misfit only measures the local traveltime differences, which is able to recover a kinematically accurate velocity model, even starting with a quite-inaccurate initial guess and seismic data lacking low frequencies.
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