NON-EXISTENCE OF NEGATIVE CURVES
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ABSTRACT. Let $X$ be a projective toric surface of Picard number one blown up at a general point. We bring an infinite family of examples of such $X$ whose Kleiman-Mori cone of curves is not closed: there is no negative curve generating one of the two boundary rays of the cone. These examples are related to Nagata’s conjecture and rationality of Seshadri constants.

1. INTRODUCTION

Let $X_\Delta$ be a projective toric surface defined by a rational triangle $\Delta \subseteq \mathbb{R}^2$, and let $X$ be the blowup of $X_\Delta$ at a general point $e$. In this article we consider the question of whether the Kleiman-Mori cone of curves of $X$ is closed. The cone of curves of $X$ is two-dimensional, with one extremal ray generated by the class of the exceptional curve $E$ and the other extremal ray generated by a class $\gamma$ of nonpositive self-intersection. If we can choose $\gamma$ to be the class of an irreducible curve $C$, we call this $C$ a negative curve of $X$. In other words, a negative curve is any irreducible curve $C \subseteq X$ of nonpositive self-intersection, $C^2 \leq 0$, different from $E$. Our main result is to bring a family of examples of $X$ that have no negative curves, and hence their cones of curves are half-open.

**Theorem 1.1.** Let $\Delta$ be the triangle with vertices

$$(\alpha, 0), (\alpha + 9/7, 0), (3, 7),$$

where $\alpha$ is a rational number in the interval $[-4/15, -16/105]$, and let $X = \text{Bl}_e X_\Delta$ be defined over any algebraically closed field of characteristic 0. Then, $X$ contains no negative curve.

The set of varieties $X_\Delta$ defined by a rational triangle contains as a subset all weighted projective planes $\mathbb{P}(a, b, c)$. The examples in the theorem are not in this subset. However, any $X_\Delta$ defined by a rational triangle is a quotient of $\mathbb{P}^2$ by a finite abelian group.

Let us put this result in the context of [10]. In that article we considered all rational triangles $\Delta$ and catalogued all known negative curves. Part of this work is summarized in Figure [1]. We consider triangles $\Delta$ with a horizontal base and the left and right edges with slopes $s$ and $t$. Then, a triangle $\Delta$, or the blowup $X = \text{Bl}_e X_\Delta$, corresponds to a point in the $st$-plane. We may and will assume that $e = (1, 1)$ is the identity point in the torus $T \subset X_\Delta$. A negative curve is defined by a Laurent polynomial $\xi(x, y)$ that vanishes to order $m$ at the point $e$ and whose
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Figure 1. Negative curves in the parameter space of triangles.

Newton polygon fits into a triangle $\Delta$ of area $\leq m^2/2$. For each polynomial $\xi$, there may be many such triangles $\Delta$, hence the same polynomial $\xi$, can define a negative curve in many varieties $X$. The set of all such $X$ for a fixed $\xi$ is a region in the $st$-plane that typically has the shape of a diamond. In Figure 1, different diamonds correspond to different polynomials $\xi$. If some $X$ contains a negative curve with strictly negative self-intersection, then this negative curve is unique in $X$. This explains why the diamonds can intersect only at their boundary points, in which case $X$ contains two negative curves of zero self-intersection. Parts of the plane are not covered by any diamond. The varieties $X$ corresponding to these points are expected to contain no negative curve. The varieties $X$ in Theorem 1.1 correspond to points in the intersection of the diamonds labeled with $\xi$ and $\zeta$.

We will use results in characteristic 2 to prove Theorem 1.1. Toric varieties $X_\Delta$ can be defined over a field of any characteristic. The picture of diamonds for each field only depends on the characteristic and not on the field. A polynomial $\xi$ that defines a negative curve in characteristic 0 can be chosen to have integer coefficients. Its reduction mod $p$ then defines a (possibly reducible) negative curve in characteristic $p$. Going from characteristic 0 to characteristic $p$, the diamonds may get larger, and there will be new diamonds. Figure 1 shows examples of diamonds of negative curves in characteristic 0 and a few additional diamonds of negative curves in characteristic 2. The points corresponding to $X$ in Theorem 1.1 lie in the intersection of two such diamonds that only exist in characteristic 2. This means that $X$ in characteristic 2 contains two disjoint irreducible curves $C$ and $D$, both with self-intersection zero. These curves span an extremal ray of the cone of curves of $X$. In fact, if $\xi(x, y)$ and
ζ(x, y) are the defining equations of the two curves, then polynomials in \( \mathbb{F}_2[\xi, \zeta, x^{\pm 1}] \) give us all curves on this ray. A negative curve for X in characteristic 0 must also have self-intersection 0 and hence lie on the same extremal ray (otherwise its reduction mod 2 would give a strictly negative curve in characteristic 2). We prove that no polynomial in \( \mathbb{F}_2[\xi, \zeta, x^{\pm 1}] \) (except the monomials \( x^1 \)) can be lifted to characteristic 0 while preserving the condition of vanishing at \( e \) to order \( m \).

Let us mention three open problems that are related to the existence of negative curves: the Mori Dream Space property in positive characteristic, irrationality of Seshadri constants, and Nagata’s conjecture. The triangles in Theorem 1.1 do not give us new information about these problems. However, a similar study of more general triangles would solve the open problems.

It is known by a result of Cutkosky [4] (see also the algebraic version by Huneke [13]) that \( X \) is a Mori Dream Space (MDS) if and only if it contains a negative curve \( C \) and a curve \( D \) disjoint from it. This result holds even when \( C \) and \( D \) have self-intersection zero, see [9, Lemma 2.1]. Thus, the varieties \( X \) in Theorem 1.1 are MDS in characteristic 2. In positive characteristic, it is also known [4] that if \( X \) contains a negative curve \( C \) with strictly negative self-intersection, then \( X \) is a MDS. This fact uses the result of Artin that such negative curves are contractible [11]. However, if \( C \) has self-intersection zero, then it is not known if \( X \) in positive characteristic is a MDS or not. In fact, we do not know any blowup \( X \) as above that is not a MDS in positive characteristic. Let \( \Delta' \) be the triangle as in Theorem 1.1 but with \( \alpha = -1/7 \). Then \( X' = \text{Bl}_e X_{\Delta} \) in characteristic 2 contains a negative curve \( C \) of self-intersection zero, defined by the same polynomial \( \xi \) as above. We conjecture that \( X' \) contains no curve \( D \) disjoint from \( C \) and hence is not a MDS. In Figure 1, the variety \( X' \) lies on the boundary of only one diamond.

Negative curves in \( X \) are related to Seshadri constants (see the discussion in [3, 5]). Recall that if \( L \) is an ample divisor on a variety \( Y \) and \( e \in Y \) is a point, then the single point Seshadri constant of \( Y, L, e \) is

\[
\epsilon(Y, L, e) = \inf_{e \in C} \frac{L \cdot C}{\text{mult}_e C}.
\]

Here the infimum is over all curves \( C \) in \( Y \) passing through \( e \). It is an open problem to find examples of surfaces where the single point Seshadri constant is irrational (see for example [2, 6, 11] for a survey and more recent work). In our case, \( Y = X_{\Delta} \), \( L \) any ample divisor on \( Y \), the single point Seshadri constant at \( e \) is the slope (with respect to \( E \) and \( L \)) of the extremal ray in the cone of curves of \( X = \text{Bl}_e Y \). If \( X \) contains a negative curve then the slope is clearly rational. The examples \( X \) in Theorem 1.1 also have rational slopes because such an \( X \) contains a negative curve in characteristic 2 and the cones in characteristic 0 and 2 are equal. In general, if \( X \) does not contain a negative curve, then the extremal ray is generated by a class \( \gamma \) of self-intersection zero. The slope of this ray can be computed from the triangle, and it is typically irrational. When \( X_{\Delta} = \mathbb{P}(a, b, c) \), then the slope is rational if and only if \( abc \) is a square in \( \mathbb{Z} \). Examples such as the blowups of \( \mathbb{P}(9, 10, 13), \mathbb{P}(7, 13, 16) \).
are conjectured to contain no negative curve [14]. Such weighted projective planes would then provide examples with irrational Seshadri constants.

Nagata’s conjecture [15] states that if \( p_1, \ldots, p_r \) are very general points in \( \mathbb{P}^2 \) and \( C \subseteq \mathbb{P}^2 \) is a curve that has multiplicity \( m_i \) at the point \( p_i \), then for \( r > 9 \),

\[
\deg C > \frac{1}{\sqrt{r}} \sum_i m_i.
\]

Nagata [15] proved the conjecture in the case where \( r \) is a square. A slightly weaker inequality was proved by Xu [17]. A toric variety \( X_\Delta \) given by a triangle can always be presented as a quotient of \( \mathbb{P}^2 \) by a finite abelian group. The examples \( X_\Delta \) in Theorem 1.1 are quotients by an abelian group of order \( r \) that is a square. Then a curve \( \overline{C} \) in \( X_\Delta \) that has multiplicity \( m \) at \( e \) can be pulled back to \( \mathbb{P}^2 \) so that it passes through the \( r \) preimages of \( e \) with multiplicity \( m \). Equation (1.1) applied in this situation says that the strict transform \( C \) of \( \overline{C} \) in \( X = \text{Bl}_e X_\Delta \) has positive self-intersection. In other words, if the inequality holds then \( X \) has no negative curve.

Of course, the \( r \) points in this case are not very general in the sense of Nagata, so Nagata’s conjecture, which is known in the case where \( r \) is a square, does not imply Theorem 1.1. However, it is true that Theorem 1.1 is equivalent to Nagata’s inequality for the special set of points in the preimage of \( e \). For the converse direction, assume that a curve \( C \subseteq \mathbb{P}^2 \) fails the inequality in (1.1). Then the union of the translates of \( C \) by the group action is the inverse image of a curve in \( X_\Delta \) whose strict transform in \( X \) has nonpositive self-intersection.

The proof of Theorem 1.1 is organized as follows. We fix one triangle \( \Delta \) and variety \( X \) as in the statement of Theorem 1.1. In Section 2 we prove the claim that polynomials in the ring \( R = \mathbb{F}_2[\xi, \zeta, x^{\pm 1}] \) give us all curves of self-intersection zero in the variety \( X \) in characteristic 2. In Section 4 we show that none of the curves in characteristic 2 can be lifted to characteristic 0. We show that the obstruction to this lifting lies in a space \( M \) of first cohomologies. Section 3 defines \( M \), gives it the structure of an \( R \)-module, and proves that it is a free module. The freeness is then used in Section 4 to show that the relevant obstruction to lifting does not vanish. In Section 5 we present some linear algebra computations. This is the only section where the proofs depend on the specific triangle \( \Delta \); all other proofs work for any triangle in the intersection of the diamonds of \( \xi \) and \( \zeta \).

We work over the field \( \mathbb{F}_2 \) throughout the paper. The main result, Theorem 1.1, holds over a field of characteristic zero. The background material about toric varieties such as their Weil divisors, class group, vanishing theorems, applies over any ground field.

2. THE SECTION RING \( R \)

Let \( X \) be a normal variety and \( D_1, \ldots, D_n \) Weil divisors on \( X \). Define the section ring

\[
R = \bigoplus_{m_1, \ldots, m_n \in \mathbb{Z}} H^0\left( X, \mathcal{O}_X\left( \sum_i m_i D_i \right) \right).
\]
If the classes of \(D_1, \ldots, D_n\) span the class group \(\text{Cl}(X)\), then \(R\) is called a Cox ring of \(X\) \[12\]. In this section we consider a particular section ring of \(X = \text{Bl}_e X_\Delta\) and compute this ring explicitly.

2.1. **Weil divisors on** \(X_\Delta\). Toric varieties and their \(T\)-invariant divisors can be defined over any field (and even over any ring). We start with an arbitrary field, but then specialize to the case of \(\mathbb{F}_2\). Let us first recall how to find the class group of a toric variety using its \(T\)-invariant Weil divisors \[7\].

Let \(\Delta\) be a rational triangle in \(\mathbb{R}^2\), for example a triangle as in Theorem 1.1. The toric variety \(X_\Delta\) is \(\mathbb{Q}\)-factorial, meaning that every Weil divisor has a nonzero integer multiple that is Cartier. We can compute the intersection number \(C \cdot D\) of two curves \(C, D \subseteq X_\Delta\) by reducing it to the intersection number of a curve and a Cartier divisor.

The class group of \(X_\Delta\) is a direct sum of a free group of rank \(1\) and a finite group. To construct it, one starts with \(T\)-invariant Weil divisors (\(T\)-Weil divisors for short), that means, integral linear combinations of the three boundary divisors. The group of \(T\)-Weil divisors is generated by nef divisors which have a geometric description. A nef \(T\)-Weil divisor corresponds to a triangle with sides parallel to the sides of \(\Delta\) and all sides integral in the sense that the affine line spanned by each side contains a lattice point. Addition is defined as the Minkowski sum of triangles.

Two triangles correspond to linearly equivalent divisors if they differ by an integral translation. The class group \(\text{Cl}(X_\Delta)\) of \(X_\Delta\) is the quotient of the group of \(T\)-Weil divisors by the linear equivalence relation.

A \(T\)-Weil divisor defines the sheaf \(\mathcal{O}_{X_\Delta}(D)\) on \(X_\Delta\). This sheaf is locally free if and only if \(D\) is Cartier, that means, if the corresponding triangle is integral. More precisely, the sheaf is locally free everywhere except at the \(T\)-fixed points corresponding to non-integral vertices of the triangle. Below we will see several cases where a morphism is an isomorphism or a sequence is exact if the divisors involved are Cartier. In the Weil case this may fail because of a torsion sheaf supported at the \(T\)-fixed points. (By a torsion sheaf we always mean a coherent torsion sheaf.)

Because a \(T\)-Weil divisor is supported in the complement of the torus \(T\), we have a canonical trivialization of the sheaf \(\mathcal{O}_{X_\Delta}(D)\) on the torus. We can therefore view sections of the sheaf over an open \(T\)-invariant subset as consisting of Laurent polynomials in \(x, y\) with certain vanishing orders along the three boundary divisors.

Given \(T\)-Weil divisors \(D_1\) and \(D_2\) in \(X_\Delta\), there is an inclusion of sheaves

\[
\mathcal{O}_{X_\Delta}(D_1) \otimes_{\mathcal{O}_{X_\Delta}} \mathcal{O}_{X_\Delta}(D_2) \subseteq \mathcal{O}_{X_\Delta}(D_1 + D_2).
\]

The inclusion may not be an equality, but the cokernel is a torsion sheaf supported at the \(T\)-fixed points. The combinatorial reason why the inclusion may not be an equality is that lattice points in the Minkowski sum of two polyhedra may not be sums of lattice points from the two polyhedra. In the case above, working locally in a \(T\)-invariant open subset, the polyhedra are rational translates of a cone in \(\mathbb{R}^2\).

Given a global section

\[
\xi \in H^0(X_\Delta, \mathcal{O}_{X_\Delta}(D_1)),
\]

we let \( \overline{C} = V(\xi) \) be the closure of the curve that \( \xi \) defines away from the three T-fixed points. For any T-Weil divisor \( D_2 \), multiplication with \( \xi \) defines a morphism

\[
\xi: \mathcal{O}_{X_A}(D_2) \to \mathcal{O}_{X_A}(D_1 + D_2).
\]

**Lemma 2.1.** Assume that \( \overline{C} \) is irreducible and intersects the torus \( T \). Then for any \( D_2 \) the morphism \( \xi \) is injective with cokernel

\[
coker(\xi) = \mathcal{O}_{X_A}(D_1 + D_2)|_{\overline{C}} / \text{Torsion}.
\]

**Proof.** The理想 sheaf of \( \overline{C} \) is

\[
I_{\overline{C}} = \xi \cdot \mathcal{O}_{X_A}(-D_1) \subseteq \mathcal{O}_{X_A}.
\]

Tensoring this with \( \mathcal{O}_{X_A}(D_1 + D_2) \) gives

\[
I_{\overline{C}} \otimes \mathcal{O}_{X_A}(D_1 + D_2) = \xi \cdot \mathcal{O}_{X_A}(-D_1) \otimes \mathcal{O}_{X_A}(D_1 + D_2) \subseteq \xi \cdot \mathcal{O}_{X_A}(D_2).
\]

The quotients of \( \mathcal{O}_{X_A}(D_1 + D_2) \) by these subsheaves now give a surjective morphism

\[
\mathcal{O}_{X_A}(D_1 + D_2)|_{\overline{C}} = \mathcal{O}_{X_A}(D_1 + D_2)/I_{\overline{C}} \otimes \mathcal{O}_{X_A}(D_1 + D_2) \to \mathcal{O}_{X_A}(D_1 + D_2)/\xi \cdot \mathcal{O}_{X_A}(D_2) = coker(\xi).
\]

This map is an isomorphism away from the T-fixed points, so its kernel is a torsion sheaf. Let us check that \( coker(\xi) \) has no torsion; hence the kernel consists of all the torsion.

We consider a T-invariant open affine \( U \subseteq X_A \). Let \( s \) be a section of \( \mathcal{O}_{X_A}(D_1 + D_2) \) on \( U \) such that for some section \( f \) of \( \mathcal{O}_{X_A} \) that does not vanish on \( \overline{C} \), \( f \cdot s \) lies in the subsheaf \( \xi \cdot \mathcal{O}_{X_A}(D_2) \). Recall that we have trivialized all sheaves over the torus, hence we may view all sections as Laurent polynomials. Now, the polynomial \( \xi \), divides \( f \cdot s \). Since \( \xi \) is irreducible and not a unit, it divides \( f \) or \( s \). In the first case \( f \) vanishes on \( \overline{C} \), which is not allowed. It follows that \( \xi \) must divide \( s \). The quotient polynomial is a section of \( \mathcal{O}_{X_A}(D_2) \). This last claim follows because sections of \( \mathcal{O}_{X_A}(D_2) \) are Laurent polynomials with certain vanishing orders at the three boundary divisors. One checks that the quotient has the required orders of vanishing. \( \square \)

### 2.2. Weil divisors on \( X \)

We now fix one triangle \( \Delta \) as in Theorem 1.1 and compute the class groups of \( X_A \) and \( X = Bl_e X_A \) explicitly. These class groups do not depend on the field over which the varieties are defined.

The triangles defining nef T-Weil divisors on \( X_A \) are determined by their lower left and right vertices \( (x_l, y), (x_r, y) \). The integrality condition of the Weil divisors implies that \( x_l \in \frac{1}{n_l} \mathbb{Z} \), \( x_r \in \frac{1}{n_r} \mathbb{Z} \) and \( y \in \mathbb{Z} \) for some nonzero integers \( n_l, n_r \). The numbers \( n_l, n_r \) are the numerators of the slopes \( s = n_l/d_l, t = n_r/d_r \) written in lowest terms. The set of triples

\[
(x_l, x_r, y) \in \frac{1}{n_l} \mathbb{Z} \times \frac{1}{n_r} \mathbb{Z} \times \mathbb{Z}
\]

is the group of T-Weil divisors of \( X_A \).

**Lemma 2.2.** For any triangle \( \Delta \) in Theorem 1.1 either \( n_l \mid n_r \) or \( n_r \mid n_l \).
We can divide the numerator and denominator of \( t \) where \( b \in \mathbb{E} \). The Newton polygon of \( b \) is the class of the exceptional divisor. We write a class as a triple \((b, x, y)\), where \( b = x_R - x_L \) is the length of the base. The class group of \( X_\Delta \) is the quotient by the group \( \mathbb{Z} \times \mathbb{Z} \) acting on \((x_L, y)\) by integral translation. Thus
\[
\text{Cl}(X_\Delta) = \left\{ (b, x_L) \in \frac{1}{n_R} \mathbb{Z} \times \left( \frac{1}{n_L} \mathbb{Z} \right) \right\}.
\]

The numerical equivalence class of a nef divisor is given by the size of the triangle, that means by \( b \).

Let \( X = \text{Bl}_e X_\Delta \). Then its class group is
\[
\text{Cl}(X) = \text{Cl}(X_\Delta) \times \mathbb{Z}(-E),
\]
where \( E \) is the class of the exceptional divisor. We write a class as a triple \((b, x_L, m)\).

For the rest of this section we work over the field \( \mathbb{F}_2 \). We start by constructing two irreducible disjoint curves \( C \) and \( D \) in \( X \) with zero self-intersection. Recall that we have fixed a variety \( X = \text{Bl}_e X_\Delta \) as in Theorem 1.1, where the triangle \( \Delta \) is determined by its left vertex \((\alpha, 0)\). Let \( \pi : X \to X_\Delta \) be the blowup morphism.

**Lemma 2.3.** Let \( H \) be the T-Weil divisor on \( X_\Delta \) corresponding to the triangle \( \Delta \). Then there exists a nonzero section
\[
\xi \in H^0(X, \mathcal{O}_X(\pi^*H - 3E))
\]
that defines an irreducible curve \( C \subseteq X \) with zero self-intersection. The curve \( C \) passes through the T-fixed points corresponding to the lower left and right vertices of \( \Delta \).

**Proof.** Let \( \xi \) be the reduction mod 2 of the polynomial
\[
\xi(x, y) = 1 + x(1 + y + y^2) + x^2y^4 + x^3y^7 \in \mathbb{Z}[x, y].
\]
The Newton polygon of \( \xi \) is the triangle with vertices \((0, 0), (1, 0), (3, 7)\). This triangle lies in \( \Delta \) as required. It also follows that \( \xi \) is irreducible because its Newton polygon has sides of lattice length 1, and hence is not the Minkowski sum of smaller integral polygons [8, Lemma 2.1]. When changing coordinates, we get
\[
\xi(x+1, y+1) = (4x^2 + 32xy + 28y^2 + 8x + 14y + 6) + (3x + 25x^2y + 76xy^2 + 39y^3) + \text{h.d.t.}
\]
Clearly all terms of degree less than 3 vanish mod 2, hence \( \xi \) defines a global section of \( \mathcal{O}_X(\pi^*H - 3E) \). Since \( \xi \) has multiplicity exactly 3 at \( e \), the curve \( C \subseteq X \) that it
defines does not have $E$ as a component and hence is irreducible. The self-intersection number of $C$ is zero:
\[ C \cdot C = 2 \text{Area}(\Delta) - m^2 = 0. \]

Because the triangle $\Delta$ is not integral at the lower two vertices, the curve $C$ passes through the corresponding $T$-fixed points. \hfill $\square$

**Lemma 2.4.** Let $H'$ be the $T$-Weil divisor on $X_\Delta$ corresponding to the triangle with lower vertices $(0, 0), (3, 0)$. Then there exists a nonzero section
\[ \zeta \in H^0(X, \mathcal{O}_X(\pi^*H' - 7E)) \]
that defines an irreducible curve $D \subseteq X$ with zero self-intersection. The curve $D$ passes through the $T$-fixed point corresponding to the top vertex of $\Delta$.

*Proof.* We will construct the polynomial $\zeta$ with Newton polygon equal to the triangle with vertices $(0, 0), (3, 0), (7, 15)$. This triangle lies in the triangle with the same base and sides parallel to $\Delta$. Since the left and right sides of the Newton polygon have lattice length 1, it follows that such $\zeta$ is irreducible, and since the top vertex of the triangle with sides parallel to $\Delta$ is not integral (it has $y$-coordinate $49/3$), the curve $D$ defined by $\zeta$ passes through the corresponding $T$-fixed point. The self-intersection number of $D$ is zero as before.

Let $\xi$ be as in the previous lemma and define $\zeta$ to be
\[ \zeta(x, y) = x(y - 1)x^2 + (xy^2 - 1)^7. \]

Both terms in the sum have all nonzero monomials supported in the triangle defined above, except the monomial $x^7y^{14}$. However, these terms cancel in the sum. This shows that $\zeta$ is supported in the correct triangle. Clearly both terms of the sum vanish to order 7 at $e = (1, 1)$, hence $\zeta$ defines a global section of $\mathcal{O}_X(\pi^*H' - 7E)$. One checks that the coefficients of the monomials corresponding to the vertices $(0, 0), (3, 0), (7, 15)$ are nonzero, which implies that $\zeta$ is nonzero and has the stated Newton polygon.

We also need to check that the curve $D$ in $X$ does not contain $E$ as a component. In other words, that $\zeta$ vanishes to order exactly 7 at $e$. If the vanishing order were greater, then $\zeta$ would define a negative curve in $X$ with strictly negative self-intersection, and that would contradict the existence of the irreducible curve of zero self-intersection defined by $\xi$. \hfill $\square$

Figure 1 shows the diamonds of the polynomials $\xi$ and $\zeta$. The point corresponding to any $X$ as in Theorem 1.1 lies in the intersection of these two diamonds. It follows from Theorem 2.6 below that $\xi$ and $\zeta$ are the only nonzero global sections of their respective sheaves. This gives the uniqueness of the curves $C$ and $D$ in their linear equivalence classes.

For later use, let us consider $\tilde{\xi} \in \mathbb{Z}[x, y]$, the lifting of $\xi$, and write
\[ \tilde{\xi}(x + 1, y + 1) = 2f_1 + g_1, \]
where \( f_1 \) consists of terms of degree less than 3 and \( g_1 \) of degree 3 or greater. The proof of Lemma 2.3 shows that
\[
\begin{align*}
f_1 &\equiv y + 1 \pmod{2}, \\
g_1 &\equiv x^3 + x^2y + y^3 + \text{higher degree terms} \pmod{2}.
\end{align*}
\]
Similarly, we lift \( \zeta \) to a polynomial \( \tilde{\zeta} \in \mathbb{Z}[x, y] \) and write
\[
\tilde{\zeta}(x + 1, y + 1) = 2f_2 + g_2,
\]
where \( f_2 \) has terms of degree less than 7 and \( g_2 \) of degree at least 7. The lowest degree terms of \( g_2 \) mod 2 lie in degree 7.

Let us study the curve \( C = V(\xi) \subseteq X \) further. Its intersection number with the exceptional divisor \( E \) is 3. This intersection is defined by the vanishing of the lowest degree terms in \( \xi(x + 1, y + 1) \), namely the homogeneous polynomial \( x^3 + x^2y + y^3 \). If we dehomogenize it, we get a single variable irreducible polynomial \( t^3 + t + 1 \in \mathbb{F}_2[t] \). Thus, if we consider \( C \) as a scheme over \( \mathbb{F}_2 \), its intersection with \( E \) is a single point with residue field \( \mathbb{F}_8 \). On the other hand, if we consider \( C \) as a variety over \( \mathbb{F}_2 \), then this point splits into three distinct points. Since these are simple points on \( E \), it follows that \( C \) is smooth at these points and intersects \( E \) transversely.

2.3. A section ring of \( X \). We continue working over \( \mathbb{F}_2 \). Consider the extremal ray of the cone of curves of \( X \) that contains \( C \) and \( D \). The elements of \( \text{Cl}(X) \) that have their numerical equivalence classes on this ray satisfy
\[
b = \frac{3}{7}m \geq 0.
\]
The equality here is the condition that \( m^2 \) equals twice the area of the triangle, hence the class has self-intersection zero. The inequality restricts this line to the ray of nef divisors. We may write this subset of \( \text{Cl}(X) \) as
\[
\left\{(b, x_L, m) \in \text{Cl}(X) \mid b = \frac{3}{7}m \geq 0\right\} \equiv \left\{(x_L, m) \in \left(\frac{1}{n_L} \mathbb{Z}\right)/\mathbb{Z} \times \mathbb{Z}_{\geq 0}\right\}.
\]
Let us choose Weil divisors \( D_1, D_2 \) such that the classes of \( \pm D_1 \) and \( D_2 \) generate this semigroup:
\[
[D_1] = \left(x_L = \frac{1}{n_L}, m = 0\right), \quad [D_2] = \left(x_L = 0, m = 1\right).
\]
The triangle of the divisor \( D_1 \) is the point \( (1/n_L, 0) \). The triangle of \( D_2 \) has lower vertices \( (0, 0), (3/7, 0) \).

**Definition 2.5.** Define the section ring
\[
R = \bigoplus_{m_1 \in \mathbb{Z}, m_2 \in \mathbb{Z}_{\geq 0}} H^0(X, \mathcal{O}_X(m_1D_1 + m_2D_2))
\]
\[
= \bigoplus_{x_L \in \frac{1}{n_L} \mathbb{Z}, m \in \mathbb{Z}_{\geq 0}} H^0(X, \mathcal{O}_X(x_LD_1 + mD_2)).
\]
More concretely, $R$ is a graded ring. To find its elements of degree $(x_1, m)$, we consider the triangle with left vertex $(x_1, 0)$ and base of length $\frac{3}{2}m$. Then the homogeneous part of degree $(x_1, m)$ in $R$ consists of all Laurent polynomials in $\mathbb{F}_2[x^{\pm 1}, y^{\pm 1}]$ that are supported in the triangle and vanish to order at least $m$ at $e = (1, 1)$.

Note that $\xi$ and $\zeta$ are homogeneous elements of $R$. The element $\xi$ lies in degree $(x_1 = \alpha, m = 3)$, and $\zeta$ lies in degree $(x_1 = 0, m = 7)$. The polynomial $x$ lies in degree $(x_1 = 1, m = 0)$.

**Theorem 2.6.** The elements $\xi$, $\zeta$, and $x$ of $R$ are algebraically independent over $\mathbb{F}_2$ and

\[ R \cong \mathbb{F}_2[\xi, \zeta, x^{\pm 1}] . \]

**Proof.** Let $s$ be a homogeneous element of $R$ in degree $(x_1, m)$. If the top vertex of the triangle corresponding to this degree does not lie in the Newton polygon of $s$, then the curve $V(s)$ passes through the corresponding $T$-fixed point. We know that $D = V(\zeta)$ also passes through this point. Since $D \cdot V(s) = 0$ and $D$ is irreducible, it follows that $\zeta$ divides $s$ as a Laurent polynomial, and hence it divides $s$ in the ring $R$.

Similarly, if the Newton polygon of $s$ does not contain the left or the right vertex of the triangle, then $\xi$ divides $s$ in $R$.

If all three vertices lie in the Newton polygon of $s$, then the triangle must be integral. This implies that $x_1 = 1 \in \mathbb{Z}$ and $m = 7n$ for some $n \in \mathbb{Z}$. Now, $x^1 \zeta^n$ is supported in the same triangle and the difference $s - x^1 \zeta^n$ has Newton polygon that does not contain the left and right vertices; hence we can continue dividing by $\xi$.

By induction, this process stops when $m = 0$. In this case the triangle is reduced to a point with coordinates $(x_1, y = 0)$. In this degree there is a nonzero global section if and only if the point is integral, $x_1 = 1 \in \mathbb{Z}$. Then $x^1$ is the unique nonzero global section.

The previous argument shows that every element $s \in R$ can be written as a polynomial in $\xi$, $\zeta$, $x^{\pm 1}$. Hence the graded morphism

\[ \mathbb{F}_2[\xi, \zeta, x^{\pm 1}] \rightarrow R \]

is surjective. We will show that it is also injective. Since the morphism is graded, its kernel must be homogeneous. Suppose the map in degree $(x_1, m)$ is not injective. The degree $(x_1, m)$ part of the left hand side has a basis consisting of all monomials

\[ x^l \xi^i \zeta^j, \quad l, i, j \in \mathbb{Z}, i, j \geq 0 \]

such that $3i + 7j = m$ and $l + \alpha i = x_1$. We will consider the Newton polygons of these monomials restricted to the $x$-axis, $y = 0$. The Newton polygons of $\xi$ and $\zeta$ restrict to intervals $[0, 1]$ and $[0, 3]$, respectively. The Newton polygon of $x$ is simply the point 1. From this we can compute the Newton polygon of the monomial to be

\[ [l, 1] + [0, i + 3j] = [x_1 - \alpha i, x_1 - \alpha i] + [0, i + 3j] . \]

Notice that the left endpoints of these intervals increase with $i$ since $\alpha < 0$. Hence if there is a relation among the monomials, then one proves by induction on $i$ that the coefficients in front of the monomials must all be zero.
3. The module $M$ of first cohomologies.

We fix a variety $X$ as in Theorem 1.1. In the previous section, we defined the ring $R$ of zeroth cohomologies of certain sheaves. In this section we define similarly the space $M$ of first cohomologies of the same sheaves. This $M$ has the structure of an $R$-module. In the next section we prove that no element of $R$ can be lifted to characteristic zero. The obstruction to lifting lies in the module $M$.

We work over the field $\mathbb{F}_2$ throughout this section. The computation of cohomology in the next subsection works over any field.

3.1. The first cohomology. Let $H$ be a $T$-Weil divisor on $X_\Delta$, $m \geq 0$, and $\pi : X \to X_\Delta$ the blowup morphism. We consider the divisor $D = \pi^*H - mE$ on $X$. Global sections of $\mathcal{O}_X(D)$ can be identified with global sections of $\mathcal{O}_{X_\Delta}(H)$ that vanish to order at least $m$ at $e = (1, 1)$. Let us write this more formally.

Let $m \cdot e \subset X_\Delta$ be the closed subscheme of the torus $T$ defined by the ideal $(x - 1, y - 1)^m$. Consider the restriction of the sheaf $\mathcal{O}_{X_\Delta}(H)$ to the subscheme $m \cdot e$:

$$\mathcal{O}_{X_\Delta}(H) \to \mathcal{O}_{X_\Delta}(H)|_{m \cdot e} = \mathcal{O}_{m \cdot e},$$

where the last equality follows from the trivialization of the sheaf $\mathcal{O}_{X_\Delta}(H)$ on the torus. This morphism induces a morphism of global sections

$$\phi : H^0(X_\Delta, \mathcal{O}_{X_\Delta}(H)) \to H^0(X_\Delta, \mathcal{O}_{m \cdot e}),$$

which can be described more concretely as follows. A global section $s$ on the left hand side is a Laurent polynomial in $x$ and $y$. The map $\phi$ takes it to

$$\phi : s(x, y) \mapsto s(x + 1, y + 1) \in \mathbb{F}_2[x, y]/(x, y)^m.$$

Lemma 3.1. The kernel and cokernel of $\phi$ are $H^0(X, \mathcal{O}_X(D))$ and $H^1(X, \mathcal{O}_X(D))$, respectively.

Proof. There is an exact sequence of sheaves on $X$

$$0 \to \mathcal{O}_X(D) \to \mathcal{O}_X(\pi^*H) \to \mathcal{O}_X(\pi^*H)|_{m \cdot E} \to 0,$$

where $m \cdot E \subseteq X$ is the $m$-fold thickening of $E$. This gives an exact sequence of cohomology

$$0 \to H^0(X, \mathcal{O}_X(D)) \to H^0(X, \mathcal{O}_X(\pi^*H)) \to H^0(X, \mathcal{O}_X(\pi^*H)|_{m \cdot E}) \to H^1(X, \mathcal{O}_X(D)) \to 0.$$

The sequence ends on the right because $H$ is a nef $\mathbb{Q}$-Cartier divisor on a toric variety, hence its higher cohomology vanishes $[2]$: $H^1(X, \mathcal{O}_X(\pi^*H)) = H^1(X_\Delta, \mathcal{O}_{X_\Delta}(H)) = 0$.

In the exact sequence of global sections, the middle map can be identified with $\phi$. □

Remark 3.2. Lemma 3.1 was stated for the variety $X$ over the field $\mathbb{F}_2$, but clearly it holds for $X$ over any field. Note also that we can represent the map $\phi$ by an integer matrix that does not depend on the field. This is done by choosing the basis of monomials in both source and target. In Section 4 below, we will in fact define $\phi$...
over any base ring $S$. Working over an arbitrary field, the kernel and cokernel of $\phi$ are defined over the prime field, $\mathbb{F}_2$ in characteristic 2 and $\mathbb{Q}$ in characteristic 0. Consider the case where $\ker \phi$ is nonzero over a field of characteristic 0. Then we may choose a nonzero element in the kernel as a polynomial with rational coefficients, and after clearing denominators, we may assume further that the coefficients are integers with gcd of all coefficients equal to 1. Such a polynomial defines a nonzero element in $H^0(X, \mathcal{O}_X(D))$ in characteristic 0 that reduces to a nonzero element in characteristic 2.

3.2. The module $M$. Recall that we defined the section ring $R$ graded by $(x_L \in \frac{1}{n_L} \mathbb{Z}, m \in \mathbb{Z}_{\geq 0})$:

$$R = \bigoplus_{x_L, m} H^0(X, \mathcal{O}_X(x_LD_1 + mD_2)).$$

We define similarly the space of first cohomologies:

$$M = \bigoplus_{x_L, m} H^1(X, \mathcal{O}_X(x_LD_1 + mD_2)).$$

The graded vector spaces $R$ and $M$ can be put into an exact sequence

$$0 \rightarrow R \xrightarrow{\bigoplus H^0(X, \mathcal{O}_X(x_LD_1 + mD_2))} \xrightarrow{\phi} \bigoplus H^0(X, \mathcal{O}_{m, e}) \rightarrow M \rightarrow 0,$$

where $H_{x_L, m}$ is a $T$-Weil divisor on $X_\Delta$ such that

$$x_LD_1 + mD_2 = \pi^* H_{x_L, m} - mE.$$

Let now $s$ be a homogeneous element of $R$ in degree $(x_L^0, m^0)$. Then multiplication with $s$ defines a graded morphism of degree $(x_L^0, m^0)$ of the exact sequence above:

$$0 \longrightarrow R \xrightarrow{s(x,y)} \bigoplus H^0(X, \mathcal{O}_X(x_LD_1 + mD_2)) \xrightarrow{\phi} \bigoplus H^0(X, \mathcal{O}_{m, e}) \longrightarrow M \longrightarrow 0$$

(3.1)

These multiplication maps give $M$ the structure of a graded $R$-module. Recall that $R = \mathbb{F}_2[\xi, \zeta, x^{\pm 1}]$, where $\xi$ and $\zeta$ are defined in Lemma 2.3 and Lemma 2.4

$$\xi(x + 1, y + 1) = g_1(x, y), \quad \zeta(x + 1, y + 1) = g_2(x, y).$$

The action of $\xi$ and $\zeta$ on $M$ is by multiplication with $g_1$ and $g_2$, respectively. The variable $x$ acts by multiplication with $x + 1$. The inverse $x^{-1}$ acts by multiplication with $1 - x + x^2 - \ldots$. This is well defined because on each graded piece of $M$ multiplication with $x^l$ is zero for $l$ large enough.

**Theorem 3.3.** The module $M$ is a graded free $R$-module.

3.3. Proof of Theorem 3.3. We show that $\xi, \zeta$ form an $M$-regular sequence. This implies that $M$ is a graded free $\mathbb{F}_2[\xi, \zeta]$-module. The element $x$ acts on $M$ by a graded isomorphism. This action turns $M/(\xi, \zeta)M$ into a free $\mathbb{F}_2[x^{\pm 1}]$-module, which implies that $M$ is a free $\mathbb{F}_2[\xi, \zeta, x^{\pm 1}]$-module.

**Lemma 3.4.** The element $\xi, \in R$ is not a zero-divisor on $M$. 
Proof. Consider the map of exact sequences (3.1) defined by \( s = \xi \). We restrict this map to one degree so that it goes from degree \((x_L - \alpha, m - 3)\) to degree \((x_L, m)\), \( m \geq 3 \). Write the divisors in these degrees as
\[(x_L - \alpha, m - 3) : D' = \pi' H' - (m - 3)E,\]
\[(x_L, m) : D = \pi' H - mE.\]
We add the kernels and cokernels of the vertical maps to the diagram. Then, with some abuse of notation, we have
\[
\begin{array}{cccccccc}
& 0 & 0 & 0 & K & \\
\downarrow & \downarrow & \downarrow & \downarrow & \\
0 & \rightarrow & H^0(\mathcal{O}(D')) & \rightarrow & H^0(\mathcal{O}(H')) & \rightarrow & H^0(\mathcal{O}_{(m-3)}e) & \rightarrow & H^1(\mathcal{O}(D')) & \rightarrow & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
0 & \rightarrow & H^0(\mathcal{O}(D)) & \rightarrow & H^0(\mathcal{O}(H)) & \rightarrow & H^0(\mathcal{O}_{m}e) & \rightarrow & H^1(\mathcal{O}(D)) & \rightarrow & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
Q_1 & Q_2 & Q_3 & Q_4 & \\
\end{array}
\]
It is easy to see that the kernels in the left three columns are all zero. In the second column, the map \( \xi \) is multiplication in the Laurent polynomial ring. Since this ring is a domain, the kernel of this map, as well as the kernel in the first column, is zero. In the third column, if \( g_1 f \equiv 0 \pmod{(x, y)^m} \), then using the fact that \( g_1 \) lies in \((x, y)^3 \setminus (x, y)^4\), we get that \( f \equiv 0 \pmod{(x, y)^{m-3}}\).

The diagram gives us a sequence of maps of the cokernels
\[
0 \rightarrow Q_1 \xrightarrow{\delta_1} Q_2 \xrightarrow{\delta_2} Q_3 \rightarrow Q_4 \rightarrow 0.
\]
This sequence is exact except possibly at \( Q_2 \).

\( \ker \delta_2/\text{image } \delta_1 \cong K. \)

(This can be seen by cutting the two rows into two short exact sequences and then considering the two long exact sequences of kernels and cokernels.) Thus, to show that \( K = 0 \), we need to prove that the sequence is also exact at \( Q_2 \). We will describe the three spaces \( Q_1, Q_2, Q_3 \).

The space \( Q_1 \) is the quotient \( \mathbb{F}_2[\xi, \xi', x^m]/(\xi) \) in degree \((x_L, m)\). This is either zero or 1-dimensional with basis \( x^l \xi^{m/7} \) when \( x_L = l \in \mathbb{Z} \) and \( 7 \mid m \).

To find \( Q_2 \), by Lemma 2.1 we have an exact sequence of sheaves
\[
0 \rightarrow \mathcal{O}_{X_{\lambda}}(H') \xrightarrow{\xi} \mathcal{O}_{X_{\lambda}}(H) \rightarrow \mathcal{O}_{X_{\lambda}}(H)|\mathcal{C}/\text{Torsion} \rightarrow 0.
\]
Here \( \mathcal{C} = V(\xi) \subseteq X_{\lambda} \), and \( C \) is its strict transform in \( X \). We assume that \( m - 3 \geq 0 \), hence \( H' \) is a nef divisor on \( X_{\lambda} \) and the higher cohomology of \( \mathcal{O}_{X_{\lambda}}(H') \) vanishes. Then the cohomology sequence of the short exact sequence gives us
\[
Q_2 = H^0(\mathcal{C}, \mathcal{O}_{X_{\lambda}}(H)|\mathcal{C}/\text{Torsion}).
\]
The sheaf \( \mathcal{O}_{X_{\lambda}}(H) \) is locally free in a neighborhood of \( \mathcal{C} \) if and only if the left and right vertices of the triangle corresponding to \( H \) are integral. This is equivalent to
The sheaf $\mathcal{O}_{X_3}(H)$ restricts to a degree $H \cdot \mathcal{C} = 3m$ line bundle on $\mathcal{C}$.

In general, $nH$ is a Cartier divisor in a neighborhood of $C$ for some integer $n > 0$. The sheaf $\mathcal{O}_{X_3}(nH)$ restricts to a degree $n \cdot 3m$ line bundle on $\mathcal{C}$. We will use the inclusion

$$\mathcal{O}_{X_3}(H)^{\otimes n} \subseteq \mathcal{O}_{X_3}(nH)$$

as follows. Given an element $s \in \mathcal{Q}_2$, $s^n$ gives a global section of the line bundle $\mathcal{O}_{X_3}(nH)|_{\mathcal{C}}$. If $H$ is not Cartier at a T-fixed point on $\mathcal{C}$, then the section $s^n$ vanishes at that point.

The space $\mathcal{Q}_3$ is the coordinate ring of the affine scheme $(m \cdot e) \cap \mathcal{C}$.

Now consider $s \in \ker(Q_2 \to Q_3)$. This $s$ is a global section of $\mathcal{O}_{X_3}(H)|_{\mathcal{C}}/\text{Torsion}$ that vanishes on $m \cdot e \cap \mathcal{C}$. We claim that the vanishing imposes $3m$ conditions on the sections $s \in \mathcal{Q}_2$. Since we have trivialized $\mathcal{O}_{X_3}(H)$ on the torus $H$, this does not depend on the divisor $H$. We may assume that $H = 0$ and work with functions in $\mathcal{O}_{\mathcal{C}}$. Functions on $\mathcal{C}$ can be pulled back to functions on $C$. If a function on $\mathcal{C}$ vanishes on $(m \cdot e) \cap \mathcal{C}$, then its pullback vanishes on $(m \cdot e) \cap C$. When working over $\mathbb{F}_2$, the curve $C$ intersects $E$ transversely at 3 points. Hence the pullback of $s$ must vanish at $3m$ points on $C$ when counted with multiplicities. This imposes $3m$ linear conditions on sections $s \in \mathcal{Q}_2$. Note also that the map $\delta_2 : \mathcal{Q}_2 \to \mathcal{Q}_3$ is a linear map defined over the field $\mathbb{F}_2$. Its rank does not change if we extend the field to $\mathbb{F}_2$.

First consider the case where $H$ is Cartier in a neighborhood of $\mathcal{C}$. Then the pullback of $\mathcal{O}_{X_3}(H)$ to $C$ is a line bundle of degree $3m$. The pullback of $s$ gives a section of this bundle that vanishes at $3m$ points. There can be at most one such nonzero section, so that $\ker(Q_2 \to Q_3)$ has dimension at most 1. In this case we know that $\mathcal{Q}_1$ has dimension 1. It follows that $\text{image}(Q_1 \to Q_2) = \ker(Q_2 \to Q_3)$.

If $H$ is not Cartier in a neighborhood of $\mathcal{C}$, consider the section $s^n$ pulled back to $C$ for some $n > 0$ such that $nH$ is Cartier. This pullback is a global section of a degree $n \cdot 3m$ line bundle that vanishes at $n \cdot 3m$ points in $C \cap E$. Since $H$ is not Cartier, $s^n$ also vanishes at a T-fixed point on $C$. This implies that $s = 0$. In this case also $\mathcal{Q}_1 = 0$, hence $\text{image}(Q_1 \to Q_2) = \ker(Q_2 \to Q_3) = 0$. \hfill $\Box$

**Lemma 3.5.** The element $\zeta \in \mathcal{R}$ is not a zero-divisor on $M/\xi M$.

**Proof.** The degree $(x_L, m)$ part of the quotient module $M/\xi M$ was called $\mathcal{Q}_4$ in the proof of the previous lemma. In the same lemma we constructed an exact sequence

$$0 \to \mathcal{Q}_1 \to \mathcal{Q}_2 \to \mathcal{Q}_3 \to \mathcal{Q}_4 \to 0,$$

and described the other terms $\mathcal{Q}_i$ for $i = 1, 2, 3$ explicitly. We will now consider two such exact sequences of $\mathcal{Q}_i$ in degrees $(x_L, m - 7)$ and $(x_L, m)$. Multiplication with $\zeta$ takes one sequence to the other. On the terms $\mathcal{Q}_4$ this gives the action of $\zeta$ on $M/\xi M$. Let us denote the divisors in degrees $(x_L, m - 7)$ and $(x_L, m)$

$$(x_L, m - 7) : B' = \pi^*H' - (m - 7)E,$$

$$(x_L, m) : B = \pi^*H - mE.$$
We will assume that $m \geq 7$, otherwise the source $Q_4$ is zero. The morphism of the two exact sequences with kernels and cokernels added is:

\[
\begin{array}{cccccc}
0 & 0 & 0 & L \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
0 & (R/\xi)_{B'} & H^0(\mathcal{O}(H')_{C}/\text{Tors.}) & \phi & H^0(\mathcal{O}(m-7\cdot e; C)} & (M/\xi M)_{B'} & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
C_1 & C_2 & C_3 & C_4 \\
\end{array}
\]

Here we have used subscripts $B, B'$ to denote the degree. Again, it is not hard to check that the kernels of the left three vertical maps are zero. In the second column this follows because we are multiplying sections of torsion-free sheaves on an irreducible curve.

To prove that the third vertical map $\zeta$ is injective, we will change the ground field from $\mathbb{F}_2$ to $\overline{\mathbb{F}}_2$, which allows a more geometric argument. Since $\zeta$ is a linear map between $\mathbb{F}_2$-vector spaces, its injectivity does not change if we extend the field. We work over $\overline{\mathbb{F}}_2$ and consider regular functions on $C$ pulled back to regular functions on $C_3$. This defines an inclusion

\[ H^0(C, \mathcal{O}_{m\cdot e; C}) \subseteq H^0(C, \mathcal{O}_{m\cdot e; C}). \]

The pullback of $\zeta$ to the blowup defines the divisor $D + 7E$, and since $D$ does not intersect $C$, multiplication by the pullback of $\zeta$ is the multiplication by a local equation of $7E$. This multiplication is injective. Locally at each of the 3 points in $C \cap E$, the map $\zeta$ is isomorphic to

\[ t^7 : \overline{\mathbb{F}}_2[t]/(t^{m-7}) \rightarrow \overline{\mathbb{F}}_2[t]/(t^m), \]

where $t$ is the local equation of $E$, defining a local parameter for $C$.

We also note that the cokernel $C_1 = R/(\xi, \zeta) = \mathbb{F}_2[x^{\pm 1}]$ is zero in degree $B$ because $m > 0$. This gives us an exact sequence

\[ 0 \rightarrow L \rightarrow C_2 \xrightarrow{\delta} C_3 \rightarrow C_4 \rightarrow 0, \]

and we need to prove that $\delta$ is injective. We do this by describing $C_2$ and $C_3$ geometrically.

Let $\overline{D} \subseteq X_\Delta$ be the curve defined by $\zeta$, so that $D$ is its strict transform in $X$. The space $C_3$ is the coordinate ring of the affine scheme $(m \cdot e) \cap \overline{C} \cap \overline{D}$. This scheme is equal to $\overline{C} \cap \overline{D}$. Indeed, in the blowup $X$, the scheme defined by the vanishing of $\xi$ and $\zeta$ is

\[ (C \cup 3E) \cap (D \cup 7E) = (C \cap 7E) \cup (D \cap 3E) \cup 3E \subseteq 7E \subseteq mE. \]

To find the space $C_2$, we start with the exact sequence

\[ 0 \rightarrow \mathcal{O}_{X_\Delta}(H') \xrightarrow{\zeta} \mathcal{O}_{X_\Delta}(H) \rightarrow \mathcal{O}_{X_\Delta}(H)|_{\overline{D}}/\text{Torsion} \rightarrow 0. \]
We are interested in the cases where we define similarly its order as the largest \( r \) such that \( \zeta \) lifts mod \( 2^r \) and \( 2^r \) divides all its coefficients. If \( 2^r \) divides all its coefficients, then \( 2^r \) divides all its coefficients.

The cokernel of \( \zeta \) is also no need to mention the torsion on the right because \( \mathbb{D} \cap \mathbb{C} \) is a complete intersection in \( X_\Delta \). There is no Tor \_1 term on the left because \( \mathbb{D} \cap \mathbb{C} \) is a complete intersection in \( X_\Delta \). There is also no need to mention the torsion on the right because \( \mathbb{D} \cap \mathbb{C} \) is supported at the point \( e \) while the torsion was supported at a T-fixed point. The left two sheaves may have torsion at the two T-fixed points that lie on \( \mathbb{C} \). We can mod out by this torsion and consider the long exact sequence in cohomology:

\[
0 \to H^0(\mathbb{C}, \mathcal{O}_{X_\Delta}(H'))|_{\mathbb{C}} / \text{Tors.} \xrightarrow{\zeta} H^0(\mathbb{C}, \mathcal{O}_{X_\Delta}(H))|_{\mathbb{C}} / \text{Tors.} \to H^0(\mathbb{C}, \mathcal{O}_{X_\Delta}(H)|_{\mathbb{D} \cap \mathbb{C}}) \to \cdots
\]

The cokernel of \( \zeta \) in this sequence gives the space \( C_2 \). Note that

\[
\text{coker } \zeta \subseteq H^0(\mathbb{C}, \mathcal{O}_{X_\Delta}(H))|_{\mathbb{D} \cap \mathbb{C}} = H^0(\mathbb{C}, \mathcal{O}_{\mathbb{D} \cap \mathbb{C}}) = C_3.
\]

This inclusion is the map \( \delta \) in the sequence above. \( \square \)

### 4. Proof of Theorem 1.1

We fix one variety \( X \). Suppose by contradiction that \( X \) over a field of characteristic 0 contains a negative curve. As explained in Remark 3.2, we may assume that this curve is defined by a polynomial \( \tilde{s} \) with integer coefficients such that the reduction \( s \) of \( \tilde{s} \) mod 2 gives a possibly reducible negative curve in characteristic 2. We know that all such \( s \) must lie in the ring \( R \), hence \( \tilde{s} \) is a lift of the element \( s \in R \) to characteristic 0. To prove Theorem 1.1, we show that no element of \( R \) in degree \( m > 0 \) can be lifted to characteristic zero.

For any ring \( S \), define \( R_S \) and \( M_S \) by the exact sequence of graded maps of \( S \)-modules

\[
0 \to R_S \to \bigoplus_{x_1, m} H^0(X_{\Delta, S}, \mathcal{O}_{X_{\Delta, S}}(H_{x_1, m})) \xrightarrow{\phi} \bigoplus_{x_1, m} H^0(X_{\Delta, S}, \mathcal{O}_{m, x_1, S}) \to M_S \to 0.
\]

Here \( H^0(X_{\Delta, S}, \mathcal{O}_{X_{\Delta, S}}(H_{x_1, m})) \) consists of Laurent polynomials with coefficients in \( S \) and supported in the triangle corresponding to the degree \((x_1, m)\). In the third term,

\[
H^0(X_{\Delta, S}, \mathcal{O}_{m, x_1, S}) = S[x, y]/(x, y)^m,
\]

and \( \phi \) is the change of coordinates map

\[
\phi : s(x, y) \mapsto s(x + 1, y + 1) \pmod{(x, y)^m}.
\]

We are interested in the cases where \( S = \mathbb{Z} \) or \( S = \mathbb{Z}/2^p \mathbb{Z} \). The case \( p = 1 \) gives the previously defined \( R \) and \( M \).

The definition of \( R_S \) is functorial in \( S \). We say that an element \( r \in R = R_{\mathbb{Z}/2^p \mathbb{Z}} \) lifts to characteristic zero if \( r \) lies in the image of \( R_{\mathbb{Z}} \to R \). More generally, given \( r \in R_{\mathbb{Z}/2^p \mathbb{Z}} \), we say that \( r \) lifts mod \( 2^q \) for \( q > p \) if it lies in the image of \( R_{\mathbb{Z}/2^q \mathbb{Z}} \to R_{\mathbb{Z}/2^p \mathbb{Z}} \). Clearly, if an element \( r \in R \) lifts to characteristic zero then it lifts mod \( 2^q \) for any \( q > 1 \).

For an integer \( a \), define its 2-adic order, \( \text{ord}(a) \), as the largest \( p \geq 0 \) such that \( 2^p \) divides \( a \). The element 0 has order \( \infty \). For a polynomial with integer coefficients, we define similarly its order as the largest \( p \) such that \( 2^p \) divides all its coefficients. If the polynomial has order \( p \), we call its initial terms the sum of those terms that have
coefficients with order exactly $p$. A polynomial has infinite order if and only if it is the zero polynomial. In that case its initial terms are also zero.

**Lemma 4.1.** Let $\xi \in H^0(X_{A,\mathbb{Z}}, O_{X_{A,\mathbb{Z}}}(H_{x_1,m}))$ be such that $\xi$ lies in the kernel of $\phi$ (mod $2^p$):

$$\phi(\xi) = 2^p \xi,$$

for some $p > 0$, $f \in \mathbb{Z}[x, y]/(x, y)^m$, and hence $\xi$ defines an element $s \in \mathbb{Z}[x, y]/2^{p^2}\mathbb{Z}$. Then $s$ can be lifted to mod $2^{p^2 + 1}$ if and only if $f$ maps to zero in $M$.

**Proof.** To lift $s$ means to find $\tilde{s}' \in H^0(X_{A,\mathbb{Z}}, O_{X_{A,\mathbb{Z}}}(H_{x_1,m}))$ such that

$$\phi(\tilde{s} + 2^p \tilde{s}') = 2^p (f + \phi(\tilde{s}')) \equiv 0 \pmod{2^{p^2 + 1}}.$$

This congruence holds if and only if

$$f \equiv -\phi(\tilde{s}') \pmod{2},$$

which means $f = 0$ in $M$. \qed

We start by considering liftings of the generators $\xi, \zeta$ of $R$. For the rest of this section let us fix representatives $\tilde{\xi}, \tilde{\zeta} \in \mathbb{Z}[x, y]$, and write these as

$$\tilde{\xi}(x + 1, y + 1) = 2f_1 + g_1,$$
$$\tilde{\zeta}(x + 1, y + 1) = 2f_2 + g_2,$$

where $2f_1 = \phi(\tilde{\xi})$, $2f_2 = \phi(\tilde{\zeta})$, $g_1 \in (x, y)^3$, $g_2 \in (x, y)^7$. Here we view $f_1, f_2$ as elements of the same degree as $\xi, \zeta$, either in $\mathbb{Z}[x, y]/(x, y)^m$, where $m = 3, 7$, or in the quotient $M$. Multiplication with $g_1, g_2$ gives the action of $\tilde{\xi}, \tilde{\zeta}$.

From the previous lemma we get that $\xi$ (resp. $\zeta$) can be lifted mod $4$ if and only if the image of $f_1$ (resp. $f_2$) is zero in $M$.

Let us also consider liftings of $\xi^2$ (the case of $\zeta^2$ is similar). We use the same integral representation $\tilde{\xi}$. Then

$$\tilde{\xi}^2(x + 1, y + 1) = (2f_1 + g_1)^2 = 4(f_1^2 + f_1 g_1) + g_1^2.$$

Here $g_1^2 \in (x, y)^6$, hence the first term tells us that $\tilde{\xi}^2$ automatically lifts mod $4$. The image of $f_1^2 + f_1 g_1$ in $M$ determines if $\tilde{\xi}^2 \pmod{4}$ can be lifted mod $8$:

$$\phi(\tilde{\xi}^2 + 4 \xi) \equiv 0 \pmod{8}.$$

One can ask if, more generally, we can lift $\xi^2 \pmod{8}$ by adding a multiple of $2$ to $\tilde{\xi}^2$:

$$\phi(\tilde{\xi}^2 + 2 \xi + 4 \xi) \equiv 0 \pmod{8}.$$

However, notice that $\phi(\xi) \equiv 0 \pmod{2}$, and since $\xi^2$ is the only nonzero element of $R$ in its degree, we must have $\xi \equiv c \xi^2 \pmod{2}$ for some $c \in \mathbb{F}_2$. We saw that $\phi(\xi^2) \equiv 0 \pmod{4}$, hence $\phi(2 \xi^2) \equiv 0 \pmod{8}$. Therefore, adding the term $2 \xi^2$ does not change the liftable mod $\xi^2 \pmod{8}$. In summary, $\xi^2$ can be lifted mod $8$ if and only if $f_1^2 + f_1 g_1$ in zero in $M$.

**Lemma 4.2.** The elements $f_1, f_2, f_1^2 + f_1 g_1, f_2^2 + f_2 g_2$ are nonzero in $M$. In other words, $\xi, \zeta$ can not be lifted mod $4$, and $\xi^2, \zeta^2$ can not be lifted mod $8$. 
We will prove Lemma 4.2 in the next section. The proof of this lemma is the only part in the proof of Theorem 1.1 that depends on the triangle $\Delta$. All other proofs work the same way for all triangles.

**Theorem 4.3.** Let $s \in R$ be a nonzero homogeneous element of degree $(x_1, m > 0)$ that lifts to characteristic zero. Then, there is a nontrivial linear relation:

$$r_1x_1 + r_2x_2 = 0, \quad r_1, r_2 \in R,$$

between elements $x_1, x_2 \in M$, where

$$x_1 \in \{f_1, f_1^2 + g_1f_1\}, \quad x_2 \in \{f_2, f_2^2 + g_2f_2\}.$$

**Proof.** Let

$$s = \sum_{l,i,j} a_{l,i,j} x^l \xi^i \xi_j, \quad a_{l,i,j} \in \mathbb{F}_2,$$

and let $\bar{s}$ be a lifting of $s$ to characteristic zero; that means, an integral polynomial in $H^0(X_{\Delta,Z}, \mathcal{O}_{X_{\Delta,Z}}(H_{x_1,m}))$ that lies in the kernel of $\phi$ and reduces to $s \mod 2$. We lift the coefficients $a_{l,i,j}$ of $s$ to $\bar{a}_{l,i,j} \in \mathbb{Z}$ and write

$$\bar{s}_1 = \sum_{l,i,j} \bar{a}_{l,i,j} x^l \xi^i \xi_j, \quad \bar{a}_{l,i,j} \in \mathbb{Z}.$$ 

The liftings $\bar{a}_{l,i,j}$ are chosen so that $\bar{s}_1$, written as a Laurent polynomial in $x, y$, is as close to $\bar{s}$ as possible, namely the difference

$$\bar{s}_2 = \bar{s} - \bar{s}_1$$

has maximal order. We first check that such an $\bar{s}_2$ with maximal order exists: if there is a sequence of $\bar{s}_2$ with increasing orders then we may also take $\bar{s}_2 = 0$ with infinite order. Let $S_1$ be the free $\mathbb{Z}$-module generated by the finite set of monomials $x^l \xi^i \xi_j$ in degree $(x_1, m > 0)$, and let

$$\iota : S_1 \to \mathbb{Z}[x^\pm 1, y^\pm 1]$$

be the $\mathbb{Z}$-linear map that writes a polynomial in $x, \xi, \zeta$ as a Laurent polynomial in $x, y$. Then $\iota$ is injective. We showed this in the proof of Theorem 2.6 over $\mathbb{F}_2$, and this implies it over $\mathbb{Z}$. Now suppose we have a sequence of $\bar{s}_1 \in S_1$ such that the sequence $\iota(\bar{s}_1)$ approaches $\bar{s}$ in the 2-adic topology (the differences $\bar{s}_2 = \bar{s} - \iota(\bar{s}_1)$ have orders approaching infinity). Since the subspace $\iota(S_1) \subseteq \mathbb{Z}[x^\pm 1, y^\pm 1]$ is closed in the 2-adic topology, the sequence $\bar{s}_1$ also approaches a limit $\bar{s}_1, \in S_1$. Now if we take $\bar{s}_1 = \bar{s}_1, \infty$, then $\iota(\bar{s}_1) = \bar{s}$ and $\bar{s}_2 = 0$.

The orders satisfy:

1. $\text{ord}(\bar{s}_2) > 0$ because $\bar{s}_1 \equiv \bar{s} \pmod{2}$.
2. $\text{ord}(\phi(\bar{s}_1)) = \text{ord}(\phi(\bar{s}_2))$ because $\phi(\bar{s})$ has infinite order, so the initial terms of $\phi(\bar{s}_1)$ and $\phi(\bar{s}_2)$ must cancel.
3. $\text{ord}(\phi(\bar{s}_2)) \geq \text{ord}(\bar{s}_2)$. Change of coordinates does not change the order, but when applying $\phi$ we also remove the higher degree terms.
(4) $\text{ord}(\tilde{s}_2) \geq \text{ord}(\phi(\tilde{s}_2))$. This is clear if $\text{ord}(\tilde{s}_2) = \infty$. Otherwise, let $p = \text{ord}(\tilde{s}_2)$, $\tilde{s}_2 = 2^p \tilde{s}_2'$ for some $\tilde{s}_2'$. If $p < \text{ord}(\phi(\tilde{s}_2))$ then $\phi(\tilde{s}_2) \equiv 0 \pmod{2}$. Hence $\tilde{s}_2$ (mod 2) is a nonzero element of $\mathbb{F}_2$. Since $\tilde{s}_2$ (mod 2) is a polynomial in $x, \xi, \zeta$, we can move such terms from $\tilde{s}_2$ to $\tilde{s}_1$ and increase the order of $\tilde{s}_2$.

These conditions imply

$$\text{ord}(\phi(\tilde{s}_1)) = \text{ord}(\phi(\tilde{s}_2)) = \text{ord}(\tilde{s}_2) > 0.$$ 

We now consider the initial terms in the expression $\phi(\tilde{s}) = \phi(\tilde{s}_1) + \phi(\tilde{s}_2)$. Since the left hand side is zero, the initial terms of $\phi(\tilde{s}_1)$ and $\phi(\tilde{s}_2)$ must sum to zero. We claim that $\phi(\tilde{s}_1)$ has finite order $p$ and

$$\phi(\tilde{s}_1) \equiv 2^p(r_1x_1 + r_2x_2) \pmod{2^{p+1}},$$ 

where the linear combination is as in the statement of the theorem. (For simplicity, here and below we are abusing notation slightly. The sum in the parentheses is an element of $\mathbb{Z}[x, y]/(x, y)^m$ that mod 2 reduces to the claimed expression.) Assuming this, $\tilde{s}_2$ also has the same finite order $p$, and we can write $\tilde{s}_2 = 2^p \tilde{s}_2'$. The theorem now follows from the congruence

$$0 = \frac{1}{2^p}(\phi(\tilde{s}_1) + \phi(\tilde{s}_2)) \equiv r_1x_1 + r_2x_2 + \phi(\tilde{s}_2) \pmod{2}.$$ 

We prove the claim about the initial terms of $\phi(\tilde{s}_1)$ by the following steps:

1. For every monomial $\tilde{r} = x^l \xi^i \zeta^j$ that can appear in $\tilde{s}_1$, we show that $\phi(\tilde{r})$ has a finite order $q$ that depends on $l, i, j$. Moreover,

$$\phi(\tilde{r}) \equiv 2^q(r_1x_1 + r_2x_2) \pmod{2^{q+1}},$$ 

where the linear combination mod 2 is as in the statement of the theorem.

2. For different monomials $\tilde{r}$, the expression $r_1x_1 + r_2x_2$ has different $r_1, r_2$ but the same $x_1, x_2$. A linear combination of such expressions is then an expression of the same type.

3. The coefficients $(r_1, r_2) \in \mathbb{R}^2$ that appear for different monomials $\tilde{r}$ are linearly independent over $\mathbb{F}_2$. This implies that a nontrivial linear combination of the expressions $r_1x_1 + r_2x_2$ for different monomials $\tilde{r}$ is a nontrivial linear combination of $x_1$ and $x_2$. The initial terms of $\phi(\tilde{s}_1)$ are then $2^p$ times one such nontrivial linear combination, where $p > 0$ is finite.

Consider one monomial $x^l \xi^i \zeta^j$. We will find the initial terms of $\phi(x^l \xi^i \zeta^j) = \phi(x)^l \phi(\xi)^i \phi(\zeta)^j$. The order of $\phi(x)^l = (x + 1)^l$ is 0. Its initial terms mod 2 are $(x + 1)^l \pmod{2}$. Next consider $\phi(\xi)^i$:

$$\phi(\xi)^i = (g_1 + 2f_1)^i = g_1^i + 2ig_1^{i-1}f_1 + 4\left(\binom{i}{2}\right)g_1^{i-2}f_1^2 + \ldots.$$ 

When $i$ is odd, we get

$$\phi(\xi)^i \equiv g_1^i + 2ig_1^{i-1}f_1 \pmod{4}$$ 

$$\equiv g_1^i + 2g_1^{i-1}f_1 \pmod{4},$$
and when $i$ is even, we get

$$
\phi(\tilde{\xi})^i \equiv g_1^i + 2i g_1^{i-1} f_1 + 4 \binom{i}{2} g_1^{i-2} f_1^2 \pmod{2^\ord(i)+2} \\
= g_1^i + 2^{\ord(i)+1} g_1^{i-2} (g_1 f_1 + f_1^2) \pmod{2^\ord(i)+2}.
$$

There are similarly two cases for $\phi(\tilde{\xi})^i$ depending on whether $j$ is odd or even. When computing the initial terms of $\phi(x^i \xi^j \tilde{\xi}^l)$, we get four cases depending on the parity of $i$ and $j$. In the first case, where $i$ and $j$ are both odd,

$$
\phi(x^i \xi^j \tilde{\xi}^l) \equiv (x+1)^i (g_1^i + 2g_1^{i-1} f_1)(g_1^j + 2g_1^{j-1} f_2) \pmod{4}.
$$

Since $g_1^1 g_2^j \equiv 0 \pmod{(x,y)^m}$, we get the initial terms

$$
\phi(x^i \xi^j \tilde{\xi}^l) \equiv 2(x+1)^i [g_1^{i-1} f_1 + g_1^j g_2^{j-1} f_2] \pmod{4}.
$$

Here we view $(x+1)^i [g_1^{i-1} f_1 + g_1^j g_2^{j-1} f_2]$ as a linear combination of elements $x_1 = f_1$ and $x_2 = f_2$ with coefficients $r_1 = (x+1)^i g_1^{i-1} g_2^j$ and $r_2 = (x+1)^i g_1^j g_2^{j-1}$. The polynomials $r_1, r_2$ correspond to elements $r_1 = x^i \xi^j \tilde{\xi}^l$ and $r_2 = x^i \xi^j \tilde{\xi}^l$ in $\mathbb{R}$.

In the second case, when $i$ is even and $j$ is odd, then

$$
\phi(x^i \xi^j \tilde{\xi}^l) \equiv (x+1)^i (g_1^i + 2^{\ord(i)+1} g_1^{i-2} (g_1 f_1 + f_1^2))(g_1^j + 2g_1^{j-1} f_2) \pmod{4} \equiv 2(x+1)^i g_1^i g_2^{j-1} f_2 \pmod{4}.
$$

Here we have a linear combination with only one term $r_2 x_2$, where $r_2 = x^i \xi^j \tilde{\xi}^l$ and $x_2 = f_2$. The case $i$ odd, $j$ even, gives similarly a one term linear combination.

Finally consider the case where both $i$ and $j$ are even. If the orders of $i$ and $j$ are not equal, then we get a linear combination with one term. Let us do the more complex case when $p = \ord(i) = \ord(j)$. Then

$$
\phi(x^i \xi^j \tilde{\xi}^l) \equiv (x+1)^i (g_1^i + 2^{p+1} g_1^{i-2} (g_1 f_1 + f_1^2))(g_1^j + 2^{p+1} g_1^{j-2} (g_2 f_2 + f_2^2)) \pmod{2^{p+2}} \equiv 2^{p+1} (x+1)^i [g_1^{i-2} g_2 (g_1 f_1 + f_1^2) + g_1^j g_2^{j-2} (g_2 f_2 + f_2^2)] \pmod{2^{p+2}}.
$$

Here we have a linear combination of $x_1 = g_1 f_1 + f_1^2$ and $x_2 = g_2 f_2 + f_2^2$ with coefficients $r_1 = x^i \xi^{i-2} \tilde{\xi}^l$ and $r_2 = x^i \xi^j \tilde{\xi}^l$. (When the orders of $i$ and $j$ are not equal, we get one half of this linear combination, $r_1 x_1$ or $r_2 x_2$.)

Notice that all monomials $x^i \xi^j \tilde{\xi}^l$ in the same degree $(x_l, m)$ must have the same parity of $i$ and the same parity of $j$. This can be seen by finding all Laurent monomials of degree $(0,0)$. These monomials are all powers of $x^3 \xi^{14} \tilde{\xi}^6$. The fact that 14 and 6 are even then proves the claim. This implies that the expressions $r_1 x_1 + r_2 x_2$ that we get for each monomial $x^i \xi^j \tilde{\xi}^l$ involve the same $x_1$ and $x_2$. Hence a linear combination of these expressions is an expression of the same type.

Finally, let us prove that the coefficients $(r_1, r_2) \in \mathbb{R}^2$ that appear in the expression $r_1 x_1 + r_2 x_2$ for different monomials $x^i \xi^j \tilde{\xi}^l$ are linearly independent over $\mathbb{F}_2$. This is easy to see from the formulas above. For example, suppose the degree $(x_l, m)$ is such that both $i$ and $j$ are even. Then the coefficients $(r_1, r_2)$ for a monomial $x^i \xi^j \tilde{\xi}^l$ are either $(x^i \xi^{i-2} \tilde{\xi}^l, x^i \xi^j \tilde{\xi}^l)$ or $(x^i \xi^{i-2} \tilde{\xi}^l, 0)$ or $(0, x^i \xi^j \tilde{\xi}^l)$. These three cases correspond to $\ord(i) = \ord(j)$, $\ord(i) < \ord(j)$, and $\ord(i) > \ord(j)$. Since the monomials
\( x^a \xi^b \zeta^c \) are linearly independent in \( R \), these vectors in \( \mathbb{R}^2 \) as \( l, i, j \) vary are clearly linearly independent. \( \square \)

Recall that \( R \) and \( M \) are graded by \((x_L, m)\). In the next theorem we only need the second component \( m \) of the degree. Let us simply call this the degree.

**Theorem 4.4.** Let \( x_1, x_2 \in M \) be nonzero homogeneous elements, \( x_1 \) in degree \( m = 3 \) or \( m = 6 \), and \( x_2 \) in degree \( m = 7 \) or \( m = 14 \). Then there is no nontrivial relation

\[
    r_1 x_1 + r_2 x_2 = 0
\]

in \( M \) with coefficients \( r_1, r_2 \in \mathbb{R} \).

**Proof.** We will use the fact that \( M \) is a free \( \mathbb{R} \)-module. In particular, it is a flat \( \mathbb{R} \)-module. The flatness criterion applied to the relation above states that there exist elements \( y_j \in M \) and \( a_{i,j} \in \mathbb{R} \) such that

\[
    \sum_i r_i a_{i,j} = 0, \quad x_i = \sum_j a_{i,j} y_j.
\]

Since \( x_i \) are homogeneous, we may assume that the relation above is also homogeneous. Then we may choose \( y_j \) and \( a_{i,j} \) homogeneous such that if \( a_{i,j} \neq 0 \) then \( \deg(x_i) = \deg(a_{i,j}) + \deg(y_j) \).

Consider the degrees of nonzero elements in \( M \) and \( \mathbb{R} \). First we claim that \( M \) is zero in degree \( m = 0 \). Indeed, \( M \) is a quotient of \( \bigoplus_{x_L, m} H^0(X_\Delta, \mathcal{O}_{m \cdot e}) \), and this space is zero in degree \( m = 0 \). The ring \( \mathbb{R} \) has nonzero elements in degrees \( m = 0, 3, 6, 7, 9, 10, 12, 13, 14, \ldots \).

For each \( x_i \) consider the possible degrees of \( y_j \) that are involved in the equality \( x_i = \sum a_{i,j} y_j \); that means, \( y_j \) such that \( a_{i,j} \neq 0 \). Considering the possible degrees of \( a_{i,j} \in \mathbb{R} \), we get the possible degrees \( m \) of \( y_j \) as:

\[
    x_1 : m = 3, 6, \\
    x_2 : m = 1, 2, 4, 5, 7, 8, 11, 14.
\]

Since no \( y_j \) can appear in both \( x_1 \) and \( x_2 \), it follows that \( r_i a_{i,j} = 0 \) for all \( i, j \). This implies that both \( r_1 = 0 \) and \( r_2 = 0 \). \( \square \)

The previous two theorems complete the proof of Theorem 1.1.

5. Computations

We now prove Lemma 4.2. The proof reduces to linear algebra computations. Since the matrices are large (up to size \( 105 \times 105 \)), these are best done on a computer. We have used the Sage system [16].

To explain the idea, let us prove the lemma first for a specific \( X \) defined by \( \alpha = -3/14 \). We will then do the same for all \( \alpha \).

Let us start by proving that \( f_1 \) is not zero in \( M \). By Lemma 4.1, this is equivalent to \( \xi \) not having a lift mod 4. Since \( \xi \) is the only nonzero element in \( \mathbb{R} = \mathbb{R}_{\mathbb{Z}/4\mathbb{Z}} \) in its degree, it is also equivalent to saying that the only elements of \( \mathbb{R}_{\mathbb{Z}/4\mathbb{Z}} \) in the same degree as \( \xi \) are divisible by 2.
Let \( L \) be the \( 6 \times 6 \) integer matrix that represents \( \phi \) in the degree of \( \xi \) over \( \mathbb{Z} \). We need to show that every integer vector \( v \) such that \( Lv \equiv 0 \pmod{4} \) is divisible by 2. Recall that the matrix \( L \) can be put in the Smith normal form (by viewing \( L \) as a linear transformation \( \mathbb{Z}^6 \to \mathbb{Z}^6 \) and choosing bases for the source and the target) so that the matrix becomes diagonal. The diagonal entries are the elementary divisors of \( L \). These can be computed in Sage with the command \( L\text{.elementary\_divisors()} \).

We know that the matrix \( L \) has a 1-dimensional kernel mod 2, hence there is one elementary divisor divisible by 2. We need to check that this divisor is not divisible by 4. This can be verified by computing the elementary divisors:

\[
[1, 1, 1, 1, 1, 2].
\]

The matrix \( L \) is constructed as follows. It has columns indexed by lattice points \((a, b)\) in the triangle \( \Delta \) and rows indexed by lattice points \((i, j)\) in the triangle with vertices \((0, 0), (m - 1, 0), (0, m - 1)\). The entry in row \((i, j)\) and column \((a, b)\) is

\[
\begin{bmatrix}
  a \\
  i \\
  b \\
  j
\end{bmatrix}.
\]

In Sage it is convenient to give a polygon by its vertices and then list all its lattice points with a single command, for example:

```
Polyhedron(vertices=[(-3/14,0),(15/14,0),(3,7)]).integral_points()
```

Next, \( f_2^2 + g_2f_2 \) is nonzero in \( M \) if and only if \( \xi^2 \) cannot be lifted mod 8. As in the case of \( \xi \), this is equivalent to saying that all elements of \( \mathbb{R}_{\mathbb{Z}/8\mathbb{Z}} \) in the same degree as \( \xi^2 \) are divisible by 2. Let \( L \) be the matrix representing \( \phi \) in the degree of \( \xi^2 \). The elementary divisors of \( L \) computed in Sage are:

\[
[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 4, 0].
\]

The matrix \( L \) in this case has size \( 21 \times 20 \). If the matrix has more rows than columns then the list of diagonal entries in its Smith normal form is padded with zeros. These zeros correspond to the free part of \( \text{coker}(L) \). Since we are interested in the kernel of \( L \), we may ignore these trailing zeros. There is exactly one (nonzero) elementary divisor divisible by 4, confirming that \( \phi(\xi^2) \equiv 0 \pmod{4} \). Since this elementary divisor is not divisible by 8, it follows that every element in the kernel of \( L \) mod 8 is divisible by 2, hence \( \xi^2 \) cannot be lifted mod 8.

Similarly, the proof that \( f_2 \neq 0 \) and \( f_2^2 + g_2f_2 \neq 0 \) in \( M \) is reduced to computing the elementary divisors. In the case of \( f_2 \) the matrix is \( 28 \times 28 \) and has elementary divisors:

\[
[1, \ldots, 1, 1, 14],
\]

and in the case of \( f_2^2 + g_2f_2 \):

\[
[1, \ldots, 1, 1, 28, 0, 0, 0].
\]

In the last case, the matrix \( L \) has size \( 105 \times 102 \) and just as before we may ignore the trailing zeros. The fact that 14 is not divisible by 4 and 28 is not divisible by 8 proves that \( f_2 \) and \( f_2^2 + g_2f_2 \) are nonzero in \( M \).
5.1. **General triangles** $\Delta$. We will now prove Lemma 4.2 for all $X = Bl_e X_\Delta$ in Theorem 1.1.

It suffices to prove that $\xi^2$ and $\zeta^2$ do not lift mod 8 no matter which triangle $\Delta$ we consider. The case of $\xi$ and $\zeta$ follows from this. For example, if $\xi$ lifts mod 4 then by the same argument as in Section 4, $\xi^2$ automatically lifts mod 8.

Let us start with $\xi^2$. We need to show that the triangle of $\xi^2$ does not support an integral polynomial $s$ such that $\phi(s) \equiv 0 \pmod{8}$ and $s \not\equiv 0 \pmod{2}$. It suffices to prove this for a larger polygon that contains the triangle of $\xi^2$. Indeed, if we can find such $s$ supported in the triangle, then the same $s$ is also supported in the larger polygon. We can thus choose a polygon that contains some (or even all) of the triangles that we are considering. Then proving that the polygon does not support such $s$ proves it for all these triangles.

We are interested in triangles with $\alpha \in [-4/15, -16/105]$. We divide this set of $\alpha$ into two subintervals:

$$[-4/15, -3/14], [-3/14, -16/105].$$

The triangles of $\xi$ for the first set of $\alpha$ all lie in a larger triangle with vertices

$$(-4/15, 0), (15/14, 0), (3, 7),$$

and for the second set of $\alpha$ they lie in a larger triangle with vertices

$$(-3/14, 0), (17/15, 0), (3, 7).$$

We will now consider the map $\phi$ from polynomials supported in twice these two larger triangles to $\mathbb{Z}[x, y]/(x, y)^6$, and compute its elementary divisors. In both cases the matrix $L$ has size $21 \times 21$ and the elementary divisors are the same:

$$[1, \ldots, 1, 4]$$

Since 8 does not divide any elementary divisor, this shows that $\xi^2$ cannot be lifted mod 8 for any triangle $\Delta$.

Next we do the same computation for $\zeta^2$. The triangles of $\zeta$ have vertices

$$(0, 0), (0, 3), (x_T/45, 49/3),$$

where $x_T$ ranges in the interval $[331, 343]$. We divide this interval into 4 subintervals with vertices at

$$x_0 = 331, x_1 = 335, x_2 = 339, x_3 = 341.5, x_4 = 343.$$

Then the triangles corresponding to the $i$-th subinterval, $i = 1, \ldots, 4$, lie in a trapezoid with vertices

$$(0, 0), (3, 0), (x_{i-1}/45, 49/3), (x_i/45, 49/3).$$

We consider the map $\phi$ from polynomials supported in twice the trapezoid to $\mathbb{Z}[x, y]/(x, y)^{14}$. We list the size of the matrix $L$ and the elementary divisors in each
of the four cases:

\[
\begin{align*}
105 \times 104, & \ [1, \ldots, 1, 1, 28, 0], \\
105 \times 104, & \ [1, \ldots, 1, 1, 15652, 0], \\
105 \times 105, & \ [1, \ldots, 1, 1, 42028], \\
105 \times 103, & \ [1, \ldots, 1, 1, 4, 0, 0].
\end{align*}
\]

The size of the matrices tells us that we may ignore the trailing zeros. Since the nonzero elementary divisors are not divisible by 8, this shows that \( \zeta^2 \) cannot be lifted mod 8 for any triangle \( \Delta \).

\[\square\]
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