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Abstract

Source code plagiarism is a common occurrence in undergraduate computer science education. In order to identify such cases, many source code plagiarism detection tools have been proposed. A source code plagiarism detection tool evaluates pairs of assignment submissions to detect indications of plagiarism. However, a plagiarising student will commonly apply plagiarism-hiding modifications to source code in an attempt to evade detection. Subsequently, prior work has implied that currently available source code plagiarism detection tools are not robust to the application of pervasive plagiarism-hiding modifications. In this article, 11 source code plagiarism detection tools are evaluated for robustness against plagiarism-hiding modifications. The tools are evaluated with data sets of simulated undergraduate plagiarism, constructed with source code modifications representative of undergraduate students. The results of the performed evaluations indicate that currently available source code plagiarism detection tools are not robust against modifications which apply fine-grained transformations to the source code structure. Of the evaluated tools, JPlag and Plaggie demonstrates the greatest robustness to different types of plagiarism-hiding modifications. However, the results also indicate that graph-based tools, specifically those that compare programs as program dependence graphs, show potentially greater robustness to pervasive plagiarism-hiding modifications.
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1 Introduction

Plagiarism is a common occurrence in tertiary education (Joy and Luck 1999; Sheard et al. 2003; Yeo 2007; Sraka and Kaucic 2009; Curtis and Popal 2011; Pierce and Zilles 2017). In computing education, plagiarism is often encountered as source code plagiarism. This is where one student has appropriated the source code of another student (either as files or fragments), and submitted it as their own work (Parker and Hamblen 1989; Joy and Luck 1999; Cosma and Joy 2008; Sraka and Kaucic 2009). In order to identify cases of source code plagiarism, many automated tools and techniques have been proposed in the form of Source Code Plagiarism Detection Tools (SCPDTs) (Joy and Luck 1999; Martins et al. 2014; Novak et al. 2019). A SCPDT evaluates assignment submissions for similarity in order to identify suspiciously similar assignment pairs. A high similarity implies plagiarism has occurred, mid-range similarity can imply students have collaborated on an assignment, while low similarity does not raise suspicion of plagiarism.

In order to hide plagiarism, a plagiarising student may apply source code modifications to reduce the similarity of the plagiarised work to its original. Such modifications serve to differentiate the source code such that it evades detection by a human reviewer or automated detection tool. In this work, source code modifications used to hide plagiarism are collectively referred to as plagiarism-hiding modifications. Plagiarism-hiding modifications are commonly applied by either transforming the structure and appearance of the source code (e.g. by renaming identifiers, shuffling statements, or modifying comments), or by injecting spurious fragments of source code to give the appearance of distinct implementations (Faidhi and Robinson 1987; Whale 1990a; Prechelt et al. 2002; Freire et al. 2007; Granzer et al. 2013; Novak et al. 2019).

In order to accurately detect plagiarism, a SCPDT must be robust against plagiarism-hiding modifications. Robustness is considered to be the ability of a SCPDT to withstand plagiarism-hiding modifications without decrease in the measurement of similarity. The robustness of SCPDTs can be compared relatively by the impact plagiarism-hiding modifications have upon the measurement of similarity between a plagiarised work and its original. A SCPDT with greater robustness to plagiarism-hiding modifications will evaluate a lesser decrease in similarity as a result of the modifications; while a SCPDT that is vulnerable to plagiarism-hiding modifications will evaluate a greater decrease in similarity.

Robustness and accuracy are related but distinct qualities of a SCPDT. A SCPDT is robust when it can accommodate for plagiarism-hiding modifications. This will result in a SCPDT reporting a high similarity between a plagiarised assignment with applied source code modifications and its source. Similarly, a SCPDT is accurate when it measures a high level of similarity between a plagiarised assignment and its source to imply plagiarism is present; while also measuring a low similarity between unrelated works, implying that plagiarism is not present.

Prior work has indicated that currently available SCPDTs are not robust to certain plagiarism-hiding modifications, especially when pervasively applied (Schulze and Meyer 2013; Cheers et al. 2020). Pervasive plagiarism-hiding modifications occur when plagiarism-hiding modifications are applied throughout the body of plagiarised source code. This can result in many fine-grained modifications to the structure of the source code,
overall resulting in a large decrease in measured similarity by a SCPDT. When pervasive plagiarism-hiding modifications are applied, it has been indicated that the similarity of plagiarised submission pairs can drop into a range that does not warrant suspicion of plagiarism (Cheers et al. 2020). The research presented here evaluates the robustness of 11 SCPDTs against pervasively-applied plagiarism-hiding modifications. This is to identify vulnerabilities of available SCPDTs, as well as to identify future potential directions of work for the development of SCPDTs. Robustness is evaluated upon data sets of simulated plagiarism representative of undergraduate students. Cases of simulated plagiarism are generated with different selections of source code modifications, with increasing pervasiveness of modification (i.e. being increasingly modified). This allows for the evaluation of SCPDT robustness against diverse selections of source code modifications, along a sliding scale of pervasiveness of modification.

The remainder of this work is structured as followed. Section 2 presents background on existing SCPDTs and plagiarism-hiding modifications. Section 3 presents the design of software tools used in this evaluation to accommodate for known deficiencies in the evaluation of SCPDTs. Section 4 presents the experimental design and describes the purpose of the evaluation performed in this work. Sections 5 and 6 describe the setup of each evaluation and their performed experiments. Section 7 discusses the results of the evaluations and reflects upon the robustness of the evaluated SCPDTs. Section 8 discusses threats and vulnerabilities to the results presented in this work. Section 9 identifies related works. And finally, Section 10 presents conclusions and identifies future directions of work.

1.1 Research Questions and Contributions

This work is guided by three research questions:

**RQ1:** What are the impacts of source code transformations on SCPDTs? Source code transformations typically apply cosmetic and structural changes to the source code. However, the impact of specific source code transformations upon the measurement of similarity is unclear. Certain SCPDTs and techniques may be robust to specific transformations, but significantly impacted by others. Hence, how are the SCPDTs affected by specific source code transformations?

**RQ2:** What is the impact of source code injection on SCPDTs? Source code injection adds new fragments of source code to a program. This effectively changes the ‘size’ of the source code by introducing new elements for a SCPDT to compare. Injecting source code will undoubtedly lower the similarity scores of the compared submissions. However, it is unclear if this is by a meaningful amount such that it can hide indications of plagiarism. Furthermore, it is unknown if certain SCPDTs and techniques are more robust to the addition of source code fragments than others. Hence, how are SCPDTs affected by source code injection?

**RQ3:** What SCPDT is most robust to plagiarism-hiding modifications? When a program is modified with plagiarism-hiding source code modifications, it will contain many changes to the structure of the source code. Hence, what SCPDT shows the least impact upon the evaluation of similarity in the presence of pervasive plagiarism-hiding modifications?

In the exploration of these research questions, four contributions are made:

- A comprehensive evaluation of existing SCPDTs for robustness to plagiarism-hiding modifications.
- The identification of 5 specific source code transformations that have a large impact on the evaluation of source code similarity with existing SCPDTs.
The implementation of 6 simple SCPDTs used in this evaluation, 2 that are modelled after unavailable SCPDTs, available at https://github.com/hjc851/NaiveSCPDTools.

A toolset for the generation and evaluation of simulated undergraduate source code plagiarism data sets for similarity, available at https://github.com/hjc851/SimPlag.

2 Background

This section will firstly, provide background on existing SCPDTs, and secondly, identify commonly encountered examples of plagiarism-hiding source code modifications.

2.1 Source Code Plagiarism Detection Tools

Many SCPDTs have been proposed to identify indications of plagiarism in pairs of undergraduate assignment submissions. This is typically thorough the evaluation of source code similarity. Approaches to Source Code Plagiarism Detection (SCPD) can be broadly categorised by the aspects of source code compared to evaluate similarity, for example:

- Metric-based,
- Text-based,
- Token-based,
- Tree-base,
- Graph-based, or
- Behavioural.

Metric-based approaches count attributes of source code elements to identify similar documents. Metrics may include (but are not limited to) the number of operands, operators, declared variables or literals in code. Metric-based approaches have been shown to be less effective in comparison to structural approaches (Whale 1990a; 1990b; Kapser and Godfrey 2003), and as such are mostly considered historic. Faidhi and Robinson (1987) identified suspected plagiarism by counting 24 distinct code metrics. Ottenstein (1976) compared source code with Halstead complexity measures (Halstead 1977) to identify programs with similar attribute counts. Shan et al. (2014) applied attribute counting and the chi-squared test method to evaluate program similarity.

Text-based approaches analyse textual character strings extracted from source code documents. Such approaches are typically applied to identify documents with short edit distances or those with large quantities of overlapping sub-strings. Identifying such cases imply the documents have a high degree of similarity, providing an indication of plagiarism. For example, two documents with a relatively short edit distance imply they have the same origin, but have been modified. Likewise, documents with many overlapping sub-strings share content in common. Sim-Gitchell (Gitchell and Tran 1999a; 1999b) applies string alignment to measure similarity (similar in concept to overlapping sub-strings). Sherlock-Sydney (Pike n.d.) compares text files through the extraction of digital signatures. Such signatures are simply hashed word sequences extracted from the source documents. These signatures are then compared for similarity. Rani and Singh (2018) proposed an extended Levenshtein String Edit Distance for measuring similarity.

Token-based approaches represent a source code document as a stream of tokens. A token is a lexically significant term in a programming language. Tokens may include (but are not limited to) identifiers, keywords, grammatical delimiters, and literal values. Streams of tokens can be compared for similarity using techniques similar to text-based approaches.
It is also common to see approaches utilise a technique referred to as token tiling, where tokens strings from one program are placed over another to identify the coverage of token sequences. Two notable token-based plagiarism detection tools include MOSS and JPlag. MOSS (Schleimer et al. 2003) implements a winnowing algorithm to find overlapping sub-strings of token hashes. JPlag (Prechelt et al. 2002) implements a greedy token tiling algorithm that covers one source document with token sub-strings from another document. Sim-Grune (Grune and Huntjens 1989) is another similar token-based tool that identifies similarity though common token sub-strings. This allows for the identification of similar segments of code that differ in terms of layout, comments, identifiers and literal values. More recently, Anzai and Watanobe (2019) proposed an extended edit distance for the calculation of program similarity that takes into consideration some of the common modifications applied by plagiarisers (e.g. changing order of blocks and statements).

Tree-based approaches use a language-specific parser to construct Abstract Syntax Trees (AST). An AST represents the syntax of source code in a hierarchical manner showing the grammatical structure of the source code. The AST is constructed with a stream of lexical tokens extracted from a source code document. The structure of this tree can be compared for similarity, for example, by finding isomorphic or similar sub-trees. Li and Zhong (2010) identified plagiarism by comparing AST structures. Zhao et al. (2015) identified plagiarism by comparing the hash values of AST nodes. Tree-based approaches are known to suffer from a high computational complexity due to the complexity of tree comparison algorithms (Baxter et al. 1998).

Graph-based approaches developed to represent the semantics of source code. This is commonly through the use of Program Dependence Graphs (PDG) (Ferrante et al. 1987). Like tree-based approaches, graph-based approaches also suffer from high computational complexity in analysing similarity (Baxter et al. 1998). Liu et al. (2006), and Chen et al. (2010) implemented such methods by evaluating the similarity of PDGs. These methods are claimed to be immune to plagiarism-hiding modifications such as statement reordering, and mapping statements to semantic equivalents. Alternatively, Chae et al. (2013) analyse Application Programming Interface (API) calls through API-labelled control flow graphs to identify similar call sequences.

In recent years there have been a few notable approaches that perform dynamic or symbolic analysis on programs to identify similarity. These approaches consider the execution behaviour of a program in attempts to be robust to obfuscations. JIVE (Anjali et al. 2015) analyses the call tree of a program to find similarity in method call sequences. The authors claim that the call tree is robust to obfuscations such as renaming and statement reordering. LoPD (Zhang et al. 2014) and Cop (Luo et al. 2017) attempt to identify the similarity of programs based on their implemented program logics to determine if they are semantically equivalent. VaPD (Jhi et al. 2011) identifies program similarity through runtime execution analysis by identical values stored in memory during execution. The foundation of VaPD is that from observation, certain runtime values of a program cannot be changed through semantics-preserving obfuscations.

There also exist hybrid tools that implement one or more of these approaches. Sherlock-Warwick (Joy and Luck 1999) implements both text and token-based similarity measurements, combined with normalisation of the source code to reduce any variation. Furthermore, there are also tools that implement other novel techniques to identify similarity. Chen et al. (2004) evaluate program similarity through approximations of Kolmogorov Complexity (Kolmogorov 1998). Cosma and Joy (2012) apply latent semantic analysis to
match source code documents with similar terms with PlaGate. While Karnalim (2016) identified plagiarism though the analysis of Java Bytecode sequences.

2.2 Plagiarism-Hiding Modifications

Plagiarism-hiding modifications differentiate a plagiarised program from its original in an attempt to hide the committed plagiarism. Such modifications can be broadly be categorised into two distinct types:

- Source code transformation
- Source code injection

Source code transformation occurs when the original source code is modified to appear different. Such transformations are typically cosmetic or structural in nature, and have no impact on the operation of the program. Behaviourally the plagiarised work will remain the same, however, the transformed program will appear different to a human reviewer. In general, a source code transformation will not introduce new statements into the source code, however it may split existing statements where appropriate. Hence, the original source code is present, but take a structurally or cosmetically distinct form. Examples of source code transformations used to hide plagiarism include: modifying comments, reordering statements or members, replacing control structures with equivalents, mapping expressions to semantic equivalents, or renaming identifiers (Joy and Luck 1999; Jones 2001; Cosman and Joy 2008; Allyson et al. 2019).

Source code injection refers to the addition of new or unrelated source code to a program. In minor cases, this source code can be non-functional ‘junk’ (Jhi et al. 2011), and only serves to make a plagiarised program appear different. For example, injected source code can consist of simple ‘print’ statements, or unused variable declarations (Joy and Luck 1999). More advanced cases the injected source code itself may be plagiarised. For example, a plagiariser may appropriate whole source files, classes, methods, or continuous blocks of code, and integrate them into their own work. This constitutes ‘partial plagiarism’, where only fragments of a plagiarisers work is inappropriately sourced.

A plagiarising student may apply plagiarism-hiding modifications with different intensity. This is subject to the skill of the plagiariser, and subsequently the effort they apply to evade detection. In basic cases of plagiarism, an undergraduate plagiariser will have little understanding of a program or fragment of source code that they have appropriated (Joy and Luck 1999). Hence, applied plagiarism-hiding modifications can be expected to be simple. For example, applying minor cosmetic changes such as reformatting code or modifying comments. However, there are potential cases where a more advanced plagiariser will begin to modify the structure of the source code throughout the entire program. This can be by reordering declarations and statements in the source code, or potentially creating new classes and methods. Furthermore, plagiarism can also be committed by more advanced students with greater programming skills (Cheers et al. 2020). For example, consider a time-poor student who is proficient at programming. They may apply many in-depth modifications to the source code, potentially pervasively modifying it such that the plagiarised code no longer bares resemblance to the original. In this case, the plagiariser has effectively paraphrased (rewritten) another’s work to evade detection.

Other works term plagiarism-hiding modifications as source code obfuscation (for example, Jhi et al. 2011; Zhang et al. 2014; Luo et al. 2017; Ko et al. 2017). Plagiarism-hiding modifications are a form of source code obfuscation. However, obfuscation is typically
applied to reduce the comprehension or understandability of source code. Plagiarism-hiding modifications are not applied to reduce the comprehension of source code. The modified source code will still be understandable by a reviewer, but is expected to be superficially distinct compared to the original. Hence, plagiarism-hiding modifications can be seen as ‘lesser’ source code obfuscations. The term plagiarism-hiding modification is used here to refer to source code obfuscations that are representative of those applied by undergraduate plagiarisers to attempt evading detection.

3 Evaluation Tooling

From a review of existing evaluations of SCPDTs (Novak et al. 2019), two common deficiencies can be identified:

1. Tool availability - many evaluated SCPDTs are not made available for reuse.
2. Data set availability - evaluations do not use reproducible or comprehensive data sets.

The first deficiency of tool availability of is a significant problem in the evaluation of SCPDTs. Many proposed SCPDTs are simply not made available by their authors for reuse after initial publication (Novak et al. 2019; Cheers et al. 2020); and without access to the proposed SCPDTs, it is difficult to determine if newer approaches are suitable for use in the detection of plagiarism. For use in this evaluation, only 6 SCPDTs were identified as available for reuse:

- MOSS (Schleimer et al. 2003)
- JPlag (Prechelt et al. 2002)
- Plaggie (Ahtiainen et al. 2006)
- Sim-Grune (Grune and Huntjens 1989)
- Sherlock-Warwick (Joy and Luck 1999)
- Sherlock-Sydney (Pike n.d.)

From a recent study of SCPDTs, Novak et al. (2019) confirmed that these 6 SCPDTs are commonly used in comparative evaluation of SCPDTs. Hence, it can be assumed that these 6 tools have potential to be used in the detection of plagiarism at academic institutions (that do not otherwise have their own internal tools, or use commercial alternatives). However, these tools only represent two methods of measuring source code similarity. MOSS, JPlag, Plaggie and Sim-Grune utilise token-based similarity (or variants thereof). Sherlock-Sydney utilises text-based similarity. While Sherlock-Warwick implements both text and token-based similarity. No SCPDTs that implement metric-based, tree-based, graph-based, or behavioural methods of SCPD are known to be available for reuse.

The second deficiency of data set availability directly impacts upon the reproducibility and reliability of SCPDT evaluations. In the evaluation of SCPDTs, the utilised evaluation data sets are commonly either not provided, or not comprehensive enough for adequate evaluation. For example, Cheers et al. (2020) identified that from a total of 17 SCPDT evaluations:

- 3 provided the data set that it was evaluated on (Wise 1996; Chae et al. 2013; Zhao et al. 2015); although these data sets were not student assignments, or of significant size.
- 4 described freely available base programs that were manually/automatically plagiarised for evaluation (Liu et al. 2006; Jhi et al. 2011; Zhang et al. 2014; Luo et al. 2017); but the plagiarised variants were subsequently not provided.
10 did not provide the utilised data set (typically as they contain student assignment submissions) (Pike n.d.; Grune and Huntjens 1989; Prechelt et al. 2002; Schleimer et al. 2003; Chen et al. 2004; Jadalla and Elnagar 2008; Kustanto and Liem 2009; Cosma and Joy 2012; Anjali et al. 2015; Allyson et al. 2019).

It is difficult to evaluate a SCPDT without a data set representative of undergraduate assignment submissions. The most appropriate data sets are collections undergraduate assignment submissions. This is as they represent the intended data to be evaluated by a SCPDT. However, as such data sets contain the works of students, they typically cannot be shared. This is due to privacy concerns (in sharing data sets with known cases of plagiarism) and issues with the ownership of the assignments. For example, at the author’s institution, students retain ownership of their assignments. Hence, they cannot be freely shared.

There is also the issue of data set quality when using undergraduate assignment submissions for benchmarking SCPDTs. In any real data set, there is no guarantee that plagiarism exists (at least in a form that is readily detectable for ground-truth comparisons); let alone plagiarism with a diverse range of plagiarism-hiding modifications, that is sourced from students with diverse skill sets. Hence, evaluations of SCPDTs cannot be guaranteed to evaluate a SCPDT against a wide range of plagiarism-hiding transformations, or even identify pervasively transformed cases of plagiarism.

This section will present software tooling used in this evaluation designed to overcome and address these deficiencies. Section 3.1 presents the design of 6 naive SCPDTs. This is to bring greater depth into the evaluation of SCPDTs by introducing SCPDTs that implement otherwise unavailable similarity measurement techniques. Section 3.2 presents the design of a data set generation tool, SimPlag, that can be used for a reproducible method of source code plagiarism detection data set generation. These tools are subsequently combined in Section 3.3 as an automated SCPDT evaluation pipeline, PrEP, that is used to facilitate the evaluations performed in this work.

3.1 Naive Source Code Plagiarism Detection Tools

In order to address the issue of tool availability, the design of six naive SCPDTs is presented. These tools are referred to as naive as they are simple implementations of source code similarity measurement techniques applied to SCPD. The naive tools do not implement efficiency optimisations, or optimisations to gain greater accuracy or robustness when analysing programs. Of the 6 naive tools, 4 implement similarity measurement techniques of existing SCPDTs (as string and token-based tools), while 2 implement similarity measurement techniques of otherwise unavailable SCPDTs (as tree and graph-based tools). In combination the naive SCPDTs will be used to measure a baseline robustness of the implemented techniques for comparative purposes; and to add greater depth to the performed evaluations (as the number of currently available SCPDTs is limited). However, these tools do not solve the problem of tool availability, nor can their performance be considered to represent that of similar techniques. The naive tools are simply used as an indication of how robust and effective these techniques may be at measuring similarity in the presence of plagiarism-hiding modifications.

The implementation of all naive tools share a common abstract pipeline, presented in Fig. 1. The tools firstly accept as input a set of assignment submissions as .java source files. Secondly, the source files in each assignment submission are transformed into a specific program representation using a Transformer Module. Thirdly, the similarity of all source
file pairs between the two submissions are measured by the similarity of the derived program representations using a *Similarity Evaluator*. Finally, the similarity score of the two assignment submissions is then calculated by aggregating the file-wise similarity scores as the average of the best-mapped file-wise similarity scores between the programs, shown in (1).

$$\text{Sim}(A, B) = \frac{\sum_{n=1}^{\left|A\right|} \max(\{F\text{Sim}(a_n, b) : b \in B\}) + \sum_{m=1}^{\left|B\right|} \max(\{F\text{Sim}(b_m, a) : a \in A\})}{\left|A\right| + \left|B\right|}$$

(1)

Where:

- $A, B$ are assignment submissions as .java source files
- $a_n, b_m$ are .java source files $a \in A, b \in B$
- $\left|A\right|, \left|B\right|$ is the number of source files in A, B
- $F\text{Sim}(a, b)$ is the file-wise similarity of file pairs $a, b$
- $\max(X)$ is the maximum value in set X

### 3.1.1 Utilised Program Representations

The naive tools are constructed with four common program representations:

- Text (string)
- Token (string)
- Abstract Syntax Tree (AST)
- Program Dependence Graph (PDG)

The text representation interprets a source file as a character string. This is derived simply by reading each source file line-by-line and appending it to a string in memory. The token representation interprets a source file as a string of lexical tokens. Each token represents a lexically-important term in a source file. Tokens are extracted with a tokeniser provided as part of the JavaParser framework. The tree representation interprets a source file as an AST. Each AST represents the source file as the syntactic structure of the Java

---

1. [https://github.com/javaparser/javaparser](https://github.com/javaparser/javaparser), last accessed May 1 2020.
Empir Software Eng (2021) 26: 83

public class Test {
    public static void main(String args[]) {
        PrintStream out = System.out;
        out.println("Hello, World");
    }
}

(a) Sample ‘Hello World’ style program.

(b) As plain text.

```java
public class Test { public static void main(String args[]) { System.out.println("Hello, World"); } }
```

(c) As lexical tokens.

(d) As AST (simplified for brevity)

(e) As PDG

Fig. 2 A Java “Hello, World” program representing as text string, token string, abstract syntax tree, and program dependence graph.

programming language. ASTs are constructed using the JavaParser framework. The graph representation interprets a program as a set of PDGs (Ferrante et al. 1987). A PDG is constructed for each method declared in the source code by analysing the relations between statements. Statements and data are represented by nodes in the PDG. Control edges are created between nodes to indicate dependencies on the execution of statements. Data edges are placed between statements and data nodes to identify common referenced values. These four representations are exemplified in Fig. 2.

3.1.2 Similarity Measurement Techniques

The program representations derived from each file are compared using a Similarity Evaluator. Two basic types of similarity evaluation modules are implemented:

- Edit distance
- Greedy string tiling

All edit distance algorithms are conceptually the same irrespective of representation they operate upon. They simply evaluate the number of edits required to turn one program...
representation into another. For text and tokens, the Apache Commons Text\textsuperscript{2} implementation of Levenshtein string edit distance is applied. Levenshtein string edit distance evaluates edit distance as the number of character/token deletion, insertion or substitution to turn one sequence into another. Tree edit distance is evaluated with the Java library APTED.\textsuperscript{3} APTED implements a robust and memory efficient tree edit distance algorithm (Pawlik and Augsten 2015; 2016), that is suitable for comparing many large ASTs. Graph edit distance is evaluated using a recursive greedy edit distance algorithm to efficiently approximate the number of required edits to transform one PDG into another. With all four representations, the edit-distance-derived similarity is calculated with (2).

\[ FSim_{ed}(a, b, d) = 1 - \frac{d}{\max(|a|, |b|)} \] (2)

Where:

- \(a, b\) are derived file representations
- \(d\) is the edit distance between \(a\) and \(b\)
- \(|a|, |b|\) is the size of each file representation
- \(\max(|a|, |b|)\) is the maximum size of program representations \(a\) and \(b\)

Greedy string tiling attempts to tile subsets of String A over String B to identify the total coverage of A over B. A naive implementation of greedy tiling is approximated by identifying all non-overlapping sub-strings between two documents of length greater than \(n\) to measure approximate program coverage. The similarity of two strings (representing source files) with the approximated greedy string tiling is calculated with (3)

\[ FSim_{gst}(a, b, c) = 2 \times \frac{c}{|a| + |b|} \] (3)

Where:

- \(a, b\) are derived string-based file representations
- \(c\) is number of covered string elements between \(a\) and \(b\)
- \(|a|, |b|\) is the size of each file representation

3.1.3 Naive Tool Combinations

A total of six naive SCPDTs were composed from the listed program representations and similarity evaluators, listed in Table 1. In the performed evaluations, the naive tools will be used as a baseline for robustness for their respective similar approaches without optimisation, in comparison to the compared academic SCPDTs. The implementations of the naive tools are MIT licensed, and can be found at https://github.com/hjc851/NaiveSCPDTTools.

3.2 Data Set Generation

The most appropriate method of rectifying the issue of data set availability would be to release a ground-truth data set of undergraduate assignment submissions for reuse. This would require identifying and labeling suspicious assignment pairs, and subsequently identifying how they are modified to enable correlation of scores. Such a data set would be

\textsuperscript{2}http://commons.apache.org/proper/commons-text, last accessed May 1 2020.

\textsuperscript{3}https://github.com/DatabaseGroup/apted, last accessed May 1 2020.
Table 1 Naive source code plagiarism detection tools

| Tool name | Program representation | Similarity evaluator               |
|-----------|------------------------|------------------------------------|
| String ED | Text (String)          | Levenshtein Edit Distance          |
| String Tile | Text (String)         | Greedy String Tiling               |
| Token ED  | Token                 | Levenshtein Edit Distance          |
| Token Tile | Token                | Greedy String Tiling               |
| Tree ED   | AST                   | Tree Edit Distance                 |
| Graph ED  | PDG                   | Graph Edit Distance                |

similar to the code clone detection benchmarking data set BigCloneBench (Svajlenko and Roy 2015), that is a curated ground-truth data set of code clones. However, a curated data set of undergraduate assignment submissions for plagiarism detection has many associated issues, notably the aforementioned issues of ownership and quality of the data.

In the absence of a ground-truth data set for SCPD, the generation of test data is an alternative option. This has been utilised in recent works for the evaluation of code similarity tools (Svajlenko et al. 2013; Ko et al. 2017; Ragkhitwetsagul et al. 2018). The idea behind these tools is to apply source code modifications to a base program, and use it in the generation of test programs. This can be reapplied for the generation of source code plagiarism detection data sets. However, the generated test data must be representative of undergraduate source code plagiarism. Prior works have identified commonly applied modifications used to hide source code plagiarism (for example, Faidhi and Robinson 1987; Joy and Luck 1999; Jones 2001; Mozgovoy 2006; Freire et al. 2007; Allyson et al. 2019). Many of these modifications have in common that that they are applied to change the structure and appearance of the source code, while retaining the original semantics and behaviour. Such modifications can be automatically applied, and integrated into a tool that affords the generation of simulated plagiarism representative undergraduate plagiarisers.

3.2.1 SimPlag

An automated tool implementing a source code modification framework was developed to generate simulated cases of source code plagiarism representative of undergraduate programmers. This tool is titled SimPlag: Simple Plagiarism Generator, and is available at https://github.com/hjc851/SimPlag. SimPlag does not solve the issue of data set availability, however, it aids in providing a reproducible method of generating test data for comparing SCPDTs.

Figure 3 presents the architecture of SimPlag. SimPlag is implemented with a pipe-and-filter design pattern to allow for a simple but extensible implementation. SimPlag can be scripted to automatically produce simulated plagiarised test programs, that are generated with a configurable selection of source code modifications, that can be applied with a weighted random chance to affect how pervasively modified the simulated plagiarised programs are. The operation of SimPlag is a three step process:

1. Pre-processing
2. Modification
3. Saving
Firstly, SimPlag accepts as input a single assignment submission. This submission is referred to as a ‘base’ program, that is used for the generation of multiple simulated plagiarised ‘variant’ programs (referred to as variants hereafter). SimPlag will parse the source files of the base program into ASTs using the Eclipse Java Development Tools.\textsuperscript{4} The AST of the base program is subsequently cloned once per configured number of variants to be produced, resulting in a set of variant ASTs in preparation for the application of source code modifications. Secondly, SimPlag will modify each clone of the base program to simulate plagiarism. The tool will apply a stack of user-configurable Modification Filters to the variant ASTs. Each modification filter applies an individual source code modification to the AST. The location and count of all applied source code modifications are recorded for analytical purposes. Finally, the variant ASTs are saved to disk as simulated plagiarised variants of the original base program. As part of this process, a standardised formatting is applied to each program with the Google Java code formatting tool.\textsuperscript{5} By formatting the source code with this tool, it is enforced that all produced variant programs are parsable, and can be subsequently analysed by all known available SCPDTs. Furthermore, the source code will appear to be neatly formatted in an effort to make the code appear semi-realistic.

### 3.2.2 Source Code Modifications

A generated data set for source code plagiarism detection needs to simulate as closely as possible a natural data set in terms of the types of modification applied, and the presentation of the program in order to hide the plagiarism. It is logical to conclude that applied plagiarism-hiding modifications must not be so advanced that they are impossible for a novice programmer to apply, but not so simple that the programs remain effectively unchanged. From reviewed literature, two distinct types of source code modifications were identified: source code transformations, and source code injection. Many works reference examples of source code transformations as being largely cosmetic and structural (Faidhi and Robinson 1987; Joy and Luck 1999; Jones 2001). While examples of injected fragments of source code are typically small, self-contained, and non-functional; but also may result in code being mixed with self-written and plagiarised code (Freire et al. 2007; Granzer et al. 2013). This will be used as a guideline for the implementation of distinct source code transformation and source code injection modification filters.

\textsuperscript{4}https://www.eclipse.org/jdt/, last accessed June 30 2020.
\textsuperscript{5}https://github.com/google/google-java-format, last accessed June 30 2020
Table 2  Source code transformations implemented in SimPlag

| Code | Source Code Transformation | Node(s) of Interest |
|------|---------------------------|---------------------|
| tAC  | Add comments              | Classes, methods, fields, statements |
| tRC  | Remove comments           | Classes, methods, fields, statements |
| tMC  | Mutate comments           | Classes, methods, fields, statements |
| tRI  | Rename identifiers        | Identifiers          |
| tRS  | Reorder statements (within methods) | Block statements |
| tRM  | Reorder class member declarations | Classes |
| rSO  | Reorder expression operands | Binary expressions |
| tUD  | Up-cast primitive types   | Primitive type names |
| tFW  | Swap for statement to while statement | For statements |
| tEA  | Expand compound assignment expressions | Compound assignment expressions |
| tEU  | Expand unary operator expressions | Unary expressions |
| tSV  | Split group variable declarations | Group variable declarations |
| tAD  | Assign default value to variable declaration | Variable declarations |
| tSD  | Split variable declaration and assignment | Variable declarations |

Transformation Filters  SimPlag implements a total of 14 source code transformations, listed in Table 2. Each source code transformation is implemented as an individual ‘transformation modification filter’ (referred to as a transformation filter). The source code transformations are applied using a simple tree-walk operation to the filter’s nodes of interest (i.e. a node that it can be applied at). However, the transformations are not applied globally to each AST, but applied to randomly selected nodes of interest, determined by a configurable transformation chance parameter. The transformation chance indicates how likely each transformation filter will be applied to a node of interest. For example, if a transformation filter is applied with a 10% transformation chance, there is an approximate 10% chance the transformation filter will be applied at any node of interest in the AST. Hence, this parameter is used as a configurable method of changing how pervasively each source code transformation is applied. This value is also used to indirectly represent the ‘effort’ a plagiariser may apply to modify a program and hide their plagiarism. Higher modification chances indicate the plagiariser has taken more time and effort to hide their plagiarism, while lower modification changes imply lesser time and effort spent.

SimPlag only implements source code transformations that are characteristic of being applied by undergraduate programmers, and have been listed in prior works (Jones 2001; Mozgovoy 2006; Allyson et al. 2019; Freire et al. 2007; Granzer et al. 2013; Joy and Luck 1999; Faidhi and Robinson 1987; Karnalim 2016). SimPlag does not implement transformations that are considered too difficult or un-representative of a novice programmer with little program understanding to apply. As such, the majority of implemented transformations are simple ‘swap’ or ‘map’ type operations, as well as adding or removing non-functional code to existing code. There are undoubtedly countless many source code transformations that could be implemented by SimPlag. For example, implementing swapping switch statements to if statements or in-lining method calls. However, the 14 implemented transformations were selected as they are simple to implement, and hence they are considered to be characteristic of novice programmers. Furthermore, many of the implemented transformations are provided as source code refactoring operations by Integrated Development Environments.
(IDE) such as Eclipse\textsuperscript{6} or IntelliJ IDEA\textsuperscript{7}. As such, it is conceivable that a plagiariser with basic programming skills could use an IDE to facilitate the application of such source code transformations to hide their plagiarism, with minimal effort on their behalf.

**Injection Filters** SimPlag implements injection modification filters (referred to as injection filters) to simulate cases where a student has copied code from a peer (e.g. through collaboration), or taken source code verbatim from an online source. The tool supports the injection of source code fragments into a program within 4 fragment scopes:

- Whole file
- Whole class
- Whole method
- Whole statement

The different scopes of source code injection represent different severity of verbatim source code copying. The severity is considered in terms of how hard the plagiarised code is to detect, and for the plagiariser to integrate it into their own work. In its simplest form, a plagiariser may copy an entire source file and submit it as their own work. This is the easiest form of plagiarism to detect, while also requiring the least effort from the plagiariser. This is opposed to plagiarising individual or sequential statements of code. When statements are plagiarised and placed within the plagiariser’s own source code, this becomes a much more difficult task to detect, but also much more difficult to integrate into their own work.

Each injected fragment type of source code is implemented as its own distinct injection filter. Like the transformation filters, injection filters have a configurable injection chance parameter. This parameter determines how likely each filter is to inject fragments of source code into the variant AST. However, injection modification filters also require a secondary configuration value, limiting the number of times it may inject code. This is largely as a quality concern to stop large quantities of source code fragments being injected into a comparatively smaller program. A limit is defined for all 4 types of injected source code fragments, limiting at most: $f$ files can be injected into any variant, $c$ classes can be injected into any file, $m$ methods injected into any class, and $s$ statements injected into any method. The statement injection filter has a variable upper limit on the number of statements that can be injected, prohibiting it from doubling the size of any existing method.

All injection filters share access to a user configurable ‘seed pool’ of source code files. The injection filters will use this pool for injecting source code into the variant ASTs. On startup, each injection filter indexes the seed pool in terms of its own required seeded fragments (i.e. the file injection filter will index files from the seed pool, etc) to allow for the later selection of fragments to be injected.

The operation of the injection filters varies slightly to transformation filters. Class, method and statement injection filters operate in a similar manner to transformation filters. They are applied with a simple tree-walk, with the potential to inject a source code fragment at a node of interest. The class injection filter will inject a type declaration into any AST compilation unit (that represents an individual source file); the method injection filter will inject a method declaration into any AST class declaration; and the statement injection filter will inject a randomly selected source code statement into an AST method declaration. At each node of interest, a random boolean value will be rolled (weighted by the filter’s

\textsuperscript{6} https://www.eclipse.org, last accessed January 15 2021.
\textsuperscript{7} https://www.jetbrains.com/idea/, last accessed January 15 2021.
injection chance). If this boolean is true and the filter has not exceeded its pre-configured injection limit, a fragment of source code will be randomly selected from the seed pool, and subsequently injected into the AST. However, the file injection filter has a considerably different operation. The file injection filter does not modify the variant AST directly, but injects new ASTs into the variant. The file injection filter will roll a random boolean if it should be applied, and subsequently if true, inject up to $f$ randomly selected files (as ASTs) into the variant.

### 3.2.3 Authenticity and Correctness of Generated Variants

The source code modifications implemented by SimPlag seek to generate data sets of simulated plagiarism that are characteristic of three scenarios:

1. A student has mis-appropriated another student’s source code in whole, and disguised plagiarism with source code transformations.
2. A student has mis-appropriated fragments of another student’s source code and injected this code into their own work.
3. Combinations of the above where fragments are injected into the plagiarist’s work, and subsequently transformed.

The first scenario is accommodated for using the source code transformation capabilities of SimPlag. The second scenario is accommodated for with the source code injection capabilities of SimPlag. While the third scenario is accommodated for using both the source code transformation and injection capabilities of SimPlag. It is argued that by only implementing source code modifications that are known to be representative of undergraduate plagiarisers (Faidhi and Robinson 1987; Joy and Luck 1999; Mozgovoy 2006), the generated test data is semi-authentic and can be used to represent similar cases of undergraduate source code plagiarism. However, the generated simulated plagiarised variant programs are synthetic test data. While the implemented modifications applied are representative of undergraduate plagiarisers (as referenced from literature), and the base programs are intended to be sourced from real undergraduate assignments, the generated variants are not real cases of plagiarism; and hence, they may be readily identifiable as synthetic to a human reviewer. This is first and foremost the biggest limitation of SimPlag, and its use in the performed evaluations. Therefore, SimPlag can only be used for evaluating SCPDTs against the implemented plagiarism-hiding modifications (the purpose of this work), and not for their use in the detection of real cases of plagiarism. However, this limitation is balanced by the ability to generate large quantities of simulated plagiarised test data with diverse plagiarism-hiding modifications, as opposed to the collection of real cases of plagiarism that may or may not contain substantial plagiarism-hiding modifications.

There are also important limitations to the functional correctness of the generated test data by SimPlag. All test data produced by SimPlag is guaranteed to be parsable. Being parsable means the source code can be represented as an abstract syntax tree, and therefore the source code is grammatically correct. However, SimPlag does not enforce that the generated simulated plagiarism is semantically or functionally correct. Developing a tool that can guarantee the functional correctness of code is difficult and requires in-depth analysis of the source code and the impact of modifications. As a result of this, the simulated plagiarised programs produced by SimPlag may not compile, or have strange behaviour at runtime. This limitation is largely caused by the implementation of two source code transformations: tRI, and tRS (see Table 2); as well as the source code injection modifications.
The implementations of tRI and tRS are not guaranteed to invalidate the variants. tRI will globally change user-defined identifiers in the program (limited to class, field, method, parameter and local variable names), and avoids renaming type names and variables declared in system libraries. However, full semantic analysis is not performed, and as such, there is the potential for errors to occur. tRS does not analyse the dependencies between statements when reordering as it is implemented as a simple shuffle of statements. This was an intentional design decision as analysing statement dependencies would severely limit the number of statements that could be shuffled, and hence, impact on the number of times tRS could be applied. Hence, to simulate more invasive shuffling of statements, dependency analysis was omitted. Furthermore, having invalid simulated plagiarised programs can add to the realism of the applied plagiarism-hiding modifications. For example, consider by a novice programmer who applies the modifications without the skills to validate the correctness of the program, and consequentially invalidates the program. Such cases still need to be detected by SCPDTs.

The injection filters are likely to invalidate the correctness of the variants to varying extents. The file and class injection modifications should in theory have no or minimal effect on the validity on the generated variants, assuming there are no naming conflicts caused by the injected files or class fragments. However, the method and statement injection filters are expected to potentially invalidate the correctness of the variants, subject to the quality of the seed data. Both the method and statement injection filters do not validate that the injected fragments have external dependencies (i.e. on the declaring class for methods, or within the declaring method for statements). These filters simply inject fragments of source code into the variants, and thus, will invalidate the variants if the seed data has external dependencies. This is again an intentional design decision. If all fragments of source code were required to be self-contained, it would risk impacting upon the quality and complexity of injected source code fragments. This is being able to inject complex source code fragments (that the plagiariser themself may not understand), as opposed to simple one-line fragments of source code with no real meaning.

However, the limits on the functional correctness of the simulated plagiarised programs are not expected to have a profound impact upon the evaluated SCPDTs. Of the 6 known available SCPDTs, none require the source code to be parsable, let alone compiled and/or executed. Hence, it will not affect the operation of the SCPDTs. Similarly, for the 6 naive SCPDTs, only Tree ED and Graph ED require the test programs to be parsable. However, Graph ED in particular is expected to be impacted upon by modifications that affect the semantics of the source code as Graph ED measures the semantic similarity of the source code (as the relations between terms) and not the structure of the source code. As tRI, tRS, and the method and statement injection modifications have the potential to invalidate the functional correctness of the program and by extension change the semantic relations, it is expected that these modifications in particular will have a significant impact upon Graph ED’s ability to evaluate similarity. However, these limitations are mitigated by the need for confidence in SCPDTs in that they can detect indications of plagiarism, even if the plagiarised work is not functionally correct.

3.3 Evaluation Pipeline

To facilitate the evaluations of SCPDT robustness performed in this work, a reusable automated evaluation pipeline was developed called PrEP: the Program Evaluation Pipeline.
PrEP was developed to automate the batch evaluation of SCPDTs. The framework is implemented in Kotlin™ and runs on the Java Virtual Machine. It utilises multi-processing to enable the structured evaluation of tools in a manner that is easy to monitor and fault tolerant, but scalable based on computing resources. It exposes SCPDTs through Java bindings, enabling both Java and non-Java SCPDTs to be integrated into a single pipeline. An important feature of this framework is the optional seeding of simulated plagiarised submissions through the integration of SimPlag. This integrates both test data generation and evaluation into a single pipeline approach. The implementation of PrEP is available at https://github.com/hjc851/SCPDT-PrEP.

The PrEP framework is structured as a modular pipeline to enable future extension. Figure 4 provides an overview of this pipeline. It is divided into four phases:

1. **Input**
2. **Seeding (Optional)**
3. **Detection**
4. **Reporting**

   **Input** is the provisioning of test data sets, tool configuration (for both SimPlag and the utilised SCPDTs) and optionally seed data sets to the pipeline. **Seeding** is the addition of simulated plagiarised submissions into the test data set. The simulated plagiarism is optionally sourced from a seed data set. **Detection** is the process of invoking the integrated SCPDTs to evaluate the submissions for similarity. These are invoked on batch for the entire data set, evaluating both submission-wise and file-wise similarities. **Reporting** aggregates the scores from each tool for further comparison and evaluation. In addition to this, a list of simulated plagiarised submissions and their applied source code modifications is generated to enable the accurate analysis of results when used to evaluate SCPDTs.

### 3.3.1 Data Set Seeding

By integrating data set seeding into the framework, an evaluation data set can be generated automatically as part of the evaluation process. SimPlag is used to generate multiple variants of a single assignment submission that can enable benchmarking against any selection of supported plagiarism-hiding modifications. Furthermore, the framework is able to offer ground-truth evaluations. By generating test data, it is already known what submissions are

---

8https://kotlinlang.org, last accessed May 1 2020.
representative of plagiarism, and how they are modified. This is something that cannot be achieved with standard academic data sets without manual review. As a result of this, the framework aids in the accurate evaluation of tools, and the ability to correlate the impact of each modification on the evaluation of similarity.

### 3.3.2 Plagiarism Detection Tools

A total of 11 SCPDTs are embedded in PrEP. Each tool is exposed through a Java binding (i.e. as a Java class), enabling for procedural invocation of the tool from Java code. The binding acts as an adapter, transforming the raw console output of a tool into structured object values. The embedded tools are:

- JPlag
- Plaggie
- Sim-Grune
- Sherlock-Sydney
- Sherlock-Warwick
- The six naive tools (Table 1)

All tools are exposed through three modes of comparison: file-wise, submission-wise, and batch. File-wise comparison lists the pairwise similarity scores of all files in a pair of submissions. Submission-wise comparison provides the similarity score of two individual assignment submissions. Batch comparison lists the pairwise similarity scores of a set of submissions. Not all tools support all three modes of comparison natively. For example, Sim-Grune and Sherlock-Sydney only support file-wise comparison. The tool bindings accommodate for this where required by aggregating file-wise scores into submission-wise scores (as per (1)).

While MOSS is known to be an available SCPDT, PrEP omits embedding MOSS into the pipeline. In pilot experiments, it was found that MOSS is unreliable in use for very large data sets. MOSS would often pause for long periods of time while processing the data sets (with each base program and variants submitted as one request), and often fail to provide a response. MOSS could only be used reliably on a small number of comparisons. This is consistent with the observations of MOSS in prior work by Cheers et al. (2020). Hence, for reliability, MOSS is omitted.

### 3.3.3 Operation of Academic SCPDTs

JPlag (Prechelt et al. 2002) operates by applying a token tiling algorithm to cover one source code file with tokens extracted from another. If two source files have a large degree of coverage, they can be considered similar and hence a candidate for plagiarism. First, source code files are converted into a stream of tokens. JPlag uses its own set of tokens which abstract standard language tokens to avoid matching the same token with different meanings. Second, extracted tokens are compared between files to determine similarity by the Running-Karp-Rabin Greedy-String-Tiling algorithm where tokens from one file are covered over another within a tolerance of mis-match. Program similarity is evaluated as the percentage of tokens from one program which can be tiled over another program.

Plaggie (Ahtiainen et al. 2006) is a tool that is claimed to operate similarly to JPlag. However, it is an entirely local application, compared to JPlag which was originally provided as a web service. No known publication describes the operation of Plaggie; however from examining the implementation of Plaggie, it operates upon tokenised representations
of the source code evaluating similarity by token tiling. Hence, it can be assumed it has similar performance to JPlag.

Sim-Grune (Grune and Huntjens 1989) analyses programs for structural similarity through the use of string alignment. For two programs, Sim-Grune will first parse the source code creating a parse tree. The tool will then represent the parse trees as strings and align them by inserting spaces to obtain a maximal common sub sequence of their contained tokens. The similarity of programs is then evaluated as the quantity of matches.

Sherlock-Warwick (Joy and Luck 1999) implements both text and tokenised comparison methods. In the tool, a pair of programs are compared for similarity 5 times: in their original form, with whitespace removed, with comments removed, with whitespace and comments removed, and as a tokenised file. In all cases, the comparisons measure similarity through the identification of runs. A run is a sequence of lines common to two files which may be interrupted by anomalies (e.g. extra lines).

Sherlock-Sydney (Pike n.d.) analyses programs for lexical similarity. Digital signatures of source code are generated by hashing string token sequences (not lexical tokens) extracted from a text files. The digital signatures are then compared, with the similarity of files being evaluated as the number of digital signatures in common.

4 Evaluation Design

Two distinct evaluations are performed in order to address the research questions guiding this work. Firstly, the available SCPDTs are evaluated for robustness against source code transformations in Section 5. Secondly, the available SCPDTs are evaluated for robustness against source code injection in Section 6. The two types of plagiarism-hiding modifications are evaluated separately as they have different impacts on the source code. For example, transformations do not necessarily add code, but modifies existing code; while injection adds new code not present in the original program.

Both evaluations are broken down into distinct experimental cases, allowing for the comparison of the SCPDT robustness against different selections of source code modifications. Different intensities of modification are used to evaluate the SCPDTs against progressively more pervasively modified cases of simulated plagiarism. The intensity of applied plagiarism-hiding modifications is expressed through the transformation chance and injection chance parameters exposed by SimPlag. Test data generated with higher transformation/injection chances are expected to have more modifications applied to the source code itself (i.e. more nodes of interest transformed, and larger quantities of source code injected), and thus such variants are considered to be more pervasively modified. This will allow for the evaluation of the SCPDTs on a sliding scale of pervasiveness of modification.

This section provides an overview of the common design and setup of the evaluations. Firstly, the scope of the evaluations is defined. Secondly, the measures used to compare the robustness of the evaluated SCPDTs is presented. Thirdly, the data sets used in the evaluation, along with the utilised test data generation process is described. Finally, the configuration of the utilised SCPDTs is defined and justified.

4.1 Scope of Evaluations

The purpose of the evaluations are to compare the robustness of SCPDTs to plagiarism-hiding modifications. The evaluations are explicitly not designed to evaluate the accuracy of the compared SCPDTs in detecting instances of plagiarism. An evaluation of accuracy
typically compares tools by the number of suspected cases of plagiarism correctly identified. However, a limitation of SCPDTs is that they do not specifically detect plagiarism. Instead, they detect indications of plagiarism, with the identification of plagiarism subject to human review (Joy and Luck 1999; Cosma and Joy 2012). Hence, as the purpose of this work is to evaluate robustness (as a function of evaluated similarity) and not correct detections of simulated plagiarised works, no conclusion can be made from the results of the experiments in regards to the accuracy of the evaluated SCPDTs. Evaluating the accuracy of SCPDTs is a topic for future work.

The performed evaluations do not compare tools from similar domains such as code clone detection (CCD). CCD and SCPD have much in common. For example, they both utilise similar techniques in evaluating source code similarity (Roy and Cordy 2007; Ragkhitwetsagul et al. 2018), and use similar taxonomies of source code transformations (see the 6-level taxonomy of Faidhi and Robinson (1987) and the common 3-type code clone taxonomy (Bellon et al. 2007)). As a result of this, it is common to see SCPDTs used in CCD evaluations (e.g. the evaluations performed by Burd and Bailey 2002; Schulze and Meyer 2013; Ragkhitwetsagul et al. 2018). However, in this article, evaluating Code Clone Detection Tools (CCDT) is considered out of scope. This is fundamentally due to the performed experiments being designed for the evaluation of SCPDTs and not CCDTs.

The purpose of a CCDT is to detect similar fragments of source code. A CCDT is typically evaluated in its ability to detect smaller fragments of source code injected into another larger body of source code (e.g. as evaluated by Bellon et al. (2007)). The accuracy of the tool can then be measured in terms of how many injected fragments of source code are correctly identified. If a CCDT was to be evaluated for robustness to modification, it is logical that source code modifications could be applied to the injected code fragments. However, the performed experiments are effectively the opposite of this. Whole programs are cloned, and have plagiarism-hiding modifications applied. There is no concept of a traditional code clone to be detected. Instead, these experiments are interested in the evaluation of overall program similarity, and the effect source code modifications have upon it. Hence, it would not be fair to evaluate CCDTs as there are no code clones to detect in these experiments.

In addition to this, there are no directly comparable metrics reported between a SCPDT and CCDT for use in these experiments. In general, a CCDT does not report the similarity of two programs, but the quantity of code clones in common between them. In order to effectively compare CCDTs as SCPDTs, a bridging mechanism would have to be used to convert CCDT results into similarity scores. A simple method for this conversion would be to identify the coverage of identified code clones over the size of the programs (e.g. as used by Ragkhitwetsagul et al. (2018)). However, this introduces a new dependent variable in the evaluations: how to calculate the size of a program? Identifying the optimal method for calculating program size is itself a significant undertaking. To focus the performed evaluations, it is considered outside of the scope of this work, and hence, only SCPDTs will be evaluated. It is not to say CCDTs cannot or should not be evaluated in the detection of plagiarism. As future work it would be interesting to compare SCPDTs and CCDTs in the presence of plagiarism-hiding modifications using a modified experimental method that is fair to both tools. However, such an experiment would most likely be focused on the measurement of tool accuracy in the presence of plagiarism-hiding modifications. This is again, not a focus here.
Table 3  Base evaluation data set overview

| Assignment Set | Year Level | Assignment Count | Average  |
|----------------|------------|------------------|---------|
|                |            |                  | LLOC    |
| AS1            | 1          | 223              | 389.39  |
| AS2            | 1          | 173              | 396.87  |
| AS3            | 2          | 73               | 225.03  |
| AS4            | 2          | 72               | 227.43  |
| AS5            | 3          | 17               | 46.59   |
| AS6            | 3          | 17               | 242.82  |
| Total          | –          | 575              | 336.03  |

The two evaluations utilise a large data set of undergraduate assignment submissions as base programs, and use these submissions to generate an even larger pool of plagiarised variants as test data. The base evaluation data set is comprised of 6 sets of assignment submissions. These data sets are referred to as assignment sets 1 through 6 (AS1 to AS6). Each assignment set contains undergraduate assignment submissions of varying size and complexity, representing a total of 3 years of undergraduate study, from students with varying skill levels, and assignments implemented with varying technical complexity. Table 3 presents the average size and metrics of each assignment set, and the whole data set in total. For the purpose of expressing the size of each individual submission, the logical lines of code (LLOC) are used. This formulated from the distinct non-block statement count in each program.

Each individual experiment generates a distinct test data set of simulated plagiarised variant programs with SimPlag. This allows for the generation of a large number of variants, thereby allowing for the identification of the impacts of source code modifications on average to a large sample of data. Each experiment’s test data set is generated using a distinct selection of plagiarism-hiding modifications, inline with the goal of the experiment. Six distinct test data sets are generated in total. Evaluation 1 (Section 5) applies combinations of source code transformations across 3 experiments, as well as one extended case. Evaluation 2 (Section 6) applies combinations of source code injection operations across 2 experiments. In each experiment, 5 variants of each base program from the source data set are created, repeated using 6 incremental transformation chance and injection change probabilities: 10%, 20%, 40%, 60%, 80%, and 100%. The lower probabilities will cause SimPlag to apply fewer source code modifications when generating test data, while the higher probabilities will cause more modifications to be applied. Using this test data generation method, between 30 (5 variants at 6 chances of modification) to 420 (5 variants at 6 chances of modification for each of the 14 transformations) variants of each base program are created in each experiment.

4.3 Robustness Metrics

Robustness is considered to be the ability of a SCPDT to withstand source code modification without a decrease in the measurement of similarity. In order to compare the robustness of the evaluated SCPDTs, two comparison metrics are used.
Firstly, the robustness of the SCPDTs will be compared using a quantitative metric, measuring the average similarity of all variants compared to their respective base programs. The quantitative metric is used to demonstrate the impact of individual source code modifications upon the generated test data sets. It is calculated with (4).

\[ \text{AvgSim}(S) = \frac{\sum_{i=1}^{\mid S \mid} S_i}{\mid S \mid} \]  

(4)

Where:

- \( S \) is the set of similarity scores between each variant and its base program for a single SCPDT
- \( \mid S \mid \) is the number of similarity scores in \( S \)

Using this quantitative metric, SCPDTs that measure a higher average similarity will be considered to be more robust to applied plagiarism-hiding modifications, while SCPDTs that measure a lower average similarity will be considered to be less robust to applied plagiarism-hiding modifications. This value will always be bound between 0 and 100, assuming all scores in \( S \) are also in this range. Hence, it will show on average the similarity decrease of the SCPDT as a result of applied plagiarism-hiding modifications.

Secondly, a comparative robustness metric is used to compare the robustness of each SCPDT when evaluating similarity on each test data set. This will allow for comparing the SCPDTs by sampling the decrease in evaluated source code similarity (caused by the source code modifications), compared to the number of applied source code modifications. As the evaluations apply modifications in two forms (transformations and injection), two variations of the comparative metric are introduced to compare SCPDT robustness:

- **Robustness to Code Transformation (RCT)**, and
- **Robustness to Code Injection (RCI)**.

RCT expresses robustness as the decrease in measured similarity compared to the number of source code transformations applied to a program. This is expressed through (5) as the average decrease in evaluated similarity per transformation.

\[ \text{RCT}(B, V, n) = \frac{100 - \text{Sim}(B, V)}{n} \]  

(5)

Where:

- \( V \) is a variant of base program \( B \)
- \( \text{Sim}(B, V) \) is the similarity of \( B \) and \( V \) evaluated with a SCPDT
- \( n \) is the greater than zero number of times source code transformations are applied to \( B \), transforming it into \( V \)

RCI expresses robustness as the decrease in measured similarity compared to the number of inserted lines of code (LOC). This is expressed through (6) as the average decrease in similarity per transformation.

\[ \text{RCI}(B, V, l) = \frac{100 - \text{Sim}(B, V)}{l} \]  

(6)

Where:

- \( V \) is a variant of base program \( B \)
Sim(B, V) is the similarity of B and V evaluated with a SCPDT

l is the greater than zero LOC count injected into B, transforming it into V

Both metrics are similar, but are required as the two types of modification have different impacts upon a body of source code (i.e. transformation changes existing source code, injection adds new fragments of source code). Hence, this requires expressing the impacts of the modifications in terms of the aspects of source code modified. The utilised formulation of robustness implies that when comparing two SCPDTs on the same data set, the SCPDT that evaluates a lower RCT or RCI value is more robust than a SCPDT that evaluates a higher RCT or RCI value. This is reflected by more modifications being needed in order to reduce the evaluated similarity by the SCPDTs. However, RCT and RCI are not normalised measures, and cannot be used as a universal determination of robustness when comparing SCPDTs between different data sets. Comparing the RCT and RCI scores for SCPDTs on different data sets is not meaningful. Similarly, the two robustness equations should not be considered to express a linear relation between the number of modifications applied and the corresponding decrease in similarity. The robustness measures simply provide a sample measurement reflecting robustness, that is used for comparative purposes.

### 4.4 Utilised SCPDTs and Configurations

The performed evaluations compare the 11 SCPDTs integrated in PrEP. These consist of the 5 academic SCPDTs: JPlag, Plaggie, Sim, Sherlock-Warwick and Sherlock-Sydney; as well as the 6 naive SCPDTs: String Tile, String ED, Token Tile, Token ED, Tree ED and Graph ED. In the performed experiments, all SCPDTs are executed with their default configuration parameters. While prior works have indicated that code similarity tools in general can gain greater performance by the selection of optimal configuration parameters (Ragkhitwetsagul et al. 2018; Ahadi and Mathieson 2019); it is argued that this is not representative of a real-world use of SCPDTs. An academic using a SCPDT will not know in advance the optimal configuration values for any given tool when assessing any arbitrary data set. Furthermore, time will not typically permit an academic to evaluate a data set for plagiarism using multiple tool configurations to find the best possible result, as again, the best possible result is not known in advance. Hence, this work assumes that the original authors of the evaluated SCPDTs have selected default configuration parameters that produce on average acceptable results.

The naive String Tile and Token Tile tools both require specifying minimum match lengths. String Tile utilises \( n = 20 \) as this is the approximate average length of expressions in the base data set (being approximately 16, with a buffer of 2 characters each side to avoid false positives). This will cause the tool to match sub-strings of at least this length. Token Tile utilises \( n = 12 \). This is justified as prior works have suggested values similar to this for token-based tools (e.g. Ragkhitwetsagul et al. 2018; Ahadi and Mathieson 2019), and that JPlag utilises this same default value (Prechelt et al. 2002). The remaining naive SCPDTs (all being edit distance based) do not support configuration, as all edits have a hard-coded weight of 1.

### 5 Evaluation 1: Source Code Transformation

This evaluation will compare the robustness of the SCPDTs to source code transformations. Due to the methods of measuring similarity, some tools are by design more robust to certain
transformations. For example, token-based tools ignore commenting and general formatting, hence they are not impacted by such transformations. However, there are numerous source code transformations that can be applied to hide plagiarism, each of which may have a substantial impact on the measurement of similarity.

Three experiments are performed to compare the robustness of the selected tools to specific selections of source code transformations. Firstly, the tools are evaluated using data sets created with each transformation applied in isolation. Secondly, the tools are evaluated using random selections of transformations, over multiple iterations. Thirdly, they are evaluated by applying all transformations in unison. Ideally, each individual selection of transformations would be evaluated in isolation. However, with 14 transformations this leads to 16,383 unique selections, each requiring evaluation separately on each program in the data set. This is computationally infeasible for this evaluation, as it would require generating 282,606,750 variants (from the 575 base programs, create 5 variants at each of the 6 transformation chances for each selection of transformations), requiring comparison with each of the 11 SCPDTs. As such, random selections of transformations are used to gain coverage in the evaluated selections of transformations.

The three experiments are designed to progressively test robustness to source code transformation by combining different types of transformations. The first experiment accommodates for the simplest case with minimal transformations, restricted to only one type of source code transformation applied to each variant. The second experiment simulates more realistic cases of plagiarism, where a plagiariser transforms a program with various types of transformations. Thirdly, all transformations are applied to simulate an extreme case of plagiarism with all supported source code transformations. These three experiments provide coverage to identify what transformations are most effective at reducing the similarity of each tool. Doing so will allow for identifying what transformations each tool is most robust against, and subsequently what transformations they are most vulnerable to; and hence explore RQ1.

The 14 source code transformations are always applied in the same order as listed in Table 2. This decision was made to eliminate the complexity introduced through the number of permutations of transformations if the ordering of application was configurable. This is deemed acceptable as there are no direct interactions between the transformations, except in two cases:

1. Add comment, Remove comment, and Modify comment
2. Assign default value to variable, and Split variable declaration and assignment

These interactions will have the greatest impact at the 100% transformation chance. The first case will cause all comments to be removed. This in theory will only affect the string-based SCPDTs, and in a worst case increase the average similarity scores reported by such tools, as a point of variation is removed from the generated variants. In the second case, it will result in all variable declarations having no assigned default value, with all variables being the target of a assignment expression after declaration. However, it is not expected that these interactions will have a profound impact on the results even in the most extreme case.

5.1 Individual Transformations

The purpose of this experiment is to identify the impact of each transformation in isolation on the evaluation of source code similarity. In order to do so, variants of each base program are generated using a single transformation with the 6 transformation chance probabilities.
This will allow for the decrease in similarity caused by each transformation to be traced as the probability the transformation is applied at any node of interest is also increased. The generated test data set for this experiment contains 241,500 variant programs. This is broken down into 5 variants for each base program, with each of the 14 transformations applied in isolation, generated with the 6 transformation chances.

Figure 5 presents the average similarity of the variants created with each individual transformation at the 6 transformation chances. Six heat maps are presented, one for each transformation chance. Darker colours indicate a higher average level of similarity, while lighter colours indicate lower evaluated average similarity. From this figure, it is clear that the string-based tools (Sherlock-Sydney, String Tile, String ED) are not robust to the application of any source code transformations. This is indicated by the consistent light-coloured rows for these tools. Sherlock-Sydney demonstrates the largest vulnerability to all transformations across all transformation chances. Furthermore, the String Tile, and String ED tools show similarly consistent decreases in similarity. This implies the string-based tools are all impacted upon by any applied transformation. Sherlock-Warwick also suffers a noticeable decrease in similarity across all transformations as it does rely upon string-based metrics to evaluate similarity. However, its drop in similarity is not as prevalent as the string-only tools, presumably as it integrates token-based similarity measurement.

The results for the non-string-based tools provide insight into the vulnerabilities of token, tree and graph-based techniques. Starting at the 60% transformation chance and continuing until 100%, a trend of common vulnerabilities are demonstrated by the lighter columns in the heat maps. While the lighter columns are not consistent amongst the non-string-based tools (implying certain tools show greater robustness to certain transformations), a common trend can be seen by the analysis of the scores with the greatest decrease in similarity.

Table 4 presents the rankings of each transformation by greatest impact upon each non-string-based SCPDT’s similarity scores at the 100% transformation chance. The horizontal bar (i.e. ‘—‘) delimits transformations that incur a decrease in similarity (on left) from those that incur a negligible decrease in similarity. A common trend of the scores on the right of this delimiter is that they fall within 96% ± 1% similarity. All scores to the left fall below this point, and in some cases, this is by a large margin. Initially it would be expected that transformations with no impact would evaluate a 100% similarity score, however due to the operation of each tool and potential noise in the data sets, transformations with no impact typically have an average similarity of approximately 96% over the generated test data set.

There is no consistent ordering of transformations that the tools are vulnerable to (listed left of the bar delimiter). Hence, it can be implied that each tool is more robust against certain transformations. However, for the token and tree-based tools, the 5 most common transformations ranked first are:

- tRS (Reorder statements (within methods))
- tRM (Reorder class member declarations)
- tSO (Swap expression operands)
- tFW (Swap for statement to while statement)
- tSD (Split variable declaration and initial assignment)

This decrease for the 5 transformations for the token and tree-based tools, can be attributed to fine-grained re-orderings of token sequences. The operation of the token-based tools varies in terms of how they match token sequences. However, in general, to match token sequences, a minimum number of tokens must be matched. If a source file becomes segmented with mis-matched token sequences smaller than this minimum number, it can
Fig. 5 Heat maps representing the average similarity of variants generated with each individual source code source code transformation. Darker colours indicate a higher similarity scores, and hence higher robustness to the applied transformation.

stop these tools from accurately identifying common token sequences. For example, the Token Tile tool specifies a minimum match length of 12 tokens. For any modifications less than 12 tokens apart, the tool will no longer be able to match the affected sub-sequence
Table 4  Ranking of transformations applied to non-string-based SCPDTs at the 100% transformation chance

| Tool             | Individual Transformation Rankings |
|------------------|-----------------------------------|
| JPlag            | tRM tRS tFW tSD — tEA tRI tEU tSV tSO tAD tRC tUD tMC tAC |
| Plaggie          | tRM tRS tSD tFW — tEU tRC tRI tSO tSV tEA tMC tUD tAD tAC |
| Sim              | tRM tSO tRS tSD tFW tEA — tEU tAD tRI tSV tRC tMC tAC tUD |
| Token Tile       | tRM tRS tSO tSD tFW — tAD tEU tEA tSV tUD tAC tMC tRI tRC |
| Token ED         | tRM tRS tSO tFW — tSD tEA tAD tSV tEU tRI tMC tUD tRC tAC |
| Tree ED          | tRM tRS tSD tSO tFW — tEA tSV tEU tAD tRC tMC tRI tUD tAC |
| Graph ED         | tRI tSD tFW tRS — tSV tEA tSO tEU tUD tAD tRC tAC tRM tMC |

Transformations are ranked left (greatest decrease) to right (least decrease). Horizontal bars ‘—’ delimit transformations that have negligible decrease in similarity.

between these modifications. Hence, the small re-orderings of tokens applied in these 5 transformations can have a cumulatively large impact on token-based tools.

The Tree ED tool sees a similar decrease in similarity to these 5 transformations, that is explained by a similar cause to the token-based tools vulnerability. The fine-grained reordering of token sequences is analogous to fine-grained restructuring of an AST. When making large changes to the structure of the tree, the edit distance of the tree also becomes larger, resulting in a lower evaluated similarity. However, the tree edit distance algorithm is comparatively more proficient at handling the lesser more fine-grained statement reordering with tRS; while it is also more vulnerable to the large changes introduced with tRM when comparing against the token-based tools. This greater vulnerability is affected by the naive implementation of the approach. While in an optimal implementation of an AST edit distance tool this may not be an issue; the utilised implementation utilises a Greedy edit distance algorithm. Hence it is subject to errors in the calculation of the optimal edit distance and there are corner cases when a disproportional decrease in similarity can be experienced.

The Graph ED tool does not suffer from a large decrease in similarity from all 5 transformations. This is as it focuses on the semantics of the source code, and not the structure. However, it does suffer from a large decrease in similarity when evaluated against tRI (rename identifiers), tFW and tSD; and to a lesser degree tRS. In the case of tRI, this is an unexpected result. A PDG-based tool should not see a large decrease from identifier renaming, as it does not change the semantics of the program. Likewise, tFW and tSD should not impact upon similarity as these are semantics-preserving operations. Upon investigation, this decrease in similarity is caused by the implemented edit distance algorithm. Being a Greedy implementation, it does suffer from a decrease in accuracy. Furthermore, it compares graph nodes by the type of statement it contains. This will therefore see a reduction in similarity caused by modifications that transform statements. In the case of tRS, the implementation of this transformation can modify the semantics of the source code unintentionally. tRS is implemented as a literal shuffling of the statements in code. Hence, it can change the control dependencies in the constructed PDG. Due to these factors, stemming from its naive implementation, the Graph ED tool does suffer from a decrease in similarity.

Other notable modifications that are ranked to the left of the bar (or on the border) include tEA (Expand compound assignment) and tEU (Expand unary expression). However, they do not consistently appear to the left of the bar delimiter for all tools. Thus, they are omitted from this list to focus on the transformations with the greatest average impact. But, it should be noted that these transformations apply similar fine-grained reordering of the source code.
token sequences. Therefore, they should be considered to also be a potential vulnerability of the token and tree-based tools as they share similar characteristics.

In all cases, this is a clear result. The most effective method of impacting upon a tool is to change the representation of the program in which the tool measures similarity upon. However, it does emphasise that these tools are profoundly vulnerable to such simple transformations. The five identified transformations are not technically complex to implement - and in many cases can be automated by source code editors. Furthermore, when applying all of these transformations in unison it is conceivable that there would be a profound impact upon the token and tree-based tools; and potentially even the graph-based tool.

Overall, the results of this experiment are positive. Firstly, it has reinforced that string-based tools are not robust to any source code transformations. Secondly, it has reinforced that token and tree-based tools are more robust to certain source code transformations, except for those which apply fine-grained modifications to the structure of the source code. This is the most significant impact, as it shows that while token-based tools are more robust to string-based tools, they can still be fooled with simple re-orderings of source code. While the impact of the transformations varies across tools; not being robust to fine-grained reordering of source code is a significant deficiency as this is a common method students use to hide plagiarism. Finally, this experiment has shown that the graph-based tool is more robust to certain source code transformations. However, as discussed, the implementation is not optimal and suffers from a decrease in similarity. This is a major deficiency of the approach; however, this can be attributed to a naive implementation of a PDG-based tool, and as such these results cannot be claimed to be representative of all other PDG-based approaches.

5.1.1 Applying Five Transformations

A large impact on the evaluated similarity was found when applying the five individual transformations: tRS, tRM, tSO, tFW, tSD. This subsection extends the isolated transformation experiment to apply these 5 specific transformations in unison to a generated test data set. This is to compare the robustness of the tools to the application of these five transformations, that each apply fine-grained sub-sequence reordering. A second test data set is generated containing 17,250 variants, broken down into 5 variants for each base program (with the 5 transformations applied), generated with each of the 6 transformation chances.

Figure 6 presents the average similarity of the generated variants as the chance of transformation increases. This figure reinforces the results from Fig. 5 in that these five transformations have a significant impact upon the evaluation of source code similarity. Initially, there is a small decrease in average similarity for the token, tree and graph-based tools. This decrease becomes progressively larger for the token-based tools as the chance of transformation increases. This can be explained by the token sequences of the source files containing more and more fine-grained variations as compared to the base program. As a result of this, the token-based tools can no longer match as many token sub-sequences and therefore report lower similarity scores. The tree-based tool also incurs a consistent decrease in similarity, and provides similar scores. However, the graph-based tool does not suffer as much from these transformations, showing the lowest decrease in similarity at all chances of transformation. This is as the dependencies between the statements in source code are not modified to the same degree as the token sequences. Notably, the range of these scores is quite large. However, the standard deviation is generally tight around the average at the lower transformation chances. While it does slowly increase as the chance of transformation
Fig. 6  Average similarity of variants generated with the 5 identified source code transformations, evaluated using all 11 SCPDTs. Bars indicate range of similarity scores. Red marks indicate range of standard deviation around the average.
also increases, this is seen consistently across most tools. The consistent standard deviation implies that the transformations are having consistent impacts upon the evaluation of similarity by the tools.

Table 5 presents the average number of transformations applied to each variant at each transformation chance. This represents the average the number of AST nodes of interest that are transformed within each variant, by all 5 transformation filters. The average number of transformations are used to calculate the RCT score for each tool at each chance of transformation. The RCT scores are compared in Fig. 7. Lower values indicate a greater robustness to transformation. Comparing the performance of these tools, the Graph ED tool is shown to be more robust with larger counts of applied transformations. This is due to the transformations having a lesser impact upon the representation of the programs through PDGs. However, there is not a large gap between the scores of Graph ED and most other tools. When considering the scores at the 100% transformation chance, the average similarity is only approximately 10 points higher than JPlag and the naive Token Tiling tool. Furthermore, at the lower chances of transformation, JPlag out-performed the Naïve PDG-based tool. As the lower transformation chances are more representative of common undergraduate plagiarism-hiding modifications, JPlag can be seen to be more robust to common cases, while in the most pervasive cases the Graph ED tool appears superior.

Overall, the results of this experiment imply that the Graph ED tool is most robust to the applied transformations. At the 100% transformation chance, it has the lowest RCT score, along with the highest average similarity of variants by approximately 10%. Hence, the structural string, token and tree-based tools appear to be most vulnerable to such structural transformations; compared to the semantics-based tool that while it does measure a decrease in similarity, is largely due to the previously mentioned deficiencies of its naive implementation. Subsequently, transformations that apply fine-grained modifications to the structure of source code can have a cumulative impact on the effectiveness of the structural tools. Hence, from this it can also be implied that tools which measure the structural similarity of source code are not robust to pervasive applications of source code transformations. This is an interesting point, as many plagiarism-hiding modifications are structural in nature (Faidhi and Robinson 1987; Joy and Luck 1999; Jones 2001; Mozgovoy 2006; Freire et al. 2007; Allyson et al. 2019), with all known available SCPDTs measuring structural similarity. Hence, evaluating similarity through semantics and not source code structure shows potential in robustness to pervasively applied source code transformations, on the assumption that they are semantics-preserving.

### 5.2 Random Transformations

The purpose of this experiment is to compare the robustness of the SCPDTs to random selections of source code transformations. The use of random selections of transformations is arguably more realistic in the generation of test data. A plagiarising student will not only

| Transformation Chance | 10%  | 20%  | 40%  | 60%  | 80%  | 100% |
|-----------------------|------|------|------|------|------|------|
| Avg. No. of Transformations | 12.79 | 23.43 | 41.37 | 58.09 | 74.04 | 89.33 |
apply 1 transformation, instead they would most likely use a diverse selection of transformations. Hence, to add a degree of realism, random selections of transformations are utilised in this experiment.

The test data set for this experiment is generated in a similar manner to the previous 2 experimental cases. This is with 5 variants generated per base program, for each of the 6 transformation chances, but with a random selection of transformations applied per base program. The selection of applied transformations is restricted in that between 2 and 13 transformations must be selected, and they must not be the same 5 as identified in the previous section. This allows for 17,250 variants to be generated. Using random selections of transformations has the added benefit of gaining partial coverage over the total of number combinations of source code transformations provided by SimPlag. However, in the best-case scenario, the maximum number of selections of transformations used in this experiment is only 575 with one unique selection for each base program. This does not afford producing a statistically significant sample of results, as specific selection of transformations may
have a dis-proportional effect on certain base programs. Hence, to gain confidence in the results, the experiment is repeated 10 times, generating 10 test data sets and allowing for at most 5,750 selections of transformations to analysed. This is to provide a much more comprehensive analysis of results, that will at least allow for the demonstration of a localised trend within the 10 evaluated repetitions of this experiment.

Figure 8 presents the average similarity of the generated variants over the 10 repetitions using JPlag and Sim. The results for these tools are representative of the results for all 11 SCPDTs. All tools demonstrate a consistent trend of average similarities for the variants generated with the same transformation chance being within a tight range with very little variance. Hence, while the 10 sets of variants generated from each base program are constructed with different selections of transformations over the 10 repetitions, on average, the transformations have a consistent impact over the entire data set, irrespective of the base program they are applied to. Furthermore, an interesting observation over the 10 repetitions is that the standard deviations measured for the SCPDTs scores are remarkably consistent. The maximum standard deviation of all measured standard deviations is at most 0.46. Hence, the distribution of scores measured by each SCPDT on each repetition remain similar, overall indicating a consistent spread of scores. These observations would imply a homogeneous base data set, where the transformations applied have on average a relatively consistent impact upon the generated variants.

Figure 9 also demonstrates that as chance of transformation increases, the average similarity decreases. This is an expected result, but it does imply the average similarity decreases proportionally the increase in transformations. Furthermore, it again reinforces that the string-based tools are not robust to transformation. This is as all string-based tools at all
Fig. 9 Average similarity of variants generated with random source code transformations, evaluated using all 11 SCPDIs. Bars indicate range of similarity scores. Red marks indicate range of standard deviation around the average.
Table 6 presents the average number of transformations applied to each program variant at each chance of transformation. This is used to calculate the RCT score for each tool at each chance of transformation, which is compared in Fig. 10. These results show similar

![Graph showing RCT scores for variants generated with randomly selected transformations](image)

**Table 6** Average number of applied transformations to each program variant with randomly selected transformations

| Transformation Chance | 10%  | 20%  | 40%  | 60%  | 80%  | 100% |
|-----------------------|------|------|------|------|------|------|
| Avg. No. of Transformations | 10.67 | 20.28 | 36.65 | 54.35 | 73.77 | 93.29 |

chances of transformation have relatively poor results. Conversely, the token, tree and graph-based tools do show higher robustness, however they do suffer from a large increase in standard deviation; indicating a much larger distribution of scores as the chance of transformation increases. This again implies that all string, token and tree-based tools are vulnerable to specific types of transformations.
rankings to that of the previous experiment, however with one notable difference. The Graph ED tool performs considerably poorer compared to the other tools at all chances of transformation. It no longer has a higher robustness (i.e. lowest RCT score) at the higher chances of transformation, instead performing approximately on par with other token-based tools. In this case, JPlag and the Token ED tool demonstrate a higher robustness to transformation.

In order to gain a better understanding of what selections are most effective at reducing similarity, Table 7 ranks the top three selections of transformations for each tool that incurs

| Tool            | Top 3 Selections of Transformations |
|-----------------|-------------------------------------|
| JPlag           | tRC tMC tRI tRM tSO tFW tAD tSD     |
|                 | tAC tRC tRI tRS tSO tEA tSD         |
|                 | tMC tRS tFW tSV                     |
| Plaggie         | tAC tRS tRM tFW tEU                 |
|                 | tAC tRC tMC tRS tRM tSO tFW tEA tSD |
|                 | tAC tMC tRI tRM tSO tUD tFW tEA tSV tAD tSD |
| Sim             | tRC tRM tISO tAD tSD                |
|                 | tAC tRC tMC tRS tRM tSO tFW tEA tSD |
|                 | tRC tRM tISO tAD tSD                |
| Sherlock-W       | tAC tMC tRI tRS tRM tSO tUD tFW tEU |
|                 | tRC tRI tRS tRM tSO tFW tEA tSV tAD |
|                 | tAC tRC tMC tRS tRM tSO tUD tEU tSV tSD |
| Sherlock-S       | tRC tRI tRS tRM tUD tEU tSV tSD     |
|                 | tMC tRI tSO tUD tEU tSV tAD         |
|                 | tMC tRI tEA tEU tSD                 |
| String Tile      | tAC tRI tRS tRM tSO tUD tFW tEA tEU tSV |
|                 | tRC tRI tRS tRM tSO tUD tAD         |
|                 | tMC tRI tRM tSO tUD tEA tEU tSV tSD |
| String ED        | tAC tRC tMC tRM tFW tSV tSD         |
|                 | tAC tRC tMC tRI tAD                 |
|                 | tMC tRI tRS tRM tUD tEA tEU tSV tSD |
| Token Tile       | tMC tRI tRS tRM tUD tEU tSV         |
|                 | tAC tRC tMC tRM tISO tUD tEU tSV tAD tSD |
|                 | tRS tRM tISO tEU tSV                |
| Token ED         | tAC tRC tMC tRS tRM tUD tEA tAD tSD |
|                 | tRC tRM tISO tAD tSD                |
|                 | tAC tRC tMC tRS tRM tSO tFW tEA tSD |
| Tree ED          | tAC tRS tRM tFW tEU                 |
|                 | tMC tRS tRM tSV tAD                 |
|                 | tRS tRM tISO tEU tSV                |
| Graph ED         | tAC tRC tMC tRI tRS tRM tSO tFW tEA tSD |
|                 | tRC tRS tRM tFW tSV tSD             |
|                 | tAC tRC tMC tRI tRS tRM tUD tEA tAD tSD |

Bold ids are from the 5 identified transformations in Section 5.1.1
the greatest decreases in similarity. There is a large degree of overlap between the top three selections. Furthermore, there is correlation between these selections, and the transformations identified from Fig. 5 (i.e. tRS, tRM, tSO, tFW, tSD). These selections always include at least one transformation from the five identified in Section 5.1. This again strongly implies that selections of these five transformations have a considerable impact upon the tools, and hence the SCPDTs are not robust to such transformations. Table 7 also aids in explaining the comparatively poorer results of the Graph ED tool. tRI and tSD are applied in two out of three cases, causing the Graph ED tool to report a lower similarity. Amongst most of applied selections, comment-changing transformations are also included. Realistically, these transformations only affect the string-based tools, as all others simply remove the commenting. Their inclusion in this table is simply due to random chance, and should not be considered to be a contributing factor to being ranked in the top 3 selections for non-string tools.

From these results where randomised transformations are applied; JPlag and the token-based tools in general are the most robust to transformation. However, it also shows that when fine-grained modifications to token sequences are applied, the tools become less robust to transformation. However, a high level of similarity is reported for all non-string-based tools, implying such tools are suitable for detecting real cases source code plagiarism with plagiarism-hiding source code transformations.

### 5.3 All Transformations

The purpose of this experiment is to identify the impact of all source code transformations being applied in unison to the generated variants. This is to simulate an extreme case of plagiarism, where a plagiariser applies a diverse range of source code transformations pervasively to hide plagiarism. The generated data set for this experiment contains 17,250 variant programs. This is broken down into 5 variants for each of the 575 base programs, generated with the 14 transformations at each of the 6 transformation chances.

Figure 11 presents the average similarity of variants evaluated with each SCPDT. In addition to the average similarity, the range and standard deviation of scores is also presented to indicate the distribution of variant similarities and where the similarity of most variants lies. Initially at the 10% transformation chance, the average similarity is high for all non-string-based tools. The similarity then progressively decreases up until the 100% transformation chance where all averages lie at or below the 60% similarity mark. Furthermore, the standard deviations do increase slightly as the chance of transformation increases. This indicates that the distribution of scores is increasing with the chance of transformation.

Most interestingly, all tools are severely impacted at the 80% and 100% transformation chances. For example, at 80% transformation chance, JPlag drops approximately 30% in its measured average similarity. Furthermore, at the 60% chance, there is a noticeable decrease in similarity with all but two tools dropping below 70% similarity. In such cases, it can be conceived that plagiarised programs to this severity could go unnoticed. Another interesting observation is the general plotting of the average scores and standard deviations remains relatively consistent between all chances of transformations. This again implies that the number of transformations applied to the source codes has a proportional impact on the evaluated similarity; and that the applied transformations have consistent impacts across all tools.

Table 8 identifies the average number of transformations applied to the variants as the chance of transformation increases. This is used to calculate the RCT score for each tool at each chance of transformation, that is compared in Fig. 12. From this result, initially JPlag
Fig. 11  Average similarity of variants generated with all 14 source code transformations, evaluated using all 11 SCPDTs. Bars indicate range of similarity scores. Red marks indicate range of standard deviation around the average.
Table 8  Average number of applied transformations to each program variant created with all transformations

| Transformation Chance | 10%  | 20%  | 40%  | 60%  | 80%  | 100% |
|-----------------------|------|------|------|------|------|------|
| Avg. No. of Transformations | 21.63 | 41.76 | 80.03 | 120.71 | 165.4 | 212.3 |

is shown to be the most robust tool by consistently measuring the lowest RCT score. However at the 100% transformation chance Token ED tool shows slightly greater robustness. This is interesting as a naive tool with a similar approach (differing in algorithms to compare similarity) has out-performed a mature academic tool in the most pervasive case of simulated plagiarism.

The results of this experiment indicates that JPlag and the Token ED tool are the most robust to the pervasive application of all transformations. While their evaluated similarities
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have the potential to not raise suspicion and evade detection at high chances of transformation, they do show the least decrease in average evaluated similarity. Interestingly, while both of these tools are token-based, they utilise different methods to measure similarity. JPlag uses greedy token tiling, that is approximated in the Token Tile tool. However, the Token Tile shows much poorer performance than JPlag. This can be attributed to the naive implementation of the tool, that approximates greedy token tiling by repetitively identifying the longest common sub-string. While JPlag implements a tolerance for mis-matched token sub-strings, the naive implementation does not. Hence, it is much less robust than JPlag. The Graph ED tool shows a close ranking in third place at the 100% transformation chance. However, it initially demonstrated a relatively higher RCT score at lower chances of transformation, but, as the number of transformations increase it shows a higher robustness to transformation. This would imply that the PDG-based tool is more robust in the more pervasive cases of applied plagiarism-hiding transformations.

Overall, this is a positive result indicating token-based approaches have a good robustness to transformation. However, there is also a large emphasis on tools implementing a tolerance to error in mis-matched portions of a program in order to gain greater robustness to transformation. The Token ED tool can accommodate for small errors simply through the deletion/swapping of tokens. However, the Token Tile tool implements no such feature and hence suffers from a poor evaluated similarity.

6 Evaluation 2: Code Injection

This evaluation will compare the robustness of SCPDTs to source code injection. Code injection poses an issue in the detection of plagiarism as by design, most SCPDTs present program similarity as the aggregation of similarity scores from all source code files. However, by aggregating the scores it has the potential to hide the fact that code has been injected. Furthermore, code injection can be seen to ‘increase’ the size of the injected source code. As a result of this, it adds code that cannot be matched against the source of the plagiarised work.

Two experiments are performed to evaluate the robustness of tools. The first experiment will evaluate the robustness of each SCPDT to data sets generated by injecting one type of source code fragment into each variant (i.e. file, class, methods and statements, individually). The second experiment will evaluate SCPDT robustness to a data set generated by injecting all source code fragments in unison. The source code fragments will be injected with injection chances 10%, 20%, 40%, 60%, 80% and 100%, as with the previous evaluation. However, SimPlag also exposes four injection-specific configuration parameters to limit the quantity of source code fragments injected. Without specifying limits on the quantity of source code fragments injected, it can result in SimPlag generating variants that are substantially larger in size than the original base programs. For the purpose of this experiment, the quantities of injected source code fragments are set to be limited with relative values to the average composition of the base data set (see Table 3). This means, the quantity of injected fragments are limited to at most:

- 12 statements into each method (but no more than the method’s original statement count),
- 9 methods into each class,
- 1 class into each file, and
- 4 files into each submission.
These limits are intended to introduce an element of realism into the generated test data set. This is to avoid injecting an unreasonable quantity of source code fragments into the generated variants. However, this itself is a difficult task to achieve due to the randomised nature of source code injection with SimPlag. In a worst-case scenario, using this setup it can be expected that the generated variants could quadruple in size (by doubling the number of files, classes, methods and statement counts). This should be considered to represent a worst-case-scenario, where for example, a plagiariser has appropriated a large quantity of code, and used it in the implementation of their own assignment submission thereby mixing both plagiarised and original code. However, this is expected to vary by the type of source code fragment injected, and will be discussed as appropriate. For this evaluation, a data set of assignment submissions from unrelated programming courses is used as the seed for injected source code fragments. This is to avoid any unintentional cases where a variant is injected with source code originating from its base program, or from an otherwise similar program.

When using SimPlag to generate data sets for evaluating the effect of source code injection, there is one notable problem that may cause unreliability in the evaluated results. SimPlag will apply a consistent formatting to all generated variants as to make them appear more realistic, and hence applies by default a simple (but pervasive) source code transformation. This will have no substantial effect on the non-string-based tools as they are immune to such a transformation. However, this has the potential to impact upon the results of all string-based tools, as formatting is not ignored with such SCPTs. Hence, in order to minimise the effect of the consistent formatting applied by SimPlag, the base programs are normalised with the same consistent formatting applied. This is to improve upon the overall reliability of results.

### 6.1 Individual Fragment Types Injected

This experiment will compare the impact of injecting each of the 4 types of source code fragments upon each SCPDT in isolation. The generated data set for this experiment contains 69,000 variant programs. This is broken down into 5 variants for each of the 575 base programs, generated with the 4 fragments of source code injected individually, at each of the 6 injection chances.

| Injection Chance | 10% | 20% | 40% | 60% | 80% | 100% |
|------------------|-----|-----|-----|-----|-----|------|
| File             | 38.22 | 71.27 | 115.38 | 187.19 | 282.88 | 322.85 |
| Class            | 11.37% | 21.21% | 34.34% | 55.71% | 84.19% | 96.08% |
| Method           | 222.01 | 242.71 | 312.69 | 437.72 | 598.56 | 793.96 |
| Class            | 66.07% | 72.23% | 93.05% | 130.26% | 178.13% | 236.28% |
| Method           | 75.87 | 107.25 | 173.07 | 265.28 | 360.55 | 471.87 |
| Class            | 22.58% | 31.92% | 51.50% | 78.95% | 107.30% | 140.42% |
| Statement        | 35.86 | 52.64 | 83.35 | 117.09 | 151.54 | 185.60 |
| Class            | 10.67% | 15.67% | 24.80% | 34.85% | 45.10% | 55.23% |
Table 9 identifies the average lines of code injected into each variant at each chance of injection. At each chance of injection, the quantity of LLOC injected varies significantly. The file and statement data set have similar LLOC injected, but the class and method data sets have comparatively much larger quantities of source code injected. This is a result of the utilised configuration values, and the nature of how fragment injection is implemented in SimPlag. SimPlag uses a shared java.util.Random object (that produces a uniform distribution of random values) to determine if a fragment of source code should be injected into a variant. This is determined at the nodes of interest, that each have different occurrences in a single variant. For example, the file fragment injector has 1 ‘node’ of interest in each variant (being the variant itself), while the class injector has an average of 4.44 nodes of interest in each variant. Using the selected configuration values, SimPlag has a single weighted chance to inject up to 4 files into each variant, while it has on average 4.44 weighted chances to inject 1 class into a file. This slight difference in semantics has a noticeable impact upon the generated variants, with approximately 2-2.5 times the quantity of LLOC being injected into the variants. However, this will not affect the results of this experiment. The RCI score can only be used to compare SCPDTs on the same data set, and not on different data sets. Hence, the generated test data sets will allow for comparison of the SCPDTs against the injection of each of the 4 types of source code fragment in isolation.

Figure 13 presents the average similarity of the variants created with each of the four individual source code injection operations. Initially, this appears similar to the heat maps in Fig. 5. The similarity at the 10% injection chance is typically high (larger than 90%) for all non-string-based tools. However, it then proceeds to drop as the injection chance increases. Comparing Figs. 5 and 13, the decrease in similarity is much more profound in the presence of source code injection, as compared to the application of source code transformations. This is expected as new code that cannot be matched to the base program is introduced into the variants, and the relative quantity of injected LLOC.

The string-based tools again produce consistently poor results. However, they are slightly improved compared to the results in Fig. 5, yet still produce considerably low similarity scores. The non-string-based tools initially evaluate high similarity scores for all types of injected source code fragments. However, this quickly begins to drop as the injection chance increases, showing a consistent progression of decreasing similarity. Notably, the similarity of the variants generated with class and method fragment injection drops much faster than the file and statement injection. However, the greater quantity of LLOC injected for classes and methods must be considered when interpreting this result, and hence, this result is expected.

For the file injection results, it is interesting to observe that the non-string-based naive SCPDTs demonstrate a higher average similarity than the academic SCPDTs. Comparing the token-based tools, Sim has the greatest decrease in file similarity. This is caused by Sim not providing a submission-wise similarity score (only file-wise). To derive an aggregated submission score, the best similarities for all files are averaged during comparison. Hence, in this case no files are ignored. All naive tools use a similar method of score aggregation, scoring similarity as the intersection of the two programs; i.e. the coverage of matching sections divided by the total size of the compared programs. However, in this case the naive SCPDTs are capable of evaluating a higher similarity than the other SCPDTs. Amongst all other fragment injections, the non-naive SCPDTs demonstrate consistently higher similarity scores. In particular, Plaggie and Sim demonstrate the highest average similarity against class and method injection, while JPlag and Sim evaluate the higher average similarities against statement injection.
Fig. 13 Heat maps representing the average similarity of variants generated with each individual source code fragments injected. Darker colours indicate a higher similarity scores, and hence higher robustness to transformation.

In order to rank the tools, the average RCI is calculated for all variants created with each mode of source code injection, at each chance of injection. These scores are compared in Fig. 14. The results vary between the tools for different modes of injection. The string-based tools (excluding Sherlock-Warwick) consistently measure high RCI scores, and hence
Fig. 14 Average RCI for each type of injected source code fragment at each chance of injection. Larger values indicate a tool is more robust to source code injection.
demonstrate lower robustness. This implies string-based tools have poor robustness to all evaluated forms of source code injection. The string-based tools are consistently followed by Sherlock-Warwick, that combines token and string-based methods. Due to this combination of methods, Sherlock-Warwick shows greater robustness than the string-only tools, however it also results in the tool performing worse than the dedicated token-based tools; while the token, tree and graph-based tools consistently demonstrate greater robustness, by measuring consistent RCI scores across the 6 transformation chances.

Across file, class and method injection, most tools show a slight trend of decreasing RCI scores as the chance of transformation also increases, implying greater robustness against more pervasively transformed variants. This does not imply the tools are less susceptible to greater quantities of injected source code, simply that the rate of similarity change is decreasing. Comparatively, much fewer statements need to be injected to reduce the RCI score. As a result of this, statement injection has the greatest impact on similarity, and hence the tools demonstrate less robustness to it. This is related to the fine-grained transformations of token sequences identified in Evaluation 1 (Section 5). Injecting whole statements amongst the existing statements has the potential to interrupt these sequences with new unrelated statements. Hence, there are cases where statement injection lowers the overall score by both increasing the size of the variant programs, and prohibiting the tools from matching existing code. This results in a lower similarity and RCI score.

From these results, it can be generalised that when each mode of source code injection is applied in isolation:

– The naive Graph ED and Token ED tools are most robust to file injection, while Plagge is the most robust non-naive SCPDT;
– Plagge and Sim show the greatest robustness to class and method injection; and
– JPlag and Sim are most robust to statement injection.

### 6.2 All Fragment Types Injected

This experiment evaluates the robustness of each SCPDT to the 4 types of source code fragments being injected in unison. This is to compare the robustness of the SCPDTs when large quantities of source code fragments are injected into a program. The generated test data set for this experiment contains 17,250 variant programs. This is broken down into 5 variants for each of the 575 base programs, generated with the 4 types of source code fragments injected at each of the 6 transformation chances.

Table 10 presents the average LLOC injected into the generated variants. This table shows a consistent increase in lines injected, averaging approximately 170 lines into each variant per 10% chance of injection. It should be noted that in this case, the number of LLOC injected into the variants is not expected to be representative of simple undergraduate plagiarism. The extreme cases are more representative of students collaborating, or cases where

| Injection Chance | 10%   | 20%   | 40%   | 60%   | 80%   | 100%  |
|------------------|-------|-------|-------|-------|-------|-------|
| Avg. LLOC Injected | 189.50 | 361.96 | 643.80 | 969.95 | 1,249.63 | 1,631.64 |
| LLOC Increase (%) | 56.39  | 107.72 | 191.59 | 288.65 | 385.27 | 485.56 |

Table 10: Average logical lines of code injected into each variant generated with all types of injected source code fragments at each injection chance.
fragments of source code have been appropriated and integrated into another’s own work. However, this does serve to demonstrate the impact on similarity when large quantities of source code are injected.

Figure 15 presents the average similarities of the generated data set for this experiment. Immediately there is a noticeable decrease in similarity for all tools. This is much more profound than the results of the source code fragments injected in isolation. However, one tool consistently ranks with the highest average similarity: Plaggie; being in a consistent range of at most approximately 10 percentage points higher than all other tools. Initially, the results of all non-string-based tools are consistently within a range of 10%. However, as the number of LLOC increases, this range of scores begins to increase. This implies with large quantities of source code injected, certain tools begin to become less robust to injection. Notably, the String ED tool begins to perform on par with the token, tree and graph-based tools with large quantities of source code injected. This is not implying that String ED is more robust in the presence of large quantities of source code injected. Simply that all other tools are significantly impaired in this scenario.

The large decrease in similarity for all tools is explained by the significantly larger LLOC injected compared to the test data set in Section 6.1. More fragments of source code being injected implies less source code that can be matched between the variants and their base programs. Hence, the results from this experiment do indicate that in extreme cases where large quantities of source code are injected into a program, the evaluated similarity will drop significantly. With these results it also needs to be considered the dramatic increase in size of the injected LLOC to reduce the similarity of the variants. A ‘smaller’ quantity of injected code does not see a dramatic decrease in similarity for non-string based tools. For example, JPlag requires 189 LLOC to be injected (equivalent to a 56% increase in LLOC in this data set) to demonstrate a decrease in 20% similarity. Even at the 20% injection chance where an average of 362 LOC are injected, the similarity scores typically show a decrease of approximately 30% similarity. Such scores would most likely raise suspicion to a reviewer, and likewise would require considerable effort on the behalf of a plagiariser to commit. Hence, the tools are generally robust to source code injection within reasonable quantities of injected code. It is only with extremely large amounts of code injected that the tools begin to see a profound decrease in evaluated similarity scores.

In order to rank the tools for robustness against code injection, the average RCI score is evaluated for all tools at each chance of injection. These scores are compared in Fig. 16. All tools show a common trend of a decreasing RCI as the LOC injected is increased. This indicates that smaller quantities of injected code fragments have a comparatively greater impact on the evaluation of similarity. This shows some consistency with the results of Section 6.1. However, this increase in robustness is considerably larger. The results in Figs. 15 and 16 show a clear ranking of tools for this experiment. String-based tools consistently perform poorly and are typically ranked last. While the token, tree and graph-based tools show a greater, and consistently higher robustness to injection. Across all chances of injection, the top 3 rankings of tools from this experiment are:

1. Plaggie
2. Token ED and Graph ED
3. JPlag and Tree ED.
Fig. 15  Average similarity of variants generated with all 4 source code fragments injected, evaluated using all 11 SCPDTs. Bars indicate range of similarity scores. Red marks indicate range of standard deviation around the average.
7 Discussion of Results

The evaluations performed in this article were designed to explore the robustness of SCPDTs to plagiarism-hiding modifications in order to answer the three research questions:

**RQ1:** What are the impacts of source code transformations on SCPDTs?

**RQ2:** What is the impact of source code injection on SCPDTs?

**RQ3:** What SCPDT is most robust to plagiarism-hiding modifications?

Each question will be discussed and answered in the following sub-sections.

7.1 RQ1: Impact of Source Code Transformations

Evaluation 1 was designed to answer RQ1. This question was explored through 3 experiments (plus an extended case) that evaluated the 11 SCPDTs against different selections of source code transformations, allowing for a comparison of SCPDT robustness. The results
of the 3 experiments demonstrated four consistent observations regarding the impacts of source code transformations upon the SCPDTs:

1. All string-based tools show poor robustness to all source code transformations, when compared to the non-string-based tools.
2. The token and tree-based tools demonstrated little impact by cosmetic source code transformations.
3. The token and tree-based tools demonstrated vulnerability against fine-grained structural source code transformations.
4. The graph-based tool demonstrated greater robustness against fine-grained structural source code transformations than all other tools, however was vulnerable to transformations that were lexical or modified the program semantics.

These results can be largely explained by considering the SCPDTs in terms of how they represent source code, and how this representation is used to measure source code similarity. The string, token and tree-based tools represent the structure of source code. The string-based tools represent structure as a literal character string, the token-based tools represent structure as sequences of lexical tokens, and the tree-based tool represent structure as an AST. These three representations of structure are then compared for similarity with two basic techniques: coverage (e.g. through tiling) or edit distance. Any transformation to this structural representation will either impact upon the evaluation of coverage, or increase the edit distance. That is, any transformation that changes: the character string will impact upon string-based tools, the lexical token sequence will impact upon token-based tools, the AST will impact upon tree-based tools. Hence, in all cases, the measurement of similarity was impacted upon.

From the performed experiments it was demonstrated that of the 14 implemented source code transformations:

- All 14 modified character strings, and hence impacted upon the string-based tools.
- 5 transformations (tRS, tRM, tSO, tFW, tSD) had an observable impact upon token sequences, and hence impacted upon the token-based tools. However, the remaining 9 transformations had no or negligible impact upon the token-based tools.
- The same 5 transformations (tRS, tRM, tSO, tFW, tSD) have a similar, but largely less pronounced impact upon the tree-based tool, with the exception of tRM having an extremely pronounced impact upon the tree-based tool.

Hence, from these results, it can be summarised that source code transformations impact upon SCPDTs when the representation of source code a SCPDT uses for comparing similarity is modified. This was specifically found with the 5 fine-grained structural transformations: tRS, tRM, tSO, tFW and tSD in Section 5.1.1; and further emphasised in Sections 5.2 and 5.3. This is a notable vulnerability with currently available SCPDTs as all implement structure-based measures of source code similarity. Hence, they are all vulnerable to such transformations. This becomes especially pronounced when the transformations are applied pervasively. If such transformations are applied pervasively throughout a body of source code, a large decrease in the evaluated similarity can be observed. Furthermore, this result is consistent with the naive string, token and tree-based tools, indicating such techniques in general are vulnerable to the same structural transformations.

In order to avoid the impact of plagiarism-hiding source code transformations that modify the structural representation of the source code, the simplest method is to ignore the structural aspects of source code that change due to the transformations. This can be seen
with the Graph ED tool that represents the program as a set of PDGs. This allows Graph ED to measure the semantic similarity of two programs, through the occurrence of similar relations between statements in each procedure. Assuming that source code transformations do not modify the semantics of the source code - an assumption that, as previously identified, is commonly true in committed source code plagiarism; such an approach should be in theory immune to such changes. This was largely demonstrated for the Graph ED tool in Section 5.1 where it was shown to be impacted upon by transformations that modified the semantics of the program; and in Section 5.1.1, where it demonstrated the greatest robustness to the 5 fine-grained structural transformations. Hence, the theoretical foundation of a PDG-based tool does show merit in the detection of source code plagiarism.

With this result, it must also be considered how easy the utilised transformations are to apply by a plagiariser. The 14 source code transformations are not technically complex, and with enough time a novice plagiariser could apply them manually. If considering a skilled plagiariser (i.e. somebody proficient at programming) it is conceivable that they would have the necessary skills to apply these transformations, as well as more complex transformations such as obfuscating the control flow of the program. Furthermore, it must be considered that all of the applied transformations are automated, and are in fact features of many source code editors and integrated development environment. Hence, applying source code transformations even in a pervasive manner is a trivial task that needs to be accounted for by SCPDTs, and hence this is a threat to currently available SCPDTs.

7.2 RQ2: Impact of Source Code Injection

Evaluation 2 was designed to answer RQ2. This was explored through two experiments comparing the affect of injecting fragments of source code upon the 11 SCPDTs. The impact of source code injection can be generalised from the perspective of by injecting source code, new code is inserted into a program that cannot be matched between it and it’s source. However, the results of the two experiments evaluating this impact vary considerably. Similar to Evaluation 1, the string-based tools were demonstrated to show great vulnerability to the injection of all fragments of source code; while in comparison the token, tree and graph-based tools demonstrated considerably greater, but varied, robustness against the injection of source code fragments. Overall, the results varied between the individual tools, and the types of source code fragments injected. This would indicate that by design, different tools are more robust to the injection of certain fragments of source code.

Against file injection, the non-string-based naive SCPDTs were demonstrated to have greater robustness than all other tools. This is presumably a result of how the naive SCPDTs aggregate the similarity scores of file pairs into a submission-wise similarity scores. This is through the averaging of similarity scores from the best mapping of file pairs between two submissions. In such a case, it can be assumed that in an ideal case where the naive tools evaluate 100% similarity between the average 4.41 identical file pairs between a base and variant program, the injection of 1 to 4 files by SimPlag would result in evaluated similarity scores in a range of approximately 69% to 90%. This is consistent with the results of Section 6.1, where at the 100% injection chance the non-string naive SCPDTs evaluate similarity scores approximately in this range. The remainder SCPDTs utilise similar methods, but do not always ‘map’ individual source files. For example, based on the implementation Plaggie, the tool aggregate all source files together into a single token stream, and use its relative size for the calculation of similarity. This subtle difference results in the tool being unable to measure any significant similarity between the source code in the injected source files. And hence, it produces similar, but in this case lower results.
The injection of class and method fragments effectively adds ‘junk’ to the variant programs, increasing the overall size of the variant sources. Injecting such fragments should not affect matching any existing code (assuming sufficient size in relation to SCPDT minimum match lengths), but merely increase the size of the programs being compared. The theoretical decrease in similarity can again be assumed to be proportional to the size increase. In the case of method injection at the 100% injection chance, the variants are on average approximately 140% larger compared to the base programs, equating to approximately 472 LLOC being injected. This is approximately 40% of the total LLOC being compared between any base program and its variants (the total LLOC being 2 times the average base size of 336 LLOC, plus the injected LLOC). Hence, in a best case scenario, 60% of the LLOC between the base and variant can be matched, that would result in a similarity scores of approximately 60%. A similar relation can be assumed for class injection at the 100% injection chance, where approximately 50% of the LLOC being compared is injected, resulting in a similarity score of approximately 50%. This assumption largely holds for the non-string SCPDTs, where against class injection most tools see a 50% average similarity, while against method injection most tools see a 60% average similarity. However, Plaggie and Sim are clear outliers in this case, where the tools demonstrate greater robustness. Hence, in this case, Plaggie and Sim are least susceptible to the injection of this junk.

The injection of statement fragments has a similar impact by again adding ‘junk’ to the variants. If the size increase is again used to predict the similarity of the variant, at the 100% injection chance it should be assumed that the variants would have an average similarity of approximately 80%. However, this is largely not the case. Most SCPDTs evaluate the average similarity in a range of 40% to 60%, while JPlag and Sim evaluate similarity scores of approximately 75%. In this case, the injection of individual statements is somewhat analogous to the fine-grained structural transformations identified from Evaluation 1. By mixing small fragments of junk with existing code, it can be assumed that this prohibits the matching the base code in the variant. Hence, there is a less than expected evaluation of similarity by the SCPDTs. A similar occurrence is seen when injecting all 4 types of source code fragments. At the 100% injection chance, with a 485% increase in variant size, it can be expected approximately 70% of the analysed LLOC will not be found in the base program, and hence will result in an approximate average similarity of 30%. This observation holds for most tools. However, Plaggie, Token ED and Graph ED demonstrate higher average similarities at approximately 40%. Hence, these tools demonstrated greater robustness when all 4 types of source code fragments are injected in unison.

However, in consideration of these results, the quantity of injected fragments of source code is quite large. As discussed, at the higher injection chances, the generated data sets would be more representative of a plagiarising student integrating an other’s work into their own. Hence, if only the results for non-string-based tools are considered up to the 10-20% injection chance, all tools were demonstrated to evaluate a high average similarity. However, in this worst case scenario, different SCPDTs demonstrate greater robustness to the injection of different types of source code fragments. This result also emphasises the methods of comparing files for similarity to ignore injected code, and aggregating scores for similarity in providing robustness to source code injection. Hence this should be considered in detection of pervasively modified plagiarised source code.

7.3 RQ3: Most Robust Tool

The results of Evaluations 1 and 2 address RQ3. From the 5 performed experiments, it is clear that all string-based tools are not robust to any form of plagiarism-hiding
modifications. This is demonstrated through the consistently low similarity scores evaluated by the tools; and hence string-based techniques should be avoided for use in SCPD. The token, tree and graph-based tools show much greater robustness to source code modifications. However, identifying what tool is the most robust to plagiarism-hiding modifications is a matter of perspective.

Strictly from the results of Evaluation 1, JPlag demonstrated the greatest robustness to source code transformations. This was shown by JPlag most consistently evaluating the highest similarity scores, and hence lowest RCT scores, in the three experiments of Evaluation 1 (Sections 5.1, 5.2 and 5.3). However, JPlag is out-performed by the naive Graph ED tool in Section 5.1.1 when compared for robustness against the 5 identified fine-grained structural transformations. This is a result of the Graph ED tool being more robust against such transformations when pervasively applied than JPlag, and all other of the evaluated SCPDTs. Hence, overall, from the results of this evaluation, JPlag should be considered to be the most robust SCPDT on average to the evaluated plagiarism-hiding transformations. However, when considering the results against source injection in Evaluation 2, Plaggie was shown to be the most robust in 4 of the 5 generated data sets. This is followed by Sim, showing a similar robustness in 3 of the 5 generated data sets. While a notable mention is the Graph ED tool, being consistently ranked high in 4 of the 5 generated data sets. Hence, in considering these results, it is a matter of perspective in determining what tool is most robust.

To generalise the answer to RQ3, JPlag is the most robust tool to the evaluated plagiarism-hiding transformations, while Plaggie is the most robust tool against the injection of the evaluated source code fragments. But, under certain conditions with pervasively transformed variants, the Graph ED tool does show potential. Hence, utilising such a tool, or potentially one that combines both structural and semantic measures, shows benefit as a future direction of work in SCPD. In Section 5.1.1, Graph ED demonstrated a greater robustness to pervasively applied transformations which apply fine-grained transformations to the source code structure, while it also ranks consistently high against both source code transformation and injection. While in most experiments it performed approximately on par with the other non-string-based tools, this is attributed to the naive implementation of the tool. It is feasible that an optimal implementation of a PDG-based Graph ED tool would out-perform all other SCPDTs in most, if not all experiments.

However, in typical cases of plagiarism, all non-string-based tools show sufficient robustness to source code modification, being capable of evaluating high similarity scores. But, this result does not mean that all other tools are not suitable for detecting plagiarism is the presence of plagiarism-hiding modifications. Considering the similarity scores of the lesser-transformed program variants (assume ≤ 40% transformation chance); in almost all cases with the non-string-based tools, the evaluated similarity scores are generally enough to raise suspicion. Hence, for typical usage, there is no problem with their robustness to plagiarism-hiding modifications. It is only in the extreme evaluated cases with pervasively applied source code modifications, do JPlag and Plaggie demonstrate greater robustness.

8 Limitations and Threats to Validity

In the evaluations performed in this work, there are numerous design decisions that originate from the utilised tooling and evaluation method. In this section, important limitations of the evaluation, and threats to validity of results are identified and discussed; focusing on
configuration bias of the SCPDTs, authenticity and correctness of the generated test data, and the measures used for comparing SCPDT robustness.

8.1 Configuration Bias of SCPDTs

In evaluations of code similarity tools, it is common to identify an ‘optimal’ configuration value for a tool on a given data set. This has been shown to provide greater tool performance (e.g. as seen in Ragkhitwetsagul et al. 2018; Ahadi and Mathieson 2019). The performed evaluations do not attempt to identify an optimal configuration value. This is an intentional design decision of this evaluation to remove tool bias, as arguably, identifying an optimal configuration has the potential to introduce configuration bias in the performed evaluations. This is due to, as discussed, using optimal configurations is not considered representative of a real-world use of SCPDTs. Using an optimal configuration value for a SCPDT requires the foresight of knowing in advance what submissions are plagiarised. This is of course not the case in a real-world use of SCPDTs and may give a false impression of how robust a SCPDT may be in a real-world use. Hence, to remove any configuration bias, all SCPDTs are executed using their default configuration values under the assumption that the original developers of each SCPDT selected appropriate defaults.

By extension utilising purpose-built naive SCPDTs has the potential to introduce bias into this evaluation. It would be trivial to use configuration values to improve or skew the results of these tools. For example, the performance of tiling tools can be improved by decreasing the minimum match length. Hence, to reduce bias through the use of naive SCPDTs, they utilise configuration values that can be sourced from similar SCPDTs, or justified based on the utilised data sets. i.e. the naive String Tile tool uses a minimum match length derived from the average expression size in the data set, while the naive Token Tile tool uses the same minimum match length as JPlag.

Furthermore, using custom-built SCPDTs for this evaluation is also a source of bias. However, the implementation of these tools is as their name suggests, ‘naive’. There is very little code written for these tools, and very little room to increase their robustness disproportionally to the available academic SCPDTs. They were implemented by re-using and wrapping existing libraries and algorithms into command-line applications. This is with the exception of the Graph ED tool, that uses its own implementation of a PDG and associated edit distance algorithm, but both are still very simple and naive re-applications of existing techniques. In general, the only robustness to plagiarism-hiding modification each tool affords is that intrinsically gained through the respective program representations utilised in each naive SCPDT (e.g. token-based tools being robust to cosmetic changes and renaming identifiers). There was little to no intentional optimisation of these tools.

8.2 Authenticity and Correctness of Test Data

The use of synthetic test data is a potential threat to this evaluation. The generated simulated plagiarised variants are not real cases of plagiarism. Hence this evaluation does not conclusively demonstrate the robustness of the evaluated SCPDTs against real cases of undergraduate source code plagiarism, or real examples of plagiarism-hiding source code modifications. Instead, this evaluation simply evaluates the SCPDTs against source code modifications that are representative of undergraduate plagiarisers. The utilised modifications are termed representative as they have been referenced from literature as being observed to be used by undergraduate plagiarism. However, there are always uncertainties
in how representative the complexity of the applied source code modifications are in comparison to real cases of undergraduate source code plagiarism. This is in how pervasively modified a plagiarised work is by the plagiariser. In order to accommodate for this issue, the plagiarism-hiding modifications are applied using a sliding scale of transformation and injection chances. This allows for evaluating SCPDT robustness against lesser and more progressively transformed samples of simulated plagiarised works. It must also be acknowledged that this evaluation only utilises 14 source code transformations, and 4 types of source code fragments injected. This is in contrast to the countless many types of source code transformations that may be applied, or combinations of source code fragments that may be injected. Hence, this work is limited to only evaluating robustness against the utilised source code modifications, and therefore, there may be many more complex source code modifications with a more profound impact upon the evaluation of source code similarity that has not been observed here.

The performed evaluations also only evaluate robustness of the SCPDTs to plagiarism-hiding modifications. They do not evaluate the accuracy of tools (in terms of precision and recall) in the presence of plagiarism-hiding modifications. The results of this experiment show that certain tools and approaches are more robust to specific transformations when applied to the utilised data set. However, the results do not show that certain tools and approaches are more accurate. While the generated data and test conditions try to simulate as closely as possible real-world situations where a student may have plagiarised, this is not a substitute for real-world data. However, also as discussed, such data is generally not available in sufficient quantities for a comprehensive experiment. Hence, requiring the use of synthetic data in this experiment.

There are also potential threats to the correctness of the generated data. As discussed, SimPlag will only ensure that the generated simulated plagiarised variant programs can be parsed (i.e. they are syntactically correct), and not that the variants are compilable or functionally correct. However, plagiarism needs to be identified irrespective of if a plagiarised work compiles and is functionally correct. Hence, this is not perceived to be an issue as this work is focused on evaluating the impact of source code modifications on SCPDT robustness in the case they source code modifications are applied, and not in the case that source code modifications can be applied.

Across the data sets there is also a much higher chance than certain transformations will be applied as there are more nodes of interest for their application. For example, a tAC (Add Comment) can be applied to any class, field or method declaration. This is compared to tFW (for to while) that can only be applied to for statements. This can lead to an un-even application of source code transformations. Furthermore, the impact of a single application of a transformation does vary in terms of how much code is modified. For example, a single reordering of a whole block statements and single swapping of operations both count as one transformation. Hence, these transformations are not always uniformly applied to each derived variant, due to the randomness of application, and nature of the data sets; and as such this may impact upon the identification of specific transformations that have the potential to have great impact upon the data sets.

### 8.3 Comparison Measures

Precision and recall are commonly used metrics in the evaluation of SCPDTs, and code similarity tool evaluations in general (Whale 1990a; Novak 2016; Ragkhitwetsagul et al. 2018). Both metrics express the accuracy of a tool in identifying similar bodies of source
code. However, as the purpose of this work is to measure robustness and not accuracy; precision and recall have not been used in this evaluation. This work is focused on measuring the decrease in similarity evaluated by SCPDTs as they are exposed to more pervasively applied plagiarism-hiding source code modifications. This is used as a measure of robustness. Using accuracy metrics would not contribute to the goal of this study as accuracy metrics are derived from a binary choice of if, or if not a SCPDT has detected an indication of plagiarism. As a SCPDT does not directly detect plagiarism, but instead detects indications of plagiarism (Joy and Luck 1999), using such a method for the evaluation of SCPDT robustness would not contribute to this work.

Two metrics are used in the comparison of robustness: the quantitative absolute decrease in similarity, and the comparative measure expressing the decrease in similarity in ratio to the applied source code modifications (as the RCT and RCI scores). The first metric is used to provide an overview of the impact of source code modifications upon the evaluation of similarity. The second metric is used to compare the SCPDTs. However, the interpretation of the second comparative metric poses a threat to the validity of results in this work. As discussed, it is not a normalised measure that can be used to compare SCPDTs on different data sets. Identifying a ‘universal’ normalised comparison metric is outside of the scope of this work. The RCT and RCI scores are simply used to correlate the impact of source code modifications to the evaluation of similarity, and then ranks the tools under specific experimental conditions on a single data set. Hence, it should be considered that any RCT and RCI measurements can be compared between evaluations on different data sets. Their use is restricted to the comparison and ranking of tools on individual data sets only.

When calculating the RCI, the increase in program size is used. This value is measured as the LLOC, and is calculated as the non-block statement count of a source file. LLOC is used as it is a commonly used metric for expressing the size of code, that counts the executable statements in code without considering formatting, declarations or whitespace. For the purpose of measuring robustness, any size metric could be used in this evaluation (e.g. raw lines of code, token counts, AST node counts, etc) as long as it is consistently used in the evaluation of robustness for all SCPDTs. Using a different size measurement will simply scale the RCI scores of each tool, according to the utilised size measurement. This may give the impression of a greater/lesser robustness for a SCPDTs. However, the RCI (and RCT) scores are relative comparison measures, and not absolute comparison measures. Hence, using a different size value will not change the relative robustness ranking of the SCPDTs.

8.4 Performance of Naive and Academic Tools

Throughout the performed experiments, the naive SCPDTs often performed on par, if not better than the academic SCPDTs. It then raises the question, what are the benefits of using the mature academic SCPDTs, when in many cases naive re-applications of existing techniques can be applied with similar results.

The most profound difference between these tools are the runtimes, and by extension the complexity of the implementations. Table 11 presents the average runtimes of each tool when comparing each program pair in each set of assignment submissions. There are clear differences between the academic and naive tools in the average runtime of their approaches. JPlag is by far the fastest on average for non-string-based tools, while the naive token-based tools run approximately 10 times slower. Hence, it is clear that the academic tools contain optimisations to improve efficiency when compared to the naive tools. Such optimisations are not present in the naive tool implementations.
When considering the results of the experiments which implied the Graph ED tool has potential at being more robust than JPlag; it also has to be considered the runtime of the Graph ED tool. Being graph-based, it is expected that it will have a much higher complexity and hence runtime. However, in this case the Graph ED tool is approximately 42 times slower than JPlag. While the Graph ED tool could feasibly gain greater efficiency through optimisation (e.g. pruning unnecessary comparisons), it raises the question if the potential for greater robustness is worth the substantially greater complexity of the approach.

However, when comparing the academic and naive tools, the accuracy of the tools must also be considered. The performed experiments do not consider the accuracy of the evaluated tools. But it must be noted that in certain circumstances a highly robust SCPDT may have poor accuracy in the detection of plagiarism. For example, consider if a SCPDT is eager in measuring similarity, such that it reports a high similarity between unrelated programs. In such a case, the tool would have a poor false negative rate, and overall a poor accuracy. Hence, the results of these evaluations should not be considered to imply that when a tool is robust, it is accurate; and therefore, a naive tool that is more robust than an academic tool is not necessarily more accurate than an academic tool. Evaluating the accuracy of the utilised SCPDTs is subject to future work.

### 9 Related Works

Source code plagiarism is a well-explored topic in academia. Subsequently, there exist many works which seek to evaluate or compare SCPDTs. For example, Whale (1990a), Verco and Wise (1996), Lancaster and Tetlow (2005), Flores et al. (2014), and Ahadi and Mathieson (2019). However, a common theme in prior evaluations is that they evaluate tools for accuracy in detecting plagiarised assignment submissions. This is through the measurement and comparison of the precision and recall of the tools. Similarly, there are a number of similar works in the domain of code clone detection which seek to compare tools. For example, Bellon et al. (2007), Roy et al. (2009), Svajlenko and Roy (2015), and Walker et al. (2020). However, these works are again more focused on the evaluation of the accuracy of tools in identifying similar programs. There is no emphasis on measuring the robustness of tools against specific source code modifications.
In the performed experiments, the utilised SCPDTs are evaluated for robustness to plagiarism-hiding modifications. This is to measure the impact of applying plagiarism-hiding modifications upon the evaluated similarity of SCPDTs. To the authors knowledge, this is the first work that specifically compares SCPDTs by robustness to plagiarism-hiding modifications that are representative of undergraduate programmers. However, there are three other works with similarities in the theme of evaluating source code similarity tools. Ko et al. (2017) evaluated the performance of COAT (a code obfuscation tool) at fooling 4 SCPDTs (Moss, JPlag, Sim and Sherlock). However, this evaluation was against only 8 transformations, many of which are not representative of undergraduate programmers. Furthermore, there is no focus on measuring the impact of the transformations upon the SCPDTs, only the measurement of tool accuracy. Ragkhitwetsagul et al. (2018) compare 30 different tools and techniques in their accuracy in evaluating similarity in pervasively modified source code. While similar to this work, Ragkhitwetsagul et al. are focused on the accuracy of tools in detecting code cones. Furthermore, their generation of pervasively modified source code is enabled by Java byte-code obfuscators and decompiler tools. Such modifications to source code are not necessarily representative of undergraduate programmers, and there is no measurement of the impact of specific transformations. Schulze and Meyer (2013) evaluate code clone detection tools for robustness against code obfuscations. Schulze and Meyer applied 5 obfuscations to source code, which could be considered to be representative of plagiarism. However, they only evaluated 3 tools (one of which was JPlag), and the focus of this work was for code clone detection. Hence, while this work is similar, it was not performed at the same scale as the evaluations in this article; and is focused on measuring the accuracy of tools, not measuring the robustness of tools to transformation. The evaluations performed here are a partial extension of previous work in Cheers et al. (2020). The prior work was focused on showing that existing SCPDTs can be fooled with pervasive plagiarism-hiding transformations. While the prior work shares a common theme to this work in evaluating SCPDTs, they are distinct.

The performed evaluations are based on test data generation with SimPlag. There are two other works which enable test data generation for code similarity evaluations: COAT (Ko et al. 2017) and ForkSim (Svajlenko et al. 2013). COAT is the most similar to SimPlag as it is intended for use in plagiarism detection. However, it only implements 8 obfuscations, supports C source code, and does not appear to have been release for reuse. ForkSim implements an injection/mutation framework to simulate software development activities. This is designed for use in code clone detection activities. The injection capabilities of this tool can be used to simulate cases of verbatim source code copying. However, it only implements basic transformations (referred to as mutations in ForkSim) to source code, typically additions, deletions or substitutions. The authors of this work have also presented SPPlagiarise (Cheers et al. 2019), a similar tool to SimPlag which enables the generation of semantics-preserving variants of a base program. There is overlap in the applied transformations of SimPlag and SPPlagiarise, however, SPPlagiarise emphasises maintaining the correctness of the base program and as such cannot apply some of the transformations used in this work (e.g. shuffling statements) without significant re-engineering.

The performed evaluations are facilitated by the PrEP evaluation pipeline presented as part of this work. There exists one similar tool proposed by Cebrian et al. (2009), which seeks to benchmark plagiarism detection tools. This is through the automatic generation of test cases for comparison. However, it was designed for the APL2 programming language, which is not known to be supported by any commonly available SCPDT. A similar evaluation pipeline exists for code clone detection. BigCloneBench (Svajlenko and Roy 2015)
provides an evaluation pipeline and ground-truth data set for comparing code clone detection tools. However, BigCloneBench is designed for code clone detection tasks, and as previously discussed, in SCPD it is difficult to obtain a ground-truth evaluation data set. Hence PrEP integrates SimPlag for the generation of test data.

10 Conclusion and Future Work

In this article the robustness of 11 SCPDTs to plagiarism-hiding modifications was evaluated. This was performed through two evaluations that firstly, evaluated robustness to source code transformations, and secondly, evaluated robustness to source code injection. The results of these evaluations demonstrate that while the evaluated SCPDTs are robust to plagiarism-hiding modifications, there are specific source code transformations in which the evaluated SCPDTs are vulnerable to. These are transformations that apply fine-grained modifications to the structure of a program. For example, reordering statements, reordering members, swapping expression operand orders, mapping statements to semantics equivalents, and splitting statements. Applying such transformations change the structure of the source code, and often resulted in a large impact on the evaluation of program similarity. Hence, for these transformations in particular the evaluated tools mostly did not show a high degree of robustness.

Overall, the results of the evaluations imply that all non-string-based SCPDTs have comparatively good robustness to plagiarism-hiding source code modifications, and as such are not greatly impacted upon by such modifications. However, when source code modifications are most pervasively applied, the results of these experiments demonstrate that the tool JPlag is the most robust to the evaluated plagiarism-hiding source code transformations, while Plaggie is most robust against the injection of source code fragments. The results of the performed evaluations also suggest there is benefit in the use of evaluating program similarity with PDGs to provide robustness to pervasive applications of plagiarism-hiding modifications. This is attributed to while tools such as JPlag measure the similarity of the structure of two programs, PDGs measure the semantic similarity of programs; hence they are more robust to the applied structural modifications that are representative of undergraduate source code plagiarism. The results of the performed evaluations can be summarised as:

1. String-based tools show poor robustness to any modifications;
2. Non-string-based approaches demonstrate satisfactory robustness to modifications in typical cases of source code plagiarism;
3. JPlag shows the greatest robustness to the evaluated plagiarism-hiding transformations;
4. Plaggie shows the greatest robustness to the injection of fragments of source code; and
5. PDG-based tools provide indications of greater robustness against pervasively modified source code.

Four directions of future work have been identified. Firstly, this work is intentionally limited to the evaluation of SCPDTs. However, there exist many other tools which evaluate source code similarity for other domains, such as code clone detection. It would be interesting to evaluate the robustness of code clone detection tools to common source code modifications, and compare the results with SCPDTs. Secondly, there are many more source code transformations which could be evaluated than the 14 used in Section 5. Specifically,
it would be interesting to evaluate the effect of much more invasive source code transformations which change the structure and semantics of a program, but retain the original behaviour. Thirdly, this work does not consider the impact of source code modifications on SCPDT accuracy, an area that would be beneficial to explore. Finally, the evaluations indicated that PDGs show robustness in the presence of pervasively modified source code. It would be interesting to perform a much more in-depth exploration of semantic-based, and potentially behaviour-based methods of evaluating source code similarity in the presence of pervasive modifications. For example, to see if such approaches can provide greater robustness to pervasive plagiarism-hiding modifications.
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