Research on Video-Based Human Action Behavior Recognition Algorithms
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Abstract. Human action recognition is an important part of intelligent video processing, which has high research value and broad application prospects. This paper takes the video monitoring of the elderly living alone as an example to recognize human behavior, and chooses the video of indoor background taken by a single camera as the research object. The background subtraction method is used to extract moving objects from video, and the extracted moving objects are pretreated. Then, according to the overall outline of the object or the obvious features of a part of the object, the motion features are obtained to understand and identify the movement of the monitored object, such as walking and falling. Experiments show that the proposed algorithm has better processing effect for actual video.

1. Introduction

In recent years, the trend of population aging in China has been aggravating, and the daily guardianship of the elderly living alone has gradually become a hot social concern. Through intelligent video surveillance of the elderly, family members can find the elderly fall in the best rescue time and take first aid measures, which can reduce the injury of falls to the elderly [1]. There are many ways to detect falls of elderly people. An acceleration sensor is added to the wearing device of the elderly to calculate the acceleration in three directions perpendicular to the space [2, 3]. Compared with the normal threshold set in three directions beforehand, if it exceeds the threshold set, it indicates that there is a fall phenomenon. Using the gyroscope sensor detection angle, judge whether it is more than 70 degrees, if it is larger, there may be fall phenomenon [4]. Mathie and Estudillo-Valderrama use waist accelerator and biomedical sensor to detect human body fall and collect data. When human body has abnormal movement, the movement change will be great, which will make the acceleration of a part of the human body increase [5]. Using the observation platform to monitor the trajectory of head movement, the acceleration data detected are compared with the preliminary threshold, combined with the sound detection sensor detection and the infrared sensor installed on the wall to detect the human body posture and speed, so as to realize the fall detection of the elderly [6, 7]. Hsu et al. used variable triangles to divide human body shape into triangular grids, and proposed two important posture features: skeleton and center. Then, the corresponding matching algorithm was used to recognize
human body posture [8, 9]. In this paper, action recognition is realized at the algorithm level. The program can read the video sequence and quickly detect the moving objects and their motion features in the video.

2. Human Behavior Feature Extraction

How to accurately extract the motion target is the most important problem in human behavior recognition. There are several difficulties in extracting the human motion feature, such as the variety of action categories, the change of environmental background, and the change of time.

2.1. The Minimum External Rectangular Width-Length Ratio

In order to reduce the complexity and computational complexity, and reduce the spatial dimension, we can extract the moving object, determine the human body’s main axis, and then cut out the minimum outer rectangle from the human body’s main axis and the direction perpendicular to the main axis. It is found that the ratio of width to length of the smallest outer rectangle varies with the change of movement, and it has certain regularity. The aspect ratio is the ratio of the width to the length of the outer box of the human body. As shown in Fig. 1.

![Fig. 1 Width-Length ratio of external rectangle when one walks.](image)

By observing Fig. 1, it is found that each organ is limited by muscles and bones during walking, and will not produce a large range, but the aspect ratio shows a certain regularity. This figure shows the aspect ratio. When walking normally, the human body’s width is smaller than the length so that the aspect ratio is less than 1.

2.2. Detection of center of gravity

In the feature extraction method based on the external contour of human body, the center of gravity can represent the posture of human body. When human is standing, the center of gravity is the highest, while when falling, the center of gravity is close to the ground. The calculation of the center of gravity of the human body’s external contour can be done by using the coordinate points of the pixels on the external boundary [10, 11]. The specific steps are as follows:

(1) Find a point on the boundary line of human body. Because the image is grayed, the gray value and density of the pixels in the boundary of human body are the same, and then take two points along the boundary line, $P_0$, $P_1$; the area enclosed by the boundary line is $S_1$, and the line segment is obtained
by calculating \( n \) according to formula (1). \( P_0P_n \) the line \( L_1 \) where the line segment is located is deduced.

(2) Another difference \( X_0, X_n \), according to the method of the first step, the line \( L_2 \) is obtained.

(3) Find the intersection point of two straight lines, namely the center of gravity.

In this paper, the elderly fall recognition algorithm takes the center of gravity of human body in different situations as the detection feature. Through several experiments, it is found that the center of gravity of human body is the highest when walking normally, which belongs to the normal walking situation, while the center of gravity of human body is the lowest when falling, which belongs to the abnormal situation.

2.3. Change rate of human behavior and movement

The change rate of human action is the change rate of the aspect ratio of the rectangle of human boundary detected between adjacent frames. If the aspect ratio of two adjacent frames varies greatly, it shows that the human body produces actions different from the current behavior, at this time, it is necessary to study the changes. In this topic, the study of fall phenomenon can be combined with the change of the center of gravity at this time. If the acceleration of human body posture change is larger, it may be a fall phenomenon. If the change is slow, it may be a bending behavior\[^{12,13}\].

2.4. Skin color region detection

Recognition of human features can also use the inherent skin color aggregation characteristics of the human body, using skin color detection method, so the skin color region detection of image sequence is mainly to detect the exposed parts. Research shows that in the process of video image processing, human skin color has a certain clustering in \( YCrCb \) color space, usually concentrated in the following areas:

\[
\{ P | 133 < Cb(P) < 173,77 < Cr(P) < 117 \} \tag{1}
\]

\( YCrCb \) color space was originally used for transmission of color video signals. Compared with traditional \( RGB \) color space, its main feature is that its color component group is guaranteed by red component \( Cr \) and blue component \( Cb \), and its brightness component \( Y \) is independent. This enables the \( Y \) component of the image to independently represent the gray information of the image, which is equivalent to the traditional and black-and-white television picture quality. On the other hand, if there is no \( Y \) component, the imaging effect of the same kind of target at different brightness can be eliminated. It is for this reason that the skin color which eliminates the brightness information gets a good aggregation in \( YCrCb \) and is often used in skin color detection. On the basis of previous studies, we know that we can use the following formula (2) to transform the traditional \( RGB \) image into the \( YCrCb \) image we need:

\[
\begin{align*}
Y &= 0.299R + 0.587G + 0.114B \\
Cb &= 0.5 - 0.4187G - 0.0813 + 128 \\
Cr &= -0.1687R - 0.3313G + 0.58B + 128 
\end{align*}
\tag{2}
\]

A simple skin color detection method is to filter the image directly by pixels according to the clustering of skin color, leaving the pixels within the skin color range. Then the connected region is obtained from the result of binarization, and the skin color region conforming to the size specification is left. Finally, the skin color region conforming to the target rule is determined according to the other detection rules of the target.

In this paper, human behavior is identified based on human shape features, including the change of width-length ratio of rectangle, the extraction of center of gravity, the change rate of human posture and so on \[^{14,15}\].
3. Experiments and Analysis of Human Behavior Recognition
The experiment of this paper is to detect whether the old people have fallen or not. In this paper, data sets are made in different environmental scenarios to detect whether the program application can correctly detect human behavior in these environmental scenarios. In the experiment, human behavior was captured from the corridor, and these video sets were subdivided into frames. First, fall video was read, then the size of the video was read, and a for loop was made. The video was divided into several image sequences, and each image frame was named in sequence. The flow chart of the program is shown in Fig. 2.

![Program flow chart](image)

**Fig. 2** Program flow chart.

3.1. Detection results of moving targets
Through background subtraction method, the experiment carried out target detection for human walking and falling, as shown in Fig. 3 and Fig. 4.

![Images](image)

**Fig. 3** Human walking chart on corridor.
Fig. 3 and Fig. 4 show that there are differences between the 76th frame image and the background image when a person walks, so background subtraction is used to cut out and save the differences, and the same is true when a person falls down. The pixels without difference are assigned 0, and the pixels with difference are assigned 1, so the white pixel blocks are obtained and the binary image of the moving object is obtained.

Firstly, gray image sequence is processed to simplify calculation, and then the number of frames of moving objects is recycled to find out whether each frame deviates from the pre-saved background. As long as there is deviation and the deviation is greater than the threshold of 25, the subtracted background is saved and displayed in the window.

3.2. Morphological treatment results
From the two pictures above, we can see that although the differential images of human walking and falling are obtained by background subtraction, there are still some individual white pixels around the human body, and there are some filling holes inside the human body. We use the expansion mathematical morphology operation to fill the holes, and use corrosion to eliminate the surrounding pixels. The resulting effects are shown in Fig. 5 and Fig. 6.
As can be seen from Fig. 5, the white pixels between human legs are removed by corrosive algorithm, and the holes in human back are filled by expansion algorithm to get the image of before edges. From this image, the outline of human body can be seen more clearly. Fig. 6 shows that when human falls, the shadow pixels on the ground are human, and most of the shadow pixels are corroded by expansion. Elimination, this operation is conducive to the following edge detection.

3.3. Experimental results of edge detection and external rectangle
We use the edge detection method mentioned above to extract the edge of the binary image of human walking and falling. On the basis of edge extraction, we get the outer rectangle of human body and find the change of aspect ratio. The resulting effects are shown in Fig. 7 and Fig. 8 (a), and in Fig. 8 (b).

3.4. Detection of center of gravity
The change of human’s center of gravity when walking can be seen from the figure that the position of human’s center of gravity is basically unchanged. We use the spatial coordinate axis to represent the position of the center of gravity pixels, which are time axis, horizontal axis and vertical axis respectively. By detecting the largest white pixel blocks, we can get the center of gravity, and mark the pixels of each frame. We can see that the center of gravity pixels are in a certain range when walking. There is no big deviation in internal fluctuation. Graph of the center of gravity for walking and falling is displayed, as shown in Fig. 9 and Fig. 10.
In order to detect the center of gravity when falling more clearly, we use two-dimensional coordinates to express it. As shown in Fig. 10, we can see that there is downward fluctuation between 55 and 65 frames, indicating that the center of gravity is low and there is a fall phenomenon. From the video, we can see that there is a fall action between 50 and 70 frames, which verifies the fall detection effect.

4. Conclusion
The purpose of detecting the falls of the elderly is to recognize the human action in the video. At present, whether it is through sensors or using video means to detect the falls of the elderly, each has its advantages and disadvantages. Observing the daily life of the elderly through video may also involve personal privacy issues. Some people are unwilling to adopt video observation method, while the method studied in this paper only extracts the falls. The outline information of the human body, which does not involve its specific privacy information, will be a bright spot for future promotion and application. This paper establishes the algorithm model, optimizes the model further according to the actual work, and implants the robust program into the embedded hardware platform, using the
corresponding hardware advantages, to achieve real-time response and processing, and improve the health and safety of the elderly.
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