Abstract—We consider the problem of predicting the future path of a pedestrian using its motion history and the motion history of the surrounding pedestrians, called social information. Since the seminal paper on Social-LSTM, deep-learning has become the main tool used to model the impact of social interactions on a pedestrian’s motion. The demonstration that these models can learn social interactions relies on an ablative study of these models. The models are compared with and without their social interactions module on two standard metrics, the Average Displacement Error and Final Displacement Error. Yet, these complex models were recently outperformed by a simple constant-velocity approach. This questions if they actually allow to model social interactions as well as the validity of the proof. In this paper, we focus on the deep-learning models with a soft-attention mechanism for social interaction modeling and study whether they use social information at prediction time. We conduct two experiments across four state-of-the-art approaches on the ETH and UCY datasets, which were also used in previous works. First, the models are trained by replacing the social information with random noise and compared to model trained with actual social information. Second, we use a gating mechanism along with a $L_0$ penalty, allowing models to shut down their inner components. The models consistently learn to prune their soft-attention mechanism. For both experiments, neither the course of the convergence nor the prediction performance were altered. This demonstrates that the soft-attention mechanism and therefore the social information are ignored by the models.

I. INTRODUCTION

Predicting the trajectory of a pedestrian is a task of high importance. When it comes to self-driving cars or robots moving in crowded environments, it is key to predict the motion of surrounding pedestrians. Part of the challenge relies on understanding the social interactions, i.e., the interactions between pedestrians. The path taken when walking in a crowded environment is influenced by the ones taken by the surrounding pedestrians. To predict the future path of a pedestrian by taking into account its social interactions, the authors of social-lstm [1], social-gan [2] and Sophie [3] use social information, i.e., the trajectories of the other pedestrians in the scene, up to the prediction time. Given their ability to learn complex non-linear functions through a data-driven methodology, neural networks-based models have become the main method to tackle the problem of trajectory prediction using social information. In this paper they are called social models. Amongst those, some use soft-attention [4] to better represent the social information: the learned representations of the trajectories of the surrounding pedestrians are aligned based on their relative importance in predicting the future trajectory of a pedestrian.

In the field of pedestrian trajectory prediction, approaches using soft-attention such as sophie [3], vain [5] and social-ways [6] are commonly assumed to use social information at prediction time. This assumption is generally based on both an ablative study of the soft-attention mechanism and the visual analysis of hand-picked predictions [2]. [3]. [5]. Regarding the ablative studies, a model is considered to use social interactions if, compared to a baseline, it reduces the Average Displacement Error (ADE) and the Final Displacement error (FDE) [7] which evaluate how close a predicted trajectory is to the ground truth.

However, several studies [8], [9] reported that on the ETH and UCY datasets, naive models, i.e., models not taking social information as input, could outperform social models on both metrics. Moreover, a simple constant velocity model is shown in [10] to perform better than most neural networks based models, including social models. This invalidates the previous interpretations of ablative studies. Therefore, reducing, the ADE and FDE at prediction time cannot be considered a proof of superiority of the model using social information. This paper aims at further demonstrating, that soft-attention as currently used in the literature does not allow to take advantage of social information when predicting future trajectories.

To address this challenge, we select three soft-attention based approaches aimed at modeling social interactions: vain [5], social-ways [6] and social-bigat [11] and conduct two experiments. First, the models are trained by replacing social information with random noise and compared with the models trained with the actual social information. Second, a gating mechanism inspired from [12] is introduced in the generic architecture: the output of its different components are multiplied by binary gates before being used for the final prediction. The gates are parameters learned through back-propagation by the models during training. A stochastic relaxation of the $L_0$ penalty on the parameters is used to encourage the gates to be set to zero [13]. In other words, the models are given the opportunity to get rid of its useless modules. The main contribution of this paper is the proof that soft-attention applied on social information is ignored by the models during training.
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II. PROBLEM DEFINITION

In this section, the problem of trajectory prediction using social information is formally defined. To simplify the writing, we define three terms used throughout this paper. A scene is a delimited 2D space where pedestrians move and interact, which can be an intersection or a sidewalk. The main pedestrian refers to the pedestrian for which we currently want to predict the future trajectory. The neighbours or surrounding pedestrians refer to all the pedestrians in a scene at a given time, except the main pedestrian.

The problem of pedestrian trajectory prediction using social information can be formally described as predicting the next positions of a pedestrian during $t_{pred}$ time steps (the prediction period) based on its trajectory during the previous $t_{obs}$ time steps (the observation period). Positions are expressed in a 2D coordinate system of the scene from a top-view perspective.

At each time $t$ there are $n$ pedestrians in the scene. We denote $x_i$ the trajectory of pedestrian $i$ during the last $t_{obs}$ time steps, expressed as:

$$x_i = \{(p_i^t, v_i^t) \mid t \in [1, t_{obs}]\}, \quad \bar{x}_i = \{x_j \mid \forall j \neq i,\}$$ (1)

where $x_i$ are the trajectories of all the other pedestrians in the scene during the same period, and $p_i^t$ and $v_i^t$ are respectively the position and speed of pedestrian $i$ at time $t$.

Our objective is to learn a function $f(\cdot; \theta)$ to predict $\hat{y}_i$, i.e., the future positions of pedestrian $i$, namely $\hat{p}_i^t$, during the next $t_{pred}$ time steps.

$$\hat{y}_i = f(x_i, \bar{x}_i; \theta) = \{\hat{p}_i^t \mid t \in [t_{obs} + 1, t_{obs} + t_{pred}]\}$$ (2)

Given a dataset with $N$ pairs $\{(x_i, \bar{x}_i, y_i)\}$, the goal is to learn the best set of parameters $\theta^*$ for the function $f(\cdot; \theta)$ so that the average Mean Square Error (MSE) between the predicted trajectory and the ground truth for all pairs is minimized:

$$\theta^* = \arg\min_\theta \frac{1}{N} \sum_i MSE(y_i, \hat{y}_i; \theta)$$ (3)

$$MSE(y_i, \hat{y}_i; \theta) = \frac{1}{2t_{prev} + t_{pred}} \sum_{t=t_{obs}+1}^{t_{obs}+t_{pred}} \|p_i^t - \hat{p}_i^t\|^2_2$$ (4)

where $y_i = \{p_i^t \mid t \in [t_{obs} + 1, t_{obs} + t_{pred}]\}$ is the ground truth trajectory of pedestrian $i$ and $\|\|_2$ is the $L_2$ norm. The function is approximated with a neural network trained in an end-to-end fashion using the MSE as training objective.

III. RELATED WORK

The task of trajectory prediction was tackled in various ways. In their survey [14], Lefèvre et al. list all past works up to 2014. Kinematics models, such as the constant velocity model [15] or the kalman filter [16], [17], use only basic motion properties like last position, speed or acceleration to make a future prediction. Those are limited since they cannot anticipate a brutal change in motion due to external factors. Maneuver-based models consider the moving agent as executing a sequence of actions (turn-left, stop, etc.) and try to predict those actions. A clustering based approach is proposed to learn motion patterns in a scene in [18]. However, models in this category do not consider social interactions. New goals for trajectory prediction are proposed in [14]. Models should use their social environment and their spatial surrounding.

Different approaches have been designed to make predictions using the social interactions and the spatial environment. Physical forces governing interactions between pedestrians are introduced as in social-forces [19] and [7]. A scene is divided in cells with histograms describing the way each cell is usually traversed in [20]. A Dynamic Bayesian Network is then trained to learn the transition between cells. An occupancy grid map is used in [21] to represent surrounding pedestrians and train a Gaussian process. The main drawback of these approaches is that they do not translate well to new scenes. To solve this issue, the focus has switched to neural networks (NN) due to their greater generalization potential. For spatial awareness, a pre-trained VGGNet net [22] is used to extract features from top-view images of the scenes in [3, 23]. Generative approaches have been designed to consider the multi-modal nature of the trajectory prediction task [24]. A Conditional Variational Autoencoder [25] is used to generate multiple predictions [26]. Reinforcement learning is then used to rank the predicted trajectories. Generative adversarial networks [27] are used in [2, 3] to learn to predict multiple trajectories. [10] show that those predictions do not capture the multi-modal nature of the trajectories. For social awareness, social interactions are represented through a grid-based map of their local neighbourhood and fed into a Recurrent Neural Network (RNN) [1], [2], [28], [29]. However, the authors assume that only the closest pedestrians are relevant and consider only part of them. To avoid making such assumptions, soft-attention [4] mechanisms are used in [3, 5, 6, 11].

Those mechanisms are rarely evaluated in an ablative study. When they are as in [3], their ability to model social interactions is based on reducing the ADE and FDE [7]. Simpler NN-based models using only past motion information tend to show very good results on ADE, for example using a simple convolutional neural network (CNN) to encode a pedestrian past trajectory and stack a Multi-Layer Perceptron(MLP) on top to predict the future path [8]. The same architecture is used in [9], but with a long short-term memory (LSTM) encoder instead. Surprisingly, the authors of [10] show that a simple constant-velocity approach could outperform more complex approaches such as those presented in [2, 3].

On a final note, in the field of using deep-learning to model social interactions, most of the papers tend to follow the same working method, which consists in taking a new successful deep learning architecture from some more mature deep learning fields, such as computer vision or Natural Language Processing, and applying them to social interactions modeling in order to make some improvements on the traditional benchmark (ETH and UCY datasets with ADE and FDE metrics). This is a perfectly valid strategy. However, most of the time not much analysis and careful experimentation is conducted afterwards to really understand the impact of such architectures on the modeling of social interactions. We don’t think that improving the value of ADE and FDE on the ETH and UCY dataset is a good enough proof of the ability of a model to use social interactions. To illustrate this, in STGAT [30] the
proposed model apply Graph Attention Network to model social interactions and outperforms the naïve baselines on ADE and FDE. However, the trajectories are expressed in relative coordinates. It is not obvious to us that modeling social interactions from a set of trajectories not expressed in a common coordinate system would be possible. Furthermore, in most studies [1, 2, 3, 4], central tendency and variation of the results are not reported. Results presented on a single run may be harder to interpret with confidence, even more with small absolute metric improvement. For instance, in TrafficPredict [31], the difference in ADE between the proposed model and a vanilla RNN is of 3.5 cm. Even though this is a 20% improvement we find it hard to conclude about social interactions.

In this work, we focus on an attention mechanism based on soft-attention for social interactions and whether they actually make use of social information.

IV. THE MODELS

In our study, we compare three approaches that include a soft-attention mechanism for social interaction modeling in their architecture: social-forces [6], social-bigat [11] and vain [5]. We select those studies because their soft-attention mechanisms present a variety of assumptions on social interactions modeling.

In vain, only the last observed speed and position are kept for used pedestrian. This assumes that the motion history is not critical for the task of trajectory prediction. The score function of the soft attention mechanism is not learned during back-propagation. It is basically the inverse squared Euclidean distance between the non-linear projections of the two pedestrians last observed speeds and positions. It implicitly assumes that the Euclidean distance between pedestrians is the main factor when it comes to the importance of a social interaction.

In social-forces, a set of handcrafted features between the past motions of a pair of pedestrians is used to compute their attention score. There are three features: the euclidean distance, the bearing angle and the distance of closest approach [32]. Thus it assumes that those three features are key to determine whether a social interaction is important or not.

In social-bigat, a graph attention network is used to represent social interactions. This is very flexible and makes no assumptions on the modeling of social interactions.

Those three approaches, as well as most of those proposed in the literature, follow the same architecture pattern. A neural network with shared weights is used to automatically extract features from the past trajectory of each of the pedestrians in the scene, we call this part the trajectory module. A soft-attention mechanism is used to align these features tensors, forming a social-context tensor, we call this part the social module. Then the social-context tensor and the feature tensor of one pedestrian are fed into another neural network that predicts the future trajectory of this pedestrian, we call this part the prediction module. In the rest of the paper, we refer to this as the generic architecture [1].

We reproduced the models as described in their respective papers. However, although social-bigat and social-forces are originally trained using the framework of the Generative Adversarial Networks (GANs), we decided not to use in our study for several reasons. First, we focus on comparing soft-attention mechanisms, therefore we need to choose only one training framework to allow for a fair comparison between the three models. We choose not to use GANs because of the way they are usually evaluated in this field. At prediction time, k trajectories are generated and the best one is selected using the groundtruth. The ADE and FDE are reported on the best selected trajectory only. Using the groundtruth trajectory to select the best predicted trajectory is not a correct practice and we therefore prefer to avoid it. Furthermore, [10] pointed out that it is similar as generating a set of constant velocity trajectories with a random angle and selecting the best one. The models are trained using the Mean Squared Error between the predicted and groundtruth trajectories as loss function through backpropagation as in social-lstm [1], vain [5] or cidnn [33].

V. DO THEY USE SOCIAL INFORMATION?

In this section, we study in two experiments whether the prediction module uses the output of the social module when making its prediction.

A. Random noise as social information

In the first experiment, the social information is replaced with random noise when training the models. Specifically, at training time for a pedestrian, we generate a random number of neighbours \(r\) from a uniform distribution between zero and the maximum number of agents encountered in the dataset and then randomly generate \(r\) random trajectories. A random trajectory is generated by randomly picking \(2 \times t_{obs}\) values from a uniform distribution between 0 and 1. The generated points all belong in the space of the positions normalised across all the scenes (see section VI). These random trajectories are then fed into the social module. Once the training is done, we observe whether training with random social information has an impact on the convergence and performance of the models.

B. Gates and \(L_0\) regularization

In the second experiment, we study whether the soft attention mechanism helps minimizing the training objective defined in equation [4]. We argue that the best way to find out is to give the models the opportunity to shut down some of the information flow while training. To that end we use a gating mechanism inspired from [34]. In this work, they apply binary gates on the outputs of the heads of a transformer architecture. The authors verify how many heads they can prune without harming the model prediction. Similarly, we define two binary gates as depicted in Figure [2]. Those gates are parameters learned during the training phase. We want them to take values of either 0 or 1. Based on the work of [13], we first reparametrize the outputs vectors of the trajectory and social modules using two binary gates, respectively the trajectory gate \(g_T\) and the attention gate \(g_a\) as follows:

\[
\tilde{A}_i = A_i g_a, \quad \tilde{T}_i = T_i g_T, \quad g_a, g_T \in \{0, 1\}, \quad g = \begin{bmatrix} g_T \\ g_a \end{bmatrix} (5)
\]
Since the gates are learned, the network has the possibility to set them to zero, thus ignoring either the information from the social module or from the trajectory module, or both. To encourage such behavior, we add a $L_0$ norm penalty term to the cost function when training. The $L_0$ norm is expressed as the number of non zero gates (equation 6).

$$L_0(g) = g_a + g_r$$

However, the $L_0$ norm is not differentiable, and therefore, we cannot train the models through back-propagation using the penalty term as it is. To solve this issue, a stochastic relaxation of the $L_0$ norm was designed in [13], where gates are sampled from a continuous distribution over $[0, 1]$. The distribution is chosen specifically to allow the reparametrization trick [35]. It can be expressed as $g \sim H(\phi, \epsilon)$ where $\epsilon$ are the parameters of a free noise distribution and $\phi$ are the parameters of a deterministic transformation. The $L_0$ norm is then approximated by the sum over the gates of their probability of being non-zero as follows:

$$L_0(g; \phi) = \sum_{k \in \{a, r\}} (1 - P(g_k = 0 | \phi_k))$$

where $\phi_k$ is the distribution parameter for the sampling of gate $k$.

The training objective with the $L_0$ penalty term is expressed as:

$$L(y, \mathbf{\theta}; \phi) = MSE(y, y; \mathbf{\theta}) + \lambda L_0(g; \phi)$$

where $\lambda$, the strength of the penalty, is a hyper-parameter.

Thanks to this reformulation of the gating mechanism, the models can be optimized through back-propagation using a
Monte-Carlo approximation. In practice, when training models using batch gradient descent, we re-sample \( g \) for every batch. At test time, gate values are estimated using a deterministic expression given in \([13]\). As in the original paper \([13]\), we use the Hard-Concrete distribution, with parameters \( \phi = (\alpha, \beta) \).

A fixed value of 0.5 is used for \( \beta \) and \( \alpha = \frac{\alpha_r}{\alpha_g} \) are the parameters learned through back-propagation to change the gate values at test time. There is one value per gate.

In practice, the distribution parameters \( \alpha \) are first initialized so that the deterministic evaluations of gate values are one. The gates are frozen and the models are trained without the \( L_0 \) penalty. This results in regular training of the models. Once the models converge, we unfreeze the gates and add the \( L_0 \) penalty term to the training objective as in equation \([7]\). The models are thus learnt from both the motion history of the main pedestrian and the social information. Then when training is done, the models are given the opportunity to get rid of their modules by setting their respective gates to zero.

Our research hypothesis is that the attention gate will be put to zero for all models. Furthermore, the prediction performance is expected to be maintained or even improved (removing some noise, training for longer) when the attention gate is set to zero. If this is the case, then applying a soft-attention mechanism on the social information is useless in training a NN for the task of trajectory prediction described in this paper.

VI. METHODOLOGY

A. Baselines

Three baseline models that do not use social information are studied along with the four social models. First baseline is the Constant velocity (CV) presented in \([10]\). The second baseline from \([9]\) is an MLP fed with features extracted from the motion history of a pedestrian using a LSTM to predict the pedestrian’s future path, referred to as LSTM-MLP. The third baseline is an MLP that takes as input the last speed and position of a pedestrian to predict its future motion, referred to as BASIC-MLP.

B. Implementation details

Datasets: We use the standard benchmark with the two datasets ETH \([32]\) and UCY \([36]\). Trajectories are sampled every 0.4 s. For each pedestrian, we observe eight time steps and predict the following twelve. Sub-trajectories of 20 positions are extracted. The trajectory of a neighbour is included as social information if it is in the scene during the last observation time step. We use zero padding for incomplete trajectories and min-max scaling on the positions. Data augmentation is performed by randomly rotating the trajectories.

Evaluation: Trajectories are recorded across five scenes. Each model is trained on four scenes and evaluated on the remaining one. For each scene we get the mean \( \text{ADE} \) and mean \( \text{FDE} \). The test \( \text{ADE} \) and \( \text{FDE} \) are the average \( \text{ADE} \) and \( \text{FDE} \) across scenes. For hyper-parameter optimization, the data on four scenes is split in a training set and a validation set. Models are implemented using Pytorch and trained using a NVIDIA GTX960m GPU. The code will be made available on Github. Every experiment is repeated five times and mean and standard deviation are reported.

Training: The models were trained through back-propagation using the Adam optimizer, a learning rate of 0.001 and a batch size of 32. Social models are trained for around 20 epochs whereas naive models are trained for around 10 epochs. All models converged and none of the learning curves showed signs of overfitting.

Regularization: \( \lambda \), the strength of the \( L_0 \) penalty, is set to a value of 0.005. Therefore, the maximum value of the \( L_0 \) penalty is 0.01 if both gates are equal to one.

C. Metrics

Two metrics are used as in the standard benchmark designed by \([7]\). The \( \text{ADE} \) and \( \text{FDE} \) between a predicted trajectory \( \hat{y}_i \) and the ground truth \( y_i \) are expressed as:

\[
\text{ADE}(y_i, \hat{y}_i) = \frac{1}{t_{\text{pred}}} \sum_{t_{\text{obs}}=1}^{t_{\text{end}}} \| p_i^t - \hat{p}_i^t \|_2 \tag{9}
\]

\[
\text{FDE}(y_i, \hat{y}_i) = \left\| p_i^{t_{\text{end}}} - \hat{p}_i^{t_{\text{end}}} \right\|_2 \tag{10}
\]

where \( t_{\text{end}} = t_{\text{obs}} + t_{\text{pred}} \).

VII. RESULTS

a) Regular training: The models are first trained regularly and their \( \text{ADE} \) and \( \text{FDE} \) are compared. The results can be found in Table \([I]\). The reported mean \( \text{ADE} \)s range between 0.56 m and 0.7 m whereas the average \( \text{FDE} \) range between 1.19 m and 1.4 m. As reported in \([10]\), CV acts as a performance lower bound. As reported in \([9]\), the naive models outperform the social models. It seems that the simpler the model (fewer degrees of freedom), the better the \( \text{ADE} \) and \( \text{FDE} \).

b) Random training: The social models are then trained with randomly generated neighbour trajectories as described in section \([V-A]\). We don’t observe any changes in the models’ convergences. The resulting \( \text{ADE} \) and \( \text{FDE} \) are reported in Table \([II]\) for Social-Bigat under the column Social-Bigat(random) and in Table \([III]\) for Social-Ways under the column Social-Ways(random) and in Table \([IV]\) for Vain under the column Vain(random). Models trained with random information all exhibit slightly better \( \text{ADE} \) and \( \text{FDE} \) than their regularly trained counterparts. However, the difference is lower or equal than 0.05 m which is negligible for the task of trajectory prediction. Therefore, replacing the social information with random noise did not have a significant influence on the accuracy of the predicted trajectories.

c) Gate training: Finally, the models were first trained regularly and then fine-tuned by adding a gating mechanism on the social and trajectory modules, along with a \( L_0 \) term penalty as described in section \([V-B]\). Figure \([3]\) shows the evolution of the gates values during models fine-tuning. Since the same behavior is observed on the other scenes, we present it only on the scene \( \text{zara2} \). The attention gate is consistently set to zero whereas the trajectory gate always keeps its original value of one. Furthermore, to ensure that this evolution did not happen at the expense of the models prediction performance, the \( \text{ADE} \) and \( \text{FDE} \) of such fine-tuned models (green bars)
are reported in Table II for Social-Bigat under the column Social-Bigat(gates), in Table III for Social-Ways under the column Social-Ways(gates) and in Table IV for Vain under the column Vain(gates). As for random training, the fine-tuned models all outperformed their regularly trained counterparts. This time the improvement lies in the range of 0.05 m to 0.15 m for FDE and from 0.07 m to 0.15 m for ADE. First of all, the improvement is not that large. When fine-tuning the models, the values of the gates vary and the models continue their convergence marginally. Since we apply fine-tuning for their convergence, the models even continued to slightly improve during the fine-tuning phase. These elements strongly indicate that the fine-tuning phase. These elements strongly indicate that the output of the soft-attention mechanisms is ignored by the social models. By means of two experiments, the output of the soft-attention mechanism is consistently ignored by the models. To summarize, training with random neighbours trajectories did not worsen the performances or convergences of the social models. When given the opportunities to shut down the attention and trajectory modules, the social models consistently shut down the social module. This did not affect the training and the models even continued to slightly improve during the fine-tuning phase. These elements strongly indicate that the output of the soft-attention mechanisms is ignored by the models when predicting a trajectory. Therefore, we claim that the studied model’s predictions are not made on the basis of social interactions.

VIII. CONCLUSION

We study whether soft-attention applied to social information has an impact on the trajectories predicted by four different social models. By means of two experiments, the output of the soft-attention mechanism is consistently ignored by the models.
This implies those models do not use social information at prediction time. This is an important result as it contradicts the commonly accepted opposite statement. It highlights that ablative studies should be conducted more carefully when interpreting the impact of a component on a such complex task. We believe that the standard datasets and setup we used in this study should be set aside. On the one hand, the problem might be too easy for the model to actually have an interest in learning social interactions, as the good performances of the constant velocity model suggests. Predicting trajectory strips of approximately four seconds on those datasets mainly consists in predicting straight motions. On the other hand, modeling the impact of social interactions on the pedestrian trajectories is hard since the motion possibilities for pedestrian in low constraint environment such as the scenes in ETH and UCY are endless. It could be argued that new datasets, with more social interactions are now available and being used, so the results of our study are not relevant. However the initial papers based their conclusions on those and inspired a plethora of socialX methods following the same pattern. It is important to challenge the assumptions of those works and do so on the same datasets. Future works should be aimed at predicting long-term trajectories on richer datasets such as the Intersection Drone Dataset [37]. It is also important to develop a new framework to demonstrate the need and ability of future models to learn social interactions.
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