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We derive a computationally efficient expression of the photon counting distribution for a uniformly illuminated array of single photon detectors. The expression takes the number of single detectors, their quantum efficiency, and their dark-count rate into account. Using this distribution we compute the error of the array detector by comparing the output to that of an ideal detector. We conclude from the error analysis that the quantum efficiency must be very high in order for the detector to resolve a hand-full of photons with high probability. Furthermore, we conclude that in the worst-case scenario the required array size scales quadratically with the number of photons that should be resolved. We also simulate a temporal array and investigate how large the error is for different parameters and we compute optimal size of the array that yields the smallest error.

I. INTRODUCTION

Photon-number-resolving detectors have applications in various optical fields, such as investigation of exceptional points in $PT$-symmetric systems [1], measurements in the number basis [2], quantum key exchange [3], photon-counting laser-radars [4], X-ray astronomy [5], evaluation of single-photon sources [6], and elementary-particle detection [7]. These detectors can essentially be divided into two classes, inherent detectors and multiplexed detectors. The former case use some internal physical mechanism to deduce how many photons hit the detector, e.g., a transition edge sensor [8–14], while the latter case consists of detector arrays which use the combined outputs of multiple single-photon detectors [15–27].

These detector arrays are easy to model physically, but the resulting probability distribution is computationally inefficient to evaluate for larger array sizes due to the high number of possible outcomes. This is problematic since the probability distribution can be used to, for example, improve of quantum key distribution [29] and to evaluate the performance of temporally multiplexed arrays [29].

In Ref. [29] an analytical expression for the probability distribution of a uniformly illuminated array is derived. The resulting expression is given as an expectation value of a normal ordered operator, which unfortunately makes the expression difficult to evaluate for a general situation.

In this paper we re-derive the photon counting distribution for a uniformly illuminated array consisting of single photon detectors. The distribution takes quantum efficiency, dark count probability and finite array size into account. The resulting formula is in agreement with photon counting formula derived in Ref. [30], but it is expressed in a form that is simpler, and therefore numerically more efficient to evaluate.

Using the photon counting distribution we investigate the effects of quantum efficiency, dark count probability and array size on the detector performance. We also apply the distribution to investigate the performance of temporal arrays and show that there exists a finite array size for which the error is minimal for a given number of photons used as input. Our results are qualitatively in agreement with Ref. [29], but our respective methods for analysis and assumptions differ.

II. PHOTON COUNTING DISTRIBUTION

Consider an array consisting of $n$ indistinguishable single photon detectors with quantum efficiency $\eta$ and dark count probability $p_d$. Assume that the single photon detectors click with a probability $1-(1-\eta)^m$ when $m$ photons hit the detector, that the probability per event for a dark count is $p_d$ and that the detector is memory-less. The probability for the single photon detector to click when $m$ photons hit that detector is then given by

$$\Pr(k \mid m; \eta, p_d) = k + (1-2k)(1-\eta)^m(1-p_d), \quad (1)$$

where $k \in \{0,1\}$ is the output corresponding to that the detector does not click or does click, respectively.

Let us now derive the photon counting distribution, which is an expression for the conditional probability to get $k$ clicks from the combined output of all the $n$ detectors in the array when $m$ photons where used as illumination. Let us encode the number of photons that hit each detector with the vector $\vec{x} \in \mathbb{N}^n$, where component $i$ corresponds to the number of photons that hit the detector at position $i$. Under uniform illumination, the photon counting distribution for the array is a multinomial distribution given by

$$\Pr(k \mid m; \eta, p_d, n) = \sum_{\|\vec{x}\|_1 = m} \frac{m!}{x_1! \cdots x_k!} \frac{1}{n^m} \binom{n}{k} \times$$

$$\times \left( \prod_{j=1}^{k} \Pr(1 \mid x_j; \eta, p_d) \right) \left( \prod_{l=k+1}^{n} \Pr(0 \mid x_l; \eta, p_d) \right). \quad (2)$$

The photon counting distribution can be evaluated in its current form. However, this form requires a summa-
This expression is easier to evaluate, since only $O(n^{-2})$ terms need to be computed in order to find all non-zero probabilities for a given $m$, which quickly becomes too large to evaluate exactly. It is therefore highly interesting to rewrite the distribution into a computationally effective form. To do this we utilize that the array is symmetric under any permutation of the single photon detectors, which together with the multinomial theorem gives (see theorem 2 for details)

$$
\Pr(k \mid m; \eta, p_d, n) = \frac{1}{n^m} \binom{n}{k} \sum_{l=0}^{k} (-1)^l \times (1 - p_d)^{n-k+l} \binom{k}{l} [n - (n - k + l)\eta]^m.
$$

This expression is easier to evaluate, since only $O(n^2)$ terms need to be computed in order to find all non-zero probabilities for a given $m$. Furthermore, this version of the distribution also makes it easier to analytically investigate the detector performance.

### III. ERRORS AND CONVERGENCE

Let us investigate the performance of a detector array by comparing how far the detector is from an ideal photon-number-resolving detector. We define an ideal photon-number-resolving detector to always give the number of incident photons, i.e. $\Pr_{\text{ideal}}(k \mid m) = \delta_{k,m}$. In our model such a detector corresponds to $\eta = 1$, $p_d = 0$ and that $n \rightarrow \infty$.

We define the error as the $L_1$ metric distance to an ideal detector

$$
\epsilon = \frac{1}{2} \| \Pr(\cdot \mid m; \eta, p_d, n) - \Pr(\cdot \mid m; 1,0,\infty) \|_1
$$

$$
= \frac{1}{2} \sum_{k \in \mathbb{N}} | \Pr(k \mid m; \eta, p_d, n) - \Pr(k \mid m; 1,0,\infty) |.
$$

The error $\epsilon \in [0, 1]$ and $\epsilon = 0$ if and only if the detector is ideal, whereas $\epsilon = 1$ corresponds to a detector characterized by $\eta$ and $n_d$ which is incapable of outputting the same value $m$ as the ideal detector for any $n$, i.e. $\text{supp}(\Pr(\cdot \mid m; n_d, n)) \cap \text{supp}(\Pr(\cdot \mid m; 1,0,\infty)) = \emptyset$, where the support $\text{supp}(f) = \{ x \mid f(x) \neq 0 \}$ is the set for which the function is non-zero.

To study the error $\epsilon$ it is possible to split it into three terms corresponding to the dark count error $\epsilon_d$, the quantum efficiency error $\epsilon_n$ and the finite size error $\epsilon_n$. By defining these errors appropriately we get with the triangle inequality that

$$
\epsilon \leq \frac{1}{2} \| \Pr(\cdot \mid m; n_d, n) - \Pr(\cdot \mid m; 0,n) \|_1
$$

$$
+ \frac{1}{2} \| \Pr(\cdot \mid m; n_d, n) - \Pr(\cdot \mid m; 0,\infty) \|_1
$$

$$
+ \frac{1}{2} \| \Pr(\cdot \mid m; 0,\infty) - \Pr(\cdot \mid m; 1,\infty) \|_1
$$

$$
= \epsilon_d + \epsilon_n + \epsilon_n,
$$

where the the last equality define the three errors.

The dark count error $\epsilon_d$ is in general difficult to evaluate, however it is straightforward to find an analytical expression for the case when the array is not illuminated. In this special case it holds that

$$
\epsilon_d = 1 - (1 - p_d)^n.
$$

This result is of importance since it should intuitively corresponds to the largest dark count error possible for a given $n$ and since the result suggests that the maximal dark count error is negligible in most cases. For instance, superconducting nano-wire detectors may have a dark count probability around $p_d = 1 \times 10^{-4}$, which would make the error $\epsilon_d$ less than 1% for an array with 100 detectors.

The finite size error $\eta_n$ can be shown with simulations to scale between $m^{3/2}/n$ and $m^2/n$ for large enough $n$ (see Fig. 4 and Fig. 2). The exact scaling behavior depends on the quantum efficiency. When $\eta = 1$ it is possible to show that (see theorem 4 for details)

$$
\epsilon_n = \frac{1}{n} \left( \frac{m}{2} \right) + O(n^{-2}) \sim m^2/2n + O(n^{-2}),
$$

which shows that the number of single photon detectors required grows quadratically with the number of photons being resolved.

For $\eta < 1$ simulations suggest that the finite size scaling behavior is $m^{3/2}/n$ given that $m$ is large enough.

![Figure 1: Scaling behavior for the finite size error $\eta_n$ when terms of order $O(n^{-2})$ are neglected. The error scales as between $m^{3/2}/n$ and $m^2/n$ depending on the quantum efficiency of the system.](image-url)
However, for smaller $m$ simulations suggest that the scaling behavior may grow more rapidly, which is problematic since most practical photon-number-resolving detectors are prevented by the quantum-efficiency error from operating in the high $m$ regime.

In analogy with (6), the quantum efficiency error takes the form

\[
\epsilon_\eta = 1 - \eta^m.
\]

This shows that the requirement on quantum efficiency grows quickly with number of photons in the input. For instance, if the single photon detectors have $\eta = 0.9$ then the array can only detect 6 photons with an error $\epsilon_\eta < 0.5$, which shows that the quantum efficiency is a major challenge in the creation of photon-number-resolving detector.

**IV. TEMPORAL ARRAY SIMULATION**

Ref. [16] suggested that the use of a temporal array (see Fig. 3) could reduce the required number of single photon detectors in the array. However, this method has the drawback that it reduces temporal resolution. Furthermore, the effective quantum efficiency of the single photon detectors is reduced by the insertion of optical components. Hence, the total error $\epsilon$ takes its minimal value for a finite number of detectors [29]. The optimal array size will in general depend on the number of photons used as input and on the loss in each optical component.

To investigate optimal sizes for the arrays we model it as consisting of $n = 2^N$ dark-count-free single-photon detectors, where $N$ is the number of couplers. We assume that the couplers have linear losses and that a fraction $\eta_c$ of the photons survive to the next part of the circuit. The effective quantum efficiency for each detector is then given by

\[
\eta_{\text{eff}} = \eta_{\text{c}}^{N} \eta,
\]

where $\eta$ is the quantum efficiency for the single photon detector.

In this model the optimal array size is independent of the detector quantum efficiency $\eta$ since the loss is linear and can therefore be modeled as an attenuation of the
input signal. The effect of this loss in an increased error, although it does not change probability for two or more photons to hit the same single photon detector. It is therefore possible to run all simulations with η = 1.0. Hence, the total error for the array is a function of $N$ given by

$$
\epsilon = \frac{1}{2} \left\| \text{Pr}(\cdot \mid m; \eta_c^N, 0, 2^N) - \text{Pr}(\cdot \mid m; 1, 0, \infty) \right\|_1. \quad (10)
$$

In Fig. 4 and Fig. 5 the result from simulations where $\eta_c = 0.95$ and $\eta_c = 0.99$ are presented. As expected there exists an optimal array size which grows with the number of input photons and with higher ηc. Furthermore, as expected the overall error is lower in the latter figure since the quantum efficiency error is smaller.

The two simulations also show that the insertion loss plays a large role in the construction of a temporal array. Independent of η, when $\eta_c = 0.95$ the maximal number of photons that can be measured with $\epsilon < 0.5$ is two, while when $\eta_c = 0.99$ it is possible to measure up seven photons with $\epsilon < 0.5$ when everything else is ideal. This puts a strict requirement on the the optical components when building a temporal array.

V. SUMMARY

In this paper we derive a closed analytical form of the probability distribution for a uniformly illuminated array of single photon detectors. We show that the full distribution can be computed in $O(n^2)$ number of summations, which makes it substantially more efficient than by summing the contributions from all possible outcomes.

Investigations of the errors based on realistic numbers show that the dark count error is often small in comparison to the other errors if the array size is not too large. The finite size error grows in a worst case scenario as $O(m^2/n)$, which implies that the number of single-photon detectors needs to be much larger than the square number of photons that the detector should resolve. The quantum efficiency error requires that the quantum efficiency needs to be very high, $> 95\%$, in order to resolve up to a hand-full of photons with high probability.

By building a temporal array it is possible to reduce the requirement on the number of single photon detectors to two. The drawback with this scheme is that the temporal resolution is reduced and that each added coupler reduce the effective quantum efficiency of the system. The consequence is that there exists a limit on the number of couplers that gives the optimal temporal array size for a given number of one wishes to photons.
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Lemma 1. Let \( m, \alpha, \beta \in \mathbb{R} \), \( \vec{x} \in \mathbb{R}^n \) and \( S \subseteq \{ l \in \mathbb{N} \mid l \leq n \} \). Introduce \( S_\alpha(j) \) to be the set containing the \( j \) smallest elements of \( S \), let \( f : \mathbb{R}^n \to \mathbb{R} \) be a function which is invariant under any permutation of the input and let \( g : [S] \to \mathbb{R} \). It then holds that

\[
\sum_{\|\vec{x}\|_1 = m} f(\vec{x}) g(\{x_l \mid l \not\in S\}) \prod_{j \in S} (1 - \alpha \beta^j) = \\
\sum_{\|\vec{x}\|_1 = m} f(\vec{x}) g(\{x_l \mid l \not\in S\}) \sum_{j=0}^{\|S\|} (-\alpha)^j \binom{|S|}{j} \prod_{k \in S_\alpha(j)} \beta^k.
\]

(A1)

Proof. Expanding the product yields that

\[
I = \sum_{\|\vec{x}\|_1 = m} f(\vec{x}) g(\{x_l \mid l \not\in S\}) \prod_{j \in S} (1 - \alpha \beta^j) = \\
\sum_{\|\vec{x}\|_1 = m} f(\vec{x}) g(\{x_l \mid l \not\in S\}) \times \\
\sum_{j=0}^{\|S\|} (-\alpha)^j \sum_{S' \subseteq S : |S'| = j} \prod_{k \in S'} \beta^k,
\]

where the inner most sum corresponds to summation over all subsets of \( S \) with cardinality \( j \).

Let us look at the class of bijections \( \phi : S \to S \) and the corresponding bijection acting on the components of \( \vec{x} \)

\[
\phi(x_l) = \begin{cases} x_{\phi(l)} & \text{if } l \in S \\ x_l & \text{otherwise}. \end{cases}
\]

(A3)

For every subset \( S' \) with cardinality \( j \), there exists a map \( \phi \) that maps \( S' \to S_\alpha(j) \), where \( S_\alpha(j) \) is the set containing the \( j \) smallest elements of \( S \). Using this map to change variables in the sum in equation (A2) from \( \vec{x} \mapsto \phi(\vec{x}) = \vec{y} \)

\[
I = \sum_{j=0}^{\|S\|} (-\alpha)^j \sum_{S' \subseteq S : |S'| = j} \prod_{k \in S_\alpha(j)} \beta^k.
\]

(A4)

Using that \( \phi \) is the identity transformation on components with label \( l \not\in S \), that \( f \) is assumed to be invariant under the order of which the components are given and that a permutation preserves the \( L_1 \) norm yields

\[
I = \sum_{\|\vec{y}\|_1 = m} f(\vec{y}) g(\{y_l \mid l \not\in S\}) \sum_{j=0}^{\|S\|} (-\alpha)^j \times \\
\sum_{k \in S_\alpha(j)} \beta^k \sum_{S' \subseteq S : |S'| = j} 1.
\]

(A5)

The number of subset of \( S \) with cardinality \( j \) is given by the number of ways to select \( j \) elements out of \( |S| \). Hence the sum can be written

\[
I = \sum_{\|\vec{y}\|_1 = m} f(\vec{y}) g(\{y_l \mid l \not\in S\}) \sum_{j=0}^{\|S\|} (-\alpha)^j \binom{|S|}{j} \prod_{k \in S_\alpha(j)} \beta^k.
\]

(A6)
Theorem 2. The photon counting distribution for a uniformly illuminated array consisting of \( n \) indistinguishable single photon detectors with click probabilities given by equation \([1]\) is given by

\[
\Pr(k \mid m; \eta, p_d, n) = \frac{1}{n^m} \binom{n}{k} \sum_{l=0}^{k} (-1)^l \times (1 - p_d)^{n-k+l} \left( \frac{k}{l} \right) [n - (n - k + l)\eta]^m.
\] (A7)

**Proof.** Assume that \( m \) photons are uniformly distributed over the array. The photon numbers on the single photon detectors are then multinomially distributed and the click probabilities are given by equation \([1]\). The photon counting distribution can therefore be written as

\[
\Pr(k \mid m; \eta, p_d, n) = \sum_{|\mathbf{x}|_m=m} \frac{m!}{\prod_{i=1}^{m} x_i!} \frac{1}{n^m} \binom{n}{k} \times \left( \frac{k}{j} \right) \sum_{|\mathbf{x}|_i=m} \frac{m!}{\prod_{i=1}^{m} x_i!} \left( \sum_{l=1}^{n} \Pr(1 \mid x_j; \eta, p_d) \right) \left( \prod_{l=k+1}^{n} \Pr(0 \mid x_l; \eta, p_d) \right). \] (A8)

Applying lemma \([1]\) yields

\[
\Pr(k \mid m; \eta, p_d, n) = \frac{1}{n^m} \binom{n}{k} \sum_{j=0}^{k} (-1)^j (1 - p_d)^{n-k+j} \times \left( \frac{k}{j} \right) \sum_{|\mathbf{x}|_i=m} \frac{m!}{\prod_{i=1}^{m} x_i!} \left( \sum_{a=1}^{n} (1 - \eta)^{x_a} \right) \left( \prod_{l=k+1}^{n} (1 - \eta)^l \right). \] (A9)

The inner most sum can be transformed with the multinomial theorem giving

\[
\Pr(k \mid m; \eta, p_d, n) = \frac{1}{n^m} \binom{n}{k} \sum_{j=0}^{k} (-1)^j \times (1 - p_d)^{n-k+j} \left( \frac{k}{j} \right) [n - (n - k + j)\eta]^m. \] (A10)

\[
\square
\]

**Appendix B: ERROR ANALYSIS**

Theorem 3. Assume that \( p_d = 0 \) then it holds that the photon counting distribution converges to a binomial distribution

\[
\Pr(k \mid m; \eta, 0, n) \rightarrow \binom{m}{k} \eta^k (1 - \eta)^{m-k}, \] (B1)

as \( n \rightarrow \infty \).

**Proof.** Let us use the identity

\[
\binom{n}{k} = \frac{1}{k!} \sum_{j=0}^{k} s(k, j)n^j, \] (B2)

where \( s(k, j) \) are the Stirling numbers of the first kind and the binomial formula on the photon counting distribution

\[
\Pr(k \mid m; \eta, 0, n) = \frac{1}{k!} \sum_{a=0}^{m} \sum_{l=0}^{k} (-1)^l s(k, j) \times \left( \frac{k!}{l!} \right) (1 - \eta)^a (k - l)^{m-a} \eta^{m-a}. \] (B3)

Applying the identity

\[
S(m - a, k) = \frac{1}{k!} \sum_{a=0}^{m} (-1)^a \binom{k}{a} (1 - \eta)^a (k - l)^{m-a}, \] (B4)

where \( S(m - a, k) \) are the Stirling numbers of the second kind yields

\[
\Pr(k \mid m; \eta, 0, n) = \sum_{a=0}^{m} \sum_{j=0}^{k} s(k, j) S(m - a, k) \times \left( \frac{m!}{a!} \right) (1 - \eta)^a \eta^{m-a} \] (B5)

\[
= \sum_{j=0}^{k} \sum_{b=0}^{j} \sum_{l=b}^{m} s(k, j) S(j - b, k) \left( \frac{m!}{j!} \right) \eta^{j-b} \times (1 - \eta)^{b+m-j} b. \]

We notice that \( j - b < k \) if \( b > 0 \) which implies that \( S(j - b, k) = 0 \) when \( b > 0 \). Hence, the only term surviving in the limit \( n \rightarrow \infty \) is when \( b = 0 \). We get

\[
\lim_{n \rightarrow \infty} \Pr(k \mid m; \eta, 0, n) = \sum_{j=0}^{k} s(k, j) S(k, k) \left( \frac{m!}{j!} \right) \eta^{j} (1 - \eta)^{m-j}. \] (B6)

Using that \( S(j, k) = 0 \) if \( j < k \) and that \( s(k, k) S(k, k) = 1 \) gives

\[
\lim_{n \rightarrow \infty} \Pr(k \mid m; \eta, 0, n) = \binom{m}{k} \eta^k (1 - \eta)^{m-k}. \] (B7)

\[
\square
\]

Theorem 4. The finite size error when \( \eta = 1 \) is given by

\[
\epsilon_n = \frac{1}{2} \| \Pr(k \mid m; 1, 0, n) - \Pr(k \mid m; 1, 0, \infty) \|_1 = \frac{1}{2} \left( \frac{m}{n} \right) + O(n^{-2}). \] (B8)

**Proof.** Using the expression derived in equation \([B5]\) we get

\[
\epsilon_n = \frac{1}{2} \| \min(k, m-1) \sum_{j=0}^{k} \sum_{b=0}^{j} s(k, j) S(j - b, k) \times \left( \frac{m}{j-b} \right) \eta^{j-b} (1 - \eta)^{m+b-j} b \|_1. \] (B9)
The expression can be simplified by using that \((1 - \eta)^{m+b-j} = 0\) unless \(m + b - j = 0\). This implies that

\[
\epsilon_n = \frac{1}{2} \left\| \min(k,m-1) \sum_{j=0} s(k,j)S(m,k)n^{j-m} \right\|_1
\]

\[
= \frac{1}{2} \sum_{k=0}^{m} \left| \sum_{l=\max(1,m-k)}^{m} \frac{1}{n} s(k,m-l)S(m,k) \right|. \tag{B10}
\]

To leading order in \(n\) we get that

\[
\epsilon_n = \frac{1}{2n} \sum_{k=m-1}^{m} |s(k,m-1)S(m,k)| + \mathcal{O}(n^{-2})
\]

\[
= \frac{1}{n} \binom{m}{2} + \mathcal{O}(n^{-2}). \tag{B11}
\]