ROOM GEOMETRY ESTIMATION FROM ROOM IMPULSE RESPONSES USING CONVOLUTATIONAL NEURAL NETWORKS

Wangyang Yu* W. Bastiaan Kleijn†

* EEMCS, Delft University of Technology, Mekelweg 4, 2628 CD, Delft, The Netherlands
† ECS, Victoria University of Wellington, Kelburn, Wellington 6012, New Zealand

ABSTRACT

We describe a new method to estimate the geometry of a room given room impulse responses. The method utilises convolutional neural networks to estimate the room geometry and uses the mean square error as the loss function. In contrast to existing methods, we do not require the position or distance of sources or receivers in the room. The method can be used with only a single room impulse response between one source and one receiver for room geometry estimation. The proposed estimation method can achieve ten centimetre accuracy and is shown to be computationally efficient comparing to state-of-the-art methods.

Index Terms— Room geometry estimation, room impulse response, convolutional neural network.

1. INTRODUCTION

Augmented reality (AR) is a specific immersive audio-visual environment where the objects in an artificial scenario are augmented in real environment by computer-generated perceptual information and give the user an interactive experience [1]. Augmented reality in real environment by computer-generated perceptual information from room impulse responses as that facilitates a quick and practical measurement.

The room impulse response, the transfer function between the sound source and the listener, characterises the acoustics environment of a room. It is composed of direct-direction sound, early reflections, and late reverberation. The image-source method is commonly used to model reflections in a room [2-3]. A room impulse response is affected by the position of the sound source and the receiver, the room geometry and the reverberation time. Consequently, a room impulse response contains information about the room geometry.

Existing algorithms to estimate room geometry from room impulse responses all require a priori information about the configuration of the sources and the microphones [4-7], [8] uses room impulse responses and a set of time of arrival (TOA) measurements to estimate 2D room geometry. It does not require the positions of sources and receivers. However, it assumes that the TOA measurements are labelled and room impulse responses consist of the first and the second order reflections. [4] proposed a method to estimate the 3D room shape from room impulse responses by exploiting the properties of Euclidean distance matrices and the first order reflections. Although it requires only a single source, it requires at least four receivers and their pairwise distances. In addition, it may misclassify higher order reflections as the first order reflections [5]. In [5], the room geometry is estimated from one sound source by a two-step intuitive geometrical method. The proposed method still requires five receivers and their pairwise distances. [6] infers the room geometry efficiently by correctly labelled echoes and estimated image source positions, which requires at least two sources and five receivers.

In contrast to the above mentioned state-of-art methods, we would like to estimate the room geometry without multiple sources or receivers. A nature solution is the method based on machine learning, which requires just a single room impulse response between one source and one receiver.

Convolutional neural networks (CNNs) were first proposed by [8] for visual pattern recognition. CNNs can be composed of convolutional layers, pooling layers, fully connected layers and so on. As a result of the increased computational power and the availability of large databases, CNNs have seen a rapid increase in usage in recent years. Many variations of CNN architectures have been developed, such as AlexNet [9] and VGG-16 [10]. In addition, CNNs have been used for various applications such as image classification [11-13], speech recognition [14-16]. Recent applications, such as reverberation time estimation [17], prove that CNNs are able to show a good modelling ability for acoustic problems and outperform state-of-art algorithms, which motivates us to use CNNs for our problem. Moreover, CNNs contain filters to extract information from the input signal, which is a natural fit to our problem to estimate room geometry from room impulse responses. Among numerous applications of CNNs, we are not aware of existing work on room geometry estimation using CNNs.

The main contribution of our paper is that we use convolutional neural networks to estimate room geometry. In contrast to state-of-art methods for room geometry estimation, our method does not require the position or distance of receivers and sources. In its basic form, the method requires only one room impulse response between a single sound source and a single receiver. The proposed method is computationally efficient compared to state-of-art algorithms.

This paper is organised as follows. In section 2, we formulate our room geometry estimation problem, describe the network architecture and list the objectives of experiments. In section 3, we describe how we generate database, discuss our experimental setup and analyse the results. Finally, we conclude our paper in section 4.

2. CNN BASED ROOM GEOMETRY ESTIMATION

We use CNNs to estimate room geometry from room impulse responses. The room impulse response depends on reflection coefficients and room geometry. Room geometry is defined as a three-dimensional vector, which contains the length, width, and height
of a room. We consider reflection coefficients as a nuisance factor in our problem. The relationship between room impulse responses and room geometry is difficult to write as a mathematical equation. We seek a model to map the relationship between the room impulse responses and room geometry. In this section, we first describe the architecture and metrics of our CNN model. Then we propose a method to improve accuracy. Finally, we discuss the effect of reflection coefficients and reverberation time.

### 2.1. Architecture and metrics

Convolutional neural networks are considered a powerful modelling technique in various applications. Furthermore, CNNs contain a set of filters of different levels to extract the various features from the signals. Each filter slides along the entire signal to extract a certain kind of information from the signal by the convolution operation. The parameters of each filter are learned through the training process. CNNs can thus learn the features of a signal. Room geometry is an underlying feature of room impulse responses. Consequently, applying CNNs on room impulse responses is expected to extract room geometry information.

Since the room geometry is described by continuous variables, we formulate the room geometry estimation problem as a regression problem rather than a classification problem, where the model can output the continuous room geometry estimates directly. To solve the problem, our neural network has three output nodes for the length, width and height of a room. Our model takes one room impulse response in the time domain as the input without any preprocessing. The network estimates the geometry of a room for each room impulse response of the given room.

We adopt a commonly used CNN architecture as a basis. In this architecture each convolutional layer is followed by a batch normalisation layer and an activation function. Since our input signal is the raw time-domain signal, we use one-dimensional convolutional layers and one-dimensional batch normalisation layers. To keep a balance between the number of parameters and the modelling ability of neural networks, our proposed neural network consists of five one-dimensional convolutional layers and three fully connected layers. The number of the filters in convolutional layers increases with depth because the output dimensionality of the convolutional layers decreases. We use a rectified linear unit (ReLU) activation function as the activation function which introduces non-linearity to the model without adding parameters. To prevent overfitting and add regularization of the coefficients, a dropout layer is added after the second, fourth and fifth convolutional layer. We set the keep probability to be 0.1 since we do not have many units per layer. Our network architecture and corresponding parameters are shown in Table 1 where \( n \) denotes the batch size. Our network contains 178093 trainable parameters in total.

The mean square error is used as our loss function to minimise the squared distance between the estimated room geometry and the true room geometry. The room geometry is denoted as \( L \). The loss function is defined as

\[
MSE(L, \hat{L}) = \frac{1}{3} \sum_{i=1}^{3} (L(i) - \hat{L}(i))^2, \tag{1}
\]

where \( L \) denotes the true room geometry, and \( \hat{L} \) denotes the estimated room geometry. We chose the mean square error loss since it is relative sensitive to outliers, which we would like to suppress in room geometry estimation problem.

### 2.2. An improved algorithm

With the estimates that are not significantly biased, we proposed an improved algorithm for room geometry estimation. For each estimated room, we selected \( N \) random room impulse responses. We then have \( N \) estimates for each room. The method is to average over the \( N \) estimates to calculate the final estimate for the room. Since the accuracy is limited by the bias, we use experiments to investigate the accuracy we can reach and the effect of the number of estimates.

### 2.3. The effect of reflection coefficients and reverberation time

Besides room geometry, room impulse responses are also affected by reflection coefficients. We aim to investigate if fixed or varied reflection coefficients have an effect on the accuracy of estimation. Our hypothesis is that fixed reflection coefficients result in a more accurate estimate.

Sabine’s formula commonly quantifies reverberation time,

\[
RT_{60} = \frac{24ln10}{c_{20}} \frac{V}{S} \approx 0.1611 \frac{V}{S} a \tag{2}
\]

where \( c_{20} \) is the speed of the sound in the room for 20 degrees Celsius, \( V \) is the room volume, \( S \) is the total surface area of the room and \( a \) is the average absorption coefficient of room surfaces. From (2), we can conclude that reverberation time is related to room geometry and reflection coefficients. As a result, varying reflection coefficients is a sub-case of varying reverberation time.

| Output | Kernel Size | Stride | Filter | Output Size |
|--------|-------------|--------|--------|-------------|
| Input  |             |        |        | (n, 1024)  |
| Kernel |             |        |        | (60, 1, 1024) |
| BatchNorm1D |             |        |        | (60, 1, 1024) |
| ReLU   |             |        |        | (60, 1, 1024) |
| Conv1D | 4, 4, 10    | 1      |        | (60, 1024) |
| BatchNorm1D |             |        |        | (60, 1024) |
| ReLU   |             |        |        | (60, 1024) |
| Conv1D | 4, 4, 20    | 1      |        | (60, 1024) |
| BatchNorm1D |             |        |        | (60, 1024) |
| ReLU   |             |        |        | (60, 1024) |
| Conv1D | 4, 4, 100   | 1      |        | (60, 100) |
| BatchNorm1D |             |        |        | (60, 100) |
| ReLU   |             |        |        | (60, 100) |
| DropOut|             | 0.5    |        | (60, 100) |
| RelU   |             |        |        | (60, 100) |
| Reshape|             |        |        | (60, 1000) |
| Fully connected |             |        |        | (60, 1024) |
| Fully connected |             |        |        | (60, 1024) |
3. EXPERIMENTS

In this section, we present our experiments. In the first subsection, we describe how we generate our database for training and testing. We describe the setup our experiments in the second subsection. Finally, we show and analyse our experimental results.

3.1. Database Generation

We need a large-scale dataset of good quality to train our deep neural networks. To build a large-scale dataset, we used the image-source method to simulate RIRs. We assume the room is a shoe box shaped. The speed of sound was set to $c = 340$ m/s. The sample frequency was 8000 Hz. In addition, the length of each RIR was 4096. The room impulse response of length 4096 corresponds to approximate 0.5 seconds, which contains at least direct path signal and early reflections in an indoor environment. Each dimension of room geometry, i.e. length $\times$ width $\times$ height, was assumed to be uniformly distributed between 6 $\times$ 5 $\times$ 4 m and 10 $\times$ 8 $\times$ 6 m. We randomly placed one source and three receivers in each room and computed the room impulse responses between them. We generated three RIRs in each room since it outperforms other cases. In addition, we recorded the corresponding room geometry. The test dataset is generated in the same way as the training dataset.

To achieve a good training performance and prevent overfitting at the same time, it is crucial to separate training and test dataset properly. We set the ratio between the size of training dataset and test dataset to be 4 : 1. In our experiment, the size of training dataset was 24000 RIRs and the size of test dataset was 6000 RIRs.

3.2. Experimental Setup

In this subsection, we describe how we set up our experiments. We first discuss the experiments for reverberation time and error analysis. Then we discuss the setup of the experiments for improved methods. Finally, we describe the general experimental setup.

Our first experiment was to determine the effect of reflection coefficients and reverberation time. We divided our experiments into two cases, fixed and varying reflection coefficients. We first fixed the reflection coefficients and generated the database on this randomly generated set of reflection coefficients. In this setup, the reverberation time is only related to the change of room geometry. We then remove this restriction. The varying reflection coefficients database were generated to guarantee the reverberation time uniformly distributed between 0.4 s and 1 s, which can be representative of real-world environments. After that, we compared the performance between these two cases. We recorded the training error and test error. In addition, we computed the bias for varying reflection coefficients. Our further experiments will base on varying reflection coefficients.

In order to improve our room geometry estimation, we need to do an error analysis. We refer a sample as large error data when there exist at least one element of the three dimensions of estimated geometry vector whose squared distance is larger than 1 m. To begin with, we plotted the log error distribution in the test set. Then we compared the mean square error distribution between normal data and large error data with respect to room volume, reverberation time and direct path distance. We would like to determine if the large error data show some specific pattern with regard to a certain label. To further analyse the reason for the existence of large error data, we randomly generated ten rooms with a random reverberation time each. In each room, we randomly placed 100 sources and 100 receivers and calculated the room impulse responses. After that, we plotted the log error distribution in each room and analyse the result. In addition, we computed the bias for each room to figure out if the bias is constant in different room configuration.

We proposed an improved method to increase the estimation accuracy. The training progress is not changed. During the test step, we generated four different databases independently. In each database, there are 6000 randomly generated rooms. In each room, there are one, three, five, and nine random room impulse responses respectively. We perform our proposed improved method on these four datasets. That is, we average over the selected number of estimates in each room as our final estimates. Then we computed the mean square error in each database.

We used PyTorch to implement our neural network and perform training. We used the default initialisation method in PyTorch. We used a GPU node to train our neural network. The batch size was set to be 50. The learning rate of Adam optimiser was 0.001 and the coefficients used for computing running averages of gradient and its square were set to be (0.9, 0.999). We iterated for 2000 epochs and recorded the mean square error loss for each epoch. After training, we set the model on the evaluation mode and computed the test error. In addition, we recorded the running time for the geometry estimation of each room.

3.3. Experimental Results

In this subsection, we show and analyse our experimental results. We first compare the results of fixed and varying reflection coefficients. Then we show the results of error analysis. After that, we plot the error distribution for improved estimation methods and list the mean square errors. Finally, we compare our estimation error and running time with one of the traditional methods.

To begin with, we show the mean square error on fixed and varying reflection coefficients in Table 2. We find the error is smaller when the reflection coefficients are fixed. This proves that the varying reflection coefficients is a nuisance factor in our estimation problem and varying reflection coefficients has an effect on the accuracy of estimation. For the varying reflection coefficients, there are around 6.6% large error data. The bias in the test set is $-0.0084$ m, where the negative sign indicates our prediction is smaller than the true geometry. The estimation bias of length, width, and height is $-0.0679$ m, 0.0752 m, and $-0.0326$ m respectively. This confirms that our CNN model is not significantly biased after training.

| Reflection coefficients | Fixed | Varying |
|-------------------------|-------|---------|
| Training error (m)      | 0.0607| 0.1605  |
| Test error (m)          | 0.0968| 0.1781  |

Next we show the results of the error analysis. The log error distribution in the test set and ten different rooms is shown in Figure 1. Observing the error distribution in the test set, the error follows a long-tailed distribution, which confirms that the test error is mainly due to the existence of large error data and most estimation errors are relatively small. The error distribution of the randomly generated ten rooms with 10000 room impulse responses in each room all follow a long-tailed distribution. But the proportion of small errors is different for different rooms. We listed the bias of each room in Table 3. Comparing the bias of each room, we found there will...
Table 3: The bias of each room under varying reflection coefficients.

| Room number | Bias (m) | Room number | Bias (m) |
|-------------|----------|-------------|----------|
| Room 1      | −0.2301  | Room 2      | −0.0559  |
| Room 3      | −0.0234  | Room 4      | −0.1165  |
| Room 5      | −0.3294  | Room 6      | 0.2497   |
| Room 7      | 0.0657   | Room 8      | −0.1442  |
| Room 9      | −0.1261  | Room 10     | 0.0475   |

Table 4: Mean squared error of improved method under varying reflection coefficients.

| Number of RIRs | MSE (m) |
|----------------|---------|
| 1              | 0.1854  |
| 3              | 0.1272  |
| 5              | 0.1159  |
| 9              | 0.1101  |

be a bias for each room and the sign is different. In Figure 2, we show the error distribution of normal data and large error data with respect to room volume, reverberation time and direct path distance respectively. Observing Figure 2, the distributions between normal data and large error data do not show obvious patterns with respect to a certain label. Consequently, we can conclude that the outliers do not result from a certain label pattern. As a result, some room configurations may outperform others.

Figure 1: Mean squared error (in log scale) distribution under varying reflection coefficients.

(a) Test set

(b) 10 different rooms

Figure 2: Error distribution comparison between normal data and large error data under varying reflection coefficients.

Table 5: Comparison of proposed method and state-of-art method.

|                    | Proposed method | Method in [6] |
|--------------------|-----------------|---------------|
| Average error (m)  | 0.1101          | 0.0235        |
| Average run time (s)| 2.47 × 10⁻³     | 2.43          |

result is shown in Table 5. The method in [6] requires at least two sources and five receivers while our proposed method only requires nine random RIRs. From the experimental results, on the one hand, the traditional method performs approximately five times better in terms of average estimation error. On the other hand, in terms of average run time, our proposed CNN based method performs 10³ better than the method proposed in [6]. To conclude, our proposed CNN based room geometry estimation method is computationally efficient with acceptable estimation error and does not require priori required knowledge or setup compared to traditional methods.

4. CONCLUSIONS

In this paper, we use convolutional neural networks to estimate room geometry. We formulate our problem as a regression problem with the mean square error as a loss function. The proposed method only requires one random room impulse response between a single source and a single receiver. Knowledge of positions or relative distance is not required. With our proposed method, we can arrive at ten centimetre estimation accuracy. Moreover, our method is computationally efficient. Our further work will focus on more advanced error analysis to figure out the reason for the bias and approaches that minimize bias.
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