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Abstract

In this paper, we aim to understand Residual Network (ResNet) in a scientifically sound way by providing a bridge between ResNet and Feynman path integral. In particular, we prove that the effect of residual block is equivalent to partial differential equation, and the ResNet transforming process can be equivalently converted to Feynman path integral. These conclusions greatly help us mathematically understand the advantage of ResNet in addressing the gradient vanishing issue. More importantly, our analyses offer a path integral view of ResNet, and demonstrate that the output of certain network can be obtained by adding contributions of all paths. Moreover, the contribution of each path is proportional to $e^{-S}$, where $S$ is the action given by time integral of Lagrangian $L$. This lays the solid foundation in the understanding of ResNet, and provides insights in the future design of convolutional neural network architecture. Based on these results, we have designed the network using partial differential operators, which further validates our theoretical analyses.

1. Introduction

Recently, dramatic progress has been made in the design of neural network architecture in deep learning, and convolutional neural network (CNN) (Krizhevsky et al., 2012) (Simonyan & Zisserman, 2014) plays a prominent role in many tasks due to its effectiveness and practicability. To further improve the performance of CNN, the residual network (ResNet) (He et al., 2016) was proposed in 2016, which adds the skip connection between different layers. The structure of convolution kernels accompanied with the skip connection is called residual block, with the help of which vanishing gradient can be successfully avoided. In this manner, the CNN can be greatly deepened based on a well-designed network architecture to achieve promising performance. Despite its great success, the mathematical understanding of ResNet is still lacking, which plays important roles in the design of future network architecture.

The Feynman path integral is a formulation of quantum mechanics describing the evolution process of quantum system (Dirac, 1933) (Van Vleck, 1928). In principle, the formulation of path integral is equivalent to the formulation of quantum physics (Schrödinger equation) (Feynman, 2005) (Feynman et al., 2010). For instance, we can consider the moving quantum particle whose movement is controlled by Schrödinger equation as an example. The particle has no certain position or momentum as it acts as a random variable with probability distribution in space. When it moves over time, the particle has various possible trajectories as potential candidates. As such, all possible trajectories should be taken into consideration, and every path contributes its own to the final state. Therefore, the contributions from all historical paths have to be added up to obtain the final state. We demonstrate this phenomenon with the light emitting photons. As shown in Fig. 1(a), every photon fired by the light has to pass two layers of baffle with slits. Behind the two baffles there is a screen $T$ which receives the photons. Baffle $t_1$ has three slits, such that the photon has three possible choices. Moreover, baffle $t_2$ has four slits, such that from baffle $t_1$ to baffle $t_2$ the photon has $3 \times 4 = 12$ possible paths. To predict how many photons will travel to the point $B$, every possible path has to be involved. As shown in Fig. 1, in analogy to path integral, every neuron in DNN receives the inputs from all the previously connected neurons. This indicates an implicit relationship between deep learning and Feynman path integral. In view of this, we further prove the ResNet is equivalent to Feynman path integral, such that the design of ResNet can be interpreted from a new perspective. In Fig. 2, the relationship between the quantum physics and deep learning is established based on the partial differential equation (PDE) with the following three arguments,

- The evolution of solution to Schrödinger equation can be transformed to Feynman path integral formulation (Feynman, 1948).
- A residual block with skip connection is equivalent to
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Figure 1. (a) The possible trajectories of photon passing through two baffles with slits. (b) The neural network with two hidden layers.

Figure 2. Illustration of the relationship between deep neural network and Feynman path integral.

2. Background

2.1. Schrödinger Equation

For a system in quantum physics, the Schrödinger equation (Schrödinger, 1926) describes how it changes over time, and the most general time-dependent form of Schrödinger equation which describes the evolution of a quantum particle can be written as follows,

\[i \frac{\partial}{\partial t} u(x, t) = \hat{H} u(x, t) = \left(\frac{\hat{p}^2}{2m} + V(x, t)\right) u(x, t) \quad (1)\]

Here, we set plank constant \(\hbar = 1\) for convenience. The notation \(u(x, t)\) is the wave function of quantum particle, \(\hat{H}\) is called Hamiltonian operator which characterizes the total energy of the particle (kinetic energy plus potential energy), \(\frac{\hat{p}^2}{2m}\) is the kinetic energy operator, and \(V(x, t)\) is the potential energy. The momentum operator \(\hat{p}\) denotes \(-i \frac{\partial}{\partial x}\) in position space. When performing Fourier transform on the momentum operator, the real momentum in frequency space can be obtained, which is also called momentum space in physics,

\[\hat{p}u(x, t) = -i \frac{\partial}{\partial x} u(x, t) \iff \hat{p}\tilde{u}(p, t) \quad (2)\]

\[\frac{\hat{p}^2}{2m} u(x, t) = \frac{(-i \frac{\partial}{\partial p})^2}{2m} u(x, t) \iff \frac{\hat{p}^2}{2m} \tilde{u}(p, t)\]

where \(\tilde{u}(p, t)\) stands for the Fourier transform of function \(u(x, t)\) in momentum space. After Fourier transform, \(T = \frac{\hat{p}^2}{2m}\) is exactly the kinetic energy of the quantum particle, and \(\hat{T} = \frac{\hat{p}^2}{2m}\) is also regarded as the kinetic energy operator in position space.

Generally speaking, representations in position space (time domain) and momentum space (frequency domain) are interchangeable, and different set of vector bases in Hilbert space lead to different representations. Based on the Dirac bra-ket (Dirac, 1939) notation for describing quantum states, the vector base of position space is denoted as \(|x\rangle\), and the vector base of momentum space is denoted as \(|p\rangle\). For any state \(|\phi\rangle\), its conjugate transpose is written as \langle\phi|, \langle\phi|\phi\rangle = |\phi|^2, and its representations in position and momentum space are \(|\phi_x⟩ = ⟨x|\phi\rangle\) and \(|\phi_p⟩ = ⟨p|\phi\rangle\), respectively. It is also worth mentioning that in quantum system, for states or operators there is no need to specify which set of vector bases are used. Position and momentum serve as different representations of the same process and states. As such, the following conclusions can be obtained,

\[u(x, t) = \langle x|u(t)⟩ \quad \hat{u}(p, t) = ⟨p|u(t)⟩\]

\[\langle x′|x⟩ = \delta(x′ - x) \quad ⟨p′|p⟩ = \delta(p′ - p)\]

\[\int_x dx |x⟩⟨x| = 1 \quad \int_p dp |p⟩⟨p| = 1 \quad (3)\]

In this paper, we show that the study of quantum physics leads to the mathematical explanations of the interesting properties of ResNet regarding the vanishing gradient problem. Based on theoretical analyses, we explore the advantages of ResNet experimentally and establish the network with partial differential operators to validate our derivations. We assert that such explanations are of fundamental importance to the future design and applications of CNN models.

- The ResNet can be converted to the formulation of path integral.
and the inner product of $|x\rangle$ and $|p\rangle$ naturally defines the Fourier transform:

$$\langle x|p \rangle = \frac{1}{2\pi} e^{ipx}$$

$$\hat{u}(p,t) = \langle p|u(t) \rangle = \int_x dx \langle p|x \rangle \langle x|u(t) \rangle = \int_x dx e^{-ipx} u(x,t)$$

Without specific specifications of the representation bases, the Schrödinger equation and its solution are:

$$i \frac{\partial}{\partial t} |u(t)\rangle = H |u(t)\rangle \quad |u(t)\rangle = e^{-itH} |u(0)\rangle$$

(5)

2.2. Feynman Path Integral

Feynman path integral, which was developed in 1948 by Richard Feynman (Feynman, 1948), provides us a new perspective regarding the mechanics of a single quantum particle. Generally speaking, the path integral formulation of a quantum particle is equal to its Schrödinger equation (Feynman, 2005) (MacKenzie, 2000). In particular, a particle in quantum physics has no certain position or momentum, and can only be characterized with probability distribution in space. Moreover, when the particle moves in space, it is impossible to clarify its specific trajectory. As shown in Fig. 3, from position A to position B, the particle has many possible paths. Unlike the classical mechanics, every possible path should be taken into consideration. Feynman path integral aims to integrate effects from all possible paths derived from the Schrödinger equation. From Eqn.(5), we have,

$$u(x', T) = \langle x'|u(T) \rangle = \langle x'|e^{-iTH}|u(0) \rangle$$

$$= \int_x dx \langle x'|e^{-iTH}|x\rangle \langle x|u(0) \rangle$$

(6)

$$= \int_x dx \langle x'|e^{-iTH}|x\rangle u(x, 0)$$

Here, $K = \langle x'|e^{-iTH}|x\rangle$ is called propagator between $x$ and $x'$. With the propagator, we can calculate the evolution process of the particle state. However, propagator $K$ is a complex function and is hard to calculate, such that the time $T$ can be divided into $N$ pieces ($\delta = T/N$) as follows,

$$K = \langle x'|e^{-i\delta H}\rangle^N |x\rangle$$

$$= \int dx_1 \cdots dx_{N-1} \langle x'|e^{-i\delta H}|x_{N-1}\rangle$$

$$\langle x_{N-1}|e^{-i\delta H}|x_{N-2}\rangle \cdots \langle x_1|e^{-i\delta H}|x\rangle$$

(7)

As shown in Fig. 3(b), the calculation of $K$ computes the integrals through all paths that start from $x$ and end at $x'$. First of all, let us consider the propagator between a small time interval using Taylor-series expansion based on the assumption that $\delta$ is very small,

$$K_{x_{j+1},x_j} = \langle x_{j+1}|e^{-i\delta H}|x_j \rangle \approx \langle x_{j+1}|1 - i\delta H|x_j \rangle$$

$$= \langle x_{j+1}|x_j \rangle - i\delta \langle x_{j+1}|H|x_j \rangle$$

(8)

Based on Fourier transform, we have $\langle x_{j+1}|x_j \rangle$ in momentum space:

$$\langle x_{j+1}|x_j \rangle = \delta(x_{j+1} - x_j) = \frac{1}{2\pi} \int dp e^{ip(x_{j+1} - x_j)}$$

(9)

For the second part of $K_{x_{j+1},x_j}$, again we can expand it on momentum space:

$$\langle x_{j+1}|H|x_j \rangle = \int dp_1 \langle x_{j+1}|p_1 \rangle \langle p_1|H|x_j \rangle$$

$$= \int dp_1 \langle x_{j+1}|p_1 \rangle \langle p_1|x_j \rangle H(p_j, x_j)$$

$$= \int dp_1 e^{ip_1 x_j + 1 - i\delta H} H(p_j, x_j)$$

$$= \int dp_1 e^{ip_1 (x_{j+1} - x_j)} H(p_j, x_j)$$

(10)

By combining Eqn. (9) and Eqn. (10) together, we can obtain the propagator $K_{x_{j+1},x_j}$ in a short time interval $\delta$:

$$K_{x_{j+1},x_j} = \int dp_j \frac{1}{2\pi} e^{ip_j (x_{j+1} - x_j)} (1 - i\delta H(p_j, x_j))$$

$$= \int dp_j \frac{1}{2\pi} e^{ip_j (x_{j+1} - x_j)} - i\delta H(p_j, x_j)$$

(11)

Assuming the particle speed is $\dot{x}_j = (x_{j+1} - x_j)/\delta$, we can have,

$$K_{x_{j+1},x_j} = \int dp_j \frac{1}{2\pi} e^{i\delta (p_j \dot{x}_j - H(p_j, x_j))}$$

(12)
By incorporating $K_{x_i, x_j}$ from Eqn. (12) into Eqn. (7), the propagator during a long time interval $T$ is formulated as,

$$K = \prod_i dx_i \int \prod_{j=0}^{N-1} \frac{dp_j}{2\pi} e^{i\delta(p_j, x_j - H(p_j, x_j))}$$

$$= \prod_i dx_i \int \prod_{j=0}^{N-1} \frac{dp_j}{2\pi} e^{i\sum_{j=0}^{N-1} \delta(p_j, x_j - H(p_j, x_j))}$$

When number of time pieces $N \to \infty$, the propagator $K$ becomes:

$$K = \int Dx(t)Dp(t)e^{i\int dt \delta(p^2 - H(p, x))}$$

(14)

The propagator $K$ computes the integrals over trajectory functions $x(t)$ and $p(t)$. It is a functional integral, and function $x(t)$ satisfies $x(0) = x$, $x(T) = x'$. Eqn. (14) is called the phase-space path integral, and the propagator computes the integral paths not only in position space but also in momentum space.

For quantum particle movement, the hamiltonian $H(p, x) = \frac{p^2}{2m} + V(x)$, and it is integrable in momentum space. Moreover, by incorporating $H(p, x)$ into Eqn. (13), we will have,

$$\int \frac{dp}{2\pi} e^{i\delta(p^2 - p^2/2m)} = \sqrt{\frac{m}{2\pi i\hbar}}e^{i\hbar \dot{x}/2}$$

(15)

$$K = \int dx_1 \cdots dx_N \frac{dp_0}{2\pi} e^{-i\delta \sum_{j=1}^{N} V(x_j)}$$

$$= \left(\frac{m}{2\pi i\hbar}\right)^\frac{N}{2} \int dx_1 \cdots dx_{N-1} \frac{dp_{N-1}}{2\pi} e^{-i\delta \sum_{j=0}^{N-1} (p_j x_j - p_j^2/2m)}$$

(16)

It is interesting to see that $m\dot{x}^2/2 - V(x)$ is the kinetic energy $T = m\dot{x}^2/2$ minus potential energy $V(x)$ of the system. As a matter of fact, it is exactly the Lagrangian $L = T - V$ of the system. Theoretically speaking, the Lagrangian $L$ also equals to the Legendre transform of the hamiltonian $p\dot{x} - H(p, x)$, which aligns with Eqn. (14). As such, the appearance of Lagrangian is inevitable. Finally, the “action” $S$ over a specific path function $x(t)$ is defined as the time integral of Lagrangian $L(x, \dot{x}, t)$,

$$K = \int Dx(t) e^{i\int dt L(x, \dot{x}, t)} = \int Dx(t) e^{iS(x(t))}$$

(17)

From the above Feynman path integral formulation, we can have the following conclusions,

- The final state can be obtained by adding the contributions of all paths in the configuration space together.
- The contribution of a path is proportional to $e^{iS}$, where $S$ is the action given by the time integral of the Lagrangian $L$ along the path.

3. From PDE to Residual Block

In this section, we establish the relationship between PDE and convolutional residual block, and demonstrate that they are mathematically equivalent to each other. This helps us understand why ResNets could be deeper in order to achieve promising performance in various tasks. First of all, let us consider a two order PDE:

$$\frac{\partial u(x, t)}{\partial t} = \frac{1}{2} \sigma^2 \frac{\partial^2 u(x, t)}{\partial x^2} + b \frac{\partial u(x, t)}{\partial x} + cu(x, t)$$

(18)

and the discrete form of Eqn. (18) can be written as,

$$u(x, t + 1) - u(x, t) = \frac{1}{2} \sigma^2 (u(x + 1, t) - 2u(x, t) + u(x - 1, t))$$

$$+ b \frac{u(x + 1, t) - u(x - 1, t)}{2} + cu(x, t)$$

(19)

It is convenient to rewrite Eqn. (19) into convolution form:

$$u(x, t + 1) = u(x, t) + \frac{1}{2} (\sigma^2 + b, c - \sigma^2, \frac{1}{2} (\sigma^2 - b)) \ast u(x, t)$$

(20)

By regarding the convolution kernel $\left[\frac{1}{2} (\sigma^2 + b), c - \sigma^2, \frac{1}{2} (\sigma^2 - b)\right]$ as $w(x, t)$, Eqn. (20) has the identical form as a residual block,

$$u(x, t + 1) = u(x, t) + w(x, t) \ast u(x, t)$$

(21)

From the above analysis it is found that any two order PDE can be rewritten as a residual block with the corresponding convolution kernel size equaling to 3, and higher order PDE can be converted to the residual block with larger convolution kernel. As the kernel size of ResNet is usually small, there exists a correspondence between the residual block and the two order PDE. Moreover, Fourier transform is widely used in solving PDE, and it can also clarify the reason why deeper ResNet leads to better performance as previously stated. By applying Fourier transform to Eqn. (18) and replacing every operator $\frac{\partial}{\partial x}$ by $i\lambda$, we have,

$$\hat{T}_x = \frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2} + b \frac{\partial}{\partial x} + c \Rightarrow \hat{T}_p = -\frac{1}{2} \sigma^2 \hat{p}^2 + ib \hat{p} + c$$

(22)

$$\hat{T}_p \hat{u}(p, t) = \frac{d}{dt} \hat{u}(p, t)$$

(23)

The solution of Eqn. (23) is,

$$\hat{u}(p, t) = e^{\hat{T}_p t} \hat{u}(p, 0)$$

(24)

Assuming time $t$ is small enough, we can obtain,

$$\hat{u}(p, t) \approx (1 + \hat{T}_p t) \hat{u}(p, 0)$$

(25)
By applying inverse Fourier transform to Eqn. (25), from convolution theorem we can have the following relationship,

\[ u(x, t) = u(x, 0) + t \hat{T}_x \delta(x) * u(x, 0) \]  
(26)

It is obvious that Eqn. (21) and Eqn. (26) are equivalent, and the convolution kernel \( u(x, t) \) corresponds to \( t \hat{T}_x \delta(x) \) in continuous space. Basically, the relationship between PDE and ResNet is characterized by Eqn. (21) from a discrete perspective of view, and Eqn. (26) grasps the essence of this relationship in the continuous domain. It is also widely acknowledged that the numerical values of the convolution kernels in residual blocks are extremely small. This aligns with the assumption that the time \( t \) is small, as small time period \( t \) ensures that the corresponding convolution kernel \( t \hat{T}_x \delta(x) \) is numerically small from Eqn. (24) to Eqn. (25). Moreover, the small size convolutional kernels results in low order PDE, which simplifies evolution of the iterative system. The investigation of the relationship between PDE and residual block also sheds light on better understanding of the ResNet.

4. On the Understanding of ResNet with Path-Integral Formula

In this section, we aim to better understand the philosophy behind ResNet with Feynman Path-Integral. For a certain ResNet, feature maps at layer \( t \) is represented as \( u_t \). First of all, update process between \( u_{t-1} \) and \( u_t \) is considered. In a residual block, assuming \( f \) is the skip connection weight and \( w \) is the convolution kernel, \( u_{t-1} \) can be transformed into \( u_t \) as follows,

\[ u_t = \text{relu}(f \cdot u_{t-1} + w(x) \ast u_{t-1}) \]  
(27)

Given \( f \cdot u + w \ast u = f(\delta + w/f) \ast u \), Eqn. (27) can be rewritten as follows,

\[ u_t = \sum_{x_{t-1}} \kappa \circ f(x_t - x_{t-1}) + \Omega(x_t - x_{t-1})u(x_{t-1}) \]  
(28)

In Eqn. (28), \( \Omega(x) = \frac{w(x)}{\pi} \). Under the influence of \( \text{relu} \), \( \kappa \) deployed on \( f \) leads to \(|f| \) or 0 depending on \( u(x) \). As such, we can define \( h_t = \log(\kappa \circ f) \). In analogies to Eqn. (9) and Eqn. (10), with inverse discrete Fourier transform we can obtain functions in the frequency domain as follows,

\[ \delta(x_t - x_{t-1}) = \frac{1}{M} \sum_{k=0}^{M-1} e^{\frac{2\pi i}{M} k(x_t - x_{t-1})} \]  
(29)

\[ \Omega(x_t - x_{t-1}) = \frac{1}{M} \sum_{k=0}^{M-1} e^{\frac{2\pi i}{M} k(x_t - x_{t-1})} \]  
(30)

By incorporating Eqn. (29) and Eqn. (30) into Eqn. (28), we have,

\[ u(x_t) = \sum_{x_{t-1}} \sum_{p_{t-1}} e^{ip_{t-1}(x_t - x_{t-1})} e^{h_t (1 + \hat{\Omega}(p_{t-1}))} u(x_{t-1}) \]  
(31)

Based on the assumption that the skip connection weights are much larger than the convolution kernel, we have \( f_t \gg w(x_t) \), such that \( \Omega(x_t) \ll 1 \) and \( 1 + \hat{\Omega}(p_{t-1}) \approx e^{\hat{\Omega}(p_{t-1})} \), leading to,

\[ u(x_t) = \sum_{x_{t-1}} \sum_{p_{t-1}} e^{ip_{t-1}(x_t - x_{t-1}) + h_t + \hat{\Omega}(p_{t-1})} u(x_{t-1}) \]  
(32)

With the definition of Hamiltonian \( H(p_{t-1}) = -\hat{\Omega}(p_{t-1}) - h_t \), Eqn. (32) can be rewritten as:

\[ u(x_t) = \sum_{x_{t-1}} \sum_{p_{t-1}} e^{ip_{t-1}(x_t - x_{t-1}) - H(p_{t-1})} u(x_{t-1}) \]  
(33)

This corresponds to Eqn. (12), where the small time propagator \( K_{x_{t+1},x_t} \) is defined. In essence, \( H \) defined energy of a certain path. After \( N \) residual convolution steps, the outputs from the network can be formulated as,

\[ u(x_N) = \prod_{t=1}^{t=N} \sum_{x_{t-1}} \sum_{p_{t-1}} e^{ip_{t-1}(x_t - x_{t-1}) - H(p_{t-1})} u(x_0) \]  
(34)

In Eqn. (34), we define \( \prod_{t=1}^{t=N} \sum_{x_{t-1}} \sum_{p_{t-1}} \), where \( \sum_{x_{path}} = \sum_{x_0} \sum_{x_1} \ldots \sum_{x_{N-1}} \). This implies that summing along every path leads to \( x_N \). More strictly speaking, \( \sum_{x_{path}} \) is the functional integral over trajectory functions. Analogously, \( \sum_{p_{path}} \) can be derived. Eqn. (34) can be equivalently written as follows,

\[ u(x_N) = \sum_{x_{path}} \sum_{p_{path}} e^{\sum_{t=0}^{t=N} (ip_{t-1}(x_t - x_{t-1}) - H(p_{t-1}))} u(x_0) \]  
(35)

By comparing Eqn. (35) to Eqn. (14), obviously Eqn. (35) can be regarded as the phase space path integral of ResNet. Regarding the mathematical equivalence between residual convolution and PDE as discussed in Eqn. (24), the residual convolution results in \( e^{T_{\hat{p}} t} \) in the frequency domain. Obviously, \( \hat{T}_p = -\frac{1}{2} \sigma^2 p^2 + ibp + c \) corresponds to \( H(p_{t-1}) \):

\[ H(p_{t-1}) = \frac{1}{2} \sigma^2 p_{t-1}^2 - ibp_{t-1} - c \]  
(36)
The two order form of Hamiltonian $H$ guarantees that it is integrable by inverse Fourier transform over frequency $p$, such that a path integral formula in position space can be obtained,

$$u(x_N) = \sum_{x_{path}} \sum_{p_{path}} \prod_t e^{ip_{t-1}(x_t - x_{t-1}) - H(p_{t-1})} u(x_0)$$

$$= \sum_{x_{path}} \prod_t e^{ip_{t-1}(x_t - x_{t-1}) - H(p_{t-1})} u(x_0)$$

$$= \sum_{x_{path}} e^{\frac{c}{\sigma^2}(x_1 - x_{t-1} + b)^2/2\sigma^2} u(x_0)$$

(37)

By defining $\dot{x} = x_t - x_{t-1}$, with the definition of kinetic energy $T$ and potential energy $V$, the Lagrangian $L = T - V$ can be obtained,

$$V = c - \log(\sigma)$$

(38)

$$T(\dot{x}) = (\dot{x} + b)^2/2\sigma^2$$

(39)

As such, the evolution of ResNet can be written based on the form of integrals over action $S$:

$$u(x_N) = \sum_{x_{path}} e^{\sum_t V - T(\dot{x})} u(x_0)$$

$$= \sum_{x_{path}} e^{-\sum_t L_{tpath}} u(x_0)$$

(40)

This formulation is equivalent to the Feynman path integral formulation in Eqn. (17), such that it is regarded as the path integral formulation of ResNet which helps us better understand the ResNet:

- The output of ResNet is given by adding the contributions along all paths that information flow through together.

- The contribution of a path is proportional to $e^{-S_{path}}$, where $S_{path}$ is the action given by the time integral of the Lagrangian $L_{tpath}$ along the path. Lagrangian $L_{tpath}$ is defined based on the kinetic energy $T_{path}$ (Eqn. (39)) and potential energy $V_{tpath}$ (Eqn. (38)), i.e., $L_{tpath} = T_{path} - V_{tpath}$.

5. Comparisons Between ResNet and Traditional CNN

Here, we provide more analyses to demonstrate the advantages of ResNet over traditional CNN. In the training process with back propagation, the gradient descent algorithm adjusts the weights of network neurons with top-down optimization. As shown in Fig. 4(a), considering a path of three layer residual blocks between $u(t + 2)$ and $u(t - 1)$, we have

$$u(t + 2) = (1 + w(t + 1))(1 + w(t))(1 + w(t - 1))u(t - 1)$$

(41)

Here, we assume that the disturbance $\Delta w(t - 1)$ is imposed to the $(t - 1)$-layer convolution kernel, such that the corresponding distortion of $u(t + 1)$ is:

$$\Delta u(t + 1) = \partial u(t + 1) / \partial w(t - 1)$$

(42)

Regarding the back propagation process, $\Delta u(t + 2) / \Delta w(t - 1)$ is calculated to adjust the weight of $w(t - 1)$. As such, there is a skip connection between $w(t - 1)$ and $u(t + 2)$ which corresponds to the term $\partial u(t + 2) / \partial w(t - 1)$ in Eqn. (42). As network goes deeper, other terms of back propagation chain tend to approach zero except for this skip connection term. This explains how ResNet deals with the gradient vanishing issue. On the contrary, without skip connection, the convolution kernel can be approximated with $g(t) = e^{u(t)}$. 

Figure 4. (a) A path from $u(t - 1)$ to $u(t + 2)$ with three residual blocks. (b) A typical classification ResNet architecture, where $x$ dimension is shrinking while the $p$ dimension is expanding. There are various paths from the input to the output. (c) Different numbers from Mnist dataset moves along different trajectories in ResNet propagating process. The outputs from layers of ResNet are compressed to 2-dimension principle components with PCA.
and considering the path between \(u(t + 2)\) and \(u(t - 1)\):

\[
u(t + 2) = g(t + 1)g(t)g(t - 1)u(t - 1)
\]

\[
\triangle u(t + 2) = \frac{\partial u(t + 2)}{\partial g(t + 1)} \frac{\partial g(t + 1)}{\partial g(t)} \frac{\partial g(t)}{\partial g(t - 1)} \triangle g(t - 1)u(t - 1)
\]

(43)

The partial differential chains of back propagation tend to approach zero as network goes deeper, and the back propagation gradient becomes vanishing when network goes deeper. This provides the explanations why skip connections can successfully address the gradient vanishing problem in the training process.

6. Experiments and Analyses

6.1. Variance analysis of Resnet

We have illustrated that the convolution process of the residual block is equivalent to extracting the partial differential part of PDE, and demonstrated that the residual network can be formulated based on the path integral form. Based on these derivations, the variance of each feature map after convolution is further explored. According to the initialization in (He et al., 2015), the weights of convolution are initialized using a scaling factor of \(\sqrt{2/N}\), where \(N\) denotes the layer dimension of the input layer for the convolution kernels. The weights of the kernels follow Gaussian distribution with zero bias. Such initialization aims to ensure that the variance of the input layer equals to the variance of the output layer. However, the experimental results of the residual network does not accord with the equal variance assumption, as shown in Fig. 5. In particular, the variances of output layers grow as the network goes deeper. However, variances of layers after convolution naturally decrease in the convolution process of the residual block. For simplicity, \(M\) are trainable. Then we design two kinds of networks to validate our theory: PDE network and decomposed network.

For PDE network, we replace the residual block of Resnet with sets of partial differential operators. We define kernel \([1, -2, 1]\) as secondary derivative operator \(\frac{\partial^2}{\partial x^2}\), define \([1, 0, -1]\) as operator of derivative \(\frac{\partial}{\partial x}\), and kernel \([0, 1, 0]\) represents the constant term. Then we initialize PDE parameters \(\sigma, b, c\) corresponding to the derivative operator above for two spatial dimensions. These three parameters are trainable. Then we design \(M\) sets of PDE equations as follows,

\[
\sum_{M} \sigma_1^2 \frac{\partial^2}{\partial x^2} + \sigma_2^2 \frac{\partial^2}{\partial y^2} + b_1 b_2 \frac{\partial^2}{\partial x \partial y} + b_1 c_2 \frac{\partial}{\partial x} + b_2 c_1 \frac{\partial}{\partial y} + c_1 c_2 (44)
\]

Here, the parameters \(\sigma_1, \sigma_2, b_1, b_2, c_1, c_2\) are trainable. \(M\) sets of partial differential operators replace the role of convolutional residual block. For simplicity, \(M\) is chosen to be equal to the number of original convolutional kernels.

For decomposed network, every \(3 \times 3\) convolutional kernel of Resnet is decomposed into a \(1 \times 3\) kernel and a \(3 \times 1\) network. The decreasing trend of the blue curve originates from the natural property of partial differential equation stated in section 3, as the variance of a stochastic diffusion process tends to decrease as its entropy increases. Let \(t\) represent the depth of residual layer, and the variance of layers after convolution is approximately proportional to \(1/t\). According to the path integral formula derived from section 4, the variance of final output layers is proportional to the exponential of path integral results, which implies it is proportional to \(\exp\left(\int dt \frac{1}{2} \square\right) = t\), conforming to the red curve shown in Fig. 5. As such, the experimental results in Fig. 5 provide useful evidence that supports our theoretical analysis on Resnet.

6.2. PDE residual network

In previous sections, we have established the relationship between PDE and the convolutional residual block. In particular, we demonstrate that any two order PDE can be rewritten as a residual block with the corresponding convolutional size equaling to \(3 \times 3\). In this section, we designed two kinds of networks to validate our theory: PDE network and decomposed network.

Figure 5. Illustrations of the variance of layers summing up residual and skip connection in Resnet-34 (red curve), as well as the variance of residual layers (blue curve). B1, B2, B3 and B4 represent four blocks of Resnet with different channel sizes and feature sizes.

Figure 6. Classification accuracy on test dataset in the training process for ResNet, PDE-Net and Decomposed-Net.
6.3. Robustness analyses of residual block

Here, based on our theoretical analyses, validations are further provided to demonstrate the advantages of ResNet over traditional CNN. As stated in Eqn. (24), the residual block can be rewritten as an exponential function in the frequency domain, because the weights of convolution kernels are much smaller than weights of shortcut connections in the residual block. As for ordinary convolution without skip connection, there does not exist any exponential function and the forward propagation could be expressed as \( \hat{u}(p,t) = \hat{H}_p t \cdot \hat{u}(p,0) \) in the frequency domain. Here \( \hat{H}_p \) stands for the ordinary convolution kernel without skip connection. In the training and testing process, since the convolutional kernels could be subject to certain perturbations, the robustness of ResNet and ordinary CNN without skip connections is further compared in this scenario. In particular, we assume that the noise on convolutional kernels are proportional to the absolute values of kernel weights, which implies that \( \delta T \sim \hat{T}_p t \) and \( \delta H \sim \hat{H}_p t \). Here, \( \delta T \) and \( \delta H \) stand for the perturbation on weights of residual convolution kernel and ordinary convolution kernel. Since \( \hat{T}_p t \ll 1 \), we have \( \delta T \ll \exp(\hat{T}_p t) \). However, for ordinary convolution CNN, \( \delta H \) is proportional to the propagator \( \hat{H}_p t \), which means that noise on ordinary convolutional kernels could have more significant influence comparing to residual blocks.

From Fig. 7, we can see that ResNet could be much more robust than ordinary convolutional neural networks. When certain noise proportional to the absolute value of convolutional weights are added, the accuracy of VGG-16 decreases much faster than that of ResNet-18. The experimental results are in accordance with our theoretical analyses on the advantage of the residual block.

7. Conclusion

Several important mathematical properties of ResNet have been investigated in this paper. It is shown that a residual block can be formulated by a certain PDE. With this conclusion, the ResNet is demonstrated to be equivalent to path integral formulation, which provides useful evidence regarding the superiority of ResNet over ordinary CNNs from the perspective of gradient vanishing. These properties revealed here may find wide applications in the CNN design and expedite the explorations of the emerging research areas.
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