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Abstract:
Background: In complex systems early warning signals such as rising autocorrelation, variance and network connectivity are hypothesized to anticipate relevant shifts in a system. For direct evidence hereof in depression, designs are needed in which early warning signals and symptom transitions are prospectively assessed within an individual. Therefore, this study aimed to detect personalized early warning signals preceding the occurrence of a major symptom transition. Methods: Six single-subject time-series studies were conducted, collecting frequent observations of momentary affective states during a time-period when participants were at increased risk of a symptom transition. Momentary affect states were reported three times a day over three to six months (95-183 days). Depressive symptoms were measured weekly using the Symptom CheckList-90. Presence of sudden symptom transitions was assessed using change point analysis. Early warning signals were analysed using moving window techniques. Results: As change point analysis revealed a significant and sudden symptom transition in one participant in the studied period, early warning signals were examined in this person. Autocorrelation (r=0.51; p<2.2e-16), and variance (r=0.53; p<2.2e-16) in ‘feeling down’, and network connectivity (r=0.42; p<2.2e-16) significantly increased a month before this transition occurred. These early warnings also preceded the rise in absolute levels of ‘feeling down’ and the participant’s personal indication of risk for transition. Conclusions: This study replicated the findings of a previous study and confirmed the presence of rising early warning signals a month before the symptom transition occurred. Results show the potential of early warning signals to improve personalized risk assessment in the field of psychiatry.
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Introduction

Theoretical and empirical support is accumulating that psychopathology behaves as a complex system (Cramer et al., 2016; Hayes et al., 2007; Heinzel et al., 2014; Olthof et al., 2019; Schiepek et al., 2014; van de Leemput et al., 2014; Wichers et al., 2016). This is relevant as it provides novel tools, derived from principles of complex system theory, to anticipate sudden transitions in the system. Complex systems tend to have several alternative states and are likely to shift from one state to the other when the system is unstable. Scheffer (Scheffer et al., 2009; Scheffer et al., 2012) showed that this instability can be assessed using early warning signals (EWS), and proved that rising instability indeed anticipates sudden transitions in various sorts of complex systems. If psychopathology also behaves like a complex system, the application of these principles may reveal important novel information on the behaviour of psychopathology. Furthermore, if psychiatry can translate these principles to similar designs in which the dynamics of a single system are prospectively monitored, and EWS could be derived from those data, then psychiatry will jump towards the next level: towards accurate personalized risk assessment.

Signals hypothesized as EWS are rising autocorrelation, rising variance, and rising connectivity between elements in the system (Scheffer et al., 2009). This is because all of these signals indicate that the system is getting slower in recovering from minor perturbations, which is also referred to as ‘critical slowing down’ (Scheffer et al., 2009; Scheffer et al., 2012; van de Leemput et al., 2014). EWS are generic and thus hypothesised to work for a wide range of systems, although the system elements that may show EWS differ per system.

Where EWS in CO² measures seem important in the search for transitions in climate (Scheffer et al., 2009), EWS in emotions may be needed to anticipate transitions in psychopathology. Emotions or affect states are core indicators of mental (ill-)health as they are altered in all types of psychiatric disorders. Furthermore, a long tradition of work has provided evidence for the relevance of affect dynamics (Houben et al., 2015; Koval et al., 2013; Kuppersen et al., 2012; Wichers et al., 2015) in relation to the development of psychopathology. The subtle dynamics of momentary affect states (e.g., autocorrelation and variance) and the continuous dynamics of how affect states impact on one another (connectivity) are likely to reveal previously unexposed and crucial information on the stability of a person’s mental health state (Curtiss et al., 2019; Wichers et al., 2015; Wigman et al., 2015). We hypothesize, therefore, that complex system principles may play out at this level of momentary affect dynamics. This idea is supported by some group-level studies (Curtiss et al., 2019; van de Leemput et al., 2014), which showed that people with higher levels of EWS at a particular period in time, as measured in time-series of momentary affect states, are the ones that will develop more novel symptoms in the near future. One problem, however, is that previous group-level studies did not directly observe the timing and shape of the symptom change. Also, they did not observe alterations in affect dynamics over time. Therefore, these studies cannot confirm whether autocorrelation, variance, and connectivity were indeed rising within individuals in close anticipation of a jump towards higher symptom levels. Studies that can test this are rare, as the combination of ‘catching’ sudden transitions of symptoms in real-time and having performed intensive measurements to observe EWS before that critical moment requires scientific persistence. Radically different designs are needed, namely single-subject time-series studies during a period when patients are at risk of having a symptom transition. Only such studies adequately mimic designs that have been used in other scientific fields to directly test the value of EWS to foresee transitions in a system and only with these designs can we test whether EWS in psychiatry can yield accurate estimations of patient-specific risk (Wichers et al., 2014).

The only study with a design in which momentary affect states of a patient were measured long enough to prospectively detect the near presence of a sudden transition of psychiatric symptoms in the system, found rising autocorrelation and variance in affect states in anticipation of the sudden symptom transition (Wichers et al., 2016). Furthermore, results showed increasing connectivity between affect states while time to transition decreased. This is in line with the hypothesis that the system becomes less stable when affect states, elements of the complex system, start to trigger each other more strongly. These changes were observed already weeks before the transition took place and suggest that momentary affect dynamics can reveal crucial system changes, which have been invisible with standard questionnaire measures, and which may yield timely patient-specific information about the future course of symptoms. If replicated, the impact on the field of psychiatry may be huge.

Therefore, this study aimed to replicate the previous findings in a similar unique single-subject time-series study, to see whether EWS precede a transition towards higher levels of depressive symptoms. We additionally checked whether EWS were present before the presence of changes in absolute levels of ‘feeling down’ and before the moment the participant felt that a relapse was approaching.

Method

Sample

Six individuals engaged in a pilot case-series study where the primary aim was to explore the feasibility of monitoring changes in momentary mental states during dose-reduction of antidepressant medication (see also Smit, et al., 2019). Participants were recruited at a mental health care institution and through advertisement in a local newspaper. Participants were included based on being on anti-
depressant medication because of a previous depressive episode, and having made a shared decision with their general practitioner or psychiatrist to (gradually) stop using medication because of remission. Exclusion criteria were age < 18, current psychotic symptoms, and having a bipolar disorder. All participants provided written informed consent. Participants monitored their momentary mental states in the final period of their dose-reduction and in the period thereafter for 95 to 183 days. One of these participants experienced a sudden major increase in depressive symptoms after the dose-reduction and within the study period. We used the data of this participant in the current study to replicate the results of the previously published study showing that EWS anticipated a transition in depressive symptoms (Wichers et al., 2016). The participant used venlafaxine and tapered this medication gradually over a period of 16 weeks. As further demographic and clinical information of the participant are not relevant for the current research question, we decided not to report this information because of privacy reasons. The study did not require ethics evaluation as judged by the Ethics Committee of the University Medical Center Groningen, The Netherlands.

**Study procedures**

Experience sampling (ESM) was used for the assessment of momentary mental states in the flow of daily life (Csikszentmihalyi & Larson, 2014; Myin-Germeys et al., 2009; Trull & Ebner-Priemer, 2009). A text message was sent to the mobile phone of the participant with a link to an online ESM questionnaire three times a day at fixed moments that were 5½ hours apart (at 11:30, 17:00, and 22:30). Furthermore, the participant performed weekly online assessments of depressive symptoms. The current participant started the study in week four of the tapering schedule (46.9 mg) and continued for 23 weeks (164 days) including 11 weeks of assessments after antidepressant discontinuation. The participant completed 370 out of 492 ESM assessments (75%) and 23 weekly SCL-90 assessments (100%).

**Measurements**

In total, ten momentary mental states were assessed in each ESM questionnaire: (feeling down, irritable, tired, listless, restless, stressed, content, cheerful, self-assured, energetic). These items were rated on a continuous scale from 0 (“not at all”) to 100 (“very much”). See Appendix A for more details on the selection of items. Depressive symptoms were measured weekly using the Symptom Checklist (SCL)-90 depression subscale (Derogatis & Cleary, 1977).

We additionally asked the participant beforehand to prospectively indicate the moment at which (s)he thought that a relapse might be approaching in order to know whether the participant would be as efficient in forecasting the transition as the used statistical measures.

**Statistical analyses**

For all analyses we used as much as possible the same methodological choices and statistical pre-processing steps as in the previous publication (Wichers et al., 2016); see Appendix A for details. For estimating the moment of the symptom transition we used change point analysis (Matteson & James, 2014) on the weekly SCL-90 depression scores.

**Change in autocorrelation and variance**

We used the item ‘feeling down’ as the primary affective state for the examination of changes in autocorrelation and variance. This negative affect state is conceptually the closest proxy of depression in which, therefore, the strongest signal is expected (van de Leemput et al., 2014; Wichers et al., 2019). As a robustness check, however, we reran the analyses using the total of all momentary mental states, in conformity with the procedure used in Wichers et al. (2016).

To filter out trends in the time series, we subtracted a kernel smoothing function from the data (see Figure B.1 in Appendix 2) and used the residuals for the estimation of the autocorrelation and variance. In order to see the changing pattern of autocorrelation and variance over time, moving window techniques were applied using time-windows of 30 days of observations using STATA 15.0. For each day from day 30 on, autocorrelation and variance were estimated using data from the previous 30 days (max 90 measurements). To test if autocorrelation and variance were rising when closer to the transition, as hypothesized, the Kendall rank correlation was calculated between the window estimates and their time index. We examined whether autocorrelation and variance increased before the transition as well as if these measures started rising earlier than the absolute levels of feeling down.

**Change in momentary affective state network connectivity**

To examine changes in affect dynamics, again, we performed analyses similar to Wichers et al. (2016). See Appendix A for further details. We selected five variables to include in the network model. To avoid that items in the network actually refer to the same underlying entity, it is important to include states that assess different aspects of mental experience (Wichers et al., 2017). We therefore chose the five mental states, including ‘feeling down’, that showed the lowest overall correlations with each other. This resulted in the following combination: feeling down, stressed, irritable, tired and energetic. The last variable was recoded to reflect the reverse (not energetic).

Any trends in the time series were filtered out using a kernel smoothing function (see appendix A for more details). Regression analyses were performed to make a vector-autoregressive (VAR) model and to obtain network connection strengths. For each mental state, a linear regres-
sion analysis was performed in which the independent variables consisted of the lagged variables (t-1) of all five mental states. The analyses differed from each other only in that the dependent variable was different for each analysis: each mental state was the dependent variable once. The 25 beta-coefficients of the independent variables of the five regression models represent the network internode connectivity between the five mental states and the autocorrelations. Continuous change of the sum of all internode network paths in the period before the symptom transition was calculated using similar moving window techniques as for the first analyses. This resulted in dynamic estimates to capture changes in total network connectivity in anticipation of the transition. Autocorrelations were not included here.

Results

Rise in autocorrelation and variance as early warning signals

The upper panel of Figure 1 illustrates the changes in weekly depressive symptoms measured with the SCL-90 depression subscale, and in levels of “feeling down” measured three times a day with experience sampling. We re-scaled the “feeling down” score, using a division by two, to plot the measures in the same graph. Change point analysis revealed a significant shift in the weekly assessed depressive symptom scores (SCL-90) around assessment 357, at day 119 (p < .0001; see Figure 1, upper panel). The middle panel of Figure 1 shows the continuous change in autocorrelation of the mental state “feeling down”. As expected, autocorrelation showed a steep increase before the symptom transition (r=0.51; p<2.2e-16). Visually, we can observe that autocorrelation already started to rise around assessment 241, day 80; more than a month before the shift in depressive symptoms, and more than two weeks before the increase in the absolute levels of feeling down. The rise in autocorrelation peaked at day 93 (assessment 278). Also, the autocorrelation remained relatively high till very shortly before the transition in SCL-90 symptoms, when autocorrelation dropped steeply. The results were similar when change in autocorrelation was assessed using the sum of momentary mental states. An additional peak in autocorrelation arose around assessment 143, just before a first smaller rise in absolute levels of ‘feeling down’ (see Figure B.2 in Appendix B).

The variance in feeling down also showed a significant increase in the period before the symptom transition (r=0.53; p<2.2e-16; see Figure B.3 in appendix B). However, when analyses were repeated with the sum of momentary mental states no clear pattern appeared (see Figure B.2 in appendix B).

The participant’s own indication of increased risk for symptom recurrence was only at day 119.

Changes in momentary affect state network dynamics

Total internode connectivity increased before the symptom transition (r=0.42; p<2.2e-16; see the lower panel in Figure 1). A further exploration revealed that for all variables except for ‘feeling stressed’ a steep increase in inter-node connectivity (in terms of instrength) could be visually observed from day 69 to day 99 close before the transition (see Figure B.4 in Appendix B). The increase in internode temporal connectivity thus peaked around the same time as autocorrelation did. Also, again a steep drop in connectivity was present around the moment of the symptom transition. Furthermore, internode connectivity seemed to show a small increase before the start of the first minor rise in absolute levels of ‘feeling down’.

To be useful in clinical practice it is important that early warning signals are not producing too many false alarms. They should thus be absent in participants without a significant symptom transition. Post hoc analyses showed that only 1 out of 8 examined EWS was significantly positive in the participants who did not experience significant symptom transitions (for results see supplementary text and Figure B.5 in the appendixes).

Discussion

This replication study provides evidence that principles of complex systems theory seem to apply to symptom transitions in psychopathology. Furthermore, it shows that these principles may expose subtle, and previously invisible, system changes that indicate the approach of a relevant symptom transition for a specific patient at a specific moment in time. If replicable, this finding is of crucial importance in the field of psychiatry as it may bring personalized psychiatry, and successful transfer of scientific findings to clinical practice to the next level. Further large-scale replication (with many similar single-case time-series studies) is necessary to know how often these signals appear, their average timing, and to estimate their sensitivity and specificity.
Figure 1. Early warning signals precede symptom transition and absolute changes in “feeling down”

Note. The upper panel shows the changes in weekly depressive symptoms measured with the SCL-90 depression subscale, and in levels of “feeling down” measured three times a day with experience sampling. The middle panel shows the moving window estimates of the autocorrelation of “feeling down”. The lower panel shows the moving window estimates of the total internode network connectivity. Note that the moving window procedure is the reason the x-axis starts at assessment 90.
Early warning signals and symptom transitions

This study, and the previously published single-subject experiment are the first studies that have prospectively exposed precise micro-level affect dynamics anticipating significant depressive symptom transitions in relapsing patients. The findings of this second, currently described, single-subject experiment replicated those of the first: rising autocorrelation was found in momentary measures of feeling down and the sum of momentary mental states, precisely in the period anticipating the sudden symptom shift. The peak of this rise occurred before levels of feeling down started to rise towards the moment of the transition. The steep drop in autocorrelation, once the symptom transition took place, is exactly what is expected in complex systems as stability reemerges when the system has shifted towards another equilibrium. Moreover, the autocorrelation of feeling down also seemed to increase just before the start of the first smaller rise in levels of feeling down. This, unexpectedly, produced a within-study replication of the phenomenon that EWS peak before levels of momentary states start to change.

The results support the potential clinical value of using autocorrelation as EWS for symptom transitions. First, the start of the rise in autocorrelation occurred at least a month before the transition took place. This time lag would provide the opportunity to monitor the continuous EWS rise and provide warnings to the clinician and patient in real time when the rising signal would cross boundaries of ‘normal’ variation. A proof of principle study using prospective statistical procedures for this purpose demonstrated the feasibility hereof (Smit et al., 2019). Second, the autocorrelation signal seems useful as it did much better than the participant’s personal insight as an indication for the moment of the transition. The participant felt it coming only closely (within a week) before the transition occurred. It thus seems that a more complex statistical measure may indeed contribute to early detection on top of personal insight.

A limitation is that we did not include additional insights of significant others as potential indications. We could therefore not test whether these would do better than those of the participant him/herself. Another limitation is the presence of missing values in the time-series data (see Appendix A). Finally, variance disappeared as a signal when analyses were repeated with the sum of all momentary states. Also previous studies showed that variance as EWS may be less robust than other measures such as autocorrelation (Dakos et al., 2012; van de Leemput et al., 2014).

Internode connectivity changes

This study also replicated the finding that internode network connectivity (based on temporal associations between momentary affect states) increased in strength over time and in anticipation of the symptom transition.

As EWS are indicators of system instability, and as the system is expected to move to a new stable equilibrium after a transition, EWS are assumed to decline after the transition occurred. This is precisely what was observed. Connectivity dropped steeply around the moment of the symptom transition. Thereby, these results suggest that rising connectivity behaves as an EWS, similar to autocorrelation. This provides strong support for the relevance of network dynamics at the micro-level of autocorrelation. Caution, however, is warranted in that we cannot be certain that the current temporal associations between affect states were indeed causal in nature.

The specificity level of early warning signals

In order to understand the potential clinical value of EWS it is important to additionally check whether EWS are absent when people are not close to a symptom transition. Post hoc analyses showed that only one out of eight EWS examined measures provided a ‘false alarm’. This finding is promising and suggests that EWS may possess a level of specificity that is useful for clinical purposes. Furthermore, the current findings suggest that a combination of EWS may further increase the accuracy of EWS, as the combination of increasing autocorrelation and increasing internode network connectivity was exclusively observed in the participant with the symptom transition and not in the participants without such a transition. Future research consisting of a larger number of individual time-series studies are needed to confirm that a combination of various EWS measures can predict symptom transitions with considerable levels of sensitivity and specificity.

Future directions and implications

Various aspects are important for future studies that aim to replicate these results. First, it is important to measure affect states in a momentary way as retrospective recall hereof is unreliable, and to measure them multiple times a day as these experiences change quickly. Second, replications require designs that have a high quantity of these frequent measurements of momentary mental states before the transition occurs and in the time window when EWS are expected (in this case this was a month prior to transition), to be able to detect rising EWS before that point. A third requirement is the use of statistical techniques that can deal with nonlinear changes in data patterns. The currently used moving window technique is an option. However, other novel useful techniques have also recently been developed, such as time-varying autoregressive models (Bringmann et al., 2017).

The current findings have several implications for the potential use of early warning signals in clinical practice. First, it supports the idea that long-term monitoring of affect states is feasible. Second, the fact this study replicated previous results makes it unlikely that the finding of rising EWS prior to the symptom transition was a chance finding. Another potential threat to clinical application is the possibility that EWS only signal a small percentage of transitions in depression. However, also this possibility is rather
unlikely, as the case examined in the present study showed similar results to those in the previous study. Promising for potential clinical application is the fact that the statistical signals appeared much earlier than the participant felt the approaching transition. Also promising is the low level of false alarms as found in this study in people without a symptom transition. If replicated in a larger sample of individuals, the monitoring of people with regard to EWS during the tapering of antidepressant medication may prove useful to foresee and, thereby, possibly prevent recurrence of symptoms.

Conclusion

By replicating a first single-subject time-series study, this study shows that personalized EWS can be detected that anticipate relevant symptom transitions in depression. Confirmation of these findings in the current study, using a similar design, was crucial to establish whether early warning signals have utility in clinical practice. Furthermore, the fact that EWS were present a month before the symptom transition occurred, plus the fact that these EWS appeared before absolute levels of depressive experiences changed, and that EWS seemed to have a reasonable level of specificity, underscores the clinical potential of the findings. Thereby this approach may constitute a major step forward in the ability to expose personalized risk in the field of psychiatry.
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Appendix A. Supplementary text

Analytic choices network analyses
The current study had a different selection of items, and a strongly reduced amount of items compared to the previous single-subject time-series study. This was done to increase feasibility of long-term monitoring of self-reported affect states. Also, the items included were to a certain extent personalized to the participants’ wishes in both studies. Thus, we could not use exactly the same items as in the previous study. Therefore, we used an approach in which we tried to base the methodological and statistical choices on the same reasoning as in the previous study.

Similar as in the previous study we decided to include five nodes in the network. This choice was made previously as the inclusion of more nodes is likely to lead to convergence issues. Second, similar as in the previous study we only included momentary affect states as variables to construct the network.

Third, it is considered important to include items that measure as many different aspects as possible of affective experience in this type of network analysis, thus items that are not strongly correlated to one another (Wichers et al, 2017). As different items were available in the current study and as each person may differ in correlation structure we included slightly different items in the network compared to the previous study. For this study, therefore, the five items were included that showed the lowest correlation with each other. Also, we chose to be consistent in using only single items this time as nodes and not a combination of component scores and single items. This will increase the possibility for future studies to perform precise replications with the same items in other individuals. As we considered ‘feeling down’ to be the closest proxy of depression among the affect states measured, it was used for the examination of autocorrelation and variance, and we also included feeling down as one of the five variables in the network. Subsequently, we added step by step the variable (affect state) that resulted in the lowest average of correlations between all chosen variables. The average of all correlations of the resulting five items (feeling down, irritable, not energetic, tired, and stressed) with each other was 0.48.

Statistical analyses

Change point analysis
Similar as in the previously published case-study we used the ecp R package (James & Matteson, 2014) to establish the presence of a significant change point based on 23 weekly measures of depressive symptoms measured with the SCL-90 depression subscale.

Non-linear detrending using kernel-weighted local polynomial smoothing
Early warning signals (EWS) were calculated based on the momentary affect state measurements as collected with the experience sampling method (ESM). As we measured over almost half a year, non-linear changes in absolute levels of affect states are likely to occur. Such changes in absolute levels of affect may crucially influence the window based autocorrelation, variance, and network connectivity that are the focus of this study (Dakos et al., 2012). Therefore, we detrended the data which ensures that resulting patterns in EWS were not the result of changes in absolute levels of affect. Kernel-weighted local polynomial detrending is a suitable method for nonlinear detrending (Cleveland & Devlin, 1988). At each point in the time-series a low degree polynomial is fitted using weighted least squares, giving more weight to observations near the point whose response is being estimated and less weight to observations further away. The value of the regression function for the specific data point is then obtained by evaluating the local polynomial using this local polynomial fit. This results in a continuous function representing the nonlinear change in absolute levels of that variable. For detrending we subtracted the resulting kernel estimations from the observed values to obtain nonlinearly detrended values. See SI figure 1.

Robustness check for the detrending procedure
To check the robustness of this detrending method we compared the resulting autocorrelation values based on this method with autocorrelation results based on linear detrending procedures. To minimize the mismatch between linear trend estimations and the nonlinear reality we divided the complete time-series into three equal parts. For these three parts different linear trend estimations were made. To obtain the linear detrended values we subtracted the linear trend estimations from the observed values. The correlation in autocorrelation values based on these two methods was 89%. Thus, the kernel detrending procedure does not yield very different results from the adapted linear detrending procedure. Likely, the latter is slightly imperfect as it does not account for subtle non-linear trends within each of the three parts of time-series data.

Moving window technique
In order to calculate changing values of autocorrelation, variance, and network parameters we used a moving window technique. As these parameters can only be estimated using multiple measurements, measures of affect in this case, we decided to use a window of 30 days (a max of 90 observations) to estimate each value. The first estimation can thus be calculated at
assessment 90. Following that estimation the window moves one time point to estimate the second window from assessment 2 to assessment 91. This process continues until the last assessment has been reached. Note that the estimated value thus represents the average autocorrelation, variance, or network parameter over the past 30 days.

**Missing data**

As expected in an ESM procedure the time-series data contained missing values. We checked to what extent these missing values were missing at random by examining whether missing values were predicted by mood state at the previous time point and by examining whether missing values predicted mood state at the next time point. These associations were not significant for the variable ‘feeling down’. However, the p-value for the effect of missing values at ‘t’ on ‘feeling down’ at ‘t+1’ was 0.064, which is close to the cut-off of 0.05. This suggests that missing values at t predict a slightly higher level of ‘feeling down’ at t+1. However, given the high number of observations, very small effects can already yield (borderline) significant values, and the effect size hereof was small (standardized effect of 0.23). Mood state did not predict next moment’s missing status.

Missing data were not imputed. Rather, the coefficients of lags involving missing values were not included in the analyses. We thus may have missed out on some measurements at moments with lower mood states and autocorrelation, variance, or network parameter values related to these moments. Given the small effect of missing values on mood, it is unlikely that this fact biased the current results to a strong extent.

**Results for the participants without significant symptom transitions**

In total 9 individuals were recruited to participate in the pilot study with the aim to replicate the first time-series study (Wichers et al., 2016) which examined EWS using experience sampling monitoring during the tapering of antidepressant medication and to check the feasibility of such long-term monitoring. Three of these individuals (participant 3, 4 and 5) dropped out (after collecting 2, 12 and 42 measurements respectively). This left us with 6 participants with time-series data in the pilot study, of which one had experienced a significant symptom transition (participant 7) as discussed in the main body of this study. To check whether similar rises in EWS as reported for this participant did not occur in the participants without a significant symptom transition we examined those data as well.

As autocorrelation and internode network connectivity seemed most promising as EWS we aimed to examine those parameters as well for the other participants. One of the remaining 5 participants, however, showed almost no variation in ‘feeling down’. On a scale from 0 to 100 all observations, but one, were below 10.2. This means that the remaining variation here probably results from measurement noise of using the touch screen to indicate a low number on the scale. Therefore, we decided to not analyse the data of this participant (No. 6).

Patterns of autocorrelation and internode network connectivity for the other participants are shown in Figure B.5. Only 1 out of the 8 EWS (4 autocorrelations and 4 internode network connectivity patterns for the 4 remaining participants) showed a significant increase. This concerned a rising autocorrelation in participant 1 (r=0.39, p<0.001). None of the participants showed positive signals for both examined EWS, as was the case for the individual examined in the main body of the study. This may suggest that sensitivity of EWS to signal risk for transition may benefit from the combination of multiple sorts of EWS, such as the combination of rising autocorrelation and rising network connectivity.
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Appendix B. Supplementary figures

Figure B.1 shows the raw scores of ‘feeling down’ over time (blue dots) combined with the trend line resulting from the kernel-weighted local polynomial smoothing (brown line). The deviations between the observed values and the smooth trend were used for further analyses.
Figure B.2 illustrates the changes in weekly depressive symptoms as measured with the SCL-90 depression subscale, and in levels of “feeling down” measured three times a day with experience sampling (upper panel). We rescaled the “feeling down” score using a division by 2 to plot the measures in the same graph. The lower panel shows the moving window estimates of the variance of “feeling down”. Note that the moving window procedure is the reason why the time axis starts at assessment 90. The middle and lower panel show the moving window estimates, respectively, of the autocorrelation and variance when calculated based on the total sum of all momentary mental states.
Figure B.3
The lower panel shows the moving window estimates of the variance of “feeling down”. Variance peaks before absolute levels of “feeling down” start to increase.
Figure B.4 shows the change in internode instrength separately for feeling “stressed”, “not energetic”, “irritable”, “tired” and “down”. Y-axes are the moving window estimates of instrength for each affect state. Autocorrelation was not included in the calculation of instrength. Feeling irritable, tired, and down showed a clear rise in instrength before the symptom transition occurred. Feeling not energetic showed a modest increase. Feeling stressed, however, showed a rise in instrength in the period after the transition. These findings may serve to generate new hypotheses on the microlevel processes involved in the development and maintenance of symptoms.
Figure B.5
Autocorrelation and network results for the other participants in the pilot data with usable time-series data who did not experience a significant symptom transition. We rescaled the autocorrelation score, by multiplying with a factor 50, to plot these values in the same graphs with the absolute value of feeling down. These patterns are depicted, per participant, in the upper panel. The lower panel shows the change over time in internode network connectivity. The x-axis represents time in terms of measurement moments.