Evaluation of Key Parameters Using Deep Convolutional Neural Networks for Airborne Pollution (PM10) Prediction
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Particulate matter with a diameter less than 10 micrometers (PM10) is today an important subject of study, mainly because of its increasing concentration and its impact on environment and public health. This article summarizes the usage of convolutional neural networks (CNNs) to forecast PM10 concentrations based on atmospheric variables. In this particular case-study, the use of deep convolutional neural networks (both 1D and 2D) was explored to probe the feasibility of these techniques in prediction tasks. Furthermore, in this contribution, an ensemble method called Bagging (BEM) is used to improve the accuracy of the prediction model. Lastly, a well-known technique for PM10 forecasting, called multilayer perceptron (MLP) is used as a comparison to show the feasibility, accuracy, and robustness of the proposed model. In this contribution, it was found that the CNNs outperforms MLP, especially when they are executed using ensemble models.

1. Introduction

In recent years, the concern over the environment has been increasing rapidly. This is mainly due to human activity. Research about the environment has been a topic of public interest because of the recent increase of findings about the threats pollution has in many aspects of nature.

Particulate matter (PM) is the name of all the organic and inorganic particles which are suspended in the air we breathe. The particles with a diameter less than 10 micrometers are called PM10. In particular, these subsets of particles are of our interest because they have been recognized as an important factor on environmental pollution and public health. It has been found that PM10 takes part on the development of cardiovascular diseases, that at the same time generates more health problems [1]. In Figure 1, a diagram displaying the respiratory system and where PM10 get trapped, as well as PM with diameter less than 2.5 micrometers (PM2.5) and PM with diameter less than 0.1 micrometers (PM0.1), is shown.

The elements that are present in PM10 concentration have been studied in [3] where they describe the percentages of organic compounds on a 24 hour sample of PM.

Having accurate models that let us know the behavior of PM10 concentrations may allow to prevent the exposition of people to harmful environments, thus reducing their probabilities to develop cardiovascular diseases.

Previous approaches to the problem of PM10 modeling include the usage of artificial neural networks, fuzzy logic, and evolutionary computation. In [4] is implemented a PSO to a neurofuzzy method to enhance the modeling performance.

On the other hand, convolutional neural networks (CNNs) are one of the tools of artificial intelligence that can be used to perform the task of modeling and forecasting PM10 concentrations. CNNs have demonstrated to outperform other neural networks architectures in many applications [5, 6]. The usage of CNN has been widely used for image classification [7, 8], not so widely explored for prediction, although some studies have shown promising results [9].

In this work, an extended study of the application of CNN to PM10 forecasting is presented. The main
characteristic of a CNN is the convolutional layer; this layer consists upon the application of a filter to the input data. In this way, the filter returns as an output some features that may not be evident in the raw data. After that procedure, the next process is the same one of a neural network (NN) with neurons that are connected in layers to compute a desired output, having as input the result of the convolution layer.

Lastly, ensemble methods are an approach which can be summarized as a compilation of trained models that returns a set of predictions that must be mixed to obtain a final and unique prediction. This can be seen as a voting process where the output of each trained model has a weight in the final decision for the desired prediction. In [10] is presented an introduction to the basic concepts of ensemble methods applied to classification and regression trees. In that work is said that “ensemble methods are the strongest procedures known” for many applications [10] (p. 292).

Furthermore, in this work, a bagging ensemble model (BEM) was used to improve the accuracy of single models. The fundamental characteristic of this ensemble method is that every model contained has equal weight in the combined prediction.

The main contribution of this work is the exploration of CNN for PM10 forecasting through an ensemble method. Neither CNN has been used for PM10 modeling nor its implementation with an ensemble method.

2. Experiments

2.1. Dataset. The dataset was obtained from a public database of a Mexican government dependency called Secretariat of Environment (SEDEMA by its acronym in Spanish) [11]. This database contains measurements of different environmental variables in Mexico City. This dataset contains hourly data for each variable since 1986 [12].

From that database, 7 variables were selected (Table 1). The criterion for that selection was the amount of invalid data which each variable contained. Some of the reported values in the dataset were displayed as $-99$ in the cases where the sensor had a measurement error. In that sense, the selected variables for this work were the ones that presented less measurement errors in the years ranging from 2000 to 2018.

Subsequently, the data were preprocessed to replace the measurement errors with a more representative value. It must be noted that the dataset contains highly nonlinear data (Figure 2).

With the purpose of saving computing time, the tests with all the models were performed with data from January of each year. That decision was taken based on experimentation where 13 models were implemented with data from each month and the full dataset. The results suggested that January is a good subset to take as a sample for testing purposes. With this step, the data are reduced from approximately 1,200,000 samples to 100,000 samples.

In Figure 3 is shown a boxplot with data distribution of January since 2000 to 2018 to observe the behavior of PM10 through time.

In the same sense, in Figures 4 and 5 show the behavior of PM10 in the months of August and December, respectively.

From Figures 3–5, we can note that the variations of concentration through each month and also through all years are consistently high.

In most applications, normalization methods are reported to be an important factor that may generate improvements in the accuracy of a model [11], for that reason, a z-score normalization was performed to the input data.

Z-score normalization consists on the subtraction of all the original values ($T_i$) and the mean of the dataset ($\mu_T$), then divided by its standard deviation ($\sigma_T$). In this way, the normalized dataset ($N_i$) is computed:

$$N_i = \frac{T_i - \mu_T}{\sigma_T}.$$  (1)
Figure 2: Graph of a sample of the dataset, displaying the hourly PM10 concentration from January 2000 to March 2000. It can be seen the high variations in concentration in that period of time.

Figure 3: Behavior of PM10 concentrations by year in the month of January since 2000 to 2018. The boxplots let us see the differences in the median, quartiles, and outliers.

Figure 4: Behavior of PM10 concentrations by year in the month of August since 2000 to 2018. The boxplots let us see the differences in the median, quartiles, and outliers.
A characteristic of this normalization is that the resulting normalized dataset has a mean equal to 0 and a standard deviation of 1.

2.2. Multilayer Perceptron. The multilayer perceptron (MLP) architecture is one of the cases of study of this work because it is one of the most popular architectures today for PM10 forecast [13–17]. MLP usually consists of an input layer, one or two hidden layers, and an output layer. All of them with fully connected neurons between consecutive layers (Figure 6).

2.3. Convolutional Neural Networks. The architecture proposed for this work is the CNN; it was selected due to its potential of feature extraction of the input data [18]. This characteristic present in CNN is due to the application of a kernel through the input data. This kernel is basically a matrix of $n$ rows and $m$ columns, where $n$ must be less than the total rows of the input data and $m$ must be less than the total columns of the input data.

In this contribution, two types of CNN were selected: one-dimensional CNN (1DCNN) and two-dimensional CNN (2DCNN). The main difference of this architecture is the kernel used to perform the convolution on the input data. In the 1DCNN, the kernel slides in one dimension through data and in the case of 2DCNN, the kernel slides in two dimensions through data. The performance may depend on the application where the CNN is applied, which is the reason behind both models being tested in this contribution.

1DCNN consists of a convolution layer that applies a one-dimensional filter to the input data (Figure 7).

Figure 8 shows the next steps, where a flatten layer shapes the output of the convolution filters to be a one-dimensional vector. Next, a fully connected layer is added with a dropout of 15% to finally reduce to an output layer with one neuron to get the expected forecast.

This type of CNN has a movement restriction on the convolution filter, as it only can slide one dimension at a time, which restricts the feature extraction to a smaller window.

In this work, 1DCNN was used with one convolutional layer and two convolutional layers. The second variant performs another round of transformations with new kernels to the output of the first convolution layer.
On the other hand, 2DCNNs may be a good approach because it does not have the moving restriction over input data like 1DCNN. The basic architecture is the same as 1DCNN; the only difference is the kernel size applied to the input data (Figure 9).

A complete visualization of the architecture is shown in Figure 10. Notice that the procedure followed for this architecture is the same as the one for 1DCNN, with the difference of the behavior and size of the kernel.

2.4. Hyperparameters. All the internal parameters that can be modified in a model are called hyperparameters; these are crucial on the final accuracy of the model and there is where their importance relies [19]. Such hyperparameters of both 1DCNN and 2DCNN were tuned in order to determine the extent in which the models are able to forecast accurately the behavior of PM10 data.

One of the most important parameters is the activation function. This is a mathematical function that is performed in each neuron, and its task is to trigger a neuron at different intensities depending on the received input. Four well-known activation functions were tested in the architectures to determine which one is the best for this application, which are Linear, Rectified Linear Unit (ReLU), Sigmoid, and Softplus.

Some activation functions are faster to compute; also some are better for some tasks due to the way they process the input data. In [20] is made a comparison of activation functions in which the linear activation function presents a faster computation but the worst performance from all the tested variations in a classification problem.

The linear activation function basically allows the input value to be triggered as output of the neuron, shown in equation (2) and Figure 11.

\[ f(x) = x. \] (2)

One of its benefits is that negative values can be managed in the CNN, something that may be useful for the selected normalization method applied here.

The second activation function is the Rectified Linear Unit (ReLU). This activation function is a variation of the linear activation function, the main difference is that the negative values are transformed to zeros, and the positive
values are passed without transformation. In equation (3) and Figure 12 is shown its behavior.

\[
f(x) = \begin{cases} 
0, & \forall x < 0, \\
x, & \forall x \geq 0. 
\end{cases}
\] (3)

The training of deep neural networks with ReLU and a parameterized ReLU (PReLU) has been studied in [21–23], both doing research in a theoretical perspective of the performance of those activation functions.

Next, the sigmoid activation function has an output that ranges between 0 and 1. In equation (4) and Figure 13 is shown its behavior.

\[
f(x) = \frac{1}{1 + e^{-x}}. \] (4)

Lastly, the softplus activation function has an output higher than 0, it is similar to ReLU with the difference that softplus has a less abrupt adaptation on the values in the
limits near 0. In equation (5) and Figure 14 is shown its behavior:

\[ f(x) = \ln(1 + e^x). \]  

Another important hyperparameter is the optimizer for the backpropagation algorithm. Optimizers are algorithms that allow neural networks to have a better performance in every iteration. They are based on certain criteria depending on the optimizer chosen. Optimizers determine how the weights of each layer will be updated, so they are a crucial part on the performance of a neural network.

Adam is one of the most popular optimizers today. This optimizer is based on an adaptive momentum estimation. Adam is "well suited for problems that are large in terms of data and/or parameters. The method is also appropriate for nonstationary objectives and problems with very noisy and/or sparse gradients" [24] (p. 1). This was the optimizer selected for this work.

The last hyperparameter is the kernel size. This hyperparameter is exclusive of CNN because it defines the convolution kernel which is the main characteristic of this architecture. This consists of a two-dimensional matrix with different values in each cell. When a convolution layer is applied, the first step is the creation of kernels. There is no rule to determine the number of kernels to use of the values of each cell.

With this process, a large number of transformations are applied to the data. Here is where the features are extracted through the combination of the input variables. The size of the kernel has an effect on the process. With smaller kernels, the combination is with the nearest cells. On the other hand, larger kernels may result in a poor representation of data as they combine many cells.

2.5. Ensemble Methods. The main idea of ensemble methods is to determine a more precise prediction by means of the vote of diverse models. This has been studied in [25, 26] where it was concluded that a more general model for prediction is obtained when an ensemble method is applied, but not in all applications.

Bagging is one of the most popular ensemble methods. It consists on the creation of diverse trained models and then assigning an equal voting importance to each model to finally compute the prediction of the ensemble (Figure 15). This is obtained by the computation of the mean of the predictions of each individual model in the ensemble.

In comparison with other ensemble methods, bagging ensemble is more consistent with the results [26]. Stacking ensemble method, as an example, returns highly variable results, in some cases increasing the prediction accuracy and in other ones giving an inaccurate prediction even if all models in the ensemble have high accuracy. In contrast, bagging ensemble returns a better performance most of the times even if it is a slightly improvement [26].

2.6. Metrics. The use of reliable metrics is essential to probe the performance of the results. Is also important to have metrics commonly used with the purpose of making
comparisons with other works. In this work, the metrics used are root mean square error, mean absolute percentage error, index of agreement, and coefficient of determination.

In Table 2 are shown the formulas to obtain each metric as well as the values in which they range.

### 3. Results

In this study, several architectures were tested for MLP and CNN. To have general results, each value of RMSE, MAPE, IOA, and $R^2$ shown in this section is the average of three runs of the experiment. For every architecture, it was performed an ensemble with all the variants created. In addition, the best ensemble of all the set of architectures was determined. In order to get the best ensemble, the Root Mean Square Error (RMSE) was taken in account, so the algorithm used for this purpose consisted on discarding one architecture and computing the RMSE of the resulting ensemble until the chosen architectures showed a higher RMSE.

In this case, 12 models were selected. The best architectures included a small kernel size and a medium size kernel. The best ones are presented in Table 10.

A combination of 13 models was the ensemble that performed better in this case. In Table 11 are presented the selected architectures next to the metrics of the ensemble.

The resulting ensemble of 1DCNN with two convolutional layers is diverse. It contains at least two architectures of each activation function, but it is noted that most of the kernel sizes on both layers are small. In Table 11 is presented this ensemble.

In Table 12 is presented the summary of results for every combination of 2DCNN by activation function. Those architectures are the combinations of the activation functions with the first kernel size in the set $B = \{10, 20, 30, 40, 50\}$ and the second kernel size ranging from 2 to 7. There were 120 models in total.

The selection of the best architectures is presented in Table 13 where it is noted that in the first kernel, the value of 50 is repeated 2 times and in the second kernel, the value of 3 is repeated 2 times.

In Table 14 is presented the ensemble for 2DCNN with the selected models that presented a higher performance. In this Case, 12 models were selected.

The final ensemble of 2DCNN architectures is the one with better results from the single architecture ensembles.

Once every variant of architectures were tested, the four resulting sets of ensembles previously obtained were introduced into the final ensemble model. The purpose of this is to determine which the best ensemble for those architectures is. In Table 15 is presented the average results of each individual model (Mean) with only the January data and also with the full dataset. Also, it is presented the result of the ensemble containing all models.

Finally, in Table 16 is presented the resulting ensemble of this work. This is the one the best performance and it is the model that actually represents in a better sense the full dataset used.

Even when the RMSE highly decreases, an analysis of error behavior between the ensemble predictions and the real value reveals an important fact. The error is increased due to some outliers that affect the measurement. In
Is clear that most of the error values are ranging in lower values. Taking the mean of the absolute errors returns a result of 10.9 μg/m³ and the median is 8.52 μg/m³. Then, we notice that some of the outliers are considerably large, so that increases the RMSE measurement.

By performing the same evaluations with the ensembles of each architecture, it is evident that this behavior is present in all of them, as shown in Figure 17.
Table 6: Summary of 24 1DCNN with one convolutional layer architectures.

| Architecture | Activation function | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|-------|-------|-------|-------|
| CNN          | Linear              | 19.4408 | 0.2375 | 0.8698 | 0.6   |
|              | ReLU                | 22.3676 | 0.2702 | 0.8297 | 0.4703|
|              | Sigmoid             | 21.0785 | 0.2626 | 0.8575 | 0.529 |
|              | Softplus            | 21.0008 | 0.2574 | 0.857  | 0.5325|
|              | Total               | 20.9719 | 0.2569 | 0.8535 | 0.533 |

Table 7: Results of 1DCNN with one convolutional layer architectures and full ensemble.

| Architecture | Activation function | Kernel size | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|-------------|-------|-------|-------|-------|
| CNN          | Linear              | 2           | 19.3736 | 0.2395 | 0.8782 | 0.6028|
|              |                     | 3           | 19.3865 | 0.2365 | 0.8725 | 0.6023|
|              |                     | 6           | 19.4022 | 0.2371 | 0.8695 | 0.6016|

Table 8: Final ensemble for 1DCNN with one convolutional layer architectures.

| Architecture | Activation function | Kernel size | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|-------------|-------|-------|-------|-------|
| CNN          | Linear              | 2           | 19.0053 | 0.2315 | 0.8805 | 0.624 |
|              |                     | 5           |         |       |       |       |
|              |                     | 6           |         |       |       |       |
|              | Sigmoid             | 3           |         |       |       |       |
|              | Softplus            | 2           |         |       |       |       |
|              |                     | 3           |         |       |       |       |

Table 9: Summary results of 1DCNN with two convolutional layers architectures.

| Architecture | Activation function | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|-------|-------|-------|-------|
| CNN          | Linear              | 19.557 | 0.2411 | 0.8694 | 0.5952|
|              | ReLU                | 23.0543 | 0.2759 | 0.8278 | 0.4373|
|              | Sigmoid             | 21.2224 | 0.2602 | 0.8633 | 0.5229|
|              | Softplus            | 21.2177 | 0.2586 | 0.8541 | 0.5233|
|              | Total               | 21.2628 | 0.2589 | 0.8537 | 0.5197|

Table 10: Best architectures of 1DCNN with two convolutional layers.

| Architecture | Activation function | First kernel size | Second kernel size | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|------------------|-------------------|-------|-------|-------|-------|
| CNN          | Linear              | 2                | 2                 | 19.3009 | 0.233 | 0.8723 | 0.6058|
|              |                     | 2                | 6                 | 19.3982 | 0.2319 | 0.8635 | 0.6018|
|              |                     | 4                | 3                 | 19.3451 | 0.2348 | 0.8745 | 0.604 |

Table 11: Architectures present in 1DCNN ensemble.

| Architecture | Activation function | First kernel size | Second kernel size | RMSE  | MAPE  | IOA   | $R^2$ |
|--------------|---------------------|------------------|-------------------|-------|-------|-------|-------|
| CNN          | Linear              | 2                | 2                 | 18.9024 | 0.215 | 0.8762 | 0.6093|
|              |                     | 2                | 3                 |       |       |       |       |
|              |                     | 2                | 5                 |       |       |       |       |
|              |                     | 2                | 6                 |       |       |       |       |
|              |                     | 4                | 2                 |       |       |       |       |
|              |                     | 5                | 2                 |       |       |       |       |
|              |                     | 3                | 3                 |       |       |       |       |
|              |                     | 6                | 2                 |       |       |       |       |
|              |                     | 2                | 2                 |       |       |       |       |
|              |                     | 2                | 4                 |       |       |       |       |
|              |                     | 2                | 2                 |       |       |       |       |
|              |                     | 2                | 3                 |       |       |       |       |
Table 12: Summary of results for 2DCNN.

| Architecture | Activation function | Mean               |             |       |     |
|--------------|---------------------|--------------------|-------------|-------|-----|
|              |                     | RMSE               | MAPE        | IOA   | $R^2$ |
|              |                     | 19.6121            | 0.2407      | 0.8697| 0.5928|
| CNN          | Linear              |                    |             |       |     |
|              | ReLU                | 22.1328            | 0.2706      | 0.8232| 0.4814|
|              | Sigmoid             | 26.0486            | 0.3214      | 0.6712| 0.3927|
|              | Softplus            | 22.7749            | 0.2649      | 0.7656| 0.4798|
| Total        |                     | 22.6421            | 0.2717      | 0.7842| 0.4867|

Table 13: Three best models of 2CNN architectures.

| Architecture | Activation function | First kernel size | Second kernel size | RMSE    | MAPE    | IOA     | $R^2$ |
|--------------|---------------------|-------------------|-------------------|---------|---------|---------|-------|
| CNN          | Linear              | 20                | 3                 | 19.2497 | 0.2314  | 0.8704  | 0.6079|
|              |                     | 50                | 3                 | 19.3115 | 0.2338  | 0.8729  | 0.6053|
|              |                     | 50                | 6                 | 19.2326 | 0.2317  | 0.8747  | 0.6086|

Table 14: Final ensemble for 2DCNN architectures.

| Architecture | Activation function | First kernel size | Second kernel size | RMSE     | MAPE    | IOA     | $R^2$ |
|--------------|---------------------|-------------------|-------------------|----------|---------|---------|-------|
| CNN          | Linear              | 30                | 2                 |          |         |         |       |
|              |                     | 20                | 3                 |          |         |         |       |
|              |                     | 40                | 3                 |          |         |         |       |
|              |                     | 30                | 4                 |          |         |         |       |
|              |                     | 50                | 6                 |          |         |         |       |
|              | ReLU                | 40                | 3                 | 18.7697  | 0.2295  | 0.8805  | 0.6221|
|              |                     | 10                | 4                 |          |         |         |       |
|              |                     | 50                | 3                 |          |         |         |       |
|              |                     | 10                | 5                 |          |         |         |       |
|              |                     | 20                | 6                 |          |         |         |       |
| Sigmoid      |                     | 50                | 4                 |          |         |         |       |
|              | 10                  | 5                 |          |         |         |         |       |
| Softplus     | 30                  | 5                 |          |         |         |         |       |
|              | 20                  | 6                 |          |         |         |         |       |

Table 15: Average result of each individual model.

| Architecture | Input        | RMSE   | MAPE    | IOA     | $R^2$ |
|--------------|--------------|--------|---------|---------|-------|
| Mean         | January data | 20.2219| 0.2404  | 0.8608  | 0.566 |
|              | Full data    | 20.1178| 0.2431  | 0.8635  | 0.5703|
| Ensemble with all architectures | January data | 18.7889| 0.2218  | 0.8793  | 0.6264|
|              | Full data    | 18.9535| 0.2266  | 0.8769  | 0.6198|

Table 16: Final ensemble model with full data.

| Architecture | Activation function | First kernel size | Second kernel size | Number of neurons | RMSE    | MAPE    | IOA     | $R^2$ |
|--------------|---------------------|-------------------|-------------------|-------------------|---------|---------|---------|-------|
| MLP          | Linear              | —                 | —                 | 10                |         |         |         |       |
|              | —                   | —                 | 12                |                   |         |         |         |       |
|              | —                   | 3                 | 3                 |                   |         |         |         |       |
|              | 10                  | 4                 |                   |                   |         |         |         |       |
|              | 2                   | 2                 |                   |                   |         |         |         |       |
|              | 2                   | 3                 |                   |                   |         |         |         |       |
|              | 50                  | 3                 |                   |                   |         |         |         |       |
| CNN          | Sigmoid             | 2                  | 3                 |                   |         |         |         |       |
|              | —                   | 2                  | 3                 |                   |         |         |         |       |
|              | 20                  | 6                 |                   |                   |         |         |         |       |
|              | 30                  | 5                 |                   |                   |         |         |         |       |
| Softplus     | —                   | —                 | 10                | 14.9469  | 0.2433  | 0.8994  | 0.6789 |
|              | —                   | —                 | 12                |                   |         |         |         |       |
|              | 3                   | 3                 |                   |                   |         |         |         |       |
|              | 10                  | 4                 |                   |                   |         |         |         |       |
|              | 2                   | 2                 |                   |                   |         |         |         |       |
|              | 2                   | 3                 |                   |                   |         |         |         |       |
|              | 50                  | 3                 |                   |                   |         |         |         |       |

This final ensemble contains 10 architectures; from those, the 80% are of a convolution type. It is noted that the RMSE highly decreased for this ensemble, in comparison with the previous ensembles presented.
It can be seen in Figure 17 that the final ensemble trained and tested with the full dataset has a lower mean and median than the other models. Also, it presents a narrower boxplot and more outliers. Those results imply that the final model has better predictive power.

4. Discussion

By analyzing the results for each architecture, it is noticed that in the case of MLP, the best architectures had 10, 16, and 20 neurons in the hidden layer. All of them with the linear activation function. The best RMSE for MLP was 19.716 being the worst architecture of all the tested ones. This architecture was taken for comparison purposes and the results of the other three architectures are measured under this result.

In the case of 1DCNN with one convolution layer, the best results were obtained again with the linear activation function and kernel sizes of 2, 3, and 6. Being the kernel size of 2 the one with the lowest RMSE of 19.3736. This implies an improvement of approximately 1.8% against MLP. Next, for 1DCNN with two convolution layers, the linear activation function was once again the most adequate. In the same sense, the best kernel sizes on both layers were 2, 3, 4, and 6. This is consistent with the results of 1DCNN with one convolution layer. For this architecture, the best RMSE was the one with kernel size of 2 in both convolution layers, having a value of 19.3009. This represents a 2.1% improvement against MLP.

Lastly, for 2DCNN, the linear activation function ended up with better results. The best kernel sizes for the axis of features were 3 and 6 continuing to be consistent with the results of both 1DCNN. In the case of the kernel size for the previous hours axis, the most adequate were 20 and 50. The best RMSE for this architecture was 19.2497, representing an approximate of 2.4% improvement over MLP.

From that data it can be seen that the best activation function for this application resulted to be the linear activation. Also, is noticed that smallest kernel sizes tend to be better. The improvements are not too significant but are consistently better for every convolution architecture.

For the next set, the ensembles of individual architectures had a similar behavior. For MLP the RMSE was 19.7213, being a worst result than the individual model by 0.02%. In the case of the ensemble of 1DCNN with one convolutional layer, the RMSE was 19.0053, representing a 3.6% improvement. For the 1DCNN with two convolutional
layers, the RMSE ended up as 18.9024; this implies a 4.1% improvement. Finally, 2DCNN scored a RMSE of 18.7697 being a 4.8% improvement.

After the individual ensembles, the ensemble with the mixture of architectures resulted with 80% of convolutional architectures, scoring a RMSE of 18.6875, which is a 5.2% improvement.

The last ensemble resulted was then tested with the full dataset, giving a RMSE of 14.9469. This one is a more significant improvement of 24.2%.

Looking at these results, it is evident that ensemble models boost the predictive capabilities in every case. Lastly, although the improvement may seem insufficient just with a CNN, it may be concluded that a combination of the right architectures and hyperparameters with an ensemble method represents an advantage, to greatly improve upon the results.

5. Conclusions

In this work, an extended study of convolutional neural networks and its comparison with multilayer perceptron are presented. Also, a bagging ensemble method is performed to improve the accuracy of the model. From the results presented, it can be noticed that the individual models with best accuracy were the ones with a convolution layer. Even though the differences are small, those improvements make possible to have a better model when they are combined with an ensemble method. In the final ensemble model obtained, 80% of the individual models are based on a convolutional architecture. This reveals that convolutional architectures may have a better representation for this application.

Finally, the last bagging ensemble method presented an improvement of 20% related to all the best individual models tested. This is a significant improvement that let us know that it is a good approximation in the prediction of PM10.
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