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Abstract. It is difficult to recognize fine-grained objects (e.g., dogs or cars) because of the challenges of difficult region localization and fine-grained feature learning. Current approaches neglect the fact that local context feature and global feature are mutually correlated and thus it is possible to use the related information from each other. In this paper, we propose a novel multiple scales attention fusing convolutional neural network which can learn region-based feature and discriminative object attention and at multiple scales in a mutually improved way. The learning is composed of several scales which consist of a classification sub-network and an attention fusing module. A $L_{\text{refine}}$ loss was proposed to refine the second sub-network category performance. We do some overall experiments and show that our proposed method achieves the best performance in two fine-grained tasks, with relative mean accuracy gains of 2.2%, on CUB Birds, and Stanford Cars.

1. Introduction
Fine-grained categories technology based on deep learning techniques (e.g., classifying bird species, dogs and flowers [1-3]) has attracted a lot of attention. Recently, a lot of research was made to improve accuracy on an increasing number of object classes [4]. In contrast to general object recognition, it is very challenging to classify the fine-grained categories (e.g., different grebe species) and it can only be recognized by domain experts. Different from traditional recognition, localizing and classification are the basic function of fine-grained image recognition which can different the very subtle visual differences within each sub-categories, and thus can benefit a lot of applications, such as complex image captioning, expert-level image recognition [5], and so on.

Recognizing fine-grained objects can be divided into two steps: locating the discriminative regions and extracting fine-grained feature from the located regions. Previous research has made state of the art progresses by using mixed part-based object features, which include two steps: 1) identifying different object part regions by differing convolutional responses from feature map in an unsupervised method or by using supervised labels, and 2) extracting significant feature representations from each part of object and using fused compact vectors for classification. Although a lot of perfect results have been reported, it is possible to achieve further improvement by eliminating the following limitations. First, it is not optimal for existing unsupervised methods to learn human-defined regions or the regions for machine classification. Second, the subtle visual differences existed in local regions from similar fine-grained categories can be difficult to learn. Third, context features were not used to learn discriminate feature. We found that adjacent parts region feature fusing can be used to improve feature discrimination, global features and local features learning are mutually correlated and thus can enhance each other.
In this paper, we proposed a new research sub direction by introducing and evaluating a new deep part features fusing framework and adding a context sensitive loss to supervised improve different context features relation. Our main contribution is a formulation of the new deep feature fused architecture, called FFCSnet, which consist of two main components: a new part feature fused attention net and a context sensitive loss. We organized the rest of the paper as follows. Section 2 the related state of the art work was reviewed. Section 3 we proposed our method. Section 4 provides the experiments for evaluation and analysis, followed by the conclusion in Section 5.

2. Related Work
Researching on fine-grained object recognition can be divided into two dimensions: learning discriminative feature representations and locating the different prominent parts.

2.1 Discriminative Feature Learning
Learning the powerful convolutional deep features was used by most of the methods, which have shown great improvement than traditional hand-crafted features on both general and fine-grained classification [6]. In [7], a deep residual network consisting of 152 layers CNN was proposed by concatenating residual feature which can learn stronger feature representation, and the error rate was reduced to 3.75% on ImageNet test set. Due to the success of deep learning, a lot of methods was developed for fine-grained object classification [7]. The main thinking of these approaches was to distinguish subtle differences among similar subcategories by finding the different context structure of different object parts existing in different fine-grained classes.

Recently, a bilinear structure was proposed to compute the mixed pair features by using two independent CNN branches to capture context semantic information, learning discriminative features is crucial to recognize fine-grained different objects, which has achieved the perfect results in fine-grained bird classification [8].

2.2 Difficult Part Localization
Previous works mainly focus on using the extra supervised information of bounding box and part annotations to discriminate different regions in fine-grained recognition [9]. However, it is impossible and not practical to get the exactly correct manual annotations large-scale real problems. Recently, a lot of advanced researchers aimed at a more general scenario and proposed to use unsupervised information to mine region attention. Spatial transformer [10] takes one step further and proposes a dynamic mechanism that can actively learn the transformation in an image for improved classification. Whereas, it is still difficult for existing models to exactly localize subtle regions due to their small sizes.

Our approach is related to existing work aimed at deeply fusing different object parts using no supervision labels and context features. For example, informative object parts are learned without needing part annotations by augmenting an existing CNN architecture with a differentiable spatial transformation module. In contrast to these methods, our FFCSnet consist of two main components: a new part feature fused attention net and a context sensitive loss, discriminated features can be achieved by attention fusing and context sensitive loss.

3. Proposed method
In this section, we will introduce the proposed part based attention convolutional neural network for fine-grained image recognition. We consider the network with one whole scale and one part scale as an example in Figure 1, and finer scales can be stacked in a similar way. The inputs are full-size images in whole branch net to part discriminative regions in part branch net, where the part branch takes the input as the attended regions from the whole branch, respectively. First, images at different scales are fed into convolutional layers to extract region-based feature representation. Second, the CNN network proceed to predict both a probability score by fully-connected and softmax layers and a part region selection attention by an attention proposal network. The proposed network is optimized to
convergence by learning a softmax classification loss at each scale and a refined loss across neighboring scales.

3.1 Part Based Attention fusing CNN

![Fig.1](#)

The CNN consists of one whole and one part scale branch

It is important to mutually improve the learning for both localization and classification which can take advantages of the deeply trained networks. In this paper, we propose a self attention study network (SASN) and it is free to compute the region attention, the SASN can be trained end-to-end without supervision. We implemented an element-wise multiplication for the cropping operation between the input image at the whole scale and an attention mask, which can be formed as:

\[
X_{\text{att}} = X^{\text{in}} \odot M
\]

where \( \odot \) represents element-wise multiplication, \( X_{\text{att}} \) denotes the cropped region in figure 1, \( M \) is a mask function and can be learned from end to end, with the specific form as:

\[
M(.) = h(f(x))
\]

Where \( h(.) \) is a softmax function, \( x \) is the feature maps of the whole scale.

Multi-task network structure of SASN can improve the features learning and reduce overfitting. The whole scale feature maps were added element-wised to the part feature maps, the operation can mix low level features with high level features.

3.2 Context Sensitive Module

Inspired by the Inception-ResNet, it is important to take advantage of the gain of deeper and wider network features. We proposed the context-sensitive layer (CSL), see Fig. 1, in which we concatenate the FC layers of context module in the whole branch and the part branch. By using CSM, all the benefits of the multi-task approach can be utilized while remaining rich contextual features from the whole branch. After that, a \( L_{\text{refine}} \) loss was proposed to make \( L_{\text{cls}}^{2} - L_{\text{cls}}^{1} \) bigger than a margin, which can be formed as:

\[
L_{\text{refine}} = -(P_{\text{cls}}^{2} - P_{\text{cls}}^{1} - \gamma)
\]

where \( P_{\text{cls}}^{2} \) and \( P_{\text{cls}}^{1} \) represent the whole branch and the part branch classification probability, respectively. \( \gamma \) is a margin, we set it 0.15 in all our experiments. The total loss function can be formed as:

\[
L = L_{\text{cls}}^{2} + L_{\text{cls}}^{1} + \beta * L_{\text{refine}}
\]

where \( \beta = 0.5 \).

4. Experiments

4.1 Datasets

We conduct experiments on two challenging fine-grained image recognition datasets, including Caltech- UCSD Birds (CUB-200-2011), and Stanford Cars. The detailed statistics with category numbers and data splits are summarized in Table 1
Table 1. The statistics of fine-grained datasets used in this paper.

| Datasets     | Category | Training | Testing |
|--------------|----------|----------|---------|
| CUB-200-2011 | 200      | 5994     | 5794    |
| Stanford Cars| 196      | 8144     | 8041    |

4.2 Baselines

The baseline approaches were divided into two categories: using human-defined bounding box (bbox) of supervision or part annotation of weak supervision. In the following, the first two methods use human supervision, and the last one is based on part learning methods of weak supervision. Since state-of-the-art results were achieved in both categories, it is reasonable to compare with them. We lists all the baselines as follows:

1) LAC-AI: a pose-aligned part-based classification method was proposed for alignment, deep localization, and recognition.
2) PDFR: consisted on the three main ideas including learning part detectors, picking deep filter responses and finding distinctive filters.
3) PN-CNN: proposed a pose normalized CNN which can estimating the object’s pose and compute local features.

4.3 Experiments on CUB-200-2011 and Stanford Cars

During infer time, we only used the part branch category results, which was showed in the table 2. For fair comparison, we used ResNet52 as the baseline network for all the methods, the results showed that the proposed method achieved the best accuracy.

Table 2. Comparison results on CUB-200-2011 and stanford cars dataset.

| Approach | Accuracy |
|----------|----------|
| LAC-AI   | 80.3     |
| PDFR     | 82.6     |
| PN-CNN   | 85.4     |
| OURS     | 87.6     |

5. Conclusion

In this paper, we propose a part based attention fusing convolutional neural network for fine-grained recognition, which learns discriminative region attention and concatenate region-based feature representations at different scale and context regions. Extensive experiments showed that the advanced performance can be achieved on fine-grained recognition tasks such as birds, dogs. In the future, we will continue to research on one main directions, how to fuse local visual cues and global image multiple scale structure and by context attention, to keep promoting the performance.
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