Minimizing Quantum Rényi Divergences via Mirror Descent with Polyak Step Size
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Abstract

Quantum information quantities play a substantial role in characterizing operational quantities in various quantum information-theoretic problems. We consider the numerical computation of four quantum information quantities: Petz-Augustin information, sandwiched Augustin information, conditional sandwiched Rényi entropy, and sandwiched Rényi information. To compute these quantities requires minimizing some order-α quantum Rényi divergences over the set of quantum states. Whereas the optimization problems are obviously convex, they violate standard bounded gradient/Hessian conditions in literature, so existing convex optimization methods and their convergence guarantees do not directly apply. In this paper, we propose a new class of convex optimization methods called mirror descent with the Polyak step size. We prove their convergence under a weak condition, showing that they provably converge for minimizing quantum Rényi divergences. Numerical experiment results show that entropic mirror descent with the Polyak step size converges fast in minimizing quantum Rényi divergences.

1 Introduction

Quantum entropic and information quantities play a substantial role in characterizing operational quantities in various quantum information-theoretic tasks [Tom16, Wil17].

*Jun-Kai You (tom.junkai.you@gmail.com) and Yen-Huan Li (yenhuan.li@csie.ntu.edu.tw) are supported by the Young Scholar Fellowship (Einstein Program) of the Ministry of Science and Technology of Taiwan under grant number MOST 110-2636-E-002-012.
†H.-C. Cheng (haochung.ch@gmail.com) is supported by the Young Scholar Fellowship (Einstein Program) of the Ministry of Science and Technology in Taiwan (R.O.C.) under grant number MOST 109-2636-E-002-001 & 110-2636-E-002-009, and is supported by the Yushan Young Scholar Program of the Ministry of Education in Taiwan (R.O.C.) under grant number NTU-109V0904 & NTU-110V0904 & NTU-111L894605.
For example, the quantum Augustin and Rényi information determine the error exponent of communications over a classical-quantum channel using certain random codebooks and that of composite quantum hypothesis testing [DW17, CHT19, CGH18, MO17, MO21, HT16]. The quantum conditional Rényi entropies have profound applications to quantum cryptographic protocols, such as bounding the convergence rate of privacy amplification [Dup21], analyzing the security of quantum key distributions [Ren05, KRS09, Tom12], and bounding the error exponent of source coding with quantum side information [CHDH18, CHDH21]. The above-mentioned quantities share a common feature—they require optimizing some order-α quantum Rényi divergence over the set of all quantum states. Hence, an efficient algorithm for solving such optimization problems is crucial to understanding the fundamental limit of several quantum information-theoretic tasks.

Numerically optimizing quantum Rényi divergences is a non-trivial task. First, opposite to the classical scenario where most optimizers have analytic forms, optimizations involving the sandwiched quantum Rényi divergences lack closed-form expressions due to the noncommutative nature. Second, describing a quantum state amounts to determining $4^n - 1$ parameters when the underlying Hilbert space is an $n$-qubit system. Hence, naïve searching is computationally demanding.

Whereas the problem of optimizing quantum Rényi divergences is obviously convex, standard convex optimization algorithms do not directly apply. Indeed, even projected gradient descent (PGD), arguably the simplest convex optimization algorithm, is not well-defined when optimizing quantum Rényi divergences. Notice that projection (with respect to the Frobenius norm) onto the set of quantum states often results in an extreme point, a low-rank density matrix, of the set of quantum states, and the gradients of quantum Rényi divergences may not exist at a low-rank density matrix. Then, it can happen that PGD is forced to stop at a low-rank iterate far away from the minimizer, because the next iterate is not well-defined. A similar issue also appears in quantum process tomography and is named the “stalling issue” in [KBLG18]. Indeed, we found it difficult to tune the step size of PGD to make it empirically work in minimizing quantum Rényi divergences, especially when the number of qubits is large.

The stalling issue vanishes if we use a more complicated optimization algorithm called entropic mirror descent (aka the exponentiated gradient method) [BT03, LC19, YFT19], as it always generates full-rank iterates. Moreover, entropic mirror descent is known to be scalable with respect to the parameter dimension when the constraint set is the set of quantum states (see, e.g., [BTN15]), a desirable feature for quantum information studies. Unfortunately, standard entropic mirror descent lacks a convergence guarantee for minimizing quantum Rényi divergences. Entropic mirror descent is an instance of a class of optimization methods called mirror descent. Standard convergence analyses of mirror descent assume the function to be minimized has a bounded gradient or Hessian [AT06, BT03]. Recently, the bounded Hessian condition is relaxed to the relative smoothness condition [BBT17, LFN18, Teb18]. We show in Proposition 3.1 and Proposition 3.2 that the bounded gradient/Hessian and relative smoothness conditions do not hold for quantum Rényi divergences.

1In the classical case, all the underlying density matrices mutually commute, i.e. they share a common eigenbasis.
With regard to the above discussions, in this paper, we propose a variant of mirror descent called mirror descent with the Polyak step size. We prove its convergence for convex optimization under a very weak assumption that the gradient of the function to be minimized is locally bounded. We highlight the following two contributions.

- In theory, to the best of our knowledge, the proposed method is the first guaranteed-to-converge extension of the Polyak step size to mirror descent. Previously, the Polyak step size was only considered for gradient descent-type methods.

- In practice, numerical results show entropic mirror descent with the Polyak step size converges fast for minimizing quantum Rényi divergences. Recall that the stalling issue vanishes with entropic mirror descent. Moreover, it can be checked that our convergence guarantee applies to minimizing quantum Rényi divergences (see Section 5.3).

## 2 Related Work

We are not aware of any existing guaranteed-to-converge method that can minimize various notions of quantum Rényi divergences on the set of quantum states. For the specific task of minimizing the Petz–Rényi divergence of order $\alpha$ (required for computing the Petz–Augustin information), a fixed-point iteration is proved to converge for $\alpha \in (0, 1]$ in [Nak19]², for the commuting case. We show in Section 6 that a naïve extension of the fixed-point iteration to the non-commutative case seems to converge, but its convergence speed is significantly slower than entropic mirror descent with the Polyak step size.

Mirror descent is a class of convex optimization methods that include, for example, gradient descent and entropic mirror descent as special cases (see, e.g., [BT03, NY83]). Unfortunately, existing convergence analyses of mirror descent do not directly apply to minimizing quantum Rényi divergences, which we have already discussed. A variant of entropic mirror descent, entropic mirror descent with Armijo line search, is guaranteed to converge for convex differentiable minimization on the set of quantum states and hence applicable to our problem of minimizing quantum Rényi divergences [LC19]. We show in Section 6 that entropic mirror descent with Armijo line search is also significantly slower than entropic mirror descent with the Polyak step size.

The Polyak step size is an adaptive step size selection rule for gradient descent-type methods. Polyak proved the convergence of gradient descent with the Polyak step size for bounded-Hessian and strongly convex functions [Pol69] (see also [AHKS87, Gof77]). Nedić and Bertsekas proved the convergence of incremental gradient descent with the Polyak step size in [NB01], and analyzed the convergence rate in [NB00], assuming the function to be minimized has a bounded gradient. Recently, there have been some works on stochastic gradient descent and mirror descent with the Polyak step size [BZK20, LVLLJ21, OP19, DLLM21]. These recent works, as well as the original Polyak step size, require the optimal value of the optimization problem. This

²Via private communication with Nakıboğlu, we remark that his approach [Nak19, Lemma 13] can be extended to proving the asymptotic convergence for the range $\alpha \in (1, 2)$.
requirement is unrealistic for our problem of minimizing quantum Rényi divergences. The step size selection rule we propose is inspired by the “first adjustment” of the Polyak step size introduced in [NB01], which replaces the optimal value with a sequence of estimates of the optimal value.

3 Problem Formulation

We formulate the four information-theoretic quantities we aim to compute as solutions to optimization problems. Recall that we have addressed the relevance of the quantities in Section 1. As our algorithm is a first-order algorithm, we also provide gradient formulas for the four optimization problems.

Throughout this paper, $\mathcal{H}_B := \mathbb{C}^d$ denotes a $d$-dimensional Hilbert space. Let $\mathcal{B}(\mathcal{H}_B)$ be the space of self-adjoint bounded matrices on $\mathcal{H}_B$ endowed with the Hilbert–Schmidt inner product $\langle \cdot, \cdot \rangle$. For any matrix $\sigma_B \in \mathcal{B}(\mathcal{H}_B)$, we denote by supp$(\sigma_B) := \{ |\psi\rangle \in \mathcal{H}_B \mid \sigma_B |\psi\rangle \neq 0 \}$ the support of $\sigma_B$. We use $\| \sigma_B \|_p := (\text{Tr} [ |\sigma_B|^p ])^{1/p}$ to stand for the Schatten $p$-norm.

The gradient formulas in this section are derived as follows. Given an extended real-valued function $f : \mathcal{D}(\mathcal{H}_B) \to \mathbb{R} \cup \{-\infty, +\infty\}$, we can represent its Fréchet derivative $Df$ (see e.g. [Bha97, § X], [HP14, § 3]) at $\sigma \in \mathcal{D}(\mathcal{H}_B)$ as a linear functional by

$$Df(\sigma)[\Delta] = \langle \nabla f(\sigma), \Delta \rangle, \quad \forall \text{ traceless } \Delta \in \mathcal{B}(\mathcal{H}_B),$$

for some unique bounded matrix $\nabla f(\sigma)$. We call $\nabla f(\sigma)$ the gradient of $f$ at $\sigma$. We further define

$$\text{dom} \nabla f := \{ \sigma \in \mathcal{D}(\mathcal{H}_B) : \nabla f(\sigma) \in \mathcal{B}(\mathcal{H}_B) \}.$$

3.1 Petz–Augustin and Sandwiched Augustin Information

Let $\rho_{XB} = \bigoplus_x P_X(x) \rho^x_B$ be a classical-quantum state on the Hilbert space $\mathcal{H}_X \otimes \mathcal{H}_B$, where $\mathcal{H}_X$ can be viewed as a finite set; $P_X$ is a probability distribution for the random variable $X$ on it; and each $\rho^x_B$ is a density matrix (i.e. a positive semi-definite matrix with unit trace) on the $\mathcal{H}_B$. Without loss of generality, we assume that $\bigcup_x: P_X(x) > 0 \text{ supp} (\rho^x_B) = \mathcal{H}_B$. We denote by $\mathcal{D}(\mathcal{H}_B)$ the set of quantum density matrices on $\mathcal{H}_B$, i.e.,

$$\mathcal{D}(\mathcal{H}_B) = \{ \sigma_B \in \mathcal{B}(\mathcal{H}_B) \mid \sigma_B \geq 0, \text{Tr}[\sigma_B] = 1 \}.$$

The order-$\alpha$ Petz–Augustin Information for $\rho_{XB}$ is defined by

$$\min_{\sigma_B \in \mathcal{D}(\mathcal{H}_B)} f_{\text{Petz}}(\sigma_B), \quad f_{\text{Petz}}(\sigma_B) := \mathbb{E}_{P_X} D_\alpha (\rho^X_B || \sigma_B),$$

(1)

where $D_\alpha (\rho || \sigma)$ for density matrices $\rho, \sigma$ denotes the Petz–Rényi divergence [Pet86]:

$$D_\alpha (\rho || \sigma) := \frac{1}{\alpha - 1} \log \text{Tr} [\rho^\alpha \sigma^{1-\alpha}], \quad \alpha \in (0, 2] \setminus \{1\},$$
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when the support of $\rho$ is contained in the support of $\sigma$, and it is defined to be $+\infty$ otherwise. The matrix function follows from the standard functional calculus; namely, the power function is applied to the eigenvalues of the specified matrix. The minimizer of (1) is called the Augustin mean [Nak19, CHT19, CGH18].

The domain of the objective function is

$$\text{dom } f_{\text{Petz}} = \{ \sigma_B \in D(H_B) \mid \text{supp}(\rho_B^x) \subseteq \text{supp}(\sigma_B), \forall x, P_X(x) > 0 \}.$$  

Under the assumption that $\bigcup_{x:P_X(x)>0} \text{supp}(\rho_B^x) = H_B$, dom $f_{\text{Petz}}$ is then equal to the set of full-rank density matrices on $H_B$.

Following the derivations given in [CHT19, (122)] or using [MO21, Lemma III.10] with the power function $h_{\alpha,z}(u) := u^{\frac{1}{1-\alpha}}$ and $z = 1$, the gradient of $f_{\text{Petz}}$ at $\sigma_B \in \text{dom } f_{\text{Petz}}$ is given by

$$\nabla f_{\text{Petz}}(\sigma_B) = \frac{1}{\alpha - 1} \mathbb{E}_{P_X} \frac{Dh_{\alpha,1}(\sigma_B)[(\rho_X^B)^\alpha]}{\text{Tr}[(\rho_B^X)^\alpha \sigma_B^{1-\alpha}]}$$

$$= \frac{1}{\alpha - 1} \mathbb{E}_{P_X} \frac{\sum_{a,b} h_{\alpha,1}^{[1]}(a,b) P_a^\sigma(\rho_X^B)^\alpha P_b^\sigma}{\text{Tr}[(\rho_B^X)^\alpha \sigma_B^{1-\alpha}]}.$$

where $h_{\alpha,z}^{[1]} : [0,1]^2 \rightarrow \mathbb{R}$ is the first-order divided difference function of the power function $h_{\alpha,z}$, i.e.

$$h_{\alpha,z}^{[1]}(a,b) := \begin{cases} \frac{h_{\alpha,z}(a) - h_{\alpha,z}(b)}{a - b}, & a \neq b \\ h_{\alpha,z}'(a), & a = b \end{cases},$$

and $\{P_a^\sigma\}_a$ denote the eigen-projections of $\sigma_B$.

The order-$\alpha$ sandwiched Augustin Information for $\rho_{XB}$ is defined by

$$\min_{\sigma_B \in D(H_B)} f_{\text{sandA}}(\sigma_B), \quad f_{\text{sandA}}(\sigma_B) := \mathbb{E}_{P_X} D_\alpha^*(\rho_X^B||\sigma_B),$$

where $D_\alpha^*(\rho||\sigma)$ for density matrices $\rho, \sigma$ is the sandwiched Rényi divergence [MLDS+13, WWY14]:

$$D_\alpha^*(\rho||\sigma) := \frac{1}{\alpha - 1} \log \text{Tr}\left(\left[\sigma^{\frac{1-\alpha}{2\alpha}} \rho^{\frac{1-\alpha}{2\alpha}}\right]^\alpha\right), \quad \alpha \in \{1/2, \infty\}\setminus\{1\},$$

when the support of $\rho$ is contained in the the support of $\sigma$, and it is defined to be $+\infty$ otherwise.

Following [MO21, Lemma III.10] with $z = \alpha$, the gradient of $f_{\text{sandA}}$ at $\sigma_B \in$
dom $f_{\text{sandA}}$ is given by
\[
\nabla f_{\text{sandA}}(\sigma_B)
= \frac{\alpha}{\alpha - 1} \mathbb{E}_{P_X} \left[ \sigma_B^{-\frac{1}{\alpha}} \left( \left( \sigma_B^{\frac{1}{\alpha}} \rho_B^{\frac{1}{\alpha}} \sigma_B^{-\frac{1}{\alpha}} \right)^{\alpha} \right) \sigma_B^{-\frac{1}{\alpha}} \sum_{a,b} h_{\alpha,a}(a, b) P^a_B \sigma_B^{-\frac{1}{\alpha}} \left( \sigma_B^{\frac{1}{\alpha}} \rho_B^{\frac{1}{\alpha}} \sigma_B^{-\frac{1}{\alpha}} \right)^{\alpha} P^b_B \sigma_B^{-\frac{1}{\alpha}} \right].
\]

The following proposition shows that if we directly adopt entropic mirror descent to compute the Petz-Augustin and sandwiched Augustin information, then existing convergence guarantees for entropic mirror descent in [AT06, BBT17, BT03, LFN18, Teb18] do not apply.

**Proposition 3.1.** Both the gradients and Hessians of $f_{\text{Petz}}$ and $f_{\text{sandA}}$ are not bounded. The functions $f_{\text{Petz}}$ and $f_{\text{sandA}}$ are not smooth relative to the von Neumann entropy.

**Proof.** Consider the two-dimensional case, where $\sigma = (\sigma_{i,j})_{1 \leq i,j \leq 2} \in \mathbb{C}^{2 \times 2}$. Suppose that there are only two summands, with $A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$ and $A_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$. Then, we have $f(\sigma) = \frac{1}{\alpha - 1} (\log \sigma_1^{1-\alpha} + \log \sigma_2^{1-\alpha})$. It suffices to disprove all properties for the specific $f$ on the set of diagonal density matrices. Hence, we focus on the function $g(x, y) = \frac{1}{\alpha - 1} (\log x^{1-\alpha} + \log y^{1-\alpha})$, defined for any $(x, y)$ in the probability simplex. The rest of the proof follows that of Proposition A.1 in [LC19].

### 3.2 Conditional Sandwiched Rényi Entropy and Sandwiched Rényi Information

Let $\mathcal{H}_A$ be a finite-dimensional Hilbert space, and let $\rho_{AB}$ be a bipartite density matrix on $\mathcal{H}_A \otimes \mathcal{H}_B$. Without loss of generality, we further assume that the reduced density matrix $\rho_B$ on $\mathcal{H}_B$ has full support. For any $\tau_A$ being a density matrix on $\mathcal{H}_A$ with $\text{supp}(\rho_A) \subseteq \text{supp}(\tau_A)$, we define the order-$\alpha$ generalized sandwiched Rényi information for $\rho_{AB}$ and $\tau_A$ as
\[
I^*_\alpha(\rho_{AB}|\tau_A)_\rho := \min_{\sigma_B \in \mathcal{D}(\mathcal{H}_B)} D^*_\alpha(\rho_{AB}|\tau_A \otimes \sigma_B),
\]
where $D^*_\alpha(\rho||\sigma)$ is defined in (3). Adapting the derivations given in [HT16, Lemma 22], we obtain the gradient at $\sigma_B \in \text{dom} \ D^*_\alpha(\rho_{AB}||\tau_A \otimes \sigma_B)$:

$$
\nabla D^*_\alpha(\rho_{AB}||\tau_A \otimes \sigma_B) = \frac{\alpha}{\alpha - 1} \rho_B \frac{1}{2\alpha} D_{\alpha,\alpha}(\sigma_B) \left[ \text{Tr}_A \left[ \left( (\tau_A \otimes \sigma_B)^{\frac{1}{1-\alpha}} \rho_{AB}(\tau_A \otimes \sigma_B)^{\frac{1}{1-\alpha}} \right)^\alpha \right] \right] \sigma_B^{-\frac{1}{2\alpha}} - \text{Tr} \left[ \left( (\tau_A \otimes \sigma_B)^{\frac{1}{1-\alpha}} \rho_{AB}(\tau_A \otimes \sigma_B)^{\frac{1}{1-\alpha}} \right)^\alpha \right] \sigma_B^{-\frac{1}{2\alpha}}.
$$

If $\tau_A$ is the identity matrix $I_A$ on $\mathcal{H}_A$, the negation of the generalized sandwiched Rényi information is the order-$\alpha$ conditional sandwiched Rényi entropy (its negation is called the order-$\alpha$ Rényi coherent information):

$$
H^*_\alpha(A|B)_\rho := - \min_{\sigma_B \in D(\mathcal{H}_B)} \text{f}_{\text{cond}}(\sigma_B), \quad \text{f}_{\text{cond}}(\sigma_B) := D^*_\alpha(\rho_{AB}||I_A \otimes \sigma_B). \quad (4)
$$

The conditional sandwiched Rényi entropy can be negative and is lower bounded by $-\log \min \{|\mathcal{H}_A|, |\mathcal{H}_B|\}$ [Tom16, Lemma 5.2].

If $\tau_A = \rho_A := \text{Tr}_B[\rho_{AB}]$, where $\text{Tr}_B$ denotes the partial trace with respect to $\mathcal{H}_B$, then the generalized sandwiched Rényi information reduces to the order-$\alpha$ sandwiched Rényi Information:

$$
I^*_\alpha(A : B)_\rho := \min_{\sigma_B \in D(\mathcal{H}_B)} \text{f}_{\text{sandR}}(\sigma_B), \quad \text{f}_{\text{sandR}}(\sigma_B) := D^*_\alpha(\rho_{AB}||\rho_A \otimes \sigma_B). \quad (5)
$$

When the system $A = X$ is classical, the density matrix $\rho_{XB} = \oplus_x P_X(x)\rho_B^x$ possesses a direct sum structure. Then, (5) can be written as:

$$
I^*_\alpha(X : B)_\rho = \min_{\sigma_B \in D(\mathcal{H}_B)} \frac{1}{\alpha - 1} \log \text{E}_{P_X} \text{Tr} \left[ \left( \sigma^{\frac{1}{1-\alpha}} \rho_B^X \sigma^{\frac{1}{1-\alpha}} \right)^\alpha \right].
$$

Note that this is very similar to the sandwiched Augustin information given in (2) except that the expectation $\text{E}_{P_X}$ is taken inside log instead of outside log.

The following proposition shows that if we directly adopt entropic mirror descent to compute the conditional sandwiched Rényi entropy and sandwiched Rényi information, then existing convergence guarantees for entropic mirror descent in [AT06, BBT17, BT03, LFN18, Teb18] do not apply.

**Proposition 3.2.** Both the gradients and Hessians of the functions $\text{f}_{\text{cond}}$ and $\text{f}_{\text{sandR}}$ are not bounded. The functions $\text{f}_{\text{cond}}$ and $\text{f}_{\text{sandR}}$ are not smooth relative to the von Neumann entropy.

The proof is similar to that of Proposition 3.1 and hence omitted.
4 Optimization Preliminaries

We introduce basic notions in optimization theory that are necessary to understanding this paper. In particular, we introduce mirror descent and the standard Polyak step size.

4.1 Bregman Divergence

Let $E$ be a finite-dimensional space endowed with a norm $\| \cdot \|$. Let $h : E \to [-\infty, \infty]$ be a convex function differentiable on $\text{dom} \nabla h$, assumed to be non-empty. The Bregman divergence associated with $h$ is defined by

$$D_h(x, y) := h(x) - [h(y) + \langle \nabla h(y), x - y \rangle].$$

That is, $D_h(x, y)$ equals the difference between $h(x)$ and its first-order approximation at $y$. By the convexity of $h$, the Bregman divergence $D_h$ is always non-negative. We say that $h$ is strongly convex with respect to the norm $\| \cdot \|$ if

$$D_h(x, y) \geq \frac{1}{2} \| x - y \|^2.$$

Obviously, if $h$ is strongly convex, the level set $\{ y \in \text{dom} \nabla h \mid D_h(x, y) \leq \gamma \}$ is bounded for any given $x \in \text{dom} h$ and $\gamma \geq 0$.

The following two choices are perhaps the most popular.

1. If we choose $h$ to be the square Euclidean norm, obviously strongly convex with respect to the Euclidean norm, then the associated Bregman divergence is the square Euclidean distance.

2. If we choose $h$ to be the negative von Neumann entropy, strongly convex with respect to the Schatten 1-norm by Pinsker’s inequality [HOT81], then the associated Bregman divergence is the quantum relative entropy.

4.2 Mirror Descent

Consider the problem of minimizing a convex differentiable function $f$ on a closed convex set $Z \subseteq E$. Let $h$ be a convex function differentiable on $\text{Int}(\text{dom} h)$ such that the closure of $\text{dom} \nabla h$ contains $Z$. Mirror descent iterates as follows.

- Let the initial iterate $z_1 \in Z$.

- For each iteration index $t \in \mathbb{N},$

  $$z_{t+1} \in \arg\min_{z \in Z} \left\{ \eta_t \langle \nabla f(z_t), z - z_t \rangle + D_h(z, z_t) \right\},$$

  for some properly chosen step size $\eta_t > 0$.

The following two setups are perhaps the most popular.

1. When $E$ is an Euclidean space and $h$ is the square Euclidean norm, mirror descent is equivalent to projected gradient descent.
2. When the constraint set $Z$ is the set of quantum density matrices, a standard setup of mirror descent is to choose $h$ as the von Neumann entropy. Then, the iteration rule has a closed form (see, e.g., [Bub15, BTN15]):

$$z_{t+1} = c^{-1} \exp \left( \log(z_t) - \eta_t \nabla f(z_t) \right),$$

where $\exp$ and $\log$ are matrix exponential and logarithm, respectively, and $c$ is a positive number chosen such that $\text{trace}(z_{t+1}) = 1$. The resulting method is called entropic mirror descent.

Notice that the iterates of entropic mirror descent are by definition full-rank; then, the stalling issue discussed in Section 1 vanishes. Moreover, if the function $f$ has a bounded gradient, then the convergence speed of mirror descent is only logarithmically dependent on the parameter dimension (see, e.g., [BTN15]), a desirable property for quantum information applications. We will adopt entropic mirror descent with $\eta_t$ chosen by a variant of the Polyak step size for minimizing the quantum Rényi divergences, though our convergence guarantee applies to general mirror descent setups.

### 4.3 Polyak Step Size

Consider minimizing a convex differentiable function $f$ on an Euclidean space by gradient descent:

$$z_{t+1} = z_t - \eta_t \nabla f(z_t),$$

for some step size $\eta_t > 0$. Suppose the optimal value $f^* := \min_z f(z)$ is known. The Polyak step size suggests choosing $\eta_t$ following

$$\eta_t = \frac{f(z_t) - f^*}{\|\nabla f(z_t)\|^2},$$

where the norm is the Euclidean norm. Let $z^*$ be a minimizer. To motivate the step size, notice that by the convexity of $f$, we have

$$\|z_{t+1} - z^*\|^2 = \|z_t - \eta_t \nabla f(z_t) - z^*\|^2$$

$$\leq \|z_t - z^*\|^2 - 2\eta_t (f(z_t) - f^*) + \eta_t^2 \|\nabla f(z_t)\|^2.$$

The Polyak step size minimizes the upper bound as a function of $\eta_t$.

Notice that the Polyak step size involves the optimal value $f^*$, which is not accessible in general. In the next section, we modify an “adjustment” of the Polyak step size proposed in [NB01], and extend it for possibly non-Euclidean norms.

### 5 Mirror Descent with Polyak Step Size and Its Convergence

We describe the proposed method, mirror descent with the Polyak step size. Then, we present a convergence guarantee of the method.
5.1 Proposed Method

Consider the general convex optimization problem:

$$\min_{z \in Z} f(z),$$  \hspace{1cm}  \text{(6)}$$

where $Z$ is a closed convex set in a finite-dimensional space $E$, and the function $f$ is convex on $Z$ and differentiable on $\text{Int}(\text{dom} f)$. The space $E$ is endowed with a norm $\| \cdot \|$ and the dual space is endowed with the dual norm $\| \cdot \|_*$. We assume a minimizer $z^* \in Z$ exists. Notice the four optimization problems introduced in the previous section all fit in this problem template.

The proposed method, mirror descent with the Polyak step size, iterates as mirror descent (see Section 4.2) with the following specific step size selection rule.

- Let $\delta_1 \geq \delta > 0$, $\beta < 1$, $\gamma \geq 1$, and $c > 0$. The parameter $\delta$ specifies the desired optimization error (see Theorem 5.3).
- For each $t \in \mathbb{N}$, first, compute an estimate $\tilde{f}_t$ of $f(z^*)$ following

  $$\tilde{f}_t := \min_{1 \leq t' \leq t} f(z_{t'}) - \delta_t.$$

Then, compute the modified Polyak step size

$$\eta_t = \frac{f(z_t) - \tilde{f}_t}{c\| \nabla f(z_t) \|^2_*},$$

for some constant $c > 0$.

Finally, after obtaining the next iterate $z_{t+1}$, compute $\delta_{t+1}$ following

$$\delta_{t+1} = \begin{cases} \gamma \delta_t & \text{if } f(z_{t+1}) \leq \tilde{f}_t, \\ \max \{ \beta \delta_t, \delta \} & \text{otherwise}. \end{cases}$$  \hspace{1cm}  \text{(7)}$$

This step size selection rule mimics the “first adjustment” of the Polyak step size in [NB01], which replaces the optimal value $f(z^*)$ with a sequence of its estimates. The only difference is that we allow a general norm here, whereas the norm is Euclidean in [NB01]. This slight difference is necessary for mirror descent-type methods. The norm should be chosen in accordance with the chosen Bregman divergence in our convergence analysis, as in standard analyses of mirror descent [AT06, BT03].

5.2 Convergence Analysis

We start with two existing results that will be used in the analysis. The first is standard in the analyses of mirror descent-type methods. See, e.g., [JN12, Teb18] for its proof.

Lemma 5.1. Consider solving the general convex optimization problem (6) by mirror descent as specified in Section 4.2. Suppose that $h$ is strongly convex with respect to $\| \cdot \|$ on $Z$. Then, for any $t$ and $z \in Z \cap \text{dom} h$,

$$D_h(z, z_{t+1}) \leq D_h(z, z_t) - \eta_t (f(z_t) - f(z)) + \frac{\eta_t^2}{2} \| \nabla f(z_t) \|^2_*.$$
The second provides a useful property of Bregman divergences defined by convex and essentially smooth functions.

**Lemma 5.2** (Thm. 3.8 (i) in [BB97]). Let $h$ be a closed convex function, proper on $\text{dom } h$, differentiable on $\text{Int}(\text{dom } h)$, and essentially smooth. Suppose that

(i) $z \in \text{Int}(\text{dom } h)$ and the sequence $\{ z_t \}_{t=1}^{\infty} \subseteq \text{Int}(\text{dom } h)$,

(ii) $\{ z_t \}_{t=1}^{\infty}$ converges to $z$ lying on the boundary of $\text{dom } h$.

Then $\{ D_h(z, z_t) \}_{t=1}^{\infty} \to \infty$.

**Remark 5.1.** We will use the lemma in the following manner: If a sequence $\{ z_t \}_{t=1}^{\infty}$ satisfies $D_h(z, z_t) < +\infty$ for some $z \in \text{Int}(\text{dom } h)$ and all $t$, then the sequence does not approach the boundary of $\text{dom } h$.

The following theorem guarantees the convergence of mirror descent with the Polyak step size up to a prescribed numerical accuracy.

**Theorem 5.3.** Consider solving (6) by mirror descent with the Polyak step size. Suppose that

- $\min_{z \in Z} f(z) > -\infty$,
- The set of minimizers $Z^*$ lies in the closure of $\text{dom } \nabla h$,
- the sequence of iterates $\{ z_t \}_{t=1}^{\infty}$ is well-defined,
- the function $h$ is essentially smooth and strongly convex with respect to the norm $\| \cdot \|$ on $Z$, and
- $\nabla f$ is bounded on any compact subset of $Z \cap \text{dom } \nabla h$.

If we choose $c > 1/2$, then

$$\inf_{t \geq 1} f(z_t) \leq f(z^*) + \delta.$$  

**Remark 5.2.** The first three assumptions ensure that the problem and proposed method are well defined. See, e.g., [BBT17] for a discussion. The fourth assumption implies that the function $h$ is Legendre. This assumption is standard in setting up mirror descent-type methods. The last assumption assumes a locally bounded gradient. This assumption enables us to establish the convergence guarantee without the bounded gradient/Hessian and relative smoothness conditions.

**Proof.** We prove by contradiction. Suppose that

$$\inf_{t \geq 1} f(z_t) \geq f(z^*) + \delta + \varepsilon,$$  

for some $\varepsilon > 0.$
We can observe that the inequality \( f(z_{t+1}) > \tilde{f}_t \) must hold for infinitely many iterations. Otherwise, by (7), we have \( \inf_{t \geq 1} f(z_t) = -\infty \), contradicting the assumption that \( f(z^*) > -\infty \). Then, by the iteration rule, there exists some \( t \in \mathbb{N} \) such that
\[
\delta_t = \delta, \quad \forall t \geq \bar{t}.
\] (9)

By (8) and (9), we have
\[
\tilde{f}_t = \min_{1 \leq t \leq \bar{t}} f(z_t) - \delta \\
\geq \inf_{t' \geq 1} f(z_{t'}) - \delta \geq f(z^*) + \varepsilon, \quad \forall t \geq \bar{t}.
\]

Since the objective function \( f \) is continuous, we can find some \( \bar{z} \in \mathcal{Z} \) such that
\[
\tilde{f}_t \geq f(\bar{z}), \quad \forall t \geq \bar{t}.
\] (10)

By Lemma 5.1 with \( z = \bar{z} \) and the definition of the step size, we obtain for any \( t \geq \bar{t} \),
\[
D_h(\bar{z}, z_{t+1}) \leq D_h(\bar{z}, z_t) - \eta_t (f(z_t) - f(\bar{z})) + \frac{\eta_t^2}{2} \|\nabla f(z_t)\|_*^2 \\
\leq D_h(\bar{z}, z_t) - \eta_t (f(z_t) - \tilde{f}_t) + \frac{\eta_t^2}{2} \|\nabla f(z_t)\|_*^2 \\
= D_h(\bar{z}, z_t) - \left( 1 - \frac{1}{2c} \right) \left( \frac{f(z_t) - \tilde{f}_t}{\|\nabla f(z_t)\|_*} \right)^2,
\] (11)

where the second inequality follows from (10) and the equality follows from the definition of the step size. A telescopic sum gives
\[
\left( 1 - \frac{1}{2c} \right) \sum_{t=\bar{t}}^{\infty} \left( \frac{f(z_t) - \tilde{f}_t}{\|\nabla f(z_t)\|_*} \right)^2 \leq D_h(\bar{z}, z_t) < \infty.
\] (12)

It remains to show that \( \{ \|\nabla f(z_t)\|_* \}_{t=1}^{\infty} \) is bounded from above by some \( M > 0 \). If this is actually the case, then
\[
\sum_{t=\bar{t}}^{\infty} \left( \frac{f(z_t) - \tilde{f}_t}{\|\nabla f(z_t)\|_*} \right)^2 > \sum_{t=\bar{t}}^{\infty} \frac{\delta^2}{M^2} = \infty,
\]
contradicting (12); then, it must hold that \( \inf_{t \geq 1} f(z_t) \leq f(z^*) + \delta \).

By (11), we know that the sequence \( \{ D_h(\bar{z}, z_t) \}_{t=1}^{\infty} \) is bounded. Since the function \( h \) is strongly convex, the sequence of iterates \( \{ z_t \}_{t=1}^{\infty} \) is bounded in \( \mathcal{Z} \cap \text{dom} \nabla h \). Unfortunately, the set \( \mathcal{Z} \cap \text{dom} \nabla h \) may not be closed as \( \text{dom} \nabla h \) may not be closed (e.g., in entropic mirror descent), so this does not imply the boundedness of \( \{ \|\nabla f(z_t)\|_* \}_{t=1}^{\infty} \) even if \( f \) is continuously differentiable. Nevertheless, Lemma 5.2 ensures that the sequence \( \{ z_t \}_{t=1}^{\infty} \) does not approach the boundary of \( \text{dom} \nabla h \). Therefore, we can find a compact (bounded and closed) set in \( \mathcal{Z} \cap \text{dom} \nabla h \) that contains \( \{ z_t \}_{t=1}^{\infty} \). Then, by the last assumption of the theorem, the sequence \( \{ \|\nabla f(z_t)\|_* \}_{t=1}^{\infty} \) must be bounded from above.

\[\square\]
Remark 5.3. The convergence analysis indeed applies to convex non-differentiable objective functions, as long as there are locally bounded subgradients.

5.3 Applicability of Theorem 5.3 to Minimizing Quantum Rényi Divergences

The following proposition helps us to explain why the assumptions in Theorem 5.3 hold for our considered problems in Section 3.

Proposition 5.1. The gradients of \( f_{\text{Petz}}, f_{\text{sandA}}, f_{\text{cond}} \) and \( f_{\text{sandR}} \) are upper bounded by the reciprocals of their minimum eigenvalues of \( \sigma_B \) in the Schatten 1-norm.

Proof. Using the cyclic property of trace and Hölder’s inequality, one has

\[
\|\nabla f_{\text{Petz}}(\sigma_B)\|_1 = \left\langle E_{\rho_X} \frac{1}{\sigma_B^{1-\alpha}} (\rho_B^X)^{1-\alpha}, \frac{1}{\sigma_B^{1-\alpha}} \frac{1}{\sigma_B} \right\rangle 
\leq \|\sigma_B^{-1}\|_\infty.
\]

Following similar reasoning, we have

\[
\|\nabla f_{\text{sandA}}(\sigma_B)\|_1 \leq \|\sigma_B^{-1}\|_\infty,
\]

and

\[
\|\nabla D^*_\alpha(\rho_{AB}|\tau_A \otimes \sigma_B)\|_1 \leq \|\sigma_B^{-1}\|_\infty.
\]

One can observe that Theorem 5.3 applies to solving the problems in Section 3 by entropic mirror descent with the Polyak step size. The first assumption holds because the functions \( f_{\text{Petz}}, f_{\text{sandA}}, f_{\text{cond}} \) are lower bounded by 0, and the function \( -f_{\text{cond}} \) is lower bounded by \( -\log \min\{|\mathcal{H}_A|, |\mathcal{H}_B|\} \) (see Section 3). The second assumption holds as the closure of \( \text{dom} \nabla h \) corresponds to the set of positive semidefinite matrices, which contains the set of density matrices \( D \). The third assumption holds because entropic mirror descent always generates full-rank iterates. The fourth assumption is satisfied: the gradient of the von Neumann entropy is locally bounded on its domain, which implies the essential smoothness property; the strong convexity property is already discussed in Section 4.1. We verify the last assumption as follows. Since \( \mathcal{Z} \cap \text{dom} \nabla h \) consists of full-rank matrices, the minimum eigenvalue of any density matrix in a compact subset of \( \mathcal{Z} \cap \text{dom} \nabla h \) is bounded away from zero. Hence, the gradient of \( f \) is bounded according to Propositions 5.1.

6 Numerical Results

We report the numerical results of computing the four information-theoretic quantities in Section 3 by entropic mirror descent with the Polyak step size. We compare the
convergence speeds with those of entropic mirror descent with Armijo line search—recall it is also guaranteed to converge (see Section 2). We tried tuning the parameters in both methods to get fast convergence speeds.

Figure 1 shows the results of computing the Petz–Augustin information for $\alpha = 0.5$ (upper) and $\alpha = 2$ (bottom). The support cardinality of $X$ is $2^{10}$ and the dimension of $H_B$ equals $2^7$ for both cases. The ensemble of quantum states, $\{\rho_x^B\}_x$, is generated by the RandomDensityMatrix function of the MATLAB toolbox QETLAB. The Fréchet derivative of the power function is computed by the MATLAB package given in [HL13]. We set $\bar{\alpha} = 10$, $r = \tau = 1/2$ for $\alpha = 0.5$, and $\bar{\alpha} = 8$, $r = \tau = 0.7$ for $\alpha = 2$ in entropic mirror descent with Armijo line search, following the notations in [LC19]. We set $\delta_1 = 2.5$ for $\alpha = 0.5$, and $\delta_1 = 1$ for $\alpha = 2$, and $\delta = 10^{-5}$, $\gamma = 1.25$, $\beta = 0.75$ for both cases in entropic mirror descent with the Polyak step size. We also show the numerical results of a direct extension of the fixed-point iteration proposed in [Nak19] to the quantum case, i.e.

$$\sigma_B^{t+1} = - \left(\sigma_B^t\right)^{\frac{1}{2}} \nabla f_{\text{Petz}} \left(\sigma_B^t\right) \left(\sigma_B^t\right)^{\frac{1}{2}},$$

for which we label as “Augustin” in the figure, though it lacks a convergence guarantee in the quantum case.

Figure 2 shows the results of computing the sandwiched Augustin information for $\alpha = 0.5$ and $\alpha = 10$. The support cardinality of $X$ is $2^{10}$ and the dimension of $H_B$ equals $2^7$ for both cases. We set $\bar{\alpha} = 7$, $r = \tau = 0.6$ for $\alpha = 0.5$, and $\bar{\alpha} = 4$, $r = \tau =
Figure 2: Convergence speeds for computing the sandwiched Augustin information of order $\alpha = 0.5$ (upper) and $\alpha = 10$ (bottom).

0.7 for $\alpha = 10$ in entropic mirror descent with Armijo line search. We set $\delta_1 = 5$ for $\alpha = 0.5$, and $\delta_1 = 1$ for $\alpha = 10$, and $\gamma = 1.3, \beta = 0.7, \delta = 10^{-5}$ for both cases in entropic mirror descent with the Polyak step size. We also show the numerical results of a direct extension of the fixed-point iteration proposed in [Nak19] to the quantum case, for which we label as “Augustin” in the figure. The formula can be obtained by replacing $\nabla\mathcal{K}_{\text{Petz}}$ with $\nabla\mathcal{K}_{\text{sandA}}$ in (13).

Figure 3 shows the results of computing the conditional sandwiched Rényi entropy and sandwiched Rényi information, both of order $\alpha = 10$. The dimensions of $\mathcal{H}_A$ and $\mathcal{H}_B$ are both $2^6$. We set $\tilde{\alpha} = 8, r = \tau = 0.6$ in entropic mirror descent with Armijo line search. We set $\delta_1 = 1, \delta = 10^{-5}, \gamma = 1.3$, and $\beta = 0.7$ in entropic mirror descent with the Polyak step size.

Since the optimal value is unknown, in the three figures, we approximate the optimal value by the result of entropic mirror descent with Armijo line search after 100 iterations. The approximations are denoted by $f^*$ in the figures.

Obviously, entropic mirror descent with the Polyak step size is competitive in terms of the elapsed time, though in terms of the number of iterations, it seems to be slower for computing the conditional sandwiched Rényi entropy and the sandwiched Rényi information. The reason is that entropic mirror descent with Armijo line search requires evaluating the function value at an indefinite number of points in each iteration, which introduces additional computational burden. The quantum extension of the fixed-point iteration in [Nak19] looks also competitive for computing the Petz-Augustin informa-
Figure 3: Convergence speeds for computing the conditional sandwiched Rényi entropy (upper) and the sandwiched Rényi information (bottom), both of order $\alpha = 10$.

7 Concluding Remarks

We have proposed mirror descent with the Polyak step size and established its convergence. Numerical results show that for minimizing Rényi divergences, entropic mirror descent with the Polyak step size is competitive in the convergence speed. A drawback of our method is that it only guarantees convergence to approximate solution, and the desired numerical accuracy needs to be given as a parameter of the method. We are working on improving the proposed method such that it provably converges to the optimum while keeping the current computational efficiency.

Our convergence guarantee is applicable to many other optimization problems in quantum information studies, such as computing the relative entropy of any quantum resource [VPRK97, FGSLB15, CG19], optimizing quantum entropies with energy constraints [Hol12], minimizing the second argument of the $\varepsilon$-hypothesis testing divergence [MW14, Definition 17], computing the quantum rate distortion function [DHW13, DHWW13], and computing the quantum information bottleneck function and related quantities [DHW19, CDR19, CDR21]. To efficiently implement mirror descent with the Polyak step size in these problems, however, is non-trivial and left as a
future work.

In the numerical experiments, we always choose the initial iterates to be $I/d$, where $d$ is the dimension of $\mathcal{H}_B$. Whereas $I/d$ seems to be a natural choice and our convergence guarantee holds regardless of the specific choice of the initial iterate, we observe that if we change the initial iterate, we need to tune the parameters in the proposed algorithm again to achieve a fast convergence speed. We are working on incorporating line search techniques into the proposed algorithm, in order to accelerate the proposed algorithm and increase its robustness in convergence speed with respect to the choice of the initial iterate.
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A Dimension Dependence

It is well known that entropic mirror descent is efficient when the parameter dimension is large. In particular, assuming the objective function is convex and Lipschitz, the convergence speed of entropic mirror descent is only logarithmically dependent on the parameter dimension, exhibiting a polynomial improvement over gradient descent (see, e.g., [JN12, Bub15]). Unfortunately, the objective functions we consider are not Lipschitz. We conduct numerical experiments to study how the convergence speed of entropic mirror descent with the Polyak step size scales with the parameter dimension.

We consider the effect of the dimension of $\mathcal{H}_B$ on the iteration complexity, the number of iterations required to achieve an optimization error requirement, of entropic mirror descent with the Polyak step size. The iteration number and the corresponding elapsed time are recorded when the error $f(x_t) - f(x^*)$ is less than $10^{-5}$. The results for minimizing the Petz–Augustin information (1) and sandwiched Augustin information (2) are presented in Figure 4. For computing the Petz–Augustin information, we set $\delta_1 = 4, \delta = 10^{-5}, \rho = 1.25, \text{and } \beta = 0.75$ in our method; for computing the sandwiched Augustin information, we set $\delta_1 = 5, \delta = 10^{-5}, \rho = 1.1, \text{and } \beta = 0.9$. The support cardinality of $X$ is 10. The results for minimizing the conditional sandwiched Rényi entropy (4) and sandwiched Rényi information (5) are presented in Figure 5. For both cases, we set $\delta_1 = 1, \delta = 10^{-5}, \rho = 1.1, \text{and } \beta = 0.9$ in our method. The dimension of $\mathcal{H}_A$ is also 10. We can observe that the iteration complexities grow sub-linearly with the dimension. We also plot the elapsed time for the reader’s reference.
Figure 4: Iteration complexities of computing the Petz–Augustin information (upper) and sandwiched Augustin information (bottom), both of order $\alpha = 0.5$.

Figure 5: Iteration complexities of computing the conditional sandwiched Rényi entropy (upper) and sandwiched Rényi information (bottom), both of order $\alpha = 10$. 