ABSTRACT

The time delay neural network (TDNN) represents one of the state-of-the-art of neural solutions to text-independent speaker verification. However, they require a large number of filters to capture the speaker characteristics at any local frequency region. In addition, the performance of such systems may degrade under short utterance scenarios. To address these issues, we propose a multi-scale frequency-channel attention (MFA), where we characterize speakers at different scales through a novel dual-path design which consists of a convolutional neural network and TDNN. We evaluate the proposed MFA on the VoxCeleb database and observe that the proposed framework with MFA can achieve state-of-the-art performance while reducing parameters and computation complexity. Further, the MFA mechanism is found to be effective for speaker verification with short test utterances.

Index Terms— multi-scale frequency-channel attention, text-independent speaker verification, short utterance

1. INTRODUCTION

Speaker verification (SV) aims to verify the claimed identity of an enrolled speaker, in either a text-dependent or a text-independent manner [1]. The former is based on fixed short phrases [2], while the latter doesn’t impose any restrictions on the phonetic content [3]. As the text is fixed in text-dependent SV, only a small amount of data is often used during training [4]. On the contrary, text-independent SV requires a larger amount of training data than text-dependent SV [5], that limits the scope of its applications. Data-efficient text-independent SV for short utterances remains a challenge [4][6][8].

In the past few decades, SV research witnessed several major breakthroughs. One of the advanced frameworks for SV is x-vector [9][10], which employs time delay neural networks (TDNNs) to extract frame-level features and finally represent them by fixed-length vectors. Similarly, deep convolutional neural networks (CNN) were exploited and achieved highly competitive performance for SV [11][12]. Specially, ResNet-based networks have been widely adopted as the backbone for SV system in the recent years [13][19].

Along the similar direction of neural speaker embedding, the ECAPA-TDNN [15] achieves the current state-of-the-art (SOTA) performance by introducing more emphasis on channel attention, propagation and aggregation. However, TDNNs still suffer from the drawback whereby plenty of filters are required to model the speaker characteristics occurring at some local frequency regions [19]. Meanwhile, their performance under short utterance scenario still needs attention.

We propose a multi-scale frequency-channel attention (MFA) module to handle the shortcomings of TDNNs to handle the short utterances for SV in this work. Motivated by ECAPA CNN-TDNN, which further strengthens ECAPA-TDNN by adding a CNN-based front-end to incorporate frequency translational invariance, the MFA module is designed as a front-end module for TDNNs, to obtain high resolution feature representations from short utterances. It employs a frequency-channel attention to assert the ability of effectively capturing speaker information from local regions for TDNNs.

Further, the local and temporal information are modeled by a novel dual-path structure at multiple scales. Meanwhile, by incorporating these two modules, a local cross-channel attention mechanism is developed to contribute towards an efficient framework. The primary contributions of this work are: (1) proposal of frequency-channel attention module, (2) designing dual-pathway for local and temporal information modeling, and (3) local cross-channel attention for the MFA by incorporating (1) and (2), which altogether devote to have data-efficient SV framework for short utterance scenarios.

2. MULTI-SCALE FREQUENCY-CHANNEL ATTENTION

The proposed MFA front-end is shown in Fig. 1 which consists of two parts. The dual-pathway multi-scale (DM) module extracts multi-scale information and the frequency-channel attention (FA) module is used to emphasize important local frequency region. By combining these two modules, we obtain an efficient local cross-channel attention mechanism.
Fig. 1. A network architecture of the proposed MFA-TDNN system with multi-scale frequency-channel attention (MFA) module. The white box with \(3 \times 3\) indicates 2D-CNN with kernel size of 3. The blue boxes indicate intermediate feature maps. We consider the scale dimension \(s=4\) as an example, therefore, the feature maps are equally divided into four groups along the channel dimension. The input acoustic feature is represented as a \(1 \times D \times L\) feature map with 1 channel, \(D\) dimensional feature frame and \(L\) frames. \(C_E\) indicates the number of channels in the convolutional frame layers of ECAPA-TDNN.

2.1. Dual-pathway multi-scale module

The ResNet has the ability to improve the representation by modelling multi-scale information within one layer [20]. Recently, Res2Net is found to be very effective for SV task as well [13,15,19]. In [15], a Res2Net structure is studied where the 2D-CNN is replaced by a TDNN. In this way, the network is expected to process multi-scale features while re-scaling the frame-level features given a wider temporal context over the recording. However, as short utterances offer limited information, it makes sense to extract the speaker characteristics at different scales for an improved speaker characterization.

Motivated by the above, we propose a DM module for dealing with short utterance SV. Considering the fact that the TDNN-based ResNet module relies on a large number of filters to process well across all the frequency bands and then models speaker characteristics occurring at any local frequency region, we enrich the representation ability of local regions by providing high-resolution details and emphasizing the important frequency bands.

In this work, we divide the feature maps into several groups along the channel dimension \(C\) based on the scale dimension factor \(s\). For the first pathway, a 2D-CNN with \(3 \times 3\) filters of \(n\) channels (\(n = C / s\)) extracts features from group \(i\) of input feature \(x_i\). The output features of the previous 2D-CNN are then sent to next group \(i + 1\) of 2D-CNN along with another group of input feature maps \(x_{i+1}\). This pathway is expected to filter the high-resolution features from multi-scale regions. Similarly, the second pathway is designed between a small group of TDNNs to bridging the rescaled frame-level features with global temporal information. In addition, the frequency channel attention is asserted between 2D-CNN and TDNN for each scale. It is expected to emphasize the specific frequency regions before feeding the feature into TDNN, which will be detailed in the next subsection.

Finally, a 1D-CNN is employed to fuse the information from different scales. The equivalent receptive field increases much more than the classic Res2Net due to the dual-pathway design for any possible path along with, where the input features are processed to output. This will result in many equivalent feature scales due to combination effects [20].

2.2. Frequency-channel attention module

With the advent of deep learning, various attention mechanisms are widely used in SV [15,19,21,22]. Among them, squeeze-and-excitation (SE) block [23] draws great attention due to its success in the field of computer vision, and has been applied to SV as well [15,19]. The information of some local frequency regions shows great importance for SV. Therefore, we inherit the idea of SE block and propose a novel FA block to emphasize the important information by re-weighting frequency bands and channels.

The channel relationship represents a composition of instance-agnostic functions with local receptive regions [23]. To effectively extract features from the local fields for short utterance SV, we attempt to re-scale local feature responses adaptively by modeling their interdependencies between both channels and frequency bands. Therefore, different from SE block, which only conducts attention on channels, we perform the attention across both channel and frequency dimensions. Specifically, the global temporal information is firstly squeezed into a channel-frequency descriptor as shown in Fig. 1. This is achieved by using global average pooling (GAP). The adaptive re-scaling is performed by employing a multi-layer perceptron (MLP) following the excitation operation of SE block [23]. Finally, the original feature map is re-weighted by the FA map obtained in the previous step.

Prior study shows that an efficient channel attention network (ECA-Net) is achieved by replacing the cross-channel interaction with the local cross-channel attention [24]. By combining the FA module with a DM module in MFA, the channels are divided into multiple scales, thereby limiting the interactions only to adjacent channels. By doing so, we ex-
pect to improve the efficiency of the model in a similar way to ECA-Net, by avoiding the interaction across all channels.

3. EXPERIMENTS

3.1. Database

The experiments are conducted on VoxCeleb1 [25] and VoxCeleb2 dataset [26]. Only the development partition of the VoxCeleb2 dataset is used for training, and a small portion of about 2% of it is reserved for validation. On the other hand, the VoxCeleb1 dataset is used for testing. It is noted that there are no overlapping speakers between the development set of VoxCeleb2 and VoxCeleb1 dataset. We evaluate the models on three different popular test set, namely VoxCeleb1-O, VoxCeleb1-E and VoxCeleb1-H. The full-length test utterances are used for when comparing with other SOTA systems.

As the training of neural networks benefits from data augmentation [27], we employ five augmentation techniques to increase the diversity of the training data. The first two follow the idea of random frame dropout in the time domain [27] and speed perturbation [28]. The remaining three are a set of reverbate data, noisy data, and a mixture of the both.

We build a truncated test set of short segments by keeping the original trial pairs, while considering only the first several seconds. We set the short duration cases in the range 4-10s, with a step of 1 s. As the shortest duration of the utterances in VoxCeleb1-O test set is 4s, those testing samples shorter than the set maximum duration are remaining unaltered.

3.2. Systems description

We consider both ECAPA-TDNN [15] and ECAPA CNN-TDNN [19] as baseline systems for the studies. As we reimplement them on our own for the studies, the results of these two systems are marked with ‘(Re-implemented)’ in Section 4. In our systems, we use 80-dimensional filterbank (Fbank) features. We provide details of the two baselines and proposed MFA-TDNN based systems in the following:

- **ECAPA-TDNN (Re-implemented)**: It is the standard ECAPA-TDNN as proposed in [15]. The number of channels is 512 in the convolutional frame layers.

- **ECAPA CNN-TDNN (Re-implemented)**: Four layers of CNN are employed as a front-end for ECAPA-TDNN as proposed in [19]. Different from [19], we do not use a larger version of ECAPA-TDNN, but the standard version mentioned above. This is for fair comparisons with ECAPA-TDNN and proposed MFA-TDNN.

- **MFA-TDNN (Standard)**: The standard ECAPA-TDNN with proposed MFA as a front-end. The scale dimension $s$ is set to 4, while the dimension of channels $C$ for MFA is 32.

- **MFA-TDNN (Lite)**: The lite version of MFA-TDNN, where the number of channels is 480 instead of 512 in the convolutional frame layers of ECAPA-TDNN back-end. The scale dimension $s$ is set to 4, whereas the dimension of channels $C$ for MFA is 24.

3.3. Training strategy

The experiments are conducted using SpeechBrain Toolkit[1]. For fair comparisons, all four systems discussed above are trained under the same training strategy following that in [15]. Specifically, the Adam optimizer with cyclical learning rate [31] varying between 1e-8 and 1e-3 following triangular policy [31] is used for training all models. The loss function is additive angular margin softmax (AAM-softmax) [32] with a margin of 0.2 and a scale of 30. In addition, a weight decay used for all the weights in the model is set to 2e-5.

All the samples are cut into 3-seconds segments during training. The mini-batch size is 384 (64 original samples each with 5 augmented samples). A total of 12 epochs are trained for each system. At the end of each epoch, the model is evaluated on the validation set to find the best model for testing.

3.4. Evaluation protocol

We report the performances in terms of equal error rate (EER) and the minimum detection cost function (minDCF) with $P_{\text{target}} = 0.01$ and $C_{FA} = C_{Miss} = 1$. The test trial scores are produced by calculating the cosine distance between embeddings. The S-norm [33] is applied to normalize the scores.

4. RESULTS AND DISCUSSIONS

Tab. 1 shows the performance comparison of the proposed MFA-TDNN based systems to the two baselines considered in this work. First, we observe that introduction of CNN module in baseline ECAPA-TDNN [15] improves the performance in case of ECAPA CNN-TDNN [19] baseline. On comparing to our proposed MFA-TDNN based systems, we observe that our MFA-TDNN (Standard) performs better than the stronger baseline ECAPA CNN-TDNN in most of the test cases. In addition, the lighter version of MFA-TDNN (Lite) also achieves improved performance than the ECAPA-TDNN baseline. It is noted that MFA-TDNN (Lite) has nearly 1.5M less parameters than MFA-TDNN (Standard). Further, it is worth to mention that both of our MFA-TDNN based proposed system has less parameters and multiply accumulate (MAC) operations than the two baselines. This suggests that our proposed systems not only provide improved results, but they also have compact architecture due to fewer parameters as well as computation complexity.

Let us now compare the proposed systems with other existing SOTA systems. Tab. 1 also shows the performances of several SOTA systems on the VoxCeleb database reported in respective works. We observe that MFA-TDNN outperforms all these SOTA systems. In addition, none of these
Table 1. Performance in EER(%) and minDCF of the baselines, proposed MFA-TDNN and other SOTA systems on Voxceleb1 test sets. The MFCC indicates mel frequency cepstral coefficients and Spec. represents spectrogram.

| Model                          | Input Feature | Params (Million) | MAC (Giga) | Voxceleb1-O EER | minDCF | Voxceleb1-E EER | minDCF | Voxceleb1-H EER | minDCF |
|-------------------------------|---------------|------------------|-----------|-----------------|-------|-----------------|-------|-----------------|-------|
| ECAPA-TDNN [15] (Re-implemented) | 80-dim Fbank | 6.19             | 1.57      | 1.0050          | 0.0991| 1.2076          | 0.1311| 2.2593          | 0.2197|
| ECAPA CNN-TDNN [19] (Re-implemented) | 80-dim Fbank | 7.66             | 2.29      | 0.9199          | 0.0921| 1.1107          | 0.1154| 2.1406          | 0.2036|
| Proposed: MFA-TDNN (Standard) | 80-dim Fbank |                 |           | **7.32**        | 1.91  | **0.8561**      | 0.0923| **1.0834**      | 0.1175|
| Proposed: MFA-TDNN (Lite)    | 80-dim Fbank |                 |           | **5.93**        | 1.50  | **0.9678**      | 0.0913| **1.1382**      | 0.1208|
| Extended-TDNN (Large) [15]   | 80-dim MFCC   | 20.4             | -         | 1.26            | 1.39  | 1.37            | 1.487 | 2.35            | 0.2153|
| Extended-TDNN [15]           | 80-dim MFCC   | 6.8              | -         | 1.49            | 1.61  | 1.61            | 1.712 | 2.69            | 0.2419|
| ResNet18 [15]                | 80-dim MFCC   | 13.8             | -         | 1.47            | 1.772 | 1.60            | 1.789 | 2.88            | 0.2672|
| ResNet34 [15]                | 80-dim MFCC   | 23.9             | -         | 1.19            | 1.592 | 1.33            | 1.560 | 2.46            | 0.2288|
| ARET-25 [29]                 | 161-dim Spec. | 12.2             | -         | 1.39            | -     | 1.52            | -     | 2.61            | -     |
| H/ASP [30]                   | 64-dim Fbank  | 8.0              | -         | 1.15            | -     | 1.35            | -     | 2.49            | -     |
| DDB + Gate [22]              | 30-dim MFCC   | 8.83             | -         | 2.31            | 0.268 | -               | -     | -               | -     |

Table 2. Performance in EER (%) of baselines and proposed MFA-TDNN under short utterance scenario on truncated testset.

| System                  | Duration for test utterances |
|-------------------------|-------------------------------|
|                         | ≤ 10 s | ≤ 9 s | ≤ 8 s | ≤ 7 s | ≤ 6 s | ≤ 5 s | ≤ 4 s |
| ECAPA-TDNN              | 1.0050 | 0.9731| 0.9784| 0.9997| 1.0529| 1.0901| 1.2284|
| ECAPA CNN-TDNN          | 0.9199 | 0.9253| 0.9306| 0.9465| 0.9784| 1.0422| 1.1858|
| MFA-TDNN (Standard)     | **0.8615** | **0.8508** | **0.8402** | **0.8455** | **0.8615** | **0.9253** | **1.0210** |

Fig. 2. Relative improvement between different systems for short utterance test sets. The MFA-TDNN (Standard) is used.

SOTA systems is more efficient than MFA-TDNN systems when comparing the number of parameters and MACs. This further shows the advantages of MFA-TDNN systems due to the design of DM and FA modules.

We now compare our proposed MFA-TDNN with the two baseline systems under short utterance test scenario. The experiments are conducted on the truncated data sets as mentioned in Section 5.1 and the results are shown in Tab. 2. All three systems are tested under different settings of maximum duration (4 to 10 seconds). From Tab. 2, we observe that the MFA-TDNN consistently outperforms both the baselines ECAPA-TDNN and ECAPA CNN-TDNN for all the cases of short test utterances considered. It is worth noting that the improvement due to the proposed MFA-TDNN is particularly visible for short utterance scenarios.

In order to better understand the performance trend of these systems under short utterance conditions, we make further analysis in Fig. 2. The curves in the figure represent the relative improvement trend for the three cases as the duration of samples shortens, while the bars indicate the percentage of testing utterances truncated. We observe that under the condition of maximum 10 seconds used for testing, 22.29% testing samples are truncated. On the other hand, all the testing samples need to be shorten for 4-seconds test case. We also observe from Fig. 2 that the relative improvement of ECAPA CNN-TDNN over ECAPA-TDNN (the grey curve) did not improve as the test duration continues to truncate. However, compared to ECAPA-TDNN and ECAPA CNN-TDNN, the relative improvements of the proposed MFA-TDNN is significantly visible as the duration of test utterances reduce. This shows the effectiveness of the proposed MFA-TDNN for text-independent SV with short utterances.

5. CONCLUSION

We proposed a novel multi-scale frequency-channel attention (MFA) framework that efficiently captures the local information and frame-level temporal information by the dual-pathway multi-scale module and emphasize the important frequency region by frequency-channel attention in TDNN systems. Further, by cooperating these two novel modules, local cross-channel attention is achieved to model speaker characteristics from short samples efficiently. Studies on VoaCeleb dataset reveal that we greatly benefit from proposed MFA module. In addition, the further studies on the truncated test sets show the superiority of proposed MFA-TDNN for short sentences compared to various baselines.
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