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Abstract

Introduction: The purpose of this study is to evaluate discriminating power of two texture analysis, linear discriminant analysis and nonlinear discriminant analysis, in classifying atrophy of Alzheimer’s disease and atrophy of aging. Methods: The database included 24 regions of interest of Alzheimer patients and 24 regions of interest of aging people in hippocampus region. Linear discriminant analysis and nonlinear discriminant analysis were used for texture analysis. The first nearest neighbor classifier was applied to features resulting from linear discriminant analysis. Nonlinear discriminant analysis features were classified by using an artificial neural network. The confusion matrix and Receiver Operating Characteristic (ROC) curve analysis were used to examine the performance of texture analysis method. Result: Nonlinear discriminant analysis indicates the best performance for classification of atrophy of Alzheimer’s disease and atrophy of aging. Conclusion: Our result showed computer aided diagnosis has high potential discriminating power in classifying Alzheimer’s disease in early stage.
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1. Introduction

Alzheimer’s disease is a brain disorder characterized by a progressive dementia that occurs in middle or late life. The pathologic characteristics are degeneration of specific nerve cells, presence of neurotic plaques, and neurofibrillary tangles.
A Work Group on the Diagnosis of Alzheimer’s Disease was established by the National Institute of Neurological and Communicative Disorders and Stroke (NINCDS) and the Alzheimer’s Disease and Related Disorders Association (ADRDA). The group intended to establish and to describe clinical criteria for the diagnosis of Alzheimer’s disease of particular importance for research protocols and to describe approaches that would be useful for assessing the natural history of the disease [1].

Alzheimer’s disease (AD) is the most common form of dementia which is a degenerative disorder of the brain that leads to memory loss [2].

The only method of definitively diagnosing AD is a brain autopsy [3]. Functional imaging allows the physician to determine how effectively the brain cells are working. A functional MRI or positron emission tomography (PET) scan can be used [4].

Mini Mental State Examination (MMSE) and Clinical Dementia Rating (CDR) are two of the most commonly used tests in the assessment of AD [5] [6]. MMSE consists of a series of clinical and psychometric assessment through ability of solving problems. The maximum MMSE score is 30 points. A score less than 12 indicates severe dementia, 13 to 20 recommends moderate dementia, 20 to 24 suggests mild dementia and 24 to 30 represents Normal Controls (NC). In parallel, CDR is applied to evaluate memory, orientation, judgment, and problem solving, home and hobbies and personal care. A score of 0, represents normal controls, 0.5, very mild dementia, 1, mild dementia, 2, moderate dementia and 3, severe dementia [7].

The revised criteria for the diagnosis of AD were proposed in 2007 by the National Institute of Neurological Disorders and Stroke-Alzheimer Disease and Related Disorders working group. According to and due to the uncertainty of clinical diagnosis, the clinical assessment should include at least one supportive feature: Medial Temporal Lobe (MTL) atrophy as seen in structural Magnetic Structural imaging scans, including magnetic resonance imaging (MRI) and computed tomography (CT), provides information about the shape and volume of the brain [8].

Computer aid diagnosis (CAD) can be useful tool for evaluating texture figures. This method is cost-efficiency and non-invasive. It boosts the accuracy of diagnosing many diseases including Alzheimer’s disease. One of the main pathological features of AD is neuronal lost with consequence that brain atrophy is observable in MR images [9] [10]. However, the atrophy due to AD in early stage is difficult to distinguish from that caused by normal aging [11].

Several studies assess the diagnosis Alzheimer’s disease with other groups such as aging group or Mild Cognition Impairment (MCI) patients by using different methods such as Voxel-based Morphometric (VBM), volumetric measurements in specific Region of Interest (ROIs), cortical thickness measurements, shape analysis and texture analysis. VBM (voxel based morphometric) describes global changes or atrophy of deep cerebral structures [7]. E vans et al.
revealed a mean standard 0.5% per year in NC (normal control) based on VBM [12]. Karas et al. used VBM, demonstrating global reduced GM (gray matter) volume includes the cerebellum, medial thalamus and head of the caudate nucleus as well of the Cingulum in AD patients [13]. Another study by Karas et al. analyzed the patterns of GM loss in order to examine what characterizes MCI and what determines the differences with AD by using VBM method [14]. Colliot and Chupin et al. used hippocampal volume to distinguish NC from MCI and AD patients [15]. The results of their study revealed significant hippocampal volume reductions in all groups of patients. Specifically, there was a 32% volume reduction between AD and NC, a 19% reduction between MCI and NC and finally, a 15% reduction between AD and MCI [16]. According to Pennanen the hippocampal atrophy in AD patients were more pronounced than MCI patients [17]. Several studies used hippocampal volumetric measurements and confirmed that hippocampal atrophy, can constitute a useful diagnostic biomarker [7] [18].

Several studies performed based on texture analysis such as, Freeborough and Fox (1996-1998) analyzed whole brain of 24 AD patients and 40 normal groups by using texture analysis. Simoes et al. (2012) performed similar study for MCI patients. Jing Zhang (2012) evaluated accuracy for diagnosis AD by using texture analysis [3] [9] [19] [20].

Texture analysis detects pathological changes that cannot be perceived by the human eyes using conventional MRI techniques. Texture features are analyzed coming from six main categories in the proposed computer aided diagnosis (CAD) system including: Histogram (statistical class), Absolute gradient (statistical class), Run length matrix (statistical class), Co-occurrence matrix (statistical class), Auto-Regressive (AR) model (model class) and Wavelets (transform class) [21]. The present study used TA to evaluate texture features extracted from MR images to differentiate between atrophy of Alzheimer and atrophy of normal aging.

## 2. Materials and Methods

The present study used texture analysis by using MaZda software (version 4 - 6) to evaluate texture features extracted from MR images.

In this study, 12 patients digital MRI images, aged 64.4 ± 9.43 (mean age ± standard deviation) with a clinically definite Alzheimer’s disease and 12 healthy elderly images (9 male and 4 females) aged 68.54 ± 7.02, were collected during 6 months and relevant neurologist approved them. T2W-TSE MR images of patient and healthy subjects were acquired from a 1.5 T scanner (Philips Achieva, Philips Medical System, Best, the Netherlands). Matrix 256 × 126, TR = 15, TE = 5, TI = 0, FA = 20, Thickness = 10, Spacing = 20. Alzheimer lesion in MRI images were identified and placed with the help of expert neurologist and confirmed by a radiologist. Criteria were used to select region of interest (ROI) include two ROIs were selected for each subject, ROI placed in right and left of hippocampus region and all ROIs has the same size and chooses in the same
place of hippocampus. One MR image was input in MaZda (version 4.6, technical university of Lodz, Institute of electronics) for texture analysis. Three normalizations were applied for each ROI. The first, N₁, was the default and no normalization has applied. The second, N₂, was 3-sigma, in which the ROI intensities have limited in the range \((\mu - 3\sigma, \mu + 3\sigma)\) where \(\mu\) and \(\sigma\), respectively, where the mean value and standard deviation of the intensity. The third normalization was N₃, 1% - 99%, in which the image intensity ranges were normalized between darkness level (accumulated histogram is equal to 1% of total) and the brightness level (accumulate histogram = 99% of total) inside the ROI [22]. Over 270 texture features extracted based on Histogram, Absolute gradient (spatial variation of grey level values, Run-length matrix (counts of pixel runs with the specified gray-scale value and length in a given direction), Co-occurrence matrix (information about the distribution of pairs of pixels separated by given distance and direction), Auto regressive model (description of correlation between neighboring pixels) and Wavelet decomposition image frequency and different scales). Not all 270 texture features were suitable or effective for use differentiating atrophy of Alzheimer and atrophy of normal aging. Two algorithms of feature reduction (Fisher) and lowest probability of classification error and average correlation coefficients (POE + ACC) were employed to reduce the parameters to the best 10 texture features. These features were analyzed using both standard and nonstandard states. Linear discriminant analysis (LDA) and non-linear discriminant analysis (NDA) were used to analyze data. First nearest neighbor (1-NN) classifier has used for the features from LDA and artificial neural network (ANN) used for NDA analysis. ROC curve was employed for comparing the maximum discrimination among these analyses and area under curve (AUC) was calculated for each one. In addition two factors include sensitivity (SN) specificity (SP) are applied to assess performance of these methods. Sensitivity is the ability of test to correctly identify those with the disease (true positive rate), whereas test specificity is the ability of the test to correctly identify those without the disease (true negative rate).

3. Results

Total 48 cases (24 patients, 24 elderly) were selected to evaluate the classification and accuracy of proposed method. Parameters were extracted from fisher algorithm in default state (without normalization) include Co-Occurrence Matrix (7 parameters), Gradients (3 parameters), parameters in POE + ACC include 5 Co-Occurrence matrix, 2 AR model, 1 Run-Length matrix, 1 gradient and 1 wavelet. In 3 sigma normalization, parameters from fisher algorithm were Co-Occurrence Matrix (9 parameters), Gradient (1 parameter) parameters in POE + ACC algorithm include 5 Co-Occurrence Matrix, 2 Wavelet, 2 absolute gradients and 1 histogram. In 1% - 99% normalization parameters include 8 Co-Occurrence Matrix and 1 absolute gradient and 1 Run-Length matrix, parameters extracted by POE + ACC algorithm include 8 Co-Occurrence matrix, 1 histogram and 1 Wavelet (Tables 1-3).
Table 1. The best ten Fisher and POE + ACC features in default state.

| ROI1 | Texture Features parameters selection algorithms | Fisher | POE + ACC2 |
|------|--------------------------------------------------|--------|------------|
| Normalization | Feature Name | Value | Feature Name | Value |
| Default | GrKurtosis | 0.4355 | Teta2 | 0.4209 |
| | GrSkewness | 0.4194 | S[0,4]Correlat | 0.4304 |
| | GrVariance | 0.3712 | S[4,0]Correlat | 0.4612 |
| | S[0,3]DifEntrp | 0.3221 | 45dgShrtREmp | 0.4662 |
| | S[2,2]Correlat | 0.2985 | S[4,0]Correlat | 0.4754 |
| | S[0,4]Correlat | 0.2820 | S[2,0]SumAverg | 0.4824 |
| | S[0,1]SumAverg | 0.2807 | S[0,2]Correlat | 0.4867 |
| | S[1,1]SumAverg | 0.2757 | Teta1 | 0.4903 |
| | S[1,0]SumAverg | 0.2731 | GrKurtosis | 0.4904 |
| | S[2,0]SumAverg | 0.2720 | WavEnLL-S-1 | 0.7500 |

Table 2. The best ten Fisher and POE + ACC features in 3 Sigma state.

| ROI1 | Texture Features parameters selection algorithms | Fisher | POE + ACC2 |
|------|--------------------------------------------------|--------|------------|
| Normalization | Feature Name | Value | Feature Name | Value |
| 3 Sigma | S[0,1]SumDiffSqs | 0.6971 | S[0,1]DifVarnc | 0.4189 |
| | S[0,3]DifVarnc | 0.6873 | S[3,0]Correlat | 0.4433 |
| | S[1,0]SumAverg | 0.6166 | Perc50% | 0.4506 |
| | S[4,0]SumAverg | 0.5837 | WavEnLL-S-1 | 0.4593 |
| | S[1,1]SumDiffSqe | 0.4840 | S[0,2]InvDfMo | 0.4619 |
| | Kurtosis | 0.4773 | GrKurtosis | 0.4747 |
| | S[0,2]InvDfMom | 0.3789 | WavEnHL-S-1 | 0.4749 |
| | S[3,0]Correlat | 0.3699 | Skewness | 0.4868 |
| | S[0,2]SumAverg | 0.3678 | S[2,2]SumDiffSqs | 0.4880 |
| | S[1,-1]SumDiffSqs | 0.3625 | S[1,0]SumDiffSqs | 0.7917 |

Table 3. The best ten Fisher and POE + ACC features in 1% - 99% state.

| ROI1 | Texture Features parameters selection algorithms | Fisher | POE + ACC2 |
|------|--------------------------------------------------|--------|------------|
| Normalization | Feature Name | Value | Feature Name | Value |
| 1% - 99% | S[0,3]DifVarnc | 0.6931 | Perc50% | 0.4260 |
| | S[3,0]DifVarnc | 0.5730 | S[1,-1]InvDfMo | 0.4423 |
| | Kurtosis | 0.4773 | S[0,1]SumVarnc | 0.4581 |
| | S(3,0)Contrast | 0.4704 | S[4,0]Contrast | 0.4812 |
| | S(0,1)SumVarncc | 0.3818 | S[0,2]InvDfMo | 0.4831 |
| | 135dr-GLevNon | 0.3722 | S[0,3]DifVarno | 0.4857 |
| | S[3,0]InvDfMom | 0.3622 | S[2,2]SumAverg | 0.4898 |
| | S[3,0]Correlat | 0.3572 | S[2,0]InvDfMom | 0.4933 |
| | S[0,1]SumofSqs | 0.3318 | S[3,0]Correlat | 0.4937 |
| | S[0,2]InvDfMom | 0.3309 | WavEnLL-S-1 | 0.7708 |

Analyzing of parameters considered in two standard and nonstandard states. Standardization of parameters calculated by:

1Region of interest.
2Correlation Probability of classification error and average coefficient.
In this formula, \( X_i \) and \( X'_i \) are parameters before and after standardization. \( \mu \) is the mean value and \( \sigma \) is the standard deviation. The results of LDA analysis in three states of default state, 3 sigma, 1% - 99% listed in Table 4. According to Table 4, 1% - 99% normalization had the highest effect on results and standardization had no effect on results.

The result of NDA analysis in three states, without normalization, 3 sigma, 1% - 99% normalization listed in Table 5. In general, normalization raised the operation of NDA analysis. Standardization has no effect on NDA analysis except standardization reduces sensitivity in default mode and 1% - 99% normalization when using the POE + ACC algorithm.

ROC curves with the highest value of two analyses, LDA and NDA have been shown in Figures 1-3. The area under curves has been also calculated. The highest value of area under curve (AUC) belonged to NDA analysis.

4. Discussion

The primary objective to this study was to differentiate between atrophy of Alzheimer disease and atrophy of aging using MR imaging. 48 ROIs were evaluated. For each individual, two region of interest (ROI) was chosen in hippocampus region of coronal image (Figure 4).

Table 4. Differentiation performance results of the Alzheimer from normal aging via LDA^3.

| ROC analysis | Standardization | Feature reduction | Normalization schemes | Texture analysis Methods |
|--------------|-----------------|------------------|-----------------------|-------------------------|
| SN^4 (%)     | SP^4 (%)        |                  |                       |                         |
| 0.83         | 0.83            | S                | Fisher                |                         |
| 0.83         | 0.73            | NS               | Default               |                         |
| 0.77         | 0.73            | S                | POE + ACC             |                         |
| 0.77         | 0.75            | NS               |                        |                         |
| 0.86         | 0.75            | S                | Fisher                |                         |
| 0.86         | 0.705           | S                | 3 Sigma               | LDA with K-NN^7 classifier |
| 0.68         | 0.705           | NS               | POE + ACC             |                         |
| 0.68         | 0.88            | S                | Fisher                |                         |
| 0.83         | 0.88            | NS               | 1% - 99%              |                         |
| 0.705        | 0.75            | S                | POE + ACC             |                         |
| 0.705        | 0.75            | NS               |                        |                         |

^3Linear Discriminant analysis.
^4Specificity.
^5Standard.
^6Non-standard.
^7Nearest neighbor classifier.
Table 5. Differentiation performance results of the Alzheimer from normal aging via NDA.

| Methods | Normalization schemes | Feature reduction | ROC analysis | Standardization |
|---------|-----------------------|------------------|--------------|-----------------|
| NDA with ANN classifier | 3 Sigma | Fisher | Default | 1% - 99% |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |
| | 1% | POE + ACC | | NS |

Figure 1. ROC curve with the highest value of LDA and NDA analyses in classification of Alzheimer’s disease in early stages and atrophy of normal aging in default state.

1Nonlinear Discriminant Analysis.
2Specificity.
3Standard.
4Non-standard.
5Neural Network Classification.
Figure 2. ROC curve with the highest value of LDA and NDA analyses in classification of Alzheimer’s disease in early stages and atrophy of normal aging in 3 Sigma state.

Figure 3. ROC curve with the highest value of LDA and NDA analyses in classification of Alzheimer’s disease in early stages and atrophy of normal aging in 1% - 99% state.
Region of interest (ROI) was chosen in hippocampus region of coronal image.

Two feature reduction methods (Fisher and POE + ACC), two standard and non-standard states and two texture data analysis (LDA, and NDA) were provided per ROI case study. The results show that texture analysis differentiated atrophy of Alzheimer and atrophy of aging with high accuracy. The best parameters extracted from reduction feature algorithms (Fisher and POE + ACC) are generally Co-Occurrence Matrix. In LDA and NDA analyses, standardization has no effect on operation. NDA has the highest area under curve (AUC = 1) in 3 Sigma normalization by using fisher algorithm (Figure 5).

In the study by Sørensen et al. the classification capabilities of hippocampal texture were evaluated using Receiver Operating Characteristic (ROC) curves with the corresponding AUC as performance measure. Texture analysis had an AUC of 0.912 in discriminating NC vs AD and 0.764 between NC vs MCI. For the same groups, the AUC curves for volume analysis were 0.909 and 0.784 respectively [23]. Freeborough and Fox conducted the structural analysis of entire brain in 24 AD patients and 40 people in normal group with SN = 79%, ACC = 91% and SP = 100% [9] [19]. Simoes et al. carried out a similar study on MCI patients and the normal group (15 MCI patients and 15 healthy individuals (NC) and the results were as follows: SN = 85%, SP = 95% and ACC = 87% [20]. In this study, the highest value of SN and SP was 100 percent for LDA analysis in K-NN classification and NDA analysis in ANN classification. Jing Zhang et al., conducted the 3-dimensional analysis of the structure as a marker for Alzheimer diagnosis. The accuracy of structural analysis based on different ROI is variable from 64.3% to 964%. Classification accuracy of 1-NN for PCA and LDA analyses is relatively low (89.7% - 63.2%) but the accuracy of ANN classification is relatively high (98.5% - 92.6%) [3]. Present study is based on structure analysis for Alzheimer patients as a useful method in discriminating Alzheimer atrophy from aging atrophy. Structural analysis is able to observer the micro-structural changes in the structure and could be considered an effective method for Alzheimer analysis in early stages. The limitations of this study are as following; the
number of samples is low and requires more samples to be studied. The method of preparing the images could be different in each patient given the outside factors such as changes in magnetic field and errors related to the shaking or movement of the patient or the system and as a result affect the analyzed images.

5. Conclusion

The main advantage of this method is that it can be used as an auxiliary tool to improve accuracy of diagnosis of Alzheimer and requires no additional cost and time. These comparative results showed that the proposed CAD system has the potential to characterize and classify atrophy of Alzheimer’s disease and atrophy of aging.
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