Rydberg entangling gates in silicon
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In this paper we propose a Rydberg entangling gate scheme which we demonstrate theoretically to have an order-of-magnitude improvement in fidelities and speed over existing cold atom protocols. It requires a large Rabi frequency compared to the interaction strength, which is difficult in cold atoms, but natural in donors in silicon, where it could help overcome the strenuous requirements on atomic precision donor placement and substantial gate tuning, which so far has hampered scaling. Furthermore, the gate operation would be ultrafast, on the order of picoseconds. We calculate multivalley van der Waals, induced electric dipole and total Rydberg interactions for several donor species using the finite-element method and show that they are important even for low-lying excited states. We show that Rydberg gate operation is possible within the lifetime of donor excited states with 99.9% fidelity for the creation of a Bell state in the presence of decoherence.
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I. INTRODUCTION

Donor electron spin qubits in silicon are competitive in most of Di Vincenzo’s criteria for a quantum computer implementation: scalability (and complementary metal oxide semiconductor, CMOS, compatibility), high-fidelity initialization and readout, as well as extremely long coherence times [1–5]. However, published experimental results of entangling gates in silicon report only up to 86% [6] or 90% [7] Bell-state preparation fidelity. Moreover, entangling exchange interactions can change by orders of magnitude if the distance between orbital ground-state spins is varied by one lattice site [8]. Due to the impact on gate durations, this renders scaling challenging, as even hydrogen lithography cannot to date perform donor placement accurately to within a single silicon lattice site [9,10].

In this paper we draw on the analogy between donors trapped in the silicon lattice and alkali Rydberg atoms trapped in light fields [12] to propose a Rydberg entangling gate which is robust to variations in the interqubit distance, with theoretical fidelities up to 99.9% in phosphorus (Si:P), arsenic (Si:As), and ionized selenium (Si:Se+) donors in silicon. Existing protocols make different assumptions about three key inverse timescales: the rate of damping $T_1^{-1}$, the frequency of driving $\Omega$, and the strength of the blockade interaction $u$. Our gate relies on the enhancement of the Rabi frequency $\Omega$ and of the interactions $u$ between atoms in an orbital excited (Rydberg) state $|r\rangle$, which leads to rapid gate operations on the order of hundreds of picoseconds. We show that the theoretical fidelities achievable by our gate protocol are an order of magnitude higher than existing Rydberg atom schemes. This is because our gate allows for the excited-state interaction $u$ to be on the same order of magnitude as the Rydberg frequency $\Omega$ coupling one of the qubit levels $|1\rangle$ spin-selectively (see Fig. 1) to $|r\rangle$.

Specifically, we show here that while in cold atoms excitation to high-lying excited states is needed to induce strong dipole interactions, for donors in silicon the interactions generated by the low-lying excited states are large enough due to the large dielectric screening and small effective mass in silicon. We calculate electric (not magnetic [13]) dipole and van der Waals interactions between excited states. The finite-element method (FEM) enables quick and accurate calculations of large numbers of silicon donor wave functions of high-lying excited states (with or without an electric field) within the effective mass approximation, required for perturbation theory. To predict the fidelities we simulate the entangling gate operation in the presence of a finite excited-state lifetime $T_1$, assuming the dephasing time to be twice the decay time, and show that our proposal outperforms existing Rydberg schemes. By using the experimentally determined $T_1$ and our numerically determined $u$, we find that high fidelities independent of placement errors can be reached in silicon. Lastly, we show that this gate is robust to variations in donor energy levels (inhomogeneous broadening) and that it only requires tuning of a single independent parameter.
FIG. 1. Rydberg gate in silicon. (a) Illustration of the Rydberg entangling gate silicon quantum computer showing the global laser tuned to the |g⟩ → |r⟩ transition. The entangled qubit pair is selected by locally Stark shifting all other donors off resonance (red gates). Global gates (blue) enable use of induced dipolar interactions. Read-out devices can be placed on the layer below the one shown here. This scheme can be extended for a surface code quantum computer similarly to [11]. (b) The ground-state hyperfine levels are used as a qubit basis, with a higher-lying orbital excited state as |r⟩. (c) The interactions between two atoms in the excited state barely oscillate, leading to a distance-robust, two-qubit phase acquired after a Rabi cycle (residual oscillations are due to multivalley interference in the exchange interaction).

Rydberg entangling gates

Whereas previous gate schemes [14–16] (presented in Appendix A) required $\hbar/T_1 \ll \Omega < u$, our proposal only requires $\hbar/T_1 \ll \Omega, u$, allowing for much smaller gate durations and hence less probability of decay from |r⟩, leading to higher gate fidelities. This is because previous schemes were based on the blockade, in which the doubly excited state |rr⟩ is tuned out of resonance due to strong interactions induced by $\Omega \ll u$. Therefore the gate duration $\tau \sim 1/\Omega$ is limited to $\tau \gg 1/u$. In our protocol, due to $\Omega$ being on the same order of magnitude as $u$, the gate duration can be $\tau \sim 1/u$. We note that in cold atom platforms $\Omega \ll u$ is always given, such that our gate most likely does not yield substantial advantage. However, in the donor platform $u$ is the limiting parameter, leading to a substantial improvement.

The pulse sequence, represented in Fig. 2, consists of acting twice with a pulse with Rabi frequency $\Omega$ detuned from the |r⟩ transition on both donors simultaneously for a duration chosen such that the first pulse returns |01⟩ and |10⟩ to themselves. The phase $\xi$ of $\Omega$ is then chosen such that |11⟩ returns to itself after a second pulse of the same duration and Rabi frequency $\Omega$. During the two pulses, |11⟩ picks up a two-qubit phase due to the interactions in |rr⟩. Lastly, the detuning $\Delta$ is chosen such that the final phases of all two-qubit states implement a controlled phase gate. Global addressing enables parallel entangling gate operations as demonstrated in Ref. [16]. Conditions for a successful gate implementation are spin-selective excitation to |r⟩ (either leaving the |0⟩ − |r⟩ transition off resonance or forbidden by a selection rule) and $u, \Omega > \hbar/T_1$. In the following, we show that these two conditions can be fulfilled in both shallow and deep donors.

II. REALIZING A RYDBERG GATE IN SILICON

A. Spin-selective excitation to |r⟩

The singly ionized deep double donor selenium ($^{77}$Se$^+$) has a large hyperfine interaction in the ground state, giving rise to singlet S0 and triplet T0 states as the qubit basis with $T_1 = 4.6$ hours at around 2 K [17] and a lower bound on $T_2$ of 2 s at around 4 K [5]. For |r⟩ both the ± valley states of 1s$T_2\Gamma_7$ with $T_1 = 7.7$ ns around 4 K [17] and 2p0 can be used, as they are dipole-allowed spin-selective transitions with easily accessible excitation energies.

For the shallow donors Si:P, Si:As, antimony, and bismuth, the qubit can be encoded in the hyperfine S0 and T0 states with a T2 time exceeding 7 s at around 2 K and a splitting of around 117 MHz in zero field [3]. For |r⟩ we take the 2p0 state with a $T_1 = 0.235$ ns up to 5 K [22], which can be selectively addressed from the hyperfine ground states due to the negligible hyperfine splitting in the 2p0 state. An alternative could be using a two-photon excitation via the D0X level [3,19] or using micromagnets to emulate spin-orbit coupling for spin-selective excitation to the 2p0 state, as the larger extent of the 2p0 wave function would lead to a larger Zeeman splitting in |r⟩ than in |g⟩ [24]. Higher-lying states would give rise to larger $u$, at the cost of a smaller $\Omega$ or the need for a two-photon excitation, as is the case for cold atoms. For all proposals we have checked that $\Omega > \hbar/T_1$ is feasible with laser intensities below 1 W/μm², and we list their parameters in Table I, and having discussed that spin-selective excitation of orbital excited states is indeed possible, we now calculate the interactions between donors in |r⟩ to find $u$.

B. Rydberg interaction $u$

Entangling gate schemes in donors so far have focused on harnessing the highly oscillatory and exponentially decaying ground-state ferromagnetic exchange ($J$) [6,25]: this interaction is negligible in high-lying excited states of Rydberg atoms, where $u$ is dominated by the electric dipole interaction
Two-photon excitation via the D0x state could also be envisaged (d_{D0x} = 0.04 Debye and d_{D0x} = 0.003 Debye [19]). (d) We assume a conservative Coulomb interaction radiative T_1 = 1 ns. (e) From [20]. (f) From [17]. Photographs of direct luminescence direct T_1 = 7.7 ns [17] (may be limited by thermal phonons leaving room for improvements in T_1 [21]). (g) From [22]. Dominated by phonon-assisted relaxation. (h) From [17]. Limited by T_1. (i) From [23]. The sample was not isotopically pure, leaving room for improvements in T_2.

From this we get the intersite Coulomb electron-electron repulsion:

\[ W_{12} = \frac{V_0}{|r_1 - r_2|} \int dr_1 dr_2 |\psi_1(r_1)|^2 |\psi_2(r_2 - R)|^2, \]

where \( R = R_2 - R_1 \) is the separation vector between the two donors. The contribution from \( U_{\text{int}} \) corresponds to the on-site interaction, which can lead to antiferromagnetic superexchange which is negligible in our case. We do not include here electron-core interactions [26, 27], as they will cancel in the expression of the total interaction.

2. Ferromagnetic exchange coupling

The contributions from \( U_{\text{int}} \) can be rewritten, making use of Pauli matrix identities, into

\[ \sum_{i \neq j} \frac{U_{i,j}}{2}a_i^\dagger a_i a_j^\dagger a_j = -\sum_{i \neq j} U_{ijj} \left( \frac{\vec{S}_i \cdot \vec{S}_j}{2} + \frac{1}{4} \hat{n}_i \hat{n}_j \right). \]

It corresponds to the ferromagnetic exchange coupling. Note that for calculating the total interaction for the gate, we are only interested in the case where both spins are on resonance with the laser, so both spins are aligned. This leads to \( \vec{S}_i \cdot \vec{S}_j = \frac{1}{2} \hat{n}_i \hat{n}_j \). We refer to \( U_{ijj} \) as \( J_{ij} \) and we have

\[ J_{12} = \int dr_1 dr_2 \psi_1^\dagger(r_1) \psi_2^\dagger(r_2 - R) \frac{V_0}{|r_1 - r_2|} \psi_2(r_2 - R) \psi_1(r_1), \]

where \( R = R_2 - R_1 \) is the separation vector between the two donors. The leading correction to this electron-only model of donor interactions is given by dipole interactions.

3. Dipole-dipole interactions

Dipole moments of a state can be calculated as the derivative of the Stark shift of that state (which we study in more detail in Appendix D 2). Because donors do not have permanent dipole moments, they require electric fields in order to have dipole-dipole interactions, which take the form

\[ V_{dd} = -\sum_{n, l', j', m'} \langle n', l', j', m'|V_d|n, l, j, m \rangle, \]

where \( p_1 \) is the dipole moment of atom \( i, R \) is the interatomic distance, and \( n \) is the unit vector between the two donors.

4. Van der Waals

A dipole can furthermore be induced by the vacuum, leading to van der Waals forces, which are calculated in second-order perturbation theory of \( V_d \), forces

\[ V_{\text{vdw}} = \sum_{n', l', j', m'} \frac{\langle n', l', j', m'|V_d|n, l, j, m \rangle \times \langle n, l, j, m|V_d|n', l', j', m \rangle}{E_{n, l, j, m} - E_{n', l', j', m}}, \]

where \( \hat{n} \) is the single hopping element between neighboring sites.
The Hamiltonian we use in this problem therefore corresponds to
\[ H = \sum_{i,j} \frac{1}{2} \left( W_{ij} + V_{VdW,ij} - J_{ij} \right) \hat{n}_i \hat{n}_j. \]

In the presence of an electric field, \( W \) is dropped in favor of \( V_{Vdd} \), which becomes the leading contribution.

### C. Donor wave functions

In silicon, the six conduction-band minima lead to donor electron multivalley wave functions. Here, we calculate multivalley results for \( J \), electron-electron repulsion \( (W) \), and also \( V_{VdW} \) and the induced dipole interaction \( V_{Vdd} \) in the presence of an electric field. We employ the FEM to solve the Schrödinger equation exactly within effective mass theory:

\[ \left[ -\frac{\hbar^2}{2m^*} \nabla^2 + U_{imp}(r) + U_{cc}(r) + U_{E_f}(r) \right] \psi_i(r) = \epsilon_i \psi_i(r), \]

where \( U_{cc} \) is a central-cell potential for the \( S \) states, which have a non-negligible probability of being at the core, \( U_{E_f} \) is the electric field, \( \epsilon_i \) is the binding energy of the donor, and \( m^* \) is the effective mass of the electron in the silicon lattice. Then we couple the result into the six valleys. The FEM solves for any number of eigenstates, enabling a convergence check of perturbative calculations. For \( V_{VdW} \) interactions, we typically include \( \sim 40 \) states. Similarly, we obtain \( V_{Vdd} \) from the dipole moment, which we get from the slope of the multivalley Stark shift. This perturbatively calculated Stark shift does not contain contributions from the continuum, which we quantify by comparing to the single-valley energies directly generated by the FEM while varying \( U_{E_f} \) (see Appendix B). As the outermost donor electron is very weakly bound to the core, we set the maximally applicable electric field (which wouldn’t ionize \( |r\rangle \) during its lifetime) by generalizing the method in Ref. [28] to donors in silicon, see Appendix D1, consistent with experimental results.

### D. Rydberg interaction \( u \) results in donors

In the case of the entangling gate, we are interested in total Rydberg interaction \( u \), which corresponds to the energy difference between both donors being excited to the Rydberg state and none or only a single of the two being excited. We use the notation \( E_{|rr\rangle} \) for both spins being excited, \( E_{|rg\rangle} \) for one donor being excited, and the other remaining in the ground state and \( E_{|gg\rangle} \) for both donors in the ground state:

\[ E_{|rr\rangle} = W_{|rr\rangle} + V_{VdW,|rr\rangle} - J_{|rr\rangle}, \]
\[ E_{|rg\rangle} = W_{|rg\rangle}, \]
\[ E_{|gg\rangle} = W_{|gg\rangle}. \]

where, again, \( V_{Vdd} \) dominates \( W \) in the presence of an external electric field, and we neglected the extremely small contributions coming from \( V_{VdW} \) and \( J \) for \( |rg\rangle \) and \( |gg\rangle \). From these expressions we are able to obtain the expression for \( u \), the additional energy experienced by the atoms when they are doubly excited as opposed to singly excited:

\[ u = (E_{|rr\rangle} - E_{|rg\rangle}) - (E_{|rg\rangle} - E_{|gg\rangle}) \approx W_{|rr\rangle} - 2W_{|rg\rangle} + W_{|gg\rangle} - J_{|rr\rangle} + V_{VdW,|rr\rangle}, \]

\( J_{|gg\rangle}, V_{VdW,|gg\rangle}, V_{VdW,|rg\rangle}, J_{|rg\rangle} \) are negligible for the range of donor separations considered in this work.

Figure 3 shows all interactions between two 2\( p0 \) state Si:P or Si:As donors. The interaction energy is plotted as a map for the 2\( p0 \) and 1\( sT_2 \)\( \Gamma_7 \) states in Si:Se+ in Appendix C in Fig. 9. Contrary to the expectation from the ground orbital state and despite the small principal quantum number, both \( V_{VdW} \) and \( V_{Vdd} \) interactions are non-negligible. When two donors are aligned along the polarization and electric field axis as is shown in Fig. 3(a), \( V_{VdW} \) and \( V_{Vdd} \) dominate, with an
oscillatory contribution from J. When aligned along an axis perpendicular to the polarization, J and \( V_{\text{ciw}} \) dominate, with no oscillations due to the \( 2p0 \) state not showing multivalley oscillations in the plane perpendicular to the polarization axis.

We note that the contributions from J are very small. This means that donors residing on different sublattices (which heavily affects J but has only a small influence on other interaction types) has only a very small effect on \( u \), as will be seen in Fig. 5 in the following section. For the \( 1s^{2} \)\( G \) state in Si:Se+, however, the dipole interactions are less dominant and \( u \) is mainly given by J, as we show in Appendix C.

E. Full device operation

For a successful gate operation in a quantum computer, the interactions \( u \) need to be switchable without affecting the surrounding qubits. Selecting the qubit pair to be excited to \( |r\rangle \) requires Stark shifting the donors into resonance with the laser using electric fields [6,29], analogously to proposals for Rydberg atoms in optical lattices [30]. Single-qubit operations can be done in the same way using global microwave illumination [29]. In Fig. 3(b) we show our electrostatic simulation of the gate configuration sketched in Fig. 1(a). We found that the electric gate configuration sufficient for shifting donors off resonance would not create stray electric fields harmful to device operation, i.e., would not ionize the donors (see Fig. 10 in Appendix D).

In all donors and \( |r\rangle \) studied here, \( u \) is on the order of 1–10 meV, fulfilling \( u > \hbar / T_{1} \). Given a large enough laser power, the interaction scale sets the ultimate limit to gate operation times, enabling entangling gate durations of a fraction of a nanosecond, nine to ten orders of magnitude faster than the qubit lifetime.

III. FIDELITY OF BELL-STATE CREATION IN PRESENCE OF DECOHERENCE

In order to show that high-fidelity entangling gates are possible in silicon within the short donor lifetimes (summarized in Table I), we calculate the fidelity of Bell-state creation \( \mathcal{F} = \langle \Phi^{+} | \rho | \Phi^{+} \rangle \) for various donors in the presence of decoherence by entering the interactions \( u \) calculated in the previous section. To do this we model a two-donor system with the Hamiltonian [15]

\[
H = \sum_{i=1,2} \left( \frac{\Omega_{i}}{2} |1\rangle\langle r| + \frac{\Omega_{i}^{*}}{2} |r\rangle\langle 1| - \Delta_{i} |r\rangle\langle r| \right) + u |r\rangle_{1} \langle 1| \otimes |r\rangle_{2} \langle r|,
\]

and simulate the full pulse sequence for creating the Bell state \( |\Phi^{+}\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \) within a Markovian Lindblad master equation given by

\[
\dot{\rho} = -\frac{i}{\hbar} [H_{\text{eff}}, \rho] - \frac{1}{2} \sum_{j} L_{j} \rho L_{j}^{\dagger} + \sum_{j} L_{j} \rho L_{j}^{\dagger},
\]

where \( \rho \) is the two-donor density matrix (with each donor restricted to the states \( 0, 1, \) and \( |r\rangle \)), \( L_{j} \) are the jump operators describing decoherence and \( H_{\text{eff}} = H - \frac{i}{\hbar} \sum_{j} L_{j}^{\dagger} L_{j} \). We include dephasing between \( |1\rangle \) and \( |r\rangle \) with rate \( \gamma_{\text{de}} = 1/(2T_{1}) \) and spontaneous emission from the Rydberg state, with rate \( \gamma_{se} = 1/T_{1} \):

\[
L_{\text{de},1} = \sqrt{\gamma_{\text{de}}} \left( |r\rangle\langle r| - |1\rangle\langle 1| \right) \otimes 1,
\]

\[
L_{\text{de},2} = \sqrt{\gamma_{\text{de}}} [1 \otimes (|r\rangle\langle r| - |1\rangle\langle 1|)],
\]

\[
L_{\text{se},1} = \sqrt{\gamma_{\text{se}}} |1\rangle\langle 1| \otimes 1,
\]

\[
L_{\text{se},2} = \sqrt{\gamma_{\text{se}}} [1 \otimes |1\rangle\langle r|],
\]

where we assumed spontaneous emission does not bring \( |r\rangle \) to \( |0\rangle \), and we neglect decoherence processes between the qubit levels, as these are negligible on the timescale of a single two-qubit gate.

We solve the evolution for arbitrary decoherence rates and interactions and deduce the necessary interaction strength and Rabi frequency for a successful gate operation. We start in the initial state \( |\Psi_{0}\rangle = (|1\rangle + |0\rangle)/\sqrt{2} \otimes (|1\rangle + |0\rangle)/\sqrt{2} \) and entangle the two qubits by numerically solving the time evolution of the pulse sequence. Finally, we apply a single-qubit phase gate to rotate \( |\Phi^{+}\rangle \) [16]. We assume the latter to be perfect, i.e., we act with the appropriate unitary operator on the density matrix instead of simulating the pulse. We use the fidelity of creating \( |\Phi^{+}\rangle \), defined as \( \mathcal{F} = \langle \Phi^{+} | \rho | \Phi^{+} \rangle \) as a measure of how much decoherence alters the success of the gate.

In this paper we propose a “phase accumulation” variant of the “gate A” discussed in Jaksch et al. [15] and presented in Appendix A. To do so, we use the same pulse sequence as in the off-resonant blockade gate discussed in Levine et al. [16] and presented in Appendix A but reverse the reasoning—instead of tuning the gate time to the blockaded Rabi frequency, we use the unblockaded one, given by \( \tau = 2\pi / \sqrt{\Omega^{2} + \Delta^{2}} \). Hence, the states \( |01\rangle \) and \( |10\rangle \) return to themselves after a single Rabi pulse, as can be seen in Fig. 4. Accordingly, we tune the phase \( \xi \) such that the state \( |11\rangle \) returns to itself after the second pulse, accumulating a two-qubit phase due to the nonvanishing probability to populate \( |rr\rangle \), see Fig. 4.

That this proposal is advantageous compared to the blockade gates may seem counterintuitive at first due to the high loss rate from occupying \( |r\rangle \), as opposed to avoiding it with the blockaded regime. However, in this gate the condition \( \Omega < u \) is relaxed and hence the gate duration and hence the duration of occupation of \( |r\rangle \) can be much smaller compared to the blockade gates, therefore reducing again the loss from \( |r\rangle \) and increasing the fidelity.

We optimize the pulse sequence and find that the optimal Rabi frequency is proportional to the interaction strength. Furthermore, all other parameters are almost independent of the interaction strength. We obtain these results numerically by fixing \( \tau = 2\pi / \sqrt{\Omega^{2} + \Delta^{2}} \) and optimizing \( \Omega, \Delta, \xi \) for a given \( u/\gamma \), obtaining the optimal pulse parameters shown in Fig. 4. In the large interaction limit, we find

\[
\Omega/u = 1.45747,
\]

\[
\Delta/\Omega = 0.28757,
\]

\[
\xi = 1.5306.
\]
FIG. 4. Pulse sequence of proposed gate. (a) Bloch-sphere depiction of the dynamics of the states $|11\rangle$ and $|01\rangle$. The $|11\rangle$ state touches the Bloch sphere spanned by $|11\rangle$ and $|rr\rangle$ at times $(n/2)\tau$ with $n = 1, 2, 3, 4$. This is more clearly shown in (b), which depicts the state probabilities when starting in the initial state $|\psi(0)\rangle = (|0\rangle + |1\rangle) \otimes (|0\rangle + |1\rangle)/2$. (c) Optimized pulse parameters in the blockade-inspired off-resonant gate. Note the very weak dependence on the interaction strength.

Fidelities in the donor platform

In Fig. 5, we analyse the Bell-state creation fidelity for our proposal and its dependence on the sublattice, the Rabi frequency, and the inhomogeneous broadening. In Fig. 6, we compare the Bell-state creation fidelity as a function of the distance between donors for our proposal and for the previous schemes proposed in the context of the cold atom platform. Importantly, fidelities of approximately 99.9% can be reached. Moreover, the fidelity is only weakly dependent on distance such that placement errors as large as several nanometers make little difference. As can be seen on Fig. 5 and Fig. 6, the following are all well within the width of the “fidelity resonance”:

(i) Having both donors residing on different sublattices (which introduces large oscillations in the ferromagnetic exchange for schemes using ground-state interactions).

(ii) A displacement within the $2 \times 3$ lattice site physical limit on the precision placement of hydrogen lithography of Si:P [9].

(iii) A small diffusion out of plane (usually of around 2 nm for Si:P and 1 nm for Si:As [10]).

This result implies that a sample made with hydrogen lithography would not need tuning, assuming the interaction between donors as a function of distance is known, and for an ion-implanted sample, a rough scan of the sample with a scanning tunneling microscope (STM) after fabrication to determine the locations of the donors would suffice for finding good pulse parameters. Note that while placement insensitivity is stronger in the blockade gates, there is still an error introduced by $\Omega/u$, differing from the optimal value if $u$ varies.

Inhomogeneous broadening refers to a change in the excited-state energies due to a differing electrostatic environment of the donor, e.g., caused by randomly distributed silicon.
inhomogeneous broadening.

sublattices, diffusing out of plane (Si:As diffusion
donor placement. Experimental lifetime
of distance between donors shows that fidelities are insensitive to
gates. (b) Fidelity map (plotted for 95% and above) as a function
[32]. The fidelity is robust to donors belonging to different silicon
minimum separation for avoiding the molecular limit in the 2
region appears, diametrically opposed with regard to donor 1. 8-nm
Table I.
larger than the ones for the Jaksch
et al.
[16,31]. The Rabi frequency is set to the optimal value found for
et al.
[15,16] along with the protocol proposed in this
paper and the experimental data on alkali atoms in optical tweezers
[16,31]. The Rabi frequency is set to the optimal value found for
each. In particular, they are approximately one order of magnitude
larger than the ones for the Jaksch et al. [15] and Levine et al. [16] gates. (b) Fidelity map (plotted for 95% and above) as a function of
distance between donors shows that fidelities are insensitive to
donor placement. Experimental lifetime $T_1 = 235$ ps, as shown in
Table I. $|r⟩$ is the $2p_0$ state polarized along $|0,0,1⟩$. The same fidelity
region appears, diametrically opposed with regard to donor 1. 8-nm
minimum separation for avoiding the molecular limit in the $2p_0$ state
[32]. The fidelity is robust to donors belonging to different silicon
sublattices, diffusing out of plane (Si:As diffusion <1 nm [10]) or
inhomogeneous broadening.

isotopes. For the Si:P $1s - 2p + −$ transition, this effect can
result in a variation of excited-state energies by about 0.1 meV
as measured in Ref. [23]. In our gate scheme, not taking into
account this effect leads to an error in the detuning chosen
for the pulse. In order to check that this leads to insubstantial
changes in the gate fidelity, we plot the infidelity for a large
range of detunings around the optimal value in Fig. 5 for a
fixed Rabi frequency $\Omega = 1000\gamma$ (corresponding to 2.8 meV
for the Si:P lifetime, such that a variation of 0.1 meV in the
detuning corresponds to about 0.04$\Omega$). The fidelities are not
heavily affected, and we conclude that the gate does not need
tuning to account for inhomogeneous broadening.

IV. CONCLUSION

To conclude, we have proposed a Rydberg gate, adapted
to situations where Rabi frequency and interactions are of the
same magnitude. While this is challenging in cold atoms, we
have shown that they can be implemented in donors in silicon,
reaching fidelities of 99.9% and having a high tolerance for
donor placement error, opening the possibility to implement
entangling gates in solid-state quantum computers with ion
implantation [33]. The insensitivity to variations in the inter-
action strength and the inhomogeneous broadening not only
brings advantages for scalability, but also reduces fine tuning
in device operation and may therefore be advantageous for
other solid-state platforms. We emphasize that the physical
nature of the interactions is irrelevant, in particular, both ex-
change and dipolar interactions may be used. Acceptors do not
have multivalley oscillations [34] and would therefore be ideal
candidates for this robust gate implementation, as their dipolar
interactions may be large enough to obtain high fidelities
over extremely large areas, leading to a robust, long-range
etangling gate in the solid state.
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APPENDIX A: RYDBERG GATES IN THE PRESENCE
OF DECOHERENCE

First, we present the original resonant gate and its op-
timization [15]. Second, we present the recently proposed
ultrafast off-resonant blockade gate [16]. The gate we propose
and discuss in the main text shows much higher fidelities than
the two previous proposals.

1. Resonant blockade gate [15]

The resonant Rydberg blockade gate requires the qubits to be
individually addressable and the laser to be on resonance
with the orbital transition. The pulse sequence (cf. Fig. 7)
applies a $\pi$ pulse to the first atom, a $2\pi$ pulse to the second
atom, and a $\pi$ pulse to the first atom again. In the initial state
$|00⟩$ the pulse sequence has no effect on the qubits because the
$|0⟩$ state is off resonance with the laser. Due to the Rydberg
blockade, (11) acquires the same phase as $|10⟩$, as the second
atom cannot be excited to $|r⟩$, in total implementing the truth
table of a controlled-Z gate.

In the presence of a nonzero decoherence rate $\gamma$, there is
an optimum for the Rabi frequency $\Omega$: if $\Omega \approx \gamma$, the fidelity
is low because the pulses take too long; however, if $\Omega \approx u$, the
fidelity is also low as the blockade condition is not well ful-
filled. We hence optimize the Rabi frequency $\Omega$ to maximize
the fidelity $F$.

In Fig. 7 we show that this intuitive picture is correct, i.e.,
there is a clear optimum value for the Rabi frequency.
Interestingly, the optimal Rabi frequencies are rather large,
showing that the gate operation time should be as small as
possible to reduce loss from the excited state. This means that
the hierarchy of scales is given by $\gamma \ll \Omega < u$. Importantly
for the purposes of donor implementation, we also find that for
a given value of the Rabi frequency, the fidelity is only weakly
dependent on the exact value of $u$. For large $u$, a plateau is reached beyond which the fidelity does not increase due to decoherence processes then being the limiting factor. At this point, the Rabi frequency should be increased to increase fidelities further.

2. Off-resonant blockade gate [16]

In the improved blockade gate as presented and implemented in Ref. [16], only two global pulses with fixed detuning $\Delta \neq 0$ are needed. The pulse sequence proceeds as follows:

1. Evolve for time $\tau$ with $\Omega_1 = \Omega_2 = \Omega \exp(i \xi)$,
   followed by a single-qubit phase gate on both qubits [cf. Fig. 8(a)]. In the above sequence, the gate time $\tau$ is chosen such that the state $|11\rangle$ returns to itself after the first pulse, i.e., to the time corresponding to a blockaded $2\pi$ pulse, $\tau = 2\pi/\sqrt{2\Omega^2 + \Delta^2}$. Similarly, the phase $\xi$ of the laser in the second pulse is chosen such that the state $|01\rangle$ returns to itself after both pulses. Finally, the detuning $\Delta$ is chosen such that the phase acquired by both states differs by $\pi$ [in the sense that this phase difference remains after application of the global single-qubit phase gate, cf. Fig. 8(b)].

In the strongly interacting regime, the parameters were analytically calculated to be given by [16]

$$\frac{\Delta}{\Omega} = 0.377371,$$  \hspace{1cm} (A1)

$$\xi = 3.90242.$$ \hspace{1cm} (A2)

This leaves the Rabi frequency as a free parameter, which we optimize for a given interaction strength $u$ and decoherence rates $\gamma_{se}$ and $\gamma_{de} = 0.5\gamma_{se}$. Similarly to the resonant gate, we find a clear optimal Rabi frequency for a given interaction strength, which we show in Fig. 8 and find slightly higher fidelities than for the resonant gate (see main text).

A major limitation for both blockade gate proposals is the hierarchy of scales $\gamma \ll \Omega < u$, given by the requirement for the blockade condition to be fulfilled. This limits the maximum Rabi frequency, setting a lower bound for the gate duration and leaving more time for decoherence processes to kick in. Our calculation implies that the experiment in Ref. [16] operated very close to the optimal Rabi frequency, in part explaining their improvements over previous results.
APPENDIX B: FINITE-ELEMENT METHOD MULTIVALLEY WAVE FUNCTIONS

In the following we explain how to obtain multivalley wave functions of donor electrons in silicon, which result from coupling the hydrogenic wave functions (envelope functions) into the manifolds determined by the symmetry group of the system. The envelope wave functions can be obtained by solving the Schrödinger equation for hydrogen, with the appropriate effective mass. We do this using the finite-element method [35] (developed in engineering for numerically computing approximations to solutions to partial differential equations and recently applied to donors [35]).

In the effective mass approximation states that close to a band extrema, such as the conduction-band minimum, each electron can be described by a mean-field Hamiltonian (every electron experiences the same average periodic potential), which is that of a single free electron with a modified mass (the effective mass) in an impurity potential.

Silicon has a face-centered cubic lattice which leads to its Brillouin zone (its primitive cell in reciprocal space) being a truncated octahedron. The latter contains six square faces, the centers of which are called X points. The conduction-band minima in silicon are positioned at the X points and are all equivalent. Using the $k \cdot p$ method, the effective mass at a band extrema, such as the conduction-band minima, can be determined. The effective mass corresponds to the dispersion of the energy $E_k$ as a function of momentum $k$ ($E_k = \frac{\hbar^2}{2m^*}$). In silicon, the conduction-band minima are anisotropic: they are ellipsoids which lie along the axis linking the center of the Brillouin zone (Γ point) to the valley’s X point. In valley-specific coordinates, we set this to be the $z$ axis. The effective mass along $z$ is referred to as longitudinal $m^*_{\parallel} = 0.191m_e$, whereas along $x$ and $y$ it is transverse $m^*_{\perp} = 0.916m_e$, in reference to the conduction-band minimum ellipsoid, where $m$ is the mass of a free electron. The kinetic energy term in valley-specific coordinates is then

$$-rac{\hbar^2}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \gamma \frac{\partial^2}{\partial z^2} \right),$$

where $\gamma = m_{\parallel}/m_{\perp}$.

The impurity potential is the Coulomb potential of the proton, which at large distances can be approximated as a central-cell potential $V_{\text{imp}}(r)$, which takes the form of a $\delta$ function at the core and which we model using a Heaviside step function

$$V_{\text{imp}}(r) = -\frac{\hbar^2}{4\pi\epsilon_0\epsilon_r} \frac{e^2}{r},$$

where $e$ is the electron charge. However, the valley degree of freedom in multivalley semiconductors allows the wave functions to have a non-negligible probability of being at the core where the Coulomb approximation breaks down. To account for this, we add another potential to the Hamiltonian, widely referred to as the central-cell potential $U_{\text{cc}}(r)$, which takes the form of a $\delta$ function at the core and which we model using a Heaviside step function [36]. The value of the central-cell potential is determined using a bisection algorithm by requiring the energy of the solution of the FEM method to match the experimentally determined energies for the multivalley states.

It is also possible to add to the Hamiltonian the confining potential of an external electric field applied along the real-space $z$ axis (which corresponds to the $z$ axis in valley-specific coordinates), which is

$$E_f(r) = eE_fz.$$  

The Schrödinger equation, which we will simplify in the following, in the valley-specific coordinates where $z$ is the valley axis, is

$$\left[ -\frac{\hbar^2}{2m^*} \nabla^2 + V_{\text{imp}}(r) + U_{\text{cc}}(r) + E_f(r) \right] \psi(r) = \epsilon \psi(r).$$

The wave function is written

$$\psi(r) = F_i(r) \phi(k_j, r) \alpha_i.$$  

It is composed of the envelope function $F_i(r)$, where the indices $i$ run over the hydrogenic states; the Bloch wave function $\phi(k_j, r) = e^{-ik_j \cdot r} u_j(r)$, which is the product of a plane wave and a lattice periodic function $u_j(r)$, where $j$ runs over the six valleys; and lastly, a multivalley parameter $\alpha_i$ which couples the function into various manifolds according to the $T_d$ point group mentioned above. We use the finite-element method to obtain $F_i(r)$ and couple it to the Bloch wave function and into the multivalley manifolds in a second step. As all the conduction-band minima are equivalent, the solution to this Schrödinger equation suffices for all the manifolds representing the $T_d$ point group.

We write the Hamiltonian in the atomic units $a_B = 4\pi\epsilon_0\epsilon_R/\epsilon^2 m_e$ and $E_H = 4\pi\epsilon_0\epsilon_R/(h4\pi\epsilon_0\epsilon_R)^2$:

$$H = -\frac{E_H a_B^2}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \gamma \frac{\partial^2}{\partial z^2} \right) - \frac{E_H a_B}{\sqrt{x^2 + y^2 + z^2}} + U_{\text{cc}}(x, y, z) + E_F(x, y, z).$$

We make four steps to simplify the Hamiltonian to improve FEM convergence:

(i) Transform to an anisotropic frame where $z^\prime = \sqrt{z}$ to have a symmetrized Hamiltonian.

(ii) Transform to spherical polar coordinates (the kinetic energy has spherical symmetry so this is allowed).

(iii) Choose the wave function $F_{i,m}(r) = e^{im\phi} \tilde{f}_{i,m,\mu}(r, \theta) = e^{im\phi} \tilde{Y}_{j,m,\mu}(r, \theta)$, where $m$ is the magnetic quantum number, to obtain a 2D Hamiltonian.

(iv) Transform the semi-infinite plane to a finite rectangle (tangent space) $r = r_0 \tan \eta$ with $\eta \in [0, \pi/2]$ and $r_0$ a scaling factor which is best chosen comparable to the wave function of interest [35] for a compressed Hamiltonian. $\tilde{Y}_{j,m,\mu}(r, \theta)$ becomes $y_{j,m,\mu}(\eta, \theta)$.

The boundary conditions are then that the wave function must decay at infinity, which corresponds to $\alpha \to 0$ and $\alpha \to \frac{\pi}{2}$:

$$y(0, \theta) = y(\pi/2, \theta) = 0.$$  

Additionally, for wave functions with parity and magnetic quantum numbers of opposite parity $y(\eta, \pi - \theta)$;
We transform the six functions of the tetrahedral point group into the effective three valleys by taking the Bloch wave function into account and using trigonometric identities to couple two valleys of opposite sign, each with a plane-wave factor $e^{-ik_ix}$ into one with $\sin^2 \theta$ if the manifolds have an even total sign or $2k_ix$ if it is odd. For the $1sT_2\Gamma_7$ state, for example:

$$F_i(x)e^{-ik_ix}(1, -1, 0, 0, 0, 0) = F_i(x)e^{-ik_ix} - F_i(x)e^{-ik_x} = 2i \sin 2k_ix F_i(x).$$

We then normalize the wave functions.

### APPENDIX C: RYDBERG BLOCKADE RESULTS FOR Si:Se+ DONORS

We study the interactions between two ionized selenium (Si:Se+) donors in silicon to find out whether they might be good candidates for Rydberg gates. Si:Se+ donors have direct transitions in the infrared regime, and their optical characteristics have been studied for decades and have recently undergone renewed interest in the context of providing a spin-photon interface for the silicon platform [17].

As can be seen in Fig. 9, oscillations in the exchange energy can be seen when the donors are aligned along the polarization axis [Figs. 9(a) and 9(d)] but not when perfectly aligned along the axis perpendicular to the polarization...
APPENDIX D: ELECTRIC FIELDS

1. Ionization rates

The ionization rate for a hydrogen atom in an excited state is given in [28] to be

$$\frac{1}{\tau} = n^{-3} [n_2! (n_2 + |m|)]^{-1} \left( \frac{n^3 E_f}{4} \right)^{-2n_2 - |m| - 1} e^{3(n_1 - n_2) \frac{2\gamma}{\omega}}$$

(D1)

with $n, m, n_1,$ and $n_2$ are the principal, magnetic, and parabolic quantum numbers, respectively (in this paper we consider the 2p$0$ state, which has $n_1 = 1, n_2 = 0$), and $E_f$ is the applied electric field strength in atomic units. We scale the results for the hydrogen atom by using experimental results acquired by [38] on Si:P in the ground state to determine the atomic units for the electric field used in Eq. (D1). For an atom in the ground state Eq. (D1) reduces to

$$\frac{1}{\tau} = \frac{\omega \alpha}{\bar{F}} \exp \left[ -\frac{\alpha}{\bar{F}} \right]$$

(D2)

originally given in [39], with $\alpha = 4\sqrt{2m_0 E_f^3/3\hbar}$ the atomic field and $\omega = 12E_b/\hbar$, where $E_b$ is the binding energy, $e$ is the electron mass, and $m_t$ is the tunneling mass. The tunneling mass depends on the direction in which the electric field is applied, with the [111] direction yielding the slowest tunneling times [38]. The 2D Hamiltonian which enables us to use the FEM for investigating induced dipolar interactions in this paper requires us to consider applying the electric field along [100]. The minimum ionization rate is given by the Bohr period $\tau_B = 2\pi\hbar/E_b$ [38], on the order of $10^{-13}$ s for Si:P and $10^{-14}$ s for Si:Se$+$.

The results of these formula comply with experimental results for the Si:P 1sA state [38]. The classical ionization threshold for Si:P 2p$0$ is at 0.28 V/μm. In order to reduce the ionization probability during the 2p$0$ lifetime of 235 ps, we can see from Fig. 10 that the electric field should be on the order of 0.2 V/μm.

The results for the theoretically calculated ionization rates for Si:Se$+$ can be found in Fig. 10. The 2p$0$ result was obtained by inserting the 1sA $\alpha$ and $\omega$ values into Eq. (D1). The result for 1sT$2$ ($n_1 = 0, n_2 = 0$) coincides with the result obtained when calculating $\alpha$ and $\omega$ from the binding energy of 1sT$2$ and directly using Eq. (D2). In order to reduce the ionization probability during the 1sT$2$ experimentally measured lifetime of 7.7 ns, we can see from Fig. 10 that the electric field should be on the order of 8 V/μm for 1sT$2$ and 1 V/μm for 2p$0$. In effect, these electric fields yield negligible dipolar forces, as can be seen from Fig. 3.

2. Stark shifts

In this paper we propose a simple way to calculate the exact single-valley Stark shift of donors using the FEM by including a slope corresponding to the electric field in the Schrödinger equation in Eq. (B4). This single-valley Stark shift enables us to check our multivalley, perturbatively calculated Stark shift because it includes contributions from the continuum. This is only possible for a field applied along the polarization axis as, when applied perpendicular the Schrödinger equation, it no longer reduces to a 2D Hamiltonian.

Multivalley oscillations are on the same scale as the single-valley wave function for the singly ionized donor Se$+$. In which the valence electron is tightly pulled in towards the core. All Stark shifts are plotted in Fig. 11 and are very close in magnitude for both methods, single valley or multivalley, for electric fields smaller than the ionizing electric fields for the donor-excited-state lifetimes previously determined.

The perturbatively calculated single-valley calculations include single $s$ states with no central-cell corrections (ccc) in the 2p$0$ calculations and with a ccc for the 1sT$2$ calculation.
in order to be able to compare directly to the FEM results. We can see both results are close, despite the perturbative results not including contributions from the continuum. The multivalley calculations include, for the ground as well as for higher-lying s states, A, E, and T manifolds, each with their own ccc.

For the 2p0 states of both donors, the main contributing state is 2s in the single-valley case, and 2sE and 2sA in the multivalley case. For Se+ 1sT2Γ2 in both single and multivalley cases, the main contributions to the Stark shift parallel to the polarization of the state come from the p0 states and perpendicular to the polarization comes from the p+ states.

Considering these Stark shifts, with laser linewidths below 0.1 meV and Rabi frequencies on the order of 1 meV, small electric fields would suffice to shift the donors on and off resonance. Large fields could even be applied to all the ground-state donors not contributing to the gate to fully ensure they are off-resonance with the laser exciting to the Rydberg state, because ground-state donors can resist far larger fields than the excited states, which have a short lifetime and higher ionization probabilities.

3. Stray electric fields

In this section we show that the stray electric fields from the gates local to the surrounding donors (Stark shifting them off resonance with the laser) do not interfere with the gate operation. In order to reduce the probability of the laser exciting a transition, the detuning must be increased proportional to the Rabi frequency, for example, for a 0.1 probability, \( \Delta = 4 \Omega \). For realistic Rabi frequencies between 10^8 and 10^11 Hz, depending on the experimental laser power, this sets an upper bound on \( \Delta \) of around 0.4 meV.

The 2p0 state in Si:P ionizes in relatively small fields, as can be seen in the previous section entitled Ionization rates and Stark shifts. A 0.4-meV Stark shift would require an electric field of 0.5V/μm, which we calculated using the multivalley perturbation theory method described in that section.

As is shown in the figure in the main text, we use the finite-element method to solve for the electric fields in the proposed geometry. We find that if the left local gates of donors not participating in the entangling operation are held at –0.0025 V and the right ones at 0.0025 V, with the gates surrounding the central donors all held at 0 V, and the top global gate at –0.015 V and the bottom one at 0.015 V, then the donors not participating in the entangling operation will get shifted off resonance with the laser with a field of 0.5V/μm, and the two donors participating in the readout, in the case of Si:P 2p0 being chosen as |r⟩, will get a small field parallel to the interdonor axis due to the global gates, of around 0.18 V/μm, which will not ionize them within the excited-state lifetime but will induce dipolar interactions. We conclude that with this proposed geometry, there are no unwanted stray electric fields.
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