Soliton resolution and asymptotic stability of $N$-soliton solutions for the defocusing mKdV equation with finite density type initial data
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Abstract

We consider the Cauchy problem for the defocusing modified Korteweg-de Vries (mKdV) equation with finite density type initial data. With the $\bar{\partial}$ generalization of the nonlinear steepest descent method of Deift and Zhou, we extrapolate the leading order approximation to the solution of mKdV for large time in the solitonic space-time region $|x/t+4| < 2$, and we give bounds for the error which decay as $t \to \infty$ for a general class of initial data whose difference from the non-vanishing background possesses a fixed number of finite moments. Our results provide a verification of the soliton resolution conjecture and asymptotic stability of $N$-soliton solutions for mKdV equation with finite density type initial data.
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1 Introduction

We investigate the Cauchy problem for the defocusing modified Korteweg-de Vries (mKdV) equation with finite density initial data

$$q_t + q_{xxx} - 6q^2q_x = 0, \quad (x,t) \in \mathbb{R} \times \mathbb{R}^+, \quad (1.1)$$

$$q(x,0) = q_0(x) \rightarrow \pm 1, \quad x \rightarrow \pm \infty. \quad (1.2)$$

The mKdV equation arises in various of physical fields, such as acoustic wave and phonons in a certain anharmonic lattice [1, 2], Alfén wave in a cold collision-free plasma [3], meandering ocean currents [4], hyperbolic surfaces [5], and Schottky barrier transmission [6].

There is much work on the study of various mathematical properties for the mKdV equation. Here we cite only those that are closed to our consideration. In the early 1980s, the inverse scattering theory was applied to solve the mKdV equation and investigate long time asymptotics for the mKdV equation. For example, Wadati investigated the focusing mKdV equation with zero boundary conditions and derived simple-pole, double-pole and triple-pole solutions [7, 8]. Recently Zhang and Yan has studied the $N$-soliton solutions for focusing and defocusing mKdV equations with nonzero boundary conditions [9]. Segur and Ablowitz investigated the long-time behavior of solutions of the defocusing mKdV with given Schwartz initial data without consideration of solitons [10]. Deift and Zhou developed nonlinear steepest descent method and obtained the long-time asymptotic behavior of the defocusing mKdV equation with the Schwartz initial data [11]. This approach was further developed into a $\bar{\partial}$ steepest descent method by McLaughlin and Miller to analyze asymptotic of orthogonal polynomials with non-analytical weights [12, 13]. Later Dieng and McLaughlin
used it to study the defocusing NLS equation under essentially minimal regularity assumptions on finite mass initial data [14]. Boutet de Monvel et al. studied the initial boundary value problem of defocusing mKdV equation on the half line by using the Fokas method [15]. For the weighted Sobolev initial data, Chen and Liu et al. has studied the long-time asymptotic behavior of defocusing mKdV equation with zero boundary conditions without consideration of solitons [16]. However, for defocusing mKdV equations with nonzero boundary conditions, soliton solutions will appear due to empty discrete spectrum for finite mass initial data. It is necessary to consider affect of soliton solutions when we study long time asymptotic behavior, which naturally require a more detailed necessary description to obtain the long-time asymptotics of the defocusing mKdV equation.

Our goal in this paper is to give detailed asymptotic analysis for the defocusing mKdV equation (1.1) with finite density type initial data in different space-time solitonic regions. We investigate the asymptotic stability and soliton resolution for the mKdV equation (1.1) for the region $|x/t + 4| < 2$, in which there are no phase points on the real axis. For the case $|x/t + 4| > 2$, we will consider in our subsequent paper [24]. The soliton resolution conjecture is one of the most interesting phenomenon observed for solutions of nonlinear dispersive PDEs. It is widely believed that for many dispersive equations, solutions with generic initial data should eventually resolve into a finite number of solitons, moving at different speeds, plus a radiative term. For most dispersive evolution equations this is a wide open and active area of research [17–19]. The situation is somewhat better understood in the integrable system where the inverse scattering transform gives one much stronger control on the behavior of solutions than purely analytic techniques [20–22].

This paper is organized as follows. In Section 2, we get down to the spectral analysis on the Lax pair. For initial data $q_0(x) \pm 1 \in L^{1,1}(\mathbb{R})$, the analyticity, symmetries and asymptotics of the Jost functions were discussed by Zhang and Yan [9]. However in our paper, to ensure reflection coefficient $r(z) \in H^1(\mathbb{R})$, we need $q_0(x) \pm 1 \in H^{4,4}(\mathbb{R})$ and further show much strong properties for Jost functions and scattering data such as differentiability and Lipschitz continuity. In Section 3, we investigate the symmetries and asymptotic behaviors of the scattering data. For initial data $q_0(x) \pm 1 \in H^{4,4}(\mathbb{R})$, we show that the reflection coefficient $r(z) \in H^1(\mathbb{R})$, which satisfies the additional estimates for sequential studies. It is shown that the zeros of $a(z)$ are simple and finite. In Section 4, we set up a Riemann-Hilbert (RH) problem for a sectionally meromorphic function $m(z)$ comprised by the Jost solutions.
and the scattering data. The reconstruction formula between \( m(z) \) and the potential \( q(x,t) \) of the mKdV equation (1.1) is further given. In Section 5, we use the \( \bar{\partial} \) generalization of Deift-Zhou steepest descent procedure to get the long-time asymptotic of the mKdV equation (1.1) by a series of transformation. In section 5.1, we give the distributions of phase points and the signature table of \( \text{Re}(2i\theta) \). In section 5.2, we introduce a set of conjugations and interpolations transformation, such that \( m^{(1)}(z) \) becomes a standard RH problem. In section 5.3, according to the factorization of the jump matrix of the RH problem on the real line, we introduce some appropriate extensions to deform the jumps onto contours in the plane on which they are asymptotically small. While \( \bar{\partial} \) derivatives satisfy particular bounds. In section 5.4, by ignoring the \( \bar{\partial} \)-component of \( m^{(2)}(z) \), we get a conjugation of the RH problem corresponding to the \( N \)-soliton modified scattering data. In section 5.5, we consider the asymptotic behavior of \( N \)-soliton solutions by using a small norm theorem. In Section 5.6, we prove the existence of \( m^{(3)}(z) \) and its asymptotic estimate its size according to the bounds on the \( \bar{\partial} \)-derivatives. Finally, in Section 6, summing up the estimates yields the proof of the main theorems.

2 Spectral analysis on the Lax pair

We denote \( \mathbb{C}^\pm = \{ z \in \mathbb{C} : \pm \text{Im} z > 0 \} \) and \( \mathbb{R}^+ = (0, \infty) \), and introduce the Japanese bracket \( \langle x \rangle = \sqrt{1 + |x|^2} \). The normal spaces \( L^{p,s}(\mathbb{R}) \) is defined with \( \| q \|_{L^{p,s}(\mathbb{R})} = \| \langle x \rangle^s q \|_{L^{p,s}(\mathbb{R})} \); \( W^{k,p}(\mathbb{R}) \) is defined with \( \| q \|_{W^{k,p}(\mathbb{R})} = \sum_{j=0}^k \| \partial^j q \|_{L^p(\mathbb{R})} \); \( H^k(\mathbb{R}) \) is defined with \( \| q \|_{H^k(\mathbb{R})} = \| \langle x \rangle^k \hat{q} \|_{L^2(\mathbb{R})} \), where \( \hat{u} \) is the Fourier transform of \( u \), and \( H^{k,k}(\mathbb{R}) = L^{2,k}(\mathbb{R}) \cap H^k(\mathbb{R}) \).

The defocusing mKdV equation (1.1) admits the following Lax pair

\[
\frac{\partial \psi}{\partial x} = X \psi, \quad \frac{\partial \phi}{\partial t} = T \psi,
\]

(2.1)

where \( \psi = \psi(x,t;\lambda) \) is a matrix eigenfunction, \( \lambda \in \mathbb{C} \) is the spectra parameter, and

\[
X = X(x,t;\lambda) = i\lambda \sigma_3 + Q;
\]

\[
T = T(x,t;\lambda) = 4\lambda^2 X - 2i\lambda(z)\sigma_3(Q_x - Q^2) + 2Q^3 - Q_{xx},
\]

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\[
Q(x,t) = \begin{pmatrix} 0 & q(x,t) \\ q(x,t) & 0 \end{pmatrix}.
\]
Taking \( q(x, t) = \pm 1 \) in the Lax pair \((2.1)\), we get the spectral problems

\[
\frac{\partial \phi^\pm}{\partial x} = X^\pm \phi^\pm, \quad \frac{\partial \phi^\pm}{\partial t} = T^\pm \phi^\pm,
\]

with

\[
X^\pm(x, t; z) = i\lambda \sigma_3 + Q^\pm, \quad T^\pm(x, t; z) = (4\lambda^2 + 2)X^\pm, \quad Q^\pm = \pm \sigma_1.
\]

The spectral problems \((2.2)\) have a solution

\[
\phi^\pm(z; x, t) = Y^\pm e^{it\theta(z; x, t)}\sigma_3,
\]

where

\[
Y^\pm = I \mp \frac{1}{z} \sigma_2, \quad \det Y^\pm = 1 - \frac{1}{z^2},
\]

\[
\theta(z; x, t) = \zeta(z) \left[ \frac{x}{t} + 4\lambda(z)^2 + 2 \right],
\]

and \(\lambda\) and \(\zeta\) are functions of uniformization variable \(z\)

\[
\lambda = \frac{1}{2} \left( z + \frac{1}{z} \right), \quad \zeta = \frac{1}{2} \left( z - \frac{1}{z} \right).
\]

We define the Jost solutions of Lax pair \((2.1)\) with the following asymptotics

\[
\psi^\pm(z; x, t) \sim \phi^\pm(z; x, t), \quad x \to \pm\infty,
\]

and making transformation

\[
\mu^\pm(z; x, t) = \psi^\pm(z; x, t)e^{-it\theta(z; x, t)}\sigma_3,
\]

then \(\mu^\pm(z; x, t)\) satisfy the Volterra integral equation

\[
\mu^\pm(z; x, t) = \begin{cases} 
Y^\pm(z) + \int_{\pm\infty}^x Y^\pm(z)e^{i\zeta(z)(x-y)\sigma_3}[Y^{-1}_\pm(z)\Delta Q^\pm(y, t)\mu^\pm(z; y, t)]dy, & z \neq \pm 1, \\
Y^\pm(z) + \int_{\pm\infty}^x [I + (x-y)(Q^\pm \pm i\sigma_3)]\Delta Q^\pm(y, t)\mu^\pm(z; y, t)dy, & z = \pm 1,
\end{cases}
\]

where \(\Delta Q^\pm = Q - Q^\pm\).

Define \(\mu_1^\pm(z; x, t)\) and \(\mu_2^\pm(z; x, t)\) as the 1st and 2nd column of \(\mu^\pm(z; x, t)\). Below we just take a quick review on the some propositions for the Jost functions \(\mu_1^\pm(z; x, t)\), which can be shown in similar way to the reference \([23]\).
Proposition 2.1. Given \( n \in \mathbb{N}_0 \), let \( q + 1 \in L^{1,n+1}(\mathbb{R}) \), \( q' \in W^{1,1}(\mathbb{R}) \).

- For \( z \in \mathbb{C} \setminus \{0\} \), \( \mu_1^+(z;x,t) \) and \( \mu_2^-(z;x,t) \) can be analytically extended to \( \mathbb{C}^+ \) and continuously extended to \( \mathbb{C}^+ \cup \Sigma \); \( \mu_1^-(z;x,t) \) and \( \mu_2^+(z;x,t) \) can be analytically extended to \( \mathbb{C}^- \) and continuously extended to \( \mathbb{C}^- \cup \Sigma \).

- The map \( q \to \frac{\partial^n}{\partial x^n} \mu_1^+(z) \) (\( i = 1, 2, n \geq 0 \)) are Lipschitz continuous, specifically, for any \( x_0 \in \mathbb{R} \), \( \mu_1^+(z) \) and \( \mu_2^+(z) \) are continuously differentiable mappings:
  \[
  \partial^n \mu_1^+(z) : \mathcal{C}^- \setminus \{0\} \to L^\infty_{loc}(\mathcal{C}^- \setminus \{0\}, C^1((\infty, x_0], C^2) \cap W^{1,\infty}((\infty, x_0], C^2)), \tag{2.5}
  \]

\( \mu_1^+(z) \) and \( \mu_2^+(z) \) are continuously differentiable mappings:
  \[
  \partial^n \mu_2^+(z) : \mathcal{C}^- \setminus \{0\} \to L^\infty_{lloc}(\mathcal{C}^- \setminus \{0\}, C^1([x_0, \infty), C^2) \cap W^{1,\infty}([x_0, \infty), C^2)), \tag{2.6}
  \]

- Let \( K \) be a compact neighborhood of \( \{-1, 1\} \) in \( \mathcal{C}^+ \setminus \{0\} \). Set \( x^+ = \max\{x, 0\} \), then there exists a \( C \) such that for \( z \in K \) we have
  \[
  |\mu_1^+(z) - (1, z^{-1})^T| \leq C|x^-|e^{C \int_0^\infty (y-x)(y-1)dy}q_1\|\tilde{q} - \tilde{q}\|_{L^{1,1}(x, \infty)}, \tag{2.9}
  \]

i.e., the map \( z \to \mu_1^+(z) \) extends as a continuous map to the points \( \pm 1 \) with values in \( C^1([x_0, \infty), C) \cap W^{1,\infty}([x_0, \infty), C) \) for any preassigned \( x_0 \in \mathbb{R} \). Moreover, the map \( q \to \mu_1^+(z) \) is locally Lipschitz continuous from:
  \[
  L^{1,1}(\mathbb{R}) \to L^\infty(\mathcal{C}^+ \setminus \{0\}, C^1([x_0, \infty), C) \cap W^{1,\infty}([x_0, \infty), C)). \tag{2.10}
  \]

Analogous statements hold for \( \mu_2^+ \) and for \( \mu_j^- \) (\( j = 1, 2 \)). Furthermore, the maps \( z \to \partial^n \mu_1^+(z) \) and \( q \to \partial^n \mu_1^+(z) \) also satisfy:
  \[
  |\partial^n \mu_1^+(z)| \leq F_n((1 + |x|)^{n+1}\|q - 1\|_{L^{1,n+1}(x, \infty)}), \quad z \in K. \tag{2.11}
  \]

The following proposition gives the asymptotic of the Jost solutions.

Proposition 2.2. Suppose that \( q + 1 \in L^{1,n+1}(\mathbb{R}) \) and \( q' \in W^{1,1}(\mathbb{R}) \). Then as \( z \to \infty \), with \( \text{Im } z \geq 0 \) we have
  \[
  \mu_1^+(z) = e_1 + \frac{1}{z} \left( -i \int_x^\infty (q^2 - 1)dx \right) + O(z^{-2}), \tag{2.12}
  \]
  \[
  \mu_2^-(z) = e_2 + \frac{1}{z} \left( i \int_x^\infty (q^2 - 1)dx \right) + O(z^{-2}), \tag{2.13}
  \]
and for Im $z \leq 0$ as $z \to \infty$ we have

$$\mu_1^{-}(z) = e_1 + \frac{1}{z} \left( -i \int_{-i}^{\infty} (q^2 - 1) dx \right) + O(z^{-2}),$$

(2.14)

$$\mu_2^{-}(z) = e_2 + \frac{1}{z} \left( i \int_{-i}^{\infty} (q^2 - 1) dx \right) + O(z^{-2}),$$

(2.15)

For $z \in \mathbb{C}^+$, as $z \to 0$, we have

$$\mu_1^{+}(z) = -\frac{i}{z} e_2 + O(1), \quad \mu_2^{+}(z) = -\frac{i}{z} e_1 + O(1);$$

(2.16)

for $z \in \mathbb{C}^-$, as $z \to 0$, we have

$$\mu_1^{-}(z) = \frac{i}{z} e_2 + O(1), \quad \mu_2^{-}(z) = \frac{i}{z} e_1 + O(1);$$

(2.17)

**Proposition 2.3.** Let $q \mp 1 \in L^{1,n+1}(\mathbb{R})$ and $q' \in W^{1,1}(\mathbb{R})$, then

1. For $z \in \mathbb{C} \setminus \{0\}$, both of the matrix-valued functions

$$\psi^\pm(z) = (\psi_1^\pm(z), \psi_2^\pm(z)) = (\mu_1^\pm(z), \mu_2^\pm(z)) e^{it\theta(z)\sigma_3}$$

(2.18)

are singular solutions of (2.1) and

$$\det \psi^\pm(z) = 1 - z^{-2}. \quad (2.19)$$

2. For $z \in \mathbb{C}^+ \setminus \{0\}$, the Jost functions $\psi_j^\pm (j = 1, 2)$ satisfy the symmetries

$$\psi_1^\pm(z) = \sigma_1 \psi_2^\pm(z), \quad \psi_2^\pm(z) = \sigma_1 \psi_1^\pm(z). \quad (2.20)$$

$$\psi_1^\mp(z) = \overline{\psi_1^\pm(-z)}, \quad \psi_2^\mp(z) = \overline{\psi_2^\pm(-z)}. \quad (2.21)$$

$$\psi_1^\pm(z) = \frac{i}{z} \psi_2^\mp(z), \quad \psi_2^\pm(z) = \pm \frac{i}{z} \psi_1^\mp(z). \quad (2.22)$$

The columns of $\psi^\pm(z; x, t)$ and $\psi^\mp(z; x, t)$ satisfy the linear relation

$$\psi^\pm(z; x, t) = \psi^\mp(z; x, t) S(z), \quad S(z) = \left( \begin{array}{c} a(z) \\ b(z) \\ \overline{b(z)} \\ \overline{a(z)} \end{array} \right), \quad z \in \mathbb{R} \setminus \{\pm 1, 0\} \quad (2.23)$$

**3 The Scattering map**

We use the scattering coefficients $a(z)$ and $b(z)$ to define the reflection coefficient

$$r(z) = \frac{b(z)}{a(z)}. \quad (3.1)$$

The following proposition provides some essential properties of $a(z)$ and $b(z)$.
Proposition 3.1. Let \( q \neq 1 \in L^{1,n+1}(\mathbb{R}) \) and \( q' \in W^{1,1}(\mathbb{R}) \), then

1. The scattering coefficients can be expressed by the Jost functions as
   \[
   a(z) = \frac{\det[\psi_1^+, \psi_2^-]}{1 - z^{-2}}, \quad b(z) = \frac{\det[\psi_1^-, \psi_1^+]}{1 - z^{-2}}.
   \] (3.2)

   Thus it can be seen that \( a(z) \) extends analytically to \( z \in \mathbb{C}^+ \) while \( b(z) \) and \( r(z) \) are defined only for \( z \in \mathbb{R} \setminus \{\pm 1, 0\} \).

2. The scattering data satisfy the following symmetries:
   \[
   S(z) = \overline{S(-\bar{z})}; \quad S(z) = -\sigma_2 S(z^{-1})\sigma_2.
   \] (3.3)

3. For each \( z \in \mathbb{R} \setminus \{\pm 1, 0\} \),
   \[
   |a(z)|^2 - |b(z)|^2 = 1.
   \] (3.4)

   In particular, for \( z \in \mathbb{R} \setminus \{\pm 1, 0\} \), we have
   \[
   |r(z)|^2 = 1 - \frac{1}{|a(z)|^2} < 1.
   \] (3.5)

4. The scattering data have the asymptotics
   \[
   \lim_{z \to \infty} (a(z) - 1)z = i \int_{\mathbb{R}} (q^2 - 1)dx, \quad z \in \mathbb{C}^+, \quad (3.6)
   \]
   \[
   \lim_{z \to 0} (a(z) + 1)z = i \int_{\mathbb{R}} (q^2 - 1)dx, \quad z \in \mathbb{C}^+, \quad (3.7)
   \]
   \[
   |b(z)| = O(|z|^{-2}), \quad \text{as } |z| \to \infty, \quad z \in \mathbb{R}, \quad (3.8)
   \]
   \[
   |b(z)| = O(|z|^2), \quad \text{as } |z| \to 0, \quad z \in \mathbb{R}. \quad (3.9)
   \]

   So that
   \[
   r(z) \sim z^{-2}, \quad |z| \to \infty; \quad r(z) \sim 0, \quad |z| \to 0. \quad (3.10)
   \]

Although Proposition 3.1 gives conditions on \( q \) to ensure that the Jost functions \( \psi_{\pm} \) are continuous for \( z \to \pm 1 \), these points are still the simple poles of the scattering coefficients \( a(z) \) and \( b(z) \) on account of the vanishing of denominators in (3.2). Meanwhile, their residues are proportional: the symmetry (2.22) demonstrates that \( \psi_1^-(\pm 1) = \pm i\psi_2^- (\pm 1) \), which in turn gives

\[
 a(z) = \frac{\pm a_+}{z + 1} + O(1), \quad b(z) = \frac{ia_-}{z + 1} + O(1),
\] (3.11)
where
\[ a_\pm = \frac{1}{2} \det[\psi_1^+(\pm 1), \psi_2^-(\pm 1)]. \]

On this occasion, the reflection coefficient is still bounded at \( z = \pm 1 \) and we have
\[ \lim_{z \to \pm 1} r(z) = \mp i. \]

(3.12)

The next lemma shows that, given data \( q_0 \) with sufficient smoothness and decay properties, the reflection coefficients will also be smooth and decaying.

**Proposition 3.2.** For given \( q \mp 1 \in L^{1,2}(\mathbb{R}), q' \in W^{1,1}(\mathbb{R}) \), we then have \( r(z) \in H^1(\mathbb{R}) \).

**Proof.** Proposition 2.1 and (3.2) indicate that \( a(z) \) and \( b(z) \) are continuous when \( z \in \mathbb{R} \setminus \{\pm 1, 0\} \). Then \( r(z) \) is continuous when \( z \in \mathbb{R} \setminus \{\pm 1, 0\} \). From (3.10) and (3.12) we know that \( r(z) \) is bounded in the small neighborhood of \( \{\pm 1, 0\} \) and \( r(z) \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). Then we just need to prove that \( r'(z) \in L^2(\mathbb{R}) \). For \( \delta_0 > 0 \) sufficiently small, from Proposition 2.1 the maps
\[ q \to \det[\psi_1^+(z), \psi_2^-(z)] \quad \text{and} \quad q \to \det[\psi_1^-(z), \psi_1^+(z)] \]
are locally Lipschitz maps from
\[ \{q : q' \in W^{1,1}(\mathbb{R}) \text{ and } q \in L^{1,n+1}(\mathbb{R})\} \to W^{n,\infty}(\mathbb{R} \setminus (-\delta_0, \delta_0)) \text{ for } n \geq 0. \]

(3.14)

Actually, \( q \to \psi_1^+(z,0) \) is, by Proposition 2.1, a locally Lipschitz map with values in \( W^{n,\infty}(\mathbb{R} \setminus D(0, \delta_0), \mathbb{C}^2) \). For \( q \to \psi_2^-(z,0) \) and \( q \to \psi_1^-(z,0) \) the same is true. These and (3.6)-(3.9) imply that \( q \to r(z) \) is a locally Lipschitz map from the domain in (3.14) into
\[ W^{n,\infty}(I_{\delta_0}) \cap H^n(I_{\delta_0}), \]
where \( I_{\delta_0} = \mathbb{R} \setminus ((-\delta_0, \delta_0) \cup (1-\delta_0, 1+\delta_0) \cup (-1-\delta_0, -1+\delta_0)) \). Now fix \( \delta_0 > 0 \) sufficiently small such that the 3 intervals \( \text{dist}(z, \{\pm 1\}) \leq \delta_0 \) and \( |z| \leq \delta_0 \) have no intersection. In the complement of their union
\[ |\partial_z^j r(z)| \leq C_{\delta_0}(z)^{-1} \text{ for } j = 0, 1, \]
(3.16)

it’s analogous for the other Jost functions, and the discussion above. In the following, we will just prove the boundedness of \( r(z) \) in the small neighborhood of \( z = 1 \).
Let $|z - 1| < \delta_0$. Then using the definition of $a_+$ we have
\[
r(z) = \frac{b(z)}{a(z)} = \frac{\det[\psi_1^+, \psi_1^-]}{\det[\psi_2^+, \psi_2^-]} = \frac{\int_1^z F(s) ds - 2ia_+}{\int_1^z G(s) ds + 2a_+},
\]
where
\[
F(s) = \partial_s \det[\psi_1(s), \psi_1^+(s)], \quad G(s) = \partial_s \det[\psi_1^+(s), \psi_1^-(s)].
\]
From (3.2) we know that
\[
(z^2 - 1)a(z) = z^2 \det[\psi_1^+, \psi_2^-].
\]
While $a_+ = 0$ implies that $\det[\psi_1^+, \psi_2^-]|_{z=1} = 0$, differentiating (3.20) at $z = 1$ we get
\[
2a(1) = \partial_z \det[\psi_1^+, \psi_2^-]|_{z=1} = G(1).
\]
With $|a(1)|^2 = 1 + |b(1)|^2 \geq 1$, we have $G(1) \neq 0$. It follows that the derivative $r'(z)$ is bounded around 1.

The same proof holds at $z = -1$. At $z = 0$ we can use the symmetry $r(z^{-1}) = -\bar{r}(z)$ to infer that $r(z)$ vanished. It follows that $r'(z) \in L^2(\mathbb{R})$.

**Remark 3.1.** The smoothness and decay properties of the reflection coefficient required in the proof of the above theorem, which depend on the hypotheses on $q_0$, are proved in Sec.3. Explicitly, as $q_0 \mp 1 \in H^{k,k}$ with $k = 2$ we have the result that $r \in L^2(\mathbb{R})$ and $\|\log(1 - |r|^2)\|_{L^p(\mathbb{R})} < \infty$ for $p \geq 1$; as $k = 3$ we have $q_0 \mp 1 \in L^{1,2}(\mathbb{R})$ which in turn shows that $r(z) \in H^1(\mathbb{R})$ and we can also elicit that the quantity of the discrete spectrum is finite under this assumption; while $k = 4$ is demanded only when we bound the $\bar{\partial}$ derivatives of the extensions of the reflection coefficient.

We also have the following proposition, whose proof can be found in [23].

**Proposition 3.3.** For any initial data $q_0$ such that $q_0 \mp 1 \in H^{2,2}$ the reflection coefficient satisfies
\[
\|\log(1 - |r|^2)\|_{L^p(\mathbb{R})} < \infty \text{ for any } p \geq 1.
\]
Now we give the discrete spectrum. Suppose that \( a(z) \) has finite \( N \) simple zeros \( z_k, k = 0, \cdots, N - 1 \) on \( D_1 = \{ z \in \mathbb{C}^+: \text{Im} z > 0, \text{Re} z \geq 0 \} \), then from the symmetries (3.3) we know that the discrete spectrum can be expressed as

\[
Z = \{ z_k, \bar{z}_k, -\bar{z}_k, -z_k \}_{k=0}^{N-1}.
\]

When \( z_k = -\bar{z}_k \), the corresponding four zeros \( \{ z_k, \bar{z}_k, -\bar{z}_k, -z_k \} \) degenerate into two zeros \( \{-i, i\} \), which corresponds to solitons. We further classify these discrete spectrum as

\[
Z_1 = \{ z_k \}_{k=0}^{N-1}, \quad Z_2 = \{ -\bar{z}_k \}_{k=0}^{N-1}, \quad Z^+ = Z_1 \cup Z_2, \quad Z = Z^+ \cup \overline{Z^+},
\]

where \( \overline{Z^+} \) formed by the complex conjugates of \( Z^+ \). The discrete spectrum can be seen in Figure 1.

In the following we will prove that the zeros of \( a(z) \) are simple, finite and all distribute on the circle \( |z| = 1 \). From the symmetries of \( \psi^\pm(z) \) we know that there exists a constant \( \gamma_k \in \mathbb{C} \) such that

\[
\psi_1^+(z_k) = \gamma_k \psi_2^-(z_k), \quad \psi_2^+(z_k) = \gamma_k \psi_1^-(z_k), \quad \psi_1^-(z_k) = \gamma_k \psi_2^+(\bar{z}_k), \quad \psi_2^-(z_k) = \gamma_k \psi_1^+(\bar{z}_k),
\]

where \( \gamma_k \) is called the connection coefficient associated with the discrete spectral point \( z_k \).

We can further show that
Proposition 3.4. Let \( q \neq 1 \in L^{1,2}(\mathbb{R}) \). Then the zeros of \( a(z) \) are simple and finite.

Proof. First we prove that the zeros of \( a(z) \) in \( D_1 \) are simple and finite.

From (2.1) we can get that \( X \) is self-adjoint, so that \( \lambda \in \mathbb{R} \). Then

\[
\text{Im} \, \lambda = \frac{|z|^2 - 1}{2|z|^2} \text{Im} \, z = 0, \tag{3.24}
\]

from which we can obtain \( |z|^2 = 1 \) directly. So that all the zeros of \( a(z) \) are distribute on the real axis and the unit circle. The functions

\[
f_k^\theta = |\partial_k^\lambda \det[\psi_1^+(e^{i\theta}), \psi_2^-(e^{i\theta})]|, \quad k = 0, 1 \tag{3.25}
\]

are continuous for \( \theta \in [0, \pi/2] \). If \( z = 1 \) is an accumulation points, according to the Bolzano-Weierstrass theorem, there exist sequences \( \theta_j^{(k)} \), \( k = 0, 1 \), with \( \lim_{j \to \infty} \theta_j^{(k)} = 0 \) and \( f_k(\theta_j^{(k)}) = 0 \) for each \( j \). It then follows that \( a(z) = a(1) \) as \( z \to 1 \). This contradicts the fact that \( |a(z)|^2 \geq 1 \) for \( z \in \mathbb{R} \setminus \{0, \pm 1\} \). The proof when \( z = -1 \) is an accumulation point is the same.

From the symmetries of \( \Psi^\pm \), we have

\[
\begin{align*}
\psi_1^+(z_k)^{-1} &= \bar{\gamma}_k \psi_2^+(z_k^{-1}), & \sigma_1 \psi_2^+(z_k^-1) &= \bar{\gamma}_k \sigma_1 \psi_1^+(z_k^{-1}), \\
\psi_1^-(z_k) &= \bar{\gamma}_k \psi_2^-(z_k),
\end{align*}
\]

which show that \( \gamma_k = \bar{\gamma}_k \), this is to say, \( \gamma_k \in \mathbb{R} \). Note that \( q \neq 1 \in L^{1,1}(\mathbb{R}) \) implies \( \frac{\partial a}{\partial \lambda} \) exists and we have from (3.2)

\[
\frac{\partial a}{\partial \lambda} \bigg|_{z=z_k} = \frac{\det[\partial_\lambda \psi_1^+, \psi_2^-] + \det[\psi_1^+, \partial_\lambda \psi_2^-]}{1 - z^{-2}} \bigg|_{z=z_k}. \tag{3.26}
\]

Using (2.1) we find that

\[
\frac{\partial}{\partial x} \det[\partial_\lambda \psi_1^+, \psi_2^-] = \det[X_\lambda \psi_1^+, \psi_2^-] + \det[X \partial_\lambda \psi_1^+, \psi_2^-] + \det[\partial_\lambda \psi_1^+, X \psi_2^-] = i \det[\sigma_3 \psi_1^+, \psi_2^-],
\]

and

\[
\frac{\partial}{\partial x} \det[\lambda \psi_1^+, \partial_\lambda \psi_2^-] = \det[\psi_1^+, X_\lambda \psi_2^-] + \det[X \psi_1^+, \partial_\lambda \psi_2^-] + \det[\psi_1^+, X \partial_\lambda \psi_2^-] = i \det[\psi_1^+, \sigma_3 \psi_2^-]
\]
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where the cancellation in each equality follows from \( \text{adj}X = -X \). Recalling that at each \( z_k \) the columns are linearly dependent according to (3.23) and decay exponentially as \( |x| \to \infty \).

\[
\det[\partial_\lambda \psi_1^+, \psi^-_2] = i\gamma_k \int_x^\infty \det[\sigma_3 \psi^-_2 (z_k, s), \psi^-_2 (z_k, s)] ds,
\]
\[
\det[\psi_1^+, \partial_\lambda \psi^-_2] = i\gamma_k \int_x^\infty \det[\sigma_3 \psi^-_2 (z_k, s), \psi^-_2 (z_k, s)] ds
\]

The zeros of \( a(z) \) are simple, finite and restricted to the unit circle. As \( a(z) \) is analytic in \( \mathbb{C}^+ \), and approaches unity for large \( z \). Then we have the trace formula

\[
a(z) = \prod_{n=0}^{N-1} \frac{(z - z_n)(z + \bar{z}_n)}{(z - \bar{z}_n)(z + z_n)} \exp \left( -\frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - |r(s)|^2) ds \right),
\]

(3.27)

where as \( z_n = i \), the item \( \frac{(z - z_n)(z + \bar{z}_n)}{(z - \bar{z}_n)(z + z_n)} \) degenerate to \( \frac{z - i}{z + i} \).

4 Set up of the Riemann-Hilbert problem

For \( z \in \mathbb{C} \setminus \mathbb{R} \), for \( q(x, t) \) the solution of (1.1), and for \( \mu^+_j (z; x, t) \) \((j = 1, 2)\) the Jost functions we set

\[
m(z) = m(z; x, t) = \begin{cases} \left( \frac{\mu^+_1 (z; x, t)}{a(z)}, \mu^-_2 (z; x, t) \right), & z \in \mathbb{C}^+, \\ \left( \mu^-_1 (z; x, t), \frac{\mu^+_2 (z; x, t)}{a(z)} \right), & z \in \mathbb{C}^- \end{cases}
\]

(4.1)

**Proposition 4.1.** We have the following symmetries for \( m(z) \)

\[
m(z) = \sigma_1 m(\bar{z}) \sigma_1, \quad m(z) = m(-\bar{z}), \quad m(z^{-1}) = zm(z) \sigma_2.
\]

(4.2)

**Proposition 4.2.** Assume \( q \equiv 1 \in L^{1,2}(\mathbb{R}) \) and \( q'(x) \in W^{1,1}(\mathbb{R}) \), we have the following asymptotics of \( m(z) \) as \( z \to \infty \) and \( z \to 0 \):

\[
\lim_{z \to \infty} z(m(z) - I) = \begin{pmatrix} -i \int_x^\infty (q^2 - 1) dx & iq \\ -iq & i \int_x^\infty (q^2 - 1) dx \end{pmatrix},
\]

(4.3)

\[
\lim_{z \to 0} z(m(z) - \sigma_2) = \begin{pmatrix} iq & -i \int_x^\infty (q^2 - 1) dx \\ i \int_x^\infty (q^2 - 1) dx & -iq \end{pmatrix}.
\]

(4.4)

The above propositions indicate that \( m(z; x, t) \) satisfies the following Riemann-Hilbert problem.
RHP 4.1. Find a $2 \times 2$ matrix valued function $m(z; x, t)$ such that

1. $m(z)$ is meromorphic for $z \in \mathbb{C} \setminus \mathbb{R}$.

2. $m(z)$ has the following asymptotics

   \[ m(z; x, t) = I + O(z^{-1}), \quad z \to \infty, \]
   \[ zm(z; x, t) = \sigma_2 + O(z), \quad z \to 0. \]

3. The non-tangential limits $m_{\pm}(z; x, t) = \lim_{C_{\pm} \ni z' \to z} m(z'; x, t)$ exist for any $z \in \mathbb{R} \setminus \{0\}$ and satisfy the jump relation

   \[ m_{+}(z; x, t) = m_{-}(z; x, t)V(z) \]

   \[ V(z) = \begin{pmatrix} 1 - |r(z)|^2 & -r(z)e^{2it\theta(z)} \\ r(z)e^{-2it\theta(z)} & 1 \end{pmatrix} \]

   where $\theta(z) = \zeta(z)\{x/t + 4\lambda^2(z) + 2\}$.

4. $m(z; x, t)$ has simple poles at points $Z = \mathcal{Z}^+ \cup \overline{\mathcal{Z}^+}$ with residues satisfying

   \[
   \begin{align*}
   \text{Res}_{z = z_k} m(z; x, t) &= \lim_{z \to z_k} m(z; x, t) \begin{pmatrix} 0 & 0 \\ c_k(x, t) & 0 \end{pmatrix}, \\
   \text{Res}_{z = \bar{z}_k} m(z; x, t) &= \lim_{z \to \bar{z}_k} m(z; x, t) \begin{pmatrix} 0 & \bar{c}_k(x, t) \\ 0 & 0 \end{pmatrix}, \\
   \text{Res}_{z = -z_k} m(z; x, t) &= \lim_{z \to -z_k} m(z; x, t) \begin{pmatrix} 0 & 0 \\ -c_k(x, t) & 0 \end{pmatrix}, \\
   \text{Res}_{z = -\bar{z}_k} m(z; x, t) &= \lim_{z \to -\bar{z}_k} m(z; x, t) \begin{pmatrix} 0 & -c_k(x, t) \\ 0 & 0 \end{pmatrix},
   \end{align*}
   \]

   where

   \[
   c_k(x, t) = \frac{\gamma_k(0)}{a'(z_k)} e^{-2it\theta(z_k)} = c_k e^{-2it\theta(z_k)}, \]

   \[
   c_k = \frac{\gamma_k(0)}{a'(z_k)} = \frac{2z_k}{\int_{\mathbb{R}} |\psi_2'(z_k; x, 0)|^2 dx} = z_k |c_k|. \]

The potential $q(x, t)$ is found by the reconstruction formula, see Proposition 4

\[ q(x, t) = \lim_{z \to \infty} izm_{21}(z; x, t). \]

While the $N$-solitons are potentials corresponding to the case when $r(z) \equiv 0$. 
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Figure 2: Plots of the distributions for phase points: (a) $\xi < -6$, (b) $-6 < \xi < 6$, (c) $\xi > -6$. The red curves show the $\text{Re}\theta'(z) = 0$, and the green curves show the $\text{Im}\theta'(z) = 0$. The intersection points are the saddle points which express $\theta'(z) = 0$.

5 The long time asymptotic analysis

In this section, we will give two important operations for the sake of using the $\bar{\partial}$ steepest method to do the long time analysis: Interpolate the poles through converting them to jumps with small closed loops enclosing each pole; The factorization of the jump matrix along the real axis is used to deform the contours onto those on which the oscillatory jump on the real axis convert to exponential decay.

5.1 Stationary phase points and decay domains

Long-time asymptotic behavior of RHP 4.1 is influenced by decay/growth of oscillatory terms $e^{\pm 2it\theta(z)}$ and phase points of $\theta(z)$. Let $\xi = x/t$, direct calculation gives

$$\theta'(z) = \frac{3}{2}z^2 + \frac{\xi + 3}{2z^2} + \frac{3}{2z^4} + \frac{\xi + 3}{2},$$

from which we can get six phase points. Except to $z = \pm i$, there are also four phase points, whose distribution is as follows.

- For the case $-6 < \xi < -2$, there is no phase point on real axis $\mathbb{R}$ corresponding to Fig. 2(b), which will be discussed by this paper;

- For the cases $\xi < -6$ and $\xi > -2$, four phase points are local on real axis $\mathbb{R}$ and imaginary axis $\mathbb{R}$ respectively corresponding to Fig. 2(a) and Fig. 2(c), which were discussed by our paper [24]. The distributions of stationary phase points are shown in Fig. 2.
The decay/growth of oscillatory terms $e^{\pm 2it\theta(z)}$ is determined by the sign of $\text{Re}(2it\theta(z))$. The decaying regions of $\text{Re}(2it\theta(z))$ are shown in Fig. 3.

![Figure 3](image)

Figure 3: Signature table of $\text{Re}(2it\theta(z))$ with different $\xi$: (a) $\xi < -6$, (b) $-6 < \xi < -2$, (c) $\xi > -2$. In the purple region, $\text{Re}(2i\theta) < 0$, while in the white region, $\text{Re}(2i\theta) > 0$. The purple dotted lines are the critical lines.

### 5.2 Interpolation and conjugation

The second step is done by a well known factorization of the jump matrix $V(z)$

$$
V(z) = \begin{pmatrix}
1 - |r(z)|^2 & -r(z)e^{2it\theta(z)} \\
r(z)e^{-2it\theta(z)} & 1
\end{pmatrix} = B(z)T_0(z)B(z)^{-\dagger},
$$

where

$$
B(z) = \begin{pmatrix}
r(z) & 0 \\
1 - |r(z)|^2 & e^{-2it\theta}
\end{pmatrix},
T_0(z) = (1 - |r|^2)^{\sigma_3},
B(z)^{-\dagger} = \begin{pmatrix}
1 & -\overline{r(z)}e^{2it\theta} \\
0 & 1 - |r(z)|^2
\end{pmatrix},
$$

and $A^\dagger$ denotes the Hermitian conjugate of $A$. That is to say, the leftmost term in the factorization can be deformed into $\mathbb{C}^-$ and the rightmost into $\mathbb{C}^+$, while the middle term remains on the real axis. This deformation is helpful when the factors into regions in which the corresponding off-diagonal exponentials $e^{\pm 2i\theta}$ are decaying. We first introduce the pole interpolate.

By simple calculation, we find that on the unit circle the phase appearing in the residue conditions satisfies

$$
\text{Re}(2it\theta(z)) = -2t \sin \omega [\xi + 2 + 4 \cos^2 \omega],
$$

where $\omega$ is the argument of $z = e^{i\omega}$ on the unit circle.

For $-6 < \xi < -2$, let $\xi_0 = \sqrt{-\frac{\xi+2}{4}}$, then it follows that the poles $z_k \in \mathbb{Z}_1$ are naturally split into three sets: those for which $\text{Re}(z_k) > \xi_0$, corresponding to a connection coefficient $c_k(x,t) = c_k e^{-2it\theta(z_k)}$ which is exponentially decaying as $t \to \infty$; those for which $0 \leq$
\text{Re}(z_k) < \xi_0$, which have growing connection coefficients; and the singleton case \text{Re}(z_k) = \xi_0 in which the connection coefficient is bounded in time (see Fig. 3(b)). Given a finite set of discrete data $Z = Z^+ \cup \overline{Z^+}$, fix $\rho > 0$ small enough and

$$\rho < \frac{1}{2} \min \left\{ \min_{z_j, z_k \in Z^+} |\text{Re}(z_j - z_k)|, \min_{z_k \in Z^+} |\text{Im}(z_k)| \right\}$$

(5.3)

We partition the subscription set $H = \{0, 1, \cdots, N - 1\}$ into the pair of sets

$$\triangle = \{k : \text{Re}(z_k) > \xi_0\}, \quad \nabla = \{k : 0 \leq \text{Re}(z_k) \leq \xi_0\}.$$  

(5.4)

Besides, we define

$$\Lambda = \{k : |\text{Re}(z_k) - \xi_0| < \rho\},$$

(5.5)

then the sets $|z - z_j| \leq \rho$ are pairwise disjoint, and $\Lambda = \varnothing$ or $\Lambda = \{j_0\}$ for some one $j_0 \in H$.

Define the function

$$T(z) = T(z; \xi) = -\prod_{k \in \triangle} \frac{(z - z_k)(z + \overline{z_k})}{(zz_k - 1)(zz_k + 1)} \exp \left( -\frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - |r(s)|^2)(\frac{1}{s - z} - \frac{1}{2s})ds \right).$$

(5.6)

**Proposition 5.1.** The function $T(z; \xi)$ is meromorphic in $\mathbb{C} \setminus \mathbb{R}$ with simple poles at $\overline{z_k}$ and $-z_k$, and simple zeros at $z_k$ and $-\overline{z_k}$ such that $\text{Re}(z_k) > \xi_0$ and satisfies the following jump condition

$$T_-(z; \xi) = T_+(z; \xi)(1 - |r(z)|^2), \quad z \in \mathbb{R}.$$  

(5.7)

Additionally, the following propositions also hold:

- $T(z)$ has the following symmetries

$$\overline{T(z; \xi)} = T^{-1}(z; \xi) = T(z^{-1}; \xi) = T(-z; \xi);$$

(5.8)

- As $z \to \infty$,

$$T(\infty; \xi) = \lim_{z \to \infty} T(z; \xi) = \prod_{k \in \triangle} (-|z_k|^2) \in \mathbb{R},$$

(5.9)

and $|T(\infty, \xi)| = 1$;

- As $z \to \infty$, we have the asymptotic expansion:

$$T(z; \xi) = T(\infty; \xi) \left( I - \frac{1}{z} \sum_{k \in \triangle} 4i \text{Im}(z_k) - \frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - |r(s)|^2)ds \right);$$

(5.10)
\[ \frac{a(z)}{T(z; \xi)} \] is holomorphic in \( \mathbb{C}^+ \) and there is a \( C(q_0) \) such that
\[
\left| \frac{a(z)}{T(z; \xi)} \right| < C(q_0) \text{ for } z \in \mathbb{C}^+. \tag{5.11}
\]

Additionally, the ratio extends as a continuous function on \( \mathbb{R}^+ \), with \( \left| \frac{a(z)}{T(z; \xi)} \right| = 1 \) for \( z \in \mathbb{R} \).

**Proof.** The first proposition is easy to prove, we begin from the second one. When \( z \to \infty \), we have
\[
\prod_{k \in \Delta} \frac{(z-z_k)(z+\bar{z}_k)}{(z\bar{z}_k-1)(z\bar{z}_k+1)} = \prod_{k \in \Delta} \frac{1}{z_k} \left( \frac{z-z_k}{z-z_k^\ast} \right) = \prod_{k \in \Delta} (-1) \in \mathbb{R}
\]
with \( \frac{1}{s^2} - \frac{1}{z^2} \to -\frac{1}{z^2} \) and \( \int_\mathbb{R} \frac{\log(1-|r(s)|^2)}{2s} ds = 0 \), we get the second proposition. The third proposition is simple computations from the second. Finally, consider the ratio \( \frac{a(z)}{T(z)} \), from the trace formula (3.27) for \( a(z) \) we have
\[
\frac{a(z)}{T(z)} = -\prod_{k \in \nabla} \frac{(z-z_k)(z+\bar{z}_k)}{(z-\bar{z}_k)(z+z_k)}.
\tag{5.12}
\]
All the factors in the r.h.s have absolute value \( \leq 1 \) for \( z \in \mathbb{C}^+ \). Obviously the function (5.12) extends in a continuous way to \( \mathbb{R}^+ \) where it has absolute value 1.

Then we get down to the interpolations and conjugations introduced at the beginning of this section. We first give the interpolation function \( G(z) \):

- As \( j \in \Delta \setminus \Lambda \),
\[
G(z) = \begin{cases} 
\begin{pmatrix} 1 & -\frac{(z-z_j)e^{2i\theta(z_j)}}{c_j} \\ 0 & 1 \end{pmatrix}, & |z - z_j| < \rho, \\
\begin{pmatrix} 1 & \frac{(z+\bar{z}_j)e^{2i\theta(z_j)}}{c_j} \\ 0 & 1 \end{pmatrix}, & |z + \bar{z}_j| < \rho, \\
\begin{pmatrix} 1 & 0 \\ -\frac{(z-\bar{z}_j)e^{-2i\theta(z_j)}}{c_j} & 1 \end{pmatrix}, & |z - \bar{z}_j| < \rho, \\
\begin{pmatrix} 1 & 0 \\ \frac{(z+\bar{z}_j)e^{-2i\theta(z_j)}}{c_j} & 1 \end{pmatrix}, & |z + \bar{z}_j| < \rho;
\end{cases}
\tag{5.13}
\]
As \( j \in \nabla \setminus \Lambda \),

\[
G(z) = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
-\bar{c}_j e^{-2i\theta(z_j)} & 1
\end{pmatrix}, & |z - z_j| < \rho, \\
\begin{pmatrix} 1 & 0 \\
e^{-2i\theta(z_j)} & 1
\end{pmatrix}, & |z + \bar{z}_j| < \rho, \\
\begin{pmatrix} \frac{1}{z-z_j} & 0 \\
0 & \frac{1}{z+\bar{z}_j}
\end{pmatrix}, & |z - \bar{z}_j| < \rho, \\
\begin{pmatrix} 1 & 0 \\
e^{2i\theta(z_j)} & 1
\end{pmatrix}, & |z + z_j| < \rho;
\end{cases}
\]

(5.14)

Elsewhere, \( G(z) = I \).

We introduce the following transformation which converts the poles into jumps on small contours encircling each pole

\[
m^{(1)}(z) = T(\infty)^{-\sigma_3} m(z) G(z) T(z)^{\sigma_3}.
\]

(5.15)

Consider the following contour,

\[
\Sigma^{(1)} = \mathbb{R} \cup \left\{ \bigcup_{j \in H \setminus \Lambda} \{ z \in \mathbb{C} : |z \pm z_j| = \rho \text{ or } |z \pm \bar{z}_j| = \rho \} \right\}.
\]

(5.16)

Here, \( \mathbb{R} \) is the real axis oriented from left to right and the disk boundaries are oriented counterclockwise in \( \mathbb{C}^+ \) and clockwise in \( \mathbb{C}^- \). See Fig 4.

**Proposition 5.2.** The Riemann-Hilbert problem for \( m^{(1)}(z) \) resulting from (5.15) is RHP 5.1 formulated below.

**RHP 5.1.** Find a \( 2 \times 2 \) matrix-valued function \( m^{(1)}(z; x, t) \) such that

1. \( m^{(1)}(z; x, t) \) is meromorphic in \( \mathbb{C} \setminus \Sigma^{(1)} \).

2. \( m^{(1)} \) has the following asymptotics

\[
m^{(1)}(z; x, t) = I + \mathcal{O}(z^{-1}), \text{ as } z \to \infty,
\]

(5.17)

\[
zm^{(1)}(z; x, t) = \sigma_2 + \mathcal{O}(z), \text{ as } z \to 0.
\]

(5.18)

3. The non-tangential boundary values \( m^{(1)}_{\pm}(z; x, t) \) exist for \( z \in \Sigma^{(1)} \) and satisfy the jump relation

\[
m^{(1)}_+(z; x, t) = m^{(1)}_-(z; x, t) V^{(1)}(z),
\]

where
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Figure 4: The dotted lines are $\text{Re} \ z = \pm \xi_0$. We divide the discrete spectrum in $D_1$ into three sets: $\triangle \ \Lambda$, $\nabla \ \Lambda$ and $\Lambda$, with the poles reserved in $\Lambda$. By the symmetries, the discrete spectrum in the second quadrant is also divided into three sets.

\begin{itemize}
  \item as $z \in \mathbb{R}$,
    \[
    V^{(1)}(z) = \left( \frac{r(z)}{1-|r|^2} T^{-2}(z) e^{-2it\theta} \right) \left( \begin{array}{cc} 1 & 0 \\ \frac{-\bar{r}(z) T^{-2}(z) e^{2it\theta}}{1-|r|^2} & 1 \end{array} \right),
    \]
    (5.19)
  \item as $j \in \triangle \ \Lambda$,
    \[
    V^{(1)}(z) = \left\{ \begin{array}{cc}
    \left( \begin{array}{cc} 1 & \frac{(z-z_j)e^{2it\theta(z_j)}}{c_j} T^{-2}(z) \\ 0 & 1 \end{array} \right), & |z-z_j| = \rho, \\
    \left( \begin{array}{cc} 1 & \frac{(z+z_j)e^{2it\theta(z_j)}}{c_j} T^{-2}(z) \\ 0 & 1 \end{array} \right), & |z+z_j| = \rho, \\
    \left( \begin{array}{cc} 1 & 0 \\ \frac{(z-z_j)e^{-2it\theta(z_j)}}{c_j} T^2(z) & 1 \end{array} \right), & |z-\bar{z}_j| = \rho, \\
    \left( \begin{array}{cc} 1 & 0 \\ \frac{(z+z_j)e^{-2it\theta(z_j)}}{c_j} T^2(z) & 1 \end{array} \right), & |z+\bar{z}_j| = \rho,
    \end{array} \right.
    \]
    (5.20)
\end{itemize}
\* as \( j \in \nabla \setminus \Lambda \),

\[
V^{(1)}(z) = \begin{cases} 
\frac{1}{\xi_j e^{-2i\theta(z_j)}} T^2(z) & |z - z_j| = \rho, \\
\frac{1}{\xi_j e^{-2i\theta(z_j)}} T^2(z) & |z + \bar{z}_j| = \rho, \\
1 - \frac{\xi_j e^{2i\theta(z_j)}}{z - z_j} T^{-2}(z) & |z - \bar{z}_j| = \rho, \\
1 & |z + z_j| = \rho.
\end{cases}
\] (5.21)

4. If \((x, t)\) are such there exist (at most one) \( j_0 \in \Lambda \), then \( m^{(1)}(z; x, t) \) has simple poles at the points \( \pm z_{j_0} \) and \( \pm \bar{z}_{j_0} \), satisfying one of the following residue conditions:

If \( j_0 \in \Delta \cap \Lambda \),

\[
\text{Res } m^{(1)}(z) = \lim_{z \to z_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & c_{j_0}^{-1} e^{2i\theta(z_{j_0})} T'(z_{j_0})^{-2} \\ 0 & 0 \end{pmatrix},
\] (5.22)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to \bar{z}_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ -c_{j_0}^{-1} e^{2i\theta(z_{j_0})} \bar{T}'(z_{j_0})^{-2} & 0 \end{pmatrix},
\] (5.23)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to -z_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},
\] (5.24)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to -\bar{z}_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ -c_{j_0}^{-1} e^{2i\theta(z_{j_0})} T'(z_{j_0})^{-2} & 0 \end{pmatrix},
\] (5.25)

If \( j_0 \in \nabla \cap \Lambda \),

\[
\text{Res } m^{(1)}(z) = \lim_{z \to z_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ c_{j_0} e^{-2i\theta(z_{j_0})} T(z_{j_0})^2 & 0 \end{pmatrix},
\] (5.27)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to \bar{z}_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},
\] (5.28)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to -z_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ -c_{j_0} e^{-2i\theta(z_{j_0})} \bar{T}(z_{j_0})^2 & 0 \end{pmatrix},
\] (5.29)

\[
\text{Res } m^{(1)}(z) = \lim_{z \to -\bar{z}_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.
\] (5.30)

Otherwise, \( m^{(1)}(z) \) is analytic in \( \mathbb{C} \setminus \Sigma^{(1)} \).

5. \( m^{(1)}(z) = \sigma_1 m^{(1)}(\bar{z}) \sigma_1 = z^{-1} m(z^{-1}) \sigma_2 = m^{(1)}(-z) \).
Proof. Now we prove Proposition 5.2.

Claim 1 and the first property of Claim 2 in RHP 5.1 can be obtained immediately from the corresponding ones of RHP 4.1; the second property in Claim 2 follows from

\[ zm^{(1)} = T(\infty)^{-\sigma_3} z m(z) T(z)^{\sigma_3} = T(\infty)^{-\sigma_3} (\sigma_2 + \mathcal{O}(z)) T(z^{-1})^{-\sigma_3} \]

\[ = T(\infty)^{-\sigma_3} (\sigma_2 + \mathcal{O}(z)) (T(\infty) + \mathcal{O}(z))^{-\sigma_3} = \sigma_2 + \mathcal{O}(z), \]

where we used the symmetry 5.8 and the expansion 5.10. We skip the proof of Claim 3 because this is just the direct inference of (5.2) and of Claim 3 in RHP 4.1; Now we calculate the residue conditions, as \( j_0 \in \nabla \cap \Lambda, \)

\[ \text{Res}_{z=\bar{z}_{j_0}} m^{(1)} = \text{Res}_{z=\bar{z}_{j_0}} T(\infty)^{-\sigma_3} m(z) T(z)^{\sigma_3} \]

\[ = \lim_{z \to \bar{z}_{j_0}} T(\infty)^{-\sigma_3} m(z) T(z)^{\sigma_3} T(z)^{-\sigma_3} \begin{pmatrix} 0 & 0 \\ c_j e^{-2it\theta(z_{j_0})} & 0 \end{pmatrix} T(z)^{\sigma_3} \]

\[ = \lim_{z \to \bar{z}_{j_0}} m^{(1)}(z) \begin{pmatrix} 0 & 0 \\ c_j e^{-2it\theta(z_{j_0})} T(z_{j_0})^2 & 0 \end{pmatrix}. \]

As \( j_0 \in \Delta \cap \Lambda, \) we have

\[ \text{Res}_{z=\bar{z}_{j_0}} m^{(1)} = \lim_{z \to \bar{z}_{j_0}} (z - \bar{z}_{j_0}) T(\infty)^{-\sigma_3} \begin{pmatrix} m_1^+(z) T(z) \sigma_3 & \frac{m_2^-(z)}{a(z)} \\ \frac{m_1^+(z)}{a(z)} & T(z) \end{pmatrix} = T(\infty)^{-\sigma_3} \begin{pmatrix} 0 & m_2^-(z_{j_0}) \\ 0 & T'(z_{j_0}) \end{pmatrix} \]

\[ = \lim_{z \to \bar{z}_{j_0}} T(\infty)^{-\sigma_3} \frac{m_2^-(z)}{a(z)} \begin{pmatrix} 0 & c_j e^{2it\theta(z_{j_0})} T'(z_{j_0})^{-2} \end{pmatrix}, \]

using the fact that

\[ m_1^{(1)}(z_{j_0}) = T(\infty)^{-\sigma_3} \lim_{z \to \bar{z}_{j_0}} m_1(z) T(z) = T(\infty)^{-\sigma_3} \lim_{z \to \bar{z}_{j_0}} [m_1(z)(z - \bar{z}_{j_0})] \frac{T(z) - T(z_{j_0})}{z - \bar{z}_{j_0}} \]

\[ = T(\infty)^{-\sigma_3} \text{Res}_{z=\bar{z}_{j_0}} m_1(z) T'(z_{j_0}) = T(\infty)^{-\sigma_3} c_j e^{-2it\theta(z_{j_0})} m_2(z_{j_0}) T'(z_{j_0}). \]

The others can be obtained by the symmetries. At last we prove the symmetries.

\[ \overline{m^{(1)}(z)} = \overline{T(\infty)^{-\sigma_3} m(z) T(z)^{\sigma_3}} = T(\infty)^{-\sigma_3} \overline{m(z)} T(z)^{-\sigma_3} = \overline{m^{(1)}(z)} \overline{\sigma_1}; \]

\[ m^{(1)}(z^{-1}) = T(\infty)^{-\sigma_3} m(z^{-1}) T(z^{-1})^{\sigma_3} = \overline{T(\infty)^{-\sigma_3} m(z) T(z)^{-\sigma_3}} = \overline{m^{(1)}(z)} \overline{\sigma_2}; \]

\[ \overline{m^{(1)}(\bar{z})} = \overline{T(\infty)^{-\sigma_3} m(\bar{z}) T(\bar{z})^{\sigma_3}} = T(\infty)^{-\sigma_3} \overline{m(z)} T(z)^{-\sigma_3} = m^{(1)}(z). \]

So we have done the proof. \( \square \)

5.3 Opening \( \bar{\partial} \) lenses

We intend to remove the jump from the real axis in such a way that the new problem makes use of the decay/growth of \( e^{-2it\theta} \) for \( z \notin \mathbb{R} \). Furthermore we plan to open the lens in such
a way that the lenses are bounded away from the disks introduced previously to remove the poles from the problem.

First we are going to show that there’s no phase point in the real axis when $-6 < \xi < -2$.

**Proposition 5.3.** When $|\xi + 4| < 2$, there’s no phase point in the real axis.

**Proof.** From (2.4), we have

$$\theta'(z) = \frac{1}{2} \left\{ 3(z^2 + \frac{1}{z^2}) + (\xi + 3)(\frac{1}{z^2} + 1) \right\}.$$  \hfill (5.31)

Assume that $\theta'(z)$ has zeros in the real axis, then

$$3(z^3 + \frac{1}{z^3}) + (\xi + 3)(\frac{1}{z} + z) = 0.$$  

Let $s = z + 1/z \in \mathbb{R}$, then $s \in (-\infty, -2] \cup [2, \infty)$ and the above equation becomes $s^3 + (\xi/3 - 2)s = 0$, which means that $s = 0$ or $s^2 = 2 - \xi/3$. While $s^2 \in (4/3, 4)$ as $\xi \in (-6, -2)$, which contradicts the fact that $s^2 \geq 4$. So that there’s no phase point in the real axis. \hfill \Box

**Remark 5.1.** Actually, the above proof implies that the range for $\xi$ in which there’s no phase point in the axes can be extended to $(-6, 6)$. But as $\xi \in (-2, 6)$, $\Gamma$ will always be an empty set, so that we just investigate the case as $\xi \in (-6, 2)$.

To open the lens, then we fix an angle $\theta_0 > 0$ sufficiently small such that the set \{ $z \in \mathbb{C}$ : $|\text{Re}\ z| > \cos \theta_0$ \} does not intersect any of the disks $|z - z_k| \leq \rho$. For any $\xi \in (-6, -2)$, let

$$\phi(\xi) = \arccos \frac{4 - 6\xi - |\xi + 4|}{12},$$  \hfill (5.32)

and define $\Omega = \bigcup_{k=1}^{4} \Omega_k$, where

$$\Omega_1 = \{ z : \text{arg } z \in (0, \phi(\xi)) \}, \quad \Omega_2 = \{ z : \text{arg } z \in (\pi - \phi(\xi), \pi) \},$$

$$\Omega_3 = \{ z : \text{arg } z \in (-\pi, -\pi + \phi(\xi)) \}, \quad \Omega_4 = \{ z : \text{arg } z \in (\phi(\xi), 0) \}.$$  

Finally, denote by

$$\Sigma_1 = e^{i\phi(\xi)}\mathbb{R}_+, \quad \Sigma_2 = e^{i(\pi - \phi(\xi))}\mathbb{R}_+,$$

$$\Sigma_3 = e^{-i(\pi - \phi(\xi))}\mathbb{R}_+, \quad \Sigma_4 = e^{-i\phi(\xi)}\mathbb{R}_+$$

the left-to-right oriented boundaries of $\Omega$.  
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Proposition 5.4. Set $\xi = \bar{z}$ and let $-6 < \xi < -2$. Then for $z = |z|e^{i\omega} = u + iv$ and $F(s) = s + s^{-1}$, so that the phase function $\theta(z; x, t)$ defined in (2.4) satisfies:

\[
\text{Re}[2i\theta(z; x, t)] \leq -\frac{1}{6}F(|z|)^2t\sin \omega(2 - |\xi + 4|), \quad z \in \Omega_1 \cup \Omega_2; \tag{5.33}
\]

\[
\text{Re}[2i\theta(z; x, t)] \geq \frac{1}{6}F(|z|)^2t\sin \omega(2 - |\xi + 4|), \quad z \in \Omega_3 \cup \Omega_4. \tag{5.34}
\]

Proof. We just prove when $z \in \Omega_1$. We can calculate from (2.4), for $z = |z|e^{i\omega}$,

\[
\text{Re}(2i\theta) = -F(|z|) \sin \omega[\xi + (F(|z|)^2 - 2)(1 + 2\cos 2\omega)].
\]

Then observing that $F(|z|) \geq 2$, we have

\[
\text{Re}(2i\theta) \leq -F(|z|)\sin \omega \left[ \xi + (F(|z|)^2 - 2)\frac{F(|z|)(2 - |\xi + 4|) - 6\xi}{6(F(|z|)^2 - 2)} \right] = -\frac{1}{6}F(|z|)^2\sin \omega(2 - |\xi + 4|).
\]

\[\square\]

Proposition 5.5. Let $q_j \equiv 1 \in L^{1,3}(\mathbb{R})$ and $q_0^j \in W^{1,1}(\mathbb{R})$. Then it is possible to define functions $R_j : \overline{\Omega}_j \cup \overline{\Omega}_{j+1} \to \mathbb{C}, \ j = 1, 2$, continuous on $\overline{\Omega}_j \cup \overline{\Omega}_{j+1}$, with continuous first partial derivative on $\Omega_j \cup \Omega_{j+1}$, and boundary values,

\[
\begin{cases}
R_1(z) = \frac{r(z)}{1 - |r(z)|^2}T^2_{-}(z), \quad z \in \mathbb{R}; \\
R_1(z) = 0, \quad z \in \Sigma_1 \cup \Sigma_2; \\
R_2(z) = \frac{r(z)}{1 - |r(z)|^2}T^2_{+}(z), \quad z \in \mathbb{R}; \\
R_2(z) = 0, \quad z \in \Sigma_3 \cup \Sigma_4.
\end{cases}
\]

Fixed constant $c_1 = c_1(q_0)$ and a fixed cutoff function $\varphi \in C_0^\infty(\mathbb{R}, [0, 1])$ with small support near 1, we have

\[
|\bar{\partial}R_j(z)| \leq c_1|z|^{-1/2} + c_1|r'(|z|)| + c_1\varphi(|z|), \quad z \in \Omega_i, \ i = 1, 2, 3, 4, j = 1, 2; \tag{5.35}
\]

\[
|\bar{\partial}R_j(z)| \leq c_1|z - 1|, \quad z \in \Omega_1, \Omega_4; \tag{5.36}
\]

\[
|\bar{\partial}R_j(z)| \leq c_1|z + 1|, \quad z \in \Omega_2, \Omega_3. \tag{5.37}
\]

Setting $R : \Omega \to \mathbb{C}$ by $R(z)_{z \in \Omega_j \cup \Omega_{j+1}} = R_j(z)$, the extension can preserve the symmetry $R(z) = -R(z^{-1})$.

Proof. We just give the details of the proof for $R_1$ in $\bar{\Omega}_1$. The estimates for the $\bar{\partial}$-derivative for $j = 2$ are nearly identical to the case $j = 1$. 
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Figure 5: Find $\phi(\xi)$ sufficiently small so that there is no pole in the cone and the four rays $\Sigma_k, k = 1, 2, 3, 4$ can’t intersect with any disks $|z \pm z_k| \leq \rho$ or $|z \pm \bar{z}_k| \leq \rho$.

From (3.11) and (3.12), $a(z)$ and $b(z)$ are singular at $z = \pm 1$, and $r(z) \to \pm i$ as $z \to \pm 1$. This implies that $R_1(z)$ is singular at $z = 1$. However, the singular behavior is exactly balanced by the factor $T(z)^{-2}$, from (3.5) and (5.7) we have

$$R_1(z) = (1 - \chi_1(z)) \frac{\bar{r}(z)}{1 - |r(z)|^2} T_+(z)^{-2}, \quad R_{12}(z) = \chi_1(z) \frac{J_b(z)}{J_a(z)} \left( \frac{a(z)}{T_+(z)} \right)^2.$$

(5.40)

Using $\text{Tr} \mathcal{L} = 0$ we have that the determinants of the Jost functions $\psi_j^\pm(z; x, t), j = 1, 2$, are independent on $x$. Then according to Proposition 2.1 and 5.1, the denominator of each factor in the r.h.s. of (5.38) is nonzero and analytic in $\Omega_1$, with a well defined nonzero limit on $\partial \Omega_1$. It is also worth noting that in $\Omega_1$ away from the point $z = 1$ the factors in the l.h.s. of (5.38) are well behaved.

We then introduce the cutoff functions $\chi_0, \chi_1 \in C_0^\infty(\mathbb{R}, [0, 1])$ with small support near 0 and 1 respectively, such that for any sufficiently small real $s$, $\chi_0(s) = 1 = \chi_1(s + 1)$. Moreover, we let $\chi_1(s) = \chi(s^{-1})$ to preserve symmetry. So we can rewrite the function $R_1(z)$ in $\mathbb{R}_+$ as $R_1(z) = R_{11}(z) + R_{12}(z)$ with

$$R_{11}(z) = (1 - \chi_1(z)) \frac{\bar{r}(z)}{1 - |r(z)|^2} T_+(z)^{-2}, \quad R_{12}(z) = \chi_1(z) \frac{J_b(z)}{J_a(z)} \left( \frac{a(z)}{T_+(z)} \right)^2.$$

(5.40)
\[ (5.40) \text{ is aimed at neutralize the effect of the singularity at 1 because of } |r(1)| = 1. \text{ Fix a small } \delta_0 > 0. \text{ Then extend the function } R_{11}(z) \text{ and } R_{12}(z) \text{ in } \Omega_1 \text{ by} \]

\[ R_{11}(z) = (1 - \chi_1(|z|)) \frac{\bar{r}(|z|)}{1 - |r(|z|)|^2} T_+(z)^{-2} \cos(k \arg z), \quad (5.41) \]

\[ R_{12}(z) = f(|z|)g(z) \cos(k \arg z) + \frac{|z|}{k} \arg \theta \frac{f'(|z|)g(z) \sin(k \arg z)}{\partial \chi_1(z)}, \quad (5.42) \]

where \( f'(s) \) is the derivative of \( f(s) \) and

\[ k = \frac{\pi}{2\theta_0}, \quad g(z) = \left( \frac{a(z)}{T(z)} \right)^2, \quad f(s) = \chi_1(s) \frac{J_s(s)}{J_0(s)}. \quad (5.43) \]

Observe that the definition of \( R_1 \) above own the symmetry \( R_1(s) = -\overline{R_1(s^{-1})} \).

We now bound the \( \partial \) derivatives of \( (5.41)-(5.42) \). We have

\[ \partial R_{11}(z) = -\frac{\partial \chi_1(|z|) \bar{r}(|z|) \cos(k \arg z)}{T(z)^2(1 - |r(|z|)|^2)} + \frac{1 - \chi_1(|z|)}{T(z)^2} \partial \left( \frac{\bar{r}(|z|) \cos(k \arg z)}{1 - |r(|z|)|^2} \right). \quad (5.44) \]

Observe that \( 1 - |r(z)|^2 > c > 0 \) as \( z \in \text{supp}(1 - \chi_1(|z|)) \) and \( |T(z)^{-2}| \leq C \) as \( z \in \Omega_1 \cap \text{supp}(1 - \chi_1(|z|)) \) for some fixed constants \( c \) and \( C \). For \( z = u + iv = re^{i\alpha} \), we have

\[ \partial = \frac{1}{2}(\partial_u + i\partial_v) = \frac{z^*}{2} (\partial_u + \frac{1}{r} \partial_v). \]

As \( T(z) \) and \( g(z) \) are analytic in \( \Omega_1 \), we have

\[ \left| \frac{\partial \chi_1(|z|) \bar{r}(|z|) \cos(k \arg z)}{T(z)^2(1 - |r(|z|)|^2)} \right| = \left| \frac{1}{2} e^{i\alpha} \chi_1 \bar{r} \cos(k\alpha) \right| \leq c_1 \varphi(|z|) \quad (5.45) \]

for a appropriate \( \varphi \in C_0^\infty(\mathbb{R}, [0, 1]) \) with a small support near 1 and with \( \varphi = 1 \) on \( \text{supp} \chi_1 \).

As \( r(0) = 0 \) and \( r(z) \in H^1(\mathbb{R}) \) it follows that \( |r(|z|)| \leq |z|^{1/2} ||r'||_{L^2(\mathbb{R})} \), then for some fixed constants \( C_2 \) and \( C_3 \), we have

\[ \left| \frac{1 - \chi_1(|z|)}{T(z)^2} \partial \left( \frac{\bar{r}(|z|) \cos(k \arg z)}{1 - |r(|z|)|^2} \right) \right| \]

\[ = \left| \frac{1 - \chi_1(|z|)}{T(z)^2(1 - |r(|z|)|^2)} \right| \left| \frac{1}{2} e^{i\alpha} (\bar{r} \cos(k\alpha) - ik\bar{r}|z|^{-1} \sin(k\alpha))(1 - |r(|z|)|^2) \right| \]

\[ + \frac{1}{2} e^{i\alpha} (r' \bar{r} + \bar{r}' r) \cos(k\alpha) \]

\[ \leq C_2 |r'(z)| + C_3 \frac{|r(z)|}{|z|} \leq C_2 |r'(z)| + C_3 |z|^{-1/2}. \]

So that we have

\[ |\partial R_{11}(z)| \leq c_1 \varphi(|z|) + c_2 |r'(z)| + c_3 |z|^{-1/2}. \]
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Now we estimate $|\bar{\partial}R_{12}(z)|$. We have
\[
\bar{\partial}R_{12}(z) = \frac{1}{2} e^{i\alpha} g(z) \left[ f'(\cos(\kappa\alpha))(1 - \chi_0(\frac{\alpha}{\delta_0})) - \frac{i k f(\rho)}{\rho} \sin(\kappa\alpha) \right.
\]
\[+ \frac{i}{k}(\rho f'(\rho))' \sin(\kappa\alpha)\chi_0(\frac{\alpha}{\delta_0}) + \frac{i}{k\delta_0} f'(\rho) \sin(\kappa\alpha)\chi_0'(\frac{\alpha}{\delta_0}) \left. \right] \]
in which $g(z)$ is bounded, $q \in L^{1,2}(\mathbb{R})$ and $q'(z) \in W^{1,1}(\mathbb{R})$. So we can claim $|\bar{\partial}R_{12}(z)| \leq c_4 \varphi(|z|)$ for a $\varphi \in C_0^\infty(\mathbb{R}, [0, 1])$ supported near 1, thus yielding (5.35).

Finally, for $z \sim 1$, we have
\[
|\bar{\partial}R_{12}(z)| \leq [\sin(\kappa\alpha) + (1 - \chi_0(\alpha/\delta_0))] = \mathcal{O}(\alpha),
\]
from which (5.36) follows immediately.

We now define the modified versions of the factorizations (5.1) which extend into the lenses $\Omega_j$. We have on the real axis
\[
V^{(1)}(z) = \hat{B}(z) \hat{B}^{-1}(z),
\]
where
\[
\hat{B}(z) = \begin{pmatrix} 1 & 0 \\ R z e^{-2i\theta} & 1 \end{pmatrix}, \quad \hat{B}^\dagger(z) = \begin{pmatrix} 1 & R_1 e^{2i\theta} \\ 0 & 1 \end{pmatrix}.
\]
We use these to define a new unknown
\[
m^{(2)}(z) = \begin{cases} 
m^{(1)}(z) \hat{B}^\dagger(z), & z \in \Omega_1 \cup \Omega_2; \\
m^{(1)}(z) \hat{B}(z), & z \in \Omega_3 \cup \Omega_4; \\
m^{(1)}(z), & z \in \mathbb{C} \setminus \hat{\Omega}.
\end{cases}
\]
(5.46)

Let
\[
\Sigma^{(2)} = \bigcup_{j \in \mathcal{H} \setminus \Lambda} \{ z \in \mathbb{C} : |z \pm z_j| = \rho \text{ or } |z \pm \bar{z}_j| = \rho \}
\]
be the union of the circular boundaries of each interpolation disk oriented as in $\Sigma^{(1)}$. Then $m^{(2)}$ satisfies the following $\bar{\partial}$-Riemann-Hilbert problem.

**RHP 5.2.** Find a $2 \times 2$ matrix-valued function $m^{(2)}(z; x, t)$ such that

1. $m^{(2)}$ is continuous in $\mathbb{C} \setminus \Sigma^{(2)}$ and takes continuous boundary values $m^{(2)+}(z; x, t)$ (respectively $m^{(2)-}(z; x, t)$) on $\Sigma^{(2)}$ from the left (respectively right).
2. \( \text{zm}^{(2)}(z; x, t) = I + \mathcal{O}(z^{-1}) \), as \( z \to \infty \).

\( \text{zm}^{(2)}(z; x, t) = \sigma_2 + \mathcal{O}(z) \), as \( z \to 0 \).

3. The boundary values are connected by the jump relation \( \text{m}^{(2)}_+(z; x, t) = \text{m}^{(2)}_+(z; x, t)\mathcal{V}^{(2)}(z) \), where

- as \( j \in \triangle \setminus \Lambda \),

\[
\mathcal{V}^{(2)}(z) = \begin{cases} 
1 & \frac{\left(z - z_j\right) e^{2it\theta(z_j)}}{c_j} T^{-2}(z), \quad |z - z_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & \frac{\left(z + \bar{z}_j\right) e^{2it\theta(z_j)}}{c_j} T^{-2}(z), \quad |z + \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & \frac{\left(z - \bar{z}_j\right) e^{-2it\theta(z_j)}}{c_j} T^2(z), \quad |z - \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & \frac{\left(z + \bar{z}_j\right) e^{-2it\theta(z_j)}}{c_j} T^2(z), \quad |z + \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

- as \( j \in \nabla \setminus \Lambda \),

\[
\mathcal{V}^{(2)}(z) = \begin{cases} 
1 & \frac{e^{-2it\theta(z_j)}}{z - \bar{z}_j} T^2(z), \quad |z - \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & \frac{e^{2it\theta(z_j)}}{z + \bar{z}_j} T^2(z), \quad |z + \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & -\frac{e^{2it\theta(z_j)}}{z - \bar{z}_j} T^{-2}(z), \quad |z - \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

\[
\begin{cases} 
1 & \frac{e^{-2it\theta(z_j)}}{z + \bar{z}_j} T^{-2}(z), \quad |z + \bar{z}_j| = \rho, \\
0 & 1 
\end{cases}
\]

4. For \( z \in \mathbb{C} \), we have:

\[
\tilde{\partial} \text{m}^{(2)}(z; x, t) = m^{(2)}(z; x, t) W(z),
\]

where

\[
\begin{cases} 
\tilde{\partial} B^1(z) = \begin{pmatrix} 0 & \tilde{\partial} R_1 e^{2it\theta} \\ 0 & 0 \end{pmatrix}, & z \in \Omega_1 \cup \Omega_2 \\
\tilde{\partial} B(z) = \begin{pmatrix} 0 & 0 \\ \tilde{\partial} R_2 e^{-2it\theta} & 0 \end{pmatrix}, & z \in \Omega_3 \cup \Omega_4 \\
0 & 0 
\end{cases}
\]

elsewhere.
5. \( m^{(2)}(z; x, t) \) is analytic in the region \( \mathbb{C} \setminus (\bar{\Omega} \cup \Sigma^{(2)}) \) if \( \Lambda = \emptyset \). If \((x, t)\) are such that there exists \( j_0 \in \{0, 1, ..., N - 1\} \) such that \( |\text{Re} z_{j_0} - \xi_0| \leq \rho \), then \( m^{(2)}(z; x, t) \) is meromorphic in \( \mathbb{C} \setminus (\bar{\Omega} \cup \Sigma^{(2)}) \) with exactly four poles which are simple, at the points \( \pm z_{j_0}, \pm \bar{z}_{j_0} \) satisfying one of the following cases:

(a) If \( j_0 \in \Delta \), Letting \( C_{j_0} = c_{j_0}^{-1} T'(\eta_{j_0})^{-2} \), we have

\[
\text{Res}_{z = z_{j_0}} m^{(2)}(z) = \lim_{z \to z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & C_{j_0} e^{2it\theta(z_{j_0})} \\ 0 & 0 \end{array} \right),
\]

\[
\text{Res}_{z = z_{j_0}} m^{(2)}(z) = \lim_{z \to z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ \bar{C}_{j_0} e^{2it\theta(z_{j_0})} & 0 \end{array} \right),
\]

\[
\text{Res}_{z = -z_{j_0}} m^{(2)}(z) = \lim_{z \to -z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & -\bar{C}_{j_0} e^{2it\theta(z_{j_0})} \\ 0 & 0 \end{array} \right),
\]

\[
\text{Res}_{z = -\bar{z}_{j_0}} m^{(2)}(z) = \lim_{z \to -\bar{z}_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ -C_{j_0} e^{2it\theta(z_{j_0})} & 0 \end{array} \right).
\]

(b) If \( j_0 \in \nabla \), letting \( C_{j_0} = c_{j_0} T(z_{j_0})^2 \), we have

\[
\text{Res}_{z = z_{j_0}} m^{(2)}(z) = \lim_{z \to z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ C_{j_0} e^{-2it\theta(z_{j_0})} & 0 \end{array} \right),
\]

\[
\text{Res}_{z = z_{j_0}} m^{(2)}(z) = \lim_{z \to z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ 0 & C_{j_0} e^{-2it\theta(z_{j_0})} \end{array} \right),
\]

\[
\text{Res}_{z = -z_{j_0}} m^{(2)}(z) = \lim_{z \to -z_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ -\bar{C}_{j_0} e^{-2it\theta(z_{j_0})} & 0 \end{array} \right),
\]

\[
\text{Res}_{z = -\bar{z}_{j_0}} m^{(2)}(z) = \lim_{z \to -\bar{z}_{j_0}} m^{(2)}(z) \left( \begin{array}{cc} 0 & 0 \\ 0 & -C_{j_0} e^{-2it\theta(z_{j_0})} \end{array} \right).
\]

5.4 Asymptotic of N-soliton solution

The next step is to remove the Riemann-Hilbert component of the solution, then the rest is a new unknown with nonzero \( \bar{\partial} \)-derivatives in \( \Omega \), and is otherwise bounded and approaching identity as \(|z| \to \infty\). After that, the remaining problem is analyzed with the "small norm" theory for the solid Cauchy operator.

Proposition 5.6. Let \( m^{(sol)}(z) \) denotes the solution of the Riemann-Hilbert problem which is given by ignoring the \( \bar{\partial} \) component of RHP \([5.2]\) specifically, let

\[
m^{(sol)}(z) \text{ solves } \bar{\partial} - \text{RHP } [5.2] \text{ with } W \equiv 0.
\]

For any admissible scattering data \( \{r(z), \{z_j, c_j\}_{j=0}^{N-1}\} \) in RHP \([5.2]\), the solution \( m^{(sol)}(z) \) of this modified problem exists, and is equivalent, through an explicit transformation, to a
reflectionless solution of the original Riemann Hilbert problem, RHP \[ \text{RHP} \text{[4.1]} \] with the modified scattering data \( \{0, \{z_j, \tilde{c}_j\}_{j=0}^{N-1}\} \) where, the modified connection coefficients \( \tilde{c}_j \) are given by

\[
\tilde{c}_j = c_j(x,t) \exp\left( -\frac{1}{i\pi} \int_{\Gamma} \log(1 - |r(s)|^2) \left( \frac{1}{s - z_j} - \frac{1}{2i} \right) ds \right)
\]

where \( r(z) \) is the reflection coefficient, generated by the initial datum \( q_0(x) \), given in RHP \[ \text{[5.2]} \]

**Proof.** With \( W \equiv 0 \), the \( \partial_\nu \)-RHP for \( m^{(sol)} \) reduces to a Riemann-Hilbert problem for a sectionally meromorphic function with jump discontinuities on the union of circles \( \Sigma^{(2)} \). The following transformation contracts each of the circular jumps so that the result \( \tilde{m}(z) \) has simple poles at each \( \pm z_k \) or \( \pm \bar{z}_k \), and reverses the triangularity effected by (5.6) and (5.15):

\[
\tilde{m}(z) = \prod_{k \in \Delta} \left( -|z_k|^2 \right)^{\sigma_3} m^{(sol)}(z) F(z) \prod_{k \in \Delta} \left( \frac{z - z_k}{z z_k - 1} (z z_k + 1) \right),
\]

where

- as \( j \in \Delta \setminus \Lambda \),

\[
F(z) = \begin{cases} 
1 & |z - z_j| < \rho, \\
\frac{1}{c_j} e^{2i\theta(z_j)} T^{-2}(z) & |z - \bar{z}_j| < \rho, \\
\frac{1}{-c_j} e^{-2i\theta(z_j)} T^{-2}(z) & |z + \bar{z}_j| < \rho 
\end{cases}
\]

- as \( j \in \nabla \setminus \Lambda \),

\[
F(z) = \begin{cases} 
\frac{1}{c_j} e^{-2i\theta(z_j)} T^2(z) & |z - z_j| < \rho, \\
\frac{1}{z - z_j} & |z + \bar{z}_j| < \rho, \\
\frac{1}{z - z_j} & |z - \bar{z}_j| < \rho, \\
\frac{1}{z + z_j} & |z + z_j| < \rho. 
\end{cases}
\]
• Elsewhere, \( F(z) = I \).

Obviously, this transformation has the following effects: \( \tilde{m} \) preserves the normalization conditions at the origin and infinity; the new unknown \( \tilde{m} \) has no jump; \( \tilde{m} \) has simple poles at each of the points in \( \mathcal{Z} \), (which is the discrete spectrum of the original RH problem, RHP 4.1); a direct computation shows that the residues satisfy \( (4.6) \), but with \( \tilde{c}_j \). So that \( \tilde{m} \) is exactly the solution of RHP 4.1 with scattering data \( \{ z_k, c_k \}_{k=0}^{N-1}, r \equiv 0 \). The symmetry \( r(s^{-1}) = -r(s), s \in \mathbb{R} \), implies that the argument of the exponential in \( (5.55) \) is purely real so that the perturbed connection coefficients maintain the condition \( \tilde{c}_j = z_j |\tilde{c}_j| \). Thus, \( m^{(\text{sol})} \) is the solution of RHP 4.1 corresponding to a \( N \)-soliton, reflectionless, potential \( \tilde{q}(x,t) \) which generates the same discrete spectrum \( \mathcal{Z} \) as our initial data, but whose connection coefficients \( (5.55) \) are perturbations of those for the original initial data by an amount related to the reflection coefficient of the initial data.

**Proposition 5.7.** Let \( \xi = \frac{x}{t} \) and let \( j_0 = j_0(\xi) \in \{-1, 0, 1, \ldots, N-1\} \), suppose

\[
m^\Lambda(z) \text{ solves RHP } 5.2 \text{ with } W(z) \equiv 0 \text{ and } V^{(2)} \equiv I. \tag{5.59}
\]

Then, for any \((x,t)\) such that \(-6 < \frac{x}{t} < -2\) and \( t \gg 1 \), uniformly for \( z \in \mathbb{C} \) we have

\[
m^{(\text{sol})}(z) = m^\Lambda(z) \left[ I + \mathcal{O}(e^{-2\rho^2 t}) \right], \tag{5.60}
\]

and in particular, for large \( z \) we have

\[
m^{(\text{sol})}(z) = m^\Lambda(z) \left[ I + z^{-1} \mathcal{O}(e^{-2\rho^2 t}) + \mathcal{O}(z^{-2}) \right]. \tag{5.61}
\]

Moreover, the unique solution \( m^\Lambda(z) \) to the above RHP is as follows:

• if \( j_0(\xi) = -1 \), which means \( \Lambda = \emptyset \), then all the \( \pm z_j \) are away from the critical lines,

\[
m^\Lambda(z) = I + \frac{\sigma_2}{z}; \tag{5.62}
\]
Moreover, as \( \phi_j = 1 \), we have the following asymptotics for \( m^\Lambda(z) \)

\[
\begin{align*}
\alpha^\Lambda_{j_0}(x, t) &= -iz_{j_0}\tilde{\beta}^\Lambda_{j_0}, \\
\beta^\Lambda_{j_0}(x, t) &= \left\{ \begin{array}{ll}
\sin \theta_{j_0}(1 + \tanh \varphi_{j_0}) (z_{j_0} \operatorname{sech} \varphi_{j_0} - \frac{1}{2} \cos \theta_{j_0}(1 + \tanh \varphi_{j_0})) & , \sigma = 0 \\
\frac{1}{2} (1 + \tanh \varphi_{j_0}) \cos \theta_{j_0} - \sec \theta_{j_0} \operatorname{sech} \varphi_{j_0})^2 + \tan^2 \theta_{j_0} \operatorname{sech}^2 \varphi_{j_0} & , \sigma = 1
\end{array} \right.
\end{align*}
\]

where \( \theta_{j_0} = \arg z_{j_0} \) and when \( \sigma = 1 \), \( z_{j_0} \neq i \) and when \( \sigma = 0 \), \( z_{j_0} = i \).

In case 2 and 3, the real phase \( \varphi_{j_0} \) is given by

\[
\varphi_{j_0} = 2 \operatorname{Im} z_{j_0} (x + (4(\operatorname{Re} z_{j_0})^2 + 2)t + x_{j_0}),
\]

\[
x_{j_0} = \frac{1}{2 \operatorname{Im} z_{j_0}} \left\{ \log \left( \frac{|z_{j_0}|}{\operatorname{Im} z_{j_0}} \prod_{k \in \Delta, k \neq j_0} \left| \frac{z_{j_0} - z_k}{(z_{j_0} z_k - 1)(z_{j_0} z_k + 1)} \right| \right) - \frac{\operatorname{Im} z_{j_0}}{\pi} \int_{R} \log \left( 1 - \left| s \right|^2 \right) ds \right\}
\]

Moreover, as \( z \to \infty \), we have the following asymptotics for \( m^\Lambda(z) \)

\[
m^\Lambda(z) = I + \frac{1}{z} \left( \frac{\alpha_{j_0} - \sigma \alpha_{j_0}}{i + \beta_{j_0} - \sigma \beta_{j_0}} \right) + \mathcal{O}(z^{-2}).
\]
from which we can get the soliton solution that
\[
\text{sol}(z_{j_0}, x - x_{j_0}, t) = \lim_{z \to \infty} iz m_2^A(z) = -1 + i(\beta_{j_0} - \sigma \bar{\beta}_{j_0})
\]
\[
= \begin{cases} 
-1 - \frac{2 \sin^2 \varphi_{j_0} \tanh \varphi_{j_0}}{(\frac{1}{2}(1 - \tanh \varphi_{j_0}) \cos \theta_{j_0} - \sec \theta_{j_0} \tanh \varphi_{j_0})^2 + \tan^2 \theta_{j_0} \tanh^2 \varphi_{j_0}} & \text{as } j_0 \in \nabla \\
-1 - \frac{2 \sin^2 \varphi_{j_0} \tanh \varphi_{j_0}}{\sec \varphi_{j_0} - 2(1 + \tanh \varphi_{j_0})} & \text{as } \sigma = 1 \\
-1 + \frac{2 \sin^2 \theta_{j_0} \tanh \varphi_{j_0}}{(\frac{1}{2}(1 - \tanh \varphi_{j_0}) \cos \theta_{j_0} - \sec \theta_{j_0} \tanh \varphi_{j_0})^2 + \tan^2 \theta_{j_0} \tanh^2 \varphi_{j_0}} & \text{as } j_0 \in \Delta.
\end{cases}
\]

(5.72)

\textbf{Proof.} The assumption that } V = 0 \text{ and } W = 0 \text{ implies that } m^A(z) \text{ is meromorphic with simple poles at } z = 0 \text{ and, if } j_0 \neq -1, \text{ at } \pm z_{j_0} \text{ and } \pm \bar{z}_{j_0}. \text{ If } j_0 = -1, \text{ then (5.62) is an immediate consequence of the condition 2 in RHP 5.2 and Liouville’s theorem. For } j \neq -1, \text{ observe that } C_0 = c_{j_0} T(z_{j_0})^2 \text{satisfies } C_0 = z_{j_0} |C_0| \text{ since } c_{j_0} = z_{j_0} |c_{j_0}|. \text{ For } j_0 \in \nabla, \text{ this means that the RH problem for } m^A(z) \text{ is equivalent to the reflectionless, i.e., } r = 0, \text{ version of RHP 5.1 with poles at the origin and at the points } \pm z_{j_0} \text{ and } \pm \bar{z}_{j_0}, \text{ with associated connection coefficient } C_0. \text{ Then the symmetries (4.2) inherited by } m^A \text{ and (5.53) imply that } \alpha_{j_0}^\nabla = -iz_{j_0} \beta_{j_0}^\nabla \text{ and }
\]
\[
m^A(z) = I + \frac{\sigma_2}{z} + \left( \begin{array}{cc} \alpha_{j_0} & \beta_{j_0} \\ \beta_{j_0} & -\alpha_{j_0} \end{array} \right) + \left( \begin{array}{cc} -\bar{\alpha}_{j_0} & \bar{\beta}_{j_0} \\ \bar{\beta}_{j_0} & -\bar{\alpha}_{j_0} \end{array} \right)
\]

The residue condition (5.53) then yield a linear equation for } \beta_{j_0}^\nabla, \text{ which gives (5.65) upon setting } e^{\varphi_{j_0}} = \frac{|c_{j_0}|}{\text{Im } z_{j_0}} e^{2 \text{Im } z_{j_0} (x + (4 \text{Re } z_{j_0})^2 t)}. \text{ For } j \in \Delta, \text{ the computation is similar, but the new pole condition (5.52) exchanges the columns, we have } \alpha_{j_0}^\Delta = i \bar{z}_{j_0} \beta_{j_0}^\Delta \text{ and }
\]
\[
m^A(z) = I + \frac{\sigma_2}{z} + \left( \begin{array}{ccc} \alpha_{j_0} & \beta_{j_0} & 0 \\ \beta_{j_0} & -\alpha_{j_0} & 0 \\ 0 & 0 & \alpha_{j_0} \end{array} \right) + \left( \begin{array}{ccc} -\bar{\alpha}_{j_0} & \bar{\beta}_{j_0} & 0 \\ \bar{\beta}_{j_0} & -\bar{\alpha}_{j_0} & 0 \\ 0 & 0 & \bar{\alpha}_{j_0} \end{array} \right).
\]

The residue condition (5.52) leads to one linear equation which can be solved trivially yielding (5.68).

\section{5.5 Small norm RH problem and estimate of errors}

\textbf{Proposition 5.8.} The jump matrix } V^{(2)}(z) \text{ has the following estimate}
\[
\|V^{(2)}(z) - I\|_{L^p(\Sigma(z))} \leq c e^{-2t \rho^2}.
\]

(5.73)
Proof. As \(|z - z_j| = \rho, j \in \nabla \setminus \Lambda,\)

\[
\|V^{(2)}(z) - I\|_{L^\infty(\Sigma^{(2)})} = \left| -\frac{c_j}{z - z_j} T(z)^2 e^{-2it\theta(z_j)} \right| \\
\leq ce^{-2t\text{Im}z_j(\xi + 4(\text{Re}z_j)^2 + 2)} \leq ce^{-2t\rho^2}.
\]

(5.74)

The others can be obtained by the same way.

Define \(m^{err}(z) = m^{(sol)}(z)m^{\Lambda}(z)^{-1},\)
then \(m^{err}(z)\) satisfies the following RHP

RHP 5.3. Find a \(2 \times 2\) matrix-valued function \(m^{err}(z)\) such that

1. \(m^{err}(z)\) are analytic in \(\mathbb{C} \setminus \Sigma^{(2)}\).
2. \(m^{err}(z) \to I, \text{ as } z \to \infty.\)
3. \(m^{err}(z) = m^{err}(z)V^{err}(z), \text{ as } z \in \Sigma^{(2)}, \text{ where the jump matrix} \)

\[V^{err}(z) = m^{\Lambda}(z)V^{(2)}(z)m^{\Lambda}(z)^{-1}.\]

(5.76)

Proposition 5.9. The jump matrix \(V^{err}(z)\) satisfies

\[
\|V^{err}(z) - I\|_{L^p(\Sigma^{(2)})} \leq ce^{-2t\rho^2}, \quad 1 \leq p \leq \infty.
\]

(5.77)

And the solution of RHP 5.3 exists.

Proof. As \(z \in \Sigma^{(2)},\) we have

\[|V^{err}(z) - I| = |m^{\Lambda}(z)(V^{err}(z) - I)m^{\Lambda}(z)^{-1}| \leq c|V^{(2)}(z) - I| \leq ce^{-2t\rho^2}.\]

(5.78)

According to the Beals-Coifman Theory, we consider the trivial decomposition of the jump matrix \(V^{err}(z)\)

\[V^{err}(z) = (b_-)^{-1}b_-, \quad b_- = I, \quad b_+ = V^{err}(z),\]

(5.79)

so that we have

\[ (w_e)_- = I - b_-, \quad (w_e)_+ = b_+ - I = V^{err} - I, \quad w_e = (w_e)_+ + (w_e)_- = V^{err} - I, \]

(5.80)

and

\[ C_{w_e}f = C_-(f(w_e)_+) + C_+(f(w_e)_-) = C_-(f(V^{err} - I)), \]

(5.81)
where $C_{-}$ is the Cauchy projection operator:
\[
C_{-} f(z) = \lim_{z' \to z} \frac{1}{2\pi i} \int_{\Sigma(2)} \frac{f(s)}{s-z'} ds,
\]
and $\|C_{-}\|_{L^2}$ is bounded. Then the solution of RHP \[5.3\] can be expressed as
\[
m^{err}(z) = I + \frac{1}{2\pi i} \int_{\Sigma(2)} \frac{\mu_e(s)(V_{err}(s) - I)}{s-z} ds,
\]
where $\mu_e(z) \in L^2(\Sigma(2))$ satisfies $(1 - C_w)\mu_e(z) = I$. Using (5.78) and (5.81), we can obtain that
\[
\|C_w\|_{L^2(\Sigma(2))} \leq \|C_{-}\|_{L^2(\Sigma(2))} \|V_{err}(z) - I\|_{L^\infty(\Sigma(2))} \leq ce^{-\rho^2 t}.
\] (5.83)
Hence, the resolvent operator $(1 - C_w)^{-1}$ exists, so that $\mu_e$ and the solution of RHP \[5.3\] $m^{err}(z)$ exist.

Proposition 5.10. Let $\xi = \pi$, then for any $(x, t)$ in $\{(x, t) : -6 < \pi < -2\}$, as $t \gg 1$, for $z \in \mathbb{C}$ we have the estimation
\[
m^{(sol)}(z) = m^\Lambda(z)[I + O(e^{-2\rho^2 t})].
\] (5.84)
Specially, for $z$ large enough, we have the asymptotic extension
\[
m^{(sol)}(z) = m^\Lambda(z)[I + z^{-1}O(e^{-2\rho^2 t}) + O(z^{-2})].
\] (5.85)
So that we have
\[
q^{(sol),N}(x, t) = q^\Lambda(x, t) + O(e^{-2\rho^2 t}) = sol(z_{j_0}, x - x_{j_0}, t) + 1 + O(e^{-2\rho^2 t}),
\] (5.86)
where
\[
q^{(sol),N}(x, t) = \lim_{z \to \infty} izm^{(sol)}_{21}(z), \quad q^\Lambda(x, t) = \lim_{z \to \infty} izm^\Lambda_{21}(z).
\] (5.87)

Proof. From (5.82), we have
\[
m^{err}(z) - I = \frac{1}{2\pi i} \int_{\Sigma(2)} \frac{V_{err}(s) - I}{s-z} ds + \frac{1}{2\pi i} \int_{\Sigma(2)} \frac{\mu_e(s) - I(V_{err}(s) - I)}{s-z} ds,
\] (5.88)
so that
\[
|m^{err}(z) - I| \leq \|V_{err}(s) - I\|_{L^2(\Sigma(2))} \frac{1}{s-z} \|L^2(\Sigma(2))
\]
\[
+ \|V_{err}(s) - I\|_{L^\infty(\Sigma(2))} \|\mu_e(s) - I\|_{L^2(\Sigma(2))} \frac{1}{s-z} \|L^2(\Sigma(2))
\]
\[
\leq ce^{-2\rho^2 t}.
\] (5.89)
Therefore, we have the estimation
\[ m^{(\text{sol})}(z) = m^A(z) \left[ I + \frac{1}{2\pi i} \int_{\Sigma(z)} \frac{\mu_e(s)(V^{err}(s) - I)}{s - z} ds \right] = m^A(z) \left[ I + \mathcal{O}(e^{-2\rho^2t}) \right]. \]

As \( z \to \infty \), \( m^{err}(z) \) has the following asymptotic extension
\[ m^{err}(z) = I + \frac{m^{err}_1}{z} + \mathcal{O}(z^{-1}), \quad (5.90) \]
where
\[ m^{err}_1 = -\frac{1}{2\pi i} \int_{\Sigma(z)} \mu_e(s)(V^{err}(s) - I)ds. \quad (5.91) \]
from which we have the following estimation
\[ m^{err}_1(z) \leq \| V^{err}(z) - I \|_{L^1} + \| \mu_e(z) - I \|_{L^2} \| V^{err}(z) - I \|_{L^2} \leq ce^{-2\rho^2t}. \]

Now we complete the original goal of this section by using \( m^{(\text{sol})}(z) \) to reduce \( m^{(2)}(z) \) to a pure \( \bar{\partial} \)-problem which will analyzed in the following section.

### 5.6 Analysis on a pure \( \bar{\partial} \)-problem

Define the function
\[ m^{(3)}(z) = m^{(2)}(z) \left( m^{(\text{sol})}(z) \right)^{-1}, \quad (5.92) \]
then \( m^{(3)} \) satisfies the following \( \bar{\partial} \)-problem.

**RHP 5.4.** Find a \( 2 \times 2 \) matrix-valued function \( m^{(3)}(z) \) such that

1. \( m^{(3)}(z) \) is continuous in \( \mathbb{C} \), and analytic in \( \mathbb{C} \setminus \overline{\Omega} \).
2. \( m^{(3)}(z) = I + \mathcal{O}(z^{-1}) \) as \( z \to \infty \).
3. For \( z \in \mathbb{C} \) we have
   \[ \bar{\partial}m^{(3)}(z) = m^{(3)}(z)W^{(3)}(z), \quad (5.93) \]
where \( W^{(3)}(z) = m^{(\text{sol})}(z)W(z) \left( m^{(\text{sol})}(z) \right)^{-1} \) with \( W(z) \) defined in (5.51) is supported in \( \Omega \).
Proof. From (5.92) we can get that \( m_3(z) \) has no jump on the disk boundaries \( |z \pm z_j| = \rho \) nor \( |z \pm \bar{z}_j| = \rho \) since

\[
\left( m_3^-(z) \right)^{-1} m_3^+(z) = m_3^{(sol)}(z) V_3^{(2)}(z) \left( m_3^{(sol)}(z) \right)^{-1} = I.
\]

The normalization condition and \( \bar{\partial} \) derivative of \( m_3(z) \) follow immediately from the properties of \( m_3^{(2)}(z) \) and \( m_3^{(sol)}(z) \). It remains to show that the ratio also has no isolated singularities. At the origin we have

\[
\left( m_3^{(sol)}(z) \right)^{-1} = (1 - z^{-2})^{-1} \left( m_3^{(sol)}(z) \right)^T,
\]

so that

\[
\lim_{z \to 0} m_3^{(3)}(z) = \lim_{z \to 0} \frac{\left( zm_3^{(2)}(z) \right) z^T \left( m_3^{(sol)}(z) \right)}{z^2 - 1} = I,
\]

(5.94)

so \( m_3(z) \) is regular at the origin. Because \( \det m_3^{(sol)}(z) = 1 - z^{-2} \) we must check that the ratio is bounded at \( z = \pm 1 \). This follows from observing that the symmetries (2.22) applied to the local expansion of \( m_3^{(2)} \) and \( m_3^{(sol)} \) imply that

\[
m_3^{(2)}(z) = \begin{pmatrix} c & \mp ic \\ \pm i\bar{c} & \bar{c} \end{pmatrix} \left( m_3^{(sol)}(z) \right)^{-1} = \frac{\pm 1}{2(z \mp 1)} \begin{pmatrix} \gamma & \mp i\bar{\gamma} \\ \mp i\gamma & \bar{\gamma} \end{pmatrix}^T + O(1),
\]

(5.95)

for some constants \( c \) and \( \gamma \). Then we have

\[
\lim_{z \to \pm 1} m_3^{(3)}(z) = O(1).
\]

(5.96)

So that \( m_3^{(3)}(z) \) has no singularity at \( z = \pm 1 \). If \( m_3^{(2)} \) has poles at \( z_{j0} \) on the unit circle, when \( j_0 \in \nabla \cap \Lambda \), then we have the residue condition

\[
\text{Res}_{z=z_{j0}} m_3^{(2)}(z) = \lim_{z \to z_{j0}} m_3^{(2)}(z) \mathcal{N}_{j0},
\]

where

\[
\mathcal{N}_{j0} = \begin{pmatrix} 0 & 0 \\ C_{j0} e^{2i\theta(z_{j0})} & 0 \end{pmatrix},
\]

so that \( m_3^{(2)} \) has the Laurent expansion

\[
m_3^{(2)}(z) = \frac{\text{Res}_{z=z_{j0}} m_3^{(2)}}{z - z_{j0}} + c(z_{j0}) + O(z - z_{j0}),
\]

where \( c(z_{j0}) \) is a constant matrix. It follows immediately that

\[
\text{Res}_{z=z_{j0}} m_3^{(2)}(z) = c(z_{j0}) \mathcal{N}_{j0},
\]

so that

\[
m_3^{(2)}(z) = c(z_{j0}) \left[ I + \frac{\mathcal{N}_{j0}}{z - z_{j0}} \right] + O(z - z_{j0}).
\]

(5.97)
While $m^{(s\odot)}$ and $m^{(2)}$ have the same residue conditions, with $\det m^{(2)}(z) = \det m^{(s\odot)}(z) = 1 - z^{-2}$, we have

$$
(m^{(s\odot)}(z_{j_0}))^{-1} = \frac{z_{j_0}^2}{z_{j_0}^2 - 1} \left[ I - \frac{\mathcal{N}_{j_0}}{z - z_{j_0}} \right] c(z_{j_0})^T + O(z - z_{j_0}) \tag{5.98}
$$

Taking the product gives

$$
m^{(3)}(z) = \frac{z_{j_0}^2}{z_{j_0}^2 - 1} c(z_{j_0}) \left[ I + \frac{\mathcal{N}_{j_0}}{z - z_{j_0}} \right] \left[ I - \frac{\mathcal{N}_{j_0}}{z - z_{j_0}} \right] c(z_{j_0})^T + O(1), \tag{5.99}
$$

which shows that $m^{(3)}(z)$ is bounded locally and the pole is removable. From the definition of $m^{(3)}(z)$ we have that

$$
\partial m^{(3)}(z) = \partial m^{(2)}(m^{(s\odot)}(z))^{-1} = m^{(2)}(z)\partial R^{(2)}(m^{(s\odot)}(z))^{-1}
$$

$$
\left[ m^{(2)}(z) \left( m^{(s\odot)}(z) \right)^{-1} \right] \left[ m^{(s\odot)}(z) \partial R^{(2)}(m^{(s\odot)}(z))^{-1} \right] = m^{(3)}(z)W^{(3)}.
$$

where $W^{(3)}(z) = m^{(s\odot)}(z)W(z) \left( m^{(s\odot)}(z) \right)^{-1}$.

The solution of pure $\partial$ problem can be expressed as

$$
m^{(3)}(z) = I - \frac{1}{\pi} \int \int_{\mathcal{C}} \frac{m^{(3)}(s)W^{(3)}(s)}{s - z} dA(s) \tag{5.100}
$$

where $dA(s)$ is the Lebesgue measure in $\mathbb{R}$. And it can also be expressed by operator equation

$$
(I - J)m^{(3)}(z) = I \iff m^{(3)}(z) = I + Jm^{(3)}(z), \tag{5.101}
$$

where $J$ is the Cauchy operator

$$
Jf(z) = -\frac{1}{\pi} \int \int_{\mathcal{C}} \frac{f(s)W^{(3)}(s)}{s - z} dA(s) = \frac{1}{\pi z} * f(z)W^{(3)}(z). \tag{5.102}
$$

Then we will show that $J$ is small-norm as $t$ large enough.

**Proposition 5.11.** We have $J: L^\infty(\mathbb{C}) \to L^\infty(\mathbb{C}) \cap C^0(\mathbb{C})$ and for any fixed $\xi_0 \in (0, 2)$ there exists a $C = C(q_0, \xi_0)$, such that for all $t \gg 1$ and for all $|\xi + 1| \leq \xi_0$,

$$
\|J\|_{L^\infty(\mathbb{C}) \to L^\infty(\mathbb{C})} \leq Ct^{-1/2}. \tag{5.103}
$$

**Proof.** It is not restrictive to consider only the proof of $\|Jf\|_{L^\infty(\mathbb{C})} \leq Ct^{-1/2} \|f\|_{L^\infty(\mathbb{C})}$. We just consider when $f(z) \in \Omega_1$. From (5.102), we have

$$
|JF(z)| \leq c\|f\|_{L^\infty(\mathbb{C})} \int \int_{\mathcal{C}} \frac{|W^{(3)}(s)|}{|s - z|} dA(s), \tag{5.104}
$$
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where
\[ |W^{(3)}(s)| \leq |m^{(s0)}(s)|^2 |1 - s^{-2}|^{-1} |W(s)|. \]

As \( z \in \Omega_1 \), there exists a fixed constant \( C_1 \) such that the matrix norm
\[ |m^{(s0)}| \leq C_1 (1 + |s|^{-1}) = C_1 |s|^{-1} |s\rangle. \]

Since \( \frac{(s)}{|z|^2} = O(1) \) in \( \Omega_1 \), for fixed constant \( c_1 \) we have
\[ |W^{(3)}(s)| \leq c_1 |s\rangle |s - 1|^{-1} |\bar{\partial}R_1(s)| e^{Re(2it\theta(s))}, \]

so that
\[ |Jf(z)| \leq c_1 \int\int_{\Omega_1} \frac{(s) |\bar{\partial}R_1(s)| e^{Re(2it\theta(s))}}{|s - z| |s - 1|} dA(s) = c_1 (I_1 + I_2 + I_3), \]

where
\[ I_1 = \int\int_{\Omega_1} \frac{(s) |\bar{\partial}R_1(s)| e^{Re(2it\theta(s))} \chi_{[0,1]}(s)}{|s - z| |s - 1|} dA(s), \]
\[ I_2 = \int\int_{\Omega_1} \frac{(s) |\bar{\partial}R_1(s)| e^{Re(2it\theta(s))} \chi_{[1,2]}(s)}{|s - z| |s - 1|} dA(s), \]
\[ I_3 = \int\int_{\Omega_1} \frac{(s) |\bar{\partial}R_1(s)| e^{Re(2it\theta(s))} \chi_{[2,\infty]}(s)}{|s - z| |s - 1|} dA(s), \]

where \( \chi_{[0,1]}(|s|) + \chi_{[1,2]}(|s|) + \chi_{[2,\infty]}(|s|) \) is the partition of unity.

We first estimate \( I_3 \). Since \( |s\rangle |s - 1|^{-1} \leq \kappa \) for \( |s| \geq 2 \), for a fixed \( \kappa \), we just need to prove that
\[ I_3 \leq \kappa \int\int_{\Omega_1} \frac{(c_2 |s|^{-1/2} + c_2 |r'(s)| + c_2 \varphi(|s|)) e^{Re(2it\theta(s))} \chi_{[1,\infty]}(|s|)}{|s - z|} dA(s) \leq ct^{1/2}, \]

for some fixed \( c_2 \) and \( c \). Let \( s = u + iv \), since \( |\xi + 4| \leq \xi_0 \) for \( \xi_0 \in (0, 2) \), we have
\[ Re(2it\theta(s)) \leq -c' tv. \]

Let \( z = z_R + iz_I \), \( 1/q + 1/p = 1 \) and \( p > 2 \). For the integrals in \( \text{(5.108)} \) which involve \( f(|s|) = |r'(s)| \) or \( f(|s|) = \varphi(|s|) \), we can define
\[ I_{31} \equiv \int_0^\infty e^{-c'tv} dv \int_0^\infty \frac{f(|s|) \chi_{[1,\infty]}(|s|)}{|s - z|} dv \leq \int_0^\infty e^{-c'tv} \| f(|s|) \|_{L^2(v,\infty)} \| \chi_{[1,\infty]}(|s|) \|_{L^2(v,\infty)} dv. \]

(5.110)
While
\[ \left\| \frac{\chi_{[1,\infty)}(|s|)}{s-z} \right\|_{L^2(v,\infty)}^2 \leq \int_v^\infty \frac{1}{|s-z|^2} \, du \leq \int_{-\infty}^{+\infty} \frac{1}{(u-z_0)^2 + (v-z_0)^2} \, du \]
\[ \frac{y}{|v-z_0|} \int_{-\infty}^{+\infty} \frac{1}{1+y^2} \, dy = \frac{\pi}{|v-z_0|}, \tag{5.111} \]
and
\[ \|f(|s|)\|^2_{L^2(v,\infty)} = \int_v^\infty |f(\sqrt{u^2+v^2})|^2 \, du = \int_{\sqrt{2}v}^{\infty} |f(\tau)|^2 \frac{\sqrt{u^2+v^2}}{u} \, d\tau, \]
\[ \leq \sqrt{2} \int_{\sqrt{2}v}^{\infty} |f(\tau)|^2 \, d\tau \leq \|f(s)\|^2_{L^2(\mathbb{R})}. \tag{5.112} \]

Put the above two estimations into (5.110), we have
\[ I_{31} \leq c\|f\|_{L^2(\mathbb{R})} \left[ \int_0^{z_1} \frac{e^{-ctv}}{\sqrt{2}v} \, dv + \int_{z_1}^{\infty} \frac{e^{-ctv}}{\sqrt{v-z_1}} \, dv \right], \tag{5.113} \]
Using the inequality \( \sqrt{2}e^{-ctz_1w} \leq ce^{-1/2}w^{-1/2} \), we have
\[ \int_0^{z_1} \frac{e^{-ctv}}{\sqrt{2}v} \, dv + \int_{z_1}^{\infty} \frac{e^{-ctv}}{\sqrt{v-z_1}} \, dv \leq ce^{-1/2} \int_0^1 \frac{1}{\sqrt{w}} \, dw \leq ct^{-1/2}, \tag{5.114} \]
and
\[ \int_{z_1}^{\infty} \frac{e^{-ctw}}{\sqrt{v-z_1}} \, dv \leq \int_0^{\infty} \frac{e^{-ctw}}{\sqrt{w}} \, dw = t^{-1/2} \int_0^{\infty} \frac{e^{-c\lambda}}{\sqrt{\lambda}} \, d\lambda \leq ct^{-1/2}. \tag{5.115} \]
Putting the above two estimations into (5.113), we have
\[ I_{31} \leq ce^{-1/2}\|f\|_{L^2(\mathbb{R})}. \tag{5.116} \]
Then we estimate the terms in (5.108) involving \( f(|s|) = |s|^{-1} \). Define
\[ I_{32} = \int_0^{\infty} e^{-ctv} \, dv \int_0^{\infty} \frac{\chi_{[1,\infty)}(|s|)|s|^{-1/2}}{|s-z|} \, du \leq \int_0^{\infty} e^{-ctv} \|s|^{-1/2}\|_{L^p(v,\infty)} \|s-z|^{-1}\|_{L^q(v,\infty)} \, dv. \tag{5.117} \]
Then we have the following estimations, for \( p > 2, \)
\[ \|s|^{-1/2}\|_{L^p(v,\infty)} = v^{1/p-1/2}(\int_1^{\infty} \frac{1}{(1+x)^{p/4}} \, dx)^{1/p} \leq cv^{1/p-1/2}, \tag{5.118} \]
similarly, we have
\[ \|s-z|^{-1}\|_{L^q(v,\infty)} \leq c|v-z_1|^{1/q-1}, \text{ where } \frac{1}{q} + \frac{1}{p} = 1. \tag{5.119} \]
Putting the above two estimations into (5.117) we have
\[ I_{32} \leq c \left[ \int_{0}^{\bar{z}_1} e^{-c'tw}v^{1/p-1/2}|v-z_1|^{1/q-1}\,dv + \int_{z_1}^{\infty} e^{-c'tw}v^{1/p-1/2}|v-z_1|^{1/q-1}\,dv \right]. \] (5.120)

Then we have the following two inequalities
\[ \int_{0}^{\bar{z}_1} e^{-c'tw}v^{1/p-1/2}|v-z_1|^{1/q-1}\,dv = \int_{0}^{1} \sqrt{2\pi} e^{-c'tz_1}w^{1/p-1/2}|1-w|^{1/q-1}\,dw \leq ct^{-1/2}, \] (5.121)
and
\[ \int_{z_1}^{\infty} e^{-c'tw}v^{1/p-1/2}|v-z_1|^{1/q-1}\,dv = \int_{0}^{\infty} e^{-c'(z_1+w)}(z_1+w)^{1/p-1/2}w^{1/q-1}\,dw \leq ct^{-1/2}. \] (5.122)

Putting the above two estimations into (5.120), we have
\[ I_{32} \leq ct^{-1/2}. \] (5.123)

So far we have proved (5.108). Then we estimate \( I_2 \). According to (5.36), for \(|s| \leq 2\), we have \(|\partial R_j(s)| \leq c_1|s-1|\) and \((s) < \sqrt{5}\). So that
\[ I_2 \leq \sqrt{5}c_1 \int_{\Omega_1} \frac{e^{-Re(2it\theta)}\chi_{[1,2]}(|\tau|)}{|s-z|}dA(s). \] (5.124)

According to the estimations of \( I_3 \), it can be obtained immediately that \( I_2 \leq ct^{-1/2} \). Finally, we give the estimation of \( I_1 \). Let \( w = 1/\bar{z} \) and \( \tau = 1/\bar{s} \), then we have
\[ I_1 = \int_{\Omega_1} \frac{\partial R_1 e^{Re(2it\theta)|\tau|}\chi_{[1,\infty]}(|\tau|)}{|\tau-w||\tau-1|}dA(\tau) \]
\[ = |w| \int_{\Omega_1} \frac{\partial R_1 e^{Re(2it\theta)|\tau|}\chi_{[1,\infty]}(|\tau|)}{|\tau-w||\tau-1|}dA(\tau). \] (5.125)

If \(|w| \leq 3\), it is obvious that the estimation of \( I_1 \) becomes that of \( I_2 \). While if \(|w| \geq 3\), then we have
\[ I_1 \leq 3 \int_{|\tau| \geq \frac{|w|}{4}} \frac{\partial R_1 e^{Re(2it\theta)|\tau|}\chi_{[1,\infty]}(|\tau|)}{|\tau-w|}dA(\tau) + 2 \int_{1 \leq |\tau| \leq \frac{|w|}{2}} \frac{\partial R_1 e^{Re(2it\theta)|\tau|}\chi_{[1,\infty]}(|\tau|)}{|\tau-1|}dA(\tau) \] (5.126)

It can be estimated by the same method as before, so that \( I_1 \leq ct^{-1/2} \). Then we have proved (5.103).
We show that the equation
\[ m^{(3)} = I + Jm^{(3)} \]
holds in the distributional sense. In fact, for test function \( \phi \in C_0^\infty(\mathbb{C}, \mathbb{C}) \), the equation
\[ \bar{\partial}\phi(z) = f(z), \]  
(5.127)
admits a solution
\[ \phi(z) = \frac{1}{\pi z} * f(z) = \frac{1}{\pi} \int_{\mathbb{C}} \frac{f(w)}{z-w} dA(w). \]
Using (5.93) and (5.102), we have
\[ \int_{\mathbb{C}} \bar{\partial}m^{(3)}(w)\phi(w)dA(w) = \int_{\mathbb{C}} m^{(3)}(w)W^{(3)}(w) \left[ \frac{1}{\pi} \int_{\mathbb{C}} \frac{\bar{\partial}\phi(z)}{z-w} dA(z) \right] dA(w) \]
\[ = - \int_{\mathbb{C}} Jm^{(3)}(z)\bar{\partial}\phi(z)dA(z) = \int_{\mathbb{C}} \bar{\partial}[Jm^{(3)}(z)]\phi(z)dA(z), \]
where we exploit the fact, proved in the course of Lemma 5.11, that \( m^{(3)}(w)W^{(3)}(w) \bar{\partial}\phi(z) / (z-w) \) is in \( L^1(\mathbb{C}) \), so that the order of integration can be exchanged. Since Lemma 5.11 implies that \( Jm^{(3)}(z) \) is a continuous function in \( z \) uniformly bounded in \( \mathbb{C} \), we conclude that \( \bar{\partial}[m^{(3)} - Jm^{(3)}] = 0 \) in the distributional sense, which means that \( m^{(3)}(w) = I + Jm^{(3)}(z) \).

\[ m^{(3)}(z;x,t) \]
has the following expansion
\[ m^{(3)}(z;x,t) = I + \frac{m_1^{(3)}(x,t)}{z} + O(z^{-1}), \]  
(5.128)
where
\[ m_1^{(3)}(x,t) = \frac{1}{\pi} \int_{\mathbb{C}} m^{(3)}(s)W^{(3)}(s)dA(s). \]  
(5.129)

**Proposition 5.12.** For \(-6 < \xi < -2\), there exist constants \( t_1 \) and \( c \) such that the \( z \)-independent coefficient \( m_1^{(3)}(x,t) \) satisfies:
\[ |m_1^{(3)}(x,t)| \leq c\xi^{-1} \text{ for } |x/t + 4| < 2 \text{ and } t \geq t_1. \]  
(5.130)

**Proof.** Lemma 5.11 implies that as \( t \gg 1 \), for \( |\xi + 4| < \xi_0 \), we have \( \|m^{(3)}\|_{L^\infty} \leq c \). Using (5.106) and (5.129), we have
\[ |m_1^{(3)}(x,t)| \leq c \int_{\Omega_1} \frac{\langle s \rangle |\bar{\partial}R_1|e^{Re(2it\theta)}}{s-1} dA(s) \leq c(I_1 + I_2 + I_3), \]  
(5.131)
where
\[
I_1 = \int_{\Omega_t} \langle s \rangle |\partial R_1| e^{Re(2i t \theta)} \chi_{[0,1]}(|s|) dA(s)
\]
\[
I_2 = \int_{\Omega_t} \langle s \rangle |\partial R_1| e^{Re(2i t \theta)} \chi_{[1,2]}(|s|) dA(s)
\]
\[
I_3 = \int_{\Omega_t} \langle s \rangle |\partial R_1| e^{Re(2i t \theta)} \chi_{[2,\infty]}(|s|) dA(s)
\]
For the term with \(\chi_{[2,\infty]}(|s|)\) the factor \(\langle s \rangle |s - 1|^{-1} = O(1)\), and fixing a \(p > 2, q \in (1,2)\) we get the upper bound
\[
I_3 \leq c \int_{\Omega_t} \|e^{-c'tv}\| L^2(\max\{v, \frac{1}{\sqrt{2}}\})_\infty dv + c \int_{0}^{\infty} \|e^{-c'tv}\| L^2(\max\{v, \frac{1}{\sqrt{2}}\})_\infty \|z\|^{-1/2} \|L^s(v, \infty)\| dv
\]
\[
\leq c \int_{0}^{\infty} e^{-c'tv} (t^{1/2} v^{1/2} t + 1 - p v^{1/q - 1/2}) dv \leq ct^{-1}.
\]
For \(s \in [0,2]\), \(\langle s \rangle \leq \sqrt{3}\) so it will be omitted from the remaining estimates. For the term with \(\chi_{[1,2]}(|s|)\), according to Lemma 5.11 it can be immediately obtained that \(I_2 \leq ct^{-1}\).

For the term with \(\chi_{[0,1]}(|s|)\), the changes of variables \(w = \tilde{z}^{-1}\) and \(r = \tilde{s}^{-1}\) give that
\[
I_1 = \int_{\Omega_t} e^{Re(2i t \theta(w))} |\partial R_1| |w - 1|^{-1} \chi_{[1,\infty]}(|w|) |w|^{-1} dA(s) \leq ct^{-1}.
\]
So that we get the desired estimate. \(\square\)

6 Main Results

**Theorem 6.1.** Consider initial data \(q_0 \neq 1 \in H^{4.4}\) with associated scattering data \(\{r(z), \{z_j, c_j\}_{j=0}^{N-1}\}\). Order \(z_j\) such that
\[
\text{Re} z_0 > \text{Re} z_1 > \ldots > \text{Re} z_{N-1} \geq 0,
\]
(6.1)

For fixed \(\xi_0 \in (0,2)\), there exist \(t_0 = t_0(q_0, \xi_0)\) and \(C = C(q_0, \xi_0)\) such that the solution \(q(x,t)\) of (2.1) satisfies
\[
|q(x,t) - q^{(sol).N}(x,t)| \leq ct^{-1} \text{ for all } t > t_0 \text{ and } |\xi + 4| \leq \xi_0.
\]
(6.2)

Here \(q^{(sol).N}(x,t)\) is the \(N\)-soliton solution with associated scattering data \(\{\tilde{r} \equiv 0, \{\tilde{z}_j, \tilde{c}_j\}_{j=0}^{N-1}\}\) where
\[
\tilde{c}_j = c_j \exp \left( -\frac{1}{4\pi} \int_{\mathbb{R}} \log(1 - |r(s)|^2) \left( \frac{1}{s - z_j} - \frac{1}{2s} \right) ds \right).
\]
(6.3)
Moreover, for \( t > t_0 \) and \(|\xi| < \xi_0\), the \( N\)-soliton solution separates in the sense that
\[
q(x,t) = -1 + \sum_{j=0}^{N-1} [\text{sol}(z_j; x - x_j, t) + 1] + \mathcal{O}(t^{-1}),
\]
where \( \text{sol}(z; x, t) \) is the one soliton defined by (5.72), and
\[
x_j = \frac{1}{2\text{Im} z_j} \left\{ \log \left( \frac{|c_j|}{\text{Im} z_j} \prod_{k \in \triangle, k \neq j} \left| \frac{(z_j - z_k)(z_j + \bar{z}_k)}{(z_j z_k - 1)(z_j \bar{z}_k + 1)} \right| \right) \right. \\
- \frac{\text{Im} z_j}{\pi} \int_{\mathbb{R}} \frac{\log(1 - |r(s)|^2)}{|s - z_j|^2} ds \left. \right\}
\]
(6.4)

Proof. For \( z \in \mathbb{C} \setminus \overline{\Omega} \), and \( z \) large, we have
\[
m(z) = T(\infty)^{\sigma_3} m^{(3)}(z) m^{(\text{sol})}(z) T(\infty)^{-\sigma_3} \left[ I - \frac{1}{z} T_1^{-\sigma_3} + \mathcal{O}(z^{-2}) \right],
\]
(6.6)
where
\[
T_1 = \sum_{k \in \triangle} 4i \text{Im} z_k + \frac{1}{2\pi i} \int_{\mathbb{R}} \log(1 - |r(s)|^2) ds.
\]

1. If \( \Lambda = \emptyset \), from (5.62), (5.83) and (5.128), we have
\[
m(z) = I + \frac{1}{z} T(\infty)^{\sigma_3} \left[ \sigma_2 + m^{(3)}(x,t) - T_1^{-\sigma_3} + \mathcal{O}(e^{-2\rho^2 t}) \right] T(\infty)^{-\sigma_3},
\]
(6.7)
using the reconstruction formula, we have the following asymptotics for \( q(x,t) \)
\[
q(x,t) = -1 + \mathcal{O}(t^{-1}).
\]
(6.8)

2. If \( \Lambda \neq \emptyset \), we have
\[
m^{(\text{sol})}(z) = I + \frac{m^{(\text{sol})}(x,t)}{z} + \mathcal{O}(z^{-2}).
\]
(6.9)
Putting the above and (5.128) into (6.6), we have
\[
m(z) = I + \frac{1}{z} T(\infty)^{\sigma_3} \left[ m^{(3)}(x,t) + m^{(\text{sol})}(x,t) - T_1^{-\sigma_3} \right] T(\infty)^{-\sigma_3},
\]
(6.10)
using the reconstruction formula, we then have
\[
q(x,t) = \lim_{z \to \infty} iz m_{21}(z) = T(\infty)^{-2} q^{(\text{sol})}N(x,t) + \mathcal{O}(t^{-1}).
\]
(6.11)

Noting that \(|z_k| = 1, \bar{z}_k^{-1} = z_k\), from (5.9) we have \( T(\infty)^{-2} = 1 \), so that we have asymptotic stability
\[
|q(x,t) - q^{(\text{sol})}N(x,t)| \leq c t^{-1}. 
\]
(6.12)
Next we show that the $N$-Soliton solutions for the mKdV equation admit the property of soliton resolution. Consider serial order (6.1)

$$\text{Re } z_0 > \text{Re } z_1 > \ldots > \text{Re } z_j > \ldots > \text{Re } z_{N-1}. \quad (6.13)$$

then

$$\nabla = \{ j : j \geq j_0 \}, \quad \Delta = \{ j : j < j_0 \}, \quad \Lambda = \emptyset \text{ or } \{ j_0 \}.$$  

According to (5.86), then we obtain

$$q_{(\text{sol}),N}(x,t) = q_{\Lambda}(x,t) + O(e^{-2\rho^2 t}).$$

which combining with (6.12) gives

$$q(x,t) - q_{\Lambda}(x,t) = (q(x,t) - q_{(\text{sol}),N}(x,t)) + (q_{(\text{sol}),N}(x,t) - q_{\Lambda}(x,t)) = O(t^{-1}).$$

Again by using (5.86), we have

$$q(x,t) = [\text{sol}(z_j, x - x_j, t) + 1] + O(t^{-1}), \quad j = 0, \ldots, N - 1. \quad (6.14)$$

By (6.8) and (6.14), we get soliton resolution of the defocusing mKdV equation

$$q(x,t) = -1 + \sum_{j=0}^{N-1} [\text{sol}(z_j, x - x_j, t) + 1] + O(t^{-1}). \quad (6.15)$$

**Theorem 6.2.** Consider an $M$-soliton $q_{(\text{sol}),M}(x,t)$ satisfying both boundary conditions in (1.2) and let $\{0, \{z_j, c_j\}_{j=0}^{M-1}\}$ denote its reflectionless scattering data. There exist $\epsilon_0$ and $C > 0$ such that for any initial datum $q_0$ of problem (1.1)-(1.2) with

$$\epsilon := \|q_0 - q_{(\text{sol}),M}(x,0)\|_{L_4} < \epsilon$$

the initial data $q_0$ generates scattering data $\{r', \{z'_j, c'_j\}_{j=0}^{N-1}\}$ for some finite $N \geq M$ (for both sets of discrete data we use the convention that $j < k$ implies $\text{Re } z_j > \text{Re } z_k$ and $\text{Re } z'_j > \text{Re } z'_k$). Of the discrete data of $q_0$, exactly $M$ poles are close to discrete data of $q_{(\text{sol}),M}$. Any additional poles (as $N \geq M$) are close to either $-1$ or 1. Specifically, there exists an $L \in \{0, \ldots, N-1\}$ satisfying $L + M \leq N - 1$ for which we have

$$\max_{0 \leq j \leq M-1} (|z_j - z'_j| + |c_j - c'_j|) + \max_{j > M + L} |1 + z'_j| + \max_{j < L} |1 - z'_j| < C\epsilon. \quad (6.17)$$
Furthermore, $q_0$ has reflection coefficient $r' \in H^1(\mathbb{R}) \cap W^{2,\infty}(\mathbb{R} \setminus (-\delta_0, \delta_0))$ for any $\delta_0 > 0$.

Set $\xi = x/t$ and fix $\xi_0 \in (0, 2)$ such that $\{\Re z_j\}_{j=0}^{M-1} \subset [0, \frac{\xi_0}{2}]$. Then there exist $t_0(q_0, \xi_0) > 0, C = C(q_0, \xi_0) > 0$ and $\{x_k+L\}_{k=0}^{M-1} \subset \mathbb{R}$ such that for $t > t_0(q_0, \xi_0), |\xi+4| < \xi_0$, the following inequality holds:

$$\left| q(x,t) - \left[ -1 + \sum_{j=0}^{M-1} \left[ \text{sol}(z'_j+L; x - x_j+L, t) + 1 \right] \right] \right| \leq Ct^{-1}. \quad (6.18)$$

**Proof.** Given $q_0$ close to the $M$-soliton $q^{(\text{sol})M}(x, 0)$ we have the information on the poles and coupling constants in (6.17) by the Lipschitz continuity of map such (2.5)–(2.7) in Proposition 2.1. Moreover, we can apply Proposition 3.2 to $q_0$. Hence we can apply Theorem 6.1 to $q_0$ obtaining (6.4). By elementary calculation (6.4) yields (6.18).
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