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Abstract

Electron Tomography (ET) reconstructions can be analysed, via segmentation techniques, to obtain quantitative, 3D-information about individual nanoparticles in supported catalysts. This includes values of parameters out of reach for any other technique, like their volume and surface, which are required to determine the dispersion of the supported particle system or the specific surface area of the support; two figures that play a major role in the performance of this type of catalysts.

However, both the experimental conditions during the acquisition of the tilt series and the limited fidelity of the reconstruction and segmentation algorithms, restrict the quality of the ET results and introduce an undefined amount of error both in the qualitative features of the reconstructions and in all the quantitative parameters measured from them.

Here, a method based on the use of well-defined 3D geometrical models (phantoms), with morphological features closely resembling those observed in experimental images of an Au/CeO$_2$ catalyst, has been devised to provide a precise estimation of the accuracy of the reconstructions. Using this approach, the influence of noise and the number of projections on the errors of reconstructions obtained using a Total Variation Minimization in 3D (TVM-3D) algorithm have been determined. Likewise, the benefits of using smart denoising techniques based on Undecimated Wavelet Transforms (UWT) have been also evaluated.

The results clearly reveal a large impact of usual noise levels on both the quality of the reconstructions and nanometricological measurement errors. Quantitative clues about the key role of UWT to largely compensate them are also provided.
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1 Introduction

The potential of Electron Tomography to unveil the 3D structure of catalysts, with spatial resolution in the sub-nanometer scale, has been widely explored and reviewed in recent works [1, 2]. A variety of experimental techniques, based either on Transmission Electron Microscopy (TEM) or Scanning Transmission Electron Microscopy (STEM) have been used to reveal different features of nanostructured catalysts in 3D, but High Angle Annular Dark Field imaging in STEM mode (HAADF-STEM) stands out as the most frequently used, given its chemical sensitivity and avoidance of imaging artifacts related to diffraction phenomena when dealing with crystalline materials[3].

Recently, the interest in the use of this characterization technique has moved from the determination of purely qualitative aspects to the quantification of structural parameters which determine materials performance, i.e. to nanometrology. In the case of catalysts, parameters like those related to exposed surfaces (specific surface area), pore structure (pore volume, outer/inner pore volume ratio or pore system connectivity and tortuosity), particle size distributions (average particle size and dispersion) or particle...
but reconstruction and segmentation are those with major contribution.

The goodness of the reconstruction algorithms is normally evaluated by applying them to well-defined input signals, so-called phantoms, made up of a collection of objects with a precise morphology and image intensity. Then, a figure of merit which measure the total deviation of the reconstructed pixel values from those in the model provide an estimation of the reconstruction error. Most frequently phantoms are 2D images. To date, algorithms based on Total Variation Minimization (TVM) have proved, in general, as the most accurate ones. These have demonstrated to suffer a smaller influence of noise; to minimise reconstruction artifacts due to incomplete sampling of the frequency space, i.e. the so-called missing wedge effect; and to be less sensitive to the reduction of the total number of projections in the tilt series[13, 14].

Segmentation involves partitioning the intensity histogram of the whole reconstructed volume into non-overlapping regions, which can then be individually assigned, by thresholding, to different components (void and objects). To improve this primary step in the metrological process, several works have proposed replacing conventional two-level thresholding, which works properly only for a very limited number of cases, by Otsu type [15, 16] thresholding or by more sophisticated approaches, as it is the case of anisotropic, nonlinear, diffusion (AND) [17]. Nevertheless, these global thresholding approaches fail in complex situations as are those frequently encountered with images of nano-catalysts. For these, customized methods [18] or the use of advanced clustering techniques [19] are required.

Independently from the particular reconstruction or segmentation procedures used in the 3D analysis of catalysts,
an important issue which has not been properly addressed yet refers to the determination of the error of the quantifications made by ET. Given the complexity of the overall process, answering to this fundamental question is not a simple task. In fact, data resulting from the quantification of ET experiments routinely do not include estimates of error.

Recently, Wang et al. have studied the combined influence of reconstruction and segmentation fidelity in the analysis of the pore structure of a mesoporous carbon [20]. To this end, they used a 3D phantom with structural features close to those in the catalyst under analysis, to which they referred as a material-realistic phantom. To guarantee a close proximity between the model and the material under study, they employed as phantom a first reconstruction of an experimental tilt series obtained by DART (Discrete Algebraic Reconstruction Technique); a method which incorporates the segmentation step during reconstruction [21].

Although valid, this approach is limited, since it does not allow to incorporate in the phantom other features than those that can be actually retrieved by the reconstruction method employed. It will not provide information about details which are originally present in the material but get lost during the recovery of the 3D information. Moreover, a more in-depth analysis of the whole set of parameters which influence the quantification, requires taking into account other factors, which were not considered in this work, like noise or the total number of projections in the tilt series. The latter are two important parameters, particularly in the 3D analysis of beam sensitive materials, for which the use of a low dose of electrons, either by image or tilt under-sampling [22], is mandatory. It is clear that noise will involve errors in quantitative ET but quantifying their magnitude on each structural parameter and, more important, evaluating also in quantitative terms the impact of image denoising techniques are both questions of major practical importance. To highlight at this respect, Undecimated Wavelet Transform (UWT) has proven as a very powerful tool to dump noise effects on ET reconstructions [5, 23].

To overcome these limitations, here we propose the use as phantoms of geometrical 3D models with perfectly defined morphological features, which include objects and spatial relationships between these objects very close to those observed in experimental 2D HAADF-STEM images of the sample under study. The relative intensity of the different objects in the projections of the models should also match the values observed in the experimental 2D recordings.

To illustrate the potential of this approach, the analysis of 3D ET studies of a gold catalyst supported on CeO$_2$ is performed, focusing on the estimation of errors involved in the quantification of parameters like metallic nanoparticle dimensions (as a function of size and location on the support), roundness (morphology) or dispersion. Likewise, errors associated to support parameters, like surface roughness or specific surface area, are also considered. In all cases, UWT, TVM-3D and the advanced segmentation method developed in [5] are used as tools to denoise the original tilt series, to reconstruct those series and to separate particle and support components, respectively.

Importantly, it will be also demonstrated that the a-priori knowledge obtained from the comparative analysis of the whole set of results obtained in our study provides relevant information to optimise the planification of experimental studies, this representing an actual synergy between theory and practice.

2 Experimental

The catalysts prepared for this study were synthesized employing a two-step preparation process. The ceria oxide nanocubes, CeO$_2$-NC, were obtained by a hydrothermal method previously reported elsewhere [24]. The Au/CeO$_2$ catalyst was prepared via a deposition–precipitation procedure using HAuCl$_4$·3H$_2$O (99.99%, Alfa Aesar, 6.4×10$^{-3}$ M) as the gold precursor, Na$_2$CO$_3$ (0.05 M) was used as precipitating agent and 5–7 g of support was employed in each synthesis. The gold precursor was added to the support in solution at pH 8 and at 60 °C for 1 h, under stirring and in absence of light. Afterward, the suspension was aged at the same conditions for 1 h. The obtained precipitate was filtered and washed with deionized water several times, and then dried at 100 °C overnight and pretreated in oxidant atmosphere at 500 °C. Details of the preparation procedure were similar to that followed by Daly et al. [25].

Gold loading was determined by ICP-AES and FRX. ICP measurement was carried out using ICP-AES Iris Intrepid equipment of Thermal Elemental. FRX was performed using a Bruker PIONEER 4 Kwat power.

Specific surface area was determined using Micromeritics ASAP2020. Before the analysis, the sample was degassed for 2 h at 200 °C. Adsorption and desorption of nitrogen measurements were performed at −196 °C. Measurement of specific surface area was performed by multipoint on basis of the BET (Brunauer–Emmet–Teller) theory and equation.

Electron Tomography experiments were performed in a FEI Titan$^\text{3}$ Themis 60–300 Double Aberration Corrected microscope operated at 200 kV. A convergence angle of 9 mrad was selected in order to improve the depth of focus and a camera length of 115 mm was used, providing a 41–198 mrad collection angle. Tomography series were recorded within the −70° to +70° tilt range, acquiring a STEM-HAADF image every 2°, at a magnification of 450 K (0.18 nm pixel size) and using a dwell time of 10 ms.
The 3D material-realistic phantoms were built using the parametric equation of a sphere and a cube, and home-made Matlab scripts. The projections of the models were obtained using a routine from the ASTRA tomography toolbox (http://www.astra-toolbox.com/index.html). To this end, tilting around a single axis scheme was assumed for all the models. To add noise to the projections, routines implemented in MATLAB were used.

UWT denoising of the tilt series calculated from the phantoms, was performed using home-made scripts in MATLAB based on the WAVELAB850 toolbox (http://statweb.stanford.edu/~wavelab/Wavelab_850/index_wavelab850.html) and the invansc packages, as downloaded from http://www.cs.tut.fi/~foi/invansc/. The whole set of HAADF-STEM denoised images were aligned combining cross-correlation methods, using FEI Inspect3D v 4.0 and the landmark-based alignment implemented in TomoJ [26]. The tilt series images were resized to 512×512 px size, also background subtracted and normalized.

Compressed-Sensing Total Variation Minimization Algorithms (CS-TVM) were employed for the reconstruction, but following the optimization approach developed in [12] to ensure the best possible reconstruction within a very wide range of reconstruction parameters. In particular,
for the optimization of CS-TVM, the denoised, filtered, and background subtracted images were reconstructed using the TVAL3 routine implemented in the ASTRA tomography toolbox. Once the reconstruction parameters were optimized, a final reconstruction of the tilt series was carried out using a TVM-3D algorithm implemented in Matlab. The segmentation step was carried out using a home-developed procedure [5]. For visualization and further nanometrological analysis of the reconstructed volumes, the FEI Avizo 7.0 Fire Software was used.

All the calculations were performed on an Intel Core i7 8700 workstation, equipped with 64 Gb RAM and VGA NVIDIA RTX 2070.

3 Results

The essential aspects of the methodology we propose are illustrated in the following through the quantitative analysis of ET experiments recorded on a supported metal catalyst. The features observed in 2D HAADF-STEM images of a 0.8% wt. Au/CeO₂ system, like that in Fig. 2 were used as reference to build the starting models.

3.1 Phantom construction

Note that the catalyst is made up of cubed shaped ceria crystallites, in the 20–50 nm size range, which are in general not isolated but, instead, aggregated into medium-sized bunches. The cubes are partially contacting each other along their facets, keeping some of them in parallel orientation. The much smaller, rounded, objects correspond to Au nanoparticles, which range in size from 1 to 5 nm. Most of these particles sit on locations either close to the edges or in the boundary between neighbouring crystallites. Such a peculiar distribution of supported gold nanoparticles has been previously reported, from the qualitative analysis of ET experiments, for different Au catalysts supported on ceria-based oxides [27].

Taking into account these details, the material-realistic geometrical 3D model (phantom) shown in Fig. 3(a) was built. This phantom, which includes a total of 6 cubes of different size, simulates a bunch of contacting,
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**Fig. 4** Rendering of: (a) model phantom; (1st row) reconstructions of phantom a obtained in the absence of noise; (2nd row) reconstructions after adding noise; (3rd row) reconstructions after UWT-denoising
parallel-oriented, crystallites. A total of 8 spherical particles of increasing diameters have been distributed on the surface of the cubes, in locations which resemble those in the experimental images, i.e. close to edges and at intercrystallite sites.

Apart from the dimensional details, a quite important question to fix in the phantom refers to the values of the voxels (i.e. the 3D counterparts of pixels) of particles and support, so that they reproduce the relative intensities observed in the experimental HAADF-STEM images. If we take into account that at low-medium magnification the intensity of these images scale with the product of density and thickness (i.e. $I_{\text{HAADF}} \propto \rho t$) [28] and the densities of ceria (7.22 g/cm$^3$) and gold (19.3 g/cm$^3$), the $I_{\text{Au}}/I_{\text{CeO}_2}$ ratio should be 2.7. The slice through the volume of the model shown in Fig. 3(b) illustrates the assignment of relative intensities for Au and CeO$_2$. Note, in fact, that the voxels of the Au particles are much more intense than those of the support.

Figure 3(c) shows the projection of the model along the direction of the incoming beam of electrons in the absence of noise. As expected, the intensity of the particles which, in the observation direction, project outside the support boundaries appear with intensities similar or even lower than those of the support, due to the large difference in thickness of the two components. Those particles which project onto the support background appear much brighter, due to the superposition of the two components. Something similar occurs at the sites where different cubes overlap in projection.

To approach the characteristics of the experimental images, a mixture of Gaussian and Poisson noise was added to the model. Figure 3(d) shows the projection of the model after noise addition. The noise model was finally treated using UWT, Fig. 3(e). Note how this denoising technique retains the shape of the objects, avoiding artifacts at the boundaries, a question of major concern when recovering the morphology. Comparing the results obtained before and after denoising, the impact of noise on reconstruction errors can be evaluated.

### 3.2 Phantom reconstruction, segmentation and quantification

Figure 4 shows 3D volume renderings of the reconstructions of the phantom. To evaluate the influence of the total number of images in the tilt series, the reconstructions were made for tilt series considering projections in the $-70^\circ$ to $+70^\circ$ every 2$^\circ$ (left column), 5$^\circ$ (middle column) and 10$^\circ$ (right column). Likewise, three experimental conditions were considered, a tilt series made up of images with no noise (1st row), noisy images (2nd row) and UWT-denoised images (3rd row).

Concerning the reconstruction corresponding to the series where no noise was added, the following major ideas, related with qualitative comparisons between the different series and the phantom, are worth being mentioned: (1) with independence of size, all the facets of the cubes which are affected by the missing wedge effect (in this case those perpendicular to the x-axis) are reconstructed as concave surfaces, instead of flat. Moreover, curvature is not significantly affected by the number of images in the tilt series. On the contrary, those facets which are perpendicular or inclined with respect to the tilt axis (y-axis) are reconstructed as perfectly flat; (2) all the metal nanoparticles were detected in the reconstruction, even the smallest ones. The flat rounded morphology is also maintained.

When noise is present in the images of the tilt series, the reconstructions lead to rough cube surfaces, roughness increasing with decreasing the number of images in the tilt series. Roughening also affects the metal nanoparticles, whose size and shape is significantly modified in the reconstruction. As expected, the heterogeneity (not so sharp surfaces) induced by noise, gives rise to an attenuation of the curvature effect described in the previous paragraph.

Finally, the mere visual inspection of the UWT-denoised series clearly reveals a large attenuation of the noise-induced roughening of the two components of the catalysts. Also important, shape and size of the metal nanoparticles is much better retained, as it will be better shown below on the grounds of quantitative arguments.

Concentrating now on quantitative aspects, Table S1 gathers the values of size, area and volume of the different ceria crystallites and gold nanoparticles involved in the phantom of Fig. 3(a). All the reconstructions gathered in Fig. 5 were segmented (Figure SI.1 Illustrates the efficiency of the segmentation routine used here) and the following features measured: (1) volume, surface and equivalent diameter of each supported nanoparticles; (2) total volume and total surface of the support crystallites, Table S2. From these figures, interesting comparisons can be established with the reference values corresponding to the model.

We can start commenting on the values of the surface/volume ratio of the support crystallites as a whole, i.e. considering the 6 nanocubes; a basic parameter which is related to the specific surface area of this component of the catalyst. According to the bar graphs shown in Fig. 5(a), the values obtained when noise is not present are very close to those in the phantom, 7.7%. Moreover, the result is not sensitive to the number of images included in the tilt series.

Once noise is present in the tilt series, the difference with the phantom increases significantly and becomes extremely sensitive to the number of projections. Thus, the S/V ratio determined from the reconstruction of the tilt series with images from $-70^\circ$ to $+70^\circ$ every 2$^\circ$ (35.9%) overestimates a
the three cases analysed in this work, i.e. in the absence of noise, when noise is present and after denoising using UWT.

This large error is related to the increase of total surface induced by the roughness observed in these reconstructions, Fig. 4(d). As previously commented, UWT-denoising corrects very efficiently this effect, leading to S/V ratios, with independence of the tilt angle increment, very close to that of the phantom. In fact, results are roughly the same as those obtained when noise is totally absent.

Other key parameters to be determined in this type of catalysts are the size of the supported nanoparticles and their morphology. As morphological parameter, the sphericity ($\varepsilon = \frac{1}{\pi} \left( \frac{\pi(6V)^{2/3}}{S} \right)$) is proposed. This is just the ratio between the surface of the sphere with equivalent diameter (numerator in the equation) and the actual surface of the particle (denominator). Therefore, the value of $\varepsilon$ for a perfect sphere equals 1. Values lower than this (in the $1 - \varepsilon$ range) indicate deviations from a perfect sphere. For a reference, the $\varepsilon$ value for a hemisphere is 0.83[29].

Figure 5(b) plots the difference between the radii of the 8 nanoparticles included in the model and the radii determined after reconstruction and segmentation. The dotted lines in this figure indicate the values of the average deviations in the three cases analysed in this work, i.e. in the absence of noise, when noise is present and after denoising using UWT.

Note that, in general, the radii determined from the reconstructions are slightly smaller than those in the models. The difference amounts, in average, between 0.44 voxels (model without noise) and 1.04 voxels (noisy model). The first value represents the intrinsic, unavoidable, error associated to reconstruction and segmentation, whereas the latter includes the additional influence of noise. It is clear, in any case, that UWT denoising allows dumping very effectively this last contribution, decreasing the average error in the determination of particle radii to a value below 1 voxel.

In the three cases, the deviation of the errors from the average values is not larger than $\pm 0.1$ voxels in the whole size range, this indicating a very mild influence of particle size on absolute error in the size determination. Larger differences are only observed in two cases, the particles of roughly 4 and 5 voxel size. As it can be observed in the 3D renderings shown in Figure SI2, this is related to the particular localization of these two particular nanoparticles in the model, surrounded by different support crystallites. Therefore, localization seems a much more influencing factor than size. Of course, relative error decreases with size from roughly 25% down to 5%. Therefore, using the combination of UWT, TVM 3D and the customized segmentation...
procedure developed in [5], 0.7 voxels is a very good estimate of the error in ET measurement of particle size (radius).

Regarding the influence of tilt angle increment, Fig. 5(c), the average error in size determination by ET appears quite insensitive in the reconstruction of both the tilt series where noise is not present and the one denoised by UWT. In the case of the noisy one, increasing from 2º to 5º does not make a significant change, but for 10º tilt angle increments, the error in the radius determination increases up to, roughly, 1.2 voxels. These results indicate that as long as a proper denoising of the tilt series is performed, the use of large tilt angle increments still allows to obtain reconstructions from which the size of the supported particles can be recovered with a high degree of accuracy.

With the volume and surface area data, the dispersion of the system of supported particles can be also evaluated for the whole set of experiments, as \( D = \frac{\sum S_i}{\sum V_i} \), where the summations extend to the whole set of particles and \( S_i \) and \( V_i \) refer to the values of surface and volume of each particle, Fig. 5(d). The actual dispersion of the Au particles in the model amounts to 38%. Note that an intrinsic error of +2%, which is independent of the angular sampling rate, is estimated for the reconstruction and segmentation process. This is expected, since the estimated error of roughly half a voxel in radius underestimates the actual size of the particle in the whole size range.

The presence of noise in the image tilt series gives rise to a large error in the estimation of dispersion, particularly when the number of images in the tilt series is small. Importantly, UWT-denoising dumps very effectively the contribution of noise and provides dispersion values which are only +3% larger than the actual value in the model. This represents a relative error of 8%.

A final question that can be analysed refers to the morphology of the nanoparticles. In this case, to quantify the effects of reconstruction and segmentation on the modification of this aspect, the sphericity (ε) was used. Figure 5 shows a radial plot of the values of this parameter determined for the 8 Au particles included in the phantom of Fig. 3(a) for 2º (Fig. 6(a)), 5º (Fig. 6(b)) and 10º (Fig. 6(c)). Of course, all the particles in the phantom have values of \( \varepsilon = 1 \). The morphology of the particles reconstructed in the presence of noise largely deviates from that of spheres, as it can be clearly observed in the radial graph, the largest deviations correspond to the two largest particles. Effectively, a detailed inspection of this reconstruction reveals nanoparticles with rather rough surfaces. Prior denoising using UWT allows to overcome the influence of noise, \( \varepsilon \) values very close to 1 being observed for the UWT-denoised reconstruction. Therefore, UWT appears necessary to recover accurately not only the dimensions of the nanoparticles but also their shape.

![Fig. 6](image-url) Sphericity of each of the 8 particles in the phantom of Fig. 3(a) for 2º (a), 5º (b) and 10º (c)

![Fig. 7](image-url) Volume rendering of TVM3D reconstructions obtained from tilt series at 5 different locations of an 0.8%wt Au/CeO\(_2\)-NC catalyst
3.3 Study case: 0.8 wt% Au/CeO$_2$-NC catalyst

This methodology was applied to the analysis of an ET study of a 0.8% wt Au/CeO$_2$-NC which included 5 HAADF-STEM tilt series recorded in different locations of the catalyst. Figure 7 shows volume renderings of the TVM3D reconstructions after denoising all the images using UWT. The small volumes in blue correspond to the Au nanoparticles whereas the ceria support is displayed in light grey. Note that most CeO$_2$ crystallites are edge-and-corner-rounded cubes.

From these data, a number of catalyst parameters could be measured. Starting with the support, the specific surface area was determined to amount to 19.9 m$^2$g$^{-1}$. According to the results shown in the previous section, this parameter is expected to be overestimated by a 10% for reconstructions of UWT-denoised series acquired with tilt angle increments of 2$^\circ$ (see Fig. 5(a)). Therefore, a more accurate value for the surface area of this catalyst would be 18.1 m$^2$g$^{-1}$. The difference is rather small and any of the two values falls within the range estimated from N$_2$ physisorption isotherms of this catalyst, 19.0 ± 3.0 m$^2$g$^{-1}$, but the ET corrected figure is the most accurate this technique can provide.

Regarding the metallic phase, a first parameter which can be evaluated from the experimental series is their size, measured for example as equivalent diameter. Taking into account the results described in the previous section, these values should be increased by, roughly, 1.4 voxels (=2•0,68). Taking into account that the voxel size of the experimental tilt series was 0.18 nm/vox, this represents roughly 0.24 nm. Figure 8(a) shows the corresponding particle size distribution obtained from ET after incorporating this correction. The average diameter of the Au particles amounts to 4.4 nm, which is slightly larger than the value before correction, 4.0 nm. The reference figure which can be used for this parameter is the value determined from 2D HRTEM and HRSTEM images, which in this case was determined to amount to 4.7 nm.

Concerning the shape of the particles, Fig. 8(b) depicts the values of $\varepsilon$ for the whole set of particles as a function of their corrected size. To obtain this parameter, the corrections of both volume and area of each particle (as a function of size) were taken into account. Figure SI3(a), show the influence of particle size (in voxels) on the variation of the ratio between the surface segmented for each particle ($S_{seg}$) and their actual surface in the phantom ($S_{ph}$). Likewise, Figure SI3(b) shows the ratios corresponding to the volumes. Note that the deviations observed for small particles ($r<6$ voxels), both in surface and volume, are higher (average ratios around 0.56 and 0.43 for surface and volume respectively) than for the bigger ones ($r>9$ voxels), for which average ratios of 0.84 (surface) and 0.76 (volume) are found. Likewise, the deviations in volume are, for all sizes, bigger than deviations in surface. In the intermediate size region ($5<r<9$ voxels), a linear relationship may be used for the correction of both surface and volume.

Considered as a whole, the system of particles presents an average sphericity of 0.90, whereas it amounts to 0.93 before corrections. Note, however, that most particles, 80%, have sphericity values in the 0.8–1.0 range, with an average of 0.94. Only a small fraction, 20%, of tiny ones (<2 nm) are characterized by lower values, in the 0.6–0.7 range and average around 0.67. To understand the structural meaning of these figures, it is interesting to take into account the variation of $\varepsilon$ with the extent of truncation of a sphere along its diameter, $\alpha$ (0 < $\alpha$ < 2). As shown in Figure SI4, with increasing $\alpha$, $\varepsilon$ decreases from 1, the value expected for a perfect sphere, down to 0. For $\varepsilon$=0.94, truncation takes place below the centre of the sphere, $\alpha$=0.55, giving rise to a particle with a contact angle with the surface, $\theta$ below 90$^\circ$ ($\theta=63^\circ$).

Fig. 8 (a) Particle size distribution determined from the ET study, after correction of errors; (b) sphericity of metal particles as determined from ET, after volume and surface corrections, as a function of particle size.

$\varepsilon_{avg} = 0.94$

$\varepsilon_{avg} = 0.67$
For $\varepsilon = 0.67$, the sphere must be truncated at $\alpha = 1.46$, this resulting in a flat particle, with $\theta > 90^\circ$ ($\theta = 117^\circ$).

HRTEM and HRSTEM images have proven that Au nanoparticles grow epitaxially on the surface of ceria-based supports [30, 31], giving rise, in most cases, to two particle shapes; in fact, two types of truncated cube-octahedrons. A first one in which truncation leaves particles with contact angle lower than $90^\circ$, Figure SI4(c), and, in the case of smaller ones, particles in which the truncated cube-octahedron contacts the surface at angles greater than $90^\circ$, Figure SI4(b).

The presence of both type of particles is related to the balance between bulk and interface energies, which is a function of different parameters such as size, nature of the chemical gaseous environment surrounding the particle and exact structural nature of the Nanoarticle||Support interface. A study on a related Au/TiO$_2$ catalyst [32] suggests that the details of the metal||support interface, particularly the growth on the nanoparticles on faulted, stepped type, surfaces, largely influences the value of the H/W aspect ratio, at least for samples analysed under the UHV conditions characteristic of conventional HREM studies.

The lower spatial resolution of ET, in comparison with HRTEM or HRSTEM, and the inherently small size of the metal particles present in this type of catalysts (between 1 and 8 nm in diameter in the sample analysed here) allows to understand their detection as spherical-like objects in the ET experiments. In any case, it is clear that the methodology used here captures fine structural details of the morphology of the supported nanoparticles. This is possible due to the use of both a reconstruction algorithm, TVM3D, that avoids elongation artifacts and a segmentation method that does not disrupt the reconstructed morphology. The correction of surface and volume data is also important at this respect.

With the set of corrected surfaces and volumes, a dispersion value for Au of D=0.18 was estimated. This is just 0.1% below the value obtained before corrections, 0.19. The value determined from particle size distributions determined from 2D images, assuming a truncated cube-octahedron shape, amounts to 0.22. All these values are very close to each other, with differences between them within the experimental error of the macroscopic techniques used to determine this complex figure. As a reference, the value obtained by CO chemisorption at 35°C on the same catalyst was 0.22.

Since from ET, volume data about the two components of the system are available, another important parameter which can be evaluated for the whole catalyst is its metal loading. In this case both the correction of volumes of CeO$_2$ and Au have to be taken into account. By doing so, the value obtained in this case was 0.85% wt, again quite close to the value before correction 0.79% wt and within the range determined from ICP and XRF, 0.8 ± 0.1%wt. It is clear that this parameter of a supported catalysts will be determined by macroscopic techniques like the latter two, but the evaluation by ET is key since it provides a clue about the representativeness of the set of reconstructions collected for the sample. In other words, the agreement observed between macroscopic and ET evaluated parameters provide reliability to all the data which could be obtained from further analysis of the tilt series.

Summarising the results presented in this last section, using the quantitative data obtained in Sect. 3.2, it has been possible to correct the values of different structural parameters related to both the support and the supported phase. The corrections are in general of a small magnitude, which clearly points out to the adequacy of the whole procedure used to carry out the ET analysis, including the acquisition of the tilt series; their reconstruction using UWT denoised series and TVM3D algorithms and, finally, segmentation employing advanced routines. In any case, the values observed after correction are those that better represent the best results which can be obtained from the quantitative analysis of the reconstructed-segmented volumes of the catalyst. The good agreement between the corrected values of the different parameters and those obtained either by 2D Electron Microscopy or, more important, macroscopic techniques provide a high reliability to any structural feature which could be obtained from the reconstructed volumes.

### 4 Conclusions

A methodology to quantify the errors associated to the determination of different structural parameters of supported catalysts by Electron Tomography has been developed, which is based on the use of material-realistic 3D models with morphological and imaging characteristics close to those observed in 2D HAADF-STEM images.

This methodology allows to evaluate a-priori the influence of both experimental parameters and procedures involved in image reconstruction, like the tilt-angle increment or the use of denoising techniques. In the particular case analysed here, it becomes clear that UWT denoising is key to decrease errors. Moreover, the use of UWT-denoised series allows to increase the tilt-angle increment up to 10º without impacting on the reconstruction errors.

Regarding particle size, an error in the order of 1.4 voxels in the particle diameter, which is independent of particle size, is observed when the ET study is performed using TVM3D reconstructions and segmentation by advanced procedures. This represents relative errors in particle size ranging from roughly 20%, for the smallest particles, down to 5%, for the bigger ones. With these figures, it is possible.
to determine the error expected for any particular particle size distribution determined from ET.

The methodology proposed allows also to quantify the error in the determination of dispersion. For the system of particles considered in our study, a value in the order of just 3% is observed. Likewise, the error in the analysis of morphological parameters, like sphericity can be also checked.

Although the particular case of a supported catalyst consisting of particles with well-defined shaped is considered, the approach would be valid for any other kind of nanostructured material, given the corresponding 3D models are built. In the most general case, a first approach to the most relevant morphological features can be obtained from an experimental reconstruction. Once these features have been identified (number and relative dimensions of the different components, their approx. morphology, presence of pores, aggregation state of the components or interactions between them,…) models in which all of them are perfectly controlled (in quantitative terms), and modified within a certain range, can be used to establish comparisons with those obtained for them from the quantification of their segmented 3D reconstructions. Only by doing so it is possible to establish the actual limits of our experimental approach and determine the magnitude of errors.

Finally, preliminary studies using this methodology allows not only to have an a-priori knowledge about the errors involved in the ET characterization of any type of material but also, very important, to establish the most appropriate experimental protocol to study it. This certainly represents a fruitful synergy between theory and experiments.
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