Maximizing team synergy in AI-related interdisciplinary groups: an interdisciplinary-by-design iterative methodology

Piercosma Bisconti1 · Davide Orsitto1 · Federica Fedorczyk1 · Fabio Brau2,4 · Marianna Capasso3 · Lorenzo De Marinis2 · Hüseyin Eken3,4 · Federica Merenda1 · Mirko Forti1 · Marco Pacini5,6 · Claudia Schettini1,4

Received: 14 June 2021 / Accepted: 1 June 2022 / Published online: 28 June 2022
© The Author(s) 2022

Abstract
In this paper, we propose a methodology to maximize the benefits of interdisciplinary cooperation in AI research groups. Firstly, we build the case for the importance of interdisciplinarity in research groups as the best means to tackle the social implications brought about by AI systems, against the backdrop of the EU Commission proposal for an Artificial Intelligence Act. As we are an interdisciplinary group, we address the multi-faceted implications of the mass-scale diffusion of AI-driven technologies. The result of our exercise lead us to postulate the necessity of a behavioural theory that standardizes the interaction process of interdisciplinary groups. In light of this, we conduct a review of the existing approaches to interdisciplinary research on AI appliances, leading to the development of methodologies like ethics-by-design and value-sensitive design, evaluating their strengths and weaknesses. We then put forth an iterative process theory hinging on a narrative approach consisting of four phases: (i) definition of the hypothesis space, (ii) building-up of a common lexicon, (iii) scenario-building, (iv) interdisciplinary self-assessment. Finally, we identify the most relevant fields of application for such a methodology and discuss possible case studies.
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1 The problem of regulating AI

Artificial intelligence (AI) is nowadays at the centre of the public debate of the International Community and within the most developed states. In fact, in these very months, European policymakers are grappling with the challenging task of regulating the innovative power of such an array of technologies so that they can be employed in the multi-faceted reality of our everyday life. This objective is pursued while, at the same time, respecting the ethical principles that are diffused by already existing norms, processes, practices that our societies are based upon.

In October 2020, the European Parliament (EP) adopted a set of resolutions (EU Parliament, 2020/2012–2014-2015 INL) to provide the Commission with recommendations to oversee the development of the upcoming European legislation on AI. On April 21st, 2021 the Commission published a regulation proposal for an “Artificial Intelligence Act” (EU Commission 2021).

It is relevant to state that the Commission did not accept all EP recommendations. In particular, one of the EP resolutions dealt with a Framework of ethical aspects of artificial intelligence, robotics and related technologies (EU Parliament 2020/2012). The EP document laid out key principles regulating the development and use of AI systems in different contexts: transparency, explainability, fairness, accountability and responsibility (2019). The resolution mentioned such contexts explicitly while recalling the work of the Independent High-Level Expert Group on Artificial Intelligence (AI HLEG), established by the Commission, which elaborated the Assessment List for Trustworthy Artificial Intelligence (ALTAI, HLEG 2020). It furthermore endorsed a self-assessment procedure based on the ALTAI methodology as a tool to ensure the respect of such principles.

As in the regulation proposal, the Commission identifies four categories of AI, basing on a risk-assessment, with respect to “high-risk” AI, the Commission deemed self-assessment the most appropriate tool to enact the regulation on AI within the framework of a more comprehensive system that hinged on the issuance of a European Certificate of Ethical Compliance (EU Commission, 2021 Chapter 5). The new system tasks the national authorities with monitoring the compliance to the regulation, and entrusts the executive and coordinating functions to a future centralized European Artificial Intelligence Board (EU Commission 2021, title VI). However, the reference to the ALTAI guidelines has been removed from the proposal’s final text, leaving the subjects to perform the self-assessment procedure without clear and specific indications and guidance.

As a result, all the different actors to be involved in such a process will have to develop tools and procedures to perform their duties under the future regulation, which makes the cooperation between subjects having different expertise on AI and thus the creation of Interdisciplinary Research and Working Groups (IRWGs) spanning different perspectives (e.g., legal, ethical, economic, social, engineering) on AI a much needed asset in the near future.

Even though IRWGs will soon prove vital to guide the implementation process of the AI regulation in Europe, as of today there is no effective organizational methodology that allows the Interdisciplinary group to maximize the output of their activity. IRWGs are indeed nowadays mainly left to spontaneous interaction. This raises the necessity to develop a methodology that builds the process that IRWGs can employ to maximize the output of their activity. The objective of this paper is to turn the hurdles that a group with competences spanning various disciplines has in its iterative phase, to develop a methodological mechanism to work on AI that could integrate a multidisciplinary approach to AI design. In the next sections, we conduct a literature review of the existing approaches to AI design, further strengthening the case to introduce a process theory specific to multidisciplinary groups. Such a theory sets forth pre-arranged modes of interaction that best reduce the lack of mutual understanding and other shortcomings of IRWGs. We then develop the guidelines of an interdisciplinary approach by putting forth an iterative methodology based on the narrative approach in four phases: (i) definition of the hypothesis space, (ii) building up of a common lexicon, (iii) scenario building, (iv) and interdisciplinary self-assessment. Furthermore, we show how our methodology can improve the design and the assessment process of AI and AI-related technologies in practice, by discussing the cases of AI algorithms for Judicial Trials and in the field of Social Robotics.

2 A review on existing interdisciplinary approaches to AI-design

The issue of employing AI systems in societal environments requires an interdisciplinary approach to balance the technical issues and forecast biases, paying attention to the weight that these measures have on policy decisions. Before proposing a solution, we discuss some of the existing methodologies that attempt to endogenize the social impact variable in the phase of technological design. Among the different approaches, we consider the philosophical perspective of Ethics by design, since it is becoming a progressively important approach to AI development. At the beginning of the history of AI development, producers were driven to design technological tools for practical purposes. After the “Empirical Turn” of the 1990’s, they started focusing also on the ethical aspects of design.
Such an approach considers designers to be moral agents looking at the ethical dimension of technological design as the result of both individual and collective action. This field of study emerged during the mid-1990s, through the work of scholars such as Alain Findelli and Carl Mitcham who addressed the philosophical issues regarding the ethics of design. In his "Ethics into Design", Mitcham argues that the two traditional visions of design developed in the twentieth century—design as art and design as a scientific and logical process—"must be complemented by the introduction of ethics into design, in order to contribute to the development of a genuinely comprehensive philosophy of design" (Mitcham 1995). Ethics by Design essentially refers to an organizational approach envisioning a responsible use of technology. This approach is related to classical issues in ethical philosophy and law which are transposed into the realm of intelligent machines. To fully benefit from the potential of AI, one needs to ensure that such technologies, which are nowadays acquiring more and more independence, be aligned with societal moral values and ethical principles to behave in a human-friendly way.

In a nutshell, Ethics by Design concerns “the methods, algorithms and tools needed to endow autonomous agents with the capability to reason about the ethical aspects of their decisions, and the methods, tools and formalisms to guarantee that an agent’s behaviour remains within given moral bounds” (Dignum et al. 2018). In the Ethics by Design framework, two issues are central: research methodologies and design processes that deal with the issue of developing technologies that are compliant to human values such as accountability, responsibility and transparency; and the analysis of the ethical and social dimensions that are embedded in technological decision-making processes. The former issues pose a specific call for interdisciplinary communities to define, develop and regulate the profound impacts that technologies such AI may have on society as a whole. As such, beyond the reflection on programming machines that behave according to some ethical principles and norms, Ethics by Design primarily aims to investigate possible responsible methodologies that require the cooperation of different stakeholders.

The issue of responsibility also concerns the use of personal data and the transparency of AI services: the Value Sensitive Design approach provides concrete design guidelines on how to build “ethics” into the design and development of technological devices. Value-sensitive design (VSD) is defined indeed as “a theoretically grounded approach to the design of technology that accounts for human values in a principled and comprehensive manner throughout the design process” (Friedman and Hendry 2019). The main aim of this approach is to proactively include the consideration of moral and social values in the design and implementation of technological systems.

VSD was originally developed in the domain of information and communication technologies (ICT) but it is now applied in different domains so that scholars prefer to talk about Design for Values (D4V) (Van den Hoven, Vermaas, and Van de Poel 2015). Specifically, its methodology is based on three investigative investigations: conceptual, empirical and technical. The conceptual investigation involves the identification of direct and indirect stakeholders, values and value trade-offs that are or will be affected by the technological systems at stake. Conversely, the empirical investigation evaluates “understandings, contexts, and experiences” (Friedman et al. 2020) of stakeholders and translates them into design requirements. Finally, the technical investigation deals with the architecture and features of technological systems to identify how those latter can implement and support the values elicited in the first two investigations.

Therefore, the central tenet of VSD is that values should be made explicit and transparent and operationalized as non-functional design criteria ab initio and throughout the design-in-progress of a system, allowing the designers to modify their interventions continuously (Christen et al. 2020).

VSD has sparked some controversy. Criticisms are related to the fact that VSD cannot adequately distinguish between stakeholders’ preferences and moral values (Manders-Huits 2011) and that it lacks a moral commitment to any ethical theory as such (Reijers and Gordijn 2019). Approaches such as Care-Centred Value Sensitive Design (CCVSD) have been developed as a response to such criticisms with the aim to normatively ground VSD on an explicit reference to care ethics (Van Wynsberge 2013).

Another challenge for VSD is brought up by the ethical design of AI-driven systems. As a matter of fact, scholars have recently argued that since such systems are autonomous, adaptive and interactive, they provide unique value-embedding opportunities that were never intended by the initial system designers. Thus, AI systems should undertake a more continuous monitoring and redesign, in comparison to traditional socio-technical systems (van de Poel 2020).

Following the premises provided Ethics by Design and VSD, the involvement of diverse developer groups in AI systems highlights the potential of interdisciplinary collaborations to have a better overview of the problems from different perspectives; propose solutions to overcome such problems with underlying ethical, philosophical, legal, and economic requirements integrated into the design process; and subsequently conduct more precise feasibility assessments of the possible solutions. To achieve these goals, several researchers have articulated why and how the involved parties with different backgrounds should work in collaboration. Dwivedi et al. (2019) presented a collective insight from several expert contributors with backgrounds such as business and management; arts, humanities, and law; science
and technology; government and public sectors. The contributors have emphasized the opportunities, assessed the impacts, and identified the current challenges and research directions of their fields, in response to the rapid emergence of AI. This work constructs the first step towards interdisciplinarity and presents a good starting point for IRWGs to identify strengths and weaknesses of AI applications reflected on different domains. Another work focusing on AI explainability by Beaudouin et al. (2020) introduced a more collaborative work of technical, economical, and legal teams. After defining the problems from their perspectives, the teams defined the “right” level of case-specific explainability by conducting a cost–benefit analysis, in which explainability is deemed plausible if the societal benefits exceed the associated costs. The interdisciplinary approach, particularly on defining the costs, allowed for a more accurate assessment since the associated costs arise from both technical, economical, and legal aspects.

3 The case for an interdisciplinary approach to AI design and development

While the Ethics-by-Design approach and VSD try to develop methodologies to embed the concepts of ethics and responsible design into the production processes of General-Purpose Technologies including AI, a wide need for interdisciplinarity has been raised inside the academic community and the corporate world.

The methodologies presented in the previous section do not provide a formalized process to ensure that research groups themselves are in the condition to face the multifaceted issues in an interdisciplinary way. In fact, the assessment of the value and social impact, as well as the ethical framework of a technology is a complex matter that requires broad competences spanning different fields of knowledge. It can be often seen how disciplines such as sociology, psychology, philosophy, and engineering approach the challenges involving technology through their different backgrounds: this means that different understandings and framings of the issues at hand are analysed. The renowned challenge concerning the design of General-Purpose Technologies is precisely the seemingly unbridgeable distance between technical and social sciences. Such a distance often ends up in an ex-post assessment of the ethical and value-related compliance of innovative technologies.

The main shortcoming of the above-mentioned approach is that engineers might see the sociological and ethical assessment as a formal hurdle to technology design. On the other hand, social scientists too often do not have a clear grasp of the technology they are evaluating. A good example of this demarcation issue is the discussion in Social Robotics concerning the “deception objection”, namely the possibility that Social Robots will deceive users on their mechanical nature (Sharkey and Sharkey 2012). The discussion on the “deception objection” has shown progress in the last years, and it has been characterized by a deep divide between the technical and sociological fields, where sociologists and philosophers did not understand immediately that today’s machines would never be able to deceive a user about their real nature. Only after years the focus moved to the possibility of self-deception, far more likely (Coeckelbergh 2018). The discussion could have been focused from the beginning on more urgent issues, or on a more precise framing of the “deception objection”. Moreover, interdisciplinarity needs to remain a key principle to follow to effectively implement the EU proposal of AI regulation (EU Commission 2021). For all these reasons, it is urgent to develop a sound interdisciplinary process to overcome these limitations.

In this regard, it should be taken into consideration that AI can also be used in contexts where fundamental rights are at stake, e.g. in criminal trials to determine the likelihood of recidivism. As we will address in chapter 5, although in Europe the use of similar technologies in criminal matters still remains an unlikely event/hypothesis, it is important to consider this possibility, since it cannot be excluded a priori.

The most relevant objection raised against the introduction of similar tools in the European framework came from European data protection law: according to Article 22 of GDPR, data owners have the right not to be subjected to a solely automated decision, especially when the decision produces legal effects concerning the individuals or similarly significantly affects them.

As a consequence, coherently with the European «human-centric» approach to AI, the final outcome of the decision process should derive from human agency, and automated decision systems can only play a secondary role of assistance in elaborating relevant information and dealing with preliminary results. However, who can ensure that the judge is granted access to unbiased data to decide his/her ruling? Once the algorithm gives way to an outcome, it is unlikely that the judge shoulders the responsibility of reversing her decision. The algorithm is undoubtedly an instrument of strong psychological pressure for the judge, who would be induced not to deviate from its results. The key issue on which the analysis hinges no longer only concerns the likelihood that the AI assistance output for the criminal trial is biased, but rises to the general quandary of how to create a process that is able to correctly govern AI in the trial. In other words, the debate must address how judicial systems will deal with these technological developments, without becoming their victims. Such conclusions pave the way to the need to define a methodology that regulates the design process of AI systems by multidisciplinary research and working groups. Our aim is not to replace VSD and ethics-by-design but to provide these methodologies with
a second-level methodology that allows us to manage the interdisciplinarity of the research process itself.

4 An iterative methodology for interdisciplinary research groups

In this chapter we design a methodology to ensure an interdisciplinary-by-design approach to IRWGs. The process of this methodology is divided into five steps.

4.1 A narrative approach

The narrative paradigm as an assessment framework refers to the use of stories that exhibit coherence and fidelity in explaining human communication and interpreting or assessing public issues and group relationships (Fisher 2021). The use of ‘narrativity’ has been conceptualized by several different theories, especially in cases concerning an interplay of technologies with societal or political issues. According to such perspectives, technologies embody what scholars have called a ‘narrative capacity, in that they actively shape narratives and the understanding thereof by introducing new events and characters in the public and cultural sphere of actors (Coeckelbergh and Reijers 2016; Reijers and Coeckelbergh 2020).

In this respect, the adoption of any narrative approach at the first stages of the process may be a propaedeutic method to understand and define the developments of specific AI-driven technologies in certain contexts. More specifically, the employment thereof may also strengthen the cooperation of multiple stakeholders, with no technical competences, to critically outline and discuss the ongoing impacts of their work on AI. The use of a narrative working process is especially relevant. An instance of it may come in the shape of storytelling that represents different perspectives, expectations, future images and possible outcomes. This can improve the stakeholder engagement process as well as helping stakeholders to frame a participatory process (Quick 2018). Therefore, we adopt a narrative approach since it better fits the multiplicity of standpoints and competences that a IRWG might represent. The methodology we propose is divided in three stages where the narrative sharing aims to reach two goals:

1) Let the different standpoints and understandings of the functioning and impacts of AI systems emerge.
2) Provide a common and shared background between the researchers, before the design phase.

In practice, the three stages will take place during a focus group.

4.2 Definition of the hypothesis space

One of the main goals of the proposed methodology is to create value from the heterogeneity of backgrounds and perspectives represented by the different members of the multi-stakeholder expert groups. An implicit goal to meet during the process is therefore the transformation of such differences from a possible challenge into an epistemic resource. In fact, these differences often constitute an obstacle to the development of socio-technical systems that are satisfying for all the actors involved. In light of such goal, the first step is the setup of an interactive dialogue among the IRWG, aiming to reach a common definition of the “hypothesis space”. The term is drawn from machine learning studies (Blockeel 2011), which defines as “hypothesis space” the set of possible solutions among which the training algorithm will choose the most appropriate model to execute the required task in respect to the available data.

The definition of which solutions should in the researcher’s opinion belong to the hypothesis space is to some extent an epistemological question, in that it significantly depends on the reference system of their disciplinary perspective. The realm of the possible solutions to a certain problem depends on the constraints that are imposed over such set, e.g., if the goal is to find the most appropriate AI system to perform a certain task, for a data scientist the hypothesis space will correspond to the set of existing technologies which are able to perform that specific task, whereas for an expert in ethics the hypothesis space will correspond to the set of technologies which while performing that task do not violate the chosen ethical values, for a legal expert corresponds to the set of technologies which respect legal constraints and so on.

In order for the group to identify solutions that are possible and thus appropriate from the perspectives of all the disciplinary fields included, the hypothesis space of each field must be traced so that a common hypothesis space can emerge from the intersection of all the sectorial hypothesis space considered.

4.3 Building-up of a common lexicon

In this phase, the different stakeholder communities engage in a general process of disambiguation on the terminology and conceptualization of their work on AI. Such a process should go beyond the practical design challenges related to a specific AI-driven technology, to include a prior assessment of different stakeholder communities involved in AI-related research with their own peculiar epistemic frameworks and norms. Indeed, such disambiguation may be a means to understanding how such communities adopt lexicon definitions of AI-related research that may either overlap or diverge. For instance, according to Preece et al. (2018), it should be possible to reach ‘composite’ and
‘layered’ explanations, whose function is to incorporate or unpack—when required—the information needed to satisfy multiple stakeholder communities, notwithstanding their different concerns and their different conceptions (i.e., on transparency, explicability, and so on) (Preece et al. 2018). The goal of this phase is to produce a lexicon map of the different meanings attached to the key concepts involved in the design/implementation of the AI system.

### 4.4 Scenario-building

The phase of scenario building aims to narrow down the construction of a common understanding of the usage, benefits, and risks of a given technology between the researchers and the involved stakeholders. The second phase regarding the setting up of the hypothesis space envisions the possible solution that a given technology supplies, considering the multiplicity of reference systems of the various disciplines involved. A common lexicon paves the way to the awareness of the different meanings and standpoints toward the same word or concept. Subsequently, the co-creation of a reality-check process is required: the reached common understanding should produce the co-creation of a scenario-building where people from different backgrounds can test whether the shared knowledge produces also a common and homogeneous understanding of the issues involving the given AI system. Therefore, the scenario building has three features:

- The interdisciplinary group faces a precise and concrete application of the technology in a real use-case situation. This helps to avoid that the excessive abstraction may cause misunderstandings or agreements between the group members that are based on diverging interpretation and constructive ambiguities.
- The group will first decide what are the parameters on which an interdisciplinary common understanding must be achieved to create the scenario. This involves the employment of the General-Purpose Technology, its risks of provoking harm and the expected benefits. Obviously, the laying out of all the possible issues pertaining to an interdisciplinary group dealing with the design, regulation, and marketing of a technology is beyond the scope of the paper. We willfully streamline our analysis by postulating that the three concepts of usage, risks, benefits are to be taken into account.
- Each member will set up the fundamental Key Performance Indicators (KPIs) that, in her perspective, the given technology should provide in order to be effective. These KPIs will refer to the parameters. This particular step comes at the very end of the interdisciplinary assessment to ensure that the KPIs proposed by each member will be sensitive to the different understanding shared in the previous phase. The goal of this phase is that each member provides her standpoint toward the scenario, formalizing the KPIs.

### 4.5 Interdisciplinary self-assessment

In this phase, the degree of agreement on the concepts, meanings and outcomes of every parameter and KPI must be registered. This involves an interdisciplinary self-assessment, based on the coherence between the KPIs proposed by each member. From the results of this self-assessment two outcomes arise:

- The degree of mutual understanding and meaning co-construction inside the interdisciplinary group is considered sufficient. The interdisciplinary setting of the group is concluded.
- There is still a high degree of ambiguous or obscure meanings, non-homogenous evaluation of parameters or any other intersubjective misunderstanding. At this stage, the process should start over from the definition of the hypothesis space.

The goal of this stage is to assess the coherence and the homogeneity of the KPIs envisioned by each member. On the basis of this output, the interdisciplinary process might end or start from the beginning.

We have proposed a methodology to allow interdisciplinary groups to effectively deal with the complexity of innovative technologies as AI systems. As suggested above, one of the main open issues of technological innovation is the multiplicity of implications (technological, social, political, psychological, legal) that it might bring about. The simple fact that a group of researchers is interdisciplinary does not ensure that the design of a given technology will be tackled in an interdisciplinary way. This often affects trustworthiness, legal compliance and disregards social implications. On the other hand, the discussion between non-technical scholars, civil society and in general non-technical stakeholders often lacks a rigorous understanding of AI. To bridge the gap between these two requires a methodology that does not deal with the design in itself, but with the process that brings an interdisciplinary group to design the technology.

We proposed to spread such an effort into the above-mentioned phases, with a final self-assessment procedure. Firstly, the definition of the hypothesis space will enquire how the understanding of what is a “solution” might differ in an interdisciplinary group. Moreover, the definition of a common lexicon will allow us to co-create and compare how different epistemic communities construct the terms and the concepts, to understand how they diverge or overlap. This disambiguation is necessary to avoid misunderstandings. Finally, the narrative approach will be applied to a
scenario: a precise application of the technology. After the definition of parameters on which the technology is evaluated, each member will set the KPIs of the technology in that given use case. This will narrow down the expectations of each member and the different understanding of the given technology.

5 Fields of application

The application of an interdisciplinary methodology, as the one described, would be of great help for groups of researchers dealing with technology with complex socio-technical impact as Artificial Intelligence or AI-related technologies. The narrative approach that we envisioned would be helpful mainly to ensure that a common understanding of the group’s different standpoints is reached, and to avoid that interdisciplinarity becomes only a buzzword.

Indeed, in general, AI-driven risk assessment algorithms replicate the human process: learning information, communicating results and making a decision. However, the concrete experience of certain algorithms revealed non-negligible problems, with potential negative consequences on fundamental values and rights. Recently, the employment of AI for risk-assessment tools has been extensively researched in (Green and Chen 2021). In particular, the authors focus on the impact of the model evaluation process, observing that because many policy decisions entail balancing risk reduction with competing goals, increasing prediction accuracy may not necessarily enhance decision quality.

The following is a series of examples where the proposed interdisciplinary approach might enhance the effectiveness and prevent the shortcomings of AI systems.

Thinking, for instance, of the increasingly widespread use of artificial intelligence and predictive algorithms in criminal trials worldwide: numerous American States are using software such as COMPAS to determine whether suspects should be incarcerated or not before trial, as well as determining the likelihood of their recidivism; likewise, the United Kingdom is using software comparable to COMPAS, named Harm Assessment Risk Tool (henceforth HART), which establishes if a suspect should be held in pre-trial detention or not (Ebers and Gamito 2020).

In this regard, COMPAS has been harshly criticized, due to racial and gender bias introduced during the design phase (ProPublica 2016; Flores, Bechtel, and Lowenkamp 2016; Rudin 2019; Wachter et al. 2017). Moreover, being COMPAS developed using non-explainable AI models and so furnished to judicial bodies as a black-box tool, these analyses were not able, by-design, to exploit the full knowledge of the model architecture and the internal parameters. Through the proposed methodology, a heterogeneous group of experts would have discovered the necessity to use accessible and interpretable models within the scenario building and self-assessment phase.

Another indicative example is HART, the Risk Assessment Tool used in the UK to predict the suspect’s probability of having committed the crime and the probability of his or her recidivism. HART employs an interpretable model and uses 34 different inferential variables, some of which code for the person’s gender and two forms of associated postcode. Postcodes and other geographical data may negatively affect the model due to variance in the presence of variables that affect the crime rate.

As a matter of fact, a high concentration of police forces in a particular area may inflate the Algorithm’s calculations regarding the probability of the suspect committing the crime and his or her recidivism. This happens because a strong presence of law enforcement significantly increases the discovery rate of crimes. Such a phenomenon leads to a self-fulfilling prophecy, as the increase in the discovery of crimes enhances the crime rate, that in turn increases the concentration of police forces in that area, triggering an undesired loop in the justice mechanism.

With an interdisciplinary approach by design, the chance to discover the “self-fulfilling prophecy” issues would have been more likely, since this is a well-known problem in sociology (Henshel 1982).

The employment of similar AI tools in the United States and UK prefigures their future spread also in Europe. In this regard, the AI Act already recognized the significant degree of power imbalance in the implementation of similar tools, since they may lead to arrest or deprivation of personal liberty and therefore assess fundamental rights guaranteed by the EU Charter of fundamental rights. Precisely for this reason, the Proposal classified as high risk the AI systems intended to be used in the law enforcement context (and, in particular, the one used by law enforcement authorities for individual risk assessment in the course of detention, investigation and prosecution of criminal offences), stressing the necessity of their transparency and explainability.

Being high risk systems, they should be provided with a risk management system that shall consist of a continuous iterative process run throughout the entire life-cycle of the AI system and the reduction of risks should be implemented from early in the first phase of design and development. Therefore, the proposed interdisciplinary methodology may play a crucial role in the process, trying to correct the flaws that have emerged from the analysis of the tools used overseas.

Indeed, the internal functioning of the aforementioned algorithms is mostly obscure, with the consequence that two defendants accused of the same crime may receive different treatments based on other information, unknown to them, with no possibility to challenge the results.
Furthermore, discriminatory effects are inherent in the use of these tools and often detached from them, since their output score depends on the parameters of the model, which depends on both available data and human choices.

Usually, the information needed to build the model is, in most of the cases: currently pending charges, prior arrest history, involvement in previous pre-trials, failure, residential stability, employment status, community ties, and substance abuse; according to the information that humans decide to include, the result will be different and could include or not undesired discriminatory effects. The problem that we highlight here is the process that brings some type of information to be included in the model, or not. From an interdisciplinary point of view, these models shall not only be auditable and explainable, but to be by-design approached from an interdisciplinary perspective. Different expertise may in fact envision the social implications of selecting given information. The process methodology we described in the previous section well adapts to this case: the phase of defining the hypothesis space should narrow down the actual aim and solutions that the given technology is supposed to provide (e.g. help—not substitute—judges in a trial). The scenario building phase allows the team to preventively tackle the issues of fairness, inclusivity that COMPASS and HART raised.

Hence, interdisciplinary groups are the best candidate that, under a proper methodology, to correctly select the fair information to use.

Another field of application for an interdisciplinary iterative methodology where AI plays a crucial role is surely interaction design for social robots. As discussed above, social robotics has been an interesting field where the need for an interdisciplinary approach emerged quickly and abruptly. On the side of engineering issues, social robotics immediately raised important design issues regarding the interaction. Engineers quickly realized the complexity of interactional patterns and evaluation scales for interactions. This complexity needed to be addressed simultaneously by different disciplines as in the case of robots approaching a human. In this simple action are involved not only engineering evaluations: proxemics (Mumm and Mutlu 2011), eye contact (Mutlu et al. 2009), gestures and facial expressions (Chumkamon et al. 2016), and obviously verbal interactions required psychology, cultural anthropology, sociology, philosophy, linguistics and many other disciplines in order to make the interaction effective—think for example to the complexity of the uncanny valley effect. Against this backdrop, we agree with Seibt et al. (2018) in calling for an integrative approach to social robotics. But for social robotics the issue of interdisciplinarity regards not only the design procedures—as the production of psychometric scales as ALMERE—but first and foremost the assessment of the possible effects of these technologies in society. As we discussed above, the lack of an interdisciplinary understanding of the complexity faced with social robotics brought scholars in discussing lateral issues, as deception, that are today purely fictional. On the other hand, interesting discussions emerge when interdisciplinarity is adopted: the reflection for example on robots’ genderedness (Steinhaeusser et al. 2021) and the social implication of giving gender to robots raised the problem of inclusivity of these technologies.

The methodology proposed in this paper, if applied rigorously, would enable an interdisciplinary-by-design approach to social robotics. The definition of a hypothesis space and a common lexicon might have faster brought the discussion on deception to the one of self-deception, pointed out by Turkle years ago (Turkle 2007), but only recently become a central issue. In the scenario building phase, the presence of experts in gender studies could tackle from the design phase the implicit linkage between physical aspects of robots and their gendered role.

In this section we showed how an interdisciplinary process methodology could tackle since the design phase issues raised by AI algorithms and AI-related technologies. We claim that the application of an interdisciplinary process methodology could enhance the social benefits of AI (and related) technologies and allow us to tackle in advance the possible shortcomings. In light of the proposal for regulation from the EU Commission, we claim that risk-management procedures for AI algorithms should by-design require an interdisciplinary approach, in order to enhance the human-centeredness of technological innovation. While this work aimed at presenting the methodology on its concepts and framework, in future works we aim to report an applied case of this approach in a lab-based scenario.

6 Conclusions

In this paper we discussed the relevance of interdisciplinarity for the implementation of AI systems with multi-faceted social implications. We pointed out that, to correctly forecast social issues pertaining to the use of AI, it is necessary that ICRW interactions are proceduralized through a standard process theory. Conversely, the different conceptions of an AI-driven technology among researchers spanning different fields hinders the effectiveness of interdisciplinary approaches. We have argued how the implementation of the EU regulation on AI requires an effective interdisciplinary approach to tackle social implications engendered by the progressive integration of AI driven technologies in the EU Single Market. We discussed two fields where an interdisciplinary approach shall be required in order to effectively tackle the shortcomings of innovative technologies, such as AI systems for trials and Social robotics. Such shortcomings can be addressed only if different competences, building a common understanding of the topic, are brought together.
From this emerges the need to develop a methodology to formalize an interdisciplinary process aimed at increasing the synergies of ICWR research groups dealing with AI systems with urgent social implications. Without a process theory that enables effective group communication and understanding, interdisciplinarity is not sufficient to ensure that the solutions and implementations of AI systems are addressed in the best manner.

We have thus laid out an interdisciplinary process based on the narrative approach. In the first stage the narrative approach is conducted to facilitate the communication of different understanding on the same issue. The second stage deals with how the hypothesis space is defined. Such a stage is necessary to correctly understand what the possible solutions and applications of the AI systems are. In the third stage a common lexicon is set up. This ensures that interdisciplinary groups avoid falling short of their objective due to ambiguous or obscure meaning. Reaching a common understanding of the various meanings, rooted in the different disciplines, is a key requirement in order to have effective interdisciplinarity. A third necessary step deals with narrowing down the possible applications and implications of the AI system in a real-world scenario. The narrative that each member of the group offers on the one side highlights the different conception of the social implications spurring from the employment of AI. On the other side, it will show if the group of researchers reached an interdisciplinary common ground to analyse the implications of AI systems. The last stage of the process, the group will follow up with a self-assessment of the degree of interdisciplinarity reached, therefore this methodology can be iterative.

To sum up, in this paper we highlighted the importance of interdisciplinarity to effectively address the social implications of AI systems; we emphasized the need for a process that ensures that an interdisciplinary approach is properly adopted by research groups; we designed a methodology based on a narrative approach to ensure that a proper common understanding is reached, therefore making interdisciplinary design possible (Fig. 1).
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