Spatially dispersive dynamical response of hot carriers in doped graphene
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Abstract

We study theoretically wave-vector and frequency dispersion of the complex dynamic conductivity tensor (DCT), $\sigma_{lm}(k, \omega)$, of doped monolayer graphene under a strong dc electric field. For a general analysis, we consider the weak ac field of arbitrary configuration given by two independent vectors, the ac field polarization and the wave vector $k$. The high-field transport and linear response to the ac field are described on the base of the Boltzmann kinetic equation. We show that the real part of DCT, calculated in the collisionless regime, is not zero due to dissipation of the ac wave, whose energy is absorbed by the resonant Dirac quasiparticles effectively interacting with the wave. The role of the kinematic resonance at $\omega = v_F|k|$ ($v_F$ is the Fermi velocity) is studied in detail taking into account deviation from the linear energy spectrum and screening by the charge carriers. The isopower-density curves and distributions of angle between the ac current density and field vectors are presented as a map which provides clear graphic representation of the DCT anisotropy. Also, the map shows certain ac field configurations corresponding to a negative power density, thereby it indicates regions of terahertz frequency for possible electrical (drift) instability in the graphene system.
I. INTRODUCTION

One of fundamental aspects of the graphene physics is the electronic band dispersion which is linear $\varepsilon(p) = \pm v_F p$ in the vicinity of the Dirac points for a wide region of energy $\varepsilon < 1 \text{ eV}$, here $v_F \approx 10^8 \text{ cm/s}$ is the Fermi velocity in graphene, $p$ is the electron momentum, and $p = |p|$. Hence, the electro-physical properties essentially determined by the energy band structure will be different for graphene and conventional semiconductors with the standard energy band (Ge, Si, GaAs, etc).

A lot of attention has been paid to the investigation of the electrical conductivity in graphene both experimentally and theoretically. A special focus is given to the investigation of electron dynamic response to electrical perturbations which can be varying in both space and time. Generally, spatial dispersion for arbitrary wave vectors should be included in the description of the dynamic conductivity which, in this case, due to the existence of preferential direction given by the wave vector $k$, is a tensorial quantity, $\sigma_{lm}(k, \omega)$, the dynamic conductivity tensor (DCT). The detailed knowledge of wave-vector dispersion of DCT is critically important for use in tunable THz plasmonic and metamaterial nanodevices based on excitation modes in different graphene structures. The examples are patterned structures such as periodic micro-ribbon arrays, antidots arrays, grating-gated graphene-based HEMTs, and other semiconductor plasmonic systems. Also, a scheme which avoids patterning has been proposed for coupling light into graphene plasmons by forming a tunable optical grating with electrically generated surface acoustic waves. Recently, the novel nanoscope techniques have been developed where electric fields (variable in time and space) can be excited at the length scale of the order of tens of nanometers, as well as the methods which allow to explore the excited fields and plasmons on these time and length scales, including ultrafast resonance of Dirac plasmons in graphene and similar systems.

Another important feature associated with the wave-vector dispersion in such systems is that the wave vector $k$ and vector of the locally excited field are not parallel as it takes place, for example, in the case of electrostatic perturbation, where they are always collinear according to the Poisson equation.

Since the discovery of graphene, the behavior of Dirac quasiparticles in external electric fields is the subject of intense theoretical and experimental studies. Such studies are stimulated by both the exceptional electronic properties of graphene and the perspective of...
various ultra-high-speed applications in future integrated-circuit technology\textsuperscript{33} high-frequency electronics including terahertz (THz) frequencies\textsuperscript{4,5,34} and optoelectronics\textsuperscript{35} In early research, most transport studies in graphene have been carried out under low-bias conditions to probe the intrinsic electronic properties, although high-field behavior of the nonequilibrium carriers is more appropriate for practical graphene-based device operation\textsuperscript{36-41} The wave-vector $k$ and frequency $\omega$ dispersion of the graphene DCT $\sigma_{lm}(k, \omega)$ was considered in the collisionless regime\textsuperscript{9} and in the relaxation-time approximation\textsuperscript{13} for a weak electric field, which did not break the equilibrium distribution of Dirac quasiparticles over energy in the bands. In the high-field limit, the charged carrier transport is described, in particular, in terms of the hot electrons and/or holes in graphene\textsuperscript{37,42-45}

In a general case of arbitrary wave vector $k$ and frequency $\omega$, the dispersion of DCT becomes important for such $k$ and $\omega$ which obey the inequalities $k v \tau_p \gtrsim 1$, $\omega \tau_p \gtrsim 1$, where $v = \partial \varepsilon / \partial \mathbf{p}$ and $\tau_p$ are the carrier band velocity and the momentum relaxation time, respectively; $v = |v|$ and $k = |k|$. The collisionless limit corresponds to the conditions

$$k v \tau_p \gg 1, \quad \omega \tau_p \gg 1,$$

which imply many oscillations of the ac field on the space and time scales given by the carrier mean free path $l_p = v \tau_p$ and the characteristic time $\tau_p$, respectively. These allow to neglect a small collision integral, compared to the rest of terms in the Boltzmann kinetic equation, and to calculate the DCT, $\sigma_{lm}(k, \omega)$, in the straightforward manner. In this regime, the space and time dispersion results from the fact that free movement of the carriers is affected by all values of the ac field along the trajectories of movement rather than its local and instantaneous value.

In this paper, we investigate theoretically the space and time dispersion of DCT of Dirac quasiparticles in the doped single-layer graphene system under a high dc electric field. For generality, we consider the perturbing ac field to be of arbitrary configuration, that is the electric field vector and the wave vector $k$ are treated as the two independent vectors. The theoretical model is based on the semiclassical approach which is valid for $k < k_F$ and $\omega < \varepsilon_F / \hbar$, where $k_F$ and $\varepsilon_F$ are the Fermi wave vector and energy, respectively. The latter inequality allows us to exclude the interband transitions between the valence and conduction bands which assumes frequency $\omega < 2 \varepsilon_F / \hbar$.

The specific behavior of real, $\sigma'_{lm}(k, \omega)$, and imaginary, $\sigma''_{lm}(k, \omega)$, parts of the complex
DCT \( \sigma_{lm}(k, \omega) = \sigma'_{lm}(k, \omega) + i\sigma''_{lm}(k, \omega) \) is tightly connected to the well-known kinematic resonance in the collisionless plasma. At the resonance \( \omega = k \cdot v \), the phase velocity of the wave in the direction of propagation \( \omega/k \) is equal to the carrier velocity \( v \). For graphene, due to the linear energy spectrum, the resonance is determined by a linear dependence of frequency on wave vector, \( \omega = v_F k \), which is to some extent similar to the Dirac cone \( \varepsilon/\hbar = v_F q \); here \( q \) is the Dirac quasiparticle wave vector and \( q = |q| \). We will show that for high frequencies \( \omega > v_F k \) [fast waves, \( (\omega/k) > v_F \)] the real part of DCT becomes equal to zero. In the region of low frequencies \( \omega < v_F k \) [slow waves, \( (\omega/k) < v_F \)], the space dispersion is large and the real part of DCT takes definite nonzero values. We note that such specific dispersion of \( \sigma'_{lm}(k, \omega) \) is due to the intrinsic property of the graphene energy spectrum and totally different from standard 2D electron systems with the parabolic energy spectrum.

This paper is organized as follows. We introduce our model and describe the theoretical approach in Sec. II and use them to study the real part (Sec. III) and the imaginary part (Sec. IV) of the complex DCT. Also in Sec. III, we provide a graphic representation of the DCT anisotropy in the form of a map for isopower-density curves and distributions of angle between the ac current density and electric field vectors. In Secs. V and VI, we discuss the role of the energy band nonlinearity and screening by the charge carriers, respectively. We present conclusions in Sec. VII. In the Appendix, we describe details of the evaluation of integrals in the expressions for the DCT.

II. FORMULATION OF THE MODEL

In our study, we consider doped graphene systems in which the electron (hole) density is controlled by an external gate voltage and/or chemical doping. As far as the graphene spectrum is symmetric relative to Dirac electron and hole quasiparticles, we will refer, for definiteness, to the electron-doped graphene with the electron density \( n_0 \). We assume the Fermi level is well above the Dirac point for such doping which allows us to neglect the contribution of holes. For the calculation of DCT, we consider a graphene monolayer sheet lying in the \( XOY \) plane (\( z = 0 \)), driven by a strong dc electric field \( E_0 \) and a weak ac electric field \( E_1(r, t) = E_1 e^{i(kx-\omega t)} \) with \( |E_1| \ll |E_0| \); \( r = (x, y) \) is the in-plane coordinate vector and \( t \) is the time. In the chosen coordinate system, the wave vector \( k = (k, 0) \) has only one nonzero component \( k_x = k \) (Fig. 1). The complex amplitude of the ac field (and
Figure 1: Geometry of the problem. Graphene single layer (on a substrate) and coordinate system show in-plane basic vectors and characteristic angles appearing in the problem: electron drift velocity $v_d$, amplitudes of ac electric field $E'_1$ and current density $j'_1$ with wave vector $k$ and frequency $\omega$. The angles $\alpha, \beta, \gamma$ are marked by arcs.

other perturbation quantities is frequency and wave-vector dependent, $E_1 = E_1^{\omega k}$. For shortness of notations, we will omit these subindices throughout the text except Sec. VI. For linearization purposes, we use the usual plane-wave $(\omega, k)$ representation. However, where it is necessary [see Eq. (9)], we will utilize the substitution $\omega \rightarrow \omega + i\delta$ ($\delta \rightarrow +0$) which corresponds to a slow turning on the ac field at $t = -\infty$ Notice that the weak ac electric field can correspond to the electric field of a propagating electromagnetic wave, the effective field of electrostatic or deformation potentials, or a weak inhomogeneity of different origin. In general, it can depend on the $z$-coordinate as well, $E_1(r, z, t)$. However, in the simplest approach when the graphene is modeled as an infinitesimally thin layer in the $z$ direction (a delta-layer), the main expressions derived below contain the field value at $z = 0$. We designate the in-plane value of the field as $E_1(r, t) = E_1(r, z = 0, t)$.

To describe the linear response of nonequilibrium Dirac quasiparticles (electrons) to the ac electric field, we result from the Boltzmann equation

$$\frac{\partial f}{\partial t} + v_F \frac{p}{p} \frac{\partial f}{\partial r} - eE \frac{\partial f}{\partial p} = I\{f\},$$

(2)

where $E = E_0 + E_1(r, t)$ is the lateral electric field, $e = |e|$ is absolute value of the electron charge, and $I = I_{eL} + I_{ee}$ is the collision integral which includes different scattering mechanisms such as electron-phonon and impurity scattering ($I_{eL}$) and electron-electron scattering...
(I_{ee}). The distribution function can be represented as \( f(\mathbf{r}, \mathbf{p}, t) = f_0(\mathbf{p}) + f_1(\mathbf{r}, \mathbf{p}, t) \), where \( f_0(\mathbf{p}) \) is time-independent and space-uniform distribution function of the electrons in the dc field \( \mathbf{E}_0 \) and \( f_1(\mathbf{r}, \mathbf{p}, t) \) is a small addition due to the ac field \( \mathbf{E}_1(\mathbf{r}, t) \). Letting a harmonic dependence on the coordinate and time for all quantities [e.g., \( f_1(\mathbf{r}, \mathbf{p}, t) = f_1(\mathbf{p})e^{i(kr - \omega t)} \), etc] and utilizing the usual procedure of linearization in Eq. (2), we obtain the equations for the steady-state distribution function \( f_0(\mathbf{p}) \)

\[
e\mathbf{E}_0 \frac{\partial f_0}{\partial \mathbf{p}} + I\{f_0\} = 0 \tag{3}
\]

and the time-dependent addition \( f_1(\mathbf{r}, \mathbf{p}, t) \)

\[
\frac{\partial f_1}{\partial t} + v_F \frac{\mathbf{p}}{p} \frac{\partial f_1}{\partial \mathbf{r}} - e\mathbf{E}_1 \frac{\partial f_0}{\partial \mathbf{p}} - e\mathbf{E}_0 \frac{\partial f_1}{\partial \mathbf{p}} = I\{f_0, f_1\} \tag{4}
\]

For large electron densities, the \( e - e \) scattering time appears to be shorter than all other scattering times, so that the leading term in Eq. (3) is determined by the \( e - e \) collision integral. In this regime, rapid \( e - e \) collisions establish a displaced Fermi-Dirac distribution function

\[
f_0(\mathbf{p}) = \left[ \exp \left( \frac{v_F p - v_d p - \varepsilon_F}{k_B T_e} \right) + 1 \right]^{-1}, \tag{5}
\]

which satisfies the equation \( I_{ee}\{f_0\} = 0 \) and thus can be regarded as an approximate solution to Eq. (3). In Eq. (5), \( v_d \) is the electron drift velocity which is collinear with the dc field \( \mathbf{E}_0 \), and \( k_B \) is the Boltzmann constant. The three parameters, the Fermi energy, \( \varepsilon_F \), the average electron drift velocity, \( v_d \), and the electron temperature, \( T_e \), depend on \( \mathbf{E}_0 \) and describe the steady state of the nonequilibrium graphene system in the dc electric field \( \mathbf{E}_0 \). These parameters are found from the set of coupled equations which are pertinent moments of the kinetic equation (3) and represent balance equations for the carrier density, the electron momentum, and the electron energy. Integrating Eq. (5) over \( d\Gamma_p = gd^2p/(2\pi\hbar)^2 \), where \( g = g_s g_v = 4 \) is the electron spin \( (g_s = 2) \) and valley \( (g_v = 2) \) degeneracy factor, we obtain

\[
\frac{g}{(2\pi\hbar)^2} \int d^2p f_0(\mathbf{p}) = n_0. \tag{6}
\]

For strongly degenerate electrons, the integral can be performed analytically and the asymptotic relationship can be found for the Fermi energy \( \varepsilon_F = \hbar k_F v_F (1 - v_d^2/v_F^2)^{3/4} \), where \( k_F = \sqrt{\pi n_0} \) is the Fermi wave vector in the absence of the dc electric field. To avoid considerable decrease in \( \varepsilon_F \) with increasing drift velocity, we exclude from our consideration
such values of $v_d = |v_d|$ (the dc field strength $E_0$) for which the relativistic factor $v_d/v_F$ approaches unity. In the dc transport, the momentum and energy gained by electrons from the electric field are balanced by losses due to electron scattering on the impurities and phonons. The results of numerical calculations of the field dependencies of $v_d = v_d(E_0)$ and $T_e = T_e(E_0)$ can be found elsewhere (see, for example, Ref. 37). In this work, we utilize $v_d$ and $T_e$ as the known model parameters for the analysis of the DCT.

An approximate analytical solution to Eq. (4) can be found in the collisionless regime by neglecting the collision integral $I\{f_0, f_1\}$. This approach is valid for the range of frequencies and wave vectors within the criteria given in (1). Also, we omit the last term on the left-hand side of Eq. (4) to obtain

$$f_1(p) = \frac{i e E_1}{\omega - v_F \mathbf{k} \cdot \mathbf{p}/p} \frac{\partial f_0}{\partial \mathbf{p}}. \tag{7}$$

The latter assumption imposes restrictions on the dc field strength according to the following inequalities $(eE_0/\omega) \ll \bar{p}$, $(eE_0/k) \ll v_F \bar{p}$. Physically, they mean that the momentum and energy acquired by an electron on the time and space scales of the order of the ac field period $(\sim 1/\omega)$ and wavelength $(\sim 1/k)$ are much less than the average momentum $\bar{p}$ and energy $v_F \bar{p}$, respectively.

The ac current density $j_1(r, t) = j_1 e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)}$ is related to the ac field $E_1(r, t)$ through the DCT $j_1 = \hat{\sigma} E_1$. Substituting $f_1(p)$ from Eq. (7) into the current density

$$j_1 = -\frac{e g}{(2\pi \hbar)^2} \int d^2 p v_F \frac{\mathbf{p}}{p} f_1(p), \tag{8}$$

we obtain the DCT as

$$\sigma_{lm} = -i \frac{e^2 g v_F}{(2\pi \hbar)^2} \int \frac{d^2 p}{\omega - v_F \mathbf{k} \cdot \mathbf{p}/p + i\delta \frac{p_l}{p} \frac{\partial f_0}{\partial p_m}}. \tag{9}$$

Under the integral, an infinitesimally small imaginary $i\delta$ in the denominator corresponds to a slow turning on the ac field at $t = -\infty$ and results in the regularization of the integral at $\delta \to +0.46$. As it can be seen from Eq. (9), there is no singularity in the integrand for frequency $\omega > v_F k$. This is the key difference of the pole $\omega = v_F \mathbf{k} \cdot \mathbf{p}/p$ which takes place for the graphene from a similar pole $\omega = \mathbf{k} \cdot \mathbf{p}/m$ characteristic for electron systems with the standard (quadratic) energy spectrum $\varepsilon = p^2/2m$. Thus, the equation $\omega = v_F \mathbf{k} \cdot \mathbf{p}/p$ has solutions only at $\omega < v_F k$, in contrast to the equation $\omega = \mathbf{k} \cdot \mathbf{p}/m$ which has solutions at any $\omega$ and $k$. This results in that the real part of the DCT is not zero only for frequencies $\omega < v_F k$.  
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The dynamic conductivity tensor \( \sigma_{lm} \) is a complex tensor of the second order. It is given by the eight functions which depend on the six parameters: \( \omega, k, \) and \( \gamma \) which are the propagating wave characteristics, and \( n_0, v_d, \) and \( T_e \) which are the dc transport characteristics. With the steady-state distribution function \( f \), the integrals in Eq. (9) can be performed analytically. In particular, for \( v_d = 0 \), the function \( f \) represents the so-called electron temperature approximation which is widely used in the theory of the high-field carrier transport. In this case, the off-diagonal components of tensor \( \hat{\sigma} \) are zero and obey the evident symmetry relations \( \sigma_{xy} = \sigma_{yx} = 0 \). The same occurs for \( \sin \gamma = 0 \), i.e., for the drift velocity \( v_d \) and the wave vector \( k \) to be collinear (Fig. 1).

Below we analyze the behavior of the real \( \sigma'_{lm} \) and imaginary \( \sigma''_{lm} \) parts of \( \sigma_{lm} \) separately. First, we address the real part of the DCT.

### III. REAL PART OF DYNAMIC CONDUCTIVITY

We now turn to explicit evaluation of the integrals in Eq. (9). In this and in the following Sec. IV, we use the linear energy dispersion for graphene, and later (Sec. V) we take into account deviation from the linear band structure to analyze its influence on the DCT. It is convenient to introduce the dimensionless variables \( \Omega = \omega/\omega_0 \) and \( K = v_F k/\omega_0 \) where the normalization frequency is \( \omega_0 = e^2 g k_B T_e/(2\pi \hbar^2 v_F) \), and the dimensionless parameters \( V_d = v_d/v_F \) (\( V_d < 1 \)) and \( E_F = \varepsilon_F/k_B T_e \). After substitution of the distribution function \( f \) into Eq. (9), the integration therein can be performed analytically utilizing the complex plane and the residue theory method. The calculation details are described in the Appendix where the DCT is given by Eq. (A4). Since the explicit form of the general expression for \( \sigma_{lm} \) in Eq. (A4) is rather complicated, it is difficult to separate analytically the real and imaginary parts of \( \sigma_{lm} \) from this equation. We will utilize Eq. (A4) in Sec. IV for the numerical calculation and analysis of the imaginary part of \( \sigma_{lm} \). We notice that it is more simple to separate \( \sigma'_{lm} \) in Eqs. (A1), where the integration is over the polar angle \( \theta \). Indeed, in using the well-known relation \( (x + i\delta)^{-1} = \mathcal{P}(1/x) - i\pi\delta(x) \) \([\mathcal{P}(1/x) \) denotes the principal part of the integral and \( \delta(x) \) is the delta function], it is clear that the integral with the delta
function is easily evaluated, and the explicit analytical expressions for \( \sigma'_{lm} \) are obtained

\[
\sigma'_{xx} = \frac{B \Omega}{\sqrt{K^2 - \Omega^2}} \left( \frac{\Omega - V_xK}{A_x^2} + \frac{\Omega - V_yK}{A_y^2} \right),
\]

\[
\sigma'_{yy} = B \left( \frac{\sqrt{K^2 - \Omega^2} - V_yK}{A_y^2} + \frac{\sqrt{K^2 - \Omega^2} + V_yK}{A_y^2} \right),
\]

\[
\sigma'_{xy} = \frac{B \Omega}{\sqrt{K^2 - \Omega^2}} \left( \frac{\sqrt{K^2 - \Omega^2} - V_yK}{A_y^2} - \frac{\sqrt{K^2 - \Omega^2} + V_yK}{A_y^2} \right),
\]

\[
\sigma'_{yx} = B \left( \frac{\Omega - V_xK}{A_x^2} - \frac{\Omega - V_yK}{A_y^2} \right);
\]

here

\[
A_{\pm} = K - V_x\Omega \pm V_y\sqrt{K^2 - \Omega^2},
\]

\[
B = \frac{v_F}{2} \ln(e^{E_F} + 1) \theta(K - |\Omega|),
\]

\( V_x = V_d \cos \gamma, \ V_y = V_d \sin \gamma, \) and \( \theta(x) \) is the Heaviside step function. We have verified that the real part of the DCT obtained in such manner coincides with that derived from Eq. (A4) in the Appendix.

It follows from Eqs. (10) that \( \sigma'_{yy} \) is nonnegative while the other components can take both signs. It is also evident that \( \sigma'_{lm} = 0 \) at \( |\Omega| > K \); if the frequency approaches to the resonance \( \Omega \to K \), then \( \sigma'_{xx} \) and \( \sigma'_{xy} \) go to infinity \( \sim (K - \Omega)^{-1/2} \), whereas \( \sigma'_{yx} \) and \( \sigma'_{yy} \) approach to zero \( \sim (K - \Omega)^{1/2} \). It is seen that if \( \sin \gamma = 0 \) or \( V_d = 0 \), then \( \sigma_y = 0 \) and \( A_+ = A_- \) so that the real part of DCT becomes symmetrical tensor, with \( \sigma'_{xy} = \sigma'_{yx} = 0 \). In the analysis of anisotropy properties of \( \sigma'_{lm} \), it is instructive to consider the following four particular cases:

1. \( v_d = 0 \); 2. \( v_{dx} \neq 0, v_{dy} = 0 \); 3. \( v_{dx} = v_{dy} \neq 0 \); and 4. \( v_{dx} = 0, v_{dy} \neq 0 \). For numerical calculations, we choose the set of parameters: \( K = 1.5, \ V_d = 0.4, \ n_0 = 2 \times 10^{12} \) cm\(^{-2} \), and \( T_e = 400 \) K \( (k_B T_e \simeq 34.5 \) meV\).\(^{32} \) With these parameters, we estimate \( \omega_0 \simeq 7.3 \times 10^{13} \) s\(^{-1} \), \( k_F \simeq 2.5 \times 10^6 \) cm\(^{-1} \), \( \varepsilon_F \simeq 153 \) meV \( (V_d = 0) \), and \( \varepsilon_F \simeq 131 \) meV \( (V_d = 0.4) \); \( k \simeq 1.1 \times 10^6 \) cm\(^{-1} \), \( \lambda = 2\pi/k \simeq 57 \) nm, and the resonance frequency \( (\Omega = K) \nu \simeq 17 \) THz.

1. In the first case, \( V_d = 0 \) so that there is no drift of the electron system as a whole in the dc electric field (the electron temperature \( T_e \) can be higher than the lattice temperature). The diagonal components in Eqs. (10) are expressed as

\[
\sigma'_{xx} = v_F \ln(e^{E_F} + 1) \frac{\Omega^2}{K^2\sqrt{K^2 - \Omega^2}} \theta(K - |\Omega|),
\]

\[
\sigma'_{yy} = v_F \ln(e^{E_F} + 1) \frac{\sqrt{K^2 - \Omega^2}}{K^2} \theta(K - |\Omega|);
\]
Figure 2: (Color online) (a) The real part of normalized DCT, $\sigma'_{lm}/v_F$, as a function of frequency (in units of $\omega_0$) calculated at the dimensionless wave vector $K = 1.5$ for $V_d = 0$ (solid and dashed curves) and $V_d = 0.4$ ($\gamma = 0^\circ$) (dashed-dotted and dashed-double dotted curves). Different curves correspond to different diagonal components of $\sigma'_{lm}$ ($\sigma'_{xy} = \sigma'_{yx} = 0$). (b) Distributions of angle $\beta$ on the plane ($\Omega, \alpha$) corresponding to curves from (a) for $V_d = 0.4$; solid curves ($\beta = 90^\circ$) indicate regions of possible instability.

$\sigma'_{xy} = \sigma'_{yx} = 0$. The frequency dispersion of $\sigma'_{lm}$, calculated at a fixed value of the wave vector, is shown in Fig. 2(a) with the solid ($\sigma'_{xx}$) and dashed ($\sigma'_{yy}$) curves. Note that the real part of DCT is not negative in the whole region of considered frequencies. In the limit of $\Omega \to K$, the longitudinal component $\sigma'_{xx}$ demonstrates a divergence, and the transverse component $\sigma'_{yy}$ approaches zero.

2. In the second case, the drift velocity is finite ($V_d = 0.4$) and its direction is collinear
with the wave vector \( \mathbf{k} \) \((\sin \gamma = 0, |V_x| = V_d, V_y = 0)\). Then we obtain

\[
\sigma'_{xx} = v_F \ln \left( e^{E_F} + 1 \right) \frac{\Omega(\Omega - V_x K)}{\sqrt{K^2 - \Omega^2} (K - V_x) \Omega} \theta(K - |\Omega|),
\]

\[
\sigma'_{yy} = v_F \ln \left( e^{E_F} + 1 \right) \frac{\sqrt{K^2 - \Omega^2} \Omega(\Omega - V_x K)}{(K - V_x) \Omega} \theta(K - |\Omega|).
\]

The calculated frequency dependencies from Eqs. (13) are shown in Fig. 2(a) with dash-dotted \((\sigma'_{xx})\) and dashed-double dotted \((\sigma'_{yy})\) curves. The frequency behavior of diagonal components at \( \Omega \to K \) is similar to the previous case \((V_d = 0)\). However, the occurrence of a finite drift \((V_d = 0.4)\) of the electron system adds new features. Namely, if the criterion for the Cherenkov radiation effect is fulfilled \(v_d > \omega/k\), i.e., the drift velocity is greater than the ac wave phase velocity, then the longitudinal component \(\sigma'_{xx} = \sigma'_{xx}(\Omega)\) \([\text{Fig. 2(a), dash-dotted curve}]\) changes its sign at the frequency \(\Omega = V_x K = 0.65 \ (\nu \simeq 7.5 \text{ THz})\). It becomes negative in the frequency domain \(\Omega < V_x K\). The point of minimum \((\Omega = 0.37, \nu \simeq 4.3 \text{ THz})\) corresponds to maximal increment for the Cherenkov instability in this frequency domain. The transverse component is positive and, as a function of frequency \(\sigma'_{yy} = \sigma'_{yy}(\Omega)\), has a maximum \([\text{Fig. 2(a), dashed-double dotted curve}]\).

An important physical quantity associated with the real part of DCT is the power density \(P = \langle \mathbf{j'}(\mathbf{r}, t) \cdot \mathbf{E'}(\mathbf{r}, t) \rangle \) averaged over the time period \(T = 2\pi/\omega\). For monochromatic space and time dependence of the ac field and the current density, the power density \(P\) takes the form

\[
P = \frac{1}{2} \left[ \sigma'_{xx} E'_{1x}^2 + (\sigma'_{xy} + \sigma'_{yx}) E'_{1x} E'_{1y} + \sigma'_{yy} E'_{1y}^2 \right].
\]

A negative sign of \(P\) means that the hot carriers do work over the ac field. In this case, the amplitude of the field of a given wave vector and frequency can be amplified. The occurrence of a \((k, \omega)\)-range in which \(P\) takes negative values can lead to electrical instability of the considered system. It is evident from Eq. (14) that \(P < 0\) is possible if at least one of the terms in the square brackets is negative and its module value is larger than the sum of others. Alternatively, a positive value of \(P\) means dissipation of the ac field energy and stability of the considered system. Formally, considering \(P\) as an independent parameter, the equation (14) with \(P = \text{const}\) can be treated as a family of the second order curves on the plane of variables \((E'_{1x}, E'_{1y})\). These isopower-density curves are ellipses or hyperbolas depending on sign of the DCT components and \(P\). The family of isopower-density curves give a descriptive geometric representation of the DCT as well as the occurrence of possible instability in the
considered system. We demonstrate this by letting \( \sin \gamma = 0 \) \( (\sigma'_{xy} = \sigma'_{yx} = 0) \). Then Eq. (14) is written in the canonical form

\[
\frac{\sigma'_{xx}}{2P} E'^2_{1x} + \frac{\sigma'_{yy}}{2P} E'^2_{1y} = 1.
\]  

(15)

For positive diagonal components \( (\sigma'_{xx}, \sigma'_{yy} > 0) \), \( P \) also should be positive and Eq. (15) specifies a set of ellipses of constant power density. If the signs of \( \sigma'_{xx} \) and \( \sigma'_{yy} \) are different, then it is possible to realize the power density of both signs \( (P \gtrless 0) \). In this case, the corresponding second order curve is a hyperbola. In particular, \( P = 0 \) determines asymptotes of the set of hyperbolas, so that the curves corresponding to \( P > 0 \) and \( P < 0 \) are located on different sides of these asymptotes. Thus, in going from situation with a positive \( P \) to situation with an arbitrary sign of \( P \) (i.e., from stability to instability), the set of ellipses is transformed into the set of hyperbolas.

It is worth noting that for a rank-2 symmetrical tensor \( \sigma'_{lm} \) the dissipative part \( j'_1 \) of the current density is normal to the isopower-density curve. This follows from the direct comparison of the normal vector \( \mathbf{n} = \partial P(E'_{1x}, E'_{1y})/\partial \mathbf{E}'_1 \), calculated at a fixed ac electric field \( \mathbf{E}'_1 \) with the function \( P(E'_{1x}, E'_{1y}) \) given by Eq. (14), and the vector \( \mathbf{j}'_1 \). Thus, each isopower-density curve plotted on the plane \( (E'_{1x}, E'_{1y}) \) for a given \( P \) specifies the field \( \mathbf{E}'_1 = (E'_{1x}, E'_{1y}) \) which provides such \( P \), as well as the direction of the current density \( \mathbf{j}'_1 \) corresponding with the field \( \mathbf{E}'_1 \). For a general case of \( \sin \gamma \neq 0 \) all components of the DCT are nonzero. In this case, \( \sigma'_{lm} \) is not a symmetrical tensor and the direction of vector \( \mathbf{j}'_1 \) does not coincide with the direction of normal vector \( \mathbf{n} \).

Another useful characteristic of induced anisotropy associated with the DCT is the angle \( \beta \) between vectors \( \mathbf{j}'_1 \) and \( \mathbf{E}'_1 \). It is given by

\[
\cos \beta = \frac{\sigma'_{xx} \cos^2 \alpha + (\sigma'_{xy} + \sigma'_{yx}) \cos \alpha \sin \alpha + \sigma'_{yy} \sin^2 \alpha}{[(\sigma'_{xx} \cos \alpha + \sigma'_{xy} \sin \alpha)^2 + (\sigma'_{yx} \cos \alpha + \sigma'_{yy} \sin \alpha)^2]^{1/2}},
\]

(16)

where \( \alpha \) is the angle between the wave vector \( \mathbf{k} \) (axis OX) and the ac field \( \mathbf{E}'_1 \) (Fig. 1). The numerator of the fraction in Eq. (16) is proportional to the power density \( P \). It follows that if the current density \( \mathbf{j}'_1 \) corresponds to positive \( P > 0 \), the angle \( \beta \in (0, 90^\circ) \); for \( P < 0 \) the angle \( \beta \in (90^\circ, 180^\circ) \). If the power density is zero, then \( \beta = 90^\circ \). In the case of stability, the ac current flows along the ac field under the angle \( \beta < 90^\circ \); in the case of instability, it flows against the ac field under the angle \( \beta > 90^\circ \). The angle \( \beta \) characterizes the property of the DCT to turn the current density \( \mathbf{j}'_1 \) relatively to the ac field \( \mathbf{E}'_1 \). Figure
2(b) shows distributions of $\beta$ on the plane $(\Omega, \alpha)$ corresponding to curves with dots from Fig. 2(a). Inside the two regions (bounded with the black curves), which are determined by the condition $\beta = 90^\circ$, the angle $\beta \in (90^\circ, 180^\circ]$. Hence, in these regions the considered system may be electrically unstable. Such regions can exist only at frequencies $\Omega < V_x K$. It is also seen that there are regions of very small $\beta$ where the tensor $\sigma'_{lm}$ reduces to a scalar. Such representation of the DCT with plots of the angle $\beta$ is very demonstrative; it can be utilized for any other second rank tensor, for example, the dielectric permittivity tensor, etc.

In Fig. 3, we show the curves of a constant power density [Eq. (15)], which correspond to the curves from Fig. 2(a) at $V_d = 0.4$, calculated at different frequency. The curves which are more distant from the coordinate origin correspond to bigger values of $|P|$. The arrows show vector field of the ac current density [in coordinate axes $(j_{1x}, j_{1y})$] which direction is normal to the corresponding isopower-density curve. The arrow length reflects relative value of the ac current density. Figure 3(a) corresponds to $\sigma'_{xx} < 0$ ($\Omega = 0.3$); therefore, the curves are hyperbolas. A negative value of $P$ associated with $\sigma'_{xx} < 0$ is responsible for the Cherenkov radiation in the region of frequencies $\Omega < K V_d \cos \gamma$. Figure 3(b) corresponds to $\sigma'_{xx} \approx \sigma'_{yy} > 0$ ($\Omega = 1.22$); therefore, the curves in this figure are circles. It is seen from these figures that the angle $\beta$ can substantially be changed with changing the ac field frequency.

3. In the third case, the drift velocity is finite ($V_d = 0.4$) and its direction is determined by the angle $\gamma = 45^\circ$ (Fig. 1). In this case $V_x = V_y \neq 0$ so that the off-diagonal components of $\sigma'_{lm}$ are not a trivial zero. As it was mentioned above, a negative power density ($P < 0$) can be realized if the second term in the square brackets of Eq. (14) is negative and its module is larger than the rest of terms. This is possible for $(\sigma'_{xy} + \sigma'_{yx}) < 0$ with $E_{1x} E_{1y} > 0$, or for $(\sigma'_{xy} + \sigma'_{yx}) > 0$ with $E_{1x} E_{1y} < 0$. For the former, polarization of the ac field is such that both in-plane components of the field have the same sign, while for the latter they have opposite signs. In Fig. 4(a), we present the components $\sigma'_{lm}$, as well as the sum $(\sigma'_{xy} + \sigma'_{yx})$, as functions of frequency. In Fig. 4(b), we show distributions of the angle $\beta$. Similar to Fig. 2(b), there are wide regions of frequency ($\Omega < V_x K$), adjoining to the left vertical coordinate axis, where instability associated with the Cherenkov effect can take place. In addition, we revealed narrow regions at high frequencies ($\Omega \rightarrow K$), adjoining to the right vertical coordinate axis, which occurrence is due to a negative sum of the off-diagonal components $\sigma'_{lm}$.

In Fig. 5, we show the isopower-density curves calculated at different frequencies with
Figure 3: (Color online) Lines of constant power density ($P = \text{const} \gtrless 0$) corresponding to curves from Fig. 2(a) calculated at different frequency for $V_d = 0.4$: $P > 0$ (solid), $P < 0$ (dashed), and $P = 0$ (straight solid). Arrows represent vector field of the ac current density (relative units). (a) $\Omega = 0.3$ ($\sigma'_{xx} < 0, \sigma'_{yy} > 0$) and (b) $\Omega = 1.22$ ($\sigma'_{xx} \approx \sigma'_{yy} > 0$).

In the forth case, the drift velocity is finite ($V_d = 0.4$) and its direction is perpendicular to the $k$ vector, $\gamma = 90^\circ$ (Fig. 1). In this case $V_y = V_d$ and $V_x = 0$ which excludes the possibility for the Cherenkov instability in the considered system. To illustrate more clearly
Figure 4: (Color online) (a) The real part of normalized DCT, $\sigma_{lm}'/v_F$, as a function of frequency (in units of $\omega_0$) calculated at the dimensionless wave vector $K = 1.5$ ($\gamma = 45^\circ$) for $V_d = 0.4$. Different curves correspond to different components of $\sigma_{lm}'$. (b) Distributions of angle $\beta$ on the plane ($\Omega, \alpha$) corresponding to curves from (a); solid curves ($\beta = 90^\circ$) indicate regions of possible instability.

The influence of the off-diagonal term ($\sigma_{xy}'+\sigma_{yx}'$) on the sign of $P$, we compare all nonzero components $\sigma_{lm}'$ calculated as a function of frequency in Fig. 6(a). It follows that $P < 0$ may be realized due to the term ($\sigma_{xy}'+\sigma_{yx}'$) which is the only negative at high frequency ($\Omega \to K$); the rest of the terms in Eq. (14) are definite positives at the considered frequencies. The corresponding distributions of angle $\beta$ are presented in Fig. 6(b), which demonstrates at what frequency the negative power density can take place. It is seen that the regions of possible instability ($P < 0$) are slightly wider compared to the similar regions in Fig. 4(b).

In Fig. 7, we show the isopower-density curves corresponding to curves from Fig. 6(a) calculated at different frequencies. The curves demonstrate a qualitatively different behavior. At $\Omega = 0.3$, we get $P > 0$ as both $\sigma_{xx}' > 0$ and $\sigma_{xy}' + \sigma_{yx}' > 0$ [Fig. 7(a)]. At $\Omega = 1.48$, we can get $P \geq 0$ as $\sigma_{xx}' > 0$ but ($\sigma_{xy}' + \sigma_{yx}'$) < 0 [Fig. 7(b)]. The results show that with
Figure 5: (Color online) Lines of constant power density \(P = \text{const} \geq 0\) corresponding to curves from Fig. 4(a) calculated at different frequency: \(P > 0\) (solid), \(P < 0\) (dashed), and \(P = 0\) (straight solid). Arrows represent vector field of the ac current density (relative units). (a) \(\Omega = 0.3\), \(\sigma'_{xx} < 0\), \(\sigma'_{xy} + \sigma'_{yx} > 0\) and (b) \(\Omega = 1.49\), \(\sigma'_{xx} > 0\), \(\sigma'_{xy} + \sigma'_{yx} < 0\).

\(\gamma = 90^\circ\) a negative power density is achieved in the case when the Cherenkov criterion is not fulfilled, i.e., due to the negative off-diagonal term alone \((\sigma'_{xy} + \sigma'_{yx}) < 0\). We have also revealed that the term \((\sigma'_{xy} + \sigma'_{yx})\) may become negative at \(\Omega \to K\) in a wide region of the angle \(\gamma \in (0^\circ, 180^\circ)\).

Thus, there exists a certain set of the specific parameter values at which the negative power density \((P < 0)\) may be realized. This comprises three different cases with \(\sigma'_{xx} < 0\) in the Cherenkov region of frequencies (Fig. 2); with \((\sigma'_{xy} + \sigma'_{yx}) < 0\) in the limit of high
Figure 6: (Color online) (a) The real part of normalized DCT, $\sigma'_{lm}/v_F$, as a function of frequency (in units of $\omega_0$) calculated at the dimensionless wave vector $K = 1.5 (\gamma = 90^\circ)$ for $V_d = 0.4$. Different curves correspond to different components of $\sigma'_{lm}$. (b) Distributions of angle $\beta$ on the plane $(\Omega, \alpha)$ corresponding to curves from (a).

frequencies $\Omega \to K$ (Fig. 6); and with both $\sigma'_{xx} < 0$ and $(\sigma'_{xy} + \sigma'_{yx}) < 0$ simultaneously (Fig. 4). We also found that if $\gamma \in (180^\circ, 360^\circ)$, then one may achieve $P < 0$ at the positive off-diagonal term $(\sigma'_{xy} + \sigma'_{yx}) > 0$ due to the ac field polarization with $E'_{1x}E'_{1y} < 0$ in the limit of $\Omega \to K$.

To conclude this section, we note that so far we considered the ac field of arbitrary configuration given by the two vectors $E'_1$ and $k$, where $E'_1$ was not necessarily parallel to the wave vector $k$. Let us briefly discuss the case when the effective ac field is of an electrostatic origin. Then, the Fourier components of the field and the electrostatic potential are connected by $E^{\omega k}_1 = -i k \varphi^{\omega k}_1$. In this case, $E'_1$ is collinear with $k$ (Fig. 1), and we get for the power density

$$P = \frac{1}{2} \sigma'_{xx} k^2 |\varphi^{\omega k}_1|^2,$$

which now replaces (14). From the comparison of (17) and (14), we conclude that in the
Figure 7: (Color online) Lines of constant power density \( P = \text{const} \geq 0 \) corresponding to curves from Fig. 6(a) calculated at different frequency. (a) \( \Omega = 0.3 \) \( (P > 0) \) and (b) \( \Omega = 1.48 \) \( (P \geq 0) \). \( P > 0 \) (solid), \( P < 0 \) (dashed), and \( P = 0 \) (straight solid). Arrows represent vector field of the ac current density (relative units).

In the case of ac electrostatic field the negative power density \( P < 0 \) can be realized only on the Cherenkov criterion \( \Omega < KV_d \cos \gamma \).

IV. IMAGINARY PART OF DYNAMIC CONDUCTIVITY

In this section, the frequency and wave vector behavior of the imaginary part of DCT is analyzed by separating \( \sigma''_{lm} \) in Eq. (A4) (Appendix). In the analysis, we will use the same exemplary cases of particular parameter values considered in the previous section. In the
absence of the electron drift (case 1, \( V_d = 0 \)) and for small space dispersion (\( k \to 0 \)), the DCT reduces to pure imaginary scalar \( \sigma_{lm} = i\sigma'' \delta_{lm} \) with
\[
\sigma''(k = 0, \omega) = \frac{e^2 k_B T_e}{\pi \hbar^2 \omega} \ln(e^{e_F/k_B T_e} + 1). \tag{18}
\]

Hence, the dependence of \( \sigma''(k = 0, \omega) \) on frequency is similar to the Drude-Lorentz conductivity at high frequencies (\( \omega \tau_p \gg 1 \)). A similar result was obtained for intraband contribution into \( \sigma''(k, \omega) \) in Ref. 9 within a quantum approach for low electric field and at finite lattice temperature \( T \) (\( \hbar \omega < k_B T \)), when the electron distribution over the energy is equilibrium one [Eq. (10) in Ref. 9]. The expression (18) extends this result to the region of hot electrons in high electric fields, when the electron temperature \( T_e \) is higher than the lattice temperature. If space dispersion is large, then the imaginary part of DCT reads
\[
\sigma''_{xx} = -\frac{v_F \ln(e^{E_F} + 1)}{K^2} \left( 1 - \frac{\Omega \theta(|\Omega| - K)}{\sqrt{\Omega^2 - K^2}} \right), \tag{19}
\]
\[
\sigma''_{yy} = \frac{v_F \ln(e^{E_F} + 1)}{K^2} \left( \Omega - \sqrt{\Omega^2 - K^2} \theta(|\Omega| - K) \right).
\]

From these expressions, we see that the diagonal elements \( \sigma''_{xx} \) and \( \sigma''_{yy} \) are linear functions of \( \Omega \) at \( \Omega < K \) and take nonzero values at \( \Omega > K \). In the limit \( \Omega \to \infty \), we obtain the asymptotic behavior \( \sigma''_{xx} = \sigma''_{yy} = v_F \ln(e^{E_F} + 1)/2\Omega \sim \Omega^{-1} \). At \( \Omega = K \), the function \( \sigma''_{xx}(\Omega) \) has an infinite discontinuity, whereas \( \sigma''_{yy}(\Omega) \) is a continuous function of \( \Omega \).

In a general case, the corresponding integrals are evaluated by the theory of residues (see the Appendix). The results of numerical calculations of the imaginary part of DCT as a function of frequency are shown in Fig. 8. The parameter values used in the calculations are for Fig. 8(a) the same as for Fig. 2(a) [case 1 (\( V_d = 0 \)) and case 2 (\( \sin \gamma = 0, V_d = 0.4 \))]; for Fig. 8(b) the same as for Fig. 4(a) [case 3 (\( \gamma = 45^\circ, V_d = 0.4 \))]. As mentioned above, the off-diagonal elements of \( \sigma_{kl} \) are zero for the considered cases 1 and 2. The diagonal elements \( \sigma''_{k-l} \), unlike the real part \( \sigma'_{k-l} \), are not zero at \( \Omega > K \). It is seen from Fig. 8(a) that the asymptotic behavior of \( \sigma''_{xx} \) (and \( \sigma''_{yy} \)) at \( \Omega \to K \) and \( \Omega \to \infty \) for a finite electron drift are similar to the case of \( V_d = 0 \). The occurrence of the electron drift leads to an increase in \( |\sigma''_{k-l}| \) near the point \( \Omega = K \). The transversal diagonal component \( \sigma''_{yy} \) takes negative values in a frequency region \( \Omega < K \), starting from zero frequency. For comparison, in Fig. 8(b), we show the results obtained for \( \gamma = 45^\circ \), in which case the off-diagonal components \( \sigma''_{xy} \) and \( \sigma''_{yx} \) are not zero. The frequency behavior of the diagonal components \( \sigma''_{k-l} \) is similar to that shown in Fig. 8(a) for \( V_d \neq 0 \). The component \( \sigma''_{xy} \) has an infinite discontinuity, approaching
Figure 8: (Color online) The imaginary part of normalized DCT, $\sigma''_{lm}/v_F$, as a function of frequency (in units of $\omega_0$) calculated at different values of the dimensionless wave vector. (a) $K = 1.5 (\gamma = 0^\circ)$, $\sigma''_{xy} = \sigma''_{yx} = 0$; $V_d = 0$ (solid and dashed curves) and $V_d = 0.4$ (dashed-dotted and dashed-double dotted curves). (b) $K = 1.5 (\gamma = 45^\circ)$, $V_d = 0.4$. Different curves correspond to different components of $\sigma''_{lm}$.

$-\infty$ when $\Omega \to K + 0$. The frequency behavior of the off-diagonal component $\sigma''_{yx}$ is similar to that of the diagonal component $\sigma''_{yy}$.

V. ROLE OF ENERGY BAND NONLINEARITY

So far, our calculations were restricted to the Dirac-spectrum approximation. In the integral of Eq. (9), the integration is over all possible values of the electron momentum $p$. Therefore, corrections to the Dirac spectrum may be important at certain values of the model parameters. In this section, we address the question of how the frequency and wave vector behavior of the dynamic conductivity can be changed by including corrections to the Dirac
cone spectrum. Recently, the dynamic and optical properties in graphene have been studied taking into account the nonlinear energy dispersion. The full energy band spectrum has been obtained in the tight-binding approximation. In using such the energy spectrum in Eqs. (5) and (9), the DCT can be calculated numerically performing the integration in Eq. (9) over the entire Brillouin zone. For the purpose of this section, it is sufficient to use a quadratic correction to the linear term $\varepsilon(p) = v_F p$ which follows from Taylor expansion of the full band spectrum close to the Dirac point,

$$\varepsilon(p) = v_F p - \frac{3E_t a^2}{8\hbar^2} \sin(3\vartheta)p^2. \tag{20}$$

Here $E_t \approx 2.8$ eV is the nearest-neighbor hopping energy, $a \simeq 1.42\,\AA$ is the carbon-carbon distance, and $\vartheta$ is the angle in momentum space. Assuming the strongest nonlinearity [letting $\sin(3\vartheta) = 1$] and using the dimensionless variables $P = p/p_0$, $p_0 = k_B T_e/v_F$, the spectrum (20) can be rewritten as $E_p \equiv \varepsilon(p)/k_B T_e = P - (1/2)\alpha_0 P^2$, where $\alpha_0 = 3k_B T_e E_t a^2/4v_F^2\hbar^2$ is a dimensionless parameter. For example, if we take $T_e = 400$ K, then the numerical estimation gives $\alpha_0 = 3.6 \times 10^{-3} \ll 1$. Substituting $E_p$ in Eq. (9), we find

$$\sigma_{lm} = -ie^2g_{v_F} (2\pi\hbar)^2 \int \frac{d^2p}{\omega - v_F k \cdot p/p + \alpha_0 v_F k \cdot p/p_0 + i\delta p/p} \frac{p_l \partial f_0}{\partial p_m}. \tag{21}$$

As in Sec. III, the integration is convenient to be performed in the polar coordinate system. Importantly, the denominator of the integrand in Eq. (21) contains not only the polar angle but also the electron momentum, which modifies essentially the pole of the integrand compared to the Dirac cone approximation. As a consequence, the diagonal component $\sigma'_{xx}$ does not go to infinity at the limit $\omega \to v_F k$. Instead, it takes a finite height and width at the resonance frequency. The distribution function in Eq. (5) now depends on the parameter $\alpha_0$ through the modified electron spectrum, $f_0 = f_0(p, \alpha_0)$. Note that $f_0(p, \alpha_0)$ cannot be normalized according to Eq. (6), because it does not approach zero when the momentum goes to infinity. Nevertheless, it is possible to evaluate an asymptotic value for the integral in Eq. (21), utilizing the small parameter $\alpha_0$ and expanding the function $f_0(p, \alpha_0)$ into a Taylor series $f_0(p, \alpha_0) = f_0(p) + \alpha_0[\partial f_0(p, \alpha_0)/\partial \alpha_0]_{\alpha_0=0} + \cdots$. Substituting this distribution function in Eq. (21), we obtain the asymptotic expansion for the DCT $\sigma_{lm} = \sigma^0_{lm} + \alpha_0 \sigma^1_{lm} + \cdots$. Further, we retain only the main (zeroth order) term $\sigma^0_{lm}$ and ignore all higher orders in $\alpha_0$ of this expansion. Then, the expression for $\sigma^0_{lm}$ is given in Eq. (21) with the function $f_0(p)$ given in Eq. (5). The real and imaginary parts of the
DCT, $\sigma_{lm} \simeq \sigma_{lm}^0$, can be derived in a fashion similar to Sec. III, where they have been calculated within the Dirac cone approximation. As the derived analytical formulas are rather complicated, we demonstrate only the results of numerical computation and compare them with those obtained in the Dirac cone approximation. Using the polar coordinates $(P, \theta)$, the longitudinal component $\sigma'_{xx}$ can be written as

$$\sigma'_{xx} = -\frac{v_F}{2K} \int_0^\infty dP \frac{P I_{xx} \theta(1 - |\tilde{s}|)}{1 - \alpha_0 P} = -\frac{v_F}{2K} \int_0^{P_c} dP \frac{P I_{xx}}{1 - \alpha_0 P},$$

where $\tilde{s} = s/(1 - \alpha_0 P)$. Due to the delta function $\delta(\tilde{s} - \cos \theta)$, the angle integral in (22) is not zero if only $|\tilde{s}| \leq 1$. Then, we have

$$\sigma'_{xx} = -\frac{v_F}{2K} \int_0^\infty dP \frac{P I_{xx} \theta(1 - |\tilde{s}|)}{1 - \alpha_0 P} \left( \frac{\cos^2 \theta - \cos \theta \sin \theta \frac{\partial f_0}{\partial \theta}}{\cos \theta - \sin \theta \frac{\partial f_0}{\partial \theta}} \right) \delta(\tilde{s} - \cos \theta),$$

(22)

where $P_c = (1 - |\Omega|/K)/\alpha_0$, $I_{xx} = \frac{\tilde{s}^2 - V_x \tilde{s}}{(1 - \tilde{s}^2)^{1/2}} [f_0^+(1 - f_0^+) + f_0^-(1 - f_0^-)]$, and $f_0^\pm = \{\exp[(1 - V_x \tilde{s} \pm V_y \sqrt{1 - \tilde{s}^2}) P - E_F] + 1\}^{-1}$. In particular, for the case of $V_d = 0$, Eq. (23) becomes

$$\sigma'_{xx} = -\frac{v_F}{K^3} \int_0^{P_c} \frac{P dP}{(1 - \alpha_0 P)^2 \sqrt{(1 - \alpha_0 P)^2 - \Omega^2/K^2}} \frac{\partial f_0}{\partial P}.$$  (25)

Figure 9 shows the frequency dependence of the real part of DCT calculated with the quadratic correction to the linear energy spectrum. The parameter values used for Fig. 9(a) are the same as for Fig. 2(a), and for Fig. 9(b) are the same as for Fig. 4(a). As expected, the divergence at the resonance frequency ($\Omega \to K$) is removed due to the adopted quadratic correction. The integrals in Eqs. (23) and (25) approach zero in the limit $P_c \to 0$ ($|\Omega| \to K$). Thereby, we observe a normal resonance curve with the finite peak and width values. In Fig. 9(a), the peak values are $\sigma'_{xx}/v_F = 28.3$ at $\Omega = 1.47$ ($V_d = 0$) and $\sigma'_{xx}/v_F = 31.0$ at $\Omega = 1.45$ ($V_d = 0.4$). In Fig. 9(b), the peak values are $\sigma'_{xx}/v_F = 28.2$ (maximum) at $\Omega = 1.46$ and $\sigma'_{xy}/v_F = -11.52$ (minimum) at the same $\Omega$ [inserts in Fig. 9(a) and 8(b)]. Far from the resonance, the real part of DCT practically coincides with that obtained in the previous section but remains finite near the resonance. Note that the off-diagonal element $\sigma'_{xy}$ changes its sign from positive (for small frequencies) to negative (near the resonance frequency). The element $\sigma'_{yx}$ changes its sign from negative (for small frequencies) to positive and, again, to
negative (near the resonance frequency). As a consequence, the sum \((\sigma'_{xy} + \sigma'_{yx})\) shows two frequency windows in which it takes negative values [dotted curve in Fig. 9(b)]. Within these windows, the considered graphene system can be electrically unstable, and an external electromagnetic wave of such frequency can be amplified.

VI. SCREENING EFFECT

Within the employed theoretical approach, the screening effect can be considered as follows. The weak ac electric field \(\mathbf{E}_1(\mathbf{r}, t)\) induces a modulation of the electron density \(n_1(\mathbf{r}, t)\) in the graphene layer. In turn, the induced electron charge \(-en_1(\mathbf{r}, t)\) generates an electrostatic potential \(\varphi_1(z, \mathbf{r}, t)\) and an additional lateral electric field \(\mathbf{F}_1(\mathbf{r}, t) = \ldots\)
\( -\partial \varphi_1(z, r, t)/\partial r \big|_{z=0} \), which changes the initial field \( \mathbf{E}_1(r, t) \) and thereby gives rise to screening effect. Further, the electric field \( \mathbf{F}_1(r, t) \) is included in the expression for the ac current density \( j_{1l} = \sigma_{lm}(E_{1m} + F_{1m}) \) (summation over the repetitive indices). Since the field \( \mathbf{F}_1 \) is proportional to \( \mathbf{E}_1 \), the ac current density can be written as \( j_{1l} = \sigma_{s}^{l} E_{1m} \), where the renormalized DCT \( \sigma_{s}^{l} \) takes onto account the effect of screening.

The electrostatic potential is given by the Poisson equation

\[
\left( \frac{\partial^2}{\partial z^2} + \frac{\partial^2}{\partial r^2} \right) \varphi_1(z, r) = \frac{4\pi e}{\varepsilon_0} n_1(r) \delta(z),
\]

which solution is

\[
\varphi_1(z, r, t) = -\frac{2\pi e}{\varepsilon_0 k} n_1^\omega k \exp(-k|z|) \exp\left[i(k \cdot r - \omega t)\right].
\]

Then, it follows that the induced lateral electric field is along the wave vector \( k \),

\[
\mathbf{F}_1(r, t) = \frac{\pi e}{\varepsilon_0 k} n_1^\omega k \exp(i(k \cdot r - \omega t)).
\]

The local change of the electron density \( n_1(r, t) \) can be found from the continuity equation

\[
\frac{\partial n_1(r, t)}{\partial t} - \frac{1}{e} \frac{\partial j_1(r, t)}{\partial r} = 0,
\]

which takes the form of an equation for the Fourier coefficient \( n_1^{\omega k} \)

\[
i\omega n_1^{\omega k} + \frac{i}{e} k_l \sigma_{lm} \left( E_{1m}^\omega + \frac{2\pi i e}{\varepsilon_0 k} k_m n_1^{\omega k} \right) = 0.
\]

Then, we obtain

\[
n_1(r, t) = -\frac{k_l \sigma_{lm} E_{1m}(r, t)}{e(\omega + i\tau^{-1})}
\]

and

\[
\mathbf{F}_1(r, t) = -\frac{2\pi i k k_l \sigma_{lm} E_{1m}(r, t)}{\varepsilon_0 k} \frac{1}{\omega + i\tau^{-1}},
\]

where the quantity \( \tau = \varepsilon_0 k/2\pi k_l \sigma_{lm} k_m \) has the dimensionality of time and depends on the wave vector. Upon substituting \( \mathbf{F}_1 \) from Eq. (32) into the current density \( j_{1l} = \sigma_{lm}(E_{1m} + F_{1m}) = \sigma_{s}^{l} E_{1m} \) and comparing both the expressions, one finally obtains

\[
\sigma_{s}^{xx} = \sigma_{xx} - \frac{2\pi i k_l \sigma_{lx} \sigma_{xm} k_m}{\varepsilon_0 k} \frac{1}{\omega + i\tau^{-1}},
\]

\[
\sigma_{s}^{yy} = \sigma_{yy} - \frac{2\pi i k_l \sigma_{ly} \sigma_{ym} k_m}{\varepsilon_0 k} \frac{1}{\omega + i\tau^{-1}}.
\]
\[
\sigma_{xy}^s = \sigma_{xy} - \frac{2\pi i k_i \sigma_{ly} \sigma_{xm} k_m}{\varepsilon_0 k} \frac{\omega}{\omega + i\tau^{-1}},
\]

\[
\sigma_{yx}^s = \sigma_{yx} - \frac{2\pi i k_i \sigma_{lx} \sigma_{ym} k_m}{\varepsilon_0 k} \frac{\omega}{\omega + i\tau^{-1}}.
\]

The result (33) is quite general and is valid not only for the graphene, but also for an arbitrary quantum well system.

The equations (33) are simplified in the chosen coordinate system: \(k_x = k, k_y = 0\) (Fig. 1). As an example, we consider the wave propagating along the dc field \((\gamma = 0^\circ)\). Then Eqs. (33) read

\[
\sigma_{xx}^s = \frac{\sigma_{xx}}{1 + i(\omega \tau)^{-1}},
\]

\(\sigma_{yy}^s = \sigma_{yy}, \sigma_{xy}^s = \sigma_{yx}^s = 0\). The similar expression is obtained for the total electric field \(\mathbf{E}_t = \mathbf{E}_1 + \mathbf{F}_1\) which longitudinal component is \(E_{lx} = E_{1x}/[1 + i(\omega \tau)^{-1}]\), and the transverse component is not screened \(E_{ty} = E_{1y}\). The denominator in these expressions can be treated as an effective dielectric function \(\varepsilon(k, \omega) = 1 + i(\omega \tau)^{-1}\), where \(\tau^{-1} = (2\pi/\varepsilon_0)k\sigma_{xx}\). Such renormalization of the DCT changes its frequency behavior near the resonance. Indeed, considering the limit \(\Omega \to K\), we obtain from Eq. (13) the asymptotic expression

\[
\sigma'_{xx} = v_F \frac{\ln(e^{E_F} + 1)}{1 - V_x} \frac{1}{(2K)^{1/2}(K - \Omega)^{1/2}},
\]

which diverges at the resonance as \(\sigma'_{xx}|_{\Omega \to K} \sim (K - \Omega)^{-1/2}\). Separating the real and imaginary parts in Eq. (34), we find

\[
(\sigma_{xx}^s)' = \frac{\sigma'_{xx}}{A^2(k, \omega) + B^2(k, \omega)},
\]

where \(A(k, \omega) = (1 - 2\pi k \sigma''_{xx}/\varepsilon_0\omega)\) and \(B(k, \omega) = 2\pi k \sigma'_{xx}/\varepsilon_0\omega\). Taking into account that at the considered limit \(\sigma''_{xx}\) is finite and \(\sigma'_{xx}\) goes to infinity, then \(B(k, \omega) \sim \sigma'_{xx} \to \infty\), we can write according to (36) \((\sigma_{xx}^s)' \approx (\varepsilon_0 v_F/2\pi)^2 (1/\sigma'_{xx})\). Now, utilizing Eq. (35), we obtain the asymptotic expression

\[
(\sigma_{xx}^s)'|_{\Omega \to K} = v_F \frac{\varepsilon_0^2 (1 - V_x)}{4\pi^2 \ln(e^{E_F} + 1)} \frac{(2K)^{1/2}(K - \Omega)^{1/2}},
\]

in which \((\sigma_{xx}^s)' \sim (K - \Omega)^{1/2}\), i.e., it approaches zero for \(\Omega \to K\). The total electric field \(E_{lx}(x, t) = (1/2)[E_{lx}^\omega \exp(ikx - i\omega t) + c.c.] = |E_{lx}^\omega| \cos(kx - \omega t + \varphi_0)\) is characterized by the similar behavior. Specifically, we find the relative amplitude \(\tilde{E}_{lx}^\omega = |E_{lx}^\omega/E_{1x}^\omega|\) of the total field

\[
\tilde{E}_{lx}^\omega = \left[A^2(k, \omega) + B^2(k, \omega)\right]^{-1/2}
\]
and the phase shift $\cos \varphi_0 = A(k, \omega) / [A^2(k, \omega) + B^2(k, \omega)]^{1/2}$. From Eq. (38), we obtain the asymptotic behavior near the resonance $\tilde{E}_{\omega k} \sim (\sigma'_{xx})^{-1} \sim (K - \Omega)^{1/2} \to 0$. We may conclude that due to self-consistent electrostatic potential the considered divergence is removed leading to finite values of the DCT at the resonance.

VII. CONCLUSION

We have investigated the dynamic conductivity tensor, $\sigma_{lm}(k, \omega)$, of doped graphene subjected to a strong dc electric field. The steady-state transport has been characterized in terms of the hot Dirac quasiparticles with the electron (hole) temperature $T_e$ and the drift velocity $v_d$. The analysis has been carried out in the most general fashion considering a weak ac field of arbitrary configuration and regarding the ac field vector and the wave vector $\mathbf{k}$ as independent vectors. We found that specific features of dispersion of DCT are essentially determined by the Dirac energy spectrum and by the existing resonance at $\omega = v_F k$, at which the phase velocity of the wave in the direction of propagation coincides with the carrier velocity.

The real part of DCT takes nonzero values (except the points where it changes its sign) at frequencies below the resonance ($\omega < v_F k$) and diverges $[\sigma_{xx}(k, \omega)]$ at $\omega \to v_F k$. This means dissipation of the energy of ac wave since in relation to such carriers the ac field is effectively a steady-state one and therefore can do work, which is not zero when averaging over the wave period. We have shown that deviation from the Dirac-like spectrum at high energies and screening by the charge carriers regularizes the divergence, such that the resulting resonance curve is characterized by definite (finite) peak and width values. The imaginary part of DCT is nonzero for all considered frequencies and goes to zero for $\omega \to \infty$. The anisotropy of the carrier distribution function induced by a strong dc electric field leads to a new isolated direction (the electron drift) in addition to the wave vector $\mathbf{k}$, so that tensor structure of the DCT is complicated. We have revealed certain ac field configurations for which the ac power density is negative. This has allowed us to indicate regions of terahertz frequency for possible electrical (drift) instability in the considered graphene system. We suggest that the knowledge of the DCT dispersion controlled by a strong dc electric field may be useful for further progress in graphene plasmonics and applications.

Finally, we note that the theoretical formalism developed in this work is quite general and
may be useful for calculations of spatially dispersive dynamic response under a strong dc electric field in graphene-analogous 2D semiconductor nanomaterials, such as transition-metal dichalcogenides, the silicon and germanium counterparts of graphene, etc.\textsuperscript{51-53} In addition, it would also be interesting to explore, for comparison, other steady-state regimes of the high-field transport with known distribution function of the hot carriers, in particular, obtained with advanced numerical methods for the graphene\textsuperscript{54,55} and graphene-like nanomaterials\textsuperscript{56} in combination with the results obtained in this work.
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Appendix A: Evaluation of the kinematic integrals

The kinematic integrals in Eq. (9) are evaluated by integrating over \( p \) in the polar coordinate system \( p_x = p \cos \theta \) and \( p_y = p \sin \theta \), in which the direction of the \( x \) axis in the momentum space is chosen to be along the \( k \) vector, \( \theta \) is the polar angle, and \( d^2 p = p \, dp \, d\theta \). With the function \( f_0(p) \) of Eq. (5), the integral over \( p \) from 0 to \( \infty \) is easily evaluated, and we get

\[
\begin{align*}
\sigma_{xx} &= i \frac{v_F \ln (e^{E_F} + 1)}{2\pi K} \int_0^{2\pi} d\theta \frac{\cos^2 \theta - V_x \cos \theta}{(s - \cos \theta)(1 - V_x \cos \theta - V_y \sin \theta)^2}, \\
\sigma_{yy} &= i \frac{v_F \ln (e^{E_F} + 1)}{2\pi K} \int_0^{2\pi} d\theta \frac{\sin^2 \theta - V_y \sin \theta}{(s - \cos \theta)(1 - V_x \cos \theta - V_y \sin \theta)^2}, \\
\sigma_{xy} &= i \frac{v_F \ln (e^{E_F} + 1)}{2\pi K} \int_0^{2\pi} d\theta \frac{\sin \theta \cos \theta - V_y \cos \theta}{(s - \cos \theta)(1 - V_x \cos \theta - V_y \sin \theta)^2}, \\
\sigma_{yx} &= i \frac{v_F \ln (e^{E_F} + 1)}{2\pi K} \int_0^{2\pi} d\theta \frac{\sin \theta \cos \theta - V_x \sin \theta}{(s - \cos \theta)(1 - V_x \cos \theta - V_y \sin \theta)^2},
\end{align*}
\]

where \( V_x = V_d \cos \gamma \) and \( V_y = V_d \sin \gamma \). Here, we use the dimensionless variables introduced in Sec. III. The complex quantity \( s = (\Omega + i\delta)/K \) is reduced to the dimensionless phase velocity \( \Omega/K \) of the propagating wave in the limit of \( \delta \to 0 \). Further, we make a substitution \( z = \exp(i\theta) \), then \( \cos \theta = (z + z^{-1})/2 \) and \( \sin \theta = (z - z^{-1})/2i \); the integrals over the angle \( \theta \), from 0 to \( 2\pi \), become the integrals of rational functions of \( z \) in the complex plane, where the integration is over a unit circle \(|z| = 1\) centered in the origin. These functions (the integrands) are given by

\[
\begin{align*}
F_{xx}(z) &= \frac{-(z^2 + 1)(z^2 - 2V_xz + 1)}{(z - z^+)(z - z^-)(z - z_+)^2(z - z_-)^2}, \\
F_{yy}(z) &= \frac{(z^2 - 1)(z^2 - 2iV_yz - 1)}{(z - z^+)(z - z^-)(z - z_+)^2(z - z_-)^2}, \\
F_{xy}(z) &= \frac{i(z^2 + 1)(z^2 - 2iV_yz - 1)}{(z - z^+)(z - z^-)(z - z_+)^2(z - z_-)^2}, \\
F_{yx}(z) &= \frac{i(z^2 - 1)(z^2 - 2V_xz + 1)}{(z - z^+)(z - z^-)(z - z_+)^2(z - z_-)^2},
\end{align*}
\]

where \( z^\pm = s \pm \sqrt{s^2 - 1} \) and \( z_\pm = (1 \pm \sqrt{1 - V_d^2})/(V_x - iV_y) \) are the poles of the functions \( F_{lm}(z) \) of the first and second order, respectively. It is a straightforward procedure to
evaluate the integrals by using the theorem of residues, which gives each integral of the functions \( A2 \) equals the sum of residues at a number of isolated poles located inside the integration contour, multiplied by \( 2\pi i \). The residue at an \( n \)-order pole at \( z = a \) is evaluated by

\[
\text{Res}^{(n)} F_{lm}(a) = \frac{1}{(n-1)!} \lim_{z \to a} \frac{d^{(n-1)}}{dz^{(n-1)}} \left[ (z - a)^n F_{lm}(z) \right]. \quad (A3)
\]

It should be noted that the expressions for the first order poles \( z^{\pm} \) contain a square root of complex function, which is a double-valued function in the complex plane. If we chose a cut along the real axis in the complex plane \( s \) from \(-1\) to \(+1\), then only one pole \( z = z^- \) is inside the integration path over the unit circle. The reason is that, at such cut, the function \( z^- \) conformally maps points of the plane \( s \) into the interior of the unit circle; correspondingly, the function \( z^+ \) transforms them onto the exterior of the unit circle. The poles \( z_{\pm} \) do not depend on frequency, and there is only one pole \( z_- \) inside the unit circle. Thus, finally, the two poles \( z = z^- \) and \( z = z_- \) are inside the unit circle, and we get the exact expression

\[
\sigma_{lm} = i \frac{2v_F \ln (e^{E_F} + 1)}{K(V_x - iV_y)^2} \left[ \text{Res}^{(1)} F_{lm}(z^-) + \text{Res}^{(2)} F_{lm}(z_-) \right]. \quad (A4)
\]

Since the drift velocity \( V_d \) is in the denominator of formula \( A4 \), the situation with the absence of the electron drift should be treated as the limit of \( V_d \to 0 \).
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