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**ABSTRACT**

The processes operating in blazar jets are still an open question. Modeling the radiation emanating from an extended part of the jet allows one to capture these processes on all scales. Kinetic codes solving the Fokker-Planck equation along the jet flow are well suited to this task, as they can efficiently derive the radiation and particle spectra without the need for computationally demanding plasma-physical simulations. Here, we present a new extended hadro-leptonic jet code – **ExHaLe-jet** – which considers simultaneously the processes of relativistic protons and electrons. Within a pre-set geometry and bulk flow, the particle evolution is derived self-consistently. Highly relativistic secondary electrons (and positrons) are created through \(\gamma\)-\(\gamma\) pair production, Bethe-Heitler pair production, and pion/muon decay. These secondaries are entrained in the jet flow decreasing the ratio of protons to electrons with distance from the jet base. For particle-photon interactions, we consider all internal and many external photon fields, such as the accretion disk, broad-line region, and the dusty torus. The external fields turn out to be the most important source for particle-photon interactions governing the resulting photon and neutrino spectra. In this paper, we present the code and an initial parameter study, while in follow-up works we present extensions of the code and more specific applications.
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1 INTRODUCTION

The emission of blazars is typically modelled with the so-called one-zone model, where the emission of the relativistic jet is approximated as emanating from a single, small emission zone somewhere located in the jet. This approximation is justified by the significant variability observed on all time scales from years down to minutes, implying a size-limited emission region. It is, indeed, remarkable that the observed luminosity of blazars can vary by orders of magnitude, as for example in the sources PKS 2155-304 (Aharonian et al. 2007), 3C 454.3 (Vercellone et al. 2011), 3C 279 (Ackermann et al. 2016; H.E.S.S. Collaboration et al. 2019), PKS 1510-089 (H.E.S.S. Collaboration et al. 2021), and CTA 102 (Zacharias et al. 2017b). In these examples, the one-zone model is clearly justified.

The location of the emission region is also debated for flaring events. The detection of flat spectrum radio quasars (FS-RQs) at very-high-energy \(\gamma\) rays (\(E > 100\) GeV) demands that the emission region be located outside of the broad-line region (BLR), even though inverse-Compton (IC) emission of the BLR has been the standard emission scenario for a long time (e.g., H.E.S.S. Collaboration et al. 2019). Additionally, the association of certain \(\gamma\)-ray flares with the ejection/motion of radio knots in the jets places the emission region of these flares from a few parsecs (Ahnen et al. 2017) up to several tens of parsecs (H.E.S.S. Collaboration et al. 2021) away from the black hole.

In quiescent states, the one-zone approximation – even though widely used – may not be justified at all, as the lack of variability does not allow one to derive a limit on the size of the emission region. Furthermore, radio VLBI, optical, and X-ray observations of extended jet structures show that jets contain relativistic particles emitting synchrotron emission on all scales up to the termination point of the jet (for a review on X-ray jets see, e.g., Harris & Krawczynski 2006). Most notably, the detection of extended very-high-energy \(\gamma\)-ray emission along the jet of Centaurus A (H.E.S.S. Collaboration et al. 2020) indicates the presence of highly energetic particles on vast jet scales. Another interesting example is the blazar AP Librae, where the \(\gamma\) rays cannot be successfully reproduced within a leptonic one-zone model requiring the need of an extended jet component to explain the \(\gamma\)-ray spectrum (Hervet et al. 2015; Zacharias & Wagner 2016; Roychowdhury et al. 2021). In turn, the one-zone model is a bad approximation for these resolved structures.
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This demands radiation models beyond the one-zone model. While MHD, RMHD and GRMHD codes have improved (and continue to do so) to model jets on vast scales (e.g., Chatterjee et al. 2020; Dong et al. 2020; Fichert de Clairfontaine et al. 2021), the efficient calculation of all kinds of radiation processes (for a recent review, see Cerruti 2020) is best done with kinetic models. In such models, the kinetic equation governing the particle distribution under influences of acceleration, cooling and other losses, is solved along the jet flow by cutting the jet into numerous slices and imposing a fixed jet geometry and bulk-flow evolution. While extended lepto-hadronic models exist (e.g., Vila et al. 2012; Pepe et al. 2015; Kantzas et al. 2021), these are applied to X-ray binaries, such as Cygnus X-1, with specific characteristics and particularly good data sets. In the case of AGN, only leptonic multi-zone models have been considered (e.g., Potter & Cotter 2013a; Malzac 2014; Lucchini et al. 2019) implying that they only consider processes involving electrons and positrons. Notably, the radiation processes are synchrotron radiation and IC emission scattering ambient photon fields, such as the present synchrotron photons (synchrotron-self Compton, SSC), as well as photons from the accretion disk (AD), the BLR, the dusty torus (DT), the host galaxy, and the cosmic microwave background (CMB). Along with adiabatic cooling and assumptions on the acceleration process, these models can reproduce well the multiwavelength spectra of blazars, and other jetted systems such as black-hole X-ray binaries (e.g., Zdziarski et al. 2014).

The possible association of neutrinos with blazars (IceCube Collaboration et al. 2018; Hovatta et al. 2021) has rekindled the interest in lepto-hadronic models, where also relativistic protons are permitted within the jet. While relativistic protons can emit synchrotron emission in high magnetic fields, they also interact in multiple ways with the ambient photon fields, most notably through Bethe-Heitler pair production and pion production. Charged pions decay into muons, which decay further into electrons and positrons. Neutral pions decay directly into photons, which decay to electrons and positrons. Neutral pions decay directly into photons, which decay to electrons and positrons. Neutral pions decay directly into photons, which decay to electrons and positrons. Neutral pions decay directly into photons, which decay to electrons and positrons.

However, applications of the lepto-hadronic one-zone model to the blazar TXS 0506-056 indicate that they cannot well reproduce the multiwavelength spectrum and the neutrino detection at the same time (e.g., Gao et al. 2019; Cerruti et al. 2019, 2021; Reimer et al. 2019). This is further evidence that modeling of blazars should go beyond the one-zone models, and shows that it is important to develop a radiation model that considers the extension of the jet, as well as relativistic protons. As mentioned above, the presence of energetic protons substantially increases the prospects for a pair cascade. As pairs are stable particles – the jet medium is not thick enough for pair annihilation to be important – they are carried along the jet increasing the leptonic content of the jet compared to the protons. This can help to explain the observed ratio of $\sim 20$ for the number of pairs to protons in the radio lobes (Sikora et al. 2020). Naturally, this will depend on the ambient photon fields, and the external fields might be critical (Ghisellini et al. 1992; Celotti & Fabian 1993; Sikora & Madejski 2000; Celotti & Ghisellini 2008; Ghisellini & Tavecchio 2010).

In this paper, we present our newly developed extended hadro-leptonic jet code – ExHaLe-jet – and provide a parameter scan in order to demonstrate its capabilities. The code description is separated into two sections. In section 2, we discuss the assumed bulk flow and geometrical structure. We also present the spatial evolution of the magnetic field, and our assumptions on the external photon fields. Section 3 describes the calculations performed in each slice, namely the ingredients and solutions of the Fokker-Planck equation, as well as the radiation and neutrino spectra. We then proceed with a first set of parameters to describe in detail the results produced by the code, along with a brief parameter study (section 4). Lastly, we summaries and provide an outlook in section 5.

As jets are supported and fed by the AD–black-hole system, the accretion and Eddington luminosities provide important markers on the jet power. Simulations of magnetically arrested disks (MADs) indicate that the MAD state can support a jet exceeding the accretion power (e.g., Tchekhovskoy et al. 2011) through the Blandford-Znajek process (Blandford & Znajek 1977), and might even support super-Eddington accretion rates for some time. However, these time scales are short compared to the jet’s life-time. In most lepto-hadronic applications to blazars, the jet power (vastly) exceeds the Eddington luminosity (Zdziarski & Bottcher 2015) requiring a careful consideration of the power demand in an extended lepto-hadronic model. In order to do so, we describe the particle injection power as a fraction of the Eddington luminosity. This ensures a limited power budget, as we will show in section 4. Additional constraints are put on the geometry and the bulk flow. The current paradigm based on numerous VLBI maps, states that jets exhibit initially a parabolic geometry (Pushkarev et al. 2017) in which the bulk flow accelerates. At larger distances, the jet geometry is conical (e.g., Casadio et al. 2021, for a recent example), where the bulk flow is stationary.

Throughout the paper, quantities in the observer’s frame are marked with a superscript “obs”, while quantities with a hat are in the frame of the host galaxy. Unmarked quantities are in the comoving frame of the jet/slice or are invariant. Positrons and electrons are collectively referred to as electrons in the remainder of this manuscript.

2 LARGE-SCALE STRUCTURE

In this section, we define global parameters and settings as a function of distance from the base of the jet, such as the geometry, the bulk flow evolution of the jet, the evolution of the primary particle injection, the magnetic field, and the external photon fields. These quantities are then used to derive the particle distribution in each slice of the jet (Sec. 3).

2.1 Geometry

We ignore general relativistic effects, and place the jet at the innermost stable circular orbit, $z_0 = 6R_g = 6GM_0/c^2$, of a Schwarzschild black hole with mass $M_0$. $G$ is the gravitational
constant, and \( c \) is the speed-of-light. The termination of our jet is set at \( z_{\text{termin}} \), which is a free parameter. Between the jet base and termination, we construct a logarithmic grid \( z_i \) implying the same number of slices per decade of distance. The \( z \) coordinate, against which all parameters and equations are defined, is the arithmetic mean of subsequent grid points, \( z = (z_i + z_{i+1})/2 \). In turn, the length of a slice is given by \( \Delta z(z) = z_{i+1} - z_i \).

While any geometries can easily be implemented in our code, we here split the jet into a parabolic acceleration and a conical coasting section (c.f., Boccardi et al. 2021; Park et al. 2021). Following Lucchini et al. (2019), the bulk flow is accelerated by dissipating the (initially high) magnetic field. The evolution of the bulk Lorentz factor \( \Gamma_b \) is then given as

\[
\Gamma_b(z) = \begin{cases} 
\Gamma_{b,0} + (\Gamma_{b,\text{max}} - \Gamma_{b,0}) \frac{\sqrt{z} - \sqrt{z_0}}{\sqrt{z_{\text{acc}}} - \sqrt{z_0}} & z \leq z_{\text{acc}} \\
\Gamma_{b,\text{max}} & z > z_{\text{acc}} 
\end{cases}.
\]

(1)

Here, \( z_{\text{acc}} \) is the length of the bulk acceleration region, \( \Gamma_{b,\text{max}} \) is the maximum bulk Lorentz factor, and \( \Gamma_{b,0} = 1.09 \) its initial value. These are free parameters. The Doppler factor is given as \( \delta(z) = [\Gamma_b(z)(1 - \beta_b(z) \cos \theta_{\text{obs}})]^{-1} \), with \( \beta_b(z) = \sqrt{1 - \Gamma_b(z)^{-2}} \), and the free parameter \( \theta_{\text{obs}} \) being the observation angle between the jet and the line-of-sight.

Apparently, a strong connection exists between the jet’s opening angle and the bulk flow (e.g., Pushkarev et al. 2009). Therefore, we set the radius of the jet as

\[
R(z) = \eta_R z_0 + (z - z_0) \tan (\eta_o/\Gamma_b(z)),
\]

(2)

with the free parameters \( \eta_R \) defining the minimum jet radius as a multiple of the jet base, and the multiple \( \eta_o \) of the opening angle. For the latter, Pushkarev et al. (2017) found a median value of \( \eta_o = 0.26 \).

### 2.2 Primary particle injection

At the jet base, we inject a plasma of protons and electrons (including positrons, unless the distinction is necessary) with injection luminosity \( L_{\text{inj}} \):

\[
L_{\text{inj}} = q(z_0) \pi R(z_0)^2 \Delta z(z_0) \times \left[ m_p c^2 \mathcal{I}_{p1} + \frac{m_e c^2}{I_{0} \kappa_{\text{pe}}(z_0)} \mathcal{I}_{e1} \mathcal{I}_{e0} \right].
\]

(3)

Here, \( q(z_0) \) is the injection rate at the base, \( m_i \) are the particle masses for species \( i \) (protons and electrons, in this case), and \( \kappa_{\text{pe}}(z_0) \) is the proton to electron density ratio at the jet base. Protons and electrons are injected with a power-law distribution (index \( p_i \)) with respect to the particle Lorentz factor \( \gamma \) between a minimum and a maximum value \( \gamma_{1,1} \) and \( \gamma_{1,2} \), respectively. The integrals over the injection distributions are:

\[
\mathcal{I}_{ik} = \int_{\gamma_{1,1}}^{\gamma_{1,2}} \gamma^{k-p_i} \, d\gamma.
\]

(4)

A detailed derivation of Eq. (3) is given in App. A.

The jet power is provided by a fraction of the accretion power. The corresponding accretion disk radiates with a luminosity that is a fraction \( L_{\text{edd},\gamma} \) of the Eddington power, \( L_{\text{AD}} = L_{\text{edd},\gamma} L_{\text{edd}} \) with \( L_{\text{edd}} = 4\pi GMm_c c/\sigma_T \), and \( \sigma_T \) being the Thomson cross section. Relating \( L_{\text{inj}} \) with the accretion dynamics, we can write

\[
L_{\text{inj}} = \frac{f_{\text{inj}} L_{\text{edd},\gamma}}{2I_{b,0}},
\]

(5)

where \( f_{\text{inj}} \) is a free parameter that determines the power that is injected into two jets in the form of particles. In this work, typically, the power injected into the magnetic field is larger than that injected as particles. Hence, \( f_{\text{inj}} \ll 1 \) in cases where the Eddington luminosity limits the jet power (cf. App. A).

It is convenient to define \( L_{\text{inj}} \) as a function of \( L_{\text{edd}} \), as we treat the accretion luminosity \( L_{\text{AD}} \) as a free parameter. A comparison of the jet power to \( L_{\text{AD}} \) will be provided in Sec. 4. Combining Eqs. (3) and (5) provides the initial injection rate \( q(z_0) \).

Under the assumption of conserved particle flux, the injection rate of each slice obeys the continuity equation (c.f., Potter & Cotter 2013a):

\[
\frac{d}{dz} \left[ \Gamma_b(z) \beta_b(z) q(z) R(z)^2 \Delta z(z) \right] = 0
\]

(6)

Hence, at distance \( z \) from the jet base \( z_0 \) the normalization factor becomes

\[
q(z) = q(z_0) \frac{\Gamma_b(z_0) \beta_b(z_0) \Delta z(z_0)}{\Gamma_b(z) \beta_b(z) \Delta z(z)} \left( \frac{R(z_0)}{R(z)} \right)^2.
\]

(7)

As further discussed in Sec. 3, the conservation of particle flux is approximately true for protons, as we neglect at this point the conversion of protons into neutrons and back. In case of significant secondary pair injection, the electron flux is not conserved globally. Nonetheless, applying Eq. (6) from one slice to the next provides the injection rate for electrons in subsequent slices.

### 2.3 Magnetic field evolution and injection constraints

The magnetic field \( B(z) \) is evolved following the relativistic Bernoulli equation (Königl 1980; Zdziarski et al. 2015):

\[
\Gamma_b(z) \left[ 1 + \frac{\eta_{\text{ad}} u(z) + B(z)^2/4\pi}{\rho(z)c^2} \right] = \text{const},
\]

(8)

where we set the adiabatic index to its relativistic value \( \eta_{\text{ad}} = 4/3 \), \( u(z) = u_p(z) + u_e(z) \) is the sum of the proton and electron energy densities, while \( \rho(z) = m_p n_p(z) + m_e n_e(z) \) is the sum of the proton and electron rest mass densities. Equating the left-hand-side of Eq. (8) to the respective fraction taken at the base (\( z = z_0 \)), we can solve for the magnetic field \( B(z) \) depending on the initial magnetic field \( B(z_0) \), which is a free parameter.

An unperturbed flow – that is, assuming negligible energy gains and losses, as well as no secondary injection – can be calculated with the equations given in Sec. 2.2. This allows us to calculate the magnetic field along the jet first, and to impose this “unperturbed” magnetic field on the jet. Hence, we fix the geometry, the bulk flow evolution and the magnetic field, and then subsequently allow the particle distributions to evolve (including pair creation) as described in Sec. 3.
With the help of the magnetization, that is the ratio of magnetic to particle enthalpy,
\[
\sigma_B(z) = \frac{B(z)^2/4\pi}{\eta_{\text{rad}}u(z) + \rho(z)c^2},
\]
we can rewrite Eq. 8 as
\[
\Gamma_b(z) \left[1 + \sigma_B(z)\right] \frac{1 + \eta_{\text{rad}}u(z)}{\rho(z)c^2} = \text{const.}
\]
Using the initial value at \(z = z_0\) as the constant, we can solve the resulting equation for \(\sigma_B(z)\) resulting in
\[
\sigma_B(z) = \left[1 + \sigma_B(z_0)\right] \frac{\Gamma_{b,0}}{\Gamma_b(z)} = 1 - 1,
\]
where the approximation holds for the “unperturbed” flow. Demanding at the termination point of our jet, \(z = z_{\text{term}}\), \(\sigma_B(z_{\text{term}}) > 0\) immediately leads to the initial condition \(\sigma_B(z_0) > (\Gamma_{b,\text{max}}/\Gamma_{b,0}) - 1\). As demonstrated in App. A, this condition restricts the injection fraction \(f_{inj}\) to
\[
f_{inj} < \frac{2\Gamma_{b,0}^2\eta_{\text{esc}}^2N_{\text{B}}(z_0)^2}{4L_{\text{edd}}(\Gamma_{b,\text{max}}/\Gamma_{b,0} - 1)\eta_{\text{esc}}\zeta}
\]
\[
= 1.0 \times 10^{-5} \left(\frac{\Gamma_{b,0}}{1.09}\right)^2 \left(\frac{\eta_{\text{esc}}z_0}{10^{-15}\text{cm}}\right)^2 \left(\frac{B(z_0)}{\text{G}}\right)^2
\]
\[
\times \left(\frac{M_0}{10^8\text{M}_\odot}\right)^{-1} \left(\frac{\Gamma_{b,\text{max}}}{30}\right)^{-1} \left(\frac{\eta_{\text{esc}}}{10}\right)^{-1} \left(\frac{\zeta}{4/3}\right)^{-1},
\]
which solely depends on input parameters. Here, \(\eta_{\text{esc}} > 1\) is a multiple of the light crossing time scale (see below), and \(\zeta > 4/3\) is a function of the particle distributions [see Eq. (A10)]. Equation (12) implies that the jet can only support a certain maximum initial particle density in order to satisfy Eq. (8) for a given bulk Lorentz factor and magnetic field.

### 2.4 External photon fields

We employ four external photon fields: the AD, the BLR, the DT, and the CMB. For the AD, we use the standard thin-disk model of Shakura & Sunyaev (1973) extending between the innermost stable orbit and a maximum radius defined by the point where the AD becomes unstable due to self-gravity (e.g., Netzer 2015, his Eq. (2)),
\[
\hat{R}_{AD,\text{max}} = 1680R_g \left(\frac{M_0}{10^8\text{M}_\odot}\right)^{-2/9} \alpha^{2/9} T_{\text{edd}}^{4/9} \left(\frac{\xi}{0.1}\right)^{-4/9}.
\]
Here, \(\alpha\) is the disk’s viscosity, while \(\xi\) is the mass-to-radiation conversion efficiency. We set \(\alpha = \xi = 0.1\).

The temperature profile of the AD as a function of disk radius \(\hat{r}_{AD}\) is
\[
\hat{T}_{AD}(\hat{r}_{AD}) = \left(\frac{3GM_0L_\text{AD}}{8\pi\xi^2c^2\sigma T_{\text{edd}}^4}\right)^{1/4}.
\]
In terms of the normalized disk temperature \(\hat{\Theta}_{AD} = k_BT_{\text{AD}}/m_ec^2\), where \(m_e\) is the electron rest mass and \(k_B\) the Boltzmann constant, the observed spectral luminosity of the AD becomes
\[
\nu^{obs}L^{obs}_{\text{obs}} = \frac{l_{\text{edd}}L_{\text{edd}}}{2\xi(R_{AD,\text{min}}/R_g)} \left(\frac{\hat{\Theta}_{AD,\text{min}}}{\hat{\Theta}_{AD,\text{max}}}\right)^{4/3}
\]
\[
\times \exp \left\{ -\frac{\nu^{obs}(1 + z_{\text{red}})}{m_ec^2\hat{\Theta}_{AD,\text{max}}} \right\},
\]
with the cosmological redshift \(z_{\text{red}}\), and employing \(\hat{\Theta}_{AD,\text{min}} = \hat{\Theta}_{AD}(r_{AD,\text{min}})\) and \(\hat{\Theta}_{AD,\text{max}} = \hat{\Theta}_{AD}(r_{AD,\text{max}})\).

The BLR and the DT are approximated as a grey body radiation fields at temperature \(T_{BLR}\) and \(T_{DT}\), respectively, which are free parameters. We use the relations given in Ghisellini & Tavecchio (2008) to obtain
\[
\hat{R}_{BLR} = 10^{17} \left(\frac{L_{\text{edd}}}{10^{45}\text{erg/s}}\right)^{1/2} \text{cm}
\]
\[
\hat{R}_{DT} = 2.5 \times 10^{18} \left(\frac{L_{\text{edd}}}{10^{45}\text{erg/s}}\right)^{1/2} \text{cm}
\]
for the BLR and the DT, respectively. The luminosities are generically set to 10% of the accretion disk luminosity. However, in order to preserve the isotropy approximation in the galaxy frame for these photon fields, we assume the following dependence of the luminosities on distance \(z\) (Hayashida et al. 2012)
\[
\hat{L}_{BLR} = \frac{0.1L_{\text{edd}}}{(1 + z/R_{BLR})} \text{erg/s}
\]
\[
\hat{L}_{DT} = \frac{0.1L_{\text{edd}}}{(1 + z/R_{DT})^2} \text{erg/s}
\]
respectively. The spectral luminosities in the observer’s frame are
\[
\nu^{obs}L^{obs}_{\text{obs}} = \frac{0.1L_{\text{edd}}L_{\text{edd}}}{6} \left(\frac{\nu^{obs}(1 + z_{\text{red}})}{k_B\hat{T}_{BLR}}\right)^4
\]
\[
\times \exp \left\{ -\frac{\nu^{obs}(1 + z_{\text{red}})}{k_B\hat{T}_{BLR}} \right\}
\]
\[
\nu^{obs}L^{obs}_{\text{obs}} = \frac{0.1L_{\text{edd}}L_{\text{edd}}}{6} \left(\frac{\nu^{obs}(1 + z_{\text{red}})}{k_B\hat{T}_{DT}}\right)^4
\]
\[
\times \exp \left\{ -\frac{\nu^{obs}(1 + z_{\text{red}})}{k_B\hat{T}_{DT}} \right\},
\]
respectively. The numerical prefactor 1/6 normalizes the energy spectra ensuring that the integral over \(L^{obs}_{\text{obs}}\) provides the expected total luminosity, namely \(0.1L_{\text{edd}}L_{\text{edd}}\).

The external photon fields have two impacts. Firstly, they serve as target photons for proton-photon and electron IC interactions, while secondly they act as absorbers of \(\gamma\) rays through pair production. Within the slices, these pairs add to the particle content as described below. Outside the jet, we only consider the absorption process resulting in a decrease of \(\gamma\) rays from a given slice, if it is located at \(z < \hat{R}_{BLR,DT}\).
For the external absorption, we use the code developed by Böttcher & Els (2016), where the BLR is represented by a quasar template spectrum normalized to the BLR luminosity, $L_{\text{BLR}}$, while for the DT a simple grey-body spectrum is used.

3 SLICED CALCULATIONS

Having imposed the geometry, the bulk flow, and the magnetic field on the jet, we can now proceed and calculate the “perturbed” particle distributions and the resulting photon and neutrino fluxes. In each slice at distance $z$ from the black hole, the particle distributions are calculated employing a Fokker-Planck equation. As the following equations are the same in every slice, we omit the explicit dependence on $z$ from the respective variables, unless the dependence is explicitly required.

We solve the Fokker-Planck equation for four particle species, namely protons, pions, muons and electrons. The particle momentum is given by $p_i = \gamma m_i c$, where $m_i$ is the particle mass, and $\chi = \gamma \beta$ with $\gamma = \sqrt{\chi^2 + 1}$ the particle’s Lorentz factor and $\beta = v/c = \chi / \sqrt{\chi^2 + 1}$ its speed normalized to the speed of light. The Fokker-Planck equation then reads

$$\frac{\partial n_i(\chi, t)}{\partial t} = \frac{\partial}{\partial \chi} \left[ \frac{\chi^2}{(a + 2) t_{\text{acc}}} \frac{\partial n_i(\chi, t)}{\partial \chi} \right] - \frac{\partial}{\partial \chi} (\chi_i n_i(\chi, t)) + Q_i(\chi) - \frac{n_i(\chi, t)}{t_{\text{esc}}} - \frac{m_i(\chi, t)}{\gamma t_{\nu, \text{decay}}} \gamma_{i, \text{decay}}^2. \quad (22)$$

Here, $n_i$ is the particle density, $a$ is the ratio of shock to Alfven speed, $t_{\text{acc}}$ the energy-independent acceleration time scale, $\chi_i$ the momentum gain and loss rate, $Q_i$ the particle injection rate, $t_{\text{esc}}$ the energy-independent particle escape time scale, and $t_{\nu, \text{decay}}$ the decay time scale of the unstable particles in their frame of rest. The escape time scale in each slice is given by $t_{\text{esc}} = \eta_{\text{esc}} \Delta v / c$, and $\eta_{\text{esc}} > 1$ a free parameter parameterizing the advective motion of particles in each slice. In App. B, we describe the numerical scheme to solve Eq. (22).

3.1 Particle injection terms

We consider in each slice the injection of primary and secondary particles. We denote primaries as particles propagating from the upstream into the slice at hand, while secondaries are produced in the slice itself. Protons are primary particles, and we assume that the total number of protons in the jet is conserved. Hence, protons follow Eq. (7).

Pions and muons decay rapidly, and we assume that they will not propagate through the jet but remain in the slice where they have been created. Hence, pions and muons are considered to be secondary particles only.

For electrons the situation is more complicated. We inject at the base of the jet a population of electrons along with the protons. To repeat, we denote with $\kappa_{pe}(z) = n_e(z)/n_p(z)$ the number density ratio of protons to electrons, which is a free parameter at the base of the jet, $z = z_0$. In each slice, pion production (followed by pion and muon decay), Bethe-Heitler pair production and $\gamma - \gamma$ pair production create secondary electrons. As electrons are stable particles, they propagate downstream implying a decrease of $\kappa_{pe}(z)$.

Currently, we do not explicitly consider neutrons. The production of neutrons through proton-photon interactions and their subsequent evolution would not allow us to conserve the proton number, which is however necessary to use Eq. (7) as is. Inclusion of the evolution of neutrons is planned for a future update of the code.

3.1.1 Primary injection

In each slice, the primary proton and electron injection functions take the form of a power-law:

$$Q_i(\chi) = q_i \chi^{-p_i} H [\chi; \chi_{i,1}, \chi_{i,2}], \quad (23)$$

where the spectral index $p_i$, and the lower and upper cut-offs, $\chi_{i,1}$ and $\chi_{i,2}$, respectively, are free parameters. Currently, we assume these to be the same in each slice. In future applications of the code, we plan to include a self-consistent evolution of these parameters along the jet. We note that the upper cut-off is reduced, if the Larmor radius exceeds the radius of a given slice; that is, we demand $\chi_{i,2} \leq (e / m_i c^2) BR$.

With the help of Sec. 2.2 and App. A, we can derive the normalization factors $q_p$ for protons and $q_e$ for electrons, respectively. For protons, the evolution along the jet is given by Eq. (7), while electrons get an additional update from the evolution of $\kappa_{pe}$ ensuring that the created pairs are transported downstream.

3.1.2 Secondary injection

For the pion production, we use the template approach of Hümmer et al. (2010) approximating the cross section by piece-wise step functions. The strict separation into the different interaction channels (ITs) – such as $\Delta(1232)$-resonance, higher resonances, direct and multi-pion production – is a simplification, but allows for the tabulation of the cross section $\sigma_{\text{IT}}$ providing excellent agreement with the results of the SOPHIA Monte Carlo code (Mücke et al. 2000). Hence, the pion injection rate becomes a sum over the different ITs:

$$Q_{\pi^+}(\chi) = m_{\pi^+} c^2 \sum_{\text{IT}} n_p \left( \frac{E_{\pi^+}}{\epsilon_{\text{IT}}} \right) \frac{m_{\pi^+} c^2}{E_{\pi^+}} \int_{\epsilon_{\text{thr}}/2}^{\infty} dy n_{\text{ph}} \left( \frac{m_{\pi^+} c^2 y \epsilon_{\text{IT}}}{E_{\pi^+}} \right) M_{\pi^+}^{\text{IT}} f_{\text{IT}}(y). \quad (24)$$

The injection is derived separately for the three pion types, namely $\pi^+$, $\pi^-$, and the neutral $\pi^0$. The lower limit of the integral marks the threshold below which the cross section is zero. The threshold is $\epsilon_{\text{thr}} = 294$ corresponding to an energy of 150 MeV. The proton distribution $n_p$ is evaluated at the pion energy $E_{\pi^+} = \sqrt{\chi^2 + 1} m_p c^2$ divided by the mean energy fraction $\epsilon_{\text{IT}}$ that is deposited into the daughter particles for a given interaction channel. The integration variable is $y = \sqrt{\chi^2 + 1} e$ relating the normalized proton energy with the normalized photon energy $\epsilon = h \nu / m_e c^2$. The photon distribution is described by $n_{\text{ph}}(\epsilon)$. The functions $M_{\pi^+}^{\text{IT}}$ and $f_{\text{IT}}(y)$.

1 We consider all photon fields – internal and external – as target photons in the particle-photon interactions. External photon fields...
$f^{IT}(y)$ represent the multiplicity of daughter particles and the simplified response function, respectively, of the interaction channel. The functions $e^{IT}$, $M^{IT}$, and $f^{IT}(y)$ have been tabulated by Hümmer et al. (2010), which allows for a swift evaluation of Eq. (24).

Given that neutral pions decay into photons within a proper time of $t^\gamma_{\pi^0, decay} = 2.8 \times 10^{-17}$ s, their decay is basically instantaneous and we derive their electromagnetic emission directly from the injection spectrum (cf. Sec. 3.4). Charged pions decay in a proper time of $t^\pi_{\pi^\pm, decay} = 2.6 \times 10^{-8}$ s, which is long enough to potentially undergo changes in their energy distribution (e.g., Mücke et al. 2003). Therefore, we solve Eq. (22) separately for the charged pion species and calculate their synchrotron emission.

The charged pions decay into muons and neutrinos:

$$\pi^+ \rightarrow \mu^+ + \nu_\mu$$

$$\pi^- \rightarrow \mu^- + \bar{\nu}_\mu$$

(25)

(26)

providing the muon injection term

$$Q_{\mu^i}(\chi) = \frac{n_{\mu^i}(\chi)}{\gamma_{\pi^i, decay}}.$$  

(27)

We again solve Eq. (22) separately for the muons and calculate their synchrotron emission. Muons decay after a proper time of $t^\mu_{\pi^0, decay} = 2.2 \times 10^{-6}$ s into electrons or positrons and related neutrinos:

$$\mu^+ \rightarrow e^+ + \nu_e + \bar{\nu}_\mu$$

$$\mu^- \rightarrow e^- + \bar{\nu}_e + \nu_\mu$$

(28)

(29)

Following Schlickeiser (2002), we use

$$Q_{\mu^\pm}(\chi) = \frac{10^4}{\gamma_{\pi^0, decay}} \int d\gamma_e \frac{\gamma_e^2(3 - 2\gamma_e/104)}{\sqrt{\gamma_e^2 - 1}} \int \frac{d\gamma_\mu}{\gamma_\mu} \frac{n_{\mu^\pm}(\chi_\mu) + n_{\mu^-}(\chi_\mu)}{\gamma_{\mu^i, decay}(1 - \beta_\mu)}.$$  

(30)

where $\gamma_{\mu, max} = 104$ is derived from the kinematics of the process in the muon rest frame. We describe the calculation of the neutrino spectra in section 3.5.

Electrons and positrons are also produced through Bethe-Heitler pair production. Following Kelner & Aharonian (2008), the electron-positron injection rate for $\chi_\mu \gg 1$ can be written as

$$Q_{\gamma\gamma}(\chi_\epsilon) = \frac{3\pi c}{32} \int_{\gamma_e}^{\infty} d\gamma_e \int_{\gamma_e}^{\infty} d\gamma_\epsilon \frac{n_{\epsilon Ph}(\gamma_\epsilon)}{\gamma_\epsilon} \times \frac{4\pi^2}{\gamma_\epsilon(\gamma_\epsilon - \gamma_e)} \ln \frac{4\gamma_\epsilon\bar{\epsilon}(\gamma_\epsilon - \gamma_e)}{\epsilon} - 8\bar{\epsilon}$$

$$+ \frac{2\epsilon^2(2\epsilon^2 - 1)}{\gamma_\epsilon(\gamma_\epsilon - \gamma_e)} \left(1 - \frac{1}{2\bar{\epsilon}}\right)\left(\frac{\epsilon}{\gamma_\epsilon(\gamma_\epsilon - \gamma_e)}\right)^2.$$  

(31)

where, again, the leading factor 2 accounts for electrons and positrons (Cerruti et al. 2021). The photon distribution $n_{\epsilon Ph}$ containing all internal and external photon fields, is evaluated at two normalized photon energies, namely $\epsilon$ and $\bar{\epsilon}$ with the condition $\epsilon \gg \bar{\epsilon}$.

### 3.2 Acceleration terms

We assume that pre-accelerated primary particles (protons and electrons) are injected throughout each slice. These may be accelerated in each slice at small turbulence regions or through gyroresonant interactions with magnetohydrodynamic waves. Such pre-acceleration zones are treated in codes such as Weidinger & Spanier (2015) and Chen et al. (2015) showing that power-law shaped particle distribution functions can be provided for the radiation zone. While we do not consider this pre-acceleration explicitly, we keep acceleration terms in Eq. (22) in order to provide a mild re-acceleration of the particles in the radiation zone.

The momentum gain and loss rate in Eq. (22) is given as $\dot{\chi} = \dot{\chi}_{\text{loss}} + \dot{\chi}_{\text{acc}}$. The acceleration term contains Fermi-I acceleration, which is parameterized as

$$\dot{\chi}_{\text{acc}} = \frac{\chi}{\tau_{\text{acc}}}.$$  

The acceleration time scale is $\tau_{\text{acc}} = \eta_{\text{acc}} \tau_{\text{esc}}$, that is a multiple of the escape time scale, where $\eta_{\text{acc}}$ is a free parameter.
Fermi-II acceleration is provided by the scattering of particles on magnetohydrodynamic waves. This results in momentum diffusion, described by the diffusion coefficient (Weidinger & Spanier 2015)

\[
D(\chi) = \frac{\chi^2}{(2 + a) t_{\text{acc}}},
\]

where we approximated the diffusion with hard-sphere scattering allowing for a momentum independent acceleration time scale. Following Weidinger & Spanier (2015), the parameter \( a = v_t^2 / v_A^2 \) is the ratio of the shock to the Alfvén speed. For simplicity we set a fixed value of \( a = 10 \) throughout the simulations. A critical assessment of this setting will be made elsewhere.

3.3 Momentum loss terms

The momentum loss term \( \dot{\chi}_{\text{loss}} \) depends on the particle species, as different loss processes are important for the different particles. We consider losses for protons through synchrotron, adiabatic, Bethe-Heitler and pion-production processes. Pions and muons lose momentum through synchrotron and adiabatic processes, while electrons lose momentum through synchrotron, IC and adiabatic processes.

Synchrotron cooling depends on the magnetic field energy density \( u_B = B^2 / 8\pi \) and the mass \( m_i \) of the particle involved:

\[
-\dot{\chi}_{\text{syn}} = \frac{4\pi r_e^2}{3m_e c^2} u_B \left( \frac{m_e}{m_i} \right) \chi^2 .
\]

The adiabatic term is adapted from Zdziarski et al. (2014) as

\[
-\dot{\chi}_{\text{adi}} = \frac{3c \tan (\eta_0 / \Gamma_h)}{R} (\gamma - \gamma^{-1}) .
\]

Protons lose energy also through Bethe-Heitler pair production, for which we use the semi-analytical result of Chodorowski et al. (1992):

\[
-\dot{\chi}_{\text{BH}} = \alpha_3 r_e^2 \frac{m_e}{m_p} \int \frac{d\epsilon}{2} n_p (\frac{\epsilon}{2\mu}) \Phi(\epsilon) \frac{\Phi(\epsilon)}{\epsilon^2} .
\]

where \( \alpha_3 \approx 1 / 137 \) is the fine structure constant, \( r_e \) the classical electron radius, \( \kappa = 2\gamma \epsilon, \) with \( \epsilon = E_p / m_e c^2 \) being the normalized photon energy. We use the approximations to the cross-section integral \( \Phi(\epsilon) \) given in Chodorowski et al. (1992).

At high energies, protons lose momentum predominantly through pion-production processes. We follow again the prescription of Hümmer et al. (2010). The loss rate is given by

\[
-\dot{\chi}_{\text{p, pion}} = \chi \sum_{\Gamma} M_{p}^{\Gamma} \Gamma^{\Gamma}(\gamma_p) K^{\Gamma},
\]

where the sum goes over all \( \Gamma \)s that constitute the pion production cross section. In Eq. (38), \( M_{p}^{\Gamma} \) represents the multiplicity of daughter particles, while \( K^{\Gamma} \) is the inelasticity of the process, and the interaction rate \( \Gamma^{\Gamma} \) is given by

\[
\Gamma^{\Gamma}(\gamma_p) = \int_{\epsilon_{\text{th}}/2}^{\infty} d\epsilon n_{\phi}(\epsilon) \Gamma^{\Gamma}(\gamma_p \epsilon).
\]

We note again that \( M_{p}^{\Gamma}, K^{\Gamma}, \) and \( \Gamma^{\Gamma} \) are tabulated allowing for a swift determination of the cooling term. Pion production might result in the conversion of a proton into a neutron. As we do not consider neutrons explicitly, we approximate this process as a continuous momentum loss process instead of an actual conversion using

\[
-\dot{\chi}_{\text{p, neu}} = \chi \sum_{\Gamma, p' \neq p} M_{p'}^{\Gamma} \Gamma^{\Gamma}(\gamma_p),
\]

with the coefficients also provided by Hümmer et al. (2010).

Charged pions and muons cool by synchrotron and adiabatic cooling, while electrons in addition exhibit IC cooling on the ambient photon field \( n_{\phi}(\epsilon) \). The IC cooling term is (Böttcher et al. 1997)

\[
-\dot{\chi}_{\text{e, IC}} = c \pi r_e^2 \int_0^\infty d\epsilon n_{\phi}(\epsilon) \frac{G(\gamma \epsilon)}{\epsilon},
\]

with

\[
G(x) = \frac{8}{3} x^5 \left( \frac{1 + 5x}{1 + 4x} \right)^2 - \frac{4x}{1 + 4x} \left( \frac{2}{3} + \frac{1}{2x} + \frac{1}{8x^2} \right) + \ln(1 + 4x) \left( \frac{1}{1 + 4x} \right)^{\frac{3}{5}} - \frac{1}{2x} - \frac{5}{2} .
\]

In the Thomson limit, that is \( x \ll 1 \), this can be Taylor-expanded as

\[
G(x) |_{x < 0.2} \approx x^2 \left( \frac{32}{9} - \frac{112}{5} x + \frac{3136}{25} x^2 \right) .
\]

The IC cooling term in this form requires isotropic photons. Therefore as mentioned before, the external photons are angle-averaged after the boosting into the comoving frame.

3.4 Radiation terms

In each time step, next to the Fokker-Planck equation for the particles, we also solve the radiative transfer equations for the photons. This ensures that the updated photon distribution can be used in the next time step for all particle-photon and photon-photon interactions. Along with the particle equilibria, an equilibrium solution for the photon distribution is found.

The radiative transport equation in the comoving frame of a slice is given by

\[
\frac{\partial n_\phi(\nu, t)}{\partial t} = \frac{4\pi}{h^2 c} j_\nu(t) - n_\phi(\nu, t) \left( \frac{1}{t_{\text{esc}, \phi}} + \frac{1}{t_{\text{abs}}} \right) .
\]

with the emissivity \( j_\nu \) of all radiation processes, the photon escape time scale from a slice \( t_{\text{esc}, \phi}(z) = 4\Delta x(z)/3c \), and the absorption time scale \( t_{\text{abs}}(z) \) due to synchrotron-self absorption and \( \gamma-\gamma \) pair production. From the photon distribution, we can calculate the slice’s spectral luminosity in the observer’s frame.
\[
\nu_{\text{obs}} L_{\text{obs}}^\text{de} = \delta_b^\nu \frac{h \nu^2 V_\text{co}}{t_{\text{esc,ph}}} n_{\text{ph}}(\nu, t), \quad (45)
\]

with the comoving volume of a slice \( V_\text{co} = \pi R(z)^2 \Delta s(z) \).

The synchrotron emissivity of a particle species with mass \( m_i \) is given by (Boettcher et al. 2012)

\[
\nu_{\text{syn}} \propto \frac{c \sigma_T u_B}{3 \pi \Gamma(4/3)} \left( \frac{m_e}{m_i} \right)^2 \nu_i^{1/3} \int_0^\infty d\chi n_i(\chi) \chi^2 \frac{e^{-\nu/\nu_c}}{\nu_c^{4/3}}, \quad (46)
\]

where \( \Gamma(x) \) is the Gamma-function, and

\[
\nu_c = \frac{3eB}{4\pi m_i c^2} \chi^2. \quad (47)
\]

Electrons also undergo IC emission with the emissivity given by (Diltz & Böttcher 2014)

\[
\nu_{\text{iso}} = A_i \epsilon_i \int_{-1}^1 d\mu \frac{1 - \cos \Psi}{(\Gamma_b(1 + \beta_b \mu))} \int_{\chi_{\text{min}}}^\infty d\chi \frac{\chi n_e(\chi)}{\gamma} \Sigma_c(\gamma, \mu), \quad (48)
\]

which holds for isotropic photon fields in the galaxy frame. Here, \( \epsilon_i \) is the normalized scattered photon energy,

\[
\cos \Psi = \frac{\mu_A + \sqrt{1 - \mu^2} \sqrt{1 - \mu_A^2}}{1 - \beta_b \cos \theta_{\text{obs}}} \quad (49)
\]

and

\[
\mu_A = \frac{\cos \theta_{\text{obs}} - \beta_b}{1 - \beta_b \cos \theta_{\text{obs}}} \quad (50)
\]

where the temperatures of the external fields are free parameters, except for the CMB with \( T_{\text{CMB}} = 2.72(1 + z_{\text{red}}) \) K. The constant \( A_i \) depend on the photon field:

\[
A_{\text{BLR}} = \frac{h \dot{L}_{\text{BLR}}(z)}{4\pi R_{\text{BLR}}(2.7k_B T_{\text{BLR}})} \quad (56)
\]

\[
A_{\text{DT}} = \frac{h \dot{L}_{\text{DT}}(z)}{4\pi R_{\text{DT}}(2.7k_B T_{\text{DT}})} \quad (57)
\]

\[
A_{\text{CMB}} = \frac{8\pi^3 m_e c^4}{15} \left( [1 + z_{\text{red}}] \Theta_{\text{obs}}^\text{CMB} \right)^3, \quad (58)
\]

for photons from the BLR, the DT, and the CMB, respectively. We stress that \( \Theta_{\text{obs}}^\text{CMB} \) is defined in the observer’s frame at redshift \( z_{\text{red}} = 0 \). Scattering AD photons, the IC emissivity becomes (Diltz & Böttcher 2014)

\[
\nu_{\text{AD}} = A_{\text{AD}} \mu_{\text{max}} \int_{\mu_{\text{min}}}^{\mu_{\text{max}}} d\mu \frac{1 - \cos \Psi}{\Theta_{\text{AD}}[\Gamma_b(1 + \beta_b \mu)]^3} \times \int_{\chi_{\text{min}}}^\infty d\chi \frac{\chi n_e(\chi)}{\gamma} \Sigma_c(\gamma, \mu), \quad (59)
\]

where \( \mu_{\text{min}} = \mu_d(\tilde{R}_{\text{AD}, \text{min}}) \), and \( \mu_{\text{max}} = \mu_d(\tilde{R}_{\text{AD}, \text{max}}) \), cf. Sec. 2.4.

Most relations of Eqs. (49)-(54) hold, provided \( \mu = \mu_d \) and \( \hat{\theta}_i = \hat{\Theta}_{\text{AD}} \). We reemphasize the radial dependence of the AD parameters. In Eqs. (48) and (59), we use a \( \delta \)-function approximation to the energy distribution of the external photon fields using the peak of the thermal distributions at \( E = 2.7k_B T \), while we consider the full angle-dependence of the beaming pattern (Diltz & Böttcher 2014).

We also consider SSC emission for electrons, which is calculated according to (Diltz & Böttcher 2014)

\[
\nu_{\text{ssc}} = \frac{h \epsilon_i}{4\pi} \int_0^\infty d\chi \frac{\chi n_e(\chi)}{\gamma} \int_0^\infty d\nu \nu_{\text{syn}}(\nu) G(\epsilon_i, \epsilon, \gamma), \quad (63)
\]

where the synchrotron photon distribution is calculated with Eqs. (44) and (46), while

\[
G(\epsilon_i, \epsilon, \gamma) = \frac{8\pi^3 c^2}{3\gamma^2} \left( \frac{4\epsilon_i \gamma^2}{\epsilon_i \gamma^2 - 1} \right) \left[ \frac{\epsilon_i \gamma}{\gamma - \epsilon_i} \right]_{\epsilon_i \gamma}^{\infty} \quad (64)
\]

\[
G_{q_s} = \left[ 2q_s \ln q_s + (1 + 2q_s)(1 - q_s) \right] + \frac{(1 - q_s)(4\epsilon_i \gamma q_s)}{2(1 + 4\epsilon_i \gamma q_s)} \quad (65)
\]

\[
q_s = \frac{\epsilon_i}{4\epsilon_i \gamma (\gamma - \epsilon_i)} \quad (66)
\]

Neutral pions decay directly into photons. The resulting photon emissivity is given by (e.g. Boettcher et al. 2012, their Eq. (3.100))

\[
\nu_{\epsilon \psi} = \frac{2h^2 \nu}{4\pi} \int_{\chi_{\text{min}}}^\infty d\chi \frac{Q_{\psi}(\chi)}{\sqrt{\chi^2 + 1}}, \quad (67)
\]

with the lower limit of this integral

\[
\chi_{\text{min}} = \sqrt{\frac{h \nu}{E_{\psi} + E_{\psi}^\text{max}}} - 1. \quad (68)
\]

Lastly, in order to complete Eq. (44), the absorption time scale is required:
We split the approximations of the cross section at $s = 2009$ directly provides us with the production rate of muon neutrinos.

The production rate of muons from pion decay $Q_{\nu, \pi}$ is produced. This is a simplification, which we in-ternal pair production, we only consider the slice where the emission is produced. This is a simplification, which we intend to improve in a subsequent paper.

3.5 Neutrinos

Neutrinos are created through the decay of pions and muons. In the former case, muon neutrinos are created, while in the latter case both muon and electron neutrinos are produced. The production rate of muons from pion decay $Q_{\nu, \pi}$, Eq. (27), directly provides us with the production rate of muon neutrinos:

$$Q_{\nu, \pi}^\mu(E_{\nu, \pi}) = \frac{1}{m_\mu c^2} \int_{E_{\nu, \pi}}^\infty dE_{\nu, \pi} \frac{Q_{\nu, \pi}^\mu(\gamma_{\pi})}{\gamma_{\pi}} \left(\frac{\gamma_{\pi}}{1 - r_M}\right)^2,$$

(74)

where $r_M = (m_\mu/m_e)^2$.

For the muon decay, Eqs. (28) and (29), we follow the description of Barr et al. (1988) and Gaisser (1990) with the neutrino production rate for both types given as

$$Q_{\nu, \mu}^\mu(E_{\nu, \mu}) = \frac{1}{m_\mu c^2} \int_{E_{\nu, \mu}}^\infty dE_{\nu, \mu} \frac{Q_{\nu, \mu}^\mu(\gamma_{\mu})}{\gamma_{\mu}} \left(\frac{\gamma_{\mu}}{1 - r_M}\right)^2,$$

(75)

with $y = E_{\nu, \mu}/E_{\mu}$, and the muon decay rate $Q_{\nu, \mu}^\mu = n_{\mu}(\chi)/\gamma_{\mu}^0$. Both $Q_{\nu, \mu}^\mu$ and $Q_{\nu, \mu}^\bar{\mu}$ are in units of per volume per time, while the neutrino production rates require per volume per time per energy, explaining the normalization of the integrals to the restmass energy of the muon. The function $d\nu/E$ describes the neutrino production rate in the laboratory frame and is approximately (Gaisser 1990)

$$\frac{d\nu}{dy} \approx g_0(y) + g_1(y).$$

(76)

The functions $g_0$ and $g_1$ depend on the neutrino type and are for muon neutrinos

$$g_0(y) = 5/3 - 3y^2 + 4y^3/3$$

(77)

$$g_1(y) = 1/3 - 3y^2 + 8y^3/3,$$

(78)

while for electron neutrinos

$$g_0(y) = 2 - 6y^2 + 4y^3$$

(79)

$$g_1(y) = -2 + 12y - 18y^2 + 8y^3.$$

(80)

Owing to the oscillation of neutrinos, the observer’s frame neutrino power $E_{\nu, \mu, \pi}^{\nu, \mu, \pi} = \delta^{\nu}_{\mu}(E_{\nu, \mu}/(1 + z_{red}))^2 V_{SSA} Q_{\nu, \mu}^\nu$ is equally distributed over electron, muon, and tau neutrinos. Therefore, $Q_{\nu, \mu}^\nu = (Q_{\nu, \mu}^\mu + Q_{\nu, \mu}^\bar{\mu} + Q_{\nu, \mu}^\tau)/3$. In the given framework, we have not distinguished between neutrinos and their anti-particles.

4 RESULTS

In Table 1 we provide an overview over all free parameters. The baseline simulation 01 is described in detail in section 4.1. From these parameters we vary other parameters one at a time for the parameter study in section 4.2. For each simulation, we produce two SEDs - "A" and "B" - where the only difference is the value of the AD Eddington ratio. As the BLR and the DT also depend on this value according to Eqs. (16) to (19), this is going to have significant consequences on the results.

4.1 Baseline model

We use simulation 01 as our baseline to describe in detail the capabilities of ExHaLe-jet. The results of the other simulations are briefly summarized in section 4.2.

4.1.1 Photon spectra

The multiwavelength photon spectra of the baseline simulation are shown in Fig. 1 for both cases of the accretion disk luminosity. It is obvious that the total spectra depend
strongly on the external photon fields, as the ratio of the γ-ray peak luminosity to the electron-synchrotron peak luminosity is larger than unity for case A, while it is smaller than unity for case B. This is a consequence of a significant decrease in the γ-ray flux, while the electron-synchrotron flux only decreases mildly from case A to B.

The individual spectra for the example slice at about 0.1 pc from the black hole indicate that the γ-ray flux is dominated by IC emission on the BLR and DT photon fields. The dependence of the BLR and DT on the accretion disk luminosity explains the change in the relative strength of the IC/BLR and IC/DT. In case A, the radius of the BLR (DT) is 0.06 pc (1.6 pc), while in case B it is 0.006 pc (0.16 pc). The higher

2 We recall that the BLR and DT luminosities turn into a power-

---

**Table 1.** Overview of the free parameters. Baseline parameters are used in simulation 01, while parameters listed under Variation 1 and 2 are used in simulations given in parentheses. The value of the AD Eddington ratio defines the cases A and B of all simulation.

| Definition                  | Symbol | Baseline | Variation 1 | Variation 2 |
|-----------------------------|--------|----------|-------------|-------------|
| Redshift                    | $z_{\text{red}}$ | 0.5      | -           | -           |
| Black hole mass             | $M_{\text{BH}}$  | 3.0      | -           | -           |
| AD Eddington ratio          | $l_{\text{edd}}^*$ | -        | $10^{-1}$ (A) | $10^{-3}$ (B) |
| BLR temperature             | $T_{\text{BLR}}$ | [K]      | -           | -           |
| DT temperature              | $T_{\text{DT}}$  | $5 \times 10^2$ | - | - |
| Jet length                  | $z_{\text{term}}$ | pc       | 100.0       | -           |
| Length of acceleration region | $z_{\text{acc}}$ | pc       | 1.0         | 0.1 (02) 10.0 (03) |
| Maximum bulk Lorentz factor | $\Gamma_{\text{B, max}}$ | 30       | 15 (04)     | 50 (05)     |
| Jet viewing angle           | $\theta_{\text{obs}}$ | [deg]   | 1.9         | 3.8 (04) 1.1 (05) |
| Multiple of jet opening angle | $\eta_{\gamma}$ | 0.26     | -           | -           |
| Multiple of initial jet radius | $\gamma_{\text{R}}$ | 10       | -           | -           |
| Multiple of escape time scale | $\eta_{\text{esc}}$ | 10       | -           | -           |
| Multiple of acceleration time scale | $\eta_{\text{acc}}$ | 10      | -           | -           |
| Initial magnetic field      | $B(z_{\text{inj}})$ | [G]     | 50          | 30 (06) 100 (07) |
| Multiple of injection power | $f_{\text{inj}}$ | $3 \times 10^{-6}$ | $3 \times 10^{-7}$ (08) | - |
| Initial proton to electron ratio | $\eta_{pe}$ | 1.0      | 0.1 (09)    | -           |
| Minimum proton Lorentz factor | $\gamma_{p,1}$ | 2        | -           | -           |
| Maximum proton Lorentz factor | $\gamma_{p,2}$ | $2 \times 10^8$ | $5 \times 10^7$ (10) | - |
| Proton spectral index       | $p_{p}$ | 2.5      | 2.1 (12)    | 3.0 (13)    |
| Minimum electron Lorentz factor | $\gamma_{e,1}$ | $1 \times 10^2$ | -          | -           |
| Maximum electron Lorentz factor | $\gamma_{e,2}$ | $1 \times 10^5$ | $1 \times 10^4$ (14) | - |
| Electron spectral index     | $p_{e}$ | 2.5      | 2.1 (16)    | 3.0 (17) |

---

**Figure 1.** Total photon spectrum in the observer’s frame and the individual contributions for the slice at the indicated distance for simulation 01 A (left) and B (right). The thin dotted line shows the total intrinsic spectrum, while the thick solid line includes the external photon fields as well as the (external) absorption at γ-ray frequencies. The remaining lines show the contributions of the different radiation processes as labeled. The proton-, charged pion- and muon-synchrotron spectra are below the shown luminosity scale.
The BLR radius in case A (B).

A second influence of the external fields is visible through the different degree of external absorption at TeV energies. In Fig. 1 the thin dotted line marks the intrinsic spectrum, that is the sum of the slices boosted into the observer’s frame but discarding any absorption outside of the jet, while the thick solid line marks the jet emission after considering absorption in the BLR and DT. While the emission is attenuated between ~1 TeV and a few PeV by up to a few orders of magnitude in case A, there is barely a difference in case B.

At photon energies above one PeV, a third bump emerges, which is due to the decay of neutral pions. The photon densities below meV energies (required to absorb the γ-ray photons of the neutral pions) are not sufficient to absorb these γ rays entirely. This also means that the emission of the neutral pions does not take part significantly in the development of the pair cascade. The neutral pion bump is most likely not observable at Earth given the cosmological absorption through the EBL and the CMB, which is not considered here. Nevertheless, the external photon fields also play a role in the luminosity of the neutral pion bump as the luminosity in case A is about two orders of magnitude higher than in case B. In turn, the pion production largely depends on the external photon fields. This is also evident from the neutrino output, as discussed in section 4.1.4.

Notably absent from Fig. 1 are the synchrotron emission of protons, charged pions and muons. Their densities are too low to produce meaningful radiative components. On the other hand, the electron-synchrotron emission extends well into the γ-ray regime. This extension is a consequence of the highly energetic secondaries injected in each slice. Interestingly, SSC emission is also irrelevant, while IC/CMB starts to become important at larger distances z (cf. Fig. D1).

The non-trivial evolution of the photon spectra with distance z is shown in Fig. 2. In both cases, A and B, the electron-synchrotron component increases gradually until about 0.1 pc from the black hole and remains relatively steady (even more in case B than in case A) until it starts to decrease about 10 pc from the jet.

On the contrary, the γ-ray component is dominated initially in both cases by IC on disk photons. Interestingly, in case A the IC/AD flux is initially very strong and decreases rapidly. In case B the IC/AD flux decreases, too, but at a much lower flux level. This is a consequence of Eq. (13), as the outer disk radius influences strongly the region-of-influence of the AD on the IC process given that the outer regions of the disk exhibit a different beaming pattern than the inner disk parts. As Eq. (13) depends on the Eddington ratio $l_{edd}$, the disk is less wide in case B than in case A. With increasing distances from the black hole, the IC process in the jet becomes first dominated by BLR photons and then by DT photons. This obviously depends on the respective radii as discussed above. The maximum IC luminosity is attained in the range from 0.1 to 1 pc from the black hole irrespective of the case. The neutral pion bump evolution shows two peaks. In case A, the first peak is attained at 0.1 pc from the black hole and is located at slightly lower energies than the second bump, which is attained at about 1 pc from the black hole.

Figure 2. Total spectrum in the observer’s frame and its distance dependence (color code) for simulation 01 A (left) and B (right). The thin dotted line shows the total intrinsic (i.e. no absorption outside the slice) spectrum, while the thick solid line includes the external photon fields (gray) as well as the (external) absorption at γ-ray frequencies. The thin colored lines show the intrinsic spectrum of every tenth slice.
Apparently, the BLR and DT photon fields with their different energy distributions interact with the protons at different distances from the black hole producing pions of different energies. In case B, the first peak is seemingly produced with AD photons, while the second peak is probably due to DT photons.

While especially at γ-ray energies the resolution power will not be sufficient to resolve most jets – with the noteworthy exception of Centaurus A (H.E.S.S. Collaboration et al. 2020) – it is still an important question, where the γ rays are produced within the jet given the potential absorption processes. Within our model, the γ rays do not emerge from a single region, but are produced within 10 pc (1 pc) in case A (B). While this may be a result of our steady injection spectrum along the jet, it nonetheless emphasizes that γ rays can be produced on very different scales.

4.1.2 Evolution of the particle distributions

The evolution of the proton and electron distributions as a function of distance z is shown in Figs. 3 and 4, respectively. We also show in the same figures the cooling time scales highlighting the different processes shaping the particle distributions.

The proton distributions do not differ strongly between case A and B except at Lorentz factors above 10⁶ for small distances z. Here, a dip is visible in case A owing to stronger cooling through pion and Bethe-Heitler pair production. Clearly, the stronger external photon fields are responsible for the enhanced cooling in case A compared to case B. At lower Lorentz factors, the cooling is dominated by adiabatic losses, while synchrotron cooling is negligible for the proton distribution in this simulation.

The electron distributions in Fig. 4 show remarkable features. While the primary injection spectrum between Lorentz factors 10⁵ and 10⁶ is visible, the secondary particles play a major role in shaping the final distribution (see also App. C and Fig. C1). In turn, the electron distributions extend to very high Lorentz factors beyond 10¹¹. The imprint of the different external photon fields between case A and B is notable in the particle distributions and the cooling time scales. Case A exhibits a higher number of secondaries which at low table in the particle distributions and the cooling time scales. In turn, the electron distributions extend to a region, but are produced within 10⁹ pc (1 pc) in case A (B). While this may be a result of our steady injection spectrum along the jet, it nonetheless emphasizes that γ rays can be produced on very different scales.

4.1.3 Jet evolution

In the second row of Fig. 5, we show the energy densities of the magnetic field and the particles. The magnetic energy density is \( u_B(z) = B(z)^2 / 8\pi \), while the total and rest-mass energy densities for protons and electrons are

\[
    u_i(z) = m_i c^2 \int_0^\infty \gamma n_i(\chi, z) \, d\chi
\]

\[
    E_i n_i(z) = m_i c^2 \int_0^\infty n_i(\chi, z) \, d\chi ,
\]

respectively.

Both disk cases are actually similar for most constituents. The magnetic energy density dominates at all distances, and the proton values dominate over the electron values except at large distances in case A. The main difference between the cases is the energy density in electrons, as the (initial) stronger cooling in case A results in a lower energy density of the electrons compared to case B. Only at larger distances, when the IC cooling becomes less severe, do the cases match again.

The dominance of the magnetic energy density at all distances also implies that the magnetization \( \sigma_B(z) \), Eq. (9), is larger than unity on all scales as shown in the third row of Fig. 5. While \( \sigma_B(z) \) decreases in the parabolic section of the jet, it is constant in the conical section, as expected. The high magnetization implies that our jet would energize the particles via magnetic reconnection on all scales. However, as we only intend to perform initial tests here, this is not a major concern. Different parameter sets result in lower magnetizations on large scales (cf. Tab. D1 in App. D).

Additionally in the third row of Fig. 5 we show the evolution of \( \kappa_{pe} \). In both cases, the initial value is unity and there is no significant change to that in case B. In case A, close to the AD γ-γ pair production is strong and significantly decreases \( \kappa_{pe} \). It remains constant at larger distances.

The fourth row of Fig. 5 shows the various jet luminosities in the host galaxy’s frame. For the magnetic field and the particles, the luminosity is calculated as

\[
    \dot{L}_i(z) = \pi R(z)^2 \Gamma_i(z)^2 c u_i(z),
\]

while the total radiative luminosity is
Figure 3. Proton distribution function (top row) and cooling time scales as a function of Lorentz factor $\gamma$ and distance $z$ (color code) as labeled for simulation 01 A (left) and B (right). For the cooling time scales, the solid lines mark the total cooling time scale, while the lines with a different style mark the individual process as labeled. The curves are in the comoving frame of each slice.
These are compared to the injected (or initial) luminosity at the base of the jet:

\[ \dot{L}_{\text{rad}}(z) = \frac{\Gamma(z)^2}{\delta(z)^3} \int_0^\infty L_{\text{obs}}^{\text{obs}}(z) \, d\nu^{\text{obs}}. \]  

(84)

\[ \dot{L}_{\text{init}} = \frac{f_{\text{ini}}}{2} L_{\text{edd}} + \dot{L}_{B}(z_0). \]  

(85)

This initial luminosity is shown as the gray solid line in Fig. 5.

As a final reference, we also show the AD value, as well as the evolution of the BLR and DT luminosities.
Figure 5. Jet parameters as a function of distance $z$ along the jet for simulation 01 A (left) and B (right). The legend in each row corresponds to both panels. Top row: Evolution of Fermi-I- and Fermi-II-acceleration, proton and electron (dotted), and escape time scales as labeled. The cooling time scale is taken exemplary at proton and electron Lorentz factors of $10^7$ and $10^4$, respectively. The time scales are derived in the comoving frame of each slice. Second row: Magnetic energy density, energy densities $u_i$ of protons and electrons, and the rest-mass energy densities $E_{i,n_i}$ of protons and electrons in the comoving frame of each slice. Third row: Magnetization $\sigma_B$ and proton-to-electron ration $\kappa_{pe}$ in the comoving frame of each slice. The gray solid line marks unity. Fourth row: Magnetic, proton, electron, and radiative luminosities. Also shown is the total of these luminosities for each slice, while the initial value (“init”) and the accretion disk are given as reference. The evolution of the BLR and DT luminosities are also provided. All luminosities are in the host galaxy’s frame.
Not surprisingly, the magnetic luminosity dominates the jet constituents. Interestingly though, it is almost constant as a function of distance. On the other hand, the proton and electron luminosities react to the different cooling strengths and the geometry of the jet, becoming constant only in the conical section. The radiative luminosity shows an interesting behavior. The initial decrease is probably related to the $\gamma-\gamma$ absorption process, which is particularly strong at small $z$. In case A, a peak is visible at about $0.1\,\text{pc}$, while in case B no such peak is evident. While this points to a mild dominance of jet regions around $0.1\,\text{pc}$ for the radiative output in case A, one should note that even in this case the distribution is broad, and no clear dominating emission region can be found. Nonetheless, this points towards the delicate interplay of external photon fields (their location and strength) and the acceleration of the bulk flow. In case A the peak of the radiative luminosity is located around the edge of the BLR, while in case B the edge of the BLR has already been passed.

The total luminosity is at or below the initial value at all distances. In case A, the baseline parameters result in jet power below the accretion power, while in case B the jet power is initially about a factor two higher than the accretion one. The injection fraction $f_{inj}$ has been set a factor of a few below the limit of Eq. (12). However, injecting at the maximally allowed limit would only marginally increased the total luminosity. Hence for the baseline simulation, EzHaLe-jet works within bounds similar to simulations of MAD disks (Tchekhovskoy et al. 2011).

### 4.1.4 Neutrino emission

The decay of charged pions and muons produces neutrinos. The resulting muon neutrino spectrum in the observer’s frame and its evolution with distance $z$ for the baseline simulation is shown in Fig. 6. We also show the planned sensitivity of the IceCube-Gen2 detector (The IceCube-Gen2 Collaboration et al. 2020). With the given parameter set of our jet, no neutrino detection is expected. It is nonetheless instructive to consider the differences in the neutrino spectra of case A and B.

In case of strong external fields a higher number of neutrinos is obtained than for weak external fields. While the peaks of the distributions are attained at roughly similar energies of $\sim 10^9\,\text{GeV}$ (observer frame), the spectral shape at lower energies is different. In the strong-disk case, the neutrinos are mostly produced on distances between 0.1 and a few $\text{pc}$ from the black hole. Interestingly, the spectrum produced at $\sim 0.1\,\text{pc}$ is broader and peaks at lower energies than the spectrum produced beyond 1 $\text{pc}$. This again reflects the relative importance between BLR and DT photons. In the weak-disk case, the neutrinos are mostly produced within 1 $\text{pc}$ from the black hole. In this case, AD and DT photons are important as indicated by the distance evolution of the neutrino spectrum.

### 4.2 Parameter study

In this section, we compare the 16 additional simulations with the parameter variations as listed in Tab. 1 to the baseline simulation 01. We will not go into too much detail, but merely compare the total photon spectra and total neutrino spectra. These are shown in Figs. 7 and 8, respectively. Table D1 in App. D lists the numerical values of the magnetization $\sigma_B$ and the proton-to-electron ratio $\kappa_{pe}$ at the base $z_0$, at the end of the bulk acceleration region $z_{acc}$, and at the end of our jet $z_{term}$. All simulation are done each for the strong-disk (A) and for the weak-disk (B) case. The magnetization is the same for cases A and B for each simulation, while for most B simulations $\kappa_{pe}$ remains at or close to the initial value. The latter implies a limited pair production due to the weak external fields.

The length of the acceleration region $z_{acc}$ of the bulk flow (simulations 02 and 03) affects mainly the overall normalization, with a shorter (02) acceleration region increasing the flux, while a longer (03) acceleration region decreases it. This is true for both cases A and B, as well as for the neutrinos. The shorter acceleration region length implies that the jet reaches its maximum bulk speed deeper within the external photon fields implying a greater efficiency for IC and proton-photon processes, while a longer acceleration region has the opposite effect.

Similar statements can be made for the variation in the maximum bulk Lorentz factor $\Gamma_{b,max}$ of the jet flow (simulations 04 and 05). A lower $\Gamma_{b,max}$ (04) reduces the overall normalization, while a higher one (05) increases it. A mild effect is also seen on the cut-off energy of the neutrino spectra, where a smaller $\Gamma_{b,max}$ reduces the cut-off energy, while a higher $\Gamma_{b,max}$ increases it. We note that we also changed the observation angles in order to ensure that $\Gamma_{b,max} = \delta_{max}$.

The variation of the magnetic field (simulations 06 and 07) results in more complicated changes. A reduction in the magnetic field (06) increases the overall flux in case A. As we keep the particle distribution fixed, the reduced synchrotron cooling results in more high-energy particles being available and, hence, producing more highly energetic radiation. In turn, more pairs are being created than in the baseline simulation as can be seen in Tab. D1. The reduced external photon flux in case B implies a much reduced production of pairs. In turn, the spectral change is closer to expectation with a reduced synchrotron and a slightly increased IC flux. A higher...
Figure 7. Total photon spectra in the observer’s frame for every simulation as labeled with strong-disk simulations in the left column and weak-disk simulations in the right column. Gray lines mark the AD (dashed), BLR (dash-dotted) and DT (dotted). The baseline simulation 01 (black solid) is shown in all panels for reference.
Figure 8. Total muon neutrino spectra in the observer’s frame for every simulation as labeled with strong-disk simulations in the left column and weak-disk simulations in the right column. The baseline simulation 01 (black solid) is shown in all panels for reference. In all panels, the gray solid line marks the expected sensitivity of IceCube-Gen2 (The IceCube-Gen2 Collaboration et al. 2020).
magnetic field (07) has the opposite effect. The increased synchrotron cooling results in a weaker production of pairs compared to the baseline, which in turn means a reduced overall flux in case A. In case B, we see a higher synchrotron and a reduced IC flux as expected. The change in magnetic field only has a weak impact on pion and neutrino production with no significant change in either flux except at low neutrino energies for the here considered value of $\gamma_{p,2}$.

The reduction in the particle injection power by a factor 10 (simulation 08) merely reduces the overall normalization by roughly an order of magnitude, as expected. On the other hand, an initial increase of the electron density by a factor 10 (simulation 09) increases the electron-related emission by about the same factor in case B. Interestingly, there is no change to the photon spectrum in case A compared to the baseline. As indicated in Tab. D1, the initial value of $\kappa_{pe} = 0.1$ has almost no effect on $\kappa_{pe}$ at larger distances. In simulation 09, there is no significant change in the neutrino spectrum except at low energies.

A decrease in the maximum proton Lorentz factor $\gamma_{p,2}$ (simulation 10) has no effect on the two main peaks in the spectrum, but decreases the electron-synchrotron flux beyond 1 TeV. Additionally, the neutral-pion bump and the neutrino spectrum cut off at lower energies. On the other hand, increasing $\gamma_{p,2}$ (simulation 11) results in an increase in the electron-synchrotron emission beyond 1 TeV, as well as an increase in the neutral-pion and neutrino cut off energies. There is no difference in these effects between cases A and B.

A harder proton injection distribution (simulation 12) has severe consequences. The resulting increase in the amount of highly energetic protons enhances their interactions – most notably by the major pair cascade (cf. Tab. D1), increasing in case A the electron synchrotron and IC fluxes by three orders of magnitude compared to the baseline model. In case B, the two main bumps show a mildly reduced flux, as the harder proton spectrum implies a reduced injection normalization, Eq. (3). With the weak external fields, the pair production is much reduced compared to case A. Nonetheless, the effect of highly energetic pairs being injected is evident by the high flux beyond 1 TeV, which is electron-synchrotron emission (cf. Fig. D2). Interestingly, the neutral pion bump exhibits higher fluxes in case B than in case A owing to a much lower degree of absorption. The neutrino spectra increase considerably compared to the other simulations. However even in this set-up, it does not come close to the IceCube-Gen2 sensitivity. Softening the proton injection distribution (simulation 13) reduces the amount of high-energetic protons, therefore reducing the amount of secondaries, see Tab. D1. In turn, all photon and neutrino spectra are much reduced in case A compared to the baseline simulation 01. In case B, the reduced proton-photon interactions imply much less pions and neutrinos, while the two main bumps in the SED remain almost unchanged compared to the baseline.

Decreasing the maximum electron Lorentz factor $\gamma_{e,2}$ (simulation 14) only reduces the flux at the high-energy ends of the first and second bump in the SED. Increasing $\gamma_{e,2}$ (simulation 15) has the opposite effect, while in case A even a higher normalization of the two main SED bumps is realized. With the IC emission reaching higher energies, more pairs are produced increasing the pair load of the jet (Tab. D1). Reducing the electron spectral index $p_e$ (simulation 16) affects notably the first and second SED components. Interestingly, the nearly broken power-law shapes of the synchrotron peak in both cases A and B are not intuitively expected. In fact, these peaks are influenced even by slices at considerable distance from the black hole close to 20$R_g$. At these distances, the magnetic field is so low that the peak frequency has shifted from the X-ray domain into the optical domain explaining why the total peak is located in that energy band (cf. Fig. D3). The flat $\gamma$-ray peak, on the other hand, is indeed just a consequence of the chosen spectral index. An increase of $p_e$ (simulation 17) merely results in a softening of the spectra. In these simulations (14-17) only primary electron parameters have been changed. Hence, changes in the neutral-pion bump and the neutrino spectra are minor, as expected.

## 5 SUMMARY AND OUTLOOK

ExHaLe-jet is a kinetic, lepto-hadronic emission code, which models the radiation produced along the extended flow of a blazar jet. In this paper, we have introduced the code and provided a parameter study. For an efficient calculation, the jet is cut into numerous slices, wherein the particle distributions and the radiation spectra are derived. This is similar to previous purely leptonic extended jet codes (e.g., Potter & Cotter 2013a; Zdziarski et al. 2014; Lucchini et al. 2019). The slices are connected by an assumed geometry and bulk flow profile. We also consider the presence of external photon fields, such as the AD, the BLR, the DT, and the CMB.

The crucial addition compared to the aforementioned leptonic codes is the presence of highly relativistic protons. Their interactions with ambient photons (via pion and Bethe-Heitler pair production) initiate an electromagnetic cascade (driven by $\gamma-\gamma$ pair production) resulting in the accumulation of highly relativistic pairs in the jet. As these pairs are stable particles, they are carried along in the jet flow and become primary particles downstream. This has the effect that the ratio of protons to pairs decreases with distance from the black hole explaining the observed ratio in jets and lobes (Sikora et al. 2020).

We have conducted a first parameter study. Within the assumed parameter range we find that the photon spectra are dominated by leptonic emission processes, namely synchrotron and IC scattering of external photon fields. Beyond a few TeV, electron-synchrotron emission of the cascade can be seen, while at ultra-high frequencies (beyond 10$^{30}$ Hz) the neutral pion bump is evident. This shows that the protons still have an effect in these set-ups even though their direct (synchrotron) emission is not visible. However, the influence of the protons depends strongly on the external fields, as the resulting effects are much more pronounced for bright external fields than for weak ones. The produced neutrinos are also not sufficient to allow individual sources to be detected by current and future neutrino instruments, such as IceCube-Gen2.

According to Boccardi et al. (2021) and Park et al. (2021), jets reach their terminal velocity (or the break point from the parabolic to the conical geometry) between 10$^{4}$ to 10$^{6}$ $R_g$. In our simulations, the jet reaches this point at 1 pc from the black hole corresponding to about 5 $\times$ 10$^{4}$ $R_g$. As is shown with simulations 02 and 03, this range has significant consequences on the photon and neutrino spectra. Unfortunately,
We have terminated our jet calculation at 100 pc, even though the emission of more distant jet regions may also be important (e.g., Zacharias & Wagner 2016; Roychowdhury et al. 2021).

In order to improve the code, we plan several additions and amendments. First of all, except for the entrainment of the pairs produced in the cascade, the slices are almost independent of each other. Most notably, the produced radiation of one slice has no effect on other slices nor is it attenuated in downstream slices. These are crucial processes, which we are going to deal with in a subsequent paper. We will also add the production and evolution of neutrons, which may play a crucial role in the energy distribution along the jet (Mücke et al. 2000). Additionally, we have neglected the light of the host galaxy. While its influence on the total spectrum through IC emission is minor (cf., Potter & Cotter 2013b) in most cases (even though it may play a role in Centaurus A, H.E.S.S. Collaboration et al. 2020), the host galaxy light may serve as a target for $\gamma$-ray absorption at TeV energies, which could be observable with the future Cherenkov Telescope Array (Zacharias et al. 2017a). We also plan to include a more realistic particle acceleration scenario to go beyond the current simplistic injection of the same power-law shape in each slice. Further development plans include time-dependent models to explain the observed variability (as in, e.g., Malzac 2014; Potter 2018), as well as radially-dependent structures in order to explain, for example, the limb-brightening seen in radio maps of several jets.
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becomes wise. The total density of particles (considering escape) then where 

\[ H = \int_{a}^{b} \frac{d\gamma}{\gamma} \frac{q_1 \gamma^2}{\kappa_{pc}} \]

\[ \equiv q_e = \frac{q_0 \gamma_{pc}}{\kappa_{pc} \eta_{esc}}. \]  

(A5)

The total energy density then becomes

\[ u_p + u_e = q_0 \gamma_{esc} m_p c^2 I_{p1} + q_1 \gamma_{esc} m_e c^2 I_{e1} \]

\[ = q_0 \gamma_{esc} \left[ m_p c^2 I_{p1} + \frac{m_e c^2}{\kappa_{pc} \eta_{esc}} I_{p0} I_{e1} \right]. \]  

(A6)

Dividing Eq. (A6) by \( t_{esc} \) to obtain the energy density per unit time, setting \( q_0 \equiv q \), and multiplying with the volume of the base slice (at \( z = 0 \)) provides Eq. 3.

The total power \( L_{tot} \) injected into the base of the jet (until the end of this section we only consider quantities at \( z = 0 \)) from the accretion process is distributed in particles and magnetic field:

\[ L_{tot} = L_{inj} + \pi \eta_{Rz}^2 c u_B = \frac{f_{tot} L_{edd}}{2 z_b}. \]  

(A7)

Here, \( f_{tot} \) is the fraction of the Eddington power injected into the jet in the form of both particles and magnetic field. As \( L_{inj} > 0 \), we immediately obtain a lower limit on \( f_{tot} \):

\[ f_{tot} > f_{min} := \frac{c R_{b,0}^2 \eta_{Rz}^2 B^2}{4 L_{edd}}. \]  

(A8)

From the condition on the “unperturbed” flow, \( \sigma_B > (\Gamma_{b, \max} / \Gamma_{b,0}) - 1 \), and the definition of the magnetization, Eq. (9), we obtain

\[ 2 u_B > \left( \frac{\Gamma_{b, \max}}{\Gamma_{b,0}} - 1 \right) \left( \eta_{ad} u + \rho c^2 \right) \]

\[ = \left( \frac{\Gamma_{b, \max}}{\Gamma_{b,0}} - 1 \right) q_{t_{esc}} \]

\[ \times \left[ \eta_{ad} \left( m_p c^2 I_{p1} + \frac{m_e c^2}{\kappa_{pc} \eta_{esc}} I_{p0} I_{e1} \right) \right. \]

\[ + m_p c^2 I_{p0} + \frac{m_e c^2}{\kappa_{pc} \eta_{esc}} I_{p0} I_{e1} \].  

(A9)

Inserting \( q \) and \( t_{esc} \) as given in Secs. 2 and 3, and defining

\[ \zeta := \eta_{ad} \left( m_p c^2 I_{p1} + \frac{m_e c^2}{\kappa_{pc} \eta_{esc}} I_{p0} I_{e1} \right) + m_p c^2 I_{p0} + \frac{m_e c^2}{\kappa_{pc} \eta_{esc}} I_{p0} I_{e1} \]

\[ = \eta_{ad} + \frac{I_{p0}}{I_{p1}} \left( 1 + \frac{m_e c^2}{m_p c^2} \right) \frac{I_{p0} I_{e1}}{I_{p0} I_{e1}}. \]  

(A10)

we obtain

\[ u_B \left[ 2 + \left( \frac{\Gamma_{b, \max}}{\Gamma_{b,0}} - 1 \right) \eta_{esc} \zeta \right] \]

\[ > \left( \frac{\Gamma_{b, \max}}{\Gamma_{b,0}} - 1 \right) \frac{f_{tot} L_{edd} \eta_{esc} \zeta}{2 z_b \pi R_{b,0}^2}. \]  

(A11)

Solving for \( f_{tot} \), we obtain an upper limit:
\[ f_{\text{tot}} < f_{\text{max}} := f_{\text{min}} \left[ 1 + \left( \frac{f_{\text{b, max}}}{f_{\text{b, 0}} - 1} \right) \eta_{\text{esc}} \right]. \] (A12)

As \( f_{\text{tot}} \) contains the contribution of both the particle and the magnetic power, we can set the particle fraction \( f_{\text{inj}} \) to

\[ f_{\text{inj}} := f_{\text{tot}} - f_{\text{min}}. \] (A13)

which immediately transforms Eq. (A7) into Eq. (5), and the upper limit, Eq. (A12), into Eq. (12).

It is instructive to discuss the implication of the limited range of the injection power. The lower limit is derived from the simple demand that the particle content is larger than 0, while the upper limit is a consequence of the Bernoulli equation in combination with the "unperturbed flow" approximation.

\[ \text{Eq. (A12), which we shall refer to as} \quad f_{\text{inj}} \text{ in combination with the "unperturbed flow" approximation. Both limits are separated by the second summand in Eq. (A12), which we shall refer to as} \quad f_2 \text{ in this paragraph.} \]

\[ \text{It basically defines the amount of particle power that can be loaded into the jet. Recalling that} \quad \eta_{\text{esc}} > 1 \quad \text{and} \quad \zeta > 4/3, \]

\[ f_2 \text{ is determined by the ratio of the maximum and initial bulk Lorentz factor. For the examples used in our parameter study,} \quad f_2 \ll 1 \quad \text{(on the order of} \quad 10^{-3}) \quad \text{Hence the jet can only be loaded with a limited supply of particle power in order to be able to fully accelerate to} \quad \Gamma_{\text{b, max}} \quad \text{that is, satisfying the Bernoulli equation. Only for weakly accelerating jets} \quad (\Gamma_{\text{b, max}} \lesssim 5 \Gamma_{\text{b, 0}}/2), \]

\[ f_2 \text{ approaches unity. For non-accelerating jets} \quad (\Gamma_{\text{b, max}} \rightarrow \Gamma_{\text{b, 0}}), \]

\[ f_2 \text{ approaches infinity, and the jet can be loaded with any particle power.} \]

\[ \text{APPENDIX B: SOLVING THE FOKKER-PLANCK EQUATION} \]

The Fokker-Planck equation, Eq. (22), is numerically evaluated using the solver developed by Chang & Cooper (1970) with significant additions by Park & Petrovian (1996) and Chiaberge & Ghisellini (1999). We provide a brief overview (see also Dmytriev et al. 2021).

Equation (22) is discretized on two grids; one for the momentum \( \chi_j \) and one for the time \( t_k \). Designating grid points by \( \chi_j \) and \( t_k \), Eq. (22) can be written in the form

\[ V_{1j} n_j^{k+1} + V_{2j} n_j^{k+1} + V_{3j} n_j^{k+1} = n_j^{k} + Q_j^{k} \Delta t, \] (B1)

where \( \Delta t \) is the integration time step. As we are only interested in equilibrium solutions, we set \( \Delta t = 10 \eta_{\text{esc}} \) ensuring the determination of the equilibrium in only a few time steps, while still running stably. The coefficients in Eq. (B1) are

\[ V_{1j} = -\frac{\Delta t}{\Delta \chi_j} C_j^{k}(\chi_j-1/2) W_j^{k-1/2} \] (B2)

\[ V_{2j} = 1 + \frac{\Delta t}{\eta_{\text{esc}}} \frac{1}{\gamma_j^{\text{b,max}}} + \frac{\Delta t}{\Delta \chi_j} C_j^{k}(\chi_j-1/2) W_j^{k+1/2} \]

\[ + \frac{C_j^{k}(\chi_j+1/2)}{\Delta \chi_j} W_j^{k+1/2} \] (B3)

\[ V_{3j} = -\frac{\Delta t}{\Delta \chi_j} C_j^{k}(\chi_j+1/2) W_j^{k+1/2} \] (B4)

\[ \text{APPENDIX C: INJECTION OF SECONDARY ELECTRON-POSITRON PAIRS} \]

In order to further discuss the influence of the secondary particles on the electron distribution function, we show in Fig. C1 the electron injection distribution and the individual injection distributions of the secondary production processes of the baseline simulation. These are the distributions before solving Eq. (22).

The primary injection between Lorentz factors \( 10^{3} \) and \( 10^{5} \) is visible in the top row of Fig. C1. At small Lorentz factors below \( 10^{3} \), \( \gamma \)-\( \gamma \) pair production dominates the secondary injection. Given that in terms of total number of particles, this energy regime provides most particles, we can deduce that overall most secondaries are injected through \( \gamma \)-\( \gamma \) pair production. The conditions close to the base of the jet must be very favorable for \( \gamma \)-\( \gamma \) pair production, as most secondary electrons are injected there. The jet is slow and the produced \( \gamma \) rays interact predominantly with AD photons. As the jet accelerates and leaves the disk behind, the number of \( \gamma \)-\( \gamma \) pair-produces secondaries drops quickly.

In the secondary injection spectra, Bethe-Heitler pair production becomes important in the Lorentz factor interval \( 10^{3} \) to \( 10^{7} \), as it is at least comparable to \( \gamma \)-\( \gamma \) pair production or may even be dominating. At higher Lorentz factors between \( 10^{7} \) and \( 10^{17} \) the injection from decaying muons becomes important and even the dominant process depending on distance \( z \). Beyond Lorentz factors of \( 10^{17} \), only a few secondaries are injected from \( \gamma \)-\( \gamma \) pair production. While there are differences between case A and B, they are only minor.
Figure C1. Injection electron distribution function (top row) and secondary injection distribution functions as a function of Lorentz factor $\gamma$ and distance $z$ (color code) as labeled for simulation 01 A (left) and B (right). The lines show the spectra for every tenth slice, and are given in the comoving frame of the slice.

APPENDIX D: ADDITIONAL FIGURES AND TABLE

In this section, we show three additional figures displaying the individual spectral contributions for simulations 01 (Fig. D1) and 12 (Fig. D2), as well as the evolution of the total spectrum of simulation 16 (Fig. D3). Table D1 lists the values of $\kappa_{pe}$ and $\sigma_B$ for three distances along the jet.
Figure D1. Same as Fig. 2 but showing all individual radiative components.
**Figure D2.** Same as Fig. D1 but for simulation 12.
**Figure D3.** Same as Fig. 2, but for simulation 16.

**Table D1.** Magnetization $\sigma_B$ and proton-to-electron ratio $\kappa_{pe}$ at three locations in the jet for the various simulations. These values are calculated for the steady-state solution in the respective slices, which is why especially $\kappa_{pe}(z_0)$ can differ from the injection value given in Tab. 1.

| Sim  | $\sigma_B(z_0)$ | $\sigma_B(z_{acc})$ | $\sigma_B(z_{term})$ | $\kappa_{pe}(z_0)$ | $\kappa_{pe}(z_{acc})$ | $\kappa_{pe}(z_{term})$ |
|------|-----------------|---------------------|----------------------|---------------------|------------------------|--------------------------|
| 01 A | $1.69 \times 10^2$ | $9.24 \times 10^0$ | $6.44 \times 10^0$ | $1.33 \times 10^{-1}$ | $2.65 \times 10^{-2}$ | $2.65 \times 10^{-2}$ |
| 01 B | $1.69 \times 10^2$ | $1.03 \times 10^1$ | $1.05 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 02 A | $1.72 \times 10^2$ | $7.29 \times 10^0$ | $1.61 \times 10^0$ | $1.02 \times 10^{-1}$ | $3.12 \times 10^{-3}$ | $2.97 \times 10^{-3}$ |
| 02 B | $1.72 \times 10^2$ | $8.84 \times 10^0$ | $1.09 \times 10^0$ | $1.0$ | $1.0$ | $1.0$ |
| 03 A | $1.68 \times 10^2$ | $8.04 \times 10^0$ | $7.66 \times 10^0$ | $1.37 \times 10^{-1}$ | $4.61 \times 10^{-2}$ | $4.61 \times 10^{-2}$ |
| 03 B | $1.68 \times 10^2$ | $1.05 \times 10^1$ | $1.04 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 04 A | $1.68 \times 10^2$ | $2.03 \times 10^1$ | $1.75 \times 10^0$ | $1.60 \times 10^{-1}$ | $5.49 \times 10^{-2}$ | $5.49 \times 10^{-2}$ |
| 04 B | $1.68 \times 10^2$ | $2.25 \times 10^1$ | $2.26 \times 10^0$ | $1.0$ | $1.0$ | $1.0$ |
| 05 A | $1.70 \times 10^2$ | $4.78 \times 10^0$ | $2.35 \times 10^0$ | $1.11 \times 10^{-1}$ | $1.21 \times 10^{-2}$ | $1.21 \times 10^{-2}$ |
| 05 B | $1.70 \times 10^2$ | $5.44 \times 10^0$ | $5.64 \times 10^0$ | $1.0$ | $1.0$ | $1.0$ |
| 06 A | $5.85 \times 10^1$ | $7.04 \times 10^{-1}$ | $1.79 \times 10^{-1}$ | $7.07 \times 10^{-3}$ | $1.24 \times 10^{-3}$ | $1.24 \times 10^{-3}$ |
| 06 B | $6.07 \times 10^1$ | $2.62 \times 10^0$ | $2.67 \times 10^0$ | $1.0$ | $0.0$ | $1.0$ |
| 07 A | $6.77 \times 10^2$ | $1.06 \times 10^0$ | $4.61 \times 10^1$ | $8.23 \times 10^{-1}$ | $4.11 \times 10^{-1}$ | $4.11 \times 10^{-1}$ |
| 07 B | $6.76 \times 10^2$ | $4.63 \times 10^1$ | $4.72 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 08 A | $1.69 \times 10^3$ | $1.06 \times 10^2$ | $7.42 \times 10^1$ | $1.33 \times 10^{-1}$ | $2.68 \times 10^{-2}$ | $2.68 \times 10^{-2}$ |
| 08 B | $1.69 \times 10^3$ | $1.18 \times 10^2$ | $1.21 \times 10^2$ | $1.0$ | $1.0$ | $1.0$ |
| 09 A | $2.13 \times 10^2$ | $1.14 \times 10^1$ | $7.40 \times 10^0$ | $6.03 \times 10^{-2}$ | $2.10 \times 10^{-2}$ | $2.09 \times 10^{-2}$ |
| 09 B | $2.08 \times 10^2$ | $1.15 \times 10^1$ | $1.16 \times 10^1$ | $0.1$ | $0.1$ | $0.1$ |
| 10 A | $1.69 \times 10^2$ | $8.82 \times 10^0$ | $5.51 \times 10^0$ | $9.03 \times 10^{-2}$ | $1.87 \times 10^{-2}$ | $1.87 \times 10^{-2}$ |
| 10 B | $1.69 \times 10^2$ | $1.03 \times 10^1$ | $1.05 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 11 A | $1.69 \times 10^2$ | $9.39 \times 10^0$ | $6.79 \times 10^0$ | $1.50 \times 10^{-1}$ | $3.06 \times 10^{-2}$ | $3.06 \times 10^{-2}$ |
| 11 B | $1.69 \times 10^2$ | $1.03 \times 10^1$ | $1.05 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 12 A | $1.71 \times 10^2$ | $5.17 \times 10^1$ | $1.07 \times 10^{-1}$ | $5.90 \times 10^{-4}$ | $5.70 \times 10^{-5}$ | $5.69 \times 10^{-5}$ |
| 12 B | $1.89 \times 10^2$ | $1.44 \times 10^1$ | $1.49 \times 10^1$ | $0.99$ | $0.99$ | $0.99$ |
| 13 A | $1.58 \times 10^2$ | $8.50 \times 10^0$ | $8.45 \times 10^0$ | $9.85 \times 10^{-1}$ | $8.60 \times 10^{-1}$ | $8.59 \times 10^{-1}$ |
| 13 B | $1.57 \times 10^2$ | $8.38 \times 10^0$ | $8.48 \times 10^0$ | $1.0$ | $1.0$ | $1.0$ |
| 14 A | $1.69 \times 10^2$ | $9.31 \times 10^0$ | $6.80 \times 10^0$ | $1.33 \times 10^{-1}$ | $2.89 \times 10^{-2}$ | $2.89 \times 10^{-2}$ |
| 14 B | $1.68 \times 10^2$ | $1.03 \times 10^1$ | $1.05 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 15 A | $1.69 \times 10^2$ | $7.14 \times 10^0$ | $3.16 \times 10^0$ | $1.26 \times 10^{-1}$ | $7.45 \times 10^{-3}$ | $7.43 \times 10^{-3}$ |
| 15 B | $1.69 \times 10^2$ | $1.03 \times 10^1$ | $1.05 \times 10^1$ | $1.0$ | $0.99$ | $0.99$ |
| 16 A | $1.73 \times 10^2$ | $8.36 \times 10^0$ | $3.21 \times 10^0$ | $1.32 \times 10^{-1}$ | $1.36 \times 10^{-2}$ | $1.34 \times 10^{-2}$ |
| 16 B | $1.73 \times 10^2$ | $1.05 \times 10^1$ | $1.06 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |
| 17 A | $1.67 \times 10^2$ | $9.31 \times 10^0$ | $7.44 \times 10^0$ | $1.33 \times 10^{-1}$ | $2.88 \times 10^{-2}$ | $2.88 \times 10^{-2}$ |
| 17 B | $1.67 \times 10^2$ | $1.02 \times 10^1$ | $1.04 \times 10^1$ | $1.0$ | $1.0$ | $1.0$ |