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Abstract

In this paper we establish a unilateral bifurcation result for a class of quasilinear elliptic system strongly coupled, extending the bifurcation theorem of [23]. To this aim, we use several results, such that Fredholm operator of index 0 theory, eigenvalues of elliptic operators and the Krein-Rutman theorem. Lastly, we apply this result to some particular systems arising from population dynamics and determine a region of existence of coexistence states.
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1 Introduction

In this paper we will study via bifurcation theory the following quasilinear elliptic system

\[
\begin{align*}
-\text{div}(P(u,v)\nabla u + S(u,v)\nabla v) &= \lambda a(x)u + f(x,u)u + F(x,u,v)uv \quad \text{in } \Omega, \\
-\text{div}(Q(u,v)\nabla u + R(u,v)\nabla v) &= \mu b(x)v + g(x,v)v + G(x,u,v)uv \quad \text{in } \Omega, \\
u = v &= 0 \quad \text{on } \partial\Omega,
\end{align*}
\]

where \(\Omega \subset \mathbb{R}^N, N \geq 1\) is a bounded domain with a smooth boundary. We assume

\(\text{(HPQRS)}\) \(P(u,v), R(u,v), Q(u,v)\) and \(S(u,v)\) are real functions defined in \([0, +\infty) \times [0, +\infty)\) of class \(C^2\) such that:

\[
Q(u,0) = 0 \quad \forall u \geq 0, \quad (2)
\]

\[
S(0,v) = 0 \quad \forall v \geq 0, \quad (3)
\]

\[
|P(u,v)R(u,v) - Q(u,v)S(u,v)| \geq \delta_0 > 0 \quad \forall u, v \geq 0 \quad (4)
\]

and

\[
P(u,v) \geq P_0 > 0, \quad R(u,v) \geq R_0 > 0 \quad \forall u, v \geq 0, \quad (5)
\]

where \(\delta_0, P_0\) and \(R_0\) are positive constants.

\(\text{(Ha)}\) \(a, b : \overline{\Omega} \rightarrow [0, \infty)\) are continuous, non-negative and nontrivial functions.

With respect to the reaction terms, we consider \(\lambda, \mu \in \mathbb{R}\) as bifurcation parameters, and we also assume:

\(\text{(Hfg)}\) \(f(x,w)\) and \(g(x,w)\) are real functions defined in \(\overline{\Omega} \times \mathbb{R}\), continuous in \(x\) and of class \(C^1\) in \(w\) such that

\[
f(x,0) = g(x,0) = 0 \quad \forall x \in \overline{\Omega};
\]

\(\text{(HFG)}\) \(F(x,u,v)\) and \(G(x,u,v)\) are real functions defined in \(\overline{\Omega} \times \mathbb{R}^2\), continuous in \(x\) and of class \(C^1\) in \((u,v)\).

Observe that our hypotheses are similar to those in [28] (see Section 7.2).

System (1) is of particular interest from the point of view of the applications and it arises in many important problems, such that reaction-diffusion models in population dynamics (see [7, 4, 36]) and the Keller-Segel models (see [15, 16]). For instance, in population dynamics the insertion of nonlinear diffusion terms in the left side of (1) describes
more realistic situation if compared with semilinear case. In this context, the functions $Q, S$ and $P, R$ are often called cross-diffusion and self-diffusion terms, respectively.

From the mathematical point of view, there exists an extensive list of articles that deal with the following particular case of (1)

$$
\begin{aligned}
\begin{cases}
-\Delta(\varphi(u,v)) &= \lambda a(x)u + f(x,u)u + F(x,u,v)uv \quad \text{in } \Omega, \\
-\Delta(\psi(u,v)) &= \mu b(x)v + g(x,v)v + G(x,u,v)uv \quad \text{in } \Omega,
\end{cases}
\end{aligned}
$$

(6)

with some boundary conditions, specially motivated by the well-known model proposed by Shigesada, Kawasaki and Teramoto [36]. Moreover, several techniques have been used to deal with (6), for instance fixed point index [32, 33, 34, 27, 17], sub-supersolution methods [30] and bifurcation theory [13, 11, 20, 29, 21, 41, 19] and references therein.

However, for general systems (1) there are fewer results available in the literature. We mention [22] that applies fixed point methods for the case in that $P, Q, R, S$ are suitable polynomial function on $u$ and $v$, which is not required here, and the interesting bifurcation results developed by [35] which have been widely used in recent years (see, for instance, [40, 41, 2, 5]). We point out that the main theorem of [35] is based on Degree theory for $C^1$ Fredholm mappings of index 0 of [31] and the unilateral bifurcation results of [28] (see the proof of Theorem 4.4 in [35]). The result provides sufficient conditions to obtain a unilateral global bifurcation result of positive solutions of a class of quasilinear elliptic systems. Our results are also based on [28] (see also [26]), but with a different approach. Precisely, we will extend the bifurcation results for semilinear system of [23] to the quasilinear case (1), which requires the existence of a non-degenerate semitrivial positive solution (in a sense that will be defined later) to guarantee the existence of global bifurcation of non-negative solutions and provides better information on the continuum obtained.

We also refer to [6] where the authors developed a bifurcation result to analyze a predator-prey system which is a particular case of (1). Actually, here we extend this result to the general system (1).

It should be noted that a standard approach to deal with (6) is to apply the change of variables $U = \varphi(u,v)$ and $V = \psi(u,v)$, transforming (6) into a semilinear system, decoupled in the diffusion, where one can apply the techniques which worked for such systems, for instance, the bifurcation theorems of [23]. However, (1) can not be written as (6) because there does not exist an immediate change variable that transforms (1) into
a semilinear system.

In order to state our main result, we need to make some considerations. First, we search for non-negative strong solutions of (1) (in $W^{2,p}_0(\Omega) \times W^{2,p}_0(\Omega)$, for all $p > 1$). Observe that (1) admits three types of non-negative strong solutions: the trivial solution $(0,0)$; the semitrivial positive solutions $(u,0)$ and $(0,v)$ where $u$ and $v$ are positive solutions of

\[
\begin{cases}
-\text{div}(P(u,0)\nabla u) = \lambda a(x)u + f(x,u)u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

and

\[
\begin{cases}
-\text{div}(R(0,v)\nabla v) = \mu b(x)v + g(x,v)v & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega,
\end{cases}
\]

respectively; and the coexistence states $(u,v)$ with both components positive. With respect to the positive semitrivial solutions we also need the following definition:

**Definition 1.** Let $(\lambda, \theta_\lambda)$ be a non-negative solution of (7). $(\lambda, \theta_\lambda)$ is a non-degenerate solution of (7) if zero is the unique strong solution of the linearization of (7) at $\theta_\lambda$, which is given by

\[
\begin{cases}
-\text{div}(P_u(\theta_\lambda,0)\nabla \theta_\lambda + P(\theta_\lambda,0)\nabla u) = \lambda a(x)u + [\theta_\lambda f_u(x,\theta_\lambda) + f(x,\theta_\lambda)]u & \text{in } \Omega, \\
u = 0 & \text{on } \Omega.
\end{cases}
\]

In an analogous way, the non-degenerate solution of (8) is defined.

Now, we will introduce some notations with respect to an important eigenvalue problem. Let $\mathcal{P}$ denote the positive cone in $C^1_0(\Omega)$ whose interior (notation: int($\mathcal{P}$)) is nonempty.

On the other hand, given $A \in C^1(\overline{\Omega})$ and $B, C \in C(\overline{\Omega})$, satisfying $C(x) > 0$, $A(x) \geq A_0 > 0$ for $x \in \Omega$ and a suitable constant $A_0$, we denote by

$$\sigma_1[-\text{div}(A\nabla) + B(x); C(x)]$$

the principal eigenvalue of

\[
\begin{cases}
-\text{div}(A(x)\nabla u) + B(x)u = \lambda C(x)u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

It is well-known (see for instance [24]) that $\sigma_1[-\text{div}(A\nabla) + B(x); C(x)]$ is increasing with respect to $A$ and $B$. Moreover, it is decreasing (resp. increasing) with respect to $C$ if $\sigma_1[-\text{div}(A\nabla) + B(x); 1] > 0$ (resp. $\sigma_1[-\text{div}(A\nabla) + B(x); 1] < 0$). See, for instance, [25, 10].
Now, let $B, C \in C(\bar{\Omega})$, $M_1, M_2 \in C^2(\mathbb{R})$, $M_0$ constant and $v \in C^2(\bar{\Omega}) \cap \text{int}(\mathcal{P})$ such that $M_2 \geq M_0 > 0$, $C > 0$. Consider the following eigenvalue problem

\[
\begin{cases}
-\text{div}(M_1(v)u \nabla v + M_2(v)\nabla u) + B(x)u = \lambda C(x)u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

(10)

whose principal eigenvalue will be denoted by

\[
\sigma_1[-\text{div}(M_1(v) \nabla v + M_2(v) \nabla) + B(x); C(x)].
\]

On the other hand, let $\varphi$ be a positive eigenfunction of (10) with $\|\varphi\|_0 = 1$. Using the change of variable

\[
z = \varphi e^{h(v)} \Leftrightarrow z e^{-h(v)} = \varphi, \quad h(v) := \int_0^v \frac{M_1(s)}{M_2(s)} ds
\]

in (10) with $(\lambda, u) = (\lambda_0, \varphi)$, where $\lambda_0 = \sigma_1[-\text{div}(M_1(v) \nabla v + M_2(v) \nabla) + B(x); C(x)]$, we obtain

\[
\begin{cases}
-\text{div}(M_2(v) e^{-h(v)} \nabla z) + B(x) z e^{-h(v)} = \lambda_0 C(x) z e^{-h(v)} & \text{in } \Omega, \\
z = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Since $z = \varphi e^{-h(v)} > 0$, it follows that

\[
\lambda_0 = \sigma_1[-\text{div}(M_2(v) e^{-h(v)} \nabla) + B(x) e^{-h(v)}; C(x) e^{-h(v)}].
\]

Thus,

\[
\sigma_1[-\text{div}(M_1(v) \nabla v + M_2(v) \nabla) + B(x); C(x)] = \sigma_1[-\text{div}(M_2(v) e^{-h(v)} \nabla) + B(x) e^{-h(v)}; C(x) e^{-h(v)}].
\]

(11)

Finally, to state our main result, we define

\[
h_1, h_2 : [0, \infty) \to \mathbb{R}
\]

given by

\[
h_1(z) := \int_0^z \frac{Q_0(s,0)}{R(s,0)} ds
\]

(12)

and

\[
h_2(z) := \int_0^z \frac{S_0(s,0)}{P(0,s)} ds.
\]

(13)

Thus, we have
Theorem 1.1. Suppose that \((H_{PQRS}), (H_{ab}), (H_{fg})\) and \((H_{FG})\) are satisfied. Let \((\lambda, \theta_\lambda) \in \mathbb{R} \times \text{int}(\mathcal{P})\) be a nondegenerate solution of (7) and consider

\[
\mu_\lambda := \sigma_1 \left[ -\text{div} (Q_\lambda(\theta_\lambda, 0) \nabla \theta_\lambda + R(\theta_\lambda, 0) \nabla) - G(x, \theta_\lambda, 0) \theta_\lambda; b \right] \\
= \sigma_1 \left[ -\text{div} (R(\theta_\lambda, 0) e^{-h_1(\theta_\lambda)} \nabla) - G(x, \theta_\lambda, 0) \theta_\lambda e^{-h_1(\theta_\lambda)}; be^{-h_1(\theta_\lambda)} \right]. \tag{14} \]

Then, from the point \((\mu, u, v) = (\mu_\lambda, \theta_\lambda, 0)\) emanates a continuum

\[\mathcal{C} \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})\]

of coexistence states of (1) such that either:

1. \(\mathcal{C}\) is unbounded in \(\mathbb{R} \times \mathcal{C}_0^1(\overline{\Omega}) \times \mathcal{C}_0^1(\overline{\Omega})\);

2. There exists a positive solution \((\mu^*, \theta_{\mu^*})\) of (8) such that

\[
\lambda = \sigma_1 \left[ -\text{div} (S_\mu(0, \theta_{\mu^*}) \nabla \theta_{\mu^*} + P(0, \theta_{\mu^*}) \nabla) - F(x, 0, \theta_{\mu^*}) \theta_{\mu^*}; a \right] \\
= \sigma_1 \left[ -\text{div} (P(0, \theta_{\mu^*}) e^{-h_2(\theta_{\mu^*})} \nabla) - F(x, \theta_{\mu^*}, 0) \theta_{\mu^*} e^{-h_2(\theta_{\mu^*})}; ae^{-h_2(\theta_{\mu^*})} \right]
\]

and \((\mu^*, 0, \theta_{\mu^*}) \in \overline{\mathcal{C}}; \)

3. There exists another positive solution of (7), say \((\lambda, \psi_\lambda)\), with \(\psi_\lambda \neq \theta_\lambda\) such that

\[
(\sigma_1 \left[ -\text{div} (Q_\lambda(\psi_\lambda, 0) \nabla \psi_\lambda + R(\psi_\lambda, 0) \nabla) - G(x, \psi_\lambda, 0) \psi_\lambda; b \right], \psi_\lambda, 0) = \tag{15}
\]

\[
(\sigma_1 \left[ -\text{div} (R(\psi_\lambda, 0) e^{-h_1(\psi_\lambda)} \nabla) - G(x, \psi_\lambda, 0) \psi_\lambda e^{-h_1(\psi_\lambda)}; be^{-h_1(\psi_\lambda)} \right], \psi_\lambda, 0) \in \overline{\mathcal{C}};
\]

4. \(\lambda = \sigma_1 \left[ -\text{div} (P(0, 0) \nabla); a \right] \) and \((\sigma_1 \left[ -\text{div} (R(0, 0) \nabla); b \right], 0, 0) \in \overline{\mathcal{C}}.\)

In the same way, we can fix \(\mu\) and consider \(\lambda\) as a bifurcation parameter. Thus, we have:

Theorem 1.2. Suppose that \((H_{PQRS}), (H_{ab}), (H_{fg})\) and \((H_{FG})\) are satisfied. Let \((\mu, \theta_\mu) \in \mathbb{R} \times \text{int}(\mathcal{P})\) be a nondegenerate solution of (8) and consider

\[
\lambda_\mu := \sigma_1 \left[ -\text{div} (S_\mu(0, \theta_\mu) \nabla \theta_\mu + P(0, \theta_\mu) \nabla) - F(x, 0, \theta_\mu) \theta_\mu; a \right] \\
= \sigma_1 \left[ -\text{div} (P(0, \theta_\mu) e^{-h_2(\theta_\mu)} \nabla) - F(x, \theta_\mu, 0) \theta_\mu e^{-h_2(\theta_\mu)}; ae^{-h_2(\theta_\mu)} \right]. \tag{15} \]

Then, from the point \((\lambda, u, v) = (\lambda_\mu, 0, \theta_\mu)\) emanates a continuum

\[\mathcal{C} \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})\]

of coexistence states of (1) such that either:
1. $\mathcal{C}$ is unbounded in $\mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega)$;

2. There exists a positive solution $(\lambda^*, \theta_{\lambda^*})$ of (7) such that

$$\mu = \sigma_1[-\text{div}(Q_v(\theta_{\lambda^*}, 0)\nabla \theta_{\lambda^*} + R(\theta_{\lambda^*}, 0)\nabla) - G(x, \theta_{\lambda^*}, 0)\theta_{\lambda^*}; b]$$

$$= \sigma_1[-\text{div}(R(\theta_{\lambda^*}, 0)e^{-h_1(\theta_{\lambda^*})}) - G(x, \theta_{\lambda^*}, 0)\theta_{\lambda^*}e^{-h_1(\theta_{\lambda^*})}; be^{-h_1(\theta_{\lambda^*})}]$$

and $(\lambda^*, \theta_{\lambda^*}, 0) \in \mathcal{C}$;

3. There exists another positive solution of (8), say $(\mu, \psi_\mu)$, with $\psi_\mu \neq \theta_\mu$ such that

$$(\sigma_1[-\text{div}(S_u(0, \psi_\mu)\nabla \psi_\mu + P(0, \psi_\mu)\nabla) - F(x, 0, \psi_\mu)\psi_\mu; a], 0, \psi_\mu) = (\sigma_1[-\text{div}(P(0, \psi_\mu)e^{-h_2(\psi_\mu)}) - F(x, \psi_\mu, 0)\psi_\mu e^{-h_2(\psi_\mu)}; ae^{-h_2(\psi_\mu)}], 0, \psi_\mu) \in \mathcal{C},$$

4. $\mu = \sigma_1[-\text{div}(R(0, 0)\nabla); b]$ and $(\sigma_1[-\text{div}(P(0, 0)\nabla); a], 0, 0) \in \mathcal{C}$.

**Remark 1.** An useful comment regarding the eigenvalues $\mu_\lambda$ and $\lambda_\mu$ in Theorems 1.1 and 1.2 is necessary. Note that

$$\mu_\lambda = \sigma_1[-\text{div}(Q_v(\theta_\lambda, 0)\nabla \theta_\lambda + R(\theta_\lambda, 0)\nabla) - G(x, \theta_\lambda, 0)\theta_\lambda; b]$$

(16)

or

$$\mu_\lambda = \sigma_1[-\text{div}(R(\theta_\lambda, 0)e^{-h_1(\theta_\lambda)}) - G(x, \theta_\lambda, 0)\theta_\lambda e^{-h_1(\theta_\lambda)}; be^{-h_1(\theta_\lambda)}],$$

(17)

Thanks to (2) in $(H_{PQRS})$, (16) appears naturally when one linearizes the second equation of (1) at $(\theta_\lambda, 0)$ and we will be used throughout the proof of Theorem 1.1. On the other hand, (17) can be more convenient in applications, due to the monotonicity properties of this eigenvalue. The same remark applies to $\lambda_\mu$.

**Remark 2.** Similar to what happens in Theorem 7.2.2 of [28] (see Remark 7.2.3), the alternative 3 of Theorem 1.1 (resp. Theorem 1.2) cannot occur if (7) (resp. (8)) has a unique positive solution and alternative 4 cannot occur if $\lambda \neq \sigma_1[-\text{div}(P(0, 0)\nabla); a]$ (resp. $\mu \neq \sigma_1[-\text{div}(R(0, 0)\nabla); b]$). This is a common situation in applications, as we will see in Section 5.

The paper is organized as follows. In Section 2, we will re-write (1) as a suitable nonlinear equation to apply the unilateral bifurcation theorems of [28]. In Section 3 we will present some auxiliary results that will be useful to prove Theorem 1.1, which will be done in Section 4. Finally, in Section 5 we provide some applications to systems arising to population dynamics.
2 Construction of the operator

The main goal of this section is to re-write (1) as a suitable nonlinear equation to apply the unilateral bifurcation result of [28]. To this end, we argue as follows.

Remark 3. In [28] (see Section 7.2) the author defines the operator on a subspace of \( C(\Omega) \), which is ordered Banach space whose positive cone is normal and has nonempty interior. As we shall see below, we can not do the same, due to the presence of the gradient of the functions \( u \) and \( v \). For this reason, the space chosen will be \( C_{0}^{1}(\Omega) \), which also is an ordered Banach space whose positive cone has nonempty interior, but it is not normal. However, we can still apply Theorem 12.3 and Corollary 12.4 of [9].

First, in view of (4), we can extend the functions \( P, Q, R, S : [0, \infty) \rightarrow \mathbb{R} \) to \( \mathbb{R} \) such that \( P, Q, R, S \in C^{2}(\mathbb{R}) \) and

\[
|P(u,v)Q(u,v) - R(u,v)S(u,v)| \geq \delta_0 > 0 \quad \forall u, v \in \mathbb{R}. \tag{18}
\]

Thus, throughout the rest of this paper \( P, Q, R, S : \mathbb{R} \rightarrow \mathbb{R} \) are function of class \( C^{2} \) satisfying \( (H_{PQRS}) \) and (18).

Suppose now that \((u, v) \in W^{2,p}_{0}(\Omega) \times W^{2,p}_{0}(\Omega)\), for all \( p > 1 \), is a non-negative solution of (1). Then (1) is equivalent to

\[
\begin{align*}
-P_{u}(u,v)|\nabla u|^{2} - S_{u}(u,v)|\nabla v|^{2} - (P_{v}(u,v) + S_{u}(u,v))\nabla u \nabla v \quad & \text{in } \Omega, \\
-Q_{u}(u,v)|\nabla u|^{2} - R_{u}(u,v)|\nabla v|^{2} - (Q_{v}(u,v) + R_{u}(u,v))\nabla u \nabla v \quad & \text{in } \Omega, \\
-Q(u,v)\Delta u - R(u,v)\Delta v = \mu b(x)v + g(x,v)v + G(x,u,v)uv \quad & \text{in } \Omega, \\
u = v = 0 & \quad \text{on } \partial \Omega.
\end{align*}
\tag{19}
\]

Denoting by simplicity \( P = P(u,v), \ Q = Q(u,v), \ R = R(u,v), \ S = S(u,v) \) and the same for its derivatives, we can re-write (19) as

\[
\begin{align*}
-P\Delta u - S\Delta v = M & \quad \text{in } \Omega, \\
-Q\Delta u - R\Delta v = N & \quad \text{in } \Omega, \\
u = v = 0 & \quad \text{on } \partial \Omega,
\end{align*}
\]

where

\[
M := M(u,v) = P_{u}|\nabla u|^{2} + S_{v}|\nabla v|^{2} + (P_{v} + S_{u})\nabla u \nabla v + \lambda a(x)u + f(x,u)u + F(x,u,v)uv
\]
and

\[ N := N(\mu, u, v) = Q_u |\nabla u|^2 + R_v |\nabla v|^2 + (Q_v + R_u) \nabla u \nabla v + \mu b(x)v + g(x, v) + G(x, u, v)u v. \]

Or in matrix form

\[
- \begin{bmatrix}
  P & S \\
  Q & R
\end{bmatrix}
\begin{bmatrix}
  \Delta u \\
  \Delta v
\end{bmatrix} =
\begin{bmatrix}
  M \\
  N
\end{bmatrix}.
\]

(20)

By hypothesis (18), the matrix

\[
\begin{bmatrix}
P(s, t) & S(s, t) \\
Q(s, t) & R(s, t)
\end{bmatrix}
\]

is invertible for all \( s, t \in \mathbb{R} \) and then (20) is equivalent to

\[
- \begin{bmatrix}
  \Delta u \\
  \Delta v
\end{bmatrix} = \frac{1}{PR - QS}
\begin{bmatrix}
  R & -S \\
  -Q & P
\end{bmatrix}
\begin{bmatrix}
  M \\
  N
\end{bmatrix} =
\begin{bmatrix}
  RM - SN \\
  PR - QS \ N
\end{bmatrix}.
\]

Let \((\lambda, \theta_\lambda)\) be a (positive) solution of (7). Adding to both sides of the second equation above the following linear term

\[ Z(v) := -(Q_v(\theta_\lambda, 0) + R_u(\theta_\lambda, 0)) \nabla \theta_\lambda \nabla v + kv \]

where \( k > 0 \) is a constant to be chosen, it follows

\[
\begin{bmatrix}
  -\Delta u \\
  -\Delta v + Z(v)
\end{bmatrix} = \begin{bmatrix}
  RM - SN \\
  PR - QS \ N
\end{bmatrix}.
\]

Remark 4. The addition of \( Z \) is necessary for that the operator \( T_\mu \) defined in (28) to be strongly positive (see Lemma 3.2).

Finally,

\[
\begin{bmatrix}
  u \\
  v
\end{bmatrix} = \begin{bmatrix}
  (-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right) \\
  (-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} + Z(v) \right)
\end{bmatrix}.
\]

Thus, fixed \( \lambda \in \mathbb{R} \), we define the operator

\[ \mathfrak{F} : \mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega) \longrightarrow C^1_0(\Omega) \times C^1_0(\Omega) \]

given by

\[
\mathfrak{F}(\mu, u, v) = \begin{bmatrix}
  u - (-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right) (\mu, u, v) \\
  v - (-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} \right) (\mu, u, v) + Z(v)
\end{bmatrix}.
\]

(21)
Note that $\mathfrak{F}$ is well defined because, for each $(\mu, u, v) \in \mathbb{R} \times C_0^1(\Omega) \times C_0^1(\Omega),$

$$P(u,v), Q(u,v), R(u,v), S(u,v), M(u,v), N(\mu,u,v), Z(v) \in C(\Omega), \quad \forall \lambda \in \mathbb{R},$$

and, since the operators

$$(-\Delta)^{-1}, (-\Delta + Z)^{-1} : C(\Omega) \rightarrow C_0^1(\Omega)$$

are well defined, it follows that $\mathfrak{F}$ is well defined. Moreover, $(u,v) \in W_0^{2,p}(\Omega) \times W_0^{2,p}(\Omega)$ is a non-negative strong solution of (1) if, and only if,

$$\mathfrak{F}(\mu,u,v) = 0 \quad \mu \in \mathbb{R}.$$  

Furthermore,

$$\mathfrak{F}(\mu, \theta, 0) = 0 \quad \forall \mu \in \mathbb{R},$$

consequently $(\mu, \theta, 0)$ can be regarded as the known curve of the solutions from which we hope the coexistence states will bifurcate.

The next important step to apply the Theorem 6.4.3 of [28] is to calculate

$$\mathcal{L}(\mu) := D_{(u,v)} \mathfrak{F}(\mu, \theta, 0).$$

In the following we will calculate this derivative. By definition of $\mathfrak{F}$ (see (21)) we have

$$\mathcal{L}(\mu) = D_{(u,v)} \mathfrak{F}(\mu, \theta, 0) = \begin{bmatrix} I - (-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right)_u & -(-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right)_v \\ -(-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} \right)_u & I - (-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} + Z \right)_v \end{bmatrix} \tag{22}$$

where each term is computed in $(\theta, 0)$ and we have already used that $Z$ does not depend on $u$ and, hence, $Z_u \equiv 0$. Let us compute each term in the above operator. We emphasize again that the functions $P, Q, R, S, M$ and $N$ as well as their derivatives are calculated in $(\theta, 0)$ and we omit the point by simplicity. Thus,

$$N = N(\mu, \theta, 0) = Q_u |\nabla \theta_\lambda|^2,$$

$$N_u \xi = N_u(\mu, \theta, 0) \xi = Q_u \xi |\nabla \theta_\lambda|^2 + 2Q_u \nabla \theta_\lambda \nabla \xi,$$

$$N_v \eta = N_v(\mu, \theta, 0) \eta = Q_v |\nabla \theta_\lambda|^2 \eta + (Q_v + R_u) \nabla \theta_\lambda \nabla \eta + \mu b(x) \eta + G(x, \theta, 0) \theta \eta,$$

$$M = M(\theta, 0) = P_u |\nabla \theta_\lambda|^2 + \lambda a(x) \theta_\lambda + f(x, \theta) \theta_\lambda = -P \Delta \theta_\lambda,$$

$$M_u \xi = M_u(\theta, 0) \xi = P_u \xi |\nabla \theta_\lambda|^2 \xi + 2P_u \nabla \theta_\lambda \nabla \xi + \lambda a(x) \xi + f(x, \theta) \xi + f_u(x, \theta) \theta \xi,$$

$$M_v \eta = M_v(\theta, 0) \eta = P_v \eta |\nabla \theta_\lambda|^2 \eta + (P_v + S_u) \nabla \theta_\lambda \nabla \eta + F(x, \theta, 0) \theta \eta.$$
By hypothesis \((H_{PQRS})\), \(Q(s, 0) = 0\) for all \(s \geq 0\), which implies
\[
Q(\theta, 0) = Q_u(\theta, 0) = Q_{uu}(\theta, 0) = N(\mu, \theta, 0) = N_u(\mu, \theta, 0) = 0.
\] (23)

Thus,
\[
\left( \frac{RM - SN}{PR - QS} \right)_v (\mu, \theta, 0) = \left( \frac{M_u P - MP_u}{P^2} \right)(\theta, 0).
\]

Substituting the terms \(M_u(\theta, 0), P(\theta, 0)\) and \(P_u(\theta, 0)\), by a direct calculation we obtain
\[
\left( \frac{RM - SN}{PR - QS} \right)_u (\mu, \theta, 0)u = P(\theta, 0)^{-1} \{ \text{div}(P_u(\theta, 0)u\nabla \theta) + P_u(\theta, 0)\nabla \theta \nabla u + \lambda \alpha(x)u + [\theta \lambda f_u(x, \theta) + f(x, \theta)]u \}.
\]

Define the operator \(T_{1, \lambda} : C^1_0(\Omega) \to C^1_0(\Omega)\) given by
\[
T_{1, \lambda}u := u - (-\Delta)^{-1} \left[ P(\theta, 0)^{-1} \{ \text{div}(P_u(\theta, 0)u\nabla \theta) + P_u(\theta, 0)\nabla \theta \nabla u + \lambda \alpha(x)u + [\theta \lambda f_u(x, \theta) + f(x, \theta)]u \} \right],
\] (24)
then \(T_{1, \lambda}\) is well defined and by above discussion
\[
I - (-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right)_u (\theta, 0) = T_{1, \lambda}.
\] (25)

Similarly, it follows from (23) that
\[
\left( \frac{PN - QM}{PR - QS} \right)_u (\mu, \theta, 0) = 0
\]
and, hence,
\[
(-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} \right)_u (\mu, \theta, 0) \equiv 0.
\] (26)

On the other hand, again by (23) and using that \(Z\) is linear in \(v\) and therefore \(Z_v = Z\), we deduce that
\[
\left( \frac{PN - QM}{PR - QS} + Z \right)_v (\mu, \theta, 0) = \frac{PN_v - Q_v M}{PR} (\mu, \theta, 0) + Z(\theta) = \frac{N_v + Q_v \Delta \theta}{R} (\mu, \theta, 0) + Z(\theta).
\]

Substituting \(Z(\theta)\) and \(N_v(\mu, \theta, 0)\), by a direct calculation we obtain
\[
\left( \frac{PN - QM}{PR - QS} + Z \right)_v (\mu, \theta, 0) = \frac{Q_{vu}(\theta, 0) |\nabla \theta|^2 + \mu b(x) + G(x, \theta, 0) \theta + Q_v(\theta, 0) \Delta \theta_k + k}{R(\theta, 0)}. \] (27)
Define now the operator $T_\mu : C_0^1(\Omega) \to C_0^1(\Omega)$, $\mu \in \mathbb{R}$, given by

$$T_\mu = (-\Delta + Z)^{-1} \left[ \frac{Q_{vu}(\theta_{\lambda}, 0)|\nabla \theta_{\lambda}|^2 + \mu b(x) + G(x, \theta_{\lambda}, 0)\theta_{\lambda} + Q_v(\theta_{\lambda}, 0)\Delta \theta_{\lambda} + k}{R(\theta_{\lambda}, 0)} \right],$$ \hspace{1cm} (28)

then $T_\mu$ is well defined and by above discussion

$$(-\Delta + Z)^{-1} \left( \frac{PN - QM}{PR - QS} + Z \right)_v (\mu, \theta_{\lambda}, 0) = T_\mu.$$ \hspace{1cm} (29)

Finally, we will denote

$$\hat{T} := (-\Delta)^{-1} \left( \frac{RM - SN}{PR - QS} \right)_v (\mu, \theta_{\lambda}, 0).$$ \hspace{1cm} (30)

By (25), (26), (29) and (30), we conclude that

$$\mathcal{L}(\mu) = \begin{bmatrix} T_{1,\lambda} & -\hat{T} \\ 0 & I - T_{\mu,\lambda} \end{bmatrix}.$$

3 Auxiliary Results

In this section we will prove some useful properties of the operators $T_{1,\lambda}$ and $T_\mu$ defined in previous section and use them to prove some important results of $\mathcal{L}(\mu)$.

The first lemma connects the concept of nondegenerate solution of (7) with the invertibility of $T_{1,\lambda}$.

**Lemma 3.1.** A solution $(\lambda, \theta_{\lambda})$ of (7) is nondegenerate if, and only if, $T_{1,\lambda}$ is invertible.

**Proof.** Recall that by Definition 1, $(\lambda, \theta_{\lambda})$ is nondegenerate solution of (7) is zero is the unique strong solution of (9). On the other hand, it is equivalent to

$$T_{1,\lambda}u = u - (-\Delta)^{-1} \left[ P(\theta_{\lambda}, 0)^{-1} \{ \text{div}(P_u(\theta_{\lambda}, 0)u \nabla \theta_{\lambda}) + P_u(\theta_{\lambda}, 0)\nabla \theta_{\lambda} \nabla u \\
+ \lambda a(x)u + [\theta_{\lambda} f_u(x, \theta_{\lambda}) + f(x, \theta_{\lambda})u] \right] = 0, \quad (u \in C_0^1(\Omega)).$$

That is, $(\lambda, \theta_{\lambda})$ is a nondegenerate solution of (7) if, and only if, $N[T_{1,\lambda}] = \{0\}$. Since $T_{1,\lambda}$ is a linear operator which is a compact perturbation of the identity map, it follows that it is equivalent to say that $T_{1,\lambda}$ is invertible. \hspace{1cm} \square

Now, we will prove some properties of the operator $T_\mu$. 
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Lemma 3.2. For \( k > 0 \) large enough, the operator \( T_{\mu, \lambda} \) (see (28)) where
\[
\mu = \mu_\lambda = \sigma_1 \left[ -\text{div}(Q_v(\theta_\lambda, 0)\nabla \theta_\lambda + R(\theta_\lambda, 0)\nabla) - G(x, \theta_\lambda, 0) \theta_\lambda; b \right],
\]
is strongly positive and satisfies
\[
r(T_{\mu, \lambda}) = 1,
\]
where \( r(T_{\mu, \lambda}) \) denotes the spectral radius of \( T_{\mu, \lambda} \).

Proof. Choose \( k > 0 \) sufficiently large such that
\[
Q_vu(\theta_\lambda, 0) |\nabla \theta_\lambda|^2 + \mu_\lambda b(x) + G(x, \theta_\lambda, 0) \theta_\lambda + Q_v(\theta_\lambda, 0) \Delta \theta_\lambda + k \geq 0.
\]
Then, for \( v > 0 \), \( y = T_{\mu, \lambda} v \) satisfies
\[
-\Delta y + Z(y) = \frac{Q_vu(\theta_\lambda, 0) |\nabla \theta_\lambda|^2 v + \mu_\lambda b(x) v + G(x, \theta_\lambda, 0) \theta_\lambda v + Q_v(\theta_\lambda, 0) v \Delta \theta_\lambda + k v}{R(\theta_\lambda, 0)} \geq 0.
\]
Since positive constants are strict supersolution of \(-\Delta + Z\) in \( \Omega \) under homogeneous Dirichlet boundary conditions, then it satisfies the Strong Maximum Principle. Consequently, \( y \in \text{int}(\mathcal{P}) \), showing that \( T_{\mu, \lambda} \) is strongly positive.

To establish that \( r(T_{\mu, \lambda}) = 1 \), we argue as follows. Let \( \varphi_2 \) be the positive eigenfunction associated to
\[
\mu_\lambda = \sigma_1 \left[ -\text{div}(Q_v(\theta_\lambda, 0)\nabla \theta_\lambda + R(\theta_\lambda, 0)\nabla) - G(x, \theta_\lambda, 0) \theta_\lambda; b \right]
\]
with \( \|\varphi_2\|_0 = 1 \). We claim that
\[
T_{\mu, \lambda} \varphi_2 = \varphi_2.
\]
Indeed, this equality is equivalent to
\[
-\Delta \varphi_2 + Z(\varphi_2) = \frac{Q_vu(\theta_\lambda, 0) |\nabla \theta_\lambda|^2 \varphi_2 + \mu_\lambda b(x) \varphi_2 + G(x, \theta_\lambda, 0) \theta_\lambda \varphi_2 + Q_v(\theta_\lambda, 0) \varphi_2 \Delta \theta_\lambda + k \varphi_2}{R(\theta_\lambda, 0)}.
\]
Substituting \( Z(\varphi_2) \), by a direct calculation, we find that
\[
-\text{div}(Q_v(\theta_\lambda, 0)\varphi_2\nabla \theta_\lambda + R(\theta_\lambda, 0)\nabla \varphi_2) - G(x, \theta_\lambda, 0) \theta_\lambda \varphi_2 = \mu_\lambda b(x) \varphi_2
\]
which holds true by definition of \( \varphi_2 \). Thus, \( 1 \) is a eigenvalue of \( T_{\mu, \lambda} \) with an associated positive eigenfunction. Since \( T_{\mu, \lambda} \) is strong positive and \( C^1(\Omega) \) has positive cone with nonempty interior, by Theorem 12.3 of [9], we conclude that \( r(T_{\mu, \lambda}) = 1 \).
The next corollary will be very useful later.

**Corollary 3.1.** Let $y \in C^1_0(\Omega) \setminus \{0\}$ with $y \geq 0$. Then the equation

$$v - T_{\mu_\lambda}v = y$$

has no solution $v \in C^1_0(\Omega)$.

**Proof.** Since $T_{\mu_\lambda}$ is strongly positive with $r(T_{\mu_\lambda}) = 1$ and $C^1_0(\Omega)$ has positive cone with nonempty interior, the result follows from Corollary 12.4 of [9].

**Remark 5.** From now on we shall assume that $(\lambda, \theta_\lambda)$ is a nondegenerate strong solution of (7) with $\theta_\lambda \in \text{int}(P)$ and $k > 0$ fixed such that the statements of Lemma 3.2 holds true.

The next step is to find a 1-transversal eigenvalues of $\mathfrak{L}(\mu)$ (in the sense of [28]). As the natural candidate is $\mu = \mu_\lambda$, let us determine the range and the kernel of $\mathfrak{L}(\mu_\lambda)$.

**Proposition 3.1.** (a)

$$N[\mathfrak{L}(\mu_\lambda)] = \text{span}((T_{1,\lambda}^{-1}(\hat{T} \varphi_2), \varphi_2))$$

where $\varphi_2$ stands for the positive eigenfunction associated to $\mu_\lambda$ with $\|\varphi_2\|_0 = 1$.

(b)

$$R[\mathfrak{L}(\mu_\lambda)] = C^1_0(\Omega) \times R[I - T_{\mu_\lambda}]$$

where $T_{\mu_\lambda}$ denotes the operator defined by (28).

**Proof.** To prove (a), observe that $(\xi, \eta) \in N[\mathfrak{L}(\mu_\lambda)]$ is equivalent to

$$\mathfrak{L}(\mu_\lambda)(\xi, \eta)^t = (0, 0)^t$$

$$\begin{bmatrix} T_{1,\lambda} & -\hat{T} \\ 0 & I - T_{\mu_\lambda} \end{bmatrix} \begin{bmatrix} \xi \\ \eta \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \quad (32)$$

It follows from second equation of (32) that

$$T_{\mu_\lambda}\eta = \eta.$$  

By Lemma 3.2 we have $r(T_{\mu_\lambda}) = 1$. Therefore, the above equality is an eigenvalue problem whose solutions are $c\varphi_2, c \in \mathbb{R}$. Consequently,

$$\eta \in \text{span}(\varphi_2).$$
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On the other hand, the first equation of (32) with $\eta = \varphi_2$ yields

$$T_{1,\lambda}\xi = \hat{T}\varphi_2.$$  

Once that $T_{1,\lambda}$ is invertible (according with Lemma 3.1), we obtain

$$\xi = T_{1,\lambda}^{-1}(\hat{T}\varphi_2).$$

Thus,

$$N[\mathcal{L}(\mu_\lambda)] = \text{span}(\langle T_{1,\lambda}^{-1}(\hat{T}\varphi_2), \varphi_2 \rangle).$$

Now let us prove (b). $(\xi, \eta) \in R[\mathcal{L}(\mu_\lambda)]$ is equivalent to say that there exists $(u, v) \in C^1_0(\Omega) \times C^1_0(\Omega)$ such that

$$\mathcal{L}(\mu_\lambda)(u, v)^t = (\xi, \eta)^t$$
or equivalently,

$$\begin{bmatrix} T_{1,\lambda} & -\hat{T} \\ 0 & I - T_{\mu_\lambda} \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} \xi \\ \eta \end{bmatrix}. \quad (33)$$

It follows from second equation of (33) that

$$\eta \in R[I - T_{\mu_\lambda}].$$

While the first one gives us

$$T_{1,\lambda}u = \hat{T}v + \xi. \quad (34)$$

Recall that $\hat{T}$ is operator $C^1_0(\Omega)$ into $C^1_0(\Omega)$. Then for each $v, \xi \in C^1_0(\Omega)$,

$$\hat{T}v + \xi \in C^1_0(\Omega).$$

Since $T_{1,\lambda} : C^1_0(\Omega) \to C^1_0(\Omega)$ is invertible (see Lemma 24), we conclude that there exists $u \in C^1_0(\Omega)$ satisfying (34). Therefore

$$R[\mathcal{L}(\mu_\lambda)] = C^1_0(\Omega) \times R[I - T_{\mu_\lambda}].$$

To verify the transversality condition of [8], it remains to determine

$$\mathcal{L}_1 := D_\mu\mathcal{L}(\mu_\lambda).$$
Proposition 3.2.

\[ \mathcal{L}_1 := D_\mu \mathcal{L}(\mu_\lambda) = \begin{bmatrix} 0 & -(-\Delta)^{-1} \left( \begin{array}{c} S(\theta_\lambda, 0)b(x) \\ (PR)(\theta_\lambda, 0) \end{array} \right) \\ 0 & -(-\Delta + Z)^{-1} \left( \begin{array}{c} b(x) \\ R(\theta_\lambda, 0) \end{array} \right) \end{bmatrix} \]

Proof. Taking into account that only \( N_v \) depends on \( \mu \), by a direct calculation we have

\[ N_{\mu v} \equiv b(x) \]

and the derivatives with respect to \( \mu \) of all other term that appear in (22) are zero. Then, differentiating \( \mathcal{L}(\mu) \) with respect to \( \mu \) at \( \mu_\lambda \) yields

\[ \mathcal{L}_1 = D_\mu \mathcal{L}(\mu_\lambda) = \begin{bmatrix} 0 & -(-\Delta)^{-1} \left( \begin{array}{c} S(\theta_\lambda, 0)b(x) \\ (PR)(\theta_\lambda, 0) \end{array} \right) \\ 0 & -(-\Delta + Z)^{-1} \left( \begin{array}{c} b(x) \\ R(\theta_\lambda, 0) \end{array} \right) \end{bmatrix} \]

Finally, we conclude this section by providing that \( \mu_\lambda \) is a 1-transversal eigenvalue of the family \( \mathcal{L}(\mu) \) and an useful characterization of the complement \( N[\mathcal{L}(\mu_\lambda)] \) on \( C^1_0(\Omega) \times C^1_0(\Omega) \).

Proposition 3.3. (a)

\[ \mathcal{L}_1(N[\mathcal{L}(\mu_\lambda)]) \oplus R[\mathcal{L}(\mu_\lambda)] = C^1_0(\Omega) \times C^1_0(\Omega). \tag{35} \]

(b)

\[ N[\mathcal{L}(\mu_\lambda)] \oplus R[\mathcal{L}(\mu_\lambda)] = C^1_0(\Omega) \times C^1_0(\Omega). \]

Proof. To prove paragraph (a), recall that by Proposition 3.1

\[ N[\mathcal{L}(\mu_\lambda)] = \text{span}\{(T_{1,\lambda}^{-1}(\hat{T}\varphi_2), \varphi_2)\} \]

and by Proposition 3.2

\[ \mathcal{L}_1 = \begin{bmatrix} 0 & -(-\Delta)^{-1} \left( \begin{array}{c} S(\theta_\lambda, 0)b(x) \\ (PR)(\theta_\lambda, 0) \end{array} \right) \\ 0 & -(-\Delta + Z)^{-1} \left( \begin{array}{c} b(x) \\ R(\theta_\lambda, 0) \end{array} \right) \end{bmatrix} \]

Thus, \( \mathcal{L}_1(N[\mathcal{L}(\mu_\lambda)]) \) is given by

\[ \begin{bmatrix} 0 & -(-\Delta)^{-1} \left( \begin{array}{c} S(\theta_\lambda, 0)b(x) \\ (PR)(\theta_\lambda, 0) \end{array} \right) \\ 0 & -(-\Delta + Z)^{-1} \left( \begin{array}{c} b(x) \\ R(\theta_\lambda, 0) \end{array} \right) \end{bmatrix} \begin{bmatrix} T_{1,\lambda}^{-1}\hat{T}(c\varphi_2) \\ c\varphi_2 \end{bmatrix} = \begin{bmatrix} -(-\Delta)^{-1} \left( \begin{array}{c} cS(\theta_\lambda, 0)b(x)\varphi_2 \\ (PR)(\theta_\lambda, 0) \end{array} \right) \\ -(-\Delta + Z)^{-1} \left( \begin{array}{c} cb(x)\varphi_2 \\ R(\theta_\lambda, 0) \end{array} \right) \end{bmatrix}, \]
where \( c \in \mathbb{R} \). That is,

\[
\mathcal{L}_1(N[\mathcal{L}(\mu_\lambda)]) = \text{span} \left\{ \begin{pmatrix} (-\Delta)^{-1} \left( \frac{S(\theta_\lambda,0)b(x)\varphi_2}{PR(\theta_\lambda,0)} \right) \\ (-\Delta + Z)^{-1} \left( \frac{b(x)\varphi_2}{R(\theta_\lambda,0)} \right) \end{pmatrix} \right\}.
\]

Since \( \mathcal{L}(\mu) \) is a Fredholm operator of index zero (because it is a compact perturbation of identity map), we have

\[
\text{codim}R[\mathcal{L}(\mu_\lambda)] = \text{dim}N[\mathcal{L}(\mu_\lambda)] = 1
\]

and, hence, the complement of \( R[\mathcal{L}(\mu_\lambda)] \) in \( C^1_0(\overline{\Omega}) \times C^1_0(\overline{\Omega}) \) is one dimensional. Then, to establish (35) it is sufficient to show

\[
\begin{pmatrix} (-\Delta)^{-1} \left( \frac{S(\theta_\lambda,0)\varphi_2}{PR(\theta_\lambda,0)} \right) \\ (-\Delta + Z)^{-1} \left( \frac{b(x)\varphi_2}{R(\theta_\lambda,0)} \right) \end{pmatrix} \notin R[\mathcal{L}(\mu_\lambda)] = C^1_0(\overline{\Omega}) \times R[I - T_{\mu_\lambda}].
\]

To prove (36) we proceed by contradiction. If (36) fails, then

\[
(-\Delta + Z)^{-1} \left( \frac{b(x)\varphi_2}{R(\theta_\lambda,0)} \right) \in R[I - T_{\mu_\lambda}]
\]

and, hence, there exists \( v \in C^1_0(\overline{\Omega}) \) such that

\[
v - T_{\mu_\lambda}v = (-\Delta + Z)^{-1} \left( \frac{b(x)\varphi_2}{R(\theta_\lambda,0)} \right).
\]

On the other hand, since \((-\Delta + Z)^{-1}\) satisfies the Strong Maximum Principle and

\[
b(x)\varphi_2/R(\theta_\lambda,0) > 0,
\]

we find that

\[
(-\Delta + Z)^{-1} \left( \frac{b(x)\varphi_2}{R(\theta_\lambda,0)} \right) \geq 0.
\]

By Corollary 3.1, (36) has no solution \( v \in C^1_0(\overline{\Omega}) \), which is a contradiction. This completes the proof of (a). The proof of (b) is rather similar and so we omit it.

\[\square\]

### 4 Proof of Theorem 1.1

In the previous sections we have collected the necessary results to apply Theorem 6.4.3 of [28]. We are now able to provide the
**Proof of Theorem 1.1.** We already know that $\mathcal{L}(\mu)$ is a compact perturbation of identity map for each $\mu \in \mathbb{R}$ and it is analytic in $\mu$. Moreover, by Proposition 3.3 (a), $\mu_\lambda$ is a 1-transversal eigenvalue of $\mathcal{L}(\mu)$ and by Proposition 3.1,

$$N[\mathcal{L}(\mu_\lambda)] = \text{span}\langle (T^{-1}_{\lambda}(\hat{T}\varphi_2), \varphi_2) \rangle,$$

in particular, $\dim N[\mathcal{L}(\mu_\lambda)] = 1$. Then, the algebraic multiplicity of $\mathcal{L}(\mu)$ satisfies $\chi[\mathcal{L}(\mu); \mu_\lambda] = 1$.

Thus, owing to Theorem 5.6.2 of [28], the index Leray-Schauder of $\mathcal{L}(\mu)$ as a compact perturbation of the identity map changes sign as $\lambda$ crosses $\mu_\lambda$. Consequently, we can apply the unilateral bifurcation result of [28] (see Theorem 6.4.3).

Let $\mathcal{S}$ denote the set of points $(\mu, u, v) \in \mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega)$ such that

$$\mathfrak{F}(\mu, u, v) = 0$$

and either $(u, v) \neq (\theta_\lambda, 0)$ or $(u, v) = (\theta_\lambda, 0)$ and $\mathcal{L}(\mu)$ is not invertible. Let $\mathcal{C}^+$ and $\mathcal{C}^-$ denote the components of $\mathcal{S}$ whose existence are guaranteed by Proposition 6.4.2 of [28].

Basically, $\mathcal{C}^+$ (resp. $\mathcal{C}^-$) is a subcontinuum that near to $(\mu_\lambda, \theta_\lambda, 0)$ belongs to the positive cone (resp. negative cone). According to Theorem 6.4.3 of [28], one of the following non-excluding options occurs. Either

**A1.** $\mathcal{C}^+$ is unbounded in $\mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega)$.

**A2.** There exists another eigenvalue of $\mathcal{L}(\mu)$, e.g., $\tilde{\mu} \neq \mu_\lambda$, such that

$$(\tilde{\mu}, \theta_\lambda, 0) \in \mathcal{C}^+.$$

**A3.** There exists $\mu \in \mathbb{R}$ and $y \in Y \setminus \{0\}$ such that $(\mu, y) \in \mathcal{C}^+$, where $Y$ is the complement of $N[\mathcal{L}(\mu_\lambda)]$ in $C^1_0(\Omega) \times C^1_0(\Omega)$.

By Proposition 3.3 (b), we can choose

$$Y := R[\mathcal{L}(\mu_\lambda)] = C^1_0(\Omega) \times R[I - T_{\mu_\lambda}].$$

Moreover, by Lemma 6.4.1 of [28], the solutions of $\mathcal{C}^+$ in a neighborhood of $(\mu, \theta_\lambda, 0)$ are coexistence states, since $\theta_\lambda$ and $\varphi_2$ are functions belonging to $\text{int}(\mathcal{P})$. Let $\mathcal{C}$ denote the subcontinuum of $\mathcal{C}^+$ satisfying

$$\mathcal{C} \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P}).$$
If \( \mathcal{C} \) is unbounded, then alternative 1 of the statement of Theorem 1.1 is satisfied, completing the proof in this case.

During the rest of the proof we assume that \( \mathcal{C} \) is bounded in \( \mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega) \).

Suppose \( \mathcal{C} = \mathcal{C}^+ \).

Then \( \mathcal{C}^+ \) is bounded and, hence, alternative A1 is not satisfied. Suppose that alternative A3 happens. Then

\[
(\mu, y) \in \mathcal{C}^+ = \mathcal{C} \subset \mathbb{R} \times \text{int}(P) \times \text{int}(P)
\]

for some \( y = (y_1, y_2) \in Y = C^1_0(\Omega) \times R[I - T_{\mu,\lambda}] \). In particular,

\[
y_2 \in R[I - T_{\mu,\lambda}] \cap \text{int}(P)
\]

which implies that there exists \( v \in C^1_0(\Omega) \) such that

\[
v - T_{\mu,\lambda}v = y \geq 0,
\]

a contradiction with Corollary 3.1. Consequently, \( \mathcal{C}^+ \) satisfies alternative A2. In particular, there exist two bifurcation points of coexistence states of (1): \( (\mu_\lambda, \theta_\lambda, 0) \) and \( (\hat{\mu}, \theta_\lambda, 0) \).

Hence, there exists a sequence \( (\mu_n, u_n, v_n) \) of coexistence states of (1) such that

\[
(\mu_n, u_n, v_n) \to (\hat{\mu}, \theta_\lambda, 0) \quad \text{in} \quad \mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega).
\]

Now, consider

\[
\hat{v}_n := \frac{v_n}{\|v_n\|_0}, \quad n \geq 1.
\]

Since \( \mathcal{F}(\mu_n, u_n, v_n) = 0 \) and in view of (21), it follows that \( (\mu_n, u_n, \hat{v}_n) \) satisfies

\[
\hat{v}_n = (-\Delta + Z)^{-1} \left[ \frac{1}{\|v_n\|_0} \left( \frac{PN - QM}{PR - QS} \right) (\mu_n, u_n, v_n) + Z(\hat{v}_n) \right]. \tag{38}
\]

Once that \( \|\hat{v}_n\|_0 = 1 \) and \( (\mu_n, u_n, v_n) \) is bounded in \( \mathbb{R} \times C^1_0(\Omega) \times C^1_0(\Omega) \) (because it converges), we obtain that

\[
\frac{1}{\|v_n\|_0} \left( \frac{PN - QM}{PR - QS} \right) (\mu_n, u_n, v_n) + Z(\hat{v}_n)
\]

is bounded in \( C(\Omega) \) (recall (27)). From compactness of the operator \( (-\Delta + Z)^{-1} : C(\Omega) \to C^1_0(\Omega) \), up to a subsequence if necessary,

\[
\hat{v}_n \to w \quad \text{in} \quad C^1_0(\Omega),
\]
with \( \|w\|_0 = 1 \) and \( w > 0 \). In order to take the limit \( n \to \infty \) in (38) we proceed as follows. Since \( N(\mu, u, 0) = 0 \) for all \( \mu \in \mathbb{R} \) and \( u \in \mathcal{C}_0^1(\Omega) \), \( u > 0 \), we have
\[
\lim_{n \to \infty} \frac{N(\mu_n, u_n, v_n)}{\|v_n\|_0} = \lim_{n \to \infty} \frac{N(\mu_n, u_n, \hat{v}_n\|v_n\|_0)}{\hat{v}_n\|v_n\|_0} \hat{v}_n = N_v(\hat{\mu}, \theta \lambda, 0)w.
\]
Analogously,
\[
\lim_{n \to \infty} \frac{Q(u_n, v_n)}{\|v_n\|_0} = Q_v(\theta \lambda, 0)w.
\]
Therefore,
\[
\frac{PN - QM}{\|v_n\|_0} (\mu_n, u_n, v_n) = P(u_n, v_n) \frac{N(\mu_n, u_n, v_n)}{\|v_n\|_0} - \frac{Q(u_n, v_n)}{\|v_n\|_0} M(u_n, v_n) \to P(\theta \lambda, 0)N_v(\hat{\mu}, \theta \lambda, 0)w - Q_v(\theta \lambda, 0)wM(\theta \lambda, 0) \text{ as } n \to \infty,
\]
Moreover,
\[
(PR - QS)(u_n, v_n) \to (PR - QS)(\theta \lambda, 0) = (PR)(\theta \lambda, 0) \text{ as } n \to \infty
\]
and
\[
Z(\hat{v}_n) \to Z(v) \text{ as } n \to \infty.
\]
Thus, letting \( n \to \infty \) in (38) yields
\[
w = (-\Delta + Z)^{-1} \left[ \left( \frac{PN_vw - Q_vwM}{PR} \right)(\hat{\mu}, \theta \lambda, 0) + Z(w) \right].
\]
In particular, by elliptic regularity, \( w \in W_0^{2,p}(\Omega) \), for all \( p > 1 \). Substituting \( M(\theta \lambda, 0) = -P\Delta \theta \lambda \) and \( Z(w) \), the above equality is equivalent to
\[
\begin{cases}
-\text{div}(Q_v(\theta \lambda, 0)w\nabla \theta \lambda + R(\theta \lambda, 0)\nabla w) = \hat{\mu}b(x)w + G(x, \theta \lambda, 0)\theta \lambda w & \text{in } \Omega, \\
w = 0 & \text{on } \partial \Omega.
\end{cases}
\]
(39)
Since \( w > 0 \) and by uniqueness of the principal eigenvalue, (39) implies that \( \hat{\mu} = \mu \lambda \), which is a contradiction, showing that \( \mathcal{C} = \mathcal{C}^+ \) cannot occur. Consequently:
\( \mathcal{C} \subset \mathcal{C}^+ \) and \( \mathcal{C} \neq \mathcal{C}^+ \).
We now establish that \( \mathcal{C} \) satisfies either alternative 2 or 3 or 4 of Theorem 1.1. Since \( \mathcal{C} \) is a proper subset of \( \mathcal{C}^+ \), there exists \( (\mu^*, u^*, v^*) \in \mathbb{R} \times \partial(\mathcal{P} \times \mathcal{P}) \) and a sequence
\[
(\mu_n, u_n, v_n) \in \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})
\]
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such that
\[(\mu_n, u_n, v_n) \to (\mu^*, u^*, v^*) \text{ in } \mathbb{R} \times C^1_0(\overline{\Omega}) \times C^1_0(\overline{\Omega}).\]

By continuity \(\mathcal{F}\),
\[0 = \mathcal{F}(\mu_n, u_n, v_n) \to \mathcal{F}(\mu^*, u^*, v^*),\]
that is, \((\mu^*, u^*, v^*)\) is a non-negative solution of (1). Moreover, since
\[(u^*, v^*) \in \partial(\mathcal{P} \times \mathcal{P}),\]
by the Strong Maximum Principle, \(u^* = 0\) or \(v^* = 0\). Let us consider the three possible cases for this statement:

**Case 1: \(u^* = 0\) and \(v^* > 0\)**

Define
\[\hat{u}_n := \frac{u_n}{\|u_n\|_0}, \quad n \geq 1.\]

Then, in view of (21) and \(\mathcal{F}(\mu_n, u_n, v_n) = 0\), \((\mu_n, \hat{u}_n, v_n)\) satisfies
\[
\begin{align*}
\hat{u}_n &= (\Delta)^{-1} \left[ \frac{1}{\|u_n\|_0} \left( \frac{RM - SN}{PR - QS} \right) (\mu_n, u_n, v_n) \right], \\
v_n &= (\Delta + Z)^{-1} \left[ \left( \frac{PN - QM}{PR - QS} \right) (\mu_n, u_n, v_n) + Z(v_n) \right].
\end{align*}
\]

Since \(\|\hat{u}_n\|_0 = 1\) and \((\mu_n, u_n, v_n)\) is bounded in \(\mathbb{R} \times C^1_0(\overline{\Omega}) \times C^1_0(\overline{\Omega})\) (because it converges), we conclude that
\[\frac{1}{\|u_n\|_0} \left( \frac{RM - SN}{PR - QS} \right) (\mu_n, u_n, v_n)\]
is bounded in \(C(\overline{\Omega})\). Owing to compactness of \((\Delta)^{-1} : C(\overline{\Omega}) \to C^1_0(\overline{\Omega})\), it becomes apparent that, up to a subsequence if necessary,
\[\hat{u}_n \to z \text{ in } C^1_0(\overline{\Omega}),\]
with \(\|z\|_0 = 1\) and \(z > 0\). Letting \(n \to \infty\) in (40) yields
\[
\begin{align*}
z &= (\Delta)^{-1} \left[ \left( \frac{RMu_z - Su_zN}{PR} \right) (\mu^*, 0, v^*) \right], \\
v^* &= (\Delta + Z)^{-1} \left[ \left( \frac{PN - QM}{PR} \right) (\mu^*, 0, v^*) + Z(v^*) \right].
\end{align*}
\]

Thus, \(z, v^* \in C^1_0(\overline{\Omega})\). Moreover, it follows from second equation of (41) that
\[
\begin{align*}
-\text{div}(R(0, v^*) \nabla v^*) &= \mu^* b(x)v^* + g(x, v^*)v^* \quad \text{in } \Omega, \\
v^* &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]
That is, \((\mu^*, v^*)\) is a solution of (8). Using that \((\mu^*, v^*)\) satisfies (42), the first equation of (41) is equivalent to

\[
\begin{aligned}
&\begin{cases}
-\text{div}(P(0, v^*)\nabla z + S_u(0, v^*)z\nabla v^*) = \lambda a(x)z + F(x, 0, v^*)zv^* \quad \text{in } \Omega, \\
z = 0 \quad \text{on } \partial \Omega.
\end{cases}
\end{aligned}
\]

Since \(z > 0\), we conclude that

\[\lambda = \sigma_1[-\text{div}(P(0, v^*)\nabla + S_u(0, v^*)\nabla v^*) - F(x, 0, v^*)v^*; a].\]

Therefore, in this case, alternative 2 is satisfied with

\[\theta_{\mu^*} := v^*.
\]

\underline{Case 2:} \(u^* > 0\) and \(v^* = 0\)

Define

\[\hat{v}_n := \frac{v_n}{\|v_n\|_0}, \quad n \geq 1.\]

Then, in view of (21) and \(\mathcal{F}(\mu_n, u_n, v_n) = 0\), \((\mu_n, u_n, \hat{v}_n)\) satisfies

\[
\begin{aligned}
&\begin{cases}
u_n = (-\Delta)^{-1} \left[ \left( \frac{RM - SN}{PR - QS} \right) \mu_n, u_n, v_n \right], \\
\hat{v}_n = (-\Delta + Z)^{-1} \left[ \frac{1}{\|v_n\|_0} \left( \frac{PN - QM}{PR - QS} \right) \mu_n, u_n, v_n + Z(\hat{v}_n) \right].
\end{cases}
\end{aligned}
\]

(43)

Since \(\|\hat{v}_n\|_0 = 1\) and \((\mu_n, u_n, v_n)\) is bounded in \(\mathbb{R} \times C_0^1(\Omega) \times C_0^1(\Omega)\) (because it converges), we conclude that

\[\frac{1}{\|v_n\|_0} \left( \frac{PN - QM}{PR - QS} \right) \mu_n, u_n, v_n + Z(\hat{v}_n)\]

is bounded in \(C(\Omega)\). Owing to compactness of \((-\Delta + Z)^{-1} : C(\Omega) \to C_0^1(\Omega)\) it becomes apparent that, up to a subsequence if necessary,

\[\hat{v}_n \to w \quad \text{in } C_0^1(\Omega),\]

with \(\|w\|_0 = 1\) and \(w > 0\). Letting \(n \to \infty\) in (43) yields

\[
\begin{aligned}
&\begin{cases}
u^* = (-\Delta)^{-1} \left[ \left( \frac{RM - SN}{PR} \right) \mu^*, u^*, 0 \right], \\
w = (-\Delta + Z)^{-1} \left[ \frac{PNw - QvM}{PR} \right] \mu^*, u^*, 0 + Z(w) \right].
\end{cases}
\end{aligned}
\]

(44)
In particular, by elliptic regularity, \( u^*, w \in W^{2,p}_0(\Omega) \), for all \( p > 1 \). Moreover, it follows from the first equation of (44) that
\[
\begin{cases}
  -\text{div}(P(u^*, 0)\nabla u^*) = \lambda a(x)u^* + f(x, u^*)u^* \quad \text{in} \ \Omega, \\
  u^* = 0 \quad \text{on} \ \partial\Omega.
\end{cases}
\]
That is, \((\lambda, u^*)\) is a positive solution of (7). Using that \((\lambda, u^*)\) satisfies (45), the second equation of (44) is equivalent to
\[
\begin{cases}
  -\text{div}(Q_v(u^*, 0)w\nabla u^*) + R(u^*, 0)\nabla w) = \mu \ast b(x)w + G(x, u^*, 0)u^*w \quad \text{in} \ \Omega, \\
  w = 0 \quad \text{on} \ \partial\Omega.
\end{cases}
\]
Since \( u^* > 0 \), we conclude that
\[
\mu^* = \sigma_1[-\text{div}(Q_v(u^*, 0)\nabla u^*) + R(u^*, 0)\nabla) - G(x, u^*, 0)u^*; b].
\]
On the other hand, by construction, there exists \( \delta > 0 \) such that
\[
(\mu^*, u^*, 0) \notin \mathcal{C}^+ \setminus B_\delta(\mu_\lambda, \theta_\lambda, 0).
\]
Indeed, for \( \delta > 0 \) small enough we have \( \mathcal{C} = \mathcal{C}^+ \) in \( B_\delta(\mu_\lambda, \theta_\lambda, 0) \). In particular,
\[
(\mu^*, u^*, 0) \neq (\mu_\lambda, \theta_\lambda, 0).
\]
Let us show that
\[
\theta_\lambda \neq u^*.
\]
Arguing by contradiction, if \( \theta_\lambda = u^* \), it follows from (46) that \( \mu_\lambda = \mu^* \), which is a contradiction with (47). Therefore, alternative 3 of Theorem 1.1 occurs with
\[
\psi_\lambda := u^*.
\]
Case 3: \( u^* = v^* = 0 \):
Define
\[
\widehat{u}_n := \frac{u_n}{\|u_n\|_0} \quad \text{and} \quad \widehat{v}_n := \frac{v_n}{\|v_n\|_0}, \quad n \geq 1.
\]
Then the same argument as above shows that, up to a subsequence if necessary,
\[
(\widehat{u}_n, \widehat{v}_n) \to (z, w) \quad \text{in} \ \mathcal{C}^1_0(\overline{\Omega}) \times \mathcal{C}^1_0(\overline{\Omega}),
\]
with \( \|z\|_0 = \|w\|_0 = 1 \) and \( z, w > 0 \). It follows from (21) and \( \mathfrak{F}(\mu_n, u_n, v_n) = 0 \) that \( (\mu_n, \hat{u}_n, \hat{v}_n) \) satisfies

\[
\begin{cases}
\hat{u}_n = (-\Delta)^{-1} \left[ \frac{1}{\|u_n\|_0} \left( \frac{RM - SN}{PR - QS} \right) (\mu_n, u_n, v_n) \right], \\
\hat{v}_n = (-\Delta + Z)^{-1} \left[ \frac{1}{\|v_n\|_0} \left( \frac{PN - QM}{PR - QS} \right) (\mu_n, u_n, v_n) + Z(\hat{v}_n) \right].
\end{cases}
\]

Letting \( n \to \infty \) yields

\[
\begin{cases}
z = (-\Delta)^{-1} \left[ \left( \frac{RM - S_u z_N}{PR} \right) (\mu^*, 0, 0) \right], \\
w = (-\Delta + Z)^{-1} \left[ \left( \frac{PN_v w - Q_v w M}{PR} \right) (\mu^*, 0, 0) + Z(w) \right].
\end{cases}
\]

By elliptic regularity, \( z, w \in W^{2,p}_0(\Omega) \) for all \( p > 1 \). Moreover, the above equalites are equivalent to

\[
\begin{cases}
-\text{div}(P(0,0)\nabla z) = \lambda a(x)z & \text{in } \Omega, \\
-\text{div}(R(0,0)\nabla w) = \mu^* b(x)w & \text{in } \Omega, \\
z = w = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Consequently,

\[
\begin{align*}
\lambda &= \sigma_1[-\text{div}(P(0,0)\nabla); a], \\
\mu^* &= \sigma_1[-\text{div}(R(0,0)\nabla); b]
\end{align*}
\]

and alternative 4 is satisfied. The proof is complete. \( \square \)

5 Applications

In this section we apply Theorems 1.1 and 1.2 to some particular systems in order to obtain conditions on parameters \( \lambda, \mu \in \mathbb{R} \) which guarantee existence of coexistence states.

First, once that a necessary condition to be able to use Theorems 1.1 and 1.2 is that a semitrivial solution (7) (or (8)) is nondegenerate, we present the following auxiliary result.

Proposition 5.1. Consider the equation

\[
\begin{cases}
-\text{div}(d(w)\nabla w) = \gamma w + h(w)w & \text{in } \Omega, \\
w = 0 & \text{on } \partial \Omega,
\end{cases}
\]

under the following assumptions:
(H_d) \ d : [0, \infty) \to [0, \infty) \text{ is a function of class } C^2, \text{ non-decreasing and there exists a positive constant } d_0 \text{ such that}

\[ d(s) \geq d_0 \quad \forall s \in [0, \infty). \]

(H_h) \ h : \mathbb{R} \to \mathbb{R} \text{ is a continuous function.}

If \ h'(w) < 0 \text{ for all } w \geq 0, \text{ then any strong solution } w \in \text{int}(\mathcal{P}) \text{ of (48) is nondegenerate.}

Proof. Let \ w_0 \in W^{2,p}(\Omega) \cap \text{int}(\mathcal{P}) \text{ be a strong solution of (48). Performing the change of variables}

\[ I(s) := \int_0^s d(t) dt \quad s \geq 0, \]

(48) is rewritten as

\[
\begin{cases}
-\Delta[I(w_0)] = \gamma w_0 + h(w_0)w_0 & \text{in } \Omega, \\
w_0 = 0 & \text{on } \partial \Omega.
\end{cases}
\] (49)

Let \ x_M \in \Omega \text{ such that } w_0(x_M) = ||w_0||_0. \text{ Since } s \mapsto d(s) \text{ is non-decreasing, we have}

\[ I(w_0(x_M)) = ||I(w_0)||_0. \]

Therefore,

\[ 0 \leq -\Delta[I(w_0(x_M))] = \gamma w_0(x_M) + h(w_0(x_M))w_0(x_M) \]

\[ 0 \leq \gamma + h(w_0(x_M)). \]

By the monotonicity of \ h(s), we obtain from above inequality that

\[ 0 \leq \gamma + h(w_0(x)) \quad \forall x \in \Omega. \] (50)

The linearization of (49) at \ (\gamma, w_0) \text{ is given by}

\[
\begin{cases}
-\Delta[d(w_0)\xi] = [\gamma + h(w_0) + w_0 h'(w_0)]\xi & \text{in } \Omega, \\
\xi = 0 & \text{on } \partial \Omega,
\end{cases}
\] (51)

Suppose by contradiction that \ \xi \neq 0 \text{ is a strong solution of (51). Using the change of variable}

\[ d(w_0)\xi = \psi, \]

(51) is equivalent to

\[
\begin{cases}
-\Delta \psi = \frac{\gamma + h(w_0) + w_0 h'(w_0)}{d(w_0)} \psi & \text{in } \Omega, \\
\xi = 0 & \text{on } \partial \Omega,
\end{cases}
\]
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which implies that

\[ 0 = \sigma_j \left[ -\Delta - \frac{\gamma + h(w_0) + w_0 h'(w_0)}{d(w_0)} \right], \quad \text{for some } j \geq 1. \]

From the dominance property of the principal eigenvalue it follows that

\[ 0 \geq \sigma_1 \left[ -\Delta - \frac{\gamma + h(w_0) + w_0 h'(w_0)}{d(w_0)} \right]. \quad (52) \]

On the other hand, since \( w_0 \in \text{int}(P) \) is a solution of (49), then \( I(w_0(x)) > 0 \) for all \( x \in \Omega \) and, hence,

\[ 0 = \sigma_1 \left[ -\Delta - \frac{\gamma w_0 + h(w_0) w_0}{I(w_0)} \right]. \quad (53) \]

We claim that

\[ -\frac{\gamma w_0 + h(w_0) w_0}{I(w_0)} < -\frac{\gamma + h(w_0) + w_0 h'(w_0)}{d(w_0)}. \quad (54) \]

Assume this claim for a moment. By the monotonicity properties of the principal eigenvalue, (54) and (53) imply that

\[ 0 < \sigma_1 \left[ -\Delta - \frac{\gamma + h(w_0) + w_0 h'(w_0)}{d(w_0)} \right], \]

which is a contradiction with (52). Hence, to complete the proof it suffices to show (54).

Indeed, (54) is equivalent to

\[ \frac{(\gamma + h(w_0)) w_0}{I(w_0)} > \frac{\gamma + h(w_0)}{d(w_0)} + \frac{w_0 h'(w_0)}{d(w_0)}. \quad (55) \]

On the other hand, since \( s \mapsto d(s) \) is non-decreasing, we have that

\[ 0 < I(w_0) = \int_0^{w_0} d(t) dt \leq d(w_0) \int_0^{w_0} dt = d(w_0) w_0. \quad (56) \]

Thus, it follows from (50) and (56) that

\[ \frac{(\gamma + h(w_0)) w_0}{I(w_0)} > \frac{\gamma + h(w_0)}{d(w_0)}. \quad (57) \]

Moreover, once that \( h'(s) < 0, s \geq 0 \), we can infer that \( 0 > w_0 h'(w_0)/d(w_0) \). Combining this inequality with (56), we obtain (55). This completes the proof. \( \square \)

From the point of view of population dynamics, an important particular case of (48) is the logistic equation, that is,

\[
\begin{aligned}
-\text{div}(d(w) \nabla w) &= \gamma w - w^2 \quad \text{in } \Omega, \\
w &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]
It appears, for instance, when one considers the Lotka-Volterra, Holling-II or Holling-Tanner reaction term, which are most commonly used in the literature.

The following result is consequence of, for instance, [3, 1] and Proposition 5.1.

**Lemma 5.1.** Under the hypothesis \((H_d)\), (58) possesses a positive (classical) solution if, and only if,

\[ \gamma > \sigma_1[-d(0)\Delta] \]

and it is unique if exists. Moreover, it is non-degenerate.

**An abstract model**

To illustrate how one can use Theorems 1.1 and 1.2 to determine a region of coexistence of positive solutions, we will consider the following system:

\[
\begin{cases}
-\text{div}(A(v)G'(u)H(v)\nabla u + A(v)G(u)H'(v)\nabla v)) = u(\lambda - u - bv) & \text{in } \Omega, \\
-\Delta v = v(\mu - v + cu) & \text{in } \Omega, \\
u = v = 0 & \text{on } \partial\Omega,
\end{cases}
\]

where \(b, c\) are positive constants. Here, \(u\) and \(v\) represent the population densities of a prey and a predator, respectively, inhabiting in \(\Omega\). In the case of the prey, a term of self-diffusion and another of cross-diffusion appear. We also assume:

\((H_A)\) \(A : [0, \infty) \rightarrow [0, \infty)\) are nontrivial functions of class \(C^2\) such that

\[ A(v) \geq A > 0 \quad \forall v \geq 0 \]

for some positive constant \(A\).

\((H_G)\) \(G : [0, \infty) \rightarrow [0, \infty)\) is a function of class \(C^3\) such that

\[ G(0) = 0, \quad \lim_{s \to \infty} G(s) = \infty \]

and \(G'\) is a non-decreasing function such that

\[ G'(s) \geq G_0 > 0 \quad \forall s \geq 0, \]

for some positive constant \(G_0\).
\((H_H)\)  \(H : [0, \infty) \rightarrow \mathbb{R}\) is a function of class \(C^2\) such
\[
H_0 \leq H(v) \leq H_1 \quad \forall v \geq 0
\]
for some positive constants \(H_0\) and \(H_1\).

The following functions satisfy all the above hypothesis:
\[
A(v) = v + 1, \quad G(u) = u^2 + u, \quad H(v) = \frac{v + 2}{v + 1}.
\]

Let us show that, combining Theorems 1.1 and 1.2 with, for instance, a result of a priori bound and an appropriate non-existence result, one can determine a region of coexistence states.

The non-negative semitrivial solutions \((u, 0)\) and \((0, v)\) of (59) are given by
\[
\begin{cases}
-\text{div}(A(0)H(0)G'(u)\nabla u) = u(\lambda - u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]
and
\[
\begin{cases}
-\Delta v = v(\mu - v) & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega,
\end{cases}
\]
respectively. Since \(s \mapsto G'(s)\) is a non-decreasing function, by Lemma 5.1, (60) and (61) possess a (unique and nondegenerate) positive solution if, and only if,
\[
\lambda > \sigma_1[-A(0)H(0)G'(0)\Delta] \quad \text{and} \quad \mu > \lambda_1
\]
and they will be denoted by \(\theta_{\lambda}\) and \(\theta_{\mu}\), respectively.

In addition, the maps \(\lambda \in (\sigma_1[-A(0)H(0)G'(0)\Delta], \infty) \mapsto \theta_{\lambda} \in C^1_0(\overline{\Omega})\) and \(\mu \in (\lambda_1, \infty) \mapsto \theta_{\mu} \in C^1_0(\overline{\Omega})\) are increasing.

Moreover, for this system, the eigenvalues that appear in Theorems 1.1 and 1.2 can be defined as follow:
\[
\mu_\lambda := \begin{cases}
\sigma_1[-\Delta - c\theta_\lambda] & \text{if } \lambda > \sigma_1[-A(0)H(0)G'(0)\Delta], \\
\lambda_1 & \text{if } \lambda \leq \sigma_1[-A(0)H(0)G'(0)\Delta],
\end{cases}
\]
and
\[
\lambda_\mu := \begin{cases}
\sigma_1[-\text{div}(G'(0)A(\theta_\mu)H(\theta_\mu)\text{e}^{-h(\theta_\mu)}\nabla) + c\theta_\mu \text{e}^{-h(\theta_\mu)}; \text{e}^{-h(\theta_\mu)}] & \text{if } \mu > \lambda_1, \\
0 & \text{if } \mu \leq \lambda_1,
\end{cases}
\]
where

\[ h(z) := \int_0^z \frac{H'(s)}{H(s)} ds, \quad z \geq 0. \]

It should be noted that, by the monotonicity properties of the principal eigenvalue, the function \( \lambda \mapsto \mu_\lambda \) is decreasing for \( \lambda > \sigma_1[-A(0)H(0)G'(0)\Delta] \). However, it is not easy to ascertain monotony properties of the map \( \mu \mapsto \lambda_\mu \).

Now we will show a result of a priori bound on the coexistence states of (59).

**Lemma 5.2.** Suppose that \((u, v)\) is a coexistence state of (59). Then there exists a positive constant \( C = C(\lambda, b) \) such that

\[ \|u\|_0 \leq C \quad \text{and} \quad \|v\|_0 \leq \mu + cC. \]

Moreover, there exists a positive constant \( C^* = C^*(\lambda, \mu, b, c, G_0, H_0, H_1) \) such that

\[ \|u\|_{C^1}, \|u\|_{C^1} \leq C^*. \]

**Proof.** Let \((u, v)\) be a coexistence state of (59). First, we will get an estimate on \( \|u\|_0 \). Once that

\[ A(v)G'(u)H(v)\nabla u + A(v)G(u)H'(v)\nabla v = A(v) (\nabla (G(u)H(v))), \]

\((u, v)\) satisfies

\[ \begin{cases} -\text{div} [A(v) (\nabla (G(u)H(v)))] = u(\lambda - u - bv) & \text{in } \Omega, \\ u = v = 0 & \text{on } \partial \Omega. \end{cases} \]

(64)

Multiplying (64) by \([G(u)H(v) - G(\lambda)H_1]_+\) and applying the formula of integration by parts gives

\[ 0 \leq \int_\Omega A(v) \left| \nabla [G(u)H(v) - G(\lambda)H_1]_+ \right|^2 = \int_\Omega u(\lambda - u - bv) [G(u)H(v) - G(\lambda)H_1]_+ \]

\[ \leq \int_\Omega u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+. \]

(65)

Note that in \( \{x \in \Omega; G(u)H(v) \leq G(\lambda)H_1\} \), we have:

\[ u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+ = 0 \]

(66)

and in \( \{x \in \Omega; G(u)H(v) > G(\lambda)H_1\} \), we get \( u > \lambda \) and, hence,

\[ u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+ < 0. \]

(67)
Combining (65), (66) and (67), we can infer that

$$0 = \int_\Omega u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+.$$ 

Since the function $u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+$ is non-negative (according to (66)-(67)), the above equality implies that

$$u(\lambda - u) [G(u)H(v) - G(\lambda)H_1]_+ \equiv 0 \text{ in } \Omega.$$ 

In view of (66) and (67), we must have, necessarily, $G(u)H(v) \leq G(\lambda)H_1$ and, hence,

$$u \leq G^{-1}(G(\lambda)H_1/H_0) =: \overline{c}(\lambda).$$

Now, we will show a priori bound on $\|v\|_0$ and $\|v\|_{C^1}$. Let $x_M \in \Omega$ such that $v_M := v(x_M) = \max_\Omega v(x)$. Then,

$$0 \leq -\Delta v_M = v_M(\mu - v_M + cu(x_M))$$

$$v_M \leq \mu + cu(x_M) \leq \mu + c\overline{c}(\lambda)$$

Then, $\|v(\mu - v + cu)\|_p$ is bounded for all $p > 1$, and hence, by elliptic regularity, there exists a constant $C_0 = C_0(\lambda, c, \mu)$ such that

$$\|v\|_{C^1} \leq C_0.$$

To complete the proof, it remains to show that $\|u\|_{C^1}$ is also bounded. Indeed, since $(u, v)$ verifies (64) and $v$ is bounded in $C^1(\overline{\Omega})$, we can apply again the standard elliptic regularity to (64) and conclude that there exists a positive constant $C_1 = C_1(\lambda, \mu, b, c)$ such that

$$\|G(u)H(v)\|_{C^1} \leq C_1.$$ (68)

On the other hand,

$$\nabla(G(u)H(v)) = G'(u)H(v)\nabla u + G(u)H'(v)\nabla v$$

$$|\nabla(G(u)H(v)) - G(u)H'(v)\nabla v| = |G'(u)H(v)\nabla u|$$

Using the triangular inequality, $(H_G)$ and $(H_H)$ we obtain that

$$|\nabla(G(u)H(v))| + |G(u)H'(v)\nabla v| \geq H_0G_0|\nabla u|$$ (69)
Since $u$ is bounded in $C(\Omega)$ and $v$ is bounded in $C^1(\Omega)$, there exists a positive constant $C_2 = C_2(\lambda, \mu, b, c)$ such that
\[ \|G(u)H'(v)\nabla v\|_0 \leq C_2 \] (70)
Thus, in view of (68) and (70), we can infer from (69) that
\[ C_1 + C_2 \geq G_0H_0\|\nabla u\|_0. \]
This completes the proof. \qed

The next lemma gives an appropriate non-existence result of positive solutions.

**Lemma 5.3.** (a) If $\lambda \leq 0$, then (59) does not admit coexistence states.

(b) The problem (59) does not admit coexistence states for $\mu \leq \lambda_1 - c\overline{C}$, where $\overline{C} = C(\lambda, b)$ is the positive constant given in Lemma 5.2.

**Proof.** Let $(u, v)$ be a coexistence state of (59). Suppose by contradiction that $\lambda \leq 0$. Then, by (64) we get
\[
\begin{cases}
-\text{div}[A(v)\nabla (G(u)H(v))] \leq 0 & \text{in } \Omega, \\
G(u)H(v) = 0 & \text{on } \partial\Omega.
\end{cases}
\]
It follows from the Maximum Principle that $G(u)H(v) \leq 0$ and, hence, $G(u) \leq 0$, which is impossible since $G(s) > 0$ for $s \geq 0$ (according to $(H_G)$).

To prove (b), note that $v$ verifies
\[
\begin{cases}
-\Delta v = v(\mu - v + cu) & \text{in } \Omega, \\
v = 0 & \text{on } \partial\Omega.
\end{cases}
\]
Consequently,
\[ \mu = \sigma_1[-\Delta + v - cu]. \]
By the monotonicity properties of the principal eigenvalue combined with Lemma 5.2, we find that
\[ \mu > \sigma_1[-\Delta - c\overline{C}] = \lambda_1 - c\overline{C}, \]
which completes the proof. \qed

Now, we are able to apply Theorems 1.1 and 1.2 to obtain a region of coexistence of (59).
Theorem 5.1. Assume \((H_A), (H_G)\) and \((H_H)\). Then \((59)\) possesses at least one coexistence state for each \((\lambda,\mu) \in \mathbb{R}^2\) such that
\[
\mu > \mu_\lambda \quad \text{and} \quad \lambda > \lambda_\mu,
\]
where \(\mu_\lambda\) and \(\lambda_\mu\) are given in \((62)\) and \((63)\).

Proof. First, note that by \((H_A), (H_G)\) and \((H_H)\), all hypothesis of Theorems 1.1 and 1.2 are satisfied.

Now fix \(\mu > \lambda_1\). By Theorem 1.2, from the point \((\lambda,u,v) = (\lambda_\mu,0,\theta_\mu)\)
emanates a continuum \(\mathcal{C} \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})\) of coexistence states of \((59)\) and one of the alternatives of Theorem 1.2 occurs. By uniqueness of positive solution of \((61)\), alternative 3 cannot be satisfied. Moreover, since \(\mu > \lambda_1\), alternative 4 also cannot occur. We will show that alternative 2 is not true and to this end we will proceed by contradiction.

Otherwise, there exists a positive solution of \((60), (\lambda^*, \theta_{\lambda^*})\), such that
\[
\mu = \mu_{\lambda^*} = \sigma_1[-\Delta - c\theta_{\lambda^*}].
\]
However, since the map \(\lambda \in (\lambda_1, \infty) \mapsto \sigma_1[-\Delta - c\theta_{\lambda}]\) is decreasing, we can infer from above equality that
\[
\mu = \mu_{\lambda^*} \leq \sigma_1[-\Delta] = \lambda_1,
\]
which is a contradiction with the initial assumption \(\mu > \lambda_1\).

Therefore, \(\mathcal{C}\) is unbounded in \(\mathbb{R} \times C_0^1(\Omega) \times C_0^1(\Omega)\). Once that the coexistence states of \((59)\) are bounded in \(C_0^1(\Omega) \times C_0^1(\Omega)\) (see Lemma 5.2), then \(\text{Proj}_\mathbb{R} \mathcal{C}\) is unbounded. Finally, it follows from Lemma 5.3 that it extends to infinity in positive values of \(\lambda\). By global nature of \(\mathcal{C}\), it follows that \((\lambda_\mu, \infty) \subset \text{Proj}_\mathbb{R} \mathcal{C}\). Since \(\mu > \lambda_1\) is arbitrary, we obtain that \((72)\) possesses at least one coexistence states for all \((\lambda,\mu) \in \mathbb{R}^2\) such that \(\mu > \lambda_1\) and \(\lambda > \lambda_\mu\).

Now, fix \(\lambda > \sigma_1[-A(0)H(0)G'(0)\Delta]\). By Theorem 1.1, from the point
\[
(\mu,u,v) = (\mu_\lambda, \theta_\lambda, 0)
\]
emanates a continuum \(\mathcal{C}' \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})\) of coexistence states of \((59)\) and one of the alternatives of Theorem 1.1 occurs. Arguing as above, alternatives 3 and 4 cannot be satisfied. Hence, it happens or alternative 1 or 2.
Suppose that alternative 1 holds. Then $\mathcal{C}^\prime$ is unbounded in $\mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})$. Since the coexistence states of (59) are bounded in $C_0^1(\overline{\Omega}) \times C_0^1(\overline{\Omega})$, $\text{Proj}_{\mathbb{R}} \mathcal{C}^\prime$ must be unbounded in $\mu \in \mathbb{R}$. Since (59) does not have coexistence states for $\mu$ small (according to Lemma 5.3 (b)), by global nature of $\mathcal{C}^\prime$, we find that

$$(\mu_\lambda, \infty) \subset \text{Proj}_{\mathbb{R}} \mathcal{C}^\prime.$$ 

In particular, $(\mu_\lambda, \lambda_1] \subset \text{Proj}_{\mathbb{R}} \mathcal{C}^\prime$. This result combined with the coexistence region obtained above prove the existence of coexistence states of (59) for all $(\lambda, \mu) \in \mathbb{R}^2$ such that $\mu > \mu_\lambda$ and $\lambda > \lambda_\mu$.

Suppose now that alternative 2 holds. Then there exists a positive solution $(\mu^*, \theta_{\mu^*})$ of (61) such that

$$\lambda = \lambda_{\mu^*} = \sigma_1 [-\text{div}(G'(0)A(\theta_{\mu^*})H(\theta_{\mu^*})e^{-h(\theta_{\mu^*})\nabla}) + c\theta_{\mu^*}e^{-h(\theta_{\mu^*})}e^{-h(\theta_{\mu^*})}],$$

and $(\mu^*, 0, \theta_{\mu^*}) \in \mathcal{C}^\prime$. On the other hand, since (61) admits a positive solution if, and only if $\mu > \lambda_1$, then $\mu^* > \lambda_1$. Hence, by global nature of $\mathcal{C}^\prime$, it becomes apparent that

$$(\mu_\lambda, \lambda_1] \subset (\mu_\lambda, \mu^*) \subset \text{Proj}_{\mathbb{R}} \mathcal{C}^\prime,$$

and again we obtain the result.

Figure 1 illustrates a possible region of coexistence of (59) given by condition (71) of Theorem 5.1.
A chemotaxis model

We now apply the bifurcation Theorems 1.1 and 1.2 to study the following chemotaxis model:

\[
\begin{align*}
-\Delta u + \text{div}(\chi f(v)u\nabla v) &= u(\lambda - u + bv) \quad \text{in } \Omega, \\
-\Delta v &= v(\mu - v - cu) \quad \text{in } \Omega, \\
u = v = 0 \quad &\text{on } \partial\Omega,
\end{align*}
\]

(72)

where \( f : [0, \infty) \to [0, \infty) \) is a function of class \( C^2 \), \( \chi, c \) are positive constants and \( b \in \mathbb{R} \). Although chemotaxis models have been extensively studied in recent years (not so much the stationary models), we refer to [14], [38] and [42] and references therein, where a nonlinear sensitivity term is included. See also [39] for a chemotaxis model with competition interaction.

We emphasize that (72) is not included in the hypotheses of the abstract model (59).

To begin our analysis, note that the semitrivial solutions \((u, 0)\) and \((0, v)\) of (72) are the positive solutions of the logistic equation (58) with \( d \equiv 1 \) and, as discussed in Lemma 5.1, it possesses a (unique and non-degenerate) positive solution if, and only if, \( \gamma > \lambda_1 \) and it will be denoted by \( \theta_\gamma \). In (72), the eigenvalues given by Theorems 1.1 and 1.2 are:

\[
\mu_\lambda := \sigma_1[-\Delta + c\theta_\lambda], \quad \lambda > \lambda_1
\]

and

\[
\lambda_\mu := \sigma_1[-\text{div}(e^{\chi F(\theta_\mu)}\nabla) - b\theta_\mu e^{\chi F(\theta_\mu)}; e^{\chi F(\theta_\mu)}], \quad \mu > \lambda_1,
\]

(73)

(74)

where \( F(z) := \int_0^z f(s)ds \). We extend these functions by \( \lambda_\mu := \lambda_1 \) and \( \mu_\lambda := \lambda_1 \), for each \( \mu, \lambda \leq \lambda_1 \).

Note that, since \( f(\cdot) \) is a non-negative function, we have that \( F(\cdot) \) is non-decreasing.

The next lemma gives us a result of a priori bounded of the coexistence states of (72).

**Lemma 5.4.** Suppose that \((u, v)\) is a coexistence state of (72) with \( \mu > \lambda_1 \). Then, there exists a positive constant \( C = C(\lambda, \mu, b, c, \chi) \) such that

\[
\|u\|_{C^1}, \quad \|v\|_{C^1} \leq C.
\]

**Proof.** Let \((u, v)\) a coexistence state of (72). Then \( v \) satisfies

\[-\Delta v = v(\mu - v - cu) \leq v(\mu - v), \quad \text{in } \Omega.\]
Thus, \( v \) is a positive subsolution of (58) with \( \gamma = \mu \) and \( d \equiv 1 \), whose the unique solution is \( \theta_\mu \). By the uniqueness of positive solutions,

\[
v \leq \theta_\mu \leq \mu.
\]

On the other hand, the first equation of (72) can be re-written as

\[
\begin{cases}
-\text{div}(e^{xF(v)}\nabla(ue^{-xF(v)})) = u(\lambda - u + bv) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

By adapting the proof of Lemma 5.2, one can obtain the existence of a positive constant \( C_0 = C_0(\lambda, \mu, b) \) such that

\[
\|u\|_0 \leq C_0.
\]

Finally, by elliptic regularity, there exists a positive constant \( C = C(\lambda, \mu, b, c, \chi) \) such that

\[
\|u\|_{C^1}, \|v\|_{C^1} \leq C.
\]

The next result establishes the nonexistence of coexistence states for certain values of \( \lambda \) and \( \mu \), including for \( \lambda \) large.

**Lemma 5.5.** (a) If \( \mu \leq \lambda_1 \), then (72) does not admit coexistence states.

(b) Fix \( \mu > \lambda_1 \). Then, there exists a constant \( C = C(\mu) \) such that (72) does not admit coexistence states for \( \lambda < C(\mu) \).

(c) Fix \( \mu > \lambda_1 \). Then, there exists a constant \( \Lambda_0 = \Lambda_0(\mu) > 0 \) such that (72) does not admit coexistence states for \( \lambda > \Lambda_0(\mu) \).

**Proof.** Let \((u, v)\) be a coexistence state of (72). Then \( v \) satisfies

\[
-\Delta v + (v + cu)v = \mu v \quad \text{in } \Omega, \quad v = 0 \quad \text{on } \partial \Omega.
\]

Consequently,

\[
\mu = \sigma_1[-\Delta + v + cu].
\]

By the monotonicity properties of the principal eigenvalue, we find that \( \mu > \sigma_1[-\Delta] = \lambda_1 \), proving the paragraph (a).
Now, we will prove (b). Performing the change of variable $w = ue^{-\chi F(v)}$ in the first equation of (72), we obtain that the positive function $w$ satisfies

$$-\text{div}(e^{\chi F(v)} \nabla w) + (we^{\chi F(v)} - bw)e^{\chi F(v)} = \lambda we^{\chi F(v)}, \quad \text{in } \Omega, \quad w = 0 \quad \text{on } \partial \Omega. \quad (75)$$

Thus,

$$\lambda = \sigma_1[-\text{div}(e^{\chi F(v)} \nabla)] + (we^{\chi F(v)} - bw)e^{\chi F(v)}; e^{\chi F(v)}].$$

If $b \leq 0$, combining the monotonicity properties of the principal eigenvalue with a priori bound $v \leq \mu$ and $1 \leq e^{\chi F(v)} \leq e^{\chi F(\mu)}$, we can infer that

$$\lambda > \sigma_1[-\Delta; e^{\chi F(v)}] > \sigma_1[-\Delta; e^{\chi F(\mu)}] = \lambda_1 e^{-\chi F(\mu)} =: C_1(\mu),$$

since $\lambda_1 = \sigma_1[-\Delta] > 0$. On the other hand, if $b > 0$ we have

$$\lambda > \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}; e^{\chi F(v)}].$$

Now, we recall that the monotonicity of $\sigma_1[-\Delta - b\mu e^{\chi F(\mu)}; e^{\chi F(v)}]$ with respect to weight function $e^{\chi F(v)}$ depends on sign $\sigma_1[-\Delta - b\mu e^{\chi F(\mu)}]$. Thus, it follows from above inequality that

$$\lambda > \begin{cases} \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}; e^{\chi F(\mu)}] = \lambda_1 e^{-\chi F(\mu)} - b\mu & \text{if } \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}] > 0, \\ 0 & \text{if } \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}] = 0, \\ \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}; 1] = \lambda_1 - b\mu e^{\chi F(\mu)} & \text{if } \sigma_1[-\Delta - b\mu e^{\chi F(\mu)}] < 0. \end{cases}$$

In all cases, there exists a constant $C = C(\mu)$ such that (72) does not admit coexistence states for $\lambda \leq C(\mu)$.

Finally, to prove (c) we will adapt the proof of Proposition 6.5 of [12]. We argue by contradiction. Fix $\mu > \lambda_1$ and assume that there exists a coexistence state for all $\lambda > 0$ large enough. Using again the change of variable $w = ue^{-\chi F(v)}$ we obtain that $w$ satisfies (75). It follows from $1 \leq e^{\chi F(v)} \leq e^{\chi F(\mu)}$ that

$$-\text{div}(e^{\chi F(v)} \nabla w) \geq \lambda w - e^{2\chi F(\mu)}w^2 + K(b, \mu)w, \quad \text{in } \Omega,$$

where $K(b, \mu) := \min\{0, b\mu e^{\chi F(\mu)}\} \leq 0$. Therefore $w$ is a supersolution of

$$\begin{cases} -\text{div}(e^{\chi F(v)} \nabla z) - K(b, \mu)z = \lambda z - e^{2\chi F(\mu)}z^2 & \text{in } \Omega, \\ z = 0 & \text{on } \partial \Omega. \end{cases} \quad (76)$$
It is well-known, see for instance [12], that (76) has a (unique) positive solution for each
\[ \lambda > \sigma_1 \]

say \[ z_\lambda \], such that
\[
\frac{\lambda - \sigma_1}{e^{2\chi F(\nu)}} \phi_\lambda \leq z_\lambda,
\]
where \( \phi_\lambda \) stands for the positive eigenfunction associated to \( \sigma_1 \) with \( |\phi_\lambda| = 1 \). (We point out that \( \phi_\lambda \) depends on \( \lambda \) because \( \nu \) depends on \( \lambda \)). Since \( w \) is
a supersolution of (76), by uniqueness,
\[
\frac{\lambda - \sigma_1}{e^{2\chi F(\nu)}} \phi_\lambda \leq w.
\]

On the other hand, by the monotonicity properties of the principal eigenvalue we have
\[
\sigma_1 \leq s(\mu) := \frac{\lambda - s(\mu)}{e^{2\chi F(\nu)}} \phi_\lambda \leq w.
\]
and so, denoting
\[
\tau(\lambda) := \frac{\lambda - s(\mu)}{e^{2\chi F(\nu)}} \phi_\lambda
\]

it holds
\[
\tau(\lambda) \phi_\lambda \leq w \leq u. \tag{77}
\]

We recall that \( \| \phi_\lambda \|_0 \) is uniform bound with respect to \( \lambda \) (see, for instance, Theorem 4.1
in [37]). Then,
\[
\frac{\lambda - s(\mu)}{C e^{2\chi F(\nu)}} \phi_\lambda \leq \frac{\lambda - s(\mu)}{C e^{2\chi F(\nu)}} \phi_\lambda \rightarrow \infty \quad \text{as } \lambda \rightarrow \infty.
\]

Now, since \( \nu \) is a positive solution of the second equation of (72) and using (77), we get
\[
\mu = \sigma_1 [-\Delta + \nu + cu] \geq \sigma_1 [-\Delta + c \tau(\lambda) \phi_\lambda] =: g(\lambda). \tag{78}
\]

Once that \( \mu > \lambda_1 \) is fixed, to finish the proof is sufficient to show that
\[
\lim_{\lambda \rightarrow \infty} g(\lambda) = +\infty, \tag{79}
\]

because (79) produces a contradiction with (78). In order to prove (79) we argue by
contradiction. Observe that
\[
g(\lambda) = \inf_{\varphi \in H_0^1(\Omega) \setminus \{0\}} \frac{\int_{\Omega} |\nabla \varphi|^2 + c \tau(\lambda) \int_{\Omega} \phi_\lambda \varphi^2}{\int_{\Omega} \varphi^2}. \tag{80}
\]

Suppose otherwise that \( g(\lambda) \) is bounded. Then, there exists a sequence \( \varphi_\lambda \in H_0^1(\Omega) \) with \( |\varphi_\lambda| = 1 \) and that attains the infimum (80), that is,
\[
\int_{\Omega} |\nabla \varphi_\lambda|^2 + c \tau(\lambda) \int_{\Omega} \phi_\lambda \varphi_\lambda^2 = g(\lambda). \tag{81}
\]
Since $g(\lambda)$ is bounded, it follows from (81) that $\varphi_\lambda$ is bounded in $H^1_0(\Omega)$ and, up to a subsequence if necessary, there exists $\varphi_0 \geq 0$, $|\varphi_0|^2 = 1$ and $\varphi_0 \neq 0$, such that

$$\varphi_\lambda \rightharpoonup \varphi_0 \quad \text{in} \ H^1_0(\Omega), \quad \varphi_\lambda \rightarrow \varphi_0 \quad \text{in} \ L^2(\Omega) \quad \text{as} \ \lambda \rightarrow \infty. \quad (82)$$

We study now $\phi_\lambda$. Combining the monotonicity properties of the principal eigenvalue with $1 \leq e^{\chi_F(v)} \leq e^{\chi_F(\mu)}$ yields

$$\lambda_1 = \sigma_1[-\Delta] \leq \sigma_1[-\text{div}(e^{\chi_F(v)} \nabla) - K(b, \mu)] \leq \sigma_1[-\text{div}(e^{\chi_F(\mu)} \nabla) - K(b, \mu)].$$

Again since $\mu > \lambda_1$ is fixed, we can conclude that there exists $\sigma_0 \geq \lambda_1 > 0$ such that (up to a subsequence if necessary)

$$\sigma_1[-\text{div}(e^{\chi_F(v)} \nabla) - K(b, \mu)] \rightarrow \sigma_0 \quad \text{as} \ \lambda \rightarrow \infty.$$  

By definition,

$$-\text{div}(e^{\chi_F(v)} \nabla \phi_\lambda) = \sigma_1[-\text{div}(e^{\chi_F(v)} \nabla) - K(b, \mu)] \phi_\lambda \quad \text{in} \ \Omega,$$  

and so,

$$\int_\Omega |\nabla \phi_\lambda|^2 \leq \int_\Omega e^{\chi_F(v)} |\nabla \phi_\lambda|^2 = \sigma_1[-\text{div}(e^{\chi_F(v)} \nabla) - K(b, \mu)] \int_\Omega \phi_\lambda^2 \leq \sigma_1[-\text{div}(e^{\chi_F(\mu)} \nabla) - K(b, \mu)],$$

whence we deduce that $\phi_\lambda$ is bounded in $H^1_0(\Omega)$ and, up to a subsequence if necessary, there exists $\phi_0 \geq 0$, $|\phi_0|^2 = 1$ and $\phi_0 \neq 0$, such that

$$\phi_\lambda \rightharpoonup \phi_0 \quad \text{in} \ H^1_0(\Omega), \quad \phi_\lambda \rightarrow \phi_0 \quad \text{in} \ L^2(\Omega) \quad \text{as} \ \lambda \rightarrow \infty. \quad (84)$$

Observe that (83) is verified in $H^{-1}(\Omega)$, and so we can apply the homogenization technique (see, for instance, Theorem 2.1 in [18]) and conclude that there exists a uniformly elliptic symmetric matrix $A \in (L^\infty(\Omega))^{N \times N}$ such that the following equation is verified in $H^{-1}(\Omega)$

$$-\text{div}(A \nabla \phi_0) = \sigma_0 \phi_0.$$ 

Since $\sigma_0 \phi_0 \geq 0$ and non-trivial, by the strong maximum principle $\phi_0 > 0$. Then, it follows from (81) that

$$\limsup_{\lambda \rightarrow \infty} \int_\Omega \phi_\lambda \varphi_\lambda^2 = 0.$$ 

In contrast, by (82) and (84) we obtain that

$$\limsup_{\lambda \rightarrow \infty} \int_\Omega \phi_\lambda \varphi_\lambda^2 = \int_\Omega \phi_0 \varphi_0^2 > 0,$$ 

an absurdum. This completes the proof.
We are ready to prove the main existence result:

**Theorem 5.2.** Assume that $\mu > \lambda_1$ and let $\lambda_\mu$ and $\mu_\lambda$ be the functions defined by (74) and (73), respectively. Then if some of the following conditions are satisfied

\[ \lambda > \lambda_\mu \quad \text{and} \quad \mu > \mu_\lambda \]  

or

\[ \lambda < \lambda_\mu \quad \text{and} \quad \mu < \mu_\lambda, \]  

then, there exists at least a coexistence state of (72).

**Proof.** As the reasoning is similar to the proof of Theorem 5.1, we will be brief.

Fix $\mu > \lambda_1$. Since the semitrivial solutions of (72) are nondegenerate, by Theorem 1.2, from the point

\[ (\lambda, u, v) = (\lambda_\mu, 0, \theta_\mu) \]

emanates a continuum $\mathcal{C} \subset \mathbb{R} \times \text{int}(\mathcal{P}) \times \text{int}(\mathcal{P})$ of coexistence states of (72) and one of the alternatives of Theorem 1.2 is satisfied. Moreover, the alternatives 3 and 4 cannot occur (see Remark 2). Since (72) does not admit coexistence states for $\lambda$ small or large (according to Lemma 5.5 (b) and (c)) and the coexistence states are bounded in $C^1_0(\Omega) \times C^1_0(\Omega)$ (see Lemma 5.4), then alternative 1 of Theorem 1.2 cannot be satisfied either. Therefore, continuum $\mathcal{C}$ satisfies alternative 2 of Theorem 1.2; that is, there exists a positive solution $(\lambda^*, \theta_{\lambda^*})$ such that $(\lambda^*, \theta_{\lambda^*}, 0) \in \overline{\mathcal{C}}$ and

\[ \mu = \sigma_1[-\Delta + c\theta_{\lambda^*}] = \mu_{\lambda^*}. \]

Hence, there exists coexistence state for $\lambda \in (\lambda_\mu, \lambda^*)$ (or $\lambda \in (\lambda^*, \lambda_\mu)$).

Since $\mu > \lambda_1$ is arbitrary, we obtain the result.

In Figure 2 we have represented some admissible region of coexistence of (72) given by Theorem 5.2.
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