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Abstract. We study the existence and stability of small-amplitude periodic waves emerging from fold-Hopf equilibria in a system of one reaction-diffusion equation coupled with one ordinary differential equation. This coupled system includes the FitzHugh-Nagumo system, caricature calcium models and other models in the real-world applications. Based on the recent results on the averaging theory, we solve periodic solutions in related three-dimensional systems and then prove the existence of periodic waves arising from fold-Hopf bifurcations. Numerical computation in [J. Tsai, W. Zhang, V. Kirk, and J. Sneyd, SIAM J. Appl. Dyn. Syst. 11 (2012), 1149–1199] once suggested that the periodic waves from fold-Hopf bifurcations in a caricature calcium model are spectrally unstable, yet without a proof. After analyzing the linearization about periodic waves by the relatively bounded perturbation, we prove the instability of small-amplitude periodic waves through a perturbation of the unstable spectra for the linearizations about the fold-Hopf equilibria. As an application, we prove the existence and stability of small-amplitude periodic waves from fold-Hopf bifurcations in the FitzHugh-Nagumo system with an applied current.

1. Introduction

The excitable systems including the classical FitzHugh-Nagumo system [20, 40] have many different types of nonlinear waves, such as asymptotically constant structures (e.g., pulses and fronts), spatially-periodic structures (e.g., wave trains). These structures present wave propagation in excitable systems, for example, traveling waves in FitzHugh-Nagumo system [20, 40] indicate the propagation of nerve impulses in axons, and in the caricature calcium models [34] describe the changes of the free cytoplasmic calcium concentration and the free calcium concentration in the endoplasmic reticulum. In order to understand wave propagation well, the study of nonlinear waves in the excitable systems has attracted much attention in the last decades.

As an important example of excitable systems, the FitzHugh-Nagumo system is a simplification of the Hodgkin-Huxley model [29] and has the form

\[
\frac{\partial u}{\partial t} = du_{xx} + h(u) - w + p,
\]

\[
\frac{\partial w}{\partial t} = \delta(u - \gamma w),
\]

(1.1)
where \( u(x,t) \) is the plasma membrane electric potential and \( w(x,t) \) indicates the combined inactivation effects of potassium and sodium ion channels. We refer to Section 3 for more details on this model. Since the FitzHugh-Nagumo system was proposed by FitzHugh [20] and Nagumo, Arimoto and Yoshizawa [40], many efforts have been devoted to understanding complex oscillations and traveling waves in this system in the past tens of years. See, for example, [3, 8, 10, 11, 12, 13, 23, 24, 31, 44] and references therein.

However, not all nonlinear waves in biological systems can be well understood by the FitzHugh-Nagumo system, and many excitable systems also exhibit different mechanisms giving rise to spatially traveling waves. More recently, Tsai, Zhang, Kirk and Sneyd [47] studied another physiological excitable system of the form

\[
\begin{align*}
\frac{\partial u}{\partial t} &= Du_{xx} + F(u)w - G(u), \\
\frac{\partial w}{\partial t} &= -\gamma(F(u)w - G(u)),
\end{align*}
\]

(1.2)

where \( F(u) = \alpha + k \frac{u^2}{u^2 + \varphi_1^2} \cdot \frac{\varphi_2}{u + \varphi_2} \), \( G(u) = F(u)u + ks u \).

This system is a simplified model of calcium dynamics. Here the system states \( u(x,t) \) and \( w(x,t) \) are the nondimensional concentration of free cytoplasmic calcium and the nondimensional concentration of free calcium in the endoplasmic reticulum, respectively. We refer to [47] for the biological descriptions of the model parameters.

By applying the dynamical system approach and the Evans function, Tsai, Zhang, Kirk and Sneyd [47] investigated the existence and stability of fronts and pulses. After that, they considered the conditions under which periodic traveling wave solutions (e.g., wave trains) arise from fold-Hopf equilibria, at which the Jacobian matrix of the three-dimensional traveling wave system have one zero eigenvalue and a pair of purely imaginary eigenvalues (see [22, 36, 48] or Section 2 below). They also numerically found that these small-amplitude periodic waves are spectrally unstable, yet without providing a mathematically rigorous proof. Furthermore, they found that the fold-Hopf bifurcation (also called the Hopf-zero or Gavrilov-Guckenheimer bifurcation [22, 36, 48]) is always subcritical for the calcium model (1.2), while for the FitzHugh-Nagumo system (1.1) the fold-Hopf bifurcation may be supercritical or subcritical. This indicates that the FitzHugh-Nagumo system (1.1) and the simplified calcium model (1.2) exhibit different mechanisms producing small-amplitude periodic traveling wave solutions.

The main contribution of this paper is to study the existence and stability of periodic traveling wave solutions emerging from the fold-Hopf bifurcation. More precisely, we investigate the small-amplitude periodic traveling waves from fold-Hopf bifurcations in a general system of one reaction-diffusion equation coupled with one ordinary differential equation

\[
\begin{align*}
\frac{\partial u}{\partial t} &= u_{xx} + f(u, w, \alpha), \\
\frac{\partial w}{\partial t} &= g(u, w, \alpha).
\end{align*}
\]

(1.3)

where \( u(x,t) \) and \( w(x,t) \) are system states, \( x \) is a one-dimensional spatial variable, \( t \) is time, the parameter vector \( \alpha \) is in \( \mathbb{R}^m \) with \( m \geq 1 \), and \( f \) and \( g \) are sufficiently smooth functions. When the diffusion rate of \( u \) in (1.3) is a nonzero constant instead of one (for example, in (1.1) and (1.2)), we can change it to be one by a simple rescaling. The systems of the form (1.3) are widely used to understand the mechanisms for various phenomena in numerous experiences. Besides the FitzHugh-Nagumo systems with or without an applied current [10, 20, 40] and caricature calcium models [47, 50], this coupled system (1.3) also includes consumer-resource models [26, 49], predator-prey systems [17, 39] and so on.

Concerning the existence of periodic traveling waves in the coupled system (1.3), it can be proved by detecting periodic orbits in its traveling wave system, which is a three-dimensional (3D for short) system of ordinary differential equations. However, the classical Poincaré-Bendixson Theorem for determining periodic orbits in planar systems is not applicable for the 3D systems. This causes a major obstacle to the existence of periodic traveling waves for the coupled system (1.3). Some efforts have been made to overcome it. For example, periodic solutions can be constructed by the geometric singular perturbation theory [7, 9, 15], homoclinic bifurcation [42] and the topological
methods \[25, 38\]. These works obtained large-amplitude periodic traveling wave solutions. It is worth mentioning that small-amplitude periodic solutions can be obtained by perturbing the fold-Hopf equilibria. As we know, 3D systems near fold-Hopf equilibria could exhibit complex dynamical behaviors by various perturbations. In order to detect periodic solutions bifurcating from fold-Hopf equilibria, we adopt the averaging theory. It is one of efficient methods to solve periodic solutions in nonautonomous differential systems \[22, 11\]. The recent works such as \[5, 16, 37\] successfully applied it to prove the existence of periodic orbits for 3D systems. See Section 2.2 for more information on the averaging theory.

The spectral stability of a traveling wave is determined by the spectrum of the linearization about it. Regarding pulses and fronts in the coupled system (1.3), the essential spectra for their linearizations are obtained by analyzing the corresponding asymptotic operators (see \[27\]), and the point spectra are determined by the zeros of the Evans function \[11, 15, 30, 32, 43\]. A key feature of the periodic case is that the coefficients of the linearization about a periodic wave are periodic, instead of being asymptotically constant in the cases of fronts and pulses. Then the spectrum of the linearization about a periodic wave in systems of the form (1.3) is determined by the Floquet multipliers for a three-dimensional periodic system with a spectral parameter (see Section 3.1). Unfortunately, it is not easy to obtain the Floquet multipliers for linear systems with periodic coefficients (see, for instance, \[15, 19, 21, 38, 42\]), even for the quite simple two-dimensional system such as the equivalent system of Hill’s equation. This causes a big obstacle to analytically proving the instability of periodic traveling waves from fold-Hopf bifurcation in the coupled system (1.3) in the present paper.

By the fold-Hopf bifurcation theory \[22, 36\], we observe that small-amplitude periodic solutions collapse to a fold-Hopf equilibrium as the system parameters tend to some fixed values. So we expect that the related periodic traveling waves could inherit the stability of the homogeneous rest state. In order to prove it, we adopt a spectral perturbation analysis for the related linearized operator. The similar idea has been successfully applied to study the stability of permanent structures in partial differential equations and the spectral problems arising in quantum mechanics. See, for example, \[2, 3, 28, 33, 35, 46\]. We describe the strategy for the detailed proof as follows. We first transform the spectral problem for a periodic wave into the Sturm-Liouville problem with periodic boundary condition. This makes the spectrum discrete. Then we decompose it into a linear operator with constant coefficients and a perturbation. The key step to prove the instability is to check that the perturbation is relatively bounded with respect to the linear operator with constant coefficients, which can be viewed as the linearization about the fold-Hopf equilibrium (the zero-amplitude case). This process involves some complicated calculations on the relative bound of the perturbation term with respect to the constant operator. After giving the relation between the resolvent of the perturbed operator and that of the constant operator, we prove a spectral perturbation result. This result helps us to prove the spectral instability of small-amplitude periodic waves by using the spectrum for the zero-amplitude case (see Theorem 3.8).

We would like to point out that we rigorously prove the instability of small-amplitude periodic traveling wave solutions bifurcating from fold-Hopf equilibria. This coincides with the numerical result in \[47\]. By the results in Theorem 3.8, we also find that the instability of perturbed periodic waves does not depend on whether the corresponding fold-Hopf bifurcation is subcritical or supercritical. Both of these two mechanisms produce unstable periodic traveling wave solutions in the couple system (1.3). Consequently, although the FitzHugh-Nagumo system (1.1) and the simplified calcium model (1.2) could undergo different types of fold-Hopf bifurcation, the perturbed periodic waves have the same stability.

This paper is organized as follows. We first prove the existence of small-amplitude periodic traveling wave solutions emerging from fold-Hopf equilibria via the averaging theory in Section 2. Based on the results on relatively bounded perturbation, we prove the spectral instability of small-amplitude periodic traveling wave solutions in Section 3. As an application, we study the existence and stability of small-amplitude periodic traveling waves for the FitzHugh-Nagumo system with an applied current in Section 4. We end with some concluding remarks in the final section.

2. Existence of periodic traveling waves via averaging theory

In this section, we study the existence of periodic traveling wave solutions bifurcating from fold-Hopf equilibria. Before that, we first introduce some notions. We call a solution \((u(x,t), w(x,t))\) of (1.3) a traveling wave if there
exists a real number $c$ and the function $(\phi(\cdot), \psi(\cdot)) : \mathbb{R} \to \mathbb{R}^2$ such that 
$$(u(x, t), w(x, t)) = (\phi(x + ct), \psi(x + ct)),$$
where $c$ is the wave speed and $(\phi(\cdot), \psi(\cdot))$ is the wave profile. Additionally, if $(\phi(\cdot), \psi(\cdot))$ is a periodic function with minimal period $A > 0$, that is,
$$(\phi(\xi + A), \psi(\xi + A)) = (\phi(\xi), \psi(\xi)), \quad \xi \in \mathbb{R},$$
then $(u(x, t), w(x, t)) = (\phi(x + ct), \psi(x + ct))$ is called a periodic traveling wave of $(1.3)$. In case $c = 0$ the traveling wave is called a standing wave. Throughout this paper we focus on small-amplitude traveling waves with nonzero wave speed in $(1.3)$. In the moving coordinate frame $(\xi, t) = (x + ct, t)$, a wave profile $(\phi(\cdot), \psi(\cdot))$ is a steady state of the following system 
$$(2.1) \quad u_t = -cu_\xi + u_{\xi\xi} + f(u, w, \alpha),$$
$$(2.2) \quad w_t = -cw_\xi + g(u, w, \alpha).$$
Set $v = u_\xi$. Then $(\phi, \phi_\xi, \psi)$ is a solution of a three-dimensional system of ordinary differential equations
$${du \over d\xi} = \dot{u} = v,$$
$${dv \over d\xi} = \dot{v} = cv - f(u, w, \alpha),$$
$${dw \over d\xi} = \dot{w} = {1 \over c} g(u, w, \alpha).$$
As a result, in order to prove the existence of periodic waves in the coupled system $(1.3)$, we only need to detect the periodic solutions in the 3D system $(2.2)$.

2.1. Fold-Hopf equilibrium. In this section, we recall that an equilibrium of the 3D system $(2.2)$ is said to be a fold-Hopf equilibrium if the Jacobian matrix for the 3D system $(2.2)$ at this point has one zero eigenvalue $\lambda_1 = 0$ and a pair of purely imaginary eigenvalues $\lambda_{2,3} = \pm i \mu_0$ with $\mu_0 > 0$ (see [36, p.330]), where $i = \sqrt{-1}$. By perturbing fold-Hopf equilibria, the 3D system $(2.2)$ could undergo fold-Hopf bifurcations. We refer to [22, 36] for more information on the fold-Hopf bifurcation and fold-Hopf equilibrium.

In what follows, we always use $^T$ to denote the transpose of a vector in the usual Euclidean inner product. As a preparation, we first provide some conditions under which the 3D system $(2.2)$ has a fold-Hopf equilibrium. More precisely, we have the following results.

**Lemma 2.1.** Assume that $P_0 := (u_0, v_0, w_0)^T$ in $\mathbb{R}^3$ is a fold-Hopf equilibrium of $(2.2)$ with $(c, \alpha) = (c_0, \alpha_0)$ and $c_0 \neq 0$. Let $\lambda_1 = 0$ and $\lambda_{2,3} = \pm i \mu_0$ for some $\mu_0 > 0$ be the eigenvalues of the Jacobian matrix $J(u_0, v_0, w_0)$ at $P_0$. Then the following conditions hold:

$$v_0 = 0, \quad f(u_0, w_0, \alpha_0) = 0, \quad g(u_0, w_0, \alpha_0) = 0. \quad (2.3)$$

$${c_0 + 1 \over c_0} g_w(P_0) = f_u(P_0) g_w(P_0) - f_w(P_0) g_u(P_0) = 0, \quad f_u(P_0) + g_w(P_0) = \mu_0^2 > 0. \quad (2.4)$$

**Proof.** Since $P_0 = (u_0, v_0, w_0)^T$ is a fold-Hopf equilibrium of $(2.2)$ with $(c, \alpha) = (c_0, \alpha_0)$, the condition $(2.3)$ holds. It is clear that the Jacobian matrix $J(u_0, v_0, w_0)$ of $(2.2)$ at this point is in the form

$${J(u_0, v_0, w_0) = \begin{pmatrix} 0 & 1 & 0 \\ -f_u(P_0) & c_0 & -f_w(P_0) \\ 1 \over c_0 g_u(P_0) & 0 & 1 \over c_0 g_w(P_0) \end{pmatrix},}$$

and the eigenvalues of $J(u_0, v_0, w_0)$ are determined by the zeros of its characteristic polynomial

$$\det(\lambda I_3 - J(u_0, v_0, w_0)) = \lambda^3 - \left(c_0 + 1 \over c_0 g_w(P_0)\right) \lambda^2 + (f_u(P_0) + g_w(P_0)) \lambda + 1 \over c_0 \left(f_u(P_0) g_u(P_0) - f_u(P_0) g_w(P_0)\right),$$

where $\lambda_1 = 0$ and $\lambda_{2,3} = \pm i \mu_0$ for some $\mu_0 > 0$.
where $I_3$ is the $3 \times 3$ identity matrix. By the definition of the fold-Hopf equilibrium, we have

\[
c_0 + \frac{1}{c_0} g_w(P_0) = \lambda_1 + \lambda_2 + \lambda_3 = 0,
\]

\[
f_u(P_0) + g_w(P_0) = \lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3 = \mu_0^2 > 0,
\]

\[
\frac{1}{c_0} (f_u(P_0)g_w(P_0) - f_w(P_0)g_u(P_0)) = \lambda_1 \lambda_2 \lambda_3 = 0.
\]

Thus, (2.4) holds. This finishes the proof.

\[\square\]

### 2.2. Averaging theory

In this section, we take advantage of the averaging theory to find periodic solutions bifurcating from fold-Hopf equilibria in the 3D system (2.2). The averaging theory is one of the efficient methods to find periodic solutions in nonautonomous differential systems (see more details in [3] (2022) [37] [41]). In the following we introduce some results on the averaging theory. Consider a nonautonomous differential system in the form

\[
\dot{X}(t) = \epsilon F(t, X) + \epsilon^2 K(t, X, \epsilon),
\]

where $X = (x, y)^T$ is in $\mathbb{R}^2$, small parameter $\epsilon$ satisfies $0 < \epsilon < \epsilon_1$ for a sufficiently small $\epsilon_1 > 0$, and the functions $F$ and $K$ are sufficiently smooth and are $A$-periodic in the variable $t \in \mathbb{R}$. Then (2.5) can be defined in the extended phase space $\mathbb{S}^1 \times \mathbb{R}^2$ by setting $\hat{t} = 1 \mod(A)$. Let $X(t, Z, \epsilon)$ denote the solution of (2.5) with the initial value $X(0) = Z$ in $\mathbb{R}^2$. Then by [3] Lemma 5, p. 3570, the solution $X(t, Z, \epsilon)$ has the expansion

\[
X(t, Z, \epsilon) = Z + \epsilon Y(t, Z) + O(\epsilon^2),
\]

where $Y$ is given by

\[
Y(t, Z) = \int_0^t F(\tau, Z) d\tau.
\]

Consequently, the Poincaré map $\Pi(Z, \epsilon) = X(A, Z, \epsilon)$ is in the form

\[
\Pi(Z, \epsilon) = Z + \epsilon G(Z) + O(\epsilon^2),
\]

where $G(Z)$ is given by

\[
G(Z) = Y(A, Z) = \int_0^A F(\tau, Z) d\tau,
\]

and is called the **averaged function of order one**. Hence, in order to detect the periodic solutions in (2.6), we turn to solve the equation $\Pi(Z, \epsilon) = Z$. By [37] Theorem A, p. 566 we have the next lemma.

**Lemma 2.2.** Assume that $G \neq 0$, and there exists a point $Z_0$ in $\mathbb{R}^2$ such that $G(Z_0) = 0$ and the differential $DG(Z_0)$ of $G(Z)$ is an invertible matrix. Then for a sufficiently small $|\epsilon| > 0$, the perturbed system (2.5) has an isolated $A$-periodic solution $\varphi(t, \epsilon)$ satisfying that $\varphi(0, \epsilon) \to Z_0$ as $\epsilon \to 0$.

In the preceding lemma, we apply the averaged function of order one to find the periodic solutions in (2.6). We also refer to [3] [37] for more recent results on the applications of the averaged function of high order.

### 2.3. Existence of periodic traveling waves

Now we study the existence of small-amplitude periodic traveling waves emerging from fold-Hopf equilibria via the averaging theory.

Without loss of generality, we assume that for $(\alpha, c) = (\alpha_0, c_0)$, the 3D system (2.2) has a fold-Hopf equilibrium at the origin, which is denoted by 0 for short. Let $X(u, w, v, \epsilon)$ denote the vector field defined by (2.2) with $(\alpha, c)$ in the form

\[
\alpha = \alpha_0 + \alpha_1(\epsilon) := \alpha_0 + \sum_{k=1}^{+\infty} \tilde{a}_k \epsilon^k,
\]

\[
c = c_0 + c_1(\epsilon) := c_0 + \sum_{k=1}^{+\infty} \tilde{c}_k \epsilon^k,
\]
where all coefficients will be fixed according to our need such that the radii of convergence of these two series are nonzero. It is clear that by a change

\[(2.7) \quad (u, v, w)^T \to \epsilon Q(u, v, w)^T, \quad Q = \begin{pmatrix} -\frac{1}{c_0}g_w(0, \alpha_0) & \mu_0 & g_w(0, \alpha_0) \\ -\mu_0^2 & c_0\mu_0 & 0 \\ -\frac{1}{c_0}g_u(0, \alpha_0) & 0 & -g_u(0, \alpha_0) \end{pmatrix},\]

where the matrix \( Q \) consists of the eigenvectors corresponding to the Jacobian matrix of \([2.2][2.2]\) at the origin, the 3D system \([2.2][2.2]\) is transformed into

\[(2.8) \quad \dot{u} = \mu_0 v + X_1(u, v, w, \epsilon),
\dot{v} = -\mu_0 u + X_2(u, v, w, \epsilon),
\dot{w} = X_3(u, v, w, \epsilon),\]

where

\[
(X_1(u, v, w, \epsilon), X_2(u, v, w, \epsilon), X_3(u, v, w, \epsilon))^T
= \epsilon^{-1}Q^{-1}X\epsilon(u, v, w)Q^T, 
- (\mu_0 v, -\mu_0 u, 0)^T.
\]

For sufficiently small \(|\epsilon|\), the expansion of \((X_1(u, v, w, \epsilon), X_2(u, v, w, \epsilon), X_3(u, v, w, \epsilon))^T\) with respect to \(\epsilon\) can be written as

\[
(X_1(u, v, w, \epsilon), X_2(u, v, w, \epsilon), X_3(u, v, w, \epsilon))^T
= (X_{10} + \epsilon X_{11}(u, v, w), X_{20} + \epsilon X_{21}(u, v, w), X_{30} + \epsilon X_{31}(u, v, w))^T + O(\epsilon^2),
\]

where \(X_{j\alpha}(u, v, w) = O(\|(u, v, w)\|)\) for sufficiently small \(|(u, v, w)|\). Note that \(X_{j0}\) and \(X_{j1}\) depend on the matrix \(Q\), which is not unique. Then for simplicity, we omit their lengthy expressions, which are determined by the first and second partial derivatives of the functions \(f\) and \(g\) with respect to \(u, v, w\) and \(\alpha\). As a concrete example, we give the explicit expressions of \(X_{j0}\) and \(X_{j1}\) for the FitzHugh-Nagumo system in Section \([4][4]\). Consider system \([2.8][2.8]\) in the cylindrical coordinate

\[(u, v, w) = (r \cos \theta, r \sin \theta, w), \quad r \geq 0, \quad 2\pi \geq \theta \geq 0, \quad w \in \mathbb{R}.
\]

Then system \([2.8][2.8]\) is converted into

\[
\dot{r} = X_1 \cos \theta + X_2 \sin \theta,

\dot{r} \dot{\theta} = -\mu_0 r - X_1 \sin \theta + X_2 \cos \theta,

\dot{w} = X_3
\]

where we write \(X_j\) with \((r \cos \theta, r \sin \theta, w, \epsilon)\) being suppressed for simplicity. Then for sufficiently small \(|r|\) and \(|\epsilon|\),

\[
\frac{dr}{d\theta} = \frac{r(X_1 \cos \theta + X_2 \sin \theta)}{-\mu_0 r - X_1 \sin \theta + X_2 \cos \theta},

\frac{dw}{d\theta} = \frac{rX_3}{-\mu_0 r - X_1 \sin \theta + X_2 \cos \theta}.
\]

Clearly, the right-hand side of system \([2.10][2.10]\) is \(2\pi\)-periodic in the variable \(\theta \in \mathbb{R}\). Then we have the following results.

**Theorem 2.3.** (Existence of periodic traveling waves) Define two functions \(R_1\) and \(R_2\) by

\[
R_1(r, w) = \int_0^{2\pi} (\cos \theta \cdot X_{11}(r \cos \theta, r \sin \theta, w) + \sin \theta \cdot X_{21}(r \cos \theta, r \sin \theta, w)) d\theta,

R_2(r, w) = \int_0^{2\pi} X_{31}(r \cos \theta, r \sin \theta, w) d\theta.
\]
Assume there exist \( \alpha_1(\epsilon) \) and \( c_1(\epsilon) \) defined by (2.11) such that \( X_{10} = X_{20} = X_{30} = 0, R_1(r_*, w_*) = R_2(r_*, w_*) = 0, \) and

\[
\det \begin{pmatrix} \partial R_1 & \partial R_1 \\ \partial r & \partial w \\ \partial R_2 & \partial R_2 \end{pmatrix}
\bigg|_{(r_*, w_*)} \neq 0,
\]

for some \( r_* > 0 \) and \( w_* \in \mathbb{R} \). Then there exists a sufficiently small \( \epsilon_0 > 0 \) such that a small-amplitude periodic wave \( (\phi, \psi) \) with period \( A_\epsilon \) and wave speed \( c_0 + c_1(\epsilon) \) emerges from the origin in the coupled system (1.3) with \( \alpha = \alpha_0 + \alpha_1(\epsilon) \) for each \( \epsilon \in (0, \epsilon_0) \), where

\[
| (\phi, \psi) | = O(\epsilon), \quad A_\epsilon = 2\pi/\mu_0 + O(\epsilon), \quad \epsilon \in (0, \epsilon_0].
\]

**Proof.** Note that the periodic traveling waves of the coupled system (1.3) correspond to the periodic solutions of the 3D system (2.2). Then it suffices to prove that there exists a sufficiently small \( \epsilon_0 > 0 \) such that a small-amplitude periodic solution \( (\phi, \phi_\xi, \psi) \) with period \( A_\epsilon \) bifurcates from the origin in the 3D system (2.2) with \( (\alpha, \epsilon) = (\alpha_0 + \alpha_1(\epsilon), c_0 + c_1(\epsilon)) \) for each \( \epsilon \in (0, \epsilon_0] \), where \( | (\phi, \phi_\xi, \psi) | = O(\epsilon) \) and \( A_\epsilon = 2\pi/\mu_0 + O(\epsilon) \) for \( \epsilon \in (0, \epsilon_0] \).

Since \( X_{10} = X_{20} = X_{30} = 0, \) system (2.10) has the expansion

\[
\begin{align*}
\frac{dr}{d\theta} &= -\frac{\epsilon}{\mu_0} (\cos \theta X_{11}(r \cos \theta, r \sin \theta, w) + \sin \theta X_{21}(r \cos \theta, r \sin \theta, w)) + O(\epsilon^2), \\
\frac{dw}{d\theta} &= -\frac{\epsilon}{\mu_0} X_{31}(r \cos \theta, r \sin \theta, w) + O(\epsilon^2).
\end{align*}
\]

Consequently, by \( R_1(r_*, w_*) = R_2(r_*, w_*) = 0, \) (2.11) and Lemma 2.2, we have that for sufficiently small \( \epsilon \), system (2.12) has an isolated periodic solution \( \varphi(\theta, \epsilon) \) of period \( 2\pi \) in \( \theta \) such that \( \varphi(0, \epsilon) \rightarrow (r_*, w_*) \) as \( \epsilon \rightarrow 0 \). This together with (2.7) yields that the 3D system (2.2) has a periodic solution \( (\phi, \phi_\xi, \psi) \) with \( | (\phi, \phi_\xi, \psi) | = O(\epsilon) \) for sufficiently small \( \epsilon \). By the second equation in (2.9), we have that for sufficiently small \( \epsilon \),

\[
A_\epsilon = \left| \int_0^{2\pi} \frac{r}{-\mu_0 r - X_1 \sin \theta + X_2 \cos \theta} \right| (r, w) \to \varphi(\theta, \epsilon) \, d\theta \right| = \frac{2\pi}{\mu_0} + O(\epsilon).
\]

Therefore, the proof is now complete. \( \square \)

3. **Instability of periodic traveling waves via perturbation theory**

As for small-amplitude periodic traveling waves arising from the fold-Hopf bifurcations, we are interested in the stability of this class of periodic traveling waves in the coupled system (1.3).

3.1. **Spectral theory for periodic traveling waves.** We first introduce basic notions on the spectral theory for traveling waves in the coupled system (1.3). Assume that the coupled system (1.3) has a traveling wave \( (\phi, \psi) \) with wave speed \( c \). The linearization of (2.11) about the traveling wave \( (\phi, \psi) \) is in the form

\[
\mathcal{L} \begin{pmatrix} u \\ w \end{pmatrix} := \begin{pmatrix} u\xi - c \psi \xi + f_u(\phi, \psi, \alpha) u + f_w(\phi, \psi, \alpha) w \\ -cw + g_u(\phi, \psi, \alpha) u + g_w(\phi, \psi, \alpha) w \end{pmatrix},
\]

where

\[
\mathcal{L} : H^2(\mathbb{R}) \times H^1(\mathbb{R}) \subset L^2(\mathbb{R}) \times L^2(\mathbb{R}) \to L^2(\mathbb{R}) \times L^2(\mathbb{R}).
\]

The operator \( \mathcal{L} \) is a closed operator on \( L^2(\mathbb{R}) \times L^2(\mathbb{R}) \) with the domain \( \mathcal{D}(\mathcal{L}) = H^2(\mathbb{R}) \times H^1(\mathbb{R}) \) and its eigenvalue problem is determined by

\[
\mathcal{L}(u, w)^T = \lambda (u, w)^T,
\]

where \( (u, w)^T \) is in \( \mathcal{D}(\mathcal{L}) \), and \( \lambda \) is in the complex plane \( \mathbb{C} \). Let \( \rho(\mathcal{L}) \) denote the resolvent set of \( \mathcal{L} \), consisting of all points \( \lambda \in \mathbb{C} \) such that \( \mathcal{L} - \lambda I \) is invertible and \( (\mathcal{L} - \lambda I)^{-1} \) is a continuous linear operator, where \( I \) is the identity. The complement of \( \rho(\mathcal{L}) \) in \( \mathbb{C} \) is called the spectrum of \( \mathcal{L} \), which is denoted by \( \sigma(\mathcal{L}) \). Then

\[
\mathbb{C} = \rho(\mathcal{L}) \cup \sigma(\mathcal{L}).
\]
If the dimension of the kernel $\text{Ker}(L)$ for $L$ and the codimension of the the range $\text{R}(L)$ for $L$ are both finite, then the operator $L$ is called a Fredholm operator with the Fredholm index

$$\text{Ind}(L) = \dim(\text{Ker}(L)) - \dim(\text{R}(L)).$$

According to the definitions of the Fredholm operator and the Fredholm index, the spectrum $\sigma(L)$ is classified into two different parts, that is,

$$\sigma(L) = \sigma_{\text{ess}}(L) \cup \sigma_{\text{pt}}(L),$$

where $\sigma_{\text{ess}}(L)$ (called the essential spectrum) consists of all $\lambda \in \mathbb{C}$ such that $\lambda I - A$ is not Fredholm or $\lambda I - A$ is Fredholm with $\text{Ind}(\lambda I - L) \neq 0$, and $\sigma_{\text{pt}}(L)$ (called the point spectrum) consists of all $\lambda \in \mathbb{C}$ such that $\lambda I - A$ is not invertible and $\text{Ind}(\lambda I - L)$ is zero. Every $\lambda \in \sigma_{\text{pt}}(L)$ is called an eigenvalue of $L$ and every nontrivial $(u, w)^T$ in $D(L)$ satisfying $L(u, w)^T = \lambda(u, w)^T$ is called an eigenfunction corresponding to $\lambda$.

We next introduce the spectral projections associated with $\sigma(L)$, which are useful in the study of the spectral perturbation problem (see Section 3.2). Assume that $\sigma(L)$ is separated into two disjoint parts $\sigma_1$ and $\sigma_2$ by a simple closed positively oriented cycle $\Gamma$, which encloses a bounded open set containing $\sigma_1$ in its interior and $\sigma_2$ in its exterior. Then by [32, Theorem 6.17, p.178], we can define the spectral projection $P_{\sigma_1}(L)$ associated with $\sigma_1$ by the Dunford integral formula

$$P_{\sigma_1}(L) = \frac{1}{2\pi i} \oint_{\Gamma} (\lambda I - L) \, d\lambda.$$ 

In particular, if $\sigma_1$ only contains an isolated eigenvalue $\lambda_0$ of $L$, then the dimension of the range of $P_{\lambda_0}(L)$ is called the algebraic multiplicity of $\lambda_0$, and the dimension of $\text{Ker}(\lambda_0 I - L_0)$ is called the geometric multiplicity of $\lambda_0$. We refer to [32, 33] for more details on the spectral theory of $L$. For notational convenience, these notations are similarly defined for the linear operators which appear in the present paper.

Our goal is to study the stability of periodic traveling waves emerging from the fold-Hopf bifurcation. For this reason, we give more details on the spectral theory for this class of periodic traveling waves. Assume that $(\phi, \phi_\xi, \psi)$ is a periodic solution with period $A_\epsilon$ arising from the fold-Hopf bifurcation in the 3D system (2.2) with $(\alpha, c) = (\alpha_0 + \alpha_1(\epsilon), c_0 + c_1(\epsilon))$ for $\epsilon \in (0, \epsilon_0)$, where $\alpha_0$ and $c_1$ are defined as in (2.6). Then $(\phi, \psi)$ is periodic wave profile with period $A_\epsilon$ in system (1.7). So $(\phi(\cdot, \cdot), \psi(\cdot))$ satisfies (2.1). The spectral stability of the profile $(\phi(\xi, \psi(\xi))$ is determined by the spectra of the operator $L$ in the form (3.1), where all coefficients are periodic functions with period $A_\epsilon$. Let $Y = (u, v, w)^T$ in $\mathbb{R}^3$. Then the spectral problem $L(u, w)^T = \lambda(u, w)^T$ becomes a first-order system of ordinary differential equations

$$\frac{dY}{d\xi} = A(\xi, \lambda)Y, \quad A(\xi, \lambda) = \begin{pmatrix} 0 & 1 & 0 \\ \lambda - f_u(\phi, \psi, \alpha) & c & -f_w(\phi, \psi, \alpha) \\ c \frac{f_w(\phi, \psi, \alpha)}{g_u(\phi, \psi, \alpha)} & 0 & 1 \left(\frac{g_u(\phi, \psi, \alpha)}{g_u(\phi, \psi, \alpha)} - \lambda\right) \end{pmatrix},$$

where $A(\xi + A_\epsilon) = A(\xi, \lambda)$ for every $\lambda \in \mathbb{C}$. We can check that the operator $L$ has no point spectrum, and $\lambda = \lambda_0$ is an essential spectrum of $L$ if and only if there exists a $\mu$ in $(-\pi/A_\epsilon, \pi/A_\epsilon]$ such that (3.2) has a nonzero solution $Y$ satisfying

$$Y(A_\epsilon) = e^{i\mu A_\epsilon} Y(0).$$

By the Bloch-wave decomposition

$$(u, w) \rightarrow (e^{i\mu \xi} u, e^{i\mu \xi} w),$$

the operator $L$ is converted into

$$L_{\mu} \begin{pmatrix} u \\ w \end{pmatrix} := \begin{pmatrix} (\partial_\xi + i\mu)^2 u - c(\partial_\xi + i\mu)u + f_u(\phi, \psi, \alpha)u + f_w(\phi, \psi, \alpha)w \\ -c(\partial_\xi + i\mu)w + g_u(\phi, \psi, \alpha)u + g_w(\phi, \psi, \alpha)w \end{pmatrix},$$

where

$$L_{\mu} : L^2_{\text{per}}([0, A_\epsilon], \mathbb{C}) \times L^2_{\text{per}}([0, A_\epsilon], \mathbb{C}) \rightarrow L^2_{\text{per}}([0, A_\epsilon], \mathbb{C}) \times L^2_{\text{per}}([0, A_\epsilon], \mathbb{C})$$

with the domain $D(L_{\mu}) = H^2_{\text{per}}([0, A_\epsilon], \mathbb{C}) \times H^1_{\text{per}}([0, A_\epsilon], \mathbb{C})$. Then for each $\mu$ in $(-\pi/A_\epsilon, \pi/A_\epsilon]$, the point spectrum of $L_{\mu}$ is an essential spectrum of $L$. We refer to [32, pp.68-70] for more details on the relation between the spectra of $L$ and those of $L_{\mu}$ for $\mu$ in $(-\pi/A_\epsilon, \pi/A_\epsilon]$. We summarize the above statements as follows:
Lemma 3.1. The spectrum $\sigma(\mathcal{L})$ of the operator $\mathcal{L}$ for periodic traveling wave $(\phi, \psi)$ in (3.4) is in the form

$$\sigma(\mathcal{L}) = \bigcup_{-\frac{\pi}{\alpha} < \mu \leq \frac{\pi}{\alpha}} \sigma_{pt}(\mathcal{L}_\mu).$$

In order to analyze the spectrum of $\mathcal{L}_\mu$, we also change the spectral problem for $\mathcal{L}_\mu$ into a first-order system of ordinary differential equations

$$\frac{dY}{d\xi} = (A(\xi, \lambda) - i\mu I_3)Y, \quad Y(A_\epsilon) = Y(0),$$

where $i = \sqrt{-1}$ and $I_3$ is the $3 \times 3$ identity matrix. Let $\Phi(\xi, \lambda, \mu)$ denote the fundamental matrix solution of (3.5). Then (3.5) has a nontrivial solution if and only if

$$E(\lambda, \mu) := \det(\Phi(A_\epsilon, \lambda, \mu) - I_3) = 0, \quad \lambda \in \mathbb{C}, \quad -\frac{\pi}{A_\epsilon} < \mu \leq \frac{\pi}{A_\epsilon},$$

where $E(\lambda, \mu)$ is called the Evans function (see, for instance, [1, 18, 21, 30, 32, 43]). Then the spectrum of $\mathcal{L}_\mu$ is determined by the zeros of $E(\lambda, \mu)$.

3.2. Relatively bounded perturbation. By (3.4) we observe that $\sigma(\mathcal{L})$ is spectrally unstable if $\mathcal{L}_\mu$ is spectrally unstable for a certain $\mu$ in $(-\pi/A_\epsilon, \pi/A_\epsilon]$. Particularly, we consider the case $\mu = 0$ in (3.3). Then $\mathcal{L}_\mu$ is reduced to $\mathcal{L}_0 = \mathcal{L}$ with the domain $D(\mathcal{L}_0) = H^2_{per}([0, A_\epsilon], \mathbb{C}) \times H^1_{per}([0, A_\epsilon], \mathbb{C})$. In order to remove the $\epsilon$-dependence associated with the domain $D(\mathcal{L}_0)$, we make a change

$$\xi \rightarrow A\xi, \quad \epsilon \in (0, \epsilon_0].$$

Then the spectral problem associated with the periodic wave $(\phi, \psi)$ is converted into the spectral problem for the following operator

$$\mathcal{F}(\epsilon) \begin{pmatrix} u \\ w \end{pmatrix} := \begin{pmatrix} u\xi - cA_\epsilon u\xi + A^2 f_u(\phi, \psi, \alpha)u + A^2 f_w(\phi, \psi, \alpha)w \\ -cA_\epsilon w\xi + A^2 g_u(\phi, \psi, \alpha)u + A^2 g_w(\phi, \psi, \alpha)w \end{pmatrix} = \lambda \begin{pmatrix} u \\ w \end{pmatrix},$$

where

$$\mathcal{F}(\epsilon) : L^2_{per}([0, 1], \mathbb{C}) \times L^2_{per}([0, 1], \mathbb{C}) \rightarrow L^2_{per}([0, 1], \mathbb{C}) \times L^2_{per}([0, 1], \mathbb{C}),$$

with the domain $D(\mathcal{F}(\epsilon)) = H^2_{per}([0, 1], \mathbb{C}) \times H^1_{per}([0, 1], \mathbb{C})$ for each $\epsilon \in (0, \epsilon_0]$. For each $(u, w)^T$ in $L^2_{per}([0, 1], \mathbb{C}) \times L^2_{per}([0, 1], \mathbb{C})$, let the norm of $(u, w)^T$ be defined by

$$|(u, w)^T|_2 = |u|_2 + |w|_2,$$

where $|u|_2$ and $|w|_2$ are the $L^2$-norms of $u$ and $w$ in $L^2([0, 1], \mathbb{C})$, respectively.

On the spectra $\sigma(\mathcal{L}_0)$ and $\sigma(\mathcal{F}(\epsilon))$, we have the next lemma.

Lemma 3.2. The spectra $\sigma(\mathcal{L}_0)$ and $\sigma(\mathcal{F}(\epsilon))$ for each $\epsilon \in (0, \epsilon_0]$ are both composed by a countable number of eigenvalues, which have finite algebraic multiplicities. Furthermore, if $\lambda$ is an eigenvalue of $\mathcal{F}(\epsilon)$, then $\lambda/A^2_\epsilon$ is an eigenvalue of $\mathcal{L}_0$.

Proof. The first statement can be obtained by [32, Lemma 8.4.1, p. 242] and the second one can be obtained by a direct computation. This finishes the proof. \qed

In order to analyze the spectrum $\sigma(\mathcal{F}(\epsilon))$ by the perturbation theory for linear operators, we decompose $\mathcal{F}(\epsilon)$ into two parts:

$$\mathcal{F}(\epsilon) = \mathcal{F}_0 + \mathcal{F}_1(\epsilon),$$

where

$$\mathcal{F}_0 \begin{pmatrix} u \\ w \end{pmatrix} := \begin{pmatrix} u\xi - c_0 A_\epsilon u\xi + A^2 f_u(P_0, \alpha_0)u + A^2 f_w(P_0, \alpha_0)w \\ -c_0 A_\epsilon w\xi + A^2 g_u(P_0, \alpha_0)u + A^2 g_w(P_0, \alpha_0)w \end{pmatrix},$$

and $\mathcal{F}_1(\epsilon) = \mathcal{F}(\epsilon) - \mathcal{F}_0$, that is,

$$\mathcal{F}_1(\epsilon) \begin{pmatrix} u \\ w \end{pmatrix} := \begin{pmatrix} (c_0 A - cA_\epsilon) u\xi + \beta_u u + \beta_w w \\ (c_0 A - cA_\epsilon) w\xi + \gamma_u u + \gamma_w w \end{pmatrix}.$$
Recall that for each $\epsilon \in (0, \epsilon_0]$, 
\[ \alpha_1(\epsilon) = O(\epsilon), \quad c_1(\epsilon) = O(\epsilon), \quad |(\phi, \phi_\xi, \psi)| = O(\epsilon), \quad |A_\epsilon - A| = O(\epsilon), \]
then we have that $c_0A - cA_\epsilon = O(\epsilon)$,
\[ \beta_u(\xi, \epsilon) = A^2_u f_u(\phi, \psi, \alpha) - A^2 f_u(\phi, \alpha_0) = O(\epsilon), \]
\[ \beta_w(\xi, \epsilon) = A^2_u f_w(\phi, \psi, \alpha) - A^2 f_w(\phi, \alpha_0) = O(\epsilon), \]
\[ \gamma_u(\xi, \epsilon) = A^2_\omega g_u(\phi, \psi, \alpha) - A^2 g_u(\phi, \alpha_0) = O(\epsilon), \]
\[ \gamma_w(\xi, \epsilon) = A^2_\omega g_w(\phi, \psi, \alpha) - A^2 g_w(\phi, \alpha_0) = O(\epsilon), \]
for $\epsilon \in (0, \epsilon_0]$. As a consequence, the operators $F(\epsilon)$ for $\epsilon \in (0, \epsilon]$ can be viewed as the perturbations of $F_0$. Next we give a further relation on the relation between $F_0$ and $F_1(\epsilon)$.

**Lemma 3.3.** Let the operators $F_0$ and $F_1(\epsilon)$ for $\epsilon \in (0, \epsilon_0]$ be defined by \ref{defn:F_0} and \ref{defn:F_1}, respectively. Then for each $\epsilon \in (0, \epsilon_0]$, and each $\lambda \in \mathbb{C}$, the operator $F_1(\epsilon)$ is relatively bounded with respect to $F_0 - \lambda I$, that is, $\mathcal{D}(F_0 - \lambda I) \subset \mathcal{D}(F_1(\epsilon))$ and there exists two nonnegative constants $a(\epsilon)$ and $b(\epsilon)$ such that
\[ |F_1(\epsilon)(u, w)^T|_2 \leq a(\epsilon)|(u, w)^T|_2 + b(\epsilon)|(F_0 - \lambda I)(u, w)^T|_2, \]
for each $(u, w)^T$ in $\mathcal{D}(F_0)$, where the constants $a(\epsilon)$ and $b(\epsilon)$ can be in the form
\begin{align*}
    a(\epsilon) &= \kappa_1(\epsilon) \left\{ 1 + \frac{2\kappa_2(\lambda) + 2n(a + 1)}{n - 1 - |c_0A|} + \frac{2\kappa_2(\lambda)}{|c_0A|} \right\}, \\
    b(\epsilon) &= \kappa_1(\epsilon) \left\{ \frac{1}{n - 1 - |c_0A|} + \frac{1}{|c_0A|} \right\},
\end{align*}
where $n$ is an integer with $n > 1 + |c_0A|$, and $\kappa_1(\epsilon)$ and $\kappa_2(\lambda)$ are in the form
\begin{align*}
    \kappa_1(\epsilon) &= 3 \cdot \max \{|c_0A - cA_\epsilon|, |b_\xi(\cdot, \epsilon)|_{\infty} + |\gamma_u(\cdot, \epsilon)|_{\infty}, |\beta_w(\cdot, \epsilon)|_{\infty} + |\gamma_u(\cdot, \epsilon)|_{\infty} \}, \\
    \kappa_2(\lambda) &= \max \{A^2(|f_u(P_0, \alpha_0)| + |g_w(P_0, \alpha_0)|), A^2(|f_w(P_0, \alpha_0)| + |g_u(P_0, \alpha_0)|) \} + \frac{|\lambda|}{2}.
\end{align*}
Furthermore, the following limits hold:
\[ a(\epsilon) \to 0, \quad b(\epsilon) \to 0, \quad \text{as} \quad \epsilon \to 0. \]

**Proof.** Noting that $F_0 : L^2_{\text{per}}([0, 1], \mathbb{C}) \times L^2_{\text{per}}([0, 1], \mathbb{C}) \to L^2_{\text{per}}([0, 1], \mathbb{C}) \times L^2_{\text{per}}([0, 1], \mathbb{C})$ has the domain $\mathcal{D}(F_0) = H^1_{\text{per}}([0, 1], \mathbb{C}) \times H^1_{\text{per}}([0, 1], \mathbb{C})$, and $F_1(\epsilon) : L^2_{\text{per}}([0, 1], \mathbb{C}) \times L^2_{\text{per}}([0, 1], \mathbb{C}) \to L^2_{\text{per}}([0, 1], \mathbb{C}) \times L^2_{\text{per}}([0, 1], \mathbb{C})$ has the domain $\mathcal{D}(F_1(\epsilon)) = H^1_{\text{per}}([0, 1], \mathbb{C}) \times H^1_{\text{per}}([0, 1], \mathbb{C})$, we then conclude that $\mathcal{D}(F_0) \subset \mathcal{D}(F_1(\epsilon))$ for each $\epsilon \in (0, \epsilon_0]$. This finishes the proof for the first statement.

Next we prove \ref{lem:3.3}. For each $\epsilon \in (0, \epsilon_0]$ and $(u, w)^T$ in $\mathcal{D}(F_0)$,
\begin{equation}
    |F_1(\epsilon)(u, w)^T|_2 \leq |(c_0A - cA_\epsilon)u_\xi + \beta_u u + \beta_w w, (c_0A - cA_\epsilon)u_\xi + \gamma_u u + \gamma_w w|^T_2 \\
    \leq \kappa_1(\epsilon) \left\{ |u_\xi|^2 + |u_\xi|^2 + |(u, w)^T|^2 \right\},
\end{equation}
where $\kappa_1$ is defined as in this lemma. By \ref{lem:3.3}, we have
\begin{align*}
    |(u_\xi - c_0Au_\xi, -c_0Aw_\xi)|^2_2 &= |F_0(u, w)^T - A^2 f_u(P_0, \alpha_0)u + A^2 f_w(P_0, \alpha_0)w, A^2 g_u(P_0, \alpha_0)u + A^2 g_w(P_0, \alpha_0)w|^T_2. \\
    &= |(F_0 - \lambda I)(u, w)^T|_2 + 2\kappa_2(\lambda)|F_0 - \lambda I|(u, w)^T_2,
\end{align*}
Then
\begin{align*}
    |c_0Au_\xi|_2 &\leq |(F_0 - \lambda I)(u, w)|_2 + 2\kappa_2(\lambda)|(u, w)^T|_2, \\
    |u_\xi - c_0Au_\xi|_2 &\leq |(F_0 - \lambda I)(u, w)|_2 + 2\kappa_2(\lambda)|(u, w)^T|_2,
\end{align*}
where \( \kappa_2(\lambda) \) is defined as in this lemma. These yield that

\[
\begin{align*}
(3.14) & \quad |w_\xi|_2 \leq |c_0A|^{-1} \left( |(F_0 - \lambda I)(u, w)^T|_2 + 2\kappa_2(\lambda)\right), \\
(3.15) & \quad |u_\xi|_2 \leq |(F_0 - \lambda I)(u, w)^T|_2 + 2\kappa_2(\lambda)|u, w|_2 + |c_0Au_\xi|_2. 
\end{align*}
\]

By the Inequality (1.12) in [33, p.192], we have that for each \( n > 1 \),

\[
|u_\xi|_2 \leq \frac{1}{n-1}|u_\xi|_2 + \frac{2n(n+1)}{n-1}|u|_2.
\]

This together with (3.15) yields that for \( n > 1 \),

\[
\left(1 - \frac{|c_0A|}{n-1}\right)|u_\xi|_2 \leq \frac{1}{n-1} \left( |(F_0 - \lambda I)(u, w)^T|_2 + 2\kappa_2(\lambda)|u, w|_2 \right) \\
+ \frac{2n(n+1)}{n-1}|u|_2.
\]

Hence, for every \( n > 1 + |c_0A| \), we have

\[
|u_\xi|_2 \leq \frac{1}{n-1 - |c_0A|} \left( |(F_0 - \lambda I)(u, w)^T|_2 + 2\kappa_2(\lambda)|u, w|_2 \right) \\
+ \frac{2n(n+1)}{n-1 - |c_0A|}|u|_2.
\]

Substituting (3.14) and (3.16) into (3.13) yields that (3.11) holds.

Finally, we prove (3.12). By (3.10) we have \( \kappa_1(\epsilon) = O(\epsilon) \) for \( \epsilon \in (0, \epsilon_0] \). Then by the definitions of \( a(\epsilon) \) and \( b(\epsilon) \), we obtain (3.12). This finishes the proof. \( \square \)

Letting \( \lambda = 0 \) in Lemma 3.3 we have the next corollary.

**Corollary 3.1.** For each \( \epsilon \in (0, \epsilon_0] \), the operator \( F_1(\epsilon) \) is relatively bounded with respect to \( F_0 \), and

\[
|F_1(\epsilon)(u, w)^T|_2 \leq a(\epsilon)|u, w|_2 + b(\epsilon)|F_0(u, w)|_2,
\]

for each \( (u, w)^T \) in \( D(F_0) \), where the constants \( a(\epsilon) \) and \( b(\epsilon) \) are defined as in Lemma 3.3.

We remark that in order to study the spectral stability of periodic traveling waves arising from Hopf bifurcation in a class of systems of scalar viscous balance laws in one space dimension, the recent work [2] also obtained the similar result as Corollary 3.1. We next study the spectral perturbation problem for \( F_0 \). By [28] Proposition 15.3, p. 151 we have the following lemma.

**Lemma 3.4.** Assume that \( \lambda = \lambda_0 \) is an isolated point spectrum of \( F_0 \) and has finite algebraic multiplicity \( m(\lambda_0) \). Let \( \Gamma \subset \rho(F_0) \) be a small cycle surrounding \( \lambda_0 \) such that \( \lambda_0 \) is the only spectrum point inside the bounded open set surrounded by \( \Gamma \). Assume that the following statements hold:

(i) there exists a small constant \( \epsilon_0 > 0 \) such that \( \Gamma \subset \rho(F(\epsilon)) \) for all \( \epsilon \in (0, \epsilon_0] \).

(ii) \( |Pt(F(\epsilon)) - Pt(F_0)| \to 0 \) as \( \epsilon \to 0 \).

Then for sufficiently small \( \epsilon \), there are \( \tilde{m}_\epsilon \) eigenvalues \( \lambda_1(\epsilon), ..., \lambda_{\tilde{m}_\epsilon}(\epsilon) \) of \( F(\epsilon) \) inside \( \Gamma \) and \( \lambda_j(\epsilon) \to \lambda_0 \) as \( \epsilon \to 0 \), and the total algebraic multiplicity of \( \lambda_j(\epsilon) \) is equal to \( m(\lambda_0) \).

By applying Lemmas 3.2 and 3.4 we have the following results on the spectral perturbation.

**Lemma 3.5.** Assume that \( \lambda = \lambda_0 \) is an isolated point spectrum of \( F_0 \) and has finite algebraic multiplicity \( m(\lambda_0) \). Let \( \Gamma \subset \rho(F_0) \) be a small cycle surrounding \( \lambda_0 \) such that \( \lambda_0 \) is the only spectrum point inside the bounded open set surrounded by \( \Gamma \). Then there exists a constant \( \epsilon_0 \) with \( 0 < \epsilon_0 \leq \epsilon_0 \) such that for each \( \epsilon \) in \( (0, \epsilon_0] \), there are \( \tilde{m}_\epsilon \) eigenvalues \( \lambda_1(\epsilon), ..., \lambda_{\tilde{m}_\epsilon}(\epsilon) \) of \( F(\epsilon) \) inside \( \Gamma \) and \( \lambda_j(\epsilon) \to \lambda_0 \) as \( \epsilon \to 0 \), and the total algebraic multiplicity of \( \lambda_j(\epsilon) \) is equal to \( m(\lambda_0) \).
Proof. In order to prove this lemma, it suffices to check the conditions (i) and (ii) in Lemma 3.3 hold. Since $(\lambda I - \mathcal{F}_0)^{-1}$ is analytic for $\lambda \in \rho(\mathcal{F}_0)$, there exists a constant $M(\Gamma) > 0$, which is dependent of $\Gamma$, such that

$$
|((\lambda I - \mathcal{F}_0)^{-1})| \leq M(\Gamma), \quad \lambda \in \Gamma.
$$

(3.17)

Recall that $a(\epsilon)$ and $b(\epsilon)$ are defined as in Lemma 3.6 and satisfy the limits in (3.12). Then there exists a constant $\bar{\epsilon}_0$ with $0 < \bar{\epsilon}_0 \leq \epsilon_0$ such that

$$
a(\epsilon)((\lambda - \mathcal{F}_0)^{-1}) + b(\epsilon) < 1, \quad \lambda \in \Gamma, \quad \epsilon \in (0, \bar{\epsilon}_0).
$$

Hence by Lemma 3.3 and [33, Theorem 1.16, p. 196], we have $\Gamma \subset \rho(\mathcal{F}(\epsilon))$ for all $\epsilon$ in $(0, \bar{\epsilon}_0]$, and

$$
|((\lambda I - \mathcal{F}(\epsilon))^{-1})| \leq \frac{|((\lambda I - \mathcal{F}_0)^{-1})|}{1 - a(\epsilon)|((\lambda I - \mathcal{F}_0)^{-1})| - b(\epsilon)},
$$

(3.18)

for $\lambda \in \Gamma$ and $\epsilon \in (0, \bar{\epsilon}_0]$. This yields that $\Gamma \subset \rho(\mathcal{F}(\epsilon))$ for all $\epsilon$ in $(0, \bar{\epsilon}_0]$. Let the spectral projections $P_T(\mathcal{F}_0)$ and $P_T(\mathcal{F}(\epsilon))$ for $\epsilon \in (0, \bar{\epsilon}_0]$ be defined by

$$
P_T(\mathcal{F}_0) = \frac{1}{2\pi i} \oint_{\Gamma} (\lambda I - \mathcal{F}_0)^{-1} d\lambda,
$$

$$
P_T(\mathcal{F}(\epsilon)) = \frac{1}{2\pi i} \oint_{\Gamma} (\lambda I - \mathcal{F}(\epsilon))^{-1} d\lambda,
$$

respectively. Then by (3.17) and (3.18), we have

$$
|P_T(\mathcal{F}(\epsilon)) - P_T(\mathcal{F}_0)| \leq \frac{1}{2\pi} \oint_{\Gamma} |((\lambda I - \mathcal{F}(\epsilon))^{-1} - (\lambda I - \mathcal{F}_0)^{-1})| |d\lambda|.
$$

Consequently, by the limits in (3.12), the inequalities (3.17) and (3.18), we have that

$$
|P_T(\mathcal{F}(\epsilon)) - P_T(\mathcal{F}_0)| \to 0, \quad \text{as} \quad \epsilon \to 0.
$$

Thus, the proof for this lemma is finished by applying Lemma 3.4.

Remark 3.6. The perturbation theory for a family of linear operators $H_\kappa = H + \kappa W$ was considered in Chapter 15 of [28], where $H_\kappa$ are required to be analytic in $\kappa$. In Lemma 3.6, we do not require the smoothness of $\mathcal{F}(\epsilon)$ in $\epsilon$. From Lemma 3.5, the point spectrum of $\mathcal{F}_0$ is often said to be stable under the perturbations $\mathcal{F}_1(\epsilon)$ for sufficiently small $\epsilon > 0$.

3.3. Instability of periodic traveling waves. In order to study the stability of periodic traveling waves emerging from fold-Hopf equilibria, we first study the spectrum $\sigma(\mathcal{F}_0)$ of $\mathcal{F}_0$.

Lemma 3.7. Let the operator $\mathcal{F}_0$ be defined by (3.8). Assume that $A > 0$. Then the following statements hold:

(i) $\mathcal{F}_0$ has an positive eigenvalue $\lambda = A^2 \mu_0^2$ with an eigenfunction $(f_u(P_0, \alpha_0), g_u(P_0, \alpha_0))^T$.

(ii) the algebraic multiplicity and the geometric multiplicity of $\lambda = A^2 \mu_0^2$ are both equal to one.

Proof. For simplification, we only give the proof for $A = 1$. For a general $A > 0$, the results in this lemma can be obtained by taking a rescaling $\xi \to \xi/A$ in $\mathcal{F}_0(u, w)^T = A^2 \lambda(u, w)^T$. Set $v = u_\xi$ and $Y = (u, v, w)^T$. Then the eigenvalue problem $\mathcal{F}_0(u, w)^T = \lambda(u, w)^T$ is equivalent to the following system

$$
\frac{dY}{d\xi} = A_0(\lambda)Y, \quad A_0(\lambda) = \begin{pmatrix} 0 & 1 & 0 \\ \frac{1}{c_0} f_u(P_0, \alpha_0) & c_0 & -f_u(P_0, \alpha_0) \\ \frac{1}{c_0} g_u(P_0, \alpha_0) & 0 & \frac{1}{c_0} (g_u(P_0, \alpha_0) - \lambda) \end{pmatrix}
$$

(3.19)
subject to the periodic boundary condition $Y(1) = Y(0)$. By Lemma 2.4 we have

$$\det(A_0(\lambda)) = -\frac{1}{c_0} \left(\lambda^2 - (f_u(P_0, \alpha_0) + g_w(P_0, \alpha_0)\lambda + f_w(P_0, \alpha_0)g_w(P_0, \alpha_0) - f_w(P_0, \alpha_0)g_w(P_0, \alpha_0)) \right)$$

$$= -\frac{1}{c_0} (\lambda - \mu_0^2).$$

Then for $\lambda = \mu_0^2 > 0$, system (3.19) has a nonzero constant solution $(f_w(P_0, \alpha_0), 0, g_w(P_0, \alpha_0))^T$. This proves (i).

By (2.3) and substituting $\lambda = \mu_0^2$ into (3.19), we have that the rank of $A_0(\mu_0^2)$ is two. Then $\ker(F_0 - \mu_0^2 I)$ is one-dimensional and spanned by its eigenfunction $(f_w(P_0, \alpha_0), 0, g_w(P_0, \alpha_0))^T$. Hence, the geometric multiplicity of $\lambda = \mu_0^2$ is one. Since the characteristic polynomial associated with $A_0(\lambda)$ is in the form

$$G(z, \lambda) := z \left(z^2 - \left(c_0 + \frac{1}{c_0}(g_w(P_0, \alpha_0) - \lambda)\right) z + f_u(P_0, \alpha_0) + g_w(P_0, \alpha_0) - 2\lambda\right) - \frac{1}{c_0} (\lambda^2 - \mu_0^2 \lambda),$$

by (2.4) we have

$$G(z, \lambda) = z \left(z^2 + \frac{1}{c_0} \lambda z + \mu_0^2 - 2\lambda\right) - \frac{1}{c_0} (\lambda^2 - \mu_0^2 \lambda).$$

Let $z_j(\lambda)$, $j = 1, 2, 3$, denote the zeros of $G(z, \lambda)$ for each $\lambda \in \mathbb{C}$. Especially, for $\lambda = \mu_0^2$ the zeros of $G(z, \mu_0^2)$ are

$$z_1(\mu_0^2) = 0, \quad z_{2,3}(\mu_0^2) = -\frac{1}{2c_0} \mu_0^2 \pm \sqrt{\frac{1}{4c_0^2} \mu_0^4 - 1},$$

and $z'(\mu_0^2) = -\frac{1}{c_0}$. Then the Evans function $E(\lambda, \mu)$ in (3.6) satisfies

$$E(\lambda, 0) = \det(e^{A_0(\lambda)} - I_3) = \prod_{j=1}^3 (e^{z_j(\lambda)} - 1).$$

Hence, $E(\mu_0^2, 0) = 0$ and

$$\frac{\partial E}{\partial \lambda}(\mu_0^2, 0) = z'(\mu_0^2) \cdot e^{z_1(\mu_0^2)} \cdot (e^{z_2(\mu_0^2)} - 1) \cdot (e^{z_3(\mu_0^2)} - 1) \neq 0.$$

This together with Lemma 8.4.1 yields (ii). Thus, the proof is now complete.

By Lemmas 3.6 and 5.7 we have the following theorem.

**Theorem 3.8.** (Instability of periodic traveling waves) Assume that there exists a sufficiently small $\epsilon_0 > 0$, and two continuous functions $\alpha_1(\epsilon)$ and $c_1(\epsilon)$ with $\alpha_1(\epsilon) = O(\epsilon)$ and $c_1(\epsilon) = O(\epsilon)$ for $\epsilon \in (0, \epsilon_0]$ such that a small-amplitude periodic solution $(\phi, \phi_x, \psi)$ with period $A_\epsilon$ bifurcates from a fold-Hopf point $P_0$ in the 3D system (3.2) with $(\alpha, c) = (\alpha_0 + \alpha_1(\epsilon), c_0 + c_1(\epsilon))$ for each $\epsilon \in (0, \epsilon_0]$, where

$$
||(\phi, \phi_x, \psi) - P_0|| = O(\epsilon), \quad A_\epsilon = A + O(\epsilon), \quad A > 0.
$$

Then there exists a constant $\tilde{\epsilon}_0$ with $0 < \tilde{\epsilon}_0 \leq \epsilon_0$ such that for each $\epsilon$ with $0 < \epsilon \leq \tilde{\epsilon}_0$, the corresponding periodic traveling wave $(\phi, \psi)$ with wave speed $c_0 + c_1(\epsilon)$ in the system (3.3) with $\alpha_0 + \alpha_1(\epsilon)$ are spectrally unstable.

**Proof.** By Lemma 3.7 we have that $F_0$ has an positive eigenvalue $\lambda_0 = A^2 \mu_0^2$, whose algebraic multiplicity is one. Let $\Gamma$ in $\mathbb{R}\lambda > 0$ be a small circle surrounding $A^2 \mu_0^2$ such that $\lambda_0 = A^2 \mu_0^2$ is the only spectrum point inside $\Gamma$. By Lemma 3.3 there exists a constant $\tilde{\epsilon}_0$ with $0 < \tilde{\epsilon}_0 \leq \epsilon_0$ such that for each $\epsilon$ in $(0, \tilde{\epsilon}_0]$, there exists a unique eigenvalue $\lambda_1(\epsilon)$ of $F(\epsilon)$ inside $\Gamma$ and $\lambda_1(\epsilon) \to \lambda_0$ as $\epsilon \to 0$. Then $\sigma(F(\epsilon))$ has an eigenvalue $\lambda_1(\epsilon)$ with positive real part for $\epsilon \in (0, \tilde{\epsilon}_0]$. This together with Lemma 3.2 yields that the periodic traveling wave $(\phi, \psi)$ is spectrally unstable. Therefore, the proof is now complete. □

As a corollary of Theorem 3.8 we have the stability of periodic traveling waves obtained in Theorem 2.3.
Corollary 3.2. Assume that \((\phi, \psi)\) is a periodic traveling wave obtained as in Theorem 2.3. Then this periodic traveling wave is spectrally unstable.

4. APPLICATIONS TO THE FITZHUGH-NAGUMO SYSTEM

In this section, we only apply the main results to the FitzHugh-Nagumo system. By the similar method, one can study the sufficient conditions under which small-amplitude periodic traveling waves bifurcate from fold-Hopf equilibria in caricature calcium models [47, 50], consumer-resource models [26, 49] and so on, and rigorously prove the spectral instability for these traveling wave solutions.

4.1. Mathematical model. We follow [10] and study the FitzHugh-Nagumo system with an applied current

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d u_{xx} + h(u) - w + p, \\
\frac{\partial w}{\partial t} &= \delta (u - \gamma w),
\end{align*}
\]

where \(x\) is a one-dimensional spatial variable, \(t\) is time, the state \(u\) represents the plasma membrane electric potential with the diffusion rate \(d\), the state \(w\) describes the combined inactivation effects of potassium and sodium ion channels, \(p\) is the applied current, \(\delta\) is the ratio of the time scale of the membrane potential to that of the channels, \(h\) is a bistable function in the form

\[h(u) = u(u - 1)(\alpha - u),\]

and all system parameters are positive.

In the moving coordinate frame \((\xi, t) = (x + ct, t)\), a periodic wave profile \((\phi(\cdot), \psi(\cdot))\) is a periodic steady state of the following system

\[
\begin{align*}
\frac{\partial u}{\partial \xi} &= 0, \\
\frac{\partial w}{\partial \xi} &= \delta (u - \gamma w),
\end{align*}
\]

Set \(v = u_{\xi}\). Then the vector \((\phi, \phi_{\xi}, \psi)\) is a periodic solution of the three-dimensional ordinary differential system

\[
\begin{align*}
\frac{dv}{d\xi} &= \dot{v} = \frac{1}{d} (-h(u) + cv + w - p), \\
\frac{dw}{d\xi} &= \dot{w} = \frac{\delta}{c} (u - \gamma w).
\end{align*}
\]

For convenience, we call \([13]\) the 3D-FHN system. Throughout this paper, the values of the parameters \(\alpha, d\) and \(\delta\) are fixed as they were given in [10, 13, 23], that is,

\[
\begin{align*}
\alpha &= 0.1, \\
d &= 5.0, \\
\delta &= 0.01.
\end{align*}
\]

Then the 3D-FHN system \([13]\) depends on three parameters \(c, \gamma\) and \(p\).

4.2. Fold-Hopf equilibrium. If \((u_0, v_0, w_0)^T\) in \(\mathbb{R}^3\) is an equilibrium of the 3D-FHN system \([13]\), then \((u_0, v_0, w_0)^T\) satisfies the equations:

\[v_0 = 0, \quad h(u_0) + p = w_0, \quad u_0 = \gamma w_0.\]

This yields that the equilibria of the 3D-FHN system \([13]\) are determined by the roots of equation

\[g(u, \gamma) = p, \quad u \in \mathbb{R}, \quad \gamma, p > 0,
\]

where

\[
g(u, \gamma) := \frac{1}{\gamma} u - h(u) = u^3 - 1.1u^2 + \left(0.1 + \frac{1}{\gamma}\right) u.
\]

For each \(\gamma, p > 0\), the results on the zeros of \(g(u, \lambda) = p\) are summarized as follows.
Lemma 4.1. Let $N(\gamma, p)$ denote the number of the zeros for $g(u, \gamma) = p$ with $\gamma > 0$ and $p > 0$. Then the following statements hold:

(i) If $\gamma$ satisfies $0 < \gamma \leq \frac{300}{91}$, then $N(\gamma, p) = 1$ for every $p > 0$.
(ii) If $\gamma$ satisfies $\gamma > \frac{300}{91}$, then $g_u(u, \gamma) = 0$ has precisely two positive roots $u_1(\gamma)$ and $u_2(\gamma)$ with $0 < u_1(\gamma) < u_2(\gamma)$ for each $\gamma > \frac{300}{91}$. Let $u_0(\gamma)$ and $u_3(\gamma)$ be defined by

$$g(u_0(\gamma)) = g(u_2(\gamma)), \quad u_0(\gamma) < u_1(\gamma),$$
$$g(u_3(\gamma)) = g(u_1(\gamma)), \quad u_3(\gamma) > u_2(\gamma).$$

Moreover, the following dichotomies hold:

(ii.1) If $\gamma$ satisfies $\frac{300}{91} < \gamma < \frac{400}{91}$, then $g(u, \gamma) = 0$ has precisely two positive roots $u_1(\gamma)$ and $u_2(\gamma)$ with $u_1(\gamma) < u_2(\gamma)$, and $g(u, \gamma)$ has a zero of multiplicity two for $\gamma = \frac{400}{91}$. Hence $u_0(\gamma)$ and $u_3(\gamma)$ are well-defined, and the statements in (ii) can be obtained by a standard analysis. Thus, the proof is complete.

We next study the conditions under which an equilibrium is a fold-Hopf equilibrium. If the 3D-FHN system (4.3) with (4.4) has an equilibrium $(u_0, v_0, w_0)^T$ in $\mathbb{R}^3$, then $g(u_0, \gamma) = p$. Clearly, the Jacobian matrix $J(u_0, v_0, w_0)$ at this point is in the form

$$J(u_0, v_0, w_0) = \begin{pmatrix} 0 & \frac{1}{c} & \frac{1}{d} \\ -\frac{1}{d}h'(u_0) & \frac{1}{c} & \frac{1}{d} \\ \frac{1}{c} & \frac{1}{d} & -\frac{1}{c} \end{pmatrix},$$

and the eigenvalues $\lambda_j$, $j = 1, 2, 3$, of $J(u_0, v_0, w_0)$ are determined by the zeros of its characteristic polynomial

$$\det(\lambda I_3 - J(u_0, v_0, w_0)) = \lambda^3 + \left(\frac{\delta \gamma}{c} - \frac{1}{d}\right)\lambda^2 + \frac{1}{d}(h'(u_0) - \delta \gamma)\lambda + \frac{\delta}{cd}(\gamma h'(u_0) - 1),$$

where $I_3$ is the $3 \times 3$ identity matrix. Assume that $(u_0, v_0, w_0)^T$ is a fold-Hopf equilibrium. Then without loss of generality, we assume $\lambda_1 = 0$ and $\lambda_{2,3} = \pm i \mu_0$ for some $\mu_0 > 0$. Then

$$\gamma h'(u_0) - 1 = 0, \quad \sum_{j=1}^3 \lambda_j = \frac{\delta \gamma}{c} - \frac{1}{d} = 0, \quad \frac{1}{d}(h'(u_0) - \delta \gamma) = \mu_0^2 > 0.$$

This yields that if $(u_0, v_0, w_0)^T$ in $\mathbb{R}^3$ is a fold-Hopf equilibrium, then $(c, \gamma, p)$ satisfies

$$g(u_0, \gamma) = p, \quad \frac{1}{\gamma} = h'(u_0) > 0.01 \gamma > 0,$$

(4.6)

$$c = \sqrt{0.05 \gamma}, \quad \mu_0^2 = \frac{1}{500 \gamma}(100 - \gamma^2) > 0.$$

More properties on the fold-Hopf equilibria of the 3D-FHN system (4.3) are summarized as follows.

Lemma 4.2. Let $c = \sqrt{0.05 \gamma}$ for each $\gamma > 0$. Then the following statements hold:

(i) For $0 < \gamma < \frac{300}{91}$ and $\gamma \geq 10$, the 3D-FHN system (4.3) has no fold-Hopf equilibria.
(ii) For $\gamma = \frac{300}{91}$, the 3D-FHN system (4.3) has precisely one fold-Hopf equilibrium at $(\frac{1}{10}, 0.1, 1000)^T$, and $p$ takes the value $\gamma$. 
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(iii) For $\frac{300}{91} < \gamma < \frac{300}{81}$, the 3D-FHN system \((4.3)\) has precisely two fold-Hopf equilibria at \((u_1(\gamma), 0, u_1(\gamma)/\gamma)^T\) for \(p = g(u_1(\gamma), \gamma)\) and \((u_2(\gamma), 0, u_2(\gamma)/\gamma)^T\) for \(p = g(u_2(\gamma), \gamma)\), respectively, where \(u_1(\gamma)\) and \(u_2(\gamma)\) are defined as in (ii) of Lemma 4.1.

(iv) For $\frac{19}{2} \leq \gamma < 10$, the 3D-FHN system \((4.3)\) has precisely one fold-Hopf equilibrium at \((u_1(\gamma), 0, u_1(\gamma)/\gamma)^T\) for \(p = g(u_1(\gamma), \gamma)\), where \(u_1(\gamma)\) is defined as in (ii) of Lemma 4.1.

Proof. By the proof for (i) of Lemma 4.1 we have that $\frac{1}{2} > h'(u)$ for each $u > 0$ and \(\gamma\) with $0 < \gamma < \frac{300}{91}$. Then (i) holds for $0 < \gamma < \frac{300}{91}$. Since $\frac{1}{\gamma} < 0.01\gamma$ for $\gamma \geq 10$, the proof for (i) is finished by (4.6).

Note that $\frac{1}{\gamma} = h'(u)$ implies $g'(u, \gamma) = 0$. Then by Lemma 4.1 and a direct computation, the remaining statements hold. Thus, the proof is complete. \(\square\)

### 4.3. Existence and stability of periodic traveling waves

Before stating the main results in this section, we remark that Tsai, Zhang, Kirk and Sneyd [17] gave some conditions under which there exist periodic traveling waves arising from fold-Hopf equilibria in the FitzHugh-Nagumo system \((4.1)\). However, they did not investigate the stability of these perturbed periodic traveling waves.

By Lemma 4.2 and Theorem 4.2 we can obtain the existence and stability of periodic traveling waves emerging fold-Hopf equilibria. More precisely, we have the following theorem.

**Theorem 4.3.** Let \((\alpha, \delta, \delta)\) be in the form \((4.4)\). Assume that the 3D-FHN system \((4.3)\) with \((c, \gamma, p) = (c_0, \gamma_0, p_0)\) has a fold-Hopf equilibrium \((u_0, v_0, w_0)^T\) whose linearization has the eigenvalues $\lambda_1 = 0$ and $\lambda_{2,3} = \pm i\mu_0$ for some $\mu_0 > 0$. Then there is a sufficiently small $\epsilon_0 > 0$, and two continuous functions $\gamma(\epsilon)$ and $p(\epsilon)$ given by

$$
\gamma(\epsilon) = \gamma_0 + \gamma_1 \epsilon + O(\epsilon^2), \quad p(\epsilon) = p_0 + O(\epsilon^3),
$$

for $\epsilon \in (0, \epsilon_0]$ and $\gamma_1 \neq 0$ with $\gamma_1(11 - 30u_0) > 0$, such that a periodic solution $((\phi(t), \psi(t), \psi(t)))$ with period $A_\epsilon$ bifurcates from $(u_0, v_0, w_0)^T$ in the 3D-FHN system \((4.3)\) with $(c, \gamma, p) = (c_0 + O(\epsilon^3), \gamma(\epsilon), p(\epsilon))$ for each $\epsilon \in (0, \epsilon_0]$, and

$$
|((\phi(t), \psi(t), \psi(t))) - (u_0, v_0, w_0)| = O(\epsilon), \quad A_\epsilon = 2\pi/\mu_0 + O(\epsilon), \quad \epsilon \in (0, \epsilon_0].
$$

Furthermore, the corresponding periodic traveling wave $(\phi, \psi)$ in the FitzHugh-Nagumo system \((4.1)\) is spectrally unstable.

**Proof.** We begin by proving the first statement by the averaging theory. After translating the equilibrium $(u_0, v_0, w_0)$ of the 3D-FHN system \((4.3)\) to the origin, we change the variables by

$$
(u, v, w) \rightarrow (\epsilon(u + \gamma_0 w), \epsilon \mu_0 v, \epsilon(\delta_0 \gamma_0 u - c_0 \mu_0 v + w)),
$$

then the 3D-FHN system \((4.3)\) is converted into

$$
\dot{u} = \mu_0 v - \frac{1}{d_0 \mu_0^2} (c_0 g_1(u, w) + g_2(u, v, w)) \epsilon + O(\epsilon^2),
$$

$$
\dot{v} = -\mu_0 u + \frac{1}{\mu_0} g_1(u, w) \epsilon + O(\epsilon^2),
$$

$$
\dot{w} = \frac{1}{d_0 \gamma_0 \mu_0^2} (c_0 g_1(u, w) + g_2(u, v, w)) \epsilon + O(\epsilon^2),
$$

where

$$
g_1(u, w) = \frac{1}{d_0} (3u_0 - 1.1)(u + \gamma_0 w)^2, \quad g_2(u, v, w) = -\delta_0 \gamma_1 (\delta_0 \gamma_0 u - c_0 \mu_0 v + w).
$$

By another change of variables

$$
(u, v, w) \rightarrow (r \cos \theta, r \sin \theta, w), \quad r \geq 0, \quad 2\pi \geq \theta \geq 0,
$$

...
we have
\[
\begin{align*}
\dot{r} &= \left( -\frac{1}{d_0\mu_0^2} (c_0 g_1 + g_2) \cos \theta + \frac{1}{\mu_0} g_1 \sin \theta \right) \epsilon + O(\epsilon^2), \\
\dot{r}^\theta &= -\mu_0 r + \left( \frac{1}{d_0\mu_0} (c_0 g_1 + g_2) \sin \theta + \frac{1}{\mu_0} g_1 \cos \theta \right) \epsilon + O(\epsilon^2), \\
\dot{w} &= \frac{1}{d_0\gamma_0\mu_0^2} (c_0 g_1 + g_2) \epsilon + O(\epsilon^2),
\end{align*}
\]
where we write \( g_1 = g_1(r \cos \theta, w) \) and \( g_2 = g_2(r \cos \theta, r \sin \phi, w) \) for short. Then for sufficiently small \(|r|\) and \(|\epsilon|\), we change system (4.8) into a nonautonomous system
\[
\begin{align*}
\frac{dr}{d\theta} &= \left( \frac{1}{d_0\mu_0} (c_0 g_1 + g_2) \cos \theta - \frac{1}{\mu_0} g_1 \sin \theta \right) \epsilon + O(\epsilon^2) := H_1(\theta, r, w) \epsilon + O(\epsilon^2), \\
\frac{dw}{d\theta} &= -\frac{1}{d_0\gamma_0\mu_0^2} (c_0 g_1 + g_2) \epsilon + O(\epsilon^2) := H_2(\theta, r, w) \epsilon + O(\epsilon^2).
\end{align*}
\]
Clearly, the functions \( H_j(\cdot, r, w) \) are periodic functions of period \( 2\pi \). In order to find the periodic solutions in system (4.10), we apply the averaging theory and compute the averaged function of order one \((G_1(r, w), G_2(r, w))\), which is obtained by the following integrals
\[
G_j(r, w) = \int_0^{2\pi} H_j(\theta, r, w) d\theta, \quad j = 1, 2.
\]
These yields
\[
\begin{align*}
G_1(r, w) &= \frac{\pi \gamma_0 r}{d_0^2 \mu_0} \left( 2(3u_0 - 1.1)w + d_0 \delta_0^2 \gamma_1 \right), \\
G_2(r, w) &= -\frac{2\pi}{d_0\gamma_0\mu_0^2} \left( \frac{c_0}{d_0} (3u_0 - 1.1) \left( \frac{1}{2} r^2 + \gamma_0^2 w^2 \right) - \delta_0 \gamma_1 w \right).
\end{align*}
\]
Solving \( G_1(r, w) = 0 \) and \( G_2(r, w) = 0 \) in the set \( r > 0 \) yields that
\[
r = r_+^* = \frac{d_0 \gamma_0 |\gamma_1|}{3u_0 - 1.1} \sqrt{\frac{c_0 \gamma_0^4 - 2\delta_0}{2c_0}}, \quad w_+ = \frac{5d_0 \gamma_0^2 \gamma_1}{11 - 30u_0},
\]
where \( 11 - 30u_0 \neq 0 \) can be checked by the proof of Lemma 4.2. Note that \( 2\delta_0 - c_0 \gamma_0^4 = 0 \) if and only if \( \gamma_0 = 1/5^{1/3} < 1 \). Then by Lemma 4.2, we have \( 2\delta_0 - c_0 \gamma_0^4 \neq 0 \). This implies
\[
\det \left( \frac{\partial G_1}{\partial r} \frac{\partial G_1}{\partial w} \frac{\partial G_2}{\partial r} \frac{\partial G_2}{\partial w} \right) \bigg|_{(r, w_+)} = \frac{2\pi^2 (2\delta_0 - c_0 \gamma_0^4) \gamma_0^2 \gamma_1^2}{d_0^2 \mu_0^6} \neq 0.
\]
Thus by Lemma 2.2, for sufficiently small \( \epsilon \) there exists an isolated periodic solution \( \varphi(\theta, \epsilon) \) of period \( 2\pi \) in (4.10) such that \( \varphi(0, \epsilon) \to (r_+^*, w_+) \) as \( \epsilon \to 0 \). Consequently, by (4.7) and (4.9), the first statement holds. The second one is obtained by Theorem 3.8. Therefore, the proof is now complete.

5. CONCLUDING REMARKS

We have studied the existence and stability of small-amplitude periodic traveling wave solutions emerging from fold-Hopf equilibria in a general system of one reaction-diffusion equation coupled with one ordinary differential equation. This system includes the FitzHugh-Nagumo system, caricature calcium models and other models in the real-world applications. Under the assumption that the three-dimensional traveling wave system possesses a fold-Hopf equilibrium, we transform it into a two-dimensional nonautonomous system, and then apply the recent results on the averaging theory to prove the existence of periodic solutions emerging from the fold-Hopf bifurcations. Tsai, Zhang, Kirk and Sneyd recently studied a simplified model of calcium dynamics (see 17) and numerically found that small-amplitude periodic waves from fold-Hopf bifurcations are spectrally unstable. In the present paper,
we give a rigorous proof for the instability of these perturbed periodic waves. We also point out that the instability of these waves does not depend on whether fold-Hopf bifurcations are subcritical or supercritical (see Theorem 3.8).

The preceding proof demonstrates the instability of periodic waves from fold-Hopf bifurcation by considering the perturbation problem for a single eigenvalue of the zero-amplitude case, that is, the perturbation of $\lambda = A^2\mu^2_0$ for the linear operator $F_0$. This process only shows that there exists a certain unstable eigenvalue for the related linearized operator associated with a perturbed periodic wave. However, the spectrum of the linearization about a periodic waves could have a spectral bands contained in the unstable half plane of complex values with positive real part (see [32, Section 8.4]). So it is also interesting to investigate the perturbation of spectral curves in the unstable half plane and give the precise form of the unstable spectrum for the perturbed periodic waves.

Note that we have only investigated periodic waves arising from fold-Hopf bifurcations in the coupled system (1.3). As shown in the references [22, 36], there exist complex patterns arising near the fold-Hopf equilibria through bifurcation, such as heteroclinic orbits and torus. So it is also interesting to further study the local stability of these perturbed patterns from fold-Hopf bifurcation in the coupled system (1.3). By the similar method used in the present paper, it is also possible to study the stability of small-amplitude periodic and quasi-periodic patterns arising in other equations such as the classical and generalized Ginzburg-Landau equations [14, 16].
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