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Abstract—The capacity of a discrete-time model of optical fiber described by the split-step Fourier method (SSFM) as a function of the signal-to-noise ratio SNR and the number of segments in distance \( K \) is considered. It is shown that if \( K \geq \text{SNR}^{2/3} \) and \( \text{SNR} \to \infty \), the capacity of the resulting continuous-space lossless model is lower bounded by \( \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1) \), where \( o(1) \) tends to zero with SNR. As \( K \to \infty \), the inter-symbol interference (ISI) averages out to zero due to the law of large numbers and the SSFM model tends to a diagonal phase noise model. It follows that, in contrast to the discrete-space model where there is only one signal degree-of-freedom (DoF) at high powers, the number of DoFs in the continuous-space model is at least half of the input dimension \( n \). Intensity-modulation and direct detection achieves this rate. The pre-log in the lower bound when \( K = \sqrt[3]{\text{SNR}} \) is generally characterized in terms of \( \delta \).

It is shown that if the nonlinearity parameter \( \gamma \to \infty \), the capacity of the continuous-space model is \( \frac{1}{2} \log_2(1 + \text{SNR}) + o(1) \).

The SSFM model when the dispersion matrix does not depend on \( K \) is considered. It is shown that the capacity of this model when \( K = \sqrt[3]{\text{SNR}} \), \( \delta > 3 \), and \( \text{SNR} \to \infty \) is \( \frac{1}{2} \log_2(1 + \text{SNR}) + O(1) \). Thus, there is only one DoF in this model.

Finally, it is found that the maximum achievable information rates (AIRs) of the SSFM model with back-propagation equalization obtained using numerical simulation follows a double-ascent curve. The AIR characteristically increases with SNR, reaching a peak at a certain optimal power, and then decreases as SNR is further increased. The peak is attributed to a balance between noise and stochastic ISI. However, if the power is further increased, the AIR will increase again, approaching the lower bound \( \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1) \). The second ascent is because the ISI averages out to zero with \( K \to \infty \) sufficiently fast.

Index Terms—Optical fiber, channel capacity, split-step Fourier method.

I. INTRODUCTION

Optical fiber is the medium of choice for high-speed data transmission. Although general expressions for the capacity of discrete-time point-to-point channels are derived in [1], [2], evaluating these expressions for models of optical fiber remains difficult.

Optical fiber is modeled by the stochastic nonlinear Schrödinger (NLS) equation. There are two effects in the channel that impact the capacity. First, nonlinearity transforms additive noise to phase noise during the propagation. As the amplitude of the input signal tends to infinity, the phase of the output signal tends to a uniform random variable in the zero-dispersion channel [3] Sec. IV. Second, dispersion converts phase noise to amplitude noise introducing a multiplicative noise. The successive application of the phase and multiplicative noise makes signal noise interaction intractable.

The achievable information rates (AIRs) of the wavelength-division multiplexing (WDM) vanish at high powers due to treating interference (arising from the application of the linear multiplexing to the nonlinear channel) as noise [4]–[7]. On the other hand, it is shown that the capacity \( C(\text{SNR}, K) \) of the discrete-time models of optical fiber as a function of the signal-to-noise ratio (SNR) and the number of segments in distance \( K \) satisfies [8]–[9]

\[
C(\text{SNR}, K) \leq \log_2(1 + \text{SNR}).
\] (1)

The problem of finding the capacity has been investigated for the non-dispersive case in [3], [10]–[12]. It is shown that the asymptotic capacity of this channel is \( \frac{1}{2} \log_2(\mathcal{P}) + o(1) \) [5], where \( \mathcal{P} \) is the average input signal power.

The stochastic NLS equation can be discretized using the split-step Fourier method (SSFM). The capacity of the discrete-time discrete-space SSFM model of the optical fiber with fixed step size in distance as a function of SNR is studied in [13]. It is shown that this model tends to a linear fading channel as \( \text{SNR} \to \infty \), described by a random matrix \( M_K \). The asymptotic capacity of this model is [13] Thm. 1

\[
C(\text{SNR}, K) = \begin{cases} 
\frac{1}{2} \log_2(\text{SNR}) + O(1), & \text{const. loss,} \\
\frac{1}{n} \log_2 \log_2(\text{SNR}) + O(1), & \text{non-const. loss,}
\end{cases}
\] (2)

where \( n \) is the dimension of the input vector, and the loss coefficient is considered as a function of frequency. As a result, there is only one signal degrees-of-freedom (DoF) at high powers (signal energy) due to signal-noise interaction. However, the model in [13] may not describe realistic fiber where the distance is continuous.

The capacity of the discrete-time discrete-space SSFM model as a function of SNR and the number of segments in distance \( K \) is studied in [14]. It seems that the analysis in [14] suggests that if \( K \) tends to infinity sufficiently fast as \( K = \sqrt[3]{\text{SNR}} \) and \( \text{SNR} \to \infty \), the capacity is lower bounded by \( \frac{1}{2} \log_2(1 + \text{SNR}) + c \) where \( c < \infty \).

In this paper, we consider the SSFM model of optical fiber as a function of \( K \) and SNR. The contributions of the paper are as follows.

a) First, we show that when \( K \geq \text{SNR}^{2/3} \) and \( \text{SNR} \to \infty \), the off-diagonal terms in the random matrix \( M_K \) in [13], representing the stochastic inter-symbol interference (ISI), tend to zero due to the law of large numbers, and \( M_K \) tends to a diagonal matrix with phase noise. As a consequence, the capacity of the lossless continuous-space SSFM model is
lower bounded as
\[
C(\text{SNR}) \triangleq \lim_{K \to \infty} C(\text{SNR}, K) \\
\geq \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1),
\]
where the term \(o(1)\) tends to zero with \(\text{SNR} \to \infty\). This suggests that, unlike the discrete-space SSFM model where asymptotically there is only one DoF and the capacity is essentially finite (for large \(n\)), in the continuous-space model the number of DoFs is at least half of the input dimension. In particular, the capacity grows with the input power with pre-log of at least 1/2. The pre-log in the lower bound when \(K = \sqrt{2}\text{SNR}\) is generally characterized in terms of \(\delta\).

b) Second, we consider the SSFM model when the non-linearity parameter \(\gamma \to \infty\). It is shown that this channel is a fading channel for any \(K\) and SNR. As a result, when \(K \to \infty\), the channel simplifies to \(n\) independent phase noise channels in the lossless case, with the capacity \(C(\text{SNR}) = \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1)\).

c) Third, we consider the lossless SSFM model in which the dispersion matrix does not depend on \(K\). It is shown that when \(K = \sqrt{2}\text{SNR}, \delta > 3\), and \(\text{SNR} \to \infty\), the capacity is \(\frac{1}{2n} \log_2(1 + \text{SNR}) + O(1)\). In this case, there is one DoF asymptotically as in ([2] [13]).

d) Finally, we simulate the AIR of the SSFM model with back-propagation equalization. As previously observed, the AIR characteristically increases with SNR, reaching a peak at a certain optimal power, and then decreases as SNR is further increased (typically to near zero in WDM). The peak is attributed to a balance between noise and ISI. However, if the power is increased further, the AIR will increase again, approaching the \(\frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1)\) lower bound. The second ascent is because the ISI vanishes as \(K \to \infty\) sufficiently fast.

The paper is organized as follows. The notation is introduced in Section II. The discrete- and continuous-space SSFM models are presented in Section III. The main capacity lower bound is presented in Section IV which is proved and extended in Sections V and VI. The results are verified by numerical simulations in Section VII and the paper is concluded in Section VIII. Appendix A provides background on a few mathematical concepts.

II. Notation

Real and complex numbers are denoted by \(\mathbb{R}\) and \(\mathbb{C}\), respectively, with the imaginary unit \(j = \sqrt{-1}\). The real and imaginary parts of a complex number \(x\) are denoted by \(\Re(x)\) and \(\Im(x)\), respectively. The magnitude and phase of \(x \in \mathbb{C}\) are denoted by \(|x|\) and \(\angle x\). The complex conjugate of \(x \in \mathbb{C}\) is \(x^\ast\). Important scalars are shown with the calligraphic font, e.g., \(\mathcal{P}\) for power, \(\mathcal{C}\) for the capacity, and \(\mathcal{L}\) for the length of optical fiber.

Bold letters are used to denote vectors, e.g., \(x\). The \(p\)-norm of a vector \(x \in \mathbb{C}^n\) is
\[
|x|_p = (|x_1|^p + |x_2|^p + \cdots + |x_n|^p)^{1/p}.
\]
(4)
The Euclidean norm with \(p = 2\) is \(|x|_2 \triangleq |x|_2\).

The entries of a sequence of vectors \(x_i \in \mathbb{C}^n, i = 1, 2, \ldots\), are indexed with convention
\[
x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,n}).
\]
(5)

The \(n\)-sphere is denoted by \(S^n\). A vector \(x\) in the spherical coordinate is represented by its norm \(|x|\) and its direction \(\hat{x} = x/|x|\). The spherical coordinate system is introduced in Appendix A.

Random variables and their realizations are represented by the upper- and lower-case letters respectively. The probability density function (PDF) of a random variable \(X\) is denoted by \(P_X(x)\). The expected value of a random variable \(X\) is denoted by \(\mathbb{E}[X]\). The uniform distribution on the interval \([a, b]\) is denoted by \(\mathcal{U}(a, b)\). The PDF of a zero-mean circularly-symmetric complex Gaussian random vector with covariance matrix \(K\) is denoted by \(\mathcal{CN}(0, K)\). Equality of random variables \(X\) and \(Y\) in distribution is written as \(X \overset{d}{=} Y\).

A random variable in \(\mathbb{C}^n\) is said to be absolutely continuous if its PDF is bounded and has at least one finite moment [15, Def. 3]. Such random variable has an absolutely continuous density with respect to the Lebesgue measure, and its PDF does not include a Dirac delta function.

Let \(X' \subseteq \mathbb{R}^n\) and \(g : X' \to \mathbb{R}\). A sequence of probability distributions \((\mu_P)_{P \in \mathcal{P}}\) on \(X'\) with the average cost constraint \(\mathbb{E}[g(X)] \leq \mathcal{P}\) is said to escape to infinity with \(\mathcal{P}\) if [16, Def. 2.4]
\[
\lim_{\mathcal{P} \to \infty} \mu_P(x \in X' : g(x) \leq \mathcal{P}_0) = 0,
\]
for any \(\mathcal{P}_0 > 0\).

We say a sequence of channels with conditional distributions \((P_a(y|x))_{a \in \mathcal{A}_n, x, y \in X'}\) tends to a channel \(Q(y|x)\) as \(a \to \infty\) if \(\lim_{a \to \infty} P_a(y|x) = Q(y|x)\) point-wise for all \(x\) and \(y\). We say a channel \(P(y|x)\) tends to a channel \(Q(y|x)\) as the distribution of \(X\) escapes to infinity with an average cost \(\mathcal{P}\), if the output of \(P\) tends to the output of \(Q\) in probability as \(\mathcal{P} \to \infty\) for any sequence of input distributions that escapes to infinity. When the cost function is \(g(x) = |x|_2^2\), roughly speaking this implies that \(P(y|x) \to Q(y|x)\) point-wise, for all \(y\) and all \(x\) with \(|x|_2 > c\) for all \(c > 0\) (except possibly on an input set with zero measure).

A sequence of \(n\) numbers \(x_1, \ldots, x_n\) is shown as \((x_i)_{i=1}^n\) or \(x^n\). The set of integers \(\{1, 2, \ldots, n\}\) is denoted by \([n]\). A sequence of independent and identically distributed (i.i.d.) random variables drawn from the PDF \(P_X(x)\) is presented as \(X = (x_1, \ldots, x_n)\), \(\ell = 1, 2, 3, \ldots\).

Deterministic matrices are denoted by upper-case letters with mathrm font, e.g., \(D\), and random matrices are shown by upper-case letters with mathsf font, e.g., \(M\). The identity matrix of size \(n\) is \(I_n\).

For a sequence of matrices \((A_i)_{i=1}^m\), the product is defined with convention \(\prod_{i=1}^m A_i = A_m A_{m-1} \cdots A_1\). A diagonal matrix \(R\) with diagonal entries \(R_i\) is denoted by \(R = \text{diag}(R_1, \ldots, R_n)\). The following diagonal matrix is used throughout the paper
\[
R(\theta) = \text{diag}\left(\exp(j\theta_\ell)\right)_{\ell=1}^n,
\]
where \(\theta_\ell \overset{i.i.d.}{\sim} \mathcal{U}(0, 2\pi)\).
The group of complex-valued $n \times n$ unitary matrices is denoted by $\mathbb{U}_n$. Some properties of $\mathbb{U}_n$ are reviewed in Appendix A.

Suppose that $\nu$ is an equivalence relation on the set $\mathcal{I}_n = \{1, 2, \ldots, n\}$, partitioning it into non-empty equivalence classes $\mathcal{I}_1, \mathcal{I}_2, \ldots, \mathcal{I}_{m(\nu)}$. The notation $\mathbb{U}_n(\nu)$ is used to denote the group of block diagonal unitary matrices $\mathbb{A}$ in which if the integers $r$ and $s$ do not belong to one class, then $A_{rs} = 0$.

Given two functions $f(x) : \mathbb{R} \to \mathbb{C}$ and $g(x) : \mathbb{R} \to \mathbb{C}$, we say $f(x) = O(g(x))$, if there exists a finite $c > 0$ and $x_0 > 0$ such that $|f(x)| \leq c|g(x)|$, for all $x \geq x_0$. In addition, $f(x) = o(g(x))$ if for any $c > 0$ there exists a finite $x_0 > 0$ such that $|f(x)| \leq c|g(x)|$, for all $x \geq x_0$.

For a sequence of random matrices $(X_k)_{k=1}^\infty$ and constants $(a_k)_{k=1}^\infty$, where $X_k, a_k \in \mathbb{C}$, we say $X_k = O_p(a_k)$, if for any $\epsilon > 0$, there exists a finite $c$ and finite $k_0$, such that for any $k > k_0$, $P(|X_k|/|a_k| > c) \leq \epsilon$. Index $p$ in $O_p(\cdot)$ indicates “in probability”. Similarly, $X_k = o_p(a_k)$ is defined. We write $X_k = \Omega_p(a_k)$, if $X_k = O_p(a_k)$ but $X_k \neq o_p(a_k)$. For a sequence of random matrices of $(X_k)_{k=1}^\infty$ and constants $(a_k)_{k=1}^\infty$, where $X_k \in \mathbb{C}^{m\times n}$ and $a_k \in \mathbb{C}$, we say $X_k = O_p(a_k)$, if $\|X_k\|_O = O_p(a_k)$. Correspondingly, $X_k = o_p(a_k)$ is defined. Finally, for deterministic matrices, $O(\cdot)$ and $o(\cdot)$ are defined similarly.

For a sequence of random matrices $(A_k)_{k=1}^\infty$, we say $A_k \to B$ in probability with convergence rate $\nu > 0$, if

$$\|A_k - B\|_\infty = O_p(n^{-\nu}).$$

We say $f(x) : \mathbb{R} \to \mathbb{R}$ is asymptotically lower bounded by $g(x) : \mathbb{R} \to \mathbb{R}$, and write $f(x) \geq g(x)$, if

$$\lim_{x \to \infty} (f(x) - g(x)) \geq 0.$$

Finally, for a discrete-time channel $X \to Y$, where $X, Y \in \mathbb{C}^m$, with the average power constraint $E|X|^2 \leq mP$ and capacity $C(P)$, we say there are $r > 0$ complex signal DoFs in the channel if the capacity pre-log is $r/m$, i.e.,

$$\lim_{P \to \infty} C(P) / \log(P) = r/m.$$

### III. Split-step Fourier model

In this section, we consider a modified version of SSFM introduced in [13]. Here, the nonlinearity and noise steps are combined into one step, so that the influence of the additive amplified spontaneous emission (ASE) noise can be seen as phase noise. In what follows, SSFM refers to the modified SSFM.

#### A. Continuous-time model

Denote the complex envelope of the optical signal at distance $z$ and time $t$ by $Q(t, z)$. The propagation of the signal in single-mode optical fiber with distributed amplification is governed by the stochastic nonlinear Schrödinger (NLS) equation [13, Eq. 2]

$$\frac{\partial Q}{\partial z} = L_L(Q) + L_N(Q) + N(t, z).$$

Here, $L_L$ is the linear operator

$$L_L(Q) = -j \frac{\beta_2}{2} \frac{\partial^2 Q}{\partial t^2} - \frac{1}{2} \alpha_r \ast Q(t, z),$$

where $\beta_2$ is the second-order chromatic dispersion coefficient, $\alpha_r(t)$ is the residual attenuation coefficient (remained after imperfect amplification), $\ast$ is convolution resulting from the dependence of the attenuation coefficient with frequency, and $j = \sqrt{-1}$. The operator

$$L_N(Q) = j \gamma |Q|^2 Q$$

represents the Kerr nonlinearity, where $\gamma$ is the nonlinearity parameter. Finally, $N(t, z)$ is zero-mean circularly-symmetric complex Gaussian noise process with covariance matrix

$$E[N(t, z)N^*(t', z')] = \sigma^2 \delta_B(t - t')\delta(z - z'),$$

where $\delta_B(x) = B \sin c(Bx)$, $\sin c(x) = \sin(\pi x)/(\pi x)$, $B$ is the noise bandwidth, $\delta(\cdot)$ is the Dirac delta function, and $\sigma$ is the power spectral density of the ASE noise. Denote $\sigma = \sigma \sqrt{B}$.

The capacity results obtained in this paper are expected to hold for more general linear and nonlinear operators $L_L$ and $L_N$ that take into account other forms of dispersion and nonlinearity. However, we restrict the analysis to (10) and (11).

#### B. Discrete-time SSFM model

Discretize a fiber of length $L$ into $K$ segments of length $\varepsilon = L/K$ in distance, and $Q(t, \cdot)$ to a vector of length $n$ with step size $\Delta_t$ in time. Let $V_i \in \mathbb{C}^n$ be the input of the spatial segment $i$, where $V_1 = X$ is the channel input and $V_{K+1} = Y_K$ is the channel output.

In segment $i$ of the modified SSFM, the following steps are performed [13].

- **a) Modified nonlinear step:** In this step $\varepsilon$ is solved analytically with $L_L = 0$. Let $U_i$ and $V_i$ be the input and output in this step, and $M \to \infty$ a large integer. The channel $V_i \to U_i$ is memoryless with the input output relation [13, Eq. 5]

$$U_{i,\ell} = (V_{i,\ell} + W_{i,\ell}(t)) e^{\Phi_{i,\ell}},$$

where $U_{i,\ell}$ and $V_{i,\ell}$ are entries of $U_i$ and $V_i$ defined based on $\Phi_{i,\ell}$, and $(W_{i,\ell}(t))_{i,\ell}$ is a sequence of discrete-time Wiener processes in $m$ with auto-correlation function

$$E\left\{W_{i,\ell}(t)W_{i',\ell'}(m')\right\} = \sigma^2 \mu \delta_{i,\ell'} \delta_{\ell,\ell'} \min(m, m'),$$

for all $i, i' \in [K], \ell, \ell' \in [n]$ and $m, m' \in [M]$, where $\mu = \varepsilon/M$ and $\delta_{ij}$ is the Kronecker delta function. The nonlinear phase is

$$\Phi_{i,\ell} = \gamma \mu \sum_{r=1}^M |V_{i,\ell} + W_{i,\ell}(r)|^2.$$

Denote $\tilde{Z}_i = W_i(M)$.

- **b) Linear step:** In this step $\varepsilon$ is solved analytically with $L_N = 0$ and $N(t, z) = 0$. If $U_i$ is the input and $V_{i+1}$ is the output of the linear step, the map $U_i \to V_{i+1}$ is

$$V_{i+1} = D_K U_i.$$
where $D_K$ is the (deterministic) dispersion matrix

$$D_K = F^{-1} \text{diag}\((e^{a \ell + jb \ell})_{\ell=1}^n\)F,$$

(16)

where $F$ is the discrete Fourier transform (DFT) matrix. Further, $a \ell = -\mathcal{L} \alpha_\ell / (2K)$ where $\alpha_\ell$ is a discretization of the loss coefficient $\alpha(f)$ in frequency $f$, and

$$b_\ell = -\frac{L \beta_\ell (2\pi)^2}{2K(n\Delta t)^2} \times \begin{cases} (\ell - 1)^2, & 1 \leq \ell \leq \frac{n}{2}, \\ (n - \ell + 1)^2, & \frac{n}{2} + 1 \leq \ell \leq n. \end{cases}$$

(17)

**Remark 1.** The input dimension $n$ is fixed, and should not be confused with the block or codeword length that tends to $\infty$.

### C. Transition from the continuous- to discrete-time model

The NLS equation (9) defines a continuous-time channel from $Q(t, 0)$ at the input of the fiber to $Q(t, \mathcal{L})$ at the output of the fiber. Let $B(z)$ denote the signal bandwidth at distance $z$. To discretize the channel, we need to sample the input signal at $B(0)$ and the output signal at $B(\mathcal{L})$. Due to Kerr nonlinearity, $B(\mathcal{L})$ is generally signal-dependent and may not equal to $B(0)$. The relation between $B(\mathcal{L})$ and $B(0)$ is an important open question.

As a consequence, the continuous-time model (9) cannot be discretized in a one-to-one manner as in linear channels by sampling the input output signals at the input bandwidth. In this paper, we do not include channel filters or a bandwidth constraint in the model, and let $B \triangleq B(0) \to \infty$. The derivative operator in time can then be approximated using the discrete Fourier transform with an error that tends to zero as the step size in time $\Delta_t = 1/B \to 0$. If $\text{SNR} = K\delta$ and $\delta < 1$, as $K \to \infty$ operator splitting in distance yields a discretization of (9) with a vanishing error as $B \to \infty$ and $K \to \infty$.

Finally, we consider a potentially sub-optimal discretization where the output signal is sampled at $B$. This corresponds to a receiver that ignores some of the samples that potentially carry information, and results in a discrete-time model in which the input output vectors have the same dimension. Lower bounds obtained for this potentially sub-optimal receiver hold for better receivers as well.

### D. Limitations of the discrete-time model

The discrete-time model considered in this paper has a number of limitations. First, it considers signals with infinite bandwidth and does not account for a bandwidth constraint introduced by inline filters or receiver. Second, a receiver that samples the output signal at the input bandwidth ignores potentially useful samples. Third, the spectral efficiency (in bits/s/Hz) of the continuous-time model may not equal to the capacity (in bits/s) of the discrete-time model. This is because the spectral broadening factor may increase with launch power due to nonlinearity [3, Sec. VIII], [17].

In this paper, we do not derive a rigorous one-to-one discretization of the continuous-time model (9). We consider the discrete-time SSFM model, whose capacity may be different from that of (9).

### IV. A Capacity Lower Bound

The capacity of the SSFM model as a function of the signal-to-noise ratio $\text{SNR} = P / (\nu^2 \mathcal{L})$, where $\nu$ is the average signal power and $\nu^2 \mathcal{L}$ is total noise power, and the number of spatial segments $K$ is

$$C(\text{SNR}, K) = \max_{P/X(K)} \left\{ \frac{1}{n} I(X; Y_K) : \frac{1}{n} E[\|X\|^2] \leq P \right\},$$

(18)

where $X \in \mathbb{C}^n$ and $Y_K \in \mathbb{C}^n$ are the channel input and output, and $I(X; Y_K)$ is the mutual information measured in bits/2D.

The capacity of the SSFM model when $K \to \infty$ independently of $\text{SNR}$ is

$$C(\text{SNR}) \triangleq \lim_{K \to \infty} C(\text{SNR}, K).$$

(19)

In this case, the asymptotic capacity corresponds to limits $\lim_{\text{SNR} \to \infty} \lim_{K \to \infty}$ with that order. We also study the capacity when $K$ and $\text{SNR}$ go to infinity as $K = \sqrt[2]{\text{SNR}}$, $\text{SNR} \to \infty$, in which case the capacity is $C(\text{SNR}, \sqrt[2]{\text{SNR}})$.

**Remark 2.** Since noise power is fixed by the channel, we express the capacity as a function of $\text{SNR}$ instead of launch power. However, this should not imply that the capacity of the nonlinear channel, which is a two-dimensional function of signal and noise powers, is a one-dimensional function of $\text{SNR}$ [3, Sec. VII].

The main result of this paper is Theorem [1] stating that for sufficiently large number of segments $K$, rate $\frac{1}{2} \log_2 (\text{SNR}) - \frac{1}{2}$ is achievable at high SNRs in the continuous-space lossless model.

**Theorem 1.** The capacity of the SSFM channel when $K \to \infty$ independently of $\text{SNR}$ is lower bounded as

$$C(\text{SNR}) \geq \frac{1}{2} \log_2 (1 + \text{SNR}) + \frac{1}{2} \log_\alpha a + o(1),$$

(20)

where the term $o(1)$ tends to zero with $\text{SNR} \to \infty$. For the lossless fiber, $\alpha = 1/2$.

The capacity of the SSFM channel when $K = \sqrt[2]{\text{SNR}}$, $\delta > 0$, $\gamma \neq 0$, satisfies

$$C\left(\text{SNR}, \sqrt[2]{\text{SNR}}\right) \geq r(\delta) \log_2 (1 + a \text{SNR}) + O(1),$$

(21)
where $O(1)$ is bounded as $\text{SNR} \to \infty$ and the pre-log $r(\delta)$ is
\[
    r(\delta) = \begin{cases} 
        \frac{1}{2}, & 0 < \delta \leq \frac{3}{2}, \\
        \frac{3-\delta}{25}, & \frac{3}{2} \leq \delta \leq 2, \\
        \frac{2}{25}, & 2 \leq \delta < \infty.
    \end{cases}
\] 

Here, $\alpha = \zeta e^{2\zeta}/(e^{2\zeta} - 1)$, in which $\zeta = -\alpha L/2$, where $\alpha$ is the average fiber loss in frequency. If $\delta \leq 3/2$, then $O(\cdot)$ can be replaced with $o(\cdot)$ in (21).

In practice the launch power is finite and $K$ can be chosen to be arbitrarily large. Theorem 1 indicates that rates given by (20) are achievable. In fiber-optic simulations based on SSFM, choosing sufficiently large number of segments, the channel capacity (bits/s) is between the lower bound in (20) and upper bound (1).

Theorem 1 indicates that the number of signal DoFs is at least half of the input dimension in the continuous-space model. In contrast, there is only one signal DoF in the discrete-space SSFM model (2), where there is only one signal DoF, and the pre-log is $1/2n$ in the lossless model.

The pre-log $1/2\delta \leq 1/8$ for $\delta \geq 4$ (part of the third branch in (22)) can be obtained from (14) as well. The maximum pre-log is however $1/2$.

V. PROOF OF THEOREM 1 AND RELATED CAPACITY THEOREMS

In this section, we outline the proof of Theorem 1. In addition, we present a number of capacity theorems for models related to the SSFM. Most of the proofs appear in Section VI.

It is shown in [13, Sec. V] that the SSFM channel when $K$ is fixed and the input distribution escapes to infinity with the average input power tends to a linear fading channel. To study the capacity of the SSFM channel when $K \to \infty$, we first study this fading model in Section V-A obtained by replacing nonlinearity with uniform i.i.d. phase noise in segments of SSFM. We show that if $K \to \infty$, this fading channel tends to a diagonal phase noise channel in probability with capacity pre-log $1/2$.

Later in Section V-B we show that the limit of the SSFM channel when the input distribution escapes to infinity with SNR and there are sufficiently large number of segments is a continuous-space fading channel. Combining these two results, we obtain the pre-log $1/2$ in Theorem 1. The cases where pre-log is less than $1/2$ are obtained similarly, with further analysis.

Note that, since we consider a continuous-space SSFM model, the proof in [13] showing that the SSFM channel tends to a fading channel with SNR $\to \infty$ cannot be used here, because $D_k$ does not depend on $K$ in the discrete-space model in [13].

A. Capacity of the continuous-space fading model

We begin by considering the following fading channel, introduced in [13]:
\[
    \mathbf{Y}_K = \mathbf{M}_K \mathbf{X} + \mathbf{Z}_K, \quad (23)
\]

where the random matrix $\mathbf{M}_K$ (independent of input), representing a multiplicative noise, is independent of $\mathbf{X}$ and given by [13] Eq. 11
\[
    \mathbf{M}_K = \prod_{i=1}^{K} (\mathbf{D}_K R(\theta_i)), \quad (24)
\]

where $R(\cdot)$ is defined in [6] and $\theta_i \overset{i.i.d.}{\sim} \mathcal{U}^n(0, 2\pi)$. The expression for the additive noise is
\[
    \mathbf{Z}_K = \sum_{i=1}^{K} \left( \prod_{r=1}^{K} (\mathbf{D}_K R(\theta_r)) \right) \mathbf{Z}_i, \quad (25)
\]

where $\mathbf{Z}_i \sim \mathcal{N}_C(0, \sigma^2 \mathbf{I}_n)$. In the lossless case, (25) is simplified and $\mathbf{Z}_K \sim \mathcal{N}_C(0, \sigma^2 \mathbf{I}_n)$. In this paper, a fading channel is any model of the form (23), with multiplicative and additive noise, where $(\mathbf{M}_K, \mathbf{Z}_K)$ has arbitrary distribution and is independent of $\mathbf{X}$.

A special case of the fading channel (23) is the non-coherent memoryless phase noise channel [18]
\[
    \mathbf{Y}_t = e^{j\theta_t} \mathbf{X}_t + \mathbf{Z}_t, \quad \ell = 1, 2, \ldots, n, \quad (26)
\]

where $\theta_t \sim \mathcal{U}(0, 2\pi)$ and $\mathbf{Z}_t \sim \mathcal{N}_C(0, \sigma^2 \mathbf{I}_n)$. The capacity of this channel, denoted by $\mathcal{C}_P$, is [18] Eq. 23:
\[
    \mathcal{C}_P(\text{SNR}) = \frac{1}{2} \log_2 \left( 1 + \frac{1}{2} \text{SNR} \right) + o(1), \quad (27)
\]

where SNR $= \mathcal{P}/\sigma^2_0$ and the term $o(1)$ tends to zero with SNR $\to \infty$.

Definition 1. For a dispersion matrix of the form (16), we define the “total dispersion values” $d_\ell = K b_\ell$, $\ell \in [n]$. We say dispersion is finite if $b_\ell$ is given by (17), for which $d_\ell < \infty$ independently of $K$, and infinite if $b_\ell$ does not depend on $K$, for which $d_\ell \to \infty$ as $K \to \infty$, $b_\ell \neq 0$. Similarly, we define the “total loss values” $\zeta_\ell = K \alpha_\ell$, $\ell \in [n]$.

Denote the average values of the total loss and dispersion in frequency by
\[
    \zeta = \frac{1}{n} \sum_{\ell=1}^{n} \zeta_\ell, \quad d = \frac{1}{n} \sum_{\ell=1}^{n} d_\ell. \quad (28)
\]

Alternatively, $\zeta = -\alpha L/2$, where $\alpha = (1/n) \sum_{\ell=1}^{n} \alpha_\ell$ is the average fiber loss. If $n \to \infty$, $\alpha = \lim_{K \to \infty} \frac{1}{K} \int F/2 \alpha_\ell(f) df$.

For realistic fiber, $b_\ell$ is given by (17), and dispersion is finite due to factor $1/K$ in (17). In this case, the effect of dispersion locally in a small segment is infinitesimal, and $\lim_{K \to \infty} D_k = I_n$. However, we also consider models where $b_\ell$ is independent of $K$; here the dispersion matrix in each small segment is fixed $D_k \hat{=} D$, and the total dispersion value is infinite for $K \to \infty$. The models with infinite dispersion or nonlinearity are not realistic, but help to understand the capacity as $\beta_2$ or $\gamma$ tend to infinity. They distinguish models with fixed and variable $D_k$.

Below, we lower bound the capacity of the fading channel (23) with finite and infinite dispersion.
1) Finite Dispersion: A key result of this paper is Lemma 1 stating that as \( K \to \infty \), the random matrix \( M_K \in \mathbb{C}^{2n \times 2n} \) tends to a diagonal matrix with independent phase noise components.

For a random vector \( \theta \), define

\[
\mathbf{L}(\theta) = \mathbf{R}(\theta)C_1\mathbf{R}(\theta)^{-1},
\]

where \( C_1 = F^{-1}\text{diag}((\zeta + j\delta)e_j^p) \) and \( \mathbb{E}[\mathbf{L}(\theta)] \).

**Lemma 1.** The random matrix \( M_K \) has the expansion

\[
M_K \overset{d}{=} e^{\xi + j\theta}1_n + \frac{1}{\sqrt{K}} \sum_{i=1}^{K} \mathbf{L}(\theta_i) - \mathbb{E}[\mathbf{L}(\theta)],
\]

where \( \theta \) and \( \theta_i \) are drawn i.i.d. from \( U^n(0, 2\pi) \). In particular,

\[
\lim_{K \to \infty} M_K \overset{d}{=} e^{\xi} \mathbf{R}(\theta).
\]

**Proof.** The proof is given in Section VI-A. The first equality is shown by algebra. The second equation is obtained by applying a concentration inequality for weak law of large numbers, or central limit theorem.

Substituting the limit of \( M_K \) in (24) into (25), we also obtain

\[
\lim_{K \to \infty} Z_K = Z, \quad \text{where} \quad Z \sim \mathcal{N}_C(0, \sigma^2 \mathcal{L}), \quad \text{in which}
\]

\[
\eta = \begin{cases} 1, & \text{for lossless channel}, \\ \frac{e^{2i\xi - 1}}{2\xi}, & \text{otherwise}. \end{cases}
\]

The first capacity result in this paper is the following theorem showing that the pre-log of the capacity of the continuous-space fading channel with finite dispersion when \( K \to \infty \) independently of SNR is \( 1/2 \), i.e., there are \( n \) real signal DoFs when the input dimension is \( 2n \). Let \( \bar{C}(\text{SNR}, K) \) be the capacity of (23) and \( \bar{C}(\text{SNR}) = \lim_{K \to \infty} \bar{C}(\text{SNR}, K) \).

**Theorem 2.** Capacity of fading channel (23) with finite dispersion and SNR satisfies

\[
\bar{C}(\text{SNR}) = \frac{1}{2} \log_2(1 + a \text{ SNR}) + o(1),
\]

where \( \text{SNR} = P / (\sigma^2 \mathcal{L}) \) and \( a \) is given in Theorem [7].

**Proof.** The result is obtained by combining Lemmas 1 and 2 and the capacity result (27).

Note that (34) holds for any SNR, if \( K \to \infty \) independently of SNR. Next, we consider the capacity of the finite dispersion fading channel when \( K = \sqrt{\text{SNR}}, \delta > 0, \text{SNR} \to \infty \). We require this model in the Section V-A2 when we study the SSFM channel. Substituting (30) into (23), (26) is modified to

\[
Y_K \overset{p}{=} e^{\xi} \mathbf{R}(\theta)X + Z + \Delta X, \quad \text{as} \quad K \to \infty,
\]

where \( \Delta = O_p(K^{-1/2}) \) and hence, \( \Delta X = O_p(K^{(\delta - 1)/2}) \).

Here, \( \Delta \) is a dense matrix, that is generally not diagonal, capturing ISI or intra-channel interactions.

If \( \delta < 1 \), then \( \Delta X \overset{p}{=} (0, \ldots, 0) \) and \( Y_K \overset{p}{=} e^{\xi} \mathbf{R}(\theta)X + Z \).

In this case, the capacity is provided by Theorem [2].

If \( \delta > 1 \), \( \Delta X \) grows with \( K \) and constitutes the dominant stochastic impairment. The following theorem establishes a lower bound on the capacity in this case.

**Theorem 3.** The capacity of the fading channel (23) when \( K = \sqrt{\text{SNR}}, \delta > 1 \), is lower bounded as

\[
\bar{C}(\text{SNR}, \sqrt{\text{SNR}}) \geq \frac{1}{2\delta} \log_2(1 + \text{SNR}) + O(1),
\]

where the \( O(1) \) term is bounded as \( \text{SNR} \to \infty \).

**Proof.** See Section VI-B.

2) Infinite Dispersion: We consider the SSFM model when \( D_K \overset{d}{=} D \) is independent of \( K \). Lemma [3] below shows that, in the lossless infinite dispersion case, as \( K \to \infty \) the random matrix \( M_K \) in (23) tends to a random unitary matrix.

**Lemma 3.** Let \( \nu \) be an equivalence relation on the set \( \{1, 2, \ldots, n\} \), and \( \mathbb{U}_n(\nu) \) the smallest subgroup of block diagonal matrices in \( \mathbb{U}_n \) that contains \( D \). Then, the distribution of \( M_K \) tends to the Haar measure on \( \mathbb{U}_n(\nu) \) as \( K \to \infty \).

**Proof.** See Section VI-C.

In the following assume that \( D \) is not a block diagonal matrix (of more than one block), i.e., \( \mathbb{U}_n(\nu) = \mathbb{U}_n \).

Decompose the mutual information for the fading channel (23) as:

\[
I(X; Y_K) = I(X; \|Y_K\|) + I(X; Y_K | \|Y_K\|).
\]

**Lemma 3** and Theorem [10] in Appendix A imply that the second term approaches zero as \( K \to \infty \). The conditional PDF of the signal norm is

\[
P_{\|X_K\| | \|Y\|}(\|Y\| | x) = \frac{1}{2} \text{I}_n \left( 1 - \frac{1}{2\delta} \text{I}_n - \frac{1}{\sigma^2 \mathcal{L}} \right) \exp \left( - \frac{\|Y\|^2 + \|X\|^2}{\sigma^2 \mathcal{L}} \right) \text{I}_{n-1} \left( 2\delta \frac{\|Y\|}{\sigma^2 \mathcal{L}} \right),
\]

where \( \text{I}_m(\cdot) \) is the modified Bessel function of the first kind with order \( m \). Equations (37) and (38) yield the following theorem.

**Theorem 4.** Suppose that \( D \overset{d}{=} D_K \) is independent of \( K \) and is not a block diagonal matrix. The continuous-space fading channel (23) has one signal DoF with capacity

\[
\bar{C}(\text{SNR}) = \max_{P_{\|X\| | \|Y\|}} \left\{ \frac{1}{n} I(\|X\|; \|Y\|) : \frac{1}{n} \mathbb{E}[\|X\|^2] \leq P \right\} = \frac{1}{2n} \log_2(1 + \text{SNR}) + O(1),
\]

where \( P(\|y\| | x) \) is given by (38), \( \text{SNR} = P / \sigma^2 \mathcal{L} \) and the \( O(1) \) term is bounded as \( \text{SNR} \to \infty \).
Lemma 4. and SNR lower bound on the capacity is established.

derive a lower bound on the convergence rate, from which a

to principle of maximum entropy and

Remark 3. In general, if \( \mathbb{U}_n(\nu) \) is the smallest subgroup of
block diagonal matrices containing \( D \), then the capacity of the
continuous-space fading channel with infinite dispersion has
\( m(\nu) \) real signal DoFs, where \( m(\nu) \) is the number of blocks of
\( D \).

B. Capacity of the continuous-space SSFM model

In this section, the capacity of the continuous-space SSFM
model is investigated in the high power regime, as well as
with infinite nonlinearity, and infinite dispersion.

1) High power regime: Let \( K = \sqrt[\nu]{\text{SNR}}, \delta > 0 \), and
assume that the input \( X \) escapes to infinity with SNR. We
show that the limit of the discrete-space SSFM channel when
SNR \( \rightarrow \infty \) is a diagonal model with phase noise. The
convergence rate to this diagonal model depends on \( \delta \). We
derive a lower bound on the convergence rate, from which a
lower bound on the capacity is established.

Denote

\[
S_K \triangleq \text{diag}\left( \left( \exp\left( \sum_{i=1}^{K} \Phi_{i,\ell} \right) \right)^n \right),
\]

and

\[
v(\delta) = \begin{cases} 
5\delta/6, & \text{if } 0 < \delta \leq 1, \\
1 - \delta/6, & \text{if } 1 \leq \delta \leq 1.5, \\
1.5 - \delta/2, & \text{if } 1.5 \leq \delta \leq 2, \\
0.5, & \text{if } \delta = 3.
\end{cases}
\]

Lemma 4. If the input distribution is absolutely continuous
and escapes to infinity with SNR, the SSFM channel with \( K = \sqrt[\nu]{\text{SNR}}, \delta > 0, \gamma \neq 0 \), tends to the following channel in
distribution as SNR \( \rightarrow \infty \)

\[
Y_K = M_K X + Z,
\]

where

\[
M_K = e^{c + jd} S_K + O_p \left( K^{-v(\delta) + \epsilon'} \right),
\]

and \( Z \sim \mathcal{N}_C(0, \eta \sigma^2 L_n) \), where \( \eta \) is defined in Lemma 2.

Further, \( \epsilon' > 0 \) can be made arbitrarily small with SNR.

Proof. See Section VI-D

Theorem 1 will be proved using Lemma 3 in Section VI-E.
The term \( O(1) \) in Theorem 1 for \( \delta \geq 2 \) is given in the proof of
Theorem 3.

Remark 4. For \( 0 \leq \delta \leq 1.5 \), the dominant term in
\( O_p \left( K^{-v(\delta)} \right) \) is the signal-noise mixing, and for \( 1.5 \leq \delta \leq 3 \),
is the intra-channel interactions (between different indices). For \( 3 < \delta \) both effects are significant.

2) Infinite nonlinearity: It is commonly believed that non-
linearity is a distortion that reduces the capacity. However, in
this section we show that when \( \gamma \rightarrow \infty \), the continuous-space channel has at least \( n \) real signal DoFs.

Theorem 5. Capacity of the continuous-space SSFM model
satisfies

\[
\lim_{K \rightarrow \infty, \gamma \rightarrow \infty} C(\text{SNR}, K) = \frac{1}{2} \log_2(1 + a \text{SNR}) + O(1),
\]

where \( a \) is given in Theorem 2 and \( o(1) \) term tends to zero
with SNR \( \rightarrow \infty \).

Proof. It is easy to verify that as \( \gamma/K \rightarrow \infty \), for any
\( i \in [K] \) and \( \ell \in [n] \), \( \Phi_{i,\ell} \rightarrow \infty \), and consequently,
\( \text{mod}(\Phi_{i,\ell}, 2\pi) \rightarrow U(0, 2\pi) \), independent of \( \Phi_{i',\ell'} \) in any other
segment \( \ell' \) or coordinate \( i' \). Hence, the SSFM channel tends to
a finite dispersion fading channel, and Theorem 2 yields the result.

3) Infinite dispersion: The asymptotic capacity of the
discrete-space SSFM channel where \( D_K \triangleq D \) is independent of
\( K < \infty \) is given in (2). In this section, we show that this
result holds under the same assumption \( D_K \triangleq D \) for the
continuous-space lossless SSFM channel as well. Note that
in this case, as \( K \rightarrow \infty \) the dispersion is infinite.

Theorem 6. Consider the SSFM model when \( D_K \triangleq D \) is
independent of \( K \) and is not a block diagonal matrix of more
than one block. If \( K = \sqrt[\nu]{\text{SNR}}, \delta > 3, \gamma \neq 0 \), then

\[
C(\text{SNR}, \sqrt[\nu]{\text{SNR}}) = \frac{1}{2n} \log_2(1 + \text{SNR}) + O(1),
\]

where \( O(1) \) term is bounded as SNR \( \rightarrow \infty \).

Proof. Similar to the analysis in [13], it can be shown that for
input distributions that escape to infinity with \( P = (\sigma^2 L) K^3 \),
\( \delta > 3, V_{i,\ell} = \Omega_p(K^3) \) for all \( i \in [K] \) and \( \ell \in [n] \).
Furthermore, in the proof of Lemma 2 it is shown that in this case
\( \text{mod}(\Phi_{i,\ell}, 2\pi) \rightarrow U(0, 2\pi) \). Hence, infinite dispersion SSFM
channel tends to the infinite dispersion fading channel. These
two steps can be proved alternatively using induction on the
output of segment \( i \in [K] \) and using Lemma 3 for sufficiently
large \( K \). The result then follows from Theorem 4.

VI. PROOFS

A. Proof of Lemma 7

For matrices \( A \) and \( B \) define the commutator \( [A, B] = A B^{-1} B^{-1} \). It can be verified with algebraic manipulations that \( M_K \) can be written as

\[
M_K = \prod_{i=1}^{K} D_K R(\theta_i)
\]

\[
= \left\{ \prod_{i=2}^{K} D_K \left[ \prod_{\ell=1}^{K} R(\theta_\ell), D_K \right] \right\} D_K R(\theta_1)
\]
\[
= \left\{ \prod_{i=2}^{K} D_K \left[ R \left( \sum_{\ell=1}^{K} \theta_i, D_K \right) \right] D_K R \left( \sum_{\ell=1}^{K} \theta_i \right) \right\}. \tag{46}
\]

Since the joint distribution of \(\left( \sum_{\ell=1}^{K} \theta_i \right)^K\) and \(\left( \theta_i \right)^{K}_{i=1}\) are the same,
\[
M_K \overset{d}{=} \left\{ \prod_{i=2}^{K} \left[ D_K \left( R(\theta_i), D_K \right) \right] \right\} D_K R(\theta_1). \tag{47}
\]

Let
\[
C_m = \frac{1}{m!} F^{-1} \text{diag} \left( \left( \zeta + j \delta \right)^m \right) \text{F}, \tag{48}
\]
and \(\bar{C}_m = (-1)^m C_m\). Expand \(D_K\) and \(D_K^{-1}\) in \(1/K\) using the Taylor’s theorem
\[
D_K = I_n + \frac{1}{K} C_1 + \frac{1}{K^2} C_2 + O \left( \frac{1}{K^3} \right), \tag{49}
\]
\[
D_K^{-1} = I_n + \frac{1}{K} \bar{C}_1 + \frac{1}{K^2} \bar{C}_2 + O \left( \frac{1}{K^3} \right).
\]

A simple calculation shows that
\[
\left[ R(\theta_i), D_K \right] = I_n + \frac{L(\theta_i) + \bar{C}_1}{K} + O_p \left( \frac{1}{K^2} \right). \tag{50}
\]

Using (49) and \(C_1 + \bar{C}_1 = 0\),
\[
D_K \left[ R(\theta_i), D_K \right] = I_n + \frac{L(\theta_i)}{K} + O_p \left( \frac{1}{K^2} \right). \tag{51}
\]

Combining (47) and the above results results in
\[
M_K \overset{d}{=} \left\{ \prod_{i=2}^{K} \left[ I_n + \frac{L(\theta_i)}{K} + O_p \left( \frac{1}{K^2} \right) \right] \right\} D_K R(\theta_1),
\]
\[
\overset{\text{(a)}}{=} \left( e^L + \frac{1}{K} \sum_{i=1}^{K} L(\theta_i) - \bar{L} \right) R(\theta_1) + O_p \left( \frac{1}{K} \right). \tag{52}
\]

where (a) is obtained using
\[
e^{L} + \frac{1}{K} \sum_{i=1}^{K} L(\theta_i) = e^{L} + O \left( \frac{1}{K} \right). \tag{53}
\]

Finally, since \(e^L = e^{(\zeta + j\theta)I_n} = e^{\zeta + j\theta} I_n\),
\[
M_K \overset{d}{=} \left( e^{\zeta + j\theta} I_n + \frac{1}{K} \sum_{i=1}^{K} L(\theta_i) - \bar{L} \right) R(\theta) + O_p \left( \frac{1}{K} \right).
\]

\section*{B. Proof of Theorem 5}

In the following, we restrict the input to the class of absolutely continuous random vectors, for which \(h(M_K X)\) is a continuous function of \(K\) with respect to the total variation distance \([15\text{ Theorem 1}]\). First, we prove that:

i. If \(X\) is i.i.d., then
\[
\frac{1}{n} f(X; Y_K) \geq \frac{1}{20} \log_2(\mathcal{P}) + h(|X_1|) - \mathbb{E} \log_2(\|X_4\|)
\]
\[
+ \frac{1}{2} \log_2 \left( \frac{e^{2\zeta - 1}}{2\rho \pi} \right) + o(1), \tag{54}
\]

where the \(o(1)\) term vanishes with \(\mathcal{P} \to \infty\) and
\[
\rho = \sqrt{\sum_{r=1}^{n} (\zeta + j\delta_r) e^{-j2\pi r x_1 / n}}. \tag{55}
\]

Next, using this general lower bound we obtain the following.

ii. By choosing \(X \sim \mathcal{N}_C(0, \mathcal{P}I_n)\), we have
\[
\mathcal{C}(\text{SNR}, \sqrt{\text{SNR}}) \geq \frac{1}{20} \log_2(1 + \text{SNR}) + \frac{1}{2} \log_2 \left( \frac{e^{2\zeta - 1}}{\rho \pi} \right) + o(1). \tag{56}
\]

\textbf{Part i:} Define the matrix \(\Delta \overset{\text{def}}{=} \frac{1}{K} \sum_{m=1}^{K} L(\theta_m) - \bar{L}\). Considering (29), \(\Delta_{r\tau}\) is deterministic and thus zero. If \(r \neq \ell\),
\[
\Delta_{r\ell} = \left( \frac{C_1}{K} \right)_{r\ell} \sum_{i=1}^{K} \left( e^{j(\theta_i - \theta_{r\ell})} \right)
\]
\[
\overset{d}{=} \left( \frac{C_1}{K} \right)_{r\ell} T_{\ell r}, \tag{57}
\]

where \(T_{\ell r} \sim \mathcal{N}_C(0, 1)\) and we used the central limit theorem. This yields
\[
M_K \overset{d}{=} e^{\zeta} R(\theta) + O_p \left( \frac{1}{K} \right). \tag{58}
\]

Hence,
\[
h(Y_K | X) = h(M_K X) + o(1)
\]
\[
= n \log_2 \left( e^{\zeta} R(\theta) X \right) + o(1)
\]
\[
= n \log_2 \left( 2\pi e^{2\zeta} \right) + n h(|X_1|) + n \mathbb{E} \log_2(\|X_1\|) + o(1), \tag{59}
\]

where \(o(1)\) term vanishes with \(K \to \infty\) and \(\mathcal{P}/K \to \infty\).

Next, we bound the conditional entropy part as:
\[
h(Y_K | X) \leq \sum_{\ell=1}^{n} h(Y_{K, \ell} | X). \tag{60}
\]

The output \(Y_{K, \ell}\) is equal in probability to
\[
e^{\zeta + j(\theta_{\ell} + \theta_{\ell})} X_{\ell} + \frac{e^{j\theta_{\ell}}}{\sqrt{K}} \sum_{r \neq \ell} (C_1)_{\ell r} T_{\ell r} X_r + \sqrt{\eta} Z_\ell + o_p(1), \tag{61}
\]

where \(\theta_{\ell} \sim U(0, 2\pi), \eta\) is given in (33), and \(o_p(1)\) term vanishes as \(K \to \infty\). Note that for a fixed \(\ell\), \((T_{\ell r})_r\) are independent. Hence, given \(X = \infty\),
\[
\sum_{r \neq \ell} (C_1)_{\ell r} X_r T_{\ell r} \overset{d}{=} \|X\|_4 \|T_{\ell}\|, \tag{62}
\]

where \(T_{\ell} \sim \mathcal{N}_C(0, \sigma_{T_{\ell}}^2)\), and
\[
\sigma_{T_{\ell}}^2 = \frac{1}{\|X\|_4^2} \sum_{r \neq \ell} |(C_1)_{\ell r}|^2 |x_r|^2
\]
This relation together with (59) and (60) yields the first part of theorem.

\[ Y_{K,t} \equiv e^{\zeta + j \theta_t} x_t + \frac{e^{j \theta_t} \|x\|^4 T_t}{\sqrt{K}} + \sqrt{\hat{Y}} Z_t + o_p(1). \] (64)

Now, the conditional entropy can be bounded as following.

\[
\begin{align*}
\log_2(\pi) + O\left(\sqrt{\frac{K}{P}}\right) & + h\left(\frac{2e^\zeta \|x\|^4}{\sqrt{K}} \Re(T_t e^{-j \zeta} x_t) + \frac{\|x\|^2}{K} |T_t|^2 \|X\| \right) \\
= & \log_2(\pi) + O\left(\sqrt{\frac{K}{P}}\right) + O\left(\frac{1}{\sqrt{P}}\right) \\
& + h\left(\frac{2e^\zeta \|x\|^4}{\sqrt{K}} \Re(T_t e^{-j \zeta} x_t) \|X\| \right) \\
\leq & \log_2\left(\frac{2e^\zeta}{\sqrt{K}}\right) + O\left(\sqrt{\frac{K}{P}}\right) + O\left(\frac{1}{\sqrt{P}}\right) \\
& + \log_2(2) \leq \log_2(2 \pi e c P). \\
\end{align*}
\]

This relation together with (59) and (60) yields the first part of the theorem.

Part ii: For \( X \sim N(0, \rho I) \),

\[ h(R(\theta)|X) = h(X) = n \log_2(2 \pi c \rho). \] (66)

Moreover,

\[
\begin{align*}
\mathbb{E}[\log_2(\|X_1\|) + \log_2(\|X_4\|)] & = \frac{1}{2} \log_2\left(\frac{\mathbb{E}[\|X_1\|^2]}{\rho}\right) + \frac{1}{4} \log_2\left(\frac{\mathbb{E}[\|X_4\|^2]}{\rho}\right) + O\left(\frac{1}{\rho}\right) \\
& = \frac{1}{2} \log_2(\rho) + \frac{1}{4} \log_2(2\pi \rho^2) + O\left(\frac{1}{\rho}\right) \\
& = \log_2(\rho) + \frac{1}{4} \log_2(2\pi) + O\left(\frac{1}{\rho}\right). \\
\end{align*}
\]

The proof is based on Theorem 11 in Appendix A. The reader is referred to Appendix A for the notation used in this section.

Let \( T = DR(\theta) \). Clearly, \( T \) is a unitary matrix. Denote the probability measure of \( T \) by \( \mu \). We show that the following two conditions of Theorem 11 hold.

Condition 1. Denote the smallest closed subgroup of \( U_n \) that contains support of \( \mu \), i.e., \( S(\mu) \), as \( \mathbb{H} \). Moreover, denote the smallest subgroup of block diagonal matrices that contains \( D \) as \( U_n(\nu) \).

The first condition to verify is \( \mathbb{H} = U_n(\nu) \). This condition is needed, because if \( \mathbb{H} \subset U_n(\nu) \), then the product of instances of \( T \) will not be in \( \mathbb{H} \). Hence, the probability measure of the product of \( K \) i.i.d. instances of \( T \) would not be a Haar measure on \( U_n(\nu) \).

By letting \( \theta = (0, \ldots, 0) \), we have \( D = D(\theta) \). Hence, \( \mathbb{H} \) contains all diagonal unitary matrices including the matrix \( D \). Since the smallest block diagonal subgroup that contains \( D \) is \( U_n(\nu) \), Theorem 7 in Appendix A implies \( \mathbb{H} = U_n(\nu) \).

Condition 2. The next condition to verify is that \( \mu \) is not normallyaperiodic. This means that \( S(\mu) \) is not contained in a (left or right) coset of a proper closed normal subgroup of \( U_n(\nu) \). To see why this condition is needed, by contradiction suppose that there exists a proper closed normal subgroup \( \mathbb{H} \) of \( U_n(\nu) \) and \( V \in U_n(\nu) \), such that \( S(\mu) \subset \mathbb{H} \) or \( S(\mu) \subset \mathbb{H}V \), or equivalently \( V^{-1}S(\mu) \subset \mathbb{H} \) or \( S(\mu)V^{-1} \subset \mathbb{H} \). Suppose that

\[ V^{-1} = DR(\theta_1) \cdots DR(\theta_i). \] (68)

Consider all matrices \( M = \prod_{i=r+1}^{\infty} DR(\theta_i) \). The second condition states that the smallest closed normal subgroup that contains these matrices is \( U_n(\nu) \). In other words, starting from any \( r \) initial steps, all possible unitary matrices in \( U_n(\nu) \) can be reached.

To verify the second condition, we consider the cases \( V^{-1}S(\mu) \subset \mathbb{H} \) or \( S(\mu)V^{-1} \subset \mathbb{H} \) separately.

Left Coset: In this case, \( V^{-1}D \) and the subgroup of diagonal matrices belong to \( \mathbb{H} \). Suppose that there exists a \( W \in U_n(\nu) \)
such that $W \notin \mathbb{H}$ and $W = QGQ^{-1}$, where $\Gamma$ is a diagonal matrix. However, since $\mathbb{H}$ is a normal subgroup of $\mathbb{U}_n(\nu)$ and $\Gamma \in \mathbb{H}$, then $W = QGQ^{-1} \in \mathbb{H}$, which is a contradiction.

Right Coset: Since $\text{DR}(\theta_1)V^{-1} \in \mathbb{H}$ and $\text{DR}(\theta_2)V^{-1} \in \mathbb{H}$, we have $\text{DR}(\theta_1 - \theta_2)D^{-1} \in \mathbb{H}$. Hence, for any $\theta$, $\text{DR}(\theta)D^{-1} \in \mathbb{H}$. Similar to the previous case, by contradiction suppose that there exists $W \in \mathbb{U}_n(\nu)$ such that $W \notin \mathbb{H}$ and $W = QGQ^{-1}$, where $\Gamma$ is a diagonal matrix. However, since $\mathbb{H}$ is a normal subgroup of $\mathbb{U}_n(\nu)$, $Q^{-1}D^{-1} \in \mathbb{H}$, and $D \Gamma D^{-1} \in \mathbb{H}$, thus $W = (Q^{-1}D^{-1}D^{-1}(Q^{-1}) \in \mathbb{H}$, which is a contradiction.

\[ \text{D. Proof of Lemma 4} \]

The proof of Lemma 4 is similar to the proof of Lemma 2 where $M_K$ is expanded in 1/K.

Note that, if $D_K$ does not depend on $K$, when $\mathcal{P} \to \infty$, phase tends to a uniform random variable in every segment for every input $\mathbf{1}$. However, if dispersion values scale as 1/K and $\mathcal{P} = (\sigma \mathcal{L})K^\delta$, phase tends to zero in one segment if $\delta < 1$. But, if we add sufficiently large number $K^{1-\delta + \epsilon}$ of segments, so that the variance of phase tends to infinity, output phase tends to a uniform variable for every input. In what follows, we make these statements precise.

We prove the lemma formally by induction on the segment index $i$. The output $V_{i+1}$ of the segment $i \in [K]$ as a function of the channel input $X$ is

\[
V_{i+1} = M_{i,K}X + Z_i,
\]

where

\[
M_{i,K} = \prod_{t=1}^{i} (D_K \Phi(t)) = D_K \Phi(i) M_{i-1,K},
\]

in which

\[
\Phi(i) = \text{diag}\left(\left(\exp(j \Phi_{i,t})\right)_{t=1}^{n}\right),
\]

where the nonlinear phase $\Phi_{i,t}$ is given in (15). Further,

\[
Z_i = \prod_{t=1}^{i} (D_K \Phi(s)) Z_t = D_K \Phi(i) (Z_{i-1} + \bar{Z}_i),
\]

where $M_{0,K} = I_n$ and $Z_0 = 0$. Note that $M_{K,K} = M_K$.

First, we expand $M_{i,K}$ similar to the analysis in the proof of Lemma 1. For $t \in [i]$, denote

\[
R_t(t) = \text{diag}\left(\left(\exp(j \Phi_{i,t})\right)_{t=1}^{n}\right),
\]

\[
L_t(t) = R_t(t) C_t R_t(t)^{-1},
\]

and

\[
\Delta_t = \frac{1}{K} \sum_{t=1}^{i} L_t(t) - \frac{i}{K} (\zeta + jd) I_n,
\]

where $C_1$ is defined in (48). Expand $M_{i,K}$ as:

\[
M_{i,K} = \left\{ \prod_{t=2}^{i} (D_K [R_i(t), D_K]) \right\} D_K R_i(1)
\]

\[
= \left\{ \prod_{t=2}^{i} \left( I_n + \frac{1}{K} L_i(t) \right) \right\} R_i(1) + O_p(K^{-1})
\]

\[
= \left( e^{\frac{1}{K} (\zeta + jd) I_n + \frac{1}{K} \sum_{t=1}^{i} L_i(t) - \frac{i}{K} (\zeta + jd) I_n} \right) R_i(1)
\]

\[
+ O_p(K^{-1})
\]

\[
= e^{\frac{1}{K} (\zeta + jd) R_i(1) + \Delta_i R_i(1) + O_p(K^{-1})}.
\]

Note that $R_i(1) = S_K$.

Fix $\epsilon' > 0$ sufficiently small. We shall prove that for each $i$:

- **Claim 1.** For $\ell, \ell' \in [n]$,

\[
(\Delta_i)_{\ell, \ell'} = O_p\left(K^{-\gamma(\delta)}\right),
\]

where $\gamma(\delta) \geq \gamma(\delta) - \epsilon'$ and $\gamma(\delta)$ is defined in (41).

- **Claim 2.** For $\ell \in [n]$ and $t \in [i]$,

\[
\sum_{s=t}^{i} \Phi_{s,t} - (i-t+1) \gamma_{\ell} |X_t|^2 \to 0,
\]

when

\[
i \leq \begin{cases} K^{1\frac{\delta}{\delta} - \epsilon'}, & 0 \leq \delta \leq 1.5, \\ K^{2\delta - \epsilon'}, & 1.5 \leq \delta \leq 2. \end{cases}
\]

- **Claim 3.** If $i$ satisfies (77), then $\gamma(\delta)$ in (75) is bounded by

\[
\gamma(\delta) \geq \begin{cases} \delta, & 0 \leq \delta \leq 1, \\ 1 - g, & 1 \leq \delta \leq 2, \end{cases}
\]

where

\[
g \leq \begin{cases} \max_{i, t \in [n]} & -\log_K \left( e^{|\gamma_\ell| |X_t|^2} - |X_t|^2 / K \right) \end{cases}
\]

Note that $g = o_p(1)$, and thus vanishes for absolutely continuous inputs, when $\delta > 1$.

Lemma 4 follows from (74) at $i = k$ and Claim 1. Claim 2 and 3 are needed in the proof of Claim 1.

Note that above Claim 1–3 yield

\[
\lim_{K \to \infty} Z_K(d) = Z,
\]

where $Z \in \mathbb{C}^n$ and $Z \sim \mathcal{N}(0, \sigma^2 \mathcal{L}_n)$.

For $i = 1$, Claim 1-3 hold, since

\[
M_{1,K} = D_K \Phi(1) = e^{\frac{1}{K} (\zeta + jd) \Phi(1)} + O_p(K^{-1}).
\]

Assume that Claim 1-3 hold for $i \in [r - 1]$. We need to show that they hold for $i = r$ as well.

Denote

\[
E_t = e^{-\left(\zeta + jd\right) \sum_{i=t}^{r-1} R_i(1)^* \bar{Z}_i} = O_p\left(K^{-1/2}\right).
\]

Using the assumption of the induction (75) together with (74) and (69), the nonlinear phase $\Phi_{i+1,t}$, where $i \in [r - 1]$, can
be expanded as:
\[
\Phi_{i+1, \ell} = \gamma [V_{i+1, \ell}]^2 + 2 \gamma \varepsilon \sqrt{\Re (V_{i+1, \ell}^* Z_{i+1, \ell}^*) + \gamma \varepsilon^2} |Z_{i+1, \ell}|^2
\]
\[
\equiv \gamma [V_{i+1, \ell}]^2 + O_p(K^{i-\frac{3}{2}}) + 2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right]
\]
\[
= \gamma [V_{i+1, \ell}]^2 + O_p(K^{i-\frac{3}{2}}) + 2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right]
\]
\[
= \gamma [V_{i+1, \ell}]^2 + O_p(K^{i-\frac{3}{2}}) + 2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right]
\]
\[
\equiv \gamma [V_{i+1, \ell}]^2 + O_p(K^{i-\frac{3}{2}}) + 2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right]
\]
\[
\equiv \gamma [V_{i+1, \ell}]^2 + O_p(K^{i-\frac{3}{2}}) + 2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right]
\]

Here step (a) follows by substituting (69) and (74) into the previous line. Variables $Z_{i+1, \ell}$ and $Z_{i+1, \ell}'$ denote Gaussian noises with variances that do not depend on $K$ and $E_{\ell, \ell}$ is defined in (82).

The term
\[
2 \gamma \varepsilon \sum_{\ell' \neq \ell} \Re \left[ e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* (\Delta_{i, \ell}, \ell, E_{\ell, \ell}^*) \right],
\]

(84) captures intra-channel interactions, while the terms
\[
2 \gamma \varepsilon e^{\frac{\pi V}{2}} \sum_{\ell} \Re \left[ X_{\ell}^* \prod_{i=1}^{r} E_{\ell, \ell}^* \right],
\]

(85) and
\[
2 \gamma \varepsilon \sqrt{\Re \left( e^{\pi (\zeta + j \delta)} R_{i}(1) \mathbf{X}^* \right)} \equiv \left( \Delta_{i, \ell} \right)_1 \equiv \left( \Delta_{i, \ell} \right)_2
\]

(86) represent the signal-noise interactions.

To show Claims 1 and 3, note that $\left( \Delta_{i, \ell} \right)_1, \ell \in [n]$, is equal to zero, with probability one. It remains to show that the off-diagonal elements are $O_p(K^{-\frac{3}{2}})$. We show this for element $(1,2)$; the proof is similar for other elements. This element is equal to
\[
\left( \Delta_{i, \ell} \right)_{1,2} = \left( \frac{C_1}{K} \right)_{1,2} \sum_{i=1}^{r} \sum_{s=1}^{r} (\Phi_{i,s} - \Phi_{i,s+1})
\]

(87)

The rest of the proof is presented for different ranges of $\delta$, and for $\zeta = 0$, separately. Since in general, for $i \in [K]$,
\[
e^{\pi \zeta} \mathbf{X} = K^\zeta \mathbf{X}
\]

(88)

where
\[
\zeta = \frac{2i \zeta}{K \ln(K)} \rightarrow 0.
\]

(89)

It can be shown that asymptotically as $K \rightarrow \infty$ the effect of loss in the convergence rate of $\Delta_{i, \ell}$ vanishes.

Case 0 < $\delta$ < 1: In this case, first for $r \leq K^{1-\delta/3-\varepsilon'}$, we prove Claims 2 and 3, and consequently Claim 1 follows. Then using this result, we prove Claim 1 for $r > K^{1-\delta/3-\varepsilon'}$ as well.

Assume that $r \leq K^{1-\delta/3-\varepsilon'}$. We argue first for $t \in [r]$, Claim 2 holds, from which Claims 1 and 3 are then concluded. Let
\[
Q_{\ell, t} \equiv \gamma L K^{-\delta} |X_{\ell, t}|^2, \quad \ell \in [n].
\]

Using the induction assumption (75) and since $r - t + 1 \leq K^{1-\delta/3-\varepsilon'}$,
\[
\sum_{\ell=1}^{r} \Phi_{s, \ell} \equiv (r - t + 1) K^{\delta-1} Q_{\ell, t}
\]

(90)

where $\ell$ holds due to assumption of induction (78) and
\[
A \equiv (t - 1)(r - t + 1)^2 + \sum_{\ell=1}^{r-t} \ell^2 1/2 = O(r^{3/2}).
\]

(92)

This proves Claim 2. Note that as can be seen in the above calculations, due to signal-noise interactions, at most $K^{1-\delta/3-\varepsilon'}$ consecutive terms $\sum_{s=t}^{r} \Phi_{s, \ell}$ constitute arithmetic series. For small values of noise, it can be seen that the above argument almost holds for any $r \leq K^{1-\delta/3-\varepsilon'}$ except for very large values of $K$, when $K > \left( \gamma L^{-1/2} \right)^{1/2} K$. Now, to show Claim 3, by denoting $Q \equiv Q_1 - Q_2$ and due to (91),
\[
\left( \Delta_{i, \ell} \right)_{1,2} = \left( \frac{C_1}{K} \right)_{1,2} \sum_{i=1}^{r} \sum_{s=1}^{r} (\Phi_{i,s} - \Phi_{i,s+1})
\]

(87)

\[
e^{i K^{\delta-1} Q - 1} \equiv \frac{(C_1)_{1,2} e^{i K^{\delta-1} Q} - 1}{K (e^{i K^{\delta-1} Q} - 1)}.
\]

(93)

Furthermore, since for 0 < $\delta$ < 1,
\[
e^{i K^{\delta-1} Q - 1} = O_p(K^{-\delta-1}),
\]

(94)

then
\[
\left| \left( \Delta_{i, \ell} \right)_{1,2} \right| = \left| (C_1)_{1,2} \right| O_p(K^{-\delta}),
\]

(95)

which completes the proof of Claim 3 and consequently Claim 1.

For $r > K^{1-\delta/3-\varepsilon'}$, similarly it can be verified that for each
\( K^{1-\delta/3-\epsilon'} \) consecutive terms,
\[
\sum_{t=t_1}^{t_2} e^{-\sum_{s=t}^{t_1} (\Phi_{s,1}-\Phi_{s,2})} = O_p(K^{1-\delta}),
\]  
(96)
where \( t_2 = t_1 + K^{1-\delta/3-\epsilon'} \). Hence
\[
|\Delta_r|_{1,2} = |(C_1)_{1,2}| O_p\left( K^{\delta/3+\epsilon'} K^{1-\delta} K^{-1} \right) = |(C_1)_{1,2}| O_p\left( K^{-2\delta/3+\epsilon'} \right). 
\]  
(97)
The above bound can be improved using the following approach. When \( t \) consecutive terms form a geometric series, then
\[
\sum_{i=m-t+1}^{m} e^{-\sum_{s=m-i}^{m} (\Phi_{s,1}-\Phi_{s,2})} = \frac{e^{-(\epsilon')} K^{\delta-1} Q - 1}{e^{\delta} K^{\delta-1} Q - 1}. 
\]  
(98)

On the other hand, if \( t_2 - t_1 = K^{1-\delta/3+\epsilon'} \), then similar to the analysis in [91],
\[
\sum_{s=t_1}^{t_2-1} \Phi_{s,\ell} = (t_2 - t_1) K^{\delta-1} Q_{\ell} + 2\gamma e^{\epsilon'} \left| X_{\ell}^{\prime} \left( \sum_{s=t_1}^{t_2-1} (t_2 - t_1) E_{s,\ell} + \sum_{s=t_1}^{t_2-1} (t_2 - s) E_{s,\ell} \right) \right| + O_p\left( K^{1-\delta/3} K^{-1} \right) = |(C_1)_{1,2}| O_p\left( K^{6/6-1+g+2\epsilon'} \right). 
\]  
(99)

The second term on the RHS of the above relation is non-deterministic given the input and is of order
\[
O_p\left( (t_2 - t_1) K^{\delta-1} Q_{\ell} \right) = O_p\left( K^{3/2} \right). 
\]  
(100)

This concludes that this term grows as \( K \to \infty \). It can be verified that in general if \( A = B \cdot Z \), where \( B \) is a constant and \( Z \) is a random variable with continuous PDF, then as \( B \to \infty \), mod \((A,2\pi) \to U(0,2\pi)\). Consequently
\[
\text{mod} \left( \sum_{s=t_1}^{t_2-1} (\Phi_{s,1} - \Phi_{s,2}) \mod 2\pi \right) \to U(0,2\pi). 
\]  
(101)

Hence, the summation of terms with a distance more than \( K^{1-\delta/3+\epsilon'} \) can be considered as the summation of independent random variables. Using central limit theorem yields
\[
|\Delta_r|_{1,2} = |(C_1)_{1,2}| O_p\left( K^{2\epsilon'} K^{6/6} K^{-1} \right) = O_p\left( K^{-5/6+2\epsilon'} \right). 
\]  
(102)

This completes the proof of Claim 1.

- Case 1 \( \leq \delta < 1.5 \): Similar to the previous case, first assume that \( r \leq K^{1-\delta/3-\epsilon'} \). For \( i \in \{ r-1 \} \), due to the assumption of the induction \([75]\), \( \gamma(t) \geq 1 - g \). Since \( 1 - \delta/3 < 2 - \delta \), then it can be verified similar to the previous case that the restrictive term is the signal-noise interaction term and \([76]\) (Claim 2) holds. Hence,
\[
\sum_{i=1}^{r} e^{-(\epsilon')} K^{\delta-1} Q_{\ell} - 1 = \frac{e^{i(\epsilon')} K^{\delta-1} Q_{\ell} - 1}{K^{\epsilon'} K^{\delta-1} Q_{\ell} - 1}. 
\]  
(103)

For \( \delta > 1 \), the term \( 1/(e^{\epsilon'} K^{\delta-1} Q_{\ell} - 1) \) is an oscillating function which is of order \( O_p(K^{\delta}) \), which concludes that \( \gamma(t) = 1 - g \) for \( r \) steps as well, \( r \leq K^{1-\delta/3-\epsilon'} \). This proves Claim 3 and consequently Claim 1 for \( r \leq K^{1-\delta/3-\epsilon'} \).

For \( r > K^{1-\delta/3-\epsilon'} \), similar to the previous case it can be verified that sum of each \( K^{1-\delta/3-\epsilon'} \) consecutive terms is \( O_p(K^{\delta}) \). Thus,
\[
|\Delta_r|_{1,2} = |(C_1)_{1,2}| O_p\left( K^{6/6-1+g+2\epsilon'} \right). 
\]  
(104)

Furthermore, using the central limit theorem, this bound can be improved to
\[
|\Delta_r|_{1,2} = |(C_1)_{1,2}| O_p\left( K^{6/6-1+g+2\epsilon'} \right). 
\]  
(105)

Finally, note that for absolutely continuous inputs, \( g = o_p(1) \) and \( O_p\left( K^{6/6-1+g+2\epsilon'} \right) = O_p\left( K^{6/6-1+2\epsilon'} \right) \). This completes the proof of Claim 1.

- Case 1.5 \( \leq \delta < 2 \): Since \( 2 - \delta < 1 - \delta/3 \), in this regime, the intra-channel term is the restrictive term. In this case, it can be verified that \( r \leq K^{2-\delta/3-\epsilon'} \) consecutive terms form geometric series and their sum is \( O_p(K^{\delta}) \) (Claims 2 and 3).

Hence, to show Claim 1, \( |\Delta_r|_{1,2} \) can be bounded as:
\[
|\Delta_r|_{1,2} = |(C_1)_{1,2}| O_p\left( K^{2\epsilon'} g K^{6/6-1/2} K^{-1} \right) = |(C_1)_{1,2}| O_p\left( K^{6/6-1+g+2\epsilon'} \right). 
\]  
(106)

Note that similar to the previous case, \( g = o_p(1) \) for absolutely continuous inputs and hence \( O_p\left( K^{6/6-1+g+2\epsilon'} \right) = O_p\left( K^{6/6-1+2\epsilon'} \right) \).

- Cases \( 2 \leq \delta < 3 \) and \( 3 \leq \delta \): For these cases, first we argue that when \([73]\) holds, then as \( K \to \infty \), \( \text{mod} \left( \Phi_{t,\ell}, 2\pi \right) \to U(0,2\pi) \), independent of \( \{\Phi_{t,\ell}\}_{t=1}^{r-1} \). In other words, in this regime as \( K \to \infty \), SSFM channel tends to the finite dispersion fading channel, except for the first segment and when \( 2 < \delta < 3 \), which is negligible. This, concludes that
\[
|\Delta_r| = O_p\left( \frac{\sqrt{\pi}}{K} \right) = O_p\left( K^{-1/2} \right), 
\]  
(107)
which completes the proof of Claim 1. Note that Claims 2 and 3 are valid only for \( \delta < 2 \).

For \( 2 \leq \delta < 3 \), the second phase operator is equal to
\[
\Phi_{2,\ell} = \gamma_{\ell} \mu \sum_{t=1}^{M} X_{t}^{\prime} + (C_1 X_{t}^{\prime} + Z_1 + O_p\left( \frac{1}{K^2} \right) + W_{2,\ell}(t)) \right|^2 
\approx \gamma_{\ell} |X_{1,\ell}|^2 + \gamma_{\ell} \frac{C_{1}}{K^2} X_{1,\ell}(C_1 X_{\ell}). 
\]  
(108)

For i.i.d. inputs, the second term induces a stochastic impairment that grows if \( \delta > 2 \) and when \( K \to \infty \).

Hence, as \( K \to \infty \), each step will be reduced to uniform phase noise. Similarly, after \( r \) steps, there would be a stochastic impairment of order \( \frac{\sqrt{\pi}}{K} \). Thus, the channel (except
for the first segment) is equivalent to the fading channel.

For $3 < \delta$, SSFM channel tends to the fading channel for any input distribution that escapes to infinity, as $K \to \infty$. To show this, first using the assumption of the induction, for $1 \leq i \leq r$, we have

$$|V_{i,i}| = K^{\delta/2} |X'_{i}| + O_p \left( K^{\delta/2 - 0.5} \right). \quad (109)$$

Hence, the second term of $\Phi_{i,i}$, i.e., $2\gamma \sqrt{\sigma^2} \left( \tau V_{i,i} Z_{i,i}^* \right)$, which conditioned on other segments and coordinates is not deterministic, grows unboundedly. Thus, $\mod (\Phi_{i,i}, 2\pi) \to U(0, 2\pi)$. This completes the proof.

E. Proof of Theorem

First we show (21) holds. Let $Y'_{K} = R(\theta') Y_{K}$, where $\theta' \sim U(0, 2\pi)$. Due to data processing inequality

$$I(Y_K; X) \geq I(Y'_K; X). \quad (110)$$

In the following, we establish a lower bound on the channel $X \to Y'_K$.

The channel $X \to Y'_K$ when $K \to \infty$, is

$$Y'_K = M'_K X + Z,$$

where

$$M'_K \triangleq e^{\ell R(\theta)} + O_p \left( K^{-\frac{3}{2}} \right), \quad (112)$$

where $\theta \sim U(0, 2\pi)$, independent of $X$.

If $v(\delta) < \frac{1}{2} \delta$, then for sufficiently small value of $\epsilon'$, the term $O \left( K^{-\frac{3}{2}} \right) X$ vanishes as $K \to \infty$ and the channel tends to $n$ independent phase noise channels. The lower bound (21) on $C(SNR, \sqrt{SNR})$ for $0 \leq \delta < 3/2$ can be then established similar to Theorem 2.

If $v(\delta) > \frac{1}{2} \delta$, an approach similar to that in the proof of Theorem 3 can be applied. The output entropy $h(Y'_{K})$ can be bounded as in (59). Bounding the conditional part also follows similarly as in the proof of Theorem 3, with the difference that the defined variable $T_i$ is not anymore Gaussian and is a random variable with bounded variance $\sigma^2_{T_i}$. Applying the maximum entropy theorem and letting $\epsilon' \to 0$, the conditional entropy can be similarly bounded as

$$h(Y'_{K} | X) \leq \log_2 \left( \frac{2e \pi}{K^{\frac{1}{2}}} \right) + O \left( \frac{1}{\sqrt{K}} \right) + \mathbb{E} \log_2 \left( |X_i| \right) + \frac{1}{2} \log_2 \left( 2\pi e \sigma^2_{T_i} \right). \quad (113)$$

This relation together with (59) and (60), and letting $X = \mathcal{N}(0, \pi I_n)$, shows that (21) holds also for $v(\delta) \geq \frac{1}{2} \delta$.

Now, to show (20), first note that similar to the proof of Lemma 3 for the case of $\delta < 1$, for any $\epsilon'$ when $\text{SNR} / K \to 0$ and $\text{SNR} \to \infty$, we have

$$M_K = e^{\frac{\epsilon + j d}{2}} S_K + O_p \left( \sqrt{K} \log(K) \text{SNR} + \epsilon' \log(K) \text{SNR} \right)$$

$$= e^{\frac{\epsilon + j d}{2}} S_K + O_p \left( \sqrt{\text{SNR}^{-5/6+\epsilon'}} \right). \quad (114)$$

Next, by considering $X \to Y'_{K}$, as in (111), we have

$$M'_K \triangleq e^{\ell R(\theta)} + O_p \left( \text{SNR}^{-5/6+\epsilon'} \right). \quad (115)$$

Hence, by choosing input as $\mathcal{N}(0, \pi I_n)$, we have

$$\lim_{\text{SNR} \to \infty} \lim_{K \to \infty} \left[ C(SNR, K) - \frac{1}{2} \log_2 (1 + \text{SNR}) + \frac{1}{2} \log_2 (a) \right] \geq 0. \quad (116)$$

This completes the proof.

VII. CAPACITY SIMULATION

The capacity results in Section V are supported by numerical simulation, presented in this section.

We compute the maximum AIR by simulation, and compare that with the upper and lower bound (1) and (3). Furthermore, we investigate the properties of the random matrix $M_K$; in particular we demonstrate that $M_K$ tends to a diagonal matrix if $K$ is sufficiently large.

A. Achievable information rate

We consider an SSFM channel corresponding to a discretization of a fiber with parameters given in Tab. I. $C = 2000\, \text{km}$, and $B = 20\, \text{GHz}$ and $B = 5\, \text{GHz}$, resulting in $\sigma^2 = 1.2 \times 10^{-13}\, \text{J/m}$ and $\sigma^2 = 3 \times 10^{-14}\, \text{J/m}$, respectively. We assume that fiber loss is perfectly compensated with distributed amplification, and choose time parameters $\Delta_t = 1/B$ and $n = 4096$. Each element of the input vector is chosen i.i.d. from a uniformly-spaced multi-ring constellation with $M_A$ rings and 8 points in phase.

The AIR is computed with equalization. Given output $Y$, back-propagation is applied to obtain $\hat{Y}$. The per-sample conditional PDF $p_{Y_{i+1}|Y_{i+1}}(\hat{y}_{i+1}|x_i)$ is numerically computed by averaging over all samples. The maximum of $I(X; \hat{Y})$ over the input PDF provides a lower bound on the capacity

$$C(SNR) \geq \frac{1}{n} I(X; \hat{Y}) \geq I(X; \hat{Y}), \quad (117)$$

where the last inequality holds for i.i.d. input.

Fig. 2(a) shows the maximum AIR as a function of the launch power and SNR for $B = 20\, \text{GHz}$. It can be seen that the AIR is close to the upper bound (1) in the low SNR regime $0 \leq \text{SNR} \leq 15\, \text{dB}$, and then, following a drop, increases again, approaching the lower bound (3) as the SNR is increased.

The AIR tends to infinity along the lower bound, which appears to be tight in our simulations. Fig. 2(b) shows the convergence of the AIR to the lower bound at high powers for $B = 5\,\text{GHz}$. Note that dispersion is stronger for larger bandwidth. As a consequence, the stochastic ISI and the drop in the AIR are lower in Fig. 2(b) compared to those in Fig. 2(a).
The analysis in Section V shows that the SSFM model tends to a diagonal one for sufficiently large \( K \) without equalization. Both deterministic and stochastic ISI tend to zero with \( K \). Simulation of the AIR without equalization shows a pattern similar to that in Fig. 2 although the value of the AIR is smaller due to deterministic ISI.

It follows that the AIR follows a double-ascent curve. As previously known, the AIR has an inverted bell curve shape, which corresponds to the range SNR \( \leq 43 \, \text{dB} \) in Fig. 2 (a). The existence of an optimal power in this range is attributed to a balance between the ASE noise and stochastic ISI. However, if SNR is further increased, the ISI eventually averages out to zero as proved in Lemma 4. This gives rise to the second ascent in the AIR, where the AIR approaches the rate of an interference-free phase noise channel.

Fig. 3 helps explain Fig. 2 (a), showing a number of symbols in the constellation at the transmitter (TX) and receiver (RX). In the regime SNR < 38dB, the received symbols are localized around the transmitted symbols, and the AIR is between the upper and lower bounds \( \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} \) and \( \frac{1}{2} \log_2(1 + \text{SNR}) \). In the medium SNR regime 45dB < SNR < 55dB, the received symbols are almost independent of the transmitted symbol, resulting in almost zero AIR. Finally, in the high SNR regime SNR > 75dB, the phase of the received symbols conditioned on the transmitted symbol is uniform; however the amplitude is now localized, limited by an additive ASE noise. The AIR in this regime is \( (1/2) \log_2(1 + \text{SNR}) - 1/2 + o(1) \).

The existence of an optimal power in this range is attributed to a balance between the ASE noise and stochastic ISI. However, if equalization is applied, the model remains diagonal since the phase at the input of the equalizer is uniform conditioned on the channel input.

### B. Conditional PDF in the Fading Channel

In this and the next section, we verify the properties of the conditional PDF in the fading and SSFM channels. As the input is multi-dimensional, we compute the distribution of specific entries of the channel matrix \( M \).

In the first experiment, we simulate the random matrix \( M_k \) for finite dispersion case with zero loss, \( n = 32 \), and for values of \( b_\ell \) in (17) with \( T = 50 \), \( \beta_2 = -2 \), and \( L = 1/4 \). Fig 4a shows that the empirical PDF of \( W \cong |(M_K)_{1,1}| \) converges to the Dirac delta function \( \delta(W - 1) \), which is explained by Lemma 1. For these choices of parameters, \( b_\ell \) are small and the PDF of \( |(M_K)_{1,1}| \) tends to \( \delta(W - 1) \) as \( K \) increases.

In the second experiment, the random matrix \( M_k \) is simulated for infinite dispersion case with zero loss and \( n = 32 \). The values of \( b_\ell \) are chosen to be numbers in the interval \( (0, \pi/3) \) such that the matrix \( D \) becomes a non-block diagonal matrix. Fig 4b shows that the empirical PDF
of $W \Delta (M_{K})_{1,1}$ converges to the PDF of $\tilde{W} = |M_{1,1}|$, where $M$ is distributed according to the Haar measure over the group of unitary matrices. This supports the result of Lemma 5. Note that, by Theorem 9 in Appendix A, $P_{W}(\tilde{w}) = 2(n - 1)w(1 - \tilde{w})^{n-2}$.

In the third experiment, the first simulation is repeated with the same parameters except with $L = 25$, which results in larger absolute values for $b_i$. In this case, as $K$ is increased, the empirical PDF of $W$ first, very fast as shown in Fig. 5a, gets close to the PDF of $\tilde{W}$, which by Lemma 5 corresponds to the PDF of $(M_{K})_{1,1}$ in infinite dispersion fading channel when $K \to \infty$. Hence, it seems that when $|b_i|$ are not small, the PDF of $(M_{K})_{1,1}$ in the fading channel with finite dispersion is similar to the infinite dispersion case.

As $K$ is further increased, the distribution of $M_{K}$ gets far from PDF of $\tilde{W}$; as a consequence, as it can be observed in Fig. 5b, the PDF of $W$ tends to $\delta(W - 1)$ rather than $\theta(W)$.

C. Conditional PDF in the SSFM Channel

We verify that the SSFM channel is nearly diagonal when $K$ is sufficiently large. In the first experiment, we simulate a lossless channel with 1000 realizations of the noise and large input $X_{j} \sim 10^{6}|U(0,1) + 0.7|$. We compute the empirical PDF of $|Y_{1}|/|X_{1}|$ to show it converges to the Dirac Delta function. Similarly this holds for any $i \in [n]$. The number of spatial segments $K$ is chosen as follows. Considering the proof of Lemma 7 in Section VII, the SSFM model is diagonal when $C_{1}/\sqrt{K}$ is small, where the matrix $C_{1}$ is defined in (48). Hence, $\max_{|d_{i}|} = \frac{nM}{\sqrt{K}}$ should be small, e.g., less than 0.1. For the normalized NLS equation in (20), $\max_{|d_{i}|} = (n\pi/T)^{2}$.

Letting $T = 50$, we obtain $K \geq 160(n/10)^{4}$.

Example n=32: In this case, $K > 1500$. Fig. 6 shows that the empirical PDF of $|Y_{1}|/|X_{1}|$ is concentrated around 1, with $\sigma^{2} = 5 \times 10^{-5}$. This supports the relation $|Y_{1}| = |X_{1}|$ with probability one as $K \to \infty$.

Example n=1024: In this case, $K > 1.7 \times 10^{9}$ and simulation is infeasible. However, if we reduce $d_{i}$ by factor 100 (or 400), we obtain $K > 10^{4}$ (or $K > 1.7 \times 10^{5}$). Fig. 7b shows the empirical PDF of $|Y_{1}|/|X_{1}|$ for several values of $K$ and $\sigma^{2} = 1.5 \times 10^{-3}$, demonstrating $|Y_{1}| \approx |X_{1}|$.

In the second experiment, we investigate the rate of convergence of the SSFM channel to the diagonal phase noise model. We consider the normalized SSFM with $n = 32$, $K = 10^{4}$, $\sigma^{2} = 5 \times 10^{-5}$, and 1000 realizations of the noise and input $X_{\ell} \sim |U(0,1) + 0.7|$, where $\mathcal{P} = K^{\delta}$, for $0 \leq \delta \leq 4$.

From Lemma 1 and (87), the rate of convergence of $M_{K}$ to $e^{\delta + jd_{K}}$ is

$$\nu(\delta) \sim -\log_{K} \sum_{i=1}^{K} e^{j(\Phi_{i,1})}.$$ (118)

In Fig. 8, $\nu(\delta)$ is simulated. The results are compatible with Lemma 1, stating $\nu(\delta) > \nu(\delta) - \epsilon'$ for any $\epsilon' > 0$, where $\nu(\delta)$ is defined in (41). Moreover, it can be seen in the proof of Lemma 1 that for small values of $K^{\delta}$, the signal-noise mixing may not be dominant except for very large $K \approx (\gamma L^{2/1} \nu)^{-2/\delta}$.

When $\gamma L^{2/1} \nu K^{-2/1}$ is small, $\nu(\delta)$ can be lower bounded as

$$\nu(\delta) + \epsilon' \geq \begin{cases} \delta, & 0 \leq \delta \leq 1, \\ 1.5 - \delta/2 - g, & 1 \leq \delta \leq 2, \\ 0.5, & 2 \leq \delta \leq 3, \\ 0.5/2, & 3 \leq \delta, \\ \text{and i.i.d. input,} \\ \text{and i.i.d. input,} \\ \text{and i.i.d. input,} \\ \text{and i.i.d. input}, \\ \text{and i.i.d. input}, \\ \text{and i.i.d. input}, \end{cases}$$ (119)

which is compatible with the simulation result in Fig. 8. The oscillation for $1 \leq \delta \leq 2$ is also explained by the vanishing oscillating term $1/(e^{K^{\delta} + \nu(\delta) - 1})$ in (103) in the proof of Lemma 1.

In the last experiment, the effect of loss is examined. The previous experiment is repeated with fixed $\delta = 0.6$ and $\zeta = -1.35$. For $K = 100$, $K = 1000$, and $K = 1000$, the convergence rate $\nu(\delta)$ are 0.463, 0.512, and 0.534, respectively. This is explained by (88), implying that for $0 < \delta < 1$ and small noise power, $\nu(\delta) = \delta + 2a\zeta/\ln K \to \delta$, where $a$ is a value less than 1. In our experiment, $a \approx 0.23$. 

![Fig. 4: Empirical PDF of $(M_{K})_{1,1}$ for the finite- and infinite- dispersion fading channel](image-url)
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Fig. 6: Empirical PDF of \(|Y_1|/|X_1|\) for SSFM channel with \(n = 32\).

VIII. CONCLUSION

The capacity of the discrete-time SSFM model of optical fiber is considered as a function of the average input signal power SNR, when the number of spatial segments in SSFM is sufficiently large as \(K = \sqrt{\text{SNR}}, \delta > 0\).

First, we obtained the capacity lower bound \([21]\) and characterized the pre-log as a function of \(\delta\). In particular, we showed that \(C(\text{SNR}) \geq \frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1)\), where \(o(1)\) vanishes as \(\text{SNR} \to \infty\). As a result, the number of signal DoFs is at least half of the input dimension.

Second, it is shown that the capacity of the continuous-space SSFM channel when \(\gamma \to \infty\) is \(\frac{1}{2} \log_2(1 + a \text{ SNR}) + o(1)\). Hence, the number of signal DoFs is exactly half of the input dimension.

Third, we considered the SSFM model, named as infinite-dispersion, where the dispersion matrix in each segment does not depend on \(K\). It is shown that if \(K = \sqrt{\text{SNR}}, \delta > 3\), then \(C(\text{SNR}, \sqrt{\text{SNR}}) = \frac{1}{2n} \log_2(1 + \text{SNR}) + O(1)\), where \(O(1)\) term is bounded as \(\text{SNR} \to \infty\). Here, there is exactly one signal DoF.

Finally, AIRs of the SSFM model with back-propagation equalization are obtained numerically. The results show that while the AIR drops significantly in the medium SNR regime due to a considerable stochastic ISI, it asymptotically converges to \(\frac{1}{2} \log_2(1 + \text{SNR}) - \frac{1}{2} + o(1)\), explained by the fact that ISI vanishes at high SNRs.

APPENDIX A

MATHEMATICAL PRELIMINARIES

A. Spherical Coordinate System

The \(n\)-dimensional spherical coordinate system is described by a radius, \(r\), and \(n - 1\) angles \(\theta_k, \ell \in [n-1]\), where \(\theta_k \in [0, \pi]\) for \(\ell \in [n - 2]\), and \(\theta_{n-1} \in [0, 2\pi]\). A vector \(x \in \mathbb{R}^n\) can be written in the spherical coordinate as

\[ x_1 = r \cos(\theta_1), \]

\[ x_\ell = r \cos(\theta_\ell) \prod_{r=1}^{\ell-1} \sin(\theta_r), \quad \ell = 2, \ldots, n - 2 \]

\[ x_{n-1} = r \prod_{r=1}^{n-2} \sin(\theta_r). \quad (120) \]

Alternatively, we denote \(x\) by its norm \(\|x\|\) and direction \(\hat{x} = x/\|x\|\) on the surface of the \(n - 1\)-sphere

\[ S^{n-1} = \{x \in \mathbb{R}^n : \|x\| = 1\}. \quad (121) \]

Complex vectors in \(\mathbb{C}^n\) can be similarly represented.

B. Groups

The reader is referred to \([21]-[23]\) for background on group theory. For a group \(G\), notation \(H \trianglelefteq G\) is used to say that \(H\) is a subgroup of \(G\) and \(gH\) and \(Hg\) are respectively the left coset and right coset of \(H\) w.r.t. \(g \in G\).

A probability measure on \(G\) is a non-negative, real-valued, countably additive, regular Borel measure \(\mu\) on \(G\), such that \(\mu(G) = 1\). The support of \(\mu\), denoted by \(S(\mu)\) is the smallest closed subset of \(G\) of \(\mu\)-measure.

A probability measure \(\mu\) on \(G\) is said to be (normally) aperiodic if its support is not contained in a (left or right) coset of a proper closed (normal) subgroup of \(G\).
a) Group of Unitary Matrices: The group that we are interested in this paper is the group of unitary matrices. A matrix \( U \in \mathbb{C}^{n \times n} \) is unitary if
\[
UU^H = U^H U = I_n,
\]
(122)
where \( U^H \) denotes the conjugate transpose of \( U \). The set of unitary matrices in \( \mathbb{C}^{n \times n} \) with matrix multiplication forms a group \( U_n \), which is a compact Lie group.

The following theorem is a re-statement of [24] Thm. 1, bringing parts of its proof to the theorem statement.

**Theorem 7.** Suppose that a subgroup \( \mathbb{H} \leq U_n \) contains the subgroup of diagonal matrices. Let \( \nu \) be a binary relation on \( \mathcal{I}_n = \{1, 2, \ldots, n\} \) defined as follows: \( \forall r, s \in [n], \ r \leq s \) if and only if there exists a matrix \( A \in \mathbb{H} \) and \( t \in [n] \) such that \( A_{r,t} \neq 0 \) and \( A_{s,t} \neq 0 \).

Then, we have
i. \( \nu \) is an equivalence relation on \( \mathcal{I}_n \),
ii. \( \mathbb{U}_n(\nu) \leq \mathbb{H} \).

**C. Haar Measure**

This subsection is borrowed mainly from [25]. Haar measure can be seen as an extension of the notion of the uniform random variable over an interval. The extension is based on the shift-invariant property of the uniform random variable. If \( X \sim \mathcal{U}(0, a) \), then for any \( b \in \mathbb{R} \), \( \mod (X + b, a) \sim \mathcal{U}(0, a) \).

Consider defining uniform distribution on the circle \( S^1 \) in \( \mathbb{R}^2 \). Considering a circle as a geometric object, a “uniform random point on the circle” should be a complex random variable whose distribution is rotation invariant; that is, if \( A \subset S^1 \), then the probability of the random point lying on \( A \) should be the same as the probability that it lies on \( e^{j \theta} A = \{ e^{j \theta} a : a \in A \} \).

The uniform distribution \( \mu \) on a group \( G \) is called Haar measure on \( G \), defined based on the “translation-invariant” property as follows. For a group \( (G, \cdot) \), an element \( g \in G \), and a Borel subset \( \mathcal{S} \subseteq G \), the left translation of \( \mathcal{S} \) by \( g \) is defined as
\[
g\mathcal{S} = \{ g \cdot s : s \in \mathcal{S} \}.
\]

A measure \( \mu \) on the Borel subsets of \( G \) is called left translation-invariant if for all Borel subsets \( \mathcal{S} \subseteq G \) and all \( g \in G \),
\[
\mu(g\mathcal{S}) = \mu(\mathcal{S}).
\]

Right translation and right translation-invariant are defined similarly.

There exists a unique Haar measure on any group. The following theorem is proved in [25] Lemma 2.1.] for \( G = U_n \).

**Theorem 8.** There exists a unique (left or right) translation-invariant probability measure on \( U_n \), called Haar measure.

Let \( M \in \mathbb{C}^{n \times n} \) be a random unitary matrix, \( W_\ell = |M_{\ell,1}| \), and \( W = (W_1, \ldots, W_n) \).

**Theorem 9.** Suppose that \( M \) is distributed according to Haar measure on the group of random unitary matrices. Then,
\[
P_W(w) = 2^{-n}(n-1)! \prod_{\ell=1}^{n-1} w_\ell.
\]

**Proof.** Let \( W_\ell = R_\ell + jT_\ell, \ R_\ell, T_\ell \in \mathbb{R}, \ell \in [n] \). The vector
\[
(R_1, \ldots, R_n, T_1, \ldots, T_n)
\]
has the uniform distribution over \( S_{2n-1} \). From [26 Eq.1.26.], the joint distribution of \((R_1, T_1)\) is
\[
P_{R_1,T_1}(r_1, t_1) = \frac{\Gamma(n)}{\Gamma(n-1)\pi} \left(1 - (r_1^2 + t_1^2)\right)^{n-2}.
\]

Since the phase is uniform, we get
\[
P_{W_1}(w_1) = 2(n-1)w_1(1 - w_1^2)^{n-2}.
\]

Similarly, the joint distribution of \((R_1^2, T_1^2)\) is
\[
P_{R_1^2,T_1^2}(r_1^2, t_1^2) = \frac{\Gamma(n)}{\Gamma(n-2)2\pi} \left(1 - (r_1^2 + t_1^2 + r_1^2 + t_1^2)\right)^{n-3}.
\]

Again since phase is uniform, then
\[
P_{W_1^2}(w_1^2) = 2^2(\ell - 1)(\ell - 2)w_1w_2(1 - (w_1^2 + w_2^2))^{n-3}.
\]

The result can be similarly established for \( W_1^\ell \) by induction. \( \square \)
The following theorem is proved by Kawada and Itô for compact metric groups [27]. A more general version is proved by Stromberg in [23, Thm. 3.3.5] for Hausdorff groups, where the aperiodic condition is replaced with the normally aperiodic condition.

**Theorem 11** (Kawada-Itô and Stromberg). Let $G$ be a compact Hausdorff groups and $H$ the smallest closed subgroup of $G$ which contains $S(\mu)$. Then, \( \lim_{K \to \infty} \mu^K \) exists if and only if $\mu$ is a normally aperiodic probability measure on subgroup $H$. Moreover, if this limit exists, then it is the Haar measure on $H$.

**Proof.** See [23, Thm. 3.3.5]. \( \Box \)

### Appendix B

**Continuity of Mutual Information**

**Lemma 5.** The mutual information of the fading channel [23] and the SSFM channel defined in Section III-B with $K$ segments is a continuous function of $K$ at $K \to \infty$.

**Proof.** Since $K$ is an integer, mutual information $I(X, Y_K)$ is not a continuous function of $K$ when $K$ is finite. A small change in SNR can change $K = |\sqrt{\text{SNR}}|$ by one, and the model by one segment. However, mutual information is a continuous function at $K \to \infty$.

The proof is similar to the proof of the continuity of the output and conditional entropy in the zero-dispersion channel [28, App. I], using the fact that the noise PDF, the output PDF induced by noise, vanishes exponentially. We sketch the steps for the SSFM channel.

The conditional PDF of one segment of SSFM is upper bounded

$$p(v_2|x) \leq c_1 \sqrt{K} e^{-Kc_1 |v_2 - x|^2},$$

where $0 < c_1, c'_1 < \infty$ do not depend on $K$. The conditional PDF of $2$ segments satisfies

$$p(v_3|x) = \int p(v_3|v_2)p(v_2|x)dv_2 \leq c_2 \sqrt{K} e^{-Kc_2 |v_3 - x|^2}.$$

The conditional PDF of $K$ segments is upper bounded as

$$p(y_K|x) \leq c_1 e^{-Kc_1 |y_K - x|^2}. \quad (131)$$

Alternatively, the exponential upper bound on the PDF (131) can be obtained from the PDF of the norm which is known at the output $\|X\|$.

We have

$$\lim_{K \to \infty} h(Y_K | X = x) = - \lim_{K \to \infty} \int p(y_K | x) \log p(y_K | x) dy_K \overset{(a)}{=} - \lim_{K \to \infty} \int p(y_K | x) \log p(y_K | x) dy_K$$

$$= \lim_{K \to \infty} h(Y_K | X = x),$$

uniformly over input. Step $(a)$ is obtained from applying the dominated convergence theorem using (131).
The continuity of $h(Y_K)$ is shown similarly.
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