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Abstract
Deep neural networks (DNNs) are shown to be susceptible to adversarial example attacks. Most existing works achieve this malicious objective by crafting subtle pixel-wise perturbations, and they are difficult to launch in the physical world due to inevitable transformations (e.g., different photographic distances and angles). Recently, there are a few research works on generating physical adversarial examples, but they generally require the details of the model a priori, which is often impractical. In this work, we propose a novel physical adversarial attack for arbitrary black-box DNN models, namely Region-Wise Attack. To be specific, we present how to efficiently search for region-wise perturbations to the inputs and determine their shapes, locations and colors via both top-down and bottom-up techniques. In addition, we introduce two fine-tuning techniques to further improve the robustness of our attack. Experimental results demonstrate the efficacy and robustness of the proposed Region-Wise Attack in real world.

1 Introduction
Deep neural networks (DNNs) have achieved the state-of-the-art performance in many areas, such as image classification (He et al. 2016; Zoph et al. 2018) and autonomous driving (Chen et al. 2016; Yang et al. 2018). However, they are found vulnerable to adversarial example attacks that fool them into making adversarial decisions by slightly manipulating their inputs (Papernot et al. 2016; Carlini and Wagner 2017; Xie et al. 2019; Yuan et al. 2019), which are serious threats to safety-critical systems.

Instead of attacking the digital inputs to the DNNs, physical adversarial attacks manipulate the objects in the real world directly to achieve malicious objective. The first such kind of attack was proposed in (Sharif et al. 2016), in which attackers wear a malicious eyeglasses to fool the face recognition system to make misclassifications. In (Eykholt et al. 2018), a physical adversarial attack was implemented against road sign recognition systems by generating sticker perturbations and attaching them onto traffic signs. These attacks are launched under white-box settings, in which attackers need to know the details of the attacked DNN model (e.g., architectures and trained parameters). This is often not practical due to the difficulty to obtain the parameters used in real world systems.

In this work, we propose to generate physical adversarial examples by searching for effective perturbations in continuous image regions with simple queries of the targeted DNN model without knowing its details. The proposed attack, namely Region-Wise Attack, is able to efficiently (i.e., with a limited number of queries) determine the locations, shapes and colors of the required perturbations to launch the attack. To further increase the robustness of Region-Wise Attack, physical misplacement and photography independent fine-tuning mechanisms are introduced to tolerate possible variations in real world. By sticking the generated perturbations onto targeted objects, we perform experiments on CIFAR-10, GTSRB data sets and real world road signs, and our results demonstrate the efficacy and robustness of the proposed attack.

The main contributions of this paper include:
• We propose a novel physical adversarial attack for arbitrary black-box DNNs by generating region-wise perturbations.
• We present how to efficiently find the shapes, locations and colors of the region-wise perturbations via both top-down and bottom-up methods.
• To increase the attack robustness, we introduce two fine-tuning mechanisms to tolerate possible physical misplacement and photographic variations in real world.

The remainder of this paper is organized as follows. Section 2 introduces related works and motivates this work. Then, we detail the proposed Region-Wise Attack in Section 3. Next, we present experimental results in Section 4. Finally, Section 5 concludes this paper.

2 Related Work and Motivation
In many machine learning systems, attackers can only manipulate the objects so that the taken images are perturbed as expected. This kind of attacks is called physical attacks. (Sharif et al. 2016) targets to attack the
face recognition systems by generating adversarial eyeglasses. When people wear them, the system will make misclassifications. [Eykholt et al. 2018] generates adversarial stickers to mimic city graffiti and then attach these stickers onto road signs to fool self-driving systems. In [Komkov and Petrushko 2019], they propose to craft adversarial paths to mislead the object detection systems. Recently, (Thys, Van Ranst, and Goejdemé 2019) generates rectangular perturbations on the hat to fool face ID systems.

All the above physical attacks are under white-box settings, which is often not practical, as it is difficult to obtain the DNN parameters of real-world systems. There are also many related black-box attacks proposed in the literature. In [Papernot et al. 2017], they first train a substitute network of the similar functionality with the targeted DNN, and then craft adversarial examples against the substitute network under white-box settings. The generated adversarial examples are used to attack the targeted DNN based on their transferability. The ZOO attack (Chen et al. 2017) crafts adversarial examples by approximating the model gradients, observing the output changes when varying the inputs. They use zeroth order optimization method to approximate the model gradients rather than training a substitute model. Recently, [Alzantot et al. 2018] proposes the Genattack to find the adversarial perturbations with genetic algorithms. These attacks craft pixel-wise perturbations and generally require extensive computational resources to achieve better transferability. More importantly, they are less effective for launching physical attacks due to inevitable physical misplacement and photographic variations in real world.

Motivated by the above, we propose novel techniques to efficiently craft region-wise perturbations to launch robust physical adversarial example attacks for arbitrary black-box DNN systems, in which we treat them as an oracle and query the outputs for specific inputs.

3 Crafting Region-wise Perturbations

Crafting region-wise perturbations under black-box settings is very difficult, as we have to determine the perturbation color, shape and location. The search space is extremely large. The perturbation color refers to how to change the values of the selected regions. For example, we can set the selected perturbation region of the input image to the black color and then attach this black stick onto the object to launch the attack. The perturbations with different colors, shapes or locations will certainly result in different attack effects.

The overview of our proposed attack method is shown in Figure 1, in which we first generate coarse-grained region-wise perturbations with our top-down or bottom-up methods iteratively under the black-box setting. Then, to improve the attack robustness in the physical world, we discuss two fine-tuning techniques to tolerate possible misplacement. After that, the crafted region-wise perturbations are attached onto the physical objects so that the taken images can mislead the attacked DNNs. The key steps in our method are the top-down, bottom-up techniques and fine-tuning mechanisms. Next, we first formulate the attack as an optimization problem and then introduce these two key steps in more detail.

Problem Formulation

As discussed earlier, we need to determine three factors when generating region-wise perturbations, the perturbation colors, shapes and locations. Besides, we should consider their perceptual imperceptibility, because the attacks will fail if users find large perturbations and suspect that their systems are under attack. Previous black-box attacks usually use the $L_p$-norm to evaluate the perceptual similarity between the perturbed image and the original one. However, this is not appropriate, as they assume the perceptual effect of each pixel is equally important. In real world, when seeing an image, human eyes only pay attention to some specific regions and ignore the unimportant ones (Legge and Foley 1980). In this paper, we propose to use the saliency model to evaluate the perceptual effects of region-wise perturbations. It is recently proposed to mimic human perception mechanism by outputting a saliency map indicating the attractiveness of each pixel (Cornia et al. 2018; Bylinskii et al. 2018). The larger the value, the more sensitive for human eyes.
Based on the saliency model, we design a metric to evaluate the perceptual effects of region-wise perturbations, called perturbation attention \((PA)\), which is calculated by the following equation:

\[
PA(r) = \frac{\sum_{i \in r} SM_i}{\sum_{j \in (x + r)} SM_j},
\]

(1)

where \(SM\) is the saliency map given by the saliency model in \(\text{[Cornia et al. 2018]}\). \(r\) denotes the perturbation regions and \(x + r\) represents the perturbed image. The numerator is the total \(SM\) values of all pixels in the perturbation region and the denominator represents the total \(SM\) of all pixels in the whole perturbed image. Therefore, the less the value of \(PA\), the more imperceptibility of the attack.

We formulate the attack as an optimization problem, finding the optimal color, shape and location of the region-wise perturbation to fool DNNs under the constraint that the perturbation attention given by Equation (1) is bounded. For targeted attacks, the attack goal is to fool DNNs into misclassifying the input to a targeted malicious label. Our formulation for targeted attacks is to maximize the prediction probability of the targeted label, as shown below:

\[
\arg \max_{c,s,l} f_{\text{targeted}}(x + r_{c,s,l}),
\]

s.t. \(PA(r_{c,s,l}) < T, c \in C, s \in S, l \in L\). \(f_{\text{targeted}}(x + r_{c,s,l})\) is the prediction probability of the targeted malicious label when the input image is perturbed with \(r_{c,s,l}\); \(C, S\) and \(L\) are the candidate sets for perturbation color, shape and location, respectively. \(T\) is the maximum perturbation attention allowed when not being suspected by users.

Similarly, for un-targeted attacks, the attack goal is to fool DNNs into making misclassifications. Our formulation is to minimize the prediction probability of the true label so that DNNs will make mistakes when the probability of another label becomes the largest. It is formulated as follows:

\[
\arg \min_{c,s,l} f_{\text{true}}(x + r_{c,s,l}),
\]

s.t. \(PA(r_{c,s,l}) < T, c \in C, s \in S, l \in L\). \(f_{\text{true}}(x + r_{c,s,l})\) is the prediction probability of the true label when given the perturbed image \(x + r_{c,s,l}\).

However, solving the above optimization problems is very challenging due to the following three reasons: firstly, we can only craft the region-wise perturbations under black-box settings, understanding the behavior of the targeted DNN by querying it. Secondly, we should consider the perturbation attention constraint so that the perturbations are not suspected by users. Thirdly, the search space of the colors, shapes and locations of the region-wise perturbations is extremely large.

### The Top-Down and Bottom-up Methods

Considering the challenges in solving the above optimization problems, in this section, we introduce two methods to efficiently determine the shapes, locations and colors of region-wise perturbations.

### Top-down Method for Un-targeted Attacks

For un-targeted adversarial example attacks, the attack goal is to fool the model into making misclassifications. The simplest way to achieve this objective is to perturb the whole object region in the image so that the model cannot recognize it. However, this is not valid, as perturbing the whole object region will certainly violate the perturbation attention constraint and be suspected by users. Therefore, to successfully launch the attack, we need to shrink the perturbation region so that the perturbation attention constraint can be satisfied. This is the key idea of our top-down method that iteratively shrinks the perturbation regions. The attack will fail if we cannot find a region-wise perturbation that can attack successfully under the constraints.

In our top-down method, firstly, the perturbation region is initialized as the whole input image, which will violate the perturbation constraint. Secondly, we shrink the perturbation region into some smaller candidate regions. Thirdly, we select the most adversarial ones from the candidate regions by querying the attacked DNN. The second and third steps are repeated until the perturbation attention constraint is satisfied. In this way, we can efficiently find the regions to perturb in a limited number of queries. The key steps in this process is how to shrink the perturbation regions and how to select the most adversarial ones, which is detailed in the following sections.

### Region Shrinking

In each iteration, we will generate some smaller candidate perturbations based on the current region-wise perturbation, and then evaluate their individual attack capability by querying the targeted DNN. Some principles should be considered in the region shrinking process. Firstly, the union of all the generated smaller candidate regions should cover all parts of the original region. If not, some parts in the original region will not be explored and we may miss the optimal regions. Secondly, we cannot generate too many candidates, otherwise, the number of querying the targeted DNN will be large. Considering these two principles, we propose to divide the original perturbation region horizontally and vertically in each iteration to get four different candidate regions, the left-half, right-half, top-half and bottom half parts, respectively. In each iteration, the region will shrink to its half size, and no parts in the original region are missed.

Although this shrinking method is efficient, only requiring four queries in each iteration for each color, the limitation is obvious that the generated region is continuous. It only generates one region for an input. However, the important features for classifying an object may locate in separate regions. Therefore, to increase
the attack success rate, it is necessary to generate discontinuous candidate regions. Instead of only keeping four continuous candidates, we also keep the top-left and bottom-right parts, or the top-right and bottom-left parts. Figure 2 shows an example for the continuous and discontinuous region shrink strategies, in which the black region will be perturbed.

**Region Selection** After generating the candidate perturbation regions, we need to evaluate their attack capability and select the most adversarial ones as the search space for the next iteration. According to our optimization goal for the un-targeted attack, the region that achieves the minimum prediction probability for the true label should be selected. It can be formulated as follows:

$$r_{i+1} = \arg\min_{r_i \in R} f_{\text{true}}(x + r_i),$$

(4)

where $r_i$ is a candidate region-wise perturbation in iteration $i$, $x + r_i$ is the image with perturbation $r_i$.

It should be noted that we only consider to find the region shape and location. For the perturbation color, if we explore more color candidates in the region selection step, we will have a higher chance to find a better perturbation. However, exploring more color candidates will certainly increase the attack cost and it is necessary to obtain a good tradeoff between the attack cost and performance.

**Bottom-up Method for Targeted Attacks**

Although the top-down method is effective for un-targeted attacks, it is ineffective for the targeted attacks. The reason is that large perturbation regions can only fool DNNs into making mistakes but may not necessarily make them misclassify to the targeted malicious label. As a result, the top-down method that searches from the large regions to smaller ones is not efficient in this case. To solve this problem, we propose a bottom-up technique that starts from small perturbation regions and then extends them iteratively based on their adversarial capabilities.

In the bottom-up method, firstly, we search the initial effective perturbation regions among the whole input image with a fine-grained manner. Secondly, we expand the fine-grained perturbation regions to different directions, and generate several candidate regions. Thirdly, we evaluate these expanded regions based on their attack capabilities and select the most adversarial ones for the next iteration. The second and third steps are continued until the perturbation attention constraint is violated. Next, we introduce these three steps in detail.

**Perturbation Region Initialization** The goal of the perturbation region initialization is to find small appropriate regions in the input images as initial locations for perturbations. We select $k$ initial perturbation regions that achieve the top $k$ prediction probabilities of the targeted label. If $k = 1$, we only select the region with the largest prediction probability of the targeted label and the perturbation is continuous. However, the important features for achieving the attack goal may locate in separate regions. To increase the attack capability, it is necessary to select several initial regions to generate discontinuous region-wise perturbations, which will increase the overhead for the attacks. As a result, attackers can choose the large $k$ whenever possible based on their attack cost budgets.

We assume that the initial perturbation region is with the size of $n \times n$. The exhaustive search is used to find the most adversarial regions, where the stride size is $j$ ($j \leq n$). For example, if size of the original search space is $9 \times 9$ and the initial perturbation region is $3 \times 3$ with the stride 3, we have to evaluate 9 different perturbation regions, and any two search regions have no overlaps.

**Region Expansion** In each iteration, we will expand the perturbation region similar to the shrinking step in the top-down method. We expand the current perturbation regions along four directions (top, bottom, left and right directions). After each iteration, we expand the original region into its twice size and get four candidate regions for the next region selection step.

**Region Selection** In each iteration, the region that achieves the maximum prediction probability of the targeted label is selected. It can be formulated as follows:

$$r_{i+1} = \arg\max_{r_i \in R} f_{\text{targeted}}(x + r_i),$$

(5)

where $x + r_i$ is the image with region-wise perturbation $r_i$. $f_{\text{targeted}}(x + r_i)$ denotes the classification probability of the targeted label given the perturbed input.

It should be noted that the bottom-up method can be used for un-targetted attacks, but it is not as efficient as the top-down method according to our experiments. So in this paper, we only adopt it for targeted attacks.

**Fine-tuning Mechanisms to Increase Attack Robustness**

After generating the region-wise perturbations, we need to launch the physical attack by sticking them onto the real objects. As in the physical world, there are many unavoidable variations, the adversarial examples generated from input images under certain photography conditions may fail to attack after sticking. In this section, we introduce two fine-tuning techniques to increase the attack robustness in the physical world.

**Physical Misplacement Fine-tuning**

In practical situations, it is very difficult, if not impossible, to precisely stick the perturbations onto the real objects as we optimized. For example, it may translate
several pixels. As a result, to improve the attack robustness, it is necessary to fine-tune the perturbation locations to tolerate possible physical misplacement.

Our key idea is to explore the neighborhood of the generated perturbations to find the best location that can tolerate the majority of the physical misplacement. If we move the perturbation \( m \) pixels every time within the neighborhood, for each \( m \), we have at most eight directions, left, right, top, bottom and top-left, bottom-left, top-right, bottom-right, for physical misplacement. If the perturbation is still adversarial when suffering from the physical misplacement, it means that the perturbation can tolerate this misplacement. The more times a perturbation can tolerate the misplacement, the more robustness it is. Based on this idea, we fine-tune the perturbation to tolerate the possible physical misplacement according to the following equation:

\[
m_d = \arg \max_{m \in M, d \in D} \frac{|\sum_{x \in X} \text{Att}(x + r_{m,d}) = Suc|}{|X|}, \tag{6}
\]

where \( r_{m,d} \) is the generated perturbation \( r \) moving \( m \) pixels along the direction \( d \). \( M \) is the set of values that \( m \) can choose in the neighborhood of \( r \). \( D \) is the eight directions that \( r \) can move to. The numerator denotes the number of successful attacks for all the input in \( X \) when \( r \) suffering from the physical misplacement. The denominator is the total number of images in \( X \). According to this equation, \( r \) will achieve the best misplacement tolerance when moving \( m \) pixels to the direction \( d \), which is the final perturbation location after fine-tuning.

**Photography Independent Fine-tuning**

In the physical world, many inevitable photographic variations, such as photographic angles, distances and so on, may degrade the attack robustness, as the taken images will be different due to these variations. In this section, we propose a photography independent fine-tuning mechanism to improve the attack robustness. The key idea is to generate the input images under varying photography conditions and craft the perturbation that can attack successfully under most conditions. To achieve this goal, we modify the region selection standard in the top-down and bottom-up methods. Instead of evaluating the adversarial capability of a region on one input image, we evaluate it with a number of inputs. In this way, the crafted region-wise perturbations can largely increase the attack robustness in the physical world.

The new region selection standard for the un-targeted attacks is reformulated as follows:

\[
r_{i+1} = \arg \min_{r_i \in R} \frac{\sum_{x \in X} f_{\text{true}}(x + r_i)}{|X|}, \tag{7}
\]

where \( x \) is an image of the object under one specific situation and \( X \) is a set of images taken in varying conditions. We select \( r_i \) that can largely degrade the average of the classification probability of the true label for all the inputs in \( X \).

Similarly, for the targeted attacks, the perturbation selection standard is reformulated as follows:

\[
r_{i+1} = \arg \max_{r_i \in R} \frac{\sum_{x \in X} f_{\text{target}}(x + r_i)}{|X|}. \tag{8}
\]

The perturbation that can largely increase the average of the classification probability of the targeted malicious label for all the inputs in \( X \) will be selected.

In our method, the input image set \( X \) is obtained by the data augmentation through physical and synthetic transformations. For example, if we target to attack the stop sign, we will generate \( X \) by taking photos of the stop sign under various conditions, such as changing photographic angles, lights or object distances. For the synthetic transformation, we perform common digital image transformations, such as changing the contrast or rotating some angles.

**4 Experimental Results**

Our experiments are performed on CIFAR-10 (Krizhevsky, Nair, and Hinton 2014) and GTSRB (Stallkamp et al. 2012) data sets (real-world road signs). The CIFAR-10 contains 60000 images that represent 10 different natural objects and the GTSRB contains 50000 images representing 43 kinds of road signs. The model architectures for these data sets are CNNs, where we use the VGG-10 model for CIFAR-10 with an accuracy of 92.8%. The GTSRB and real world signs are classified by an eight-layer CNN with an accuracy of 98.8% on the GTSRB test sets. We conduct all the experiments on the platform with an AMD Threadripper 1950X CPU and four NVIDIA GTX 1080 GPUs.

**Top-down and Bottom-up Results**

In this section, we evaluate our top-down and bottom-up methods with digital attacks on CIFAR-10 and GTSRB data sets.

![Figure 3: Attack success rate vs. the max. allowed perturbation attention T on CIFAR-10 data set.](image-url)

**Attack Success Rate VS. Perturbation Attention** Figure 3 shows the attack success rate (ASR) achieved with our top-down and bottom-up methods under different perturbation attentions constraints for...
CIFAR-10 data set. The perturbation color set \( C \) contains 20 colors randomly selected from the 216 “web-safe” colors. For the top-down method in Figure 3(a), we can see that the ASR with continuous and discontinuous region shrinking techniques are 95% and 100% when the maximum allowed perturbation attention \( T \) is 0.2. When \( T \) decreases, the attack success rate also decreases. The reason is that it is harder to fool the DNN with smaller perturbations.

For the bottom-up results for targeted attacks in Figure 3(b), when the maximum allowed perturbation attention is 0.01, the ASR for continuous and discontinuous region expansion techniques are low, about 38% and 52%. As the perturbations are small at early iterations, it is difficult to attack successfully. When \( T \) increases from 0.01 to 0.05, the ASR increases quickly. However, the ASR decreases when \( T \) is larger than 0.05. This is because too large perturbations can fool DNNs into making mistakes, but may not necessarily make them misclassify to the targeted malicious labels, which justifies the usage of the bottom-up method for targeted attacks. For both Figure 3(a) and (b), the discontinuous region shrinking or expansion perform better than the continuous ones, achieving higher ASR with the same \( T \). Therefore, it is essential to generate discontinuous regions to improve ASR.

**Figure 4: ASR vs. the size of color set \( C \).**

**Figure 5: Perturbation attention of crafted adversarial examples.**

**Attack Success Rate VS. Color Set Size** Figure 4 shows the ASR with different color set sizes for GTSRB and CIFAR-10 data sets, in which the colors are randomly selected from the total 216 colors. We set the perturbation constraint \( T = 0.03 \) by generating discontinuous region-wise perturbations. We can see that the ASR increases when the color set size increases. As we explore more colors with more attack overhead, we have a higher chance to find a better color for perturbations. However, the ASR increases very slowly when the color set size is greater than 40 for GTSRB, and 80 for CIFAR-10. That is to say, we achieve less benefit when exploring more colors. As the images in CIFAR-10 are more colorful, it is necessary to explore more colors to find the best color for CIFAR-10. Attacking GTSRB model is more difficult than CIFAR-10 model. We explain that the images in CIFAR-10 are more difficult to classify than those in GTSRB, with the classification accuracy of 92.8% and 98.8% respectively, as a result, it is easier for attackers to fool CIFAR-10 models.

In Figure 5 we present the successfully crafted adversarial examples from GTSRB data set for un-targeted attacks. We can see that when the perturbation attention is 0.2, the perturbation region size is relative large, which may cause users to suspect that the system has been attacked. When the perturbation attention decreases, the perceptual effects for human eyes also decrease. For example, when the perturbation attention is 0.03, users are less likely to suspect possible attacks.

**Compare to Baseline Method** As there no existing work targeting to generate region-wise perturbations under the black-box setting, we design a simple baseline that assumes the perturbation region is with the size of \( p \times p \) and performs an exhaustive search to find the best location for the perturbations. The initial perturbation size \( p \) is the same with our top-down and bottom-up methods. In each iteration, we search all the locations of the input image and then add 1 to \( p \) for targeted attacks and minus 1 from \( p \) for un-targeted attacks. We will skip the exhaustive searching when the perturbation attention is much larger than the constraint. We set \( T = 0.03 \) and explore 40 random colors.

Table 1 and 2 show the ASR and the average runtime for attacking one image of different methods. Our continuous region shrinking and expansion achieve similar ASR with the much less runtime, which justifies the efficiency of our proposed method. For each \( p \), the exhaustive search will have the complexity of about \( O(s^2) \), where \( s \) is the size of the image. As it has to explore different \( p \) values, the runtime is further amplified. However, our method only requires about \( O(\log s) \) runtime regardless of \( p \). It largely reduces the cost for finding region-wise perturbations. The discontinuous techniques obtain higher ASR than the exhaustive method. For example, the ASR for CIFAR-10 can be 97.4%, while the baseline can only achieve 93%. We analyze this phenomenon that although the baseline
Exhaustive Search
Top-down (Continuous)
Top-down (Discontinuous)

|                | Exhaustive Search | Top-down (Continuous) | Top-down (Discontinuous) |
|----------------|-------------------|------------------------|--------------------------|
|                | ASR Runtime       | ASR Runtime            | ASR Runtime              |
| CIFAR-10       | 93.0% 178.6 Secs  | 92.6% 3.2 Secs         | 97.4% 8.1 Secs           |
| GTSRB          | 92.0% 282.8 Secs  | 91.7% 4.6 Secs         | 96.5% 10.3 Secs          |

Table 1: The performance of our top-down method compared to the exhaustive search method.

|                | Exhaustive Search | Bottom-up (Continuous) | Bottom-up (Discontinuous) |
|----------------|-------------------|------------------------|--------------------------|
|                | ASR Runtime       | ASR Runtime            | ASR Runtime              |
| CIFAR-10       | 83.0% 252.4 Secs  | 82.3% 5.2 Secs         | 89.4% 11.3 Secs          |
| GTSRB          | 82.0% 336.3 Secs  | 81.2% 8.7 Secs         | 87.2% 16.8 Secs          |

Table 2: The performance of our bottom-up method compared to the exhaustive search method.

|                | “STOP Sign” | “Straight Drive” | “Speed Limited” |
|----------------|------------|-----------------|---------------|
|                | Bottom-up  | Top-down        | Bottom-up     | Top-down     |
|                |            |                 | Bottom-up     | Top-down     |
| Without Fine-tunes | 73.4%     | 82.0%           | 73.3%         | 83.2%        |
| With Fine-tunes   | 87.7%      | 95.4%           | 89.2%         | 95.8%        |

Table 3: The ASR of physical attacks with and without fine-tuning mechanisms.

uses an exhaustive search method, it fixes the shapes of the region-wise perturbation. Our method optimizes the locations and the shapes simultaneously, therefore, we may find better perturbations. Moreover, generating more than one perturbation region helps further improve the ASR.

**Robustness of Physical Attacks**

In this section, we conduct the physical attacks on three real-world road signs, “Stop”, “Keep Straight” and “60 Speed Limited”, respectively. We first take images of these road signs and then generate the region-wise perturbations with the top-down and bottom-up methods with and without fine-tuning techniques. The perturbations are attached on the road signs, and then we take 100 images with different distances and angles. For each image, we add some transformations to achieve 1000 images in total for evaluation.

The results of ASR on attacking three real-world road signs are shown in Table 3 where we can see that the ASR with fine-tuning is much better than that without fine-tuning. For example, the ASR is improved from 82.6% to 95.4% when attacking “Stop Sign” with the top-down and fine-tuning techniques. It indicates that the fine-tuning mechanisms are necessary for improving the robustness of physical attacks. Moreover, the ASR of the bottom-up method for the targeted attack is smaller than that of the top-down method for the un-targeted attack. This corresponds with the discovery in previous work that launching targeted attacks is more difficult than un-targeted attacks.

Figure 6 shows the images taken under different conditions. The values below the image denote the prediction probability of the true label given by the GTSRB model. We can see that our region-wise perturbations can efficiently fool the model into misclassifications with small perturbations, decreasing the prediction probability from about 0.98 to 0.06 for the “Stop Sign”.

![Figure 6: Crafted region-wise adversarial examples.](image)

**5 Conclusion**

In this paper, we propose Region-Wise Attack, a novel technique to efficiently generate robust physical adversarial examples with region-wise perturbations under the black-box setting. Top-down and bottom-up methods are presented to efficiently find the appropriate colors, locations and shapes of the perturbations. To further increase the attack robustness, we introduce two fine-tuning techniques to tolerate possible variations in the real world. Experimental results on CIFAR-10, GTSRB and real-world attacks show that our proposed method can achieve very high attack success rate with much less runtime when compared to baseline solutions.
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