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We study the influence of different edge types on the electronic density of states of graphene nanostructures. To this end we develop an exact expansion for the single particle Green’s function of ballistic graphene structures in terms of multiple reflections from the system boundary, that allows for a natural treatment of edge effects. We first apply this formalism to calculate the average density of states of graphene billiards. While the leading term in the corresponding Weyl expansion is proportional to the billiard area, we find that the contribution that usually scales with the total length of the system boundary differs significantly from what one finds in semiconductor-based, Schrödinger type billiards: The latter term vanishes for armchair and infinite mass edges and is proportional to the zigzag edge length, highlighting the prominent role of zigzag edges in graphene. We then compute analytical expressions for the density of states oscillations and energy levels within a trajectory based semiclassical approach. We derive a Dirac version of Gutzwiller’s trace formula for classically chaotic graphene billiards and further obtain semiclassical trace formulae for the density of states oscillations in regular graphene cavities. We find that edge dependent interference of pseudospins in graphene crucially affects the quantum spectrum.
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I. INTRODUCTION

A. Graphene-based nanostructures

Triggered by the experimental discovery of massless Dirac quasiparticles, graphene has become one of the most intensively studied materials of the last decade (for reviews on physical properties see Refs. 3–7). Subsequently, graphene-based nanostructures have been the focus of an immense experimental activity, in-cluding graphene nanoribbons, Aharonov-Bohm rings, quantum dots, and antidot arrays, raising the issue of confining massless Dirac electrons. On the theoretical side, several studies have also focused on graphene nanostructures: Graphene nanoribbons have been studied first using a lattice model. The wavefunctions and energy spectra of graphene nanoribbons have been derived by Brey and Fertig for armchair and zigzag type edges, and by numerical means for infinite mass edges. The spectral and transport properties of Dirac electrons confined in graphene quantum dots have been investigated analytically and by numerical means. Also energy spectrum and conductance of Aharonov-Bohm rings have been the focus of several publications, as well as superlattice effects in graphene antidot lattices and the density of states of nanoribbon-superconductor junctions.

One upshot of these studies is the understanding that the confinement of charge carriers in graphene affects the coherent electron and hole dynamics considerably. In conventional two-dimensional electron systems (2DES) such as low-dimensional semiconductor structures, the charge carriers can be confined, e.g. by the application of top or side gate voltages, and the quasiparticle transport does not depend on the minute details of the resulting effective potential. In contrast, in graphene, electrostatic potentials do not necessarily confine charge carriers as the Dirac spectrum does not have a gap. Thus the confined electrons or holes in graphene nanostructures or flakes are expected to scatter from the very ends of the terminated graphene lattice, and the internal degrees of freedom (such as spin or pseudospin) of the quasiparticles before and after the scattering are considerably affected by the atomic level details of the edges. This mixing of internal (pseudo)spin with orbital degrees of freedom of charge carriers at the boundary leads to richer boundary conditions than for the conventional 2DES. These boundary conditions in turn affect the spectral and transport properties. However, experimental control and manipulation of edges at an atomistic level is far from being achieved. Thus a full theoretical description is desirable. However, the edge disorder differs from usual (weak) bulk disorder in that weak coupling perturbation theories cannot treat edges. Therefore this paper is dedicated to develop a formalism that includes the effects of edges non-perturbatively, and to subsequently apply this formalism to study edge effects on the spectral density of states of graphene nanostructures.

B. Scope of this work

Cutting a finite piece of graphene out of the bulk will generally lead to disordered boundaries with local
properties depending on the respective orientation of an edge segment with respect to the crystallographic axes. The accurate calculation of the eigenenergies these finite graphene systems usually requires numerical quantum mechanical approaches. However, it appears difficult to systematically resolve edge phenomena from other quantum effects or to unravel generic features of graphene nanostructures using numerical simulations. Here we follow a complementary strategy: We adapt the multiple reflection expansion, i.e., a representation of the Green’s function in terms of the number of reflections from the system boundaries, to the case of graphene. We thus incorporate edge effects (due to armchair, zigzag and infinite mass type and combinations of such edge segments) in a direct and transparent way. We next derive a semiclassical approximation for the Green’s function, assuming the Fermi wavelength is much smaller that the typical system size \( L \), i.e., \( L \gg 1/k_F \). On the other hand, the Dirac equation that we use is valid for Fermi wavelengths that are large compared to the lattice constant \( a \approx 2.46 \text{ Å} \), i.e., if \( 1/k_F \gg a \). For mesoscopic systems with \( L \gg a \), the semiclassical approximation can thus be well fulfilled in the linear dispersion regime, in which quasiparticle dynamics is governed by the effective Dirac equation. The resulting Green’s function then can be used to calculate the density of states (DOS) or the conductance, and their correlators.

In this work we consider the density of states. We focus on gross structures and spectral densities arising from moderate smearing of the level density and on the calculation of DOS oscillations and individual levels separately. To this end we decompose the DOS into an average part and the remaining oscillatory contribution. The average spectral density, approximated by the so-called Weyl expansion, valid in the semiclassical limit, is a fundamental quantity of a cavity. It incorporates various geometrical and quantum features, including edge effects. For billiards with spin-orbit interaction, the smooth part of the energy spectrum has been studied in Ref. [39,40]. The oscillatory part of the DOS is computed by invoking a semiclassical approximation, leading to so-called semiclassical trace formulae, i.e., sums over coherent amplitudes associated to classical periodic orbits. For graphene cavities with shapes giving rise to regular or chaotic classical dynamics we derive trace formulae analogous to those known (Berry-Tabor and Gutzwiller) for the corresponding Schrödinger billiards, i.e., billiard systems based on the Schrödinger equation with Dirichlet boundary conditions. For two representative regular shapes, we compute the DOS oscillations and the semiclassical energy levels explicitly. The effects of both, the underlying effective Dirac equation (for graphene close to the Dirac point) and reflections at different kinds of edges, is incorporated by a pseudospin propagator associated with each orbit, multiplying the usual semiclassical amplitude. Semiclassical trace formulae involving the electron spin dynamics have been earlier considered for the massive Dirac equation by Bolte and Keppeler and for bulk graphene by Carmier and Ullmo. Related trace formulae appear also in trajectory-based treatments of electronic systems with spin-orbit interaction. We note that semiclassical methods have also been used to study graphene in magnetic fields.

Following the concepts outlined above we address edge effects on the electronic spectra of closed graphene cavities and quantum transport through open graphene systems in two consecutive papers. In the present paper we first derive the single-particle Green’s function and its semiclassical approximation for graphene cavities and calculate the density of states. In subsequent work we will consider quantities based on products of single-particle Green’s functions. They include the transport quantities such as the conductance as well as the spectral two-point correlator and its dual the spectral form factor, as a tool to study spectral statistics. The semiclassical treatment of observables based on products of Green’s functions requires additional techniques which builds the conceptual basis of the second paper.

The present paper is organized as follows: After introducing below the effective Hamiltonian and (matrix) boundary conditions for the different edge types, we derive in Sec. [II] the multiple reflection expansion (MRE) for the Green’s function of a ballistic graphene structure. With this expansion as a starting point we then compute in Sec. [III] the first two terms in the Weyl expansion for the smooth part of the DOS of graphene billiards, particularly focusing on contributions from the boundary. We compare our analytical theory with numerical quantum simulations for various graphene billiards with different edge structures. In Sec. [IV] we turn to the oscillatory part of the DOS. To this end we first obtain a general semiclassical approximation to the MRE for the graphene Green’s function in terms of sums over classical trajectories in [IVA]. Subsequently we focus on the DOS oscillations in graphene billiards with regular classical dynamics in [IVB]. We give semiclassical trace formulae for two exemplary geometries, namely disks and rectangles, and discuss the effects of the graphene edges. Finally we extend Gutzwiller’s trace formula for the oscillatory part of the DOS to graphene cavities with chaotic classical dynamics in [IVC]. We conclude in Sec. [V] and gather further technical material in the appendices.

C. Hamiltonian and boundary conditions

Neglecting the conventional spin degree of freedom, the effective Hamiltonian that describes electron and hole dynamics in graphene close to half filling is:

\[
\hat{H} = v_F \tau_z \otimes \sigma_x p_x + v_F \tau_0 \otimes \sigma_y p_y ,
\]

(1)

where \( v_F \) is graphene’s Fermi velocity. The \( \{ \sigma_i \} \) denote Pauli matrices in sublattice pseudospin space and Pauli matrices in valley-spin space are represented by \( \{ \tau_i \} \), while \( \sigma_0 \) and \( \tau_0 \) are unit matrices acting on the
corresponding spin space. In the following, we usually omit the latter. The Hamiltonian \( H \) acts on spinors \( [\psi_A, \psi_B, \psi'_A, \psi'_B] \) where \( A/B \) stands for the sublattice index and the primed and unprimed entries correspond to the two valleys. We find it convenient to transform Eq. (1) to the valley isotropic form using the unitary transformation

\[
U = \frac{1}{2}(\tau_0 + \tau_z) \otimes \sigma_0 + \frac{i}{2}(\tau_0 - \tau_z)\sigma_y. \tag{2}
\]

The transformed Hamiltonian is

\[
H = U^\dagger \tilde{H} U = v_F \tau_0 \otimes \sigma \cdot p \tag{3}
\]

and acts on spinors \( [\psi_A, \psi_B, -\psi'_B, \psi'_A] \).

We consider a graphene flake in which electron and hole dynamics is confined to an area \( V \). The boundary condition on the spinors at a point \( \alpha \) on the boundary \( \partial V \) is expressed as \( P_\alpha \psi_\alpha = 0 \), where \( P_\alpha \) is a \( 4 \times 4 \) projection matrix. Throughout this paper we reserve bold Greek letters for boundary points and bold Roman letters for points in the bulk. For the most common boundaries, i.e. zigzag (zz), armchair (ac) and infinite mass (im), the boundary matrices are given by

\[ P_\alpha = \frac{1}{2} (1 - \nu \cdot \tau \otimes \eta \cdot \sigma) \tag{4} \]

where the vectors \( \nu \) and \( \eta \) are summarized in Tab. I. When we address a model that includes next nearest neighbour hopping (nnn), the boundary conditions need to be modified to include differential operations on the spinor. Nevertheless, as we shall show in App. B, it is possible to modify our formalism to account for nnn hopping approximately by keeping only nearest neighbor hoppings, but modifying the boundary conditions introducing an edge potential.

| \( \nu \) | \( \eta \) | \( \nu' \) | \( \eta' \) |
|---|---|---|---|
| \( \hat{z} \) | \( \pm \hat{z} \) | \( \pm \hat{t}_\alpha \) | \( \pm \hat{t}_\alpha \) |
| \( -\sin(2Kx_\alpha)\hat{x} \) | \( \pm \cos(2Kx_\alpha)\hat{y} \) | \( \hat{z} \) | \( \hat{z} \) |

TABLE I. The vectors \( \nu \) and \( \eta \) for zigzag (zz), armchair (ac) and infinite mass (im) type boundaries.

Here \( n \) labels the eigenenergies \( E_n = \hbar v_F k_n \), and we define \( E = \hbar v_F k_e \). In our derivation below we use the relation between the DOS and the retarded Green’s function of a system,

\[
\rho(k_e) = -\frac{1}{\pi} \text{Im} \int \frac{d\mathbf{x}}{V} \text{Tr} \left[ G(\mathbf{x}, \mathbf{x}) \right], \tag{6}
\]

where the Green’s function \( G \) fulfills

\[
(E + i\eta - \hat{H})(\mathbf{x}, \mathbf{x}') = \hbar v_F \delta(\mathbf{x} - \mathbf{x}'), \tag{7}
\]

with the Hamiltonian \( \hat{H} \) acting on the first argument of \( G \). For a mesoscopic graphene flake the mean level spacing \( \Delta k \), which is given by the inverse area of the system, is typically of the order \( 10^{-4} \) \( 1/a \) or smaller. This means that \( \rho \) is in principle a rapidly oscillating function of \( k_e \). However, one can decompose \( \rho \) into a smooth part \( \tilde{\rho} \) and an oscillating part \( \rho_{\text{osc}} \) in a well defined way,

\[
\rho = \tilde{\rho} + \rho_{\text{osc}}. \tag{8}
\]

In this work, we address both contributions to \( \rho \) and focus on the particularities that arise due to the spinor character and the linear dispersion of quasiparticles in graphene. The smooth part \( \tilde{\rho} \) represents the density of states in the limit of strong level broadening. Technically, level broadening is achieved by adding a finite imaginary part to the Fermi energy or in other words considering a real self energy. This corresponds to an exponential damping of the Green’s function and therefore only trajectories of short length, in the limiting case of ‘zero-length’, contribute. In Sec. III we treat \( \tilde{\rho} \) in detail. On the other hand, \( \rho_{\text{osc}} \) is connected to (periodic) orbits of finite length, and in Sec. IV we use a semiclassical approach to describe this part of the density of states.

In the following, we derive an exact expression for the Green’s function entering Eq. (6) and later also its asymptotic form in the semiclassical limit, valid for large system sizes.

II. THE MULTIPLE REFLECTION EXPANSION FOR GRAPHENE

In this chapter, we derive a formula for the exact Green’s function of a graphene cavity. The Green’s function can then be used to obtain e.g. the spectral density of states or the conductance. In addition to Eq. (4), \( G \)}
The Schrödinger Green’s function

The parametrization in Eq. (9) is singular in the limit \( a \), yet unknown, Dirac-charge layer graphene and a boundary correction that is produced by a, yet unknown, Dirac-charge layer \( \mu \). As a first step we assume that \( P_\alpha \mu = \mu \), so that we get

\[
\mu(\alpha, x') = 2P_\alpha G_0(\alpha, x') - 2 \int d\sigma_\beta P_\alpha G_0(\alpha, \beta) i\sigma_{n\beta} \mu(\beta, x').
\]

Since \( P_\alpha^2 = P_\alpha \), the unique solution of Eq. (14), obtained by iteration, automatically fulfills \( P_\alpha \mu = \mu \), and thus is already a solution of the original integral equation for \( \mu \). Substituting this solution into Eq. (9), we obtain the following expansion for the exact Green’s function of a graphene flake with generic edges:

\[
G(x, x') = G_0(x, x') + \sum_{N=1}^\infty G_N(x, x').
\]

Here \( \sigma_v = \sigma \cdot v \) for an arbitrary vector \( v \), and \( n_\beta \) stands for the normal unit vector at the boundary point \( \beta \) pointing into the interior of the system. The free Green’s function is obtained by solving Eq. (7) with boundary conditions \( G_0(x, x') \to 0 \) as \( |x - x'| \to \infty \). It is given by

\[
G_0(x, x') = \frac{\hbar v_F}{i(E - H)} |x' - x|
\]

where \( H_0^\perp \) denotes the zeroth order Hankel function of the first kind. The free Dirac Green’s function can be expressed in terms of the free Schrödinger Green’s function \( g_0 \) as

\[
G_0(x, x') = (k_E - i\nabla_x \cdot \sigma)g_0(x, x').
\]

The Schrödinger Green’s function \( g_0 \) is a solution to

\[
(k_E^2 + i\eta - \mu^2/\hbar^2)g_0(x, x') = \delta(x - x').
\]

The parametrization in Eq. (9) is singular in the limit \( x \to \alpha \).

\[
\lim_{x \to \alpha} G(x, x') = G_0(\alpha, x') - \frac{1}{2} \mu(\alpha, x') - \int d\sigma_\beta G_0(\alpha, \beta) i\sigma_{n\beta} \mu(\beta, x').
\]

The source of this singular behavior is the logarithmic divergence of \( H_0^\perp(\xi) \) as \( \xi \to 0 \). For a detailed derivation of Eq. (13) see App. (A). Multiplying (13) with \( P_\alpha \) and invoking the boundary conditions, we obtain an inhomogeneous integral equation for the charge layer \( \mu \). As a first step we assume that \( P_\alpha \mu = \mu \), so that we get

\[
\mu(\alpha, x') = 2P_\alpha G_0(\alpha, x') - 2 \int d\sigma_\beta P_\alpha G_0(\alpha, \beta) i\sigma_{n\beta} \mu(\beta, x').
\]

Since \( P_\alpha^2 = P_\alpha \), the unique solution of Eq. (14), obtained by iteration, automatically fulfills \( P_\alpha \mu = \mu \), and thus is already a solution of the original integral equation for \( \mu \). Substituting this solution into Eq. (9), we obtain the following expansion for the exact Green’s function of a graphene flake with generic edges:

\[
G(x, x') = G_0(x, x') + \sum_{N=1}^\infty G_N(x, x').
\]

Each term in this expansion can be viewed as a sequence of free propagations connected at reflections at the boundary (see Fig. 1). We thus obtain the multiple reflection expansion (MRE). In Eq. (16) every reflection is represented by a boundary dependent projection \( P_\alpha \) and by \( \sigma_{n\alpha} \), a reflection of the pseudospin across the normal axis given by \( n_\alpha \). The integrals along the boundary can be interpreted as a ‘summation’ over all quantum paths leading from \( x' \) to \( x \). In Fig. 1 we show schematically a typical term in the MRE using the example of a quantum path that includes three reflections at the boundary. To summarize at this stage, with Eqs. (14, 15) we obtained a formalism that naturally relates the edge effects to any quantity that involves single particle Green’s functions.

III. THE SMOOTHED DENSITY OF STATES OF GRAPHENE BILLIARDS

A. Weyl expansion

In the following we are going to derive the leading order contributions to the smoothed density of states \( \tilde{\rho} \). In usual Schrödinger billiards of linear system size \( L \), as they are realized e.g. in 2DES in GaAs heterostructures, \( \tilde{\rho} \) can be expanded in powers of \( k_EL \) with leading order \( (k_EL)^1 \), a constant term \( (k_EL)^0 \) and higher order terms \( (k_EL)^{-1}, (k_EL)^{-2} \) and so forth as

\[
\tilde{\rho} = \tilde{\rho}_0 + \tilde{\rho}_1 + \tilde{\rho}_2 + \tilde{\rho}_3 \ldots .
\]

In the large \( k_EL \) limit, \( \tilde{\rho} \) is dominated by the first term, which does not depend on the shape of the system but only on its total area. This theorem goes back to Hermann Weyl [12] and therefore the series is known as the
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**B. Bulk term**

We begin with the zero-reflection term \( G_0(x, x) \) in graphene. From Eq. (11) we can directly read off

\[
\text{Tr} [G_0(x, x)] = -ik_k H_k^+ (k_k |x - x'|) .
\]

Although \( G_0 \) diverges as \( x' \to x \), its imaginary part is finite. We get

\[
\text{Im \ Tr} [G_0(x, x)] = -|k_k| .
\]

Since there is no \( x \) dependence left, the spatial integral in Eq. (15) gives just \( A = |\mathcal{V}| \), the area of the billiard, and we have

\[
\bar{\rho}_0(k_k) = \frac{A}{\pi} |k_k| .
\]

As for Schrödinger billiards, the bulk term (20) is proportional to the total area of the system. The energy dependence of \( \bar{\rho}_0 \) is however different, since \( k_k \) scales linearly with energy in graphene but has a square root dependence in the Schrödinger case.

**C. Boundary term**

1. **Plane approximation**

As we show below, the boundary term \( \bar{\rho}_1 \) depends on \( k_k \) as well as on the boundary length of the system, in a manner distinctly different from that of Schrödinger billiards. In order to evaluate \( \bar{\rho}_1 \), we assume that the energy has a finite imaginary part \( \xi \). This smoothens the DOS and makes \( G_0 \) an exponentially decaying function of the distance between \( x \) and \( x' \). We start from Eq. (14), omit the free propagation term that led to \( \bar{\rho}_0 \), and obtain for the remaining contribution to the smooth DOS

\[
\delta \bar{\rho} = \frac{1}{\pi} \Im \sum_i \int_{\partial \mathcal{V}_i} d\sigma_{\alpha} \int dx \text{Tr} [G_0(x, \alpha) i\sigma_{n_\alpha} \mu_i(\alpha, x)] .
\]

(21)

Here we replaced the boundary integration by a sum of integrations over boundary pieces \( \partial \mathcal{V}_i \), where the boundary condition is constant for each \( i \). Further \( \mu_i(\alpha, x) \) is defined via Eq. (14) with \( \alpha \in \partial \mathcal{V}_i \). Since \( G_0 \) is short ranged, the dominant contribution to the boundary integral in Eq. (21) comes from configurations where \( x \) is near the boundary point \( \alpha \), and the integral in Eq. (14) is dominated by contributions where \( \beta \) is near \( \alpha \). Thus we approximate the surface near \( \alpha \) by a plane (cf. Fig. 2). The corrections to this approximation are of order \( 1/k_k R \), with the local radius of curvature \( R \sim L \), thus of higher order in the Weyl expansion. We now take advantage of the homogeneity of the approximate surface at \( \alpha \) and use Fourier transformation along the direction of the tangent to the \( \partial \mathcal{V}_i \) at \( \alpha \), to get for \( \delta \bar{\rho} \approx \bar{\rho}_1 \)

\[
\bar{\rho}_1 = \frac{1}{\pi} \Im \sum_i |\partial \mathcal{V}_i| \int_{0}^{\infty} dy_i \int_{-\infty}^{\infty} dk \text{Tr} [\delta G_i(k, y_i)] ,
\]

(22)

with

\[
\delta G_i(k, y_i) = G_0(k, y_i) i\sigma_{n_\alpha} \mu_i(k, y_i) .
\]

(23)

Here \( y_i \) is the ordinate of the local coordinate system at \( \alpha \) (see Fig. 2) and

\[
\mu_i(k, y_i) = 2\Gamma_i(k) P_{\alpha} G_0(0, k, -y_i) ,
\]

(24)

\[
\Gamma_i(k) = [1 + 2P_{\alpha} G_0(0, k) i\sigma_y]^{-1} ,
\]

(25)

with the Fourier transform defined as

\[
f(x, y) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{ikx} f(k, y) .
\]

(26)

We pushed the upper limits of the \( y_i \)-integration to infinity, which is valid when \( \exp[-3\text{Im}(k_k) L] \ll 1 \). To obtain
Eq. (22), we further assumed that $\alpha$ is away from the corners where the boundary condition changes. The corrections due to such points are of order $1/k_z L$ smaller than the boundary term.

The free Green’s function in mixed representation is given by

$$G_0(k, y_i) = -\frac{e^{-a(k)|y_i|}}{2\alpha(k)} [k\sigma_x + i\text{sgn}(y_i) \alpha(k) \sigma_y + k_E]$$

(27)

with

$$a(k) = \sqrt{k^2 - k^2_E}, \quad \Re[a(k)] > 0.$$  

(28)

Next we focus on contributions to the boundary term from various types of edges.

2. Zigzag edge

For a zigzag edge (without nnn hopping, see Tab. [1])

$$P_\alpha = \frac{1}{2} (1 \mp \tau_z \otimes \sigma_z).$$

(29)

Then $\Gamma_i$ is diagonal in valley space and we can invert the valley subblocks separately giving

$$\Gamma_i(k) = -\frac{a(k)}{k^2_E} [a(k) - (k\sigma_z - ik_E\sigma_y)(1 - P_\alpha)].$$

(30)

We insert $\Gamma_i(k)$, Eq. (30), into Eq. (24) and take into account that $P_\alpha$ is a projection matrix, i.e. $P^2_\alpha = P_\alpha$, to obtain for the Dirac-charge density

$$\mu_i(k, y_i) = -2\frac{a(k)}{k^2_E} [a(k) \mp k\tau_z] P_\alpha G_0(k, -y_i).$$

(31)

Substituting this expression into Eq. (23), we obtain

$$\delta G_i(k, y_i) = -2\frac{a(k)}{k^2_E} [a(k) \mp k\tau_z] G_0(k, y_i) i\sigma_y P_\alpha G_0(k, -y_i).$$

(32)

Then the trace is given by (note that $y_i > 0$)

$$\text{Tr}\left[\delta G_i(k, y_i)\right] = -\frac{2k^2}{a(k)k_E^2} e^{-2a(k)y_i}.$$  

(33)

Evaluating the $y_i$-integral we get (note that the real part of $a(k)$ is positive)

$$2\pi \int_0^\infty dy_i \frac{dk}{2\pi} \text{Tr}\left[\delta G_i(k, y_i)\right] = k_{max} \delta_\xi(k_E),$$

(34)

where

$$\delta_\xi(k_E) = \frac{1}{\pi} \frac{\xi}{\xi^2 + k^2_E},$$

(35)

and we have introduced a cut-off momentum $k_{max} \sim 1/a$.

Such a cut-off is justified, since in real graphene the available $k$-space is not infinite owing to the lattice structure.

We cannot calculate the precise numerical value for $k_{max}$ within our effective model. Using tight-binding calculations we estimate $k_{max} = \pi/3a$.\textsuperscript{55} The result (34) means that without nnn hopping, zigzag edges lead to a DOS contribution that is strongly peaked at zero energy. The origin of this contribution is indeed the existence of zigzag edge states at zero energy.\textsuperscript{19, 20, 29, 59, 60} To understand this connection we consider the prefactors in Eq. (31) and Eq. (32) in the limit of $k_E \rightarrow 0$; then we have

$$\alpha(k) \approx \frac{k^2}{k^2_E}[1 \pm \text{sgn}(k)\tau_z].$$

(36)

For the upper sign, this expression is divergent in one valley for negative $k$ ($\tau = +1$) and in the other valley for positive $k$ ($\tau = -1$) as $k_E$ approaches zero. For the lower sign it is just vice versa. Thus we identify the zero-energy states that are localized at the zigzag graphene edge. In a single valley this causes a strong asymmetry in the spectrum and breaks the (effective) time reversal symmetry. Below we show that the zigzag edge states are the only contribution to the DOS that scales with the boundary length of the graphene flake. Armchair and infinite mass type edges do not contribute to the surface term. However for the zigzag edge states, the effect of nnn hopping is significant.\textsuperscript{29, 58, 61} For a more realistic description of the their effects on the DOS, it is therefore necessary to consider nnn hopping for the boundary term at zigzag edges. In App. B we show that the boundary condition for zigzag edges is effectively modified due to nnn hopping resulting in a boundary matrix

$$P_\alpha = \frac{1}{2} \left(1 \mp \tau_z \otimes \sigma_z - it'\sigma_y \pm t'\tau_z \otimes \sigma_x\right).$$

(37)

Here $t' \ll 1$ is the ratio of the nnn hopping integral and the nearest neighbor hopping integral in the tight-binding formalism. The effect of this boundary condition is to modify Eq. (31) to

$$\mu_{i,k}(y') = \frac{2a(k)}{[a(k) - t'k_E + k\tau_z]} P_\alpha G_0(k, y').$$

(38)

Note that the Eqs. (37) turn into the expressions (29) and (31) for $t' = 0$. Following the same line of calculation we find

$$\text{Tr}\left[\delta G_i(k, y_i)\right] = \frac{2k^2}{a(k)(1 - t'^2)k_E + 2t'a(k)} e^{-2a(k)y_i},$$

(39)

and the corresponding contribution to the DOS is to linear order in $t'$

$$2\pi \int_0^\infty dy_i \frac{dk}{2\pi} \text{Tr}\left[\delta G_i(k, y_i)\right] \approx \frac{1 - \Theta_\xi(k_E)}{2t'}.$$  

(40)

Here

$$\Theta_\xi(k_E) = \frac{1}{\pi} \text{arctan}(k_E/\xi) + \frac{1}{2}.$$  

(41)
is a smooth approximation to the Heaviside step function.

According to Eq. (40), the $k_x$-dependence of the zigzag contribution to the DOS is qualitatively altered by the inclusion of nun hopping. It is strongly asymmetric due to the broken electron-hole symmetry. Also the peak at zero $k_E$ has disappeared, because the edge states are not degenerate anymore but exhibit a linear dispersion $k^\text{edge}_E = k/2\Gamma$ as derived in App. 14. Note that in tight-binding, there is still a van Hove singularity in the DOS, but it is at a distance to the $K/K'$ points and therefore not captured by the effective theory.

3. Armchair edge

We now proceed with armchair type edges. According to Tab. 11, the boundary projection matrix is given by

$$ P_\alpha = \frac{1}{2} (1 - \sigma_x \otimes \tau_y) . \quad (42) $$

Then we obtain

$$ \Gamma_i(k) = 1 + \frac{i}{a(k)} (k_E \sigma_y + i k \sigma_z) (1 - P_\alpha) \quad (43) $$

and the surface Dirac-charge density reads

$$ \rho_i(k, y_i) = 2 P_\alpha G_0(k, -y_i) , \quad (44) $$

leading to [cf. Eq. (23)]

$$ \delta G_i(k, y_i) = 2 G_0(k, y_i) i \sigma_y P_\alpha G_0(k, -y_i) $$

$$ - G_0(k, y_i) \sigma_z G_0(k, -y_i) \otimes \tau_y . \quad (45) $$

Surprisingly, since $\tau_y$ is off-diagonal, the trace of $\delta G_i$ is zero and the boundary contribution to $\bar{\rho}$ in the armchair case vanishes.

4. Infinite mass edge

The calculation for the infinite mass edge is similar and for the surface Dirac-charge density we find as for the armchair case

$$ \rho_i(k, y_i) = 2 P_\alpha G_0(k, -y_i) , \quad (46) $$

which leads to

$$ \delta G_i(k, y_i) = \pm G_0(k, y_i) \sigma_z G_0(k, -y_i) \otimes \tau_z . \quad (47) $$

Similar as for the armchair edge, this expression is traceless because $\text{Tr}(\tau_z) = 0$. However, we point out that even within individual valleys the boundary contribution to the DOS vanishes. This follows from the fact that

$$ \int_0^\infty dy_i \text{Tr} [G_0(k, y_i) \sigma_z G_0(k, -y_i)] \sim \frac{k}{a^2(k)} . \quad (48) $$

is an odd function of $k$ and thus the corresponding integral vanishes. This last fact has been already noticed by Berry and Mondragon for massless neutrons in relativistic billiards with infinite mass walls.

FIG. 3. (color online). Smooth part of the density of states for several graphene billiards with approximately the same area $A \approx (140 a)^2$, calculated numerically using a tight-binding code with only nearest neighbor coupling (solid lines). The numerical curves are obtained by first calculating exact eigenenergies and successive smoothing by replacing each energy level by a Lorentzian with a half width at half maximum of 0.015 $\tau$. The dashed lines are the predictions of our theory, Eq. (49). From top to bottom: black: $|\partial V_{zz}|/|\partial \nu| = 1$ (zigzag triangle), blue: $|\partial V_{zz}|/|\partial \nu| \approx 1/1.6$ (Sinai shape), red: $|\partial V_{zz}|/|\partial \nu| \approx 1/1.9$ (rectangle), green: $|\partial V_{zz}|/|\partial \nu| = 0$ (armchair triangle).

D. Comparison with numerical results for various graphene billiards

In summary, our result for the smooth DOS of a generic graphene billiard, neglecting the effect of next-nearest neighbors is

$$ \bar{\rho}(k_E) \approx \frac{A}{\pi} |k_E| + \frac{1}{\pi} |\partial V_{zz}| \frac{k_{\max}}{\pi} \delta(k_E) , \quad (49) $$

with $|\partial V_{zz}|$ being the total length of zigzag edges in the billiard.

In Fig. 3 we compare our analytical result (49) with results from numerical simulations for the graphene billiards shown as insets. For the numerical calculations we obtain the average DOS by computing eigenvalues of a corresponding tight-binding Hamiltonian and subsequent smoothing. All the billiards are chosen to have approximately the same area. This is reflected in the common slope of $\bar{\rho}$ for larger $k_E$, confirming the leading order term in the Weyl series. The different shapes and orientations give rise to different fractions of the zigzag boundary $|\partial V_{zz}|/|\partial \nu|$. While the boundaries of the equilateral triangles consist completely of either zigzag (black) or armchair (green) edges, both edge types are present in the rectangle (red) and in the non-integrable (modified) Sinai billiard (blue). We find very good agreement with our analytic prediction. We note that the dashed lines for the triangles and the rectangle do not involve any fitting, rather we have used the estimation $k_{\max} = \pi/3a$.


FIG. 4. (color online). Smooth part of the density of states for the same systems as in Fig. 3 but with a relative next-nearest neighbor hopping strength $t' = 0.1$. Solid lines show the numerical tight-binding results and dashed lines the predictions from Eq. (50). For the smoothing we used Lorentzians with a half width at half maximum of 0.01 $t$. We used the same color coding as for Fig. 3. Inset: The tight-binding model exhibits a van Hove singularity at $k_E = -0.1 t/\hbar v_F \approx -0.1151/ a$. As a result the smoothed DOS shows a peak at the corresponding position (solid).

from tight-binding theory. For the Sinai billiard theory allows to determine the total effective zigzag length $|\partial V_{zz}| = 516 a$.

On the other hand, with nnn hopping we get from Eq. (40)

$$\bar{\rho}(k_E) \approx \frac{A}{\pi} |k_E| + |\partial V_{zz}| \left[ 1 - \Theta(k_E) \right] \frac{2 \pi t'}{|k_E|} \chi(k_E) \partial V_{zz}. \quad (50)$$

In Fig. 4 we compare again this theoretical result (dashed) with corresponding tight-binding calculations (solid). Also here we find good agreement with our analytic prediction for the surface term. Further towards the hole regime, i.e. to more negative energies, the tight-binding model has a van Hove singularity due to the edge state band edge at $k_E = -0.1 t/\hbar v_F \approx -0.1151/ a$, as depicted in the inset of Fig. 4 (solid line). This peak is missing in our calculation, since in the effective Dirac theory the edge state dispersion is constantly linear for finite $t'$ (cf. App. 13). Note that also here, no additional fitting is involved (for the Sinai billiard we use $|\partial V_{zz}| = 516 a$ obtained from the fit in Fig. 3).

From our discussion in this section it becomes clear that in principle the structure of a graphene flake’s boundary, i.e. the ratio between zigzag and armchair type edges, can be estimated from the behavior of the smoothed density of states at low energies. Hereby the formula (50) predicts the spectral weight of the edge states $\int_{-\infty}^{\infty} dk_E \bar{\rho}_1(k_E) = |\partial V_{zz}|/3a$, which is model independent, since the number of edge states is conserved. Note that Libisch et al. have numerically investigated the averaged DOS of graphene billiards and found a $\bar{\rho}(k_E)$ profile similar to that in Fig. 3. Related studies on edge states in graphene quantum dots have been performed in Ref. 29.

IV. DENSITY OF STATES OSCILLATIONS

A. The multiple reflection expansion in the semiclassical limit

So far we have focused on the smooth part of the density of states. In this section we study the oscillating part $\rho_{osc}$. Our main result is an extension of Gutzwiller’s trace formula to graphene systems with chaotic and regular classical dynamics. We derive the trace formulas by evaluating Eq. (6) asymptotically in the semiclassical limit $k_E L \gg 1$. In other words we evaluate the boundary integrals in the MRE using the method of stationary phase. In the limit $k_E L \gg 1$, the Hankel functions become rapidly oscillating exponential functions of the boundary points. All other terms in $G_N$ vary slowly along $\partial V$. Thus we evaluate them at the critical boundary points where the total phase of the exponentials is stationary. There is another leading-order contribution to the boundary integrals that is of different origin, namely when the set of boundary points $|\alpha| = (\alpha_N, \ldots, \alpha_1)$ leads to a singularity in the prefactors. Due to the divergence of $G_0(\alpha, \beta)$ as $|\alpha - \beta| \rightarrow 0$, quantum paths involving reflections at closely lying boundary points can give rise to such singularities. We show below that short range critical points occur only at zigzag edges. We treat these short range singularities at zigzag edges by resumming the MRE leading to a renormalized reflection operator.

1. Resummation of short range processes

The general method is outlined in Ref. 40. Here we apply it to graphene. First we isolate the short range singularities: We define the action of an operator $\tilde{I}$ on a function $f$

$$\tilde{I} f(\alpha) := \int d\sigma_\beta I(\alpha, \beta) f(\beta). \quad (51)$$

In our case

$$I(\alpha, \beta) = 2 P_\alpha G_0(\alpha, \beta) i \sigma_{n\beta}. \quad (52)$$

We now recast Eq. (43) as

$$\rho(\alpha, \alpha') = 2 P_\alpha G_0(\alpha, \alpha') - \tilde{I} \mu(\alpha, \alpha'). \quad (53)$$

Furthermore we decompose $I$ into a short range part $I_s$ and a long range part $I_l$:

$$I_s(\alpha, \beta) = I(\alpha, \beta) \left[ 1 - w(\alpha - \beta) \right], \quad I_l(\alpha, \beta) = I(\alpha, \beta) w(\alpha - \beta). \quad (54)$$
Here \( w(\alpha - \beta) \) is a smooth function, that is zero whenever \( \alpha \) is close to \( \beta \) and goes to one otherwise, so that integrating over \( \beta \) isolates the critical point \( \beta = \alpha \). This separation is however a formal one in that the specific form of \( w \) does not change the final result (see Ref. 66 for details). Then Eq. (55) leads to

\[
(1 + \hat{L}_s) \mu(\alpha, x') = 2 P_\alpha G_0(\alpha, x') - \hat{I}_l \mu(\alpha, x') \quad (55)
\]

or with \( \hat{\Gamma} = (1 + \hat{L}_s)^{-1} \)

\[
\mu(\alpha, x') = 2 \hat{\Gamma} P_\alpha G_0(\alpha, x') - \hat{\Gamma} \hat{I}_l \mu(\alpha, x') . \quad (56)
\]

Now the renormalized Kernel \( \hat{I}_l \) is free of short range singularities. Alternatively, in integral representation

\[
\mu(\alpha, x') = \frac{1}{2} \int d\sigma_\beta \, \Gamma(\alpha, \beta) P_\beta G_0(\beta, x') \\
- \int d\sigma_\beta \int d\sigma_{\beta'} \, \Gamma(\alpha, \beta) \hat{I}_l(\beta, \beta') \mu(\beta', x') . \quad (57)
\]

We note that the relevant structure of both terms in this expression is the same, since \( \hat{I}_l \) contains the isolating function \( w \) and thus \( \beta' \) can be considered to lie far away from \( \beta \) as \( x' \) in the first term. In this way we have formally collected all the short range contributions in \( \Gamma \) and we are left with calculating

\[
2 \int d\sigma_\beta \, \Gamma(\alpha, \beta) P_\beta G_0(\beta, x') . \quad (58)
\]

We evaluate Eq. (58) again in the plane approximation and replace the boundary in the vicinity of \( \alpha \) by a straight line in the direction of the tangent at \( \alpha \). In our local coordinate system with \( x \) and \( y \) denoting coordinates in the tangential and normal directions, we approximate a point \( \beta \) close to \( \alpha \) by \( \beta = (x_\beta, y_\beta) \approx (\beta, 0) \), and write \( x' = (x', y') \) for a point \( x' \) far away from \( \alpha \) (cf. Fig. 5). Then the system is locally homogeneous along the straight boundary and we have

\[
\Gamma(\alpha, \beta) = \Gamma(\alpha - \beta), \quad (59)
\]

\[
G_0(\beta, x') = G_0(\beta - x', -y'). \quad (60)
\]

In order to partial Fourier transform the expression (58), we use the convolution theorem to obtain \( (P_\alpha = P_\beta \) is constant along the straight boundary)

\[
\int d\beta \, \Gamma(\alpha - \beta) P_\alpha G_0(\beta - x', -y') = \int dk \, e^{ik(\alpha - x')} \Gamma(k) P_\alpha G_0(k, -y') . \quad (61)
\]

In fact we have calculated \( \Gamma(k) \) already earlier, cf. Eq. (30) and Eq. (33), leading to

\[
\Gamma(k) P_\alpha = R_\alpha(k) P_\alpha \quad (62)
\]

with the renormalizing factor

\[
R_\alpha(k) = \begin{cases} 
-\frac{a(k)}{k^2} [e^{i\theta(k)}] & \text{for } \alpha \text{ and im edges,} \\
1 & \text{for ac and im edges.} 
\end{cases} \quad (63)
\]

We now define the renormalized free Green’s function through its Fourier transform as

\[
\tilde{G}_0(\alpha, x') = \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{ik(\alpha - x')} R_\alpha(k) G_0(k, -y') . \quad (64)
\]

Finally, we cast Eq. (65) for the charge layer \( \mu \) in position space into the form

\[
\mu(\alpha, x') = 2 P_\alpha \tilde{G}_0(\alpha, x') \\
- 2 \int d\sigma_\beta P_\beta \tilde{G}_0(\alpha, \beta) w(\alpha - \beta) i \sigma_{\beta'} \mu(\beta', x') . \quad (65)
\]

The virtue of this equation is that it is free of short range singularities.

2. Renormalized Green’s function in the semiclassical limit

With the definition

\[
\theta(k) = \arctan \left( \frac{k}{\sqrt{k^2 - k^2}} \right) \quad (66)
\]

we obtain from Eq. (65)

\[
R_\alpha(k) = \begin{cases} 
\cos[\theta(k)] e^{\pm i\theta(k) r_z} & \text{for } \alpha \text{ and im edges,} \\
1 & \text{for ac and im edges.} 
\end{cases} \quad (67)
\]

We compute \( \tilde{G}_0(\alpha, x') \) in Eq. (65) by performing the Fourier integral Eq. (64) [with \( R_\alpha \) from Eq. (67)] within stationary phase approximation in the limit \( k_\alpha L \to \infty \). We obtain the stationary phase point \( k_0 \) from

\[
\frac{d}{dk} \left[ k(\alpha - x') - \sqrt{k^2 - k^2 |y'|} \right]_{k_0} = 0 . \quad (68)
\]
yielding, in view of Eq. (66),
\[ \tan[\theta(k_0)] = \frac{\alpha - x'}{y'} . \] (69)

The stationary phase point \( k_0 \) is such that the angle \( \theta(k_0) \) is equal to the angle that the vector \( x' - \alpha \) includes with the normal at \( \alpha \), i.e., the classical angle of incidence. The stationary phase integration yields
\[ \tilde{G}_{0}^{\sigma}(\alpha, x') \approx R_{\alpha}(k_0) G_{0}^{\sigma}(\alpha, x') . \] (70)

Here \( G_{0}^{\sigma} \) is the free Green’s function in the semiclassical limit
\[ G_{0}^{\sigma}(\alpha, \beta) = -\frac{i}{4} \sqrt{\frac{2k_{E}}{\pi|\alpha - \beta|}} e^{ik_{E}|\alpha - \beta| - i\pi/4} (1 + \sigma_{\alpha, \beta}) \] (71)
where we use the short notation \( \sigma_{\alpha, \beta} = \sigma \cdot (\alpha - \beta) / |\alpha - \beta| \) in Eq. (71). We note that expression (71) is closely related to the semiclassical Green’s function for the free Schrödinger equation \( g_{0}^{sc} \), namely
\[ G_{0}^{sc}(\alpha, \beta) = k_{E} g_{0}^{sc}(\alpha, \beta) (1 + \sigma_{\alpha, \beta}) . \] (72)

The matrix term reflects the chirality of the charge carriers in graphene: the sublattice pseudospin is tied to the propagation direction and the projection \( (1 + \sigma_{\alpha, \beta}) \) takes care of this. Eq. (70) together with Eq. (65) completes our discussion of the short range divergencies and allows us to proceed with the long range contributions to the Green’s function in the semiclassical limit.

3. Semiclassical Green’s function for graphene cavities

In this section we evaluate the boundary integrals in the renormalized MRE in stationary phase approximation. We consider the \( N \)-reflection term [cf. Eq. (16)] of the renormalized MRE,
\[ G_{N}(x, x') \approx (-2)^{N} \prod_{i=1}^{N} d\sigma_{\alpha_{i}} R_{\alpha_{i}}(\alpha) k_{E} g_{0}^{sc}(x, \alpha_{N}) \]
\[ \ldots ik_{E} g_{0}^{sc}(\alpha_{2}, \alpha_{1}) ik_{E} g_{0}^{sc}(\alpha_{1}, x') \] (73)
with \( \alpha = (\alpha_{1}, \ldots, \alpha_{N}) \). In Eq. (73) we introduced the pseudospin propagator \( \tilde{K}_{N}(\alpha) \) that contains the graphene specific physics:
\[ \tilde{K}_{N}(\alpha) = (1 + \sigma_{x, \alpha_{N}}) \prod_{i=1}^{N-1} \sigma_{\alpha_{i}, \alpha_{i+1}} P_{\alpha_{i}} (1 + \sigma_{\alpha_{i+1}, \alpha_{i}}) \]
\[ \times \sigma_{\alpha_{1}, \alpha_{N}} P_{\alpha_{1}} (1 + \sigma_{\alpha_{1}, x'}) W(\alpha) \] (74)
with the separation function
\[ W(\alpha) = \prod_{i=1}^{N-1} w(\alpha_{i+1} - \alpha_{i}) . \] (75)

Note that the renormalization matrices \( R_{\alpha} \) account for possible short range singularities.

Comparing Eq. (73) with the MRE for the Helmholtz equation with Dirichlet boundary conditions shows that the scalar parts are very similar. The difference is that instead of factors \( ik_{E} g_{0}^{sc}(\alpha_{i+1}, \alpha_{i}) \), the MRE in Ref. 33 has normal derivatives acting on the first argument \( \alpha_{i+1} \). In the semiclassical limit this leads to additional factors \( ik_{E} \cos(\theta_{i+1}) \), where \( \theta_{i+1} \) denotes the angle between the vector \( \alpha_{i+1} - \alpha_{i} \) and the normal vector to the boundary at \( \alpha_{i+1} \). We need not carry out the boundary integrals explicitly, but can immediately deduce
\[ G_{N}^{sc}(x, x') = k_{E} K_{N} g_{N}^{sc}(x, x') , \] (76)
where
\[ K_{N} = \frac{\tilde{K}_{N}(\alpha)}{\prod_{i=1}^{N} \cos(\theta_{i})} \] (77)
contains the pseudospin propagator as defined in Eq. (74), but \( \alpha \) is now the vector of the classical reflection points. The \( g_{N}^{sc}(x, x') \) are well known, see e.g. Refs. 12 and 67. The stationary phase condition selects all sets of \( N \) stationary boundary points minimizing the phase acquired, and hence specifies classical trajectories of the system. We thus obtain our final expression for \( G^{sc}(x, x') \) in terms of a sum over classical trajectories \( \gamma \) that connect the points \( x' \) and \( x \):
\[ G^{sc}(x, x') = \frac{\hbar_{F}}{2} \sum_{\gamma(x, x')} \frac{|D_{\gamma}|}{\sqrt{2\pi \hbar^{3}}} e^{ik_{E} L_{\gamma} + i\mu_{\gamma} x_{F} / 2} K_{\gamma} . \] (78)

Here, \( L_{\gamma}, \mu_{\gamma} \) and \( N_{\gamma} \) are the length, the number of conjugate points and the number of reflections at the boundary for the classical orbit \( \gamma \). \( K_{\gamma} = K_{N_{\gamma}} \) is the corresponding pseudospin propagator and
\[ D_{\gamma} = \frac{1}{\nu_{F}} \left| \left( \frac{\partial x_{\perp}}{\partial p'_{\perp}} \right) \right|^{-1/2} . \] (79)
measures the stability of the path \( \gamma \) starting at \( x' \) with momentum \( p' \) and ending at \( x \) with momentum \( p \). The \( \perp \) denotes that the derivative involves only the projections perpendicular to the trajectory, which are scalars in two dimensions.

Expression (78) represents one main result of the present paper: The semiclassical charge dynamics for electrons and holes in a ballistic graphene flake is very similar to the case of electrons in Schrödinger billiards with Dirichlet boundary conditions. The graphene specific physics is incorporated in the pseudospin dynamics described by \( K_{\gamma} \).

For a trajectory containing only one single reflection we have
\[ K_{\gamma}^{(1)} = (1 + \sigma_{x, \alpha}) R_{\alpha} P_{\alpha} (1 + \sigma_{\alpha, x}) . \] (80)
Using the classical relations between the vectors \( \mathbf{x} - \mathbf{a} \) and \( \mathbf{a} - \mathbf{x}' \) yields

\[
K^{(1)} = \pm i \mathbf{\nu} \cdot \mathbf{\tau} \\
\otimes \left\{ \begin{array}{ll}
e^{i \theta \tau_z} \sigma_{t_\alpha}(1 + \sigma_{\alpha x'}) & \text{for } zz, \\
e^{i \theta \sigma_z} \sigma_{z}(1 + \sigma_{\alpha x'}) & \text{for } ac \text{ and im}. \end{array} \right. \quad (81)
\]

with \( \mathbf{\nu} \) according to Tab. II. With this result, we can obtain the pseudospin propagator for an arbitrary number of reflections by iteration.

**B. Trace formulae and semiclassical shell effects for classically integrable graphene billiards**

In this section we give two representative examples for trace formulae describing the oscillating part of the density of states in graphene billiards that have classically integrable dynamics: circular and rectangular billiards with different types of graphene edges. We derive the corresponding semiclassical trace formula for the class of classically chaotic graphene cavities in Sec. IV C.

Orbits in regular systems are organized in families on classical invariant tori. An example of such a (periodic) orbit family is sketched for the circular billiard in Fig. 6. The members of a family possess the same classical properties entering Eq. (78) such as action, length, stability, number of reflections and number of conjugate points. In order to compute the oscillatory part of the DOS from the semiclassical Green’s function it is convenient to organize the trajectories in terms of tori, respectively families \( f \), in the trace-integral, Eq. (6):

\[
\rho(k_F) = -\frac{1}{\pi} \Im \sum_{f} \int_{\mathcal{V}_f} dx \text{Tr} \left[ G_f(x, x) \right] \quad (82)
\]

leading to the Berry-Tabor formula for \( \rho_{osc} \) in terms of sums over families of periodic orbits organized on resonant tori\cite{75}. The semiclassical pseudospin propagator for graphene does not alter the resonance condition (cf. the chaotic case \cite{75}), and for periodic classical orbits its trace \( \text{Tr}(K) \) does not depend on the coordinates of the starting and end point:

\[
\sigma_{\alpha, z} = \sigma_{x, a_1} = \sigma_{\alpha, a_1}. \quad (83)
\]

Therefore, the integrals over \( \mathcal{V}_f \) are the same as for Schrödinger billiards with Dirichlet boundary conditions. Hence we can adapt the corresponding results by explicitly including the correct pseudospin trace for each orbit family.

The collective effect of orbit families giving rise to constructive interference due to action degeneracies lead to pronounced signatures in the DOS of integrable systems known as shell effects\cite{75}. We analyze below how such features are modified due to graphene edge effects.

### TABLE II

| a) circular infinite mass billiard | b) square billiard ("semiconducting") | c) square billiard ("metallic") |
|----------------------------------|--------------------------------------|----------------------------------|
| \( E_{nm} \) \( \xi = 0 \) (TF) | \( E_{nm} \) \( \xi = 0 \) (QM) | \( E_{nm} \) \( \xi = 0 \) (TF) |
| \( 1.49 \) | \( 1.57 \) | \( 1.43 \) |
| \( 2.72 \) | \( 2.78 \) | \( 2.63 \) |
| \( 3.10 \) | \( 3.14 \) | \( 3.11 \) |
| \( 3.87 \) | \( 3.92 \) | \( 3.77 \) |
| \( 4.46 \) | \( 4.49 \) | \( 4.48 \) |
| \( 4.69 \) | \( 4.71 \) | \( 4.68 \) |
| \( 5.00 \) | \( 5.04 \) | \( 4.88 \) |
| \( 5.73 \) | \( 5.75 \) | \( 5.75 \) |
| \( 6.10 \) | \( 6.12 \) | \( 5.98 \) |
| \( 6.10 \) | \( 6.14 \) | \( 6.09 \) |
| \( 6.26 \) | \( 6.28 \) | \( 6.27 \) |
| \( 6.95 \) | \( 6.98 \) | \( 6.98 \) |
| \( 7.20 \) | \( 7.23 \) | \( 7.06 \) |
| \( 7.43 \) | \( 7.45 \) | \( 7.41 \) |
| \( 7.71 \) | \( 7.72 \) | \( 7.71 \) |

**1. Circular billiard with infinite mass type edges**

We begin with a circular billiard with infinite mass type edges. Then the quantum energy levels \( E_{nm} = \hbar v_F k_{nm} \) are given by the intersections of Bessel functions\cite{56}

\[
J_n(k_{nm} R) = \tau J_{n+1}(k_{nm} R), \quad (84)
\]

where \( R \) is the billiard radius, \( \tau = \pm 1 \) labels the two valleys and \( n, m \in \mathbb{Z} \), where \( m \) counts the intersections.

For the semiclassical calculation of \( \rho_{osc} \) we adapt re-
sults for the Schrödinger disk billiard as derived in detail e.g. in Ref. [54]. Periodic orbit families in the disk are labeled by the total number of reflections \( v \) and the winding number \( w \), with \( v \geq 2w \). Examples with \( w = 1, 2 \) are depicted in Fig. 7. We also allow for negative winding numbers \( w \), and define the sign such that \( w > 0 \) for clockwise going orbits and \( w < 0 \) for anti-clockwise going orbits. Simple geometry gives for the length \( L_{v,w} \) and the angle of rotation \( \varphi_{v,w} \) acquired of an orbit \((v, w)\)

\[
L_{v,w} = 2\pi R \sin(\varphi_{v,w}), \quad (85)
\]

\[
\varphi_{v,w} = \pi \frac{w}{v}. \quad (86)
\]

Then the reflection angles read

\[
\theta_{v,w} = \left( \frac{\text{sgn}(w)}{2} - \frac{w}{v} \right) \pi. \quad (87)
\]

Graphene physics enters through the pseudospin propagator, Eq. (77), with boundary matrix

\[
P_\alpha = (1 + \tau_z \otimes \sigma_{t\alpha})/2 \quad (88)
\]

for the infinite mass case [see Eq. (3) and Tab. II]. For an orbit \((v, w)\) the trace over \( K \) yields

\[
\text{Tr}K_{v,w} = i^v \text{Tr} \left( \tau_z^v \otimes \sigma_{v,w} e^{i\theta_{v,w}\sigma_z} \right)
\]

\[
= 4 \cos(v \theta_{v,w}) \left\{ \begin{array}{ll}
(-1)^{w/2} & \mbox{for even } v, \\
0 & \mbox{for odd } v.
\end{array} \right. \quad (89)
\]

Equation (89) reveals the interesting property that only orbits with an even number of reflections are contributing to the oscillating DOS in the circular graphene billiard, while for odd \( v \), the pseudospins are interfering destructively. Note that this holds true also in each valley separately, because in the case of odd \( v \), the contributions from winding numbers \( w \) and \(-w\) have opposite signs.

Adapting the expression for the circular Schrödinger billiard [56,60], accordingly yields the semiclassical expression for the oscillatory part of the DOS of the graphene disk:

\[
\rho_{\text{osc}}^c(k_x) = 4\sqrt{\frac{k_x R^3}{\pi}} \sum_{w=1}^{\infty} \sum_{v=2w}^{\infty} (-1)^{w+v/2} \frac{f_{v,w}}{v} e^{-(\xi L_{v,w}/2)^2}
\]

\[
\times \sin^{3/2}(\varphi_{v,w}) \sin \left( k_x L_{v,w} + \frac{3}{4} \pi \right) e^{-\xi L_{v,w}/2} \quad (90)
\]

where \( f_{v,w} = 1 \) if \( v = 2w \) and otherwise \( f_{v,w} = 2 \).

The last factor in Eq. (90), giving rise to an exponential suppression of orbits of length \( L_{v,w} > 1/\xi \), represents a broadening of the peaks in the quantum density of states by convoluting \( \rho \) with a Gaussian of width \( \xi \). Such a broadening is additionally introduced to mimic e.g., temperature smearing or account for a finite life time of the quantum states, for instance due to residual disorder scattering [70]. Thereby, Eq. (90) relates gross effects in smeared quantum spectra or experimental spectra obtained with limited resolution to the contributions from families of shortest periodic orbits [56,71].

Using the Poisson summation formula, we can approximately sum up the trace formula (90) for \( \xi = 0 \) and find the approximate eigenenergies \( \epsilon_{v,w} = x_{v,w}/R \) corresponding to poles in the semiclassical sum, that fulfill the equation

\[
V + \frac{3}{2} = (2W + 1)[1 - \arccos(W/X_{v,w}/\pi)] + 2X_{v,w}/\pi \sqrt{1 - W^2/X_{v,w}^2 - 2W}. \quad (91)
\]

In Fig. 8 a)-c) we compare the results of the semiclassical trace formula (90) with exact quantum results from Eq. (53) for the lower part of the graphene disk spectrum. For \( \xi = 0 \) [panel a)] even the exact quantum levels (blue circles) are reproduced with remarkable accuracy by the semiclassical theory [black peaks, see also numerical values in Tab. IIa)]. For every level, we have a sharp peak in the semiclassical result. An exception are the two levels close to \( k_y R = 6 \), for which we have only one peak, though twice as high as the others, meaning that in the semiclassical expression the two levels are nearly degenerate.

Panel b) shows the broadened spectrum for \( \xi = 0.3/R \). Again, the semiclassical result (solid line) is in very good agreement with the corresponding quantum result (dotted). For comparison, panel d) shows the same energy range for the corresponding Schrödinger billiard. In Fig. 8e) we have a closer look at which orbit families contribute. In fact we can see from Fig. 8e) that the two shortest non-vanishing orbit families \((2,1)\) and \((4,1)\) already yield a good approximation to the shell structure for \( \xi = 0.4/R \).

Fig. 9 shows the power spectrum of the exact quantum result (Gaussian convoluted with \( \xi = 0.4/R \)). Evidently, only families with an even number of vertices \( v \) are contained in the spectrum, as semiclassically predicted. For example the triangular orbits \((3,1)\) that would give a peak at \( L/R = 5.2 \) and also the pentagram orbits \((5,2)\) \((L/R = 9.5)\) do not contribute. The inset shows the same plot on a logarithmic scale, where the absence of the odd orbits is even more evident.
FIG. 8. (color online). Oscillating part $\rho_{osc}$ of the density of states of a circular billiard as a function of $k_E R$. a) Peaks are obtained from the semiclassical expression (80) by summing up orbit families up to $v, w = 400$ for $\xi = 0$. Blue circles mark the positions of the exact quantum mechanical levels given by Eq. (84) (See also Tab.I). b) Gaussian convoluted $\rho_{osc}$ for $\xi = 0$.3. The full (dotted) curves show the semiclassical (quantum mechanical) results. c) Comparison between the full semiclassical orbit sum (dotted, $\xi = 0.4$) with the contribution from the two shortest orbit families $(2,1)$ and $(4,1)$ (solid). d) Corresponding results (for $\xi = 0.4$) for a circular Schrödinger billiard with Dirichlet boundary conditions.

2. Rectangular billiard with zigzag and armchair edges

The rectangular billiard represents another prominent classically integrable geometry. While for the Schrödinger equation with Dirichlet boundary conditions this is a simple textbook problem, there is no explicit expression for eigenenergies of the graphene rectangle with two opposite zigzag and two opposite armchair edges. (For the derivation of a closed formula for the quantum eigenenergies in terms of a transcendental equation see App.C). We will show that our semiclassical theory provides a very good approximation to the quantum density of states.

In the rectangle, the periodic orbit families can again be labeled with two indices. We denote by $N$ and $M$ the number of reflections at the bottom zigzag ($N$) and the left armchair ($M$) side of the rectangle with lengths $L_x$ and $L_y$ respectively (see Fig. 10). The absolute values of the reflection angles at the zigzag and armchair edges then read

\[ |\theta_{zz}| = \arctan \left( \frac{M L_x}{N L_y} \right), \]
\[ |\theta_{ac}| = \frac{\pi}{2} - |\theta_{zz}| = \arctan \left( \frac{N L_y}{M L_x} \right). \]

From Eq. (81) we can read off the following matrix factors for reflections with angles $\theta_{zz}$ and $\theta_{ac}$, respectively:

\[ -i\tau_x e^{-i\theta_{zz} \tau_z} \otimes \sigma_x \] lower zigzag edge,
\[ -i\tau_z e^{i\theta_{zz} \tau_x} \otimes \sigma_x \] upper zigzag edge,
\[ i\tau_y \otimes \sigma_z e^{i\theta_{ac} \sigma_z} \] left armchair edge,
\[ -i\tau_y e^{i2KL_x \tau_z} \otimes \sigma_z e^{i\theta_{ac} \sigma_z} \] right armchair edge.

This enables us to calculate the pseudospin trace of a
periodic orbit from family \((N,M)\) as

\[
\text{Tr}K_{NM} = (-1)^N \cos(2MKL_x - 2N|\theta_{xz}|).
\]  

(94)

This expression holds irrespective of the propagation direction along the orbit. Note also that the \(\theta_{xz}\) in Eq. \(94\) occurs only due to the fact that we have different zigzag edges at the top and the bottom boundary (A- and B-terminated, respectively). Equation \(94\) is now used to adapt the trace formula for the Schrödinger equation which has been derived e.g. in Refs. \([36, 71]\) to the case of graphene. Taking into account the interfering pseudospins in graphene, we find

\[
\rho_{osc}(k_0) = \sqrt{\frac{k_0}{2\pi^3}} \sum_{M=1}^{\infty} \sum_{N=1}^{\infty} \frac{f_{NM} L_x L_y}{\sqrt{L_{NM}}} \cos \left( \frac{\pi}{4} \text{Tr}K_{NM} e^{-\left(\xi L_{NM}/2\right)^2} \right)
\]

(95)

with length \(L_{NM} = 2\sqrt{M^2L_x^2 + N^2L_y^2} + \text{Tr}K_{NM}\) from Eq. \((94)\). Further \(f_{NM} = 1\) if \(N = 0\) or \(M = 0\) and otherwise \(f_{NM} = 2\). Note that the size of the billiard determines whether certain orbits contribute: The quantity \(KL_x\) can only take values that are multiples of \(\pi/3\). In particular for \(KL_x = 0 \mod 2\pi/3\) families \((N, NL_y/L_x)\) with odd \(N\) do not contribute according to Eq. \((94)\). Further examples are the families \((M, 0)\) and \((0, N)\) for odd \(N\) and \(M\) respectively. They cancel each other exactly for \(KL_x = 0 \mod 2\pi\) because of the \((-1)^N\) term in the pseudospin trace.

In Fig.11 and Tab.(11b, c) we compare the results from the semiclassical trace formula \((93)\) for \(L_x = L_y = L\) with the quantum mechanical results obtained by solving Eq. \((105)\) numerically. Again we find very good agreement with the quantum result. This is rather remarkable because of the complicated structure of the quantization condition \((105)\). The semiclassical predictions concerning the frequency content of the DOS oscillations are confirmed in Fig.11 c) and d). For example the shortest orbits \((1, 0), (0, 1)\) and \((1, 1)\) do not contribute for the system in d) \((KL \mod 2\pi = 0)\) due to destructive pseudospin interference, while they are important in c) \((KL \mod 2\pi = 2\pi/3)\).

Note that in Tab.11 we find some additional levels from the semiclassical trace formula, which cannot be associated to quantum energy levels of the rectangle. Rather these peaks occur at positions that fulfill the quantization condition of a fictitious 1D quantum well of width \(L\) with armchair boundary conditions. It is well known that this is an effect of subleading order \((|k_0 L|^{-1/2}\) with respect to leading order) produced by orbits that ‘graaze’ along the edges.

### C. Trace formula for classically chaotic graphene billiards

Finally we consider classically chaotic graphene systems. In this case no spatial symmetries are present that would give rise to an orbit degeneracy as in the regular case. From Eq. \((78)\) we already know that the final result differs from the trace formula for chaotic Schrödinger billiards only with respect to the pseudospin trace. Thus we have to work out how the spatial integral in Eq. \((9)\) depends on this trace. To this end we do not start directly from the semiclassical Green’s function \((76)\), but go one step back to Eq. \((79)\). In order to calculate the integral

\[
\rho_{osc}(k_0) = -\frac{1}{\pi} \Im \int d\gamma \text{Tr} \left[ G_N(x, x) \right]
\]

(96)

we consider only the \(x\)-dependent part of the integrand,

\[
I_N = \int d\gamma \frac{K(x, x)}{\sqrt{|x - \alpha_N| |x - \alpha_1|}} e^{ik_0(|x - \alpha_N| + |\alpha_1 - x|)}
\]

(97)

and choose the parametrization \(x = \tilde{l}t + t\tilde{l}\), where \(t\) is the direction from \(\alpha_N\) to \(\alpha_1\) and \(\tilde{l}\) the direction perpendicular to \(l\) such that a right handed coordinate system results. The origin \(t = 0\) is at the point \(\alpha_N\) and we denote \(l_{N1} = |\alpha_N - \alpha_1|\). Then we can rewrite the phase

\[
N = \left( 1 + \frac{t^2}{2|l_{N1} - t|} \right).
\]

(98)

We are now evaluating the \(t\)-integral in stationary phase approximation assuming \(k_0 l_{N1} \gg 1\). The stationary phase point \(t_0\) is given by

\[
\frac{\partial \varphi(l, t_0)}{\partial t} = \frac{k_0 l_{N1} t_0}{l(l_{N1} - t)} = 0 \quad \Rightarrow \quad t_0 = 0,
\]

(99)

\[
\frac{\partial^2 \varphi(l, t_0)}{\partial t^2} = \frac{k_0 l_{N1}}{l(l_{N1} - t)},
\]

\[
\varphi(l, t_0) = k_0 l_{N1} = k_0 |\alpha_N - \alpha_1|.
\]

(100)

(101)

This means however that at the critical point \(t_0\), the pseudospin propagator \(K(\alpha)\) has no dependence on \(l\) left, since for \(t = 0\) Eq. \((83)\) holds. Thus the remaining integral can be performed exactly:

\[
I_N = \int \frac{2\pi|l_{N1}|}{k_0} K(\alpha) e^{ik_0 |\alpha_N - \alpha_1|}.
\]

(102)

This tells us that as for the Green’s function, we can essentially read off the result for \(\rho_{osc}(k_0)\) directly from the corresponding Dirichlet problem for the Schrödinger equation \((12)\) and find the Gutzwiller-type trace formula for a chaotic graphene cavity

\[
\rho_{osc}(k_0) = \frac{4\pi}{2\pi} \Re \sum_\gamma \text{Tr}(K_\gamma) A_\gamma e^{ik_0 L\gamma}.
\]

(103)

Here the sum runs over all, infinitely many classical periodic orbits \(\gamma\), because the stationary phase points with \(t = 0\) are lying exactly on the straight line connecting the last with the first reflection point, i.e. the
The growing ability to manufacture graphene-based nanostructures and their increasing role in the field of...
graphene physics poses challenges to theory to treat confinement effects. Addressing ballistic graphene cavities we have focussed on the effect of different types of edges, zigzag, armchair and infinite mass type, on the spectral properties. The multiple reflection expansion used, combined with the semiclassical approximation, allows for incorporating and analyzing edge phenomena in a particularly transparent way, both for the mean density of states $\bar{\rho}$ as well as for the remaining oscillatory part: The leading-order Weyl contribution to $\bar{\rho}$ for graphene billiards scales with the phase space volume on the energy shell, as for Schrödinger-type billiards. Edge effects are expected to alter the perimeter correction to $\bar{\rho}$, which is proportional to the total boundary length in the Schrödinger case with Dirichlet boundary conditions. We showed for graphene billiards that armchair and infinite mass edges do not give any perimeter contribution, while zigzag edges yield a characteristic low-energy term scaling with the length of the zigzag boundary. As analyzed in detail we could relate this boundary term in $\bar{\rho}$ to the average number of quantum zigzag edge states. Thereby, our approach allows for an alternative, analytical calculation of the zigzag edge state contribution. For graphene nanostructures with unknown portion of zigzag-type edge segments, this enables one to estimate the effective zigzag edge length, respectively number of edge states, from the characteristic feature in $\bar{\rho}(E)$, see Figs. 4 and 5. Hence, already the mean density of states of graphene flakes incorporates important physical information.

For the oscillatory contribution, $\rho_{osc}$, to the density of states of graphene billiards we derive semiclassical trace formulae in terms of sums over classical periodic orbits. We show that, within the leading-order semiclassical approximation, the classical orbital dynamics entering into the semiclassical sums is the same as for Schrödinger billiards of the same geometry. This applies for regular graphene geometries Berry-Tabor like \cite{berry1982} sums over families of orbits and for chaotic geometries a Gutzwiller type \cite{berry1984} trace formula in terms of isolated periodic trajectories. Edge effects enter into the contribution of each periodic orbit (family) exclusively through the pseudospin propagator and its trace along the orbit. This leads to a particularly transparent representation of graphene edge phenomena. We gave a detailed interpretation for two representative regular systems: the graphene disk with infinite mass edges and the graphene 2d box with boundaries built from two zigzag and two armchair edges. The comparison with full quantum results showed very good agreement, both for smeared spectra, highlighting the role of short, fundamental periodic orbits, and on the level of individual energy levels, obtained semiclassically by summing up many orbit families.

A number of questions and further research directions is now arising from this work. They include the challenge to generalize the semiclassical expressions for the density of states of clean billiards to cavities with impurity scattering and systems with smooth confinement potentials, more generally graphene with arbitrary classical Hamiltonian dynamics, including also systems with mixed phase space. Second, the fact that our treatment of the zigzag edge associated average level density proofs adequate for both settings, models without and with particle-hole breaking effects, e.g. from next-nearest-neighbor coupling, see Sec. III.C.2 encourages to address zigzag edge magnetism \cite{ziegler2010,chen2012} within this framework. Third, the semiclassical formalism developed allows for treating graphene nanostructures with boundaries that can be viewed of being composed of many zigzag- and armchair-edge segments. In particular, analytical expressions can be derived by treating long orbits with bounces off the different boundary segments in a statistical way. Fourth, the techniques used can be generalized to quantum transport through open graphene nanostructures.

In a second paper \cite{wimmer2013} we will particularly address the two last items and study spectral statistics (through the spectral form factor) of closed systems and transport properties (weak localization, universal conductance fluctuations and shot noise) of open graphene billiards.
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Appendix A: The singularity of a Dirac-charge layer

Here we derive the expression \cite{bechinger2002} inducting the discontinuity of the Green’s function at the boundary \cite{bechinger2002}. Using the short distance asymptotic form for the Hankel function

$$ H_0^+ (\xi) \xrightarrow{\xi \ll 1} \frac{2i}{\pi} \ln (\xi/2), \quad (A1) $$

we obtain the short range singularities of the free Green’s function from Eq. (10)

$$ G_0 (x, x') \xrightarrow{x \to x'} - \frac{i}{2\pi} \frac{\sigma \cdot (x - x')}{|x - x'|^2}. \quad (A2) $$

If $x'$ lies in the interior of $\mathcal{V}$ and $\alpha$ is a point on the boundary $\partial \mathcal{V}$,

$$ \lim_{x \to \alpha} G_0 (x, x') = G_0 (\alpha, x') \quad (A3) $$
is well defined and the first term in Eq. (13) is trivially obtained from Eq. (9). However if \( x' \) is on the boundary, the singular behavior of the Green’s function becomes relevant. To see this, we perform the boundary integral in two parts, dividing \( \partial V \) into a small region \( D_\delta(\alpha) = C_\delta(\alpha) \cap \partial V \), where \( C_\delta(\alpha) \) is a circle with radius \( \delta \) around \( \alpha \), and the remaining border \( D_\delta(\alpha) = \partial V \setminus D_\delta(\alpha) \). We will take the limit \( \delta \to 0 \) at the end of the calculation.

We begin with the integration within \( D_\delta(\alpha) \). To this end we use the asymptotic expression for \( G_0 \) and get

\[
I_{D_\delta(\alpha)} = \lim_{\delta \to 0} \lim_{x \to \alpha} \int d\sigma_\beta G_0(x, \beta) i \sigma_{n_\beta} \mu(\beta, x')
\]

\[
= \frac{\sigma_{n_\beta}}{2\pi} \mu(\alpha, x') \sigma \lim_{\delta \to 0} \lim_{x \to \alpha} \int d\sigma_\beta \frac{(x - \beta)}{|x - \beta|^2},
\]

where we took \( \mu \) out of the integral and evaluated it at \( \beta = \alpha \). Without loss of generality, we choose \( \alpha = 0 \), \( x = |x| \hat{x} \) and approximate \( D_\delta(\alpha) \) by a straight line along the \( x \)-axis, i.e. \( D_\delta(\alpha) = \{ \xi \hat{x} \mid \xi \in [-\delta, \delta] \} \). Then we get

\[
I_{D_\delta(\alpha)} = \frac{\sigma_{n_\beta}}{2\pi} \mu(\alpha, x') \sigma \lim_{\delta \to 0} \lim_{x \to \alpha} \int_{-\delta}^{\delta} d\xi \frac{\hat{y} \cdot \xi \hat{x} - \hat{x} \cdot \xi \hat{y}}{|x|^2 + \xi^2}
\]

\[
= \frac{1}{2} \mu(\alpha, x').
\]

Since the kernel of the integral on \( D_\delta(\alpha) \) has no singularity, it simply follows

\[
\lim_{\delta \to 0} \lim_{x \to \alpha} \int d\sigma_\beta G_0(x, \beta) i \sigma_{n_\beta} \mu(\beta, x')
\]

\[
= \int_{\partial V} d\sigma_\beta G_0(\alpha, \beta) i \sigma_{n_\beta} \mu(\beta, x') = 0.
\]

It is known from potential theory, that the integral on the right hand side exists and thus Eq. (12) follows.

### Appendix B: Effective boundary condition for zigzag edges in the presence of next-nearest neighbor hopping

It has been shown in Refs. 58 and 61 that the inclusion of next-nearest-neighbor (nnn) hopping in the tight-binding Hamiltonian of graphene has important consequences on the properties of the zigzag edge states. While for bulk graphene, up to a constant energy shift, the effects are of subleading order in \( k \), for finite samples nnn hopping leads to an additional effective potential that is located solely on the edge atoms, therefore leading to qualitative changes of the edge state properties. These range from a finite dispersion to a complete change of the current profile in transport.

Here we neglect terms of higher order in \( k \) in the Hamiltonian due to the nnn hopping and focus on the effects of the resulting edge potential. To this end we derive an effective boundary condition for the Dirac Hamiltonian with zigzag boundary. We consider a single zigzag edge, where the last row of atoms is located at \( y_0 = a/\sqrt{3} \). Furthermore the graphene flake shall be extended for \( y > y_0 \), i.e. the last row of atoms is of \( B \)-type. The Hamiltonian is then given by

\[
H = v_F \sigma \cdot p - i\hbar v_F' \frac{\delta}{2} (y - y_0)(1 - \sigma_z \otimes \tau_z).
\]

Here \( v' \approx 0.1 \) is the ratio of the next-nearest neighbor hopping constant, and the projection \( (1 - \sigma_z \otimes \tau_z) \) ensures that the potential is located on the \( B \)-sublattice. Similar edge potentials can model also adsorbants at graphene edges or edge magnetism.

The Dirac equation together with the Bloch theorem gives for the \( y \)-dependent part of the wavefunctions in the valley \( \tau = +1 \)

\[
k_B \psi_A(y) = k_B \psi_B(y) - i\hbar \frac{\partial \psi_B(y)}{\partial y},
\]

\[
k_B \psi_B(y) = k_B \psi_A(y) + i\hbar \frac{\partial \psi_A(y)}{\partial y} - t' \delta(y - y_0) \psi_B(y).
\]

Now we integrate these equations over a small window \([y_0 - \varepsilon, y_0 + \varepsilon]\) around the potential and take the limit \( \varepsilon \to 0 \) afterwards. Assuming that \( \psi \) has at most a finite discontinuity at \( y_0 \), we obtain from Eq. (12)

\[
\lim_{\varepsilon \to 0^+} \psi_B(y + \varepsilon) - \psi_B(y_0 - \varepsilon) = 0,
\]

i.e. the \( B \)-part of the spinor is continous. Thus we devide Eq. (12) by \( \psi_B(y) \) before integrating and get

\[
t' = \lim_{\varepsilon \to 0^+} \frac{1}{\psi_B(y_0 + \varepsilon)} \int_{y_0 - \varepsilon}^{y_0 + \varepsilon} \frac{\partial \psi_A(y)}{\partial y}
\]

\[
= \lim_{\varepsilon \to 0^+} \left[ \frac{\psi_A(y_0 + \varepsilon)}{\psi_B(y_0 + \varepsilon)} - \frac{\psi_A(y_0 - \varepsilon)}{\psi_B(y_0 - \varepsilon)} \right]
\]

using integration by parts. For \( y < y_0 \) we employ the actual zigzag boundary condition \( \psi_B(0) = 0 \), leading to the known expressions for the wavefunctions for \( y < y_0 \):

\[
\psi_A(y) = A \sin(qy),
\]

\[
\psi_B(y) = \frac{A}{k_E} [i k \tau \sin(qy) + q \cos(qy)],
\]

with longitudinal and transverse momenta \( k \) and \( q \), respectively. Since the effective Dirac equation is valid for momenta that are much smaller than \( 1/a \), we approximate \( k_E a, qa, \approx 0 \) to get

\[
\lim_{\varepsilon \to 0^+} \psi_A(y_0 - \varepsilon) = \frac{k_E \sin(qa/\sqrt{3})}{i k \sin(qa/\sqrt{3}) + q \cos(qa/\sqrt{3})} \approx 0,
\]

\[
\lim_{\varepsilon \to 0^+} \psi_B(y_0 - \varepsilon) \approx \frac{k_E \sin(qa/\sqrt{3})}{i k \sin(qa/\sqrt{3}) + q \cos(qa/\sqrt{3})} \approx 0.
\]
which inserted into Eq. (B9) finally leads to the effective boundary condition
\[
\left. \psi_A \right|_{\partial \mathcal{V}} = t' . \tag{B9}
\]

in agreement with a result found for similar edge potentials in Ref. [31]. In an analogous way one can derive the effective boundary condition for the other valley as well as for \( A \)-terminated zigzag edges to end up with an effective boundary condition matrix
\[
P_\alpha = \frac{1}{2} \left( \sigma_z \otimes \sigma_z - it' \sigma_y \pm t' \sigma_z \otimes \sigma_x \right) \tag{B10}
\]
for all points at the edge \( \alpha \). This expression turns into the usual zigzag matrix (29) when \( t' = 0 \).

We further derive the edge state dispersion and wavefunction from the Dirac equation with the effective boundary condition
\[
\psi_A(0) = t' \psi_B(0). \tag{B11}
\]

Due to the Bloch theorem we can write for \( k_z^2 = k^2 + q^2 \)
\[
\Psi_A(x, y) = e^{ikx} \psi_A(y) = e^{ikx} (A e^{i q y} + B e^{-i q y}) \tag{B12}
\]
and
\[
\psi_B(y) = (\tau k + \partial_y) \psi_A(y). \tag{B13}
\]

For nonzero \( k_E \), Eq. (B11) then leads to the condition
\[
A(k_E - t' \tau k - it' q) = -B(k_E - t' \tau k + it' q). \tag{B14}
\]

The bulk states result from this equation, when both sides are nonzero. On the other hand the edge state results if this is not the case, e.g. \( k_E - t' \tau k + it' q = 0 \). Solving this equation gives for negative \( \tau k \) the edge state
\[
\Psi_A(x, y) \approx B e^{ikx} e^{-i q y} \quad \Psi_B(x, y) \approx B \frac{2k}{k_E} e^{ikx} e^{i q y} \tag{B15}
\]
with the dispersion relation
\[
k_{\text{edge}}^2 = \frac{2k t' \tau}{1 + t'^2} \approx 2k t' \tau. \tag{B16}
\]

This state exists only for negative (positive) momenta \( k \) in the valley \( K(K') \) (as for the case without nnn hopping) and has always a negative energy.

**Appendix C: Energy eigenvalues of a rectangular graphene flake**

Here we present an implicit expression for the energy eigenvalues of a graphene rectangle with zigzag edges at \( y = 0 \) and \( y = L_y \) and armchair edges at \( x = 0 \) and \( x = L_x \), respectively. To this end we start from a superposition of a forward and a backward propagating eigenmode of an armchair nanoribbon with edges at \( x = 0 \) and \( x = L_x \),
\[
\Psi(x, y) = A \begin{pmatrix} (q_m - ik) e^{i q x} \\ k_E e^{i q x} \\ - (q_m + ik) e^{-i q x} \end{pmatrix} + B \begin{pmatrix} (q_m + ik) e^{i q x} \\ k_E e^{i q x} \\ - (q_m - ik) e^{-i q x} \end{pmatrix} \tag{C1}
\]
where the \( q_m \) are quantized according to
\[
q_m = \frac{m \pi}{L_x} - K \quad m \in \mathbb{Z}. \tag{C2}
\]

The spinors in Eq. (C1) are solutions to the Dirac equation when
\[
k^2 + q_m^2 = k_E^2. \tag{C3}
\]

Now we impose the zigzag boundary conditions \( \Psi_A(x, 0) = \Psi_A(x, L_y) = \Psi_B(x, L_y) = 0 \), which result in the two independent equations
\[
(q_m - ik) A + (q_m + ik) B = 0, \tag{C4}
\]
\[
e^{i k L_x} A + e^{-i k L_x} B = 0. \tag{C5}
\]

These are solved for quantized \( k_{nm} \) that fulfill the transcendental equation
\[
k_{nm} = -q_m \tan(k_{nm} L_y). \tag{C6}
\]

With that we have formally solved the problem, the eigenenergies can be found e.g. by solving Eq. (C6) numerically.

**Appendix D: Effect of weak bulk disorder**

At this point we briefly discuss the effect on the trace formula (103) caused by smooth bulk disorder, which can be accounted for by an additional term
\[
H' = \tau_0 \otimes \sigma_0 V(x) \tag{D1}
\]
in the Hamiltonian, where \( V(x) \) is smooth on the scale of the lattice constant. In the semiclassical limit the Green’s function for \( H + H' \) has been derived in Ref. [47] without taking into account the boundaries. For the case of a Gaussian correlated disorder potential,
\[
\langle V(x) V(x') \rangle = C_0 \exp \left[ -\frac{(x - x')^2}{4 \Delta^2} \right], \tag{D2}
\]
quantum calculations in the Boltzmann limit have been performed. Under the assumption that the disorder potential is weak enough that the classical trajectories remain unaffected, we get for the impurity averaged Green’s function \( \langle \mathbf{G}_0^{\text{sc}}(x, x') \rangle \approx \mathbf{G}_0(\mathbf{x}, \mathbf{x'}) \exp \left(-\langle \delta S^2 \rangle/2\hbar^2 \right) \) (D3) 

\[
\langle \delta S^2 \rangle = \frac{1}{(2\pi \hbar^2)^2} \int_{x'}^x dq \int_{x'}^x dq' \langle (x - x') \times \nabla V(q) \rangle \times \langle (x - x') \times \nabla V(q') \rangle / |x - x'|^2 \quad \text{(D4)}
\]

\[
\approx \hbar^2 |x - x'|/l \quad \text{(D5)}
\]

and the mean free path
\[
l = \frac{4\Delta t^2 v_F^2 \hbar^2}{\sqrt{\pi} C_0}. \quad \text{(D6)}
\]

For smooth potentials the jump of the Green’s function in Eq. (13) and hence also the MRE remains unaffected, except that \( G_0 \) has to be replaced by its impurity averaged version (D3). Thus each summand in the semiclassical Green’s function (D3) for a graphene cavity acquires a damping factor \( e^{-L_c/2l} \). In the trace integral (D7), these factors do not alter the stationary phase points, so that also in the trace formula in (D3) every periodic orbit contribution is weighted with a factor \( e^{-L_c/2l} \) that improves convergence of the semiclassical trace formula.
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