Fine-grained Human Activity Recognition Using Virtual On-body Acceleration Data
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Abstract—Previous work has demonstrated that virtual accelerometry data, extracted from videos using cross-modality transfer approaches like IMUTube, is beneficial for training complex and effective human activity recognition (HAR) models. Systems like IMUTube were originally designed to cover activities that are based on substantial body (part) movements. Yet, life is complex, and a range of activities of daily living is based on only rather subtle movements, which bears the question to what extent systems like IMUTube are of value also for fine-grained HAR, i.e., When does IMUTube break? In this work we first introduce a measure to quantitatively assess the subtlety of human movements that are underlying activities of interest—the motion subtlety index (MSI)—which captures local pixel movements and pose changes in the vicinity of target virtual sensor locations, and correlate it to the eventual activity recognition accuracy. We then perform a “stress-test” on IMUTube and explore for which activities with underlying subtle movements a cross-modality transfer approach works, and for which not. As such, the work presented in this paper allows us to map out the landscape for IMUTube applications in practical scenarios.

Index Terms—human activity recognition, virtual IMU data, eating

I. INTRODUCTION

The effectiveness of supervised learning methods for deriving human activity recognition systems (HAR) for wearables depends heavily on the availability of curated, i.e., annotated datasets [1]. One major issue with current machine learning solutions in the field is the paucity of labeled datasets. Annotating sensor data in HAR is expensive, often privacy invasive, and often prone to errors or has other practical limitations [2]–[4].

Recently, systems like IMUTube [5] have been introduced that tackle the aforementioned problem by generating virtual IMU data from videos to increase the size of training datasets that can be used for model training. IMUTube was designed to recognize substantial body movements through estimating the movements of 3D body keypoints from single-view videos. The system has been successfully validated with virtual IMU data for wrist sensors for locomotion and gym exercise activities, i.e., targeting activities that are based on substantial body movements (or of parts thereof).

With the previous success of systems like IMUTube (Fig. [1] for recognizing human activities with underlying coarse motions, the next step now is to explore to what extent such approaches generalize to activities with more subtle body movements. Many important activities of daily living are more subtle, exhibiting much lesser motion differences between and more variance within activities, e.g., eating, holding (and talking on) a phone, or washing dishes, etc [6]. As such, it is desirable to understand how substantial the body (part) movements need to be for systems like IMUTube to be of practical value.

The work presented in this paper targets exactly that aforementioned problem: We develop a measure for the quantitative assessment of the subtlety of movements and correlate it to the effectiveness of HAR systems that have been derived using virtual IMU training data generated using IMUTube on unconstrained videos of target activities. As such, we aim to find the “breaking point” of IMUTube with respect to when the motions assigned with activities of interest are too subtle for the system to be beneficial for designing HAR systems. This analysis allows us to formulate concrete guidelines for HAR practitioners who plan to employ cross-modality transfer systems for their HAR model development efforts.

We hypothesize that the amount of human motion in a video sequence can be captured by measuring local pixel movements in the vicinity of the target on-body sensor locations. We define a novel metric—the Motion Subtlety Index (MSI)—that measures the subtlety of motion of human activities performed in a video sequence with respect to the particular on-body sensor locations of interest by using optical flow and pose estimation methods. Our experimental evaluation on a range of activities of daily living shows that the MSI extracted from human activity videos is highly correlated to the eventual recognition accuracy of HAR systems that were derived using virtual IMU data extracted from videos. As such, the MSI is an
excellent proxy that can be used for the a-priori prediction of the potential effectiveness of cross-modal transfer approaches.

With this new measure, we are now in the position to “stress-test” the IMUTube system. We study its effectiveness for virtual wrist sensors on a much more extensive range than in the original publications when the system was first introduced. We focus on activities with more subtle motions than the coarse motions studied previously, including washing hands, playing instruments, driving, and so on, which are essential activities when it comes to assessing an individuals’ quality of life [9].

Our experiment shows that activities with more subtle motions can benefit from virtual IMU data extracted from videos. In the second part of our study we focus specifically on an eating detection task [8] based on wrist-worn IMUs, which has important applications in health assessments [10]–[13]. On this task, IMUTube showed surprising effectiveness for improving recognition accuracy with gains of 8.4% absolute when using curated video data and of 5.9% absolute (both F1-scores) when using unconstrained video data as they were retrieved through a keyword-based search on YouTube. Such performance improvements are significant because IMUTube was designed with coarse, i.e., significant body motion in mind, contrasting with the subtle movements in daily activities.

The contributions of this paper are two-fold:

1) By correlating activity recognition accuracy, measured in F1-score, and MSI, our study allows us to identify when IMUTube “reaks”, i.e., to assess the application range of cross-modality transfer approaches for developing HAR systems.

2) Through the newly introduced quantification of the subtlety of human movements and its correlation to the eventual effectiveness of HAR systems that were derived based on virtual IMU data, we can draw conclusions about application cases for systems like IMUTube and, essentially, map out the landscape for IMUTube applications in practical scenarios.

Our results shall encourage the HAR community to investigate further the use of cross-modality transfer approaches such as IMUTube for various complex and subtle human activities.

II. RELATED WORK

In this work, we analyze to what extent virtual IMU data from wrist sensors are of value for deriving recognition systems that target activities with underlying subtle motions. In what follows, we briefly explain the virtual sensor generation method through IMUTube, on which our work is based, before summarizing previous work in classifying fine motion activities in daily life.

A. IMUTube: Virtual IMU Data from Videos

IMUTube was proposed to tackle the challenges that come with the collection of labeled wearable data such as privacy, accuracy, but also practical and logistical obstacles. The system automatically converts large-scale video datasets into virtual IMU data that can be used for training sensor-based HAR systems [5]–[7]. As shown in Figure 1, IMUTube resembles a processing pipeline that incorporates computer vision, graphics, and machine learning models to extract virtual IMU data from human activity videos for various on-body locations. The system consists of three main parts: i) adaptive video selection; ii) 3D human motion tracking; and iii) virtual IMU data extraction and calibration.

When querying YouTube with activity keywords, for example, eating, the returned videos may contain: i) many sequences that are irrelevant to human activities, such as intros and outros; or ii) video sequences that are very challenging to track human motions accurately. To identify video segments that will lead to high-quality virtual IMU data, the adaptive video selection module actively filters video sequences with irrelevant frames, noisy poses, occlusions, or extreme foreground and background camera motions.

The remainder of the videos selected from this process is then processed to estimate 3D joint rotation and global motion for extracting 3D motion information of human activities. Virtual IMU data is then extracted using the 3D motion information. The extracted virtual IMU data is calibrated using a small amount of target real IMU data to overcome the inevitable gap between the distributional characteristics of the two domains. IMUTube was mainly designed, deployed and validated for human activities with underlying coarse motions, such as locomotion or gym exercises. Yet, many real-world
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activities are based on only subtle body (part) movements and, hence, in this paper we explore how far the application range of approaches like IMUTube reaches.

B. Sensor-Based Recognition of Daily Activities

To assess well-being or quality of life for individuals, understanding activities in daily routines is important. For example, to assess the—potentially sedentary—lifestyle of individuals, early works in human activity recognition with wearable sensors (HAR) focused on detecting locomotion activities, including sitting or walking. After achieving success in recognizing locomotion activities, more recent work explored the application of wearable-based human activity recognition to fine-grained daily activities that provide more context for how users are situated.

Due to the popularity of commodity wrist devices, many works have studied fine-grained activity recognition with wrist sensors. Laput and Harrison demonstrated that fine-grained hand activities, such as writing or typing on a keyboard, can be detected by accelerometry data from wrist sensors. Moschetti et al. used wrist and index finger motion data to recognize eating, drinking, and brushing teeth. Ashri et al. have explored the use of wrist motion sensors to recognize daily activities such as driving, getting dressed, or house cleaning. Other work showed that wrist or arm sensors could successfully classify multiple gym exercises.

With the increasing attention to eating activities for measuring risks in physical and mental health, some work has focused on designing HAR models that are specific to eating detection using wearables. Eating as an activity is a very subtle motion. It involves repeated hand movement to the mouth, which varies vastly depending on the eating habits and the food consumed. One of the critical challenges in a fully automated food intake monitoring system is to identify whether the eating has happened or not within a given time frame. Past works have tried to solve this problem using training an eating moment recognition method on carefully curated in-lab datasets and then testing upon semi-controlled wild datasets.

While previous methods for recognizing daily activities were shown to be effective, they are still limited by the amount of lab data available for training. For such activities with subtle motions, collecting large-scale labeled datasets is pivotal for improving the generalizability of the trained model.

III. QUANTIFYING MOTION SUBTLETY IN HUMAN ACTIVITY VIDEO

The IMUTube system was originally designed to capture substantial body (part) movements in human activity videos — information, which is subsequently transferred to virtual IMU data. In this work, we explore how such a system can be used when studying human activities with only subtle underlying movements. Essentially, we aim to find the “breaking point” of IMUTube-like approaches, i.e., what the limits of its applicability are — beyond the originally studied coarse movement activities. We define subtle motions in human activities as those movements that involve one or two body parts moving in the very limited range of distances. For example, activities such as washing hands, writing, cooking, eating, and so on, involve only hand or arm movements that are much smaller in range compared to activities that are based on whole-body involvement, such as sports or gym exercises.

3D human motion tracking is at the heart of IMUTube. Although state-of-the-art 3D human motion tracking techniques are effective at capturing whole body movements, they are still limited at capturing subtle movements that only involve local body parts. We consider the IMUTube system as upper bounded by the amount of motion that motion tracking techniques can capture in videos of human activities. Therefore, we hypothesize that IMUTube will start to struggle to generate useful virtual IMU data as the motions involved in underlying activity become more subtle.

With this in mind, it is important to identify early on for which activities IMUTube may “break” before actually allocating resources and time to generate virtual IMU data and develop activity recognition model. For an objective quantification of the subtlety of movements involved in an activity of interest, we introduce a novel metric, namely Motion Subtlety Index (MSI). This metric measures the motion subtlety of activities from videos, which supports the aforementioned early decision making whether using IMUTube is beneficial or not. Specifically, we combine optical flow and

---
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and 2D pose estimation \cite{32} from a video sequence to quantify the pixel-level motion quantity in the local area near the targeted on-body sensor location. Figure 2 illustrates how the MSI is calculated for an exemplary video segment that captures a sequence of a writing activity with the wrist as the target location for the virtual IMU sensor. For each frame in a video segment with \( T \) frames, we first compute the optical flow and estimate 2D poses. The estimated optical flow at each pixel and time is normalized according to frame size to take account for different resolutions of videos available, \((u^t_i, v^t_i) \rightarrow (u^t_i/H, v^t_i/W)\), where \((u^t_i, v^t_i)\) are vertical and horizontal optical flow at pixel \( i \) and time \( t \) and \((H, W)\) are height and width of frame size of the video. Next, at each frame, we calculate the average magnitude of the normalized optical flow at the local patch, \( K \times K \), in the neighborhood of the wrist keypoint location, which is automatically detected by our 2D pose estimation procedure \cite{33}. To take account of varying resolution of video frames, the patch size is 2\% of the larger dimension of the frame, \( K = 0.02 \times \max(H, W) \).

\[
MSI_i = \frac{1}{N} \sum_{-\frac{K}{2} \leq k, j \leq \frac{K}{2}} \sqrt{(u^t_{n+k})^2 + (v^t_{n+j})^2}\tag{1}
\]

where \( u^t_n \) and \( v^t_n \) are vertical and horizontal components of the normalized optical flow measurements from the keypoint location at time \( t \), and \( N = K \times K \). The MSI for the analysis window is then computed as the exponential of negative standard deviation of \( MSI_{1:T} = [MSI_1, MSI_2, \ldots, MSI_T] \):

\[
MSI = e^{-w \times std(MSI_{1:T})}\tag{2}
\]

We used \( w = 100 \) to account for the minimal difference in MSI where \( std(MSI_{1:T}) \approx 0 \).

Overall, MSI captures the motion information recorded around the on-body sensor location for underlying activities in the given video sequence. A smaller MSI means more significant motions are involved with ongoing activities, whereas a larger MSI indicates more subtle movements. Note that computing the MSI for any given video segment takes far less time and resources than extracting the virtual IMU data from the video segment using IMUTube.

IV. EXPERIMENT

In this study, we look at potential changes in the accuracy (F1 score) of human activity recognition models trained using virtual IMU data when activities with more subtle movements are targeted (quantified using our newly proposed MSI measure). We first give an overview of our workflow that utilizes IMUTube. Then we will discuss the benchmark datasets and video sources used for our study.

A. HAR with Virtual IMU Data from Wrist Sensors

We followed the approach used in the original IMUTube experiments \cite{5}. We extracted virtual IMU data for wrist sensors from video datasets, which are calibrated with (a small amount of) real IMU data used for training. Real IMU data is subsampled to 25 Hz to match the sampling rate of virtual IMU data extracted from videos. Both virtual and real IMU data are segmented into fixed length analysis frames that contain consecutive readings using the sliding window technique. The choice of window size depends on the particular classification task of interest. Then, features are extracted from both real and virtual analysis windows, which are used to train a classification back-end. In line with previous IMUTube studies, we employ the Random Forest classifier. Lastly, the trained model is tested on unseen real IMU data. For assessing motion subtlety, MSI is derived from the video sequence that corresponds to each virtual IMU data segment.

As baseline, we use the model that was trained only using real IMU data, i.e., the training sets as they were provided by the individual datasets, which is in line with previous work. Identical to previous IMUTube explorations, we then train a model using both real and virtual IMU data, which is used to assess the effectiveness of virtual IMU data for HAR tasks. Model effectiveness is evaluated through F1 scores. As explained below, virtual IMU datasets are extracted from curated or in-the-wild video datasets.

B. Benchmark Real IMU Dataset

For studying subtle motions in daily activities, we use two benchmark datasets for wrist sensors: daily activity classification \cite{9} and eating activity classification \cite{8}. Table 1 shows statistics of the dataset used in our experiments.



| Task                  | Dataset                | Duration |
|-----------------------|------------------------|----------|
| Eating                | Real IMU (Lab-20)      | 284 minutes |
|                       | Real IMU (Wild-7)      | 128 minutes |
|                       | Virtual IMU (Curated)  | 17 minutes  |
|                       | Virtual IMU (In-the-wild) | 31 minutes |
| Daily Activity        | Virtual IMU (HAD-AW)   | 454 minutes |
|                       | Virtual IMU (Curated)  | 201 minutes |
|                       | Virtual IMU (In-the-wild) | 71 minutes |
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on average. The eating moments involve, eating with fork & knife, hand, and spoon. While non-eating activities include watching trailer, conversation, brush teeth, place a phone call etc., all being subtle hand motions. For in-the-wild dataset, we used the Wild-7 dataset [8], which was collected from seven participants. Out of a total of 31 hours and 28 minutes of data, 2 hours and 8 minutes were labeled as eating activities.

C. Curated Video Data Set

For assessing the feasibility of using virtual IMU data for recognizing subtle motion activities, we first collected virtual IMU data from a well curated video dataset, Kinetics-400 [34], where all videos were manually trimmed down to clips of 10 seconds to contain specific activity classes.

1) Daily Activities: For the first set of experiments we used the well curated Kinetics-400 video dataset [35], and focused on 17 activity classes that are based on subtle body (parts) movements (as assessed by us). In total, we generated a virtual IMU dataset with approximately 50% of the size of the corresponding, original real IMU dataset. As shown in Figure 3 the virtual IMU samples are imbalanced, as many video clips are removed due to low quality and noisy scenes for extracting virtual IMU for wrist movement. Hence, the duration of the extracted virtual IMU dataset is shorter than the combined duration of the video clips.

2) Eating: From the Kinetics-400 dataset, we collected 417 video clips for the eating class, which were labeled as one of 10 eating-related classes (eating: burger, cake, carrots, chips, doughnuts, hotdog, ice cream, nachos, spaghetti, watermelon). The number of eating instances in the extracted virtual IMU dataset is approximately 6% of that in the Lab-20 dataset.

D. In-the-Wild Video Dataset

YouTube houses one of the largest collection of uncurated videos that are coarsely labeled using Google’s search algorithm, providing a virtually unlimited source of videos for any activity. As shown in Figure 4, videos from such repositories may contain scenes that do not capture movements related to eating, i.e., scenes that IMUTube can automatically filter out with Adaptive Video Selection modules (yellow box). We downloaded videos from YouTube using activity names as search queries. Returned videos are sorted according to relevance.

1) Daily Activities: We downloaded one video for each class, which was on average approximately 8 minutes long (per activity). Based on this, we generated virtual IMU data that are in total approximately 16% the size of the baseline, real IMU dataset.

2) Eating: We downloaded two YouTube videos, where the first video is 22 minutes long, and the second one has a duration of 17 minutes. From those two videos combined, we could collect 11% of the amount of eating data samples compared to Lab-20 dataset.

E. Experiment Settings and Hyperparameters

1) Daily Activities: We applied 5-fold stratified cross-validation. We could not test leave-one-user-out cross validation because the public released version of the HAD-AW dataset is incomplete, so many activities were not performed by the same users. After calibrating the virtual IMU data with the HAD-AW dataset, all real and virtual IMU data were segmented using a sliding window procedure with frame length of 3 seconds and step size of 1.5 seconds (identical to previous work [9]). We then extracted ECDF features from each analysis frame. The extracted ECDF features are then used to train a Random Forest classifier. We report the average of the macro F1 score from all folds for three runs.

2) Eating: We used the Lab-20 dataset as training set and Wild-7 as testing set. Accordingly, virtual IMU data was calibrated with the Lab-20 dataset. Identical to previous eating studies [8], we applied a sliding window based segmentation with a window size of 6 seconds, and 50% overlap between consecutive analysis frames. For each frame we then extracted mean, variance, skewness, kurtosis and root mean square
features. The predictions from the trained Random Forest (RF) model were fed into a DBSCAN clustering to aggregate eating moments (identical to previous work [8]). We report binary F1-scores from the average of three runs on Wild-7 dataset.

V. Results

We first show overall classification performance when using virtual IMU data, as discussed earlier, for classifying activities with subtle motions. We then study how virtual IMU data impacted classification performance for each activity. Table II shows classification results for both daily activities, and eating recognition tasks for the models trained only with real IMU data, and for those that additionally use virtual IMU data either from curated or in-the-wild dataset.

A. Daily Activity Classification

Using additional virtual IMU data resulted in similar classification performance when compared to the case where only real IMU data was used. We consider that the model relied heavily on real IMU data to capture very detailed movement patterns for the classification tasks as virtual IMU data could not capture the characteristics of those subtle motions from the video data. The result shows the breaking point of IMUTube as using virtual IMU data no longer improves classification performance and can actually degrade model performance. We see that the model used in-the-wild virtual IMU dataset performed better than the model that used the curated dataset. This is because the in-the-wild dataset contained less data than the curated dataset, resulting in less impact to the F1 score compared to the baseline model. In the later analysis, we will quantify failing scenario of IMUTube according to the MSI analysis for daily activities

B. Eating Moment Recognition

Much to our surprise, the addition of virtual IMU data—generated using the unmodified IMUTube system, which, again, was originally designed for the analysis of coarse motion activities—was very effective for eating specific activity classification. Different from the daily activities recognition task, adding virtual IMU data significantly improved the performance of the downstream model. The baseline model using only real IMU data achieved 71.5% F1-score, and our model, trained including the curated virtual IMU data, improved the result to 79.94%. For the in-the-wild-scenario

we observe improvements of 5.9% to 77.45%. We suspect this improvement came from the virtual IMU data containing wide range of fine-grained eating motions collected from videos for varying utensils or food types that involves large arm motions. The dataset for the daily activities classification task only included “eating a sandwich” for eating. Upon examining videos of people eating a sandwich, we find that most of the body movements involve the head. The wrist and arm movements are limited compared to other kinds of eating activities, such as eating with a fork & knife.

C. First Analysis

The results of our initial experimental evaluation suggest that the addition of virtual IMU, generated using the vanilla IMUTube system, is only of limited effectiveness on average for the task of recognizing activities of daily living that only exhibit subtle body (part) movements. However, the addition of IMUTube-generated virtual IMU data was very effective for the analysis of eating activities.

In what follows, we dive deeper into the analysis, which resembles the aforementioned detailed “stress test”, which will provide us with a deeper, objective understanding when, i.e., for which activities IMUTube is beneficial, and when not. Aiming for concrete guidelines for practitioners who want to use IMU/Tube-like systems for their HAR deployments, we utilize the newly introduced MSI score as a means for quantitative assessments and guidance.

D. MSI-Based Assessment of IMUTube’s Utility for HAR

To understand for which activity virtual IMU data was most useful, Figure 5 shows the detailed classification performance changes for each class in the daily activities recognition task when adding virtual IMU data (from curated videos) to model training. Performance changes of up to more than ±5% absolute (F1 score) can be observed. Improvements can be seen for activities like flipping, reading, washing hands, bed making, driving, and cutting. This suggest that virtual IMU data does have value for activities with only subtle body (part) movements.
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Aiming for an objective, up-front assessment–based on a-priori analysis of the source videos—we now explore how the eventual classification performance for individual activities correlates to the video-based subtlety quantification using our MSI index.

Having a cut-off threshold MSI value would work as a practical means for practitioners to help deciding whether or not to put resources and time into generating virtual IMU data using a system like IMUTube. Figure 6 plots the changes in classification performance (“Change in F1” – y-axis) in relation to MSI values calculated for the underlying activity videos (“MSI” – x-axis). The MSI value for each class (cMSI) represents the mode of the MSI distribution computed from all curated videos for each class using Kernel Density Estimation. As we increase the MSI cut-off values (x-axis), we included activity classes with more subtle classes for classification task. Then, we computed the classification performance changes coming from using virtual IMU data at each MSI cut-off value. For easier interpretation, we fit a spline curve (green) to find an approximative decision boundary between activities that benefit from additional virtual IMU data (left of the boundary), or not (right of it).

E. MSI-Driven Control of Virtual IMU Data Generation

We additionally conducted an experiment for the case of all targeting all 17 activities but generating—and using—virtual IMU data only for those classes for which the MSI value was determined to be below the cut-off value, i.e., they are predicted to be north of the decision boundary in Fig. 6. It is worth reminding that the MSI values are calculated on the videos prior to actually generating virtual IMU data using IMUTube. Figure 7 shows the strong negative correlation ($r = -0.85$, $p \leq 0.001$) (Pearson) between the MSI cut-off values and changes in F1 score introduced by using virtual IMU data for the activity classes with cMSI below the MSI cut-off value. The zero-crossing of the linear line fit for all data points was $MSI = 0.89$, which was very similar to the previous experiment. This strongly supports that MSI can provide a reference to gauge the benefit of using virtual IMU data when classifying activities with subtle motions.

Overall, this study demonstrates that the proposed MSI provides quantifiable approach to pinpoint when IMUTube will fail when it comes to subtle activities. Activity classes beyond $0.9 \leq MSI$ seems to have very subtle and complex motions in hand and wrist movements that are very difficult for IMUTube to capture due to the current limitations of state-of-the-art human motion tracking techniques [29].

VI. SUMMARY AND CONCLUSION

Based on the success of cross-modality transfer approaches such as IMUTube [5], in this paper we explored to what extent virtual IMU data benefit HAR systems that tackle activities, which are based on more subtle body (parts) movements. IMUTube was originally designed to support HAR systems that target coarse movement activities, such as locomotion.

Our exploration unveils two important aspects that are relevant for the broader HAR community: i) The subtlety of motions in activities is quantifiable in video data – through our newly introduced Motion Subtlety Index (MSI), which correlates with the eventual downstream activity recognition accuracy on IMU data; ii) Our analysis identified a range of subtle movement activities for which IMUTube is beneficial—most notably, and somewhat surprisingly, eating–and another range of subtle movement activities, for which it is not.

We were able to systematically, and objectively assess how the addition of virtual IMU data benefits general HAR systems and showed how the a-priori calculation of MSI values on videos can be used to effectively guide the application of systems like IMUTube.

In cases where the addition of IMUTube-generated virtual IMU data is not beneficial for downstream HAR accuracy, it is most likely that the underlying 3D human motion tracking techniques cannot capture enough movement detail, for example, the detailed hand and wrist coordination as it is common for subtle movements. As a result, the generated virtual IMU data is essentially only adding noise, which,–not surprisingly—has a detrimental effect on the overall system effectiveness.

Overall, the MSI-based assessment of subtlety of activity movements and, correlated to that, the prediction of downstream HAR effectiveness is of substantial practical value for practitioners in planning resource allocation when using cross-modality systems like IMUTube. Such a-priori analysis is of growing interest [30] as it allows non-HAR experts to make informed decisions on what it will take to set up an effective HAR system before actually embarking on such an endeavor. Finally, it is worth mentioning that the study presented in this paper is limited to wrist motions and a handful of human activities. As such, more research and follow-up studies are encouraged for broader generalizability, specifically to: i)
explore the use of MSI and virtual IMU data for other on-body sensor locations and wider range of human activities that involves subtle motions; and ii) to resolve the challenges in related techniques in tracking subtle motions for computer vision, graphics and biomechanics research communities. The work presented in this paper represents the first step in this direction.
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