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Abstract—Organizations rely heavily on time series metrics to measure and model key aspects of operational and business performance. The ability to reliably detect issues with these metrics is imperative to identifying early indicators of major problems before they become pervasive. It can be very challenging to proactively monitor a large number of diverse and constantly changing time series for anomalies, so there are often gaps in monitoring coverage, disabled or ignored monitors due to false positive alarms, and teams resorting to manual inspection of charts to catch problems. Traditionally, variations in the data generation processes and patterns have required strong modeling expertise to create models that accurately flag anomalies. In this paper, we describe an anomaly detection system that overcomes this common challenge by keeping track of its own performance and making changes as necessary to each model without requiring manual intervention. We demonstrate that this novel approach outperforms available alternatives on benchmark datasets in many scenarios.

Index Terms—Anomaly Detection, Structural Modeling, Filtering Modeling, Configuration Optimization, Excess Mass, Mass Volume

I. INTRODUCTION

Detecting data quality issues is a challenging yet crucial operation within every data-driven organization. Companies are dedicating lots of resources to identify data quality issues in a time-sensitive fashion to avoid cascading failure effects. Previous work has widely used anomaly detection methods to monitor time series data. However, there are challenges remaining with how to scale such methods across different teams and business domains.

To effectively monitor data within a large ecosystem, an accurate and efficient approach that can be easily adapted for different use cases is required. This is particularly challenging when metrics are generated by different internal or external processes, with varying seasonalities, granularity, and noise. With these conditions, using manual model development and training is expensive and ineffective.

In addition to scaling the data quality monitoring coverage within an organization, we need an approach that can be deployed with minimal configuration, allowing the process of modeling, training and configuration tuning to be automated.

In order to implement an effective anomaly detection approach, we have identified the following challenges that need to be addressed:

- **Generalization:** Time series data patterns and characteristics are largely variant (see figure [1]), depending on the data generation processes and business domain. Therefore, the anomaly detection approach should be generalizable to incorporate a wide range of business and operational metrics ([1]).

- **Automation:** Configuration of the right anomaly detection model varies a lot from one problem to another, requiring strong domain expertise and manual tuning which is both time and labor consuming. Therefore, exhaustive monitoring coverage requires automating the process of data collection, modeling and scoring as much as possible to increase adoption of the solution within an organization.

- **Self-awareness:** Variational patterns of the data generated by a system may evolve over time. Hence, the anomaly
detector needs to seamlessly adapt to such changes without compromising its anomaly classification performance.

- **Democratization**: Visibility of monitoring across multiple system components is important to identify the root cause of a given issue. Independent monitoring over different components creates complexity in terms of visibility and interpretations. An effective approach should democratize the anomaly detection and reporting mechanism by providing a self-service onboarding tool that only requires minimal configuration and hides the detail of the ML backend from the users.

  To address the aforementioned challenges, we have designed and implemented an automated anomaly detection system across Zillow Group that enables scientists, engineers, and product managers to easily create machine learning powered pipelines to monitor their metrics and receive alerts when anomalies are observed.

  Our system is backed by a hybrid unsupervised algorithm that includes two main classes of anomaly detection models (structure based and filter-based) and automatically select and adjust the best model for the user’s data. We achieve this by modeling anomaly detection as an optimization problem with a multi term objective function that measures both predictive accuracy and uncertainty fluctuations.

  In addition, we have employed a self-awareness component to address changes in the underlying data, such as structural or variational changes, as well as model misspecification during the initial training phase. Our approach measures evaluation metrics for unsupervised models such as Mass Volume (MV) curve and Excess Mass (EM) curve with some other naive metrics such as the rate of anomalies per scoring instance as the performance indicators of our anomaly detection approach and trigger the auto-tuning process if a significant change is observed.

  To democratize the data monitoring process, we have deployed our system as a self-service platform (refer to Section IV) that allows users to interact with a wrapper around the configuration and management of the core ML service. By taking advantage of automated configuration tuning, we are able to hide the complexity and details of our ML backend from the user. This has played a crucial role in adoption of our platform within different teams in our company.

  We evaluate our approach by comparing its anomaly classification and forecasting performance with three well known time series anomaly detection/forecasting solutions: Prophet, Luminol and ADTK (Section VI). To run the experiments, we use benchmark data from Numenta Anomaly Benchmark (NAB). Our experiments show that our approach can reach the same level of performance, and often outperforms these existing solutions, without any human intervention.

II. RELATED WORKS

Organizations must incorporate relevant monitoring at each phase of a data pipeline in order to ensure its stability. Typically, a specific process output is an aggregated result of a series of upstream processes. Hence, the root of a cascading failure can be caught if a detailed mapping of all the dependent process call graphs are available (2). Moreover, some accumulated minor upstream changes that go undetected may lead to serious issues over time for a downstream process (e.g. a shift in feature distribution that might invalidate a configuration of a downstream machine learning model) (3, 4). One solution to detect such problems is to correlate the anomaly scores at several component levels (5). However, the success of such an approach depends on an exhaustive coverage of monitoring through different system components.

When developing an anomaly detection model, it is important to be able to capture what constitutes an unexpected value for a specific metric or dataset. Gathering profile information for batches of data can help summarize any major data shifts that should be accounted for in training. A typical approach for this is to compute information related to past change points or trend changes (5, 7, 8). For online anomaly detection use cases, the types of anomalies vary a lot from one use case to another, but typically can be defined as the point or a set of points that behave significantly different from the others. There are several methods available that can track outlying points for low frequency time series data (9, 10, 11, 12) and for streaming use cases (13, 14, 15). These methods have very minimal requirements for external information outside of the time series data, and depend mostly on quantifying the patterns present within the time series itself. However, methods exist to allow the flexibility of adding external information in the model (such as holidays) (16, 17) for improved predictive performance and for preventing false positives when fluctuations are expected. Moreover, there are techniques that go a step further to find causal relationships between time series to identify the actual root cause for the an unexpected event (18, 19, 20, 21).

As mentioned in the previous section, complexities of different services and their interactions at an organizational level require an off-the-shelf system that can perform anomaly detection for wide ranges of time series data. Many approaches have been proposed for automating ML systems. Some of the important methods for building an automated ML systems include automated feature engineering (22), Bayesian Optimization for hyper-parameter tuning (23, 24) and automatic optimization for prespecified sets of of ML models and data pre-processing techniques (25, 26). Moreover, recent research has proposed ways to build fully automated ML systems by incorporating many of the methods mentioned above (4).

III. ALGORITHM

In this section, we will discuss the step-wise process of building a reliable time series anomaly detection method. It is important to note that although we will discuss univariate time series anomaly detection problems in the modeling section, this approach can be extended to multivariate time series anomaly detection, streaming data anomaly detection, cross-sectional or spatial anomaly detection problems without changing the other proposed system components.
Any machine learning problems can be separated into four major parts: data collection, preparation, modeling (training) and serving (scoring). For the scope of this paper, we will focus on the latter three parts.

A. Data Preparation

The first step in building a reliable ML system is to develop a process of data cleaning which utilizes techniques that are relevant to the immediate use case. In our case, since we are building an anomaly detection platform for time series data, we need to identify data issues that might leak into our model. Another aspect is batch data profiling which helps us better understand the pattern of the time series in the past. Here are some of the checks and actions that can be applied for preparing a time series before training:

- **Imputation and Smoothing**: An important first step before modeling a time series is to perform missing data imputation, including any missing datetime index or value. This step is important for a time series problem since each data point is sequentially correlated to its neighboring data points. It is also important to smooth the raw time series in some cases in order to obtain valuable information to incorporate into the model.

- **Change Point Detection**: A change point is a time point or a collection of time points that shows a change in the distributional properties of the time series. A time series over its history may show few or several change points depending on what the data represents. Change points significantly add to the non-stationarity of the underlying time series, unless there are explainable external events. Hence, it is quite important to identify and take necessary actions in order to avoid any modeling issues.

- **Trend Change Detection**: Trend changes are a specific type of change point that might be of particular interest. Changes to past trends can also be important events to be caught for exploratory purposes (such as a shift in market sentiment about a product). These can be considered as events that identify changes happening over a long period of time that have not been individually caught as outliers.

- **Stationarization**: A stationary process is a stochastic process whose statistical properties remains static over time. Typically, time series data shows severe non-stationarity which brings difficulties in modeling. Identification and removal of any non-stationarity is a necessary step before applying any traditional structural or Markovian statistical, or even a machine learning model (unless it is featuerized somehow, which a challenging process for building a generic anomaly detector).

B. Modeling

There are two major qualities we need to look for in a time series model built around anomaly detection use cases. The first one is to correctly measure the data uncertainty of the time series; the second being the predictive capacity of the model. It is important to note that measuring and quantifying uncertainty sometimes gets higher priority than predictive capabilities of the model. This is because our purpose is to build an anomaly detection system for time series data with wildly diverse patterns. With this goal, attaining a certain predictive accuracy may not be possible in many situations. Moreover, a lack of training data, external features, and labeled data may make it difficult to control for any over- or under-fitting of the model if it is solely optimized around predictive capabilities.

There are several standard methods available for modeling time series data. They can be divided into three major groups:

- **Feature based Modeling**: These types of models relies on external features to be explicitly added to the model for predictive purposes. Such external features can be specific hours, days or months, holidays or other external events. Examples of such models include RNN, LSTM etc.

- **Structural Modeling**: This modeling technique relies on past patterns in features of the time series data to predict future patterns, using information including the trend, periodicity, autocorrelations at different lags, etc. In other words, this class of models uses historical structures or patterns in the time series itself for making predictions. Examples of such models are Auto regressive models, ARMA or ARIMA models etc. Sometimes, external feature information can be combined with a structural model. An example of such a technical is ARIMAX.

- **Filter based Modeling**: As discussed earlier, it is sometimes very hard to build a model around predictive accuracy if the data does not show much structural or event based signals. In these cases, it becomes important to quantify the fluctuation patterns to distinguish the anomalous ones from the regular ones. Examples of such techniques include the standard 3-sigma methods, as well as more sophisticated Kalman Filter based modeling.

A feature-based model can be greatly optimized around a specific time series under the assumption that the feature set is exhaustive enough to explain the variational patterns. Hence, building an optimal feature-based model requires a great amount of feature engineering, and correspondingly requires a large training dataset to attain a certain degrees of freedom that allows the parametric estimates to achieve a high estimation efficacy. Because of these constraints, our approach focuses on using structural and filter-based modeling over feature-based modeling.

Let us specify the structural model in the following format:

\[
\Phi(B)Y_t = \theta(B)X_t + \Omega(B)\epsilon_t
\]

Here, \(Y_t\) is the value of the time series at time \(t\); \(\Phi(B)\) contains autoregressive terms; \(\Omega(B)\) contains the moving average terms; and \(\epsilon_t\) is a white noise process which overall represents a standard ARMAX model setup. This is to note that we separately quantify the stationarity of the data in the data preparation section to gain more control during the scoring process. Moreover, in order to capture any periodic
component present in the data, we represent $X_t$ as,

$$X_t = \sum_{F=1}^{l} \alpha_F e^{2\pi Ft} f_t$$ (2)

$$= \sum_{F=1}^{l} \alpha_F \{\cos(2\pi Ft) + i\sin(2\pi Ft)\}$$ (3)

where $\alpha_F$ is the coefficient for the $F^{th}$ frequency term in the Fourier series, and $l$ is the most significant number of Fourier frequencies obtained through the power spectral density [27].

The exogenous term $X_t$ can also include some external periodic features such as holidays or significant events, although significant data with multiple occurrences of all feature events are required. The scope of building such feature based modeling is limited due to the limitations discussed above. The reason for calling the above model structural is that every piece of structural information (autocorrelation, trend, seasonality, etc.) is extracted from the time series and explicitly used as the modeling components. This works well when the time series contains good structural signals. Otherwise, we need to introduce an uncertainty based model to quantify the fluctuation patterns. We use the general state space setup for such use cases,

$$Y_t = A_t X_t + V_t$$ (4)

where $A_t$ is the relationship matrix and $V_t \sim N(0, R)$ is the measurement noise. Also,

$$X_{t+1} = C_t X_t + W_t$$ (5)

Here $X_t$ is the hidden state corresponding to the observed state $Y_t$. $C_t$ defines the relationship between the consecutive states as well as the off-diagonal elements represents any cross-sectional relationships. $W_t \sim N(0, Q)$ represents the process noise for the underlying state propagation.

We use the standard Kalman Filter based technique for quantifying a residual process $\eta_{t+1} = X_{t+1|t+1} - X_{t+1|t}$ ($X_{t+1|t}$ and $X_{t+1|t+1}$ being the prior and the posterior state estimates respectively) by modeling its variational patterns using a Gaussian process [9].

Sometimes, the time series data shows severe skewness, which is a challenge to capture through a linear modeling setup. This is prevalent in situations where the time series is designed to capture extremities, for example, time series of p95 or p99 latencies. In those scenarios, defining a multiplicative model (or additive on a logarithmic scale) generates a better fit over the skewness.

$$\Phi(B)Y_t = \theta(B)X_t \cdot \Omega(B)\epsilon_t$$ (6)

$$\ln \Phi(B)Y_t = \ln \theta(B)X_t + \ln \Omega(B)\epsilon_t$$ (7)

$$\Phi^*(B)Y^*_t = \theta^*(B)X^*_t + \Omega^*(B)\epsilon^*_t$$ (8)

C. Optimization

The biggest challenge of optimizing the configuration space for an anomaly detection model is the lack of labeled anomalous data. Moreover, temporal dynamics or pattern shifts invalidate even moderately recent labeled anomalies, and require a continuous flow of labels that makes the process highly unscaleable. In general, the traditional time series anomaly detection methods usually rely on forecasting accuracy rather than optimizing the models around their anomaly classification capabilities.

Under the modeling setup discussed in the last few subsections, the optimization process involves identifying the actions to perform during the data processing step, data modeling step, and setting any other hyperparameters so that the result is in close proximity to its optimal value. These actions include the decision to truncate the training time series data due to an observed shift in the data property, proportion of missing data to allow in the time series given the amount of signal observed, decision to model the data in log scale, modeling approach to choose between with the corresponding modeling configurations. We can list the configuration ($\psi$) need to be tuned as follows:

- data_shift_truncation: <True or False>
- missing_data_proportion: <float in [0, 1]>
- log_transform_data: <True or False>
- model:
  - structural:
    - max_fourier_frequencies: <int >= 0
    - include_holidays_exog: <True or False>
    - auto_regressive_lag: <int >= 0
    - moving_avg_lag: <int >= 0
  - filtering # no additional config required

It is important to note that the configuration space can be extended to a further complex structure by incorporating additional data pre-processing techniques, bringing more complexity to the existing models or even introducing a new modeling method without changing the overall optimization approach.

The above nested configuration space makes it very complex to create a unified cost function for the problem since the structural model is designed to be optimized around forecasting accuracy whereas the filtering model is an uncertainty quantification method around the evolving fluctuation patterns. To build a cost function optimized towards anomaly classification and simultaneously improve the prediction accuracy (whenever possible), we can set up our cost function as the following convex combination of two cost functions:

$$J(\psi) = \begin{cases} 
\alpha CE + (1-\alpha) \cdot MAPE & \text{if } \text{method} = \text{structural} \\
CE & \text{if } \text{method} = \text{filtering} 
\end{cases}$$ (9)

Here, CE is the cross-entropy for the observed anomaly probabilities generated from the models and the labeled data with anomalies and non-anomalies. The second part of the cost function for structural models optimizes the predictive accuracy for the selected configuration. This means we optimize the classification accuracy for only the filtering model.
when the underlying time series carries almost no signal, and perform a weighted optimization on both classification and forecasting accuracy (using mean absolute percentage error) for the structural model when the time series data contains a good amount of signal. Here, $0 \leq \alpha \leq 1$.

In order to generate labeled data for calculating the cross-entropy, we inject randomized synthetic anomalies over the smoothed time series data at different scales. We use tree parzen estimators as a search algorithm for optimizing the smoothed time series data at different scales. We use tree entropy, we inject randomized synthetic anomalies over the monitoring job and metrics in it.

We can use the above optimization method to identify the optimal settings required for the mathematical formulation of a model for classifying anomalies. Therefore, the entire workflow including the optimization step, followed by data preparation and modeling steps, all require minimal human intervention.

![Fig. 2: Classification optimization through synthetic anomaly injection](image)

IV. ANOMALY DETECTION SYSTEM

Our target is to build an automated and self-aware anomaly detection system which can run at scale. The section above has mostly covered considerations around minimizing the configuration requirement for the system. Further automation is still required to enable the system to run autonomously, and to keep track of its own performance in order to fine-tune itself over time. In this section, we will discuss how we can combine schedule and trigger based processes in order to create a fully hands-off anomaly detection system.

A. Data Acquisition

The very first step for the system is the ability to acquire the data. Data acquisition can be achieved in two ways, data pull and data push approach. In data pull, system should be able to connect and query the database where data resides. In data push, system should provide an end-point where process can pass data to it.

In both the approach, system should be able support monitoring of multiple anomaly detection jobs. For this, system should maintain job and metrics level information, and assign distinct identifiers. Distinct identifiers becomes the stepping stone for linking all the data system generate for each of those monitoring job and metrics in it.

B. Training

The training approach we discuss is a general setup that applies to any anomaly detection system, but there are some specifics about scheduling the training process that are special to the time series use case. A key difference between a model over cross-sectional data and a model over sequential data is that sequential models require very systematic training processes due to inherent non-stationarity. We can consider a scheduling engine that triggers the training process on a regular interval. A fully automated training process can be designed as shown in figure 3 where we sequence the subprocesses of configuration tuning, followed by data preparation and cleaning, and finally the actual training of the time series.

We consider a model storage that can store time series models after training, including all metadata such as a unique model identifiers, information related to when the model is published, and any expiry policies. Defining model expiration is an important step for time series data due to non-stationarity. Scheduling the training process varies significantly based on the data type or the data frequency. For example, high frequency data tend to show better stationarity compared to low frequency data given the same amount of innovation (e.g. a time series of length 30 with innovations per minute tend to show better stationary properties compared to a similar length time series with innovations per day).

C. Scoring

In the scoring process, we score new temporal innovations using existing trained models that are stored. The scoring process in general runs on a different schedule more frequently than the training process. Usually scoring should run at the frequency that the metrics getting monitored are generated at. For example, to monitor page views of a website that is aggregated every hour, we can train a model once in two days and can use that model to score every hour for next 48 hours of data. The scoring process obtains the right model from the model storage using the unique identifier, classifies the new innovation to be stable or anomalous using a probability value and a pre-specified threshold, and outputs its decision to the result database (shown in figure 3).

The last critical component to anomaly detection is alerting stakeholders for metrics they care about which are identified as anomalous by the scoring process. This can be achieved by creating an Alerting Service. Alerting to stakeholders can be achieved via various alerting channels such as email, chat based apps, ticketing systems, and on-call systems.

D. Performance Evaluation

Evaluating the performance of a machine learning system becomes challenging under an unsupervised setup. For anomaly detection problems, traditional ways of evaluating the system with Receiver Operating Characteristic (ROC) is not possible due to the absence of labeled data. In this paper, we use the ranked probability scores to evaluate an anomaly classification model (28, 29).
Let us consider \( \tau_1, \tau_2, \ldots, \tau_k \) be the set of \( k \) time series being monitored within a task. We define a scoring function \( s_i : \mathbb{R}^d \rightarrow \mathbb{R} \) where \( d = 1 \) for our univariate time series scenario, \( i = 1, 2, \ldots, k \) and \( s_i \) is an instance from the set of all scoring functions \( \mathcal{S} \). We can consider \( s_i \)'s to represent the degree of abnormality for a point \( x^{(i)} \in \Omega^{(i)} \subseteq \mathbb{R}^d \). If we assume \( f \) be the true representation for the data density on a unified transformed domain of the time series \( \tau_i \) \( \forall i = 1, 2, \ldots, k \) represented by \( x^{*(i)} \in \Omega^* \subseteq \mathbb{R}^d \), then for the ideal scoring function \( s \) defined over the same transformed domain \( \Omega^* \), which is an optimal representation of stability and abnormality, we can create a criterion based on \( \mathcal{C}^s (s) = ||\Phi(s) - \Phi(f)|| \) where \( \Phi : \mathbb{R} \rightarrow \mathbb{R}_+ \) is either the Mass Volume (MV) curve or the Excess Mass (EM) curve of \( s \) defined as:

\[
\begin{align*}
\text{MV}_s (\alpha) &= \inf_{u \geq 0} \text{Leb}(s \geq u) \text{ s.t. } \mathcal{P}(s(X) \geq u) \geq \alpha \quad (10) \\
\text{EM}_s(t) &= \sup_{u \geq 0} \mathcal{P}(s(X) \geq u) - t \cdot \text{Leb}(s \geq u) \quad (11)
\end{align*}
\]

where \( s(\cdot) \) is a scoring function integrable with respect to any Lebesgue measure \( \text{Leb}(\cdot) \). The idea behind the above formulation is the assumption that anomalies occur in the low probability region in the data domain and hence the scoring function should have a small value. On the other hand, stable data comes from a high probability region in the data domain and the scoring function should take higher values. A better illustration of the idea can be observed in figure 4. We can identify an unstable or under-performing configuration setup if the scoring distribution starts tilting to the right from the ideal situation (this requires keeping the logs of the scores when it satisfies a set of pre-specified conditions of stability). The optimal curves are \( MV^* = MV_f \) and \( EM^* = EM_f \) and it can be shown that

\[
\begin{align*}
\text{MV}^*(\alpha) &\leq \text{MV}_s (\alpha) \quad (12) \\
\text{EM}^*(t) &\geq \text{EM}_s(t) \quad (13)
\end{align*}
\]

Therefore, for a stable model and configuration setup, the corresponding scores are expected to produce relatively low values for the MV function and relatively high values for the EM function. The final performance criteria is computed based on the averages of the MV and the EM function under certain pre-specified domains for \( \alpha \) and \( t \) [28]. In practice, we consider,

\[
s(x) = 1 - \text{AnomalyProbability}(x)
\] (14)

across all the time series \( \tau_1, \tau_2, \ldots, \tau_k \) to obtain an ideal estimated density for the underlying anomaly level distribution for a task under certain data stability conditions and compare the individual \( s_{i}(x^{(i)}) \) with the ideal anomaly level density to evaluate the performance of the \( i^{th} \) time series model and configuration.

\[\text{Fig. 3: Architecture for the proposed automated and self-aware anomaly detection system}\]

\[\text{Fig. 4: Comparison between ideal and unstable states of an anomaly detector}\]

\[\text{E. Logging Performance Metrics and Self-Awareness}\]

A very important step for the system to self-monitor is to keep a log of its performance. Time series data evolves in different ways over time including shifts, variational patterns, evolving temporal correlational structure, and changing periodicities. Any new pattern that has never been observed in the data is treated as anomalous, but if the change is sustained, the model and/or the underlying configuration should evolve with it. An important checkpoint to register any new change
in the innovation is the scoring information. Any sub-optimal performance of the model due to older configuration or new patterns should be logged and these information can be used to re-trigger the tuning process.

We can consider some basic performance indicators, such as time series that are consecutively or frequently anomalous, or time series that are having training failures due to sub-optimal or invalid configuration. It is important to understand that such indicators are collected at the cost of anomaly alerts or failures which may not be an optimal experience for the end user of the anomaly detection service. Taking corrective measures after sending too many alerts can create alert fatigue. Failing to alert for a critical issue due to model failures can result in serious consequences. Therefore, we need an indicator of performance deterioration that can trigger an action before the service generates any bad outputs. We can consider collecting the MV’s and EM’s across all the time series as discussed in the previous subsection, and can identify a time series to require a tuning based on a threshold criterion for both MV and EM. Moreover, we can collect indicators such as Coefficient of Variation or model freshness (whether a time series is being scored using an almost expiring model) to trigger configuration updates.

At every training cycle of the data, we can consider three mutually exclusive sets of time series indicating with green ($G$: set of healthy time series model configuration), yellow ($Y$: set of time series model configurations under scrutiny) and red ($R$: set of time series models that need configuration tuning) and run the optimization trigger for the set $R$ (as shown in figure 3).

\[ G = \{r_i^G : i = 1, 2, ..., k_1\} \quad (15) \]
\[ Y = \{r_i^Y : i = 1, 2, ..., k_2\} \quad (16) \]
\[ R = \{r_i^R : i = 1, 2, ..., k_3\} \quad (17) \]
\[ G \cup Y \cup R = \{r_i : i = 1, 2, ..., k\} \quad (18) \]

Although the idea of performance evaluation and self-awareness has been proposed in this paper around anomaly detection models in general, a similar idea can be extended to any ML system where performance metrics can be logged and retrieved during the workflow. For example, one can log the performance metrics around predictive accuracy such as MAPE or RMSE to build a self-aware ML system for forecasting.

V. STABLE AND SCALABLE SYSTEM

For an organization to achieve broad adoption of an anomaly detection system, we recommend implementing several engineering practices to enable proper scalability and stability of the system. The below practices provide support for many concurrent jobs with efficient use of compute resources for training and scoring processes and support the high availability and stability of the system itself.

A. Distributed Processing

Each anomaly detection job can consist of a collection of metrics to track since stakeholders typically consider a group of metrics about a dataset or service together. For example, the number of visits to a website may be tracked in a metric collection, broken down by browser. When represented as a collection, many metrics can be trained or scored efficiently in parallel using a distributed compute framework, such as Apache Spark.

B. Auto Scaling

The load on the anomaly detection system can vary by days of the week and/or hour of the day. Having a fixed environment of processing resources has two drawbacks. First, it cannot meet growing resource demands as more metrics are added, requiring manual infrastructure changes when the environment is outgrown. Additionally, large, long-running environments waste resources during periods of light system load. We recommend setting up auto scaling policies which can increase or decrease the system resources based on the demand on the system. Auto scaling can be based on various system metrics, such as resources utilized and jobs pending.

C. Monitoring

To be able to rely on a data quality system to catch issues in a timely and reliable manner, the health of the system itself must be monitored in a robust way. We suggest monitoring a number of system metrics, including system availability, failed connections, resource utilization, unhealthy nodes, number of jobs failed, jobs killed, jobs pending and job run time. Deterministic thresholds can be configured on top of these metrics and connected to an organization’s internal tools for alerting, ticketing, service level agreements, and on-call support.

VI. BENCHMARKS

A. Anomaly Classification

In this section, we consider comparing the anomaly classification performance of the proposed automated anomaly detection system (AutoAD) against different existing time series anomaly detection solutions. We consider NAB (The Numenta Anomaly Benchmark) datasets for comparison purpose \[39\]. Although the proposed self-aware and automated anomaly detection architecture can be extended to various spatial, spatio-temporal and even for streaming use cases, we consider only real time anomaly detection use cases for this comparison purpose (hourly and daily monitoring). We perform aggregations over some selected NAB datasets with decent amount of history (on an aggregated level) since the original data is observed at a higher frequency (every 5 minutes or 10 minutes).

Since we have proposed a real time anomaly detection system, we consider the system with the following three solutions which are widely used and are built towards time series anomaly detection and forecasting:

- **Prophet**\[1\]: An automated time series forecasting procedure \[31\].

\[1\]Prophet project link: https://facebook.github.io/prophet/
• **luminol** A light-weight time series anomaly detection method.
• **ADTK** An unsupervised/rule based time series anomaly detection system.

For our comparison purpose, we consider hourly and daily aggregations of the following benchmark datasets available in NAB:

- Twitter volume CRM
- Twitter volume FB
- Twitter volume GOOG
- nyc_taxi
- machine_temperature_system_failure
- cpu_utilization_asg_misconfiguration

For each of these datasets, we sequentially train (less frequently) and score (for every timestamp) and let AutoAD to auto-trigger configuration retuning whenever necessary. For the competing methods, we either perform training at a same schedule (for Prophet) and use the trained model to score nearest future timestamps or perform batch anomaly detection (for luminol and ADTK).

In the Area under an ROC curve (AUC) comparison from table I, we can see that the proposed AutoAD method outperforms the other methods in many scenarios. Moreover, AutoAD tends to generate more consistent performance across all the datasets compared to the other methods. We also generate a combined ROC curve by combining all the true labels and the predictions from all the datasets in figure 5. This ROC shows that the AutoAD consistently outperforms the other methods mostly throughout the x axis of the curve. This means the AutoAD performs well in terms of minimizing false positive rate as well as maximizing the true positive rate.

This is to note that the anomaly classification is achieved along with the level of automation in the system. In other words, the automation and the maintenance strategy built in the system actually helps the modeling workflow to properly digest the wide temporal variations and patterns across different data over time. Specifically, the configuration optimization strategy allows the training process to search over the entire parameter space to build a custom model for a given data whenever needed.

### B. Forecasting Performance

A key component of a time series anomaly detection tool is its ability to forecast. If the underlying time series contains good enough signal, the performance around anomaly classification becomes highly correlated with forecasting performance. Equation 9 shows that the optimization method is actually built around a weighted combination of classification and forecasting capabilities of the model. Therefore, the proposed automated anomaly detection method can also be used as a forecasting tool which is another important ML tool for a stable machine learning system. For example, a daily anomaly detection model build to track cluster resources for possible anomalies can also be used for predicting future use of resources for budgeting purpose. The value of $\alpha$ from equation 9 can be tweaked based on the modeling requirements. Someone can set an alpha greater than 0 if the optimization should be done around anomaly detection and can be set less than 0.5 if it needs to be optimized for forecasting. Note that setting it near to either 0 or 1 may induce underperformance due to overfitting or underfitting with respect to the forecasting capabilities.

We consider the NAB benchmark datasets for forecasting the proposed method against other competing solutions. Since we have the anomaly labels present in each of the datasets, we consider predicting the region of the time series that are non-anomalous. For the comparison purpose, we use Prophet and

![Fig. 5: ROC curve for NAB daily and hourly aggregated benchmark datasets](image)

**TABLE I: AUC comparison with NAB benchmark datasets**

| Datasets                        | Prophet | luminol | ADTK  | AutoAD |
|---------------------------------|---------|---------|-------|--------|
|                                 | Daily   | Hourly  | Daily | Hourly |
| Twitter_volume_CRM              | 0.67/27 | 0.64/60 | 0.51/23 | 0.62/43 |
| Twitter_volume_FB               | 0.43/89 | 0.65/13 | 0.46/23 | 0.32/82 |
| Twitter_volume_GOOG             | 0.66/33 | 0.60/39 | 0.57/24 | 0.61/26 | 0.60/27 | 0.51/25 | 0.72/89 | 0.76/67 |
| nyc_taxi                        | 0.60/06 | 0.87/13 | 0.68/67 | 0.50/23 | 0.46/14 | 0.73/95 | 0.65/15 | 0.72/43 |
| machine_temperature_system_failure | 0.93/33 | 0.98/39 | 0.79/33 | 0.88/10 | 0.58/33 | 0.52/98 | 0.96/87 | 0.99/62 |
| cpu_utilization_asg_misconfiguration | 0.63/33 | 0.51/25 | 0.32/97 | 0.74/61 | 0.74/67 | 0.50/33 | 0.72/67 | 0.44/17 |

Number of configuration retunings for AutoAD is shown in parentheses in the corresponding columns.
TABLE II: Forecasting performance comparison with NAB benchmark datasets with Median Absolute Percentage Error (MDAPE) and Root Mean Squared Error (RMSE).

| Datasets                  | Prophet Daily | Prophet Hourly | AutoAD Daily | AutoAD Hourly |
|---------------------------|---------------|---------------|-------------|--------------|
| twitter_volume_CRIM       | 57.65%        | 59.01%        | 53.52%      | 54.34%       |
| twitter_volume_FB         | 14.28%        | 19.98%        | 16.95%      | 11.13%       |
| twitter_volume_CRIM,FB    | 19.83%        | 32.91%        | 16.60%      | 11.13%       |
| nyc_taxi                  | 2.13%         | 37.59%        | 5.06%       | 5.66%        |
| machine_temperature_system_failure | 12.38% | 33.90%        | 2.00%       | 0.05%        |
| cpu_utilization_asg_misconfiguration | 4.71% | 57.42%        | 6.67%       | 5.55%        |

TABLE III: Average run-time per training (for a single time series) comparison using simulated data of different lengths (The competing methods have only one run-time reported for each time series length scenario as there is no concept of Optimization trigger).

| Methods         | Time series of length 1k | Time series of length 2k | Time series of length 3k |
|-----------------|--------------------------|--------------------------|--------------------------|
| AutoAD          | 2.759 sec                | 3.019 sec                | 2.579 sec                |
| Prophet         | 4.982 sec                | 7.890 sec                | 6.122 sec                |
| Lumino          | 0.030 sec                | 0.035 sec                | 0.056 sec                |
| ADTK            | 0.038 sec                | 0.042 sec                | 0.053 sec                |

We compare the end to end run-time comparison of AutoAD with the training and scoring process for Prophet, lumino and ADTK. For comparison, we create simulated set of time series data of different lengths and artificially changing the structural properties of the data in order to auto trigger the configuration optimization step for AutoAD. We compare the average runtime per iteration for the competing methods with different scenarios. The end to end system for AutoAD considers a trigger based optimization step (with a pre-specified convergence criterion), the data preparation and profiling step and the main training step. The optimization step is a process that should occur infrequently, as it is the most expensive process consisting of Gaussian Process optimization. Although the configuration space under consideration is low dimensional, it is important to understand and compare the compute time with other available solutions to get an idea of the compute performance of the proposed fully automated anomaly detection method with respect to the other solutions which may require manual human interventions for maintenance.

We use the pyramid auto_arima for competing forecasting methods. We have used daily and hourly scenarios similar to the anomaly detection benchmarking and we compared the predictions using 7 days ahead predictions for daily aggregations and 24 hours ahead predictions for hourly aggregations. We use two different prediction evaluation metrics to compare the performance. The first one is the Median Absolute Percentage Error (or MDAPE) and the second metric is the Root Mean Squared Error (or RMSE). The reason to choose MDAPE over MAPE (Mean Absolute Percentage Error) is to understand a robust representation of the performance in case of an outlying prediction error due to observation or predictions issues. This is also to note that the performance evaluation has been generated using $\alpha = 0.5$ in equation 9. Although, the value of alpha can be tweaked based on the modeling requirements.

From table III we can clearly observe that the AutoAD method outperforms the competing forecasting solutions in multiple datasets. In particular, we observe that the performance is significantly better in hourly aggregations compared to daily aggregations. One reason for this effect may be due to the data being much noisier when it is aggregated hourly compared with daily. AutoAD performed significantly better than the other methods for those cases, and may be a promising tool to forecast noisy time series- a very common scenario in Big Data systems.

C. Compute Time

The modeling process of the proposed anomaly detection system in this paper consists of an optional (or trigger based) configuration optimization step, a data preparation and profiling step and the main training step. The optimization step is a process that should occur infrequently, as it is the most expensive process consisting of Gaussian Process optimization. Although the configuration space under consideration is low dimensional, it is important to understand and compare the compute time with other available solutions to get an idea of the compute performance of the proposed fully automated anomaly detection method with respect to the other solutions which may require manual human interventions for maintenance.

Although the comparison has been performed on a single machine, this still conveys valuable information about the compute performance at an atomic level with respect to the
other methods since, if necessary, the proposed system is easily be scaled up at a cluster level as discussed in section V.

Table III shows the performance comparison between different solutions. We can see that for different lengths of the time series, the compute time for the complete end to end process for AutoAD shows good enough performance and the amount of increase in the compute time is within a significantly small neighborhood from the competing method. Therefore, the fully automated anomaly detection system shows promising performance on classifying anomalies (as been observed before) along with a negligible compute cost compared to the requirement of manual human interventions which has many uncertainty related to time and resources.

VII. DISCUSSION

This paper proposed a complete methodology for building a time series anomaly detection system that requires very minimal configuration and maintenance. The data preparation and profiling step performs all necessary operations on the input time series data, including imputations, transformations and all other adjustments to prepare the data for the modeling phase. The modeling phase trains the time series data using different modeling approaches ranging from structure based or filter based. Traditionally, the data preparation / profiling model training steps require rigorous configurations that demand extensive domain or ML expertise that may vary significantly between different datasets. Therefore, this paper proposes an optional step for optimizing the configuration for each specific dataset under consideration.

In order to reduce effort due to model maintenance, we propose a number of performance evaluation and logging techniques. The system continuously evaluates its own performance using metrics such as EM, MV, failures, etc. and logs all performance information at the scoring phase. The system then utilizes these logs during the training phase to decide whether the data under consideration requires re-tuning the configuration prior to training the model.

We finally compare the proposed method with some existing time series anomaly detection solutions and show that the proposed system outperforms the existing methods in multiple benchmark datasets. We find that the proposed approach also leads in terms of aggregated anomaly classification performance and forecasting abilities without requiring significant compute time compared to manual interventions.

While the system proposed in the paper is designed to build an automated and self-aware anomaly detection system, this idea can also be extended for building other types of machine learning systems. For example, the modeling approach can be replaced for a self-aware system that can track anomalies in streaming data or the modeling and evaluation system can be restructured to support a recommender system.
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