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ABSTRACT
Existing approaches for generating multitrack music with transformer models have been limited in terms of the number of instruments, the length of the music segments and slow inference. This is partly due to the memory requirements of the lengthy input sequences necessitated by existing representations. In this work, we propose a new multitrack music representation that allows a diverse set of instruments while keeping a short sequence length. Our proposed Multitrack Music Transformer (MMT) achieves comparable performance with state-of-the-art systems, landing in between two recently proposed models in a subjective listening test, while achieving substantial speedups and memory reductions over both, making the method attractive for real time improvisation or near real time creative applications. Further, we propose a new measure for analyzing musical self-attention and show that the trained model attends more to notes that form a consonant interval with the current note and to notes that are 4N beats away from the current step.

Index Terms— Music generation, music information retrieval, computer music, neural networks, deep learning, machine learning

1. INTRODUCTION

Prior work has investigated various approaches for symbolic music generation [1,2], among which, the transformer model [3] has become popular given its recent successes in piano music generation [4–7]. At the core of a transformer model is the self-attention mechanism that allows the model to dynamically attend to different parts of the input sequence and aggregate information from the whole sequence. Such capabilities make it suitable for modeling the complex structures and textures in music. However, prior work has also explored applying transformer models to generate multitrack music [8–11], successful implementations have only been reported either on a limited set of instruments [8,9] or short music segments [10,11]. This is partly due to the long sequence length in existing multitrack music representations, which results in a large memory requirement in training. For example, a GPU with 11GB of memory can only generate 29 seconds of music on average using the REMI+ representation [11] on an orchestral music dataset. Moreover, it can only generate less than four notes per second. These limitations together pose a challenge in scaling transformer models to longer music with many instruments, e.g., orchestral music, and for real-time use cases, e.g., automatic improvisation and human-AI music co-creation.

In this paper, we propose a new multitrack music representation to address the long sequence issue in existing multitrack music representations. Using the proposed representation, we present the Multitrack Music Transformer (MMT) for multitrack music generation. Unlike a standard transformer model, the proposed model uses a decoder-only transformer with multi-dimensional inputs and outputs to reduce its memory complexity. On an orchestral dataset, we show that our proposed model can generate longer music in a faster inference speed than two existing approaches. Through a subjective listening test, we show that the proposed model achieves reasonably good performance in terms of coherence, richness and arrangement as well as the overall quality. Moreover, our proposed representation allows a trained autoregressive model to generate music for a specific set of instruments, a task that has not been well studied in prior work.

Further, while the transformer model has been widely used on symbolic music, it remains unclear how self-attention work for symbolic music. Understanding musical self-attention could reveal future research directions in improving transformer models for music. To the best of our knowledge, existing analysis [4,12–14] provides only case studies on few selected samples, lacking a systematic analysis on self-attention for music. Hence, we propose a new quantity to measure the average attention weights that a transformer model assigns to a certain key of a certain difference from the query. Our analysis shows that the proposed model learns a relative self-attention for certain aspects of music, specifically, beat, position and pitch.

Our proposed model provides a novel foundation for future work exploring longer-form and real-time capable multitrack music generation. The systematic analysis also provide insights into improving the self-attention mechanism for music. Audio samples can be found on our demo website.1 For reproducibility, all source code, hyperparameters and pretrained models are available at https://github.com/salu13345/mmt.

2. RELATED WORK

Multitrack music generation. Prior work has explored various approaches for symbolic music generation [1,2], among which generating multitrack music is considered more challenging for its complex interdependency between voices and instruments. In [16,17], the authors used a convolutional generative adversarial network to generate short, five-track pop music segments. In [18], the authors used a variational autoencoder with recurrent neural networks to learn a latent space for multitrack measures. In [8,9], the authors used decoder-only transformer models to generate four-track game music and multi-instrument classical music, respectively.

Table 1. Comparisons of related transformer-based music models.

| Model   | Multitrack | Instrument control | Compound tokens | Generative modeling |
|---------|------------|--------------------|-----------------|---------------------|
| REMI [5]| ✓          | ✓                  | ✓               | ✓                   |
| MMM [10]| ✓          | ✓                  | ✓               | ✓                   |
| CP [6]  | ✓          | ✓                  | ✓               | ✓                   |
| MusicBERT [15]| ✓  | ✓                  | ✓               | ✓                   |
| FIGARO [11]| ✓  | ✓                  | ✓               | ✓                   |
| MMT (ours) | ✓      | ✓                  | ✓               | ✓                   |

*Contact: hwdong@ucsd.edu. Hao-Wen thanks J. Yang and Family Foundation and Taiwan Ministry of Education for supporting his PhD study.

1https://salu13345.github.io/mmt/
We represent a music piece as a sequence of events $\mathbf{x}$, where each event $x$ helps the model learn the music meter system, as evidenced by [5]. This decomposition reduces the size of the vocabulary and simplicity, we assume that the beats are always a quarter note apart in the same GPU memory constraint.

Transformers for symbolic music. Another relevant line of research is on modeling symbolic music with transformer models [3]. Some prior work focused on unconditioned generation, including generating piano music [5, 6], lead sheets [19, 20], guitar tabs [21] and multitrack music [8, 9] from scratch. Others studied controllable music generation [11, 22], music style transfer [23], polyphonic music score infilling [24] and general-purpose pretrained for symbolic music understanding [14, 15, 25]. In this work, we focus on unconditioned generation for evaluation purposes. However, our proposed model can also generate music for a set of instruments specified by the user.

3. PROPOSED METHOD

3.1. Data Representation

We represent a music piece as a sequence of events $\mathbf{x} = (x_1, \ldots, x_n)$, where each event $x_i$ is encoded as a tuple of six variables:

$$(x_i^{\text{type}}, x_i^{\text{beat}}, x_i^{\text{position}}, x_i^{\text{pitch}}, x_i^{\text{duration}}, x_i^{\text{instrument}}).$$

The first variable $x_i^{\text{type}}$ determines the type of the event, among the following five event types:

- **Start-of-song**: Indicates the beginning of the song.
- **Instrument**: Specifies an instrument used in the song.
- **Start-of-notes**: Indicates the end of the instrument list and the beginning of the note list. (This event splits the sequence into two parts: a list of instrument events followed by a list of note events, making a trained autoregressive model readily applicable to instrument-informed generation task; see Section 3.2.)
- **Note**: Specifies a note, whose onset, pitch, duration and instrument are defined by the other five variables: $x_i^{\text{beat}}, x_i^{\text{position}}, x_i^{\text{pitch}}, x_i^{\text{duration}}$ and $x_i^{\text{instrument}}$.
- **End-of-song**: Indicates the end of the song.

For any non-note-type event, the variables $x_i^{\text{beat}}, x_i^{\text{position}}, x_i^{\text{pitch}}, x_i^{\text{duration}}$ and $x_i^{\text{instrument}}$ are set to zero, which is reserved for undefined values. Figure 1 shows an example of our proposed representation.

Following [5], we decompose the note onset information into beat and position information, where $x_i^{\text{beat}}$ denotes the index of the beat that the note lies in, and $x_i^{\text{position}}$ the position of the note within that beat. To be specific, the actual onset of the note is equivalent to $\gamma \cdot x_i^{\text{beat}} + x_i^{\text{position}}$, where $\gamma$ is the temporal resolution of a beat. For simplicity, we assume that the beats are always a quarter note apart in this work. This decomposition reduces the size of the vocabulary and helps the model learn the music meter system, as evidenced by [5].

For the duration field, following [11], we only allow a carefully-chosen set of common note duration values and replace any duration outside of this set with the closest known duration. For the instrument field, we map similar MIDI programs to the same instrument to reduce the total number of instruments, resulting in 64 unique instruments from the 128 MIDI programs. For example, both ‘acoustic grand piano’ and ‘bright acoustic piano’ are mapped to the same ‘piano’ instrument. Note that the reduced number of MIDI instruments do not affect the encoded sequence length, and the majority of savings comes from combining multiple variables into a tuple.

We note that the proposed representation leads to a significantly shorter sequence length as compared to two existing representations [10, 11] for multitrack music generation. On an orchestral dataset [26], an encoded sequence of length 1,024 using our proposed representation can represent 2.6 and 3.5 times longer music samples compared to [10] and [11], respectively. Further, because the timing information is embedded into each note event, the proposed representation is invariant to permutation, i.e., reordering the note events do not affect the decoded music. For the sake of autoregressive training for the transformer model, we sort the notes with respect to the beat field, and subsequently the position, pitch, duration, instrument fields. This allows a trained autoregressive model to be readily applicable to the song continuation task.

3.2. Model

We present the Multitrack Music Transformer (MMT) for generating multitrack music using the representation proposed in Section 3.1. We base the proposed model on a decoder-only transformer model [27, 28]. Unlike a standard transformer model, whose inputs and outputs are one-dimensional, the proposed model has multi-dimensional input and output spaces similar to [6], as illustrated in Figure 2. The model is trained to minimize the sum of the cross entropy losses of different fields under an autoregressive setting. We adopt a learnable absolute positional embedding [3]. Once the training is done, the trained transformer model can be used in three different modes, depending on the inputs given to the model to start the generation:

- **Unconditioned generation**: Only a ‘start-of-song’ event is provided to the model. The model generates the instrument list and subsequently the note sequence.
- **Instrument-informed generation**: The model is given a ‘start-of-song’ event followed by a sequence of instrument codes and a ‘start-of-notes’ event to start with. The model then generates the note sequence. Note that we need the ‘start-of-notes’ event as it marks the end of the instrument list, otherwise the model may continue to generate instrument events.
- **N-beat continuation**: All instrument and note events in the first N beats are provided to the model. The model then generates
1 need to combine several generated tokens to form a note, the
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we further enforce a monotonic constraint during decoding. For ex-
cludes the data for validation and 10% for testing. We use MusPy [29] to
without such information. Further, we discard all drum
tracks. We end up with 5,743 songs (357 hours). We reserve 10% of
the symbol, tempo and chord tokens as such information is not
generally available in our datasets. We will refer to the two baseline
models as the MMM and REMI+ models. For a fair comparison,
we trimmed all generated samples to a maximum of 64 beats. Moreover,
as discussed in Section 1, the long sequence length of existing
multitrack music representations restricts the model from learning
long-term dependencies. Hence, we also computed the mean length
of the generated samples and the inference speed in this experiment.

We summarize in Table 2 the evaluation results. Compared to
the MMM model, our proposed MMT model achieves a higher score
across all criteria. Further, MMT generates 2.6 times longer samples
and is twice faster in inference speed. As compared to the REMI+
model, our proposed model achieves a mean opinion score (MOS) of
3.33, while the REMI+ model achieves an MOS of 3.77. However,
MMT can generate 3.5 times longer samples and is 3.3 times faster
in inference speed. This is because the baseline models need multiple
inference passes to combine several generated tokens and form a
note, whereas the MMT model generate a note in a single inference
pass. Finally, we note that while offering a faster inference speed and
longer generated sample length, our proposed model cannot model the
interdependencies between the six output heads as it predicts each
field independently. For example, the REMI+ model first generates
an instrument token and then generates the pitch token given the
instrument token, which allows the model to rule out unsuitable
pitches for that particular instrument. In contrast, the MMT model
samples from each output head independently. We can clearly observe
this trade-off between quality and between time/memory complexity
can be clearly observed from Table 2.

4. RESULTS

4.1. Experiment Setup

In this work, we consider the Symbolic Orchestral Database
(SOD) [26]. We set the temporal resolution to 12 time steps
per quarter note. We discard tempo and velocity information as not
all data contains such information. Further, we discard all drum
tracks. We end up with 5,743 songs (357 hours). We reserve 10% of
the data for validation and 10% for testing. We use MusPy [29] to
process the data. For the proposed MMT model, we use 6 transformer
decoder blocks, with a model dimension of 512 and 8 self-attention
heads. All input embeddings have 512 dimensions. We trim the code
sequences to a maximum length of 1,024 and a maximum beat of 256. During training, we augment the data by randomly shifting all the
pitches by $s \sim U(-5, 6)$ ($s \in \mathbb{Z}$) semitones and randomly selecting a starting beat. We validate the model every 1K steps and stop the
training at 200K steps or when there was no improvements for 20
validation rounds. We render all audio samples using FluidSynth
with the MuseScore General SoundFont. We encourage the readers
to listen to the sample generated music on our demo website.

4.2. Subjective Listening Test

To assess the quality of music samples generated by our proposed
model, we conducted a listening test with 9 music amateurs recruited
from our social networks, where all survey participants can play at
least one musical instrument. In the questionnaire, each participant
was asked to listen to 10 audio samples generated by each model and
rate each audio sample according to three criteria—coherence, richness and arrangement. We compared the MMT model against
two baseline models based on the standard decoder-only transformer
model. The first baseline model used the MultiTrack representation
proposed in the MMM model [10], where we replaced the bar tokens
with beat tokens. The other used a simplified version of the REMI+
representation used in the FIGARO model [11], where we removed
the time signature, tempo and chord tokens as such information is not
generally available in our datasets. We will refer to the two baseline
models as the MMM and REMI+ models. For a fair comparison,
we trimmed all generated samples to a maximum of 64 beats. Moreover,
coherence? Is it tempo-
richness? Is it rich and diverse in musical textures? Are there any repetitions and variations? Is it too boring? arrangement—Are the instruments used reasonably? Are the instruments arranged properly?"
4.4. Musical Self-attention

Despite the growing interests in applying transformer models to music, little effort has been made to understand how self-attention works for symbolic music—existing analyses [4, 12–14] provide only case studies on few selected samples. In this section, we aim to investigate musical self-attention in a systematic way. To this end, we propose two new quantities to measure the average relative attention. Mathematically, given a test set $\mathcal{D}$, we define the mean relative attention for a field $d$ (e.g., pitch or beat) as:

$$
\gamma_k^{(d)} = \frac{\sum_{x \in \mathcal{D}} \sum_{s > t} a_{s,t}(x) \mathbb{1}(w_s^{(d)} - w_t^{(d)}) = k}{\sum_{k'} \sum_{x \in \mathcal{D}} \sum_{s > t} a_{s,t}(x) \mathbb{1}(w_s^{(d)} - w_t^{(d)}) = k'},
$$

(1)

where $\mathbb{1}[]$ is the indicator function and $a_{s,t}(x) \in [0, 1]$ denotes the attention weight assigned by $x$, to $x_{s,t}$. Intuitively, $\gamma_k^{(d)}$ measures the average attention weight that model assigns to a certain key of a certain difference from the query. Note that each attention head has its own attention weight $a_{s,t}$ and thus its own $\gamma_k$. Moreover, we notice that $\gamma_k^{(d)}$ is biased towards differences that occur more frequently. Thus we further propose the mean relative attention gain:

$$
\tilde{\gamma}_k^{(d)} = \gamma_k^{(d)} - \frac{\sum_{x \in \mathcal{D}} \sum_{s > t} \mathbb{1}(w_s^{(d)} - w_t^{(d)}) = k}{\sum_{k'} \sum_{x \in \mathcal{D}} \sum_{s > t} \mathbb{1}(w_s^{(d)} - w_t^{(d)}) = k'},
$$

(2)

which measures the difference between $\gamma_k^{(d)}$ and the same quantity obtained by assuming a uniform attention matrix.

In this experiment, we compute $\tilde{\gamma}_k^{\text{beat}}$, $\tilde{\gamma}_k^{\text{position}}$ and $\tilde{\gamma}_k^{\text{pitch}}$ on 100 test samples for the last attention layer of a trained MMT model. As shown in Figure 3(a), we can see that the 2nd and 6th attention heads attend more to nearby beats, while the other attention heads attend to beats in further past. In addition, several attention heads assign relatively larger weights to the beats that are $4N$ (i.e., 4, 8, 12, 16, etc.) beats away from the current one, as highlighted by the ‘~’ symbols. From Figure 3(b) we observe that the model pays most attention to notes that have the same position as the current note. That is, a note on beat attends more to the last note on beat, and a note off beat attends more to the last note off beat. Figure 3(c) shows that the model attends more to pitches within one octave above, and it pays more attention to pitches that form a consonant interval with the current note, e.g., a 4th, a 5th and an octave. We note that the learned self-attention generally comply with music theory principles.

While recent advances in symbolic music generation have borrowed various techniques from natural language modeling, music is fundamentally different from text in that music has a underlying temporal axis embedded and contains strong recurrence patterns in many aspects. Our analysis here shows that our proposed model learns a relative self-attention for certain aspects of music, specifically, beat, position and pitch. We hope our analysis can shed light on further improvements in optimizing the self-attention mechanism for symbolic music modeling.

5. CONCLUSION

We have presented the Multitrack Music Transformer for multitrack music generation. Built upon a new multitrack representation, our proposed model can generate longer multitrack music in a faster inference speed than two existing approaches. We showed in a subjective listening test that the proposed model perform reasonably well against the two baseline models in terms of the quality of the generated music. Through a systematic analysis, we showed that our proposed model learns relative self-attention in certain aspects of music such as beats, positions and pitches. Our findings provide a novel foundation for future work exploring longer-form, real-time capable multitrack music generation and improving the self-attention mechanism for music.
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