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Abstract—This paper studies the coordinated beamforming (CoBF) design for the multiple-input single-output interference channel, provided that only channel distribution information is known to the transmitters. The problem under consideration is a probabilistically constrained optimization problem which maximizes a predefined system utility subject to constraints on rate outage probability and power budget of each transmitter. Our recent analysis has shown that the outage-constrained CoBF problem is intricately difficult, e.g., NP-hard. Therefore, the focus of this paper is on suboptimal but computationally efficient algorithms. Specifically, by leveraging on the block successive upper bound minimization (BSUM) method in optimization, we propose a Gauss-Seidel type algorithm, called distributed BSUM algorithm, which can handle differentiable, monotone and concave system utilities. By exploiting a weighted minimum mean-square error (WMMSE) reformulation, we further propose a Jacobi-type algorithm, called distributed WMMSSE algorithm, which can optimize the weighted sum rate utility in a fully parallel manner. To provide a performance benchmark, a relaxed approximation method based on polyblock outer approximation is also proposed. Simulation results show that the proposed algorithms are significantly superior to the existing successive convex approximation method in both performance and computational efficiency, and can yield promising approximation performance.
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I. INTRODUCTION

Coordinated multipoint (CoMP) has been recognized as an effective approach for interference management in wireless cellular networks [2]. There are two main types of cooperation, namely MIMO cooperation and interference coordination, which offer a trade-off between performance gain and induced overhead on the backhaul network [3]. Via high-capacity delay-free backhaul, the coordinated base stations (BSs) for the MIMO cooperation share all the channel state information (CSI) and users’ data, so they perform as a virtual multiple-antenna BS and high spectrum efficiency can be achieved. For interference coordination, the BSs only share CSI in order to jointly design, e.g., power allocation and beamforming strategies, to mitigate the inter-cell interference. Compared with MIMO cooperation, the interference coordination requires a relatively modest amount of backhaul communication [4], and therefore is still viable when the backhaul capacity is limited. To study the interference coordination scheme, we consider the commonly used interference channel (IFC) model [5], where multiple transmitters simultaneously communicate with their respective receivers over a common frequency band, and hence interfere with each other.

This paper focuses on the multiple-input single-output (MISO) IFC, wherein the transmitters are equipped with multiple antennas while the receivers are equipped with single antenna. Our interest lies in the coordinated beamforming (CoBF) design where the transmitters cooperate to optimize their beamforming vectors in order to maximize a network-wide utility function, e.g., the sum rate, proportional fairness rate, harmonic mean rate, or the max-min-fairness (MMF) rate. Most of the works in the literature have assumed that the transmitters have the perfect CSI. Under this assumption, the MMF CoBF problem has been shown to be polynomial-time solvable [6] and efficient algorithms have been proposed [6], [7]. However, for the sum rate, proportional fairness rate and harmonic mean rate, the utility maximization CoBF problem is difficult and has been shown NP-hard in general [6]. As a result, most of the research efforts have been made in suboptimal but efficient approximation algorithms; see, e.g., [6], [8]–[14] and also [15]–[17] for game theoretic approaches. Global optimization algorithms are also available in [18]–[20], but they are efficient only when the number of users is small.

In practical wireless environments, acquiring accurate users’ CSI is difficult, especially in a mobile network. By contrast, the channel distribution information (CDI) remains unchanged for a relatively long period of time, and thus is easier to obtain. However, given only CDI at the transmitters, the data transmission would suffer from outage with a nonzero probability, i.e., reliable data transmission cannot be guaranteed all the time, due to channel fading. In view of this, the outage-aware CoBF design, which concerns the probability of rate outage, has attracted extensive attention recently. For example, the outage balancing CoBF problem was studied in [21]–[23], the outage-constrained power minimization problem was considered in [21], [24], and the outage-constrained utility maximization problem was studied in [25]–[27]. It turns out that the outage probability constrained CoBF problem is a
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very difficult optimization problem. Specifically, it has been shown in [28] that the outage balancing problem in [23] is in fact NP-hard. Besides, the outage-constrained CoBF problem [25]–[27] is NP-hard in general with not only the sum rate but also the MMF rate (under the MISO setting) [28]. This implies that efficient algorithms for high-quality approximate solutions are indispensable. In [27], a successive convex approximation (SCA) algorithm and a distributed SCA (DSCA) algorithm were proposed to handle the outage-constrained CoBF problem. However, the computational complexity of the two algorithms is high, hence preventing them from practical scenarios with a moderate to large number of users.

In this paper, we propose two efficient distributed CoBF algorithms for the outage-constrained utility maximization problem, one referred to as the distributed block successive upper bound minimization (DBSUM) algorithm and the other referred to as the distributed weighted minimum mean-square error (DWMMSE) algorithm. The DBSUM algorithm is a Gauss-Seidel type algorithm, derived based on a judicious reformulation of the outage-constrained problem and application of the BSUM method in [29]. The DBSUM algorithm can handle a general class of monotonic, differentiable concave utilities. On the other hand, the DWMMSE algorithm is custom-devised for the weighted sum rate utility, and is a Jacobi-type algorithm so that all the transmitters can update their respective beamformers in a fully parallel manner. A common merit of the two algorithms is that the subproblems to be solved at each iteration are easily implementable, with problem dimension independent of the number of users. So, the two algorithms are computationally efficient and scalable with the size of the network. To provide a benchmark for performance evaluation of the proposed DBSUM and DWMMSE algorithms, we further present a constraint relaxation technique for the outage-constrained CoBF problem. The constraint-relaxed problem is solved by a polyblock outer approximation (POA) algorithm [30] to obtain an upper bound for the optimal utility value of the original outage-constrained CoBF problem, in spite of tremendous computation time. We show by computer simulations that the proposed algorithms significantly outperform the DSCA algorithm [27] in both performance and computational efficiency, and exhibit better scalability with respect to (w.r.t.) the number of users. Moreover, by comparing with the performance upper bound obtained by the POA algorithm, it can be corroborated that the proposed algorithms achieve high approximation accuracy in general.

**Synopsis:** In Section II, we present the system model and problem formulations. The proposed DBSUM algorithm and DWMMSE algorithm are presented in Section III and Section IV, respectively. In Section V, we present the POA algorithm which serves as a benchmark performance upper bound for the two proposed algorithms. Simulation results are then provided in Section VI to demonstrate the efficacy of the proposed algorithms. Finally, the conclusions are drawn in Section VII.

**Notations:** The set of $n$-dimensional real vectors and complex vectors are denoted by $\mathbb{R}_n$ and $\mathbb{C}_n$, respectively. The non-negative real vectors is denoted by $\mathbb{R}_n^+$. The superscripts $'T'$ and '$H'$ represent the matrix transpose and conjugate transpose, respectively. We denote $\|\cdot\|$ as the vector Euclidean norm. $A \succeq 0$ ($A \succ 0$) and $a \succeq 0$ ($a \succ 0$) mean that the matrix $A$ is positive semidefinite (definite) and the vector $a$ is componentwise nonnegative (positive). We use the expression $x \sim \mathcal{CN}(\mu, Q)$ if $x$ is circularly symmetric complex Gaussian distributed with mean $\mu$ and covariance matrix $Q$. We denote $\exp(\cdot)$ (or simply $e^{(\cdot)}$) as the exponential function, while $\ln(\cdot)$ and $\Pr(\cdot)$ represent the natural log function and the probability function, respectively. The principal eigenvalue of a matrix $A$ is denoted by $\lambda_{\max}(A)$. $\{a_{ik}\}$ denotes the set of all $a_{ik}$ with subscripts $i, k$ covering all the admissible integers that are defined in the context, and $\{a_{ik}\}_k$ denotes the set of all $a_{ik}$ with the first subscript equal to $i$. The set $\{a_{ik}\}_{k\neq j}$ is defined by the set $\{a_{ik}\}_k$ excluding $a_{ij}$.

**II. System Model and Problem Statement**

Consider a $K$-user MISO IFC where $K$ transmitter-receiver pairs share a common spectral band. Each transmitter is equipped with $N_i$ antennas, and all the receivers have single antenna. Assume that transmit beamforming is used for data transmission. Specifically, let $x_i = w_i s_i$ denote the signal intended for user $i$, where $w_i \in \mathbb{C}^{N_i}$ and $s_i \in \mathbb{C}$ are the beamforming vector and the information signal, respectively. The received signal at receiver $i$ is thus given by

$$x_i = h_{ki}^H x_i + \sum_{k=1, k \neq i}^K h_{ki}^H x_k + n_i, \quad i = 1, \ldots, K,$$

where $h_{ki} \in \mathbb{C}^{N_i}$, denotes the MISO channel from transmitter $k$ to receiver $i$ and $n_i \in \mathbb{C}$ is the additive noise at receiver $i$ which has zero mean and variance $\sigma_n^2 > 0$. The channels $h_{ki}$ are assumed to be complex Gaussian distributed with zero mean and covariance matrix $Q_{ki} \succeq 0$, i.e., $h_{ki} \sim \mathcal{CN}(0, Q_{ki})$. Then, the instantaneous achievable rate (in bits/sec/Hz) of the $i$th user is given by

$$r_i (\{h_{ki}\}_k, \{w_k\}) = \log_2 \left(1 + \frac{|h_{ki}^H w_i|^2}{\sum_{k \neq i} |h_{ki}^H w_k|^2 + \sigma_n^2} \right).$$

We assume that only CDI is available at the transmitters; that is, the transmitters know only the channel covariance matrices $Q_{ik}$, $i, k = 1, \ldots, K$. Under such circumstances, users might suffer from transmission outage. Specifically, let $R_i > 0$ be the transmission rate of the $i$th user. The outage event that $r_i (\{h_{ki}\}_k, \{w_k\}) < R_i$ will occur with a nonzero probability due to channel fading. Our goal is to optimize the transmit beamformers $\{w_k\}_{k=1}^K$ so that a predefined system utility, which concerns the system throughput or user fairness, or considers a proper tradeoff between the two, is maximized under both transmission outage probability and transmit power constraints. Mathematically, this can be formulated as the following outage-constrained CoBF problem:

$$\max_{w_i \in \mathbb{C}^{N_i}, R_i \geq 0, \quad i = 1, \ldots, K} U(R_i, \ldots, R_K)$$

s.t. $\Pr \{r_i (\{h_{ki}\}_k, \{w_k\}) < R_i \} \leq \epsilon_i$, $\|w_i\|^2 \leq P_i, \quad i = 1, \ldots, K$. 

(3a)
where $U(R_1, \ldots, R_K)$ denotes the system utility of interest, $P_i > 0$ is the power constraint of user $i$, and $\epsilon_i \in (0, 1)$ is the maximal tolerable rate outage probability for $i = 1, \ldots, K$. The outage probability constraint (3b) guarantees that the rate outage probability is no larger than a specified threshold $\epsilon_i$, which is usually small, e.g., $\epsilon_i = 0.1$. According to [21], [27], the outage probability in (3b) has a closed-form expression, and constraint (3b) can be explicitly expressed as

$$
\ln \rho_i + \left(\frac{2R_i-1}{\alpha_i} \right)w_i^H Q_{ii} w_i + \sum_{k \neq i} \ln \left(1 + \frac{(2R_i-1)w_k^H Q_{ii} w_k}{w_i^H Q_{ii} w_i}\right) \leq 0,
$$

where $\rho_i \triangleq 1 - \epsilon_i$ for $i = 1, \ldots, K$.

As seen from (4), the outage-constrained CoBF problem (3) is in general nonconvex and appears difficult to deal with. In fact, our recent complexity analyses in [28] have shown that problem (3) can be computationally intractable. In particular, it has been shown in [28] that problem (3) is NP-hard in general for the weighted sum-rate utility $U(R_1, \ldots, R_K) = \sum_{i=1}^{K} \alpha_i R_i$, where $\alpha_i > 0$ for $i = 1, \ldots, K$ are the priority weights of users. Moreover, the weighted rate-minrate (also known as the max-min-fairness (MMF) rate) utility $U(R_1, \ldots, R_K) = \min_{i \in \{1, \ldots, K\}} R_i/\alpha_i$, problem (3) is also NP-hard in general if $N_i \geq 2$. The important tool in (4) is known polynomial-time solvable under perfect CSI [6], this implies that the outage-constrained CoBF problem (3) is indeed more challenging. In view of the computational intractability of (3), in the subsequent Section III and Section IV, we propose two algorithms that can efficiently achieve high-quality approximate solutions to problem (3).

III. OUTAGE-CONSTRAINED COBF BY DISTRIBUTED BSUM ALGORITHM

Let us make the following assumptions on the system utility $U(\cdot)$. Firstly, $U(\cdot)$ is nondecreasing with respect to $R_1, \ldots, R_K$, respectively, as users always desire to increase the transmission rate as long as it is possible. Secondly, $U(\cdot)$ is jointly concave with respect to $R_1, \ldots, R_K$, as concavity enforces user fairness [31]. These assumptions are general enough to include some commonly adopted system utilities such as the weighted sum-rate utility, proportional fairness utility, harmonic mean utility, and the min-rate (MMF rate) utility [6]. Under these assumptions, we show in this section how the outage-constrained problem (3) can be efficiently handled in a distributed manner by the block successive upper bound minimization (BSUM) method reported in [29].

A. Equivalent Reformulation

The key ingredient of the proposed method lies in the following equivalent reformulation of (3):

**Proposition 1** Problem (3) is equivalent to the following problem

$$
\max_{w_i \in \mathbb{C}^{N_i}, i = 1, \ldots, K} U(R_1(\{w_i\}), \ldots, R_K(\{w_i\}))
$$

s.t. $\|w_i\|^2 \leq P_i$, $i = 1, \ldots, K$,  

where

$$
R_i(\{w_k\}) \triangleq \ln \left(1 + \bar{\epsilon}_i(\{w_k\}_{k \neq i}) w_i^H Q_{ii} w_i\right),
$$

and $\bar{\epsilon}_i(\{w_k\}_{k \neq i}) > 0$ is a continuously differentiable function of $\{w_k\}_{k \neq i}$ and is a unique solution to the equation

$$
\Phi_i(\bar{\epsilon}_i(\{w_k\}_{k \neq i})) \triangleq \ln \rho_i + \sum_{k \neq i} \ln \left(1 + \frac{(2R_i-1)w_k^H Q_{ii} w_k}{w_i^H Q_{ii} w_i}\right) = 0,
$$

for $i = 1, \ldots, K$.

Proposition 1 can be proved by exploiting the fact that the left-hand side function in (4) is monotonic in $(\frac{w_i w_k^H Q_{ii} w_k}{w_i^H Q_{ii} w_i})$. The idea is the same as the one reported in [28, Lemma 1] and interested readers may refer to [28, Appendix A] for the detailed proof.

By comparing problem (5) with problem (3), one can observe that the rate outage constraints in (3) and (4) have been judiciously incorporated with the objective function and it is the function $\Phi_i(\bar{\epsilon}_i(\{w_k\}_{k \neq i}))$ that implicitly characterizes the impact of cross-link interference plus noise on receiver $i$. Indeed, as seen from (6), $R_i(\{w_k\})$ is analogous to the achievable rate of a channel with channel matrix $Q_{ii}$ and interference-plus-noise power $1/\Phi_i(\bar{\epsilon}_i(\{w_k\}_{k \neq i}))$. The key advantage of reformulation (4) is that the constraint set is separable with respect to the $K$ beamforming vectors $w_1, \ldots, w_K$, though the objective function $U(R_1(\{w_1\}), \ldots, R_K(\{w_K\}))$ is involved with all $w_k$ coupled together. Nevertheless, this type of problems can be conveniently handled by the BSUM method [29] in a distributed and low-complexity manner, yielding an efficient algorithm for solving the outage-constrained CoBF problem (5).

B. Brief Reivew of BSUM

In this subsection, using problem (5) as an example, we briefly review the BSUM method in [29]. For ease of exposition, let us define

$$
U(\{w_k\}) \triangleq U(R_1(\{w_k\}), \ldots, R_K(\{w_k\})).
$$

The BSUM method [29] is a block-coordinate-descent-type (BCD) method [32] where the block variables are updated in a round-robin fashion, i.e., following the Gauss-Seidel update rule. For problem (5), $w_1, \ldots, w_K$ are the $K$ block variables. In the $n$th iteration, variable $w_i$, where $i = (n-1) \mod K)+1$, is updated by solving the problem

$$
\mathbf{w}_i^{[n]} = \arg \max_{\mathbf{w}_i \in \mathbb{C}^{N_i}} \mathbf{U}(i) (\mathbf{w}_i | \{\mathbf{w}_k^{[n-1]}\}) \tag{8a}
$$

s.t. $\|\mathbf{w}_i\|^2 \leq P_i, \tag{8b}$

where $\{\mathbf{w}_k^{[n-1]}\}$ denote the beamforming vectors obtained in the $(n-1)$th iteration, and $\mathbf{U}(i) (\mathbf{w}_i | \{\mathbf{w}_k^{[n-1]}\})$ is a surrogate function of $U(\{w_k\})$ given $\{w_k^{[n-1]}\}$. The introduction of the surrogate function $\mathbf{U}(i)(\mathbf{w}_i | \{\mathbf{w}_k^{[n-1]}\})$ provides extra flexibility in the algorithm design. In particular, rather than using the original function $U(\{w_k\})$, one may choose an advisable $\mathbf{U}(i)(\mathbf{w}_i | \{\mathbf{w}_k^{[n-1]}\})$ that can either make problem (8) easily
solvable or further lead to a closed-form solution. Hence, the BSUM method is particularly useful when the original objective function is intricate and difficult to optimize, which is the case in problem (5) since $\xi_i(\{w_k\}_{k\neq i})$ are implicit functions without closed-form expression. It has been shown in [29] that the BSUM method performs very well in several practical signal processing and communication applications.

Theoretically, the BSUM method has the following convergence property.

**Theorem 1 [29, Proposition 2, Theorem 2(b)]:** The iterates $(w_1^n, \ldots, w_K^n)$ converge to the set of stationary points of problem (5) as long as

\[
\mathcal{U}((\{w_k\})) \text{ is differentiable in } \{w_k\};
\]

\[
\hat{U}^{(i)}(w_i | \{\bar{w}_k\}) \leq \mathcal{U}(w_i, \{\bar{w}_k\}_{k\neq i});
\]

\[
\hat{U}^{(i)}(\bar{w}_i | \{\bar{w}_k\}) = \mathcal{U}(\{\bar{w}_k\});
\]

\[
\hat{U}^{(i)}(w_i | \{\bar{w}_k\}) \text{ is continuous in } (w_i, \{\bar{w}_k\});
\]

(problem (8) has a unique solution, (9e)

for all $\|w_i\|^2 \leq P_i$, $\|\bar{w}_k\|^2 \leq P_k$, $i, k = 1, \ldots, K$, and $n \geq 1$.

Condition (9a) requires that the system utility function $U(R_1, \ldots, R_K)$ is differentiable, e.g., the weighted sum-rate utility, the proportion fairness utility and the harmonic mean utility. Conditions (9b) and (9c) imply that $\hat{U}^{(i)}(w_i | \{\bar{w}_k\})$ is a universal lower bound of $\mathcal{U}(w_i, \{\bar{w}_k\}_{k\neq i})$ and it is tight locally when $w_i = \bar{w}_i$.

If all the $K$ beamforming vectors are treated as one block variable $(w_1, \ldots, w_K)$, then the BSUM method reduces to the successive upper bound minimization (SUM) method [29]. In Section IV, we will use this SUM method to devise another algorithm for problem (5) with the weighted sum-rate utility.

**C. DBSUM for Problem (5)**

As seen, to apply the BSUM method to our problem (5), one of the key steps is to construct appropriate surrogate functions $\hat{U}^{(i)}(w_i | \{\bar{w}_k\})$, $i = 1, \ldots, K$, that satisfy conditions in (9b)-(9e). It turns out that this is not a trivial task since there is no explicit expression for $\xi_i(\{w_k\}_{k\neq i})$. To overcome this, we notice that, in (6), $R_i(\{w_k\})$ has some nice monotonicity and concavity (resp. convexity) with respect to $w_i^H Q_i w_i$ (resp. $w_k^H Q_k w_k$), as stated in the following lemma.

**Lemma 1** For each $i \in \{1, \ldots, K\}$, the function $R_i(\{w_k\})$ in (6) is strictly increasing and strictly concave with respect to $w_i^H Q_i w_i$, while it is nonincreasing and convex with respect to each $w_k^H Q_k w_k$ for $k \in \{1, \ldots, K\} \setminus \{i\}$.

The proof is given in Appendix A. Based on Lemma 1, we propose the following surrogate function for updating $w_i$.

\[
\hat{U}^{(i)}(w_i | \{\bar{w}_k\}) \triangleq U(\hat{R}_i^{(i)}(w_i | \{\bar{w}_k\}), \ldots, \hat{R}_K^{(i)}(w_i | \{\bar{w}_k\})) - \frac{c}{2} ||w_i - \bar{w}_i||^2, \tag{10}
\]

where $c > 0$ is a penalty parameter and

\[
\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \triangleq \begin{cases} 
\log_2(1 + \frac{1}{1 + \xi_i(\{\bar{w}_k\}_{k\neq j})}) (2R_i^H Q_i w_i - \bar{w}_i^H Q_i w_i), & j = i, \\
R_j(\{\bar{w}_k\}) + \frac{\partial R_j(\{w_k\})}{\partial w_j^H Q_j w_j}(w_i^H Q_i w_i - \bar{w}_i^H Q_i w_i), & j \neq i,
\end{cases}
\]

\[
R_j(\{w_k\}) = R_j(\{\bar{w}_k\}),
\]

where $\Re(x)$ denotes the real part of $x \in \mathbb{C}$. Since $w_i^H Q_i w_i$ is convex in $w_i$, its first-order approximation w.r.t. $w_i$ satisfies

\[
w_i^H Q_i w_i \geq w_i^H Q_i w_i + w_i^H Q_i w_i - w_i^H Q_i w_i,
\]

which implies that $\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\})$ in (11) satisfies

\[
\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \leq R_j(w_i, \{\bar{w}_k\}_{k\neq j}), \forall w_i, (12a)
\]

\[
\hat{R}_j^{(i)}(\bar{w}_i | \{\bar{w}_k\}) = R_j(\{\bar{w}_k\}).
\]

Moreover, it is clear that $\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\})$ is concave in $w_i$. For $j \neq i$, since $R_j(\{w_k\}_{k\neq j})$ is convex w.r.t. $w_i^H Q_i w_i$ according to Lemma 1, its first-order approximation w.r.t. $w_i^H Q_i w_i$ is $w_i^H Q_i w_i$, i.e., $\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\})$ in (11) for $j \neq i$ satisfies

\[
\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \leq R_j(w_i, \{\bar{w}_k\}_{k\neq j}), \forall w_i, (13a)
\]

\[
\hat{R}_j^{(i)}(\bar{w}_i | \{\bar{w}_k\}) = R_j(\{\bar{w}_k\}).
\]

A closed-form expression of the partial derivative $\frac{\partial R_i(\{w_k\})}{\partial w_i^H Q_i w_i}$ in (11) is given on the top of the next page, where $x_{kj} \triangleq w_i^H Q_i w_j$ for all $j, k$, and the second equality is obtained by applying the implicit function theorem [33] (for computing $\frac{\partial R_i(\{w_k\})}{\partial w_i^H Q_i w_j}$).

\[
\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \text{ in (11) for } j \neq i \text{ is concave in } w_i. \text{ Besides, by the fact that } \xi_i(\cdot) \text{ is a continuously differentiable function (see Proposition 1), } \hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \text{ is continuous in } (w_i, \{\bar{w}_k\}), \text{ for all } j = 1, \ldots, K.
\]

The surrogate function $\hat{U}^{(i)}(w_i | \{\bar{w}_k\})$ in (10) thereby has the following properties. First, from (12), (13), continuity of $\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\}) \forall j$, and the monotonicity of $U(R_1, \ldots, R_K)$, we conclude that $\hat{U}^{(i)}(w_i | \{\bar{w}_k\})$ in (10) satisfies the conditions (9b)-(9d). Second, from the concavity of $\hat{R}_j^{(i)}(w_i | \{\bar{w}_k\})$, $j = 1, \ldots, K$, monotonicity and concavity of $U(R_1, \ldots, R_K)$ and the quadratic penalty $\frac{c}{2} ||w_i - \bar{w}_i||^2$, the surrogate function $\hat{U}^{(i)}(w_i | \{\bar{w}_k\})$ in (10) is strongly concave, which infers that (9e) holds true. Therefore, we conclude that the BSUM method in (8) and (10) has the following convergence property:

**Proposition 2** Suppose that the system utility $U(R_1, \ldots, R_K)$ is differentiable, jointly concave, and is nondecreasing w.r.t. each $R_i$, $i = 1, \ldots, K$. Then, the sequence $\{U(\{w_k^n\}), U(\{w_k^{n-1}\}), \ldots\}$ generated by the BSUM method in (8) and (10) converges monotonically, and every limit point of the sequence $\{(w_1^n, \ldots, w_K^n)\}_{n=1}^{\infty}$ is a stationary point of problem (5).

**Proof:** Let $i := (n-1) \mod K + 1$. Then we have

\[
U((w_k^n)) = U((w_k^{n-1}) | \{w_k^{n-1}\}_{k\neq i}) \geq \hat{U}^{(i)}(w_k^n | \{w_k^{n-1}\}) \geq \hat{U}^{(i)}(\{w_k^{n-1}\}) \geq U((w_k^{n-1}))
\]

(15)
where the first inequality comes from (9b), the second inequality comes from the optimality of $w_k^{[n]}$ to problem (8), and the last equality results from (9c). Equation (15) implies that the system utility is nondecreasing from one iteration to another. On the other hand, due to the transmit power constraints (5b), the sequence $\{U(\{w_k^{[n]}\})\}_{n=1}^{\infty}$ is bounded. Hence, the system utility converges monotonically. As previously mentioned, the surrogate functions $\bar{U}^{(j)}(w_i | \{\bar{w}_k^{[j]}\})$ satisfies the conditions in (9). Therefore, we obtain from Theorem 1 that every limit point of the sequence $\{(w_1^{[0]}, \ldots, w_K^{[0]}), (w_1^{[1]}, \ldots, w_K^{[1]}), \ldots\}$ is a stationary point of problem (5). ■

As $U^{(j)}(w_i | \{\bar{w}_k^{[j]}\})$ in (10) is (strongly) concave, problem (8) is a convex problem which is efficiently solvable. More importantly, the BSUM method can be implemented in a distributed manner, as only one user is involved at each iteration. Information required for solving (8) can be obtained through message exchange between users. This leads to the proposed DBSUM algorithm as detailed in Algorithm 1.

**Algorithm 1** DBSUM algorithm for handling problem (5)

1: Given a set of beamformers $\{w_k^{[0]}\}$ satisfying (5b), and set $n := 0$; Transmitter $i$ sends the quantity $(w_i^{[0]})^i Q_{ij} w_i^{[0]}$ to transmitter $j$, $\forall j \neq i$, $i = 1, \ldots, K$.
2: repeat
3: $n := n + 1$;
4: $i := (n - 1 \mod K) + 1$;
5: For all $j \neq i$, transmitter $j$ computes $R_j(\{w_k^{[n-1]}\})$ and $\frac{\partial R_j(\{w_k^{[n-1]}\})}{\partial w_i^{[j]}}$ by (6) and (14), respectively, and sends them to transmitter $i$;
6: Transmitter $i$ solves (8) using (10) and (11) to obtain $w_i^{[n]}$, and sends the quantity $(w_i^{[n]})^i Q_{ij} w_i^{[n]}$ to transmitter $j$, $\forall j \neq i$;
7: $w_k^{[n]} := w_k^{[n-1]}$, $\forall k \neq i$;
8: until the predefined stopping criterion is met.
9: Output $\{w_k^{[n]}\}$ as an approximate solution of problem (5).

D. MMF Rate Utility Maximization

Unfortunately, the MMF rate utility $U(R_1, \ldots, R_K) = \min_{i \in \{1, \ldots, K\}} \frac{R_i}{\alpha_i}$ is not differentiable, and thus the DBSUM algorithm (Algorithm 1) cannot directly be applied. To resolve this issue, we consider the log-sum-exp approximation of the min function [34]; specifically, it is known that

$$\min_{n \in \{1, \ldots, N\}} a_n \geq \frac{1}{\gamma} \log_2 \left( \sum_{n=1}^{N} 2^{-\gamma a_n} \right) \geq \min_{n \in \{1, \ldots, N\}} a_n - \frac{\log_2 N}{\gamma}. \tag{16}$$

where $\gamma$ can be any positive real value. The inequalities in (16) show that $-\frac{1}{\gamma} \log_2 \left( \sum_{n=1}^{N} 2^{-\gamma a_n} \right)$ can be used as an approximation of $\min_{n \in \{1, \ldots, N\}} a_n$, and the approximation error is no larger than $\frac{\log_2 N}{\gamma}$. By (16), we approximate the MMF rate utility as

$$\min_{i \in \{1, \ldots, K\}} \frac{R_i}{\alpha_i} \approx -\frac{1}{\gamma} \log_2 \left( \sum_{i=1}^{K} 2^{-\gamma R_i/\alpha_i} \right) \leq \bar{U}(R_1, \ldots, R_K).$$

It is readily to see that $\bar{U}(R_1, \ldots, R_K)$ is differentiable, jointly concave in $(R_1, \ldots, R_K)$, and is strictly increasing w.r.t. each $R_i$, $i = 1, \ldots, K$. Therefore, the DBSUM algorithm can be applied.

**Remark 1** The DSCA algorithm proposed in [27] handles the outage-constrained problem (3) in a similar fashion as the proposed DBSUM algorithm, but the former solves a more involved subproblem [27, Eqn. (36)] than the latter at each iteration. Specifically, the problem size, i.e., number of variables and number of constraints, of [27, Eqn. (36)] is in the order of $K$. By contrast, the problem size of the subproblem (8) in Algorithm 1 is independent of $K$. Moreover, problem (8) has a simple 2-norm constraint, which makes it easily implementable by using, e.g., the gradient projection method [32, Section 2.3.1]. We will show by simulations that Algorithm 1 is indeed computationally more efficient than the DSCA algorithm.

IV. DISTRIBUTED WMMSE ALGORITHM FOR WEIGHTED SUM RATE MAXIMIZATION

In the previous section, the DBSUM algorithm for problem (5) updates the beamforming vectors in the Gauss-Seidel manner, though it can handle a general utility function. In this section, we focus on the weighted sum rate (WSR) utility $U(R_1, \ldots, R_K) = \sum_{i=1}^{K} \alpha_i R_i$ and further propose a Jacobi-type distributed algorithm where the beamforming vectors are updated in parallel at each iteration. The idea behind is a judicious combination of the SUM method (i.e., the BSUM method with only one block) [29] and the WMMSE reformulation [11]. To proceed, let us rewrite (5) with the WSR utility here

$$\max_{w_i \in \mathbb{C}^{N_i}, i = 1, \ldots, K} U_{\text{wsr}}(\{w_k\}) \tag{17a}$$

s.t. $\|w_i\|^2 \leq P_i$, $i = 1, \ldots, K$, \tag{17b}

where $U_{\text{wsr}}(\{w_k\}) \triangleq \sum_{i=1}^{K} \alpha_i \log_2 (1 + \xi_i(\{w_k\})) w_i^H Q_{ii} w_i$.

We aim to handle (17) by the SUM method [29], using a properly designed surrogate function that is amenable to
parallel implementation. To end, let us recall the function $\Phi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i})$ in (7). Given any feasible point $\{\bar{w}_k\}$ satisfying (17b), $\Phi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i})$ has an upper bound as follows

$$
\Phi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i}) = \rho_i + \sigma_i^2 \zeta_i + \sum_{k \neq i} \ln(1 + w_k^H Q_{ki} w_k \zeta_i) \\
\leq \ln \rho_i + \sigma_i^2 \zeta_i + \sum_{k \neq i} \ln(1 + \bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i) \\
+ \sum_{k \neq i} \frac{\bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i - \bar{w}_k^H Q_{ki} w_k \zeta_i}{1 + \bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i} \\
= \ln \rho_i + \sum_{k \neq i} \ln(1 + \bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i) - \sum_{k \neq i} \frac{\bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i}{1 + \bar{w}_k^H Q_{ki} \bar{w}_k \zeta_i} \\
+ \left( \sigma_i^2 + \sum_{k \neq i} \frac{1}{1 + \bar{w}_k^H Q_{ki} \bar{w}_k} \right) \zeta_i,
$$

where $\zeta_i = \zeta_i(\{\bar{w}_k\}_{k \neq i})$, and the inequality is due to the first-order approximation of the concave logarithm function, i.e., $\ln(y) \leq \ln(x) + \frac{x-y}{x}$ for all $y \leq x$. Note that $\Psi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i})$ is a locally tight upper bound of $\Phi_i(\zeta_i, \{w_k\}_{k \neq i})$. Moreover, similar to $\Phi_i(\zeta_i, \{w_k\}_{k \neq i})$, $\Psi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i})$ is continuously differentiable w.r.t. $\zeta_i$, and is strictly increasing w.r.t. $\zeta_i$. As a result, there exists a unique continuously differentiable function, denoted by $\zeta_i(\{w_k\}_{k \neq i} \mid \{\bar{w}_k\}_{k \neq i})$, such that

$$
\Psi_i(\zeta_i, \{\bar{w}_k\}_{k \neq i} \mid \{w_k\}_{k \neq i}) = \sum_{j} \frac{1}{1 + \bar{w}_j^H Q_{ij} \bar{w}_j \zeta_i} \bar{w}_j^H Q_{ij} \bar{w}_j < 0,
$$

where

$$
\gamma_i(\{\bar{w}_k\}_{k \neq i}) \triangleq \sum_{j \neq i} \frac{1}{1 + \bar{w}_j^H Q_{ij} \bar{w}_j} \zeta_i(\{\bar{w}_k\}_{k \neq i}) \ln \rho_i \\
= \sum_{j \neq i} \ln(1 + \bar{w}_j^H Q_{ij} \bar{w}_j \zeta_i(\{\bar{w}_k\}_{k \neq i})) \\
+ \sum_{j \neq i} \frac{1}{1 + \bar{w}_j^H Q_{ij} \bar{w}_j} \zeta_i(\{\bar{w}_k\}_{k \neq i}) \\
+ \sigma_i^2 \zeta_i(\{\bar{w}_k\}_{k \neq i}) \quad \text{(by (7))}
$$

for all $\|w_k\|^2 \leq P_k$, $\|\bar{w}_k\|^2 \leq P_k$, $k \neq i$. Therefore, the following function

$$
\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\}) \triangleq \sum_{i=1}^{K} \alpha_i \log_2 \left(1 + \frac{\bar{w}_i^H Q_{ii} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j} \right),
$$

serves as a locally tight lower bound of the WSR utility $\hat{U}_{\text{wsr}}(\{w_k\})$ in (17a). By defining

$$
\bar{Q}_{ii}(\{\bar{w}_k\}_{k \neq i}) \triangleq \gamma_i(\{\bar{w}_k\}_{k \neq i}) \cdot Q_{ii},
$$

$$
\bar{Q}_{ji}(\{\bar{w}_k\}_{k \neq i}) \triangleq \left(1 + \bar{w}_j^H Q_{ij} \bar{w}_j \zeta \{\{\bar{w}_k\}_{k \neq i}\} \right)^{-1} Q_{ji},
$$

for $i, j = 1, \ldots, K$, $j \neq i$, and by (19), one can further express $\hat{U}_{\text{wsr}}(\cdot \mid \cdot)$ as

$$
\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\}) = \sum_{i=1}^{K} \alpha_i \log_2 \left(1 + \frac{\bar{w}_i^H Q_{ii} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j} \right),
$$

where $\bar{Q}_{ji}(\{\bar{w}_k\}_{k \neq i})$ are denoted by $\bar{Q}_{ji}$ for all $i, j = 1, \ldots, K$, for notational simplicity. It is interesting to note that $\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\})$ in (24) is virtually the WSR of an IFC, and the ratio in $\log_2(\cdot)$ is the associated signal-to-interference-plus-noise-ratio (SINR). It is known that SINR is closely related to the minimum mean-square error (MMSE) of estimated symbols, and this relation has been explored for developing efficient precoder optimization algorithms, see, e.g., the iterative WMMSE method in [11]. Here, we adopt an idea similar to the one in [11] to further obtain a lower bound of $\hat{U}_{\text{wsr}}(\cdot \mid \cdot)$ that is separable over $\{w_k\}$.

Consider an $N_i \times N_i$ MIMO channel with channel matrix $Q_{ii}^{1/2}$, where $(Q_{ii}^{1/2})^H Q_{ii}^{1/2} = Q_{ii}$, and additive noise $n_i \sim \mathcal{CN}(0, (\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j)\mathbf{I}_{N})$, where $\mathbf{I}_N$ is the $N \times N$ identity matrix. Suppose that the transmitter sends the information signal $s_i$ to the receiver via transmit beamforming $w_i$, and the receiver estimates $s_i$ by linear decoder $y_i$. Then, the MMSE of the estimation is given by

$$
\min_{y_i \in \mathbb{C}^{N_i}} \left|1 - y_i^H Q_{ii}^{1/2} w_i \right|^2 + \left(\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j \right) y_i^H y_i \\
= 1 - \frac{w_i^H Q_{ii} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j} = \left(1 + \frac{w_i^H Q_{ii} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j} \right)^{-1},
$$

The optimal $y_i$ to (25) can be shown to be

$$
y_i = \frac{\bar{Q}_{ii}^{1/2} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} \bar{w}_j},
$$

Then, we can further obtain a lower bound of $\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\})$ as presented in (27) on the top of the next page, where $\bar{y}_i$ is defined as

$$
\bar{y}_i \triangleq \frac{\bar{Q}_{ii}^{1/2} \bar{w}_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} \bar{w}_j}, \quad i = 1, \ldots, K,
$$

and the second inequality is obtained by the fact that $-\ln(y) \geq -\ln(x) - \frac{x-y}{x}$ for all $y \leq x$. Moreover, by (25), (26) and (28), one can show that the lower bound $\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\})$ is actually locally tight to $\hat{U}_{\text{wsr}}(\{w_k\} \mid \{\bar{w}_k\})$ when
\[ \mathcal{U}_{\text{WSR}}(\{w_k\} | \{\tilde{w}_k\}) = \sum_{i=1}^{K} -\alpha_i \log_2 \left( 1 + \frac{w_i^H Q_{ii} w_i}{\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_j} \right)^{-1} \]  
(by (24))

\[ \geq \sum_{i=1}^{K} -\alpha_i \log_2 \left( 1 - \bar{y}_i^H \bar{Q}_{ii}^{1/2} w_i \right)^2 + (\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_i) \bar{y}_i^H \bar{y}_i \]  
(by (25))

\[ \geq \sum_{i=1}^{K} -\alpha_i \log_2 \left( 1 - \bar{y}_i^H \bar{Q}_{ii}^{1/2} w_i \right)^2 + (\sigma_i^2 + \sum_{j \neq i} w_j^H Q_{ij} w_i) \bar{y}_i^H \bar{y}_i \]  
(by (27))

For the SUM method, convergence is guaranteed without the need of the beamforming vectors \( w_i \), \( i = 1, \ldots, K \), and the constraint set \( \mathcal{U}_{\text{WSR}}(\{w_k\} | \{\tilde{w}_k\}) \) is also a locally tight lower bound of the original WSR \( \mathcal{U}_{\text{WSR}}(\{w_k\}) \), as shown in Proposition 3.

**Proposition 3** Every limit point of \( \{(w_1^{[n]}, \ldots, w_K^{[n]}) \}_{n=1}^{\infty} \) generated by (30) is a stationary point of problem (17).

Unlike the BSUM algorithm (Algorithm 1), implementation of (30) can be completely parallel with only a small amount of messages exchanged among the transmitters. Specifically, because both the surrogate function \( \mathcal{U}_{\text{WSR}}(\{w_k\}) \) and the constraint set are separable over the beamforming vectors \( w_1, \ldots, w_K \), problem (30) can be decomposed into \( K \) parallel subproblems as (see (27))

\[ w_i^{[n]} = \arg \min_{\|w_i\|^2 \leq P_i} \eta_i \left( 1 - \bar{y}_i^H \bar{Q}_{ii}^{1/2} w_i \right)^2 + \sum_{j \neq i} \eta_j (w_i^H Q_{ij} w_i) \bar{y}_j^H \bar{y}_j \]  
for \( i = 1, \ldots, K \), where \( \eta_j = \frac{\alpha_j}{\ln 2} \left( 1 - \bar{y}_i^H \bar{Q}_{ii}^{1/2} w_i \right)^2 + (\sigma_j^2 + \sum_{k \neq j} w_j^H Q_{jk} w_j) \bar{y}_j^H \bar{y}_j \) , \( j = 1, \ldots, K \). In addition, problem (31) can be solved very efficiently, e.g., using the gradient projection method [32, Section 2.3.1] or the Lagrange dual method [34]. Finally, we summarize the proposed DWMMSE algorithm for problem (17) in Algorithm 2.

**Algorithm 2** DWMMSE algorithm for problem (17)

1. **Input** a set of beamformers \( \{w_i^{[0]}\} \) satisfying (17b);
2. **set** \( n := 0; \)
3. **repeat**
   4. **set** \( n := n + 1; \)
   5. **Each transmitter** \( i \) obtains \( w_i^{[n]} \) by solving (31), and sends \( (w_i^{[n]})^H Q_{ij} w_i^{[n]} \) to transmitter \( j \) for all \( j \neq i; \)
   6. **After receiving the quantities** \( (w_i^{[n]})^H Q_{ij} w_i^{[n]} \) \( \forall i \neq j \), each transmitter \( j \) sends \( \theta_{ij} = \frac{1}{1 + w_j^* Q_{ij} w_i + \xi_{ij}(w_k^{[n]})} \) to transmitter \( i \) for all \( i \neq j \), where \( w_k = w_k^{[n]}, \forall k \), and \( \theta_{ij} Q_{ij} = \eta_{ij} y_j^* y_j \) (cf. (23b)), \( \forall i, j, i \neq j; \)
7. **until** the predefined stopping criterion is met.
8. **Output** \( \{w_i^{[n]}\} \) as an approximate solution of (17).

V. OUTER APPROXIMATION BY POLYBLOCK OPTIMIZATION

The DBSUM algorithm and the DWMMSE algorithm (that are based on BSUM and SUM methods [29], respectively) presented in the previous two sections are so-called “inner” approximation methods [35] since, at each iteration, the approximate beamforming solutions are restrictively feasible and provide lower bounds to problem (3). In this section, we consider an “outer” approximation method that instead solves an constraint-relaxed version of problem (3), thus providing upper bounds to the optimal value of problem (3). The motive is that the proposed DBSUM and WMMSE algorithms can be benchmarked against such a method, as the approximation errors of the proposed algorithms are no larger than the gap between the outer and inner approximation methods. Compared with the exhaustive search method which is not feasible when the number of users is large, the outer approximation method is computationally more efficient.

Our approach is based on the polyblock outer approximation (POA) algorithm [18]–[20], [30], [36], which is used for solving the monotonic optimization problems [30]. To be self-contained, a review of the POA algorithm is given in Appendix B. Roughly speaking, the POA algorithm systematically constructs a sequence of optimization problems which has a structured feasible set (called polyblock; see Definition 1 in Appendix B) that contains the feasible set of the original problem. The structured feasible set shrinks at every iteration and converges to the true feasible set of the original problem.
Thereby, the objective values of the constructed problems converge to the true optimal value from above asymptotically.

Recall the outage-constrained problem (3). By (4) and (7), problem (3) can be compactly written as

$$\max_{R_1, \ldots, R_K} U(R_1, \ldots, R_K) \quad (32a)$$

s.t. $[R_1, \ldots, R_K]^T \in \mathcal{R} \triangleq \bigcup_{i=1, \ldots, K} \mathcal{R}([w_k])$, (32b)

where

$$\mathcal{R}([w_k]) \triangleq \left\{ [R_1, \ldots, R_K]^T \left| \Phi_i \left( \frac{R_i}{w_i^H Q_i w_i}, \{w_k\}_{k \neq i} \right) \leq 0 , \forall i \right. \right\}.$$ (33)

By the fact that $\Phi_i \left( \frac{R_i}{w_i^H Q_i w_i}, \{w_k\}_{k \neq i} \right)$ is increasing w.r.t. $R_i$, one can easily verify that $\mathcal{R}([w_k])$ is a normal set; thus $\mathcal{R} \subseteq \mathbb{R}^K_+$, which is the union of normal sets, is also a normal set [30, Proposition 3]. As a result, problem (32) is a monotonic optimization problem. However, directly applying the POA algorithm (Algorithm 4 in Appendix B) to problem (32) results in prohibitively high computational complexity. In particular, both step 3 and step 7 of Algorithm 4 for problem (32) corresponds to solving a problem of the form

$$\max_{\beta \geq 0} U(\beta v_1^*, \ldots, \beta v_K^*) \quad (34)$$

s.t. $[\beta v_1^*, \ldots, \beta v_K^*]^T \in \mathcal{R}$.

$$\Phi_i \left( \frac{2R_i - 1}{w_i^H Q_i w_i}, \{w_k\}_{k \neq i} \right) \leq 0,$$

where $v^* = [v_1^*, \ldots, v_K^*]^T \geq 0$ is a given point, and the equality is due to the fact that the utility $U(\cdot)$ is nondecreasing. As seen, problem (34) is equivalent to problem (3) with the MMF rate utility, which, however, is NP-hard in general (when $N_t \geq 2$) as proved in [28, Theorem 3]. Hence, it is inefficient to use the POA algorithm to solve problem (32).

To overcome this issue, we instead consider a relaxed convex approximation problem. Let us consider a lower bound of $\Phi_i \left( \frac{2R_i - 1}{w_i^H Q_i w_i}, \{w_k\}_{k \neq i} \right)$ (cf. (7)) as follows

$$\Phi_i \left( \frac{2R_i - 1}{w_i^H Q_i w_i}, \{w_k\}_{k \neq i} \right) \geq \ln \rho_i + \ln \left( 1 + \frac{(2R_i - 1)\sigma_i^2}{w_i^H Q_i w_i} \right) + \sum_{k \neq i} \ln \left( 1 + \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i} \right)$$

$$= \ln \rho_i \times \prod_{k \neq i} \left( 1 + \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i} \right).$$ (35)

for $i = 1, \ldots, K$, where the inequality is owing to $x \geq \ln(1 + x) \forall x \geq 0$. Moreover, since the terms $\frac{(2R_i - 1)\sigma_i^2}{w_i^H Q_i w_i}$ and $\sum_{k \neq i} \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i}$, $\forall k \neq i$ are non-negative, we can further obtain

$$\ln \rho_i \left( 1 + \frac{(2R_i - 1)\sigma_i^2}{w_i^H Q_i w_i} \right) \prod_{k \neq i} \left( 1 + \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i} \right) \geq \ln \left( 1 + \frac{(2R_i - 1)\sigma_i^2}{w_i^H Q_i w_i} \right) + \sum_{k \neq i} \ln \left( 1 + \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i} \right)$$

$$= \ln \rho_i \times \prod_{k \neq i} \left( 1 + \frac{(2R_i - 1)w_k^H Q_{ki} w_k}{w_i^H Q_i w_i} \right).$$ (36)

for $i = 1, \ldots, K$. By using the lower bound in (36), we obtain the following problem which has a relaxed constraint set comparing to problem (3)

$$\max_{w_i \in \mathbb{C}^{N_t}, R_i \geq 0, \beta} U(R_1, \ldots, R_K) \quad (37a)$$

s.t. $[R_1, \ldots, R_K]^T \in \tilde{\mathcal{R}} \triangleq \bigcup_{i=1, \ldots, K} \tilde{\mathcal{R}}([W_i])$, (38b)

where

$$\tilde{\mathcal{R}}([W_i]) \triangleq \left\{ [R_1, \ldots, R_K]^T \left| \frac{\sigma_i^2 + \sum_{k \neq i} \text{Tr}(W_k w_k^H Q_{ki})}{(2R_i - 1)^{-1} \text{Tr}(W_i w_i^H Q_{ii})} \leq \frac{1 - \rho_i}{\rho_i}, \forall i \right. \right\}.$$ (39)

Note that $\mathcal{R} \subseteq \tilde{\mathcal{R}} \subseteq \mathbb{R}^K_+$, i.e., problem (38) is a relaxed problem of problem (32). Problem (38) is a monotonic optimization problem as $\tilde{\mathcal{R}}$ can be verified to be normal. Moreover, compared to (32), problem (38) can be handled by the POA algorithm in a more efficient manner. Specifically, step 3 and step 7 of Algorithm 4, which is in Appendix B, for problem (38) now correspond to solving

$$\max_{\beta \geq 0, \mathbf{W}_i \in \mathbb{C}^{N_t \times N_t}, \beta} \beta \quad (40)$$

s.t. $\frac{\sigma_i^2 + \sum_{k \neq i} \text{Tr}(W_k w_k^H Q_{ki})}{(2R_i - 1)^{-1} \text{Tr}(W_i w_i^H Q_{ii})} \leq \frac{1 - \rho_i}{\rho_i}$,

$$\text{Tr}(W_i) \leq P_i, \text{W}_i \succeq 0, \forall i = 1, \ldots, K,$$

which can be shown efficiently solvable by a bisection method [34]. In Algorithm 3, we summarize the POA algorithm for solving problem (38) to obtain an upper bound of the optimal utility value of problem (3).

VI. SIMULATION RESULTS

In this section, we evaluate the performance of Algorithm 1 and Algorithm 2 by simulations. The noise powers at all receivers are assumed to be the same, i.e., $\sigma_i^2 = \cdots = \sigma_K^2 = \sigma^2$.
Algorithm 3 POA algorithm for solving problem (38)

1: **Initialization:** Set the solution accuracy as \( \delta \geq 0 \), and set \( n := 0 \).
2: Set \( V[0] := v^*[0] \triangleq [v_{1,1}^*[0], \ldots, v_{K,1}^*[0]]^T \), where \( v_{i,1}^*[0] = \log_2(1 + \ln(1/p_i)P_i/\lambda_{\max}(Q_i)/\sigma_i^2) \), is the maximal achievable rate of user \( i \), for \( i = 1, \ldots, K \);
3: Solve problem (40) with \( v^* = v^*[0] \) by bisection to obtain \( \beta^*[0] \), and set \( \hat{v}[0] = \beta^*[0]v^*[0] \);
4: while \( U(v^*[n], \ldots, v_{K}^*[n]) - U(\hat{v}[1], \ldots, \hat{v}_K[n]) > \delta \) do
5: \( n := n + 1; \)
6: Set \( V[n] = \{V[n-1] \setminus \{v^*[n-1]\}\} \cup \{v^*[n-1] - (v_{i,1}^*[n-1] - v_i[n-1])\epsilon_i\}_{i=1}^K \), where \( \epsilon_i \) is the \( i \)-th column of the \( K \times K \) identity matrix;
7: Find \( v^*[n] = \arg \max_{v \in V[n]} U(v, \ldots, v_{K}^*) \) following solving problem (40) with \( v^* = v^*[n] \) by bisection to obtain \( \hat{v}[n] = \beta[n]v^*[n] \);
8: end while
9: **Output** \( U(v_{1,1}^*[n], \ldots, v_{K,1}^*[n]) \) as the approximation of the optimal value of (38).

\( \sigma_K^2 \triangleq \sigma^2 \), and all the power constraints are set to one, i.e., \( P_1 = \cdots = P_K = 1 \). The channel covariance matrices \( \{Q_{ik}\} \) are randomly generated with full column rank, and with the maximal eigenvalues of \( \{Q_{ik}\} \) normalized to \( \lambda_{\max}(Q_i) = 1 \), \( \lambda_{\max}(Q_{ik}) = \eta \) for all \( k \neq i, i = 1, \ldots, K \). The parameter \( \eta \in (0, 1) \), thereby, represents the relative cross-link interference level. The tolerable outage probabilities are set to 10\% for all receivers, i.e., \( \epsilon_1 = \cdots = \epsilon_K = 0.1 \). The stopping conditions of Algorithm 1 and Algorithm 2 are

\[
\begin{align*}
\left| U(\{\hat{w}_{1}^[[n]\}}))] - U(\{\hat{w}_{K}^[[n]-K]\})] \right| < 10^{-3} \left| U(\{\hat{w}_{K}^[[n]-K]\})] \right|; \quad \text{(41a)}
\left| U(\{\hat{w}_{1}^[[n]\}}))] - U(\{\hat{w}_{K}^[[n]-1]\})] \right| < 10^{-3} \left| U(\{\hat{w}_{K}^[[n]-1]\})] \right|; \quad \text{(41b)}
\end{align*}
\]

respectively. Note that the DSCA and SCA algorithms in [27] are also subject to the same stopping conditions as in (41), respectively. The four algorithms (DBSUM, DWMMS, DSCA and SCA) are all initialized by randomly generated unit-norm complex vectors, i.e., \( \|u_{i,1}^[[0]\} = 1 \), for all \( i = 1, \ldots, K \). Besides, we also run the POA algorithm (Algorithm 3) as it can yield an upper bound to problem (3). The subproblem involved in step 3 and the one in step 7 are handled by the convex solver CVX [38], and Algorithm 3 is stopped if it either has spent 200 iterations or has reached the solution accuracy of \( \delta = 10^{-3} \). All simulation results are averaged over 500 realizations of CDI \( \{Q_{ik}\} \).

**Example 1:** We demonstrate the efficacy of Algorithm 1, i.e., the DBSUM algorithm, by comparing it with the DSCA algorithm in [27] and the benchmark POA algorithm. We first consider the cases of \( K = 2 \) and \( K = 3 \), and the number of transmit antennas is set to \( N_t = 4 \). The priority weights are set as \( (\alpha_1, \alpha_2) = (\frac{1}{2}, \frac{1}{2}) \) and \( (\alpha_1, \alpha_2, \alpha_3) = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}) \) for the \( K = 2 \) and \( K = 3 \) cases, respectively. Figure 1(a) shows some simulation results for the weighted proportional fairness rate utility. One can observe from Figure 1(a) that the DBSUM algorithm and the DSCA algorithm almost yield the same proportional fairness rate for both \( K = 2 \) and \( K = 3 \), and for both \( \eta = 0.2 \) (the weak interference scenario) and \( \eta = 1.0 \) (the strong interference scenario). It can also be observed that, for the case of \( K = 2 \), the DBSUM algorithm and the DSCA algorithm almost achieve the performance upper bound obtained by the POA algorithm, implying that both of them can achieve near optimal performance. For the case of \( K = 3 \), a non-negligible performance gap between the POA upper bound and the DBSUM and DSCA algorithms can be observed\(^4\). Nevertheless, both the DBSUM and the DSCA algorithms can achieve at least 80\% of the upper bound, indicating that the performance loss must be within 20\% compared with the global optimum to problem (3).

Figure 1(b) displays some simulation results for the weighted harmonic mean rate utility. One can observe that, for the case of \( K = 2 \), the DBSUM and the DSCA almost achieve the optimal performance; while for the case of \( K = 3 \), the DSCA algorithm performs slightly better than the DBSUM.

\(^4\)We found in simulations that under this setting the POA algorithm in general cannot reach the preset solution accuracy within 200 iterations. So the performance gap might be reduced if one allows more iterations for the POA algorithm.
algorithm, though both algorithms achieve at least 85% of the optimal harmonic mean rate.

Example 2: In Figure 2, we demonstrate the efficacy of the DBSUM algorithm for handling the MMF rate utility. Since the log-sum-exp approximation is used, we denote it by DBSUM-LSE in Figure 2. We consider a 4-user MISO IFC under a medium interference level $\eta = 0.5$ [Figure 2(a)] and a strong interference level $\eta = 1.0$ [Figure 2(b)], respectively. The user priority weights are set to be $\alpha_1 = \cdots = \alpha_4 = \frac{1}{4}$, and $\gamma = 5$ is used in the log-sum-exp approximation (see (16)). Note that the DSCA algorithm is not able to handle the MMF rate function, so we instead compare DBSUM-LSE with the centralized SCA algorithm [27]. It is also worthwhile to note that, for the MMF formulation, the POA algorithm reduces to solving problem (40) only once, with $[v_1^K] = [\alpha_1, \cdots, \alpha_K]^T$. From both Figure 2(a) and Figure 2(b), one can see that the SCA algorithm performs slightly better than the DBSUM-LSE algorithm at low SNR, whereas the two algorithms perform comparably at high SNR. By comparing with the POA algorithm, both DBSUM-LSE and SCA algorithms achieve at least 80% of the optimal MMF rate. It can also be observed that the achievable MMF rate saturates at high SNR due to the strict user fairness requirement; however, it can be improved as the number of transmit antennas increases.

Example 3: In this example, we consider the sum rate utility, and compare the performance and complexity of the DBSUM algorithm, the DWMMSE algorithm (Algorithm 2) and the DSCA algorithm. To demonstrate the scalability of the DBSUM algorithm and the DWMMSE algorithm, we consider scenarios for multiple users ($K = 2, 3, \ldots, 6$) and multiple transmit antennas ($N_t = 2, 4, 8$). The SNR and relative cross-link interference level are respectively fixed to $1/\sigma^2 = 10$ dB and $\eta = 0.5$.

In Figure 3(a), it can be observed that the DBSUM algorithm and the DWMMSE algorithm yield nearly the same system throughput, which increases with the number of users and the number of transmit antennas. However, the performance of the DSCA algorithm drastically degrades when $K \geq 4$. The reason for this might be that the DSCA algorithm are relatively easier to get trapped in some local maximum when $K \geq 4$. In Figure 3(a), the curve denoted by TDMA represents the achieved system throughput by time-division multiple access. One can see from this figure that allowing all the users to
access the spectrum simultaneously leads to higher spectral efficiency than TDMA even when only CDI is available at the transmitters. As also observed, the performance gain of the spectrum sharing policy over the TDMA policy increases with the number of users.

In Figure 3(b), we compare the computation load of the three algorithms under test in terms of the average computation time per realization (in seconds). In our simulations, the convex subproblems involved in the DSCA algorithm (i.e., Eqn. (36)) and the DBSUM algorithm (i.e., (8)) are handled by CVX and the gradient projection method, respectively; while the subproblem (31) in the DWMMSE algorithm is solved by the Lagrange dual method [34] (see [11, Problem (14)] for the details). It can be observed that the average computation time of the DBSUM algorithm and the DWMMSE algorithm increase at a slower rate than that of the DSCA algorithm w.r.t. the number of users, demonstrating that the DBSUM and DWMMSE algorithms have better scalability. Apart from that, we see from Figure 3(b) that the DBSUM algorithm is $10^2 \sim 10^5$ faster than the DSCA algorithm, and the DWMMSE algorithm is about ten times faster than the DBSUM algorithm.

VII. CONCLUSIONS

We have presented two efficient distributed algorithms for handling the NP-hard rate outage constrained CoBF design problem in (3), namely, the DBSUM algorithm (Algorithm 1) and the DWMMSE algorithm (Algorithm 2). The former is a Gauss-Seidel type algorithm, which can handle problem (3) with general utility functions, while the latter is a Jacobi-type algorithm specifically designed for the weighted sum rate maximization. For the performance evaluation of the proposed two algorithms, we have also presented a POA algorithm (Algorithm 3) to obtain an upper bound to the optimal utility value of problem (3). The presented simulation results have shown that the proposed DBSUM and DWMMSE algorithms outperform the existing DSCA algorithm in both efficacy and computational efficiency, and yield promising approximation performance as the performance gap from the benchmark POA algorithm is small (less than 20%).

APPENDIX A

PROOF OF LEMMA 1

For ease of exposition, let us define $I_{ki} \triangleq w_i^H Q_{ki} w_i$ for $i, k = 1, \ldots, K$, and set
\[
\Phi_i(\xi_i, \{I_{ki}\}_{k \neq i}) = \Phi(\xi_i, \{w_k\}_{k \neq i}),
\]
\[
\tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) = \xi_i(\{w_k\}_{k \neq i}),
\]
\[
\hat{R}_i(\{I_{ki}\}_{k}) = R_i(\{w_k\}),
\]
for all $i, k = 1, \ldots, K$. Hence, our goal is to show that $\hat{R}_i(\{I_{ki}\}_{k})$ is strictly increasing and strictly concave w.r.t. $I_{ki}$ while is nonincreasing and convex w.r.t. $I_{ki}$, $k \neq i$, for each $i = 1, \ldots, K$.

Since $\tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) = \xi_i(\{w_k\}_{k \neq i}) > 0$ for any $\{w_k\}_{k \neq i}$, it can be directly inferred from the strict monotonicity and strict concavity of $\log I_i(\cdot)$ that $\hat{R}_i(\{I_{ki}\}_{k})$ is strictly increasing and strictly concave w.r.t. $I_{ki}$. To prove the monotonicity and convexity of $\hat{R}_i(\{I_{ki}\}_{k \neq i})$ w.r.t. $I_{ki}$, $k \neq i$, we need the following lemma:

**Lemma 2** For all $I_{ki} \geq 0$, $\ell \neq i$, $\tilde{\xi}_i(\{I_{ki}\}_{k \neq i})$ is strictly decreasing while $\hat{R}_i : \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})$ is strictly increasing w.r.t. $I_{\ell i}$, for $i = 1, \ldots, K$.

**Proof:** By definition, we know that
\[
\tilde{\xi}_i(\{I_{ki}\}_{k \neq i}), \{I_{ki}\}_{k \neq i} = \ln \rho_i + \sigma_i^2 \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + I_{ki} \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) = 0,
\]
for all $I_{ki} \geq 0$, $k \neq i$. Suppose that $I_{\ell i} < I_{i \ell}$. Then,
\[
0 = \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) = \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) < \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) = \hat{R}_i(\{I_{ki}\}_{k \neq i})
\]
where we denote $\tilde{\xi}_i(\{I_{ki}\}_{k \neq i})$ and $\xi_i(\{I_{ki}\}_{k \neq i})$ by $\tilde{\xi}_i$ and $\xi_i$ for notational simplicity. Since $\Phi_i(\xi_i, \{I_{ki}\}_{k \neq i})$ is a strictly increasing function of $\xi_i$, the above inequality implies $\xi_i > \tilde{\xi}_i$. Hence, $\tilde{\xi}_i(\{I_{ki}\}_{k \neq i})$ is strictly decreasing w.r.t. $I_{\ell i}$ for all $\ell \neq i$. Furthermore, by the fact that $\tilde{\xi}_i > \xi_i$, we can obtain
\[
0 = \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) = \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) < \ln \rho_i + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i}) + \sum_{k \neq i} \ln(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) = \hat{R}_i(\{I_{ki}\}_{k \neq i})
\]
which implies $I_{\ell i} \tilde{\xi}_i > I_i \tilde{\xi}_i$ and completes the proof.

By Lemma 2 and the monotonicity of the logarithmic function, it can be seen that $R_i(\{I_{ki}\}_{k \neq i})$ is nonincreasing w.r.t. $I_{ki}$ for all $k \neq i$. We prove the convexity of $R_i(\{I_{ki}\}_{k})$ w.r.t. $I_{ki}$, $k \neq i$ by showing that $\partial R_i(\{I_{ki}\}_{k})/\partial I_{ki}$ is nondecreasing w.r.t. $I_{ki}$ for all $k \neq i$, i.e., $\partial^2 R_i(\{I_{ki}\}_{k})/\partial I_{ki}^2 \geq 0$ for all $k \neq i$. Let $\ell \in \{1, \ldots, i - 1, i + 1, \ldots, K\}$. By (14), we can explicitly express $\partial R_i(\{I_{ki}\}_{k})/\partial I_{ki}$ as (A.1) on the top of the next page. By Lemma 2, we can see that $\partial R_i(\{I_{ki}\}_{k \neq i})/(1 + \tilde{\xi}_i(\{I_{ki}\}_{k \neq i})) \geq 0$ is nonincreasing w.r.t. $I_{\ell i}$ while $1 + I_{\ell i} \xi_i(\{I_{ki}\}_{k \neq i})^{-1}$ is nondecreasing and $(1 + I_{\ell i} \xi_i(\{I_{ki}\}_{k \neq i}))$ is strictly increasing w.r.t. $I_{\ell i}$. Therefore, $\partial R_i(\{I_{ki}\}_{k \neq i})/\partial I_{\ell i}$ is nondecreasing w.r.t. $I_{\ell i}$, and hence $\hat{R}_i(\{I_{ki}\}_{k \neq i})$ is convex w.r.t. $I_{ki}$, $\forall k \neq i$.

APPENDIX B

MONOTONIC OPTIMIZATION BY POLYBLOCK OUTER APPROXIMATION ALGORITHM

Monotonic optimization refers to maximizing a nondecreasing function over an intersection of so called normal sets [30].
Problem (A.5) can be solved by bisecting over $\beta$, which entails checking the feasibility of $\beta v^*[n-1] \in \mathcal{D}$ iteratively. Thirdly, using $v^*[n-1]$ and $\bar{v}[n-1]$, we generate $N$ new vertices by

$$v[n,i] = v^*[n-1] - (v^*[n-1] - \bar{v}[n-1]) e_i, \quad i = 1, \ldots, N,$$

where $v^*[n-1]$ and $\bar{v}[n-1]$ are the $i$th element of $v^*[n-1]$ and $\bar{v}[n-1]$, respectively, and $e_i$ is the $i$th column of the $N \times N$ identity matrix. Then, a new vertex set $\mathcal{V}[n]$ is obtained as

$$\mathcal{V}[n] = \mathcal{V}[n-1] \bigcup \{v[n,1], \ldots, v[n,N]\} \setminus \{v^*[n-1]\},$$

which leads to a new polyblock for the $n$th iteration

$$\mathcal{P}[n] = \bigcup_{v \in \mathcal{V}[n]} \mathcal{B}(v).$$

Notice that $\mathcal{P}[n] \subseteq \mathcal{P}[n-1]$ since $v^*[n-1] \geq v[n,i]$ for all $i = 1, \ldots, N$. Besides, by (A.5) and by the fact that $\mathcal{D}$ is normal, one can infer that the intersection of $\mathcal{D}$ and $\mathcal{P}[n-1] \setminus \mathcal{P}[n]$ must be empty, implying that $\mathcal{D} \in \mathcal{P}[n]$. As a result, the polyblocks $\{\mathcal{P}[0], \mathcal{P}[1], \ldots, \mathcal{P}[n], \ldots\}$ generated in this manner indeed satisfy (A.3a). In addition, it has been shown in [30, Theorem 1] that (A.3b) also holds true. Thus, by (A.4), the sequence $\lfloor f(v^*[n]) \rfloor_{n=0}^\infty$ monotonically converges to the optimal value of problem (A.2) from above. On the other hand, let $\tilde{v}[n] = \arg \max_{v \in \mathcal{V}[n]} f(v)$, where $\tilde{v}[n] \in \mathcal{D}$ for all $n \geq 0$. Then the sequence $\lfloor f(\tilde{v}[n]) \rfloor_{n=0}^\infty$ will also monotonically converge to the optimal value of problem (A.2) from below [30, Theorem 1]. Therefore, the gap between $f(v^*[n])$ and $f(\tilde{v}[n])$ can be used as an estimate of the difference between $f(\bar{v}[n])$ and the optimal value of (A.2), serving as a stopping criterion for the POA algorithm. Finally, the POA algorithm for problem (A.2) is summarized in Algorithm 4.
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**Definition 1** A set is called a polyblock if it is the union of a finite number of boxes, where a box associated with a vertex $v \in \mathbb{R}_+^N$ is referred to the hyperrectangle $\mathcal{B}(v) = \{x \in \mathbb{R}_+^N \mid 0 \leq x \leq v\}$.

**Definition 2** A vertex $v \in \mathcal{P}$ is called a proper vertex of the polyblock $\mathcal{P}$ if there is no vertex $v' \in \mathcal{P}$ such that $v' \geq v$ and $v' \neq v$.

The main effort of the POA algorithm lies in constructing a sequence of polyblocks $\{\mathcal{P}[0], \mathcal{P}[1], \ldots\}$ such that

$$\mathcal{P}[0] \supseteq \mathcal{P}[1] \supseteq \cdots \supseteq \mathcal{P}[n] \supseteq \cdots \supseteq \mathcal{D},$$

$$\lim_{n \to \infty} \max_{x \in \mathcal{P}[n]} f(x) = \max_{x \in \mathcal{P}} f(x).$$

In general, the initial polyblock can simply be a single box associated with a vertex $v^*[0]$, i.e., $\mathcal{P}[0] = \mathcal{B}(v^*[0])$, such that $\mathcal{D} \subseteq \mathcal{B}(v^*[0])$. Given the polyblock $\mathcal{P}[n-1]$ at the $(n-1)$th iteration, the polyblock $\mathcal{P}[n]$ for iteration $n$ can be constructed as follows. Let $\mathcal{V}[n-1]$ denote the set of proper vertices of $\mathcal{P}[n-1]$. Firstly, we find a point $v^*[n-1] \in \mathcal{P}[n-1]$ that maximizes $f(x)$ over $\mathcal{V}[n-1]$, and hence maximizes $f(x)$ over $\mathcal{P}[n-1]$ according to the monotonicity of $f(x)$. Specifically, we find $v^*[n-1]$ such that

$$v^*[n-1] \in \arg \max_{v \in \mathcal{V}[n-1]} f(v) \subseteq \arg \max_{x \in \mathcal{P}[n-1]} f(x).$$

Problem (A.4) can be solved by enumerating all the vertices in $\mathcal{V}[n-1]$. Secondly, we search for the intersection of the right-upper boundary of $\mathcal{D}$ and the ray from the origin to $v^*[n-1]$, i.e.,

$$\bar{v}[n-1] = \beta v^*[n-1], \quad \beta v^*[n-1] = \arg \max_{\beta v^*[n-1] \in \mathcal{D}} \beta.$$
Algorithm 4 POA algorithm for solving problem (A.2)

1: **Initialization:** Set the solution accuracy as $\delta \geq 0$, and set $n := 0$.
2: Set $\mathcal{V}[0] := \{v^*[0]\}$, where $v^*[0]$ can be any vector such that $\mathcal{D} \subseteq \mathcal{B}(v^*[0])$.
3: Compute $\tilde{v}[0]$ by (A.5), and set $\mathcal{V}[0] := \tilde{v}[0]$.
4: while $f(v^*[n]) - f(\tilde{v}[n]) > \delta$ do
5: \hspace{1em} $n := n + 1$.
6: Set $\mathcal{V}[n] = \mathcal{V}[n-1] \cup \{v[n,1], \ldots, v[n,N] \} \backslash \{v^*[n-1]\}$, where $v[n,i], i = 1, \ldots, N$, are given by (A.6);
7: Compute $v^*[n]$ and $\tilde{v}[n]$ by (A.4) and (A.5), respectively.
8: Set $\tilde{v}[n] := \arg \max_{v \in \mathcal{V}[n-1]} f(v)$;
9: end while
10: **Output** $f(v^*[n])$ as the approximation of the optimal value of (A.2).
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