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ABSTRACT

Ensemble-based large-scale simulation of dynamical systems is essential to a wide range of science and engineering problems. Conventional numerical solvers used in the simulation are significantly limited by the step size for time integration, which hampers efficiency and feasibility especially when high accuracy is desired. To overcome this limitation, we propose a data-driven corrector method that allows using large step sizes while compensating for the integration error for high accuracy. This corrector is represented in the form of a vector-valued function and is modeled by a neural network to regress the error in the phase space. Hence we name the corrector neural vector (NeurVec). We show that NeurVec can achieve the same accuracy as traditional solvers with much larger step sizes. We empirically demonstrate that NeurVec can accelerate a variety of numerical solvers significantly and overcome the stability restriction of these solvers. Our results on benchmark problems, ranging from high-dimensional problems to chaotic systems, suggest that NeurVec is capable of capturing the leading error term and maintaining the statistics of ensemble forecasts.

Introduction

Dynamical systems are widely used to characterize the time dependence of the physical states and to model phenomena that change with time.\textsuperscript{1–3} Studying the temporal evolution of dynamical systems and their statistics can help uncover the physics behind the dynamics and predict future states of the systems.\textsuperscript{3} Typically, a time-dependent $d$-dimensional state $u(t)$ is depicted by a system of ordinary differential equations (ODEs):

$$\frac{du}{dt} = f(u), \quad u(0) = c_0, \quad (1)$$

where $c_0$ represents an initial condition. This system arises in many science and engineering fields such as climate change,\textsuperscript{4,5} air pollution,\textsuperscript{6,7} stable financial systems,\textsuperscript{8} power grid management,\textsuperscript{9,10} transportation networks,\textsuperscript{11,12} and medical analysis and drug discovery.\textsuperscript{13–15} To obtain a numerical solution of (1), one may employ an integration method\textsuperscript{16,17} (Fig. 1d) given by the iterative formula

$$u_{n+1} = u_n + S(f, u_n, \Delta t_n), \quad u_0 = c_0, \quad n = 0, 1, \cdots, \quad (2)$$

where $S$ represents a numerical scheme (for example, $S(f, u_n, \Delta t_n) := f(u_n)\Delta t_n$ when the Euler method\textsuperscript{18} is used), $\Delta t_n$ is the step size of the $n$th time step, and $u_n \in \mathbb{R}^d$ is an approximated solution at time $\sum_{i=0}^{n} \Delta t_i$. When approximating a solution at a specific time given an initial condition, we readily customize accuracy and speed via tuning integration strategies (e.g., different scheme $S$ and step size $\Delta t_n$ selection). However, many real-world applications\textsuperscript{19–22} require simulating many trajectories. In particular, large-scale simulation (Fig. 1a), which produces forecasts on a set of initial conditions simultaneously, is more useful for these applications. Compared with a single simulation, ensemble-based large-scale simulation is a computationally challenging problem but plays a critical role in a variety of demanding applications. For illustration, we present a few scenarios of such simulation.

Fast simulation. Since late 2019, the epidemic of COVID-19 has raged around the world, hitting the global health and economy.\textsuperscript{23} Scientists need to perform simulations of virus propagation under different circumstances.\textsuperscript{24,25}
These predictions provide the scientific reference for governments to make quick responses and control policies.\cite{26,27} The virus, such as the Delta and Omicron variants, spreads rapidly and mutates frequently.\cite{28} A slow simulation may lead to a delay in decision-making and worsen the situation.

**Synchronous simulation.** Particle systems are a graphical technique that simulates complex physical effects (such as smoke,\cite{29} water flow,\cite{30} and object collision.\cite{31}). This is widely used in applications in games, movies, and animation.\cite{32} These applications involve synchronously simulating thousands of particles at one time. Yet supporting the real-time simulation of these particle motions with satisfactory visual enjoyment is expensive.

**Reliable model.** Weather forecasting is beneficial for making a proper plan for production and living.\cite{33,34} A single forecast of the weather model essentially suffers from considerable errors introduced by the highly simplified model formulation and the chaotic nature of the atmosphere evolution equations. In order to avoid a misleading single forecast, ensemble forecasting\cite{35–37} presents a range of possible future weather states through conducting simulations from multiple initial conditions and models.

To meet the demands of these applications, we need to develop a fast solver that is capable of simultaneously simulating the dynamical system over a large batch of initialization data. The advances in processors, such as graphics processing units (GPUs),\cite{38} tensor processing units,\cite{39} and natural graphics processing units,\cite{40} provide the
possibility of accelerating the numerical computation via parallel computing of batch data. However, most hardware implements restrictive SIMD-based (single instruction, multiple data) models.\textsuperscript{41} The numerical method that needs individual processing of each trajectory is not appropriate for SIMD processors directly. For example, the adaptive time-step integrator (e.g., the Runge-Kutta–Fehlberg method\textsuperscript{42}) determines a step size at each step based on an estimate of the local error, making the iterative computation in Eq. (2) asynchronous for each trajectory in the batch and affecting the efficiency of parallel computing. On the other hand, we may control the step size to be the same at each step for all trajectories by adding one dimension to Eq. (2), for example, \(u_{n+1} \in \mathbb{R}^{N \times d}\) with \(N\) representing the batch size. Controlling the step size requires considering a combined ODE system and estimating the error on all batch elements.\textsuperscript{43} The step size is limited by the largest local truncation error in a batch, making it difficult to use a large step size especially when the batch size is large.\textsuperscript{43,44} If the step size is always small in each step, it becomes slow for integration. Therefore, SIMD processors prefer a fixed time-step integrator (i.e., \(\Delta t := \Delta t_1 = \Delta t_2 = \cdots\)),

\[
u_{n+1} = u_n + S(f, u_n, \Delta t), \quad u_0 = c_0, \quad n = 0, 1, \cdots.
\]

However, a fixed step size integrator encounters a trade-off\textsuperscript{14,45} on step size between accuracy and computational efficiency: a large step size has a fast simulation but leads to a less accurate solution, while a small step size has a slow simulation but achieves a more accurate solution (see Table 1 for the comparison of evaluation time and theoretical error between the traditional solvers with fine or coarse step size). This trade-off limits the feasibility of large-scale simulation if high accuracy is required.

To break through this speed-accuracy trade-off, in this paper we propose an open-source and data-driven corrector, called neural vector (NeurVec), which enables integration with coarse step size while maintaining the accuracy of fine step size in large-scale simulations. We empirically demonstrate that NeurVec is capable of overcoming the stability restriction of explicit integration methods for ODEs. The deployment of NeurVec comprises offline training and inference (Fig. 1b). During offline training, NeurVec is trained with the accurate solution, while during inference NeurVec is employed to the solver to compensate for the error caused by the coarse step size. Our results on benchmark problems, ranging from high-dimensional problems to chaotic systems, show that NeurVec is capable of learning the error term and accelerating the large-scale simulation of dynamical system significantly. Also, we have found that NeurVec can overcome the stability restriction of explicit integration methods for ODEs. Previous works also consider accelerating the solution estimation via deep learning, but they emphasize adopting pure data-driven approaches,\textsuperscript{3,45,46} without using any explicit formula of the equation. Because of chaos\textsuperscript{47–49} (solution is sensitive to small perturbations) and stiffness\textsuperscript{14,50} (solution is unstable unless a sufficiently small step size is used), the pure data-driven method still suffers from large errors in prediction, especially for long-term prediction.\textsuperscript{51}

**Framework of NeurVec**

The corrector NeurVec, in the form of a vector function, is directly added to the estimated solution to compensate for the error caused by the use of the coarse step size (Fig. 1c). To learn the complicated error distribution on the phase space, we adopt a neural network, a universal approximator for continuous functions,\textsuperscript{52,53} to model this corrector. Specifically, NeurVec, a neural network parameterized by \(\Theta\), maps from the state \(\mathbb{R}^d\) to the error correction \(\mathbb{R}^d\) (see the Methods section) and is added to the iterative formula of the solver with \(k\) times the step size \((k \Delta t)\), namely,

\[
\hat{u}_{k(n+1)} = \hat{u}_{kn} + S(f, \hat{u}_{kn}, k \Delta t) + \text{NeurVec}(\hat{u}_{kn}; \Theta), \quad \hat{u}_0 = c_0, \quad n = 0, 1, \cdots.
\]

With NeurVec, we just need to estimate the solution on every \(k\) steps instead of step by step as in Eq. (3). NeurVec is trained from the more accurate solutions with fine step size \(\Delta t\) to characterize the error caused by the use of the coarse step size \(k \Delta t\). The parameter \(\Theta\) in NeurVec can be optimized by minimizing the mean squared difference between the predicted error and the error of the solver with the coarse step size:

\[
\min_{\Theta} \frac{1}{G} \sum_{n=1}^{G} \left\| \text{NeurVec}(u_{kn}; \Theta) - (u_{k(n+1)} - u_{kn} - S(f, u_{kn}, k \Delta t)) \right\|_{2}^{2},
\]

where \(G\) is the number of training samples. Table 1 displays a comparison of evaluation time and theoretical error between the traditional solver and NeurVec. We use \(\epsilon\) to denote the runtime ratio of NeurVec to the scheme \(S\). NeurVec inevitably increases the relative time complexity for each step by \(\epsilon\) since an additional computation module is used. When \(k > (1 + \epsilon)\), NeurVec with the coarse step size \(k \Delta t\) is faster than the solver with the fine step size \(\Delta t\), while achieving comparable accuracy. Moreover, the runtime increment \(\epsilon\) of NeurVec can be lessened. For example, the more complicated scheme \(S\) increases the time complexity, and built-in parallel computing in Pytorch,\textsuperscript{54}
We demonstrate the performance of NeurVec on widely used numerical solvers with consistent performance improvement. To characterize the solution error of NeurVec, we consider the Euler method, a simple ODE solver, as a proof of concept. The global truncation error of the Euler method linearly grows with the step size, namely, \( O(\Delta t) \) when the step size is \( \Delta t \) and \( O(k\Delta t) \) when the step size is \( k\Delta t \). In our theory, we show that NeurVec of sufficient width can achieve an error of \( O(\Delta t) \) when the step size is \( k\Delta t \), which breaks the accuracy-speed trade-off.

| Method                          | Step size          | Evaluation time       | Theory error (Euler scheme) |
|--------------------------------|--------------------|-----------------------|-----------------------------|
| Fixed step size solver (fine step size) | \( \Delta t \) | \( O(1/\Delta t) \) | \( O(\Delta t) \)          |
| Fixed step size solver (coarse step size) | \( k\Delta t \) | \( O(1/(k\Delta t)) \) | \( O(k\Delta t) \)         |
| NeurVec (coarse step size)       | \( k\Delta t \) | \( O((1+\epsilon)/(k\Delta t)) \) | \( O(\Delta t) \)          |

**Table 1.** Comparison of evaluation time and theoretical error (based on the Euler scheme) among the numerical solvers with fine \((\Delta t)\) or coarse step size \((k\Delta t)\) and NeurVec \((k\Delta t)\). Here \( \epsilon \) denotes the ratio of the runtime of NeurVec to that of scheme \( S \) for one step. The fixed step size solvers suffer from the accuracy-speed trade-off on the step size. NeurVec learns from the solutions of fine step size. Then NeurVec is applied to the solver and integrates with the coarse step size \((k\Delta t)\) but still has the theoretical accuracy of the fine step size, \( O(\Delta t) \).

**Results**

We verify the capabilities of NeurVec in two aspects: (1) NeurVec is capable of stabilizing and accelerating the simulation on widely used numerical solvers with consistent performance improvement; and (2) NeurVec can be applied effectively to various benchmark problems, ranging from high-dimensional simulation to chaotic dynamics.

To illustrate the performance of NeurVec, we employ a simple network structure, a one-hidden-layer fully connected neural network, to model NeurVec, where the number of the hidden neurons is 1,024 and a rational function is used (see the Methods section for details). The training and inference of NeurVec are all performed on a single GeForce RTX 3080 GPU with a memory of 10 gigabytes. The simulations in the training and testing sets are uniformly sampled every time interval \( \eta \). We first introduce the training dataset to train NeurVec and the testing dataset for evaluation. The training and testing simulations are uniformly sampled every time interval \( \eta = 2e−1 \). The initial states are sampled randomly from uniform distribution \( \pi := \mathbb{U}([-2.5, 2.5]^d \times [-2.5, 2.5]^d) \). We set the dimension \( d = 20 \) so the dimension of the state is 40. Given a scheme \( S \), the training dataset is generated by \( S \) with \( \Delta^F T = 1e−3 \). The reference simulations in the testing set are generated by RK4 with sufficiently small step size \( 1e−4 \) (see the supplementary material).

Next, we demonstrate the performance of NeurVec in terms of accuracy and speed. NeurVec learns from the simulations of \( \Delta^F T = 1e−3 \) and is applied to the numerical solver with \( \Delta^C T = 2e−1 \). We characterize accuracy by the MSE between the reference and the simulated solution. In the short-term simulation on the time interval...
Figure 2. Application of NeurVec on different numerical solvers. a, The mean square error (MSE) between the reference solution and the numerical solutions with different configurations (step size $\Delta C_t = 1e-1$, $\Delta C_t = 2e-1$, $\Delta F_t = 1e-3$, and NeurVec ($\Delta NV_t = 2e-1$)) on the spring-chain system, averaged over 10.5k simulations. The reference solution is obtained by using the 4th-order Runge-Kutta with step size $1e-4$. NeurVec is trained on the simulations of $\Delta F_t = 1e-3$. The numerical solution of $\Delta C_t = 2e-1$ becomes unstable using Euler or the improved Euler formula, while NeurVec ($\Delta NV_t = 2e-1$) achieves a stable solution with accuracy comparable to that of $\Delta F_t = 1e-3$. b, The (normalized) runtime of the numerical solver with $\Delta F_t = 1e-3$, $\Delta C_t = 2e-1$, and NeurVec ($\Delta NV_t = 2e-1$). The runtime of $\Delta C_t = 2e-1$ is benchmarked to one unit. NeurVec ($\Delta NV_t = 2e-1$) has accuracy similar to that of $\Delta F_t = 1e-3$ and is over 150 times faster.

[0,17], the numerical solutions of the coarse step size ($\Delta C_t \geq 1e-1$) incur considerable simulation error and become unstable if Euler and the improved Euler are used (Fig. 2a). By contrast, NeurVec ($\Delta NV_t = 2e-1$) achieves a stable solution with accuracy comparable to that of the fine step size $\Delta F_t = 1e-3$ (Fig. 2a), which means that NeurVec can overcome the stability restriction. Moreover, we verify the long-term performance of NeurVec. On time intervals [180,200] (Fig. 3a) and [570,600] (Fig. 3b), NeurVec ($\Delta NV_t = 2e-1$) has the consistent trend of error change with time and still maintains accuracy of the same magnitude as $\Delta C_t = 1e-3$. These observations indicate that NeurVec learns the error distribution from the fine step size dataset and compensates for errors caused by the use of the coarse step size, demonstrating that NeurVec is compatible to these solvers. To better display the runtime, we benchmark the runtime of $\Delta C_t = 2e-1$ as one unit. The use of NeurVec increases for a certain runtime ($\epsilon \leq 0.38$) for a single step (compared with $\Delta C_t = 2e-1$), but NeurVec has accuracy comparable to that of $\Delta F_t = 1e-3$, which needs 200 steps for integrating over the time interval $2e-1$. The runtime of $\Delta F_t = 1e-3$ is much higher than that of NeurVec ($\Delta C_t = 2e-1$) ($P$ value $\ll 0.001$ under two-sided t-tests), and NeurVec enables these numerical methods to have more than 150× speedup on the spring-chain systems (Fig. 2b).

NeurVec on chaotic dynamical systems.

We verify the effectiveness of NeurVec on challenging chaotic systems, including the Hénon–Heiles system, elastic pendulum, and K-link pendulum. The chaotic system is sensitive to perturbation to the initial state, and small errors are increased exponentially by the dynamics. For all of these examples, we generate the testing set using RK4 with step size $1e-4$ while the training set is generated with $\Delta F_t = 1e-3$. The initial conditions are randomly and uniformly sampled on a range of values (see the supplementary material). NeurVec is applied to RK4.

(1) Hénon–Heiles system. The Hénon–Heiles system is a Hamiltonian system\textsuperscript{58} that describes the motion of a
body around a center on the \(x-y\) plane. Let \((q_x, q_y)\) and \((p_x, p_y)\) denote the positions and momenta of a particle, respectively. The ODE is given by

\[
\frac{d}{dt}(q_x, q_y, p_x, p_y) = (p_x, p_y, -q_x - 2\lambda q_x q_y, -q_y - \lambda (q_x^2 - q_y^2)).
\] (7)

The Hamiltonian (energy) function \(\mathcal{H}\), defined by

\[
\mathcal{H}(q_x, q_y, p_x, p_y) = \frac{1}{2}(p_x^2 + p_y^2) + \frac{1}{2}(q_x^2 + q_y^2) + \lambda(q_x^2 q_y - \frac{q_y^2}{3}),
\] (8)

must be conserved during the time evolution. This property is used as an additional metric to evaluate the accuracy of our method. We characterize the energy error by the absolute difference between the energy of the simulated trajectory and the initial energy. The datasets are generated with initial energy between \([0, 12]\) and \(-1 < q_x < 1, -0.5 < q_y < 1\) such that the equipotential curves of the system form an inescapable interior region and exhibit chaotic behavior\(^5\). The simulations are uniformly sampled every time interval \(\eta = 5e-1\).

We find that NeurVec \((\Delta^\text{NV} t = 5e-1)\) vastly improves the accuracy of the ODE solvers, achieves almost the same accuracy as RK4 with \(\Delta^F t = 1e-3\) on the time interval \([0, 42.5]\) (Fig. 4a), and works well for a much larger time interval \([450, 500]\) (Fig. 4c). Furthermore, NeurVec with \(\Delta^\text{NV} t = 5e-1\) almost maintains the same system energy as does the reference method with \(\Delta^F t = 1e-3\) (Fig. 4d). To illustrate the error correction capability of NeurVec, we visualize three trajectories of the first three components \((q_x, q_y, p_x)\) in Fig. 4e. For Examples 1–3 of Fig. 4e, NeurVec with \(\Delta^\text{NV} t = 5e-1\) produces orbits similar to those of the reference method with \(\Delta^F t = 1e-3\) while having an energy error of the same magnitude. Furthermore, the reference method with \(\Delta^C t = 5e-1\) yields a larger energy error and pathwise difference. Integrating with \(\Delta^F t = 1e-3\) over the time interval \(\eta = 5e-1\) takes 500 steps, so it is not surprising that the runtime for \(\Delta^F t = 1e-3\) is much larger than NeurVec with \(\Delta^\text{NV} t = 5e-1\). Based on our test, NeurVec \((\Delta^\text{NV} t = 5e-1)\) reaches more than \(390\times\) speedup over the reference method with \(\Delta^F t = 1e-3\) (Fig. 4b).

(2) \textbf{Elastic pendulum.} The elastic pendulum describes a point mass connected to a spring swinging freely (Fig. 5a), which may exhibit chaotic behavior under the force of gravity and spring\(^6\). We denote \(\theta\) as the angle between the spring and the vertical line and \(r\) as the length of the spring. \(\dot{\theta}\) and \(\dot{r}\) correspond to the time derivative of \(\theta\) and \(r\), respectively. The motion of this system is governed by the ODE,

\[
\frac{d}{dt}(\theta, r, \dot{\theta}, \dot{r}) = \left(\dot{\theta}, \dot{r}, \frac{1}{r}(-g \sin \theta - \dot{\theta} \dot{r}), r \dot{\theta}^2 - \frac{k}{m}(r - l_0) + g \cos \theta\right),
\] (9)
We provide three examples of trajectories projected on the coordinates $q_x, q_y, p_x, p_y$, and the corresponding energy error on $[0, 50]$. More examples can be found in the supplementary material.

where $k, m, l_0$, and $g$ are spring constant, mass, original length, and gravity constant, respectively. The initial length of $r$ is $r(0) = l_0 = 10$. $\tilde{r}$ and $\tilde{\theta}$ are initialized by constant 0, and $\theta$ is randomly sampled from the uniform distribution $\mathcal{U}([0, \pi])$. The simulations in the training and testing sets are uniformly sampled every time interval $\eta = 1e-1$. NeurVec is trained on the simulation generated by $\Delta^F t = 1e-3$. NeurVec ($\Delta^{NV} t = 1e-1$) has accuracy of the same order as does $\Delta^F t = 1e-3$ on both short-term prediction (time interval $[0, 8.5]$) (Fig. 5b) and long-term prediction (time interval $[25, 50]$) (Fig. 5d). NeurVec ($\Delta^{NV} t = 1e-1$) is much faster than $\Delta^F t = 1e-3$ ($P$ value $\ll 0.001$ under two-sided t-tests), reaching about 70× speedup (Fig. 5c).

(3) **K-link pendulum.** A K-link pendulum is a body suspended from a fixed point (Fig. 5a) with $K$ rods and $K$ bobs so that the body can swing back and forth under gravity.\(^{61}\) The system exhibits chaotic behavior. For simplification, the length of each rod and the mass of each bob are set to 1, and the gravity constant $g$ is set to 9.8. Let variables $\theta := (\theta_1, \theta_2, \cdots, \theta_K)$, where $\theta_i$ is the angle between the $i$th rod and the vertical axis. The system is governed by the ODE

$$
\frac{d}{dt}(\theta, \dot{\theta}) = (\dot{\theta}, A^{-1} \mathbf{b}).
$$

**(Figure 4. Performance comparison on the Hénon–Heiles system.** a, MSE with varied time on the time interval $[0,42.5]$ under different configurations (step size $\Delta^C t = 5e-1$, $\Delta^C t = 2e-1$, $\Delta^F t = 1e-3$, and NeurVec ($\Delta^{NV} t = 5e-1$)). b, MSE with varied time on the longer time interval $[450,500]$. The upper and lower bounds of the light color indicate the maximal and minimal error, respectively. c, The (normalized) runtime of the numerical solver with $\Delta^F t = 1e-3$, $\Delta^C t = 5e-1$, and NeurVec ($\Delta^{NV} t = 5e-1$). d, Energy error with varied time on $[0,50]$. e, We provide three examples of trajectories projected on the coordinates $(q_x, q_y, p_x, p_y)$, and the corresponding energy error on $[0,50]$. More examples can be found in the supplementary material.)
we compare the evaluation time and solution error among solver with fine or coarse step size and NeurVec.

We validate the performance of NeurVec on producing consistent statistical observations for ensemble forecasting.

which is in accordance with the periodic variation of the spring during its extend-retract. However, let

The ability to enable a large step size for a set of sampled initial conditions is critical for real applications such as weather forecasting. We visualize the time series histogram of the testing set for variables (a) \( r \) and \( \dot{r} \) in the elastic pendulum (9) and (b) \( q_1 \) and \( p_1 \) in the Hénon–Heiles system (7) in Fig. 6. The time series histogram is generated by dividing axes into 800×100 bins and counting the curves that cross the bins.

For the elastic pendulum, we find that starting from a time \( T \geq 25 \), the statistical difference of \( \dot{r} \) and \( r \) between \( \Delta F t = 1e-3 \) and \( \Delta C t = 1e-1 \) becomes larger. When the step size is \( \Delta F t = 1e-3 \), \( \dot{r} \) exhibits periodic behavior, which is in accordance with the periodic variation of the spring during its extend-retract. However, let \( \Delta C t = 1e-1 \), \( \dot{r} \) and \( r \) show a trend of approaching specific values, and the change range gradually narrows. On the other hand, the simulations with NeurVec (\( \Delta NV t = 1e-1 \)) have a pattern similar to that of \( \Delta F t = 1e-3 \). We have a similar observation for \( q_1 \) and \( p_1 \) in Hénon–Heiles system (Fig. 6b). Therefore, we conclude that NeurVec produces more accurate solutions compared with the reference method with large step size, enabling better and more consistent statistical observation.
Figure 6. Time series histogram. We visualize the time series histogram of a test set for variables (a) \( r \) and \( \dot{r} \) in the elastic pendulum (9) and (b) \( q_y \) and \( p_y \) in the Hénon–Heiles system (7). The color represents the number count (the lighter color and the larger frequency). The solutions generated by the solver with coarse step size exhibits a trend of convergence to a specific value, while solutions of the solver with fine step size are distributed within a range, and NeurVec with coarse step size produces a histogram visually identical with that of the solver with fine step size. This result shows that NeurVec has a more accurate solution than does the solver with fine step size.

Error visualization on the phase space.

Neural networks are generally considered black-box functions and lack interpretability. In this section we explore what the neural network in NeurVec learns in order to explain the good performance of NeurVec. We consider solving a 1-link pendulum with the Euler method. Our consideration for testing NeurVec on this system is based on the following motivations. First, the dimension of the state is 2, which facilitates error visualization on phase space. Second, we derive the error term of the Euler method explicitly through the Taylor formula:

\[
\mathbf{u}(t + \Delta t) - (\mathbf{u}(t) + \mathbf{f}(\mathbf{u})\Delta t) = \frac{1}{2}(\nabla \mathbf{f})\mathbf{f}(\mathbf{u})\Delta t^2 + \mathcal{O}(\Delta t^3),
\]

where \( \nabla \mathbf{f} \) is the Jacobian matrix of \( \mathbf{f} \). The second-order term \( \frac{1}{2}(\nabla \mathbf{f})\mathbf{f}(\mathbf{u})\Delta t^2 \) is the leading error term of the Euler method, which is supposed to be captured by NeurVec from data of fine step size. Denote \( R_{NV}(\mathbf{u}) := \|\text{NeurVec}(\mathbf{u})\|^2 \) as the norm of error learned by NeurVec and \( R_{EL}(\mathbf{u}) := \left\| \frac{1}{2}(\nabla \mathbf{f})\mathbf{f}(\mathbf{u})\Delta t^2 \right\|_2^2 \) as the norm of the leading error term of the Euler method. To train NeurVec for the Euler method, we generate the dataset by randomly sampling the initial conditions of \( \theta \) and \( \dot{\theta} \) from uniform distributions \( U([0, \pi/2]) \) and \( U([0, 0.5]) \), respectively, and then use the Euler method to simulate the data with \( dt = 1e-3 \). We train NeurVec with coarse step size \( dt = 1e-1 \).

We found that the learned error \( R_{NV} \) (Fig. 7a) is visually consistent with the leading error \( R_{EL} \) of the Euler method (Fig. 7b). The squared difference \( R_{Diff} = \left\| \frac{1}{2}(\nabla \mathbf{f})\mathbf{f}(\mathbf{u})\Delta t^2 - \text{NeurVec}(\mathbf{u})\right\|_2^2 \) is up to order \( \mathcal{O}(10^{-6}) \), and a small part of the difference near the boundary is relatively large (Fig. 7c). Through the training data of high accuracy,
NeurVec captured the leading error term of the numerical solver. NeurVec may even capture the higher-order error terms, which enable the use of a coarse step size.

**Theoretical analysis.** We analyze the runtime and the global error in the solution approximated with NeurVec. Let $0 = t_0 < t_1 < \cdots < t_{pk} = T$ be uniform points on $[0, T]$ and $\Delta t = \frac{T}{pk}$.

We compare the runtime of fine and coarse step size. If the step size $\Delta t$ is used, then the number of steps for integration is $\frac{T}{\Delta t}$. If the step size is $k\Delta t$, then the number of steps needed is $\frac{T}{k\Delta t}$. $\epsilon$ is the ratio of the runtime of NeurVec to that of scheme $S$ for one step. Hence, when NeurVec is used to integrate with step size $k\Delta t$, we need $\epsilon \times 100\%$ extra time for each step; and the time becomes $\Theta(\frac{T(1+\epsilon)}{k\Delta t})$.

Next we study the error of solvers with fine or coarse step size. For simplification, we focus on the Euler solver and characterize the global discretization error (difference between the true solution and the estimated solution) at the time $T$. When the Euler scheme is used,

$$u_{n+1} = u_n + \Delta t f(u_n), \quad u_0 = c_0, \quad n = 0, 1, \cdots, kp - 1. \quad (12)$$

**Proposition 0.1.** We assume that (1) $f$ is Lipschitz continuous with Lipschitz constant $L$ and (2) the second derivative of the true solution $u$ is uniformly bounded by $M > 0$, namely, $\|u''\|_\infty \leq M$ on $[0, T]$. Then, using (12), we have

$$|u_{kp} - u(T)| \leq \frac{M \exp(2TL)}{2L} \Delta t.$$

For the proof, see the work of Atkinson et al.62. Proposition 0.1 shows that the Euler method converges linearly. The error is $O(\Delta t)$ when the step size $\Delta t$ is used. Similarly, the error becomes $O(k\Delta t)$ when the step size is $k\Delta t$.

We next derive the error for the Euler method with step size $k\Delta t$ using NeurVec. The iterative formula is given by

$$\hat{u}_{k(n+1)} = \hat{u}_{kn} + f(\hat{u}_{kn})(k\Delta t) + \text{NeurVec}(\hat{u}_{kn}; \Theta), \quad \hat{u}_0 = c_0, \quad n = 0, 1, \cdots, p - 1. \quad (13)$$

We can use the following loss function to identify the learnable parameter $\Theta$ in NeurVec. $V_n$ denotes the residual error for each term.

$$\text{LS} = \frac{1}{p} \sum_{n=0}^{p-1} \left\| \frac{u_{k(n+1)} - u_{kn}}{k\Delta t} - f(u_{kn}) - \frac{\text{NeurVec}(u_{kn}; \Theta)}{k\Delta t} \right\|^2 = \frac{1}{p} \sum_{n=0}^{p-1} \|V_n\|^2 \quad (14)$$

In the next theorem we characterize the error of NeurVec ($k\Delta t$) by the quality of the training data and the neural network training error. In addition to the assumption in Proposition 0.1, we assume NeurVec is Lipschitz continuous and the Lipschitz constant is of order $k\Delta$. This assumption is reasonable based on the following motivation. According to Taylor expansion $v(t + \Delta t) = v(t) + v'(t)\Delta t + o(\Delta t)$, from our objective we expect that NeurVec $\sim o(k\Delta t)$. 

Figure 7. Numerical error visualization on the phase space of 1-link pendulum. a, The square sum of leading (second-order) error term of the Euler method, denoted by $R_{EL}$. The error is calculated by using the true dynamics $f$. b, The square sum norm of error compensation learned by NeurVec, denoted by $R_{NV}$. c, The difference between the leading error term and NeurVec.
The premise of our method to accelerate the numerical method is that NeurVec enables the use of coarse step size with Lipschitz constant $k\Delta t L_{NV}$, which is independent of $\theta$. Then the error is

$$ |\hat{u}_{kp} - u(T)| \leq \frac{M \exp(2TL)}{2L} \Delta t + \frac{\sqrt{T} \exp(T(L + L_{NV}))}{\sqrt{L + L_{NV}}} (LS)^{1/2}. \tag{15} $$

The first term in the right-hand side of (15) comes from the error of the training data, Euler simulation with step size $\Delta t$, while the second term is the training error of NeurVec. A series of works\textsuperscript{63–65} utilize a neural tangent kernel to prove the global convergence of a neural-network-based least squares method. Under the assumptions of training data distribution, when the width of one hidden layer network is sufficiently large, gradient descent converges to a globally optimal solution for the quadratic loss function. We might assume that the training error $LS \rightarrow 0$ as the increasing update iteration. Then in (15), $|\hat{u}_{kp} - u(T)| \sim O(\Delta t)$.

### Discussion

To address the speed-accuracy trade-off in large-scale simulations of dynamical systems, we proposed NeurVec, a neural-network-based corrector, to compensate for the error caused by the use of coarse step size for numerical solvers. Through extensive experiments and preliminary theoretical evidence, we show that NeurVec is general and can be applied to widely used explicit integration methods and learn the error distribution through simulations with fine step size. However, NeurVec has the following limitations.

1. The premise of our method to accelerate the numerical method is that NeurVec enables the use of coarse step size. Therefore, NeurVec needs to be trained well enough, or it may not capture the error distribution on the phase space. Our numerical results reveals that NeurVec may have a slightly larger error than that of the fine step size. The main contribution of this paper is to provide a methodology based on deep learning to accelerate numerical methods while ignoring tedious training techniques. For example, we use only the simplest fully connected neural network, as shown in Fig. 8, with conventional training techniques (such as least squares loss in Eq. (5)) in deep learning. Hence, the performance of NuerVec could be improved by using more advanced learning architectures and training algorithms, for example, an attention mechanism,\textsuperscript{66–68} neural network structure search,\textsuperscript{69–71} and large-scale pretrained models.\textsuperscript{72}

2. We model NeurVec via deep learning, so a neural network must be trained, a process that can require considerable costs, such as training and data acquisition costs. Fortunately, with rapid advances in high-performance computer hardware, training time is generally acceptable. For example, all experiments in this paper were trained on a consumer-grade personal computer (CPU: AMD Ryzen 9 5950X, GPU: GeForce RTX 3090 with 24 GB of memory), and the training time does not exceed 72 hours. In addition, we could further compress the training time through multicard training, which is commonly used in the artificial intelligence community. When NuerVec is trained and deployed as shown in Fig. 1e, it can be used without additional training before each use, so the cost of training is practically constant. With regard to the cost of data acquisition, first we need to have enough hard drives to support data acquisition. The price of consumer-grade hard drives is decreasing year by year, so the cost of storage is acceptable to most institutions, laboratories, and even individuals. Next, as shown in Fig. 1e, it unavoidably takes a long time to acquire the required data in a given simulation environment. Moreover, some applications, such as weather forecasting and traffic forecasting, already store a sufficient amount of historical data, which can be used for training the NeurVec.

In addition, we may extend NeurVec in several ways.

- **Generalizing NeurVec.** We implemented NeurVec using the simulation data with fixed system parameters and fixed step size. Recently, the neural network, as a universal approximator, shows promising results on learning the nonlinear continuous operator. Motivated by operator learning,\textsuperscript{45,46} we may add additional dimensions to the input of NeurVec, such as the step size for integration and the physical parameters in the system. Then NeurVec can be trained with more diverse simulation data, such that NeurVec can be used with different $dt$ for systems with varied physical parameters (such as $k$ and $m$ in the spring-chain system (6)).

- **Continual model update.** Neural networks may sometimes have inaccurate predictions when encountering abnormal situations. Therefore, we may need to maintain and update NeurVec regularly to learn from new data. The simplest strategy is to retrain the network from scratch, but it needs considerable computing resources to train and memory resources to store the data. To address such a problem, we can fine-tune NeurVec via incremental learning\textsuperscript{73} for a small amount of newly collected training data to achieve low-cost model updates.
• **Numerical solvers and cutting-edge problems.** Four forward numerical solvers and four kinds of problems were considered. We may extend NeurVec to other types of numerical solvers, such as backward methods and implicit methods. These methods are mainly aimed at improving the simulation accuracy, but the simulation cost for one step may be large. Furthermore, since NeurVec is open source and easy to use, we believe that it can be applied to more cutting-edge applications in industry or scientific problems.

**Methods**

**Datasets.** We summarize the simulated training and testing datasets used in the main text in Table 2. For each dataset we integrate with the step size $\delta$ using the numerical solver over $N$ random initializations. We obtain the discrete solutions every $\delta$ up to the model time $T$. Next, we sample the solution every time interval $\eta$ ($\eta$ is a multiple of $\delta$).

| Problem                  | Type     | Dim | Num  | Step size $\delta$ | Method            | Duration $T$ |
|--------------------------|----------|-----|------|---------------------|-------------------|--------------|
| Spring-chain (Euler)     | Train    | 40  | 60k  | 1e-3                | Euler             | 20           |
| Spring-chain (Improved Euler) | Train    | 40  | 60k  | 1e-3                | Improved Euler    | 20           |
| Spring-chain (RK3)       | Train    | 40  | 60k  | 1e-3                | RK3               | 20           |
| Spring-chain (RK4)       | Train    | 40  | 60k  | 1e-3                | RK4               | 20           |
| Spring-chain             | Test     | 40  | 10.5k| 1e-4                | RK4               | 20           |
| 1-link pendulum          | Train    | 2   | 1k   | 1e-3                | RK4               | 10           |
| 2-link pendulum          | Train    | 4   | 300k | 1e-3                | RK4               | 10           |
| 2-link pendulum          | Test     | 4   | 7k   | 1e-4                | RK4               | 10           |
| Hénon–Heiles (Train)     | Test     | 4   | 70k  | 1e-4                | RK4               | 50           |
| Hénon–Heiles (Test)      | Train    | 4   | 100k | 1e-3                | RK4               | 50           |
| Elastic pendulum         | Train    | 4   | 300k | 1e-3                | RK4               | 50           |
| Elastic pendulum         | Test     | 4   | 14k  | 1e-4                | RK4               | 50           |

Table 2. Summary of the simulated datasets used in the main text.

**Numerical solvers.** We introduce four numerical solvers used in our paper: the Euler method, improved Euler method, and 3rd- and 4th-order Runge–Kutta methods. These solvers have different $S(f, u_n, \Delta t_n)$ in the iterative formula (2). (1) The Euler method can be written as

$$S(f, u_n, \Delta t_n) = \Delta t_n f(u_n).$$

(16)

It has an explicit geometric interpretation—it uses a series of line segments to approximate the solution of the equation. It is first-order accurate since its local truncation error is $O(\Delta t^2)$ and the global error is $O(\Delta t)$.

(2) The improved Euler method\(^4,75\) can be written as

$$S(f, u_n, \Delta t_n) = \frac{\Delta t_n}{2} [f(u_n) + f(u_n + \Delta t_n f(u_n))].$$

(17)

The improved Euler method is a numerical method that uses an implicit trapezoidal formulation to improve the accuracy of the Euler method. Specifically, it first takes a one-step Euler method to obtain $\tilde{u}_{n+1} = u_n + \Delta t_n f(u_n)$ and then uses the implicit trapezoidal formula to obtain $u_{n+1} = u_n + \frac{\Delta t_n}{2} [f(u_n) + f(\tilde{u}_{n+1})]$. Even though the improved Euler method requires more computation compared with the Euler method, it has a higher accuracy with a local error of $O(\Delta t^3)$. (3) The $m$th-order Runge–Kutta method can be written as

$$S(f, u_n, \Delta t_n) = \Delta t_n \sum_{i=1}^{m} \lambda_i K_i.$$  

(18)

For the 3rd-order RK method, the number of stages $m = 3$, the coefficients $\lambda_1 = \lambda_3 = \frac{1}{6}$ and $\lambda_2 = \frac{2}{3}$, and the update rule $K_1 = f(u_n), K_2 = f(u_n + \frac{\Delta t_n}{2} K_1)$ and $K_3 = f(u_n - \Delta t_n K_1 + 2\Delta t_n K_2)$. For the 4th-order RK method, $m = 4$, $\lambda_1 = \lambda_4 = \frac{1}{6}$ and $\lambda_2 = \lambda_3 = \frac{1}{4}$. The update rule $K_1 = f(u_n), K_2 = f(u_n + \frac{\Delta t_n}{2} K_1), K_3 = f(u_n + \frac{\Delta t_n}{2} K_1 + \frac{\Delta t_n}{2} K_2)$ and $K_4 = f(u_n + \Delta t_n K_3)$. Runge–Kutta methods, especially the 4th-order Runge–Kutta method, are widely used
Figure 8. Neural network structure in NeurVec. NeurVec consists of two linear transformations layers (yellow) and one nonlinear activation function layer (red).

in engineering and natural sciences. The Euler method and improved Euler method can also be seen as special Runge–Kutta methods. When using the larger order $m$ in Eq. (18), we need to compute iteratively a series of $K_i$, $i = 1, 2, ..., m$, increasing the computation cost for each step. When used to perform large-scale simulation, the higher-order Runge–Kutta methods generally take a longer time to simulate, as shown in Table X.

Implementation details of NeurVec. We use a fully connected neural network to model NeurVec in Eq. (4). The fully connected feed-forward neural network is the composition of $L$ nonlinear functions:

$$
\phi(x; \theta) := W_a \circ h_L \circ h_{L-1} \circ \cdots \circ h_1(x),
$$  

where $h_\ell(x) = \sigma(W_\ell x + b_\ell)$ with $W_\ell \in \mathbb{R}^{N_i \times N_{i-1}}$, $b_\ell \in \mathbb{R}^{N_i}$ for $\ell = 1, ..., L$, $W_a \in \mathbb{R}^{d \times N_L}$, $x \in \mathbb{R}^{d \times N}$, $\sigma$ is a nonlinear activation function, for example, a rectified linear unit (ReLU) $\sigma(x) = \max\{x, 0\}$ or hyperbolic tangent function $\tanh(x)$, $d$ is the dimension of the state, and $N$ is the batch size. Each $h_\ell$ is referred to as a hidden layer, where $N_i$ is the width of the $\ell$th layer. In this formulation, $\theta := \{W_a, W_\ell, b_\ell : 1 \leq \ell \leq L\}$ denotes the set of all parameters in $\phi$, which uniquely determines the underlying neural network. In our implementation (Fig. 8), the feed-forward neural network is of one hidden layer ($L = 1$) with the width $N_1 = 1024$. The activation function used is the rational activation function $^{56}$ defined by

$$
a \mathbf{x}^3 + a_2 \mathbf{x}^2 + a_1 \mathbf{x}^1 + a_0
\overline{b_2 \mathbf{x}^2 + b_1 \mathbf{x}^1 + b_0},
$$  

where $a_i, 0 \leq i \leq 3$ and $b_i, 0 \leq i \leq 2$ are initialized by constants $a_0 = 0.0218$, $a_1 = 0.5000$, $a_2 = 0.5957$, $a_3 = 1.1915$, $b_0 = 1.0000$, $b_1 = 0.0000$, $b_2 = 2.3830$, respectively. The parameters in $W_a$ and $W_\ell$ are initialized from $\mathbb{U}\left[-1/\sqrt{N_0}, 1/\sqrt{N_0}\right]$ and $\mathbb{U}\left[-1/\sqrt{N_1}, 1/\sqrt{N_1}\right]$, respectively. We optimize the $\phi$ for 500 epochs with the Adam optimizer. Moreover, we use the mean square error as the objective function in Eq. (5), and we set the initial learning rate to $1e^{-3}$.

Data and code availability

The synthesized data for the high-dimensional problem and chaotic dynamical systems and source codes for training and testing results are available at the online data warehouse: https://github.com/dedekinds/NeurVec. The source codes are released under MIT license.
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Supplementary

Proof of the Theorem

Proof. We denote $E_n := \hat{u}_{kn} - u_{kn}$. Then by triangle inequality and Proposition 0.1, we have

$$|u_{kp} - u(T)| \leq |u_{kp} - u(T)| + |\hat{u}_{kp} - u_{kp}| = E_p + \frac{M \exp(2TL)}{2L} \Delta t. \quad (21)$$

Next we estimate the error $E_p$. We have

$$\hat{u}_{k(n+1)} - u_{k(n+1)} = \hat{u}_{kn} + f(\hat{u}_{kn})(k\Delta t) + \text{NeurVec}(\hat{u}_{kn}; \theta) - u_{k(n+1)}$$

$$= u_{kn} - u_{kn} + (f(\hat{u}_{kn}) - f(u_{kn}))(k\Delta t) + \text{NeurVec}(\hat{u}_{kn}; \theta) - \text{NeurVec}(u_{kn}; \theta) - (k\Delta t)V_n.$$  

Then using assumption (1),

$$|\hat{u}_{k(n+1)} - u_{k(n+1)}| \leq |\hat{u}_{kn} - u_{kn}| + L|\hat{u}_{kn} - u_{kn}|(k\Delta t) + k\Delta tLNV|\hat{u}_{kn} - u_{kn}| + (k\Delta t)|V_n|$$

$$= (1 + k\Delta tL + k\Delta tLNV)|\hat{u}_{kn} - u_{kn}| + (k\Delta t)|V_n|.$$  

we denote the constant $(1 + k\Delta tL + k\Delta tLNV)$ as $w$. We rewrite the above inequality as $|E_{n+1}| \leq w|E_n| + (k\Delta t)|V_n|.$

Then

$$|E_{n+1}| \leq w|E_n| + (k\Delta t)|V_n|$$

$$\leq w(|E_{n-1}| + (k\Delta t)|V_{n-1}|) + (k\Delta t)|V_n| = w^2|E_{n-1}| + w(k\Delta t)|V_{n-1}| + (k\Delta t)|V_n|$$

$$\leq \ldots$$

$$\leq w^{n+1}|E_0| + (k\Delta t)\sum_{i=0}^{n} w^i|V_{n-i}| = (k\Delta t)\sum_{i=0}^{n} w^i|V_{n-i}|,$$

where $E_0 = 0$ as $E_0 = \hat{u}_0 - u_0 = c_0 - c_0 = 0$. By the Cauchy inequality,

$$|E_p| \leq (k\Delta t)\left(\sum_{i=0}^{p-1} w^{2i}\right)\frac{1}{2} \left(\sum_{i=0}^{p-1} |V_{p-1-i}|^2\right)\frac{1}{2} = (k\Delta t)\left(\frac{w^{2p} - 1}{w^2 - 1}\right)\left(pL\right)^\frac{1}{2}.$$  

Note that $\frac{w^{2p} - 1}{w^2 - 1} \leq \frac{(1 + k\Delta t + k\Delta tLNV)^{2p}}{k\Delta tL + k\Delta tLNV} \leq \frac{\exp(2k\Delta t(L + LNV))}{k\Delta tL + k\Delta tLNV} = \exp(2T(L + LNV))$. We obtain the bound by

$$|E_p| \leq (k\Delta t)\frac{\exp(T(L + LNV))}{\sqrt{k\Delta t(L + LNV)}}\left(pL\right)^\frac{1}{2} = \sqrt{T}\frac{\exp(T(L + LNV))}{\sqrt{L + LNV}}\left(L\right)^\frac{1}{2}.$$  

Combining (21), we end our proof.
Details of the acceleration.

Runtime
We presented the normalized runtime results of different configurations in the main text. Here we provide details about the implementation and the exact runtime values.

We divide the testing dataset of each problem (Table 2) equally into 70 batches. Then, we simulate each batch sequentially on a single GeForce RTX 3080 GPU and record their inference time at each run. In order to mitigate the GPU from overheating, a 10-second pause is executed between every two runs. The mean clock time and its standard derivation (std) are reported in Table 3.

| Problems       | Method              | Step size | Time-mean (sec.) | Time-std |
|----------------|---------------------|-----------|------------------|----------|
| Spring-chain   | Euler               | 2e-1      | 0.099            | 0.002    |
| Spring-chain   | Euler+NeurVec       | 2e-1      | 0.124            | 0.011    |
| Spring-chain   | Improved Euler      | 2e-1      | 0.172            | 0.002    |
| Spring-chain   | Improved Euler+NeurVec | 2e-1    | 0.237            | 0.030    |
| Spring-chain   | RK3                 | 2e-1      | 0.260            | 0.002    |
| Spring-chain   | RK3+NeurVec         | 2e-1      | 0.348            | 0.028    |
| Spring-chain   | RK4                 | 2e-1      | 0.359            | 0.002    |
| Spring-chain   | RK4+NeurVec         | 2e-1      | 0.463            | 0.040    |
| Hénon-Heiles   | RK4                 | 5e-1      | 0.009            | 0.001    |
| Hénon-Heiles   | RK4+NeurVec         | 5e-1      | 0.015            | 0.001    |
| 2-link pendulum| RK4                 | 1e-1      | 0.269            | 0.004    |
| 2-link pendulum| RK4+NeurVec         | 1e-1      | 0.441            | 0.061    |
| Elastic pendulum| RK4              | 1e-1      | 0.056            | 0.001    |
| Elastic pendulum| RK4+NeurVec       | 1e-1      | 0.100            | 0.059    |

Table 3. Comparison of mean runtime and its standard deviation over 70 batches of simulation.
Statistical test
We statistically validate the acceleration performance of NeurVec. We collected the runtime results of solver with fine step size and NeurVec with coarse step size as in Table 3; each of them contains 70 samples. In the t-test, the null hypothesis is that the runtimes of solver with fine step size and NeurVec with coarse step size are identical. We use $P_1$ to denote the $P$-value of the two-sided t-test and $P_2$ to denote the $P$-value of the Welch’s t-test. These two t-tests have the same statistics but for different situations. We use the two-sided t-test if the the pair of the runtimes have the same variance. Otherwise, we use Welch’s t-test. In Table 4, all the $P_1$ and $P_2$ are much smaller than $1e-3$, indicating that the null hypothesis is rejected and the pair of runtime samples are different. In other words, NeurVec can accelerate the simulation with statistical significance.

| Problem      | Method | Setting1 | Setting2 | Statistics | $P_1$ ($P_1 \ll 1e^{-3}$) | $P_2$ ($P_2 \ll 1e^{-3}$) |
|--------------|--------|----------|----------|------------|-------------------------|-------------------------|
| Spring-chain | Euler  | 1e-3     | 2e-1     | 461.97     | 5.59e-222 ✓             | 3.55e-122 ✓             |
| Spring-chain | Euler  | 1e-3     | 2e-1+NeurVec | 461.07   | 7.30e-222 ✓             | 2.44e-122 ✓             |
| Spring-chain | Imp-Euler | 1e-3 | 2e-1     | 125.34     | 4.87e-144 ✓             | 3.88e-83 ✓             |
| Spring-chain | Imp-Euler | 1e-3 | 2e-1+NeurVec | 125.11   | 6.24e-144 ✓             | 4.22e-83 ✓             |
| Spring-chain | RK3    | 1e-3     | 2e-1     | 1252.16    | 1.01e-281 ✓             | 4.73e-152 ✓             |
| Spring-chain | RK3    | 1e-3     | 2e-1+NeurVec | 1246.92  | 1.80e-281 ✓             | 2.41e-153 ✓             |
| Spring-chain | RK4    | 1e-3     | 2e-1     | 291.81     | 1.78e-194 ✓             | 2.08e-108 ✓             |
| Spring-chain | RK4    | 1e-3     | 2e-1+NeurVec | 291.32   | 2.25e-194 ✓             | 2.00e-108 ✓             |
| Hénon-Heiles | RK4    | 1e-3     | 5e-1     | 557.53     | 3.06e-233 ✓             | 7.91e-128 ✓             |
| Hénon-Heiles | RK4    | 1e-3     | 5e-1+NeurVec | 556.97   | 3.51e-233 ✓             | 8.48e-128 ✓             |
| 2-pendulum   | RK4    | 1e-3     | 1e-1     | 888.86     | 3.46e-261 ✓             | 8.85e-142 ✓             |
| 2-pendulum   | RK4    | 1e-3     | 1e-1+NeurVec | 859.68   | 3.46e-259 ✓             | 2.30e-154 ✓             |
| Elastic pendulum | RK4 | 1e-3     | 1e-1     | 669.28     | 3.46e-244 ✓             | 2.63e-133 ✓             |
| Elastic pendulum | RK4 | 1e-3     | 1e-1+NeurVec | 550.22   | 1.88e-232 ✓             | 7.35e-208 ✓             |

Table 4. The statistical test for different pair run time results. $P_1$ is the $P$-value of the two-sided t-test and $P_2$ is the $P$-value of the Welch’s t-test.
Summary of the initialization of different systems.

| Task               | Variable | Dim | Type              | Range         |
|--------------------|----------|-----|------------------|---------------|
| Spring-chain       | p        | 20  | Uniform random   | $[-2.5, 2.5]^{20}$ |
| Spring-chain       | q        | 20  | Uniform random   | $[-2.5, 2.5]^{20}$ |
| Hénon–Heiles       | $q_x$    | 1   | Uniform random   | [-1,1]        |
| Hénon–Heiles       | $q_y$    | 1   | Uniform random   | [-0.5,1]      |
| Hénon–Heiles       | $p_x$    | 1   | Uniform random   | [-1,1]        |
| Hénon–Heiles       | $p_y$    | 1   | Uniform random   | [-1,1]        |
| Elastic pendulum   | $\theta$ | 1   | Uniform random   | [0, $\pi/8$]  |
| Elastic pendulum   | $r$      | 1   | Constant         | 10            |
| Elastic pendulum   | $\dot{\theta}$ | 1 | Constant         | 0             |
| Elastic pendulum   | $\dot{r}$ | 1 | Constant         | 0             |
| Elastic pendulum   | $l_0$    | 1   | Constant         | 10            |
| Elastic pendulum   | $g$      | 1   | Constant         | 9.8           |
| Elastic pendulum   | $k$      | 1   | Constant         | 40            |
| Elastic pendulum   | $m$      | 1   | Constant         | 1             |
| 2-pendulum         | $\theta$ | 2   | Uniform random   | [0, $\pi/8]^2$ |
| 2-pendulum         | $\dot{\theta}$ | 2 | Constant         | 0             |
| 1-pendulum         | $\theta$ | 1   | Uniform random   | [0, $\pi/2$]  |
| 1-pendulum         | $\dot{\theta}$ | 1 | Uniform random   | [0,0.5]       |
| 1&2-pendulum       | $m$      | 1   | Constant         | 1             |
| 1&2-pendulum       | $g$      | 1   | Constant         | 9.8           |

Table 5. The values of $m$ and $k$ in spring-chain systems: $m$ and $k$ are obtained by random and independent sampling, and their values are consistent with those of SRNN.

Table 6. Initial state of different systems. “Uniform random” means that the variables are sampled with uniform distribution of given range. “Constant” means the variable is initialized as a constant. In the Hénon–Heiles system, after the initialization, the data that do not satisfy the energy $\mathcal{H}(q_x, q_y, p_x, p_y) \in [\frac{1}{12}, \frac{1}{6}]$ will be removed.
Simulations on Hénon–Heiles system.

Fig. 9 displays more examples of simulations on Hénon–Heiles system, an implement to Fig. 4e.

Figure 9. More performance comparison on the Hénon–Heiles system. We provide five additional examples of trajectories projected on the coordinates \((q_x, q_y, p_x)\). NeurVec \(\Delta^N t = 5e-1\) produces the most orbits similar to \(\Delta^F t = 1e-3\).
Time series histogram.

Fig. 10 displays the time series histogram of $\theta$ and $\dot{\theta}$ in the elastic pendulum (9), and $q_x$ and $p_x$ in the Hénon–Heiles system (7). The statistical difference of $\theta$ and $\dot{\theta}$ among fine step size, coarse step size and NeurVec with coarse step size is not large. Yet that of $q_x$ and $p_x$ is large.

**Figure 10. Additional experiments for time series histogram.** We visualize the time series histogram of the test set for variables in the elastic pendulum and Hénon–Heiles system. The color represents the number count (the lighter color and the larger frequency). (a), $\theta$ and $\dot{\theta}$ in the elastic pendulum (9). Unlike the results about $r$ and $\dot{r}$ in Fig. 6a, the $\theta$ and $\dot{\theta}$ generated by different step sizes have similar trends, although there are minor differences among them. However, in (b) $q_x$ and $p_x$ in the Hénon–Heiles system (7), there is a consistent observation for the solutions under different step sizes with Fig. 6b.