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Abstract: Binarized neural networks (BNNs), which have 1-bit weights and activations, are well suited for FPGA accelerators as their dominant computations are bitwise arithmetic, and the reduction in memory requirements means that all the network parameters can be stored in internal memory. However, the energy efficiency of these accelerators is still restricted by the abundant redundancies in BNNs. This hinders their deployment for applications in smart sensors and tiny devices because these scenarios have tight constraints with respect to energy consumption. To overcome this problem, we propose an approach to implement BNN inference while offering excellent energy efficiency for the accelerators by means of pruning the massive redundant operations while maintaining the original accuracy of the networks. Firstly, inspired by the observation that the convolution processes of two related kernels contain many repeated computations, we first build one formula to clarify the reusing relationships between their convolutional outputs and remove the unnecessary operations. Furthermore, by generalizing this reusing relationship to one tile of kernels in one neuron, we adopt an inclusion pruning strategy to further skip the superfluous evaluations of the neurons whose real output values can be determined early. Finally, we evaluate our system on the Zynq 7000 XC7Z100 FPGA platform. Our design can prune 51 percent of the operations without any accuracy loss. Meanwhile, the energy efficiency of our system is as high as $6.55 \times 10^5 \text{Img/kJ}$, which is $118 \times$ better than the best accelerator based on an NVIDIA Tesla-V100 GPU and $3.6 \times$ higher than the state-of-the-art FPGA implementations for BNNs.
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1. Introduction

Neural networks running on general-purpose CPUs or GPUs are a common solution for various computer vision applications such as image classification [1], radar signal processing [2], and face recognition [3]. However, these solutions tend to be power-hungry because CNNs are computationally intensive, with over billions of operations for the inference of one input [4]. Accordingly, the implementation of CNNs in mobile applications is usually quite challenging [5].

Binarized neural networks (BNNs) can realize efficient inference by optimizing the precision of weights and activations into a single bit [6–8]. Meanwhile, BNNs can directly replace the multiply–accumulate operations by simple XNOR and popcount operations [9], which are well suited to being executed on FPGAs [10]. Nevertheless, BNN inference for the practical classification tasks still involves abundant computations, and thus an efficient hardware accelerator is necessitated. The energy efficiency of the accelerator is extremely important because BNN inference is usually considered for applications in mobile platforms and intelligent devices, which have strict constraints as regards energy consumption. However, the abundant redundancies existing in BNN inference still severely limit the overall energy efficiency of these accelerators [11].
Previous designs which accelerate BNN inference by means of pruning the redundant operations usually obtain savings of around 30 percent of the redundancies without any accuracy loss. Moreover, in order to achieve higher pruning rates, the procedure of retraining the networks is vital. However, they suffer from a serious accuracy drop ranging from 1 to 3 percent. Furthermore, their accelerators also require the consumption of very large amounts of logic resources, which, in particular, results in massive energy consumption, thereby inducing substantial overheads to the overall energy efficiency of the accelerators.

In this paper, we propose an approach to accelerate BNN inference in an energy-efficient way, to effectively address the issues presented above. Firstly, we observe the processes of calculating the outputs of different related kernels. Based on the observation that they contain extensive unnecessary operations, which can be pruned by reusing the calculated outputs of other related kernels, we construct a formula to establish the tight reusing relationships between them. Then, we generalize this reusing relationship to one tile of kernels in one neuron. Benefiting from this generalization, we adopt an inclusion pruning strategy to build the architecture, which brings an opportunity to further prune the evaluations of the redundant neurons whose real output values can be determined early.

To conclude, our key contributions are as follows:

- We propose an approach to accelerate BNN inference in an energy-efficient way. The excessive redundant operations in the binarized convolution processes of multi related kernels are safely skipped by adopting the kernel inclusion similarity scheme.
- In addition, an inclusion pruning strategy is exploited to further save the superfluous evaluations of neurons whose real output values can be determined early, resulting in pruning the whole operations of these neurons without any accuracy loss.
- To the best of our knowledge, our design can prune up to 51 percent of the operations while maintaining the original accuracies, leading to obtaining $118 \times$ and $3.6 \times$ energy efficiency improvement, respectively, when compared with the prior state-of-the-art works implemented on GPU/FPGA.

2. Preliminary and Related Works

2.1. Preliminary of BNN

BNNs evolve from conventional DNNs through Binarized Weight Networks (BWN). It has been observed that if both the weights and inputs are binarized, even the additions and subtractions can be degraded to logical bit operations. As a result, XNOR-Net, in which the convolutions are estimated by XNOR and bit-counting operations, is proposed. In this paper, we focus on XNOR-Net, and in the following sections, BNN refers to XNOR-Net [9].

In BNNs, the basic structure contains several essential functions in each convolutional and fully connected layer. These functions include XNOR, popcount, batch normalization (BN), and binarization (BIN). Firstly, the original multiply–accumulate in traditional DNNs becomes XNOR and popcount in BNNs. Then, the output of popcount is normalized in BN, which is essential to guarantee high accuracy in BNNs. BN incorporates full-precision float point (FP) operations, i.e., two FP MUL/DIVs and three FP ADD/SUBs, which can be denoted by:

$$y_{ij} = \left( \frac{x_{ij} - E[x_{s,j}]}{\sqrt{Var[x_{s,j}]} + \epsilon} \right) \cdot \gamma_j + \beta_j$$

(1)

where $\gamma_j$ and $\beta_j$ are learned in training and fixed in inference. Lastly, the normalized outputs from BN $y_{ij}$ are binarized in BIN by comparing with zero, which is calculated by:

$$x^b = \text{sign}(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
-1, & \text{otherwise}
\end{cases}$$

(2)

In other words, BIN acts as the non-linear activation function. By performing these steps, the real output of one neuron can be achieved.
2.2. Related Works

Firstly, BNNs still contain many redundant operations, which can be further pruned [12]. Ref. [13] used weight flipping frequency as an indicator of sensitivity to accuracy for pruning BNNs. They demonstrated that the weights with a high weight flipping frequency, when the training process is sufficiently close to convergence, are less sensitive to accuracy. Then, they shrunk the number of channels in each layer by the same percentage of the insensitive weights to reduce the effective size of the BNNs. Finally, they derived a 20–40 percent reduction in binary operations. However, they could also suffer from up to 1 percent of accuracy degradation. In addition, [14] proposed two metrics including cosine distance and Euclidean distance to measure the importance of each filter in BNNs. Then, they leveraged Bayesian optimization to efficiently determine the pruning ratio for each layer. However, their experimental results showed that the accuracies of their selected networks, which were quantized with the XNOR-Net scheme, both degraded by 2.69–4.79% on the CIFAR-10 [15] dataset. Ref. [16] proposed a two-stage pipeline method combining filter pruning and binarization to further compress the network. When compared to the original model, they achieved a FLPO reduction and model size compression at the cost of roughly a 4% accuracy drop. In contrast, our pruning method skips the redundant operations for particular kinds of neurons by reusing the calculated partial results of the kernels in other neurons, without changing the real values of these neurons, thereby inducing no accuracy loss.

Meanwhile, BNNs have already widely been implemented on FPGAs due to their flexibility and direct bit-manipulation capability [17–21]. Ref. [17] presented a framework for building fast and flexible FPGA accelerators using a flexible heterogeneous streaming architecture. Ref. [19] proposed an FPGA-based BNN accelerator that drastically cut down the hardware consumption by using resource-aware model analysis. Ref. [20] employed an HLS design methodology for the productive development of the FPGA-based BNN accelerator. Their HLS implementation leveraged the optimizations including loop ordering, unrolling, and local buffering. Meanwhile, [22] also used an HLS-based platform to model the architecture. However, they actually focused on accelerating the networks with 1-bit weights and 2-bit activation function outputs by developing a streaming architecture. In addition, [21] focused on binarizing the first layer in BNNs and reducing the processing time for the first layer. However, these designs all neglected to optimize the extensive redundancies in BNN inference, resulting in the limited energy efficiency of their accelerators. Moreover, [18] used a new binarization method in which the weights and the activations were constrained to either 0 or 1; as a result, the convolutional operations could be implemented by AND gates and popcount operations, which might be more suitable for hardware implementation. Then, they further proposed an input data reuse algorithm to decrease the data access from off-chip memory. Owing to these optimizations, the frequent accesses rate and the power consumption were both reduced. However, they also ignored the extensive redundancies in BNNs, which could still induce significant overheads to the overall energy efficiency of the accelerator [11]. Moreover, their method also needed to retrain the network, which might affect the network accuracy. Nevertheless, they only evaluated the small dataset MNIST [22]. By contrast, we focus on pruning the abundant redundancies in the network to enhance the energy efficiency of the accelerator. Meanwhile, since the step of retraining the networks is not required, our design can keep the original accuracies of the networks.

Furthermore, there are many recent works exploring the opportunities to save the redundancies in BNNs to improve the overall energy efficiency of the accelerators. Ref. [23] proposed a neuron pruning technique which could only be applied to the fully connected layers on the BNN, and retrained the network for this adjustment. Accordingly, their optimization scheme was not suitable for saving the redundant operations in the whole network. In [24], the repeated filters, inverse filters, and similar filters were exploited so that the number of operations in the last several convolutional layers of BNNs could be reduced effectively by sharing the results of these filters. However, these reductions did not necessarily lead to a high performance enhancement due to extra kernel local-
ization overhead. More importantly, their schemes could induce a 2.98 percent accuracy degradation. Moreover, [11] proposed an out-of-order architecture to prune the irregular redundant edges. However, their extensive experiment results only show that they could prune 30 percent of the operations on average without any accuracy loss, only resulting in $2.2 \times$ inference speed-up. Moreover, their pruning rates could be further improved by 19 percent with regularization at training, whereas their accuracies degraded by 3.3 percent, which is not suitable for being directly applied in the actual scenes [25,26]. Moreover, it is necessary for this accelerator to check whether the current accumulated result is already larger than the threshold of the current neuron once all of the XNOR-popcount operations of each input channel in this neuron have been completed, which requires complex control logic leading to abundant extra energy consumption. Therefore, significant degradations in their energy efficiency are inevitable.

3. Proposed Methods

3.1. Kernel Inclusion Similarity

BNNs can reduce the computation and memory requirements of CNNs by limiting both the activations and weight parameter values to either $-1$ or 1. This extreme quantization scheme can reduce the memory requirement for storing the model. Meanwhile, with binarized weights and activations, the dominant computations of a BNN model become binary multiply–accumulate operations, which can be further implemented in a highly hardware-friendly way by simply performing the XNOR and popcount operations.

Hence, the binarized convolution processes of the general kernels and inputs in BNNs can be expressed as:

$$y = \sum_{i=0}^{k-1} \sum_{j=0}^{k-1} (f_{ij} \odot w_{ij})$$

where $f_{ij}$ represents the input bit located in the $i$th row and $j$th column of the current convolutional window, $w_{ij}$ is the weight located in the $i$th row and $j$th column of the related convolutional kernel, $k$ is equal to the size of this kernel, $\odot$ is a bit-wise XNOR operation, and $y$ is the final output of the current kernel convolved with the input bits in the current convolutional window.

Based on these optimized binarized convolution processes, we observe that almost all operations to compute the convolutional results of two related kernels corresponding to the same input are repeated, if these two kernels only have one different weight. We regard this phenomenon as kernel inclusion similarity.

Then, in order to prune these extensive repeated operations to reduce the performance overheads imposed on the energy efficiency of the accelerator for BNN inference, we firstly focus the two specific kinds of kernels satisfying the requirements of the kernel inclusion similarity.

Therefore, we firstly attempt to build an equation to establish a quantitative relationship between their outputs. Then, we can reuse the partially calculated results while utilizing this equation so that the repeated operations during their convolutional processes can be safely skipped—specifically, when one kernel $w_b$ contains $b$ weight values of one, i.e., the values of these $b$ positions are one and the other weight values are zero. Meanwhile, if the weight values of another kernel $w_c$ in the same $b$ positions are one, the value of only one position $a$ in the other $(k \times k - b)$ positions is one while the remaining values are all zero. In this circumstance, the kernel inclusion similarity is satisfied.

Moreover, and as depicted in Figure 1, if the weight values in the red circles are different from each other while the remaining values in the kernels $w_b$ and $w_c$ are exactly the same, our proposed kernel inclusion similarity immediately works. In this case, we can directly gain the output $y_c$ of $w_c$ by utilizing the already computed result $y_b$ of $w_b$. Firstly, the value zero marked by the black circles, representing the corresponding bit of the input, which locates in the position of $a$, will be added twice by reusing $y_b$, which is tagged with the blue circles. Then, they will subsequently be subtracted by a constant value one to
obtain $y_c$. Accordingly, the reusing relationship between the convolutional outputs $y_c$ and $y_b$ can be defined by:

$$y_c - y_b = f_a + f_a - 1$$

(4)

where $f_a$ is the $a_{th}$ bit of the input. Hence, we can directly achieve $y_c$ by reusing $y_b$ instead of performing the normal XNOR-popcount operations. As a result, we can safely skip the redundant operations during the processes of calculating the outputs of related kernels by exploiting our proposed kernel inclusion similarity scheme.

**Figure 1.** Kernel inclusion similarity scheme.

### 3.2. Reference Consistency Kernel Inclusion Similarity

After successfully building the kernel inclusion similarity scheme, we expand it into the hardware-friendly reference consistency kernel inclusion similarity in order to be suitable for being deployed on the hardware. Accordingly, we can simply rearrange the formula of the kernel inclusion similarity scheme for the clarity of the reusing hierarchical relationships:

$$y_c = y_b + f_a + f_a - 1$$

(5)

Based on this equation, we simply select the result $y_b$ of kernel $w_b$ as our basic unit. Specifically, the number of weights whose values are equal to one in kernel $w_b$ is less than $w_c$. Then, we can utilize this basis to update the result $y_c$ of kernel $w_c$ instead of calculating it by conducting the normal XNOR-popcount operations. As stated in [24], most useful features in images are local, which means that the filter size is preferred to be small in many applications. Among many choices of filter sizes, the filters whose sizes are equal to three in convolution layers are very popular and work well. Thus, if we assume the kernel size $k = 3$, which can be applicable and promising in practice, we can further classify the kernels into nine categories for the sake of better distinguishing the types of basic units. Each category $i$ individually represents that the number of weights whose values are equal to one ranges from zero to nine. Moreover, we utilize $C_i$ to equivalently denote the category $i$. Benefiting from this category strategy, our focus naturally switches from the total number of the kernels in the current layer to the number of categories of these kernels. Furthermore, for the sake of maximizing the reusing opportunities provided by the kernel inclusion similarity scheme while inducing only a little extra storage cost, we only choose three categories as our references, namely $i = 2$, $i = 4$, and $i = 6$. Utilizing these three basic categories as our references, we can make the most of the kernel inclusion similarity scheme in that the other reusing categories including $i = 3$ and $i = 5$ and $i = 7$ can cover the majority of the whole kernels in one neuron. Therefore, the kernels belonging
to the basic categories will firstly be selected as the initial ones whose convolutional results should be computed by performing the XNOR-popcount operations. After obtaining the results of basic kernels and then when encountering the kernels belonging to the reusing categories, their convolutional results will be efficiently calculated by adopting the new optimized reference consistency kernel inclusion similarity scheme and eliminating the unnecessary operations.

Moreover, if the kernel size is larger than three, our proposed method can still work well. If the kernel size is equal to five, which is used as an example for illustration, we can classify these kernels into twenty-five categories. Equally, we only choose three categories as our references, namely $i = 10$, $i = 12$, and $i = 14$. In this case, the other reusing categories simply include $i = 11$, $i = 13$, and $i = 15$. These kernels can also cover the majority of the whole kernels in one neuron due to the fact that the weights in one neural network follow Gaussian distribution. As a result, our proposed method can be effectively applied to the larger kernels whose sizes are equal to five because the numbers of categories of basic categories and reusing categories for these larger kernels both remain the same as the smaller kernels.

### 3.3. Inclusion Pruning Strategy

Due to the fact that one neuron consists of multiple kernels, the scope of our proposed reference consistency kernel inclusion similarity (RCKIS) scheme can be optimally extended from a single kernel to one neuron to further enhance the pruning opportunities. Therefore, there can exist multiple kernels all conforming to the RCKIS scheme located in different output channels of several neurons while targeting the same input bits. We can pack these kernels together into one tile. Moreover, the kernels in these qualified tiles of different neurons all locate in exactly the same positions. In this circumstance, we can utilize the numerical relationships between the results of these tiles to bridge corresponding neurons. Meanwhile, it has been proven that the batch normalization function and binarization function in BNNs can be replaced by threshold-based comparisons to improve the originally designed structure [17]. Enlightened by this optimization, we observe that the final outputs of specific neurons can be determined early such that the evaluations of these neurons, namely the operations of the whole general kernels in these neurons, can be safely eliminated without affecting the accuracy of the network at all. Thus, we formally introduce the inclusion pruning strategy to save the superfluous evaluations of these neurons in BNN inference without any accuracy degradations.

Hence, when dealing with the first neuron $n_f$, the kernels in this neuron satisfying the RCKIS scheme will be packed into one tile, which will be regarded as the baseline tile. Consequently, the result $r_c$ of this baseline tile can be firstly calculated and subsequently stored in the on-chip memory:

$$r_c = \sum_{i=0}^{v-1} y_{b,i}$$  \hspace{1cm} (6)

where $v$ is the number of kernels in this tile, and $y_{b,i}$ are the corresponding convolutional results of these kernels in this tile. Meanwhile, because the kernels in one network all remain constant during inference, the mapping relationships between the kernels in the qualified tiles of these neurons can be grasped early, as well as the capacities of these tiles $v$. Therefore, after dealing with the first neuron, the already stored result $r_c$ can be exploited to facilitate the process of achieving the final real output of the next related neuron $n_n$. For this neuron, the kernels located in exactly the same positions as the kernels in the first neuron will be packed into one tile, named the reusing tile. Then, the result $r'_c$ of this reusing tile in this neuron $n_n$ can be computed by:

$$r'_c = r_c + \sum_{z=0}^{v-1} f_z + \sum_{z=0}^{v-1} f_z - v$$  \hspace{1cm} (7)
where \( f_z \) are the input bits corresponding to the weights whose characteristics meet the RCKIS scheme. When the reusing relationships between the results of the baseline tile and reusing tile have been achieved, we can further obtain opportunities to prune the superfluous evaluations of these neurons because their real output values can be determined early in some cases. Accordingly, for the first neuron \( n_f \), if the result of its baseline tile is already larger than or is equal to its threshold \( t \), then the final real output of this neuron \( n_f,o \) can be instantly set to one so that the evaluation for this neuron, including the operations of the whole remaining general kernels contained in this neuron, can be directly skipped:

\[
n_{f,o} = 1, \text{ if } r_c \geq t
\]

where \( n_{f,o} \) is the final real output of the current neuron, and \( t \) is the threshold of this neuron. Equally, this strategy can also be applied to the neuron \( n_n \). If the calculated result of the reusing tile in \( n_n \) already exceeds the threshold \( t' \) of this neuron, then the real output of \( n_n \) can also be determined early and is equal to one, yielding the saving of the evaluation for this neuron certainly including the operations of the whole remaining general kernels in this neuron:

\[
n_{n,o} = 1, \text{ if } r'_c \geq t'
\]

where \( n_{n,o} \) is the real output of this neuron \( n_n \). Then, inspired by the fact that the input bits in BNNs are all larger than or equal to zero, the result \( r'_c \) will always greater than or at least be equal to one particular optimized result \( r_o \). More importantly, \( r_o \) can immediately be obtained as soon as the result \( r_c \) of the neuron \( n_f \) is computed because the capacities of the current baseline tile and reusing tile \( v \) can be determined before the inference process of one BNN network. Therefore, this optimized result \( r_o \) can be calculated by:

\[
r_o = r_c - v
\]

Furthermore, the numerical relationship between \( r'_c \) and \( r_o \) can motivate us to prune the whole evaluation for the neuron \( n_n \) if the final real output of this neuron can be determined early in one specific case. Hence, the real output of this neuron can be directly set to one if \( r_o \) already exceeds the threshold of this neuron \( t' \) such that the entire evaluation of this neuron \( n_n \), including the operations of its whole general kernels, can be skipped in advance:

\[
n_{n,o} = 1, \text{ if } r_o \geq t'
\]

4. Design Architecture

Figure 2 depicts the architecture of the processing elements array. Noticeably, we use the ellipses for simplification. There are \( PIC \) processing elements in the PE array; as a result, \( PIC \) input channels in one neuron can be dealt with at the same time. Moreover, one processing element is targeted for different input channels of \( T \) neurons in parallel. Considering the \( i \)-th input channels in different neurons as an example for illustration, if two kernels in them conform to the requirements of the kernel inclusion similarity scheme, the kernel chosen as the basic unit and corresponding input bits will firstly be sent to the Shared PE, as demonstrated in Figure 3. In the Shared PE, the convolutional results of the input bits and the weights are computed by performing the XNOR-popcount operations. Then, for another kernel whose convolutional result can be calculated by reusing the result of the basic kernel, the Shared PE will transfer the result of the basic kernel to the KIS PE for further computations. The architecture of KIS PE is illustrated in Figure 4. Based on the kernel inclusion similarity scheme, the input bit related to the only different weight among these two kernels will be correctly identified. Next, only three addition operations are conducted between this input bit and the result of the basic kernel transmitted from the Shared PE to directly achieve the final convolutional result of this kernel. Moreover, there also can exist the neurons whose kernels are all entirely independent of other neurons. In this circumstance, the IND PEs are responsible for calculating their convolutional results by means of implementing the normal XNOR-popcount operations. Therefore, enormous
redundant operations can be pruned by exploiting a pluralistic allocation strategy for different kinds of neurons.
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Figure 2. The architecture of the processing elements array.

Figure 3. The Shared PE architecture.

Figure 4. The architecture of KIS PE.

The convolutional results of PIC input channels in one neuron will be subsequently sent to the Reusing Processing Module as described in Figure 5. These results are reasonably allocated to three paths. Firstly, for the kernels in one neuron, which are in the range of one baseline tile selected based on the inclusion pruning strategy, this neuron will be distinguished as the first neuron. Then, the Counter Unit will always count the processed cycles, and the results of these kernels will be delivered into the Reuse Engine in time when reaching their cycles. Then, the results of the remaining kernels in this neuron, which are entirely independent of other neurons, will be conveyed into the adder tree for direct accumulations. Thus, for this first neuron, all of the results stored in the Reuse Engine will be accumulated together and then added to the output derived from the adder tree to obtain the final result of this neuron. Meanwhile, for the other neurons \( n_{other} \) whose kernels can partially meet the reference consistency kernel inclusion similarity scheme with the ones of the first neuron, the kernels in the baseline tile of the first neuron will
be selected respectively for each neuron in $n_{\text{other}}$. Then, the results of these kernels are accumulated together and subtracted by the number of chosen kernels. After carrying out these operations, if the obtained result is already larger than or equal to the threshold of this neuron, the real output of this neuron can be directly set to one so that the evaluation of this neuron can be entirely skipped. Lastly, for the neurons whose kernels are solely independent of the other neurons, the results of their own channels will all be delivered to the adder trees specifically designed for processing these neurons.

![Image of counter unit and reusing processing module](image)

**Figure 5.** The architecture of Reusing Processing Module.

Figure 6 shows the block diagram of the proposed BNN accelerator. When receiving the signal from the Global Controller to start up the acceleration process, the input bits and weights located in corresponding positions in the IFM buffer and Weight buffer will be conveyed into the PE array. If two kernels of different neurons satisfy the kernel inclusion similarity scheme, the selected basic kernel will be dealt with in the Shared PE by implementing the XNOR-popcount operations. This calculated result will be delivered to the KIS PE to be further reused by the other kernel to save the redundant operations in its convolution process. Therefore, it only takes three addition operations to gain the result of this kernel. Meanwhile, if the kernels in the neurons are completely independent of the other neurons, the results of these kernels are calculated by performing the normal XNOR-popcount operations. After fetching the convolutional result of each single kernel, they will further be handled in the Reusing Processing Module. If the reference consistency inclusion similarity scheme is established in the tiles of multi-neurons, the convolutional results of eligible kernels in the first neuron will be individually allocated to the corresponding Reuse Engine for each neuron. Moreover, the results of these kernels will be then accumulated together in their own Reuse Engine to obtain the final one, which will further be compared with the related threshold in the Comparison Module. If this final result is already larger than or equal to the threshold of this neuron, the real output of this neuron can be directly set to one. In this case, the Global Controller will receive indication signals and immediately control the PE arrays to skip the whole evaluation of this neuron. Finally, the real outputs of the neurons will be reordered in the Reorder Module in order to constitute the normal input feature maps for the next layer.
5. Experimental Results

Our proposed accelerator is implemented by the Xilinx Zynq 7000 XC7Z100 FPGA (Xilinx, San Jose, CA, USA), which is used as a showcase in this paper. We select the LeNet-5 [27] and VGG-like [28] network models, which are trained on the MNIST [22] and CIFAR-10 [15] datasets, respectively, to evaluate our design. The resource utilization and power consumption are reported in Vivado Design Suite after implementations.

5.1. Operation Count Reduction

Our approach can save up to 51 percent of the operations while maintaining the original accuracies. In contrast, former works suffer from different degrees of degradation in the accuracies because they ordinarily adopt various training techniques to change the weights themselves in the networks for their pruning schemes, such that the neurons’ values start to flip during these training processes, thereby incurring errors. However, our approach incurs no accuracy loss as the final real values of the neurons are not affected at all during our acceleration processes.

5.2. Comparisons to Other Designs

Table 1 presents the implementation results of our accelerator for LeNet-5 and comparisons with another state-of-the-art work. As shown in Table 1, the performance of our accelerator is 6921.97 GOPS at 450 MHz clock frequency, achieving 2.05 × enhancement against the latest work accelerating the same network [18]. Moreover, our design is able to obtain an energy efficiency of 4019.73 GOPS/W. In addition, due to the pruning of 57 percent of the operations, our energy efficiency is 2.47 × better than [18], which neglects to optimize the redundancies in the network.

|                      | [18]                  | This Work               |
|----------------------|-----------------------|-------------------------|
| Platform             | Virtex-7 (XC7VX690T)  | Zynq-7000 (XC7Z100)     |
| Dataset              | MNIST                 | MNIST                   |
| Network              | LeNet                 | LeNet                   |
| Frequency (MHz)      | 500                   | 450                     |
| Throughput (GOPS)    | 3378                  | 6921.97                 |
| Power (W)            | 2.08                  | 1.72                    |
| Efficiency (GOPS/W)  | 1624                  | 4019.73                 |
| Accuracy             | 98.2%                 | 98.4%                   |
Furthermore, as shown in Table 2, our design also exhibits excellent energy efficiency for a VGG-like network compared with other works accelerating the same network, including the state-of-the-art work [11], which implements lossless accelerator and lossy accelerator to, respectively, accelerate the same network, VGG-like. Our approach can skip 51 percent of the operations while maintaining the original accuracy, leading to the achievement of up to $6.55 \times 10^5$ Img/kJ energy efficiency, which is $3.59 \times$ higher than the lossless accelerator [11]. Furthermore, when compared to the lossy accelerator [11], the energy efficiency of our design is still $2.47 \times$ better than the lossless accelerator [11]. However, the accuracy is degraded severely. Moreover, as demonstrated in Table 2, our accelerator also shows excellent performance in terms of the throughput when compared to the prior designs. Therefore, our approach is more successful.

Table 2. Comparisons with other designs on CIFAR-10 dataset.

| Platform | Dataset | Frequency (MHz) | Throughput (GOPS) | Power (W) | Energy efficiency (Img/kJ) | Accuracy |
|----------|---------|----------------|-------------------|----------|----------------------------|----------|
| CPU      | CIFAR-10| 2500           | 181.29            | 95       | $7.79 \times 10^4$          | 86.3%    |
| GPU      | CIFAR-10| 745            | 1853.87           | -        | $5830$                      | 86.3%    |
| GPU      | CIFAR-10| 1370           | 1237.42           | -        | $5543$                      | 89.9%    |
| GPU      | CIFAR-10| 200            | 9685.04           | -        | $6.55 \times 10^5$          | 88.7%    |

5.3. Cross-Platform Evaluation

As shown in Table 3, the energy efficiency of our accelerator is compared with various systems using CPU and GPU to accelerate the same network, VGG-like. The energy efficiency of our design can reach up to $6.55 \times 10^5$ Img/kJ as it eliminates 51 percent of the operations, which is $8.41 \times 10^4 \times$ and $118.17 \times$ higher than CPU Xeon E5-2640 [19] and GPU V100 [29]. Therefore, our proposed approach demonstrates superior energy efficiency when accelerating the BNN network. On the other hand, the throughput of our accelerator is far superior to other platforms including various kinds of CPU and GPU.

Table 3. Cross-platform evaluation.

| Platform | Dataset | Frequency (MHz) | Throughput (GOPS) | Power (W) | Energy efficiency (Img/kJ) | Accuracy |
|----------|---------|----------------|-------------------|----------|----------------------------|----------|
| CPU      | CIFAR-10| 2500           | 181.29            | 95       | $7.79 \times 10^4$          | 86.3%    |
| CPU      | CIFAR-10| 745            | 1853.87           | -        | $5830$                      | 86.3%    |
| CPU      | CIFAR-10| 1370           | 1237.42           | -        | $5543$                      | 89.9%    |
| CPU      | CIFAR-10| 200            | 9685.04           | -        | $6.55 \times 10^5$          | 88.7%    |

6. Conclusions

In this paper, we propose an approach to accelerate BNN inference in an energy-efficient way. The proposed scheme is capable of reusing the convolutional results of multiple related kernels in BNNs to save the abundant redundancies in them, rather than retraining the network, which was the method exploited by prior works. The reusing relationships between the outputs of these kernels are successfully formed by a newly developed equation. In addition, the inclusion pruning strategy is employed to directly skip the evaluations of redundant neurons whose real output values can be determined.
early. Therefore, our approach can effectively alleviate the inefficiencies in the former designs in terms of energy efficiency and the loss of accuracy. Our approach can save 51 percent of the operations without any accuracy loss. Meanwhile, the energy efficiency of our design can achieve values of up to $6.55 \times 10^5$ Img/kJ, which is $118 \times$ better than the best system design on an NVIDIA Tesla-V100 GPU and $3.6 \times$ better than the state-of-the-art design based on FPGA. Moreover, although FPGA is used as a showcase in this paper, our approach can be applied in any mobile devices, thereby making it an excellent solution to accelerate BNNs in an energy-efficient way regardless of the platform.
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