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\textbf{Abstract:} Nowadays, the cosmological moduli problem (CMP) comes in three parts: 1. potential violation of Big-Bang nucleosynthesis (BBN) constraints from late decaying moduli fields, 2. the moduli-induced gravitino problem wherein gravitinos are overproduced and their decays violate BBN or dark matter overproduction bounds and 3. the moduli-induced lightest SUSY particle (LSP) overproduction problem. Also, the CMP may be regarded as either a problem or else a solution to scenarios with dark matter over- or under-production. We examine the cosmological moduli problem and its connection to electroweak naturalness. We calculate the various two-body decay widths of a light modulus field into MSSM particles and gravitinos within general supersymmetric models. We include both phase space and mixing effects. We examine cases without and with helicity suppression of modulus decays to gravitinos (cases 1 & 2) and/or gauginos (cases A & B). For case B1, we evaluate regions of gravitino mass $m_{3/2}$ vs. modulus mass $m_\phi$ parameter space constrained by BBN, by overproduction of gravitinos and by overproduction of neutralino dark matter, along with connections to naturalness. For this case, essentially all of parameter space is excluded unless $m_\phi \gtrsim 2.5 \times 10^3$ TeV with $m_\phi < 2m_{3/2}$. For a potentially most propitious case B2 with $\phi$ decay to Higgs and matter turned off, then modulus branching fractions to SUSY and to gravitinos become highly suppressed at large $m_\phi$. But since the modulus number density increases faster than the branching fractions decrease, there is still gross overproduction of neutralino dark matter. We also show that in this scenario the thermally produced gravitino problem is fixed by huge entropy dilution, but non-thermal gravitino production from moduli decay remains a huge problem unless it is kinematically suppressed with $m_\phi < 2m_{3/2}$. In a pedagogical appendix, we present detailed calculations of modulus field two-body decay widths.
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1 Introduction

Supersymmetric (SUSY) models of particle physics have long been the dominant paradigm for Beyond the Standard Model physics [1, 2] due to their clean solution to the gauge hierarchy problem and their capacity to explain the dark matter in the universe. They are also supported by a variety of virtual effects, including 1. gauge coupling unification [3], 2. top-Yukawa induced radiative breaking of electroweak symmetry [4], 3. agreement between theory and experiment on the mass of the newly discovered Higgs boson [5] and 4. precision electroweak measurements [6] which actually favor a (heavy) TeV-scale SUSY spectrum over the Standard Model (SM). In contrast to these success stories, SUSY models have been under seige lately due to 1. lack of superpartners at LHC with mass below early naturalness estimates (the SUSY naturalness or little hierarchy problem) and 2. lack of a clear WIMP signal at direct or indirect dark matter detection experiments. The first of these problems has been dispatched by realizing that conventional naturalness measures overestimate finetuning in supersymmetric\(^1\) models. Applying the more conservative, parameter-independent \(\Delta_{EW}\) measure [10, 11] allows for gluinos and squarks well beyond current LHC mass limits while only the several neutral and charged higgsinos need lie close to the electroweak scale: \(m(higgsinos) \sim m_{\text{weak}} \sim m_{W,Z,h}\). Thus, in natural SUSY, we expect the usual dark matter candidate, the lightest neutralino, to be dominantly higgsino-like.

\(^1\)The log derivative measure was typically applied assuming multiple independent soft SUSY breaking parameters in the low energy effective field theory (EFT) which leads to overestimates of finetuning [7–9] compared to more complete theories wherein the soft parameters are correlated. The high scale measure \(\Delta_{HS} = \delta m^2 / m_h^2\) abandons some dependent contributions which lead to cancellations when fully included [7–9].
The second problem, the lack of a clear WIMP signal, was perhaps already presaged by the difficulty of thermally-produced SUSY WIMPs to make up the measured dark matter relic density [12]. Binos tend to thermally overproduce dark matter due to their low annihilation cross sections in the early universe unless special mechanisms such as co-annihilation [13, 14] or resonance annihilation [15, 16] or tuning/tempering [17, 18] are invoked. Wino dark matter, as expected in anomaly-mediation models, thermally underproduce the measured abundance for $m(\text{wino}) \lesssim 3\,\text{TeV}$ while higgsino-like WIMPs underproduce DM for $m(\text{higgsino}) \lesssim 1\,\text{TeV}$ (well beyond expected bounds from naturalness which require $m(\text{higgsino}) \lesssim 350\,\text{GeV}$). One way around the underproduction issue is to invoke the axion solution to the strong CP problem so that both axions and WIMPs make up the dark matter [19, 20]. The relic density calculation then requires solving eight coupled Boltzmann equations which include contributions from axions, axinos, saxions, neutralinos, and gravitinos [21, 22].

An alternative solution to the WIMP underproduction problem has been to invoke non-thermal DM production via one or more hypothesized moduli fields — gravitationally coupled scalar fields with a classically flat potential. Moduli fields are highly motivated from compactified string theory where they determine the size and shape of the 6–7 compact dimensions of the required 10–11 dimensional spacetime. The properties of the moduli fields are critical for predictivity in string theory since their vacuum expectation values (vevs) determine the otherwise free parameters of the low energy EFT such as gauge and Yukawa couplings and soft SUSY breaking terms. A primary concern of string phenomenologists is to understand moduli stabilization: how perturbative or non-perturbative effects can stabilize the moduli so that their vevs can be determined. Two popular schemes for moduli stabilization in II-B string theory include the KKLT [23] approach, where complex structure moduli are stabilized by flux to gain ultra-high (decoupled) masses whilst the Kähler moduli are assumed stabilized by non-perturbative effects and may gain much lower masses. KKLT is characterized by a mass hierarchy $m_T \gg m_{3/2} \gg m_{\text{soft}}$ where $m_T$ is the presumed mass of the lightest Kähler modulus [24]. The second scheme, the large volume scenario (LVS) [25, 26], stabilizes Kähler moduli via a combination of perturbative and non-perturbative contributions to the scalar potential which arise from compactification on a “swiss cheese” type of CY manifold where one modulus sets the overall size of the cheese (large volume) and a second modulus describes the size of four-cycles (holes in the cheese). The volume modulus is expected as the lightest of the Kähler moduli and could have mass well below the soft SUSY breaking scale leading to the CMP.

Light moduli fields $\phi_i$ with TeV-scale masses ought to have a big impact on WIMP production rates in the early universe. They are expected to obtain Planckian field strengths $\phi_0 \sim m_P$ during the inflationary epoch, but then start oscillating at temperatures $T_{\text{osc}}$ when $3H(T_{\text{osc}}) \sim m_\phi(T_{\text{osc}})$:

$$T_{\text{osc}} \simeq \begin{cases} \left(\frac{10}{\pi^2 g_*(T_{\text{osc}})}\right)^{1/4} \sqrt{m_P m_\phi} & (T_{\text{osc}} \leq T_R) \\ \left(10 g_*(T_R)/\pi^2 g_*(T_{\text{osc}})\right)^{1/8} \left(T_R^2 m_P m_\phi\right)^{1/4} & (T_{\text{osc}} > T_R) \end{cases}$$

(1.1)

where $m_P \equiv M_{\text{Pl}}/\sqrt{8\pi}$ is the reduced Planck mass. Since the oscillating moduli fields
have the equation of state of matter, they will after some time come to dominate over the radiation produced from inflationary reheating. Due to the extremely large masses the light moduli may possess, these oscillations may actually begin during the reheating phase. In this case, expansion quickly dilutes their energy density relative to the radiation energy density, which at this phase is still being sourced by inflaton decay. The moduli will then decay at a temperature $T_D$

$$T_D \sim \sqrt{\Gamma_\phi m_P/(\pi^2 g_*/90)^{1/4}}$$

(1.2)

into radiation (SM particles), dark matter and possibly dark radiation (neutrinos and axions). For a large enough modulus branching fraction into SUSY particles, then a vast over-abundance of LSPs are produced from the modulus field decay so that they re-annihilate during the modulus decay period. Then the DM abundance is typically elevated beyond the thermally-produced value, but not as high as two-WIMPs-per modulus quanta. The yield variable $Y_{\chi}^\phi \equiv n_\chi/s$ for re-annihilating LSPs can be simply estimated [27, 28] and is found to be

$$Y_{\chi}^\phi \sim H(T_D)/\langle\sigma v\rangle s(T_D)$$

(1.3)

leading to a non-thermally produced (NTP) relic abundance

$$\Omega_{\chi}^{NTP} h^2 \sim \Omega_{\chi}^{TP}(T_{fo}/T_D).$$

(1.4)

For $T_D > T_{fo}$, the neutralino abundance will take its thermally-produced (TP) value while for $T_D < T_{fo}$ the neutralino abundance is enhanced over the TP expectation by a factor $T_{fo}/T_D$. Of course, $T_D$ should also be higher than the temperature $T_{BBN}$ where Big Bang Nucleosynthesis (BBN) begins in order to not upset the successful prediction of light element abundances via the standard BBN calculation. This latter constraint typically requires rather heavy moduli field masses $m_\phi \gtrsim 30$ TeV since the gravitationally-coupled moduli decay late and $\Gamma_\phi \sim c/4\pi (m_\phi^3/m_P^2)$ (where $c$ is a model-dependent constant of order $\sim 1$ which is evaluated in this paper). Thus, by adjusting $m_\phi$ to high enough values, one can gain modulus field decay before the onset of BBN. This is the traditional solution to the BBN portion of the CMP.

From the above discussion, it should be apparent that the presence of late-decaying moduli fields in the early universe can be seen as both a problem and a solution for dark matter cosmology. It is problematic in that late decaying moduli can conflict with BBN (the original cosmological moduli problem) and/or overproduce dark matter (the moduli-induced dark matter problem). Also, if moduli can decay to gravitinos, then the gravitino overproduction can violate BBN or overproduce dark matter (this is the moduli-induced gravitino problem). In the case of thermally underproduced dark matter, then the presence of moduli can be invoked as a solution in that non-thermal dark matter production can bring the underproduced relic density into accord with measurements [29].

1.1 Brief review of previous work and plan for this work

We break this subsection up into papers concerned mainly with cosmological moduli as a problem and then those which regard it as a solution to other problems, mainly dark matter over- and under-production. Then we preview our perspective.
1.1.1 Cosmological moduli as a problem

The first paper to raise an alarm as to the cosmological moduli problem (CMP) was Coughlin et al. [30] who considered already in 1983 a single hidden sector gravitationally coupled scalar field in the supergravity-breaking Polonyi superpotential and how its decay would produce excess entropy which could disrupt baryogenesis. Dine et al. proposed multi-field hidden sectors that could allow the potentially disruptive scalar fields to settle to much lower field values [31]. Banks, Kaplan, and Nelson [32] noted in 1993 that hidden sector models required \( m_\phi \sim m_{3/2} \gtrsim 30 \text{ TeV} \) to solve the CMP. This may conflict with naturalness and so make hidden sector (HS) models less palatable than the alternative of dynamical SUSY breaking (DSB). Also in 1993, de Carlos et al. [33] placed the CMP on a firm string foundation, emphasizing the generic problem in string theory of light dilaton and moduli fields with \( m_\phi \simeq m_{3/2} \) in place of the SUGRA-based Polonyi fields. They emphasize \( m_\phi \gtrsim 10 \text{ TeV} \) to avoid the CMP. The tension between the required high modulus mass and the natural scale of SUSY breaking is noted. In ref. [34], Randall and Thomas proposed a second stage of weak scale inflation due to the same moduli flat directions as begat the CMP, with only a few e-foldings as a means to dilute the modulus field strength (see also ref. [35]). Dine, Randall and Thomas [36] (DRT) pointed out the presence of Hubble-induced SUSY breaking masses for scalar fields during inflation and proposed some symmetry relating the minima of inflationary and post-inflationary potentials to set the modulus field strength to tiny values in the early universe. Dvali [37] proposed also that large contributions to moduli masses help set the modulus condensate to small values as a possible solution to the CMP. Lyth and Stewart proposed in 1995 [38] that the presence of flatons \( \phi_f \) — scalar fields with weak scale masses but \( \langle \phi_f \rangle \sim 10^{14} \text{ GeV} \) — could initiate a period of thermal inflation which would act to dilute the moduli fields and thus alleviate the CMP. And in 1998, Hashimoto et al. [39] — concerned with the apparent hierarchy \( m_\phi \gg m_{3/2} \) — examined modulus decay to gravitinos \( \phi \rightarrow \psi_\mu \bar{\psi}_\mu \) which would create a moduli-induced gravitino problem wherein overproduction of gravitinos followed by their late decays could disrupt BBN. They concluded \( m_\phi \gtrsim 100 \text{ TeV} \) would be needed, thus furthering the hierarchy between the lightest modulus mass and the natural scale for soft SUSY breaking. In 2004, Kohri et al. [40, 41] considered production and dilution of gravitinos by moduli decay including \( \phi \rightarrow \psi_\mu \bar{\psi}_\mu \phi \), decay to gravitino plus modulino, along with more complete BBN bounds, for modulino mass \( m_\phi \sim m_{3/2} \). Lightest SUSY particle (LSP) overproduction was also considered. Constraints were plotted in the \( m_\phi \) vs. \( m_{3/2} \) plane. They concluded that \( m_\phi \gtrsim 10 \text{ TeV} \) is required. In 2006, Nakamura and Yamaguchi [42] and also with Asaka [43], and Endo, Hamaguchi, and Takahachi [44] calculated improved modulus decay rates, especially to gravitinos, and compared with BBN and dark matter overproduction constraints, concluding that moduli with masses \( m_\phi \gtrsim 10^2 - 10^3 \text{ TeV} \) would be required. These sorts of disparities in moduli vs. gravitino mass scales appeared to be realized in KKLT [23] models of moduli stabilization via fluxes or non-perturbative effects where \( m_\phi \sim \log(m_P/m_{3/2})m_{3/2} \sim (\log(m_P/m_{3/2})^2m_{\text{soft}} \) seemed to emerge [24]. Thus, nonthermal dark matter from mirage mediation was examined by Nagai and Nakayama in 2007 [45]. The idea of softening the CMP via a late decaying saxion field was promoted by...
Endo and Takahashi [46]. Dine et al. [47] further examined modulus decay to gravitinos to check if branching fractions could be suppressed due to helicity effects. In 2014, Blinov et al. [48] re-examined the CMP problem, especially with regard to overproduction of LSPs. Extensions of the MSSM to include additional hidden sector dark matter were invoked in an attempt to avoid the CMP.

### 1.1.2 Cosmological moduli as a solution

Along with the above papers, an alternative thread developed using the cosmological production of light moduli as a solution to the dark matter underproduction problem, especially in SUSY theories with wino-like or higgsino-like LSPs.

This was begun in 1998, where Moroi and Randall [29] (MR) invoked nonthermal LSP production via moduli decay to bolster the underabundance of wino dark matter as expected in theories of anomaly-mediated SUSY breaking (AMSB). In AMSB [49], soft SUSY breaking terms are suppressed from \( m_{3/2} \) by a loop factor so \( m_\phi \) and \( m_{3/2} \) can both be \( \sim 10^{-100} \text{TeV} \): in this case, decay modes of the modulus to \( \psi \bar{\psi} \) would be kinematically closed and the modulus could be heavy enough to evade BBN bounds. But also its decay can provide non-thermally the missing DM abundance. MR listed a variety of non-renormalizable operators via which the light modulus could decay to MSSM particles (used in this work). Somewhat later, Pallis (2004) [50] and Gelmini and Gondolo (2006) [51, 52] provided a rather general analysis by which the measured cold dark matter (CDM) abundance could be obtained non-thermally via \( \phi \) decay for almost any thermally-produced over- or under-abundance. The analysis depended on just two parameters: \( b/m_\phi \) and \( T_D \), the reheat temperature due to \( \phi \) decay. (Here, \( b \) is the number of neutralinos produced on average for each \( \phi \) decay.) If \( b = 0 \), then some value of \( T_D \) can be used to diminish the thermal abundance via entropy dilution; for \( b \neq 0 \), then neutralino production from \( \phi \) decay, usually followed by \( \chi \) re-annihilation, can augment almost any thermally-produced under-abundance. The analysis assumed \( \phi \) decay to gravitinos was not available. Acharya et al. [53] found in the case of \( M \)-theory compactified on a manifold of \( G_2 \)-holonomy (\( G_2 \)MSSM [54]) a SUSY spectrum with \( m(\text{scalars}) \sim m_{3/2} \sim 30 – 100 \text{TeV} \) whilst gauginos gained masses from anomaly mediation, thus with a wino-like LSP. They explored non-thermal dark matter production and the CMP in a string-motivated framework [55] including calculations of moduli decay widths. This analysis also motivated their “non-thermal WIMP miracle [56]” scenario along with arguments providing a rationale that the lightest modulus, which dominates non-thermal dark matter production, should have mass comparable to the gravitino mass in supergravity EFTs [57] (see also [58]). Non-thermal dark matter production in the LVS moduli-stabilization scheme was examined in ref. [59], Allahverdi et al. . Thermal effects on the production of dark matter in an early matter dominated universe were considered by Drees and Hajkarim [66] where they also mapped out viable regions of model parameter space with regards to dark matter production rates. [67]. A review of non-thermal dark matter from cosmological moduli decay was given in ref. [60], Kane, Sinha, and Watson. Meanwhile, it was realized that data from indirect dark matter searches (IDD) could rule out wino-only dark matter scenarios [61–63]. Higgsino-only dark matter was found to be ruled out up to 350 GeV (the naturalness limit)
in ref. [64] and below 550 GeV using AMS limits in ref. [65]. Non-thermally produced light higgsino dark matter was also considered in a stringy context in Aparicio et al. [68]. The seeming exclusion of wino dark matter led some authors to consider the presence of hidden sector, inert dark matter which can arise from MSSM LSP (late) decays [69, 70] via portal mixing.

1.1.3 From one to many light moduli

In this paper, we mainly analyze the case of a single light modulus field and consider the remaining light moduli to be integrated out. It is usually assumed that if the moduli masses are sufficiently spaced out, then mainly the lightest modulus is most important since its latest decay will dilute the effects of heavier moduli. This may not be realistic since in string theory there can be potentially tens-to-hundreds of lighter moduli, many with comparable masses. In ref. [71], the case of multiple light moduli is considered starting with a toy model containing two light moduli which experience dynamical mass generation during a cosmological phase transition. The mass generation over a finite time interval coupled with mixing between the fields leads to new effects which can increase or decrease the field energy densities by orders of magnitude. A shortened summary is given in ref. [72]. In ref. [73], the cosmological consequences of two light moduli are also investigated in the context of dark matter and dark radiation production rates.

1.2 Work done here and brief conclusion

From the preceding discussion, we see that the presence of moduli fields in the early universe can lead to alarming problems — disruption of successful BBN by late-time entropy production, overproduction of gravitinos and neutralinos, or forays into electroweak finetuned parameter space via the requirement of heavy moduli and the associated soft breaking scale — or they can be regarded as an important solution to problems of over- or under-production of SUSY dark matter. In this work we revisit the cosmological impact of late decaying moduli fields in the context of natural supersymmetric models: those that naturally give rise to a weak scale $m_{\text{weak}} \sim m_{W,Z,h} \sim 100$ GeV, i.e. without unnatural or implausible finetunings. These models are also motivated by the string landscape picture [74] which seems to favor soft breaking terms as large as possible [75–77] subject to the anthropic condition that the pocket-universe value of the weak scale $m_{\text{weak}}^{\text{PU}}$ is not displaced by more than a factor of a few from the value of the weak scale as measured in our universe [78]. The string landscape picture leads to a mini-split supersymmetric spectra with rather light higgsinos $\mu \sim 100–350$ GeV but with TeV-scale gauginos and top squarks and even heavier (first/second generation) scalars, and consequently heavier gravitinos with $m_{3/2}$ in the 10–40 TeV range. We might also expect $m_\phi \sim m_{3/2}$ if the moduli receive their dominant mass contributions from soft SUSY breaking. In such a case, then supersymmetric decay modes (along with SM decay modes) are likely always open for both moduli and gravitinos, and we expect a severe CMP.

Motivated by these considerations, we evaluate the moduli two-body decay modes into MSSM particles and gravitinos including both phase space and mixing effects. We evaluate regions of SUSY model parameter space in the $m_\phi$ vs. $m_{3/2}$ plane that are subject
Table 1. Summary of case scenarios on leading decay modes depending on whether or not they receive chirality suppression.

| Case       | Unsuppressed gauginos | Suppressed gauginos |
|------------|------------------------|---------------------|
| A1         | Unsuppressed gravitinos | Case B1             |
| A2         | Case A2                | Suppressed gravitinos |

to severe constraints. We find almost all parameter space to be excluded, so that our work may be included in the litany of papers where the light moduli give rise more to problems than solutions. At the end, we list a variety of ways out of the CMP as presented in the literature and offer some critical perspective. We conclude that while some solutions have been proposed, there is room for more work on this important issue. Perhaps most urgent is a deeper understanding of moduli properties such as stabilization and their mass scales.

2 Two-body decays of modulus into MSSM particles and gravitinos

From the above discussion, it is apparent that the modulus decay temperature $T_D \simeq \sqrt{\Gamma_{\phi} m_P}$ plays a central role in determining the outcome of the CMP. This is because $T_D$ determines both whether the light modulus field avoids BBN bounds (requiring $T_D > T_{BBN}$) and also the amount of non-thermally produced LSP dark matter via reannihilation through the ratio $T_{\text{f.o.}}/T_D$. Thus, to determine $T_D$, the modulus field decay width $\Gamma_{\phi}$ must be calculated. In many works, $\Gamma_{\phi}$ is simply estimated to be $\Gamma_{\phi} \sim c/4\pi (m_{\phi}^3/m_P^2)$ on dimensional grounds, with $c$ being a (undetermined) model-dependent numerical constant of order unity. In appendix A, we list our assumed modulus-MSSM operators and present a rather pedagogical treatment for the calculation of couplings and mixings and partial widths for all modulus decays including phase space effects. (These seem to be lacking in the general literature with the exception of ref. [55]). Depending on the details of the interaction, some decay modes can receive chirality suppression. We therefore summarize the different case scenarios of leading contributions in table 1. In this section, we present some general discussion followed by numerics based upon a natural SUSY benchmark point.

2.1 Modulus decay to gravitinos

The modulus field $\phi$ is broken into real and imaginary parts $\phi = \frac{1}{\sqrt{2}} (\phi_R + i\phi_I)$ where we are concerned with $\phi_R$ as $\phi_I$ may take on the role of an ALP (axion-like particle). For modulus decay to gravitino ($\psi_{\mu}$) pairs

$$\phi_R \rightarrow \psi_{\mu} \bar{\psi}_{\mu}$$

(2.1)

we use the formulae computed in ref. [42] (augmented by phase space factors as listed in appendix A.12). These widths are actually model dependent and depend on the form of the Kähler function $G = K + \log |W|^2$ where $K$ is the Kähler potential and $W$ is the superpotential. For case 1, we have unsuppressed modulus decay to gravitinos so $\Gamma(\phi \rightarrow \psi_{\mu} \bar{\psi}_{\mu}) \sim m_{\phi}^3/m_P^2$ while for case 2 we have helicity-suppressed decay to gravitinos so that instead $\Gamma(\phi \rightarrow \psi_{\mu} \bar{\psi}_{\mu}) \sim m_{\phi} m_{\psi_{\mu}}^2/m_P^2$. 

---
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2.2 Modulus decay to gauge bosons and gauginos

An operator suggested by MR [29] is

\[ \mathcal{L} \ni \int d^2 \theta \frac{\lambda G}{m_P} \phi W^a W_a \]  

(2.2)
in two component notation, and where \( G = 1 - 3 \) for the various SM gauge groups. The interaction Lagrangian and resultant decay widths are listed in appendix A.1. For the SU(3)_C gauge group, this leads to

\[ \phi_R \rightarrow gg, \tilde{g} \tilde{g} \]  

(2.3)
while for the mixed SU(2)_L and U(1)_Y groups we have

\[ \phi_R \rightarrow W^+ W^-, Z^0 Z^0, \gamma \gamma, \text{ and } \gamma Z^0 \]  

(2.4)

\[ \rightarrow \tilde{\chi}^0_i \tilde{\chi}^0_j, \tilde{\chi}^+_k \tilde{\chi}^-_l \]  

(2.5)

where the neutralino indices \( i,j = 1 \ldots 4 \) and the chargino indices \( k,l = 1,2 \). These decay widths into -ino pairs all proceed as \( \Gamma(\phi \rightarrow \lambda \lambda) \sim m_\phi^3 m_\phi/m_P^2 \) and so are helicity suppressed (case B, assuming \( F_\phi \sim 0 \)). (Here, \( \lambda \) denotes a generic gaugino state.) It is worth noting that impact of the \( \phi_I \) fields is highly model-dependent. While their couplings can be determined as in eq. (2.2), their mass values depend strongly on how the modulus acquire its mass. In this respect we neglect the impact of \( \phi_I \) by assuming its initial field value is tiny.

There are additional possible modulus-gaugino interactions written down in refs. [42, 43, 47] which are proportional to the vev \( F_\phi \). In this case, the modulus decay to gauginos loses its helicity-suppression factor so that instead the widths go as \( \Gamma(\phi \rightarrow \lambda \lambda) \sim m_\phi^3/m_P^2 \) (case A). Here, we maintain ignorance as to whether the lightest modulus is also the modulus leading to SUSY breaking, and so here we assume \( F_\phi \sim 0 \).

2.3 Modulus decay to Higgs pairs

The modulus field can also decay to Higgs bosons via the Giudice-Masiero [79] Kähler potential operator

\[ \mathcal{L} \ni \frac{\lambda H}{m_P} \int d^4 \theta (\phi H_d^+ H_u^+ + h.c.) \]  

(2.6)
leading to the following decays (as calculated in appendix A.6):

\[ \phi_R \rightarrow hh, HH, hH, AA, \text{ and } H^+ H^- . \]  

(2.7)

(This operator may be suppressed by whatever symmetry is invoked to solve the SUSY \( \mu \) problem; for a review, see ref. [80].) The SUSY Higgs bosons \( H, A \) and \( H^\pm \) will further decay to both SM and SUSY particles, with the exact branching fractions being model-dependent. These widths all go as \( \Gamma(\phi \rightarrow \text{Higgs pairs}) \sim m_\phi^3/m_P^2 \). Here, we maintain ignorance as to whether the lightest modulus is also the modulus leading to SUSY breaking, and so here we assume \( F_\phi \sim 0 \).

In addition, there exist modulus-Higgs mixing effects due to the vevs of Higgs fields. These result in more complex decay modes whose partial widths are normally \( \Gamma \sim m_W^8/(m_\phi^2 m_P^2) \). They are sizable where \( m_\phi \sim m_W \), but this region is clearly excluded by the BBN bound, so we neglect these mixing effects in the following discussion.
2.4 Modulus decay to matter and sfermions

We will also consider the MR operator

$$\mathcal{L} \ni \int \frac{\lambda_Q}{m_P} (\phi Q^i Q + h.c.)$$

where the superfields $Q$ stand for the various matter chiral superfields of the MSSM. This operator leads to modulus decays, as calculated in appendix A.7,

$$\phi_R \to u_i \bar{u}_i, \quad d_i \bar{d}_i, \quad \ell_i \bar{\ell}_i, \quad \nu_i \bar{\nu}_i$$

where the decay widths to matter $f$ are all proportional to the matter mass-squared $m_f^2$. Here, the index $i$ runs over the $i = 1 \ldots 3$ generations. These widths go as

$$\Gamma(\phi \to \text{SM fermion pairs}) \sim \frac{m_f^4}{m_\phi^2 m_P^2}$$

so that they are suppressed by a factor of $m_\phi^2$.

There are also decays of the modulus to the MSSM sfermions $\tilde{f}_i$. In this case, mixing effects are included. We find for generations $i = 1 \ldots 2$ that

$$\phi_R \to \tilde{u}_i \bar{\tilde{u}}_i, \quad \tilde{d}_i \bar{\tilde{d}}_i, \quad \tilde{\ell}_i \bar{\tilde{\ell}}_i, \quad \tilde{\nu}_i \bar{\tilde{\nu}}_i$$

For third generation squarks and sleptons, we have

$$\phi_R \to \tilde{t}_1 \tilde{t}_1^*, \quad \tilde{t}_2 \tilde{t}_2^*, \quad \tilde{b}_1 \tilde{b}_1^*, \quad \tilde{b}_2 \tilde{b}_2^*, \quad \tilde{\tau}_1 \tilde{\tau}_1^*, \quad \tilde{\tau}_2 \tilde{\tau}_2^*, \quad \tilde{\nu}_L \tilde{\nu}_L^*$$

These widths all go as $\Gamma(\phi \to \text{sfermion pairs}) \sim m_f^4/m_\phi^2 m_P^2$, and so actually die off as $m_\phi$ gets large.

2.5 A natural SUSY benchmark point

To illustrate the modulus decay widths and branching fraction to SUSY particles, we adopt a natural SUSY [11] benchmark point from the three-extra-parameter-non-universal Higgs model (NUHM3) [81]. We generate the sparticle and Higgs mass spectra using Isajet 7.88 [82]. The NUHM3 model parameter space is given by

$$m_0(1,2), \quad m_0(3), \quad m_{1/2}, \quad A_0, \quad \tan \beta, \quad m_{H_u}, \quad m_{H_d}$$

where the Higgs mass soft terms $m_{H_u} \neq m_{H_d} \neq m_0$. Using the EW minimization conditions, it is convenient to trade the high scale soft terms $m_{H_u}, \quad m_{H_d}$ for the weak scale parameters $\mu$ and $m_A$. We assume the gravitino mass $m_3/2 = m_0(1,2)$. The sparticle and Higgs masses from the benchmark point are listed in table 2 along with several observables as calculated by Isajet. The point has naturalness measure $\Delta_{EW} = 20$ so that it is indeed a natural SUSY benchmark point.

2.6 Modulus decay widths and branching fractions

Here we present the modulus decay widths and branching fractions into the possible final states shown in the preceding subsections. We first discuss the suppressed gaugino cases (case B) assuming $F_\phi = 0$. Afterwards, we provide a brief discussion of the unsuppressed gaugino cases (case A).
Table 2. Input parameters (TeV) and masses (GeV) for a SUSY benchmark point from the NUHM3 model with $m_t = 173.2$ GeV and $m_0(1, 2) = \frac{m_3}{2} = 10$ TeV using Isajet 7.88 [82].

| parameter | NUHM3 |
|-----------|-------|
| $m_0(3)$  | 5 TeV |
| $m_0(1, 2)$ | 10 TeV |
| $m_{1/2}$  | 1.2 TeV |
| $A_0$     | -8 TeV |
| $\tan \beta$ | 10 |
| $\mu$     | 200 GeV |
| $m_A$     | 2 TeV |
| $m_{\tilde{g}}$ | 2927.4 GeV |
| $m_{\tilde{u}_L}$ | 10209.4 GeV |
| $m_{\tilde{u}_R}$ | 10288.5 GeV |
| $m_{\tilde{e}_R}$ | 9912.9 GeV |
| $m_{\tilde{\ell}_1}$ | 1251.0 GeV |
| $m_{\tilde{\ell}_2}$ | 3655.6 GeV |
| $m_{\tilde{\ell}_3}$ | 3697.1 GeV |
| $m_{\tilde{\ell}_4}$ | 5030.0 GeV |
| $m_{\tilde{\chi}^\pm_1}$ | 209.1 GeV |
| $m_{\tilde{\chi}^\pm_2}$ | 1042.8 GeV |
| $m_{\tilde{\chi}^0_1}$ | 197.7 GeV |
| $m_{\tilde{\chi}^0_2}$ | 208.0 GeV |
| $m_{\tilde{\chi}^0_3}$ | 547.1 GeV |
| $m_{\tilde{\chi}^0_4}$ | 1052.6 GeV |
| $m_h$     | 125.3 GeV |

| $\Omega_{\tilde{\chi}^0_1}^{std} h^2$ | 0.011 |
| $BF(b \rightarrow s\gamma) \times 10^4$ | 3.0 |
| $BF(B_s \rightarrow \mu^+\mu^-) \times 10^9$ | 3.8 |
| $\sigma^{SI}(\tilde{\chi}^0_1, p)$ (pb) | $1.7 \times 10^{-9}$ |
| $\sigma^{SD}(\tilde{\chi}^0_1, p)$ (pb) | $3.6 \times 10^{-5}$ |
| $\langle \sigma v \rangle_{v \rightarrow 0}$ (cm$^3$/sec) | $2.0 \times 10^{-25}$ |
| $\Delta_{EW}$ | 20 |

2.6.1 Case B1

In figure 1, we show the modulus field $\phi$ partial widths versus modulus mass $m_\phi$ from 0.1 to $10^4$ TeV assuming the natural SUSY benchmark point in table 2 with unsuppressed decay to gravitinos but suppressed decay to gauginos (case B1). Here, we assume all $\lambda_i$ couplings
equal to unity. For $m_\phi \sim 0.1 \text{ TeV}$, only decays to fermions ($u\bar{u}$, $d\bar{d}$, etc., blue curve) and massless gauge bosons (e.g. $gg$ and $\gamma\gamma$, orange curve) are open and $\Gamma_\phi \sim 10^{-31} \text{ GeV}$, corresponding to $T_D \sim 1 \text{ keV}$, so that the modulus field would decay well after BBN, which occurs beginning at $T_{\text{BBN}} \sim 3-5 \text{ MeV}$. As $m_\phi$ increases, decays to massive vector bosons ($WW$, $ZZ$, green curve) turn on at $m_\phi \sim 160 \text{ GeV}$, followed by decays into Higgs pairs, which turn on at $m_\phi \sim 250 \text{ GeV}$ (red curve). This is followed by $\phi \rightarrow t\bar{t}$ pairs (kink in blue curve) at $m_\phi \sim 350 \text{ GeV}$. As $m_\phi$ increases even further, decays to neutralinos (grey curve) and charginos (magenta curve) turn on around $m_\phi \sim 2\mu \sim 400 \text{ GeV}$. These curves show several kinks as the various electroweakino (EWino) pair decay thresholds are passed. The decay to vector boson pairs increases as $m_3^2$ as expected, but decays to gauginos are helicity suppressed and increase instead as $m_1^2$. This asymptotic behavior also holds for $\phi \rightarrow t\bar{t}$ as well. Decays to sfermions (yellow curve) turn on around $m_\phi \sim 2.5 \text{ TeV}$ ($\tilde{t}_1\tilde{t}_1^*$ mode) but then decrease with increasing $m_\phi$ as $\Gamma(\phi \rightarrow \tilde{f}\tilde{f}^*) \propto 1/m_\phi$, and so become hardly significant for large values of $m_\phi$. At $m_\phi \sim 6 \text{ TeV}$, $\phi \rightarrow \tilde{g}\tilde{g}$ also turns on (brown curve), which temporarily makes a large contribution to the total width. Lastly, we see the decay to gravitinos $\phi \rightarrow \psi_\mu\psi_\mu$ turns on at $20 \text{ TeV}$ (purple curve) with the partial width increasing as $m_3^2$. This is an important threshold since gravitino production via modulus decay is negligible for $m_\phi \lesssim 2m_3/2$ and so in this regime there is no modulus-induced gravitino problem. Asymptotically, for high $m_\phi$, then the branching fraction $BF(\phi \rightarrow \psi_\mu\psi_\mu) \sim 10^{-3}$.

The overall modulus branching fraction to SUSY particles is an important quantity, as emphasized by Gelmini and Gondolo [51]: its value contributes to the modulus-induced LSP problem. In figure 2, we show the modulus branching fraction into SUSY particles vs. $m_\phi$ for the same BM point in table 2. The branching into MSSM sparticles and gravitinos
Figure 2. Modulus branching fraction to various SUSY particles including gravitinos versus $m_\phi$ for the natural SUSY benchmark point with $\lambda_i = 1$ and $m_{3/2} = 10\,\text{TeV}$ for case B1.

is easy to compute, but the $\phi$ decay into Higgs pairs can also contribute depending on the heavy Higgs boson ($H$, $A$ and $H^\pm$) branching fractions into MSSM particles. These BFs are model dependent, so we show an upper and a lower bound on the $\text{BF}(\phi \to \text{SUSY})$ assuming no Higgs decay to SUSY (lower orange curve) or the upper bound with 100% Higgs decay to SUSY (blue curve). The BF can reach as high as $\sim 0.2$ for $m_\phi \sim 10\,\text{TeV}$ but asymptotically can range between $0.002 - 0.02$ for $m_\phi \gg 10^2\,\text{TeV}$.

2.6.2 Case B2, $\lambda_H = \lambda_Q = 0$

As a second example, we show in figure 3 various modulus partial widths for the case B2 with chirality suppressed decays to both gauginos and gravitinos. We also assume $\lambda_H = 0$ which might occur if the Higgs fields carry PQ charge but the $\phi$ field doesn’t so that the modulus-Higgs operator is disallowed via the same symmetry that forbids the $\mu$ parameter. The modulus-matter operator may similarly be forbidden so we take $\lambda_Q = 0$. This case would then have highly suppressed decays to SUSY particles but with allowed decays to gauge bosons. From the plot, we see that for $m_\phi \sim 1 - 20\,\text{TeV}$, then modulus decay to SUSY particles is comparable to decay widths to SM particles. But as $m_\phi$ increases, then the helicity suppressed decays to gauginos and gravitinos sets in and these widths become increasingly suppressed compared to decays to SM particles (mainly gluon pairs).

The situation is shown more clearly in figure 4 where we show instead the modulus field branching fraction into gauge bosons (blue and orange curves) along with modulus branching fractions into gauginos (red, purple, and brown curves) and the branching fraction into gravitinos (green curve). As $m_\phi$ increases, the helicity suppression sets in and the branching into SUSY particles falls off sharply compared to the branching into SM
Figure 3. Modulus decay widths into various MSSM particles and gravitinos versus $m_\phi$ for a natural SUSY benchmark point with $m_{3/2} = 10\,\text{TeV}$. We take all $\lambda_{1,2,3} = 1$ but all $\lambda_H$ and $\lambda_Q = 0$. This is for case B2: suppressed decays to gravitinos and gauginos.

Figure 4. Modulus branching fraction to various SUSY particles including gravitinos versus $m_\phi$ for a natural SUSY benchmark point with $m_{3/2} = 10\,\text{TeV}$. We take all $\lambda_{1,2,3} = 1$ but all $\lambda_H$ and $\lambda_Q = 0$. This is for case B2: suppressed decays to gravitinos and gauginos.
particles. This case is engineered to try to avoid overproduction of neutralino dark matter and overproduction of gravitinos while possibly diluting any relics produced at temperatures $T > T_D$. We will see shortly why this approach unfortunately fails to solve the CMP. Further plots can be shown for cases A1 and A2 with unsuppressed moduli decays to gauginos. These cases yield always more neutralino dark matter overproduction while the total width will be roughly the same, so in the interest of simplicity, we refrain from showing these plots.

3 Constraints on $m_\phi$ and $m_{3/2}$ from BBN, dark matter, and gravitino overproduction: fun with temperatures

3.1 Constraints on $m_\phi$

The evolution of the early universe in the presence of light moduli fields depends on several important temperature values.

- $T_R$, the reheat temperature induced by inflaton decay at the end of inflation,
- $T_{\text{osc}}$, the temperature at which the lightest modulus field begins to oscillate,
- $T_e$, the temperature at which modulus and radiation energy densities become equal,
- $T_{\text{fo}}$, the temperature at which thermally-produced WIMPs freeze out,
- $T_D$, the temperature of radiation at the time of modulus decay,
- $T_{3/2}$, the temperature of radiation at the time of gravitino decay and
- $T_{\text{BBN}} \sim 3-5\text{ MeV}$, the temperature of radiation at the onset of BBN.$^2$

A rough picture of the evolution of the early universe can then be depicted in terms of these temperatures and related quantities such as entropy-dilution ratio $r \equiv S_f/S_i$ (the ratio of entropy before and after modulus decay) and non-thermal dark matter production due to modulus decay. Here, we will first assume that the reheat temperature $T_R$ is the maximal temperature scale after inflation resulting in a radiation dominated universe at temperatures $T$ at or just below $T_R$. Here, we note that such high $T_R$ values are at the upper bound from Buchmuller et al. (BHLR) $[86, 87]$ where it is shown that thermal effects from $T_R \gtrsim T_{\text{BHLR}} \sim 10^{12}\text{ GeV}$ would destabilize the dilaton potential and cause a runaway dilaton field. We also assume the simplest scenario for reheating in the cases where that factors into the calculations (see e.g. $[88]$).

At temperatures $T$ with $T > T_{\text{osc}}$, the modulus field is effectively frozen in its value due to the preponderance of the friction term in its equation of motion:

$$\ddot{\phi} + 3H(T)\dot{\phi} + \frac{dV}{d\phi} = 0. \quad (3.1)$$

$^2$For additional perspective on BBN bounds, see e.g. Ref’s $[83-85]$. 
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The scalar potential can be approximated as a simple harmonic oscillator (SHO) form $V \simeq m_\phi^2 \phi^2 / 2$ for small $\phi$ values. As the universe expands, the Hubble constant $H = \sqrt{\rho_T / 3m_P^2}$ (where $\rho_T$ is the total energy density and $m_P$ is the reduced Planck mass) decreases. When $3H(T) \sim m$, the modulus field begins to oscillate at the oscillation temperature $T_{\text{osc}}$ given in eq. (1.1). Specifically, if $m_\phi \lesssim 6000$ TeV (for our assumed $T_R = 10^{12}$ GeV), oscillations commence during the assumed initial radiation dominance with $\rho_T \sim \rho_{\text{rad}} = \pi^2 g_* T^4 / 30$ so that

$$H(T) \simeq \frac{\pi T^2}{m_P} \sqrt{g_*(T)}/90. \quad (3.2)$$

If, however $m_\phi \gtrsim 6000$ TeV (again, for our assumed $T_R$), oscillations will begin during reheating. As $\rho_{\text{rad}}$ scales roughly as $(1/R)^{3/2}$ during this era [88] where $R$ is the scale factor of the universe, we can estimate $H(T)$ by comparing $\rho_{\text{rad}}(T > T_R)$ to $\rho_{\text{rad}}(T = T_R)$. Noting that the reheating period is effectively matter dominated (i.e. dominated by coherent oscillations of the inflaton), we have then

$$H(T) \simeq H(T_R) \frac{g_*(T)T^4}{g_*(T_R)T_R^4}. \quad (3.3)$$

The values of $T_{\text{osc}}$ along with an assumed value of $T_R = 10^{12}$ GeV are shown in figure 5 versus $m_\phi$ (orange curve).

At this point, the oscillating $\phi$ field behaves with an equation of state of matter and so the energy density of the $\phi$ field diminishes as $\rho_\phi = \frac{1}{2}m_\phi^2 \phi_0^2 (R_{\text{osc}}/R)^3$ due to the expansion of the universe, while $\rho_{\text{rad}}$ diminishes as $(1/R)^4$ (once the reheating period has ended). Here, $R_{\text{osc}}$ is the scale factor at $T = T_{\text{osc}}$.

The temperature of radiation/modulus energy density equality, determined by requiring $\rho_R = \rho_\phi$, is found to be

$$T_e = \begin{cases} 
\left(\frac{15}{\pi^2} g_*(T_e)\right)^{1/4} \sqrt{m_\phi \phi_0} & (T_{\text{osc}} < T_e < T_R) \\
\left(\frac{3}{2m_P^2}\phi_0^2 \sqrt{m_P m_\phi} \left(10/\pi^2 g_* (T_e)\right)^{1/4} \right) & (T_e < T_{\text{osc}} < T_R) \\
\left(3/2m_P^2\right) \phi_0^2 T_R & (T_e < T_R < T_{\text{osc}}) 
\end{cases} \quad (3.4)$$

At $T = T_e$, the $\phi$ field begins to dominate the energy density of the universe (depicted by the green curve in figure 5). Before proceeding, a few comments are warranted on eq. (3.4). If oscillations begin after reheating ($T_{\text{osc}} < T_R$), one would clearly expect to encounter the first case ($T_{\text{osc}} < T_e < T_R$) assuming that $\phi_0 \sim m_P$. Since $T_e > T_{\text{osc}}$, indeed the modulus has actually begun to dominate the energy density shortly before it begins to oscillate — i.e. its energy density is so large that it will come to dominate over radiation while still being frozen by Hubble friction. However, if some mechanism can lower the expected value of $\phi_0$, then it would be possible to encounter the second case ($T_e < T_{\text{osc}} < T_R$). In the event that oscillations begin during reheating ($T_{\text{osc}} > T_R$), note that it is actually not possible to achieve a radiation dominated universe after reheating unless $\phi_0 \lesssim \sqrt{2/3} m_P$ — the modulus energy density is so large that reheating should lead directly to a period of early matter domination! We leave the case of initial matter domination for future work (which requires a more careful coupled Boltzmann approach to
Figure 5. Modulus decay temperatures $T_D$ for the natural SUSY benchmark point for $\lambda_i = 0.1$, 1, and 10 with $m_{\psi_\mu} = 10$ TeV. We also show the onset of BBN lines at $T_{BBN} \sim 3 - 5$ MeV, and the neutralino freeze-out temperature $T_{fo}$ along with the modulus oscillation temperature $T_{osc}$ and the modulus-radiation equality temperature $T_e$ assuming $\phi_0 = \sqrt{2/3}m_P$.

modeling the reheating period where the presence of the oscillating modulus contributes to $H$). However, we do not expect the main results to differ significantly from those we find here, and where appropriate adopt $\phi_0 \sim \sqrt{2/3}m_P$ for consistency with initial radiation domination. Assuming again the case where $T_{osc} > T_R$ and $\phi_0 \lesssim \sqrt{2/3}m_P$, the modulus will actually dominate over radiation during the reheating period. The modulus then falls below radiation due to the relative scalings. This briefly leads to a radiation dominated universe once reheating concludes, and the modulus quickly becomes dominant once more as radiation is no longer sourced by inflaton decay.

In any of the above cases, the modulus field then dominates the energy density of the universe until it decays at the decay temperature $T_D$ given by eq. (1.2) which is approximately $T_D \simeq \sqrt{m_P \Gamma_\phi}$ and which obviously depends on the modulus decay width discussed in the previous section and calculated in the appendix. We show three values of $T_D$ in figure 5 corresponding to setting all $\lambda_i$ values to 0.1 (brown curve), $\lambda_i = 1$ (purple curve), and $\lambda_i = 10$ (red curve). If $T_D < T_{BBN}$, then the modulus field decays after the onset of BBN, leading to destruction of the light element abundances. For the purple $T_D$ curve with all $\lambda_i = 1$, then we can read off from figure 5 that $m_\phi$ is required to be $m_\phi \gtrsim 40$ TeV (using the $T_{BBN} = 5$ MeV value, dashed grey curve). This is the traditional solution to the old CMP. We also show in figure 5 the thermally-produced neutralino freeze-out temperature $T_{fo} \sim m_\chi/20$ as the magenta dashed line. For $T_D > T_{fo}$, then the relic density of neutralino dark matter will just be its thermally-produced value $\Omega_{TP}^X h^2$ which for our natural SUSY benchmark point is $\Omega_{TP}^X h^2 \sim 0.01$, about a factor 10 below the measured dark matter.
abundance. It is worth noting however that this approximation is not necessarily valid for neutralinos produced by the decay of non-thermally produced gravitinos, which may decay at a lower temperature — we will discuss this case in the next section.

For the case where $T_{BBN} < T_D < T_{fo}$, then a further concern for the CMP is the direct overproduction of dark matter $\chi$ from moduli cascade decays. The initial modulus energy density is $\rho_\phi = m_\phi^2 \phi_0^2 / 2$ and the modulus number density is roughly $n_\phi \sim \rho_\phi / m_\phi$. Assuming each modulus particle decays with branching fraction $B(\phi \to \chi)$, and accounting for the expansion of the universe between $T_{osc}$ and $T_D$, we find

$$n_\chi^D \sim B(\phi \to \chi)m_\phi \phi_0^2 \left( \frac{g_*(T_D)T_D^3}{g_*(T_{osc})T_{osc}^3} \right),$$

i.e. naively, the neutralinos initially inherit the modulus field number density, subject to branching ratio and expansion effects.

However, this accounting can be greatly modified if the modulus field decays at temperature $T_D < T_{fo}$ and the number density $n_\chi$ exceeds the critical density $n_c^\chi$ above which neutralino reannihilation effects may be important [19, 27, 28]. The Boltzmann equation for the neutralino number density is given by

$$\frac{dn_\chi}{dt} + 3Hn_\chi = -\langle \sigma v \rangle n_\chi^2$$

and if $\langle \sigma v \rangle n_\chi(T_D) > H(T_D)$, then neutralinos will reannihilate after modulus decay. The Boltzmann equation, rewritten in terms of the yield variable $Y_\chi \equiv n_\chi / s$, where $s$ is the entropy density ($s = \frac{2\pi^2}{45} g_s S T^3$ for radiation) is given by

$$\frac{dY_\chi}{dt} = -\langle \sigma v \rangle Y_\chi^2 s$$

which, assuming $\langle \sigma v \rangle$ is dominated by the constant term, can be easily integrated to find $Y_\chi^{\text{reann}} \simeq H(T_D) / \langle \sigma v \rangle s(T_D)$ or

$$n_\chi^c \simeq H / \langle \sigma v \rangle |_{T=T_D}$$

so that

$$\Omega_\chi^{\text{reann}}h^2 \simeq \Omega_\chi^{TP}h^2(T_{fo}/T_D),$$

i.e. the reannihilation abundance is enhanced from its TP value by a factor $T_{fo}/T_D$. The final neutralino number density is then given by

$$n_\chi \sim \min \left\{ n_\chi^c, n_\chi^D \right\}$$

with $\Omega_\chi h^2 = m_\chi n_\chi / \rho_c$ where $\rho_c$ is the critical closure density and $h$ is the scaled Hubble constant. An example of the neutralino critical number density $n_\chi^c$ and the neutralino number density from moduli decay $n_\chi^D$ is shown in figure 6 versus $m_\phi$ for the natural SUSY benchmark point with case B1 with helicity-suppressed decay to gauginos. We take $m_\phi \sim m_{3/2}$ so that gravitinos do not enter the plot. Actually in this case, figure 6 also describes case B2 as well since all other sparticle channels are highly subdominant compared to the gauginos. The critical density increases with $m_\phi$ until $T_D > T_{fo}$ whence
Figure 6. Neutralino number densities $n_c^\chi$ and $n_D^\chi$ as a function of modulus mass $m_\phi$ for the natural SUSY benchmark point with case B1 for $\lambda_i = 1$, $m_{3/2} = m_\phi$, and assuming the no Higgs decay to SUSY. Case B2 is nearly identical, as $n_D^\chi$ is mostly produced by the gauginos if the gravitino channel is kinematically closed.

the $n_c^\chi$ assumes its thermally produced value. The value of $n_D^\chi$ is almost always far larger than $n_c^\chi$ due to the huge assumed modulus field strength $\phi_0 \sim m_P$. Thus, we would expect from this plot that the neutralino relic density would take its non-thermally-produced reannihilation value over all allowed values of $m_\phi$. Provided reannihilation effects are important, the reannihilation enhancement factor $T_{f_o}/T_D$ can be read off from figure 5. Since $\phi_0$ is so large, almost always $n_c^\chi < n_D^\chi$ so that the neutralino relic abundance takes the reannihilation value for $T_D < T_{f_o}$.

In figure 7, we show the resulting neutralino relic abundance from both thermal and non-thermal production versus $m_\phi$ for the natural SUSY BM point and case B1, and for the three different values of $\lambda_i = 0.1$, 1, and 10. The orange dot-dashed line shows the measured DM abundance at $\Omega_{CDM}h^2 = 0.12$. We see that for the orange curve with $\lambda_i = 1$ and $m_\phi \sim 0.1-2.5 \times 10^3$ TeV, then neutralinos are greatly overproduced: the moduli-induced LSP overproduction problem. Depending on the $\lambda_i$ values, the measured DM abundance can be achieved, but only for $m_\phi \sim 500-10^4$ TeV. If the light moduli receive masses from gravity-mediated SUSY breaking, then one expects $m_\phi \sim m_{3/2} \sim m_{\text{soft}}$ and so to avoid neutralino overproduction, one runs into a naturalness problem in that sparticles are expected in the $500-10^4$ TeV range. Such high sparticle masses would lead to a severe Little Hierarchy Problem (LHP), wherein one would be hard-pressed to understand why the weak scale is just $m_\text{weak} \sim m_{W,Z,h} \sim 100$ GeV whilst sparticles that contribute to the weak scale lie in the $500-10^4$ TeV range.
Figure 7. Neutralino relic density as a function of modulus mass $m_\phi$ for the natural SUSY benchmark point with case B1 for $\lambda_i = 0.1, 1,$ and 10 with $m_{3/2} = m_\phi$ TeV. As with figure 6, this plot also describes the case B2 well if the gravitino channel is kinematically closed.

3.2 Moduli-induced gravitino problem

3.2.1 Thermally-produced gravitinos: not a problem

The usual gravitino problem in supersymmetric theories has to do with overproduction of thermally produced gravitinos along with their subsequent late decays which can lead to 1. violation of BBN limits [89–91] and 2. overproduction of neutralino dark matter. These two constraints depend on the temperature $T_{3/2}$ at which the gravitinos decay, and on their putative thermally-produced relic abundance, had they not decayed: $\Omega_{3/2}^{TP} h^2$. The gravitino decay temperature is

$$T_{3/2} \simeq \sqrt{\Gamma_{3/2} m_P / (\pi^2 g_*)^{1/4}}$$  \hspace{1cm} (3.11)

and so we need the gravitino decay widths. These have been calculated in Kohri et al. [92] and programmed into the coupled Boltzmann computer code [21, 22] which we use. We also use the thermally-produced gravitino production rates as calculated by Pradler and Steffen [93] (see also Ref’s [94, 95]), which depends linearly on $T_R$. Typically, $T_R \lesssim 2 \times 10^9$ GeV is required to avoid gravitino overproduction followed by decay to the stable LSP thus leading to dark matter overproduction and possible conflict with BBN bounds [90, 91].

For the case with a decaying light modulus, then entropy is injected during modulus decay with a dilution factor

$$r = S_f / S_0 \simeq 4 m_\phi Y_\phi / 2 T_D = T_c / T_D.$$  \hspace{1cm} (3.12)

For moduli fields with $\phi_0 \sim m_P$, then the entropy dilution is enormous since $T_c \sim \sqrt{m_\phi \phi_0}$, and all thermally-produced gravitinos will be diluted to below bounds from BBN and DM.
Figure 8. Putative thermally-produced gravitino abundance vs. $m_{3/2}$ for $T_R = 10^{12}$ GeV. We also show the relic would-be gravitino abundance after modulus decay, which is multiplied by the light modulus field entropy dilution factor $r = T_e/T_D$. The enormous entropy release from light modulus decay dilutes the putative thermally-produced gravitino abundance to tiny levels. We show cases for $m_\phi = 10$, 100, and 1000 TeV.

overproduction. If $\phi_0 \lesssim \sqrt{2/3} m_P$, entropy dilution can still be enormous for larger values of $\phi_0$ since $T_e \sim (\phi_0/m_P)^2 \sqrt{m_\phi m_P}$ if $T_{\text{osc}} < T_R$ and $T_e \sim (\phi_0/m_P)^2 T_R$ if $T_{\text{osc}} > T_R$. If, however, $\phi_0$ is lowered far below the Planck scale, the entropy dilution falls rapidly.

In figure 8, we show the would-be thermally-produced gravitino abundance (had the gravitino not decayed) $\Omega_{T/2}^2 h^2$ vs. gravitino mass $m_{3/2}$ for a $T_R = 10^{12}$ GeV value, right at the BHLR bound. At such high $T_R$ values, there is an enormous production of gravitinos in the early universe (blue curve). However, there is also enormous entropy production from light modulus decay. We show the diluted gravitino abundance by the three dashed curves for three values of $m_\phi = 10$, 100, and 1000 TeV. We see that after entropy dilution, the thermally-produced gravitino abundance has dropped to tiny levels. Thus, the late-decaying modulus field has eliminated (just) the thermally produced gravitino problem. However, the moduli-induced non-thermally produced gravitino problem is yet unresolved.

3.2.2 Non-thermally produced gravitinos

Like the modulus field, there are intricate constraints from BBN on late-decaying non-thermally-produced gravitinos in the early universe. To examine these, we plot in figure 9 the gravitino decay temperature $T_{3/2}$ vs. $m_{3/2}$ assuming an MSSM spectrum from our natural SUSY benchmark point. From the plot, we see that the gravitino decays at temperatures below $T_{\text{BBN}}$ for $m_{3/2} \lesssim 50$ TeV. For higher $T_{3/2}$ values, then the gravitino typically is safe from BBN bounds, but not from neutralino overproduction. For $T_{3/2} \gtrsim T_{\text{BBN}}$, then
Figure 9. Gravitino decay temperature $T_{3/2}$ vs. $m_{3/2}$ assuming our MSSM benchmark point spectrum. We also show $T_{\text{BBN}} = 3$ and 5 MeV along with the neutralino freeze-out temperature $T_{\text{fo}}$.

Figure 10. Neutralino relic density as a function of non-thermally produced gravitino mass $m_{3/2}$ for the natural SUSY benchmark point with case B1. In this case, the produced neutralino number density $n_{\chi}^P$ is always well above the critical number density $n_{\chi}^C$ if the channel is kinematically open and hence the relic density receives an enhancement factor over its freeze-out value.

LSPs will be produced at a huge rate from gravitino decay. The neutralino reannihilation relic abundance after gravitino decay is expected to be $\Omega_{\chi}^{T\chi} h^2 \times (T_{\text{fo}}/T_{3/2})$ (using a similar treatment as for moduli decays to LSPs). As can be seen in figure 10, the
non-thermally-produced neutralino abundance from gravitino decay is enhanced by several orders of magnitude (depending on $m_{3/2}$) beyond its thermally-produced value. This is the moduli-induced, gravitino-induced LSP overproduction problem.

3.3 Overview of $m_{3/2}$ vs. $m_\phi$ parameter space: case B1

In figure 11, we display the $m_{3/2}$ vs. $m_\phi$ plane assuming the natural SUSY spectra (in this case, uncorrelated with $m_{3/2}$ or $m_\phi$). The region below or to the left of the $T_{\text{BBN}}$ lines would be excluded by $T_D$ or $T_{3/2} \lesssim T_{\text{BBN}}$, for two choices of $T_{\text{BBN}} = 3$ and 5 MeV. The region to the lower-left of the purple line could be regarded as natural if $m_{\text{soft}} \sim m_{3/2} \sim m_\phi$ as expected in models where the modulus $\phi$ receives a dominant mass contribution from soft SUSY breaking. Then models with increasing values of $m_\phi$ and $m_{3/2}$ would become increasingly unnatural. The diagonal $m_\phi = m_{3/2}$ line would also be favored by dominant lightest modulus mass from gravity-mediated soft SUSY breaking [57]. The region to the left of the $m_\phi = 2m_{3/2}$ curve we would expect to have a severe moduli-induced gravitino problem. We also show curves of $\Omega_N^{\text{NTP}} h^2 = 10$ and 0.1 (grey dot-dashed lines at constant $m_\phi$ and constant $m_{3/2}$). Thus, all of the plane shown has a moduli-induced LSP problem except the upper-right region where very large values of $m_\phi$ and $m_{3/2}$ are required. The fact that almost all of the $m_{3/2}$ vs. $m_\phi$ plane as shown is excluded shows the severity of the CMP in the light of naturalness.

3.4 Case B2: why the CMP is still not solved

In case B2, taking $\lambda_H = \lambda_Q = 0$ ensures a highly suppressed branching fraction to SUSY final states, as seen in figure 12. While one might initially expect this case to allow much more parameter space due to this extreme suppression, we find that this is generally not the
Figure 12. Modulus branching fraction into SUSY particles versus $m_{\phi}$ for a natural SUSY benchmark point NS1 with $m_{\psi_{\mu}} = 10$ TeV for case B2. We take $\lambda_G = 1$ but $\lambda_H = \lambda_Q = 0$.

Figure 13. Neutralino number density produced from gravitino decay in case B2 versus $m_{\phi}$ for a natural SUSY benchmark point NS1 with $m_{\psi_{\mu}} = 10$ TeV. We take $\lambda_G = 1$ but $\lambda_H = \lambda_Q = 0$. Note that one needs $m_{\phi} \gtrsim 10^5$ TeV before chirality suppression reduces the produced number density below the critical value (evaluated at $T_{3/2}$).

case. As seen in figure 13, the produced number density of the neutralinos from the decay of the NTP gravitinos begins roughly nine orders of magnitude above the critical value for $m_{3/2} = 10$ TeV. In fact, figure 14 shows that the helicity suppression does not reduce the neutralino relic density to the measured $\Omega h^2 \sim 0.1$ until $m_{\phi} \sim 10^8$ TeV. This corresponds to
Figure 14. Neutralino relic density from case B2 versus $m_\phi$ for a natural SUSY benchmark point NS1 with $m_\psi = 10$ TeV. We take $\lambda_G = 1$ but $\lambda_H = \lambda_Q = 0$.

A suppression of $BF(\phi \rightarrow SUSY) \sim 10^{-14}$! Although the helicity suppression can technically allow for a natural gravitino mass without overproduction of non-thermal neutralinos, one then has to understand why $m_\phi$ is roughly seven orders of magnitude above $m_{3/2}$. In addition, entropy dilution due to modulus decay becomes significantly less effective with such a large $m_\phi$, and hence thermal relics can again become problematic without some other mechanism to deal with them. We would finally like to point out that inclusion of Higgs or matter superfield decays will make the issue of non-thermal overproduction worse due to the increase in $BF(\phi \rightarrow SUSY)$ while leaving the diminishing entropy dilution relatively unchanged. Indeed, it is challenging to reconcile naturalness with the CMP even in this best case scenario.

3.5 Moduli-induced baryogenesis problem

A further cosmological problem arising from weak scale moduli in the early universe pertains to baryogenesis (for some recent reviews, see e.g. refs. [96–98]). We have seen that a late-decaying modulus field can inject an enormous amount of entropy into the early universe at temperatures $T_D \sim 5–5000$ MeV. Such entropy dilution of any relics present at the time of decay is problematic for many baryogenesis scenarios which occur at higher temperatures. For instance, EW baryogenesis [99] (perhaps no longer viable in a SUSY context [100]) is expected to occur at or around $T \sim T_{\text{weak}} \gtrsim 10^2–10^4$ GeV and so any baryon asymmetry produced via this mechanism would be wiped out. Similarly, thermal leptogenesis [101] via heavy neutrino production [102] requires $T_R \gtrsim 10^9$ GeV, with conversion to a baryon asymmetry via sphaleron effects at temperatures around $T_{\text{sphaleron}} \gtrsim 10$ TeV [103];
thus, this sort of asymmetry would also likely be wiped out by radiation production from late-time modulus decay. A third mechanism — Affleck-Dine (AD) baryogenesis [104, 105] via coherent production of a baryon or lepton number carrying scalar field along a classical flat direction — can be highly efficient at producing the baryon asymmetry so that entropy dilution from late-time modulus decay can actually bring the baryon asymmetry into accord with its measured value [96]. In addition, a range of new mechanisms have been proposed which make use of the properties of the modulus decay to generate both a baryon asymmetry and the dark matter abundance. These models purport then to explain why the seemingly unrelated abundances of baryons and dark matter are comparable in the present epoch: $\Omega_{\text{baryons}}/\Omega_{\text{DM}} \sim 1/5$. Starting with Thomas in 1995 [106], some relevant works include [107–112].

4 Some paths towards solving the CMP

In this section, we discuss some of the proposed solutions to the CMP as illustrated in figure 11.

- The first solution is to conjecture that the dominant contribution to moduli masses is not from soft SUSY breaking, but rather from other possibly non-perturbative effects. Then the lightest modulus may have masses far beyond the weak scale whilst MSSM sparticles that contribute to the weak scale and are associated with naturalness have far smaller values. This issue is entangled with the issue of moduli stabilization [113], and so far can be rather speculative due to lack of experimental guidance and lack of knowledge of the details of the 6–7 dimensional compactified spaces whose properties are determined by the various moduli.

- In ref. [34] a period of low (weak) scale inflation is invoked in order to dilute all relics after the period of dark matter and gravitino production. Similarly, a second period of late thermal inflation is invoked in ref. [38] which could dilute all relics.

- In DRT (ref. [36]), Hubble-induced soft masses are invoked in the early universe but some symmetry could cause the modulus field to settle to the same minimum as in the low energy theory. Then $\phi_0$ could be small and the energy release from modulus decay could be miniscule.

- In ref. [46], a late-decaying saxion field is invoked to dilute all relics. In this case, the saxion would be but one element of an axion superfield, so one would expect additional axion dark matter and additional LSPs produced from axino decay in the early universe. Plus, one would have to arrange for the saxion to not decay into SUSY particles or dark radiation [114] so that its role is solely as a source of entropy dilution of all relics at the saxion decay temperature.

- In ref. [48], several specific hidden sectors are suggested to solve the moduli-induced LSP overproduction. In a hidden $U(1)_x$ extension which is spontaneously broken by a pair of hidden chiral multiplets, then a hidden sector gaugino $\chi^x_1$ is the LSP and the
MSSM LSP decays to it via portal interactions. Typical values of $m_{\chi^0_1} \sim 1\text{−}5\text{ GeV}$. The $\chi^+_1\chi^-_1$ annihilation cross section must be large enough to generate $\Omega_{\chi^0_1} h^2 \sim 0.12$ but then the $\chi^+_1$ can annihilate strongly enough into $\gamma\gamma$ that IDD bounds come into play. To obey IDD bounds, the $\chi^+_1$ typically then forms only a small fraction of the total DM abundance. Perhaps axions can make up the remainder [19]. Blinov et al. also consider a hidden $U(1)_X$ with asymmetric dark matter and a non-Abelian hidden gauge group $SU(N)_X$ with similar conclusions: the addition of extra light hidden sector states might help evade the CMP but perhaps at the cost of implausible parameter and/or model choices.

- In refs. [53, 115], Acharya et al. explain how moduli are stabilized and how exponentially suppressed scales emerge in 11-d M-theory compactified on a manifold of $G_2$-holonomy (which leads to the MSSM plus moduli plus axions as the 4-d EFT). They present arguments that the lightest modulus field should have mass nearby to the gravitino mass $m_{3/2}$ (which sets the mass scale for scalar fields in the theory) [57] (see also ref. [58]). Since $m_\phi \sim m_{3/2}$, then the lightest modulus decay mode to gravitinos is closed and there is no moduli-induced gravitino problem. To avoid BBN constraints, then $m_\phi \gtrsim 30\text{ TeV}$ and so also $m_{3/2} \gtrsim 30\text{ TeV}$. Since gaugino masses could be suppressed either dynamically or via symmetries compared to scalar masses, they can be much lighter: $m(gauginos) \sim 1\text{ TeV}$. The authors initially expected AMSB-like masses for gauginos with a wino as LSP which is thermally underproduced by typically two orders of magnitude from the measured value. Then the wino abundance can be non-thermally enhanced via modulus decay to near its measured value for $m_\phi \sim 50\text{−}100\text{ TeV}$. This basic scenario of wino DM produced from moduli decay was first introduced by Moroi and Randall [29]. Since then, the wino as a DM candidate seems ruled out due to constraints from indirect DM detection [61–63]. Acharya et al. [69] have since then explored the possibility of an inert hidden sector DM candidate which would still be allowed.

- Recently a landscape solution to the CMP has been proposed [116]. In that paper (which overlaps considerably with this one), the huge non-thermally produced dark matter abundance from modulus decay is noted as yielding a huge dark-matter-to-baryon ratio for which there may be anthropic limits in the multiverse: e.g. structure might appear as virialized dark matter clouds with little baryonic content [117–121]. Then if the values of $\phi_0$ are spread uniformly in different pocket universes (PU) within the multiverse, only those PUs with $\phi_0 \lesssim 10^{-7} m_P$ would lead to livable universes. The huge suppression of $\phi_0$ would lead to $n_D^{\chi} < n_\chi$ so that the neutralinos would inherit the suppressed modulus field number density which could bring the dark matter abundance into accord with measured values. The case is illustrated in figure 15 which we reproduce here for the convenience of the reader.

The anthropic solution to the CMP also presents a solution to the moduli-induced baryogenesis problem. Namely, with $\phi_0 \sim 10^{-7} m_P$, then $T_e$ is highly reduced and entropy dilution of all relics $r = T_e/T_D$ can be reduced to $\sim 1$, i.e. no entropy dilution: see figure 16.
Figure 15. LSP number density $n_X^D$ from modulus decay along with critical number density $n_X^c$ which is expected to arise from LSP reannihilation after modulus decay in the early universe.

Figure 16. Entropy dilution factor $r$ versus $m_\phi$ for the cases of $\phi_0 = m_P$ and for $10^{-7} m_P$ assuming our natural SUSY BM point.

Then the several baryogenesis mechanisms that require $T_R \gtrsim m_{\text{weak}}$ become once again viable. On the other hand, there may now be no moduli-dilution of thermally-produced gravitinos. In this case, $T_R \lesssim 10^9 \text{GeV}$ may be required to avoid the thermally-produced gravitino problem [98].
5 Summary and conclusions

In this paper we have investigated the CMP with regard to 1. limits imposed by late decaying moduli which disrupt the successful predictions of BBN, 2. overproduction of gravitinos from moduli which lead to BBN violations or DM overproduction (the moduli-induced gravitino problem) and 3. non-thermal overproduction of neutralino dark matter via moduli decays (the moduli-induced LSP problem). We also confronted the CMP with expectations from SUSY naturalness, as exhibited by SUSY models with low $\Delta_{EW} \lesssim 30$. While the first of these can be solved by taking $m_\phi \gtrsim 30$ TeV, the second is more serious but can be solved in cases where $m_\phi \lesssim 2m_{3/2}$ so that moduli decay to gravitino pairs is kinematically not open. The more serious is the third of these: dark matter overproduction from moduli decays. All these issues require computing the putative moduli decay widths into MSSM particles and gravitino pairs. We perform this task including all phase space and mixing effects in the appendix to this paper. One can then solve the moduli-induce dark matter problem by taking $m_\phi \gtrsim 2.5 \times 10^3$ TeV for the case of our natural SUSY benchmark model. However, if the lightest modulus mass $m_\phi$ gains mass dominantly from SUSY breaking so that $m_\phi \sim m_{3/2}$, then we would also expect sparticles up around the $10^3$ TeV range. This would require huge finetuning to understand why then the weak scale exists at scale $m_{\text{weak}} \sim m_{W,Z,h} \sim 100$ GeV. We review other potential solutions to the CMP including the recent anthropic solution that could arise from the string landscape in the context of an eternally inflating multiverse [116]. We expect to address issues associated with dark radiation from moduli decay to axion-like-particles (ALPs) in a future work, as well as implementing our calculations into a coupled Boltzmann equation calculation which could include the effects of axions, saxions and axinos in addition to MSSM particles and gravitinos.
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A Modulus decay widths

In this appendix, we shall use the notation $\tilde{W}_i$ and $\tilde{Z}_j$ to denote the $i = 1 - 2$ chargino and $j = 1 - 4$ neutralino mass eigenstates of the MSSM. This alternative notation is intended to remind the reader that all mixing notation in this appendix is given in accord with the text Weak Scale Supersymmetry: From Superfields to Scattering Events [1].
A.1 Decay into gauge fields

Here, we adopt the Moroi-Randall (MR) operator [29]

\[ \mathcal{L}_G = \int d^2 \theta \frac{\lambda G}{M_*} \phi W^\alpha W_\alpha + \text{h.c.} \]

(which leads to helicity-suppressed modulus decay to gauginos (case B)). For the case of helicity-unsuppressed decay to gauginos, which occurs when fields in the gauge kinetic function obtain a SUSY breaking vev [42] (case A), then we will replace factors of \( m_\phi m_\lambda^2 \rightarrow m_\phi^3 \) in all decay width formulae for modulus to gauginos pairs (where \( \lambda \) stands for generic gaugino fields).

Expanding to the relevant terms (ignoring for now the modulino and setting \( F_\phi = 0 \) as we expect SUSY breaking to primarily come from other sources), we have from [122] eq. 6.13 (converting from mostly-plus to mostly-minus Minkowski metric):

\[
\mathcal{L}_G \supset \frac{\lambda G}{\sqrt{2} M_*} \left[ \phi \left( 2 i \lambda \sigma^m \partial_m \phi + \frac{1}{2} v_{mn} v^{mn} - D^2 + \frac{i}{4} \epsilon_{mnlk} v_{mn} v_{lk} \right) \right. \\
+ \left. \phi^\dagger \left( -2 i \partial_m \lambda \sigma^m \phi + \frac{1}{2} v_{mn} v^{mn} - D^2 - \frac{i}{4} \epsilon_{mnlk} v_{mn} v_{lk} \right) \right]
\]

\[
= \frac{\lambda G}{\sqrt{2} M_*} \left[ \phi_R \left( 2 i \lambda \sigma^m \partial_m \phi - 2 i \partial_m \lambda \sigma^m \phi + v_{mn} v^{mn} - 2 D^2 \right) \\
+ i \phi_I \left( 2 i \lambda \sigma^m \partial_m \phi + 2 i \partial_m \lambda \sigma^m \phi + i \epsilon_{mnlk} v_{mn} v_{lk} \right) \right]
\]

\[
= \frac{\lambda G}{\sqrt{2} M_*} \left[ \phi_R \left( 2 i \left( \lambda \sigma^m \partial_m \phi + \phi \gamma^5 \phi \right) + v_{mn} v^{mn} - 2 D^2 \right) \\
+ i \phi_I \left( 2 i \left( \lambda \sigma^m \partial_m \phi - \phi \gamma^5 \phi \right) + i \epsilon_{mnlk} v_{mn} v_{lk} \right) \right]
\]

Since we are in the Weyl basis, we can combine the spinors and the Pauli matrices into the Weyl representation of the Clifford algebra:

\[
\mathcal{L}_G \supset \frac{\lambda G}{\sqrt{2} M_*} \left[ \phi_R \left( 2 i \left( \lambda \phi \gamma^5 \phi \right) + v_{mn} v^{mn} - 2 D^2 \right) \\
+ i \phi_I \left( 2 i \left( \lambda \phi \gamma^5 \phi \right) + i \epsilon_{mnlk} v_{mn} v_{lk} \right) \right]
\]

The term coupled to \( \phi_I \) is then a surface term and will only arise in instanton corrections. We are only left with \( \phi_R \) directly contributing to interactions (as expected). Changing to the Majorana representation and switching to the notation of [1], we have

\[
\mathcal{L}_G \supset \frac{4 \lambda G}{\sqrt{2} M_*} \phi_R \left( \frac{i}{2} \lambda A \psi_{AC} \psi_{CA} - \frac{1}{4} F_{\mu \nu} A_{\mu \nu} F_{\lambda A} + \frac{1}{2} D^2 \right)
\]
where we have also made explicit the generalization to non-Abelian gauge groups. We now need to rid ourselves of the auxiliary field $D_A$, for which we must first include the other relevant terms in the Lagrangian:

$$L_G \supset \frac{4\lambda_G}{\sqrt{2}M_*} \phi_R \left( \frac{i}{2} \lambda_A \partial_\mu \lambda_C - \frac{1}{4} F_{\mu\nu} F^\mu_\nu + \frac{1}{2} D^2_A \right) + \frac{1}{2} D^2_A - g S_{i}^i(t_A D_A) S_i - \xi_A D_A$$

and so the equation of motion for $D_A$ becomes

$$D_A \left( 1 + \frac{4\lambda_G}{\sqrt{2}M_*} \phi_R \right) \simeq D_A = g S_{i}^i t_A S_i + \xi_A$$

where we neglect the contribution between $D_A$ and $\phi_R$ as it is Planck suppressed in comparison to the leading order term of the equation of motion. Note that the D-term induces an interaction between $\phi_R$ and the matter scalars. We ignore for now these interactions, as they will be 4-body decays and hence highly suppressed. There is the possible exception of a 2-body decay in the presence of a Fayet-Iliopoulos term, but we ignore that contribution as well.

Therefore, for the gauge and gaugino fields, we have the relevant Lagrangian terms

$$L_G \supset \frac{4\lambda_G}{\sqrt{2}M_*} \phi_R \left( \frac{i}{2} \lambda_A \partial_\mu \lambda_C - \frac{1}{4} F_{\mu\nu} F^\mu_\nu \right)$$

(A.1)

A.2 Modulus decay into electroweakinos

Looking at the first term of eq. (A.1), we can insert the SU(2)$_L$ and U(1)$_Y$ components:

$$L_G \supset \frac{4\lambda_{SU(2)}}{\sqrt{2}M_*} \frac{i}{2} \phi_R \lambda_1 \lambda_2 \lambda_3 + \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \frac{i}{2} \phi_R \lambda_0 \lambda_0$$

(A.2)

$$= \frac{4\lambda_{SU(2)}}{\sqrt{2}M_*} \frac{i}{2} \phi_R \left( \bar{\lambda}_1 \lambda_1 + \bar{\lambda}_2 \lambda_2 + \bar{\lambda}_3 \lambda_3 \right) + \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \frac{i}{2} \phi_R \lambda_0 \lambda_0$$

$$- 4\lambda_{SU(2)} \frac{i}{2} \phi_R \left( - \bar{\lambda}_1 \bar{W}_3 \lambda_3 + \bar{\lambda}_2 \bar{W}_3 \lambda_1 + \bar{\lambda}_3 \bar{W}_2 \lambda_3 - \bar{\lambda}_2 \bar{W}_1 \lambda_2 - \bar{\lambda}_3 \bar{W}_2 \lambda_1 + \bar{\lambda}_3 \bar{W}_2 \lambda_2 \right)$$

$$= \frac{4\lambda_G}{\sqrt{2}M_*} \frac{i}{2} \phi_R \left( 2\bar{\lambda}_3 \lambda + \bar{\lambda}_3 \lambda_3 + \lambda_0 \lambda_0 \right) + \frac{4\lambda_{SU(2)}}{\sqrt{2}M_*} g \phi_R \left( \bar{\lambda}_1 \bar{W}_3 \lambda - \bar{\lambda}_3 \bar{W}^+ \lambda - \bar{\lambda}_3 \bar{W}^- \lambda_3 \right)$$

(A.3)

where we used the shorthand $\lambda_G$, with $G = SU(2)$ for $\lambda$ and $\lambda_3$ interactions, and U(1) for $\lambda_0$ interactions.

This then gives us a 3-point interaction between a gaugino pair and the modulus, and a 4-point interaction between the SU(2)$_L$ gauge fields, a gaugino pair, and the modulus. We want to move to the mass eigenstate basis with the help of the following identities:

$$\lambda_3 = \sum_i v_{3i}^{(i)} (i\gamma_5)^{\theta_i} \tilde{Z}_i, \quad \bar{\lambda}_3 = \sum_i v_{3i}^{(i)*} \bar{Z}_i (i\gamma_5)^{\theta_i}$$

$$\lambda_0 = \sum_i v_{4i}^{(i)} (i\gamma_5)^{\theta_i} \tilde{Z}_i, \quad \bar{\lambda}_0 = \sum_i v_{4i}^{(i)*} \bar{Z}_i (i\gamma_5)^{\theta_i}$$
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A.2.1 Relevant matrix elements and phase space formulae

Once we are in the mass eigenstate basis, there are a few general forms for the interaction. It is convenient to work out the Feynman rules, matrix elements, and phase space factors to derive general decay widths and insert the specific couplings and particles later. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\[ \mathcal{L}_I = g \phi R (\overline{\chi} \gamma^\mu (g_V - g_A \gamma_5) \partial_\mu \psi) \]  

which corresponds to the diagram:

\[ \psi \]

| \begin{array}{c} \phi \\ \overline{\chi} \end{array} | \begin{array}{c} q \\ k' \end{array} |

If we take the incoming momenta of the modulus to be \( q \), and the outgoing momenta of \( \psi \) and \( \overline{\chi} \) to be \( k \) and \( k' \), respectively, we have a vertex factor of \( ig \gamma^\mu (g_V - g_A \gamma_5) k_\mu \). The matrix element is then

\[ i \mathcal{M} = \mathcal{M}^\dagger (k) (ig \gamma^\mu (g_V - g_A \gamma_5)) \psi^\dagger (k') \]  (A.5)

Summing over outgoing spins, the squared matrix element is then

\[ |\mathcal{M}|^2 = |g|^2 \text{Tr} \left[ \left( k' + m_\chi \right) (g_V + g_A \gamma_5) \left( k + m_\psi \right) (g_V - g_A \gamma_5) \right] \]

\[ = m_\psi^2 |g|^2 \text{Tr} \left[ \left( k' + m_\chi \right) (g_V + g_A \gamma_5) \left( k + m_\psi \right) (g_V - g_A \gamma_5) \right] \]

\[ = m_\psi^2 |g|^2 \text{Tr} \left[ (g_V - g_A \gamma_5) k' (k + m_\psi) (g_V - g_A \gamma_5) \right] + 4 m_\psi^2 m_\chi |g|^2 \left( g_V^2 - g_A^2 \right) \]

\[ = 4 m_\psi^2 |g|^2 \left( g_V^2 + g_A^2 \right) k'_\mu k_\mu + 4 m_\psi^2 m_\chi |g|^2 \left( g_V^2 - g_A^2 \right) \]

With our momenta convention, we see that \( k_\mu + k'_\mu = q_\mu \), so \( 2 k'_\mu k_\mu = m_\phi^2 - m_\psi^2 - m_\chi^2 \). The final squared matrix element is then

\[ |\mathcal{M}|^2 = 2 m_\psi^2 m_\phi^2 |g|^2 \left[ \frac{g_V^2}{g_A^2} \left( 1 - \left( \frac{m_\psi - m_\chi}{m_\phi} \right)^2 \right) + g_A^2 \left( 1 - \left( \frac{m_\psi + m_\chi}{m_\phi} \right)^2 \right) \right] \]  (A.6)
As this is a 2-body decay with no angular dependence, we have the decay width immediately:
\[
\Gamma_{\phi \chi \psi} = \frac{|g|^2 m_{\chi}^2 m_{\phi}}{8\pi} \left[ g_V^2 \left( 1 - \left( \frac{m_\psi - m_{\chi}}{m_\phi} \right)^2 \right) + g_A^2 \left( 1 - \left( \frac{m_\psi + m_{\chi}}{m_\phi} \right)^2 \right) \right] \lambda^{1/2} \left( 1, \frac{m_\psi^2}{m_\phi^2}, \frac{m_{\chi}^2}{m_\phi^2} \right)
\]
(A.7)

where we used the general formula
\[
\Gamma_{\phi \to 1+2} = \frac{S|M|^2}{16\pi m_\phi} \lambda^{1/2} \left( 1, \frac{m_\psi^2}{m_\phi^2}, \frac{m_{\chi}^2}{m_\phi^2} \right)
\]
(A.8)

with \( S \) being the combinatorial factor for identical particles (\( S = 1 \) in this case). The decay of \( \phi \to \chi \psi \) (summing over both \( \overline{\psi} \chi \) and \( \overline{\chi} \psi \) final states) is then
\[
\Gamma_{\phi \chi \psi} = \frac{|g|^2 (m_{\chi}^2 + m_\psi^2) m_\phi}{8\pi} \left[ g_V^2 \left( 1 - \left( \frac{m_\psi - m_{\chi}}{m_\phi} \right)^2 \right) + g_A^2 \left( 1 - \left( \frac{m_\psi + m_{\chi}}{m_\phi} \right)^2 \right) \right] \lambda^{1/2} \left( 1, \frac{m_\psi^2}{m_\phi^2}, \frac{m_{\chi}^2}{m_\phi^2} \right)
\]
\times \lambda^{1/2} \left( 1, \frac{m_\psi^2}{m_\phi^2}, \frac{m_{\chi}^2}{m_\phi^2} \right)
\]
(A.9)

### A.2.2 3-point interactions

We first look at the 3-point interactions between the modulus and a gaugino pair. The last pair of 3-point interaction terms of eq. (A.3) give us our neutralino interactions:
\[
\mathcal{L}_{\phi \overline{\chi}_{i} \overline{Z}_{j}} = \frac{4\lambda_{\text{SU}(2)}}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_L}{2} \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 + \frac{4\lambda_{U(1)}}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 \frac{\phi_L}{2} \lambda_3
\]
\[
\mathcal{M}_{\phi \rightarrow \overline{\chi}_{i} \overline{Z}_{j}} = \frac{4\lambda_{\text{SU}(2)}}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_L}{2} \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 + \frac{4\lambda_{U(1)}}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 \frac{\phi_L}{2} \lambda_3
\]
(A.10)

The corresponding matrix element is then
\[
iM_{\phi \rightarrow \overline{\chi}_{i} \overline{Z}_{j}} = i \pi^0(k) \left( \frac{4}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_L}{2} \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 + \frac{4\lambda_{U(1)}}{\sqrt{2} M_*} \frac{i}{2} \phi_R^\dagger \lambda_3 \frac{\phi_R^\dagger}{2} \lambda_3 \frac{\phi_L}{2} \lambda_3 \right) v^0(k')
\]

where \( g_V = 0(1) \) and \( g_A = 1(0) \) if \( \theta_i + \theta_j \) is odd (even). The squared matrix elements for \( \phi \to \overline{Z}_i \overline{Z}_j \) (summing over both \( \overline{Z}_i + \overline{Z}_j \) and \( \overline{Z}_i + \overline{Z}_j \) final states) is then,
\[
|\mathcal{M}_{\phi \rightarrow \overline{Z}_i \overline{Z}_j}|^2 = 4 \frac{m_{\overline{Z}_i}^2 m_{\phi}^2}{M_*^2} \left( \lambda_{\text{SU}(2)} v_3^{(i)2} + \lambda_{U(1)} v_4^{(i)2} \right)^2
\]
(A.11)
\[
|\mathcal{M}_{\phi \rightarrow \overline{Z}_i \overline{Z}_j}|^2 = 4 \frac{m_{\overline{Z}_i}^2 + m_{\overline{Z}_j}^2}{M_*^2} \left( \frac{m_{\overline{Z}_i}^2 + m_{\overline{Z}_j}^2}{m_{\phi}^2} \right) \left( \lambda_{\text{SU}(2)} v_3^{(i)2} + \lambda_{U(1)} v_4^{(i)2} \right)^2 \left( 1 - \left( \frac{m_{\overline{Z}_i} - m_{\overline{Z}_j}}{m_{\phi}} \right)^2 \right)
\]
(A.12)

where we note that the \( g_V \) and \( g_A \) convention defined above simply flips the sign of the mass cross-term if one (not both) of the masses is negative, and hence we assume that all
masses above are taken with their implicit absolute values. The decay widths for these processes then are:

\[
\Gamma_{\phi_R \to \tilde{Z}_i \tilde{Z}_i} = \left( \frac{\lambda_{SU(2)}(v_0^{(i)})^2 + \lambda_{U(1)}(v_4^{(i)})^2}{4\pi} \right) \frac{m_{\tilde{Z}_i} m_{\phi}}{M_\phi^2} \lambda^{1/2} \left( 1, \frac{m_{\tilde{Z}_i}}{m_\phi}, \frac{m_{\tilde{Z}_i}}{m_\phi} \right) \tag{A.13}
\]

\[
\Gamma_{\phi_R \to \tilde{Z}_i \tilde{Z}_j} = \left( \frac{\lambda_{SU(2)}(v_3^{(i)} v_3^{(j)}) + \lambda_{U(1)}(v_4^{(i)} v_4^{(j)})^2}{4\pi} \right) \times \left( \frac{m_{\tilde{Z}_i} + m_{\tilde{Z}_j}}{M_\phi^2} \right) m_{\phi} \left( 1 - \left( \frac{m_{\tilde{Z}_i} - m_{\tilde{Z}_j}}{m_{\phi}} \right)^2 \right) \lambda^{1/2} \left( 1, \frac{m_{\tilde{Z}_i}}{m_\phi}, \frac{m_{\tilde{Z}_j}}{m_\phi} \right) \tag{A.14}
\]

The first 3-point interaction term of eq. (A.3) then gives us our chargino interactions:

\[L_{\phi W_l \tilde{W}_j} = \frac{4\lambda_{SU(2)}}{\sqrt{2}M_\phi} i\phi_R \{\bar{\lambda} \tilde{\phi} \lambda\}
\]

To evaluate this in the mass eigenstate basis, we see that:

\[
\begin{align*}
\bar{X}_\gamma \lambda &= \bar{X}_\gamma \left[ \theta_x \cos \gamma_L (\gamma_5) \tilde{\theta}_2 P_L \tilde{W}_2 + \sin \gamma_L (\gamma_5) \theta_1 P_L \tilde{W}_1 \right] \\
&+ \bar{X}_\gamma \theta_y \cos \gamma_R (\gamma_5) \theta_2 P_R \tilde{W}_2 + \sin \gamma_R (\gamma_5) \theta_1 P_R \tilde{W}_1 \right] \\
&= \left[ \theta_x \cos \gamma_L \tilde{W}_2 (\gamma_5) \theta_1 P_R \right] \gamma^\mu \left[ \theta_x \cos \gamma_L (\gamma_5) \theta_1 P_L \tilde{W}_2 + \sin \gamma_L (\gamma_5) \theta_1 P_L \tilde{W}_1 \right] \\
&+ \left[ \sin \gamma_L \tilde{W}_1 (\gamma_5) \theta_1 P_R \right] \gamma^\mu \left[ \theta_y \cos \gamma_R (\gamma_5) \theta_2 P_R \tilde{W}_2 + \sin \gamma_R (\gamma_5) \theta_2 P_R \tilde{W}_1 \right] \\
&+ \left[ \sin \gamma_R \tilde{W}_1 (\gamma_5) \theta_1 P_R \right] \gamma^\mu \left[ \theta_y \cos \gamma_R (\gamma_5) \theta_2 P_R \tilde{W}_2 + \sin \gamma_R (\gamma_5) \theta_2 P_R \tilde{W}_1 \right] \\
&= \tilde{W}_1 \gamma^\mu (x_c - y_c \gamma_5) \tilde{W}_1 + \tilde{W}_2 \gamma^\mu (x_c - y_c \gamma_5) \tilde{W}_2 \\
&+ \tilde{W}_1 \gamma^\mu (x - y \gamma_5) \tilde{W}_2 + \tilde{W}_2 \gamma^\mu (x - y \gamma_5) \tilde{W}_1
\end{align*}
\]

where we made the definitions

\[
\begin{align*}
x_c &\equiv \frac{1}{2} \left( \sin^2 \gamma_L + \sin^2 \gamma_R \right) \tag{A.15} \\
y_c &\equiv \frac{1}{2} \left( \sin^2 \gamma_L - \sin^2 \gamma_R \right) \tag{A.16} \\
x_s &\equiv \frac{1}{2} \left( \cos^2 \gamma_L + \cos^2 \gamma_R \right) \tag{A.17} \\
y_s &\equiv \frac{1}{2} \left( \cos^2 \gamma_L - \cos^2 \gamma_R \right) \tag{A.18} \\
x &\equiv \frac{1}{2} \left( -1 \theta_1 \tilde{\theta}_1 + \theta_2 \theta_s \sin \gamma_L \cos \gamma_R + \theta_y \sin \gamma_R \cos \gamma_R \right) \tag{A.19} \\
y &\equiv \frac{1}{2} \left( -1 \theta_1 \tilde{\theta}_1 + \theta_2 \theta_s \sin \gamma_L \cos \gamma_R - \theta_y \sin \gamma_R \cos \gamma_R \right) \tag{A.20}
\end{align*}
\]
We therefore have the interaction terms for the charginos:

\[
\mathcal{L}_{\phi \tilde{W} \tilde{W}} = \frac{4 \lambda_{\text{SU}(2)}}{\sqrt{2} M_\phi} i \left( \phi_R \tilde{W}_1 \gamma^\mu (x_c - y_c \gamma_5) \partial_\mu \tilde{W}_1 \right) \tag{A.21}
\]

\[
\mathcal{L}_{\phi \tilde{W} \tilde{W}} = \frac{4 \lambda_{\text{SU}(2)}}{\sqrt{2} M_\phi} i \left( \phi_R \tilde{W}_2 \gamma^\mu (x_s - y_s \gamma_5) \partial_\mu \tilde{W}_2 \right) \tag{A.22}
\]

\[
\mathcal{L}_{\phi \tilde{W} \tilde{W}} = \frac{4 \lambda_{\text{SU}(2)}}{\sqrt{2} M_\phi} i \left( \phi_R \tilde{W}_1 \gamma^\mu (x - y \gamma_5) \partial_\mu \tilde{W}_1 + \phi_R \tilde{W}_2 \gamma^\mu (x - y \gamma_5) \partial_\mu \tilde{W}_2 \right) \tag{A.23}
\]

These have then the corresponding matrix elements

\[
|\mathcal{M}_{\phi \rightarrow \tilde{W}_1 \tilde{W}_1}|^2 = 16 \lambda_{\text{SU}(2)}^2 \frac{m_{\tilde{W}_1}^2 m_{\phi}^2}{M_\phi^4} \left[ x_c^2 + y_c^2 \left( 1 - 4 \left( \frac{m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) \right] \tag{A.27}
\]

\[
|\mathcal{M}_{\phi \rightarrow \tilde{W}_2 \tilde{W}_2}|^2 = 16 \lambda_{\text{SU}(2)}^2 \frac{m_{\tilde{W}_2}^2 m_{\phi}^2}{M_\phi^4} \left[ x_s^2 + y_s^2 \left( 1 - 4 \left( \frac{m_{\tilde{W}_2}}{m_{\phi}} \right)^2 \right) \right] \tag{A.28}
\]

\[
|\mathcal{M}_{\phi \rightarrow \tilde{W}_1 \tilde{W}_2}|^2 = 16 \lambda_{\text{SU}(2)}^2 \frac{m_{\tilde{W}_1}^2 + m_{\tilde{W}_2}^2}{M_\phi^4} m_{\phi}^2 \left[ x^2 \left( 1 - \left( \frac{m_{\tilde{W}_2} - m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) + y^2 \left( 1 - \left( \frac{m_{\tilde{W}_2} + m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) \right] \tag{A.29}
\]

where we summed over both $\phi \rightarrow \tilde{W}_1 \tilde{W}_2$ and $\phi \rightarrow \tilde{W}_2 \tilde{W}_1$ final states for the last entry. These then have the corresponding decay widths

\[
\Gamma_{\phi \rightarrow \tilde{W}_1 \tilde{W}_1} = \frac{\lambda_{\text{SU}(2)}^2}{\pi} \frac{m_{\tilde{W}_1}^2 m_{\phi}}{M_\phi^4} \left[ x_c^2 + y_c^2 \left( 1 - 4 \left( \frac{m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) \right] \lambda^{1/2} \left( 1, \frac{m_{\tilde{W}_1}^2}{m_{\phi}^2}, \frac{m_{\phi}^2}{m_{\phi}^2} \right) \tag{A.30}
\]

\[
\Gamma_{\phi \rightarrow \tilde{W}_2 \tilde{W}_2} = \frac{\lambda_{\text{SU}(2)}^2}{\pi} \frac{m_{\tilde{W}_2}^2 m_{\phi}}{M_\phi^4} \left[ x_s^2 + y_s^2 \left( 1 - 4 \left( \frac{m_{\tilde{W}_2}}{m_{\phi}} \right)^2 \right) \right] \lambda^{1/2} \left( 1, \frac{m_{\tilde{W}_2}^2}{m_{\phi}^2}, \frac{m_{\phi}^2}{m_{\phi}^2} \right) \tag{A.31}
\]

\[
\Gamma_{\phi \rightarrow \tilde{W}_1 \tilde{W}_2} = \frac{\lambda_{\text{SU}(2)}^2}{\pi} \frac{m_{\tilde{W}_1}^2 + m_{\tilde{W}_2}^2}{M_\phi^4} m_{\phi} \left[ x^2 \left( 1 - \left( \frac{m_{\tilde{W}_2} - m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) + y^2 \left( 1 - \left( \frac{m_{\tilde{W}_2} + m_{\tilde{W}_1}}{m_{\phi}} \right)^2 \right) \right] \times \lambda^{1/2} \left( 1, \frac{m_{\tilde{W}_1}^2}{m_{\phi}^2}, \frac{m_{\tilde{W}_2}^2}{m_{\phi}^2} \right) \tag{A.32}
\]
A.3 Modulus decay into electroweak vector bosons

We now look at the decay of the modulus into the electroweak vector bosons. Starting with the second term of eq. (A.1), we can insert the $SU(2)_L$ and $U(1)_Y$ gauge fields:

\begin{align*}
\mathcal{L}_G \supset - \frac{4\lambda_{SU(2)}}{\sqrt{2}M_*} \phi_R \left( \frac{1}{4} F_{\mu\nu} A^\mu A^\nu \right) - \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \phi_R \left( \frac{1}{4} B_{\mu\nu} B^{\mu\nu} \right) \\
= - \frac{4\lambda_{SU(2)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R \left( \partial_\mu W^\mu W^\nu - \partial_\mu W^\nu W^\mu - 2g\epsilon_{ijk} (\partial_\mu W_\nu) W_j^\mu W_k^\nu \right) \\
+ \frac{1}{2} g^2 \epsilon_{ijk} \epsilon_{imn} W_{\mu j} W_{\nu k} W^\mu W^\nu \\
- \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R \left( \partial_\mu B_\nu \partial^\mu B^\nu - \partial_\nu B_\mu \partial^\mu B^\nu \right)
\end{align*}

We see that there are 3-point, 4-point, and 5-point interactions between the modulus and gauge fields.

A.3.1 Relevant matrix element formulae for electroweak vector bosons

In this section, we work out the general interactions that will be relevant for the electroweak vector bosons. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\begin{align*}
\mathcal{L}_I &= -g \phi_R \left( \partial_\mu A^\mu B^{\nu b} - \partial_\mu A^\nu B^{\mu b} \right) \\
&= -g \phi_R \left( \partial_\mu A^\mu \partial_\rho B_{\sigma}^b g^{\rho \sigma} g^{\nu \rho} - \partial_\nu A^\nu \partial_\rho B_{\sigma}^b g^{\mu \sigma} g^{\rho \nu} \right) \quad (A.33)
\end{align*}

which corresponds to the diagram:

\[ \begin{array}{c}
\phi \\
q \\
\downarrow \\
A_\nu \\
\alpha \\
\leftarrow \\
\downarrow \\
B_\sigma^b \\
\alpha \\
\downarrow \\
k' \\
\end{array} \]

Taking the incoming momenta of the modulus to be $q$, and the outgoing momenta of $A_\nu^a$ and $B_\sigma^b$ to be $k$ and $k'$, respectively, we have a vertex factor from the first term of $-ig(ik'_\mu)(ik_\rho)g^{\mu \rho}g_{\nu \sigma} = +igk'_\mu k^\nu g_{\nu \sigma}$. Since the second interaction term is of the same form but with the exchange $g^{\mu \rho}g_{\nu \sigma} \rightarrow -g^{\mu \rho}g_{\nu \sigma}$, we have its vertex factor of $+ig(ik'_\mu)(ik_\rho)g^{\mu \rho}g_{\nu \sigma} = -igk^\sigma k^\nu$. If both vector bosons are identical, each vertex factor should be multiplied by an extra factor of 2. The associated matrix element is then

\[ i\mathcal{M}^{\nu \sigma} \epsilon^*_\nu(k) \epsilon^*_\sigma(k') = ig \left( k'_\mu k^\mu - k^\sigma k^\nu \right) \epsilon^*_\nu(k) \epsilon^*_\sigma(k') \]
With our momenta conventions, assuming no additional contributions to this decay channel, the squared matrix element is then

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = g^2 \left( k'_\mu k_\mu g^{\nu\sigma} - k'^\nu k'^\sigma \right) \epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k') \left( k'_\alpha k^{\mu} g^{\beta\gamma} - k'^\nu k'^\beta \right) \epsilon^{\gamma}(k)\epsilon^{\beta}(k') \]

and summing over polarizations (assuming both \(A\) and \(B\) are massive, so we use \(\sum_\lambda \epsilon^*_\mu\epsilon^\nu = -g_{\mu\nu} + \frac{E_{\mu}\vec{E}_{\nu}}{m^2} \)), this becomes

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = g^2 \left( k'_\mu k_\mu g^{\nu\sigma} - k'^\nu k'^\sigma \right) \left( k'_\alpha k^{\mu} g^{\beta\gamma} - k'^\nu k'^\beta \right) \left( \frac{k_\sigma k_\gamma}{m_A^2} - \frac{k'_\sigma k'_\gamma}{m_B^2} \right) g_{\nu\beta} \]

\[ = g^2 \left( 2(k'_\mu k_\mu)^2 + k'_\sigma k'^\nu k_\nu k'^\gamma \right) \]

In the rest frame of the modulus, we can evaluate \(2k'_\mu k_\mu = m_\phi^2 - m_A^2 - m_B^2\), giving us our squared matrix element:

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = \frac{g^2 m_\phi^4}{2} \left( 1 - \frac{m_A^2 + m_B^2}{m_\phi^2} \right)^2 + 2\frac{m_A^2 m_B^2}{m_\phi^4} \quad (A.35) \]

We also evaluate the squared matrix element if one of either \(A\) or \(B\) is massless. We’ll take \(B\) to be massless (and from an Abelian group) and \(A\) to be massive, where we now use \(\sum_\lambda \epsilon^*_\mu\epsilon^\nu = -g_{\mu\nu}\) for the massless boson:

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = g^2 \left( k'_\mu k_\mu g^{\nu\sigma} - k'^\nu k'^\sigma \right) \left( k'_\alpha k^{\mu} g^{\beta\gamma} - k'^\nu k'^\beta \right) \left( \frac{k_\sigma k_\gamma}{m_A^2} \right) (g_{\nu\beta}) \]

\[ = g^2 \left( 2(k'_\mu k_\mu)^2 + k'_\sigma k'^\nu k_\nu k'^\gamma \right) \]

The squared matrix element then is given by

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = \frac{g^2 m_\phi^4}{2} \left( 1 - \frac{m_\phi^2}{m_A^2} \right)^2 \quad (A.36) \]

If we now take both \(A\) and \(B\) to be massless, the squared matrix element is

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = g^2 \left( k'_\mu k_\mu g^{\nu\sigma} - k'^\nu k'^\sigma \right) \left( k'_\alpha k^{\mu} g^{\beta\gamma} - k'^\nu k'^\beta \right) (g_{\sigma\gamma}) (g_{\nu\beta}) \]

\[ = g^2 \left( 2k'_\mu k_\mu k'_\alpha k^{\nu} + k'_\sigma k'^\nu k_\nu k'^\gamma \right) \]

and hence the squared matrix element is

\[ |\mathcal{M}^{\nu\sigma}\epsilon^*_\sigma(k)\epsilon^{\nu}_\nu(k')|^2 = \frac{g^2 m_\phi^4}{2} \quad (A.37) \]

For eqs. (A.35), (A.36), and (A.37), again if \(A\) and \(B\) are identical, the entire squared matrix element must be multiplied by an additional factor of 4.
A.3.2 3-point interactions

We first look at the 3-point interactions between the modulus and a gauge boson pair. The relevant terms are then

\[ \mathcal{L}_{\phi V V} = -\frac{4\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R (\partial_\mu W_{\nu 3} \partial^\mu W_{3}^\nu - \partial_\mu W_{\nu 3} \partial^\mu W_{A}^\nu) - \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R (\partial_\mu B_\nu \partial^\mu B^\nu - \partial_\mu B_\nu \partial^\mu B^\nu) \]

Isolating the charged vector bosons, we have the interaction between the modulus and the \( W^\pm \) bosons:

\[ \mathcal{L}_{\phi W^+ W^-} = -\frac{4\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R (\partial_\mu W_{\nu 1} \partial^\mu W_{1}^\nu - \partial_\mu W_{\nu 1} \partial^\mu W_{2}^\nu + \partial_\mu W_{\nu 2} \partial^\mu W_{2}^\nu - \partial_\mu W_{\nu 2} \partial^\mu W_{2}^\nu) \]

\[ = \frac{4\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \phi_R \left( \partial_\mu W_{\nu}^+ \partial^\mu W_{\nu}^- - \partial_\mu W_{\nu}^+ \partial^\mu W_{\nu}^- \right) \quad (A.38) \]

We can then evaluate the squared matrix element from eq. (A.35), assuming no additional contributions to this decay channel:

\[ |M_{\phi R \rightarrow W^+ W^-}^{\nu} e_{\nu}(k)e_{\nu}(k')|^2 = \frac{4\lambda_{\text{SU}(2)}^2 m_V^4}{M_*^4} \left( 1 - \frac{2m_W^2}{m_V^2} \right)^2 + 2 \frac{m_W^4}{m_V^4} \quad (A.39) \]

We then have the decay width to \( W^+ W^- \) pairs:

\[ \Gamma_{\phi R \rightarrow W^+ W^-} = \frac{\lambda_{\text{SU}(2)}^2 m_V^3}{4\pi M_*^2} \left( 1 - 4 \frac{m_W^2}{m_V^2} + \frac{6m_W^4}{m_V^4} \right) \lambda^{1/2} \left( 1, \frac{m_W^2}{m_V^2}, \frac{m_W^2}{m_V^2} \right) \quad (A.40) \]

We now turn to the neutral vector bosons:

\[ \mathcal{L}_{\phi V V} \supset -\frac{4\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R (\partial_\mu W_{\nu 3} \partial^\mu W_{3}^\nu - \partial_\mu W_{\nu 3} \partial^\mu W_{A}^\nu) - \frac{4\lambda_{U(1)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R (\partial_\mu B_\nu \partial^\mu B^\nu - \partial_\mu B_\nu \partial^\mu B^\nu) \]

\[ = -\frac{2\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \phi_R \left( \partial_\mu (\sin \theta_W A_\nu - \cos \theta_W Z_\nu^0) \partial^\mu (\sin \theta_W A_\nu - \cos \theta_W Z_\nu^0) \right) - \partial_\mu (\sin \theta_W A_\nu - \cos \theta_W Z_\nu^0) \partial^\mu (\sin \theta_W A_\nu + \sin \theta_W Z_\nu^0) - \frac{2\lambda_{U(1)}}{\sqrt{2}M_*} \phi_R \left( \partial_\mu (\cos \theta_W A_\nu + \sin \theta_W Z_\nu^0) \partial^\mu (\cos \theta_W A_\nu + \sin \theta_W Z_\nu^0) \right) \]

From this, we can extract the \( \phi Z^0 Z^0 \) interaction:

\[ \mathcal{L}_{\phi Z^0 Z^0} = -\frac{2\lambda_{\text{SU}(2)}}{\sqrt{2}M_*} \phi_R \cos^2 \theta_W (\partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0 - \partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0) - \frac{2\lambda_{U(1)}}{\sqrt{2}M_*} \frac{1}{2} \phi_R \sin^2 \theta_W (\partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0 - \partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0) \]

\[ = -\frac{2}{\sqrt{2}M_*} \left( \lambda_{\text{SU}(2)} \cos^2 \theta_W + \lambda_{U(1)} \sin^2 \theta_W \right) \phi_R \left( \partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0 - \partial_\mu Z_\nu^0 \partial^\mu Z_\nu^0 \right) \quad (A.41) \]
The squared matrix element, assuming no other contributions to the decay, is taken from eq. (A.35):

\[
\left| M_{\phi R \rightarrow Z^0 Z^0}^{\nu \nu} \epsilon_{\nu}^*(k) \epsilon_{\nu}^*(k') \right|^2 = \frac{4}{M_*^2} \left( \lambda_{SU(2)}^2 \cos^2 \theta_W + \lambda_{U(1)}^2 \sin^2 \theta_W \right) \frac{m_\phi^4}{M_*^2} \left( 1 - \frac{2m_Z^2}{m_\phi^2} \right)^2 \left( 1 + \frac{2m_Z^2}{m_\phi^2} \right) \tag{A.42}
\]

The decay width to $Z^0$ pairs is then given by:

\[
\Gamma_{\phi R \rightarrow Z^0 Z^0} = \frac{\left( \lambda_{SU(2)}^2 \cos^2 \theta_W + \lambda_{U(1)}^2 \sin^2 \theta_W \right)^2}{8\pi} \frac{m_\phi^3}{M_*^2} \left( 1 - \frac{2m_Z^2}{m_\phi^2} \right) \left( 1 + \frac{2m_Z^2}{m_\phi^2} \right) \lambda^{1/2} \left( 1 - \frac{m_Z^2}{m_\phi^2} \right) \tag{A.43}
\]

where we divide by an additional factor of 2 since the final state particles are indistinguishable.

The $\phi \gamma \gamma$ interaction follows similarly, with the interaction term:

\[
\mathcal{L}_{\phi \gamma \gamma} = - \frac{2\lambda_{SU(2)}}{\sqrt{2} M_*} \phi_R \sin^2 \theta_W \left( \partial_\mu A_\nu \partial^\mu A_\nu - \partial_\mu A_\nu \partial^\nu A_\mu \right) \\
- \frac{2\lambda_{U(1)}}{\sqrt{2} M_*} \phi_R \cos^2 \theta_W \left( \partial_\mu A_\nu \partial^\mu A_\nu - \partial_\mu A_\nu \partial^\nu A_\mu \right) \\
= - \frac{2}{\sqrt{2} M_*} \left( \lambda_{SU(2)}^2 \sin^2 \theta_W + \lambda_{U(1)}^2 \cos^2 \theta_W \right) \phi_R \left( \partial_\mu A_\nu \partial^\mu A_\nu - \partial_\mu A_\nu \partial^\nu A_\mu \right) \tag{A.44}
\]

which has an associated squared matrix element from eq. (A.37):

\[
\left| M_{\phi R \rightarrow \gamma \gamma}^{\nu \nu} \epsilon_{\nu}^*(k) \epsilon_{\nu}^*(k') \right|^2 = \frac{4m_\phi^4}{M_*^2} \left( \lambda_{SU(2)}^2 \sin^2 \theta_W + \lambda_{U(1)}^2 \cos^2 \theta_W \right)^2 \tag{A.45}
\]

The decay width to photon pairs is then given by:

\[
\Gamma_{\phi R \rightarrow \gamma \gamma} = \frac{\left( \lambda_{SU(2)}^2 \sin^2 \theta_W + \lambda_{U(1)}^2 \cos^2 \theta_W \right)^2}{8\pi} \frac{m_\phi^3}{M_*^2} \left( 1 - \frac{2m_Z^2}{m_\phi^2} \right) \left( 1 + \frac{2m_Z^2}{m_\phi^2} \right) \lambda^{1/2} \left( 1 - \frac{m_Z^2}{m_\phi^2} \right) \tag{A.46}
\]

where we again divide by an additional factor of 2 as the final state particles are indistinguishable.

Finally, we also need to include the $\phi Z^0 \gamma$ interaction:

\[
\mathcal{L}_{\phi Z^0 \gamma} = \frac{4\lambda_{SU(2)}}{\sqrt{2} M_*} \sin \theta_W \cos \theta_W \phi_R \left( \partial_\mu Z_\nu^0 \partial^\mu A_\nu - \partial_\mu A_\nu \partial^\nu Z_\mu^0 \right) \\
- \frac{4\lambda_{U(1)}}{\sqrt{2} M_*} \sin \theta_W \cos \theta_W \phi_R \left( \partial_\mu Z_\nu^0 \partial^\mu A_\nu - \partial_\mu Z_\nu^0 \partial^\nu A_\mu \right) \\
= - \frac{2}{\sqrt{2} M_*} \sin 2\theta_W \left( \lambda_{SU(2)} - \lambda_{U(1)} \right) \phi_R \left( \partial_\mu Z_\nu^0 \partial^\mu A_\nu - \partial_\mu A_\nu \partial^\nu Z_\mu^0 \right) \tag{A.47}
\]

The corresponding matrix element from eq. (A.36) is

\[
\left| M_{\phi R \rightarrow Z^0 \gamma}^{\nu \nu} \epsilon_{\nu}^*(k) \epsilon_{\nu}^*(k') \right|^2 = \frac{m_\phi^4}{M_*^2} \sin^2 2\theta_W \left( \lambda_{SU(2)} - \lambda_{U(1)} \right)^2 \left( 1 - \frac{m_Z^2}{m_\phi^2} \right)^2 \tag{A.48}
\]
Note that, as expected, if the couplings between $SU(2)_L$ and $U(1)_Y$ are equal, the $\phi Z^\gamma$ interaction disappears, and the $\phi \gamma\gamma$ and $\phi Z^0 Z^0$ interactions are independent of $\theta_W$. The decay width to the $Z^0\gamma$ state is then:

$$\Gamma_{\phi_R\to Z^0\gamma} = \frac{\sin^2 2\theta_W}{16\pi} \left(\frac{\lambda_{SU(2)} - \lambda_{U(1)}}{M_*^2}\right)^2 \frac{m_\phi^3}{M_*^2} \left(1 - \frac{m_\phi^2}{m_\phi^2}\right)^3 \text{(A.49)}$$

where we used $\lambda^{1/2}(1, 0, \frac{m_\phi^2}{m_\phi^2}) = \left(1 - \frac{m_\phi^2}{m_\phi^2}\right)$.

### A.4 Modulus decay into gluinos

The modulus decay into gluinos is given by the first term in eq. (A.1):

$$\mathcal{L}_{\phi_R \to g\bar{g}} = 4\lambda_{SU(3)} \phi_R \frac{i}{\sqrt{2}M_*} \tilde{\partial} \mathcal{A} \mathcal{A} \lambda C$$

$$= 2\lambda_{SU(3)} \phi_R \left( i \tilde{\gamma}_\mu \partial_\mu \bar{g} - \frac{g_s}{2} \tilde{g} \gamma_\mu \lambda A \partial_\mu \tilde{g} \right) \text{(A.50)}$$

#### A.4.1 3-point interactions

We look first at the 3-point interactions between the modulus and a gluino pair. The interaction term relevant for this process is

$$\mathcal{L}_{\phi_R \to g\bar{g}} = \frac{4\lambda_{SU(3)}}{\sqrt{2}M_*} \phi_R \tilde{\partial}_A \mathcal{A} \lambda C$$

Since there is no symmetry breaking in the $SU(3)$ sector, we can immediately write down the matrix element to gluinos using eq. (A.5):

$$i \mathcal{M}_{\phi_R \to g\bar{g}} = -\mathcal{M}^a(k) \left( \frac{2\lambda_{SU(3)}}{\sqrt{2}M_*} \tilde{\gamma}_\mu \partial_\nu \mathcal{A}^a \lambda C \right) \text{(A.51)}$$

and so we get the squared matrix element from eq. (A.6):

$$|\mathcal{M}_{\phi_R \to g\bar{g}}|^2 = 32\lambda_{SU(3)}^2 \frac{m_\phi^2 m_\gamma^2}{M_*^2} \text{(A.52)}$$

The additional factor of 8 comes from summing over the color indices, as while the gluinos are a color octet, specific color charges are of no interest for this work. The computation of the decay width, including a factor $1/2$ for identical final state particles, gives

$$\Gamma_{\phi_R \to g\bar{g}} = \frac{\lambda_{SU(3)}^2}{\pi} \frac{m_\phi^2 m_\gamma^2}{M_*^2} \lambda^{1/2} \left(1, \frac{m_\phi^2}{m_\phi^2}, \frac{m_\gamma^2}{m_\phi^2}\right) \text{(A.53)}$$

### A.5 Modulus decay into gluons

We can get the modulus decay into gluons from the second term in eq. (A.1):

$$\mathcal{L}_{\phi_R \to g\bar{g}} = -\frac{\lambda_{SU(3)}}{\sqrt{2}M_*} \phi_R G_{\mu\nu}^\mu G_A^\nu$$

$$= -\frac{2\lambda_{SU(3)}}{\sqrt{2}M_*} \phi_R \left( \partial_\mu G_A^\mu \partial_\nu G_A^\nu - \partial_\mu G_A^\nu \partial_\nu G_A^\mu + g_s f_{ABC} \partial_\mu G_A^\mu - \partial_\nu G_A^\nu \right) G_B^\mu G_C^\nu$$

$$+ \frac{g_s^2}{2} f_{ABC} f_{ADE} G_B^\mu G_C^\nu G_D^\mu G_E^\nu \text{(A.54)}$$
A.5.1 Relevant matrix element formulae for gluons

In this section, we work out the general interactions that will be relevant for the gluons. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\[
L_I = -g \phi_R \left( \partial_\mu G^A_\nu \partial_\nu G^{A'} - \partial_\mu G^A_\nu \partial_\nu G^{A'} \right) \tag{A.55}
\]

\[
= -g \phi_R \left( \partial_\mu G^A_\nu \partial_\rho G^{A'} g^{\nu\rho} - \partial_\mu G^A_\nu \partial_\rho G^{A} g^{\nu\rho} \right) \tag{A.56}
\]

which corresponds to the diagram:

\[
\begin{array}{c}
\phi \\
q \\
\end{array} 
\begin{array}{c}
G^A_\sigma \\
\downarrow \\
G^A_\nu \\
\end{array} 
\begin{array}{c}
k' \\
k \\
\end{array}
\]

Taking the incoming momenta of the modulus to be \( q \), and the outgoing momenta of \( G^A_\nu \) and \( G^A_\sigma \) to be \( k \) and \( k' \), respectively, we have a vertex factor from the first term of \(-ig(k'\mu)g^{\mu\rho}g^{\nu\sigma} = +igk'\mu k^\nu g^{\rho\sigma}\). Since the second interaction term is of the same form but with the exchange \( g^{\mu\rho}g^{\nu\sigma} \rightarrow -g^{\mu\sigma}g^{\nu\rho} \), we have its vertex factor of \(+ig(k'\mu)g^{\mu\rho}g^{\nu\sigma} = -igk'\sigma k^\nu\). Because the gluons have identical color charge, each vertex factor should be multiplied by an extra factor of 2. The associated matrix element is then

\[
iM^{\nu\sigma} \epsilon^*_\sigma(k) \epsilon^*_\nu(k') = 2ig \left( k'_\mu k^\mu - k^\sigma k'^\nu \right) \epsilon^*_\sigma(k) \epsilon^*_\nu(k')
\]

Since we’re dealing with bosons associated with a non-Abelian symmetry, we have to be careful about the polarization sums here. We first note that only the transverse polarizations are physical, and since the gluons are back-to-back in the rest frame of the modulus, we must have \( k'^\sigma \epsilon^*_\sigma(k) = k^\nu \epsilon^*_\nu(k') = 0 \). On summing over the polarizations, we have also \( \sum_i \epsilon^*_i \epsilon^*_{i\nu} = -g_{\mu\nu} + \frac{k^\nu k_{\nu} + k^\mu k_{\mu}}{k \cdot k} \) where we defined \( k \equiv (k,0,0,-k) \) assuming \( k \) is propagating in the \(+z\) direction.

This simplifies the physical matrix element to

\[
iM^{\nu\sigma} \epsilon^*_\sigma(k) \epsilon^*_\nu(k') = 2igk'_\mu k^\mu g^{\nu\sigma} \epsilon^*_\sigma(k) \epsilon^*_\nu(k')
\]
and the squared matrix element becomes

\[ |M^{\nu\sigma}\epsilon^*_\nu(k)\epsilon^*_\sigma(k')|^2 = 4g^2 \left( \frac{1}{2} m^2_\phi \right)^2 g^{\nu\sigma} g^{\alpha\beta} \sum_{\text{pol.}} \epsilon^*_\sigma(k) \epsilon^*_\alpha(k) \epsilon^*_{\nu'}(k') \epsilon_{\beta'}(k') \]

\[ = g^2 m^4_\phi \left( g^2 g^\beta g^\alpha + \frac{k^\beta k^\sigma + k^\sigma k^\alpha}{k \cdot k'} \frac{k'^\alpha k'^\sigma + k'^\sigma k'^\alpha}{k' \cdot k'} \right) \]

\[ + \left( \frac{k^\beta k^\sigma + k^\sigma k^\alpha}{k \cdot k} \frac{k'^\alpha k'^\sigma + k'^\sigma k'^\alpha}{k' \cdot k'} \right) \]

\[ = g^2 m^4_\phi \left( g^2 g^\beta g^\alpha - 2 - 2 \frac{(kk')^2}{(2k^2)(2k'^2)} \right) \]

\[ = 2g^2 m^4_\phi \]  

which matches our expectation based on the $\phi \rightarrow \gamma \gamma$ matrix element.

A.5.2 3-point interactions

We look first at the 3-point interactions between the modulus and gluons. The interaction term relevant for this process is

\[ L_{\phi gg} = - \frac{2\lambda_{SU(3)}}{\sqrt{2} M_\phi} \phi_R (\partial_\mu G_A^\mu \partial_\nu G_A^\nu - \partial_\mu G_A^\nu \partial_\nu G_A^\mu) \]

This corresponds to a squared matrix element

\[ |M_{\phi R \rightarrow gg}^{\nu\sigma}\epsilon^*_\nu(k)\epsilon^*_\sigma(k')|^2 = 32\lambda^2_{SU(3)} m^4_\phi \frac{m^4_\phi}{M^2_*} \]

(A.57)

where, again, the extra factor of 8 comes from summing over all possible final gluons. This gives us a total decay width of

\[ \Gamma_{\phi R \rightarrow gg} = \frac{\lambda^2_{SU(3)} m^4_\phi}{\pi} \frac{m^4_\phi}{M^2_*} \]

(A.58)

where we divide by an extra factor of 2 as the final state particles are indistinguishable.

A.6 Decay into Higgs fields

We have the interaction term for the modulus-Higgs sector [29]

\[ L_H = \frac{\lambda_H}{M_*} \int d^4 \theta \hat{\phi} \hat{H}_u^* \hat{H}_u^* + \text{h.c.} \]

We focus first on the subset of terms $\hat{\phi} \hat{h}_u^{0s} \hat{h}_u^{0e} + \text{h.c.}$ and obtain the remaining results by the substitutions $\hat{h}_u^{0s} \rightarrow \hat{h}_u^{+s}$ and $\hat{h}_d^{0s} \rightarrow \hat{h}_d^{-s}$. Expanding as per ref. [1] eqs. 5.34 and 5.37, we need to first evaluate the superspace integral (noting that we disregard the modulino
and the $F_\phi$ terms):

$$
\mathcal{L}_{h^0} \supset \frac{\lambda_H}{M_s} \phi \int d^4 \theta \left[ \frac{1}{8} (\bar{\theta} \gamma_\mu \theta)^2 (h^0_0 \partial_\mu h^0_0 + h^0_0 \partial_\mu h^0_0) - \frac{1}{4} (\bar{\theta} \gamma_\mu \gamma_5 \gamma_\mu \theta) \partial^\mu h^0_0 \partial^\mu h^0_0 \right] \\
+ \frac{\lambda_H}{M_s} \phi \int d^4 \theta \left[ i \bar{\theta} \gamma_\mu \theta \bar{\theta} \gamma_\mu \theta \partial_\mu \psi_{h^0_0} \psi_{h^0_0} + i \bar{\theta} \gamma_\mu \theta \bar{\theta} \psi_{h^0_0} \psi_{h^0_0} \theta R - \bar{\theta} \theta F_{h^0_0} \theta \bar{\theta} \theta F_{h^0_0} \right] \\
+ \frac{\lambda_H}{M_s} \int d^4 \theta \left( \bar{\theta} \gamma_\mu \gamma_5 \gamma_\mu \theta \right) \partial^\mu \phi \left[ \bar{\psi}_{h^0_0} \theta \psi_{h^0_0} \theta R \right] \\
- \frac{i \lambda_H}{M_s} \int d^4 \theta \left( \bar{\theta} \gamma_\mu \gamma_5 \theta \right) \partial^\mu \phi \left[ \bar{\psi}_{h^0_0} \theta \psi_{h^0_0} \theta R \right] + \text{h.c.}
$$

Using the Grassmann variable identities, integrating some terms by parts, leveraging the Majorana nature of $\theta$ (taking e.g. $\bar{\psi} = \bar{\theta} \gamma_5 \psi$), and rearranging, we can rewrite this as

$$
\mathcal{L}_{h^0} = \frac{1}{8} \frac{\lambda_H}{M_s} \int d^4 \theta \left[ \bar{\theta} \gamma_\mu \theta \right]^2 \left[ \phi \partial_\mu \partial^\nu - 2 \partial_\mu \phi \partial^\nu + \partial_\mu \partial^\nu (\phi) \right] h^0_0 h^0_0 \\
+ \frac{\lambda_H}{M_s} \int d^4 \theta \left[ i \bar{\psi}_{h^0_0} \gamma_\mu \theta \bar{\theta} \gamma_\mu \theta \partial_\mu \psi_{h^0_0} \psi_{h^0_0} + i \bar{\theta} \gamma_\mu \theta \bar{\theta} \psi_{h^0_0} \psi_{h^0_0} \theta R - \bar{\theta} \theta F_{h^0_0} \theta \bar{\theta} \theta F_{h^0_0} \right] \\
- \frac{i \lambda_H}{M_s} \int d^4 \theta \left( \bar{\theta} \gamma_\mu \gamma_5 \theta \right) \partial^\mu \phi \left[ \bar{\psi}_{h^0_0} \theta \psi_{h^0_0} \theta R \right] + \text{h.c.}
$$

This Lagrangian contains some redundancies in the scalar interactions, so we need to exploit surface term identities to simplify this expression. We can take the total derivatives:

$$
\partial_\mu \partial^\mu \left( \phi h^0_0 h^0_0 \right) = \partial_\mu \left( \partial^\mu (\phi) h^0_0 h^0_0 \right) + \phi \partial^\mu \left( h^0_0 h^0_0 \right) = \partial_\mu \partial^\mu (\phi) h^0_0 h^0_0 + \partial_\mu \partial^\mu (\phi) h^0_0 h^0_0 + \partial_\mu (\phi) \partial^\mu h^0_0 h^0_0 + \partial_\mu (\phi) \partial^\mu h^0_0 h^0_0 = \partial_\mu \phi \partial^\mu h^0_0 h^0_0 + \partial_\mu \partial_\mu (\phi) h^0_0 h^0_0 \\
\partial_\mu \partial^\mu (\phi) h^0_0 h^0_0 = - \partial^\mu (\phi) \partial_\mu \left( h^0_0 h^0_0 \right) = \phi \partial_\mu \partial^\mu \left( h^0_0 h^0_0 \right)
$$

We also realize that the entire second line of the Lagrangian vanishes, due to the separate chirality of the spinors in each interaction. Hence, the modulus should only interact with the scalar components of each of the Higgs superfields. This then allows us to rewrite the Lagrangian as

$$
\mathcal{L}_{h^0} = - \frac{\lambda_H}{M_s} \left[ h^0_0 h^0_0 \partial_\mu \partial^\mu \phi + h^0_0 h^0_0 \partial_\mu \partial^\mu \phi \right]
$$
Finally, we separate the fields into their real and imaginary components:

\[ \mathcal{L}_{h^0} = -\frac{\lambda H}{M_s \sqrt{2}} \left[ \left( h_{d,R}^0 h_{u,R}^0 - h_{d,L}^0 h_{u,L}^0 \right) \partial_\mu \partial^\mu \phi_R + \left( h_{d,R}^0 h_{u,R}^0 + h_{d,L}^0 h_{u,L}^0 \right) \partial_\mu \partial^\mu \phi_I \right] \]  

(A.59)

We can write down the result for the charged Higgs sectors by the aforementioned replacements \( h_0^i \to h_i^+ \) and \( h_0^a \to h_i^- \):

\[ \mathcal{L}_{h^\pm} = -\frac{\lambda H}{M_s \sqrt{2}} \left[ \left( h_{d,R}^+ h_{u,R}^+ - h_{d,L}^- h_{u,L}^- \right) \partial_\mu \partial^\mu \phi_R + \left( h_{d,R}^+ h_{u,R}^- + h_{d,L}^- h_{u,L}^+ \right) \partial_\mu \partial^\mu \phi_I \right] \]  

(A.60)

### A.6.1 Relevant matrix element formulae for Higgs bosons

In this section, we work out the general interactions that will be relevant for the Higgs bosons. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\[ \mathcal{L}_I = -g \partial_\mu \partial^\mu \phi_R h_i h_j \]  

which corresponds to the diagram:

\[ \phi \quad h_i \quad h_j \]

Taking the incoming momenta of the modulus to be \( q \), and the outgoing momenta of \( h_i \) and \( h_j \) to be \( k \) and \( k' \), respectively, we have a vertex factor of \(-igm_\phi^2\). The corresponding matrix element is then

\[ i\mathcal{M} = -igm_\phi^2 \]

which must be also multiplied by an additional factor of 2 if \( h_i = h_j \). Assuming no additional contributions to this decay channel, the squared matrix element is

\[ |\mathcal{M}|^2 = g^2 m_\phi^4 \]  

(A.62)

which, again, must be multiplied by an additional factor of 4 if \( h_i = h_j \).

### A.6.2 Neutral Higgs interactions

We first start with the neutral Higgs sector interactions. We write down the term for the real component of the modulus interacting with the neutral Higgs from (A.59):

\[ \mathcal{L}_{\phi_R hh} \supset -\frac{\lambda H}{M_s \sqrt{2}} \left( h_{d,R}^0 h_{u,R}^0 - h_{d,L}^0 h_{u,L}^0 \right) \partial_\mu \partial^\mu \phi_R \]
We then move to the mass eigenstate basis with the following transformations:

\[
\begin{pmatrix}
  h_{u,R}^0 \\
h_{d,R}^0
\end{pmatrix} = \begin{pmatrix}
  \cos \alpha & -\sin \alpha \\
  \sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
  h \\
  H
\end{pmatrix}
\]

\[
\begin{pmatrix}
  h_{u,I}^0 \\
h_{d,I}^0
\end{pmatrix} = \begin{pmatrix}
  \sin \beta & \cos \beta \\
  -\cos \beta & \sin \beta
\end{pmatrix} \begin{pmatrix}
  G^0 \\
  A
\end{pmatrix}
\]

This gives us a Lagrangian of the form

\[
\mathcal{L}_{\phi_Rhh} \supset -\frac{\lambda_H}{M_* \sqrt{2}} \left( \sin \alpha \cos \alpha \ h^2 + \left( \cos^2 \alpha - \sin^2 \alpha \right) h H - \sin \alpha \cos \alpha \ H^2 \right) \partial_\mu \partial^\mu \phi_R
\]

\[
+ \frac{\lambda_H}{M_* \sqrt{2}} \left( -\cos \beta \sin \beta \left( G^0 \right)^2 + \left( \sin^2 \beta - \cos^2 \beta \right) A G^0 + \sin \beta \cos \beta \ A^2 \right) \partial_\mu \partial^\mu \phi_R
\]

\[
= -\frac{\lambda_H}{M_* \sqrt{2}} \left( \frac{1}{2} \sin(2\alpha) h^2 + \cos(2\alpha) h H - \frac{1}{2} \sin(2\alpha) H^2 \right) \partial_\mu \partial^\mu \phi_R
\]

\[
+ \frac{\lambda_H}{M_* \sqrt{2}} \left( -\frac{1}{2} \sin(2\beta) \left( G^0 \right)^2 - \cos(2\beta) A G^0 + \frac{1}{2} \sin(2\beta) A^2 \right) \partial_\mu \partial^\mu \phi_R
\]

We can extract from this the interaction between the modulus and the light Higgs pair:

\[
\mathcal{L}_{\phi_Rhh} = -\frac{\lambda_H}{2\sqrt{2} M_*} \sin(2\alpha) h^2 \partial_\mu \partial^\mu \phi_R \tag{A.63}
\]

The corresponding squared matrix element from eq. (A.62) is then

\[
|\mathcal{M}_{\phi_R\to hh}|^2 = \frac{\lambda_H^2 m_\phi^4}{2 M_*^2} \sin^2(2\alpha) \tag{A.64}
\]

This gives us the decay width to light Higgs pairs:

\[
\Gamma_{\phi_R\to hh} = \frac{\lambda_H^2 m_\phi^4}{64 \pi M_*^2} \sin^2(2\alpha) \lambda^{1/2} \left( 1, \frac{m_h^2}{m_\phi^2}, \frac{m_h^2}{m_\phi^2} \right) \tag{A.65}
\]

where we divide by an additional factor of 2 due to the final state particles being indistinguishable.

Likewise, the interaction between the modulus, the light Higgs, and the heavy Higgs is given by

\[
\mathcal{L}_{\phi_RhH} = -\frac{\lambda_H}{\sqrt{2} M_*} \cos(2\alpha) h H \partial_\mu \partial^\mu \phi_R \tag{A.66}
\]

which has a squared matrix element of

\[
|\mathcal{M}_{\phi_R\to hH}|^2 = \frac{\lambda_H^2 m_\phi^4}{2 M_*^2} \cos^2(2\alpha) \tag{A.67}
\]

The decay width for this process is then given by

\[
\Gamma_{\phi_R\to hH} = \frac{\lambda_H^2 m_\phi^4}{32 \pi M_*^2} \cos^2(2\alpha) \lambda^{1/2} \left( 1, \frac{m_h^2}{m_\phi^2}, \frac{m_H^2}{m_\phi^2} \right) \tag{A.68}
\]
Finally, the interaction between the modulus and the heavy Higgs pair is:

\[
\mathcal{L}_{\phi RH} = \frac{\lambda_H}{2\sqrt{2}M_*} \sin(2\alpha) H^2 \partial_\mu \partial^\mu \phi_R
\]

which has corresponding squared matrix element

\[
|\mathcal{M}_{\phi_R \rightarrow HH}|^2 = \frac{\lambda_H^2 m_\phi^4}{2M_*^2} \sin^2(2\alpha)
\]

(A.69)

The decay width to heavy Higgs pairs is then given by:

\[
\Gamma_{\phi_R \rightarrow HH} = \frac{\lambda_H^2}{64\pi} \frac{m_\phi^2}{M_*^2} \sin(2\alpha) \left( 1, \frac{m_H^2}{m_\phi^2}, \frac{m_H^2}{m_\phi^2} \right)
\]

(A.70)

where we again divide by an additional factor of 2 since the final state particles are indistinguishable.

In the CP-odd sector, we have the decay to the pseudoscalar Higgs given by

\[
\mathcal{L}_{\phi_R AA} = \frac{\lambda_H}{2\sqrt{2}M_*} \sin(2\beta) A^2 \partial_\mu \partial^\mu \phi_R
\]

(A.71)

The corresponding squared matrix element is

\[
|\mathcal{M}_{\phi_R \rightarrow AA}|^2 = \frac{\lambda_H^2 m_\phi^4}{2M_*^2} \sin^2(2\beta)
\]

(A.72)

The decay width to pseudoscalar Higgs pairs is then:

\[
\Gamma_{\phi_R \rightarrow AA} = \frac{\lambda_H^2}{64\pi} \frac{m_\phi^2}{M_*^2} \sin^2(2\beta) \lambda^{1/2} \left( 1, \frac{m_A^2}{m_\phi^2}, \frac{m_A^2}{m_\phi^2} \right)
\]

(A.73)

where we once again divide by an additional factor of 2 for indistinguishable final state particles.

We can similarly write down the term for the imaginary component of the modulus interacting with the neutral Higgs from eq. (A.59):

\[
\mathcal{L}_{\phi_I hh} = -\frac{\lambda_H}{M_* \sqrt{2}} \left( h^0_{d,I} h^0_{u,R} + h^0_{d,R} h^0_{u,I} \right) \partial_\mu \partial^\mu \phi_I
\]

and move to the mass eigenstate basis:

\[
\mathcal{L}_{\phi_I hh} = \frac{\lambda_H}{M_* \sqrt{2}} \cos(\alpha + \beta) G^0 d \partial_\mu \partial^\mu \phi_I - \frac{\lambda_H}{M_* \sqrt{2}} \sin(\alpha + \beta) A \partial_\mu \partial^\mu \phi_I
\]

\[
- \frac{\lambda_H}{M_* \sqrt{2}} \cos(\alpha + \beta) G^0 h \partial_\mu \partial^\mu \phi_I - \frac{\lambda_H}{M_* \sqrt{2}} \sin(\alpha + \beta) A \partial_\mu \partial^\mu \phi_I
\]

\[
- \frac{\lambda_H}{M_* \sqrt{2}} \cos(\alpha + \beta) G^0 d \partial_\mu \partial^\mu \phi_I - \frac{\lambda_H}{M_* \sqrt{2}} \sin(\alpha + \beta) A \partial_\mu \partial^\mu \phi_I
\]
We extract the interaction between the modulus, the light Higgs, and the pseudoscalar Higgs:

\[
L_{\phi_I hA} = -\frac{\lambda_H}{M_* \sqrt{2}} \sin(\alpha + \beta) hA \partial_\mu \partial^\mu \phi_I
\]  
(A.75)

The corresponding squared matrix element for this decay channel is

\[
|M_{\phi_I \rightarrow hA}|^2 = \frac{\lambda_H^2 m_\phi^4}{2M_*^2} \sin^2(\alpha + \beta)
\]  
(A.76)

which then has a decay width of

\[
\Gamma_{\phi_I \rightarrow hA} = \frac{\lambda_H^2}{32 \pi} \frac{m_\phi^3}{M_*^2} \sin^2(\alpha + \beta) \lambda^{1/2} \left(1, \frac{m_H^2}{m_\phi^2}, \frac{m_A^2}{m_\phi^2}\right)
\]  
(A.77)

Likewise, the interaction between the modulus, the heavy Higgs, and the pseudoscalar Higgs is given by:

\[
L_{\phi_I HA} = -\frac{\lambda_H}{M_* \sqrt{2}} \sqrt{2} \cos(\alpha + \beta) HA \partial_\mu \partial^\mu \phi_I
\]  
(A.78)

which has a corresponding matrix element

\[
|M_{\phi_I \rightarrow HA}|^2 = \frac{\lambda_H^2 m_\phi^4}{2M_*^2} \cos^2(\alpha + \beta)
\]  
(A.79)

The decay width is given by:

\[
\Gamma_{\phi_I \rightarrow HA} = \frac{\lambda_H^2}{32 \pi} \frac{m_\phi^3}{M_*^2} \cos^2(\alpha + \beta) \lambda^{1/2} \left(1, \frac{m_H^2}{m_\phi^2}, \frac{m_A^2}{m_\phi^2}\right)
\]  
(A.80)

A.6.3 Charged Higgs interactions

We find the charged Higgs interactions similarly to the neutral Higgs interactions. Taking the interactions with the real component of the modulus, we have from eq. (A.60) the term

\[
L_{\phi_I h^+ h^-} = -\frac{\lambda_H}{M_* \sqrt{2}} \left(h_{d,R}^+ h_{u,R}^- - h_{d,I}^+ h_{u,I}^-\right) \partial_\mu \partial^\mu \phi_R
\]  
\[
= -\frac{\lambda_H}{M_* \sqrt{2}} \left(h_d^- h_u^+ + h_d^+ h_u^-\right) \partial_\mu \partial^\mu \phi_R
\]

We move to the mass eigenstate basis with the following transformations:

\[
\begin{pmatrix}
h_d^-
\h_u^+
\end{pmatrix}
= \begin{pmatrix}
\cos \beta & -\sin \beta \\
\sin \beta & \cos \beta
\end{pmatrix}
\begin{pmatrix}
G^+
H^+
\end{pmatrix}
\]

which gives us the following Lagrangian:

\[
L_{\phi_I h^+ h^-} = -\frac{\lambda_H}{M_* \sqrt{2}} \left(\sin 2\beta G^+ G^- + \cos 2\beta G^- H^+ + \cos 2\beta G^+ H^- - \sin 2\beta H^+ H^-\right) \partial_\mu \partial^\mu \phi_R
\]  
(A.81)
We can now extract the interaction between the modulus and the charged Higgs pair:

\[
\mathcal{L}_{\phi_R H^+ H^-} = \frac{\lambda H}{M_s\sqrt{2}} \left( \sin 2\beta H^+ H^- \right) \partial_\mu \phi_R \partial^\mu \phi_R \tag{A.82}
\]

which has, from eq. (A.62), the squared matrix element

\[
\left| \mathcal{M}_{\phi_R \to H^+ H^-} \right|^2 = \frac{\lambda^2 M^4}{2M^2} \sin^2(2\beta) \tag{A.83}
\]

The decay width to charged Higgs pairs is given by

\[
\Gamma_{\phi_R \to H^+ H^-} = \frac{\lambda^2}{32\pi M^2} \frac{m^3}{M^2} \sin^2(2\beta) \lambda^{1/2} \left( 1, \frac{m^2_{H^\pm}}{m^2_\phi}, \frac{m^2_{H^\pm}}{m^2_\phi} \right) \tag{A.84}
\]

We follow similarly for the interactions with the imaginary component of the modulus. From eq. (A.60), we have the term

\[
\mathcal{L}_{\phi_I h^+ h^-} = -\frac{\lambda H}{M_s\sqrt{2}} \left( h_{d,R} h^+_{u,R} + h_{d,R} h^+_{u,I} \right) \partial_\mu \phi_I \partial^\mu \phi_I
\]

\[
= -\frac{\lambda H}{M_s\sqrt{2}} i \left( h_{d,R} h^+_{u,I} - h_{d,R} h^+_{u,R} \right) \partial_\mu \phi_I \partial^\mu \phi_I
\]

We again move to the mass basis with the same transformations as above:

\[
\mathcal{L}_{\phi_I h^+ h^-} = -\frac{\lambda H}{M_s\sqrt{2}} i \left( G^+ H^- - G^+ H^- \right) \partial_\mu \phi_I \partial^\mu \phi_I \tag{A.85}
\]

A.7 Decay into matter fields

We have the operator relevant for fermion interactions (ref. [29])

\[
\mathcal{L}_Q = \int d^4\theta \frac{\lambda Q}{M_s} \bar{\psi} Q \otimes + h.c.
\]

Ignoring the modulino, we have then the following interaction Lagrangian:

\[
\mathcal{L}_Q = \frac{\lambda Q}{M_s} \int d^4\theta \left( \overline{\psi} \gamma_5 \theta \right)^2
\]

\[
\times \left[ \phi \left( \frac{1}{8} Q^\dagger \partial_\mu \partial^\mu Q + \frac{1}{8} \partial_\mu \partial^\mu (Q^\dagger) Q - \frac{1}{4} \partial_\mu Q^\dagger \partial^\mu Q - \frac{1}{2} \frac{i}{2} \bar{\psi} Q \partial \psi Q - \frac{1}{2} \bar{F} Q \partial F \right) \right]
\]

\[
- \frac{\lambda Q}{M_s} \int d^4\theta \left( \overline{\psi} \gamma_5 \theta \right)^2 \left[ \partial_\mu \phi Q^\dagger \partial^\mu Q - \partial_\mu \phi \partial^\mu (Q^\dagger) Q \right]
\]

\[
+ \frac{\lambda Q}{M_s} \int d^4\theta \left[ \frac{1}{8} \left( \overline{\psi} \gamma_5 \theta \right)^2 Q^\dagger Q \partial_\mu \partial^\mu \phi \right] + h.c.
\]

\[
= -\frac{\lambda Q}{M_s} \frac{1}{4} \left( -\phi Q^\dagger \partial_\mu \partial^\mu Q - \phi \partial_\mu \partial^\mu (Q^\dagger) Q + 2 \phi \partial_\mu Q^\dagger \partial^\mu Q
\]

\[
- 2 \partial_\mu \phi Q^\dagger \partial^\mu Q + 2 \partial_\mu \phi \partial^\mu (Q^\dagger) Q - Q^\dagger Q \partial_\mu \partial^\mu \phi \right] + h.c.
\]

\[
+ \frac{\lambda Q}{M_s} \left[ \frac{i}{2} \phi \psi Q \partial \psi Q + \phi \bar{F} Q \partial F \right] + h.c.
\]
This expression has some redundancies in the scalar components, and we can exploit surface terms to simplify this Lagrangian. Taking the total derivative and distributing differentials in various permutations (so as to end up with surface terms that can be neglected), we have:

\[
\partial_\mu \partial^\mu \left( \phi Q^\dagger Q \right) = \partial_\mu \partial^\mu (\phi) Q^\dagger Q + \partial^\mu (\phi) \partial_\mu (Q^\dagger) Q + \partial^\mu (\phi) Q^\dagger \partial_\mu Q + \partial_\mu \left( \phi \partial^\mu Q^\dagger Q + \phi Q^\dagger \partial^\mu Q \right)
\]

Putting these together, we arrive at the following identity which allows us to replace the terms with mixed differentials:

\[
Q^\dagger Q \partial_\mu \partial^\mu \phi - 3 \partial_\mu \partial^\mu Q^\dagger \phi Q + \phi Q^\dagger \partial_\mu \partial^\mu Q = 2 \partial_\mu (\phi) \partial^\mu (Q^\dagger) Q + 2 \phi \partial^\mu (Q^\dagger) \partial_\mu Q - 2 \partial^\mu (\phi) Q^\dagger \partial_\mu Q
\]

This then allows us to rewrite the Lagrangian as:

\[
L_Q = -\frac{\lambda_{Q-Q}}{M_\phi} \partial_\mu \partial^\mu (Q^\dagger) Q + \frac{\lambda_{Q-Q}}{M_\phi} \left[ \frac{i}{2} \phi \overline{\psi} \psi Q + \phi F^\dagger Q F_Q \right] + \text{h.c.} \quad (A.86)
\]

We neglect the couplings to the \( F_Q \) fields for now, as they will be 4-body decay terms.

### A.7.1 Relevant matrix element formulae for sfermions

In this section, we work out the general interactions that will be relevant for the sfermions. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\[
\mathcal{L}_I = -g \phi_R \left( \Phi_1 \partial_\mu \Phi_2^\dagger \right)
\]

which corresponds to the diagram:

\[
\begin{array}{c}
\phi \\
q \\
k' \\
\Phi_1 \\
\Phi_2^\dagger
\end{array}
\]

Since we have a real scalar decaying to complex scalars, the tree-level matrix element is simply the vertex factor. The vertex factor here is then \(-ig(k^\mu k')^2 = +igm_{\Phi_2}^2\) and hence the matrix element is

\[
i \mathcal{M}_{\phi \rightarrow \Phi_1 \Phi_2^\dagger} = igm_{\Phi_2}^2 \quad (A.88)
\]

Note that if the interaction Lagrangian has a second derivative on the \( \Phi \) term instead of \( \Phi^\dagger \), the mass in the matrix element will simply be relabeled to correspond to the field with the second derivative coupling.
A.7.2 Relevant matrix element formulae for fermions

In this section, we work out the general interactions that will be relevant for the fermions. All of these formulae are worked out in the rest frame of the modulus.

We start with the 3-point interaction formulae. The first general interaction is of the form:

\[ L_I = g_i \phi_R \left( \bar{\psi} P_R \partial_P L \psi \right) \]  

which corresponds to the diagram:

\[ \phi \quad \psi \quad \bar{\psi} \]

Taking the incoming momenta of the modulus to be \( q \), and the outgoing momenta of \( \psi \) and \( \bar{\psi} \) to be \( k \) and \( k' \), respectively, we have a vertex factor of \( i g_2 \gamma^\mu (1 - \gamma_5) k_\mu \). The matrix element is then

\[ i M = \bar{\pi}^s(k) \left( i g_2 \gamma^\mu (1 - \gamma_5) k_\mu \right) v^s(k') \]  

The second general interaction is rather similar:

\[ L_I = g_i \phi_R \left( \partial_\mu \bar{\psi} P_R \gamma^\mu P_L \psi \right) \]  

which corresponds to the same diagram as above, albeit with a different vertex factor. Taking again the incoming momenta of the modulus to be \( q \), and the outgoing momenta of \( \psi \) and \( \bar{\psi} \) to be \( k \) and \( k' \), respectively, we have a vertex factor of \( -i g_2 k'_\mu \gamma^\mu (1 - \gamma_5) \). The matrix element is then

\[ i M = \bar{\pi}^s(k) \left( i g_2 k'_\mu \gamma^\mu (1 - \gamma_5) \right) v^s(k') \]  

There are similar interactions as well, which interchange \( P_L \leftrightarrow P_R \). These interactions have identical matrix elements as above, but with the replacement \( (1 - \gamma_5) \to (1 + \gamma_5) \).

It is worthwhile to also work out the combination:

\[ L_I = g_i \phi_R \left( \bar{\psi} P_R \partial_P \psi - \partial_\mu \bar{\psi} P_R \gamma^\mu P_L \psi \right) \]  

The matrix element for this combination reduces to

\[ i M = \bar{\pi}^s(k) \left( i g_2 \gamma^\mu (1 - \gamma_5) \left( k_\mu - k'_\mu \right) \right) v^s(k') \]  


If there are no other contributions to this $\phi_R \rightarrow \bar{\psi} \psi$ decay process, we can evaluate the squared matrix element for the combination above:

$$|\mathcal{M}|^2 = \frac{|g|^2}{4} \Im^\prime(k') (1 + \gamma_5) \gamma^\mu (k_\mu - k'_\mu) u^\ast(k) \pi^\ast(k) \gamma^\mu (1 - \gamma_5) (k_\mu - k'_\mu) v^\ast(k')$$

Summing over outgoing spins, we have then:

$$|\mathcal{M}|^2 = \frac{|g|^2}{4} \text{Tr} \left[ (k' - m_\psi) (1 + \gamma_5) (k - k') (k + m_\psi) (1 - \gamma_5) \right]$$

Noting that (with our assigned momenta), we have $k'^\mu = q^\mu - k^\mu$, in the rest frame we have then $2k_\mu k'^\mu = m_\phi^2 - 2m_\psi^2$. Therefore, the final squared matrix element in the rest frame of the modulus is

$$|\mathcal{M}|^2 = 2|g|^2 m_\psi^2 m_\phi^2 \left( 1 - \frac{m_\psi^2}{m_\phi^2} \right) \quad (A.95)$$

Finally, we should work out the combination:

$$\mathcal{L}_I = g_1 i\phi_R \left( \bar{\psi} P_R \partial \psi - \partial_\mu \bar{\psi} P_R \gamma^\mu \partial_\mu \psi \right) + g_2 i\phi_R \left( \bar{\psi} P_L \partial_\mu \psi \partial_\mu \bar{\psi} P_L \gamma^\mu \partial_\mu \psi \right) \quad (A.96)$$

The matrix element for this decay channel is then (keeping the same momenta conventions)

$$i\mathcal{M} = \pi^\ast(k) \left( i \frac{g_1}{2} \gamma^\mu (1 - \gamma_5) (k_\mu - k'_\mu) + i \frac{g_2}{2} \gamma^\mu (1 + \gamma_5) (k_\mu - k'_\mu) \right) v^\ast(k')$$

$$= \pi^\ast(k) \left( i \frac{g_1 + g_2}{2} \gamma^\mu (k_\mu - k'_\mu) - i \frac{g_1 - g_2}{2} \gamma^\mu \gamma_5 (k_\mu - k'_\mu) \right) v^\ast(k') \quad (A.97)$$

Again assuming no other contributions to this channel, we can evaluate the squared matrix element for this combination (making the definitions $a \equiv \frac{1}{2}(g_1 + g_2)$ and $b \equiv \frac{1}{2}(g_1 - g_2)$):

$$|\mathcal{M}|^2 = \pi^\ast(k') (a \gamma^\mu - b \gamma^\mu \gamma_5) (k_\mu - k'_\mu) u^\ast(k) \pi^\ast(k) (a \gamma^\mu - b \gamma^\mu \gamma_5) (k_\mu - k'_\mu) v^\ast(k')$$

$$|\mathcal{M}|^2 = \pi^\ast(k') \left( a \gamma^\mu - b \gamma^\mu \gamma_5 \right) (k_\mu - k'_\mu) u^\ast(k) \pi^\ast(k) \left( a \gamma^\mu - b \gamma^\mu \gamma_5 \right) (k_\mu - k'_\mu) v^\ast(k')$$

$$= a^2 m_\psi^2 m_\phi^2 \left( 1 - \frac{m_\psi^2}{m_\phi^2} \right) \quad (A.98)$$
Summing over spins, we get

\[ |\mathcal{M}|^2 = \text{Tr} \left[ (a + b \gamma_5) (k - k') (k + m_\psi) (k - k') (a - b \gamma_5) (k' - m_\psi) \right] 
\]
\[ = \text{Tr} \left[ (k' k + m_\psi) (k' - k) - m_\psi^2 \right] \left( a - b \gamma_5 \right) (m_\psi^2 + m_\psi (k' - k') - k k') (a - b \gamma_5) \]
\[ = \text{Tr} \left[ (k' k - m_\psi^2) (a - b \gamma_5) \right] \left( m_\psi^2 - k k' \right) (a - b \gamma_5) \]
\[ + m_\psi^2 \text{Tr} \left[ (k' k) (a - b \gamma_5) \right] \left( k - k' \right) (a - b \gamma_5) \]
\[ = a m_\psi^2 \text{Tr} \left[ (k' k (a - b \gamma_5)) - 4 a^2 m_\psi^4 - b m_\psi^2 \text{Tr} \left[ k' k k (a - b \gamma_5) \right] + b \text{Tr} \left[ k' k k k (a - b \gamma_5) \right] \right] 
\[ - m_\psi^2 \text{Tr} \left[ (a - b \gamma_5) (a - b \gamma_5) \right] + m_\psi^2 \text{Tr} \left[ (a - b \gamma_5) k k (a - b \gamma_5) \right] \]
\[ + m_\psi^2 \text{Tr} \left[ (k' k + k k' - 2 m_\psi^2) (a + b \gamma_5) (a - b \gamma_5) \right] \]
\[ = 2 \left( a^2 + b^2 \right) m_\psi^2 \text{Tr} \left[ k' k \right] - 8 \left( a^2 + b^2 \right) m_\psi^4 + 2 \left( a^2 - b^2 \right) m_\psi^2 \text{Tr} \left[ k' k \right] + 8 \left( a^2 - b^2 \right) m_\psi^4 \]
\[ = 16 a^2 m_\psi^2 k'^\mu k^\mu - 16 b^2 m_\psi^4 \]

Again, we can substitute $2 k'^\mu k^\mu = m_\phi^2 - 2 m_\psi^2$ and plug back in $a$ and $b$ to get the final squared matrix element in the rest frame of the modulus:

\[ |\mathcal{M}|^2 = 2 \left( g_1^2 + g_2^2 \right) m_\phi^2 m_\psi^2 \left( 1 - \frac{m_\psi^2}{m_\phi^2} \right) + 4 g_1 g_2 m_\phi^2 m_\psi^2 \]  

(A.98)

### A.8 Modulus decay into squarks

We take the term from eq. (A.86)

\[ \mathcal{L}_{\tilde{Q}} = -\frac{\lambda_{Q\ast Q}}{M_s} \left[ \phi \partial_\mu \partial^\mu (\tilde{Q}^\dagger \tilde{Q}) + \phi^* \tilde{Q}^\dagger \partial_\mu \partial^\mu \tilde{Q} \right] \]
\[ = -\frac{\lambda_{Q\ast Q}}{M_s \sqrt{2}} \left[ \phi_R \left( \partial_\mu \partial^\mu (\tilde{Q}^\dagger \tilde{Q}) + \tilde{Q}^\dagger \partial_\mu \partial^\mu \tilde{Q} \right) + i \phi_I \left( \partial_\mu \partial^\mu (\tilde{Q}^\dagger \tilde{Q}) - \tilde{Q}^\dagger \partial_\mu \partial^\mu \tilde{Q} \right) \right] \]

Starting with the right-handed quark singlets (note the abuse of notation, where the subscript $R$ refers to either right-handed or real part based on the context), we have

\[ \mathcal{L}_{\tilde{u}_R} = -\frac{\lambda_{U\ast U}}{M_s \sqrt{2}} \left[ \phi_R \left( \partial_\mu \partial^\mu (\tilde{u}_R^\dagger \tilde{u}_R) + \tilde{u}_R^\dagger \partial_\mu \partial^\mu \tilde{u}_R \right) + i \phi_I \left( \tilde{u}_R^\dagger \partial_\mu \partial^\mu \tilde{u}_R - \tilde{u}_R^\dagger \partial_\mu \partial^\mu \tilde{u}_R \right) \right] \]

and similarly for the down-type quark singlets. This is then approximately the mass eigenstate Lagrangian for the right-handed $u, d, s, c$ squarks as we neglect mixing effects.

Using the mixing matrix for $f \in \{ b, t \}$

\[ \left( \tilde{f}_L \right) = \begin{pmatrix} \cos \theta_f & \sin \theta_f \\ -\sin \theta_f & \cos \theta_f \end{pmatrix} \left( \tilde{f}_R \right) \]
we then have the following Lagrangian in the mass eigenstate basis for the 3rd squark generations where mixing is relevant:

\[
\mathcal{L}_{\tilde{t}_R} = - \frac{\lambda_{U^* U}}{M_s \sqrt{2}} \sin^2 \theta_t \phi_R \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + \cos^2 \theta_t \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) + \frac{\lambda_{U^* U}}{M_s \sqrt{2}} \sin \theta_t \cos \theta_t \left[ \phi_R \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \right] \\
- \frac{\lambda_{U^* U}}{M_s \sqrt{2}} \left[ i \sin^2 \theta_t \phi_I \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* - \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + i \cos^2 \theta_t \phi_I \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* - \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \right] \\
- \frac{\lambda_{U^* U}}{M_s \sqrt{2}} \left[ i \sin \theta_t \cos \theta_I \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* - \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) \right]
\]

We now evaluate the left-handed quark doublets. This gives us

\[
\mathcal{L}_{\tilde{q}_L} = - \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \left[ \phi_R \left( \tilde{u}_{L,i} \partial_\mu \partial^\mu \tilde{u}_{L,i} + \tilde{u}_{L,i}^* \partial_\mu \partial^\mu \tilde{u}_{L,i} \right) + i \phi_I \left( \tilde{u}_{L,i} \partial_\mu \partial^\mu \tilde{u}_{L,i}^* - \tilde{u}_{L,i}^* \partial_\mu \partial^\mu \tilde{u}_{L,i} \right) \right] \\
- \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \left[ \phi_R \left( \tilde{d}_{L,i} \partial_\mu \partial^\mu \tilde{d}_{L,i} + \tilde{d}_{L,i}^* \partial_\mu \partial^\mu \tilde{d}_{L,i} \right) + i \phi_I \left( \tilde{d}_{L,i} \partial_\mu \partial^\mu \tilde{d}_{L,i}^* - \tilde{d}_{L,i}^* \partial_\mu \partial^\mu \tilde{d}_{L,i} \right) \right]
\]

where the coupling is the same between the up and down type left-handed squarks (within the same generation). This is approximately the mass eigenstate Lagrangian for the left-handed $u, d, s, c$ squarks.

Using the left-handed mixing similar to before for $f \in \{b, t\}$, we then have the following Lagrangian in the mass eigenstate basis for 3rd generation squarks:

\[
\mathcal{L}_{\tilde{f}_L} = - \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \left[ \cos^2 \theta_f \phi_R \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + \sin^2 \theta_f \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \right] \\
- \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \sin \theta_f \cos \theta_f \left[ \phi_R \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \right] \\
- \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \left[ i \cos^2 \theta_f \phi_I \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* - \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) + i \sin^2 \theta_f \phi_I \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* - \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \right] \\
+ \frac{\lambda_{Q^* Q}}{M_s \sqrt{2}} \left[ i \sin \theta_f \cos \theta_I \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* - \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) \right]
\]

The left and right handed 3rd generation squarks then combine to give the following interactions with $\phi_R$:

\[
\mathcal{L}_{\phi_R \tilde{t}_1 \tilde{t}_1} = - \frac{\lambda_{U^* U} \sin^2 \theta_t + \lambda_{Q^* Q} \cos^2 \theta_t}{M_s \sqrt{2}} \phi_R \left( \tilde{t}_1 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_1^* \partial_\mu \partial^\mu \tilde{t}_1 \right) \tag{A.99}
\]

\[
\mathcal{L}_{\phi_R \tilde{t}_2 \tilde{t}_2} = - \frac{\lambda_{U^* U} \cos^2 \theta_t + \lambda_{Q^* Q} \sin^2 \theta_t}{M_s \sqrt{2}} \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_2^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_2 \right) \tag{A.100}
\]

\[
\mathcal{L}_{\phi_R \tilde{t}_1 \tilde{t}_2} = - \frac{\lambda_{Q^* Q} - \lambda_{U^* U}}{M_s \sqrt{2}} \sin 2 \theta_t \phi_R \left( \tilde{t}_2 \partial_\mu \partial^\mu \tilde{t}_1^* + \tilde{t}_2^* \partial_\mu \partial^\mu \tilde{t}_1 \right) \tag{A.101}
\]
write down the squared matrix elements:

\[ iM_{\phi_R \to \tilde{t}_1 \tilde{t}_1} = i \frac{\lambda U^* U^{i} \sin^2 \theta_t + \lambda Q^2 Q^3 \cos^2 \theta_t}{M_s \sqrt{2}} \left( 2m^2_{t_1} \right) \]  
(A.102)

\[ iM_{\phi_R \to \tilde{t}_2 \tilde{t}_2} = i \frac{\lambda U^* U^{i} \cos^2 \theta_t + \lambda Q^2 Q^3 \sin^2 \theta_t}{M_s \sqrt{2}} \left( 2m^2_{t_2} \right) \]  
(A.103)

\[ iM_{\phi_R \to \tilde{t}_1 \tilde{t}_2} = i \frac{\lambda Q^2 Q^3 - \lambda U^* U^{i}}{M_s \sqrt{2}} \sin 2\theta_t \left( 2m^2_{t_1} + 2m^2_{t_2} \right) \]  
(A.104)

Assuming there are no additional contributions to the \( \phi \to \tilde{t}_i \tilde{t}_j \) decay channels, we can write down the squared matrix elements:

\[ |M_{\phi_R \to \tilde{t}_1 \tilde{t}_1}|^2 = \left( 2 \lambda^2_{U^* U^{i}} \sin^4 \theta_t + 2 \lambda^2_{Q^2 Q^3} \cos^4 \theta_t + \lambda U^* U^{i} \lambda Q^2 Q^3 \sin^2 2\theta_t \right) \frac{m^4_{t_1}}{M^2_s} \]  
(A.105)

\[ |M_{\phi_R \to \tilde{t}_2 \tilde{t}_2}|^2 = \left( 2 \lambda^2_{U^* U^{i}} \cos^4 \theta_t + 2 \lambda^2_{Q^2 Q^3} \sin^4 \theta_t + \lambda U^* U^{i} \lambda Q^2 Q^3 \sin^2 2\theta_t \right) \frac{m^4_{t_2}}{M^2_s} \]  
(A.106)

\[ |M_{\phi_R \to \tilde{t}_1 \tilde{t}_2}|^2 = \left( \lambda^2_{Q^2 Q^3} + \lambda^2_{U^* U^{i}} - 2 \lambda Q^2 Q^3 \lambda U^* U^{i} \right) \sin^2 2\theta_t \frac{m^4_{t_1} + m^4_{t_2} + 2m^2_{t_1} m^2_{t_2}}{2M^2_s} \]  
(A.107)

These processes then have the associated decay widths:

\[ \Gamma_{\phi_R \to \tilde{t}_1 \tilde{t}_1} = \frac{\left( 2 \lambda^2_{U^* U^{i}} \sin^4 \theta_t + 2 \lambda^2_{Q^2 Q^3} \cos^4 \theta_t + \lambda U^* U^{i} \lambda Q^2 Q^3 \sin^2 2\theta_t \right) m^4_{t_1}}{16\pi} \frac{m^4_{t_1}}{m^4_{\phi}} \sqrt{1, \frac{m^2_{t_1}}{m^2_{\phi}}} \]  
(A.108)

\[ \Gamma_{\phi_R \to \tilde{t}_2 \tilde{t}_2} = \frac{\left( 2 \lambda^2_{U^* U^{i}} \cos^4 \theta_t + 2 \lambda^2_{Q^2 Q^3} \sin^4 \theta_t + \lambda U^* U^{i} \lambda Q^2 Q^3 \sin^2 2\theta_t \right) m^4_{t_2}}{16\pi} \frac{m^4_{t_2}}{m^4_{\phi}} \sqrt{1, \frac{m^2_{t_2}}{m^2_{\phi}}} \]  
(A.109)

\[ \Gamma_{\phi_R \to \tilde{t}_1 \tilde{t}_2} = \frac{\left( \lambda^2_{Q^2 Q^3} + \lambda^2_{U^* U^{i}} - 2 \lambda Q^2 Q^3 \lambda U^* U^{i} \right) \sin^2 2\theta_t m^4_{t_1} + m^4_{t_2} + 2m^2_{t_1} m^2_{t_2}}{32\pi M^2_s} \sqrt{1, \frac{m^2_{t_1}}{m^2_{\phi}}} \]  
(A.110)

Note that we do not divide by an additional factor of 2 here, as these final states are complex scalars and hence are distinguishable due to their associated charge.

The interactions with \( \phi_I \) are given by:

\[ L_{\phi_I \tilde{t}_1 \tilde{t}_1} = -\frac{\lambda Q^2 Q^3 \cos^2 \theta_t + \lambda U^* U^{i} \sin^2 \theta_t}{M_s \sqrt{2}} i\phi_I \left( \tilde{t}_1 \partial_\mu \partial^{\mu} \tilde{t}_1 - \bar{\tilde{t}}_1 \partial_\mu \partial^{\mu} \tilde{t}_1 \right) \]  
(A.111)

\[ L_{\phi_I \tilde{t}_2 \tilde{t}_2} = -\frac{\lambda Q^2 Q^3 \sin^2 \theta_t + \lambda U^* U^{i} \cos^2 \theta_t}{M_s \sqrt{2}} i\phi_I \left( \tilde{t}_2 \partial_\mu \partial^{\mu} \tilde{t}_2 - \bar{\tilde{t}}_2 \partial_\mu \partial^{\mu} \tilde{t}_2 \right) \]  
(A.112)

\[ L_{\phi_I \tilde{t}_1 \tilde{t}_2} = -\frac{\lambda U^* U^{i} - \lambda Q^2 Q^3}{M_s \sqrt{2}} \sin 2\theta_t i\phi_I \left( \tilde{t}_1 \partial_\mu \partial^{\mu} \tilde{t}_2 - \bar{\tilde{t}}_1 \partial_\mu \partial^{\mu} \tilde{t}_2 + \bar{\tilde{t}}_1 \partial_\mu \partial^{\mu} \tilde{t}_1 - \bar{\tilde{t}}_2 \partial_\mu \partial^{\mu} \tilde{t}_1 \right) \]  
(A.113)
and squared matrix element

\[ |M_{I_R \to q_L q_L}|^2 = 2\lambda_{Q_i^* Q_1}^2 \frac{m_{q_L}^4}{M^*_e} \]

(118)

where \( \lambda_{Q_i^* Q_1} = \lambda_{Q_i^* Q_1} \) if \( q_L \in \{ \tilde{u}_L, \tilde{d}_L \} \) and \( \lambda_{Q_i^* Q_2} = \lambda_{Q_2^* Q_2} \) if \( q_L \in \{ \tilde{c}_L, \tilde{s}_L \} \). The decay width to the left-handed squarks is then given by

\[ \Gamma_{\phi_R \to \tilde{q}_L \tilde{q}_L} = \frac{\lambda_{Q_i^* Q_1}^2}{8\pi} \frac{m_{q_L}^4}{m_{\phi} M^*_e} \lambda^{1/2} \left( 1, \frac{m_{q_L}^2}{m_{\phi}^2}, \frac{m_{q_L}^2}{m_{\phi}^2} \right) \]

(119)

The right-handed squarks are given by (again, calling attention to the abuse of notation by using the subscript \( R \) to refer to either real part or right-handed based on context):

\[ \mathcal{L}_{\phi_R \tilde{q}_R q_R} = -\frac{\lambda_{U^*_i U^*_j}}{M^*_e \sqrt{2}} \phi_R \left( \tilde{q}_R \partial_{\mu} \partial_{\mu} \tilde{q}_R + \tilde{q}_R \partial_{\mu} \partial_{\mu} \tilde{q}_R \right) \]

(120)

with corresponding matrix elements

\[ iM_{\phi_R \to \tilde{q}_R q_R} = i \frac{\lambda_{U^*_i U^*_j}}{M^*_e \sqrt{2}} \left( 2m_{q_R}^2 \right) \]

(122)

\[ iM_{\phi_R \to \tilde{q}_R q_R} = 0 \]

(123)

and squared matrix element

\[ |M_{\phi_R \to \tilde{q}_R q_R}|^2 = 2\lambda_{U^*_i U^*_j}^2 \frac{m_{q_R}^4}{M^*_e} \]

(124)
for up-type squarks, with the replacement \( \lambda_{U^a U^a} \rightarrow \lambda_{D^a D^a} \) for down-type squarks. The decay width to the right-handed (up-type) squarks is then given by

\[
\Gamma_{\phi_R \rightarrow \tilde{q} R} = \frac{\lambda_{U^a U^a}^2}{8\pi} \frac{m^4 q_R}{m_{\phi} M^2_\phi} \lambda^{1/2} \left( \frac{m^2 q_R}{m_{\phi}^2}, \frac{m^2 q_R}{m_{\phi}^2} \right) \quad (A.125)
\]

noting the replacement for also the down-type right-handed squarks.

### A.9 Modulus decay into sleptons

The modulus decays into sleptons follow from the same term from eq. (A.86) as the squarks. We simply write down the interaction terms by direct analogy.

Since the neutrino masses have been neglected, the sneutrinos have no mixing and hence the interaction terms are given by

\[
\mathcal{L}_{\phi_R \tilde{\nu}_i \tilde{\nu}_i} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} \partial^\mu \tilde{\nu}_i \partial^\mu \tilde{\nu}_i \quad (A.126)
\]

\[
\mathcal{L}_{\phi_R \tilde{e} \tilde{e}} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} i \phi_1 \left( \tilde{e} \partial^\mu \tilde{e} \partial^\mu + \tilde{e} \partial^\mu \tilde{e} \partial^\mu \right) \quad (A.127)
\]

which have corresponding matrix elements

\[
i \mathcal{M}_{\phi_R \rightarrow \tilde{\nu}_i \tilde{\nu}_i} = i \frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} \left( 2m^2_{\nu_i} \right) \quad (A.128)
\]

\[
i \mathcal{M}_{\phi_R \rightarrow \tilde{e}_i \tilde{e}_i} = 0 \quad (A.129)
\]

and squared matrix element

\[
|\mathcal{M}_{\phi_R \rightarrow \tilde{\nu}_i \tilde{\nu}_i}|^2 = 2\lambda_{L^a L^a}^2 \frac{m^2_{\nu_i}}{M^2_\phi} \quad (A.130)
\]

where \( i \in \{ e, \mu, \tau \} \). The decay width to sneutrino pairs is then given by

\[
\Gamma_{\phi_R \rightarrow \tilde{\nu}_i \tilde{\nu}_i} = \frac{\lambda_{L^a L^a}^2}{8\pi} \frac{m^4_{\nu_i}}{m_{\phi} M^2_\phi} \lambda^{1/2} \left( \frac{m^2_{\nu_i}}{m_{\phi}^2}, \frac{m^2_{\nu_i}}{m_{\phi}^2} \right) \quad (A.131)
\]

The first two generations of selectron-type sleptons follow:

\[
\mathcal{L}_{\phi_R \tilde{e}_i \tilde{e}_i} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} \phi_R \left( \tilde{e}_{iL} \partial^\mu \tilde{e}_{iL} + \tilde{e}_{iL} \partial^\mu \tilde{e}_{iL} \right) \quad (A.132)
\]

\[
\mathcal{L}_{\phi_L \tilde{e}_i \tilde{e}_i} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} i \phi_1 \left( \tilde{e}_{iL} \partial^\mu \tilde{e}_{iL} - \tilde{e}_{iL} \partial^\mu \tilde{e}_{iL} \right) \quad (A.133)
\]

\[
\mathcal{L}_{\phi_R \tilde{\nu}_i \tilde{\nu}_i} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} \phi_R \left( \tilde{e}_{iR} \partial^\mu \tilde{e}_{iR} + \tilde{e}_{iR} \partial^\mu \tilde{e}_{iR} \right) \quad (A.134)
\]

\[
\mathcal{L}_{\phi_L \tilde{\nu}_i \tilde{\nu}_i} = -\frac{\lambda_{L^a L^a}}{M_a \sqrt{2}} i \phi_1 \left( \tilde{e}_{iR} \partial^\mu \tilde{e}_{iR} - \tilde{e}_{iR} \partial^\mu \tilde{e}_{iR} \right) \quad (A.135)
\]
which have corresponding matrix elements

\[ i\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_\ell \tilde{\tau}_L} = i \frac{\lambda_{L_L^* L_L}}{M_\phi \sqrt{2}} (2m_{\tilde{\tau}_L}) \]  

(A.136)
\[ i\mathcal{M}_{\phi_L \rightarrow \tilde{\tau}_L \tilde{\tau}_L} = 0 \]  

(A.137)
\[ i\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_R \tilde{\tau}_R} = i \frac{\lambda E^{*}_R E_R}{M_\phi \sqrt{2}} (2m_{\tilde{\tau}_R}) \]  

(A.138)
\[ i\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_L \tilde{\tau}_R} = 0 \]  

(A.139)

and squared matrix elements

\[ |\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_\ell \tilde{\tau}_L}|^2 = 2 \frac{\lambda^2_{L_L^* L_L}}{8\pi m_{\tilde{\tau}_L} M_\phi^2} \left( \frac{m_{\tilde{\tau}_L}}{m_{\phi}} \right)^2 \]  

(A.140)
\[ |\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_R \tilde{\tau}_R}|^2 = 2 \frac{\lambda^2 E^*_R E_R}{8\pi m_{\tilde{\tau}_R} M_\phi^2} \left( \frac{m_{\tilde{\tau}_R}}{m_{\phi}} \right)^2 \]  

(A.141)

where here \( i \in \{ e, \mu \} \). The decay widths for these processes are then given by

\[ \Gamma_{\phi_R \rightarrow \tilde{\tau}_\ell \tilde{\tau}_L} = \frac{\lambda^2_{L_L^* L_L}}{8\pi} \frac{m_{\tilde{\tau}_L}^2}{m_{\phi} M_\phi^2} \lambda^{1/2} \left( \frac{m_{\tilde{\tau}_L}}{m_{\phi}} \right) \]  

(A.142)
\[ \Gamma_{\phi_R \rightarrow \tilde{\tau}_R \tilde{\tau}_R} = \frac{\lambda^2 E^*_R E_R}{8\pi} \frac{m_{\tilde{\tau}_R}^2}{m_{\phi} M_\phi^2} \lambda^{1/2} \left( \frac{m_{\tilde{\tau}_R}}{m_{\phi}} \right) \]  

(A.143)

For the staus, we assume mixing of the same form as for the stops, so the resulting interaction terms with \( \phi_R \) are

\[ \mathcal{L}_{\phi_R \tilde{\tau}_1 \tilde{\tau}_1} = - \frac{\lambda E^*_E \sin^2 \theta_\tau + \lambda L_L^* L_L \cos^2 \theta_\tau}{M_\phi \sqrt{2}} \phi_R \left( \tilde{\tau}_1 \partial_\mu \tilde{\tau}_1^\dagger + \tilde{\tau}_1^\dagger \partial_\mu \tilde{\tau}_1 \right) \]  

(A.144)
\[ \mathcal{L}_{\phi_R \tilde{\tau}_2 \tilde{\tau}_2} = - \frac{\lambda E^*_E \cos^2 \theta_\tau + \lambda L_L^* L_L \sin^2 \theta_\tau}{M_\phi \sqrt{2}} \phi_R \left( \tilde{\tau}_2 \partial_\mu \tilde{\tau}_2^\dagger + \tilde{\tau}_2^\dagger \partial_\mu \tilde{\tau}_2 \right) \]  

(A.145)
\[ \mathcal{L}_{\phi_R \tilde{\tau}_1 \tilde{\tau}_2} = - \frac{\lambda L_L^* L_L - \lambda E^*_E}{M_\phi \sqrt{2}} \sin 2 \theta_\tau \phi_R \left( \tilde{\tau}_1 \partial_\mu \tilde{\tau}_2^\dagger + \tilde{\tau}_1^\dagger \partial_\mu \tilde{\tau}_2 + \tilde{\tau}_1^\dagger \partial_\mu \tilde{\tau}_1 + \tilde{\tau}_2^\dagger \partial_\mu \tilde{\tau}_1 \right) \]  

(A.146)

with corresponding matrix elements

\[ iM_{\phi_R \rightarrow \tilde{\tau}_1 \tilde{\tau}_1} = i \frac{\lambda E^*_E \sin^2 \theta_\tau + \lambda L_L^* L_L \cos^2 \theta_\tau}{M_\phi \sqrt{2}} (2m_{\tilde{\tau}_1}) \]  

(A.147)
\[ iM_{\phi_R \rightarrow \tilde{\tau}_2 \tilde{\tau}_2} = i \frac{\lambda E^*_E \cos^2 \theta_\tau + \lambda L_L^* L_L \sin^2 \theta_\tau}{M_\phi \sqrt{2}} (2m_{\tilde{\tau}_2}) \]  

(A.148)
\[ iM_{\phi_R \rightarrow \tilde{\tau}_1 \tilde{\tau}_2} = i \frac{\lambda L_L^* L_L - \lambda E^*_E}{M_\phi \sqrt{2}} \sin 2 \theta_\tau (2m^2_{\tilde{\tau}_1} + 2m^2_{\tilde{\tau}_2}) \]  

(A.149)
The squared matrix elements are then

\[
|\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_1\tilde{\tau}_1}|^2 = \left(2\lambda_{E;E}^2 \sin^4 \theta_{\tau} + 2\lambda_{L;L}^2 \cos^4 \theta_{\tau} + \lambda_{E;E} \lambda_{L;L} \sin^2 2\theta_{\tau}\right) \frac{m_{\tilde{\tau}_1}^2}{M_{\tilde{\tau}_1}^2}
\]

(A.150)

\[
|\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_2\tilde{\tau}_2}|^2 = \left(2\lambda_{E;E}^2 \cos^4 \theta_{\tau} + 2\lambda_{L;L}^2 \sin^4 \theta_{\tau} + \lambda_{E;E} \lambda_{L;L} \sin^2 2\theta_{\tau}\right) \frac{m_{\tilde{\tau}_2}^2}{M_{\tilde{\tau}_2}^2}
\]

(A.151)

\[
|\mathcal{M}_{\phi_R \rightarrow \tilde{\tau}_1\tilde{\tau}_2}|^2 = \left(\lambda_{L;L}^2 + \lambda_{E;E}^2 - 2\lambda_{E;E} \lambda_{L;L}\right) \frac{m_{\tilde{\tau}_1}^2 + m_{\tilde{\tau}_2}^2 + 2m_{\tilde{T}_1}^2 m_{\tilde{T}_2}^2}{2M_{\tilde{\tau}}^2} \sin^2 2\theta_{\tau}
\]

(A.152)

The associated decay widths for these processes are then given by

\[
\Gamma_{\phi_R \rightarrow \tilde{\tau}_1\tilde{\tau}_1} = \frac{(\lambda_{E;E}^2 \sin^4 \theta_{\tau} + \lambda_{L;L}^2 \cos^4 \theta_{\tau})^2}{8\pi} \frac{m_{\tilde{\tau}_1}^4}{m_{\phi} M_{\tilde{\tau}_1}^2} \frac{1}{\lambda_{1/2}^2} \left(\frac{m_{\tilde{\tau}_1}^2}{m_{\tilde{\tau}_1}^2}, \frac{m_{\tilde{\tau}_1}^2}{m_{\tilde{\tau}_1}^2}\right)
\]

(A.153)

\[
\Gamma_{\phi_R \rightarrow \tilde{\tau}_2\tilde{\tau}_2} = \frac{(\lambda_{E;E}^2 \cos^4 \theta_{\tau} + \lambda_{L;L}^2 \sin^4 \theta_{\tau})^2}{8\pi} \frac{m_{\tilde{\tau}_2}^4}{m_{\phi} M_{\tilde{\tau}_2}^2} \frac{1}{\lambda_{1/2}^2} \left(\frac{m_{\tilde{\tau}_2}^2}{m_{\tilde{\tau}_2}^2}, \frac{m_{\tilde{\tau}_2}^2}{m_{\tilde{\tau}_2}^2}\right)
\]

(A.154)

\[
\Gamma_{\phi_R \rightarrow \tilde{\tau}_1\tilde{\tau}_2} = \frac{(\lambda_{E;E}^2 - \lambda_{L;L}^2) \sin^2 2\theta_{\tau}}{32\pi} \frac{m_{\tilde{\tau}_1}^4 + m_{\tilde{\tau}_2}^4 + 2m_{\tilde{T}_1}^2 m_{\tilde{T}_2}^2}{m_{\phi} M_{\tilde{\tau}}^2} \sin^2 2\theta_{\tau} \lambda_{1/2} \left(\frac{m_{\tilde{\tau}_1}^2}{m_{\tilde{\tau}_1}^2}, \frac{m_{\tilde{\tau}_2}^2}{m_{\tilde{\tau}_2}^2}\right)
\]

(A.155)

The interactions with \(\phi_I\) are given by

\[
\mathcal{L}_{\phi_I \tilde{\tau}_1\tilde{\tau}_1} = -\frac{\lambda_{L;L}^2 \cos^2 \theta_{\tau} + \lambda_{E;E}^2 \sin^2 \theta_{\tau}}{M_s \sqrt{2}} i \phi_I \left(\tilde{\tau}_1 \partial_{\mu} \partial^\mu \tilde{\tau}_1 - \tilde{\tau}_1 \partial_{\mu} \partial^\mu \tilde{\tau}_1\right)
\]

(A.156)

\[
\mathcal{L}_{\phi_I \tilde{\tau}_2\tilde{\tau}_2} = -\frac{\lambda_{L;L}^2 \sin^2 \theta_{\tau} + \lambda_{E;E}^2 \cos^2 \theta_{\tau}}{M_s \sqrt{2}} i \phi_I \left(\tilde{\tau}_2 \partial_{\mu} \partial^\mu \tilde{\tau}_2 - \tilde{\tau}_2 \partial_{\mu} \partial^\mu \tilde{\tau}_2\right)
\]

(A.157)

\[
\mathcal{L}_{\phi_I \tilde{\tau}_1\tilde{\tau}_2} = -\frac{\lambda_{E;E} \lambda_{L;L}}{M_s \sqrt{2}} \sin 2\theta_{\tau} i \phi_I \left(\tilde{\tau}_1 \partial_{\mu} \partial^\mu \tilde{\tau}_2 - \tilde{\tau}_1 \partial_{\mu} \partial^\mu \tilde{\tau}_2 + \tilde{\tau}_2 \partial_{\mu} \partial^\mu \tilde{\tau}_1 - \tilde{\tau}_2 \partial_{\mu} \partial^\mu \tilde{\tau}_1\right)
\]

(A.158)

Again, all tree-level matrix elements vanish for the decay of \(\phi_I\) to the sleptons.

**A.10 Modulus decay into quarks**

We take the term from eq. (A.86)

\[
\mathcal{L}_q = \frac{\lambda_{Q;Q}}{M_s} \left[\frac{i}{2} \partial_\mu \bar{Q} \gamma^\mu Q - \frac{i}{2} \phi_1 \partial_\mu (\bar{Q} \gamma^\mu Q)\right] = \frac{\lambda_{Q;Q}}{M_s} \frac{i}{2 \sqrt{2}} \phi_R \bar{Q} = \frac{1}{2} \lambda_{Q;Q} \left[\bar{Q} \gamma^\mu \partial_\mu Q + \partial_\mu (\bar{Q} \gamma^\mu Q)\right]
\]

where in the last line, we use the Majorana spinor identity \(\bar{Q} \gamma^\mu \chi = -\chi \gamma^\mu \psi\), which makes the interaction with \(\phi_I\) vanish.
We can then write the full interaction piece for a single generation of both up and down type quarks:

\[
L_q = \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \psi_{u_i} \psi_{u_i}}{\sqrt{2}} + i \frac{\phi_R \overline{\psi}_{d_i} \overline{\psi}_{d_i}}{\sqrt{2}}
\]

\[
+ \frac{\lambda_{U'U_q}}{M_s} i \frac{\phi_R \overline{\psi}_{U_q} \overline{\psi}_{U_q}}{\sqrt{2}} + i \frac{\phi_R \overline{\psi}_{D_q} \overline{\psi}_{D_q}}{\sqrt{2}}
\]

\[
+ \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \overline{\psi}_{d_i} \overline{\psi}_{d_i}}{\sqrt{2}} + i \frac{\phi_R \overline{\psi}_{U_q} \overline{\psi}_{U_q}}{\sqrt{2}}
\]

To progress further in terms of the Dirac quark fields, we will need to use a few tricks, namely:

\[P_L q = P_L \psi_q \]

\[P_R q = P_R \psi_q \]

and insert factors of \( i = P_L + P_R \). Upon evaluating this out and leveraging some Majorana bilinear identities, we can rewrite an interaction piece as

\[
L_q \supset \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \overline{\psi}_{u_i} P_L \psi_{u_i}}{\sqrt{2}} + \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \overline{\psi}_{d_i} P_R \psi_{d_i}}{\sqrt{2}}
\]

\[
+ \frac{\lambda_{U'U_q}}{M_s} i \frac{\phi_R \overline{\psi}_{U_q} P_L \psi_{U_q}}{\sqrt{2}} + \frac{\lambda_{U'U_q}}{M_s} i \frac{\phi_R \overline{\psi}_{D_q} P_R \psi_{D_q}}{\sqrt{2}}
\]

Hence, for the up-type quarks, we have the full interaction piece involving the Dirac fields

\[
L_{\phi_{Ru_i,u_i}} = \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \overline{\psi}_{u_i} P_L \psi_{u_i}}{\sqrt{2}} + \frac{\lambda_{Q'Q_i}}{M_s} i \frac{\phi_R \overline{\psi}_{d_i} P_R \psi_{d_i}}{\sqrt{2}}
\]

\[
+ \frac{\lambda_{U'U_q}}{M_s} i \frac{\phi_R \overline{\psi}_{U_q} P_L \psi_{U_q}}{\sqrt{2}} + \frac{\lambda_{U'U_q}}{M_s} i \frac{\phi_R \overline{\psi}_{D_q} P_R \psi_{D_q}}{\sqrt{2}}
\]

(A.159)

The down-type quarks can be gotten directly with the replacements \( \lambda_{U'U_q} \rightarrow \lambda_{Q'Q_i} \) and \( u_i \rightarrow d_i \). Note that, unless \( \lambda_{U'U_q} = \lambda_{Q'Q_i} \), the different chiral components of the quark fields interact slightly differently. The associated matrix element is then (from eq. (A.97), and using the subscript \( q_u \) to distinguish the spinor components of the up-quark field)

\[
i \mathcal{M}_{\phi \rightarrow \overline{u}_i u_i} = \overline{u}_{q_u} (k) \left( \mathcal{M}_{\phi \rightarrow \overline{u}_i u_i} \right) \overline{u}_{q_u} (k')
\]

(A.160)

(where the associated matrix element for the down-type quarks can be retrieved from the replacements above). Assuming no additional contributions to the \( \phi \rightarrow \overline{u}_i u_i \) decay channel, we can write down the squared matrix element from eq. (A.98):

\[
|M_{\phi \rightarrow \overline{u}_i u_i}|^2 = \left( \frac{\lambda_{Q'Q_i}}{M_s} \right) m_{\phi}^2 \left( 1 - \frac{m_{\phi}^2}{m_q^2} \right) + \left( \frac{2\lambda_{Q'Q_i} \lambda_{U'U_q}}{M_s} \right) m_{\phi}^2 m_{q_u}^2
\]

(A.161)
The decay width to up-type quark pairs is then given by
\[
\Gamma_{\phi \rightarrow \pi_u u_i} = \frac{\left(\lambda^2_{\phi Q_i} + \lambda^2_{D_7 D_8} \right) \left(1 - \frac{m^2_{d_i}}{m^2_\phi}\right) + 2\lambda q_i Q_i \lambda_{D_7 D_8}}{16\pi} \frac{m^2_{d_i} m^2_\phi \lambda^{1/2}}{M^2_\phi} \left(1, \frac{m^2_{d_i}}{m^2_\phi}, \frac{m^2_{d_i}}{m^2_\phi}\right)
\]
(A.162)

For the sake of completeness, we write the associated squared matrix element for the down-type quarks:
\[
|M_{\phi \rightarrow \bar{d}_d d_i}|^2 = \frac{\left(\lambda^2_{\phi Q_i} + \lambda^2_{D_7 D_8} \right) \left(1 - \frac{m^2_{d_i}}{m^2_\phi}\right) + 2\lambda q_i Q_i \lambda_{D_7 D_8}}{16\pi} \frac{m^2_{d_i} m^2_\phi \lambda^{1/2}}{M^2_\phi} \left(1, \frac{m^2_{d_i}}{m^2_\phi}, \frac{m^2_{d_i}}{m^2_\phi}\right)
\]
(A.163)

The decay width to down-type quark pairs is then given by
\[
\Gamma_{\phi \rightarrow \bar{d}_d d_i} = \frac{\left(\lambda^2_{\phi Q_i} + \lambda^2_{D_7 D_8} \right) \left(1 - \frac{m^2_{d_i}}{m^2_\phi}\right) + 2\lambda q_i Q_i \lambda_{D_7 D_8}}{16\pi} \frac{m^2_{d_i} m^2_\phi \lambda^{1/2}}{M^2_\phi} \left(1, \frac{m^2_{d_i}}{m^2_\phi}, \frac{m^2_{d_i}}{m^2_\phi}\right)
\]
(A.164)

**A.11 Modulus decay into leptons**

We proceed to calculate the widths to leptons similarly to the quarks. We can immediately write down the interactions:
\[
\mathcal{L}_i = \frac{\lambda L^*_i L_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_{\nu_i} \gamma \psi_{\nu_i} + \frac{\lambda L^*_i L_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_{\nu_i} \gamma \psi_{\nu_i} + \frac{\lambda E^*_i E_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_e \gamma \psi_e
\]

We can again write down the Dirac fields as
\[
P_{L,e_i} = P_L \psi_{e_i}
\]
\[
P_{R,e_i} = P_R \psi_{e_i}
\]
and, inserting factors of \(\mathbb{I} = P_L + P_R\), we have
\[
\mathcal{L}_i \supset \frac{\lambda L^*_i L_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_e P_L \gamma \psi_{e_i} + \frac{\lambda L^*_i L_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_e P_L \gamma \psi_{e_i} + \frac{\lambda E^*_i E_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_e P_R \gamma \psi_{e_i}
\]

Hence, the charged quarks have the full interaction piece involving the Dirac fields
\[
\mathcal{L}_{\phi R e_i} = \frac{\lambda L^*_i L_i}{M_s} \frac{i}{\sqrt{2}} \phi \bar{\psi}_e P_R \gamma \psi_{e_i} - \partial_\mu \bar{\psi}_e P_R \gamma ^\mu P_L \psi_{e_i}
\]
(A.165)
The associated matrix element can then be written down from eq. (A.97):

\[ iM_{\phi_R \rightarrow l^+ l^-} = \pi_\ell(k) \left( i \frac{\lambda^{L_i}_L + \lambda^{E_i}_E}{\sqrt{2} M_s} \gamma^\mu (k_\mu - k'_\mu) - i \frac{\lambda^{L_i}_L - \lambda^{E_i}_E}{\sqrt{2} M_s} \gamma^\mu \gamma_5 (k_\mu - k'_\mu) \right) v^*_\ell(k') \]

(A.166)

Assuming no other contributions to the $\phi \rightarrow l^+ l^-$ decay channel, we can write down the squared matrix element from eq. (A.98):

\[ |M_{\phi_R \rightarrow l^+ l^-}|^2 = \left( \frac{\lambda^{L_i}_L + \lambda^{E_i}_E}{M_s^2} \right) m_\ell^2 m_{\phi}^2 \left( 1 - 4 \frac{m_\ell^2}{m_{\phi}^2} \right) + \left( \frac{2 \lambda^{L_i}_L \lambda^{E_i}_E}{M_s^2} \right) m_\ell^2 m_{\phi}^2 \]

(A.167)

The decay width to charged lepton pairs is then given by

\[ \Gamma_{\phi_R \rightarrow l^+ l^-} = \frac{\left( \frac{\lambda^{L_i}_L}{M_s} + \frac{\lambda^{E_i}_E}{M_s^2} \right) \left( 1 - 4 \frac{m_\ell^2}{m_{\phi}^2} \right) + 2 \lambda^{L_i}_L \lambda^{E_i}_E}{16 \pi} \frac{m_\ell^2 m_{\phi}^2}{M_s^2} \lambda^{1/2} \left( 1 - \frac{m_\ell^2}{m_{\phi}^2} \right) \]

(A.168)

The neutrinos will have the interaction:

\[ \mathcal{L}_{\phi_R \nu_i \nu_i} = \frac{\lambda^{L_i}_L}{M_s} \frac{i}{\sqrt{2}} \phi_R \left[ \bar{\nu}_i P_R \gamma^\mu \nu_i - \partial_{\mu} \bar{\nu}_i P_R \gamma^\mu \nu_i \right] \]

(A.169)

which has the associated matrix element from eq. (A.94)

\[ iM_{\phi_R \rightarrow \nu_i \nu_i} = \pi_\nu(k) \left( i \frac{\lambda^{L_i}_L}{\sqrt{2} M_s} \gamma^\mu (1 - \gamma_5) (k_\mu - k'_\mu) \right) v^*_\nu(k') \]

(A.170)

Again, assuming no additional contributions to $\phi \rightarrow \nu_i \nu_i$, the squared matrix element can be retrieved from eq. (A.95):

\[ |M_{\phi_R \rightarrow \nu_i \nu_i}|^2 = \left( \frac{\lambda^{L_i}_L}{M_s^2} \right) m_{\phi}^2 \left( 1 - 4 \frac{m_\nu^2}{m_{\phi}^2} \right) \]

(A.171)

Note that, assuming the neutrinos are massless, this matrix element vanishes.

**A.12 Modulus decay to gravitino pairs**

Nakamura and Yamaguchi (NY) ref. [42] consider the case of particular models which lead to helicity-unsuppressed modulus decay to gravitinos (case 1):

\[ \Gamma(\phi_R \rightarrow \psi_\mu \bar{\psi}_\mu) = \frac{1}{288 \pi} d_{3/2}^2 \left( \frac{m_{\phi}^3}{m_P^2} \right) \left( 1 - 4 \frac{m_\psi^2}{m_{\phi}^2} \right)^{1/2} \]

(A.172)

where $d_{3/2}$ is defined in terms of the Kähler function as $\langle G_{\phi^\prime} \rangle^{-1/2} (e^{G/2} G_{\phi^\prime}) \equiv d_{3/2} m_{\phi}^{3/2}$. The dimensionless constant $d_{3/2}$ is then model-dependent depending on the form of the Kähler function but is expected to be of order unity. We have appended a phase space factor to the formula of NY. While the NY formula is technically valid in the high energy
limit where gravitino decay is dominantly to goldstino components, we adopt this form even in the lower energy limit. This form for modulus decay to gravitino pairs was also obtained by Endo et al. ref. [44].

Another possibility is that for other forms of the Kähler function [47], the modulus decay to gravitinos is helicity suppressed (case 2). In that case, we use the above formula but with the replacement $m_\phi^3 \to m_\phi^2 m_\phi$. 
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