DOMINE: a database of protein domain interactions
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ABSTRACT

DOMINE is a database of known and predicted protein domain interactions compiled from a variety of sources. The database contains domain–domain interactions observed in PDB entries, and those that were predicted by eight different computational approaches. DOMINE contains a total of 20513 unique domain–domain interactions among 4036 Pfam domains, out of which 4349 are inferred from PDB entries and 17781 were predicted by at least one computational approach. This database will serve as a valuable resource to those working in the field of protein and domain interactions. DOMINE may not only serve as a reference to experimentalists who test for new protein and domain interactions, but also offers a consolidated dataset for analysis by bioinformaticians who seek to test ideas regarding the underlying factors that control the topological structure of interaction networks. DOMINE is freely available at http://domine.utdallas.edu.

INTRODUCTION

Identification of molecular interactions is an essential step towards a better understanding of various cellular processes. Recent advances in functional genomics have helped uncover thousands of protein–protein interactions (1–9). Studying interactions at the protein level, though extremely valuable towards a better understanding of the molecular machinery of a cell, do not provide insights on interaction specificity at the domain level. Most often, it is only a fraction of a protein that directly interacts with its biological partners. Since the majority of the proteins (two-thirds in prokaryotes and four-fifths in eukaryotes) are multi-domain proteins (10), an interaction between two proteins (either stably or transiently) often involves binding of two or more domains. Thus, understanding protein interactions at the domain level seems to be a logical step towards understanding precise atomic details of interactions.

Over the last few years, researchers have focused their attention on discovering and understanding protein domain (domain–domain) interactions. One way to infer domain–domain interactions is by studying three-dimensional (3D) structures. iPfam (11) and 3did (12) are two databases that contain information on known domain–domain interactions inferred from PDB entries (13). The number of known domain–domain interactions is still mostly limited by the availability of 3D structures. Although many thousands of protein interactions are known, the number of interactions with known protein structures is far fewer than the number of interactions. This limits us from uncovering all possible domain level interactions. Domain interactions inferred from structural data can only explain ~5% of protein interactions in Saccharomyces cerevisiae and ~19% of protein interactions in Homo sapiens (14). In recent years, several computational approaches have been proposed in an effort to unearth previously unrecognized domain–domain interactions on a genome scale. These include approaches based on correlated sequence signatures (15), maximum-likelihood estimation (16), phylogenetic profiling (17), statistical significance (18), domain pair exclusion analysis (19), random decision forest framework (20), sequence co-evolution (21), parsimony principle (22), domain fusion, GO (23) functional annotations and combination thereof (24,25).

While computational approaches have greatly contributed to the discovery and understanding of domain–domain interactions, the ever-increasing sets of predicted domain–domain interactions remains scattered under a variety of diverse formats and sources. This has created a need to develop a comprehensive resource that collates all known and predicted domain–domain interactions from various sources under one roof.

We present here DOMINE, a comprehensive database of protein domain interactions using Pfam-A (26) domain definitions, which collates known and predicted domain–domain interactions from 10 different sources. By making the existing datasets more accessible, this database will serve as a valuable resource to those working in the field of protein and domain interactions. DOMINE may not only serve as a reference to...
experimentalists who test for new protein and domain interactions, but also offers a consolidated dataset for analysis by bioinformaticians who seek to test ideas regarding the underlying factors that control the topological structure of interaction networks.

DATABASE CONTENTS

Data sources

DOMINE contains domain–domain interactions inferred from PDB entries (13), and those that were predicted by eight different computational approaches using Pfam-A (26) domain definitions. Interactions in the database were derived from the following sources.

iPfam—iPfam is a database of domain–domain interactions that are observed in PDB entries. The set of 4030 interactions (dated 17 February 2007) downloaded from ftp://ftp.sanger.ac.uk/pub/databases/Pfam/ was used.

3did—3did is a collection of domain–domain interactions for which high-resolution 3D structures are known (12). The set of 3034 interactions (August 2005) downloaded from http://gatealoy.pcb.ub.es/3did/ was used.

ME—ME refers to Lee et al.’s (24) integrated approach to the prediction of domain–domain interactions. This method uses a Bayesian approach to integrate domain interactions predicted using a maximum-likelihood estimation (MLE) approach on yeast, worm, fruit-fly and human protein interaction networks with the gene ontology and domain fusion information. The set of 2391 high-confidence domain–domain interactions downloaded from http://www.biomedcentral.com/1471-2105/7/269 was used.

RCDP—Jothi et al.’s (21) Relative Co-evolution of Domain Pairs (RCDP) approach uses sequence co-evolution to predict the domain pair that is most likely to mediate a given protein–protein interaction. Given a protein–protein interaction, RCDP computes the degree of sequence co-evolution between all pairs of domains between the two proteins, and predicts the domain pair with the highest degree of co-evolution to be the mediating domain pair. The set of 960 unique domain–domain interactions (predicted from 1180 yeast protein–protein interactions) downloaded from http://www.rajajothi.com/RCDP/ was used.

P-value—Nye et al.’s (18) P-value method is a statistical approach that assigns P-values to pairs of domain superfamilies, measuring the strength of evidence within a set of protein interactions that domains from these superfamilies form contacts. A set of P-values is calculated for SCOP (27) superfamily pairs, based on a pooled dataset of interactions from yeast. These P-values were then used to predict which domains come into contact in an interacting protein pair. This scheme was applied on protein complexes in the Protein Quaternary Structure (PQS) database (28) to predict domain–domain contacts for 705 interacting protein pairs. Since interactions were predicted between SCOP domain families, for every yeast protein used, SGD (http://www.yeastgenome.org/) was used to map SCOP domains to Pfam-A (26) domains, and convert 705 interactions between SCOP domain families (http://www.mrc-bsu.cam.ac.uk/personal/thomas/) to 596 domain–domain interactions among Pfam domain families.

Fusion—2768 domain–domain interactions inferred using Ng et al.’s (25) domain fusion hypothesis was downloaded from http://interdom.i2r.a-star.edu.sg/download/version1.1/interdom_v1.2.zip (v1.2, 9 June 2004).

LP—Guimaraes et al.’s (22) Linear Programming (LP) approach is an optimization approach, which relies on the parsimony principle ‘domain–domain interaction partners are predicted by identifying the minimal weighted set of domain pairs that can justify a given protein–protein interaction network’. Given a protein–protein interaction network, the LP approach computes an LP-score, in the range (0,1), for every domain pair that could possibly justify interaction between two proteins. False positives in the protein–protein interaction network are handled using a probabilistic construction (P-scores). Domain pairs with an LP-score above a certain threshold are considered to be interacting. A set of 3499 domain pairs with LP-score \( \geq 0.5 \) and \( 0.0 \leq \text{P-score} \leq 0.1 \) downloaded from http://www.ncbi.nlm.nih.gov/CBBresearch/Przytycka/DDI/ was used. Since only interactions between Pfam-A domains are considered, 911 interactions in which at least one of the interacting partner is a Pfam-B domain were discarded, reducing the number of interactions to 2588.

DPEA—Riley et al.’s (19) Domain Pair Exclusion Analysis (DPEA) is a statistical approach to infer domain–domain interactions from the incomplete sets of protein–protein interactions from multiple organisms. It employs an expectation maximization algorithm to obtain a maximum-likelihood estimate or the probability of interaction of each potentially interacting domain pair. For each potential domain pair, a change in likelihood, expressed as a log odds score, is computed by excluding this domain pair from being considered as a potentially interacting domain pair. Domain pairs with log odds score above a certain threshold are considered to be interacting. A set of 3005 high-confidence interactions with log odds score \( \geq 3.0 \) downloaded from http://genomebiology.com/2005/6/10/R89 was used. Since only interactions between Pfam-A domains are considered, 1193 interactions in which at least one of the interacting partner is a Pfam-B domain were discarded, reducing the number of interactions to 1812.

RDFF—Chen and Liu’s Random Decision Forest Framework (RDFF) approach explores all possible domain–domain interactions and predicts protein–protein interactions based on protein domains (20). The decision tree-based model is used to infer domain–domain interactions for each correctly predicted protein–protein interaction pair. The set of 2475 domain–domain interactions between Pfam-A domains downloaded from http://www.ittc.ku.edu/~xwchen/PPI/random_forest_PPI was used.

DIMA—Domain Interaction MAp (DIMA) approach uses phylogenetic profiling to predict functional and physical associations between domains. The set of 8012 interactions reported in Pagel et al. (17) was used.
12% of DPEA’s predictions are known to be in the set of DPEA. However, only DPEA’s predictions are confirmed by LP, and 1748 out of 1812 (97%) of reduced number of predictions. Note that 1748 out of 1812 (97%) of methods may boost its performance at the expense of choosing a stringent (predictor variable) cutoff, a reason for their poor showing in the plot. In other words, choice of predictor variables, which could be one of the reasons for the superior performance of ME are: (i) its integration of multiple sources of information (knowledge gained from protein interaction networks of four different organisms, domain fusion and gene ontology information), and (ii) the performance-influenced choice of likelihood ratio cutoff value, which was used to select the set of 2391 high-confidence predictions. Other methods did not let performance numbers dictate the choice of predictor variables, which could be one of the reasons for their poor showing in the plot. In other words, by choosing a stringent (predictor variable) cutoff, a method may boost its performance at the expense of reduced number of predictions.

Table 1 contains the percentage of overlap of predictions between any two different computational approaches. Note that 1748 out of 1812 (97%) of DPEA’s predictions are confirmed by LP, and 1748 out of 2588 (68%) of LP’s predictions are confirmed by DPEA. However, only \( \sim 11\% \) of LP’s predictions and 12% of DPEA’s predictions are known to be in the set of gold-standard positives. Since both LP and DPEA are based on optimization frameworks (parsimony principle and maximum-likelihood estimation, respectively), it was decided that the predictions by LP and DPEA be merged into a single pool, referred to as LP + DPEA, containing 2652 unique interactions. Since ME uses domain fusion as a source of information in its integrated approach, as expected, a good fraction of predictions by ME and Fusion are confirmed by each other. To our surprise, only a very small fraction of DIMA’s predictions is confirmed by any other method, and vice-versa.

### Data characteristics

The set of known domain–domain interactions, collected from iPfam and 3did, is considered as gold-standard positives against which computational predictions can be evaluated against. This set contains a total of 4349 unique interactions. While this set of gold-standard positives derived from protein structures clearly represents the most reliable data source, it is not entirely free of false positives (non-biological contacts in some structures). The plot in Figure 1 shows, for each computational approach, the percentage of predictions known to be true against the percentage of predictions in which both the domains (hetero-domain) are known to be part of the same biological process (based on GO classification). Since the predictions are validated against the set of gold-standard positives, which may not be complete by any chance, one need to be extremely careful in interpreting this plot, and should refrain from reaching to conclusions on the predictive powers of individual approaches. The two main reasons for the superior performance of ME are: (i) its integration of multiple sources of information (knowledge gained from protein interaction networks of four different organisms, domain fusion and gene ontology information), and (ii) the performance-influenced choice of likelihood ratio cutoff value, which was used to select the set of 2391 high-confidence predictions. Other methods did not let performance numbers dictate the choice of predictor variables, which could be one of the reasons for their poor showing in the plot. In other words, by choosing a stringent (predictor variable) cutoff, a method may boost its performance at the expense of reduced number of predictions.

Table 1. Extent of overlap of predictions between any two different computational approaches

|   | ME | RCDP | Fusion | LP | DPEA | RDFF | DIMA |
|---|----|------|--------|----|------|------|------|
| ME |  0.06 |  0.26 |  0.479 |  1.94 |  1.97 |  1.54 |  0.77 |
| RCDP |  0.22 |  0.35 |  0.323 |  1.45 |  1.54 |  1.54 |  0.62 |
| Fusion |  0.89 |  0.50 |  0.067 |  0.20 |  0.08 |  0.17 |  0.27 |
| LP |  0.09 |  0.43 |  0.12 |  3.23 |  14.99 |  7.35 |
| DPEA |  0.67 |  0.43 |  0.89 |  6.86 |  3.23 |  14.99 |  7.35 |
| RDFF |  0.77 |  0.43 |  0.12 |  3.23 |  14.99 |  7.35 |
| DIMA |  0.67 |  0.43 |  0.89 |  6.86 |  3.23 |  14.99 |  7.35 |  

Entry (i, j) in the table represents the percentage of predictions by the method in row i confirmed by the method in column j (see Supplementary Table 1 for actual numbers).

### Data integration

The interaction data collected from abovementioned 10 sources were collated to obtain a total of 20513 unique domain–domain interactions among 4036 Pfam-A domains, out of which 4349 are inferred from PDB entries (the union of the sets of interactions from iPfam and 3did), and 17781 were predicted by at least one computational approach. Interactions predicted by computational approaches are classified into three categories using a simple classification scheme. Putative interactions predicted by an approach using multiple sources of evidence or those predicted by more than two sufficiently different approaches are considered as high-confidence predictions (HCP). Putative interactions with support from just one approach, but whose constituent domains (hetero) are known to be part of the same biological process (based on GO classification), are considered as medium-confidence predictions (MCP). The rest of the predictions is considered as low-confidence predictions. A schematic overview of the classification is shown in Figure 2. Of the 17781 predictions, 3143 interactions are HCP (predicted by ME or at least two sufficiently different approaches), 730 interactions are medium-confidence predictions (hetero-domain interactions in which both domains are a part of the same biological process as per GO classification), and the remaining 13908 are low-confidence predictions. The sets of high-, medium- and low-confidence predictions are enriched with 42.3, 5.8 and 1.8% of known interactions, respectively. The list of 55 predicted domain–domain

Figure 1. Validation of computational predictions against the set of known interactions. Two interacting (hetero) domains are considered to be part of the same biological process if they are classified as such by GO (23).
interactions, confirmed by at least four sufficiently different computational approaches, is given in the Supplementary Table 2.

DATABASE INTERFACE AND ACCESS

Availability

DOMINE is freely available at http://domine.utdallas.edu. A user-friendly web-interface was developed on Linux and Windows, and was tested during development using Internet Explorer and Firefox web browsers. MySQL is used to store the database content.

Searching DOMINE

Domain interaction information contained in the database can be accessed by either the ‘Browse’ or the ‘Search’ option on the menu. Using the former, users can glance through interactions of any domain for which the interaction data is available. An option to browse the list of Pfam domain IDs based on their gene ontology (GO) classification is also available. Using the search option, users can query the database by searching for a keyword (e.g. ATPase), Pfam ID (e.g. AAA) or accession (e.g. PF00004 or 00004 or 4). Users may also query the database using Interpro ID (e.g. IPR004825 or 004825 or 4,825) or GO term (e.g. phosphorylation or GO:0006468 or 0006468 or 6468).

Clicking on a domain name (Pfam ID) from anywhere on the Web site displays interaction information, if available, for that domain (see Figure 3). For each interacting domain, the list of domains that it is known/predicted to interact with are displayed along with external links to the Pfam, Interpro and GO databases. For each predicted interaction, information on whether DOMINE considers it to be a high-, medium- or low-confidence prediction is provided in addition to the source(s) of evidence.

Data download

End users with adequate computational capabilities can download the entire content of the database in the form of a zip-compressed file, which includes a README file.
To enable easy parsing, the data are presented in simple tab-delimited text files.

CONCLUSIONS AND FUTURE DEVELOPMENTS

The DOMINE database has been developed as a repository for protein domain interactions compiled from a variety of sources. The database contains domain–domain interactions inferred from experimental data (PDB entries) as well as those predicted by eight different computational approaches. DOMINE can serve as a directory to domain-specific information contained in Pfam (26), Interpro (29) and GO (23) databases. Links to these external databases are provided for each domain so that users can learn more about their domain of interest with just one click.

The currently employed classification scheme for assigning confidence levels to predicted interactions is simple. In the near future, we plan to manually examine the predicted interaction data to assign confidence levels, or at least identify obvious false positives and flag them as such. Currently, we did not take into account those inferences from small-scale studies reported in literature. In the future, we plan to add interactions inferred from small-scale studies through a controlled literature mining.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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