Analysis of Random Pulse Repetition Interval Radar
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Abstract—Random pulse repetition interval (PRI) waveform arouses great interests in the field of modern radars due to its ability to alleviate range and Doppler ambiguities as well as enhance electronic counter-countermeasures (ECCM) capabilities. Theoretical results pertaining to the statistical characteristics of ambiguity function (AF) are derived in this work, indicating that the range and Doppler ambiguities can be effectively suppressed by increasing the number of pulses and the range of PRI jitters. This provides an important guidance in terms of waveform design. As is well known, the significantly lifted sidelobe pedestal induced by PRI randomization will degrade the performance of weak target detection. Proceeding from that, we propose to employ orthogonal matching pursuit (OMP) to overcome this issue. Simulation results demonstrate that the OMP method can effectively lower the sidelobe pedestal of strong target and improve the performance of weak target estimation.

I. INTRODUCTION

The stable pulse repetition interval (PRI) is commonly used in pulse-Doppler radars for Doppler resolution improvement [1]. The uniformly spaced pulses are processed efficiently through the fast Fourier transform method. However, due to the periodic characteristics of the pulses, the stable PRI waveforms introduce range and Doppler ambiguities [2] and is regarded to have poor electronic counter-countermeasures (ECCM) capabilities [3].

Staggered PRI, PRI set and random PRI are three types of pulse intervals modulations evolved from stable PRI. Staggered PRI contributes to improving the Doppler unambiguous coverage [4], [5], and the PRI set can solve ambiguity through certain methods such as the Chinese Remainder Theorem [6], [7]. However, due to the repetitive character of the pulse intervals that still exists [5], these two methods do not lead to a moderate enhancement on ECCM capabilities. In contrast, random PRI is an effective technique to raise the capabilities of ECCM as well as range and Doppler ambiguities suppression [8].

In the case of the random PRI pulse train, the ambiguity function (AF) becomes a random variable and its statistical characteristics are thus usually concerned. Effects of PRI randomization on range and Doppler ambiguities suppression are in general studied through the AF or its expectation and variance [11], [9], [10]. However, the conclusions therein are merely illustrated through numerical experiments and rigorous theoretical analyzes are deficient. In this paper, we investigate the AF in an analytical manner and present some important properties on the expectation and standard deviation of AF. The analytical results reveal the intrinsic quality of AF in the random PRI case more precisely, which contribute to designing the waveform parameters of a random PRI radar.

Researches concerning the random PRI are still ongoing [5], [11], [12]. However, it seems that random PRI is not commonly used to control ambiguities [1]. One major reason might be the impact of the sidelobe pedestal caused by random PRI pulses. In situations where there exists multiple targets or heavy clutter background, weak targets may be concealed by the aliased sidelobe floor of the strong targets or clutter. In order to solve this problem, a signal processing method based on orthogonal matching pursuit (OMP) [13] is applied to eliminate the sidelobe pedestal. Another major drawback might be the large computation burden for processing the random PRI pulses [1]. This problem will become a minor issue with the development of computational capability.

The remainder of the paper is organized as follows. Section II provides the signal model. In Section III, the statistical characteristics of the AFs are analyzed. Section IV constructs the processing sketch for random PRI pulse train, where OMP is employed to eliminate the sidelobe pedestal. The simulation results are shown in Section V to verify the superiority and feasibility of random PRI and the OMP method. Section VI briefly concludes this paper.

II. SIGNAL MODEL

The transmitted signal with $M$ coherent pulses can be expressed as

$$y(t) = \sum_{m=0}^{M-1} s \left( t - \sum_{k=0}^{m} T_k \right),$$

(1)

where $T_0 = 0$ and $T_k, k = 1, 2, \ldots, M - 1$, denote the intervals between the $k$th and the $(k - 1)$th pulse, and the baseband envelope $s(t)$ is a rectangular pulse with pulse width $T_p$, i.e.,

$$s(t) = \begin{cases} 1, & 0 < t \leq T_p, \\ 0, & \text{else}. \end{cases}$$

(2)

For a random PRI radar, the pulse intervals $T_k, k = 1, 2, \ldots, M - 1$, vary randomly around a given value $T_r$. We define the jitter (or bias) between the starting time of the $n$th pulse and the referred time $nT_r$ as

$$\varepsilon_n = \sum_{k=0}^{n} T_k - nT_r, \ n = 1, 2, \ldots M - 1.$$  

(3)
Doppler domain, which turns into the sidelobe pedestal. Assuming that the jitters $\varepsilon_n$, $n = 1, 2, \ldots, M - 1$, are independent and identically distributed (i.i.d.) random variables which are subject to an uniform distribution $U(-\rho/2, \rho/2)$. In avoidance of the interlacing over the successive pulses, the range of jitters $\rho$ is limited to $\rho \leq T_r - 2T_p$. In the specific case that $\rho \rightarrow 0$, $T_k$ equals a constant $T_r$. The transmitted waveform then reduces to a stable PRI pulse train, i.e.,

$$x(t) = \sum_{m=0}^{M-1} s(t - mT_r).$$

(4)

AF delineates the responses of matched filters and is usually adopted to evaluate the range-Doppler estimation performance of a waveform. A general form of AF [2] is defined as

$$\Lambda_{uu}(\tau, f) = \int_{-\infty}^{+\infty} u(t)u^*(t - \tau)e^{-j2\pi ft}dt. \quad (5)$$

Fig. 1 compares the AFs of a stable PRI waveform $x(t)$ with a random PRI waveform $y(t)$. As shown in Fig. 11, grating lobes appear [14] at $\tau = pT_r$ and $f = q/T_r$, $p, q = \pm 1, \pm 2, \ldots, \pm (M - 1)$, in the AF of $x(t)$, which are range and Doppler ambiguities. For a random PRI pulse train, owing to the randomness of the pulse intervals, the grating lobes are lowered. However, the volume squeezed out of the grating lobes is spreaded over the two-dimensional delay-Doppler domain, which turns into the sidelobe pedestal.

III. STATISTICAL CHARACTERISTICS OF AF

The present section concerns the statistical characteristics of the AF corresponding to the random PRI waveform. It is a tedious work to directly manipulate the two-dimensional AF $|\Lambda_{yy}(\tau, f)|$, and notice that $|\Lambda_{yy}(\tau, f)| \leq |\Lambda_{yy}(\tau, 0)|$ always holds, hence the two main cross-sections are evaluated instead. To be specific, we focus on the depiction of the expectation and standard deviation of $|\Lambda_{yy}(\tau, 0)|$ and $|\Lambda_{yy}(0, 0)|$, which reflect the average level and fluctuation intensity of the sidelobes in two directions, respectively. Due to limited space, all the proofs are left to the subsequent journal paper.

A. AF versus Reference Delay

**Lemma 1:** $E[|\Lambda_{yy}(\tau, 0)|]$ is an even function with respect to $\tau$, i.e., $E[|\Lambda_{yy}(\tau, 0)|] = E[|\Lambda_{yy}(-\tau, 0)|]$.

**Lemma 2 (Local monotonicity):** $E[|\Lambda_{yy}(\tau, 0)|]$ is monotonically increasing on interval $(c_m, mT_r)$, and is monotonically decreasing on interval $(mT_r, c_m + 1)$, where $c_m$ is a constant within $((m-1)T_r, mT_r)$, $m = 1, 2, \ldots, M - 1$.

**Proposition 3 (Non-randomness of main lobe):** The main lobe of $|\Lambda_{yy}(\tau, 0)|$ does not vary randomly, i.e.,

$$|\Lambda_{yy}(\tau, 0)| = |\Lambda_{xx}(\tau, 0)|, 0 \leq \tau \leq T_p. \quad (6)$$

**Theorem 4 (Peaks of sidelobes):** The values of normalized AF $G(\tau) := E[|\Lambda_{yy}(\tau, 0)|]/|\Lambda_{yy}(0, 0)|$ at local maxima $\tau = pT_r, p = \pm 1, \pm 2, \ldots, \pm (M - 1)$, are given by

$$G(pT_r) = \begin{cases} \frac{M - |p|}{M} & \rho < T_p, \\ \frac{M - |p|}{M} \frac{T_r}{\rho - \rho^2} & \rho > T_p. \end{cases} \quad (7)$$

**Theorem 5 (Standard deviation of peaks):** The standard deviation of $|\Lambda_{yy}(pT_r, 0)|$ satisfies

$$\text{std} \left[ \frac{|\Lambda_{yy}(pT_r, 0)|}{|\Lambda_{yy}(0, 0)|} \right] \leq \frac{\sqrt{M - |p|}}{M} \sqrt{\frac{2T_p}{3\rho^2}}, \rho > T_p. \quad (8)$$

**Remarks.** For a stable PRI waveform, the grating lobes are located at $\tau = pT_r, p = \pm 1, \pm 2, \ldots, \pm (M - 1)$, with relative peak values $(M - |p|)/M$. Compared with the stable PRI case, the range ambiguities of random PRI are suppressed and the sidelobe pedestal is formed due to the dispersed volume of grating lobes based on Lemma 3 and Theorem 4. It is also known from Theorem 3 that the average range sidelobe level depends on the range of jitters $\rho$, and becomes lower with the increase of $\rho$. The variation of $|\Lambda_{yy}(pT_r, 0)|$ is subject to the number of the pulses $M$ as revealed by Theorem 5 and std $[|\Lambda_{yy}(pT_r, 0)|/|\Lambda_{yy}(0, 0)|] < 1/\sqrt{M}$ holds.

Theorems 4 and 5 are useful to guide the design of waveform parameters for random PRI to achieve the desired range sidelobe level. For instance, in order to achieve a normalized range sidelobe level lower than 0.25, $\rho = 5T_p$, and $M \geq 54$ can be chosen to ensure $G(pT_r) < 0.2$ and std $[|\Lambda_{yy}(pT_r, 0)|/|\Lambda_{yy}(0, 0)|] < 0.05$, which implies $G(pT_r) + \text{std} [|\Lambda_{yy}(pT_r, 0)|/|\Lambda_{yy}(0, 0)|] < 0.25$. Then the normalized range sidelobe level is less than 0.25 with a large probability.

B. AF versus Reference Doppler

The expectation of the normalized AF versus reference Doppler $B(f) := E[|\Lambda_{yy}(0, f)|]/|\Lambda_{yy}(0, 0)|$ can be expressed as

$$B(f) = \frac{\text{sinc}(\pi fT_p)}{M} \times \left[ M + 2 \sum_{p=1}^{M-1} \sum_{n=0}^{M-1} \cos(2\pi f(pT_r - \varepsilon_{n+p} + \varepsilon_n)) \right]^{\frac{1}{2}}. \quad (9)$$

The closed-form of (9) is hard to obtain; therefore, an upper bound $B_u(f) = E[|\Lambda_{yy}(0, f)|^2]^{1/2}/|\Lambda_{yy}(0, 0)|$ and a lower
bound $B_r(f) = |E[A_{yy}(0, f)]|/|A_{yy}(0, 0)|$ are derived to study the statistical characteristics of $|A_{yy}(0, f)|$.

**Theorem 6 (Upper and lower bound):** The upper and lower bound of $E [[A_{yy}(0, f)]/|A_{yy}(0, 0)|]$ are

$$B_u(f) = |\text{sinc}(\pi f T_r)| \times \left(1 + \frac{1}{M} \right) \sin^2(\pi \rho),$$

$$B_l(f) = \frac{|\text{sinc}(\pi f T_r)| \sin(\pi \rho)}{M} \times \sin^2(\pi f T_r).$$

**Theorem 7 (Peak of sidelobes):** Denote $\mathcal{E}$ as the set of all the nonzero local maxima for $B_u(f)$. Then, the maximum of $B_u(f)$ on $\mathcal{E}$ is constrained as

$$\max_{f \in \mathcal{E}} B_u(f) < \sqrt{\frac{1}{M + (1 - \frac{1}{M}) \sin^2(\pi \omega)}}$$

where

$$w = \min \left( w^*, \frac{(M - 1)\rho}{MT_r} \right),$$

and $w^*$ is the maximum for $\sin^2(\pi \omega)$ on interval $w \in (1, 2)$. **Theorem 8 (Standard deviation):** The standard deviation of $|A_{yy}(0, f)|/|A_{yy}(0, 0)|$ satisfies

$$\text{std} \left[ \frac{|A_{yy}(0, f)|}{|A_{yy}(0, 0)|} \right] \leq \sqrt{\frac{1 - \sin^2(\pi \rho)}{M} \sin(\pi f T_r)}.$$  

**Corollary 9 (Non-randomness of main lobe):** If $M$ is sufficiently large, then the main lobe of $|A_{yy}(0, f)|$ approximates to the counterpart of $|A_{xx}(0, f)|$

$$E \left[ \frac{|A_{yy}(0, f)|}{|A_{yy}(0, 0)|} \right] \approx \frac{|A_{xx}(0, f)|}{|A_{xx}(0, 0)|}, |f| < \frac{1}{MT_r},$$

$$\text{std} \left[ \frac{|A_{yy}(0, f)|}{|A_{yy}(0, 0)|} \right] \approx 0, |f| < \frac{1}{MT_r}.$$  

**Remarks:** Theorem 7 indicates that the amplitudes of Doppler sidelobes and grating lobes can be lowered by increasing the number of pulse $M$ and the range of $\rho$. Meanwhile, we can learn from Theorem 8 that the variation of $|A_{yy}(0, f)|$ decreases with increasing the number of pulses $M$ and satisfies $\text{std} |A_{yy}(0, f)|/|A_{yy}(0, 0)| \leq 1/\sqrt{M}$.

Theorems 7 and 8 can be applied to design the waveform parameters of random PRI to acquire the desired Doppler sidelobe level. For instance, if a normalized Doppler sidelobe level lower than 0.25 is required, then, $M = 256$ and $\rho \geq 0.85 T_r$ can be selected to ensure that the normalized standard deviation $\text{std} |A_{yy}(0, f)|/|A_{yy}(0, 0)|$ is less than 0.0625 and the maximum of $B_u(f)$ on $\mathcal{E}$ is lower than 0.18, such that it obeys $B_u(f) + \text{std} |A_{yy}(0, f)|/|A_{yy}(0, 0)| < 0.25$ for $|f| > 1/(MT_r)$. Hence the requirement of Doppler sidelobe level can be realized with a large probability.

IV. SIGNAL PROCESSING

Matched filtering is a key ingredient in conventional radar signal processing, where the signal-to-noise ratio (SNR) is maximized. For a random PRI waveform, the pulses should be aligned in range filtering and discrete Fourier transformation (DFT) is applied to Doppler filtering. Based on the output of matched filtering, the parameters of the targets can be obtained through peaks detection. The aforementioned DFT-based moving target detection method is noted as DFT-MTD.

Recall that the random PRI waveforms can effectively suppress the range and Doppler ambiguities and enhance ECCM capacities, which are the major predominances compared to the stable PRI waveforms. However, the sidelobe pedestal emerges due to the removed volume of grating lobes. The weak targets could be concealed by the aliased sidelobe floor of the strong targets or the heavy clutter if DFT-MTD is adopted for processing random PRI waveforms. In order to recover the echoes of weak targets, the impact of the strong targets and the heavy clutter should be removed. OMP [13] is an efficient compressed sensing algorithm, which successively detects targets and eliminates the corresponding echoes. A key step is to apply orthogonal projection filtering to thoroughly remove the returns from the detected target, which can also be found in [15, 16].

Assume that $\alpha_k$, $\tau_k$ and $f_k$ are the unknown amplitude, time delay, and Doppler frequency of the $k$th target, respectively. Sampled at a rate of $1/T_s$, the contaminated echo from $K$ targets is given by

$$z(nT_s) = \sum_{k=1}^{K} \alpha_k y(nT_s - \tau_k)e^{j2\pi f_k nT_s} + n_0(nT_s),$$

where $n_0$ is a complex Gaussian white noise with a variance of $\sigma^2$ and $N$ is the number of samples. The received samples can also be written in a form of matrix

$$z = Sa + n_0,$$

where $z = [z(0), z(T_s), ..., z((N-1)T_s)]^T$, $a = [\alpha_1, \alpha_2, ..., \alpha_K]^T$, $n_0 = [n_0(0), n_0(T_s), ..., n_0((N-1)T_s)]^T$, $S = [s(\tau_1, f_1), s(\tau_2, f_2), ..., s(\tau_K, f_K)]$, and $s(\tau_k, f_k) = [y(\tau_k - \tau_k), y(T_s - \tau_k)e^{j2\pi f_k T_s}, ..., y((N-1)T_s - \tau_k)e^{j2\pi f_k (N-1)T_s}]^T, k = 1, 2, ..., K$.

The detailed signal processing method is shown in Table I where the number of the targets can be estimated according to references [17]–[19]. Compared with the DFT-MTD method, the simultaneous detection and parameters estimation for all targets is avoided. Instead, a series of detections and parameters estimations are performed, each of which corresponds to a designated target. Consequently, the weak target detection problem is solved.

V. NUMERICAL SIMULATIONS

A. Statistical Characteristics of AF

In this subsection, we present the impact of random jitters on the statical characteristics of AFs through numerical
TABLE I
SIGNAL PROCESSING PROCEDURES [13]

1) k = 1, \( z^{(0)} = z \).
2) Apply matched filtering to data \( z^{(k-1)} \), then the estimated parameters of the \( k \)th target \( \{\hat{\tau}_k, \hat{f}_k\} \) are obtained through peak detection, i.e.,
\[
\{\hat{\tau}_k, \hat{f}_k\} = \arg \max_{\{\tau_k, f_k\}} |(s^H(\tau_k, f_k)z^{(k-1)})|,
\]
where \((\cdot)^H\) denotes the conjugate transpose operation.
3) Reconstruct the steering vector of the \( k \)th detected target as \( s(\hat{\tau}_k, \hat{f}_k) \).
The orthogonal projection matrix is updated
\[
P_A^k = I - A(A^H A)^{-1} A^H,
\]
where \( A = [s(\hat{\tau}_1, \hat{f}_1), s(\hat{\tau}_2, \hat{f}_2), ..., s(\hat{\tau}_k, \hat{f}_k)] \).
4) Apply orthogonal projection filtering to data \( z \)
\[
z^{(k)} = P_A^k z.
\]
5) \( k = k+1 \). If \( k \) exceeds the num of the targets, the signal is terminated, otherwise return to 2).

TABLE II
RADAR WAVEFORM PARAMETERS

| Parameter                        | Value        |
|----------------------------------|--------------|
| Carrier Frequency / \( f_o \)    | 10GHz        |
| Pulse Number / \( M \)           | 32           |
| Pulse Width / \( T_p \)          | 1us          |
| PRI / \( T_r \)                  | 50us         |
| Sampling Frequency / \( F_s \)   | 1MHz         |

The parameters are displayed in Table II. Fig. 2 and Fig. 3 illustrate the expectations of \( |\Lambda_{yy}(\tau, 0)| \) and \( |\Lambda_{yy}(0, f)| \) for different ranges of random jitters, respectively. The calculations of expectations are provided by computer simulation of 2000 independent Monte Carlo (MC) trials.

Fig. 2 shows the MC-based results of the normalized AF versus reference time delay \( G(\tau) \) and the theoretical values of (7). It can be observed that a small \( \rho \) leads to an effective suppression of range grating lobes. Apart from that, the effect of random PRI on range ambiguities suppression is better with a larger range of jitters \( \rho \). When \( \rho \) approaches \( T_r \), the volume of the grating lobes is spreaded over almost everywhere in the delay domain. All the aforementioned results are in good agreement with the conclusions in Lemma 2 and Theorem 4.

The normalized AF versus reference Doppler \( B(f) \) and its upper and lower bounds are shown in Fig. 3. We notice that the upper and lower bounds proposed in Section III-B are useful. It can be seen from Fig. 3 that the Doppler grating lobes of random PRI are lower than the counterparts of stable PRI, and they can be significantly suppressed with a large \( \rho \). However, the effect of small range of jitters \( \rho \) is unapparent. We note that levels of grating lobes depend on the number of pulses \( M \) as well.

As observed from Figs. 2 and 3 for the case that \( M = 32 \), in order to obtain a satisfactory suppression (lower than \(-5\)dB) of range and Doppler ambiguities simultaneously, a large \( \rho \) (e.g., \( \rho = 0.9T_r \)) can be adopted in random PRI waveform designing.

B. Weak Target Recovery

In this subsection, MC simulations are employed to evaluate the performance of the OMP method on weak target signal recovery, and we also involve DFT-MTD for comparison. Consider a random PRI pulse train consisting of \( M = 256 \) pulses. The range of random jitters \( \rho = 0.8T_r \) and the rest parameters are identical to Table II.

Suppose that the received signal is composed of a strong target (\( T_1 \)) and a weak target (\( T_2 \)). The ranges and Doppler
contrary, however, the performance of DFT-MTD gradually fades as the power of $T_1$ gets larger, and it almost fails to recover the weak target $T_2$ when SNR$_1$ is 16 dB higher than SNR$_2$, since the sidelobe pedestal of $T_1$ is not eliminated by DFT-MTD when $T_2$ is concealed in it.

VI. CONCLUSION

In this paper, we analyzed the statistical characteristics of the AF of random PRI waveforms. Effects of ambiguity suppression were analyzed through theoretical derivation and illustrated by simulations. The theoretical results of the expectation and standard deviation of the AFs were crucial for the waveform design. OMP method was applied to deal with the problem that the weak targets might be submerged in the high pedestal of the strong target/clutter. Simulation results verified the feasibility of the OMP method.
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