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Abstract—Learning from demonstration (LfD) is a powerful learning method to enable a robot to infer how to perform a task given one or more human demonstrations of the desired task. By learning from end-user demonstration rather than requiring that a domain expert manually programming each skill, robots can more readily be applied to a wider range of real-world applications. Writing robots, as one application of LfD, has become a challenging research topic due to the complexity of human handwriting trajectories. In this paper, we introduce a generalized handwriting-learning system for a physical robot to learn from examples of humans’ handwriting to draw alphanumerical characters. Our robotic system is able to rewrite letters imitating the way human demonstrators write and create new letters in a similar writing style. For this system, we develop an augmented dynamic movement primitive (DMP) algorithm, DMP*, which strengthens the robustness and generalization ability of our robotic system.

I. INTRODUCTION

Handwriting-learning robot has become a significant research topic recent years, due to its wild range of usage in various areas [2][14][4][5]. Specifically, robots with the ability to imitate human handwriting trajectories are mostly used in child handwriting education [2][15], where robots serve as both teachers and learners [21]. In such ‘learning from teaching’ [15] scene, the robots could firstly teach children a handwriting criterion and then imitate children’s demonstrations, which in return better helps the children to learn to write. In other fields of application, these robots are of vital significance in handwriting rehabilitation process, which requires exact finger-hand-arm coordination. Also, such robots could serve as a perfect test bed for handwriting bio-mechanic study [14].

The state-of-art robotic handwriting learning system is composed of movement capture system, learning algorithm and physical robots. The movement capture system could record whole trajectories of human demonstrations, which are then input to the learning algorithm. Then, physical handwriting robots implement the learned trajectories to write. Undoubtedly, to get better accuracy and the efficiency of the handwriting robots, powerful learning algorithm is required. However, learning human handwriting trajectories is quite a challenging task. For instance, the method we use to collect data should be accurate so as not to mislead the learning results, and more importantly, the algorithm we use should be adaptable to arbitrary shape and scale of the trajectories.

Many methods have been applied to deal with the robotic handwriting-learning problem. Gaussian Mixture Models (GMM) [6] can describe the handwriting as a nonlinear time-invariant dynamical system and generalize over different start and end points of the trajectory. Williams et al. [19] used Hidden Markov Models (HMM) to learn locally consistent demonstrations and extended it to multiple modes of writing a same letter. Inverse optimal control (IOC) [21][10] extracts implicit cost representations which are transferable for robots to develop control commands in various contexts.

Comparing to the methods mentioned above, Dynamic Movement Primitives (DMPs) [3] serves as a more universal way in handwriting-learning problem for its flexibility and high efficiency in trajectory imitation problem[9]. A standard DMPs uses a spring-damper system combined with a forcing function to be learned to match the movement trajectory. Previous work [8] has shown that the use of such spring-damper system could enhance the stability and robustness of the generated motion.

Hence, in this paper, we build our learning system based on DMPs algorithm to learn and reconstruct the movement trajectories of the whole handwriting process. To overcome some drawbacks of DMPs [1] and generalization ability and...
accuracy, we propose a modified version of DMPs: DMP*. DMP* is based on the optimal solutions in our study on the influence of Gaussian kernel shape and number. The implementation of DMP* algorithm is available at [https://github.com/jingwuOUO/dmp_writing](https://github.com/jingwuOUO/dmp_writing).

There are three main contributions in our research.

1) We study how kernel shape and number influence learning performance and present a generalized, better way to solve the handwriting learning problem.

2) We apply our algorithm to learn segmented handwriting strokes and create new letters of similar writing style.

3) From collecting human writing data to utilizing real robot to reproduce the trajectory, our system forms a completed chain for robot to learn from human and write in real world, which is a meaningful application.

We have introduced robotic handwriting-learning problem and the main ideas of our system in section II, Section III show the preliminaries of DMP algorithm and related work. In section III we discuss our modifications of original formalism for DMPs algorithm and how these changes contribute to the improved performance. In section IV we introduce the architecture of our hardware system and show our experiment results of creating new letters based on our new DMPs algorithm. Section V is our final conclusion.

### II. Preliminaries

#### A. Dynamic Movement Primitives

DMPs are a particular kind of dynamical formulation that can biologically imitate movement primitives of arbitrary shape in natural world by combining a spring-damper system and a forcing function together. DMPs has been widely applied in learning from demonstration problems, like table tennis [12] [7], object grasping [18], and handwriting [8]. Based on Ijspeert’s [3] and Schaal’s [17] previous work, the formulation of DMP is presented in Equations [1][4].

\[
\dot{y} = \alpha_z(\beta_z(g - y) - \dot{y}) + (g - y_0)f \\
f = \sum_{i=1}^{N} \Psi_x w_i \\
\dot{x} = -\alpha_x x \\
\Psi_x = \exp(-h_i(x - c_i)^2)
\]

In Equation [1] \(\alpha_z(\beta_z(g - y) - \dot{y})\) denotes the spring-damper system, where \(\alpha, \beta, g\) are positive constants, \(g\) is goal position, \(y\) and \(\dot{y}\) are current position and velocity. \((g - y_0)f\) is the non-linear function used to fit the acceleration \(\ddot{y}\), where \(y_0\) is the initial position. Equations [2][4] show the composition of non-linear function \(f\), which consists of weighted average of Gaussian kernels and a exponential decay factor \(x\). In these equations, \(\alpha_x\) is positive constant, \(h_i \in \{h_i| i \in \{1,2,\ldots,N\}\}\) denotes the shape of Gaussian kernel \(\Psi_i \in \{\Psi_i| i \in \{1,2,\ldots,N\}\}\), and \(\omega_i \in \{\omega_i| i \in \{1,2,\ldots,N\}\}\) are the learnable weights, which are determined by Locally Weighted Regression (LWR) to minimize the overall error:

\[
\omega_i = \frac{x^T \Psi_x f}{x^T \Psi_x x}
\]

According to Algorithm 1, we first calculate all the \(x\) in Equation [5] and \(f\) the non-linear part based on the input state \(y, \dot{y}\) and \(\ddot{y}\). Then we can get all the \(\omega\) learned from the demonstration input by Locally Weighted Regression. At last we can use the Euler’s equation to deduce all the \(y, \dot{y}\) and \(\ddot{y}\) with start state (start velocity and position), end position given and \(\omega\) learned from previous processes.

#### B. Modifications to Original DMPs

In previous studies [9] [1], simply applying the original formulations of DMPs to trajectory learning problem will not achieve good performance because of the complexity of the trajectory and the uncertainty of the relative position of start point and end point. To achieve better performance, many research papers present novel modifications on the original formulation of DMPs. Kulvicius et al. [8] used a joining version of DMPs to segment the handwriting letters and create the separate parts of letters. They also applied sigmoidal decay function instead of exponential decay function in the forcing function. Wang et al. [16] used a truncated version of DMPs (cutting both sides of Gaussian kernel) to achieve single letter imitation. Based on such truncated model, Wu et al. [20] used linear decay system in the forcing function to reduce the kernels needed to calculate the trajectory.

Although the methods could replicate the demonstrated trajectories in some cases, there is significant room to improve based on these prior approaches: First, these methods only proposed their models with certain fixed hyperparameters, like Gaussian kernel numbers and the width of each kernel, without study further about the most suitable choices of such hyperparameters. Secondly, in cases when the position of desired ending point are quite different from demonstrations [1], these method may fail to create trajectories of similar shape, which is a basic requirement.
in learning from demonstration problems. To solve these two problems, we firstly study further into the influence of kernel shape and number based on previous research [20]. Then we try to enhance the robustness of the algorithm and propose a new formulation, DMP*, algorithm to overcome the drawbacks of previous methods.

III. METHOD

In this section, we describe the changes we make to the original DMP algorithm in formulating our improved, DMP*, method. In particular, we describe how and why we augment the DMP kernel shape and quantity (Section III-A). Next, we describe how we enable DMP* to be robust to changing the goal position for the motion (Section III-B). Finally, we show how we can naturally provide stroke augmentation to changing the goal position for the motion (Section III-C).

Pseudocode for DMP* is provided in Algorithm 2. An overview of our training pipeline is shown in Figure 3, which we describe further in Section IV.

**Algorithm 2 DMP* Algorithm**

```
1: Input: {θ_d = [θ_t, θ_i], t ∈ {1, ..., T_final}, d ∈ {x, y, z}}
2: Set kernel number i = \frac{N}{T_0}, α_z and β_z
3: for all degree of freedoms d do
4: for each parameter ω_i do
5: Set all the constants h_i, c_i
6: Set g = θ_final and y_0 = θ_0
7: Calculate x_t by integrating \dot{x} = -α_x x for all t
8: Calculate f by \ddot{y} = α_z(β_z(g - y) - \dot{y}) - α_zβ_z(g - y_0)x + \alpha_zβ_z f for all t
9: Calculate \Psi_z by Eq. (10) for all t
10: Calculate ω_i by \omega_i = \frac{\Psi_z f}{x^T \Psi_z x}
11: end for
12: end for
13: return \hat{y}_t = \alpha_z(β_z(g - y_{t-1}) - \dot{y}_{t-1}) - \alpha_zβ_z(g - y_0)x + \alpha_zβ_z f, \hat{y}_t = y_{t-1} + \dot{y}_{t-1} dt and y_t = y_{t-1} + \hat{y}_{t-1} dt for all t
```

**Fig. 2:** This figure depicts different kernel types for the DMP forcing function f. From left to right, the four kinds of kernel represent Full Gaussian kernel in (a), truncated Gaussian Kernel without overlapping but covers the full space in (b), truncated Gaussian Kernel without full space covered in (c), truncated Gaussian Kernel with overlapping part in (d).

**Fig. 3:** This figure depicts the architecture of our robotic handwriting learning system.

A. Changing the Kernel Shape and Number

In this section, we further study the influence of different types of truncated kernel shape [20] and the suitable number of kernels to learn a trajectory of certain sample points. We will leverage the insights we glean from this kernel exploration to propose a generalized formulation of DMPs to learn handwriting trajectories.

**a) The influence of kernel shape:** Typically, truncated Gaussian kernels [16][20], could be described as:

\[ \Psi_i = \begin{cases} \exp(-\frac{h_i}{2}(x - c_i)^2), & \text{if } x - c_i \leq \theta_i \\ 0, & \text{otherwise} \end{cases} \]  

(6)

where c_i, h_i, θ_i are fixed based on a certain kernel number[16]. Though this type of kernel has been proved to be able to enhance the accuracy of DMPs in [16], the research is lack of sufficient analysis of the influence of kernel width, i.e. the shape of truncated kernels.

In this section, we will study further about this point. As is shown in Figure 2 there are three types of kernel width setting compared with original Gaussian kernels Figure 2a.

**In Figure 2B** the adjacent kernels are concatenated without overlapping. The second case is shown in Figure 2c, where the adjacent kernels are not concatenated. The third case is that the kernels are concatenated and adjacent kernels are overlapped, as is shown in Figure 2d.
As shown in Figure 5, we find that DMPs perform best with baseline, we take letter 'a' studied in Figure 4 as an example. To show the imitation performance of different kernel kernels. In other words, for a given state \( (y_t, \dot{y}_t) \) from a trajectory for training a DMP, the learned behavior for that state is influenced by multiple kernels, which means each kernel is involved in the optimization of several states. Thus it is hard to calculate the weights of each kernel to minimize overall loss. Thus, using a truncated formulation of Gaussian kernel will make each kernel more 'independent' and less impacted by adjacent kernels, enabling simpler and more feasible optimization of overall weights. When kernels are separated (i.e., not concatenated to adjacent kernels), the performance is much worse than other three cases, since there are many places where \( \Psi_i = 0 \), which leads to 0 weights in these places. However, the use of our method is limited to use in learning relatively little data, due to the bias introduced by less complex truncated models. So we have to increase the kernel number to eliminate the bias. In the next part, we will find out the least number of kernels for certain sample points to get satisfying performance.

\( b) \) **The influence of the number of kernels, \( N \):** In previous work [8], researchers acknowledged that the larger the kernel number \( N \), the more subtle and accurate the imitating trajectory could be. However, few research studied the influence of larger range of kernel numbers and generalized the connection between the number of sample points in demonstrations and kernel number to acquire relatively good performance.

To address this gap in prior literature, we explore the influence kernel numbers have on euclidean errors. Firstly we fix the kernel width to \( 1/N \), then we apply DMPs of different kernels to five letters: 'a', 'B', 'D', 'e', 'M'. The results are shown in Figure 6. In Figure 6, the error drops as the kernel number increases from zero to \( 1/10^h \) of the total sample points.

From the results above, we find that when we increase the kernel number to \( 1/10^h \) of the point number, the per-
the final goal position changes. First, if goal, \( g \), original DMPs and our DMP*, some problems occur when it can be called “Goal-Changing Situation”. While using both the situation where the end point is changing, which is denoted by the DMP* versus the original DMP in for a single DoF when changing the goal position for the intended trajectory.

To solve this problem, Peter et al. [13] proposed the following function in substitution of Equation (8):

\[
\ddot{y} = \alpha_z (\beta_z (g - y) - \dot{y}) + (g - y_0) f
\]

\[
\dot{x} = -x/T
\]

\[
\Psi_x = \begin{cases} 
\exp(-\frac{h_i}{2} (x - c_i)^2), & \text{if } x - c_i \leq 1/2N \\
0, & \text{otherwise}
\end{cases}
\]

B. Goal-Changing in DMPs

Though our newly-generalized formulation may work well in cases where start state and end state are same as demonstration, it may not be useful when such states are changing [1]. That’s to say, if we fix the start point, we have to deal with the situation where the end point is changing, which can be called “Goal-Changing Situation”. While using both original DMPs and our DMP*, some problems occur when the final goal position changes: First, if goal, \( g \), is equal to the start location, \( f \), the non-linear term will always be zero. Thus, the system will stay at \( x_0 \) all the time. Secondly, if \( g \) is close \( x_0 \), a small change in \( g \) will cause huge accelerations, which can break the limits of robot.
Fig. 9: This figure provides a comparison of training examples in red to the recreation by our algorithm, DMP*, in blue.

Fig. 10: This figure provides a performance comparison of our DMP* algorithm and the original DMP algorithm to changing the goal location for letter writing. Demonstrated examples of 'D' are shown in red. The corresponding character generated by DMP* is shown immediately to the right, consisting of the first stroke in blue and the second stroke in orange. For DMP*, we vary the goal position to show that we can change a 'D' into a 'P' seamlessly, with similar writing style.

The performance of our DMP* exceeds the original DMP as shown in Figure 7 and Figure 8. When the goal position changes 0.01 meters in Figure 7, the position and velocity computed by our DMP* in 1DoF is robust to maintain the same shape as ground truth while the original DMP has relative large error. When the goal position changes 0.1 meter in 2DoF in Figure 8, it is clearly that trajectory calculated by our DMP* still maintain highly similar shape with only changed tail at the end but the original DMP trajectory has large jumps in $x$ direction, which resulted the letter mirrored with ground truth.

C. Stroke Segmentation

We employed the difference method [11] to perform stroke segmentation. The trajectory information given by our motion capture equipment is the 3D position of points in the form of $(x,y,z)$ sequenced by time. We invited 15 people to write on the plane and collect the moving trajectory of the sensor attached to finger. Therefore, the $z$ position of those trajectory points are equal when writing continuously. If there is a new stroke, the human will lift up the pen and there should be an acceleration, velocity and position increase along the $z$ direction. For example, when we are writing the letter ‘D’, there will be a lift up between we finished the first stroke and started the second stroke.

The segmentation criterion according to Equation 12 is when the moving velocity along $z$ direction exceeds some threshold $\theta$, the demonstrator is thought to end this stroke and to start another stroke. Equation 13 governs when the $z$ position of the trajectory is far away from the writing plane. By combining Equations 12-13, we can determine whether the stroke has finished. Empirically, we find that the difference method [11] augmented for stroke segmentation in handwriting tasks works efficiently on our data set.

\[
\frac{dz}{dt} > \theta \tag{12}
\]

\[
|z - \mu_z| < \sigma \tag{13}
\]

IV. EXPERIMENTAL EVALUATION

In this section, we introduce how we built the handwriting system, and show the performance of this system.

A. System Architecture

As shown in Figure 3, our robot handwriting learning system is consisted with a motion capture system, a master computer for processing the collected data and sending out the processed data to the Fetch robot through ROS, marker pens for writing and A4 size papers. The platform we use to collect data is a motion capture equipment functioned by laser emitters and sensors with accuracy achieving to at least $10^{-3}$ meter. The equipment can provide us with ‘target trajectory’ from human teacher. We test on DMP* algorithm in different situations and for different writing styles.

B. Letter generation based on DMP*

Firstly we apply our DMP* algorithm to letter recreation based on different letters. In Figure 9, we collect human handwriting trajectories of four letters: 'a', 'b', 'e', 'm.' which are shown in red. By using DMP*, we successfully reproduce the letters in nearly identical shapes, which are shown in blue trajectories in Figure 9.

Having shown the accuracy of our DMP* in reproducing a single-stroke letter, such as 'a', we now apply DMP* to more complicated, multi-stroke letters, which we generate.
by combining sub-skills to perform a more complex writing task. Due to the robustness of the DMP* algorithm, the robot can change the ending position as it desired and still preserve the original writing style. Then the robot can combine two changed strokes and create a new letter with similar strokes learned from previous letter. Obviously, the newly created letter has had similar writing style as the demonstration letter.

In our experiment, we segment letter ‘D’ into two strokes, one of which is a straight line and the other is a curve line. Then we apply DMP* to learn these two trajectories and create letter ‘P’ of similar writing style through two strokes. The results are shown in the Figure 10. Lastly, we use the Fetch robot to reproduce the learned trajectory, which is shown in the first image Figure 1 in our paper.

V. DISCUSSION

The results shown in Section IV prove the high accuracy and the robustness of our robotic handwriting system. Our handwriting-learning system provides a generalized and practical way to learn trajectories of arbitrary shape, arbitrary scale, arbitrary strokes and with arbitrary starting and ending positions. From the demonstrations, we can not only reproduce handwriting trajectories of identical shape, but also transfer the writing style to create other trajectories. Also, our proposed DMP* serves as a more accurate method to imitate trajectories, comparing to state-of-art DMPs, and could be applied as a general way to solve learning from demonstration problems.

VI. CONCLUSION

In this paper, we proposed a generalized handwriting learning system from demonstrator data collection to trajectory reproduction. Experimental results have shown that our DMP* algorithm outperforms original DMPs algorithm with better accuracy and style transfer ability. These identities enable our robot to achieve multiple tasks with few shots learning, making it more applicable in the real world application.

In the future, we will test the performance of more complex trajectories on our robotic handwriting-learning system. Also, we would further improve our DMP* algorithm and apply it to more learning from demonstration scenes.
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