Black-box optimization for integer-variable problems using Ising machines and factorization machines
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ABSTRACT

Black-box optimization has potential in numerous applications such as hyperparameter optimization in machine learning and optimization in design of experiments. Ising machines are useful for binary optimization problems because variables can be represented by a single binary variable of Ising machines. However, conventional approaches using an Ising machine cannot handle black-box optimization problems with non-binary values. To overcome this limitation, we propose an approach for integer-variable black-box optimization problems by using Ising/annealing machines and factorization machines in cooperation with three different integer-encoding methods. The performance of our approach is numerically evaluated with different encoding methods using a simple problem of calculating the energy of the hydrogen molecule in the most stable state. The proposed approach can calculate the energy using any of the integer-encoding methods. However, one-hot encoding is useful for problems with a small size.
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I. INTRODUCTION

Many recent studies have investigated Ising and annealing machines [1]–[13]. These machines are utilized to search for low energy solutions of Ising problems and quadratic unconstrained binary optimization (QUBO) problems [14]–[16]. These efforts have expanded the scope and application of Ising machines to real-world problems because Ising and QUBO problems cover a wide range of combinatorial optimization problems [17]–[23].

A drawback of Ising machines is that they cannot represent combinatorial optimization problems with cost functions of binary variables. To apply Ising machines, the cost function of binary variables must be manually constructed from the problem settings of the combinatorial optimization problem. This process can be difficult. It is impossible to construct cost functions for black-box optimization problems since the analytical form of the black-box function is unknown.

Black-box optimization problems include important problems such as the optimization of hyperparameters in deep neural networks [24] and automated material discovery based on existing data about the properties of materials [25]–[27]. Conventional approaches using Ising machines cannot handle such black-box optimization problems.

A Factorization Machine with Quantum Annealing (FMQA) is a prospective approach for black-box optimization problems using Ising machines [28]. FMQA is classified as a type of surrogate modeling, in which a black-box function is approximated by a tractable model called a surrogate model [29], [30]. By obtaining low-cost solutions of the surrogate model instead of the black-box function, the black-box optimization problem can be solved. However, finding optimal solutions in the surrogate model is a difficult task.
when the black-box optimization treats a vast exploration space. To allow Ising machines to handle this optimization task, FMQA uses a Factorization Machine (FM) [31] with binary variables as a surrogate model. Since the model equation of FM with binary variables takes the QUBO form, Ising machines can be employed to obtain low-cost solutions of the surrogate model. Kitai et al. reported that FMQA discovered a radiator with a wavelength selectivity higher than previously designed ones [28]. In subsequent studies, FMQA evolved into a black-box optimization method based on a quantum circuit model [32]. Additionally, other methods for black-box optimization problems with binary variables using Ising machines have been developed [33], [34].

Herein we expand the application range of FMQA. Previous studies dealt with problems in which each variable of the black-box function takes two values. In this situation, a variable can be represented by a single binary variable of Ising machines. However, a more general black-box function accepts variables with values more than two. Hereafter, general problems are referred to as integer-variable black-box optimization problems. Typically, integer variables are represented by encoding methods with binary variables (e.g., binary encoding, one-hot encoding, and domain-wall encoding), where multiple binary variables of an Ising machine are assigned to a single integer variable [16], [35]–[37].

This paper reveals the properties of different encoding methods in the context of FMQA. Schematic picture of our method is shown in Fig. 1. Encoding methods are integrated into FMQA, and their performances are evaluated for a simple problem. In Ref. [28], quantum annealing (QA) is used to obtain low-cost solutions of the surrogate model. By contrast, the conventional simulated annealing (SA) method is used instead of QA because SA is unaffected by the noise of actual hardware devices. To exclude unknown effects of noise and to clarify the properties of integer-encoding methods, herein we adopt SA, whose nature is studied well. We refer to the method where the annealer in FMQA is not restricted to QA as Factorization Machine with Annealing (FMA). It should be noted that Ising machines can be applied to continuous black-box optimization problems using the encoding method developed in Ref. [38]. Thus, combining our method with the above one, it is possible to apply FMA to both discrete and continuous black-box optimization problems.

The rest of this paper is organized as follows. Section II provides a brief review of FM. Section III proposes our optimization approach for integer-variable black-box optimization problems based on FMA. Section IV describes the encoding methods used in this paper. Section V details the numerical experiments to investigate the properties of the proposed approach, and the results are shown in Sec. VI. Finally, Sec. VII concludes this paper.

II. FMs

FMs are machine learning models that combine a support vector machine and a factorization model [31]. Unlike a support vector machine, FM can achieve a high performance even for sparse data due to the dependent interaction coefficients in the model equation.

The model equation of FM for two degrees is defined as

$$y(\mathbf{x}; \theta) = c + \sum_{i=1}^{N} q_i x_i + \sum_{i<j}^{N} \langle \mathbf{v}_i, \mathbf{v}_j \rangle x_i x_j. \quad (1)$$

Here, $\mathbf{x} \equiv (x_1, \ldots, x_N)$ denotes the explanatory variables. This paper considers only FM with binary variables, $x \in \{0,1\}^N$. The parameters $c \in \mathbb{R}$, $q_i \in \mathbb{R}$ ($i = 1, \ldots, N$), and $\mathbf{v}_i \in \mathbb{R}^k$ ($i = 1, \ldots, N$) are model parameters to be trained. The list of all the model parameters is denoted by $\theta$. The symbol $\langle \cdot, \cdot \rangle$ denotes the inner product. The integer $k$ controls the expression ability of the model. The inner product $\langle \mathbf{v}_i, \mathbf{v}_j \rangle$ can express any second-order coefficient matrix in the limit of large $k$. However, when less training data is available, FM with a small $k$ performs well because overfitting is suppressed. Hereafter, the parameter $k$ is referred to as the rank of FM. The summation of the second-order term is taken over all the possible pairs of $(i, j)$ that satisfy $1 \leq i < j \leq N$.

The model equation with binary variables takes the QUBO form. Let $Q = (Q_{i,j})$ be an $N \times N$ matrix defined as

$$Q_{i,j} \equiv \begin{cases} q_i & (i = j), \\ \langle \mathbf{v}_i, \mathbf{v}_j \rangle & \text{otherwise}. \end{cases} \quad (2)$$

The model equation in Eq. (1) can be rewritten using $Q$ as

$$y(\mathbf{x}; \theta) = c + \sum_{i,j=1}^{N} Q_{i,j} x_i x_j. \quad (3)$$

Here, the diagonal elements correspond to the linear term in Eq. (1) since $Q_{i,i}(x_i)^2 = q_i x_i$. Therefore, the model equation with binary variables takes the QUBO form in Eq. (3).
III. PROPOSED APPROACH

Here, we propose an optimization approach for integer-variable black-box optimization problems based on FMA. Fig. 1 shows the flow diagram of our approach. The proposed approach is composed of four phases: the evaluation phase, training phase, sampling phase, and conversion phase. By iterating the sequence of the four phases, the target black-box function is approximated as a QUBO model. The optimal solution of the target black-box function is determined by finding the low-energy state of the QUBO model.

In the training phase, FM is trained using the obtained samples. In the first iteration, arbitrary samples of a pair of bit sequence expressing the integer explanatory variables and corresponding cost must be prepared. An encoding method, which is explained in the next section, is used to convert integers into binary variables. A model optimizer finds the parameters in FM to minimize the mean-squared error between the values of the model equation and the costs of the samples. Common optimizers include the momentum method [39] and the Adams method [40]. Beginning in the second iteration, the model is updated using all the samples obtained at that point.

In the sampling phase, new samples are generated from the trained FM. To extract information of the low-cost regime of the black-box function, samples are generated with low values of the model equation of FM. Since the model equation of FM is exactly in the QUBO form, an annealer can generate low-value states of the trained FM model.

In the conversion phase, samples of bit sequences are converted into integers. First, infeasible samples are removed. An annealing machine such as SA can output invalid samples. For instance, in the cases of one-hot encoding or domain-wall encoding, samples may violate the constraints for the encoding methods. Additionally, even if the samples satisfy the constraints, they may not be suitable for the black-box function. Such a situation occurs when calculating the ground-state energy of hydrogen molecule (Sec. V-A). Then, valid samples are converted into integers via an integer decoder (Sec. IV).

In the evaluation phase, a black-box function is invoked to evaluate the actual costs for the samples generated in the sampling phase. The obtained pairs of the samples and corresponding values of the cost function are appended to the sample set. The above sequence is iterated a certain number of times. After the end of the iteration, the best sample in the set is outputted.

IV. INTEGER-ENCODING METHODS

Here, the conversion of a bit sequence into an integer is considered using three different encoding methods: binary encoding, one-hot encoding, and domain-wall encoding. Tables 1–3 show examples of integer encoding from −2 through 1 using the different methods. In the following, the equations that convert a given bit sequence into an integer are explained and the cost functions in the QUBO form, which are passed to an annealing machine, are shown for each encoding method.

### A. BINARY ENCODING

Binary encoding is a basic encoding method to represent integers. A signed integer $n$ can be expressed by a bit sequence $x = (x_0, \ldots, x_{d-1})$, where $d$ is the length of the bit sequence, as

$$n = x_0 + 2x_1 + \cdots + 2^{d-2}x_{d-2} - 2^{d-1}x_{d-1}. \quad (4)$$

The variable $n$ can inclusively take any integer from $-2^{d-1}$ through $2^{d-1} - 1$. Here, consider a QUBO model for a black-box function with $L$ integer-valued variables, $n^{(1)}, \ldots, n^{(L)}$. The Hamiltonian of the QUBO model based on binary encoding is given as

$$H = \sum_{l,m=1}^{L} \sum_{i,j=0}^{d-1} Q_{i,j}^{l,m} x_i^{(l)} x_j^{(m)} = H_{\text{FM}}, \quad (5)$$

where the variable $x_i^{(l)}$ denotes the $i$-th bit to represent the $l$-th variable $n^{(l)}$. The summation for $i$ and $j$ is taken over all the possible pairs of $(i, j)$ satisfying $0 \leq i \leq j \leq d - 1$. Throughout this paper, the constant term of the Hamiltonian is omitted because it is irrelevant for our proposed approach.

The Hamiltonian $H_{\text{FM}}$ is constructed by training FM. The model parameters for the quadratic term in FM and the model parameters for the linear term correspond to the off-diagonal elements of $Q = (Q_{i,j}^{l,m})$ and the diagonal elements, respectively. To normalize the energy scale of the model in Eq. (5), the original matrix $Q$ is multiplied by a normalization factor $1 / \max | Q_{i,j}^{l,m} |$. Hereafter, the normalized matrix $Q$ is used for the cost function.

### B. ONE-HOT ENCODING

One-hot encoding is another famous method. In this method, an integer is represented by the position of only an active bit. An integer is represented by a bit sequence as

$$n = n_0 + \sum_{i=0}^{d-1} ix_i, \quad (6)$$

under a constraint such that

$$\sum_{i=0}^{d-1} x_i = 1. \quad (7)$$

The parameter $n_0$ in Eq. (6) is an integer, which shifts the range of integers represented by one-hot encoding. The variable $n$ in Eq. (6) can take any integer from $n_0$ through $n_0 + d - 1$. The bit sequence with $d$ bits can represent $d$
integers, which is much smaller than binary encoding. In the binary-encoding method, a $d$-bit sequence can represent $2^d$ integers. Although this may appear to be a drawback, one-hot encoding has an advantage in the context of FMA, as shown later.

The QUBO model in the one-hot FMA consists of two terms: one for FM and another for the one-hot constraint term given by Eq. (7). The model is given as

$$H = H_{FM} + pC_{oh}\left(\{x^{(l)}\}_{l=1}^{L}\right),$$

(8)

where $H_{FM}$ is the same as that in Eq. (5), except that the variables $x^{(l)}_i$ represent binary variables for an $l$-th integer variable in the one-hot encoding given by Eq. (6). The constraint term is necessary to avoid generating infeasible samples. The parameter $p$ in Eq. (8) is a positive real number, which controls the strength of the one-hot constraint, and the constraint term is given as

$$C_{oh}\left(\{x^{(l)}\}_{l=1}^{L}\right) = \sum_{l=1}^{L} \left( \sum_{i=0}^{d-1} x^{(l)}_i - 1 \right)^2.$$  

(9)

Due to the constraint term, costs for infeasible samples increase by at least $p$.

C. DOMAIN-WALL ENCODING

Domain-wall encoding represents integers by bits of sequential active bits followed by inactive bits [41]. The position of the boundary between the active bits and inactive bits, which is called the domain wall, corresponds to an integer. In addition to the bit sequences with a domain wall, bit sequences with all active bits and all inactive bits are used to represent the largest integer and smallest integers, respectively. A bit sequence with one domain wall, at most, represents an integer as

$$n = n_0 + \sum_{i=1}^{d-1} i(x_{i-1} - 2x_{i-1}x_i + x_i) + dx_{d-1},$$

(10)

where $n_0$ is the shift parameter for the representable range of integers. The variable $n$ in Eq. (10) can take any integer between $n_0$ and $n_0 + d$.

The QUBO model for domain-wall FMA is given as

$$H = H_{FM} + pC_{dw}\left(\{x^{(l)}\}_{l=1}^{L}\right),$$

(11)

with

$$C_{dw}\left(\{x^{(l)}\}_{l=1}^{L}\right) = 2 \sum_{l=1}^{L} \left( \sum_{i=1}^{d-1} x^{(l)}_i - \sum_{i=0}^{d-2} x^{(l)}_i x^{(l)}_{i+1} \right).$$

(12)

The term $H_{FM}$ in Eq. (11) is the same as that in Eq. (5), except that the variables $x^{(l)}_i$ represent a binary variable for an $l$-th integer variable in the domain-wall encoding in Eq. (10). The constraint term in Eq. (12) adds a cost of unity per an extra domain wall. Since the number of domain walls only changes by even numbers, the smallest cost caused by the constraint in Eq. (11) is $2p$.

V. SETUP OF NUMERICAL EXPERIMENTS

To elucidate the properties of the integer-encoding methods in the context of FMA, a benchmark problem is constructed. The benchmark calculates the ground-state energy of the hydrogen molecule. This problem is adopted for the following reasons.

First, an explicit Hamiltonian of the hydrogen molecule can be derived. Hence, a function that receives a quantum state can readily be defined, and an expectation value of the Hamiltonian can be returned with regard to the input quantum state. Strictly speaking, the function is not a black-box function. Herein it is used as a black-box function because it is possible to evaluate the energy error of FMA using an explicit Hamiltonian. Section V-A describes the Hamiltonian of the hydrogen molecule and the black-box function.

Second, the search-space dimension for the black-box function can be reduced using knowledge about the hydrogen molecule. Optimizing the black-box function with a full search space should be more difficult than that with a reduced search space. The dependency of FMA on the search-space dimension can be checked consistently. Hence, this paper considers the dimensions of 2 and 6. Section V-B describes how to reduce the search space. Finally, the last part of this section details the setup of parameters in FMA.

A. BLACK-BOX FUNCTION

The second quantized Hamiltonian of the hydrogen molecule is given by

$$H = h_0 + \sum_{p,q=1}^{4} h_{pq} c_p^\dagger c_q + \sum_{p,q,r,s=1}^{4} h_{pqrs} c_p^\dagger c_q c_r c_s,$$

(13)

where $h_0$ is a constant stemming from the potential energy between the atomic nuclei of hydrogen. The overlap integrals $h_{pq}$ and $h_{pqrs}$ are readily calculated by classical computers [42], [43]. The operator $c_p^\dagger (c_p)$ denotes the fermion creation (annihilation) operator for mode $p$. The system in Eq. (13) has four fermion modes. Hence, the quantum state can be represented as a sixteen-dimensional vector as

$$|\Phi\rangle = \left( \phi_1 \cdots \phi_{16} \right)^\top \in \mathbb{R}^{16}.$$  

(14)

The procedure of the black-box function is as follows. The function receives the elements of the vector in Eq. (14). The overlap integrals in Eq. (13) are calculated and the Hamiltonian is obtained. Note that the values of the overlap integrals should be kept for subsequent invocations of the black-box function to reduce the computation time. The output of the function is the expectation value of the Hamiltonian with regards to the input quantum state $\langle \Phi | H | \Phi \rangle / \langle \Phi | \Phi \rangle$. Since the vector in Eq. (14) must be a valid quantum state, the zero vector must be removed using a filter before the vector is passed to the black-box function.

The proposed method searches for the ground state of the Hamiltonian given by Eq. (13) within the space where each element of a quantum state vector takes an integer in a limited range. The range is controlled by the number of digits $d$. By
increasing \( d \), the true ground state can be approximated with a high accuracy.

B. REDUCTION OF THE SEARCH-SPACE DIMENSION

Knowledge about the hydrogen molecule described by the Hamiltonian in Eq. (13) can reduce the search-space dimensions. Below, we show that some elements in the quantum state vector are zero in the ground state, reducing the dimensions to the number of nonzero elements.

Considering the number of electrons in a hydrogen molecule, the dimensions can be reduced from sixteen to six. Because a hydrogen molecule has two electrons, it is sufficient to consider the space where the quantum state consists of two fermions. Therefore, the dimension is reduced to \( \binom{3}{1} = 6 \). Moreover, the dimension can be reduced to two using the fact that only two elements of the quantum state vector are nonzero in the ground state.

C. SETUP OF PARAMETERS IN FMA

Throughout this paper, we use initial samples in which quantum states are represented by a canonical basis, where one element is unity and the others are zero. The number of initial samples is two for the problem with a two-dimensional search space and six for a six-dimensional search space.

The training phase adopts the Adam method with a learning rate of 0.01. The model parameters are updated using all the samples obtained at the time until the training error reaches \( 10^{-8} \) or the number of updates is 2,000.

In the sampling phase, the SA method with a heat-bath update is used. A suitable annealing schedule of SA is important to obtain low-cost solutions of QUBO problems. A proper initial inverse temperature can be obtained by considering coefficients in the QUBO model (see Appendix A for details). The final inverse temperature is set to 100, which was chosen through preliminary simulations. In our scheduling, the inverse temperature increases geometrically from the initial value to the final value in 100 steps. In each step, Monte Carlo updates are performed 100 times. All the variables are updated with the heat-bath method in a random order for a single Monte Carlo update. SA generates 60 samples. After removing the duplicates, three lower-cost samples are added to the sample set if the sample has not been generated in the procedure.

The four-phase sequence of FMA is reiterated until the number of iterations reaches 1,000, the number of samples in the set exceeds 1,000, or no new samples are obtained through SA in six consecutive iterations. The lowest-cost sample among the set is outputted.

VI. RESULTS

First, the results for the problem with a two-dimensional search space are shown. Our approach using any of the three encoding methods can calculate the ground-state energy of the hydrogen molecule with a high accuracy for various bond lengths. One-hot FMA can reduce the energy error effectively compared to the other FMAs. Additionally, the behavior of FMA changes as the search-space dimensions change.

A. CALCULATION OF THE GROUND-STATE ENERGY OF A HYDROGEN MOLECULE REPRESENTED BY TWO VARIABLES

1) Ground-state energy by our proposed approach

Fig. 2 shows that the proposed approach can produce a low energy, which is close to the true ground-state energy of a hydrogen molecule calculated by fully configuration integration (FCI). For comparison, the energies calculated by the Hartree–Fock (HF) approximation are shown. The HF approximation gives a higher energy than the true ground-state one because the approximation does not consider the correlation between electrons. By contrast, the FCI method takes the correlation into account. Hence, the true ground-state energy is obtained. The energy given by the FCI method is identical to the lowest eigenvalue of the Hamiltonian for a hydrogen molecule. Therefore, we define the energy error of FMA as the energy difference between FMA and FCI. To calculate an accurate energy for a given bond length, 10 runs of FMA were performed by changing the initial condition. That is, the initial values of the model parameters of FM and the initial states in SA were varied, and the lowest energy was taken. Note that the HF solution is included in the initial samples. Hence, the results of the proposed FMAs must be better than the HF solution. Below the results for the proposed approach with different encoding methods are described in detail.

The energies calculated by the binary-encoding FMA agree well with the true ground-state energies (Fig. 2(a)). Here, the signed binary expression is used with 8 bits to represent integers. Thus, the number of variables in the QUBO model is 16. The 8-bit integer takes values from \(-128\) to 127. We construct the FM with a rank of 4, and the number of model parameters is 80. The resultant energies are close to the true ground-state energy calculated by FCI in the displayed energy scale. Sections VI-A2 and VI-A3 show a more detailed analysis of the energy error.

Second, Fig. 2(b) shows the resultant energies obtained by FMA with one-hot encoding. Unlike the case of binary-encoding FMA, one-hot FMA has constraints. The parameter \( p \) represents a coefficient, which controls the energy loss when the one-hot constraint is violated. One-hot FMA is performed with penalty coefficients of \( p = 1, 10, \) and 1,000 to investigate the appropriate penalty. An integer is represented by 64 bits. That is, the number of variables in the QUBO model is 128. The 64-bit integer takes values from \(-32\) to 31. The rank of FM is set to 8. Hence, there are 1,152 model parameters. The parameters for training are the same as those used for binary-encoding FMA. Note that samples that do not satisfy the one-hot constraint are removed from the sample set. Then the method is applied with each value of the penalty coefficient to calculate the ground-state energy of the hydrogen molecule. As a result, the energies calculated by
one-hot FMA agree well with the true ground-state energies for all the penalty coefficients studied.

Finally, Fig. 2(c) shows the results for FMA with domain-wall encoding. The parameter $p$ denotes the penalty coefficient similar to the case of one-hot FMA. The number of bits to represent an integer is 63 to cover the same range of integers as the one-hot FMA case. The rank of FM is set to 8. Thus, the number of model parameters is 1,134. The parameters for training are the same as those for binary-encoding FMA. Unlike one-hot FMA, domain-wall FMA does not produce energies close to the true ground-state energies when $p = 1$ because the penalty coefficient is too small to obtain samples that satisfy the domain-wall constraints. A feasible solution is not found by SA in this case. Consequently, the initial samples provide the lowest-cost one. This result is identical to the HF solution. However, the resultant energies for $p = 10$ and $p = 1,000$ agree well with the true ground-state energies. The subsequent sections use $p = 1,000$ for domain-wall FMA.

2) Energy error distribution

Fig. 3 shows the energy error distribution at the optimal bond length of a hydrogen molecule (0.7414 Å) for each method as functions of the number of bits and the value of $k$ in FM. Here, the energy error is defined as the difference between the energy calculated by FMA and the true ground-state energy calculated by FCI. The energy error varies by run because the result depends on the initial condition of FMA. That is, the initial values of the model parameters of FM and the initial state of the simulated annealing method influence the result. To obtain the error energy distribution, FMA is run 100 times while changing the initial condition. The procedure is reiterated 1,000 times. Hence, the number of samples in the set exceeds 1,000 or until no new samples are obtained using SA for six consecutive iterations. Similar to the calculation of the ground-state energies in Sec. VI-A1, the Adam method is used with a learning rate of 0.01 and the model parameters are updated using all the samples obtained at the time until the training error reaches $10^{-6}$ or the number of updates is 2,000. The simulated annealing has the same setup as Sec. VI-A1. From the energy calculations for the penalty coefficients in Sec. VI-A1, $p = 1,000$ is adopted as the penalty coefficients both for one-hot FMA and domain-wall FMA.

One-hot FMA has an advantage over the other methods. Binary-encoding FMA tends to lower the energy error for a large bit length and a large $k$. However, the energy error distribution is not localized in the low energy error regime. By contrast, the energy error distribution of one-hot FMA is localized in the low energy error regime for a large bit length. Although the domain-wall FMA with bit length 63 often gives low energy error solutions when $k = 64$, the energy errors for small $k$, such as $k = 1$ and $k = 8$, are widely distributed. Since a larger $k$ causes a longer computation time for the training of FM, one-hot FMA is superior to domain-wall FMA. One-hot FMA often yields low energy error solutions even for small $k$. Consequently, one-hot FMA is the best among the proposed methods from the viewpoint of the energy error distribution.

3) Required number of invocations of the black-box function

In general, the invocation of a black-box function is a bottleneck of methods for black-box optimization. Thus, the required number of invocations is a crucial indicator to evaluate the performance. Fig. 4 shows the required number of invocations of the black-box function to achieve solutions with energy errors indicated by the horizontal axis. The value of the energy error is the least energy error in the samples obtained in a single run of FMA. The corresponding number of invocations is the required number until FMA reaches the energy error for the first time in the run. The data used in the scatterplot are the same as those used to plot the energy error distribution in Sec. VI-A2.

Binary encoding is not suitable for FMA. The energy
errors do not converge to a low value for the values of $k$ studied (Fig. 4). Additionally, the error does not decrease as $k$ increases. Thus, another encoding may be more appropriate for FMA. Both one-hot FMA and domain-wall FMA have comparable performances in terms of the required number of invocations of the black-box function. Except for the results of domain-wall FMA with $k = 1$, both methods provide an energy error distribution that converges to a low energy error regime. In both methods, the required number of invocations to provide a low energy error solution is on the order of $O(10^{-10})$. The results are not significant in terms of the required number of invocations.

**B. EFFECTS OF INCREASING THE SEARCH-SPACE DIMENSION**

Fig. 5 shows the dependency of the FMA performance on the search-space dimensions. In addition to the two-dimensional problem discussed in Secs. VI-A1–VI-A3, we applied our approach to the problem with a six-dimensional search space. Both one-hot FMA and domain-wall FMA use a penalty coefficient of $p = 1,000$. The annealing schedule is the same as that used in the two-dimensional search space. To obtain the distribution of the FMA performance, the two- and six-dimensional search-space problems use 100 and 50 runs, respectively, while changing the initial condition of FMA.

Figs. 5(a) and 5(b) show that increasing the search-space dimensions decreases binary-encoding FMA. The ranks of FM are (a) $k = 1$ and (b) $k = 2$. We use six-bit integers, each of which takes an integer from $-32$ to $31$. Both the energy error and the number of invocations of the black-box function tend to increase as the search space is expanded, indicating a degraded FMA performance. This result is reasonable because the larger the search space, the more difficult it is to find a solution.

The results for one-hot FMA are shown in Figs. 5(c) and 5(d). The ranks of FM are (c) $k = 1$ and (d) $k = 8$. We use
a bit length of $d = 64$, where each integer-valued variable ranges from $-32$ to $31$. The results for the six-dimensional search space are localized at a single point, where the energy error is equal to that of the Hartree–Fock solution. This means that the solution using one-hot FMA is not any better than that using the Hartree–Fock solution, which is included in the initial samples.

Figs. 5(e) and 5(f) show the results for domain-wall FMA. The ranks of FM are (e) $k = 1$ and (f) $k = 8$. The bit length is $d = 63$, where the variable takes the same range of integers as that for the other FMAs mentioned above. SA generates sufficient feasible samples to train FM with a penalty coefficient $p = 1,000$. Similar to the case of binary-encoding FMA, the performance degrades as the dimensions increase. In particular, the required number of invocations of the black-box function increases while the energy error decreases only slightly.

In summary, expanding the search space negatively impacts all methods. The energy error of one-hot FMA increases remarkably. Hence, reducing the search space is crucial for the performance of the proposed FMAs.

VII. CONCLUSION

This paper proposes an approach for integer-variable black-box optimization problems based on FMA, which uses Ising machines in combination with machine learning. The performance of the proposed approach with different integer encodings was evaluated using a simple benchmark problem of calculating the ground-state energy of the hydrogen molecule. The proposed method with all integer encodings can calculate the ground-state energy with a high accuracy. In addition, one-hot encoding is a useful method for FMA. However, the performance degrades as the search-space dimensions increase. Thus, identifying the origin of performance degradation and improving the performance for larger search-space dimensions are important future works.

Since this paper uses a simple problem setting, this work can be expanded. An example is the development of binary-
encoding FMA with a restricted integer range, where some $2d$ integers must be excluded. It is unknown whether FM can capture the properties of the low-energy state of the given problems or without a restriction. Another example is to elucidate the relationship of the performance to training dataset for FM. Another interesting question is whether a training dataset using only low-energy samples improves the performance.

**APPENDIX A SUITABLE ANNEALING SCHEDULE**

The annealing schedule of SA must be adjusted to obtain low-cost samples of the given QUBO model. The thermal fluctuations are dominant because the initial inverse temperature must be sufficiently small compared to the energy scale of the model. However, the inverse temperature must be large so that the state converges to a local minimum at the end of the SA procedure. Here, we discuss how to determine the initial inverse temperature for each integer encoding method.

The upper bound of the energy difference can be derived when a single bit flips. The Hamiltonian can be denoted as

$$H = H_{FM} + pC,$$  \hspace{1cm} (15)

where

$$C = \begin{cases} 0 & \text{Binary encoding}, \\ C_{oh} & \text{One-hot encoding}, \\ C_{dw} & \text{Domain-wall encoding}. \end{cases}$$  \hspace{1cm} (16)

The absolute value of the energy difference when flipping $x_i(l)$ is evaluated as

$$|\Delta H_i^{(l)}| \leq \sum_{m,j} Q_{i,j}^{l,m} x_j^{(m)} + p|\Delta C| \leq Ld + p|\Delta C|.\hspace{1cm} (17)$$

Here, the fact that $Q$ is normalized and $|x_i(l)| \leq 1$ for all $i$ and $l$ are used. In the case of one-hot encoding, the constraint term is upper bounded as

$$|\Delta C| \leq \left| \Delta \left( \sum_{j=0}^{d-1} x_j^{(l)} - 1 \right) \right|^2 \leq \left\{ (d-1)^2 - (d-2)^2 \right\} \leq 2d - 3. \hspace{1cm} (18)$$
Here, assume that \( d \geq 2 \). In the case of domain-wall encoding,

\[
|\Delta C| \leq 2 \left| \Delta \left( \sum_{j=1}^{d} x_j^{(l)} - \sum_{j=0}^{d-2} x_j^{(l)} x_{j+1}^{(l)} \right) \right| \leq 2. \tag{19}
\]

Therefore, the upper bound of the absolute value of the energy difference is

\[
\Delta H_{\text{upper}} = \begin{cases} 
Ld & \text{Binary encoding,} \\
Ld + p(2d - 3) & \text{One-hot encoding,} \\
Ld + 2p & \text{Domain-wall encoding.} 
\end{cases} \tag{20}
\]

To introduce sufficiently large thermal fluctuations at the beginning of the SA procedure, an initial inverse temperature lower than \( 1/\Delta H_{\text{upper}} \) is used. The final inverse temperature cannot be determined from analytical calculations since the true ground-state energy and first-excited energy is generally unknown in advance. Thus, preliminary simulations are necessary to determine the final inverse temperature, which leads to better results.
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