Solution of oligopoly market equilibrium problem using modified Newton method
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Abstract

The paper aims to find the solution of oligopoly market equilibrium problem through system of nonlinear equations. We propose modified newton method to obtain the solution of system of nonlinear equations. We show that our proposed method has higher order of convergence.
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1 Introduction

An oligopolistic market structure in which $n$ firms supply a homogeneous product in a noncooperative fashion.

Following Murphy et al. [23] the oligopolistic market equilibrium problem is as follows:

Let there be $n$ firms, which supply a homogeneous product in a noncooperative fashion. Let $P(\bar{Q}), \bar{Q} \geq 0$ denote the inverse demand, where $\bar{Q} = \sum_{i=1}^{n} Q_i$, $Q_i \geq 0$
denote the $i$-th firm’s supply. Let $c_i(Q_i)$ be the total cost of supplying $Q_i$ units. Now the Nash equilibrium solution is a set of nonnegative output levels $Q_1^*, Q_2^*, \ldots, Q_n^*$, such that $Q_i^*$ is an optimal solution to the following problem $\forall i \in \{1, 2, \ldots, n\}$:

$$\text{maximize } Q_i P(Q_i + \tilde{Q}_i^*) - c_i(Q_i) \quad (1.1)$$

where $\tilde{Q}_i^* = \sum_{j \neq i} Q_j^*$. Murphy et al. show that if $c_i(Q_i)$ is convex and continuously differentiable $\forall i \in \{1, 2, \ldots, n\}$ and the inverse demand function $P(\tilde{Q})$ is strictly decreasing and continuously differentiable and the industry revenue curve $\tilde{Q}P(\tilde{Q})$ is concave, then $(Q_1^*, Q_2^*, \ldots, Q_n^*)$ is a Nash equilibrium solution if and only if

$$[P(\tilde{Q}^*) + Q_i^*P'(\tilde{Q}^*) - c'_i(Q_i^*)]Q_i^* = 0 \quad (1.2)$$

$$c'_i(Q_i^*) - P(\tilde{Q}^*) - Q_i^*P'(\tilde{Q}^*) \geq 0 \quad (1.3)$$

$$Q_i^* \geq 0 \quad \forall i \in \{1, 2, \ldots, n\} \quad (1.4)$$

where $\tilde{Q}^* = \sum_{i=1}^{n} Q_i^*$, which is a nonlinear complementarity problem with $f_i(z) = c'_i(Q_i^*) - P(\tilde{Q}^*) - Q_i^*P'(\tilde{Q}^*)$, and $z_i = Q_i^*$. Note that here the functions $c_i(Q_i)$ and $-\tilde{Q}P(\tilde{Q})$ are convex. So the 1st order derivative of these two functions are increasing function. Hence the function $f_i(z) = c'_i(Q_i^*) - P(\tilde{Q}^*) - Q_i^*P'(\tilde{Q}^*)$ is an increasing function.

The nonlinear complementarity problem is identified as an important mathematical programming problem and has been used as a general framework for quadratic programming, linear complementarity problems and some equilibrium problems. A number of applications of nonlinear complementarity problems are reported in operations research [38], multiple objective programming problem [17], mathematical economics and engineering. The concept of complementarity is synonymous with the notion of system equilibrium. The nonlinear complementarity problem is well studied in the literature on mathematical programming and arises in a number of applications in operations research, control theory, mathematical economics, geometry and engineering.
The idea of nonlinear complementarity problem is based on the concept of linear complementarity problem. For recent study on this problem and applications see [3], [33], [24], [25], [5], [14], [22] and references therein. For details of several matrix classes in complementarity theory, see [12], [16], [32], [27], [20], [19], [1], [6], [29], [7] and references cited therein. The problem of computing the value vector and optimal stationary strategies for structured stochastic games for discounted and undiscounted zero-sum games and quadratic multi-objective programming problem are formulated as linear complementary problems. For details see [21], [15], [30], [26] and [35]. The complementarity problems are considered with respect to principal pivot transforms and pivotal method to its solution point of view. For details see [1], [34], [13], [28], [31] and [2].

A wide class of problems, which arise in various fields of sciences, can be studied via the nonlinear system of equations, \( f(x) = 0 \) using various techniques. Finding solutions of systems of nonlinear equations has an important role to deal with problems in various fields such as chemical production processes, engineering design, economic equilibrium, transportation and applied physics. A number of methods are proposed to solve systems of equations. Newton and quasi-newton methods are well known iterative methods to solve nonlinear systems of equations. In recent years, researchers are interested to solve system of nonlinear equations both analytically and numerically. Several iterative methods have been developed using different techniques such as Taylor’s series expansion, quadrature formulas, homotopy method, interpolation, decomposition and its various modification. For details, see [39], [36], [11], [37], [9] and [40].

Suppose \( f : R \to R \), a nonlinear function. Then the equation \( f(x) = 0 \) can be solved by newton method with the iterative process \( x^{k+1} = x^k - f'(x^k)^{-1} f(x^k) \). Consider the nonlinear function \( g : R^n \to R^n \). Then the system of nonlinear equations \( g(x) = 0 \) can be solved by Newton method with the iterative process \( x^{k+1} = x^k - J_g(x^k)^{-1} g(x^k) \), where \( J_g \) is the jacobian of the function \( g(x) = 0 \). Many researchers extended Newton method in various way to get the solution with higher order of convergence. For details see [10], [18], [8].
2 Preliminaries

We begin by introducing some basic notations used in this paper. \( R^n \) denotes the \( n \) dimensional real space, \( R^n_+ \) and \( R^n_{++} \) denote the nonnegative and positive orthant of \( R^n \). We consider vectors and matrices with real entries. Any vector \( x \in R^n \) is a column vector and \( x^T \) denotes the row transpose of \( x \). \( e \) denotes the vector of all 1.

The nonlinear complementarity problem is to find the vector \( z \in R^n \), such that \( f(z), z \geq 0, z^T f(z) = 0 \), where \( f(z) \) is a nonlinear equation.

3 Main Results

Now we show that the nonlinear complementarity problem can be solved by system of nonlinear equations.

**Theorem 3.1:** Let \( \phi : R \rightarrow R \) be any increasing function such that \( \phi(0) = 0 \). Then \( z \) solves the complementarity problem if and only if

\[
\phi((f_i(z) - z_i)^2) - \phi(f_i(z)|f_i(z)|) - \phi(z_i | z_i |) = 0
\]

(3.5)

**Proof.** Necessary. For each \( i = 1, 2, \ldots, n \), either \( z_i = 0, f_i(z) \geq 0 \) or \( f_i(z) = 0, z_i \geq 0 \).

If \( z_i = 0, f_i(z) \geq 0 \) then
\[
\phi((f_i(z) - z_i)^2) - \phi(f_i(z)|f_i(z)|) - \phi(z_i | z_i |)
\]

\[
= \phi((f_i(z))^2) - \phi(f_i(z)|f_i(z)|) = \phi((f_i(z))^2) - \phi((f_i(z))^2) = 0.
\]

If \( f_i(z) = 0, z_i \geq 0 \) then
\[
\phi((f_i(z) - z_i)^2) - \phi(f_i(z)|f_i(z)|) - \phi(z_i | z_i |)
\]

\[
= \phi((z_i)^2) - \phi(z_i | z_i |) = \phi((z_i)^2) - \phi((z_i)^2) = 0.
\]

So the solution of (1.1) satisfies (1.2).

Sufficient. (a) To show that \( f(z) \geq 0 \) assume the contrary, that is, \( f_i(z) < 0 \) for some \( i = 1, 2, \ldots, n \). Then

\[
0 \leq \phi((f_i(z) - z_i)^2) = \phi(f_i(z)|f_i(z)|) + \phi(z_i | z_i |) = \phi(-f_i(z)^2) + \phi(z_i | z_i |) < \phi(z_i | z_i |)
\]

This implies that \( \phi(z_i | z_i |) > 0 \implies z_i | z_i | > 0 \implies z_i > 0 \) and \( \phi((f_i(z) - z_i)^2) < \phi(z_i | z_i |) \implies ((f_i(z) - z_i)^2) < z_i | z_i |.

But for \( z_i > 0, (z_i)^2 < (f_i(z) - z_i)^2 \) [as \( (f_i(z) - z_i) < 0, z_i > 0 \) then \( (f_i(z) - z_i) < 0, |f_i(z) - z_i| > z_i \) so \( (f_i(z) - z_i)^2 > z_i^2 \)].
So, it contradicts that \( f_i(z) < 0 \). So \( f_i(z) \geq 0 \).

(b) To show that \( z \geq 0 \) interchange the roles of \( z_i \) and \( f_i(z) \).

(c) From (a) and (b) we have that \( z \geq 0 \) and \( f(z) \geq 0 \). To show \( z^T f(z) = 0 \) assume the contrary \( z_i > 0 \) and \( f_i(z) > 0 \) for some \( i = 1, 2, \ldots, n \).

If \( f_i(z) \geq z_i \), then \( \phi((f_i(z) - z_i)^2) < \phi((f_i(z))^2) + \phi((z_i)^2) = \phi(f_i(z)|f_i(z)|) + \phi(z_i|z_i|) \).

This contradicts that \( \phi((f_i(z) - z_i)^2) = \phi(f_i(z)|f_i(z)|) + \phi(z_i|z_i|) \).

Similarly, for \( z_i \geq f_i(z) \), just interchange the roles of \( z_i \) and \( f_i(z) \) and will get a contradiction.

Hence it is shown that the complementarity problem of finding a \( z \in \mathbb{R}^n \) satisfying \( z^T f(z) = 0, \ f(z) \geq 0, \ z \geq 0 \) where \( f : \mathbb{R}^n \to \mathbb{R}^n \), a nonlinear equation, is equivalent to the problem of solving system of \( n \) nonlinear equations in \( n \) variables.

\[
\psi_i(z) = \phi((f_i(z) - z_i)^2) - \phi(f_i(z)|f_i(z)|) - \phi(z_i|z_i|) = 0 \quad \forall i \in \{1, 2, \ldots, n\}, \quad (3.6)
\]

where \( \phi \) is an increasing function defined by \( \phi : \mathbb{R} \to \mathbb{R} \) such that \( \phi(x) = x^3 \).

Now \( \frac{\partial \psi_i}{\partial z_j} = \phi'(\phi((f_i(z) - z_i)^2)2(f_i(z) - z_i)\frac{\partial f_i}{\partial z_j} - \phi'(f_i(z)|f_i(z)|)2f_i(z)sgn(f_i(z))\frac{\partial f_i}{\partial z_j} - \phi'(z_i|z_i|)2z_i sgn(z_i)\delta_{ij} \)

where

\[
sgn(x) = \begin{cases} 
1 & \text{if } x > 0 \\
-1 & \text{if } x < 0 
\end{cases}
\]

### 3.1 Modified Newton method to solve system of nonlinear equations

Now we introduce the modified Newton’s method to solve the system of nonlinear equations. The algorithm of the modified newton’s method is given below.

**Algorithm:**

*Modified Newton Method*

**Step 0:** Give the initial approximation \( z_0 \) and a very small number \( e \), such that \( 0 < e \). Compute the Jacobian of \( \psi(z) \) with respect to the variable \( z \), which is denoted
by \( \mathcal{J} \) and \( \psi'(z) = \mathcal{J} \). Set \( k = 0 \).

**Step 1:** For \( k \)-th iteration compute the followings:

\[
\begin{align*}
    y^k &= z^k - \frac{1}{2}[\psi'(z^k) + \text{diag}(t_i \psi_i(z^k))]^{-1} \psi(z^k); \\
    x^k &= z^k - \frac{1}{2}[\{\psi'(z^k)\}^2 + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i \{\psi_i(z^k)\})]^{-1} \\
        &\quad \cdot [\psi'(z^k) + \psi'(y^k)] \psi(z^k); \\
    w^k &= x^k - \{\psi'(x^k)\}^2 + \{\psi'(y^k)\}^2 + \text{diag}(\mu_i \{\psi_i(x^k)\})^{-1} \\
        &\quad \cdot [\psi'(x^k) + \psi'(y^k)] \psi(x^k); \\
    z^{k+1} &= w^k - \{\psi'(w^k) + \text{diag}(\eta_i \{\psi_i(w^k)\})\}^{-1} \psi(w^k),
\end{align*}
\]

where \( \psi'(x) \) is the jacobian of \( \psi(x) \) and

\[
\begin{align*}
    \text{sgn}(t_i \psi_i(z^k)) &= \text{sgn}(\frac{\partial \psi_i}{\partial z_i}(z^k)), \\
    \text{sgn}(\lambda_i) &= \text{sgn}(\frac{\partial \psi_i}{\partial \lambda_i}(z^k)), \\
    \text{sgn}(\mu_i) &= \text{sgn}(\frac{\partial \psi_i}{\partial \mu_i}(x^k)), \\
    \text{sgn}(\eta_i) &= \text{sgn}(\frac{\partial \psi_i}{\partial \eta_i}(w^k)).
\end{align*}
\]

**Step 2:** Compute the norm of \( \psi(z) = 0 \) which is denoted by \( n_1 \). Here \( n_1 \) is defined by

\[
n_1 = \|\psi(z)\| = \sqrt{\sum_{i=1}^{n} \{\psi_i(z)\}^2}.
\]

**Step 3:** If the norm \( n_1 \) is less than the tolerance \( \epsilon \), i.e. \( n_1 < \epsilon \), then the new iteration

\[
\begin{bmatrix}
    \psi_1(z^{k+1}) \\
    \psi_2(z^{k+1}) \\
    \vdots \\
    \psi_n(z^{k+1})
\end{bmatrix} =
\begin{bmatrix}
    0 \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\]

i.e. \( z^{k+1} \) is the required solution of \( \psi(z) = 0 \), i.e. \( \psi(z^{k+1}) = 0 \). Otherwise set \( k = k + 1 \) and go to step 1.

**Theorem 3.2:** Let \( \psi: \mathbb{R}^n \to \mathbb{R}^n \) has a root \( z^* \in D \subseteq \mathbb{R}^n \), where \( D \) is an open convex set. Assume that \( \psi(z) \) is three times Fre'chet differentiable in some neighborhood \( N \) of the root \( (z^*) \). If for all \( z \in N \), \( \text{diag}(t_i \psi_i(z^k)), \text{diag}(\lambda_i \{\psi_i(z^k)\})^2 \), \( \text{diag}(\mu_i \{\psi_i(x^k)\})^2 \) and \( \text{diag}(\eta_i \{\psi_i(w^k)\})^2 \) are nonsingular, then the method defined by \( (3.7) \) is of seventh-order convergence.

**Proof.** Let \( e^k = z^k - z^* \). Now using Taylor series expansion we have,
\[ \psi(z^*) = \psi(z^k) + \psi'(z^k)(z^* - z^k) + \frac{1}{2}\psi''(z^k)(z^* - z^k)^2 + o(\|e^k\|^3) \]

\[ \Rightarrow \psi(z^k) = \psi'(z^k)e^k - \frac{1}{2}\psi''(z^k)(e^k)^2 + o(\|e^k\|^3). \]

Let \( d^k = y^k - z^k = \frac{1}{2}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]^{-1}\psi(z^k). \)

Now using Taylor series expansion we have,

\[ \psi(y^k) = \psi(z^k) + \psi'(z^k)d^k + \frac{1}{2}\psi''(z^k)(d^k)^2 + o(\|d^k\|^3). \]

Now \( d^k = y^k - z^k = -\frac{1}{2}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]^{-1}\psi(z^k) \)

\[ = -\frac{1}{2}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]^{-1}\psi'(z^k)e^k + o(\|e^k\|^2) \]

\[ = -\frac{1}{2}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]^{-1}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]e^k + \]

\[ \frac{1}{2}[\psi'(z^k) + \text{diag}(t_i\psi_i(z^k))]^{-1}[\text{diag}(t_i\psi_i(z^k))]e^k + o(\|e^k\|^2) \]

\[ = -\frac{1}{2}e^k + o(\|e^k\|^2), \text{ as } \text{diag}(t_i\psi_i(z^k))e^k = o(\|e^k\|^2). \]

Hence \( \psi(y^k) = \psi(z^k) - \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) = \psi'(z^k)e^k - \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) = \)

\[ \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) \] and \( \psi(y^k) = \frac{1}{2}\psi'(z^k) + o(\|e^k\|). \)

Let \( a^k = x^k - z^k. \) Hence \( x^k = z^k - \frac{1}{2}[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})]^{-1}[\psi'(z^k) + \psi'(y^k)]\psi(z^k) \)

\[ \Rightarrow a^k = \left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k - \frac{1}{2}[\psi'(z^k) + \psi'(y^k)]\psi(z^k) \]

\[ = \left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^3), \text{ as } \text{diag}(\lambda_i\{\psi_i(z^k)\})e^k = o(\|e^k\|^3). \]

Again using Taylor series expansion we have,

\[ \psi(x^k) = \psi(z^k) + \psi'(z^k)e^k + \frac{1}{2}\psi''(z^k)(e^k)^2 + o(\|e^k\|^3), \text{ where} \]

\[ e^k = x^k - z^k = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

\[ = -\frac{1}{2}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]^{-1}\left[\{\psi'(z^k)x^k\} + \{\psi'(y^k)\}^2 + \text{diag}(\lambda_i\{\psi_i(z^k)\})\right]e^k + \psi'(y^k)\psi(z^k) \]

\[ = o(\|e^k\|^2) \]

Hence \( \psi(x^k) = \psi(z^k) - \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) = \psi'(z^k)e^k - \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) = \)

\[ \frac{1}{2}\psi'(z^k)e^k + o(\|e^k\|^2) \] and \( \psi'(x^k) = \frac{1}{2}\psi'(z^k) + o(\|e^k\|). \)
4 Numerical Example

Now consider an oligopoly with five firms, each with a total cost function of the form:

\[ c_i(Q_i) = n_iQ_i + \frac{\beta_i}{\beta_i + 1}L_i^{\frac{1}{\beta_i}}Q_i^{\frac{\beta_i+1}{\beta_i}} \tag{4.8} \]

The demand curve is given by:

\[ \hat{Q} = 5000P^{-1.1}, \quad P(\hat{Q}) = 5000^{1/1.1}\hat{Q}^{-1/1.1}. \tag{4.9} \]

The parameters of the equation 4.8 for the five firms are given below:
## Table 1: Value of parameters for five firms

| firm i | $n_i$ | $L_i$ | $\beta_i$ |
|--------|-------|-------|-----------|
| 1      | 10    | 5     | 1.2       |
| 2      | 8     | 5     | 1.1       |
| 3      | 6     | 5     | 1         |
| 4      | 4     | 5     | 0.8       |
| 5      | 2     | 5     | 0.6       |
This oligopoly market equilibrium problem is a nonlinear complementarity problem \( z \geq 0, f(z) \geq 0, z^T f(z) = 0 \). The nonlinear complementarity problem is solved by solving system of nonlinear equations
\[
\phi((f_i(z) - z_i)^2) - \phi(f_i(z)|f_i(z)|) - \phi(z_i|z_i|) = 0
\] (4.10)
where \( \phi(z) = z^3 \).

Now we solve the system of nonlinear equations (4.10) by the above proposed algorithm.

Now to solve this oligopoly problem by modified newton’s method (3.11) first take the initial point \( z_0 = \begin{bmatrix} 40 \\ 50 \\ 60 \\ 55 \\ 45 \end{bmatrix} \). Set \( e = 10^{-7}, n_1 = 10^{-9} \). After 17 iterations we obtain
\[
z = \begin{bmatrix} 15.4293 \\ 12.4986 \\ 9.6635 \\ 7.1651 \\ 5.1326 \end{bmatrix},
\]

5 Conclusion

In this study we consider oligopolistic market equilibrium problem and give solution approach through system of nonlinear equation. An oligopolistic market equilibrium problem can be reduced to a nonlinear complementarity problem. We show the equivalence between the nonlinear complementarity problem and the system of nonlinear equations. We introduce modified Newton method with higher order of convergence to solve the system of nonlinear equations to obtain the solution of nonlinear complementarity problem. Although the Jacobian of the system of nonlinear equations be singular, this method can be processed with suitable initial point. We show that the rate of convergency of this method is 7. Finally a real life oligopolistic market equilibrium problem is considered to demonstrate the effectiveness of our results and
algorithms.
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