Entropy production and correlation spreading in the interaction between particle detector and thermal baths
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Abstract Entropy production is the key behind the second law of thermodynamics, and it is well defined by considering a joint unitary evolution of a system $S$ and a thermal environment $E$. However, due to the diversity of initial state and Hamiltonian of the system and environment, it is hard to evaluate the characterization of entropy production. In the present work, we propose that the evolution of $S$ and $E$ can be solved non-perturbatively in the framework of Gaussian quantum mechanics (GQM). We study the entropy production and correlation spreading in the interaction between Unruh–DeWitt-like particle detector and thermal baths, where the particle detector is set to be a harmonic oscillator and the thermal baths are made of interacting and non-interacting Gaussian states. We can observe that the entropy production implies quantum recurrence and shows periodicity. In the case of interacting bath, the correlation propagates in a periodic system and leads to a revival of the initial state. Our analysis can be extended to any other models in the framework of GQM, and it may also shed some light on the AdS/CFT correspondence.

1 Introduction

Entropy production, which is non-negative and becomes zero only in the case where the thermodynamic process is reversible, serves as the key to the second law of thermodynamics. It predicts there is a lack of time reversal in the irreversibility thermodynamic process coming from the time arrow [1]. Its research has also become one of the most important topics in modern physics [2].

However, the exact definition of entropy production was, surprisingly, not universal. The natural candidate for the definition of entropy, namely the von Neumann entropy, is invariant under unitary evolution, thus it cannot reflect the irreversibility in the evolution of the system. Studies on entropy production were often based on specific models and different assumptions, until it was addressed in [3] by considering a joint unitary evolution of a system $S$ and an environment $E$ under specific conditions. A general formula of entropy production was defined, and this method was also later used to clarify the long controversial Landauer’s principle in [4]. The set-up for the joint evolution was based on four assumptions: (i) both the system $S$ and environment $E$ are described by Hilbert spaces, (ii) the environment is initially in a thermal state $\rho_E = e^{-\beta H_E}/\text{Tr}(e^{-\beta H_E})$, where $H_E$ is the Hamiltonian of the environment and $\beta$ is the inverse temperature, (iii) system and environment are uncorrelated initially, $\rho_{SE} = \rho_S \otimes \rho_E$, (iv) the process proceeds by unitary evolution $\rho_{SE}' = U \rho_{SE} U^{-1}$. If all the four assumptions are satisfied, Landauer’s principle holds and the entropy production $\xi$ can be defined as

$$\xi = I(S' : E') + D(\rho_{E}'||\rho_E),$$

where $I(S' : E') := S(\rho_S') + S(\rho_E') - S(\rho_{SE}')$ is the mutual information (MI) that measures the correlation between the system and environment, while the $S(\bullet)$ denotes the von Neumann entropy and $\rho_{SE}' := \text{Tr}_{E/S}[\rho_{SE}']$ is reduced density matrix. The $D(\rho_S'||\rho_S) := \text{Tr}(\rho_S' \ln \rho_S') - \text{Tr}(\rho_S \ln \rho_S)$ is the relative entropy measures the displacement of the environment from the initial thermal equilibrium state. The non-negativity of entropy production follows from the fact that both $I(S' : E')$ and $D(\rho_S'||\rho_S)$ are non-negative.

On the other hand, although the set-up in [3, 4] is general, it is also minimal, thus cannot provide further information about the thermodynamical process. It is natural for us to ask how these two terms (MI and relative entropy) contribute to entropy production. It was often held that, compared with the MI, the relative entropy is negligible for large thermal reservoirs [5–13]. However, recently [14] it was found that the MI is strongly bounded from above by the Araki–Lieb inequality [15]. The entropy production could be time extensive, so the entropy production could also predominantly come from the relative entropy that measures the displacement of the environment from equilibrium state $\rho_E$. In [14], a numerical analysis of fermions with non-interacting resonant levels was also presented to support this point.

---
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Although in some cases the relative entropy starts to dominate after the early stage of evolution, this does not mean we have fully understood the characterization and assessment of entropy production. Ultimately, the details of entropy production are determined by the initial state and the Hamiltonian of the total system. The initial state only needs to satisfy assumptions (i)–(iii), and there are no restrictions of the Hamiltonian. In principle, there could be infinite kinds of choices. To make matters worse, the Hamiltonian of $S$ may be very different from $E$, making it almost impossible to solve the evolution of the joint system. In many cases, we can only use perturbative method to solve the equation order by order.

However, perturbative methods naturally have disadvantages. Long-time interaction, strong coupling or high-average-energy exchange processes will make the perturbative expansion invalid. One way to address these issues is to impose a few restrictions on the choice of Hamiltonian and the initial state of the total system, so that the time evolution can be solved non-perturbatively. This can be achieved by using the symplectic formalism in Gaussian quantum mechanics (GQM), which maps the Schrödinger equation in the infinite-dimensional Hilbert space onto a linear evolution of finite-dimensional phase space [16, 17]. GQM provides a way for us to solve a class of models completely. It has been widely used in quantum optics [18], and recently, it is also applied to analogue gravity systems [19], relativistic quantum field theory (QFT) [20–23] and quantum thermodynamics [24]. Using GQM, we can solve the time evolution of the total system and gain access to the states at any moment of time for finite-size, finite-time and strong-coupling regimes.

In the present work, we will apply GQM to study the entropy production and correlation spreading in the interaction between Unruh–DeWitt-like particle detector and thermal baths. The traditional Unruh–DeWitt detector, which is often described by an accelerating qubit coupled to the vacuum state of QFT [25], is used to characterize the Unruh effect [26, 27]. However, in our case we set the particle detector to be an inertial harmonic oscillator, which represents the system $S$ in the interaction. The environments $E$ made of interacting or non-interacting baths are described by the thermal Gaussian states. The joint evolution of $S$ and $E$ can be solved in the framework of GQM. Since the $S$ is a detector, the interaction can also be viewed as a measurement process. In principle, we can obtain the information of $E$ by studying the feedback obtained by $S$. In the present work, we concentrate on the interaction and correlation between the particle detector and thermal states.

Our results show that the entropy production is not dominated by the relative entropy as in [14] when considering the long-time interactions, but implies quantum recurrence and shows periodicity. The statement of entropy production predominantly comes from relative entropy is only part of the story, and there is still much to study about the evolution of the whole system. In the case of interacting bath, the correlation propagates in a periodic system and lead to a revival of the initial state. Similar examples of this phenomenon can also be found in AdS/CFT (Anti-de Sitter/Conformal Field Theory) correspondence [28, 29], where the evolution of CFT after a quantum quench can be explained by the left and right-moving quasiparticles [30]. Henceforth we adopt the natural unit system, setting $c = \hbar = k_B = 1$.

### 2 Gaussian quantum mechanics

In this section, we give a brief review of the GQM. The reader is referred to [16, 17] for a detailed introduction to this topic. For a bosonic system with $N$ modes, we can form a vector of operators as

$$x = (\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_N, \hat{p}_N)^T,$$

where the canonical quadrature operators $\hat{q}_i = (\hat{a}_i + \hat{a}_i^\dagger) / \sqrt{2}$ and $\hat{p}_i = i(\hat{a}_i^\dagger - \hat{a}_i) / \sqrt{2}$ satisfy $[\hat{q}_i, \hat{p}_i] = i \delta_{ij}$. The phase space formed by the above vector is a symplectic space. In GQM, we only consider the Gaussian states that are fully described by the first and second moments of their quadratures, and the Gaussian states stay Gaussian under the evolution with any time-dependent quadratic Hamiltonian. For simplicity, we set the first moment of the vector to be zero and characterize the state of the system as the $2N \times 2N$ covariance matrix $\sigma$ whose entries are given by

$$\sigma_{ab} = \langle \hat{x}_a \hat{x}_b \rangle = \text{Tr}[\rho (\hat{x}_a \hat{x}_b + \hat{x}_b \hat{x}_a)] = \langle \hat{x}_a \hat{x}_b \rangle + \langle \hat{x}_b \hat{x}_a \rangle = \text{Tr}[\rho (\hat{x}_a \hat{x}_b + \hat{x}_b \hat{x}_a)].$$

(3)

Any combined state of two systems $A$ and $B$ has the form

$$\sigma_{ab} = \begin{pmatrix} \sigma_A & \gamma_{AB} \\ \gamma_{AB}^\dagger & \sigma_B \end{pmatrix},$$

(4)

where $\sigma_A$ and $\sigma_B$ are the states of $A$ and $B$, respectively, and the $\gamma_{AB}$ represents the correlation between them. For systems under unitary transformation $U$ generated by a time-dependent quadratic Hamiltonian $H(t)$, it corresponds to a linear symplectic transformation on the phase space: $x \rightarrow x' = U^T x U = S x$. Similarly, the covariance matrix transforms as $\sigma \rightarrow \sigma' = S \sigma S^T$.

Since $H(t)$ is quadratic, we can write it as $H(t) = x^T F(t) x$, where $F(t)$ is a $2N \times 2N$ phase space matrix. The symplectic evolution matrix $S(t)$ generated by this Hamiltonian obeys a Schrödinger-like equation:

$$\frac{dS(t)}{dt} = \Omega F(t) S(t),$$

(5)
where $\mathbf{F}_e = \mathbf{F} + \mathbf{F}_T$ and $\Omega := \bigoplus_{j=1}^N \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ is the symplectic form. Once we have the formula of the total Hamiltonian, we can solve the above differential Schrödinger-like equation numerically. The initial condition of the equation is $S(0) = \mathbb{1}$. We can decompose the continuous time $T$ into many steps and solve the equation step by step. An example of the codes, both in MATLAB and Python, which are developed by the authors of [24], is available in [31].

In quantum statistical physics, we always need to do the tracing over $\rho$ to obtain the expectation value of operator $\hat{O}$ as $O = \text{Tr}[\rho \hat{O}]$. In GQM, we only care about the first and second moments, and the information of the states has been encoded in the covariance matrix, so we can always represent the expectation values of other physical quantities as the function of covariance matrix. For example, the average energy reads

$$\langle H \rangle = \frac{1}{2} \text{Tr}[\mathbf{F} \sigma].$$

If we diagonalize the system’s Hamiltonian as $F = \frac{1}{2} \text{diag}(\omega_1, \omega_2, \omega_3, \ldots)$, the thermal state will be

$$\rho = \text{Tr}[\mathbf{P}_j \mathbf{P}_k],$$

where $\mathbf{P}_j$ denotes the number state in the Fock space. Each mode with frequency $\omega_j$ is a Gaussian state in thermal equilibrium at a temperature $T$, and the average photons number

$$\bar{n}_j = \frac{\omega_j}{2} = \frac{1}{e^{\omega/T} - 1}.$$  

Since we already obtain the density matrix (7), we can calculate the von Neumann entropy directly. Finally, we have

$$S(\sigma) = \sum_{i=1}^{N} f(\nu_i),$$

where

$$f(\nu) = \frac{\nu + 1}{2} \log \frac{\nu + 1}{2} - \frac{\nu - 1}{2} \log \frac{\nu - 1}{2}.$$  

Of course, not all Gaussian states are thermal, nevertheless, there always exists a symplectic matrix to diagonalize any Gaussian state. Given any joint state of $S$ and $E$, we can calculate the von Neumann entropy directly, thus obtaining the MI [32]. On the other hand, from [4] we know the entropy production can also be written as $\zeta = \beta \langle H(\rho_E^T) - H(\rho) \rangle - (S(\rho_S) - S(\rho_E^T))$, evaluating the energy change of $E$ and the entropy change of $S$, we can also obtain the relative entropy $D(\rho_E^T \parallel \rho_E)$.

### 3 Models

First we choose a harmonic oscillator with frequency $\omega$ to be the particle detector (system $S$), and we set a one-dimensional free massless scalar QFT in a cavity to be the environment $E$ so that we can obtain discrete modes by applying an infrared cutoff and Dirichlet boundary condition. The Hamiltonian of $E$ reads $\hat{H}_E = \sum_{j=1}^N \omega_j \hat{a}_j^\dagger \hat{a}_j$, where $N$ is the number of modes we include, $\omega_j = j \pi / L$ and $L$ is the scale of the cavity. The interaction Hamiltonian $\hat{H}_{\text{int}}(t) = \lambda \chi(t) \mu \phi[x]$, in which $\lambda$ is coupling constant, $\chi(t)$ is the switching function that controls the interaction, $\mu = \hat{a}_s + \hat{a}_s^\dagger$ is the monopole moment of the particle detector, and $\phi[x]$ is the field operator at the position of the particle detector in the cavity, where $u_j(x) = \sin(j \pi x)$ is the basis and the normalization constant is absorbed in the coupling constant. This formula of $\hat{H}_{\text{int}}$ means the particle detector interacts with all modes of the environment.

Note that the above Hamiltonian is written in the form of creation–annihilation operators, not position–momentum operators as in $x$. Nevertheless, we can always do the transformation to obtain the right form of $F(t)$.

Since we are considering non-interacting cavity QFT, the $F$ for $\hat{H}_E$ is naturally diagonalized. If at $t = 0$ the initial state the particle detector is in temperature $T_S$ and environment is in temperature $T_E$, the covariance matrix can be written as the direct sum of (6). Setting the smooth and compactly supported switching function as [24]

$$\chi(t) = \begin{cases} 
0 & t < 0 \\
\frac{1}{2} - \frac{1}{2} \tanh \frac{\pi t}{\delta} & 0 \leq t < \delta \\
\frac{1}{2} + \frac{1}{2} \tanh \frac{2(\tau - t)}{\delta} & \delta \leq t < \tau \\
\frac{1}{2} + \frac{1}{2} \tanh \frac{\pi t}{\delta} & \tau - \delta \leq t < \tau \\
0 & t > \tau
\end{cases}$$

(11)
The entropy production. The green solid line is the effective temperature of the system, corresponding to the left vertical axis; the blue solid line is the MI between $S$ and $E$, and the black dashed line is the MI between $S$ and mode 3 of the cavity QFT.

Fig. 2 Evolution during the interaction between $S$ and $E$ for the cavity QFT. The parameters are set as in Fig. 1. The black solid line is the entropy production. The blue solid line the MI between $S$ and $E$, and the red solid line is the relative entropy $D(\rho_0|\rho_E)$.

we can solve Eq. (5) numerically and obtain $S(t)$.

In Figs. 1 and 2, we present some numerical results. We set $N = 30$, $L = 1, T_S = 1, T_E = 3, \lambda = 0.05, \delta = 0.1\tau, \tau = 150$, and the frequency of the system $\omega = 3\pi$. The green solid line is the effective temperature of the cavity QFT, which is equal to the third modes $\omega_3$ (mode 3) of the cavity QFT. The numerical result shows that the covariance matrix of the system $S$ effectively has the form of $\begin{pmatrix} v & 0 \\ 0 & v \end{pmatrix}$, thus according to (6) we can define the effective temperature of the mode as $T_{\text{eff}} = \omega \ln \frac{1}{e^\lambda - 1}$. In Fig. 1 we find the effective temperature of $S$ (green solid line), does not reach a steady state of thermal equilibrium as one would expect. The effective temperature of $S$, and also the MI between $S$ and $E$ (blue solid line), are both oscillating. This MI is almost indistinguishable from the one between the $S$ and the mode 3 (black dashed line). This is consistent with the result obtained by using the perturbative method that indicates the system can only be affected by a small neighbourhood of frequency $\omega$ of the cavity QFT [35]. An analogous phenomenon in classical mechanics was reported in [36].

In Fig. 2, we study the entropy production $\xi$, $I(S' : E')$ and $D(\rho_E^\prime||\rho_E)$. Similar to Fig. 1, these three quantities are all oscillating. In the early stage of evolution, entropy production mainly comes from MI. After that, MI decays and the relative entropy increases, meaning the displacement of the environment from equilibrium begins to become significant while the correlation between $S$ and $E$ decreases. After reaching the peak, the relative entropy decreases rapidly, and entropy production also begins to decline soon. Eventually they all reach their lowest point and then a new cycle begins. Our results show that neither MI nor relative entropy has always provided a dominant contribution to the entropy production throughout the evolutionary process. They are each becoming dominant terms at different times.

From the above analysis, we can conclude that although the cavity QFT contains various modes, the interaction is largely determined by the mode with the same frequency of $S$. The effective temperature of the system, and also the $I(S' : E')$ and $D(\rho_E^\prime||\rho_E)$, are all oscillating and implying quantum recurrence.

Next, we consider the environment $E$ in which all modes share the same frequency with the system $S$, but there is an interaction between adjacent modes of the environment. This model is also used as the heat bath of quantum Otto engine in quantum thermodynamics [24]. In continuous and massless limit, it also reduces to the CFT with central charge $c = 1 [37, 38]$. We not only want to know how the correlation between system and environment evolves, but also how it propagates in the environment. The Hamiltonian of the environment reads

$$\hat{H}_E = \sum_{i=1}^N \frac{\omega}{2} (\hat{p}_i^2 + \hat{q}_i^2) + \sum_{i=1}^N \alpha \hat{q}_i \hat{q}_{i+1},$$  (12)
Fig. 3 Evolution during the interaction between $S$ and $E$ for the oscillator chain. We set $\omega = 4$, $N = 25$, $T_S = 1$, $T_E = 10$, $\alpha = \lambda = 0.15$, $\delta = 0.1\tau$ and $\tau = 500$. The green solid line is the effective temperature of the system, corresponding to the right vertical axis, while the other curves are the MI, corresponding to the left vertical axis: the blue solid line is the MI between the $S$ and $E$, black dashed line is the MI between $S$ and mode 1, and the red dotted line is the MI between mode 1 and the rest modes.

Fig. 4 Evolution during the interaction between $S$ and $E$ for the oscillator chain. The parameters are set as in Fig. 3. The black, blue, red, green and deep blue lines correspond to the MI between system–mode 1, mode 1–mode 2, mode 2–mode 3, mode 3–mode 4 and mode 4–mode 5, respectively.

where $N$ is the number of modes, $\omega$ is the frequency, and $\alpha$ is the position–position coupling constant. Applying the periodic boundary condition $\hat{q}_{N+1} = \hat{q}_1$, $E$ becomes an oscillator chain.

The interaction Hamiltonian can be set as

$$\hat{H}_{\text{int}} = \lambda \chi(t) \hat{q}_i \sum_{i \in \{\text{int}\}} \hat{q}_i$$

(13)

where $\lambda$ and $\chi(t)$ are still the coupling constant and switching function, respectively, $q_i$ is the position operator of system $S$, and $\{\text{int}\}$ denotes the modes that $S$ interacts with. For simplicity, we only consider $S$ interacts with one mode of the $E$, and without loss of generality, we set $i = 1$.

Note that now due to the position–position coupling constant $\alpha$, the phase space matrix $F$ corresponding to the $\hat{H}_E$ is no longer diagonal. The corresponding covariance matrix of the thermal state with temperature $T_E$ is also not diagonal. Nevertheless, we can symplectically diagonalize the phase space matrix to obtain the corresponding diagonal covariance matrix and then transform it back to the physical basis to find the thermal state of $E$.

In Figs. 3, 4 and 5, we present some numerical examples of the evolution during the interaction between $S$ and $E$. We set $\omega = 4$, $N = 25$, $T_S = 1$, $T_E = 10$, $\alpha = \lambda = 0.15$, $\delta = 0.1\tau$ and $\tau = 500$. In Fig. 3, we can find the effective temperature of the system (green line) keeps increasing until it is equivalent to the environment’s temperature. The value of the temperature stabilizes for some time, then starts to decrease, reaches a lower point and then increases again. If we extend the interaction time, we will find the same pattern: the temperature of the system remains stable for a period of time, then experiences an oscillation, after which it returns to stability and waits for the next disturbance. On the other hand, we can also observe that the MI between the system and the environment (blue solid line) shows similar characteristics. The MI between the system and mode 1 also increases at the beginning, but later decreases until the arrival of the disturbance. The increase in MI at the beginning of evolution comes from the fact that we turn on the interaction, while the decrease is due to the internal interactions of the environment that make correlation propagate in the environment. On the other hand, we can find that the MI between mode 1 and the rest is always oscillating.

We take a closer look at the correlation of the environment in Fig. 4, where we consider the correlations of adjacent modes. In addition to the MI between system–mode 1, we also present the evolution of the MI between mode 1–mode 2, mode 2–mode 3, mode 3–mode 4 and mode 4–mode 5. Similar steps can be performed for all oscillators. Due to the periodic boundary condition $\hat{q}_{N+1} = \hat{q}_1$, 

\begin{align*}
\text{S-E MI} \\
\text{S-mode 1 MI} \\
\text{mode 1-mode 2 MI} \\
\text{mode 2-mode 3 MI} \\
\text{mode 3-mode 4 MI} \\
\text{mode 4-mode 5 MI}
\end{align*}
they are equivalent to the MI of mode 1-mode N, mode N − 1-mode N, mode N − 2-mode N − 1, mode N − 3-mode N − 2, etc. In Fig. 4, we can observe how the correlation propagates through the oscillator chain. Starting from mode 1, the correlation between the adjacent modes increases and then decays one by one. After some time, we can find the MI oscillates again, because the correlation from the other side arrives. The correlation makes a complete circle in both directions back to mode 1, causing the oscillation of all the physical quantities, then the correlation between the S and mode 1 decays and the evolution starts a new cycle again.

In Fig. 5, we study the evolution of the entropy production, \( I(S' : E') \) and \( D(\rho_E' || \rho_E) \). The behaviour is also regular. In the early stage of evolution, entropy production mainly comes from MI, since S and E have just interacted. As the interaction continues, the effective temperature of S increases until it is approximately the same as the temperature of E. On the other hand, the MI decreases, meaning the correlation between S and E decays, while relative entropy increase instead, implying the displacement of the environment from equilibrium begins to become significant. When the effective temperature is stable, the relative entropy reaches the highest, while the MI is the lowest. This state will continue for some time, depending on the number of the oscillator in the chain, until the correlation comes back around a full circle and causes a new period. If we set \( N = 1 \), the curves would be exactly like Fig. 2. For a larger value of \( N \), the temperature and other quantities, such as entropy production, \( I(S' : E') \) or \( D(\rho_E' || \rho_E) \), would stay stable for a longer time, because the correlation would take a longer time to travel through the entire oscillator chain.

4 Final remarks

In summary, the interaction between S and E creates correlations. If the mode in E that interacts with S also interacts with other modes in E, the correlation will propagate in E, depending on the coupling strength, the number of modes, boundary condition, etc. In the free scalar cavity QFT, the mode that shares the same frequency with the S does not interact with other modes in the cavity QFT, thus the correlation does not propagate to other modes. For the interacting oscillate chain with periodic boundary condition, the S interacts with one mode of the E, and the correlation propagates in circles like a kind of "flow" so the physical quantities oscillate regularly. Neither MI nor relative entropy has always provided a dominant contribution to the entropy production. In our case, the entropy production is mainly from MI in the early stage of the interaction and from relative entropy when the system is in "thermal equilibrium". In fact, if we add more internal interactions to the environment or include more modes of the environment in the interaction Hamiltonian, the evolutionary process of the whole system will become more complicated. There is still much to study about the evolution of the whole system.

Note that the entropy production has also been studied in other bosonic Gaussian systems, such as the quantum Brownian motion (QBM) model for the harmonic potential [39, 40]. Similar oscillations of the thermodynamic quantities are observed and explained as a phenomenon of Poincaré recurrences. This brings no surprise since we are all considering finite dynamical periodic systems. However, there are two main differences between our second model and (QBM) model. The first one is that in our second model the bath B (12) contains the interaction term \( \sum_{i=1}^{N} \alpha \hat{q}_i \hat{q}_{i+1} \) between the adjacent oscillators, while in the QBM cases the bath is non-interacting. The second one is we set our interaction (13) to be "local" because the S interacts with only one oscillator, while the interaction in QBM cases is "global" since S interacts with all the oscillators. In our case, the interaction "perturbs" the whole system locally and the correlation is created between S and \( \hat{q}_1 \), then it passes through the total oscillator chain as in Fig. 4 to make circles in both directions due to the interaction term \( \sum_{i=1}^{N} \alpha \hat{q}_i \hat{q}_{i+1} \).

Another important motivation to study our second model is that it captures some important features of CFT, and it may shed some light on the AdS/CFT correspondence [28, 29]. If we consider the discretized Hamiltonian on a lattice with interaction between
adjacent oscillators as (12), taking $N \to \infty$ and massless limit, we can obtain the CFT with central charge $c = 1$. Thus, once we discrete the CFT, we can apply the GQM to study it. This method has been used to investigate the complexity for thermofield double states [37] and the purification of (1+1)-dimensional CFT [38]. In our work, we consider the local interaction between the system $S$ and bath $B$, which is similar to the thermalization and revivals after a local quantum quench in CFT [30], where J. Cardy used the quasiparticle picture to explain the quantum recurrence. The left and right-moving quasiparticles are initially entangled, being emitted at $t = 0$ and thereafter moving semiclassically. In a periodic system, an oppositely moving pair of particles will meet again and this should lead to a revival of the initial state. The quasiparticle picture is very similar with the correlation propagating in our work, and in our previous work [35] we indeed studied the (de-)excition of the QFT in this $S$ and $B$ interaction. Our model and Gaussian techniques may be able to help us to get a better understanding of the time evolution of CFT and the nature of holography. Other models in GQM may also bring new perspectives to the study of AdS/CFT. In recent years, quantum information theory has become inter-disciplinary and has been used to study gravity and high energy physics [41–43]. There have also been some recent discussions on the connection between quantum gravity and Gaussianity of states [44]. GQM may also be helpful in these fields. However, we also need to emphasize that it appears quite a step to really gain something new about the full AdS/CFT correspondence. There are still many problems to be studied in this field and we hope to get some interesting results in the near future.

Finally, as we previously suggested, the interaction between $S$ and $E$ can also be regarded as the measurement of $S$ to $E$. Measurements are of great importance in physics. In principle, all measurable observations are also representative of all possible properties of the system. The study of the evolution of joint systems may also help us to understand the nature of the measurements themselves [45] and facilitate the development of practical models to detect or simulate different systems. We will continue to study this direction in our future work.
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