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Abstract

Text-video retrieval is an important multi-modal learning task, where the goal is to retrieve the most relevant video for a given text query. Recently, pre-trained models, e.g., CLIP, show great potential on this task. However, as pre-trained models are scaling up, fully fine-tuning them on text-video retrieval datasets has a high risk of overfitting. Moreover, in practice, it would be costly to train and store a large model for each task. To overcome the above issues, we present a novel Cross-Modal Adapter for parameter-efficient fine-tuning. Inspired by adapter-based methods, we adjust the pre-trained model with a few parameterization layers. However, there are two notable differences. First, our method is designed for the multi-modal domain. Secondly, it allows early cross-modal interactions between CLIP’s two encoders. Although surprisingly simple, our approach has three notable benefits: (1) reduces 99.6% of fine-tuned parameters, and alleviates the problem of overfitting, (2) saves approximately 30% of training time, and (3) allows all the pre-trained parameters to be fixed, enabling the pre-trained model to be shared across datasets. Extensive experiments demonstrate that, without bells and whistles, it achieves superior or comparable performance compared to fully fine-tuned methods on MSR-VTT, MSVD, VATEX, ActivityNet, and DiDeMo datasets. The code will be available at https://github.com/LeapLabTHU/Cross-Modal-Adapter.

1. Introduction

Videos are playing an essential role in retaining and disseminating information. Nowadays, on video platforms like YouTube, users search for the videos they are interested in through natural language queries. Consequently, how to return the most relevant videos for a given text query is be-
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are two modalities and each with a feature encoder. Thus, a straightforward way is to design adapters separately for each encoder. However, this naive scheme forbids any early cross-modal interaction, and may lead to a sub-optimal solution. Meanwhile, introducing the early cross-modal interaction inside the CLIP’s encoders through adapters is non-trivial. Since it requires interactions between every pair of video and text query, this will change the computational complexity from $O(N)$ to $O(N^2)$ where $N$ is the number of text-video pairs. Such a computational cost is unaffordable in practical applications.

To address the above challenge, we propose a novel method named Cross-Modal Adapter. The key idea is to enable early cross-modal interactions by sharing adapters’ weights between two modalities rather than introducing explicit feature-level interactions. By adopting this weight-sharing mechanism, computational complexity can be kept as $O(N)$, since each video or text feature can be obtained independently. Furthermore, such a scheme allows an implicit cross-modal interaction, which will facilitate the realignment of CLIP’s vision and language feature spaces for the text-video retrieval task.

We conduct extensive experiments on five popular datasets, i.e., MSR-VTT [49], MSVD [6], VATEX [46], ActivityNet [29], and DiDeMo [1], to demonstrate the effectiveness of our method. First, without bells and whistles, Cross-Modal Adapter attains comparable performance as the fully fine-tuned method [35] while optimizes much fewer parameters, e.g., 0.52M vs. 123.52M on MSR-VTT. Secondly, our method saves approximately 30% of training costs. Last, our method outperforms prompt-based parameter-efficient methods [23, 28, 56] by a large margin. In summary, this paper makes three-fold contributions:

- We propose a parameter-efficient Cross-Modal Adapter for text-video retrieval task. To the best of our knowledge, we are the first to investigate adapter-based parameter-efficient transfer learning for the text-video retrieval domain.
- We propose a weight-sharing mechanism to enable early cross-modal interaction without introducing huge additional computations.
- Extensive experiments show that our approach can significantly reduce 99.6% of fine-tuned parameters without performance sacrifice compared to the fully fine-tuned method.

2. Related Work

2.1. Text-video Retrieval

Text-video retrieval is becoming one of the most important multi-modal learning topics [2, 24, 26, 52] with advances in both computer vision [11, 17, 18, 21, 22, 47, 50] and natural language processing [5, 10, 25, 41, 44]. Recently, great progress has been achieved in the text-video retrieval domain with the advances in pre-training [3, 15, 30, 40, 42, 43, 48, 57]. Among these works, Contrastive Language-Image Pre-training model [40], i.e., CLIP, exhibits great potential on multiple downstream tasks. Recently, CLIP4Clip [35] demonstrates that fully fine-tuning the CLIP with a similarity calculator can achieve promising performance on various text-video retrieval datasets. As a result, a series of works focus on excavating the power of CLIP by designing parameter-rich cross-modal fusion modules [12, 14, 16, 36] on top of it or plugging a token selection module [34] into it. All these works adopt the fully fine-tuning paradigm following CLIP4Clip. However, as the current trend of scaling up the pre-trained models, e.g., the latest BEIT-3 [45] has 1.9B parameter, such a scheme is easy to overfit, computation-intensive, and time-consuming when applied to downstream datasets. Contrary to these works, we make the first attempt to explore parameter-efficient transfer learning on the text-video retrieval domain and achieve comparable performance to fully fine-tuning with much fewer parameters.

2.2. Parameter Efficient Tuning

Pre-trained models become prevalent in recent years [10, 40]. Since fine-tuning the whole model has a large computational cost and is time-consuming [35], parameter efficient tuning (PET) has been proposed to efficiently adapt the pre-trained models to downstream tasks [39, 54]. Among them, adapters [7, 27, 37] and prompt learning [23, 28, 56] are two dominant lines of research.

Adapters [20] are light-weighted layers inserted in the pre-trained model. During fine-tuning, only the weights of adapters are updated, and other parameters are frozen. Task-specific information is learned and knowledge learned in the pre-training phase is also preserved. In the NLP community, Mahabadi et al. [37] proposes to use hyper-networks to generate parameters for adapters in each layer. Furthermore, Mahabadi et al. [27] proposes Compactor, a parameterized hyper-complex multiplication layer, to reduce the parameter of adapter modules. Recently, in the CV community, Chen et al. [7] proposes a Conv-Adapter which consists of a point-wise convolution and depth-wise convolution in a bottleneck structure to enable adapters in convolutional neural networks. Previous works explore either vision or language modality, while our method investigates the effectiveness of adapters in the multi-modality domain.

Prompt learning [39], first proposed in NLP, can probe pre-trained knowledge for downstream tasks with human-designed or learnable prompt input. Concretely, a natural language task instruction (prompt) is prepended in the input, and the whole pre-trained model is frozen. The prompt could be discrete or continuous embedding [31, 32, 39].
3. Method

In this section, we illustrate each component of our method in detail. First, we provide a thorough description of our video and text encoders in Sec. 3.1. Then, we explain the architecture of the cross-modal adapter in Sec. 3.2. Finally, we present the mechanism of a parameter-free similarity calculator in Sec. 3.3.

3.1. Feature Encoders

Given a set of videos \( V = \{v_1, v_2, \ldots, v_n\} \) and its corresponding text queries \( T = \{t_1, t_2, \ldots, t_n\} \), we perform text-video retrieval by calculating the similarity between the text query \( t_j \) and each video \( v_i \) which consists of \( |v_i| \) frames \( \{v_{i,1}, v_{i,2}, \ldots, v_{i,|v_i|}\} \), and return the video with the highest similarity score. To achieve this goal, we first need to obtain the feature of each video and text query. Thus, we will illustrate the video and text encoders in the following.

**Video Encoder.** We adopt the visual backbone of CLIP (ViT-B/32) as our video encoder, a 12-layer transformer. Following CLIP4Clip [35], we extract frames from a video and encode them with the video encoder separately. For example, consider the video \( v_i \), the \( j \)-th frame \( v_{i,j} \in \mathbb{R}^{H \times W \times C} \) is first split into non-overlapping patches with a size of \( P \times P \). Then the patches are mapped to embeddings with a linear projection and added with learnable positional embeddings. Thus, a frame is transformed into a sequence of embeddings. Besides, a learnable [CLS] token, which represents the global information of the frame, is added at the start of the sequence. Formally, we denote the input and features of the video encoder as \( p_{i,j,l} \in \mathbb{R}^{(M+1) \times D_v} \), where subscript \( l \) means the layer index, \( M \) is the total number of patches, and \( D_v \) is the hidden dimension. Specifically, the input of the video encoder is denoted as \( p_{i,j,0} \).

Inside the video encoder, each layer consists of a self-attention module (MSA), a feedforward MLP, and layer-norms (LN). For \( j \)-th frame of video \( v_i \), the modules in \( l \)-th layer perform calculations as follows:

\[ \hat{p}_{i,j,l} = \text{MSA} (\text{LN} (p_{i,j,l-1})) + p_{i,j,l-1}, \quad l = 1, \ldots, L, \tag{1} \]
\[ p_{i,j,l} = \text{MLP} (\text{LN} (\hat{p}_{i,j,l})) + \hat{p}_{i,j,l}, \quad p_{i,j,l} \in \mathbb{R}^{D_v}. \tag{2} \]

After the patches have been processed by all the layers, we regard the feature of the [CLS] token as the global representation for a frame. The final frame representation is obtained as follows:

\[ f_{i,j} = \text{Proj} (\text{LN} (p_{i,j,L}^0)), \quad f_{i,j} \in \mathbb{R}^{D_i}, \tag{3} \]

where \( \text{Proj}(\cdot) \) is a linear projection layer to handle the dimension mismatch between video and text encoders, and \( D_i \) is the hidden dimension of the text encoder. Therefore, for video \( v_i \), we can get all the frame representations as \( \{f_{i,1}, f_{i,2}, \ldots, f_{i,|v_i|}\} \). The video feature is generated based on the given text query feature, as detailed in Sec. 3.3.
**Text Encoder.** We use the linguistic backbone of CLIP as our text encoder, which is also a 12-layer transformer. The structure of the transformer layer is the same as the video encoder. The only difference is that the hidden dimension is 512 rather than 768.

Like the video encoder, the input text query \( t_i \in \mathcal{T} \) is first transformed into a sequence of embeddings by a tokenizer. Then, a [CLS] token and a [SEP] token are added to the start and end of the sequence, respectively. Subsequently, this sequence is going through all the layers of the text encoder. Finally, following CLIP, we adopt the feature of [SEP] token at the last layer as global representation \( t_i \in \mathbb{R}^{D_1} \) of a text query.

### 3.2. Cross-Modal Adapter

Pre-training methods [15, 40, 48] have shown great potential for transferring to downstream tasks. Thus, previous works [16, 34, 35] mainly focus on adapting the powerful pre-trained CLIP [40] model to the text-video retrieval domain by fully fine-tuning the two encoders. However, as the pre-trained models are scaling up quickly, this paradigm has a high risk of overfitting and is costly. Inspired by recent parameter-efficient transfer learning works [20, 37] in natural language processing, we propose a novel Cross-Modal Adapter for parameter-efficient tuning on text-video retrieval task. In the following paragraphs, we first introduce the uni-modal adapter.

**Uni-modal Adapter.** Our method is built based on Adapter [20] which is designed for parameter-efficient transfer learning in NLP. The authors adapt the large pre-trained model to downstream tasks by inserting a few learnable adapter modules inside each transformer layer. It attains good performance by fine-tuning only adapter modules, which contain merely 3.6% of the pre-trained model’s parameters. Specifically, the adapter module follows a bottleneck design to reduce the number of parameters, which consists of a down-projection linear layer, a non-linear layer, and an up-projection linear layer.

Formally, given an input feature \( x \in \mathbb{R}^{1 \times d} \), the feed-forward function of the adapter module can be written as:

\[
\text{Adapter}(x) = x + \sigma(xW_{\text{down}})W_{\text{up}},
\]

where \( W_{\text{down}} \in \mathbb{R}^{d \times r} \), \( W_{\text{up}} \in \mathbb{R}^{r \times d} \) are down-projection and up-projection weights respectively, and \( \sigma(\cdot) \) is non-linear layer which is implemented as GELUs [19]. Besides, the adapter is initialized as a near-identity mapping to stabilize the training process.

**Cross-Modal Adapter.** A straightforward way to achieve parameter-efficient transfer learning for the multi-modal model [40] is plugging independent adapter modules inside each encoder as shown in Fig. 2 (left). However, this naive scheme forbids cross-modal communication in early layers, which might lead to a sub-optimal solution. Previous work [38] shows a model with early cross-modal interaction boosts retrieval performance significantly. Furthermore, we empirically demonstrate such a naive scheme is sub-optimal, as shown in Tab. 2. Meanwhile, introducing the cross-modal interaction among shallow layers in CLIP is non-trivial. It requires interactions between every pair of video and text query, which leads to quadratic computational costs with respect to the sample number. In practice, such a surge in computational cost will lead to a slow retrieval process and a bad user experience.

To address the above challenge, we propose a novel Cross-Modal Adapter to enable implicit early cross-modal interaction method via a weight-sharing mechanism as shown in Fig. 2 (middle). Our inspiration comes from previous work [51] that facilitates the alignment of vision and text spaces by sharing the weights of self-attention and feedforward layers between two modalities when pre-training. Differently, we apply the weight-sharing mechanism in the up-projection layer of adapters, as shown in Fig. 2 (right).

Formally, given an input feature \( x \in \mathbb{R}^{1 \times d} \), where \( x \) can be a patch feature from a video frame or a token feature from a text query, the bottleneck feature \( z \in \mathbb{R}^{1 \times r} \) can be obtained as follows:

\[
z = \sigma(xW_{\text{down}}),
\]

where \( W_{\text{down}} \in \mathbb{R}^{d \times r} \) and \( \sigma(\cdot) \) is non-linear layer. Then, the up-projection layer with a weight-sharing mechanism and the output of the cross-modal adapter can be written as:

\[
\text{Adapter}_{\text{CM}}(x) = x + \text{Concat} [zW_{\text{up,unique}}, zW_{\text{up,share}}],
\]

where \( W_{\text{up,share}} \in \mathbb{R}^{r \times d}, 0 < d_s \leq d \) is modality-shared weights while \( W_{\text{up,unique}} \in \mathbb{R}^{r \times (d - d_s)} \) is modality-specific weights. Finally, the cross-modal adapter is inserted after self-attention and feedforward MLP modules for all layers.

### 3.3. Parameter-free Similarity Calculator

After extracting all the features, the last essential step is calculating the similarity between every pair of video and text query. In contrast to the previous work [16] that introduces a parameter-rich similarity calculator, we apply a parameter-free one (Fig. 3) to minimize the number of fine-tuned parameters following [4]. First, we generate query-aware video features, which aggregate important information from each frame based on the given text query feature. Concretely, we calculate the inner product \( \alpha_j \) between the text query feature \( t \) and \( j \)-th frame feature \( f_{i,j} \) of video \( v_i \).

Formally, we have the following equation:

\[
\alpha_j = \langle t, f_{i,j} \rangle, \quad j \in \{1, \ldots, |v_i|\},
\]

where \( \langle \cdot, \cdot \rangle \) represents inner product. Then, we obtain a final query-aware embedding \( \hat{v}_i \) for the video \( v_i \) by weighted
Figure 3. Parameter-free similarity calculator. The query-aware video feature is generated by weighted averaging of all the frame features based on the score between each frame and text query.

averaging all video frame features:

\[
\hat{a}_j = \frac{e^{a_j/\tau}}{\sum_{k \in \{1, \ldots, |v_i|\}} e^{a_k/\tau}}, \quad \hat{b}_i = \sum_{j \in \{1, \ldots, |v_i|\}} \hat{a}_j f_{i,j}, \tag{8}
\]

where \(\tau\) is the temperature hyper-parameter, which determines the way of average weighting. For instance, if \(\tau\) is very small, the embedding of the whole video will be almost the same as that of the most relevant frame to the query feature \(t\). Contrarily, if \(\tau\) is very large, this simply becomes a uniform average without weights. Though its simplicity, this parameter-free aggregation method can effectively perform the temporal modeling for the video by considering different degrees of text-frame relevance.

For a batch with \(n\) text-video pairs, we calculate the similarities between all the video features and all the text query features, resulting in a \(n \times n\) similarity score map. Then, we adopt a symmetric cross-entropy loss to optimize the model. Formally, we have the following equations:

\[
\mathcal{L}_{t2v} = -\frac{1}{n} \sum_{i} \log \frac{1}{\sum_{j=1}^{n} \exp(s(\hat{b}_i, t_j))} \exp(s(\hat{v}_i, t_i)), \tag{9}
\]

\[
\mathcal{L}_{v2t} = -\frac{1}{n} \sum_{i} \log \frac{1}{\sum_{j=1}^{n} \exp(s(\hat{v}_i, t_j))} \exp(s(\hat{v}_i, t_i)). \tag{10}
\]

\[
\mathcal{L} = \frac{1}{2}(\mathcal{L}_{v2t} + \mathcal{L}_{t2v}), \tag{11}
\]

where \(s(\cdot, \cdot)\) denotes cosine distance.

4. Experiments

We first introduce the five datasets, implementation details, evaluation metrics, and the baselines we compare.

MSR-VTT [49] contains 10,000 videos, each labeled with about 20 captions. The lengths of videos range from 10 to 32 seconds. We adopt the 9k training split. For the test data, we use the 1k-A test set from [53], which is comprised of 1,000 text-video pairs.

MSVD [6] has 1,970 videos, each with approximately 40 associated captions in English. The duration of videos range from 1 to 62 seconds. We use the standard split of 1,200, 100, and 670 videos for training, validation, and test.

VATEX [46] is a multilingual dataset with 34,991 video clips. We adopt the official training split with 25,991 videos and report the performance on the validation split with 1,500 videos following HGR [8].

ActivityNet [29] consists of 20,000 YouTube videos. We concatenate all the descriptions of a video and conduct video-paragraph retrieval following the setting from [13, 55]. The model is evaluated on the ‘val1’ split.

DiDeMo [1] contains over 10,000 videos with 40,000 sentences. There are 8,395, 1,065, and 1,004 videos in the training, validation, and test set, respectively. Following [3, 30, 33], we concatenate all sentence descriptions of a video to evaluate video-paragraph retrieval.

Implementation details: Following CLIP4Clip [35], we adopt the video encoder and text encoder from the pre-trained CLIP (ViT-B/32). The cross-modal adapter is applied in every layer of two encoders. We set the bottleneck dimension \(r\) as \{8, 16, 16, 16\} and weight-sharing dimension \(d\) as \{16, 8, 16, 64, 512\} for MSR-VTT, DiDeMo, MSVD, VATEX, ActivityNet. For training settings, we fine-tune our model with the Adam optimizer for 5 epochs (or 20 epochs for the ActivityNet). Warm-up is applied in the first 10% of the training process following CLIP4Clip. The learning rate is 1e-5 and decayed with a cosine schedule. The batch size is set to 128, and the temperature \(\tau\) for our parameter-free similarity calculator is set to 5. We set the caption token length as 32 and the frame length as 12 by default. For ActivityNet and DiDeMo, the caption token and frame length are set to 64. More details are in the Appendix.

Evaluation metrics: To measure the performance of our proposed method, we use standard retrieval metrics: recall at rank K (R@K, higher is better) and mean rank (MnR, lower is better). R@K calculates the proportion of test samples found in the top-K retrieved results. We report results for R@1, R@5, and R@10. MnR calculates the mean ranking of the test samples in the retrieval ranking list.

Baselines: There are 5 major baselines for comparison. More details about the baselines are in the Appendix.

1. CLIP4Clip [35] is a strong, fully fine-tuned baseline.
2. CoOp [56] applies learnable tokens as the input of the text encoder. Since only these tokens are updated during fine-tuning, it has very few trained parameters.
3. VPT [23]. Contrary to CoOp, Vision Prompt Tuning is proposed for visual backbones. VPT has two variants: VPT-shallow and VPT-deep. The VPT-deep leverages learnable prompts as the input of each transformer layer in the visual
Table 1. Text-to-video retrieval results on MSVD, DiDeMo, VATEX, and ActivityNet datasets. We compare our method with other parameter-efficient transfer learning methods and list the CLIP-based fully fine-tuned methods for reference. The parameter differences on 4 datasets of our method are primarily due to the bottleneck dimension, while the prompt-based methods are impacted by the prompt token number. Please refer to the Appendix for the results of video-to-text retrieval.
encoder. We use VPT-deep in the following experiments.

4. VL-Prompt. Since the previous prompt learning methods only tune vision or language prompts, we further applied learnable vision and language prompts into the vision and language encoder, which we call VL-Prompt. Following VPT, learnable tokens are applied as the input of each transformer block for both visual and text encoder.

5. MaPLe [28]. VL-Prompt is designed to learn vision and language prompts independently without cross-modal interaction, which might limit its performance. Hence, we compare our method with the latest multi-modality prompt learning method, namely MaPLe. It proposes a vision-language coupling function to link vision and language prompts and jointly optimizes them.

4.1. Main Results

We compare our method with baseline methods on five datasets: MSR-VTT, MSVD, VATEX, ActivityNet, and DiDeMo. The results of MSR-VTT are shown in Fig. 4, and results on other four datasets are shown in Tab. 1.

Results on MSR-VTT. Fig. 4 shows the trade-off between fine-tuned parameters and performances. Overall, our method achieves a better trade-off compared with the baselines for both text-to-video and video-to-text retrieval.

Compared with CLIP4Clip, a strong fully fine-tuned baseline, our method reduces 99.6% trained parameters without performance degradation. We think this is because fine-tuning with large parameters on downstream datasets has a high risk of overfitting, and this will be discussed in Fig. 6. Furthermore, we try to reduce the fine-tuned parameter of CLIP4Clip by freezing the first few layers in two encoders. However, this leads to quite poor performance.

Compared with prompt-based methods, our method largely improves performance with comparable parameters. First, the uni-modal prompt learning methods, i.e., CoOp and VPT, exhibit quite poor performances, which indicates that the uni-modal prompt is sub-optimal for the multimodal task. Secondly, the multimodal prompt baseline VL-Prompt performs better than uni-modal prompt methods but worse than ours. Last, the latest multi-modal prompt learning method MaPLe tunes much more parameters than ours but still performs poorly. Although prompt learning achieves great success in uni-modal tasks, it is incapable of tackling the challenging multimodal task.

Results on other four datasets. Tab. 1 displays the results on MSVD, DiDeMo, VATEX, and ActivityNet. Compared with the fully fine-tuned baseline CLIP4Clip, our method achieves comparable performance on VATEX and outperforms it by 1.2, 1.6, and 0.2 R@1 on MSVD, DiDeMo, and ActivityNet. Meanwhile, our method is more parameter-efficient with less than 1M trained parameters. Note that other fully fine-tuned methods, e.g., X-Pool [16] and TS2Net [34], propose sophisticated similarity calculators or token selection modules, which is not applied in our method. However, our method still achieves comparable R@1 performance on MSVD and VATEX. It might indicate the potential of the pre-trained CLIP model is under-explored with the fully fine-tuning paradigm. Additionally, we observe that our method outperforms existing prompt learning methods, regardless of whether they are based on multi-modal or uni-modal prompts. Our method achieves 2.9, 7.5, 4.4, and 8.3 higher R@1 than the best of the prompt learning methods and has the lowest MnR on four datasets.
4.2. Efficiency of Cross-Modal Adapter

To demonstrate the efficiency of our method, we test the training speeds and memory occupations on 8 RTX-3090 GPUs. As shown in Fig. 5, compared to baselines, our method achieves a better trade-off between training speed and performance while with fewer memory occupations. Specifically, our methods reduce 30% training time. Although prompt-based methods, e.g., VPT and VL-Prompt, fine-tune a small number of parameters, the training time and memory cost are much larger than ours.

4.3. Overfit Phenomenon of Fully Fine-tuning.

We further investigate the training process of fully fine-tuned method [35] and our cross-modal adapter on MSR-VTT. As we can see from Fig. 6, the training loss of the fully fine-tuned method decreases rapidly due to its large capacity while our method’s loss declines much slower. However, lower training loss does not equate to better performance. The fully fine-tuned method achieves the highest performance at the second epoch and deteriorates later, which indicates a severe overfitting phenomenon. Since large models are data-hungry, MSR-VTT may not be adequate for fine-tuning a model with more than 123M parameters. In contrast, our method requires optimizing no more than 1M parameters. The training process of our method is healthier than the fully fine-tuned method as the performance peaks when the training loss is minimal, illustrated in Fig. 6.

4.4. Ablation Study

Effectiveness of sharing mechanism. To demonstrate the effectiveness of our weight-sharing mechanism, we conduct thorough ablation studies on all five datasets. In Tab. 2, we show that the sharing weight not only boosts the performance of the text-to-video retrieval R@1 metric but also improves the video-to-text retrieval R@1 metric on all datasets. It indicates sharing weight facilitates the realigning of CLIP’s vision and language feature space on the text-video retrieval task. Note that on MSVD, VATEX, and DiDeMo, our method achieves comparable performance on R@5 while surpassing the baseline on the R@1 metric. Furthermore, the weight-sharing mechanism can potentially reduce the total parameters, e.g., the cross-modal adapter reduces 20.6% parameter on ActivityNet. In conclusion, sharing weight between video and text encoders helps to unleash the power of the pre-trained CLIP model and boosts retrieval performance.

Bottleneck dimension $r$. The dimension of the bottleneck $r$ is an influential factor for the parameters and performance of the adapter. Based on Fig. 7 (left), it can be seen that the adapter’s total parameter increases with the bottleneck dimension. In the case of a small $r$, the down-projection may lose a great deal of information regarding the original features, which causes performance degradation. The performance of the adapter peaks at the bottleneck dimension of 8 and degrades thereafter. Considering the trade-off between parameters and performance, we choose the bottleneck dimension as 8 for the MSR-VTT dataset.

Weight-sharing dimension $d_s$. With the bottleneck dimension set to 8, we further ablate the influence of changing the weight-sharing dimension $d_s$ on MSR-VTT dataset. As shown in Fig. 7 (right), increasing the $d_s$ from 4 to 16 leads to a performance boost, and performance declines when $d_s$ exceeds 16. For the MSR-VTT dataset, sharing too much weight across two modalities has a negative effect on the performance. Therefore, the weight-sharing dimension is set to 16 on MSR-VTT.

4.5. Qualitative Results

We visualize multiple text-to-video retrieval results on the MSR-VTT test set in Fig. 8. Our method, based on the visualization, shows a better comprehension of temporal relationships, actions, and local visual objects. First, in the top left example, our method can understand the temporal relationship between the two kids and the woman. Second, in the bottom left example, our method can recognize the dog’s actions. Last, in the top right example, our method...
can distinguish the local “chart” from the video.

5. Conclusion

In this paper, we explored adapter-based parameter-efficient transfer learning for the text-video retrieval task. To address the challenge of introducing feature-level interaction that causes a surge in computational cost, we proposed a novel Cross-Modal Adapter to enable early cross-modal interaction via a weight-sharing mechanism. Experiments showed that, compared to the fully fine-tuned method, our method can not only reduce 99.6% fine-tuned parameters without performance degradation but also requires fewer training resources. Furthermore, our approach surpassed prompt-based methods significantly, indicating that the adapters may offer a better parameter-efficient solution for transferring pre-trained models to the text-video retrieval task.
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Appendix

A. Main Results

Video-to-text retrieval results on other four datasets.

We show the video-to-text retrieval results on MSVD [6], VATEX [46], ActivityNet [29], and DiDeMo [1] in Tab. 3. Compared to the fully fine-tuned method [35], i.e., CLIP4Clip, our method achieves superior or comparable performance on MSVD, DiDeMo, and VATEX datasets. Although our approach’s R@1 is worse than CLIP4Clip on ActivityNet, we attain comparable performance on the other three metrics. Furthermore, our approach also surpasses CLIP2Video [12] on MSVD and outperforms X-CLIP [36] on DiDeMo. Note that those fully fine-tuned methods [12, 36] introduce sophisticated parameter-rich similarity calculators which are not applied in our model. Compared to the prompt-based methods [23, 28, 56], our method surpasses them significantly on all datasets, demonstrating the effectiveness of cross-modal adapter.

Results on MSR-VTT. To clearly show the trade-off between parameters and performances, we choose to present results on MSR-VTT with curves in the main text. Here, we provide the exact numbers of all the baselines in Tab. 4. For the fully fine-tuned method [35], we reduce fine-tuned parameters by freezing the first $n$ layers inside the video and text encoders. For prompt-based methods, we increase fine-tuned parameters by enlarging the prompt token number.

B. Implementation Details

For all datasets, we first sample frames with 1 FPS for videos. Then, uniformly sample 12 frames for MSR-VTT [49], MSVD [6], and VATEX [46] while 64 frames for ActivityNet [29] and DiDeMo [1]. The data augmentations for each frame are only resizing and normalization. Concretely, we resize frames to a size of $224 \times 224$. In our method, we apply a GELU approximation as the non-linear layer because it calculates faster. Besides, we empirically find that applying a dropout layer after the non-linear layer boost performance. Before training, we initialize the cross-modal adapter with a normal distribution $N(0, 0.01)$. In training, following CLIP4Clip [35], we set the weight decay as 0.2, and our seed is 42.

The following are the implementation details for the prompt-based baselines. For CoOp [56], we set the prompt token number as $\{4, 16, 64\}$. For VPT [23] and VL-Prompt, we set the prompt token number as $\{5, 20, 40, 80\}$. For MaPLe* [28], we set the prompt token number as $\{5, 20, 40\}$. We report results for the different prompt token numbers on MSR-VTT. On the other four datasets, we report the best results for different token numbers.

| Type          | Methods            | Trained Params. | R@1↑ | R@5↑ | R@10↑ | MnR↓ | Methods            | Trained Params. | R@1↑ | R@5↑ | R@10↑ | MnR↓ |
|---------------|--------------------|-----------------|------|------|-------|------|--------------------|-----------------|------|------|-------|------|
|               |                    |                 |      |      |       |      |                    |                 |      |      |       |      |
| Parameter Efficient | CoOp [56]          | 0.002M          | 58.3 | 83.3 | 89.2  | 7.2  | CoOp [56]          | 0.002M          | 34.9 | 63.3 | 75.0  | 16.1 |
|               | VPT [23]           | 0.18M           | 59.1 | 89.9 | 93.6  | 4.3  | VPT [23]           | 0.05M           | 33.3 | 60.1 | 70.7  | 19.8 |
|               | VL-Prompt          | 0.08M           | 63.1 | 87.8 | 94.3  | 3.3  | VL-Prompt          | 0.08M           | 34.2 | 62.4 | 73.7  | 17.1 |
|               | MaPLe* [28]        | 4.76M           | 60.7 | 86.4 | 92.6  | 4.1  | MaPLe* [28]        | 4.76M           | 36.4 | 65.6 | 74.8  | 13.8 |
|               | Ours               | 1.000M          | 63.6 | 90.0 | 94.7  | 3.0  | Ours               | 0.52M           | 45.5 | 71.8 | 82.0  | 9.8  |
| Fully Fine-tune | CLIP4Clip [35]     | 123.52M         | 56.6 | 79.7 | 84.3  | 7.6  | CLIP4Clip [35]     | 123.52M         | 42.5 | 70.6 | 80.2  | 11.6 |
|               | CLIP2Video [12]    | 142.46M         | 58.7 | 85.6 | 91.6  | 4.3  | TS2-Net [34]       | 139.35M         | -    | -    | -     | -    |
|               | X-Pool [16]        | 152.59M         | 66.4 | 90.0 | 94.2  | 3.3  | X-CLIP [36]        | 137.01M         | 43.1 | 72.2 | -     | 10.9 |
| Parameter Efficient | CoOp [56]          | 0.033M          | 66.7 | 94.5 | 97.9  | 2.1  | CoOp [56]          | 0.008M          | 29.0 | 57.7 | 72.4  | 14.0 |
|               | VPT [23]           | 0.05M           | 69.5 | 94.5 | 98.5  | 1.9  | VPT [23]           | 0.05M           | 28.0 | 56.5 | 71.9  | 14.7 |
|               | VL-Prompt          | 0.31M           | 71.5 | 96.7 | 98.7  | 1.7  | VL-Prompt          | 0.08M           | 31.1 | 62.6 | 76.7  | 10.8 |
|               | MaPLe* [28]        | 4.76M           | 70.9 | 96.5 | 98.7  | 1.8  | MaPLe* [28]        | 4.76M           | 31.6 | 63.1 | 77.3  | 10.2 |
|               | Ours               | 0.993M          | 74.7 | 97.2 | 99.1  | 1.6  | Ours               | 0.81M           | 39.6 | 71.9 | 84.2  | 7.1  |
| Fully Fine-tune | CLIP4Clip [35]     | 123.52M         | 75.2 | 96.9 | 98.9  | 1.7  | CLIP4Clip [35]     | 123.52M         | 41.6 | 72.3 | 84.8  | 7.5  |
|               | CLIP2Video [12]    | 142.46M         | 76.0 | 97.7 | 99.9  | 1.5  | TS2-Net [34]       | 139.35M         | -    | -    | -     | -    |
|               | TS2-Net [34]       | 139.35M         | -    | -    | -     | -    | X-CLIP [36]        | 137.01M         | 43.9 | 73.9 | -     | 7.6  |

Table 3. Video-to-text retrieval results on MSVD, DiDeMo, VATEX, and ActivityNet datasets, where higher R@K and lower MnR indicate better performance. We compare our method with other parameter-efficient transfer learning methods and list the CLIP-based fully fine-tuned methods for reference. Some fully fine-tuned baselines do not report video-to-text retrieval results.
| Methods | Trained Params. | Percent | Text $\Rightarrow$ Video | Video $\Rightarrow$ Text |
|---------|----------------|---------|--------------------------|---------------------------|
|         |                | R@1 ↑  | R@5 ↑  | R@10 ↑  | MnR ↓ | R@1 ↑  | R@5 ↑  | R@10 ↑  | MnR ↓ |
| CLIP4Clip [35] |                |         |         |         |       |         |         |         |       |
| - Freeze none  | 123.52M | 81.65% | 43.1   | 70.4   | 80.8   | 16.2   | 43.1   | 70.5   | 81.2   | 12.4   |
| - Freeze 6 layers | 62.10M | 41.05% | 43.2   | 70.0   | 79.7   | 16.3   | 42.4   | 69.9   | 81.0   | 11.9   |
| - Freeze 9 layers | 31.38M | 20.74% | 42.4   | 68.9   | 79.1   | 17.3   | 43.2   | 70.0   | 80.8   | 12.9   |
| - Freeze 11 layers | 10.90M | 7.21%  | 41.0   | 67.0   | 78.2   | 17.9   | 41.2   | 69.0   | 79.3   | 13.7   |
| - Freeze 12 layers | 0.66M  | 0.44%  | 31.4   | 54.2   | 63.1   | 40.8   | 26.5   | 52.3   | 62.3   | 36.2   |
| CLIP4Clip* |                |         |         |         |       |         |         |         |       |
| - Freeze none  | 123.52M | 81.65% | 44.8   | 71.2   | 81.1   | 15.2   | 42.3   | 71.8   | 82.5   | 10.1   |
| - Freeze 6 layers | 62.10M | 41.05% | 45.1   | 72.4   | 81.3   | 14.2   | 44.3   | 73.3   | 82.8   | 9.0    |
| - Freeze 9 layers | 31.38M | 20.74% | 44.3   | 70.1   | 79.9   | 16.2   | 43.8   | 71.0   | 82.9   | 10.9   |
| - Freeze 11 layers | 10.90M | 7.21%  | 42.5   | 69.7   | 78.8   | 17.0   | 43.4   | 70.4   | 81.0   | 11.3   |
| - Freeze 12 layers | 0.66M  | 0.44%  | 31.9   | 54.3   | 64.2   | 40.6   | 28.2   | 53.6   | 63.5   | 33.9   |
| CoOp [56] |                |         |         |         |       |         |         |         |       |
| - 4 tokens | 0.002M | 0.0014% | 38.6   | 63.5   | 74.4   | 18.0   | 41.9   | 68.0   | 78.4   | 11.6   |
| - 16 tokens | 0.008M | 0.0054% | 38.6   | 65.0   | 76.2   | 17.8   | 39.8   | 68.5   | 78.9   | 11.2   |
| - 64 tokens | 0.033M | 0.0217% | 38.9   | 64.2   | 75.8   | 17.6   | 39.5   | 67.5   | 78.4   | 11.3   |
| VPT [23] |                |         |         |         |       |         |         |         |       |
| - 5 tokens | 0.05M  | 0.03%   | 40.6   | 66.2   | 75.3   | 19.2   | 40.5   | 66.1   | 76.8   | 17.4   |
| - 20 tokens | 0.18M  | 0.12%   | 42.0   | 66.6   | 77.3   | 19.2   | 39.4   | 66.8   | 77.2   | 16.2   |
| - 40 tokens | 0.37M  | 0.24%   | 41.6   | 65.2   | 75.8   | 19.3   | 37.7   | 66.8   | 77.1   | 16.9   |
| - 80 tokens | 0.73M  | 0.49%   | 40.1   | 65.3   | 76.2   | 19.5   | 37.4   | 66.2   | 76.6   | 18.0   |
| VT-Prompt |                |         |         |         |       |         |         |         |       |
| - 5 tokens | 0.08M  | 0.05%   | 42.0   | 70.7   | 80.2   | 13.7   | 42.5   | 71.9   | 81.4   | 10.1   |
| - 20 tokens | 0.31M  | 0.20%   | 42.6   | 70.1   | 80.4   | 13.2   | 42.7   | 71.4   | 81.6   | 10.8   |
| - 40 tokens | 0.61M  | 0.41%   | 42.2   | 70.9   | 80.5   | 14.4   | 42.2   | 71.0   | 82.7   | 10.0   |
| - 80 tokens | 1.23M  | 0.81%   | 37.6   | 67.2   | 78.1   | 17.1   | 38.4   | 68.5   | 78.4   | 12.1   |
| MaPLe* [28] |                |         |         |         |       |         |         |         |       |
| - 5 tokens | 4.76M  | 3.15%   | 42.6   | 69.6   | 80.1   | 14.0   | 43.1   | 71.7   | 81.2   | 9.6    |
| - 20 tokens | 4.85M  | 3.21%   | 42.2   | 68.5   | 78.4   | 14.9   | 41.9   | 70.2   | 79.9   | 10.6   |
| - 40 tokens | 4.97M  | 3.29%   | 41.7   | 68.2   | 79.0   | 15.1   | 40.5   | 71.0   | 80.5   | 10.1   |
| Ours | 0.52M  | 0.34%   | 45.4   | 73.3   | 82.3   | 12.8   | 46.2   | 73.6   | 83.8   | 8.6    |

Table 4. **Retrieval results on MSR-VTT**, where higher R@K and lower MnR indicate better performance. “Percent” refers to the percentage of fine-tuned parameters to the total parameters of the model. CLIP4Clip* is our implementation with our parameter-free similarity calculator. Besides, all the prompt-based methods are implemented with our parameter-free similarity calculator.