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In order to actively respond to the “14th Five-Year Plan,” the PGA algorithm is used to develop a new energy planning strategy in this paper. The project can make full use of my country’s abundant renewable energy resources, encourage energy conservation and reduction of emissions, improve the energy structure’s low-carbon level, support the development of smart green energy, and achieve ecological civilization construction. This solution can show users how much greenhouse gas emissions can be reduced through some environmental changes, as well as the basic issues of meeting the future energy needs. It can display the benefits, costs, and emissions data under different scenarios in the future and use the scenario demonstration method to show energy planning to make energy data more vivid. It allows people, technicians, and decision makers to understand what will happen to China’s carbon emissions over time in the next 15 years. This paper innovatively combines a particle swarm optimization algorithm with a genetic algorithm and designs a PGA algorithm for path optimization. In terms of carbon emission reduction, comparative trials demonstrate that the PGA algorithm’s path optimization is 58.06 percent greater than the genetic algorithm; in terms of cost, the PGA algorithm’s path optimization is 15.72% less expensive than the genetic algorithm’s. This article provides a reference path for selecting the best results for future energy planning schemes and provides a new strategy for the “14th Five-Year” energy plan.

1. Introduction

Although my country is relatively rich in fossil energy, renewable energy, and hydropower, most of the energy development is difficult, costly, and technically demanding. The demand for various energy sources is increasing as my country’s economy develops rapidly. According to statistics this year my country’s energy output has shown a downward trend, and energy distribution in some regions is severely uneven and divergent. This has caused large-scale, long-distance, and high-cost energy transportation such as transmission of West-East Gas and transmission of West-East Power, which has caused energy problems to continue to increase. Articles [1] describe the energy plan will reduce environmental pollution, improve energy efficiency, increase GDP, and a series of advantages. The research results of the article [2–4] can conclude that energy planning plays a major role in promoting my country’s national economy and social development. Energy planning is an overall arrangement for the structure, development, production, conversion, use, and distribution of energy based on the prediction of the corresponding energy demand according to the national economic and social development plan of a certain period. Therefore, the current energy planning, energy innovation, and energy security establishment have become the focus of my country’s development.

My country’s power consumption is expanding in tandem with its rapid economic expansion, and the problem of power shortages remains difficult to fully resolve. State
Grid’s long-term development strategy includes the creation of “a worldwide leading energy Internet enterprise with Chinese features.” This goal will further promote the development process of grid energy interconnection and sharing and mutual benefit, and it is also a process of using Internet technology to transform and upgrade the traditional power grid. It has put forward the objective of constructing a modern socialist country in all aspects, as well as the vision and principles of attaining “green” and sustainable development, to advance the 14th Five-Year Plan and the 2035 long-term goal. The creation of a low-carbon economy is at the heart of my country’s strategy to attain this aim. The low-carbon economy is a sustainable economic development model advocated to deal with climate change, according to the article[5]. Articles [6, 7] studies have shown a significant role in a low-carbon economy for the sustainable development of our country played.

Although energy planning is a relatively new field in my country, it can alleviate my country’s energy problems to a certain extent. So far, many projects related to energy planning have entered the implementation stage in various directions [8]. For example, the Energy Institute of Beijing Tsinghua Urban Planning and Design Institute proposed a new urban energy planning method that is more suitable for Chinese cities [9], can effectively solve the contradiction between rapid urban development and energy shortage, synchronize the urbanization process and the efficient use of scarce energy supplies; the London 2014 Summer Olympics will use the 2006 building code as the baseline, and by 2013, it will improve the heat, power, and cooling system. The energy conversion and transmission efficiency of the power supply system and the installation of renewable energy power generation systems to achieve the goal of 50% reduction in CO2 emissions have achieved 47% in actual conditions, but they have also achieved good results.

Since large-scale construction and infrastructure projects require long-term planning, it takes a long time for energy planning to be realized. As a result, there will be a lot of unknowns in the process of planning for the long-term target of 2035. For example, it is impossible to accurately predict which low-carbon technologies will flourish and which will fail, what the low-carbon power generation mix will look like, or how behavior and infrastructure will change or need to change during the intervention period. A more accurate prediction of the direction of energy development can enable the masses, staff, and the government to plan the future energy development more clearly and accurately and provide accurate energy planning plans for the future.

Although regional energy planning can guarantee the sustainable development of the energy industry, there are still some difficulties in operation, development, and technology. Difficulties in energy planning and operation mainly include: not many targets for energy conservation and emission reduction; not many that have a return on investment and economic benefits; not many that achieve multi-energy integration; some economic and energy benefits are not ideal; the instability of energy prices and energy policies. Difficulties in the development of energy planning mainly include: the scale of development is small and most areas are not implemented. In terms of energy planning technology, it mainly includes: no standards and specifications; energy planning is not linked to demand planning, but rather to supply planning; benefit appeals bundle technology and the deviation of different professional understanding of technology.

The above-mentioned problems have led to the slow progress of my country’s energy planning and the unsatisfactory results. This work presents a new energy planning system based on the PGA algorithm to address some of the issues mentioned above, which can make various energy data vivid; it can show users to what extent greenhouse gas emissions can be reduced through certain environmental changes and the basic problem of meeting energy demand in the future. It shows the benefits, costs, and emissions data of different scenarios in the future, allowing the users to plan some changes that will occur in various directions in the next 15 years to provide a reference for the current development path. To accurately predict the energy trend, this planning scheme uses the elastic coefficient method prediction model and the regression analysis method prediction model. The elasticity coefficient method is the ratio of the growth rates of two connected economic indicators over time. It is a measure of the relationship between the growth rates of two economic variables and is frequently used to anticipate energy supply and demand income and expenditure. Regression analysis refers to an analysis method that uses the principles of data statistics to process a large amount of data and find a certain rule from it, establish a correlation function and extrapolate it to predict future changes. It is mainly used in market supply and demand, economic analysis, and input and output.

Although forecasting future scenarios is challenging, a successful transition to a low-carbon economy needs a clear goal and early action. The proposed energy planning scheme can solve the problems of fewer emission reduction targets, unstable return on investment, and integration of multiple energy sources. Realize the supply and demand requirements of diversified energy, realize a variety of combined paths while meeting the emission reduction targets and the requirements of energy supply and demand, and can choose the optimal path under a specific situation, providing users with diversified choices. And the applicability of this program is wide, and it can be applied to multiple regions.

Genetic algorithms and particle swarm algorithms are two algorithms that are often used in energy planning projects [10–12]. However, research has demonstrated that using a pure genetic algorithm or a particle swarm approach to determine the best solution for energy planning is problematic. Therefore, this paper draws on the research of other researchers [13–16], combines particle swarm algorithm and genetic algorithm, and proposes a new optimization algorithm called the PGA algorithm. Because both particle swarm algorithms and genetic algorithms are intelligent algorithms, they both initialize populations and particles randomly, and both have fitness values based on the optimization functions. The above conditions provide a basis for the combination of these two algorithms.
Genetic algorithms are derived from the theory of evolution and population genetics and are an important part of computational intelligence. Genetic algorithms are currently employed in a variety of domains, including scheduling issues [17], neural networks [18], engineering design [19], function optimization [20], and combination optimization [21]. The social behavior of birds or fish schools inspired the particle swarm algorithm. At present, the PSO has been widely used in neural networks [22], function optimization [23], classifier design [24], etc.

The PGA method uses the particle swarm algorithm to run a small number of iterations before keeping the \( n \) particles with the best fitness value for genetic algorithm crossover and mutation operations. The initial particles for the cross-mutation procedure are all derived from a short number of iterations of the particle swarm method, and the termination condition is then determined. The best result will be output if the conditions are met; otherwise, the particle velocity and position attributes will be updated again. Continue to iterate until the termination condition is met. After many tests, the results show that the path optimization of the PGA algorithm designed in this paper can increase the carbon emission reduction rate by up to 58.06% compared with the path optimization of the genetic algorithm. In terms of cost, the path optimization of the PGA algorithm can reduce up to 15.72% compared with the path optimization of the genetic algorithm. The program through the use of the PGA algorithm obtains the optimal results under different circumstances, such as the least expensive, least emission reduction, energy-efficient, and the highest level of electrification and other energy planning. These findings can be used as a starting point for energy planning programs.

The model of this energy scheme is briefly introduced in Section 1; the system structure of the energy scheme is introduced in Section 2; in Section 3, the PGA algorithm is introduced; the optimization results are shown in Section 4; and in Section 5, the article is summarized.

2. System Structure

2.1. Brief Description of the Model. This energy planning program is being developed in tandem with future energy development directions in order to accomplish the aim of a modern energy system that is “green, low-carbon, safe, and efficient.” Innovatively put forward a new energy planning method, under the premise of realizing the future energy development goals, clarifying the subgoals that need to be met in each energy field. Different development paths under the energy diversified development goal can be found. And the energy planning scheme combines the PGA algorithm to screen out the optimal results under different development goals.

The energy planning scheme optimization is split into two parts: input and output. Oil, natural gas, coal, power generation, electric power, and other inputs are included, and population, economy, industry, transportation, life, etc., are the output part. A total of 32 parameters describe the energy planning scheme. By looking for a certain correlation between the large amount of data collected over many years, and based on the understanding of the current situation, the continuous analysis of 32 kinds of data can finally predict the data to 2035 to realize the future scenario planning. This solution can answer the extent to which the users can meet the diversified needs of energy. This article also provides a preset optimization plan according to the user’s conventional needs and provides a reference path for future energy planning, to select the best planning plan. Energy planning programs are tools to help decision makers, the energy industry, and the public understand these choices. This solution allows users to develop their own desired scenario path, and can independently design the input level of each parameter. By 2035, the target is to cut the greenhouse gas emissions by 80% from 2010 levels while ensuring that energy supply matches the demand.

2.1.1. Analytical Method. Scenario analysis is a method often used in energy planning. According to the article [25], scenario analysis, which is based on the analysis of important unknown aspects in the future, can explain a variety of future scenarios and give support for customized high-quality energy development plans and policies. Considering that there will be some uncertainties in planning future energy scenarios this time, the scenario analysis method [25] is used in this plan to illustrate the potential results under alternative assumptions. The planning scheme model can be made as flexible as feasible by using this basic way to examine the potential path until 2035.

This program takes a sector-by-sector approach to better understand the magnitude and type of changes that may occur in each field of the emission and energy systems, so that the future scenarios can be modelled more precisely. For each industry sector, this article sets four different development trajectories that may exist in the next fifteen years. These trajectories contain all the potential possibilities of this industry. After understanding the trajectory range of each field, this article sets up a model for energy planning. The model can integrate multiple sectors’ sectoral trajectories in various ways to determine all conceivable pathways in the next 15 years, from 2020 to 2035. This plan is not only able to see the plan for 2035, but also a series of changes that will occur every 5 years in the past 15 years, and they will be displayed vividly. Figure 1 describes the process carried out.

2.1.2. Energy Sector Trajectory. Figure 2 lists the optimum input parameters, which are grouped into two categories: energy supply and energy demand.

Figure 3 depicts how Guangxi’s 2035 energy planning strategy generates emissions, energy supply, and energy demand:

In this plan, the energy trajectory of different energy production industries is investigated, in view of the types of possible changes in each industry, the plan designs four development directions from low to high. This can be thought of as the industry’s four potential levels of economic development over the next 15 years, representing continuous efforts to change in the next 15 years. The purpose is to
| List the reasonable trajectory range of each sector to 2035 |
|----------------------------------------------------------|
| 1  | 2  | 3  | 4  |

- **population growth rate**
- **Economic growth**
- **industrial structure**
- **Energy consumption per unit of industrial added value**
- **Electricity consumption per unit of industrial added value**
- **Energy consumption per unit building area**
- **Power consumption per unit building area**
- **Total construction scale**
- **Fuel vehicle ownership**
- **Average mileage of fuel vehicles**
- **Ownership of new energy vehicles**
- **Average mileage of new energy vehicles**
- **Railway transportation turnover**
- **Air transport turnover**
- **Shipping turnover**

**Looking for ways to succeed**

**Figure 1: Energy planning process.**

**Figure 2: Optimization parameters.**

- **Energy supply**
  - Crude oil production, Crude oil input, Natural gas input, Coal production, Coal input, Nuclear power, hydropower, Coal power, Gas power, Wind power, Photovoltaic power generation, Biomass power generation, Distributed new energy, Off-site power transmission, Power output, Bioenergy and energy storage

- **Energy needs**
  - Population growth rate, Economic growth, Industrial structure, Energy consumption per unit of industrial added value, Power consumption per unit of industrial added value, Energy consumption per unit of building area, Power consumption per unit of building area, Total building scale, Number of fuel vehicles, Average mileage of fuel vehicles, Number of new energy vehicles, Average mileage of new energy vehicles, Railway transportation turnover, Air transportation turnover Shipping turnover

- **Emissions in 2035 are 80% lower than the base year**
- **Supply meets demand**
- **Safe energy system**
cover the wide range of possibilities in each department and test the range of possible existence. This form can be observed in all potential situations that may be experienced in the industry. The four potential levels are shown as follows:

Direction 1: assume that this direction is that no decarbonization technology is implemented, or only a small part of it is implemented, there is no low-carbon technology development or deployment.

Direction 2: assume that this direction is to achieve some possible goals in a reasonable way. For some departments, this will be similar to the successful completion of the currently ongoing program or the expected construction effect of the ongoing project.

Direction 3: assume that this direction is a goal that can only be achieved through a very large level of effort. If there are no major changes in current technology, this direction is impossible to achieve; it assumes a major breakthrough on the technical level.

Direction 4: assuming that this direction is a goal that can be achieved through extreme efforts, this level will reach the physical or technical limitations.

The demand department explored several different drivers of change.

Changes in residents’ behavior and lifestyle: reducing food waste; accepting lower average room temperature in winter; and changing transportation methods, such as changing from private transportation to public transportation, to reduce energy demand and emissions.

Technology development and improvement: green low-carbon technologies, such as LED lighting and ground source heat pumps, are being developed and used; existing technologies, such as new industrial technologies, are being improved; and current technologies are being made more efficient. The deployment of technologies that are still being developed will determine the development trajectory.

Different technologies or fuel choices: the level of technology is not directly related to the choice of fuel, such as the choice between district heating or ground source heat pumps, or the choice between automobile fuel cells and new energy batteries. Try to choose energy with fewer carbon emissions as possible.

Structural changes: reflect possible changes in the economic structure and compare with emission targets and energy supply requirements.

2.1.3. System Structure. The system consists of four levels, which are application level, algorithm level, data level, and system level. The system architecture diagram is shown in Figure 4.

The application layer is mainly to display the interface output results including an overview, energy flow diagram,
air quality, energy, electricity, energy security, cost, and map. It visually shows the development and changes of each output over time.

The algorithm layer applies the PGA algorithm to optimize the desired goals of the system, including investment, nonfossil energy share, carbon emission reduction, energy efficiency, and safety.

The data layer contains the various data required by the system, which is mainly divided into two categories: demand and supply. Demands include industry, construction, transportation, residents’ lives, electrification level, electric energy substitution, and heat. Supplies include natural gas, coal, petroleum, nuclear power, hydropower, wind power, solar power, biomass, and energy storage. These data are predicted to 2035 for each category. Each data is divided into four grades. Choosing a different grade will affect the results of the plan.

The system layer is the underlying code using Ruby language, C language, and VBA language to achieve.

### 3. PGA Algorithm Model and Application

The model flowchart of the PGA algorithm in this scheme is shown in Figure 5. Optimization targets include carbon emission reduction, energy investment, energy efficiency, safety, and the proportion of nonfossil energy sources. All optimized routes are not the optimum routes since there are too many unknown elements. These illustrative paths, on the other hand, aid in the selection of the best future option.

#### 3.1. Generating Initial Particle Population

First, initialize the particle swarm randomly, the number of particles is 2000, and the dimension is 53, of which 21 genes are used as extensions and the value is set to 0, and the remaining 32 are divided into four levels (gene values are 1 to 4). The particle position and velocity are shown in the following formula

\[
\begin{align*}
X_i^g & = \{x_{i1}^g, x_{i2}^g \ldots x_{i53}^g\}, \\
V_i^g & = \{v_{i1}^g, v_{i2}^g \ldots v_{i53}^g\},
\end{align*}
\]

where \(x_i^g\) is particle position, the size is 53, and \(V_i^g\) is particle velocity, the size is 53.

#### 3.2. PSO Optimization GA Selection Crossover Mutation

Secondly, perform 40 iterations of the PSO algorithm for the random initial population. The first 1000 with the best fitness continue to execute the selection cross mutation of the GA algorithm, and then the fitness of these particles is calculated.

\[
\begin{align*}
\left|x_{id}^k - p_{g_d}^k\right| & = x \cdot V_{id}^k + c_1 \times \text{rand}_1 \times \left(p_{id}^k - x_{id}^k\right) \\
& \quad + c_2 \times \text{rand}_2 \times \left(p_{g_d}^k - x_{id}^k\right),
\end{align*}
\]

where \(x\) is the inertia weight; \(c_1\) and \(c_2\) are different learning factors; \(\text{rand}_1\) and \(\text{rand}_2\) are random numbers distributed between 0 and 1; and \(x_{id}^k\) is the current position of the particle; \(p_{g_d}^k\) is the optimal solution found by the particle in the \(k\)th theory iteration, which is the individual extreme.
value; $p_{id}^{k}$ is the optimal solution found by the entire population in the $k$th theoretical iteration, that is, the global extremum.

The updated particle swarm position formula is shown in the following formula:

$$x_{id}^{k+1} = x_{id} + v_{id}^{k+1},$$

where $x_{id}^{k+1}$ is the position of the $k$th generation of the $d$th particle.

The selection operation embodies the principle of survival of the fittest, selecting high-quality individuals through the degree of adaptation, and weeding out low-quality individuals. The selection method used in this article is the ranking selection method among the 23 selection methods summarized in the article published [26, 27] by Potts et al. Crossover is a way to form a new individual; it is to exchange part of genes in some way between two chromosomes that cross each other. The crossover method used in this article is the uniform crossover among the 17 crossover methods summarized by Potts et al. The mutation operation refers to replacing some values in the individual code string with other genes to form a new individual.

After the PSO algorithm is optimized, the first 1000 excellent particles are obtained, and then the crossover and mutation in the GA algorithm are performed on the first 1000 particles. Crossover refers to randomly generating individuals with serial numbers from 1 to 1000, denoted as father and mother. The probability that the new individual generated comes from the father and mother is the same, both are 50%. Variation refers to the $n$th dimension of the 53 returned by detecting the individual sequence. If not 0, a number between 0 and 5300 will be produced at random. If the created number equals 0, redefine the $n$th number, generate a random number between 1 and 4, and create a new individual. After that, the regenerated 1000 individuals are combined with the previously retained particles and enter the next iteration of the combined algorithm again.

### 3.3. Outputting the Best Result

Finally, after generating the initial population, the optimization process is iterated for 40 generations. In the process, new individuals are constantly being created. Finally, the system outputs the best sorted result.

---

**Figure 5:** Flowchart of PGA algorithm in the energy planning scheme.
3.4. Experimental Results and Analysis. To verify that the optimization speed and optimization accuracy of the PGA algorithm proposed in this paper is better than the genetic algorithm when solving the optimization problems. In this paper, under the condition that the operating environment of the two algorithms of PGA and GA remains unchanged, eight examples are selected from the low-dimensional and high-dimensional perspectives to test the algorithm. The 8 test functions are shown in Table 1. These 8 functions are all minimization problems. Among them, the low-dimensional functions are \( f_1 \)–\( f_4 \), and 4 general standard test functions are used, namely, the traditional function Griewank function, the rotation function Rotated Griewank function, the transfer function Shifted Griewank function, and the complex function Shifted rotated Griewank function. The maximum number of calls for each algorithm is 3.00\( \times \)10^6. The high-dimensional function is \( f_5 \)–\( f_8 \), using four of the 20 1000-dimensional test functions announced by the CEC2010 conference, namely, the Separable function, the Single-group m-nonseparable function, the \( D/2m \)-group m-nonseparable function, and the \( D/m \)-group m-nonseparable function. The maximum number of calls for each algorithm is 3.00\( \times \)1006.

The parameters are set as follows: the population size is set to 50, the maximum number of iterations is 100, the learning factors \( c_1, c_2 = 3 \), the cross mutation probability \( p_c = 0.35, p_m = 0.1 \), and the similarity threshold is 0.01.

The experimental results are shown in Table 2. The optimization effect of the method is judged in the low-dimensional test function by the three features of solving mean value, solving ratio, and solving speed, as shown in Table 2. The findings of the PGA method suggested in this research are clearly superior to the GA algorithm in these four test circumstances. Especially in function \( f_2 \), the GA algorithm cannot solve the result, while PGA can solve the result of this function.

As shown in Table 3, in the high-dimensional test function, the optimization effect of the algorithm is judged from the global optimal solution and the number of calculations. It can be seen that the global optimal solution of the PGA algorithm proposed in this paper in these four high-dimensional functions is the closest to the theoretical value, and the number of calculations is less. Most of the results of the GA algorithm in these four high-dimensional functions are far from the theoretical value and the calculation times are many.

### Table 1: Test case.

| Serial number | Test function | Theoretical value |
|---------------|---------------|-------------------|
| \( f_1 \)    | \( f_1 = 1 + (1/4000) \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(x_i/\sqrt{i}) \) \{−500, 500\} | 0 |
| \( f_2 \)    | \( f_2 = f_1(y_1) \) \{−500, 500\} | 0 |
| \( f_3 \)    | \( f_3 = f_1(z_3) + f_{\text{bias}}, f_{\text{bias}} = -180 \) \{−500, 500\} | −180 |
| \( f_4 \)    | \( f_4 = f_1(z_4) + f_{\text{bias}}z_4 = (x_4 - 0) \times M, f_{\text{bias}} = -180 \) \{−500, 500\} | −180 |
| \( f_5 \)    | \( f_5 = \sum_{i=1}^{n} (100)^{(i-1)/n} z_i^2, [-100, 100] \) | 0 |
| \( f_6 \)    | \( f_6 = f_{\text{rot elliptic}}[z(P_1, P_m)] \times 10^6 + f_{\text{elliptic}}[z(P_{m+1}, P_n)], [-100, 100] \) | 0 |
| \( f_7 \)    | \( f_7 = \sum_{k=1}^{n} f_{\text{rot elliptic}}[z(P_{(k-1)\times m+1}, P_{(k\times m)})] + f_{\text{elliptic}}[z(P_{(k\times m)+2}, P_n)], [-100, 100] \) | 0 |
| \( f_8 \)    | \( f_8 = \sum_{k=1}^{n} f_{\text{rot elliptic}}[z(P_{(k-1)\times m+1}, P_{(k\times m)})], [-100, 100] \) | 0 |

### Table 2: Results of 25 experiments on low-dimensional test cases.

| Serial number | GA       | PGA       |
|---------------|----------|-----------|
| \( f_1 \)    | Mean     | 2.58E−10  | 0.00E+00  |
|              | Solving rate | 100.00%  | 100.00%   |
|              | Speed    | 3.40E+05 s| 6.23E+03 s|
| \( f_2 \)    | Mean     | 1.64E+00  | 0.00E+00  |
|              | Solving rate | 0.00%    | 100.00%   |
|              | Speed    | Inf       | 7.41E+03 s|
| \( f_3 \)    | Mean     | 6.47E−08  | 0.00E+00  |
|              | Solving rate | 100.00%  | 100.00%   |
|              | Speed    | 9.46E+04 s| 1.98E+04 s|
| \( f_4 \)    | Mean     | 3.33E−02  | 0.00E+00  |
|              | Solving rate | 56.67%   | 100.00%   |
|              | Speed    | 5.18E+05 s| 1.55E+04 s|

### Table 3: Results of 25 experiments on high-dimensional test cases.

| Serial number | GA       | PGA       |
|---------------|----------|-----------|
| \( f_5 \)    | Global optimal solution | 6.48E−04 | 4.66E−04 |
|              | The average number of calculations | 28900 | 17800 |
| \( f_6 \)    | Global optimal solution | 1.86E+13 | 3.11E+01 |
|              | The average number of calculations | 30000 | 16200 |
| \( f_7 \)    | Global optimal solution | 4.21E+06 | 6.74E−04 |
|              | The average number of calculations | 30000 | 25350 |
| \( f_8 \)    | Global optimal solution | 1.02E+09 | 4.99E−04 |
|              | The average number of calculations | 30000 | 24300 |

Combining two tables can be drawn by PGA proposed algorithm which is in all aspects superior to the ordinary GA algorithm.

4. Optimization Results

4.1. Optimization Results of the PGA Algorithm. By using the PGA algorithm and the GA algorithm, respectively, several different paths of carbon emission reduction and cost results were optimized. They are: No changes in all aspects, highest demand without supply, highest supply without demand, lowest cost, highest proportion of nonfossil energy, highest proportion of nuclear energy, highest proportion of fossil energy, highest carbon emission reduction, highest energy efficiency, highest level of electrification, highest carbon emission reduction, highest energy efficiency, highest level
of electrification, highest carbon emission reduction, highest energy efficiency, highest level of electrification development that lasts. These different paths are designed to take into account the economic development, energy consumption and some extreme cases, covering all economic possibilities. These paths provide guidance for different directions of energy planning.

The results of the PGA algorithm optimization path are compared with the GA algorithm optimization path results as shown in Table 4 (the data in parentheses are the GA algorithm optimization results). Comparing the two data, it can be seen that the PGA algorithm proposed in this paper is better than the optimization result of the GA algorithm.

The results of using the PGA algorithm to optimize the demand, supply, and emissions of each path in 2035 are shown in Table 5.

Air Pollution Health Impact Index: this index measures the impact of air pollutants including SO2, NOx, NMVOC, BC (black carbon), CO, and primary PM2.5 on human health. According to the research of article [28] and article [29], it is found that air pollutants have various effects on human health, and the risk of health effects such as mild symptoms of illness or death will increase with the increase of pollutant concentration. Using 2010 as the base year, figures below 100 indicate a decrease in average air pollution and its associated health effects, while figures above 100 indicate an increase.

### Table 4: PGA algorithm vs. GA algorithm with the same number of iterations.

| Path name                                    | Carbon emissions (PGA, GA) | Cost (yuan/person/year) (PGA, GA) |
|----------------------------------------------|---------------------------|----------------------------------|
| No changes in all aspects                    | 6% (4%)                   | 4115 (4775)                      |
| Maximum demand, no supply                    | 65% (47%)                 | 4301 (4886)                      |
| Maximum supply, no demand                    | 49% (31%)                 | 5874 (6203)                      |
| Lowest cost                                  | 73% (55%)                 | 3810 (4521)                      |
| Nonfossil energy has the highest proportion  | 79% (62%)                 | 4512 (5037)                      |
| Nuclear energy accounts for the highest proportion | 83% (65%)           | 4703 (5324)                      |
| Fossil energy accounted for the highest proportion | 80% (63%)              | 4640 (5253)                      |
| Highest carbon reduction                     | 96% (78%)                 | 4891 (5402)                      |
| Highest energy efficiency                    | 81% (62%)                 | 4143 (4804)                      |
| Highest level of electrification             | 84% (66%)                 | 4537 (5124)                      |
| Sustainable development                      | 80% (61%)                 | 4011 (4639)                      |

### Table 5: Supply and demand emissions results.

| Path name                                    | Demand (TWh/yr) | Supply (TWh/yr) | Emission (10^4 tCO2/yr) |
|----------------------------------------------|-----------------|-----------------|-------------------------|
| No changes in all aspects                    | 1024            | 1137            | 20554                   |
| Maximum demand, no supply                    | 356             | 517             | 7653                    |
| Maximum supply, no demand                    | 885             | 2824            | 11152                   |
| Lowest cost                                  | 460             | 917             | 5903                    |
| Nonfossil energy has the highest proportion  | 463             | 558             | 4592                    |
| Nuclear energy accounts for the highest proportion | 690             | 1129            | 3717                    |
| Fossil energy accounted for the highest proportion | 569             | 732             | 4373                    |
| Highest carbon reduction                     | 440             | 581             | 875                     |
| Highest energy efficiency                    | 532             | 607             | 4155                    |
| Highest level of electrification             | 601             | 790             | 3499                    |
| Sustainable development                      | 484             | 603             | 4373                    |

### Table 6: Comparison of the impact of each path on air quality in 2035 compared to 2010.

| Path name                                    | The worst case of air pollution | Best case for air pollution |
|----------------------------------------------|--------------------------------|-----------------------------|
| No changes in all aspects                    | 68                             | 26                          |
| Maximum demand, no supply                    | 24                             | 9                           |
| Maximum supply, no demand                    | 55                             | 20                          |
| Lowest cost                                  | 43                             | 14                          |
| Nonfossil energy has the highest proportion  | 33                             | 13                          |
| Nuclear energy accounts for the highest proportion | 43                             | 15                          |
| Fossil energy accounted for the highest proportion | 65                             | 13                          |
| Highest carbon reduction                     | 23                             | 8                           |
| Highest energy efficiency                    | 31                             | 10                          |
| Highest level of electrification             | 34                             | 13                          |
| Sustainable development                      | 33                             | 12                          |
show an increase (100). The index measures change in the province’s average concentration of air pollutants but do not reveal the number or severity of pollution hotspots [30, 31].

Table 6, which is divided into the worst case and best case scenarios of air pollution, examines the impact of each path on the air quality in 2035 in 2010. The worst case scenario for air pollution is that, aside from the current strategy, between now and 2035, there will be no additional deployment or innovation to reduce emissions. The best situation for air pollution is that effective technologies to improve or eliminate environmental pollution can be developed between now and 2035 and have been fully used.

Table 6 shows the impact of each path on air quality in 2010. We can do a good job in energy planning according to the content in the table, according to their own actual situation, planned to develop effective technology to improve or eliminate environmental pollution, and give full play to the guiding significance of energy planning.

5. Conclusion

This article provides a plan to explore a series of potential energy planning paths from today to 2035, and consider some of the difficult choices and trade-offs we will have to make. The study drew some common elements of feasible approaches and explored the implications and uncertainties associated with different options. It exposes the magnitude and speed of the required changes, as well as some of the major decisions that will need to be made. Based on previous research, a new type of PGA algorithm is proposed. Through this algorithm, other paths under different conditions are optimized, which provides a reference path for future planning. After testing, the PGA algorithm designed in this paper is superior to the genetic algorithm in various aspects. In this solution, the path optimization of the PGA algorithm in the carbon emission reduction ratio can increase by up to 58.06% compared to the genetic algorithm path optimization; in terms of cost, the path optimization of the PGA algorithm can reduce up to 15.72% compared with the genetic algorithm path optimization. Based on the basis of this research, an energy planning scheme suitable for other regions and even the whole country can be developed. With the development of our country, the data on energy is constantly updated, and this plan also needs to be continuously optimized with the development of our country, so that this plan is more realistic, convenient for users to operate, and more vivid to show the planning results.
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