STABILITY CONDITIONS ON CURVES

EMANUELE MACRÌ

Abstract. We study some examples of Bridgeland-Douglas stability conditions on triangulated categories. From one side we give a complete description of the stability manifolds for smooth projective curves of positive genus. From the other side we study stability conditions on triangulated categories generated by an exceptional collection. In the case of the projective line this leads to the connectedness and simply-connectedness of the stability manifold.

1. Introduction

The notion of stability condition on a triangulated category has been introduced by Bridgeland in [7], following physical ideas of Douglas [9].

A stability condition on a triangulated category is given by abstracting the usual properties of \( \mu \)-stability for sheaves on projective varieties; one introduces the notion of slope, using a group homomorphism from the Grothendieck group \( K(T) \) of the triangulated category \( T \) to \( \mathbb{C} \) and then requires that a stability condition has generalized Harder-Narasimhan filtrations and is compatible with the shift functor.

The main result of Bridgeland’s paper is that these stability conditions can be described via a parameter space of stabilities. This space becomes a (possibly infinite-dimensional) manifold, called the stability manifold and denoted by \( \text{Stab}(T) \), if an extra condition (local finiteness) is assumed.

Bridgeland studied finitely dimensional slices of these spaces for the case of elliptic curves in [7], but he left two cases: the curves of genus greater than one and \( \mathbb{P}^1 \). For the curve of genus greater than one there is a simple solution, applying a technical lemma of Gorodentsev, Kuleshov and Rudakov ([12], Lemma 7.2).

For the case of \( \mathbb{P}^1 \), the situation is slightly more involved, since in \( D(\mathbb{P}^1) \) there are bounded \( t \)-structures whose heart is an abelian category of finite length (for example the one induced by the equivalence of \( D(\mathbb{P}^1) \) with the derived category of representations of the Kronecker quiver [5]) and also there are degenerate stability conditions. Anyway, it is again possible to have an explicit description of \( \text{Stab}(\mathbb{P}^1) \), using the classification of exceptional objects on \( D(\mathbb{P}^1) \). For an application of these results to the study of stability manifolds of projective spaces and del Pezzo surfaces see [10].

The plan of the paper is as follows. In Section 2 we give a short summary on stability conditions on triangulated categories and we describe the stability manifolds for derived categories of smooth projective curves of positive genus. In Section 3 we
study stability conditions associated to a complete exceptional collection on a triangulated category $T$. After recalling some basic facts about quivers and exceptional objects, we show how to naturally associate to a complete exceptional collection with no negative homomorphisms between its objects a heart of a bounded $t$-structure and then a family of stability conditions having this one as heart. In this way we can define a collection of open connected subsets $\Sigma \subseteq \text{Stab}(T)$ of maximal dimension, parametrized by the orbits of the action of the braid group on exceptional collections (up to shifts). In Section 4 we examine some topological properties of these subsets $\Sigma$ for the derived category of the quiver $P_n$, with two vertices and $n$ arrow from the first vertex to the second one (for $n = 2$ this is precisely the Kronecker quiver). In this case $\Sigma(P_n)$ is unique, simply connected and coincides with all $\text{Stab}(P_n)$.

2. Stability conditions on triangulated categories

In this section we give a summary of Bridgeland’s paper [7]. Let $T$ be an essentially small triangulated category.

**Definition 2.1.** A stability condition $\sigma = (Z, P)$ on $T$ consists of a group homomorphism $Z : K(T) \to \mathbb{C}$, called the central charge, and strongly full, additive subcategories $P(\phi) \subseteq T$, $\phi \in \mathbb{R}$. They keep the following compatibilities: (1) for any nonzero object $E \in P(\phi)$, $Z(E) \neq 0$ and $Z(E)/|Z(E)| = \exp(i\pi\phi)$; (2) $\forall \phi \in \mathbb{R}$, $P(\phi + 1) = P(\phi)[1]$; (3) if $\phi_1 > \phi_2$ and $A_j \in P(\phi_j)$, $j = 1, 2$, then $\text{Hom}_T(A_1, A_2) = 0$; (4) for any nonzero object $E \in T$ there is a finite sequence of real numbers $\phi_1 > \ldots > \phi_n$ and a collection of triangles $E_{j-1} \to E_j \to A_j$ with $A_j \in P(\phi_j)$, for all $j$, $E_0 = 0$ and $E_n = E$.

The collection of exact triangles in Definition 2.1 (4) is called the Harder-Narasimhan filtration of $E$ (HN filtration for short). Note that the HN filtration is unique up to isomorphisms. We write $\phi_0^+(E) := \phi_1$, $\phi_0^-(E) := \phi_n$, and $m_\sigma(E) := \sum_j |Z(A_j)|$. From the definition, each subcategory $P(\phi)$ is extension-closed and abelian. Its nonzero objects are said to be semistable of phase $\phi$ in $\sigma$, and the minimal objects (classically called simple objects, i.e. objects without proper subobjects or quotients) are said to be stable.

For any interval $I \subseteq \mathbb{R}$, $P(I)$ is defined to be the extension-closed subcategory of $T$ generated by the subcategories $P(\phi)$, for $\phi \in I$. Bridgeland proved that, for all $\phi \in \mathbb{R}$, $P((\phi, \phi + 1])$ is the heart of a bounded $t$-structure on $T$. The category $P((0, 1])$ is called the heart of $\sigma$.

**Remark 2.2.** Let $H := \{z \in \mathbb{C} : z = |z| \exp(i\pi\phi), 0 < \phi \leq 1\}$. If $A \subseteq T$ is the heart of a bounded $t$-structure and moreover it is an abelian category of finite length (i.e. artinian and noetherian) with a finite number of minimal objects, then by [7, Proposition 5.3], a group homomorphism $Z : K(A) \to \mathbb{C}$ such that $Z(E) \in H$ for all minimal objects $E \in A$ (such a group homomorphism is called a stability function), extends to a unique stability condition on $T$.

**Lemma 2.3.** Let $(Z, P)$ be a stability condition on $T$. Assume that $A$ is a full abelian subcategory of $P((0, 1])$ and the heart of a bounded $t$-structure on $T$. Then $A = P((0, 1])$. 

Proof. By the definition of bounded $t$-structure (cfr., for example, [7, Lemma 3.2]), if an object $E$ is in $\mathcal{P}(0,1)$ and not in $A$, then there is a nonzero morphism either $A[k] \to E$ or $E \to A[-k]$, with $k > 0$, $A \in A$. But for all $j \in \mathbb{Z}$, $A[j]$ is an abelian subcategory of $\mathcal{P}((0,1))[j]$, which leads to a contradiction. □

A stability condition is called \textit{locally-finite} if there exists some $\varepsilon > 0$ such that each quasi-abelian subcategory $\mathcal{P}(\phi - \varepsilon, \phi + \varepsilon)$ is of finite length. In this way $\mathcal{P}(\phi)$ has finite length so that every object in $\mathcal{P}(\phi)$ has a finite Jordan-Hölder filtration into stable factors of the same phase. The set of stability conditions which are locally-finite will be denoted by $\text{Stab}(\mathcal{T})$.

By [7, Proposition 8.1] there is a natural topology on $\text{Stab}(\mathcal{T})$ defined by the generalized metric (i.e. it may be infinite)

\begin{equation}
    d(\sigma_1, \sigma_2) := \sup_{0 \neq E \in \mathcal{T}} \left\{ |\phi_{\sigma_2}^+(E) - \phi_{\sigma_1}^+(E)|, |\phi_{\sigma_2}^-(E) - \phi_{\sigma_1}^-(E)|, |\log \frac{m_{\sigma_2}(E)}{m_{\sigma_1}(E)}| \right\} \in [0, \infty].
\end{equation}

We call $\text{Stab}(\mathcal{T})$ the \textit{stability manifold} associated to $\mathcal{T}$.

\textbf{Theorem 2.4.} [7, Theorem 1.2] For each connected component $\Sigma \subseteq \text{Stab}(\mathcal{T})$ there is a linear subspace $V(\Sigma) \subseteq (K(\mathcal{T}) \otimes \mathbb{C})^\vee$ with a well-defined linear topology such that the natural map $Z : \Sigma \to V(\Sigma)$, which maps a stability condition $(Z, \mathcal{P})$ to its central charge $Z$, is a local homeomorphism. In particular, if $K(\mathcal{T}) \otimes \mathbb{C}$ is finite dimensional, then $\Sigma$ is a finite dimensional complex manifold.

For later use, we remind that $V(\Sigma)$ is defined as the set of $W \in (K(\mathcal{T}) \otimes \mathbb{C})^\vee$ such that

$$
\|W\|_\sigma := \sup \left\{ \frac{|W(E)|}{|Z(E)|} : E \text{ is } \sigma\text{-semistable} \right\} < \infty,
$$

where $\sigma = (Z, \mathcal{P})$ is any stability condition in $\Sigma$.

\textbf{Remark 2.5.} [7, Lemma 8.2] The generalized metric space $\text{Stab}(\mathcal{T})$ carries a right action of the group $GL^+(2, \mathbb{R})$, the universal cover of $GL^+(2, \mathbb{R})$, and a left action by isometries of the group $\text{Auteq}(\mathcal{T})$ of exact autoequivalences of $\mathcal{T}$. The second action is defined in the natural way. For the first action, let $(G, f) \in GL^+(2, \mathbb{R})$, with $G \in GL^+(2, \mathbb{R})$ and $f : \mathbb{R} \to \mathbb{R}$ is an increasing map, periodic of period 1 such that $Ge^{2i\pi \phi}/Ge^{2i\pi \phi'} = e^{2i\pi f(\phi)}$, for all $\phi \in \mathbb{R}$. Then $(G, f)$ maps $(Z, \mathcal{P}) \in \text{Stab}(\mathcal{T})$ to $(G^{-1} \circ Z, \mathcal{P} \circ f)$.

\textbf{2.1. Stability conditions on curves of positive genus.} Let $C$ be a smooth projective curve over $\mathbb{C}$ of positive genus. In this case the Grothendieck group of $D(C) := D^b(\text{Coh}(C))$ is not of finite rank as in the examples we will see in the rest of the paper. Hence the stability manifold $\text{Stab}(D(C))$ is infinite dimensional. We can restrict to a finite dimensional (more geometric) slice of it. According to [7], we define $\text{Stab}(C)$ as the finite dimensional submanifold of $\text{Stab}(D(C))$ consisting of locally finite \textit{numerical stability conditions}, i.e. locally finite stability conditions whose central charge factorizes through the singular cohomology $H^*(C, \mathbb{Z})$ of $C$, via the Chern character. An example of numerical stability condition on the bounded derived category of a curve is the stability condition induced by $\mu$-stability for sheaves [7, Example 5.4].
The fundamental ingredient for studying Stab($C$) is this technical lemma [12, Lemma 7.2].

**Lemma 2.6.** Let $C$ a smooth projective curve of genus $g(C) \geq 1$. Suppose $E \in \text{Coh}(C)$ is included in a triangle

$$Y \rightarrow E \rightarrow X \rightarrow Y[1]$$

with $\text{Hom}^{\leq 0}(Y, X) = 0$. Then $X, Y \in \text{Coh}(C)$.

**Theorem 2.7.** If $C$ has genus $g(C) \geq 1$, then the action of $\widetilde{GL}^+(2, \mathbb{R})$ on Stab($C$) is free and transitive, so that

$$\text{Stab}(C) \cong \widetilde{GL}^+(2, \mathbb{R})(\cong \mathbb{C} \times \mathbb{H})$$

where $\mathbb{H}$ denotes the complex upper half plane.

**Proof.** First note that the structure sheaves of points are stable. Indeed they are semistable because otherwise, by Lemma 2.6, $\mathcal{O}_x$ is included in an exact sequence in $\text{Coh}(C)$

$$0 \rightarrow Y \rightarrow \mathcal{O}_x \rightarrow X \rightarrow 0,$$

with $\text{Hom}^{\leq 0}(Y, X) = 0$, which is clearly impossible. Now, if $\mathcal{O}_x$ were not stable, then by the same argument all its stable factors should be isomorphic to a single object $K$, which implies $K \in \text{Coh}(C)$ and so $K \cong \mathcal{O}_x$. In the same way, all line bundles are stable too.

Then, let $\sigma = (Z, \mathcal{P}) \in \text{Stab}(C)$. Take a line bundle $A$ on $C$; by what we have seen above, $A$ and $\mathcal{O}_x$ are stable in $\sigma$ with phases $\phi_A$ and $\psi$ respectively. The existence of maps $A \rightarrow \mathcal{O}_x$ and $\mathcal{O}_x \rightarrow A[1]$ gives inequalities $\psi - 1 \leq \phi_A \leq \psi$, which implies that if $Z$ is an isomorphism (seen as a map from $H^*(C, \mathbb{R}) \cong \mathbb{R}^2$ to $\mathbb{C} \cong \mathbb{R}^2$) then it must be orientation preserving. But $Z$ is an isomorphism: indeed if not, then there exist stable objects with the same phase having non-trivial morphisms, which is impossible. Hence, acting by an element of $GL^+(2, \mathbb{R})$, one can assume that $Z(E) = -\text{deg}(E) + i \text{rk}(E)$ and that for some $x \in C$, the skyscraper sheaf $\mathcal{O}_x$ has phase 1. Then all line bundles on $C$ are stable in $\sigma$ with phases in the interval $(0, 1)$ and all structure sheaves of points are stable of phase 1; but this implies that $\mathcal{P}([0, 1]) = \text{Coh}(C)$ and so that the stability condition $\sigma$ is precisely the one induced by $\mu$-stability on $C$. $\square$

3. Quivers and exceptional objects

3.1. Quivers and algebras. In this subsection we give a quick review of some basic facts about finite dimensional algebras over $\mathbb{C}$ and we start studying stability conditions on their derived categories. For more details see [4].

A quiver is a directed graph, possibly with multiple arrows and loops. In this paper we deal only with finite quivers, that is those which have a finite number of vertices and arrows. If $Q$ is a quiver, we define its path-algebra $\mathbb{C}Q$ as follows. It is an algebra over $\mathbb{C}$, which as a vector space has a basis consisting of the paths

$$\bullet \rightarrow \ldots \rightarrow \bullet$$

in $Q$. Multiplication is given by composition of paths if the paths are composable in this way, and zero otherwise. Corresponding to each vertex $x$ there is a path of length zero giving rise to idempotent basis elements $e_x$. Clearly $\mathbb{C}Q$ is finitely generated as
an algebra over \( \mathbb{C} \) if and only if \( Q \) has only finitely many vertices and arrows, and finite dimensional as a vector space if and only if in addition it has no loops.

A representation of a quiver \( Q \) associates to each vertex \( x \) of \( Q \) a vector space \( V_x \), and to each arrow \( x \to y \) a linear transformation \( V_x \to V_y \) between the corresponding vector spaces. The dimension vector \( \alpha \) of such a representation is a vector of integers having length equal to the number of vertices of the quiver given by \( \alpha_x = \dim V_x \).

There is a natural one-to-one correspondence between representations of \( Q \) and \( \mathbb{C}Q \)-modules. If \( Q \) is finite without loops, then the simple modules correspond to vertices of the quivers (that is to representations which consist of a one dimensional vector space at a vertex and a zero dimensional vector space at any other vertex) and the indecomposable projective modules are of the form \( P_x = \mathbb{C}Q \cdot e_x \).

The importance of quivers in the theory of representations of finite dimensional algebras is illustrated by the following theorem (cfr. [4, Proposition 4.1.7]) due to Gabriel.

**Theorem 3.1.** Every finite dimensional basic algebra over \( \mathbb{C} \) (i.e. every simple module is one dimensional over \( \mathbb{C} \)) is the quotient of a path-algebra \( \mathbb{C}Q \) of a quiver \( Q \) modulo an ideal contained in the ideal of paths of length at least two. In particular, if \( \mathbb{C}Q \) is finite dimensional, there is a bijection between the simple modules for the algebra and the simple \( \mathbb{C}Q \)-modules.

**Definition 3.2.** Let \( I \) be a two-sided ideal contained in the ideal of paths of length at least two of the path-algebra of a quiver \( Q \). We call the pair \((Q, I)\) a quiver with relations (sometimes, with abuse of notation, we will forget the ideal \( I \)). The path-algebra of a quiver with relations is the algebra \( \mathbb{C}Q/I \).

As for quivers, we can define representations of a quiver with relations \( Q \). Again there is a natural one-to-one correspondence between representations of \( Q \) and modules over its path-algebra.

**Example 3.3.** The quiver \( P_n \) \((n \geq 1)\) contains two vertices and \( n \) arrows from the first to the second vertex. For example,

\[
P_2 : \bullet \to \bullet.
\]

**Example 3.4.** The quiver with relations \( T_N \) \((N \geq 1)\) contains \( N + 1 \) vertices \( X_0, \ldots, X_N \) and \( N(N + 1) \) arrows \( \phi^j_i : X_i \to X_{i+1} \) \((i = 0, \ldots, N - 1, j = 0, \ldots, N)\). The relations are \( \phi^j_{i+1} \phi^k_i = \phi^k_{i+1} \phi^j_i \). Note that \( T_1 \) coincides with \( P_2 \).

In the next subsection we will see the connections between exceptional objects in derived categories and quivers with relations. We conclude now by examining stability conditions \((Z, P)\) on the derived category of a finite dimensional algebra \( A \) for which \( \mathcal{P}((0,1]) = \text{mod-}A \), where \( \text{mod-}A \) denotes the category of finitely generated (right) \( A \)-modules.

**Lemma 3.5.** Let \( A \) be a finite-dimensional algebra over \( \mathbb{C} \) with simple modules \( \{L_0, \ldots, L_n\} \) and let \((Z, P)\) be a stability condition on \( D(A) := D^b(\text{mod-}A) \). Assume that \( L_0, \ldots L_n \in \mathcal{P}((0,1]) \). Then \( \text{mod-}A = \mathcal{P}((0,1]) \) and \( L_j \) is stable, for all \( j = 0, \ldots, n \).
Proof. Since \textbf{mod}-\(A\) is the extension closed subcategory of \(D(A)\) generated by \(L_0,\ldots,L_k\), then \textbf{mod}-\(A\) is an abelian subcategory of \(\mathcal{P}((0,1])\); so, the first part follows immediately from Lemma 2.3. Now the second statement is clear, since \(L_j\) is a minimal object of \textbf{mod}-\(A\). \(\square\)

Remark 3.6. Note that, as observed in [1, Theorem 3], in the situation of the previous lemma, an object of \(D(A)\) is (semi)stable if and only if it is a shift of a \(\theta\)-(semi)stable \(A\)-module in the sense of King [14]. In particular one can construct moduli spaces of semistable objects having fixed dimension vector.

3.2. Exceptional objects. Some references for this subsection are [5], [13], [15]. Let \(\mathbf{T}\) be a triangulated category linear over \(\mathbb{C}\) and of finite type, i.e. for any two objects \(A, B \in \mathbf{T}\) the \(\mathbb{C}\)-vector space \(\bigoplus_{k \in \mathbb{Z}} \text{Hom}^k(A,B)\) is finite-dimensional. Following [5] we introduce the following notation for the graded complex of \(\mathbb{C}\) vector spaces with trivial differential

\[
\text{Hom}^\bullet(A, B) = \bigoplus_{k \in \mathbb{Z}} \text{Hom}^k(A, B)[-k],
\]

where \(A, B \in \mathbf{T}\), \(\text{Hom}^k(A, B) = \text{Hom}(A, B[k])\). When \(\mathbf{T}\) is the derived category of an abelian category, \(\text{Hom}^\bullet(A, B)\) is quasi-isomorphic to \(R\text{Hom}(A, B)\).

Definition 3.7. (i) An object \(E \in \mathbf{T}\) is called exceptional if it satisfies

\[
\text{Hom}^i(E, E) = 0, \quad \text{for } i \neq 0,
\]

\[
\text{Hom}^0(E, E) = \mathbb{C}.
\]

(ii) An ordered collection of exceptional objects \(\{E_0, \ldots, E_n\}\) is called exceptional in \(\mathbf{T}\) if it satisfies

\[
\text{Hom}^\bullet(E_i, E_j) = 0, \quad \text{for } i > j.
\]

We call an exceptional collection of two objects an exceptional pair.

Definition 3.8. Let \((E, F)\) an exceptional pair. We define objects \(\mathcal{L}_E F\) and \(\mathcal{R}_F E\) (which we call left mutation and right mutation respectively) with the aid of distinguished triangles

\[
\mathcal{L}_E F \rightarrow \text{Hom}^\bullet(E, F) \otimes E \rightarrow F,
\]

\[
E \rightarrow \text{Hom}^\bullet(E, F)^* \otimes F \rightarrow \mathcal{R}_F E,
\]

where \(V[k] \otimes E\) (with \(V\) vector space) denotes an object isomorphic to the direct sum of \(\dim V\) copies of the object \(E[k]\). Note that under duality of vector spaces the grading changes sign.

A mutation of an exceptional collection \(\mathcal{E} = \{E_0, \ldots, E_n\}\) is defined as a mutation of a pair of adjacent objects in this collection:

\[
\mathcal{R}_i \mathcal{E} = \{E_0, \ldots, E_{i-1}, E_{i+1}, \mathcal{R}_{E_{i+1}} E_i, E_{i+2}, \ldots, E_n\},
\]

\[
\mathcal{L}_i \mathcal{E} = \{E_0, \ldots, E_{i-1}, \mathcal{L}_E, E_{i+1}, E_i, E_{i+2}, \ldots, E_n\},
\]

\(i = 0, \ldots, n - 1\). We can do mutations again in the mutated collection. We call any composition of mutations an iterated mutation.
Proposition 3.9. [5] (i) A mutation of an exceptional collection is an exceptional collection.
(ii) If an exceptional collection generates $\mathbf{T}$ then the mutated collection also generates $\mathbf{T}$.
(iii) The following relations hold:
$$R_iL_i = L_iR_i = 1 \quad R_iR_{i+1}R_i = R_{i+1}R_iR_{i+1} \quad L_iL_{i+1}L_i = L_{i+1}L_iL_{i+1}.$$  

The last relations, together with the obvious commutativity $R_iR_j = R_jR_i$ for $j - i \neq \pm 1$, could be rephrased by saying that there is an action of the braid group $A_{n+1}$ of $n+1$ strings on the set of exceptional collections.

Definition 3.10. Let $E = \{E_0, \ldots, E_n\}$ be an exceptional collection. We call $E$
- strong, if $\text{Hom}^k(E_i, E_j) = 0$ for all $i$ and $j$, with $k \neq 0$;
- Ext, if $\text{Hom}^{\leq 0}(E_i, E_j) = 0$ for all $i \neq j$;
- regular, if $\text{Hom}^k(E_i, E_j) \neq 0$ for at most one $k \geq 0$, for all $i$ and $j$;
- orthogonal, if $\text{Hom}^k(E_i, E_j) = 0$ for all $i \neq j$ and $k$;
- complete, if $E$ generates $\mathbf{T}$ by shifts and extensions.

The relation between strong exceptional collections and finite dimensional algebras is contained in the following result due to Bondal.

Theorem 3.11. Let $\mathbf{T}$ be the bounded derived category of an abelian category. Assume that $\mathbf{T}$ is generated by a strong exceptional collection $\{E_0, \ldots, E_n\}$. Then, if we set $E = \oplus E_i$ and $A = \text{Hom}(E, E)$, $\mathbf{T}$ is equivalent to the bounded derived category of finite dimensional modules over the algebra $A$.

Proof. Define the functor $\Phi : \mathbf{T} \to D(A)$ as the derived functor $\Phi(Y) = R \text{Hom}(E, Y)$, where $Y \in \mathbf{T}$, with the natural action of $A$ on that complex. For the proof that $\Phi$ is actually an equivalence see [5, Theorem 6.2]. \qed

Example 3.12. [2] [13] Let $\mathbf{T} = D(\mathbb{P}^N) := D^b(\text{Coh}(\mathbb{P}^N))$. Then a complete strong exceptional collection is given by $\{\mathcal{O}, \ldots, \mathcal{O}(N)\}$. The corresponding algebra is given by the quiver with relations $T_N$ of Example 3.4.

Example 3.13. [15] Let $\mathbf{T} = D(S) := D^b(\text{Coh}(S))$, where $S$ is a Del Pezzo surface, i.e. a smooth projective surface whose anticanonical class is ample. Then there exists a complete strong exceptional collection and all exceptional collections are obtained from this collection by iterated mutations.

3.3. Stability conditions on triangulated categories generated by an exceptional collection. In this subsection we study stability conditions on triangulated categories generated by Ext-exceptional collections. Given a subcategory $S$ of $\mathbf{T}$, we denote by $\langle S \rangle$ the extension-closed subcategory of $\mathbf{T}$ generated by $S$, and by $\text{Tr}(S)$ the minimal full triangulated subcategory containing $S$ and closed by isomorphisms.

Lemma 3.14. Let $\{E_0, \ldots, E_n\}$ be a complete Ext-exceptional collection on $\mathbf{T}$. Then $\langle E_0, \ldots, E_n \rangle$ is the heart of a bounded $t$-structure on $\mathbf{T}$.
Proof. We proceed by induction on \( n \). If \( n = 0 \) there is nothing to prove. Indeed \( \mathbf{T} \cong D^b(\mathcal{C}\text{-}\mathbf{vect}) \), Assume \( n > 0 \). Then consider the full triangulated subcategory \( \text{Tr}(E_1, \ldots, E_n) \) of \( \mathbf{T} \). This is an admissible subcategory \([5, \text{Theorem 3.2}]\) and its right orthogonal is \( \text{Tr}(E_0) \). Moreover
\[
\text{Tr}(E_1, \ldots, E_n) \xrightarrow{1} \mathbf{T} \xrightarrow{j} \text{Tr}(E_0)
\]
is an exact triple of triangulated categories \([6, \text{Proposition 1.6}]\).

By \([3, \S 1.4]\) any pair of \( t \)-structures on \( \text{Tr}(E_1, \ldots, E_n) \) and \( \text{Tr}(E_0) \) determines a unique compatible \( t \)-structure on \( \mathbf{T} \) given by
\[
\mathbf{T}^{\leq 0} = \{ F \in \mathbf{T} : j_! F \in \text{Tr}(E_0)^{\leq 0}, i^* F \in \text{Tr}(E_1, \ldots, E_n)^{\leq 0} \}
\]
\[
\mathbf{T}^{\geq 0} = \{ F \in \mathbf{T} : j_! F \in \text{Tr}(E_0)^{\geq 0}, i^* F \in \text{Tr}(E_1, \ldots, E_n)^{\geq 0} \},
\]
where \( i^* \) and \( j_! \) are respectively the left and right adjoint to \( i_* \). More explicitly, if \( F \) decomposes as
\[
A \to F \to B
\]
with \( A \in \text{Tr}(E_1, \ldots, E_n) \), \( B \in \text{Tr}(E_0) \), then \( i^* F = A \); if \( F \) decompose as
\[
B' \to F \to A'
\]
with \( A' \in \text{Tr}(E_1, \ldots, E_n) \), \( B' \in \text{Tr}(R_{n-1} \ldots R_0 E_0) \), then \( i^* F = A' \).

By induction we can choose \( t \)-structures on \( \text{Tr}(E_0) \) and \( \text{Tr}(E_1, \ldots, E_n) \) having hearts \( \langle E_0 \rangle \) and \( \langle E_1, \ldots, E_n \rangle \) respectively.

We want to prove that \( \langle E_0, \ldots, E_n \rangle = \mathbf{T}^{\leq 0} \cap \mathbf{T}^{\geq 0} =: \mathbf{A} \). Clearly \( E_1, \ldots, E_n \) belong to \( \mathbf{A} \). Moreover, by mutating \( E_0 \), since the exceptional collection is Ext, we have \( i^* E_0 \in \text{Tr}(E_1, \ldots, E_n)^{\leq 0} \). Hence \( \langle E_0, \ldots, E_n \rangle \) is a full subcategory of \( \mathbf{A} \). If \( F \in \mathbf{A}, F \notin \langle E_0, \ldots, E_n \rangle \), we can filter \( F \) as
\[
(2) \quad A \to F \to B
\]
as before. By construction \( B \in \langle E_0 \rangle \). We want to prove that \( A \in \langle E_1, \ldots, E_n \rangle \). Assume the contrary. From the triangle \( (2) \) we get
\[
0 \to H^0(A) \to H^0(F) \to H^0(B) \to H^1(A) \to 0.
\]
Since \( A \in \text{Tr}(E_1, \ldots, E_n) \), by induction we can filter it as
\[
C \to A \to D,
\]
with \( C \in \langle E_1, \ldots, E_n \rangle \) and \( D \in \langle E_1, \ldots, E_n \rangle[-1] \). But then \( H^0(A) \cong C \) and \( H^1(A) \cong D[1] \). This means that we have a map \( B \to D[1] \), a contradiction.

The fact that the glued \( t \)-structure is bounded is now clear. \( \square \)

**Corollary 3.15.** Let \( \mathcal{E} = \{E_0, \ldots, E_n\} \) be a complete exceptional collection on \( \mathbf{T} \) such that, for some \( i < j \), \( \text{Hom}^{\leq 0}(E_i, E_j) = 0 \). Then \( \langle E_i, E_j \rangle \) is a full abelian subcategory of \( \mathbf{T} \).

**Lemma 3.16.** Let \( \{E_0, \ldots, E_n\} \) be a complete Ext-exceptional collection on \( \mathbf{T} \) and let \( (Z, \mathcal{P}) \) be a stability condition on \( \mathbf{T} \). Assume \( E_0, \ldots, E_n \in \mathcal{P}((0,1]) \). Then \( \mathcal{Q} := \langle E_0, \ldots, E_n \rangle = \mathcal{P}((0,1]) \) and \( E_j \) is stable, for all \( j = 0, \ldots, n \).
Proof. First of all notice that \( E_0, \ldots, E_n \) are the minimal objects of \( Q \). Indeed, let \( 0 \neq A \hookrightarrow E_i \) be a subobject in \( Q \). Then by definition there exists an inclusion \( E_j \hookrightarrow A \), for some \( j \). But, since \( \{E_0, \ldots, E_n\} \) is an Ext-exceptional collection, then \( j \) should be equal to \( i \). Hence the composite map \( E_j \hookrightarrow A \hookrightarrow E_i \) is an isomorphism and \( A \cong E_i \). The proof is then the same as Lemma 3.5. \( \square \)

If two exceptional objects have at most one nontrivial \( \text{Hom}^k \), one can say more.

**Proposition 3.17.** Let \( \{E_0, \ldots, E_n\} \) be a complete Ext-exceptional collection on \( T \) and let \( \sigma = (Z, P) \) be a stability condition on \( T \) such that \( E_0, \ldots, E_n \in P((0,1]) \). Fix \( i < j \). Then \( \sigma \) induces a stability condition \( \sigma_{ij} \) on \( \text{Tr}(E_i, E_j) \) in such a way that every (semi)stable object in \( \sigma_{ij} \) with phase \( \phi \) corresponds to a (semi)stable object in \( \sigma \) with the same phase. Moreover, assume that \( \text{Hom}^1(E_i, E_j) \neq 0 \) and \( \text{Hom}^k(E_i, E_j) = 0 \), for all \( k \neq 1 \). Then, if \( \phi(E_j) \leq \phi(E_i) \), \( R_{E_j}E_i \) and \( L_{E_i}E_j \) are semistable and, if \( \phi(E_j) < \phi(E_i) \), they are stable.

**Proof.** Consider the triangulated category \( \text{Tr}(E_i, E_j) \) generated by \( E_i \) and \( E_j \). Then \( Z \) defines a stability function on the abelian category \( \langle E_i, E_j \rangle \), and so a stability condition on \( \text{Tr}(E_i, E_j) \), by Remark 2.2.

Let \( S \) be a semistable object in \( \text{Tr}(E_i, E_j) \). We can assume \( S \in \langle E_i, E_j \rangle \) and \( \phi(E_j) \leq \phi(E_i) \). Let

\[
0 \to A \to S \to B \to 0
\]

be a destabilizing filtration in \( Q := \langle E_0, \ldots, E_n \rangle \). We have to prove that \( A, B \in \langle E_i, E_j \rangle \). If \( A \in \langle E_{j_1}, \ldots, E_{j_k} \rangle \), \( j_1 < \ldots < j_k \) and \( B \in \langle E_{i_1}, \ldots, E_{i_s} \rangle \), \( i_1 < \ldots < i_s \), then by hypothesis \( j_k \leq j \), \( i_1 \geq i \). If \( A' \) is the subobject of \( A \) belonging to \( \langle E_j \rangle \), then we have the diagram

\[
\begin{array}{c}
0 \\
\downarrow \\
0 \to 0 \to G \\
\downarrow \\
0 \to A' \to S \to B' \to 0 \\
\downarrow \\
0 \to A \to S \to B \to 0 \\
\downarrow \\
F \to 0 \to 0 \\
\downarrow \\
0
\end{array}
\]

By the Snake Lemma \( G \cong F \). Moreover, since \( \langle E_i, E_j \rangle \) abelian, \( B' \in \langle E_i, E_j \rangle \). But now \( F \in \langle E_{j_1}, \ldots, E_{j_{k-1}} \rangle \). So, \( j_{k-1} = i \). Using again the previous argument, \( A, B \in \langle E_i, E_j \rangle \).
For the second part, \( \mathcal{R}_{E_i} E_i[-1] \in \mathcal{Q} \) is defined by the exact sequence
\[
0 \to \text{Hom}^1(E_i, E_j) \otimes E_j \to \mathcal{R}_{E_i} E_i[-1] \to E_i \to 0.
\]
If
\[
0 \to C \to \mathcal{R}_{E_i} E_i[-1] \to D \to 0
\]
is a destabilizing sequence and \( D \in \langle E_i, E_j \rangle \), then we have a morphism
\[
\mathcal{R}_{E_i} E_i[-1] \to E_i,
\]
with \( l = j \) or \( l = i \). But this implies \( E_i \cong E_i \) and so \( D \cong E_i \), that is (3) is not a destabilizing sequence.

It is important to note here that if \( \mathbf{T} \) is the bounded derived category of an abelian category, then, in the assumptions of the previous theorem, \( \text{Tr}(E_i, E_j) \) is equivalent to \( D(P_k) \), where \( k = \dim \text{Hom}^1(E_i, E_j) \). Indeed, as in the proof of Theorem 3.11, we can define a functor \( \Psi : \text{Tr}(E_i, E_j) \to D(P_k) \) as the composition of the inclusion \( \text{Tr}(E_i, E_j) \hookrightarrow \mathbf{T} \) with \( \mathbf{R} \text{Hom}(E_i \oplus E_j, -) \). The proof that this functor is an equivalence goes in the same way as [5, Theorem 6.2].

We conclude this section by constructing some explicit examples of stability conditions. Let \( \mathbf{T} \) be, as before, a triangulated category of finite type over \( \mathbb{C} \) and let \( \mathcal{E} = \{E_0, \ldots, E_n\} \) be a complete exceptional collection on \( \mathbf{T} \). Then the Grothendieck group \( K(\mathbf{T}) \) is a free abelian group of finite rank isomorphic to \( \mathbb{Z}^{\oplus (n+1)} \) generated by \( E_0, \ldots, E_n \). Fix \( z_0, \ldots, z_n \in \mathcal{H} \). Consider the abelian category \( \mathcal{Q}_p := \langle E_0[p_0], \ldots, E_n[p_n] \rangle \) of Lemma 3.14, for \( p_0, \ldots, p_n \) integral numbers such that the exceptional collection \( \{E_0[p_0], \ldots, E_n[p_n]\} \) is Ext. Define a stability function \( Z_p : K(\mathcal{Q}_p) \to \mathbb{C} \) by \( Z(E_i[p_i]) = z_i \), for all \( i \). By Remark 2.2 this extends to a unique stability condition on \( \mathbf{T} \) which is locally-finite. We call the stability conditions constructed in this way degenerate if \( \text{rk}_\mathbb{R} Z_p = 1 \) (seeing \( Z_p \) as a map from \( K(\mathbf{T}) \otimes \mathbb{R} \) to \( \mathbb{C} \approx \mathbb{R}^2 \)). Otherwise we call them non-degenerate.

Define \( \Theta_E \) as the subset of \( \text{Stab}(\mathbf{T}) \) consisting of stability conditions which are, up to the action of \( \mathbb{G}L^+ (2, \mathbb{R}) \), degenerate or non-degenerate for \( \mathcal{E} \). Then, by Lemma 3.16, \( E_0, \ldots, E_n \) are stable for all stability conditions on \( \Theta_E \); for a degenerate stability condition, they are the only stable objects (up to shifts).

Remark 3.18. Note that in general \( \Theta_E \) is not the subset of \( \text{Stab}(\mathbf{T}) \) consisting of stability conditions in which \( E_0, \ldots, E_n \) are stable. Indeed, consider the strong complete exceptional collection \( \{O_{\mathbb{P}^2}, O_{\mathbb{P}^2}(1), O_{\mathbb{P}^2}(2)\} \) on \( D(\mathbb{P}^2) \). Then, by Proposition 3.17, in the stability condition \( \sigma \), defined on the category \( \langle O_{\mathbb{P}^2}[2], O_{\mathbb{P}^2}(1)[1], O_{\mathbb{P}^2}(2) \rangle \) by \( Z(O_{\mathbb{P}^2}[2]) = Z(O_{\mathbb{P}^2}(1)[1]) = -1 \), \( Z(O_{\mathbb{P}^2}(2)) = i \), all the objects of the strong complete exceptional collection \( \mathcal{E} := \{O_{\mathbb{P}^2}(1), T_{\mathbb{P}^2}, O_{\mathbb{P}^2}(2)\} \) are all stable, but \( \sigma \notin \Theta_E \).

Lemma 3.19. \( \Theta_E \subseteq \text{Stab}(\mathbf{T}) \) is an open, connected and simply connected \((n+1)\)-dimensional submanifold.

Proof. Before proceeding with the proof we need some notations. Let \( \mathcal{F}_s = \{F_0, \ldots, F_s\} \), \( s > 0 \), be an exceptional collection. First of all, define, for \( i < j \),
\[
k_{i,j}^\mathcal{F}_s := \begin{cases}
+\infty, & \text{if } \text{Hom}^k(F_i, F_j) = 0, \text{ for all } k; \\
\min \left\{ k : \text{Hom}^k(F_i, F_j) \neq 0 \right\}, & \text{otherwise}.
\end{cases}
\]
Then define inductively $\alpha_i^{\mathcal{F}} \in \mathbb{Z} \cup \{+\infty\}$ in this way: set $\alpha_0^{\mathcal{F}} = 0$ and, for $i < s$,

$$
\alpha_i^{\mathcal{F}} := \min \left\{ k_{i,j}^{\mathcal{F}} + \alpha_j^{\mathcal{F}} \right\} - (s - i - 1),
$$

where the minimum is taken over $\mathbb{Z} \cup \{+\infty\}$.

Consider $\mathbb{R}^{n+1}$ with coordinates $\phi_0, \ldots, \phi_n$. Let $\mathcal{F}_s := \{E_{l_0}, \ldots, E_{l_s}\} \subseteq \{E_0, \ldots, E_n\}$, $s > 0$. Define $R^{\mathcal{F}}$ as the relation $\phi_{l_0} < \phi_{l_s} + \alpha_0^{\mathcal{F}}$. Finally define

$$
\mathcal{C}_E := \left\{ (m_0, \ldots, m_n, \phi_0, \ldots, \phi_n) \in \mathbb{R}^{2(n+1)} : \begin{array}{l}
\bullet m_i > 0, \text{ for all } i \\
\bullet R^{\mathcal{F}}, \text{ for all } \mathcal{F}_s \subseteq \mathcal{E}, s > 0 \end{array} \right\}.
$$

Clearly $\mathcal{C}_E$ is connected and simply connected.

Define a map $\rho : \Theta_E \to \mathcal{C}_E$ by $m_i(\rho(\sigma)) := Z(E_i)/|Z(E_i)|$, $\phi_i(\rho(\sigma)) := \phi_{l_s}(E_i)$, for $i = 0, \ldots, n$, where $\sigma = (Z, \mathcal{P})$. We want to prove that this map is an homeomorphism. By definition of $\Theta_E$, $\rho$ is injective. Moreover it is straightforward to check that it is also surjective.

Consider the abelian category $\mathbb{Q}_p$, for $p_0, \ldots, p_n$ integral numbers such that the complete exceptional collection $\{E_0[p_0], \ldots, E_n[p_n]\}$ is Ext. Let $\sigma_p \in \Theta_E$ be the stability condition defined by setting $Z_p(E_j[p_j]) = i$, for all $j$ and let $\Gamma_p \subseteq \text{Stab}(\mathcal{T})$ be the connected component containing $\sigma_p$. First of all notice that the linear subspace $V(\Gamma_p)$ of Theorem 2.4 is all $(K(\mathcal{T}) \otimes \mathbb{C})^\vee$. Indeed, for all $W \in (K(\mathcal{T}) \otimes \mathbb{C})^\vee$,

$$
\|W\|_{\sigma_p} = \sup \left\{ \frac{|W(E)|}{|Z_p(E)|} : E \text{ is } \sigma_p\text{-semistable} \right\} = \sup \left\{ \frac{|W(E)|}{|Z_p(E)|} : E \in \mathbb{Q}_p \right\} = \sup \left\{ \frac{|a_0 W(E_0[p_0]) + \ldots + a_n W(E_n[p_n])|}{a_0 + \ldots + a_n} : a_0, \ldots, a_n \geq 0 \right\} \leq \sup \left\{ \frac{a_0 W(E_0[p_0]) + \ldots + a_n W(E_n[p_n])}{a_0 + \ldots + a_n} : a_0, \ldots, a_n \geq 0 \right\} < \infty.
$$

Hence $\Gamma_p$ is a manifold of dimension $(n + 1)$. Since the map $Z$ of Theorem 2.4 is a local homeomorphism, to prove the lemma is sufficient to show that $\Theta_E$ is contained in $\Gamma_p$. But, by definition of the generalized metric (1), all stability conditions with heart $\mathbb{Q}_p$ are in $\Gamma_p$ and so is in $\Gamma_p$ the open subset $U_p$ consisting of stability conditions which have, up to the action of $GL^+(2, \mathbb{R})$, $\mathbb{Q}_p$ as heart.

Now, let $l$ be an index such that $\text{Hom}^{0}(E_s[p_s], E_s[p_s + 1]) = 0$, for all $s < l$ (for example $l = 0$ always works). Then if we set $p'_i := p_i + 1$ and $p'_j := p_j$, for $j \neq l$, then the exceptional collection $\{E_0[p'_0], \ldots, E_n[p'_n]\}$ is still Ext and $U' \cap U_p \neq \emptyset$. Indeed, the stability condition with heart $\mathbb{Q}_p$ defined by $Z(E_i[p_i]) = i$, $Z(E_j[p_j]) = -1$, for $j \neq l$ is in the $GL^+(2, \mathbb{R})$-orbit of the stability condition with heart $\mathbb{Q}_{p'}$ defined by $Z(E_i[p'_i]) = -1$, $Z(E_j[p'_j]) = i$, for $j \neq l$.

Finally, given two collection of integers $p$ and $q$ such that $\mathcal{E}_p$ and $\mathcal{E}_q$ are Ext, it is always possible to find a third collection $r$ such that $r$ is obtained from $p$ and $q$ by successively adding 1 to some integer corresponding to an index $l$ as before. Hence $\Theta_E \subseteq \Gamma_p$, for some (all) $p$, as wanted.

Assume that $\mathcal{E}$ is regular and that all its iterated mutations are again regular. Define $\Sigma_{\mathcal{E}}$ as the union of the open subsets $\Theta_{\mathcal{F}}$ over all iterated mutations $\mathcal{F}$ of $\mathcal{E}$.
\[ \mathcal{E} \text{. When the triangulated category } \mathbf{T} \text{ is constructible, i.e. all complete exceptional collections can be obtained, up to shifts, by iterated mutations of a single complete exceptional collection, we simply denote the previous open subset by } \Sigma(\mathbf{T}). \]

**Corollary 3.20.** \( \Sigma_{\mathcal{E}} \subseteq \text{Stab}(\mathbf{T}) \) is an open and connected \((n + 1)\)-dimensional submanifold.

**Proof.** It sufficient to show that, for a single mutation \( \mathcal{F} \) of \( \mathcal{E}, \Theta_{\mathcal{F}} \cap \Theta_{\mathcal{E}} \) is nonempty. We can restrict to consider \( \mathcal{F} = \mathcal{R}_{j}\mathcal{E}, j \in \{0, \ldots, n - 1\} \), with \((E_j, E_{j+1})\) not an orthogonal pair. Fix integers \( p_0, \ldots, p_n \) such that \( \text{Hom}^{k}(E_i[p_i], E_l[p_l]) = 0, \) for all \( k \leq 1 \) and all pair \((l, t), l \neq t \) besides \((j, j + 1)\), where \( \text{Hom}^{1}(E_j[p_j], E_{j+1}[p_{j+1}]) \neq 0 \).

In particular \( \{E_0[p_0], \ldots, E_n[p_n]\} \) is Ext and consists of \( \sigma \)-stable objects with phases in the interval \([-1/2, 1/2]\), by Proposition 3.17. But then, using the \( GL^+(2, \mathbb{R}) \)-action, Lemma 3.16 implies that \( \sigma \) is in \( \Theta_{\mathcal{F}} \).

In this way, in the case of projective spaces and del Pezzo surfaces, by Example 3.12 and Example 3.13, we constructed open connected subsets of the corresponding stability manifolds. A further study of some topological properties of these subsets is contained in [10].

**4. Examples**

In this section using the description of exceptional objects on the category of representations of quivers without loops given in [8, 17], we study the space \( \text{Stab}(\mathcal{P}_n) \), which, for \( n = 2 \), is the space of stability conditions on the derived category of \( \mathbb{P}^1 \).

Let \( \mathcal{P}_n \) be the quiver defined in the Example 3.3 and \( \mathcal{Q}_n \) the abelian category of its finite dimensional representations. Since the case \( n = 0 \) is trivial, assume \( n > 0 \). Set \( \{S_i\}_{i \in \mathbb{Z}} \) the family of exceptional objects on \( \mathcal{D}(\mathcal{P}_n) \), where \( S_0[1] \) and \( S_1 \) are the minimal objects in \( \mathcal{Q}_n \) and the others exceptional objects are defined by

\[
S_i := L_{S_{i+1}}S_{i+2}, \quad i < 0,
\]

\[
S_i := R_{S_{i-1}}S_{i-2}, \quad i \geq 2.
\]

According to [8, 17] these are (up to shifts) the only exceptional objects in \( \mathcal{D}(\mathcal{P}_n) \). Note that, since \( \mathcal{Q}_n \) is an abelian category of dimension 1, \( S_{\leq 0}[1], S_{> 0} \in \mathcal{Q}_n \) unless \( n = 1 \). In fact the case \( n = 1 \) is also somehow degenerate: indeed in that case three mutations are equal to a shift and so there are effectively only three exceptional objects up to shifts. The main results of this subsection (Lemma 4.2 and Theorem 4.5) still hold true for \( n = 1 \); the proofs are a little bit different but easier. Hence we leave them to the reader and in the following we assume \( n \geq 2 \).

**Lemma 4.1.** If \( i < j \), then

- \( \text{Hom}^{k}(S_i, S_j) \neq 0 \) only if \( k = 0 \);
- \( \text{Hom}^{k}(S_j, S_i) \neq 0 \) only if \( k = 1 \).
In particular the pair $(S_k, S_{k+1})$ is a complete strong exceptional collection.

**Lemma 4.2.** In every stability condition on $D(P_n)$ there exists a stable exceptional pair $(E, F)$.

*Proof.* First of all note that, since $\dim \mathcal{Q}_n = 1$, each object of $D(P_n)$ is isomorphic to a finite direct sum of shifts of objects of $\mathcal{Q}_n$. So, if an object is stable, some shift of it must belong to $\mathcal{Q}_n$.

Let $L$ be an exceptional object of $D(P_n)$. We can assume $L$ to be $S_0[1]$ in $\mathcal{Q}_n$. Suppose that $L$ is not semistable. Then there exists a destabilizing triangle (the last triangle of the HN filtration)

$$X \to L \xrightarrow{f} A \to X[1],$$

with $A$ semistable and

$$\text{Hom} \leq 0(X, A) = 0.$$  \hspace{1cm} (4)

From the previous remark, we can assume

$$A = B_0[0] \oplus B_1[1], \quad B_i \in \mathcal{Q}_n$$

$$f = f_0 + f_1, \quad f_0 \in \text{Hom}(L, B_0), \; f_1 \in \text{Ext}^1_{\mathcal{Q}_n}(L, B_1).$$

Moreover, $f_i = 0$ if and only if $B_i = 0$, for $i = 0, 1$.

But, if $f_0 \neq 0$, then $B_0$ has a direct factor isomorphic to $L$, which is of course not possible. So, $B_0 = 0$ and the destabilizing triangle is obtained by the extension in $\mathcal{Q}_n$

$$0 \to B_1 \to X \to L \to 0$$ \hspace{1cm} (5)

corresponding to $f_1$, with the conditions $\text{Hom}(X, B_1) = \text{Ext}^1(X, B_1) = 0$. Applying to (5) the functor $\text{Hom}(\bullet, B_1)$ we get $\text{Ext}^1(B_1, B_1) = \text{Hom}(L, B_1) = 0$. If $B_1$ is indecomposable, then by [8, 17] $B_1$ must be an exceptional object (i.e. $\text{Hom}(B_1, B_1) = \mathbb{C}$). Otherwise, if $B_1$ is not indecomposable, then again by [8, 17], since there are no orthogonal exceptional pairs\(^1\), $B_1$ must be of the form $E^{\oplus j}$ for some exceptional object $E \in \mathcal{Q}_n$. But then, by Lemma 4.1, $\text{Ext}^1(B_1, L) = 0$. Applying to (5) the functor $\text{Hom}(\bullet, L)$ we get $\text{Ext}^1(X, L) = 0$. Applying the functor $\text{Hom}(X, \bullet)$ we get $\text{Ext}^1(X, X) = 0$. Again $X \cong F^{\oplus j}$, for some exceptional object $F$, and so $(E, F)$ is an exceptional pair. But also $F$ is semistable. Indeed, suppose it is not; then the HN filtration for $L$ continues

$$R' \to X \to A' \to R'[1],$$

with

$$\text{Hom} \leq 0(R', A') = 0,$$ \hspace{1cm} (6)

$$\text{Hom} \leq 0(A', A) = 0.$$

Now, proceeding as before, $A'$ and $R'$ are direct sums of exceptional objects. But condition (6) implies that $A'$ must be $X$, by Lemma 4.1. Hence $F$ is semistable.

To conclude, assume that $L$ is an exceptional object which is semistable but not stable. By repeating the first part of the proof (taking a Jordan-Hölder filtration), we have that there exists an exceptional pair $(E, F)$ of semistable objects such that

\(^1\)One should note the different uses of the term “orthogonal” here and in [17].
all the stable factors of $E$ are isomorphic to an object $K_E$ and those of $F$ to another object $K_F$. But then $K_E \cong E$ and $K_F \cong F$. Hence $E$ and $F$ are stable. \hfill \qed

**Corollary 4.3.** In every stability condition on $D(\mathbb{P}^1)$ there exists an integer $k$ such that the line bundles $K_E$ object $E$ are stable.

Let $\Theta_k$, $k \in \mathbb{Z}$, be the open connected and simply connected subset of $\text{Stab}(P_n) := \text{Stab}(D(P_n))$ defined in the previous section, consisting of stability conditions which are, up to the action of $GL^+(2, \mathbb{R})$, degenerate or non-degenerate for the exceptional pair $(S_k, S_{k+1})$. By Lemma 3.16, $\Theta_k$ coincides with the subset of $\text{Stab}(P_n)$ consisting of stability conditions in which $S_k$ and $S_{k+1}$ are stable. Moreover, by Lemma 4.2, $\text{Stab}(P_n)$ is the union over $\mathbb{Z}$ of its subsets $\Theta_k$, i.e. it coincides with its open subset $\Sigma(P_n)$ defined in the previous section. Hence it is connected. To have a precise description of the topology of $\text{Stab}(P_n)$ we only have to understand how the $\Theta_k$ overlap. The answer is given by the following proposition.

Consider the abelian category $Q_n$ and set

$$Z^{-1}(S_0[1]) = -1, \quad (\Rightarrow \phi(S_0[1]) = 1),$$

$$Z^{-1}(S_1) = 1 + i, \quad (\Rightarrow \phi(S_1) = 1/4).$$

By Remark 2.2, this extends to a unique stability condition $\sigma^{-1} = (Z^{-1}, \mathbb{P}^{-1})$ on $D(P_n)$. Consider its $GL^+(2, \mathbb{R})$-orbit $O_{-1}$, which is an open subset of $\text{Stab}(P_n)$ homeomorphic to $GL^+(2, \mathbb{R})$. Notice that in the case $n = 2$, i.e. for $\mathbb{P}^1$, the stability condition induced by $\mu$-stability [7, Example 5.4] is in $O_{-1}$.

**Proposition 4.4.** For all integers $k \neq h$ we have

$$\Theta_k \cap \Theta_h = O_{-1}.$$

**Proof.** First of all, the fact that $O_{-1} \subseteq \Theta_k \cap \Theta_h$ is a simple consequence of Proposition 3.16. Let $\sigma \in \Theta_k \cap \Theta_h$. Set $\phi_0$ and $\phi_1$ the phases of $S_k[1]$ and $S_{k+1}$ respectively. Then, since $\text{Hom}(S_k, S_{k+1}) \neq 0$, there exists an integer $p \geq -1$ such that

$$\phi_1 - 1 < \phi_0 + p \leq \phi_1.$$

But if $p \geq 0$ then there are no stable object in $\sigma$ besides $S_k$ and $S_{k+1}$ and so $\sigma \notin \Theta_h$. Hence $p = -1$. If $\phi_0 = \phi_1 + 1$, then $S_k$ and $S_{k+1}$ are stable with the same phase, a contradiction. Hence $\phi_1 < \phi_0 < \phi_1 + 1$. We can then act by an element of $GL^+(2, \mathbb{R})$ and assuming $S_k[1], S_{k+1} \in \mathcal{P}((0, 1))$. By Lemma 3.16 $(S_k[1], S_{k+1}) = \mathcal{P}((0, 1))$. So, either $S_0, S_1 \in \mathcal{P}((0, 1))$ or $S_0[1], S_1[1] \in \mathcal{P}((0, 1))$ and, by Proposition 3.16, they are both stable. But then acting again with an element of $GL^+(2, \mathbb{R})$ we can assume $S_0[1], S_1 \in \mathcal{P}((0, 1))$ and that the stability function coincides with $Z_{-1}$. But then again by Lemma 3.16 and by Remark 2.2, the resulting stability condition is $\sigma^{-1}$. \hfill \qed

**Theorem 4.5.** $\text{Stab}(P_n)$ is a connected and simply connected 2-dimensional complex manifold.

**Proof.** By Proposition 4.4, the simply connected open subsets $\Theta_k$ glue on $O_{-1}$, which is contractible. The theorem follows from the Seifert-Van Kampen Theorem. \hfill \qed

**Corollary 4.6.** $\text{Stab}(\mathbb{P}^1) := \text{Stab}(D(\mathbb{P}^1))$ is connected and simply connected.
The previous corollary has also been obtained independently by Okada [16]. Actually in that paper it is proved a stronger statement: Stab \((\mathbb{P}^1) \cong \mathbb{C}^2\).

Note that the group \(\text{Aut} \left( D(\mathbb{P}^n) \right) \) of autoequivalences of \( D(\mathbb{P}^n) \) acts transitively on the set \( \{ \Theta_k \}_{k \in \mathbb{Z}} \). Moreover, the subgroup of it which fixes \( \Theta_k \) acts trivially on it, up to shifts. But the action of \( \text{Aut} \left( D(\mathbb{P}^n) \right) \) on \( O_{-1} \) is nontrivial: it is an easy computation to see that

\[
O_{-1} / \text{Aut} \left( D(\mathbb{P}^n) \right) \cong \text{GL}^+(2, \mathbb{R}) / G,
\]

where \( G \) is the subgroup generated by

\[
\begin{pmatrix}
0 & 1 \\
-1 & n
\end{pmatrix}.
\]
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