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Abstract—Cognitive multiple-input multiple-output (MIMO) radar is capable of adjusting system parameters adaptively by sensing and learning in complex dynamic environment. Beamforming performance of MIMO radar is guided by both beamforming weight coefficients and the transceiver configuration. We propose a cognitive-driven MIMO array design where both the beamforming weights and the transceiver configuration are adaptively and concurrently optimized under different environmental conditions. The perception-action cycle involves data collection of full virtual array, covariance reconstruction and joint design of the transmit and receive arrays by antenna selection. The optimal transceiver array design is realized by promoting two-dimensional group sparsity via iteratively minimizing reweighted \(l\_{1,1}\)-norm, with constraints imposed on transceiver antenna spacing for proper transmit/receive isolation. Simulations are provided to demonstrate the “perception-action” capability of the proposed cognitive sparse MIMO array in achieving enhanced beamforming and anti-jamming in dynamic target and interference environment.

Index Terms—Cognitive MIMO radar, two-dimensional group sparsity, mixed reweighted \(l\_{1,1}\)-norm, MaxSINR beamforming

I. INTRODUCTION

Multiple-Input-Multiple-Output (MIMO) radars enable superior capabilities compared with standard phased arrays radar. Cognitive radar continuously interacts with the environment and update the radar parameters through the acquired knowledge \cite{1, 2}. In MIMO radar, “perception-action” cognition approach typically entails adaptive optimizations of the transmit waveforms and power allocation \cite{3, 5}. In addition to these parameters, array reconfiguration (hardware) can significantly improve system performance beyond that achieved with fixed antenna positions \cite{6, 7}. Motivated by this fact, we propose a cognitive-driven sparse MIMO array design method that incorporates sparse transceiver array optimization. The schematic system diagram is shown in Fig. 1 where a fully-connected switching network is employed for cognitive array reconfiguration. The task is to continuously and cognitively select different subsets of antennas from a large array to deliver the best performance under time-varying environment.

Sparse array design, aided by emerging fast antenna switching technologies, can lower the overall system cost by reducing the number of expensive front-end processing channels. The conventional MIMO radar has a sparse transceiver array. The inter-element spacing of the receive array is half wavelength, whereas that of the transmit array is multiple wavelengths. Hence, the MIMO sum coarray is a compact uniform linear array (ULA) with a large virtual aperture that enables high spatial resolution \cite{8-10}. This configuration, however, may not render an optimum beamforming in terms of maximizing the output signal-to-interference-plus-noise ratio (MaxSINR) \cite{11, 12}. Sparse MIMO array beamforming design can achieve optimization of the transmit sensor locations and the corresponding waveform correlation matrix for synthesizing a desired beampattern \cite{13-15}. This approach, however, essentially pursues an decoupled transmit/receive design. In this paper, we pursue the coupled design approach and seek optimum sparse transceiver, configuring the MaxSINR beamformer at the MIMO radar receiver. We assume a colocated MIMO radar platform with orthogonal transmit waveforms. The adaptive beamforming is implemented on the virtual array after matched filtering. In the proposed design, the transceiver array configuration and beamforming weights are concurrently optimized to seek the best output SINR performance in a dynamic target and interference environment. This requires a cognitive operation where the present sensed system information is utilized to determine the next system parameters.

In the first step of the proposed cognitive beamforming, the MIMO radar senses the environment by sequentially switching to different sets of antennas for data collection, based on which a full covariance matrix of the large virtual array is constructed. In the second step of learning, a constrained design optimization problem is formulated and solved to simultaneously provide the configurations of both the transmit and receive arrays associated with MaxSINR. The radar will then act by switching on the selected transmit and receive antennas, and applying the resultant optimum beamforming weights after matched filtering. It is noted that cycle is triggered each time the output SINR degrades from a certain threshold performance, thereby making antenna selection a cognitive operation. A reweighted mixed \(l\_{1,1}\)-norm minimization is employed to promote a two-dimensional group sparsity for MIMO transceiver design. Moreover, for practical consideration, the optimum cognitive MIMO radar is designed under antenna isolation constraints to control the minimum
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of the 2\textsuperscript{nd} deceptive interference is $\theta_{j_2\ell_2}$, $v(n) \in \mathbb{C}^{M \times 1}$ is additive white Gaussian noise. Also, $a_t(\theta)$ and $a_r(\theta)$ represent the steering vectors of the transmit and receive arrays, respectively. As both transmit and receive arrays are selected from the same $M$-antenna uniform array, $a_t(\theta)$ and $a_r(\theta)$ have the same expression and are given by,

$$a_{t/r}(\theta) = [1 \ e^{j2\pi(d/\lambda)\cos\theta} \ldots e^{j2\pi(M-1)(d/\lambda)\cos\theta}]^T.$$  

After matched filtering, we obtain the data matrix $Y(m) \in \mathbb{C}^{M \times M}$ for the $m$\textsuperscript{th} pulse radar pulse.

$$Y(m) = \eta_0(m)a_t(\theta_0)a_r^T(\theta_0)R + \sum_{l_1=1}^{L_1} a_{r}(\theta_{j_1\ell_1})i_{l_1}(m)$$

$$+ \sum_{l_2=1}^{L_2} \eta_{l_2}(m)a_r(\theta_{j_2\ell_2})a_t^T(\theta_{j_2\ell_2})R + v'(m),$$

where $R = \sigma^2 \mathbf{I}$ is the auto-correlation matrix of $M$ orthogonal transmit signals with equal power of $\sigma^2$, $i_{l_1}(m) = \sum_n j_{l_1}(n)s(n)$ is the output of matched filtering of the $l_1$\textsuperscript{th} interference. Since the interference is not related to the transmit waveforms, $i_{l_1}(m)$ still follows Gaussian distribution. We assume that the reflection coefficients obey the Swerling II target model, i.e., they change from one pulse repetition period to another. Vectorizing the data matrix $Y(m)$, we generate the data vector received by the virtual array.

$$y(m) = \text{vec}(Y(m))$$

$$= \eta_0(m)\sigma^2 b(\theta_0) + \sum_{l_1=1}^{L_1} a_{r}(\theta_{j_1\ell_1}) \otimes i_{l_1}(m)$$

$$+ \sum_{l_2=1}^{L_2} \eta_{l_2}(m)\sigma^2 b(\theta_{j_2\ell_2}) + v'(m).$$

For convenience, we denote $b(\theta_1) = a_r(\theta_1) \otimes a_t(\theta_1)$. The covariance matrix of the full virtual array is given by,

$$R_x = E\left\{y(m)y^H(m)\right\} \approx \frac{1}{T} \sum_{m=1}^{T} y(m)y^H(m)$$

where a total of $T$ pulses is assumed for sensing. From Eqs. (3), (4) and (5), we can observe that in order to obtain the covariance matrix of the full virtual array, we need to find the data matrix $Y(m)$.

As the data matrix $Y$ corresponds to the full virtual array, it is a challenging problem to construct $Y$ using a sparse array with a small number of antennas. In the sequel, we propose a time-multiplexing method to sequentially switch on different sets of antennas for data collection and followed full covariance construction. Matrix $Y$ is a Hankel matrix, that is, the elements along each anti sub-diagonal are equal. Thereby, we only need to estimate the elements on the first row and the last column to infer all elements of the full matrix.

Suppose we select $N$ transmitters and $N$ receivers from the $M$-antenna array, respectively. In this case, the $M$-antenna array is divided into $K$ subarrays and each subarray comprises $N$ consecutive antennas as shown in Fig. 2 thus $M = KN$. Accordingly, we divide the matrix $Y$ into $K^2$ sub-matrices.
with the same size of $N \times N$ as follows,

$$ Y = 
\begin{bmatrix}
Y_{11} & Y_{12} & \cdots & Y_{1K} \\
Y_{21} & Y_{22} & \cdots & Y_{2K} \\
\vdots & \vdots & \ddots & \vdots \\
Y_{(K-1)1} & Y_{(K-1)2} & \cdots & Y_{(K-1)K} \\
Y_{K1} & Y_{K2} & \cdots & Y_{KK}
\end{bmatrix} \quad (6) $$

where beamforming weight vector $w \in \mathbb{C}^{M^2 \times 1}$ is applied to the virtual array at the receiver after matched filtering. The optimal of MaxSINR beamformer is referred to as Capon beamformer, which can be obtained by minimizing the noise and interference power without weakening the desired signal [16]–[18]. That is,

$$ \begin{align*}
\text{minimize} & \quad w^H R_x w, \\
\text{s.t.} & \quad w^H b(\theta_0) = 1,
\end{align*} \quad (8) $$

where s.t. represents “subject to”. The solution of the above constrained optimization problem is given by,

$$ w_o = [b^H(\theta_0) R_x^{-1} b(\theta_0)]^{-1} R_x^{-1} b(\theta_0) \quad (9) $$

B. Sparse Transceiver Design

For MIMO radar, beamforming in the receiver is implemented on the $M^2$-sensor virtual array after matched filtering, as shown in Fig. 3. There are $M$ virtual sensors associated with each transmit or receive physical sensor. If a sensor is not activated, it implies that none of the $M$ virtual sensors associated with this sensor are selected. When we leverage the sparsity of beamforming weight vector to design sparse arrays, it suggests that the $M$ consecutive weights vertically or horizontally are all zeros. For example, in Fig. 3 the first sensor is not activated for waveform transmission, so none of the virtual sensors in the first column are selected. Similarly, the second sensor is not activated for receiving signals, so all the virtual sensors in the first row are discarded.

It can be inferred from the above analysis that a two-dimensional group sparsity promoting method can be employed to design the sparse transceiver configuration of MIMO radar. Suppose we choose $N$ out of the $M$ sensors as the transmit array and another $N$ different sensors as the receiving array. When a sensor is activated, there is at least one non-zero weight coefficient related to the corresponding $M$ virtual sensors. On the contrary, when a sensor is not activated, the weights of the corresponding $M$ virtual sensors all assume zero values. Thus, the sensor selection scheme needs to warrant that the weights of the entire row or column of virtual sensors in Fig. 2 are either all zero or have at least one non-zero entry.
The beamforming weight vectors are generally complex valued, whereas the quadratic function in Eq. (8) are real. This observation allows expressing the problem with only real variables, which is typically accomplished by converting the problem from the complex domain to the real domain and concatenating the vectors accordingly,

\[
\tilde{\mathbf{R}}_{x} = \begin{bmatrix}
\text{real}(\mathbf{R}_{x}) & -\text{imag}(\mathbf{R}_{x}) \\
\text{imag}(\mathbf{R}_{x}) & \text{real}(\mathbf{R}_{x})
\end{bmatrix}, \quad \tilde{\mathbf{w}} = \begin{bmatrix}
\text{real}(\mathbf{w}) \\
\text{imag}(\mathbf{w})
\end{bmatrix},
\]

(10)

where \(\tilde{\mathbf{R}}_{x} \in \mathbb{R}^{2M^{2} \times 2M^{2}}, \tilde{\mathbf{w}} \in \mathbb{R}^{2M^{2} \times 1}\) and \(\tilde{\mathbf{b}}(\theta_{0}) \in \mathbb{R}^{2M^{2} \times 1}\) are the real domain vectors of \(\mathbf{R}_{x}, \mathbf{w}\) and \(\tilde{\mathbf{b}}(\theta_{0})\), respectively. Therefore, the sensor selection problem of sparse array construction can be described as the following optimization,

\[
\begin{aligned}
\text{minimize}_{\tilde{\mathbf{w}} \in \mathbb{R}^{2M^{2} \times 1}} & \quad \tilde{\mathbf{R}}_{x} \tilde{\mathbf{w}} \\
\text{subject to} & \quad \tilde{\mathbf{w}}^{H} \tilde{\mathbf{b}}(\theta_{0}) = 1, \\
& \quad \|\mathbf{P}_{i} \odot \tilde{\mathbf{w}}\|_{2} = c_{i}, \quad i = 1, \ldots, M, \\
& \quad \|\mathbf{Q}_{j} \odot \tilde{\mathbf{w}}\|_{2} = r_{j}, \quad j = 1, \ldots, M, \\
& \quad \|\mathbf{r}\|_{0} = N,
\end{aligned}
\]

(11)

where \(\odot\) denotes the element-wise product and \(\mathbf{P}_{i}\) is the transmission selection matrix, which is used to select the real and imaginary parts of the weight associated with the \(i\)th transmitting sensor. Similarly, \(\mathbf{Q}_{j}\) is the receiving selection matrix, which is used to select the real and imaginary parts of the weight associated with the \(j\)th receiving sensor.

Constraints (11b) and (11c) indicate that \(N\) sensors are selected for each transmitting and receiving array, and \(||\cdot||_{0}\) denotes the \(l_{0}\) norm. Constraint (11d) implies that the transmitting array and receiving array do not share any sensors.

### C. Reweighted \(l_{2,1}\)-norm

The \(l_{0}\)-norm constraints in (11b) and (11c) are non-convex, which renders the above optimization problem difficult to solve. We utilize the \(l_{1}\)-norm to approximate the \(l_{0}\)-norm [19]. To further promote sparsity, an iterative reweighted \(l_{1}\)-norm was proposed in [20]. Based on this idea, we employ an iterative reweighted mixed \(l_{2,1}\)-norm to promote two-dimensional group sparsity, which can be described as follows,

\[
\begin{aligned}
\text{minimize}_{\tilde{\mathbf{w}} \in \mathbb{R}^{2M^{2} \times 1}, \mathbf{r}} & \quad \tilde{\mathbf{w}}^{H} \tilde{\mathbf{R}}_{x} \tilde{\mathbf{w}} + \alpha \left( \mathbf{p}^{H} \mathbf{c} \right) + \beta \left( \mathbf{q}^{H} \mathbf{r} \right) \\
\text{subject to} & \quad \tilde{\mathbf{w}}^{H} \tilde{\mathbf{b}}(\theta_{0}) = 1, \\
& \quad \|\mathbf{P}_{i} \odot \tilde{\mathbf{w}}\|_{2} \leq c_{i}, \\
& \quad 0 \leq c_{i} \leq 1, \quad i = 1, \ldots, M, \\
& \quad \|\mathbf{Q}_{j} \odot \tilde{\mathbf{w}}\|_{2} \leq r_{j}, \\
& \quad 0 \leq r_{j} \leq 1, \quad j = 1, \ldots, M, \\
& \quad \mathbf{1}^{H}_{M} \mathbf{c} = N, \quad \mathbf{1}^{H}_{M} \mathbf{r} = N, \\
& \quad \mathbf{c}^{H} \mathbf{r} = 0,
\end{aligned}
\]

(14)

where \(\alpha\) and \(\beta\) are two parameters to balance between the array sparsity and output SINR of the transceiver. A common method of updating the reweighting coefficient is to take the reciprocal of the absolute weight value. However, this fails to control the number of elements to be selected. Thus, similar to [21], in order to control the number of selected antennas, we update the reweighting coefficient \(\mathbf{p}\) and \(\mathbf{q}\) of the \((K+1)\)th iteration using the following formula,

\[
\begin{aligned}
p_{i}^{(k+1)} &= \frac{1 - \epsilon c_{i}^{(k)}}{1 - \epsilon r_{i}^{(k)}} - \frac{1}{\epsilon} (c_{i}^{(k)})^{\alpha_{0}}, \\
q_{j}^{(k+1)} &= \frac{1 - \epsilon r_{j}^{(k)}}{1 - \epsilon r_{j}^{(k)}} - \frac{1}{\epsilon} (r_{j}^{(k)})^{\beta_{0}},
\end{aligned}
\]

(15)

where \(\alpha_{0}\) and \(\beta_{0}\) are the parameters controlling the shape of the reweighting curve, and \(\epsilon\) prevents the denominator from tending to 0. It can be seen from reference [21] that the reweighting coefficient \(p_{i}\) can make the value of \(c_{i}\) tend to 0 or 1 by setting reward at 1 and imposing punishment at 0. This allows the number of transmitting sensors to be controlled. The same process can be applied to \(q_{j}\) for the receiving sensors.

In practical implementation, a close distance between the transmit and receiving antennas will cause power leakage and unwanted coupling effect. To achieve high isolation between the transmit and receive channels, which is always desirable, the selected transmit and receive antennas should be sufficiently spatially separated. Therefore, for the transceiver array design, the two positions neighbouring the selected transmitting antenna should be vacant and not hosting any receive antenna. To satisfy this requirement, we replace the constraint in (14b) with the following new constraints,

\[
\begin{aligned}
c_{i} + r_{i-1} + r_{i} + r_{i+1} & \leq 1, \quad i = 2, \ldots, M - 1, \\
c_{1} + r_{1} + r_{2} & \leq 1, \\
c_{M} + r_{M} + r_{M-1} & \leq 1,
\end{aligned}
\]

(16)

### IV. NEW TRANSCEIVER RECONFIGURATION

We obtain the optimal transceiver configuration in the current environment through sensing and learning. In the action phase, and according to the two vectors \(\mathbf{c}\) and \(\mathbf{r}\) from Eq. (14), we switch on the selected \(N\) antennas indicated by \(\mathbf{c}\) to transmit the \(N\) orthogonal waveforms, and switch on the selected \(N\) receiving antennas indicated by \(\mathbf{r}\) to receive data. After matched filtering, we perform beamforming with the weights \(\tilde{\mathbf{w}}\) obtained from Eq. (14). Consequently, a new
transceiver array will be reconfigured to adapt to the new environment for performance improvement. When the environment changes, the output SINR decreases, instigating the beginning of another “perception-action” cycle.

V. SIMULATIONS

In this section, we demonstrate the effectiveness of the proposed cognitive-driven sparse transceiver design for MIMO radar in different scenarios.

A. Example 1

In this example, we simulate the work flow of the proposed cognitive MIMO radar and evaluate its performance. We assume that there are a total of 18 antennas with an inter-element spacing of $\lambda/2$, from which $N = 4$ antennas are selected for transmitting and another $N = 4$ antennas for receiving. In the first part of the simulation, that is, before time $t_1$, the target is at angle $65^\circ$ with the signal-to-noise ratio (SNR) is 20dB. There are two deceptive interferences with an interference-to-noise ratio (INR) of 15dB located at angle $50^\circ$ and $60^\circ$, respectively. At a certain moment $t_1$, the environmental condition suddenly changes, and another interference close to the target at $63^\circ$ switches on. We can observe that the output SINR decreases abruptly starting from time instant $t_1$, as shown in Fig. 4. This triggers the cognitive mechanism of the MIMO radar, which re-initiates sensing and then learning from time $t_1$ to time $t_2$. It reconfigures the optimal transceiver array responding to the environmental change at time $t_2$. Accordingly, the output SINR is now maximized under the new environment. The two optimum transceiver configurations 1 and 2 before and after the environmental change are shown in Fig. 4. Evidently, the selection of transmit antennas remains the same, while the configuration of receiving array has significantly changed. In this experiment, the output SINR of the new environment is slightly lower than that of the initial environment, which is due to the additional interference close to the expected signal.

B. Example 2

In this example, we compare the performance of the optimal transceiver with that of conventional transceiver that comprises antennas indexed by 1, 5, 9 and 13 for transmitting and antennas indexed by 15, 16, 17 and 18 for receiving. Two deceptive interferences are impinging on the array from $60^\circ$ and $70^\circ$, respectively, with an INR of 15dB. The scanning angle is changing from $0^\circ$ to $90^\circ$ and the SNR is set as 20dB. Other parameters remain the same as in example 1. We configure an optimal transceiver for each scanning angle. The curve of output SINR versus scanning angle is plotted in Fig. 5, where we can observe that when the interferences are widely separated from the target, the superiority of the proposed optimal transceiver is not obvious. On the other hand, when the interferences are move closer to the target, the performance of the optimal transceiver exhibits noticeable improvement compared to that of conventional MIMO array.

C. Example 3

From example 2, we can argue that the optimal cognitive MIMO radar behaves well when the interferences are close to the target, which is difficult to deal with in practice. Thus, in this example, we focus on this specific scenario. For each scanning angle, we investigate two cases, where the incident angles of two deceptive interference are $\pm 5^\circ$ relative to the target in case 1 and then $\pm 3^\circ$ in case 2. Again, we plot the curve of output SINR versus the scanning angle, as shown in Fig. 6. It can be observed that the optimal transceiver array selected by the optimal cognitive MIMO radar clearly improves the
performance. Moreover, the closer the interference is relative to the target, the higher the improvement. Additionally, there is an interesting phenomenon as seen from Fig. that the linear MIMO transceiver behaves worse in the endfire direction compared with the broadside direction. The reason is that the beampatterns of linear arrays are broadened in the endfire direction, thus limiting their spatial resolution.

### D. Example 4

In this example, we examine the effect of the number of candidate antennas and the antenna spacing on the performance of our optimal sparse transceiver. The output SINR versus the scanning angle is depicted in Fig. [7] Again, the linear array exhibits degraded performance when steering in the endfire direction. This phenomenon can be ameliorated by increasing the total array aperture, as proved by the blue curve. We can see that when the sensor spacing is $\lambda/2$, the performance of the optimal sparse transceiver improves with increased number of candidate antennas. For fixed number of antennas, increasing the inter-element spacing improves the performance of the optimal sparse transceiver at lower scanning angles. However, the performance becomes unstable when scanning to broadside direction.

### VI. Conclusion

In this paper, we proposed a novel cognitive MIMO radar which adaptively optimizes both beamforming weights and transceiver array configuration for MaxSINR beamforming. From the same large array, a given number of antennas were selected to construct the transmit and receive arrays jointly. The two arrays were not allowed to have overlapping or adjacent antennas for improved isolation. During perception, we collected the data by sequentially switching among different sets of antennas and constructed the covariance matrix of a full virtual array. This matrix was then incorporated in constrained minimization problem that iteratively minimizes a reweighted mixed $l_{2,1}$-norm to promote two-dimensional group sparsity for sparse MIMO transceiver design. The simulations showed that the proposed cognitive-driven sparse MIMO array design can adaptively reconfigure the transceiver to maximize the beamforming performance with dynamically changing environments.
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