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ABSTRACT
Software verification competitions, such as the annual SV-COMP, evaluate software verification tools with respect to their effectiveness and efficiency. Typically, the outcome of a competition is a (possibly category-specific) ranking of the tools. For many applications, such as building portfolio solvers, it would be desirable to have an idea of the (relative) performance of verification tools on a given verification task beforehand, i.e., prior to actually running all tools on the task.

In this paper, we present a machine learning approach to predicting rankings of tools on verification tasks. The method builds upon so-called label ranking algorithms, which we complement with appropriate kernels providing a similarity measure for verification tasks. Our kernels employ a graph representation for software source code that mixes elements of control flow and program dependence graphs with abstract syntax trees. Using data sets from SV-COMP, we demonstrate our rank prediction technique to generalize well and achieve a rather high predictive accuracy. In particular, our method outperforms a recently proposed feature-based approach of Demyanova et al. (when applied to rank predictions).
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1 INTRODUCTION
The annual holding of software verification competitions has recently stimulated the development of verification tools, in particular the tuning of tools towards performance and precision. The participating candidate tools typically employ a large range of different techniques, from static analysis, abstract interpretation and automata-based techniques to SAT or SMT solving. In the area of automatic verification, the most prominent competition today is the Competition on Software Verification SV-COMP [1]. Over the years, the SV-COMP community has collected a large number of benchmark verification tasks, i.e., software source code together with properties to be proven, and is constantly continuing to do so. Verification tasks are bundled in categories, and the outcome of SV-COMP are rankings (overall and per category) computed by means of a scoring schema.

Rankings of verification tools on verification tasks in software competitions offer an a-posteriori insight into the particular usefulness of a tool on a verification task. However, for programmers wanting to select a tool for verification of their program, or for building portfolio solvers, a prediction on a likely ranking without actually running (all or some) tools is needed. In this paper, we propose such a method.

Our method for rank prediction builds upon machine learning techniques, more precisely on so-called label ranking algorithms [9] using support vector machines [3] as base learners. As training data, we take the SV-COMP results of 2015 and the only recently published results of 2017. The key ingredient of our approach is the definition of a number of kernels [20], which act as similarity measures on verification tasks. So far, two other machine learning methods for selecting tools or algorithms for verification have been proposed [6, 23], both of them being based on feature vectors: while Tulsian et al. [23] only employ structural features of programs (like the number of arrays, loops, recursive functions), Demyanova et al. [6] uses a number of data-flow analyses to also determine more sophisticated features (e.g., certain loop patterns). Thus, both approaches try to explicitly capture aspects of source code that make verification hard (for some or all tools). With our kernels, we take a different approach: we supply the learning algorithm with a representation of source code that enables the learner itself to identify the distinguishing patterns. We believe that our kernels are thus more readily usable for other program analysis tasks, for which a machine learning method might be considered (e.g., program classification or program analysis). In that case, we could use exactly the same kernel and just exchange the training data. Still, our experiments show that the prediction accuracy for rankings of software verification competitions is higher than that of Demyanova et al. [6] (when using their feature vectors for predicting rankings, not just predicting winners)1.

More specifically, our kernels are constructed on graph representations of source code. We have experimented with different (weighted) combinations of control flow graphs (CFGs), program dependence graphs (PDGs), and abstract syntax trees (ASTs). In these, concrete inscriptions on nodes (like x:=y+1) are first of all replaced by abstract labels (e.g., Assign). Such labelled graphs are used within our specific adaptation of the Weisfeiler-Lehman graph

1A comparison with Tulsian et al. [23] is difficult due to non-reproducability of their results.
kernel framework [21] that compares graphs not only according to their labels (and how often they occur) but also according to associations between labels (via edges in the graph). This is achieved by iteratively comparing larger and larger subtrees of nodes, where the maximum depth of subtrees to be considered is a parameter to the framework. The choice of Weisfeiler-Lehman kernels is motivated by their better scalability compared to other graph kernels, such as random walk or shortest path kernels (see [21]). We prove our kernels to be positive definite, which is the key property for kernels to be usable for machine learning. The ranking is finally computed by a method for rank prediction via pairwise comparison [9], using support vector machines as base learners.

We have implemented our technique and carried out experimental (cross-validation) studies using data from SV-COMP 2015 and 2017. The experiments show that our technique can predict rankings with a rather high accuracy, using Spearman’s rank correlation [22] to compare predicted with true rankings. To see how our technique compares to existing approaches, we have also used the feature vectors of Demyanova et al. [6] for rank prediction. It turns out that, for three different data sets (containing general safety, termination and memory safety verification tasks), our technique outperforms the technique of [6] for rank prediction. Our approach essentially differs in that features are supplied with verification tasks.

Summarizing, this paper makes the following contributions:

- We propose a technique for the prediction of rankings in software verification competitions (instead of just predicting winners);
- we present an expressive representation of source code ready for use in other machine learning approaches to program analysis;
- we experimentally demonstrate our technique—despite being more general and more widely applicable—to compare favorably with existing approaches on the specific task of predicting rankings of software verification tools.

All data of 2015 and software is available at https://github.com/zenscr/PyPRSVT.

2 REPRESENTING VERIFICATION TASKS

Our objective is to predict rankings of software verification competitions via machine learning. To this end, the learning algorithm has to be supplied with training data, which, in our case, is readily available from the SV-COMP website. We start with explaining what kind of data our rank prediction technique is supplied with, and how this data is represented.

The purpose of SV-COMP is to compare verification tools with respect to their effectiveness and efficiency. To this end, the tools are supplied with verification tasks.

Definition 2.1. A verification task \((P, \phi)\) consists of a program \(P\) (for SV-COMP written in C) and a property (also called specification) \(\phi\) (typically written as assertion into the program).

Figure 1 shows our running example \(P_{\text{SUM}}\) of a verification task (computing \(n\) times 2 via addition). In a verification run, a verification tool is run on a verification task in order to determine whether the program fulfills the specification. The outcome of such a verification run is a pair \((\text{TIME}, \text{ANSWER})\), where \text{TIME} is the time in seconds from the start of the verification run to its end, and \text{ANSWER} is of the following form:

- \text{TRUE} when the verification tool has concluded that \(P\) satisfies \(\phi\),
- \text{FALSE} when the verification tool has concluded that \(P\) violates \(\phi\), and
- \text{UNKNOWN} when no conclusive result was achieved.

In SV-COMP, verification tasks are bundled into categories (e.g., memory safety, termination, concurrency). Ranking of tools is first of all being carried out per category (but then extended to meta categories). The ranking within a category is done via a scoring schema which gives positive and negative points to outcomes, e.g., negative points when the tool incorrectly concluded the property to be valid for the program. When the scores of two tools are the same, the runtimes (of successful runs) determine the ordering. The data from SV-COMP available for learning rankings thus consists of verification tasks in different categories, outcomes of tools on these tasks and scores assigned to these outcomes as well as the final ranking.

The purpose of the machine learning algorithm is to learn from these observations how tools will perform on specific verification tasks. Our machine learning technique is based on kernel methods (see e.g. [20]). In general, a kernel can be interpreted as a similarity measure on data instances (in our case verification tasks), with the idea that similar results (in our case rankings) are produced for similar instances. While kernel-based learning algorithms are completely generic, the kernel function itself is application-specific and, to achieve strong performance, needs to be designed in an appropriate way. In other words, a key question is how to define kernels suitable for the application at hand.

The simplest way of defining a kernel is via the inner product of feature vectors, i.e., vectorial representations of data objects. In the two approaches existing so far [6, 23], corresponding features of programs, such as the number of loops, conditionals, pointer variables, or arrays in a program, are defined in an explicit way. Obviously, this approach requires sufficient domain knowledge to identify those features that are important for the prediction problem at hand. Our approach essentially differs in that features are specified in a more indirect way, namely by systematically extracting (a typically large number of) generic features from a suitable representation of the verification task. Selecting the useful features and combining them appropriately is then basically left to the learner.

\footnote{In addition, witnesses are part of the outcomes. Witnesses have only been part of the scoring scheme of 2017, and are thus for reasons of harmonisation of 2015 and 2017 not considered here.}
Table 1: Some node identifiers and their meaning

| identifier | meaning                          |
|------------|----------------------------------|
| Decl       | variable declaration             |
| Incr       | variable increment               |
| Ref        | variable reference               |
| Assign     | variable assignment              |
| Assert     | assertion                        |
| Int_Literal_Small | integer literal in [0,10]   |
| Int_Literal_Medium | integer literal in [10,100]  |
| Int_Literal_Large  | integer literal > 100          |

Figure 2: Graph representation of \( P_{\text{SUM}} \) eliding labelling \( \nu \)

But how to represent the verification tasks in a proper way? The first idea is to use the source code itself (i.e., strings). However, the source code of two programs might look very different although the underlying program is actually the same (different variable names, while instead of for loops, etc.). What we need is a representation that abstracts from issues like variable names but still represents the structure of programs, in particular dependencies between elements of the program. These considerations (and some experiments comparing different representations) have led to a graph representation of programs combining concepts of three existing program representations:

**Control flow graphs**: CFGs record the control flow in programs and thus the overall structure with loops, conditionals etc.; these are needed, for example, to see loops in programs.

**Program dependence graphs**: PDGs [10] represent dependencies between elements in programs. We distinguish control and data dependencies. This information is important, for example, to detect whether a loop boundary depends on an input variable (as is the case in program \( P_{\text{SUM}} \)).

**Abstract syntax trees**: ASTs reflect the syntactical structure of programs according to a given grammar and can for instance help to reveal the complexity of expressions. Unlike CFGs and PDGs but (partly) alike ASTs, we abstract from concrete names occurring in programs. Nodes in the graph will thus not be labelled with statements or variables as occurring in the program, but with abstract identifiers. We let \( Lab \) be the set of all

1. \( \text{int } i = 0; \)
2. \( \text{int } n = \text{abs}(	ext{input}()); \)
3. \( \text{while } (i < n) \)
4. \( i++; \)
5. \( \text{assert } (i == n); \)

Figure 3: Two programs indistinguishable by our kernel
such labels. Table 1 lists some identifiers and their meaning. The following definition formalizes this graph representation.3

Definition 2.2. Let \( P \) be a verification task. The graph representation of \( P \) is a graph \( G = (N, E, s, t, \rho, \tau, \eta) \) with

- \( N \) a set of nodes (basically, we build an AST for every statement in \( P \), and use the nodes of these ASTs),
- \( E \) a set of edges, with \( s : E \rightarrow N \) denoting the start and \( t : E \rightarrow N \) the end node of an edge,
- \( \rho : E \rightarrow \text{Lab} \) a labelling function for nodes,
- \( \tau : E \rightarrow \{CD, DD, SD, CF\} \) a labelling function for edges reflecting the type of dependence: \( CD \) (control dependency) and \( DD \) (data dependency) origin in PDGs, \( SD \) (syntactical dependence) is the "consists-of" relationship of ASTs and \( CF \) (control flow) the usual control flow in programs,
- \( \nu : E \rightarrow \{T, F\} \) a function labelling control dependence edges according to the valuation of the conditional they arise from. All other edges are labelled true.

We let \( G_V \) denote the set of all verification task graphs.

Figure 2 depicts the graph representation of the verification task \( P_{SLM} \). The rectangle nodes represent the statements in the program and act as root nodes of small ASTs. For instance, the rectangle labelled Assert at the bottom, middle represents the assertion in line 10. The grey ovals represent the AST parts below the root nodes. We define the depth of nodes \( n, d(n) \), as the distance of a node to its root node. As an example, the depth of the Assert t-node itself is 0, the depth of both =>-nodes is 2.

This graph representation allows us to see the key structural properties of a verification task, e.g., that the loop (condition) in our example program depends on an assignment where the right-hand-side is an input (which makes verification more complicated). With respect to semantical properties, our graph representation (as well as all feature-based approaches relying on static analyses of programs) is less adequate. To see this, consider the two programs in Figure 3. They only differ in the assertion at line 5, which from its syntax is the same on both sides: a simple boolean expression on two variables of exactly the same type and dependencies. However, verification of the left program is difficult for verification tools which cannot generate loop invariants. Verification of the program on the right, however, is easy as it is incorrect (which can e.g. be detected by a bounded unrolling of the loop). Here, we clearly see the limits of any learning approach based on structural properties of programs.

3 PREDICTING RANKINGS

This section starts with a short description of the necessary background in machine learning. More specifically, we explain the problem of label ranking as well as the method of ranking by pairwise comparison for solving this problem. In the second part, we recall binary classification with support vector machines and introduce our kernel functions on verification tasks.

3.1 Label Ranking

Consider a finite set of \( K \) alternatives identified by class labels \( \mathcal{Y} = \{y_1, \ldots, y_K\} \); in our case, the alternatives correspond to the verification tools to be compared. We are interested in total order relations \( > \) on \( \mathcal{Y} \), that is, complete, transitive, and antisymmetric relations, where \( y_i > y_j \) indicates that \( y_i \) precedes \( y_j \) in the order. Formally, a total order \( > \) can be identified with a permutation \( \pi \) of the set \( \{1, \ldots, K\} \), such that \( \pi(i) \) is the position of \( y_i \) in the order. We denote the class of permutations of \( \{K\} \) (the symmetric group of order \( K \)) by \( \mathcal{S}_K \). By abuse of terminology, though justified in light of the above one-to-one correspondence, we refer to elements \( \pi \in \mathcal{S}_K \) as both permutations and rankings.

In the setting of label ranking (see e.g. [25]), preferences on \( \mathcal{Y} \) are "contextualized" by instances \( x \in X \), where \( X \) is an underlying instance space; in our case, instances are programs to be verified. Thus, each instance \( x \) is associated with a ranking \( \pi^x \) of the label set \( \mathcal{Y} \) or, equivalently, a permutation \( \pi^x \in \mathcal{S}_K \). More specifically, since label rankings do not necessarily depend on instances in a deterministic way, each instance \( x \) is associated with a probability distribution \( P(\pi^x \mid x) \) on \( \mathcal{S}_K \). Thus, for each \( \pi \in \mathcal{S}_K \), \( P(\pi \mid x) \) denotes the probability to observe the ranking \( \pi \) in the context specified by \( x \).

The goal in label ranking is to learn a "label ranker", that is, a model

\[ M : X \rightarrow \mathcal{S}_K \]

that predicts a ranking \( \hat{\pi} \) for each instance \( x \) given as an input. More specifically, seeking a model with optimal prediction performance, the goal is to find a risk (expected loss) minimizer

\[ M^* \in \arg\min_{M \in \mathcal{M}} \int_{x \in \mathcal{X}} D(M(x), \pi) \ dP , \]

where \( \mathcal{M} \) is the underlying model class, \( P \) is the joint measure \( P(x, \pi) = P(x)P(\pi \mid x) \) on \( X \times \mathcal{S}_K \) and \( D \) is a loss function on \( \mathcal{S}_K \). A common example of such a loss is \( D(\pi, \hat{\pi}) = 1 - S(\pi, \hat{\pi}) \), where \( S(\pi, \hat{\pi}) \) is the Spearman rank correlation [22]:

\[ S(\pi, \hat{\pi}) = 1 - \frac{6 \sum_{i < j} \text{sign}(\pi(i) - \hat{\pi}(j))^2}{K(K^2 - 1)} \in [-1, 1] \]

As training data \( \mathcal{D} \), a label ranker uses a set of instances \( x_n (n \in [N]) \), together with information about the associated rankings \( \pi_n \).

3.2 Ranking by Pairwise Comparison

Ranking by pairwise comparison (RPC) is a meta-learning technique that reduces a label ranking task to a set of binary classification problems [12]. More specifically, the idea is to train a separate model (base learner) \( M_{i,j} \) for each pair of labels \( (y_i, y_j) \in \mathcal{Y}, 1 \leq i < j \leq K; \) thus, a total number of \( K(K-1)/2 \) models is needed (see Figure 4 for an illustration).

For training, the original data \( \mathcal{D} \) is first turned into binary classification data sets \( \mathcal{D}_{i,j}, 1 \leq i < j \leq K \). To this end, each preference information of the form \( y_i >_x y_j \) (extracted from full or partial information about a ranking \( \pi_x \)) is turned into a positive (classification) example \((x, 1)\) for the learner \( M_{i,j} \); likewise, each preference \( y_j >_x y_i \) is turned into a negative example \((x, 0)\). Thus, \( M_{i,j} \) trained on \( \mathcal{D}_{i,j} \) is intended to learn the mapping that outputs 1 if \( y_i >_x y_j \) and 0 if \( y_j >_x y_i \). This mapping can be realized by any
binary classifier. Instead of a \{0,1\}-valued classifier, one can of course also employ a scoring classifier. For example, the output of a probabilistic classifier would be a number in the unit interval \([0,1]\) that can be interpreted as a probability of the preference \(y_i > x_i\). In our approach, we use support vector machines as base learners [19, 24].

At classification time, a query \(x_0 \in \mathbb{X}\) is submitted to the complete ensemble of binary learners. Thus, a collection of predicted pairwise preference degrees \(M_{i,j}(x_0), 1 \leq i,j \leq K\), is obtained. The problem, then, is to turn these pairwise preferences into a ranking of the label set \(\mathcal{Y}\). To this end, different ranking procedures can be used. The simplest approach is to extend the (weighted) voting procedure that is often applied in pairwise classification [7]: For each label \(y_i\), a score
\[
S_i = \sum_{1 \leq j \leq K} M_{i,j}(x_0)
\]
is derived (where \(M_{i,j}(x_0) = 1 - M_{j,i}(x_0)\) for \(i > j\)), and then the labels are sorted according to these scores. Despite its simplicity, this ranking procedure has several appealing properties. Apart from its computational efficiency, it turned out to be relatively robust in practice and, moreover, it possesses some provable optimality properties in the case where Spearman’s rank correlation is used as an underlying accuracy measure [11].

### 3.3 Support Vector Machines

As already said, support vector machines (SVMs) are used as base learners in RPC. SVMs are so-called “large margin” classifiers [19]. They separate positive from negative training instances in \(\mathbb{R}^m\) by means of a linear hyperplane that maximizes the minimum distance of any of the training instances from the hyperplane (decision boundary). Formally, a hyperplane \(\{x | w^\top x + b = 0\}\) in \(\mathbb{R}^m\) is characterized by the normal vector \(w \in \mathbb{R}^m\) and the bias term \(b \in \mathbb{R}\). Then, encoding the two classes by \(\pm 1\), the margin of a training example \((x_i, y_i) \in \mathbb{R}^m \times \{-1,+1\}\) is given by \(y_i(w^\top x_i + b)\); thus, a positive margin indicates that \(x_i\) is on the right side of the decision boundary, and hence classified correctly, whereas a negative margin corresponds to a mistake on the training data.

The “soft margin” version allows for adding a slack variable \(\xi_i \geq 0\) and defines the margin as \(y_i(w^\top x_i + b) + \xi_i\) for each example \(x_i\); this is necessary in the case of data that is not linearly separable. Obviously, the values of the slack variables should be kept small, i.e., the problem comes down to finding a reasonable balance between a large (soft) margin and a small amount of slack. This problem can be formalized in terms of a constrained quadratic optimization problem:

\[
(w^*, b^*) = \arg\min_{w, b, \xi} \left\{ \frac{1}{2} \|w\|^2 + C \sum_{i=1}^N \xi_i \right\}
\]
subject to the constraints
\[
y_i(w^\top x_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0,
\]
where \(C\) is a parameter that controls the penalization of errors on the training data (indicated by a non-zero \(\xi_i\)). Instead of solving this problem directly, it is often more convenient to solve its dual.

At prediction time, a new instance \(x_0 \in \mathbb{R}^m\) is classified positive or negative depending on whether it lies above or below the hyperplane \((w^*, b^*)\). Instead of only returning a binary decision, the distance from the hyperplane is often reported as kind of measure of certainty (with the idea that the closer an instance to the decision boundary, the less certain the prediction). As a disadvantage of this measure, note that the distance is not normalized and therefore difficult to interpret and compare. So-called Platt scaling is a post-processing step, in which distances are mapped to \([0,1]\) via a logistic transformation; thus, each instance is assigned a (pseudo-)probability of belonging to the positive class [14].

In the dual formulation of the above optimization problem, training instances \(x_i, x_j\) never occur in isolation but always in the form of inner products \((x_i, x_j)\). This allows for the “kernelization” of SVMs, simply by replacing such inner products by values \(k(x_i, x_j)\) of a so-called kernel function \(k(\cdot, \cdot)\).

**Definition 3.1.** A function \(k : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}\) is a positive semi-definite kernel iff \(k\) is symmetric, i.e., \(k(x, x') = k(x', x)\), and
\[
\sum_{i=1}^N \sum_{j=1}^N c_i c_j k(x_i, x_j) \geq 0
\]
for arbitrary \(N\), arbitrary instances \(x_1, \ldots, x_N \in \mathbb{X}\) and arbitrary \(c_1, \ldots, c_N \in \mathbb{R}\).

If \(k(\cdot, \cdot)\) is a proper kernel function, one can guarantee the existence of an induced feature space \(\mathcal{F}\) (which is a Hilbert space) and a feature map \(\phi : \mathbb{X} \rightarrow \mathcal{F}\) such that \((\phi(x), \phi(x')) = k(x_i, x_j)\). Thus, the computation of inner products in the (typically very high-dimensional) space \(\mathcal{F}\) can be replaced by the evaluations of the kernel, which in turn allows a linear model to be fit in \(\mathcal{F}\) without ever accessing that space or computing the image \(\phi(x_i)\) of a training instance \(x_i\)—this is called the “kernel trick.” The learning algorithm only requires access to the Gram matrix, i.e., the value of the kernel...
Algorithm 1: relabel (Graph relabelling)

Input:
\[ G = (N, E, s, t, ρ, r, v) \] graph
\[ z : Σ^* → Σ \] injective compression function
\[ η : N → 2^E \] neighbour function
\[ m \] iteration bound

Output:
relabelled graph \( G \)

1. for \( i = 1 \) to \( m \) do
2. for \( n \in N \) do
3. \( Aug(n) := \{ z(ρ(s(e)) ⊕ τ(e) ⊕ v(e)) \mid e ∈ η(n) \} \)
4. \( Aug(n) := sort(Aug(n)) \)
5. \( str(n) := concat(Aug(n)) \)
6. \( str(n) := ρ(n) ⊕ str(n) \)
7. \( ρ(n) := z(str(n)) \)
8. return \( G \)

for each pair of training instances:
\[ G = \begin{pmatrix}
    k(x_1, x_1) & k(x_1, x_2) & \ldots & k(x_1, x_N) \\
    k(x_2, x_1) & k(x_2, x_2) & \ldots & k(x_2, x_N) \\
    \vdots & \vdots & \ddots & \vdots \\
    k(x_N, x_1) & k(x_N, x_2) & \ldots & k(x_N, x_N)
\end{pmatrix} \]

Note that the instance space \( X \), on which the kernel is defined, is not necessarily an Euclidean space. Instead, \( X \) can be any space or set of objects. In particular, this allows SVMs to be trained on structured (non-vectorial) objects. In general, a kernel function can be interpreted as a kind of similarity measure on \( X \), i.e., the more similar instances \( x_i, x_j \), the larger \( k(x_i, x_j) \). Next, we address the question of how to define appropriate kernel functions on verification tasks.

3.4 Graph Kernels for Verification Tasks

Verification tasks are represented by specific graphs, whence our kernel needs to operate on graphs. A number of graph kernels already exist, for instance based on comparisons of shortest paths or random walks of graphs. However, most of these graph kernels do not scale well to large graphs [21]. As our graphs are representations of programs with several thousands lines of code, and hence very large, we have chosen to proceed from our own kernel development based on Weisfeiler-Lehman subtree kernels [21], which are known to scale better.

Weisfeiler-Lehman kernels are extensions of the Weisfeiler-Lehman test of isomorphism between two discretely labelled, undirected graphs [26]. This test basically compares graphs according to their node labels. For taking edges into account, node labels are extended with information about neighbouring nodes in three steps:

- **Augmentation**: Concatenate label of node \( n \) with labels of its neighbours,
- **Sorting**: Sort this sequence according to predefined order on labels,
- **Compression**: Compress thus obtained sequences into new labels.

These steps are repeated until the node label sets of the two graphs differ or until a predefined bound on the number of iterations is exhausted. This bound is used to regulate the depth of subtrees considered. Note that this is a test only, not a proof of isomorphism.

For making this Weisfeiler-Lehman test act as a kernel for verification tasks, we made three adaptations to the graph relabelling, giving rise to Algorithm 1:

1. extension to directed multi-graphs,
2. customization to specific neighbours of nodes, and
3. integration of edge labels.

In Algorithm 1, we use the notation \( ρ([\ldots]) \) for list comprehensions, defining a sequence of values. Moreover, \( z \) is the compression function compressing sequences of labels into new labels (which thus needs to be injective). In our case, we use numbers as labels, i.e., \( Σ = \mathbb{N} \) with the usual ordering \( ≤ \). To this end, we first map all node identifiers and edge labels to \( \mathbb{N} \). Every newly arising sequence then simply gets a new number assigned. The neighbour function \( η \) is used to customize kernels by selectively choosing the neighbours to be considered during augmentation. Thereby, we can specialize our kernels to just control flow or just data dependence edges, for example. The functions \( sort \) and \( concat \) sort sequences of labels (in ascending order) and concatenate sequences, respectively.

This lets us finally define our kernels for verification tasks.

Definition 3.2. Let \( G_i = (N_i, E_i, s_i, t_i, ρ_i, t_i, v_i) \), \( i = 1, 2 \) be graph representations of verification tasks, \( z : Σ^* → Σ \) a compression function, \( m \in \mathbb{N} \) an iteration bound, \( d ∈ \mathbb{N} \) a depth for subtrees and \( η_i : N_i → 2^E_i \) neighbour functions. The verification graph kernel \( k_{η, η_2, z}^{(d, m)} : G_V × G_V → \mathbb{R} \) is defined as
\[
k_{η, η_2, z}^{(d, m)}(G_1, G_2) = \sum_{i=1}^{m} k_{η, η_2, z}^d(\text{relabel}(G_1, z, η_1, m), \text{relabel}(G_2, z, η_2, m))
\]
with
\[
k_{η, η_2, z}^d(G, G') = \sum_{n \in N} \sum_{n' \in N'} k_{δ}^d(n, n')
\]
and
\[
k_{δ}^d(n, n') = \begin{cases} 
δ(ρ_1(n), ρ_2(n')) & \text{if } δ(n) ≤ d \land δ(n') ≤ d \\
0 & \text{else}
\end{cases}
\]
where \( δ \) is a Dirac kernel defined as \( δ(u, w) = 1 \) if \( u \) equals \( w \) and 0 otherwise.

Intuitively, the kernels count the number of equally labelled nodes in all iterations, where the iteration bound steers to what extent subtrees of root ASTs nodes are considered, the neighbour function controls what edges are taken into account, and the depth \( d \) fixes whether a node is considered at all. For the latter, remember that the depth of a node is its distance to its top-level AST node. By incorporating the depth, we have the option to consider or ignore details of expressions.

We can show the following result (for the proof, we refer to [5]):

**Theorem 3.3.** The kernel \( k_{η, η_2, z}^{(d, m)} \) is positive semi-definite.

Our kernels can now be used in a support vector machine within the ranking by pairwise composition approach outlined above.

4 IMPLEMENTATION AND EXPERIMENTAL EVALUATION

In our experiments, we studied the performance of our method for rank prediction in the SV-COMP 2015 and 2017. To this end,
To get an insight on how the prediction accuracy performs compared to state-of-the-art approaches, we also included the accuracy achieved by using the feature vectors from Demyanova et al. [6]. In addition, we constructed a default predictor for comparison: the default predictor takes all rankings of the data set used for learning, determines the ranking which minimizes the distance (wrt. Spearman rank correlation) to these rankings and always predicts this default ranking without any learning.

We constructed the following data sets for our experiments: SAFETY, TERMINATION, and MEMSAFETY. Each data set consists of several verification tasks taken from the SV-COMP 2015 and 2017 benchmark sets. To provide a comprehensive analysis under varying conditions, each data set represents a different property type (safety, termination, and memory safety). In case of SV-COMP 2015, SAFETY is a data set of 483 verification tasks originating from the SV-COMP categories Loops, BitVectors, Floats, Simple, ControlFlow-Integer, and HeapManipulation. For 2017, our SAFETY set consists of 637 verification tasks out of the categories ReachSafety-Bitvectors, ReachSafety-ControlFlow, ReachSafety-Heap, ReachSafety-Floats and ReachSafety-Loops. The set of considered tools in SAFETY consists of the tools, which participated in all these categories (6 tools for 2015 and 11 tools for 2017). TERMINATION is a data set of verification tasks taken from the category Termination, 393 tasks in 2015 and 507 for 2017. In this data set, we consider tools that participated in this category and successfully proved or disproved termination on at least one verification task (5 tools both for 2015 and 2017). MEMSAFETY is the data set of verification tasks consisting of tasks from the category MemorySafety, 205 for 2015 and 181 for 2017. Again, we considered only tools that report at least one correct outcome (9 tools in 2015 and 11 tools in 2017).

For the computation of our verification graphs, we used the configurable software analysis framework CPAchecker [2]. To
obtain control-flow and AST information, we used the integrated C parser. In case of data dependencies, we utilized the integrated reaching definition analysis as is described in [10]. For the sake of simplicity, we ignored complex dependencies introduced by pointers. Also according to [10], we computed control dependencies. Eventually, we built another extension of the CPAchecker that combines all the collected information into one graph using the JGraphT library\textsuperscript{4}. To solve our label ranking problem, we integrated the RPC approach and our kernel framework into the scikit-learn library\textsuperscript{5}. There, we also employed the implementation of support vector machines (with Platt scaling) offered by scikit-learn. Finally, we integrated the feature vectors of [6] through the tool Verifolio\textsuperscript{6}. All the code and data (of 2015) is available via GitHub\textsuperscript{7}.

To examine the prediction accuracy for each configuration, we performed a 10-fold cross-validation. A k-fold cross-validation is a commonly used technique for model assessment. First, the data is divided into k subsets of equal size. Then, one subset is used as test set, whereas the learning algorithm trains a model on the remaining k – 1 subsets. This procedure is repeated exactly k times, each time using one of the folds for testing, and the overall performance is obtained as the average of the k test performances thus produced. After each step of the cross-validation, we compared the actual true rankings on the test sets to the corresponding predicted rankings (with RPC and SVMs) using the Spearman rank correlation. The overall accuracy is then the average over all the accuracies encountered in each step.

In Table 2 (SV-COMP 2015) and Table 3 (SV-COMP 2017), we report the average prediction accuracies (and standard deviations) in terms of the Spearman rank correlation; note that an average accuracy of 0 would be obtained by guessing rankings at random, while +1 stands for predictions that perfectly coincide with the true ranking (and –1 for completely reversing that ranking). As can be seen, our approach shows a rather strong predictive performance. Depending on the verification task, different kernels achieve the best results, though the differences in performance are statistically non-significant. More importantly, our approach significantly outperforms the one of [6] as well as the default predictor on all tasks. This applies to the data of 2015 as well as 2017.

Table 4 (SV-COMP 2015) and Table 5 (SV-COMP 2017) show the average training and testing times during the 10-fold cross-validation (using the precomputed Gram matrix), i.e., the time in seconds for the training with 9 folds of the input data and the time for computing the rankings (testing) for the remaining fold. As expected, training a model is more time-consuming than using it for prediction. Moreover, like for accuracy, there are no significant differences between the kernels. Interestingly, the kernels are sometimes even faster than the simple feature representation of [6].

5 CONCLUSION

In the recent years, machine learning has attracted increasing attention in software engineering and related fields, where it has been used, for example, in program construction and analysis. In this paper, we have proposed a method for predicting rankings of verification tools on given programs. Our rank prediction technique builds on existing methods for label ranking via pairwise comparison. To this end, we have developed an expressive representation of source code, capturing various forms of dependencies between program elements. Instead of explicitly extracting features of programs tailored towards verification, we have constructed a kernel that compares programs according to their elements and the connections between them. Due to its generic nature, we speculate that this kernel will also be useful for other sorts of learning problems on programs—a conjecture we shall verify in future work.

Our approach can be seen as a tool for algorithm selection, a problem that has also been tackled by other authors [6, 23, 27]. Other applications of machine learning include the learning of programs from examples ([13, 15]) and the prediction of properties of programs (e.g., types for program variables [16] or malware in Android apps [17]). Just like our approach, the latter also uses Weisfeiler-Lehman subtree kernels (on CFGs only). A machine learning approach to software verification itself has recently been proposed in [4]. However, to the best of our knowledge, the use of machine learning for predicting rankings of tools (algorithms) has never been tried so far.

For future work, we are planning to generalize our methodology by exploiting properties (features) of verification tools, which are only identified by their name so far. Recently, a generalization of label ranking called dyad ranking has been proposed, in which not only the instances but also the alternatives to be ranked can be described in terms of properties [18]. As an important advantage of this approach, note that it in principle allows for ranking alternatives with very few or even no training information so far. This becomes possible by generalizing via the feature descriptions (alternatives with similar properties are expected to perform similarly and hence to occupy similar ranks). In our case, this would mean, for example, that predictions can be made for a new verification tool that has never been tried so far—provided, of course, meaningful descriptions of such tools are available. Developing corresponding representations is one of the challenges we will address next.
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