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Abstract
We present a high order time-domain nodal discontinuous Galerkin method for wave problems on hybrid meshes consisting of both wedge and tetrahedral elements. We allow for vertically mapped wedges which can be deformed along the extruded coordinate, and present a simple method for producing quasi-uniform wedge meshes for layered domains. We show that standard mass lumping techniques result in a loss of energy stability on meshes of vertically mapped wedges, and propose an alternative which is both energy stable and efficient. High order convergence is demonstrated, and comparisons are made with existing low-storage methods on wedges. Finally, the computational performance of the method on Graphics Processing Units is evaluated.

1. Introduction
While time-dependent wave propagation and seismic applications have traditionally utilized high order finite difference solvers, interest in high order finite element methods in seismic imaging has grown over the past two decades, in part due to the ease of adapting finite element methods to complex geometries. However, compared to finite difference methods, a drawback of traditional finite element methods for time-domain wave propagation problems is that a global mass matrix system must be solved at every timestep. Several new high order finite element methods were introduced to address this issue. Among these methods, a commonly used high order method is the spectral element method (SEM) \cite{1,2}, which avoids the solution of a global system by employing a diagonal mass-lumped approximation to the mass matrix. However, the use of SEM is currently limited to unstructured hexahedral meshes, which can be difficult to construct for arbitrary topologies.

Unlike spectral elements methods, high order discontinuous Galerkin (DG) methods \cite{3} can use more general meshes. Like spectral methods, DG methods avoid the inversion of a globally coupled mass matrix. Additionally, due to their low communication costs and high arithmetic intensity, time-domain DG methods have also been shown to be well-suited to parallelization, both on distributed and many-core architectures. Klöckner et al. presented an efficient implementation of quadrature-free nodal DG methods for tetrahedral meshes on a single Graphics Processing Unit (GPU) \cite{4}, while the scalability of the multi-GPU case was investigated in \cite{5}.

The utility and efficiency of GPU-accelerated nodal discontinuous Galerkin methods for seismic applications on tetrahedral meshes is explored in detail by Modave et al. in \cite{6,7}. However, the GPU implementation of DG methods on non-tetrahedral elements requires some care, as storage requirements for such elements can be quite large, especially at high orders of approximation. Since many-core accelerators typically have
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a relatively small amount of on-device storage, storage-heavy schemes can greatly limit the maximum problem size which is executable on a single GPU. Furthermore, this can be detrimental to performance, as accelerators such as GPUs typically require sufficiently large problem sizes to operate at peak efficiency.

In [8], a GPU-accelerated time-domain DG method was introduced for hybrid meshes consisting of hexahedra, tetrahedra, wedge (or prismatic) and pyramid elements. This method addressed storage costs on non-tetrahedral elements. However, to accommodate general wedge elements, the method presented in [9] requires the use of the rational Low-storage Curvilinear DG (LSC-DG) basis [9], which mitigates the need to explicitly store elemental matrices for wedges in DG methods. This choice of basis for wedge elements in turn requires the use of quadrature-based a priori stable variational formulations to maintain energy stability. Additionally, high order convergence under LSC-DG bases requires the use of mesh refinement strategies which result in asymptotically affine elements.

In this paper, we investigate the efficient GPU implementation of nodal DG methods on meshes consisting of both wedge and tetrahedral elements for geophysical applications. The focus is on the efficient solution of wave problems on domains which exhibit either layered features or anisotropy in one direction. Domains of this nature are well-suited to meshes of wedge elements. For example, Lapin et al. [10] utilized meshes consisting of wedges for seismic inversion; however, their focus was in the resolution of interfaces in velocity models, while the focus of this work is the efficient implementation of a time-domain solver for wave propagation and geophysical applications on such meshes. Prismatic meshes have also been adopted in marine applications for resolving topographical variations at ocean floors [11, 12].

In this work, we restrict ourselves to semi-structured prismatic meshes consisting of vertically mapped wedges, which are deformed from their reference configuration only along the vertical (extruded) coordinate. By taking advantage of the geometric mappings of such elements, we construct a limited storage, quadrature-free nodal DG method on meshes of tetrahedra and vertically mapped wedge elements. The proposed method addresses issues of robustness to unstructured mesh refinement present for the LSC-DG wedge basis [9, 8], and issues of energy stability associated with mass-lumped approximations.

The paper is structured as follows: we review the continuous and discrete formulations of time domain DG methods for the wave equation in Section 2. In Section 3 we show properties of vertically mapped wedge elements which allow for simplifications of the elemental matrices associated with time domain DG methods, and present a limited-storage method for the acoustic wave equation on such meshes. In Section 4 we present a simple method to construct hybrid meshes of vertically mapped wedges and tetrahedra for layered media. Section 5 gives numerical results confirming the high order convergence of our method, as well as an analysis of the computational performance of the solver at different orders of approximation. Comparisons are drawn between the efficiency of the proposed limited-storage method and LSC-DG on semi-structured prismatic meshes.

2. Discontinuous Galerkin formulation

This work is concerned with numerical solutions of the acoustic wave equation. This equation is posed on a domain $\Omega$ with boundary $\partial \Omega$. In first order form, the homogeneous acoustic wave equation is

$$
\frac{1}{\kappa} \frac{\partial p}{\partial \tau} + \nabla \cdot u = 0
$$

$$
\rho \frac{\partial u}{\partial \tau} + \nabla p = 0,
$$

where $\tau$ is time, $p$ is pressure, $u$ is the vector velocity $(u_x, u_y, u_z)$, and $\rho$ and $\kappa$ are density and bulk modulus, respectively. We assume also a triangulation of the domain $\Omega_h$ consisting of elements $D^k$ with faces $f$. Additionally, we assume that $\rho$ and $\kappa$ are constant over each element, though they may vary spatially from element to element.

Let $f$ be a face between an element $D^k$ and its neighbor $D^{k+}$. We define $(p^-, u^-)$ as the restriction of the pressure and velocity respectively on the element $D^k$ to the face $f$. Similarly, we define test functions
(\phi^-, \psi^-) with support on \( D^k \). Likewise, we define \((p^+, u^+)\) as the restriction of the solution on the element \( D^{k^+} \) to \( f \). The jump of \( p \), the normal jump of \( u \), and average of \( u \) are then defined as

\[
[p] = p^+ - p^-, \quad [u] = u^+ - u^-, \quad \{u\} = \frac{u^+ + u^-}{2}.
\]

By defining \( n^- \) as the outward unit normal on a given face, the variational formulation for the discontinuous Galerkin method is given over each element \( D^k \) as

\[
\int_{D^k} \frac{1}{\rho} \frac{\partial p}{\partial t} \phi^- dx = -\int_{\partial D^k} \nabla \cdot (\mathbf{u}) \phi^- dx + \int_{\partial D^k} \frac{1}{2} \left( \tau_p \| [p] - n \cdot \{u\} \| \right) \phi^- dx \\
\int_{D^k} \rho \frac{\partial u}{\partial t} \psi^- dx = -\int_{D^k} \nabla \rho \cdot \psi^- dx + \int_{\partial D^k} \frac{1}{2} \left( \tau_u \{u\} \cdot n - [p] \right) \psi^- \cdot n^- dx,
\]

where \( c^2 = \kappa/\rho \) is the speed of sound and \( \tau_p = 1/\{\rho c\} \), \( \tau_u = \{\rho c\} \). This formulation can be shown to be energy stable for any choice of \( \tau_p, \tau_u \) [3], and the specific choice of \( \tau_p, \tau_u \) reduces the numerical flux to the upwind fluxes (as determined by the solution of a Riemann problem) for constant \( \rho, c \). The above formulation is referred to as the “strong” DG formulation [3], where integration by parts is used to ensure all derivatives are applied to the solution variables instead of the weighting functions \( \phi \) and \( \psi \).

Finally, for this work, we assume homogeneous Dirichlet boundary conditions \( p = 0 \) on \( \partial \Omega \). These are enforced through reflection conditions at boundary faces \( f \in \partial \Omega \)

\[
p^+|_f = -p^-|_f, \quad u^+|_f = u^-|_f.
\]

2.1. Discrete formulation

We seek polynomial solutions \((p, u)\) over each element \( D^k \) such that \((p, u)\) satisfy (1). We assume that \( p \in V_h (D^k) \) and \( u_x, u_y, u_z \in V_h (D^k) \), where \( V_h (D^k) \) is a local approximation space on \( D^k \) with dimension \( N_p \) and basis \( \{\phi_i\}_{i=1}^{N_p} \). In Section 3 we make precise the space spanned by this basis, and in Section 3.1 we specify to nodal (Lagrange) polynomial bases.

We assume that each physical element \( D^k \) is the image of a reference element \( \tilde{D} \), and that a geometric mapping \( \Phi^k \) exists such that

\[
(x, y, z) = \Phi^k (r, s, t), \quad (x, y, z) \in D^k, \quad (r, s, t) \in \tilde{D}.
\]

We assume non-degenerate mappings such that the Jacobian \( J^k \) of this geometric mapping is greater than zero. Physical approximation spaces are then defined over each element as mappings of a reference approximation space as follows. Let \( \{\phi_i\}_{i=1}^{N_p} \) be some basis for a reference approximation space over \( \tilde{D} \); then, the physical approximation space over \( D^k \) is defined by mappings of this reference space

\[
V_h (D^k) = \text{span} \left\{ \phi_1 \circ (\Phi^k)^{-1}, \ldots, \phi_{N_p} \circ (\Phi^k)^{-1} \right\},
\]

and each physical basis function is defined as the composition of a reference basis function and the mapping \( \Phi^k \) to \( D^k \). Derivatives are computed through reference derivatives and the chain rule.

The discrete formulation of the DG method is given most simply in terms of mass, (weak) derivative, and lift matrices. The mass matrix \( M^k \) and face mass matrix \( M^k_f \) for the element \( D^k \) are defined as

\[
(M^k)_{ij} = \int_{D^k} \phi_j \phi_i \, dx = \int_{\tilde{D}} \phi_j \phi_i, J^k \\
(M^k_f)_{ij} = \int_{\partial D^k \times f} \phi_j \phi_i \, dS = \int_{\tilde{D} \times f} \phi_j \phi_i, J^k_f,
\]

where \( J^k_f \) is the Jacobian of the mapping from the face of a reference element \( \tilde{D}^k \) to the face of a physical element \( D^k_f \).
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We also define weak differentiation matrices \( S^k_x, S^k_y, S^k_z \) with entries
\[
(S_x^k)_{ij} = \int_D \frac{\partial \phi_j}{\partial x} \phi_i \, dx, \quad (S_y^k)_{ij} = \int_D \frac{\partial \phi_j}{\partial y} \phi_i \, dy, \quad (S_z^k)_{ij} = \int_D \frac{\partial \phi_j}{\partial z} \phi_i \, dz.
\]

The discrete DG formulation over the \( k \)th element may then be given in terms of these matrices
\[
\frac{1}{\kappa} M_k \frac{dp}{d\tau} = (S^k_x U_x + S^k_y U_y + S^k_z U_z) + \sum_{f=1}^{N_{\text{faces}}} M^k_f F_p(p^-, p^+, U^-, U^+),
\]
\[
\rho M_k \frac{dU_x}{d\tau} = S^k_x p + \sum_{f=1}^{N_{\text{faces}}} n_x L^k_f F_u(p^-, p^+, U^-, U^+),
\]
\[
\rho M_k \frac{dU_y}{d\tau} = S^k_y p + \sum_{f=1}^{N_{\text{faces}}} n_y L^k_f F_u(p^-, p^+, U^-, U^+),
\]
\[
\rho M_k \frac{dU_z}{d\tau} = S^k_z p + \sum_{f=1}^{N_{\text{faces}}} n_z L^k_f F_u(p^-, p^+, U^-, U^+).
\]

where \( U_x, U_y, U_z \) are nodal values for \( u_x, u_y, u_z \). Let \( D^k_+ \) be the neighbor to \( D^k \) across a face \( f \); then, \( p^- \) are face nodal values for \( p \) on \( D^k \), while \( p^+ \) are face nodal values for \( p \) on \( D^k_+ \). The fluxes \( F_p, F_u \) are defined such that
\[
(M^k_f F_p(p^-, p^+, U^-, U^+))_i = \int_{f_{D^k_i}} \frac{1}{2} \left( \tau_p [p] - n^- \cdot [u] \right) \phi_i^- \]
\[
(n, M^k_f F_u(p^-, p^+, U^-, U^+))_i = \int_{f_{D^k_i}} \frac{1}{2} \left( \tau_u [u] : n^- - [p] \right) \psi_i^- n_i^-.
\]

Inverting \( M^k \) results in the system of ODEs
\[
\frac{1}{\kappa} \frac{dp}{d\tau} = (D^k_x + D^k_y + D^k_z) U_j + \sum_{f=1}^{N_{\text{faces}}} L^k_f F_p(p^-, p^+, U^-, U^+),
\]
\[
\rho \frac{dU_x}{d\tau} = D^k_x p + \sum_{f=1}^{N_{\text{faces}}} n_x L^k_f F_u(p^-, p^+, U^-, U^+),
\]
\[
\rho \frac{dU_y}{d\tau} = D^k_y p + \sum_{f=1}^{N_{\text{faces}}} n_y L^k_f F_u(p^-, p^+, U^-, U^+),
\]
\[
\rho \frac{dU_z}{d\tau} = D^k_z p + \sum_{f=1}^{N_{\text{faces}}} n_z L^k_f F_u(p^-, p^+, U^-, U^+).
\]

where we have introduced differentiation matrices \( D^k_x, D^k_y, D^k_z \) on the element \( D^k \)
\[
D^k_x = (M^k)^{-1} S^k_x, \quad D^k_y = (M^k)^{-1} S^k_y, \quad D^k_z = (M^k)^{-1} S^k_z
\]

and lift matrices \( L^k_f \) for each face \( f \) of the element \( D^k \)
\[
L^k_f = (M^k)^{-1} M^k_f.
\]

Using explicit time stepping methods, the solution can be evolved in time through evaluations of local right hand sides for each element, without needing to invert a large global system of equations.
3. Hybrid tet-wedge meshes

In this section, we specialize to meshes whose elements consist of tetrahedra and a restricted class of wedges. We define the space of degree $N$ polynomials over a tetrahedron $T$ as

$$P^N(T) = \{x^iy^jz^k, \quad 0 \leq i + j + k \leq N\}, \quad (x, y, z) \in T.$$  

This space has dimension $N_p = (N + 1)(N + 2)(N + 3)/6$. The space of degree $N$ polynomials for a wedge $W$ is defined similarly

$$P^N(W) = \{x^iy^jz^k, \quad 0 \leq i + j \leq N, \quad 0 \leq k \leq N\}, \quad (x, y, z) \in W,$$

with dimension $N_p = (N + 1)^2(N + 2)/2$. Alternatively, the space of polynomials for the wedge may be defined as the tensor product of degree $N$ polynomials over the reference bi-unit triangle $\hat{T}$

$$P^N(\hat{T}) = \{x^iy^j, \quad 0 \leq i + j \leq N\}, \quad (x, y) \in \hat{T} = \{-1 \leq y \leq 1, -1 \leq x \leq 1 - y\}$$

and the space of degree $N$ polynomials $P^N([-1, 1])$ over the bi-unit interval.

In this work, we assume low-order geometric mappings for all elements. We refer to such elements as vertex-mapped, since specifying physical vertex positions uniquely determines $\Phi^k$ for $\Phi^k \in P^1$ for tetrahedral elements and $\Phi^k \in P^1(\hat{T}) \times P^1([-1, 1])$ for wedge elements. Additionally, we assume high order reference approximation spaces for both wedges and tetrahedra. Under this assumption, the physical approximation space $V_h(D^k)$ over $D^k$ is

$$V_h(D^k) = \Phi^k \circ V_h(\hat{D}),$$

which guarantees high order accuracy through reproducibility of polynomials of total degree $N$.

3.1. Nodal bases for tetrahedra and wedges

In this work, we take the basis $\{\phi_i\}_{i=1}^{N_p}$ to be a nodal (Lagrange) polynomial basis $\{\ell_i\}_{i=1}^{N_p}$, such that for a set of points $\{r_i, s_i, t_i\}_{i=1}^{N_p} \in \hat{D}$,

$$\ell_j(r_i, s_i, t_i) = \delta_{ij}, \quad 1 \leq i, j \leq N_p.$$  

For quadrature-free DG methods, nodal bases reduce the work involved in the computation of numerical fluxes at face points, since nodal values on a given face can be extracted from the degrees of freedom without additional computation.

For the tetrahedron, nodal bases are defined using Warp and Blend points [14], which are optimized for interpolation quality and numerical stability. For wedges, a nodal basis is defined by taking the tensor product of nodes on the triangular face of the tetrahedron with degree $N$ Gauss-Legendre-Lobatto quadrature nodes in the vertical direction, as shown in Figure 1. Since wedges and tetrahedra are connected through triangular faces, this ensures conformity between wedge and tetrahedral elements. This construction also implies that Lagrange wedge basis functions are tensor products of triangular and one-dimensional Lagrange basis functions $\ell^{\text{tri}}_i(r, s)$ and $\ell^\text{1D}(t)$ (respectively)

$$\ell_{ij}(r, s, t) = \ell^{\text{tri}}_i(r, s)\ell^\text{1D}(t).$$

We index nodal basis functions on the wedge by $ij$

$$\ell_{ij}(r, s, t), \quad 0 \leq i \leq (N + 1)(N + 2)/2, \quad 0 \leq j \leq N,$$

where $(N + 1)(N + 2)/2$ is the number of nodes in a triangular “slice” of the wedge, $i$ is the index for nodes within a triangular slice, and $j$ enumerates the nodes along the extruded coordinate of the wedge.
3.2. Geometric factors for vertically mapped wedges

Because any two vertex-mapped tetrahedra are affinely related, geometric factors for tetrahedra are constant from element to element. This results in negligible storage costs, as physical matrices are simply scaled combinations of reference mass, derivative, and lift matrices. However, as noted in [8], polynomial bases which result in diagonal mass matrices for general vertex-mapped wedges are not currently available. As a result, the cost of storing wedge mass matrix inverses or lift matrices can be excessive, especially at high orders of approximation. This is problematic for efficient implementations on many-core architectures (such as GPUs) that typically have very limited memory. In this work, we consider hybrid tet-wedge meshes containing “vertically-mapped” wedges, or wedges which are deformed from their reference configuration along in the vertical (extruded) coordinate. Restricting to such wedges allows us to greatly decrease memory costs for time-domain DG methods.

Physical wedges are images of reference wedges under the local mapping \( \Phi_k(r, s, t) = \sum_{i=1}^{6} \nu_i v_i(r, s, t) \), where \( \nu_i \in \mathbb{R}^3 \) are coordinates of the six vertices on a wedge, and \( v_i(r, s, t) \) are low-order vertex basis functions

\[
\begin{align*}
v_1(r, s, t) &= (1 - r - s)(1 - t) \\
v_2(r, s, t) &= r(1 - t) \\
v_3(r, s, t) &= s(1 - t) \\
v_4(r, s, t) &= (1 - r - s)t \\
v_5(r, s, t) &= rt \\
v_6(r, s, t) &= st.
\end{align*}
\]

for reference coordinates \( 0 \leq t \leq 1, \ 0 \leq r, s \leq 1, \) and \( 0 \leq r + s \leq 1 \). We define three wedge “vertex pairs” \((v_1, v_4), (v_2, v_5), \) and \((v_3, v_6)\). These correspond to vertices of the reference wedge which have the same \( r, s \) coordinates.

The Jacobian of this mapping is defined by

\[
J^k = \det \begin{bmatrix} \frac{\partial \Phi^k}{\partial r} & \frac{\partial \Phi^k}{\partial s} & \frac{\partial \Phi^k}{\partial t} \end{bmatrix}.
\]

If \( \nu_i \) are taken to be the vertex positions of the reference wedge, \( \Phi^k = 1 \) by the fact that the low order wedge vertex functions \( v_i(r, s, t) \) sum to unity.

In this work, we restrict ourselves to vertically mapped wedges:
**Definition** Let \( D^k \) be a wedge element; then, \( D^k \) is a vertically mapped wedge if the \( x \) and \( y \) coordinates are identical for each vertex pair \((v_1, v_4), (v_2, v_5), \) and \((v_3, v_6)\).

We note that the definition of vertically mapped wedges allows wedges whose triangular faces are co-planar; however, such elements are not admissible as they have zero volume and thus have \( J^k = 0 \).

For simplicity, we denote \( \frac{\partial \phi}{\partial x} \) as \( r_x \), and similarly for \( \frac{\partial \phi}{\partial x} = s_x, \frac{\partial \phi}{\partial x} = t_x \), and all other geometric factors. Then, we have the following Lemma:

**Lemma 3.1.** For vertically mapped wedges, \( J^k \) is constant in the \( t \) direction. Additionally, the geometric factors have the following properties

- *The geometric factors* \( r_z, s_z = 0 \),
- *The quantities* \( r_x, r_y, s_x, s_y, (t_z J^k) \) *are constant throughout an element*
- *The quantities* \( t_x J^k, t_y J^k \) *vary only linearly in the \( t \) coordinate.*

**Proof.** We may exploit the fact that the \( x, y \)-coordinates of different vertex pairs are identical. For example, the \( x \)-coordinates of \( v_3 \) and \( v_4 \) are identical, implying that

\[
v_1^x v_1(r, s, t) + v_4^x v_4(r, s, t) = (v_1^x + v_4^x) (1 - r - s).
\]

Similarly, the \( x \)-coordinates of the \( v_2, v_5 \) are identical, as are the \( x \)-coordinates of \( v_3, v_6 \), such that

\[
v_2^x v_2(r, s, t) + v_5^x v_5(r, s, t) = (v_2^x + v_5^x) r, \quad v_3^x v_3(r, s, t) + v_6^x v_6(r, s, t) = (v_3^x + v_6^x) s.
\]

This implies that \( x \) is an affine function of \( r, s \), and that \( \frac{\partial x}{\partial r}, \frac{\partial x}{\partial s} \) are constant throughout the wedge. As the \( y \)-coordinates of each of these vertex pairs is also identical, the same argument implies that \( \frac{\partial y}{\partial r}, \frac{\partial y}{\partial s} \) are also constant throughout the wedge. Additionally, since \( x, y \) are affine functions of \( r, s \) only, this implies \( \frac{\partial x}{\partial r}, \frac{\partial y}{\partial r} = 0 \).

The \( z \)-coordinates of each vertex pair are arbitrary; however, since derivatives of the vertex functions \( \frac{\partial \phi}{\partial t} \) and \( \frac{\partial \phi}{\partial s} \) are constant in the \( r, s \) coordinates, \( \frac{\partial \phi}{\partial r} \) and \( \frac{\partial \phi}{\partial s} \) vary only in the \( t \) coordinate. Similarly, since all derivatives \( \frac{\partial \phi}{\partial t} \) are constant in the \( t \) coordinate, \( \frac{\partial \phi}{\partial t} \) can vary only in the \( r, s \) coordinates.

Thus, using that \( \frac{\partial x}{\partial t} = \frac{\partial y}{\partial t} = 0 \), the expression for \( J^k \) simplifies to

\[
J^k = \frac{\partial x}{\partial r} \frac{\partial y}{\partial s} \frac{\partial z}{\partial t} - \frac{\partial x}{\partial r} \frac{\partial y}{\partial t} \frac{\partial z}{\partial s}.
\]

The partial derivatives \( \frac{\partial x}{\partial r}, \frac{\partial x}{\partial s} \) are the only factors which vary in \( t \); since they do not appear in the above expression, \( J \) is constant along the \( t \) coordinate.

The formulas for geometric factors \([2, 3]\) are also simplified since \( x_t, y_t = 0 \)

\[
\begin{align*}
    r_x &= (y_s z_t - z_s y_t)/J^k & y_x &= -(x_s z_t - z_s x_t)/J^k & r_z &= (x_s y_t - y_s x_t)/J^k \\
    s_x &= -(y_r z_t - z_r y_t)/J^k & y_s &= (x_r z_t - z_r x_t)/J^k & s_z &= -(x_r y_t - y_r x_t)/J^k \\
    t_x &= (y_r z_s - z_r y_s)/J^k & y_t &= -(x_r z_s - z_r x_s)/J^k & t_z &= (x_r y_s - y_r x_s)/J^k.
\end{align*}
\]

Straightforward computations give the remainder of the lemma. \(\square\)

4. **Reducing storage costs for nodal DG methods on semi-structured prismatic meshes**

Since wedges are constructed as the tensor product of a triangle and one-dimensional basis, mass lumping techniques are often employed in the extruded direction \([2, 15, 16]\) to reduce storage costs. For a general wedge, mass lumping reduces the cost of explicitly storing \((M^k)^{-1}\) from \(O(N^6)\) to \(O(N^5)\), and reduces the cost of explicit storage of the lift matrices \(L^k\) (under the use of mass-lumped surface quadratures)
from $O(N^5)$ to $O(N^4)$. However, since mass lumping for wedges corresponds to the use of underintegrated quadratures in integrals, they can introduce aliasing errors which result in non-energy stable DG methods. This is discussed in more detail in Section 4.1.

Instead of employing mass lumping, we seek a way to reduce the storage costs of DG for semi-structured prismatic meshes. Given Lemma 3.1, it is possible to reduce the storage of exact quadrature DG methods for meshes with vertically mapped wedges. This method is based on the exact DG formulation (without the use of underintegrated quadratures); however, the implementation of the discrete formulation greatly reduces the storage compared to a straightforward implementation.

4.1. Mass lumping and energy stability

Mass lumped methods take advantage of the fact that Gauss-Legendre-Lobatto nodes are also quadrature nodes, and evaluate entries of the mass matrix using Gauss-Legendre-Lobatto quadrature in the $t$ coordinate. The resulting entries of the wedge mass matrix are

\[
(M^k)_{ij,j'} = \int_D \ell_{ij} \ell_{j'i'} J = \int_{-1}^1 \int_{\hat{T}} \ell_{ij} \ell_{j'i'} J(r,s,t)
\]

\[
= \sum_{m=0}^N \int_{\hat{T}} \ell_{ij}(r,s,t_m)\ell_{j'i'}(r,s,t_m)J(r,s,t_m)w_m
\]

\[
= \delta_{jj'} \int_{\hat{T}} \ell_{ij}(r,s,t_j)\ell_{j'i'}(r,s,t_j)J(r,s,t_j)w_j,
\]

where $\hat{T}$ is the reference triangle. This mass-lumping procedure results in wedge mass matrices which are block diagonal, where each block is a square matrix of size $\frac{N(N+2)}{2}$. However, since Gauss-Legendre-Lobatto rules are only exact for polynomials up to degree $(2N-1)$, the use of mass lumping introduces quadrature/aliasing errors. For mass lumped hexes, these errors do not adversely affect energy stability \cite{17}; however, on non-hexahedral elements, these aliasing errors can result in a discrete method which is unstable.

Proofs of energy stability of time-domain DG methods on non-hexahedral elements typically assume exact quadrature, or require a priori stable variational formulations in the presence of quadrature errors \cite{9}. Under-integration and mass lumping with the “strong” variational formulation can produce unstable aliasing errors. Recall the local variational formulation in Section 2

\[
\int_{D^k} \frac{1}{\kappa} \frac{\partial \rho}{\partial t} \phi^-\, dx = -\int_{D^k} \nabla \cdot \mathbf{u} \phi^-\, dx + \int_{\partial D^k} \frac{1}{2} (\tau_p [p] - \mathbf{n} \cdot \{\mathbf{u}\}) \phi^-\, dx
\]

\[
\int_{D^k} \rho \frac{\partial \mathbf{u}}{\partial t} \psi^-\, dx = -\int_{D^k} \nabla p \cdot \psi^-\, dx + \int_{\partial D^k} \frac{1}{2} (\tau_a [\mathbf{u}] \cdot \mathbf{n}^- - [p]) \psi^- \cdot \mathbf{n}^-\, dx.
\]

If integration by parts holds at the discrete level, the above formulation is discretely equivalent to the “skew-symmetric” formulation

\[
\int_{D^k} \frac{1}{\kappa} \frac{\partial \rho}{\partial t} \phi^-\, dx = \int_{D^k} \mathbf{u} \cdot \nabla \phi^-\, dx + \int_{\partial D^k} \frac{1}{2} (\tau_p [p] - 2\mathbf{n} \cdot \{\mathbf{u}\}) \phi^-\, dx
\]

\[
\int_{D^k} \rho \frac{\partial \mathbf{u}}{\partial t} \psi^-\, dx = -\int_{D^k} \nabla p \cdot \psi^-\, dx + \int_{\partial D^k} \frac{1}{2} (\tau_a [\mathbf{u}] \cdot \mathbf{n}^- - [p]) \psi^- \cdot \mathbf{n}^-\, dx,
\]

then energy stability follows by taking $\phi^- = p$ and $\psi^- = \mathbf{u}$ (see, for example \cite{3,18}). Pulling the time derivative out of the left hand side term and summing both equations over all elements $D_i^k$ yields

\[
\frac{1}{2} \frac{d}{dt} \sum_{D^k \in \mathcal{D}_h} \left( \int_{D^k} \left( \frac{1}{\kappa} \rho \mathbf{u}^2 \right) \right) =
\frac{1}{2} \sum_{D^k \in \mathcal{D}_h} \int_{\partial D^k} \tau_p [p] \rho^- + \tau_a [\mathbf{u}] \cdot \mathbf{n}^- \mathbf{u}^- \cdot \mathbf{n}^- - 2\mathbf{n} \cdot \{\mathbf{u}\} p^- - [p] \mathbf{u}^- \cdot \mathbf{n}^-\, dx.
\]
Figure 2: Eigenvalues for a mass-lumped DG discretization on wedges with $N = 2$. Unlike non-mass lumped discretizations, there exist eigenvalues with positive real parts, implying that energy stability is lost due to errors introduced by underintegration.

The surface terms may be rewritten as sums over unique faces $f \in \Gamma_h$, where $\Gamma_h$ denotes the set of unique faces in $\Omega_h$. Expanding out the face integrands in terms of $\mathbf{n}^-, (p^-, u^-)$, and $(p^+, u^+)$ shows that the terms which are independent of $\tau_p, \tau_u$ cancel. The remaining penalization terms then reduce to $-\tau_p [p]^2$ and $-\tau_u [u_n]^2$ over each face, and inserting them into (2) yields

$$\frac{d}{d\tau} \sum_{D^k \in \Omega_h} \left( \int_{D^k} \left( \frac{1}{2} p^2 + \rho u^2 \right) \right) = -\sum_{f \in \Gamma_h} \int_{\partial f} \left( \tau_p [p]^2 + \tau_u [u_n]^2 \right) \leq 0.$$  

This implies that for $\tau_p, \tau_u \geq 0$, DG methods exhibit dissipative behavior, where unresolvable components of the solution corresponding to high frequency modes are damped [19, 20]. More precisely, after discretizing in space using DG, the PDE reduces to a system of ODEs for the nodal values $U$

$$\frac{dU}{d\tau} = AU,$$

where we refer to $A$ as the DG right-hand side matrix. For $\tau_p, \tau_u > 0$, we refer to the flux as an upwind flux. For upwind fluxes, the eigenvalues of $A$ contain negative real parts, indicating dissipation in time of the solution. Additionally, for $\tau_p = \tau_u = 0$, the DG formulation reduces to that of a central flux, resulting in a non-dissipative method where the eigenvalues of $A$ are purely imaginary. In the following experiments, we build $A$ for $\rho = c^2 = 1$, homogeneous Dirichlet boundary conditions, and mesh of 16 wedges whose vertices are randomly perturbed in the vertical direction to ensure non-constant $J^k$.

For Discontinuous Galerkin spectral element methods (DG-SEM), which utilize mass lumping on quadrilateral or hexahedral elements, integration by parts holds under Gauss-Legendre-Lobatto quadrature and the strong and skew-symmetric formulation are discretely equivalent [17, 21]. This equivalence relies on the diagonal nature of the mass matrix and the exactness of Gauss-Legendre-Lobatto quadrature for degree $(2N - 1)$ polynomials. Unfortunately, the analogous statement does not hold true for mass lumped wedges. Figure 2 shows the spectra of the DG right hand side operator resulting from a discretization of the strong formulation using mass lumping on a mesh with vertically mapped wedges. For both upwind and central fluxes, eigenvalues with real positive part are present, implying that the formulation is not energy stable. In contrast, employing a non-mass lumped discretization is equivalent to using an exact quadrature rule, such that continuous integration by parts implies discrete equivalence of the strong formulation and energy-stable skew-symmetric formulation. This is reflected in Figure 3 which shows the eigenvalues of the DG operator under our method with exact quadrature.

4.2. Mass, differentiation, and lift matrices

Since mass lumping on wedges produces DG methods which are not energy stable, we seek to reduce the storage costs for exact quadrature DG methods on wedge meshes, taking advantage of the fact that for
Figure 3: Eigenvalues for the exact quadratureDG discretization on wedges with $N = 2$. All eigenvalues have non-positive real part (up to machine precision), implying that the formulation is energy stable.

Vertically mapped wedges, $J^k$ is constant in $t$. Since wedge nodal basis functions can be defined as the tensor product of triangular and one-dimensional nodal basis functions, the mass matrix over an element $D^k$ has entries

$$(M^k)_{ij,i'j'} = \int_\Omega \ell_i \ell_{i'} J = \int_{-1}^{1} \ell_{ij}^1(t) \ell_{ij'}^1(t) \int_T \ell_{i'}^{\text{tri}} \ell_{i}^{\text{tri}} J(r,s).$$

This implies that $M^k$ is expressible as

$$M^k = M^{\text{tri},k} \otimes \hat{M}^{1D}$$

where the entries of the triangle mass matrix $M^{\text{tri},k}$ for a given element are

$$(M^{\text{tri},k})_{ij} = \int_T \ell_{ii}^{\text{tri}}(r,s) \ell_{jj}^{\text{tri}}(r,s) J(r,s).$$

We include superscripts $k$ in $M^{\text{tri},k}$ to emphasize that the triangle mass matrices are distinct from element to element.

Face mass matrices under vertically mapped wedges also possess a Kronecker product structure. The entries of face mass matrices for a face $f$ of an element $D^k$ are given by

$$(M^k_f)_{ij,i'j'} = \int_f \ell_{ij} J^k_f,$$

where $J^k_f$ is the Jacobian of the mapping from a reference triangle or quadrilateral to the physical triangular/quadrilateral face of an element. For triangular faces, $J^k_f$ is constant, since any two planar triangles are affinely related. Since wedge nodes include nodes on each of the triangular faces, entries of the triangular face mass matrix $(M^k_f)_{ij,i'j'}$ are nonzero only for nodes where $j,j' = 0$ or $j,j' = N$.

$$M^k_f = J^k_f \hat{M}^{\text{tri}} \otimes e$$

where $\hat{M}^{\text{tri}}$ is the reference triangle mass matrix, and $e \in \mathbb{R}^{N+1}$ is the first canonical basis vector for the triangle face corresponding to $t = -1$ and the last canonical basis vector for the triangular face corresponding to $t = 1$, respectively.

For general quadrilateral faces, $J^k_f$ is not constant. However, for vertically mapped wedges, quadrilateral vertices are displaced only in the vertical direction, and quadrilateral faces are planar with constant normals.
Lemma 3.1 gives that \( r \) are Lobatto nodes in one dimension. Then, the reference wedge differentiation matrices are \( I \), where \( I^{\text{tri}} \) is the face (edge) mass matrix for a triangle, which is computed using the restriction of the quadrilateral face Jacobian \( J^k_f \) to the edge

\[
\left( M^{\text{tri},k}_{\text{edge}} \right)_{ij} = \int_{-1}^{1} \ell^t_i \ell^t_j J^k_f. 
\]

Since \( J^k_f \) varies along the edge, \( M^{\text{tri},k}_{\text{edge}} \) is distinct from face to face.

The tensor-product nature of the face mass matrices simplifies the form of the lift matrix. For a triangular face \( f \), the lift matrix \( L^k_f \) reduces to

\[
L^k_f = (M^k)^{-1} M^k_f = J^k_f (M^{\text{tri},k})^{-1} M^{\text{tri}} (M^{1D})^{-1} e,
\]

while the lift matrix for a quadrilateral face \( f \) is

\[
L^k_f = (M^{\text{tri},k})^{-1} M^{\text{tri},k}_{\text{edge}} \otimes I.
\]

This implies that, for vertically mapped wedges, lift matrices for quadrilateral faces are always block diagonal.

We refer to the matrix \( (M^{\text{tri},k})^{-1} M^{\text{tri}} \) as the triangular lift \( L^{\text{tri},k} \). Both lift matrices for triangular and quadrilateral faces are tensor products of the triangular lift matrix and a one-dimensional matrix. The triangular lift matrix also appears again in the expression for differentiation matrices.

Since nodal basis functions for the wedge are constructed in a tensor-product fashion, reference differentiation matrices possess a Kronecker product structure. We define \( D^k_r \), \( D^k_s \) to be differentiation matrices for nodal basis functions defined on the triangle (using Warp and Blend nodes for the face of a tetrahedron). Likewise, we define \( D^k_1 \) as the differentiation matrix for a Lagrange basis at degree \( N \) Gauss-Legendre-Lobatto nodes in one dimension. Then, the reference wedge differentiation matrices are

\[
D_r = D^k_r \otimes I^{1D}, \quad D_s = D^k_s \otimes I^{1D}, \quad D_t = I^{\text{tri}} \otimes D^k_1
\]

where \( I^{\text{tri}}, I^{1D} \) are square identity matrices of size \((N+1)(N+2)/2\) and \((N+1)\), respectively.

Weak differentiation matrices also exhibit a Kronecker product structure for vertically mapped wedges. Lemma 3.1 gives that \( r, s, r, s \) are constant within an element, such that

\[
\left( S^k_{x} \right)_{ij,j} = \int_D \frac{\partial \ell^t_i}{\partial x} \ell^t_i J^k = r_x \int_D \frac{\partial \ell^t_i}{\partial r} \ell^t_i J^k + s_x \int_D \frac{\partial \ell^t_i}{\partial s} \phi_{ij} J^k + \int_D \frac{\partial \ell^t_i}{\partial t} \ell^t_i t_x J^k.
\]

Noting from Lemma 3.1 that \( t_x J^k \) is a polynomial of degree 1 in \( t \) and that \( \frac{\partial \ell^t_i}{\partial t} \) is a polynomial of degree \((N+1), \) their product is a polynomial of degree \( N \). Since multiplication by the mass is equivalent to integration of a degree \( N \) polynomial against elements of the basis \( \ell_{ij} \), we have that

\[
\int_D t_x J^k \frac{\partial \ell^t_i}{\partial t} \ell^t_i = \left( M^{\text{tri},k} \otimes M^{1D} \text{diag}(t_x J^k) D^k_t \right)_{ij}\ell^t_i.
\]

where \( \text{diag}(t_x J^k) \) is a diagonal matrix of \( t_x J^k \) at Gauss-Legendre-Lobatto nodes in the \( t \) coordinate. The same argument can be made for \( S^k_y \), implying that

\[
D^k_r = (r_x D^k_r + s_x D^k_s) \otimes I^{1D} + L^{\text{tri},k} \otimes \text{diag}(t_x J^k) D^k_t
\]

\[
D^k_s = (r_y D^k_r + s_y D^k_s) \otimes I^{1D} + L^{\text{tri},k} \otimes \text{diag}(t_y J^k) D^k_t
\]

\[
D^k_r = (r_x D^k_r + s_x D^k_s) \otimes I^{1D} + L^{\text{tri},k} \otimes \text{diag}(t_x J^k) D^k_t
\]
Figure 4: Spy plot of a lift matrix for a vertically mapped wedge. Explicitly stored entries are circled in red. The axes correspond to row and column indices.

The differentiation matrix $D^k_z$ also possesses a tensor product structure; additionally, since $r_z, s_z = 0$ and $t_z$ is constant for vertically mapped wedges, the expression for $D^k_z$ simplifies to

$$D^k_z = (M_{tri}^{tri,k})^{-1} \tilde{M}_{tri} \otimes t_z J^k D^D_1 = L^{tri,k} \otimes t_z J^k D^D_1.$$  

If the mapping is affine, the triangular lift matrix $L^{tri,k}$ reduces to $J^k I_{tri}$, weak differentiation matrices reduce to scalings of nodal differentiation matrices [22].

Finally, since the method in this paper uses exact quadrature, all the terms in the DG formulation (1) are computed exactly and theoretical results for standard DG methods are automatically inherited, such as high order accuracy and energy stability [23, 3].

4.3. Reduced storage costs

For general vertex-mapped hexahedra, pyramids, and tetrahedra, there exist bases or stable mass-lumped approximations which yield low-storage mass matrices [2, 24]. However, unlike other element types, time domain DG methods on wedges (using polynomial bases) require explicit storage of matrices for each element. Naive storage of elemental matrices can increase the available memory required from $O(N^3)$ to $O(N^6)$ for each element in three dimensions. These large storage costs can greatly limit the admissible problem sizes on GPUs and modern accelerator architectures, which tend to possess limited on-device memory. There does not appear to be a polynomial basis which yields (for non-affine wedges) lift matrices which requires $O(N^3)$ or less storage per element [8]. However, by assuming vertically mapped wedges, these storage costs may be reduced to a more acceptable level.

Restricting to vertically mapped wedge elements exposes a Kronecker product structure in both differentiation and lift matrices involving the triangular lift matrix $L^{tri,k}$, $L^{tri,k} = (M_{tri}^{tri,k})^{-1} \tilde{M}_{tri}$. Since $(M_{tri}^{tri,k})^{-1}$ varies depending on the local geometric mapping, we explicitly store $L^{tri,k}$ in order to avoid solving a matrix equation. Storage of $L^{tri,k}$ requires $O(N^4)$ storage per element. The lift matrix for quadrilateral faces of the wedge also requires the matrices $(M_{tri}^{tri,k})^{-1} \tilde{M}_{edge}^{tri,k}$, for which explicit storage requires only $O(N^3)$ storage per element. Thus, while we have increased the asymptotic storage cost to $O(N^4)$, we only store one additional matrix of this size per element.

Figure 4 shows the storage required for the lift matrix as compared to the storage of the full lift matrix. The matrix shown is a column-wise concatenation of lift matrices for both triangular and quadrilateral faces. The first $(N + 1)(N + 2)/2$ columns correspond to the lift matrix for the bottom triangular face, while the next $(N + 1)(N + 2)/2$ columns correspond to the lift matrix for the top triangular face. The remaining three blocks of $(N + 1)^2$ columns correspond to lift matrices for each of the three quadrilateral faces of the wedge. Interestingly, one can show that, for vertically mapped wedges, lift matrices under mass lumping have the same storage requirements.
5. Hybrid tet-wedge meshes for complex interfaces

We are interested in resolving geometries which contain complex interfaces with separate distinct layers, such as those found in geophysical applications (ocean-earth interfaces and layers of strata). The approach taken in this work is to develop meshes consisting of wedge elements which conform to interfaces. These approaches are also applicable to high order models of atmospheric or coastal flow, which often represent earth-air or ocean-air interfaces based on unstructured meshes of wedges \[25\, 26\]. Other techniques for representing complex interfaces include coordinate transformations, such as the sigma transform \[27\]. Typical applications of the sigma coordinate method map a domain with smooth boundaries to a Cartesian domain, where the solution can be determined by solving a modified PDE using numerical methods for structured grids. In contrast, directly approximating the domain using semi-structured prismatic meshes can handle more general geometries, including non-smooth interfaces. Coupling to tetrahedral meshes is also made simpler through the use of vertically mapped wedge meshes rather than sigma transformations.

Constructing multi-layered wedge meshes can be done in layer-by-layer fashion. We assume that a single layer domain \( \Omega_L \) is defined as
\[
\Omega_L = \{(x, y) \in [a, b] \times [c, d], \ z_{\text{bottom}}(x, y) \leq z \leq z_{\text{top}}(x, y)\},
\]
where \( z_{\text{top}}(x, y) \), \( z_{\text{bottom}}(x, y) \) are surfaces defining the top and bottom boundaries of the layer. A surface triangulation is then constructed which resolves both top and bottom layers. The final step is to produce a quasi-uniform mesh which resolves the interior of the layer. To do so, we construct a single-layer reference wedge mesh by extruding the surface triangulation and interpolate the surfaces \( z_{\text{top}}(x, y) \) and \( z_{\text{top}}(x, y) \) with the vertices at the top and bottom of the reference wedge mesh, respectively. This produces a linear interpolant between the top and bottom surfaces, and evaluating this interpolant at a point \( z \) and at the \((x, y)\) coordinates of the surface triangulation vertices produces the coordinates of an intermediate layer. Evaluating this interpolant at equispaced points in the vertical coordinate of the reference wedge mesh produces multiple layers, which may then be connected to produce a quasi-uniform wedge mesh which conforms to \( z_{\text{top}}(x, y) \) and \( z_{\text{bottom}}(x, y) \). An example of such a wedge mesh is shown in Figure 5.

The construction of meshes for layered media can also be done using extrusions of quadrilaterals, resulting in more efficient hexahedral grids. However, an advantage of wedge meshes is their ability to conform to surfaces of tetrahedral meshes. This is useful in some geophysical applications, where meshes which conform to interfaces in high contrast media are desirable for capturing sharp transitions between areas of differing wavespeed. In these cases, it is not typically possible to partition strata of the earth into distinct layers, requiring instead more flexible tetrahedral mesh generation algorithms to produce interface-conforming meshes. However, wedge meshes may be still be used to capture earth-ocean interfaces or layered structures if present, while tetrahedral meshes are used to capture non-layered high contrast interfaces within the earth. Figure 6 shows an example of such a mesh, constructed using the above procedure for layered wedge meshes and the Tetgen mesh generation package \[28\].
6. Numerical experiments

In the following sections, we present numerical experiments which confirm the high order accuracy and efficiency of the presented methods on many-core architectures. We also present experiments which highlight differences between between different approaches to high order DG methods on hybrid meshes.

A GPU-accelerated high order DG method on hybrid meshes was presented in [8]; however the method did not inherit several key features of high order nodal DG methods on tetrahedral meshes. First, the use of mass lumping and Gauss-Legendre-Lobatto underintegration was shown to decrease convergence rates by half an order in comparison to the use of full quadrature. Secondly, due to the use of a rational Low-Storage Curvilinear DG (LSC-DG) basis [29, 9], high order convergence rates were observed but were contingent on refinement strategies resulting in asymptotically affine elements. The use of LSC-DG reduces storage costs on general vertex-mapped wedges, but results in a method which may not be robust to mesh perturbation, implying that high order rates of convergence could be lost for non-nested or unstructured mesh refinement. Finally, the use of LSC-DG necessitated the explicit use of quadrature on faces for energy stability, and requires the evaluation of solutions at quadrature points on triangular and quadrilateral faces. This procedure introduces additional computational work with $O(N^5)$ complexity compared to quadrature-free nodal DG methods.

The method presented addresses each of these issues for vertically mapped wedges, resulting in a quadrature-free nodal DG method which is both high order accurate method and robust to vertical mesh perturbation. Discrete timestep restrictions were determined using geometric factors and constants in trace and Markov inequalities [8]. Experiments were performed on an Nvidia GTX 980 GPU with a cross-platform implementation leveraging the OCCA framework [30].

6.1. Convergence tests

A significant advantage of high order approximations is that, compared to a low order approximation, far fewer degrees of freedom are required to approximate a sufficiently regular function to a given tolerance. This is reflected in the convergence rates for high order methods: for a degree $N$ order polynomial approximation, the $L^2$ error converges with rate $O(h^{N+1})$, where $h$ is the mesh size. DG methods with upwind numerical fluxes converge at this optimal rate on a large class of meshes [31], though in general one can expect only a $O(h^{N+1/2})$ rate of convergence [32].

It is also possible to diminish the convergence rate of DG methods through underintegration. For example, mass-lumped DG-SEM methods are observed to converge in the $L^2$ norm at rate $O(h^{N+1/2})$ [33, 8]. This
is observed to improve to $O(h^{N+1})$ if exact quadrature rules are used, at the cost of introducing an extra interpolation step to compute solution values on faces.

In contrast, the reduced storage DG method in this work avoids both underintegration and extra interpolation steps. Figure 8 shows the convergence of the $L^2$ error for an exact pressure solution

$$p(x, y, z, t) = \cos\left(\frac{\pi x}{2}\right) \cos\left(\frac{\pi y}{2}\right) \cos\left(\frac{\pi z}{2}\right) \cos\left(\frac{\sqrt{3} \pi t}{2}\right)$$

under mesh refinement, and optimal rates of convergence (Table 1) are observed.

To verify the robustness of our method with respect to unstructured mesh refinement, we examine convergence also on a sequence of vertically mapped perturbed wedge meshes. Each wedge mesh is generated by extruding an unstructured surface triangulation vertically into several layers, then perturbing the vertical coordinates of each wedge randomly (as shown in Figure 7). Optimal rates of convergence of $L^2$ error are observed (Figure 8 and Table 1) for both structured and unstructured mesh refinement.

We also compare the $L^2$ error of our limited storage implementation of standard DG to that of LSC-DG on each set of meshes in Figure 8. On affine meshes, LSC-DG reduces to a standard DG method, and we observe optimal convergence for both methods. The error for LSC-DG is slightly less than that for DG at lower orders, due to the fact that the initial condition is computed as an $L^2$ projection instead of through Lagrange interpolation (though by $N = 3$, this difference is negligible). For perturbed meshes, $L^2$ errors for LSC-DG begin to stall at small mesh sizes $h$, due to the fact that under perturbed mesh refinement, elements are not asymptotically affine.

To emphasize that the convergence of LSC-DG can stagnate under specific types of mesh refinement, we consider a sequence of vertically mapped wedge meshes based on the quadrilateral meshes used in [34, 9]. Each mesh in this sequence is constructed through a self-similar refinement pattern. Figure 9 shows an example of one such mesh, as well as the $L^2$ errors of DG and LSC-DG on such meshes. While $L^2$ errors for DG are similar to those observed under structured mesh refinement, errors for LSC-DG stagnate under mesh refinement.

### 6.2. Computational implementation

Time-domain DG solvers using explicit time stepping typically advance the solution in time in two stages - a step which computes the evaluation of the right hand side, and one which computes the solution at the
Figure 8: Convergence of the $L^2$ error for LSC-DG and DG under structured and unstructured wedge mesh refinement.

Figure 9: $L^2$ errors under mesh refinement for Arnold-type perturbed meshes.

| Mesh Type   | $N = 1$ | $N = 2$ | $N = 3$ |
|-------------|---------|---------|---------|
| Structured  | 2.01    | 3.15    | 3.97    |
| Unstructured| 1.72    | 2.9     | 4.42    |
| Arnold-type | 1.9     | 3.13    | 3.99    |

Table 1: Observed rates of convergence of $L^2$ error for DG under various types of mesh refinement.
next timestep using a time integrator. Following Klöckner et al. [4], we implement the above steps on a GPU by dividing this work into three distinct kernels for each type of element (wedge, tetrahedron):

- A volume kernel, which applies differentiation matrices to compute contributions to the right hand side resulting from volumetric integrals in the variational formulation.

- A surface kernel, which computes both numerical fluxes and applies the lift matrix to compute contributions to the right hand side resulting from surface integrals in the variational formulation.

- An update kernel, which updates the solution in time.

For the update kernel, we use a 3rd order multi-rate Adams Bashforth time integrator in this work [35], though any standard explicit time marching scheme may be used. The implementation of wedge update kernels and tetrahedral volume, surface, and update kernels follows [6]. Since the computational cost of the update kernel is minimal for quadrature-free nodal DG methods, we do not analyze its computational performance in this work. Instead, we focus on the implementation of volume and surface kernels for the vertically mapped wedge elements.

Finally, achieving good computational performance on GPUs typically requires tuning computational parameters to ensure work is distributed as evenly as possible among available GPU resources. The work is divided such that a thread block processes computation for one or more elements. We assign computational parameters \( K_V \), \( K_S \), and \( K_U \), which we refer to respectively as the number of elements processed by the volume, surface, and update kernels in each thread block. These parameters can be tuned such that the number of total threads processed is made close to a multiple of 32, the number of threads which run concurrently within one thread block. For all following computational results, \( K_V \), \( K_S \), and \( K_U \) have been optimized to minimize runtime.

### 6.3. GPU implementation

In this section, we discuss parallelization strategies used in the implementation of volume and surface kernels on GPUs. For the volume surface kernel, we parallelize over nodes in a triangular slice of the wedge, marching through slices of the wedge in serial. This strategy takes advantage of the triangle-line tensor product structure of local matrices by decomposing computation into multiplication by one-dimensional and triangular matrices. One-dimensional matrices are applied for each thread (corresponding to a node in a given triangular slice) by loading entries of the matrix from memory and computing the matrix product with data from the line of nodes in the extruded direction. Since one-dimensional matrices are small, they are loaded into shared memory and reused for each triangular slice. Triangular matrices are then applied by loading matrix entries from global memory once and reusing them for each slice of the wedge. Algorithm 1 describes the implementation of the volume kernel in more detail.

For the surface kernels, each thread in a thread block is assigned to compute the right hand side contribution for a single node in the wedge. Since the lift matrices are Kronecker products of \( L_{\text{tri},k} \) and one-dimensional matrices or vectors, the computation is again broken up into an application of \( L_{\text{tri},k} \) and computations with one-dimensional matrices. First, numerical fluxes are computed and premultiplied by the triangular lift \( L_{\text{tri},k} \), which is loaded from global memory. These results are saved to shared memory, and used to compute the second half of the Kronecker product \( L_{\text{tri},k} \otimes \left( \hat{M}^{\text{ID}} \right)^{-1} e \), which corresponds to scaling of the numerical fluxes (after premultiplication by the triangular lift matrix) by the \( j \)th entry of the vector \( \left( \hat{M}^{\text{ID}} \right)^{-1} e \) where \( j \) corresponds to the index of the current triangular slice of the wedge. The lift matrices for quadrilateral faces of the wedge are then directly applied to (non-premultiplied) numerical fluxes to complete the surface kernel. This procedure is outlined in Algorithm 2.

Since the loop sizes over which the surface kernel is parallelized vary between the number of total face nodes, the number of triangular nodes, and the number of nodes in the wedge, we take the number of threads to be the maximum of all these values. Consequentially, some threads remain idle at each iteration. However, experiments with parallelization over a smaller number of threads to reduce the number of idle threads (for example, over the number of face nodes in a triangular or quadrilateral face) resulted in slower overall runtimes.
Algorithm 1 Wedge volume kernel

1: \texttt{parfor} each element $D_k$ do
2: \hspace{1em} \texttt{parfor} triangular nodes $i = 1, \ldots, \frac{(N+1)(N+2)}{2}$ do
3: \hspace{2em} for one dimensional nodes $j = 1, \ldots, N+1$ do
4: \hspace{3em} Load geometric factors and solution variables from global memory into shared memory.
5: \hspace{3em} Load one-dimensional matrix $D_{1D}^i$ to shared memory.
6: \hspace{2em} end for
7: \hspace{1em} end for
8: Memory fence (synchronize threads).
9: \texttt{parfor} each element $D_k$ do
10: \hspace{1em} \texttt{parfor} triangular nodes $i = 1, \ldots, \frac{(N+1)(N+2)}{2}$ do
11: \hspace{2em} Apply one-dimensional matrix $D_{1D}^i$ to the line of nodes extruded from node $i$.
12: \hspace{2em} Store result to shared memory.
13: \hspace{1em} end for
14: \hspace{1em} end for
15: Memory fence (synchronize threads).
16: \texttt{parfor} each element $D_k$ do
17: \hspace{1em} \texttt{parfor} triangular nodes $i = 1, \ldots, \frac{(N+1)(N+2)}{2}$ do
18: \hspace{2em} Load triangular matrices $L_{\text{tri},k}, D_{\text{tri}}^i, D_{\text{tri}}^j$ from global memory.
19: \hspace{2em} for one dimensional nodes $j = 1, \ldots, N+1$ do
20: \hspace{3em} Apply triangular matrices to the $j$th triangular slice.
21: \hspace{3em} Accumulate results into thread-local memory.
22: \hspace{2em} end for
23: \hspace{2em} Load results from thread-local memory.
24: \hspace{2em} Assemble right hand side contributions and write to global memory.
25: \hspace{1em} end for
26: \hspace{1em} end for

6.4. Computational evaluation and performance

In this section, we present results and timings which quantify the efficiency of a GPU-accelerated implementation of a nodal discontinuous Galerkin solver for vertically mapped wedge meshes. All computational results are reported for single precision. For the simulation of wave propagation in seismic applications, single precision is sufficient for both accuracy and numerical stability. For more complex nonlinear physics, some settings with highly disparate length scales benefit more from double precision. The use of double precision tends to result in slightly less than half the performance of GPU kernels in single precision, though the precise performance difference depends on the architecture of the specific GPU.

The computational complexity of both the volume and surface kernel for a given wedge element is $O(N^4)$. For the volume kernel, the cost is dominated by the application of the differentiation matrices. Since each differentiation matrix is a Kronecker product of a $(N+1)(N+2)$ triangular matrix and a one-dimensional $(N+1) \times (N+1)$ matrix, the cost is dominated by the $O(N^4)$ cost of applying triangular matrices. Similarly, for the surface kernel, the cost is dominated by the application of the lift matrices for each triangular face. These matrices are again representable as Kronecker products of triangular and one-dimensional matrices, implying that the asymptotic cost of the surface kernel is also $O(N^4)$.

For both the volume and surface kernels, computational performance comparable to standard volume and surface kernels for nodal discontinuous Galerkin methods on tetrahedra is observed [4, 36], though the achieved GFLOPS are slightly lower. In contrast, the observed bandwidth of the wedge volume and surface kernels is higher than that observed for nodal DG methods on tetrahedra by a factor of two for the volume kernel and a factor of slightly less than three for the surface kernel at $N = 5$.

Finally, comparing wall-clock runtimes of both wedge and tetrahedral kernels in Figure [11] we find that
Algorithm 2 Wedge surface kernel

1: \textbf{parfor} each element $D^k$ do
2: \hspace{1em} \textbf{parfor} nodes $i = 1, \ldots, \text{total number of face nodes}$ do
3: \hspace{2em} Load geometric factors from global memory into shared memory.
4: \hspace{2em} Load quadrilateral face lift matrices into shared memory.
5: \hspace{1em} \textbf{end parfor}
6: \hspace{1em} \textbf{end parfor}
7: Memory fence (synchronize threads).
8: \textbf{parfor} each element $D^k$ do
9: \hspace{1em} \textbf{parfor} nodes $i = 1, \ldots, \text{total number of face nodes}$ do
10: \hspace{2em} Load solution traces and compute numerical fluxes.
11: \hspace{1em} \textbf{end parfor}
12: \hspace{1em} \textbf{end parfor}
13: Memory fence (synchronize threads).
14: \textbf{parfor} each element $D^k$ do
15: \hspace{1em} \textbf{parfor} triangular nodes $i = 1, \ldots, \frac{(N+1)(N+2)}{2}$ do
16: \hspace{2em} Premultiply numerical fluxes on triangular faces by $J^k_{fL}^{\text{tri},k}$.
17: \hspace{2em} Store result to shared memory.
18: \hspace{1em} \textbf{end parfor}
19: \hspace{1em} \textbf{end parfor}
20: Memory fence (synchronize threads).
21: \textbf{parfor} each element $D^k$ do
22: \hspace{1em} \textbf{parfor} wedge nodes $i = 1, \ldots, N_p$ do
23: \hspace{2em} Let $j$ to be the index of the triangular slice node $i$ lies in.
24: \hspace{2em} Load premultiplied numerical fluxes on triangular faces, scale by $j$th entry of vector $(\hat{M}^{1D})^{-1} \mathbf{e}$.
25: \hspace{2em} Apply lift matrices to numerical fluxes on quadrilateral faces.
26: \hspace{2em} Assemble right hand side contributions and write to global memory.
27: \hspace{1em} \textbf{end parfor}
28: \hspace{1em} \textbf{end parfor}

Figure 10: Computational performance of wedge kernels.
the per-element runtime of the wedge kernels is always greater than or equal to that of the tetrahedral kernels. However, this can be misleading, as the number of degrees of freedom for a high order wedge is greater than that of a high order tetrahedral. This is also reflected in the fact that a given volume can typically be triangulated with fewer wedges than tetrahedra; for example, a cube may be split into two well-conditioned prisms or five well-conditioned tetrahedra.

Normalizing by the number of degrees of freedom in Figure 12 shows that the per-dof runtime of the wedge volume kernel is lower than the per-dof runtime of the tetrahedral volume kernel for $N > 1$. For the surface kernel, the per-dof runtime is less for all orders except $N = 3$, for which tetrahedral kernels have been observed to perform better due to the number of degrees of freedom being close to a multiple of the number of concurrently executable threads in a workgroup [4].

We observe that the wedge volume kernel becomes more and more efficient relative to the tetrahedral volume kernel as $N$ increases; this is due to the fact that the asymptotic complexity volume kernel is $O(N^4)$ for the wedge, as opposed to $O(N^6)$ for tetrahedra. We do not expect the same speedup as $N$ increases for the surface kernel, since both the wedge and tetrahedral surface kernels have the same asymptotic cost of $O(N^4)$.

We conclude by presenting a computational simulation of wave propagation through the bi-unit cube $[-1,1]^3$ with a wavespeed which is discontinuous across a complex interface. The domain is triangulated using a hybrid mesh consisting of vertically mapped wedges and unstructured tetrahedra, and the initial condition is set to be a Gaussian pulse located at the origin $(0,0,0)$. Figure 13 shows the pressure at time $t = .75$ computed using a DG method with order $N = 4$.

7. Conclusions and future work

Existing options for efficient low-storage discontinuous Galerkin methods on meshes with general mapped wedges are currently limited to Low-storage Curvilinear DG methods. Since LSC-DG methods are typically more expensive and less robust to mesh perturbations than quadrature-free nodal DG methods, we have developed in this work a limited-storage nodal DG method for vertically mapped wedges to address these issues. This method is also energy stable, in contrast to the mass-lumped methods typically employed for high order finite element methods on wedges. Additional interpolation to quadrature points is also avoided, despite the fact that exact quadrature is used. Finally, the method is shown to be computationally efficient,
Figure 12: Ratio of per-dof runtimes of wedge kernels relative to per-dof runtimes of tetrahedral kernels (lower is better).

Figure 13: Numerical solution of the wave equation for a hybrid wedge-tet mesh ($N = 4$) with discontinuous wavespeed across a wavy interface.
with kernels attaining good computational performance and bandwidth at high orders of approximation, while reducing the per-dof runtime relative to tetrahedral kernels.

It is possible to achieve further speedup by taking advantage of the fact that the wedge meshes used in this work are structured in the vertical direction. This can be exploited to increase data locality by utilizing a layer-by-layer marching algorithm and reusing data from the previous layer [37, 38].
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