1. Introduction

The quality and detail of information extracted from satellite imagery are largely determined by the provided spatial resolution (Kwan, 2018). The spatial resolution enhancement under preserving other imaging specifications requires an increase in the number of photodetectors of sensing array, which leads to design complication and cost rise. In addition, the maximum number of photodetectors in the sensing array is strongly limited by the current level of microminiaturization in semiconductor manufacturing (Young, Driggers & Jacobs, 2008). Subpixel image processing can mitigate such limitations. Subpixel processing involves (quasi)simultaneously acquired images of the same scene, which are shifted from one relative to the other into a fractional part of the pixel's geometric size, with the follow-up restoring the image values in all discrete pixel's parts (subpixels) (Fetisov, Kolesenkov, Babaev & Fetisova, 2019).

A number of previous studies of the CASRE NAS of Ukraine have already been devoted to approaches and algorithms development for spatial resolution subpixel enhancement of the satellite images. The exact value of the mutual subpixel shift is a necessary input element of the algorithm for spatial resolution subpixel enhancement of the satellite images, also sometimes referred to as superresolution (Vandewalle, Süssstrunk & Vetterli, 2003). A sufficiently complete overview of the known methods for the digital imagery superresolution is given in the (Boreman & Stevenson, 1998) and (Milanfar, 2010) papers. Further, it is assumed that the mutual subpixel shift of two frame images displaced from each other by arbitrary pixel fractions, both horizontally and vertically, will be estimated (Popov, Stankevich & Shklyar, 2015; Stankevich, Shklyar & Lubskyi, 2013; Stankevich, Shklyar & Tyagur, 2013).

2. General framework for subpixel shift estimation between satellite images

Subpixel shift is estimated over two satellite images of equal size of the same scene, matched with each other with pixel precision. Since actual satellite images of the same scene have a less accurate co-registration, they must be prepared for processing. The sequence of this preparation and processing is described by the Fig. 1 flowchart.

Input satellite images (Image No 1 and Image No 2) are coregistered with pixel precision first. To do this, either the existing georeferencing data (Zhu et al., 2008) or the control points system that establishes a bijective alignment between two images (Dawn, Saxena & Sharma, 2010) can be used. Next, the matched images are cropped (Crop Overlapping), ensuring that only the joint part (the overlap) of two images is saved (Hong & Woo, 2014). After this, the preparation is completed and the subpixel shift determination (Subpixel Shift Calculation) can be executed. At the end of process, the results of the calculations are displayed (Result Output) to the user.

3. Input image requirements

Certain requirements must be placed on the input satellite images to ensure the accuracy of subpixel shift estimation. Primarily, there should be a unique approximation of the subpixel shift joint for the whole input images with some permissible accuracy. This condition imposes rather strong restrictions on the geometry of input images. Firstly, the consistency of scale over the field of image, and accordingly —
the absence of oblique distortions. Secondly, the prohibition of angular misalignment of input images. Thirdly, the nonoccurrence of a constant-integer shift of input images. Fourthly, minimizing the higher-order non-linear distortions over the image field, such as optical disturbances, errors of imaging rasterization, etc. (Voronin, 2017).

The second important requirement is the stationarity of input images. There should be no significant changes between the images of the same scene during acquisition, for example, the presence of moving objects within the scene. In particular, the cloudiness in the image can make a significant distortion in the results of the shift estimation, so it is not recommended to use images with a large area of cloud cover. It is also not recommended to use pairs of input images obtained with a long time interval, during which significant changes in the scene could occur, such as inter-seasonal images (d’Angelo, 2013).

The third requirement is the use of images obtained in close (ideally — in the same) spectral bands. Significant radiometric differences between visible and near-infrared bands, and even more so — with mid-infrared, thermal infrared, microwave and radar ones, can lead to miscalculations or large errors in subpixel shift estimation (Ferraris, Dobigeon, Wei & Chabert, 2018).

Since most of the essential calculations are done in the frequency domain and, in fact, based on inherently stochastical data, it is desirable to quantify the input images as the floating-point values. In addition, the unavoidable re-interpolation of images in the geometric transformations for co-registering (Moigne, Netanyahu & Eastman, 2011) also forces the use of real value pixels to improve the radiometric and, accordingly, the statistical accuracy of the calculations performed. Therefore, it is recommended to convert the radiometric values of the input images into a floating-point format before processing. It is self-evident that all internal calculations must also be executed in double-precision floating-point value.

To ensure the most important requirement – the constancy of subpixel shift value over the field of input images, the most advanced or sophisticated co-registering techniques based on affine or even nonlinear spatial transforms may be necessary (Stankevich, 1994; Butyrin, 2015).

4. Algorithm for determining the mutual integer pixels shift between two images

A mutual integer pixels shift is needed to crop properly the overlap area of input images. To determine this shift, the mutual correlation function is calculated using the fast Fourier transform (FFT) and the sliding sum algorithm. It is noteworthy that the proposed algorithm is also suitable for images of different sizes (Reddy & Chatterji, 1996).

For simplicity, the one-dimensional case of mutual correlation of two discrete datasets of different lengths is considered. If a longer set \( \{a\} \) consists of \( n \) samples, and a short one \( \{b\} \) consists of \( m \) samples, \( m < n \), then for the \( k \) samples shift the rk correlation value will be:

\[
\rho_k = \frac{\sum_{i=1}^{n-k} (x_i - \bar{x})(y_{i+k} - \bar{y})}{\sqrt{\sum_{i=1}^{n-k} (x_i - \bar{x})^2 \sum_{i=1}^{n-k} (y_{i+k} - \bar{y})^2}}
\]  

(1)

where \( \bar{x} \) is a short set mean, and \( \bar{y} \) is a long set mean for \( m \) samples. The numerator in (1) is the covariance \( c_k \). Since the correlation value does not depend on means, the covariance can be written as:

\[
c_k = \sum_{i=1}^{n-k} x_i \cdot y_{i+k} - \sum_{i=1}^{n-k} x_i \cdot \sum_{i=1}^{n-k} y_{i+k}
\]  

(2)

In equation (2) the sum of the short set in the subtracted product term can be calculated in advance; the moving total algorithm can be used to calculate quickly the partial sum of a long set. It is obvious if the length of the short set is increased up to the length of the long one, assigning zeros to additional samples, then the equation (2) expression will not change, just the superior limit of the sum will be not \( m \), but \( n \). To calculate the \( \sum x_i \cdot y_{i+k} \) value in equation (2), the FFT can be used.

The denominator in equation (1) is the root of the product of the variances. As with the case of covariance calculation, a short set variance can be calculated in advance, and for the long set variance bounded by the short set’s window, the moving total algorithm will be applied for quick calculating.

The described method for quick calculating of correlations between different lengths datasets, one of which is much smaller than the other, is also applicable for a two-dimensional case – for the mutual shift of the two images determining.

5. Correlation-based algorithm for determining the subpixel shift between two images

In determining the mutual subpixel shift between two images of the same scene, the second image is considered as a parallel transfer from the first one. The task is to determine the vector of this parallel transfer.

The general algorithm for determining the subpixel shift between images is based on the following assumptions:

1) The true shift value corresponds to the maximum correlation between the input images;
2) Processing is performed in the frequency domain to reduce the computational burden;
3) Suppression of the high-frequency component is used to interpolate a discrete image.

The input data are two \( Y \) and \( Y_1 \) images of \( m \times n \) dimension at \((x, y)\) points, \( x = 0, 1, \ldots, m-1, y = 0, 1, \ldots, n-1 \). The pixel size is selected as a linear unit.

Discrete Fourier transform (DFT) is computed by the following equation:

\[
Y(\theta, \phi) = \sum_{x=0}^{m-1} \sum_{y=0}^{n-1} Y(x, y) e^{-j(2\pi x \theta + 2\pi y \phi)}
\]
where \( k = 1 \) or \( k = 2 \) under \( \theta = \ldots, -\frac{2}{m}, -\frac{1}{m}, 0, \frac{1}{m}, \frac{2}{m}, \ldots \) and \( \vartheta = \ldots, -\frac{2}{n}, -\frac{1}{n}, 0, \frac{1}{n}, \frac{2}{n}, \ldots \). \( \hat{F}(\theta, \vartheta) \) values will be considered for \( |\vartheta| < \frac{1}{2} \) only.

The influence of the low-frequency image component is reduced by multiplying the Fourier transform result by the \( \omega (\theta) \) function:

\[
\hat{F}(\theta, \vartheta) = \hat{Y}(\theta, \vartheta) \omega (\theta) \omega (\vartheta)
\]

where \( \omega (\theta) = 1 \) under \(-\frac{1}{3} \leq \theta \leq \frac{1}{3} \); \( \omega (\theta) = 2 - 4|\theta| \) under \(-\frac{1}{4} \leq |\theta| \leq \frac{1}{4} \); \( \omega (\theta) = 0 \) under \( |\theta| \geq \frac{1}{2} \).

The corresponding transform in spatial domain is the image interpolation by convolution with the function:

\[
\text{const} \left( \cos \frac{\pi x}{2} - \cos \frac{\pi y}{2} \right) \left( \cos \frac{\pi y}{2} - \cos \frac{\pi y}{2} \right) \text{ function. In fact, this transformation is not an exact interpolation because it changes the function values at the points where the function is defined. In order to ensure that the function defined values do not change, it is recommended to take } \omega (\theta) = 1 \text{ under } -\frac{1}{3} \leq \theta \leq \frac{1}{3} \; ; \omega (\theta) = 2 - 4|\theta| \text{ under } -\frac{1}{4} \leq |\theta| \leq \frac{1}{4} \; ; \omega (\theta) = 0 \text{ under } |\theta| \geq \frac{1}{2} \).

As a result of the parallel transfer of the \( Y(x, y) \) image onto \( (\Delta x, \Delta y) \), that is \( \hat{Y}(x, y) = Y(x + \Delta x, y + \Delta y) \), its Fourier transform changes as follows:

\[
\hat{Y}(\theta, \vartheta) = \hat{Y}(\theta, \vartheta) e^{2\pi i m k \theta n l \vartheta}
\]

while the pixels that are on the image edge are ignored. In fact, Fourier transform, defined by equation (3), corresponds to a convolved image shift: the image part that is at the edge is transferred to the opposite edge.

To calculate the correlation between the images, the Parseval equation is used: if \( \hat{Y}(\theta, \vartheta) \) is the Fourier transform of the \( Y(x, y) \) function defined for \( 0 \leq x \leq m, 0 \leq y \leq n \), that is

\[
\hat{F}_{\theta} = \frac{1}{m \cdot n} \sum_{x} \sum_{y} \hat{Y}(x, y) e^{2\pi i m k \theta n l \vartheta}
\]

The Fourier transform of the second image shifted by after suppressing the high-frequency component will be

\[
\hat{F}_{\theta}^{(k \Delta x, \vartheta)} = \hat{F}_{\theta} e^{2\pi i m k \theta n l \vartheta}
\]

The objective function is defined as

\[
Q(\Delta x, \Delta y) = \sum_{\theta} \sum_{\vartheta} \hat{F}(\theta, \vartheta) \hat{Y}_{\theta}^{(k \Delta x, \vartheta)}(\theta, \vartheta) =
\]

In case when an image shift of more than one pixel, the overall shift is decomposed as \( \Delta x = \Delta x_0 + \Delta x \) and \( \Delta y = \Delta y_0 + \Delta y \), where \( (\Delta x_0, \Delta y_0) \) is the integer pixels shift. Then

\[
Q(\Delta x, \Delta y) = \sum_{l=0}^{n-1} \sum_{k=0}^{m-1} \hat{F}_{k \Delta x + l} \hat{F}_{l \Delta y + \vartheta} \exp \left[ 2\pi i \left( \frac{k \theta}{m} \right) \right]
\]

and for fixed \( \Delta x_0 \) and \( \Delta y_0 \) the function \( Q(\Delta x_0 + \Delta x, \Delta y_0 + \Delta y) \) values are obtained by the inverse discrete Fourier transform of the function:

\[
\hat{F}(\theta, \vartheta) = \hat{F}_{k \Delta x + l} \exp \left[ 2\pi i \left( \frac{k \theta}{m} \right) \right]
\]

array, where \( k = 0, 1, \ldots, \left\lfloor \frac{m-1}{2} \right\rfloor \), \( l = 0, 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor \), \( \exp \) and the necessary auxiliary arrays are filled;

The complete algorithm includes the following steps:

1) Preparing for the \( Q(\Delta x, \Delta y) \) function calculation. In this case, the \( F_k(\theta, \vartheta) \) is calculated under \( \theta = \frac{k}{m} \), \( \vartheta = \frac{l}{n} \), \( 0 \leq k \leq m, 0 \leq l \leq n \), \( k = 0, 1, \ldots, \left\lfloor \frac{m-1}{2} \right\rfloor \), \( l = 0, 1, \ldots, \left\lfloor \frac{n-1}{2} \right\rfloor \), \( \exp \) and the necessary auxiliary arrays are filled;

2) Finding the \( Q(\Delta x, \Delta y) \) maximum by \( \Delta x = 0, \pm \frac{1}{2}, \ldots, \pm \frac{m}{2} \) and \( \Delta y = 0, \pm \frac{1}{2}, \ldots, \pm \frac{n}{2} \) enumerating, and for each \( (\Delta x_0, \Delta y_0) \) pair the \( Q(\Delta x_0 + \Delta x, \Delta y_0 + \Delta y) \) is calculated simultaneously for all \( \Delta x = 0, \pm \frac{1}{2}, \ldots, \pm \frac{m}{2} \), \( \Delta y_0 = 0, \pm \frac{1}{2}, \ldots, \pm \frac{n}{2} \); if any coordinate shift exceeds the pixel size, then the image must be cropped and step 1) must be repeated;

3) Numerical maximization of the \( Q(\Delta x, \Delta y) \) function: the point is selected as the starting point, where all values of the \( (\Delta x_0, \Delta x, \Delta y_0, \Delta y) \) variables are such that with them the maximum is reached in step 2.

6. Software for estimation of mutual subpixel shift between satellite images

The software for automatic estimation of mutual subpixel shift between a pair of digital satellite images was developed. This software operates on a personal graphic workstation running by the 64-bit Microsoft Windows operating system and has a graphical user interface (GUI), which is shown in Fig. 2.

The software includes the following functional subsystems: input/output, computing, and control (Aydin, 2015). The developed software processes the satellite image fragments of the same pixel size, subpixel-shifted relative to each other. Processed images should be in the TIFF/GeoTIFF file format – single-band uncompressed 8, 16 or 32 bits per pixel.
The developed software is quite productive and is capable of processing actual satellite images of 10–20 megapixels size and more.

7. Developed software test results

Testing and accuracy assessment of the developed software were carried out experimentally. The 30 pairs of test satellite images were generated for the experiment. All of them were artificially subpixel-shifted the second relative to the first one. Reduced fragments of some used test images are shown in the Fig. 3.

Processing time depends on the input image size and is equal up to a few seconds. Table 1 contains the values of set-pointed and estimated by the developed software subpixel shifts between pairs of test satellite images.

The mean absolute error in the subpixel shift estimating for all test satellite images was 0.037. The processing time for a pair of images each 4000 × 5000 pixels size on a dual-core workstation does not exceed 4 minutes.

8. Conclusions

Algorithms and software for automatic estimation of mutual subpixel shift between satellite images are developed. The software implements a correlation estimating of the subpixel shift between two images within the frequency domain.

The developed software provides a quite acceptable accuracy in determining the subpixel shift value: the mean absolute error of 0.037 pixel is demonstrated. Also, this software has sufficient performance.

It is worth focusing the future research on optimizing the developed algorithms to reduce computational burden under the achieved accuracy preservation. In the long run, the described software is planned to be integrated into a complete software system for superresolution of input satellite image sets.

Table 1

| Satellite image   | Image size, pixels | Set-point subpixel shift | Estimated subpixel shift |
|-------------------|--------------------|--------------------------|--------------------------|
| GF2-L1A-Pan-20160411 | 2999×1999 | 0.55 | 0.56 |
| GF4-L1A-PMS-20160726 | 1999×999 | 0.35 | 0.34 |
| VBZ1-B1-20170910 | 3286×1662 | 0.6 | 0.63 |
| VBZ1-B3-20170720 | 3386×780 | 0.4 | 0.35 |
| S2A-B8-20160617 | 3999×2999 | 0.3 | 0.28 |
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рассчита взаимного субпиксельного сдвига. Автоматический расчёт взаимного субпиксельного сдвига между двумя цифровыми спутниковыми изображениями выполняется корреляционным методом. Отдельно рассмотрены алгоритмы определения целопиксельного взаимного смещения двух изображений при помощи взаимной корреляции, вычисляемой посредством быстрого преобразования Фурье (БПФ) и способом скользящей суммы, и алгоритм определения субпиксельного смещения двух изображений с использованием расчёта корреляции в Фурье-области.

Программная реализация указанных алгоритмов была выполнена на алгоритмическом языке C с использованием открытых программных компонентов и библиотек. Разработанное программное обеспечение функционирует на персональной графической рабочей станции под управлением 64-битной операционной системы Microsoft Windows и имеет графический интерфейс пользователя (GUI). Предложенная программная реализация была опробована на статистически репрезентативном количестве реальных спутниковых изображений и продемонстрировала вполне приемлемую точность (лучше 0,1 пикселя) определения значений их субпиксельных сдвигов.

Ключевые слова: спутниковые изображения, субпиксельный сдвиг, программная реализация
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