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Abstract

Having a rich multimodal inner language is an important component of human intelligence that enables several necessary core cognitive functions such as multimodal prediction, translation, and generation. Building upon the Conscious Turing Machine (CTM), a machine model for consciousness proposed by Blum and Blum [13], we describe the desiderata of a multimodal language called BRAINISH, comprising words, images, audio, and sensations combined in representations that the CTM’s processors use to communicate with each other. We define the syntax and semantics of BRAINISH before operationalizing this language through the lens of multimodal artificial intelligence, a vibrant research area studying the computational tools necessary for processing and relating information from heterogeneous signals. Our general framework for learning BRAINISH involves designing (1) unimodal encoders to segment and represent unimodal data, (2) a coordinated representation space that relates and composes unimodal features to derive holistic meaning across multimodal inputs, and (3) decoders to map multimodal representations into predictions (for fusion) or raw data (for translation or generation). Through discussing how BRAINISH is crucial for communication and coordination in order to achieve consciousness in the CTM, and by implementing a simple version of BRAINISH and evaluating its capability of demonstrating intelligence on multimodal prediction and retrieval tasks on several real-world image, text, and audio datasets, we argue that such an inner language will be important for advances in machine models of intelligence and consciousness.

1 Introduction

Our perception of the natural world surrounding us involves multiple sensory modalities: we see objects, hear audio signals, feel textures, smell fragrances, and taste flavors. A modality refers to a way in which a signal exists or is experienced. Multiple modalities then refer to a combination of multiple signals each expressed in heterogeneous manners [8]. The ability to seamlessly integrate and translate between different modalities is a hallmark of human intelligence that enables core cognitive functions such as multimodal prediction, translation, and generation [54, 84, 90, 91, 99, 126, 127]:

1. **Multimodal fusion**: encoding modalities both in individuality (e.g., reading a book) as well as in context with other modalities (e.g., listening to movie dialog while watching acted facial expressions).
2. **Multimodal translation**: converting a unit from one modality to semantically corresponding units in another modality. For example, seeing an image and describing its contents in text.
3. **Multimodal generation**: parallel generation of realistic data from multiple modalities. For example, dreaming constitutes synchronized imaginations of speech, sight, touch, smell, and other modalities.

The ability to perform multimodal processing requires the development of a multimodal language comprising words, images, and sensations combined in representations that are understood by the brain [13, 54, 71, 90, 91] and decodable to human-perceptible data forms [17, 82, 102]. In this paper, we describe the desiderata of such a multimodal language called BRAINISH in accomplishing similar functionality in AI. We develop the underlying key principles of this multimodal language by defining its syntax (grammar) and semantics (meaning). Starting from a local level (e.g.,
individual words, image regions, audio segments) multimodal semantics study the relationships across data units with common meaning expressed across multiple modalities. Multimodal syntax then defines the compositional structure that jointly builds up shared multimodal units to derive holistic meaning at a global level (e.g., an entire video). Together, a multimodal language comprising syntax and semantics enables us to effectively (1) fuse modalities by discovering complementary information unique to each signal, (2) translate between modalities by taking advantage of common meaning across signals, and (3) generate new multimodal data starting with co-occurring local units and composing them to form global data of rich content.

We next describe how to operationalize our formalism of BRAINISH through the lens of multimodal machine learning. Multimodal machine learning has emerged as a vibrant research area studying the computational tools necessary for processing and relating information from heterogeneous signals. Building upon recent work, our general framework for capturing unimodal and multimodal syntax and semantics in BRAINISH involves designing (1) suitable unimodal encoders to segment and represent unimodal data, (2) a coordinated representation space that relates and composes unimodal features to derive holistic meaning across entire multimodal inputs, and (3) decoders to map multimodal representations into either a prediction (for fusion) or raw data (for translation or generation).

We evaluate this proposed framework in 2 ways: first conceptually by discussing how the BRAINISH multimodal language is crucial for communication and coordination in the Conscious Turing Machine (CTM), a machine model for consciousness as proposed by Blum and Blum [13], and then by implementing a simple version of BRAINISH and evaluating its capability of demonstrating intelligence on a suite of multimodal prediction and retrieval tasks on real-world image [56], text [86], and audio [105] datasets. We conclude by arguing that a multimodal language is central to the study of intelligence and consciousness in human and artificial intelligence.

For neuroscientists, we hope that this paper can introduce several challenges and opportunities from the perspective of multimodal machine learning which can inspire computational models of AI based on human intelligence [13, 21, 80, 89, 122]. For computer scientists, we hope that the insights from human intelligence and consciousness can potentially inform the design of new computational datasets, algorithms, and evaluation frameworks [9, 60].

In the following section, we first provide necessary background in multimodal machine learning (Section 2) to motivate our definition of a multimodal language (Section 4). We then discuss algorithms for operationally learning this multimodal language (Section 4). Using these tools, we apply them to the CTM [13] in Section 5 and to a case study on real-world multimodal datasets in Section 6.

2 Background: Multimodal Machine Learning

We define a modality as a single particular mode in which a signal is expressed or experienced. Multiple modalities then refer to a combination of multiple heterogeneous signals [8]. Each modality can be represented as static inputs without a time dimension (such as images or a table of numerical data) or as temporal inputs which come in a sequence with a time-dimension such as language (a sequence of tokens), video (a sequence of frames/audio features/optical flow features), or time-series data. Many real-world research problems are inherently multimodal: from the early research on audio-visual speech recognition [31] to the recent explosion of interest in language, vision, and video understanding [31] for applications such as multimedia [66, 92, 94], affective computing [67, 109], robotics [52, 62], finance [44], dialogue [107], human-computer interaction [30, 97], education [88] and healthcare [34, 140]. The research field of multimodal machine learning (ML) brings unique challenges for both computational and theoretical research, and has emerged as a vibrant interdisciplinary field of immense importance and with extraordinary potential [8]. As relevant background, we review some of the core research challenges and main application areas of this research field.

2.1 Core research challenges

There are several core challenges in multimodal learning. We briefly summarize a few below and give some definitions and examples, but defer the reader to a survey paper for more details [8]. Please refer to Figure 1 for an overview of these technical challenges. In Table 1 we give examples of concrete machine learning tasks and datasets in each area. Note that these technical challenges are not mutually exclusive. Solving each real-world multimodal problem typically requires tackling more than one core challenge in conjunction.

Representation: Firstly, the challenge of multimodal representation aims to represent and summarize the multimodal data to highlight the complementarity and synchrony between modalities. The heterogeneity of multimodal data makes it particularly challenging to learn coordinated and joint representations. For example, language is often seen as symbolic while audio and visual modalities are represented as signals. Multimodal representation learning is typically exemplified by joint representations (integrating information from 2 or more modalities, effectively reducing the number of separate representations) and coordinated representations (interchanging cross-modal information with the goal of keeping
Figure 1: Core research challenges in multimodal learning: **Representation** studies how to represent and summarize the multimodal data to highlight the complementarity and synchrony between modalities. **Fusion** aims to combine information from two or more modalities to perform a prediction (e.g., classification, regression). **Alignment** aims to identify the direct relations between units from two or more different modalities. **Translation** studies the generation of semantically-aligned information in a new and different modality. **Co-learning** aims to transfer knowledge between modalities and their representations. Note that these technical challenges are not mutually exclusive - solving each real-world multimodal problem typically requires tackling more than one core challenge in conjunction.

the same number of representations but improving multimodal contextualization). Representation is a particularly overarching challenge that needs to be considered for every more specific challenge below.

**Fusion:** In multimodal fusion, the main challenge is to combine information from two or more modalities to perform a prediction (e.g., classification, regression). Classic examples for multimodal fusion include audio-visual speech recognition where visual lip motion is fused with speech signals to predict spoken words [31], or recognizing human emotion from language, spoken speech, and visual gestures.

**Alignment:** The challenge of multimodal alignment aims to identify the direct relations between units from two or more different modalities. For example, when analyzing the speech and gestures of a human subject, how can we align specific gestures with spoken words or utterances? Alignment between modalities is challenging since it may depend on long-range dependencies, involves ambiguous segmentation (e.g., words or utterances), and could be either one-to-one, many-to-many, or not exist at all. Some core tasks in multimodal alignment are cross-modal retrieval [135] and visual grounding [3].

**Translation:** Multimodal fusion and alignment can be contrasted with multimodal translation where the goal is to generate semantically-aligned information in a new and different modality [134]. For example, generating a descriptive caption of an image can help to improve the accessibility of visual content for blind people [40]. Multimodal translation brings about new difficulties involving the generation of high-dimensional structured multimodal data as well as their evaluation.

**Co-learning:** Finally, a fifth challenge, co-learning, is to transfer knowledge between modalities and their representations. Exemplified by algorithms of co-training, conceptual grounding, and zero-shot learning, how can knowledge learned from one modality (e.g., predicted labels or representation) help a computational model trained on a different modality? This challenge is particularly relevant when one of the modalities has limited resources. Some examples of co-learning involve transferring knowledge from knowledge graphs to visual classification [79], images to machine translation [125], and video to language [145].

### 2.2 Core Applications and Datasets

In this subsection, we list some major applications of multimodal machine learning in the real world.

**Affective computing** studies the perception of human affective states (emotions, sentiment, and personalities) from our natural display of multimodal signals spanning language (spoken words), visual (facial expressions, gestures), and acoustic (prosody, speech tone) [104]. Some commonly studied datasets and tasks involving fusing language, video, and audio time-series data to predict sentiment (CMU-MOSI [143] and CMU-MOSEI [146]), emotions (CMU-MOSEI [146]), humor (UR-FUNNY [42]), and sarcasm (MUSTARD [19]).

**Healthcare:** Medical decision-making often involves integrating complementary signals from several sources such as lab tests, imaging reports, and patient-doctor conversations. Multimodal models can help doctors make sense of high-dimensional data and assist them in the diagnosis process [5]. MIMIC is a large-scale dataset [46] which records ICU patient data including time-series data measured every hour and other tabular numerical data about the patient (e.g., age, gender, ethnicity) to predict mortality rate and the disease ICD-9-code.

**Robotics:** Modern robot systems are equipped with multiple sensors to aid in their decision-making. Recent work has explored methods to integrate visual (RGB and depth), force, and proprioception sensors to predict the pose of the object being pushed by the robot end-effector [62] or action-conditional learning objectives that capture forward dynamics of the different modalities (contact prediction and robot end-effector pose) [62]. These multi-sensor robots...
To motivate these multimodal tasks and challenges, we illustrate examples of state-of-the-art models tackling these

Table 1: Some representative machine learning tasks and datasets for each of the multimodal challenges of fusion, alignment, translation, and co-learning. Representation is a more overarching challenge that needs to be considered for the other more specific challenges, so it does not have specific tasks or datasets. Input modalities span a: audio, v: embodied environment, f: force sensor, g: graph, t: image, l: language, o: optical flow, p: proprioception sensor, s: set, t: time-series, ta: tabular, v: video.

| Area          | Task                                    | Dataset                  | Modalities |
|---------------|-----------------------------------------|--------------------------|------------|
| Fusion        | sarcasm prediction                      | MUSTARD [19]             | {l, v, a} → y |
|               | sentiment prediction                    | CMU-MOSI [143]           | {l, v, a} → y |
|               | humor prediction                        | UR-FUNNY [42]            | {l, v, a} → y |
|               | emotion prediction                      | CMU-POSEI [146]          | {l, v, a} → y |
|               | mortality, disease code prediction      | MIMIC [46]               | {l, ta} → y |
|               | object pose prediction                  | MuJoCo PUSH [63]         | {i, f, p} → y |
|               | contact, robot pose prediction          | VISION & TOUCH [62]      | {i, f, p} → y |
|               | movie genre classification              | MM-IMDb [7]              | {l, t} → y |
|               | digit classification                    | AV-MNIST [133]           | {i, a} → y |
|               | human action classification             | KINETICS-400 [48]        | {v, a, o} → y |
|               | video classification                    | YouTube-8M [2]           | {l, v, a} → y |
|               | image question answering                | VQA [9]                  | {l, i} → y |
|               | video question answering                | TVQA [64]                | {l, v} → y |
|               | environment question answering          | EQA [25]                 | {l, e} → y |
| Alignment     | image-caption retrieval                 | FLICKR-30K [108]         | ℓ ↔ i |
|               | audio-caption retrieval                 | AUDIOCAPS [53]           | ℓ ↔ a |
|               | audio-visual retrieval                  | YouTube-8M [2]           | a ↔ v |
| Translation   | image captioning                        | MSCOCO [70]              | i → ℓ |
|               | video captioning                        | LSMDC [115]               | v → ℓ |
|               | speech recognition                      | WSI [101]                | a → ℓ |
|               | text-to-speech                          | LIBRITTS [149]           | ℓ → a |
|               | image generation                        | CONCEPTUAL CAPTIONS [113][123] | ℓ → i |
| Co-learning   | video → text                            | CMU-MOSI → SST [145]     | {l, v, a} → ℓ |
|               | text → image                            | GLOVE → CIFAR10 [124]    | {l, i} → ℓ |
|               | knowledge graph → image                 | Visual Genome [55][79]   | {l, u} → ℓ |

have been successfully applied into haptic robots [100][121] and surgical robots [11][11]. More generally, language [76] and audio [26] have also emerged as useful signals in learning policies for reinforcement learning in both simulation and the real world.

Multimedia: A significant body of research in multimodal learning has been fueled by the large availability of multimedia data (language, image, video, and audio) on the internet. The research field of multimedia involves understanding and synthesizing different content forms into a single interactive medium. Several real-world challenges include audio-visual video classification (classifying a video into a particular genre [151] and recommending similar videos), image/video question answering (asking and answering text-based questions given a relevant image or video [29][144], image/audio/text retrieval [87][117][152] (retrieving relevant image, audio, video, or text articles given a search query in another modality).

2.3 Case Studies

To motivate these multimodal tasks and challenges, we illustrate examples of state-of-the-art models tackling these technical challenges through 3 case studies:

1. **Video-based affect recognition** aims to predict human sentiment and emotions from spoken text, prosody, and visual gestures [146]. This is primarily a fusion problem to combine multimodal signals to make a prediction. At the same time, a model also needs to learn suitable representations of each signal before fusion can be performed. These representations should be able to relate signals that represent similar meanings. For example, loud voices and laughter reinforce each other to predict stronger happiness over each individually. Local fusion of the loud voice and laugh signals can only be performed with the discovery of the underlying complementary information across the audio and image modalities.

2. **Image-based question answering** aims to correctly answer a text-based question in reference to a relevant image (e.g., asking what color is the table in reference to an image depicting a brown table). This is both a fusion and alignment problem: fusion because the goal is to integrate complementary information from the image and text question, and alignment because one has to relate words in the question (e.g., table) to a specific part of the image referencing that word.
3. Image-caption retrieval aims to retrieve a semantically relevant image given a text caption or search query \[108\]. Similarly, in image-caption generation, the goal is to generate a caption, one word at a time, describing an image. These are both primarily translation problems with the goal of learning relationships between images and text to enable translating from one modality to another. It also requires learning alignment between image and text where units from images are close together with their semantically corresponding units in the caption.

3 Towards Formalizing A Multimodal Language

In this section, we identify the underlying key principles towards formalizing a general multimodal language. We begin with a basic problem setup that defines a universe of concepts and their manifestations as multimodal data through a generative process. Using this setup, we first define the notions of unimodal syntax and semantics, before extending these definitions to capture multimodal syntax and semantics.

Setup: Suppose there are 2 modalities (e.g., image and text) and a set \( M \) of underlying atomic abstract concepts (e.g., cats, dogs, tables, chairs). Each modality is comprised of a set of atomic units - the most basic unit of real-world data in that modality which cannot (or rather, the user chooses to not) be broken down into further units. For example, when working with the text modality, a user may choose the level of words as the most basic unit, in which case the set of atomic units \( M_1 \) would be a word-level vocabulary. When working with the image modality, one might choose the level of cropped object patches as the most basic unit, which results in a ‘visual vocabulary’ \( M_2 \) (e.g., cropped images of cats, dogs, tables, and chairs).

A generative process for multimodal data: These abstract concepts are manifested as real-world data in terms of these 2 modalities. This manifestation process can be seen as stochastic functions mapping units from \( M \) to those in \( M_1 \) and \( M_2 \). Continuing with the above example, the concept \( \text{cat} \) could be mapped to the text modality as words \( \text{cat}, \text{feline}, \text{kitten} \), and so on. Similarly, it could be mapped to the image modality as different basic images of cats with varying colors, sizes, and features. While this may seem straightforward for object-based concepts, the generative process becomes more ambiguous when dealing with non-objects. For example, \( M \) could also contain abstract emotions such as happiness, which can be expressed in language via positive words, audio via loud voices and positive tones, and visual via smiles, laughs, eye movements, and many more. Typically, \( M_1 \neq M_2 \gg M \) - there are many more real-world manifestations of abstract concepts through raw data than the abstract concepts themselves. For example, there are many words describing a cat and also many possible visual scenes of a cat.

Further building on this setup, problems of significance in the real world are typically not defined directly in terms of atomic units, but rather their compositions into ordered collections. For example, instead of words and object regions, multimodal tasks involve sentences, long paragraphs, dense images, and videos \[70, 108, 146\] as an ordered sequence of atomic units. There is typically a set of rules governing this ordered composition, such as grammar in language \[22\] or visual relationships in image \[45\].

Challenges: The core research challenges of representation, fusion, alignment, translation, and co-learning are then defined on top of multimodal data and an associated task. These underlying concepts and compositions are important since they usually define the task space. For example, representation and fusion generally require recovering the underlying abstract concept (e.g., cats, dogs, tables, chairs, happiness, sadness, sarcasm) after their manifestation into atomic units and composition into real-world high-dimensional multimodal data. Alignment, translation, and co-learning require the discovery of pairings across data related by shared underlying abstract concepts to enable retrieval, generation, and information transfer. Therefore, all of these challenges require studying the relationships between data and abstract concepts (i.e., semantics), as well as the composition of atomic units into higher-order sequences (i.e., syntax). We will proceed to formalize these notions of unimodal syntax and semantics, as well as multimodal syntax and semantics in the next section. Together, they create a multimodal language necessary for modeling the generative process of multimodal data to solve associated tasks.

3.1 Unimodal Syntax and Semantics

We begin with a treatment of unimodal syntax. Commonly studied in language, syntax refers to grammar - the set of fixed composition rules that govern how words (the atomic unit) build up into a structurally valid (i.e., grammatical) sentence \[22\]. The set of composition rules resulting in a grammatical sentence can then be visualized as a constituency-based parse tree (see the left side of Figure\[2\]), where certain parts of speech (NP: noun phrase, VP: verb phrase, etc.) are composed according to grammar rules \[18\]. In the visual modality, atomic units could refer to individual objects in a scene, such as a laptop, a teacup, a table, and a sofa. Visual syntax (right side of Figure\[2\]) then refers to rules that govern the composition of individual object units into a visual scene \[45\] - the laptop and teacup typically go onto a table rather than the sofa, and the sofa is typically parallel but lower than the table. Visual syntax is informed and constrained by spatial dimensions and perceptual principles, but there are typically no fixed rules. Instead, probabilistic
Figure 2: **Unimodal syntax** of an arbitrary modality refers to the compositional structure of atomic units in that modality into more complex yet structurally valid data. Left: In language, the syntax is typically defined via a set of fixed production rules that govern how words (the atomic unit) build up into a grammatical sentence, which can then be visualized as a syntax tree. Right: In the visual modality, syntax refers to certain rules that govern the composition of individual object units into a visual scene - the laptop typically goes on top of a table rather than the sofa, and the table is typically in front of the sofa.

More generally, the syntax of an arbitrary modality refers to the compositional structure of atomic units in that modality into more complex yet structurally valid data. Formally, given 2 subsets of atomic units $A, B \subseteq M_1$ (or $M_2$), unimodal syntax defines a composition function $f : A \times B \rightarrow [0, 1]$ that outputs a value representing the validity of a particular composition. In the case of language which has a deterministic syntax, the output is either 0 or 1: output 0 denotes invalid composition, output 1 denotes valid composition. For the visual modality, a probabilistic syntax means that the output is a range $[0, 1]$ representing the likelihood of a valid composition based on the natural distribution of images.

The **unimodal semantics** of an arbitrary modality refers to the meaning of each atomic unit in that modality (atomic semantics), as well as the meaning of compositions of those units as governed by a corresponding syntax (compositional semantics). In the former, unimodal atomic semantics aim to discover the meaning of each atomic unit in $M_1$ (and in $M_2$). What is meaning? In linguistics, the study of word meaning includes the study of words both locally and globally. At local levels (i.e., only a word), meaning is communicated through the relationships between the distinct senses of a word and how words are derived through word-level semantic relations such as synonyms, antonyms, hypernyms, hyponyms, homonyms, and polysems. At global levels, meaning is communicated via how words are used in grammatical contexts. In the visual modality, these local relationships are captured through visual properties. Following the same example above and illustrated in Figure 3, the visual semantics of each object (laptop, a teacup, a table, and a sofa) would typically represent both local meaning: what object it is, their physical properties (size, shape, and color), as well as global meaning: what they are used for and how they would interact with other related objects.

In the latter, unimodal compositional semantics study how the meaning of atomic units correlates with the structure of the language or syntax (also known as syntax-semantics interface). For example, when individual object regions are composed together in a scene based on visual syntax, visual compositional semantics would then represent higher-level concepts such as a person’s work desk, whether the person is right or left-handed depending on the relative position of the teacup, and whether the scene belongs to a house or an office, and so on (see right side of Figure 3).

In language, semantics are typically learned via the distributional hypothesis: the idea that units (i.e., words) or their compositions (i.e., sentences) of similar meaning tend to occur in the same context. Extensions of these ideas to visual semantics have also explored how visual scenes are classified and organized into a semantic hierarchy based on the occurrence of objects in their visual context.
Figure 3: The unimodal semantics of an arbitrary modality refer to the meaning of each atomic unit in that modality (atomic semantics), as well as the meaning of compositions of those units as governed by a corresponding syntax (compositional semantics). Left: The lexical semantics of each word (table, laptop) represent word meaning as exemplified through semantic hierarchies, their real-world usages, or interactions with other related objects. When composed in a sentence, one can infer higher-level concepts such as a person’s work desk and whether the scene belongs to a house of an office. Right: The visual semantics of each object provides complementary information through visual properties (size, shape, and color) that might not be present in the language. Similarly, compositional semantics represent meaning from the entire visual scene.

3.2 Multimodal Syntax and Semantics

While unimodal syntax and semantics are typically studied in unimodal machine learning (e.g., classification and generation of image or text individually), multimodal machine learning requires extending the notion of syntax and semantics to multimodal tasks, which we illustrate in Figure 4. In this section, we provide preliminary definitions and examples of multimodal syntax and semantics.

Multimodal atomic semantics study shared meaning of atomic units across multiple modalities [49, 50]. These relationships are present due to the underlying pairing across atomic units in $M_1$ and $M_2$ through abstract concepts in $M$ that generated them. Therefore, multimodal atomic semantics can be seen as extending the idea of semantic relations from within the same modality to across different modalities. For example, the semantics of a visual image of a dog should correspond to the semantics of an audio clip of a dog barking. Given 2 atomic units $a \in M_1, b \in M_2$, learning multimodal atomic semantics, therefore, involves learning a pairing/alignment function $f : a \times b \rightarrow [0, 1]$ where the output represents a likelihood of the 2 units across both modalities having shared meaning. While there are cases where meaning is exactly shared across units, there are also cases where the matching is many-to-many (many possible dog barks for the same image of a dog), or does not exist at all (it might be hard or impossible to describe a bark exactly in words). In certain cases, the underlying abstract concepts can be expressed in ambiguous or idiosyncratic manners - the abstract concept of sarcasm is commonly expressed through positive words in the language modality yet disappointed/exasperated tones or gestures in the audio or visual modalities [4]. One has to identify the relationships between these atomic units of seemingly contradictory meaning in order to accurately predict sarcasm from multimodal data. Similarly, textual references to visual objects in complex scenes can possibly be ambiguous and require careful reasoning [47,137].

Multimodal syntax involves learning the compositional structure that jointly builds up shared multimodal atomic units to derive holistic meaning. Depending on the specific problem, the compositional structure, or multimodal grammar, can fall in several cases:

1. Deterministic syntax (e.g., grammar in text) helping to resolve probabilistic syntax (e.g., image). For example, on the right side of Figure 4, the textual description of a visual scene “a teacup on the right of a laptop on top of a table in front of a sofa” defines a multimodal syntax that describes exactly how one would compose individual visual objects (tea cup, laptop, table, sofa) into the complete visual scene, rather than a probabilistic visual syntax as described in Figure 2 (probabilistic since the spatial relationships between tea cup, laptop, table, sofa are not exactly determined). In this case, additional deterministic information from the language modality helps resolve ambiguity in the composition of visual objects into a scene.

2. Joint temporal syntax. In cases where deterministic rules are not present (e.g., image and audio modalities), the joint compositional structure has to be learned from naturally occurring data. One type of multimodal syntax is a common shared temporal dimension across modalities. This is exemplified in video data, where a
Multimodal language-image semantics refer to shared meaning across modalities both at atomic and compositional levels.

At a global level, multimodal compositional semantics study how meaning is built up under the compositional structure defined by multimodal syntax. Similar to unimodal compositional semantics, we show examples of compositional meaning across multimodal data on the right side of Figure 4: a complete visual scene matching a complete description of the scene in language. Composing individual local relationships results in a global representation of multimodal data. Each modality often provides additional information for a task which could come in the following forms [8]:

1. Joint information is present in both modalities that reinforce each other (e.g., loud voice and smile). In this case, existing information is contextualized and reinforced based on other modalities.
2. Complementary information is present in one modality but not the other (e.g., monotone voice, but positive words). Existing information is new and necessary since it is not present in other modalities.

Together, a multimodal language comprising syntax and semantics enables us to effectively (1) fuse modalities by discovering complementary information unique to each signal, (2) translate between modalities by taking advantage of joint information across signals, and (3) generate new multimodal data starting with co-occurring local units and composing them to form global data of rich content.

4 Operationally Learning a Multimodal Language

Based on the previous treatment of syntax and semantics in unimodal and multimodal tasks, our goal is to operationally learn a multimodal language in practice. This section details our framework for multimodal language learning and references to current research on the machine learning side.

4.1 A Framework for Multimodal Language Learning

Our proposed framework consists of 3 steps: designing encoders from multimodal data to representations, learning a suitable representation space, and designing decoders from representations back into data. Each of these steps is designed to capture unimodal and multimodal syntax and semantics.

1. *Encoders* take in raw data from different modalities and model unimodal syntax and semantics into a unimodal representation. Syntax is captured by segmenting each modality into atomic units, and semantics are captured by learning a representation summarizing the meaning of each atomic unit. By modeling unimodal syntax and
semantics, the result is a fine-grained unimodal feature representation capturing both compositionality and meaning in unimodal data.

2. The **representation space** takes in multiple unimodal feature representations across modalities and captures multimodal syntax and semantics. Multimodal semantics are learned via alignment: the matching between atomic units across multiple modalities based on shared meaning. Multimodal syntax involves learning how aligned subsets of atomic units compose to derive holistic meaning across entire multimodal inputs (rather than at the level of units). The result is a coordinated multimodal representation capturing shared and composed meaning across multimodal inputs.

3. Finally, **decoders** take in multimodal representations and output a prediction, which can either be a classification label in prediction tasks or raw data in generation tasks. In the former, fused multimodal data is important to capture complementary information for prediction (e.g., predicting emotion from language, speech, and gestures). In the latter, generation can be in the same modality (e.g., dialog prediction in language) or different modality (describing an image in language), all of which necessitate starting from a coordinated multimodal representation.

To motivate this learning process, we show how they would be executed in three case studies, and show an example in Figure 5:

1. **Video-based affect recognition** aims to predict human sentiment and emotions from spoken text, prosody, and visual gestures [146]. Unimodal encoders segment and learn atomic units such as units of speech (e.g., a specific word or phrase), tone (e.g., loud voice or speaking quickly), and gestures (e.g., a yawn or laugh). Learning correspondences between these units then refers to estimating a fused representation based on unimodal, bimodal, and trimodal interactions (e.g., loud voice and laugh reinforce each other to predict stronger happiness over each individually). Finally, the decoder composes these individual local predictions across the entire video to form a global video-level emotion prediction.

2. **Image-caption retrieval** aims to retrieve a semantically relevant image given a text caption or search query [108]. Atomic units could refer to specific objects or certain nouns or phrases in text, in which case learning correspondences between these units refers to estimating an alignment probability based on semantic similarity. Finally, these individual object and phrase-level alignments are composed to form a global image-text alignment estimate.

3. **Language-guided reinforcement learning** is an emerging application investigating whether text descriptions of a task can help guide an agent to learn better policies in some environment [93]. Unimodal encoders capture atomic units such as specific text or visual references to a single entity in the environment, the agent’s possible actions, or possible ways of obtaining rewards. Learning correspondences refers to relating text descriptions to visual objects in the environment (e.g., identifying that text references to a weapon refer to images of weapons in the environment), actions in the action space, or possible rewards. Composing these references is crucial towards more efficiently learning a policy mapping visual states and text descriptions to a distribution over an agent’s actions to maximize cumulative reward.

We now describe these 3 steps in detail and provide methodological examples suitable for commonly studied modalities including language, image, video, audio, and time-series data.

### 4.1.1 Encoders

Each modality is first processed by a set of specialized encoders. The goal of each encoder is to capture unimodal syntax and semantics and summarize them into a unimodal representation. Unimodal syntax is captured by segmenting raw input data into a set of atomic units (for example, a sequence of words or word parts in the language modality, a set of object bounding boxes in the image modality, or a set of segmented speech parts in the audio modality). Unimodal semantics are captured by learning a feature vector summarizing the meaning of each atomic unit. In general, feature vectors learned by representation learning techniques exhibit certain desirable properties that make them suitable for capturing meaning [10]. We list some below but defer the reader to Bengio et al. [10] for a more detailed treatment of the general desiderata of feature representations:

1. **Smoothness**: atomic units in each modality with similar meaning tend to be mapped into similar feature vectors in representation space.

2. **Multiple explanatory factors**: different underlying factors in the data generating distribution (e.g., size, shape, color for visual units) are encoded through different subspaces of the representation space.

3. **Hierarchy of explanatory factors**: underlying factors are defined in terms of other concepts in a hierarchy, with more abstract concepts higher in the hierarchy defined in terms of less abstract ones.
4. **Natural clustering**: different values of atomic units (e.g., object categories) cluster into separate manifolds in representation space, and local variations within each cluster tend to preserve the value of a category.

To summarize, the output from each modality’s encoder is a set of atomic features, each with information represented in a dense vector. By modeling unimodal syntax and semantics, the result is a fine-grained unimodal feature representation capturing both compositionality and meaning in unimodal data.

**Examples:** In practice, some common examples of machine learning encoders are convolutional neural networks [61] for images, which have been shown to learn features representing the semantic meaning of the object in the image. More fine-grained models such as Region-CNNs [37] further extract feature representations of multiple objects in an image along with their bounding box regions. Another closely related line of models are those designed for image-based semantic segmentation [78] which categorizes every pixel in the image into a semantic object category.

For text and other sequential data such as speech and time-series, sequence models like Recurrent neural networks [118], Long short-term memory networks [43], and Transformer models [130] have emerged as the de-facto choice for processing. For discrete data like text, the set of discrete tokens is typically first converted into continuous space using a Tokenizer before learning a token embedding dictionary. For video data, methods for encoding images (such as convolutional networks or R-CNNs) are typically combined with a sequence model - the former image-based methods extract features for each frame in the video, and the sequence of features over all frames are combined with a sequence model such as a Long short-term memory network [45] or Transformer network [130].

For graphs, graph-based neural networks have emerged as a popular option [120, 138]. Each unit is defined as a node or edge, and the combination function is determined by local connectivity within the graph structure. For example, representations of nodes would be combined if they were connected together by an edge (or a weighted combination in the case of weighted graphs).

For tables and sets, a commonly-adopted paradigm is to model the permutation-agnostic structure of input data using a permutation-agnostic model which has been shown to learn features that better respect the structure of input data [148].

### 4.1.2 Representation space

After learning atomic features in each modality, the core research problem lies in learning a representation space that takes in multiple unimodal feature representations and learns a coordinated multimodal representation capturing multimodal syntax and semantics. As formalized in Section 3, multimodal semantics involves learning the correspondences/alignment in atomic features across modalities based on shared meaning. Multimodal syntax involves learning how aligned subsets of atomic features relate and compose with each other to derive holistic meaning across entire multimodal inputs (rather than at the level of units). The result is a coordinated multimodal representation capturing shared and composed meaning across multimodal inputs.

A general approach to learning this representation space is to define a set of atomic units that are known to correspond with each other, and enforce alignment using some objective function that imposes a certain form of structure in paired units (see Figure 5). Some typical examples of structure and their corresponding alignment objective functions are:
A general approach to learn a coordinated representation space is to define a set of atomic units that are known to correspond with each other (e.g., words with their corresponding images and sounds), and enforce alignment using an objective function that imposes structure in paired units. Bottom: A coordinated representation space enables fusion, retrieval, and compositionality in the form of multimodal vector space arithmetic (Figure from [53]).

**Similarity measures** aim to learn a representation space containing transformed features from both modalities such that units of the same semantic meaning are mapped to features that are nearby in feature space. Distance is typically measured via cosine distance, l2 distance, or max-margin losses. The exact algorithm used to preserve semantic distances can range from contrastive learning [75, 142], noise contrastive estimation [106], max-margin learning [39], or visual-semantic embedding models [55]. When applied to images and captions, the resulting coordinated representation space enables compositional multimodal vector space: representation(image of blue car) - representation(word “blue”) + representation(word “red”) = representation(image of red car) [53].

**Ordered and hierarchical spaces:** In contrast to the above methods which are distance-preserving (semantically similar objects are mapped to points that are nearby in the embedding space), an alternative approach is to maintain an order-preserving representation space. Vendrov et al. [132] achieve this by constructing a visual-semantic hierarchy that captures a partial order of language and image representations. For example, the image of “a woman walking her dog” should align with the text “woman walking her dog” which falls under the text “woman walking”, in order to better capture hierarchical representations of text and their subsentences. Zhang et al. [150] also explore this idea in learning multimodal concept taxonomies resulting in a hierarchy of hypernyms (i.e., categorizing specific concepts with respect to more general ones) across both textual and visual atomic units.

### Decoders

Finally, the primary function of decoders is to map data in representation space into data space. We distinguish between 2 types of decoders:

1. **Predictive decoders** map data in representation space into a set of labels for a particular task that one cares about (e.g., a set of object categories or human emotions). The prediction process typically takes in the set of aligned units across modalities and learns a task-specific composition function that combines these aligned features into a prediction for a task. For example, given corresponding atomic units (e.g., a paired positive word and loud voice), the predictive decoder would predict “*strongly happy*” as the emotion displayed by the speaker in the video. Fused multimodal data in the form of coordinated representations is important to capture complementary information for prediction (e.g., being able to predict emotion when through only speaker gestures, or when language and speech are also present).
Examples: Predictive decoders are typically trained neural network classifiers where the composition function is approximated via gradient-based learning. Recent work has also explored handcrafting explicit composition functions based on the parse tree of questions for tasks like image-based question answering.

2. Generative decoders map data in representation space back into high-dimensional data space such as that of images, natural language, or speech signals. Generation can be in the same modality (e.g., dialog prediction in language) or different modality (describing an image in language), all of which necessitate starting from a coordinated multimodal representation. A core challenge in generation is that of controllable interpolation - given a new feature sample in representation space, can we decode it back into data space while respecting the changes in factors of variation in feature space? Factors of variation correspond to individual, atomic changes in the input modality. For example, given a visual object, each factor of variation could correspond to changes in its color, shape, size, and orientation. Similarly, given a sentence, each factor of variation could correspond to changes in its tense, sentiment, and tone. Controllable generation involves the ability to change each factor individually while achieving corresponding perceptible changes in the desired basis in output space, which is important for generating data with desired properties.

Examples: Recent work in generative decoders has formed the basis for much recent work in generative modeling of images, video prediction, and style transfer across the image, text, and video modalities. Some examples of decoders back to raw data include deconvolutional networks/upsampling for image generation and autoregressive models for sequential data such as text, audio, and video.

4.2 Addressing the Technical Challenges

To see why this is a general framework for multimodal language learning, we explain how this approach is able to tackle each of the core technical challenges in multimodal machine learning as described in Section 2.

Alignment: The challenge of alignment is most directly tackled by this learning paradigm - alignment consists of the set of unimodal atomic units and their learned correspondences with atomic units in the same or different modality.

Representation: This framework provides flexibility in defining the representations at various levels. The first level is at the level of unimodal representations by representing each atomic unit as a feature. The second level is a multimodal representation defined as the composition of unimodal atomic units and their learned correspondences with atomic units in the same or different modality.

Fusion is performed when the overall multimodal representation from above is combined with a task-specific prediction layer to make a fused prediction (e.g., predicting speaker affect from human videos).

Translation: After aligning each unimodal atomic unit with their corresponding entities in the other modalities, translation from a source to target modality then amounts to retrieving from a set/generating from scratch the closest aligned unit in the target modality for each unit in the source modality. Special care still needs to be taken to coherently compose the retrieved/generated units into final raw data in the target modality (e.g., composing individual retrieved words/phrases into a full sentence).

Co-learning is indirectly exemplified by learning an alignment between modality representations. For example, learning that images of dogs (a visual unit) correspond to audio of dogs barking (an acoustic unit) induces shared information useful for both image classification as well as audio classification.

Therefore, our blueprint describing a general multimodal learning process is a step towards addressing several core technical challenges in multimodal learning.

5 Multimodal Language for Consciousness: A Case Study in the CTM

Given the above treatment of a general multimodal language based on modality-specific encoders, a coordinated representation space, and modality/task-specific decoders, we explain how these can be applied in the Conscious Turing Machine (CTM), a machine model for consciousness as proposed by Blum and Blum. BRAINISH comprising words, images, audio, and sensations combined in representations is an essential language that the CTM’s processors use to communicate with each other, and enables higher-order cognitive functions such as multimodal processing, constructing a model of the world, inner speech, vision, and tactile sensation, as well as dreaming. Please refer to Table 2 for an overview of CTM processors and their corresponding multimodal challenges.

5.1 Unimodal Processors

The unimodal processors that each process information from individual modalities can be seen as unimodal encoders that learn basic unimodal representations. Each of these representations contains information about unimodal atomic units, their feature representations, and how atomic units are structured compositionally (essentially unimodal syntax
Table 2: Linking core processors in the CTM with multimodal research challenges.

| CTM processor       | Examples                              | Challenge               |
|---------------------|---------------------------------------|-------------------------|
| Unimodal processors | Language, vision, audio, smell, touch | Unimodal representation |
| Multimodal processors | Audio-visual                         | Multimodal fusion       |
|                     | Language-visual                       | Multimodal fusion       |
|                     | Emotion                               | Multimodal fusion       |
|                     | Model-of-the-world                    | Multimodal fusion       |
|                     | Inner speech, vision, sensation       | Multimodal translation  |
|                     | Dreams                                | Multimodal generation   |
| CTM language        | Brainish                              | Multimodal representation |

and semantics as outlined in Section 3. Each unimodal processor can take the form of a unimodal encoder as described in Section 4.1.1.

5.2 BRAINISH Multimodal Language

The BRAINISH multimodal language is defined as the coordinated representation space across all sensory modalities that have been processed by unimodal processors, and multimodal features that have been extracted by multimodal processors. These features are summarized as multimodal gists [13] in the coordinated representation space as described in Section 4.1.2. The BRAINISH multimodal language can then be used for multimodal processors in the CTM such as audio-visual fusion, emotion recognition, model-of-the-world, inner speech/vision/sensation, and dreaming which we will describe in the next subsection.

5.3 Multimodal Processors

Multimodal processors integrate information from representations learned by individual unimodal processors to summarize multimodal information. Based on our general treatment of multimodal learning, each multimodal processor works by learning the correspondences between atomic units across modalities and composing these to form multimodal features useful for multimodal tasks. We outline some examples of multimodal processors below:

Audio-visual processor: The McGurk effect [81] shows that the brain processes information from audio and visual sensory inputs in order to recognize speech from a speaker. Multimodal learning exists to the extent that when these inputs conflict with each other (ambiguity), an ‘overriding’ phenomenon occurs where misreading the person’s lips leads to incorrect inferences on predicted speech. This could be realized by an audio-visual processor that learns and composes the correspondences between mouth movements and auditory features (i.e., “baa baa baa”, “daa daa daa”) into order to make a prediction of the spoken speech [94].

Language-visual processor: Integration of language and vision is crucial for human cognition since language is commonly used as a communicative medium in reference to the visual world. The integration of language and vision is exemplified through machine learning tasks such as question answering (asking a question in reference to an image/video and obtaining a correct answer) [6, 131, 141], navigation (giving a text instruction in reference to a visual environment and obtaining a sequence of steps taken in that environment to complete the instruction [78]), and image captioning (generating relevant text descriptions of a given image [134]).

Emotion processor: An emotion processor aims to recognize human sentiment and emotion through multimodal communicative behaviors spanning language (spoken words), visual (facial expressions, gestures), and acoustic (prosody, speech tone) [65]. These processors have also been studied in machine learning literature, and several strong-performing methods are primarily based on the idea of multimodal temporal fusion of these heterogeneous signals [144].

Model-of-the-world processor: Another important multimodal processor in the CTM is the agent’s model-of-the-world processor which constructs models of its inner and outer worlds. These multimodal models of the world combine the agent’s multisensory information observed from the physical world, plan possible actions in the world, predict the effect that its actions have on the world, and help distinguish self from not-self [13] (see Figure 7). These models are crucial for recognizing strange settings, planning actions by modeling their impact on the environment, and helping the CTM to stay out of danger. Having a multimodal language is a crucial component in meeting each of these goals.

Prior research in combining multisensory information from the physical world has been studied in multisensor fusion (involving, for example, the visual, audio, and force modalities) for robotics [62, 68, 119]. In these settings, the agent’s policies (a mapping from multimodal inputs to actions) are learned based on fused multimodal representations [20]. Multimodal representations are essential for good action prediction since each modality provides unique information not present in the others. Furthermore, multimodal fusion enables one to perform prediction in the face of noisy or missing modalities, such as relying on the visual modality to predict robotic movement when touch sensors are missing.
The model-of-the-world processor is an example of a multimodal processor which combines the agent’s multisensory information observed from the physical world into a multimodal representation (gist), plans possible actions in the world, and updates itself based on the effect that its actions have on the world (i.e., by observing new states and rewards as an outcome of its actions).

Furthermore, predicting the effect that an agent’s actions have on the world can be seen as a form of model-based reinforcement learning, which again has been extensively applied to multimodal settings [16].

Inner speech, vision, and tactile sensation: The inner speech processor takes a gist representation broadcast by the CTM’s short-term memory (i.e., its stage) and maps it to the same locations that the input sends representations of outer speech [13], and can be nearly indistinguishable from the gists of actual speech from the environment [116]. This is a multimodal translation problem that involves taking in a representation of one input modality and decoding it into (inner) speech, which is exemplified by similar machine learning tasks such as conditional text generation [111] (inner speech given read text), conditional image/video captioning [70, 115] (inner speech given observed visual scenes), and multimodal dialog [96] (inner speech given heard dialog possibly paired with observed visual scenes). Again, it is important that the gist representation obtained from an observed input is mapped into the BRAINISH multimodal space to enable translation from an arbitrary source modality to output speech. Without coordination, translation would not be possible from independently-learned representation spaces of source modalities (i.e., visual) and target modalities (e.g., speech). Similarly, the generalized inner speech processors for inner vision and inner sensation [13] are also translation problems with different output modalities and require a multimodal gist representation to enable semantically-aligned decoding into arbitrary outputs. Decoding into the desired target modality can be performed by any of the decoders as described in Section 4.1.3.

Dreams demonstrate the power of Brainish gists: what the CTM sees, hears, feels, and does in a dream are fabrications by processors that can recall, modify, and submit creations to the competition for short-term memory [12]. Dreams generate the sense of a realistic world even while the CTM is completely divorced from external inputs, and can appear so realistic that it may become hard to distinguish dreams from reality [24]. Dreaming can therefore be seen as taking a semantic representation in the form of gists stored in memory [147] and decoding it into long-range multimodal data with no feedback from the outside world during this generation process. Dreaming can be viewed as a multimodal generation problem where semantically meaningful mappings are learned from the gist representation to a series of long-range parallel modalities (which could span auditory, tactile, gustatory, and olfactory dream components [82]). This decoding process is often (1) conditional, (2) synchronized, (3) stochastic, and (4) auto-regressive. Dreams don’t replay memories exactly, but are semantically conditioned on the same gist as some recent memory and could have the same title [147]. It is synchronized across modalities since dreams involve output modalities that are semantically coherent. The process is stochastic since there are many possible future generations given a particular state. Finally, it is auto-regressive across possibly long ranges: future dream states are recursively generated given previous ones. In practice, there has been some progress towards text to image generation [113], text to speech [129], image captioning [134], and video generation [98], but a complete decoding process into synchronized high-dimensional multimodal data still remains a challenge for modern machine learning methods.

5.4 Main Take-away Messages

From this case study of a multimodal language in the Conscious Turing Machine (CTM) [13], we observe that many of the core cognitive processors require a multimodal language to function. These span processors whose main purpose is
to perform multimodal fusion (e.g., audio-visual reasoning, emotion recognition, model-of-the-world), multimodal translation (inner speech, vision, and sensation), and multimodal generation (dreams). The BRAINISH multimodal language is used by these processors to communicate with each other. Achieving a real-life implementation of such computational models therefore requires understanding the functionality of a multimodal language simultaneously realizing multimodal fusion, translation, and generation.

6 Multimodal Language for Intelligence: A Case Study in Machine Learning

In this section, we describe a real-world implementation of multimodal language in the context of a problem with 2 modalities. Specifically, the setup, which we illustrate in Figure 8 consists of 2 datasets each labeled for some prediction label $D_1 = \{(x_1, y_1)\}$ and $D_2 = \{(x_2, y_2)\}$ as well as a paired dataset $D_3 = \{(x_1, x_2)\}$ across modalities. This general setup captures a natural scenario in both human and artificial intelligence where feedback (the label) is provided for either modality - for example, feedback is provided for images through dataset $D_1$ and feedback is provided separately for audio through dataset $D_2$. To enable multimodal learning, one also needs some amount of paired data across both modalities (e.g., paired natural occurrences of images and audio) through $D_3$. Note that this setup does not require labels for paired data across both modalities (i.e., feedback for paired image and audio at the same time).

6.1 Datasets and Tasks

We collect the following datasets across the following paired modalities: text and image, image and audio, as well as text and speech. Code for data, methods, and experiments in this section can be found at https://github.com/pliang279/Brainish/.

Text and image dataset: We use the Yummly-28K dataset [56] which contains parallel text descriptions and images of recipes. We create classification labels from the metadata by concatenating the meal-type and cuisine, yielding 44 distinct classes. A large number of recipes and shared concepts between text and image makes it an ideal testbed for learning a shared multimodal language.

Image and audio dataset: We combine two large unimodal classification datasets over images (CIFAR-10 and CIFAR-100 [56]) and audio made by various objects (ESC-50 [105]) with partially related label spaces. This allows us to leverage complementary information from both modalities while testing on new concepts. To obtain weak pairs, we map similar classes between the datasets using similarities from WordNet [85] and text cooccurrence. This yields 17 clusters of weak pairs.

6.2 Learning a Multimodal Language

We now describe our approach of learning a multimodal language (BRAINISH for short) on the union of these 3 datasets.

Encoders: We define encoders $e_s$, $e_t$ for source and target modalities (i.e., one specialized encoder for each modality). Specifically, the encoders we use are ResNet pretrained on ImageNet [27] to encode the images, pretrained BERT encoder [28] for text, and a Convolutional neural network (CNNs) pretrained on AudioSet [56] to encode audio [59, 114]. ResNets are designed for image processing with an inductive bias inspired by convolutional layers which model spatial
We model alignment by learning an alignment function \( p_{\text{align}} \) of measuring (unnormalized) similarity based on cosine similarity of vectors in the representations of similar concepts expressed in different modalities are close together, and different concepts are

Algorithm 1 Learning a multimodal language across 2 modalities.

Initialize encoders \( e_1 \) and \( e_2 \), classifier \( \phi \).

for \( \text{iteration} = 1, 2, \ldots \) do
  Sample alignment pairs \( \{x_1, x_2\} \) from dataset \( D_3 \).
  Compute alignment loss \( \mathcal{L}_{\text{align}} \) on pairs \( \{x_1, x_2\} \).
  Update \( e_1 := e_1 - \nabla e_1 \mathcal{L}_{\text{align}} \) and \( e_2 := e_2 - \nabla e_2 \mathcal{L}_{\text{align}} \) using gradient updates.
  Sample modality 1 pairs \( \{x_1, y\} \) from dataset \( D_1 \).
  Compute prediction loss \( \mathcal{L}_1 \) on pairs \( \{x_1, y\} \).
  Update \( e_1 := e_1 - \nabla e_1 \mathcal{L}_1 \) and \( \phi := \phi - \nabla \phi \mathcal{L}_1 \) using gradient updates.
  Sample modality 2 pairs \( \{x_2, y\} \) from dataset \( D_2 \).
  Compute prediction loss \( \mathcal{L}_2 \) on pairs \( \{x_2, y\} \).
  Update \( e_2 := e_2 - \nabla e_2 \mathcal{L}_2 \) and \( \phi := \phi - \nabla \phi \mathcal{L}_2 \) using gradient updates.

Overall, the training stage consists of learning from the alignment dataset \( D_3 \) as well as classification tasks from each modality through datasets \( D_1 \) and \( D_2 \). We show the full training algorithm in Algorithm 1 and a visual diagram in Figure 9.

After training, we obtain trained encoder parameters \( e_1, e_2 \) and a classification decoder \( \phi \). Given new data from \( x_1 \) (or \( x_2 \)), a prediction is made by computing \( \phi(e_1(x_1)) \) or \( \phi(e_2(x_2)) \). In addition to prediction, this multimodal language

locality in images, and have shown state-of-the-art results in image classification. BERT is a recent model for processing text which takes into account both features of individual words as well as how they are used in bidirectional context: how the meaning of words is influenced by the meaning and order of words before and after in a sentence. Convolutional neural networks are strong models for processing audio spectrograms by treating spectrograms as an image waveform.

**Representation space:** We aim to learn a representation space that takes in multiple unimodal feature representations and learns a coordinated multimodal representation capturing multimodal syntax and semantics. Multimodal semantics involves learning the correspondences/alignment in atomic features across modalities based on shared meaning. Multimodal syntax involves learning how aligned subsets of atomic features relate and compose with each other to derive holistic meaning across entire multimodal inputs. To achieve this, we use dataset \( D_3 \) which contains pairs across modalities of the form \( \{x_1, x_2\} \). We define a similarity measure such that units of the same semantic meaning, as represented by paired units \( \{x_1, x_2\} \), are mapped to features that are nearby in feature space (i.e., alignment).

We model alignment by learning an alignment function \( p(a|x_1, x_2) \) which outputs a probability \( a \) representing the likelihood of \( x_1 \) and \( x_2 \) being semantically matched. We parametrize \( p(a|x_1, x_2) \propto e_1(x_1)^{\top}e_2(x_2) \) which is a natural way of measuring (unnormalized) similarity based on cosine similarity of vectors \( e_1(x_1) \) and \( e_2(x_2) \) in the coordinated representation space. Training requires positive samples \( \{x_1, x_2\} \in D_3 \) for which we would like to maximize \( p(a|x_1, x_2) \), but also requires contrastive negative samples \( x_1, x_2, y \) sampled randomly across all pairs in \( D_3 \) for which we would like to minimize \( p_0(a|x_1, x_2) \). The overall objective resembles Noise Contrastive Estimation (NCE) [32] which learns a binary classifier to distinguish paired samples \( \{x_1, x_2\} \in D_3 \) from unpaired negative samples \( x_2, y \).

Therefore, given encoders \( e_s, e_t \) for source and target modalities and paired dataset \( D_3 \), we learn an aligned space across source and target modalities by optimizing for the NCE loss:

\[
\mathcal{L}_{\text{align}} = \sum_{(x_1, x_2) \in D_3} -\log p(a|x_1, x_2) + \sum_{x_2, y} \log p(a|x_1, x_2, y)
\]

\[
\propto \sum_{(x_1, x_2) \in D_3} \left( -e_1(x_1)^{\top}e_2(x_2) + \sum_{x_2, y} e_1(x_1)^{\top}e_2(x_2, y) \right)
\]

where \( x_2, y \) denotes unpaired negative samples. The NCE objective has a nice interpretation as capturing a space where the representations of similar concepts expressed in different modalities are close together, and different concepts are far apart [35][103].

**Decoders:** Given an aligned space, we now train a single classifier \( \phi \) on top of the aligned space for prediction across datasets \( D_1 = \{(x_1, y)\} \) and \( D_2 = \{(x_2, y)\} \) by optimizing for the cross-entropy loss, which maximizes the log probability of predicting the true label \( y \) given data \( x_1 \) (or \( x_2 \)):

\[
\mathcal{L}_1 = \sum_{(x_1, y) \in D_1} -\log \phi(y|e_1(x_1)), \quad \mathcal{L}_2 = \sum_{(x_2, y) \in D_2} -\log \phi(y|e_2(x_2)).
\]

**Training and testing:** Overall, the training stage consists of learning from the alignment dataset \( D_3 \) as well as classification tasks from each modality through datasets \( D_1 \) and \( D_2 \). We show the full training algorithm in Algorithm 1 and a visual diagram in Figure 9.

After training, we obtain trained encoder parameters \( e_1, e_2 \) and a classification decoder \( \phi \). Given new data from \( x_1 \) (or \( x_2 \)), a prediction is made by computing \( \phi(e_1(x_1)) \) or \( \phi(e_2(x_2)) \).
Figure 9: Visual depiction of learning a multimodal language. *Encoders* take in raw data from different modalities and model unimodal syntax and semantics. Syntax is captured by segmenting each modality into atomic units, and semantics are captured by learning a representation summarizing the meaning of each unit. The *representation space* takes in features across modalities and captures multimodal syntax and semantics. Multimodal semantics are learned via alignment: the matching across multiple modalities based on shared meaning. Multimodal syntax involves learning how aligned subsets of atomic units compose to derive holistic meaning across entire multimodal inputs. Finally, *decoders* take in multimodal representations and output a prediction.

Figure 10: We design 3 experimental settings to evaluate multimodal language learning. (1) In *multimodal fusion*, we investigate whether a joint model learned from both image and audio classification tasks improve over separate models trained on each task alone. (2) In *multimodal alignment*, we investigate whether the joint model can retrieve semantically similar data across modalities. (3) In *multimodal co-learning*, we investigate whether it is possible to transfer knowledge learned from one modality (image) to help a computational model trained on a different modality (audio).

also enables multimodal translation. Given data $x_1$, encode it into the coordinated representation space $e_1(x_1)$ and rank its alignment with a samples $x_2$ in modality 2 by $x_2 = \arg \max_{x_2} e_1(x_1)^T e_2(x_2)$, which retrieves the most semantically aligned data from modality 2 matching input $x_1$.

### 6.3 Experiments

We design 3 experimental settings to evaluate multimodal language learning across a suite of technical challenges described in Section 2. These settings are (1) multimodal fusion, (2) multimodal alignment, and (3) multimodal co-learning (see Figure 10).
Table 3: Results on multimodal fusion across text and image classification. BRAINISH outperforms unimodal baselines that do not learn a multimodal language.

| TASK  | APPROACH   | ACCURACY |
|-------|------------|----------|
| Text  | Unimodal text | 60.0     |
| +     | Unimodal image | 55.0     |
|       | BRAINISH (ours) | 68.0     |

Table 4: Results on multimodal alignment: BRAINISH yields better alignment scores than the baselines, indicating that meta-alignment can align new concepts using only weakly paired data across image and audio.

| K    | APPROACH   | R@1↑ | R@5↑ | R@10↑ | RANK  | COS.↓ |
|------|------------|------|------|-------|-------|-------|
| 5    | No alignment | 1.0% | 2.0% | 5.5%  | 101   | 0.428 |
|      | BRAINISH (ours) | 4.0% | 19.5% | 39.0% | 13    | 0.003 |
| 10   | No alignment | 0.5% | 3.0% | 4.5%  | 101   | 0.399 |
|      | BRAINISH (ours) | 3.5% | 17.5% | 35.0% | 15    | 0.004 |

6.3.1 Experiment 1: Multimodal fusion

**Setup:** We investigate whether a joint model learned from both image and audio classification tasks improves over separate models trained on each task alone. The former is our joint multimodal language model while the latter is a unimodal baseline that trains separate encoders $e_1, e_2$ and separate classifiers $\phi_1, \phi_2$ without sharing a common representation space. This baseline performs learning and prediction separately in each modality. We report classification accuracy in each modality, repeating experiments 10 times to report mean and standard deviations.

**Results:** From Table 3 on text and image classification, BRAINISH outperforms unimodal approaches. This implies that discovering common information across both modalities through learning a multimodal language leads to performance gains over unimodal learning. Similar observations were also made in the field of multimodal fusion where multiple complementary signals improve performance in a variety of applications such as healthcare, robotics, multimedia, and affective computing [68]. We show samples of text and image classification into recipes in Figure 11. Our method is able to quickly recognize images from new recipes.

6.3.2 Experiment 2: Multimodal alignment

**Setup:** Our second experiment centers on the accuracy of multimodal alignment: given new data in one modality, does our approach accurately retrieve semantically-corresponding data in the other modality? Retrieval is measured using recall@k, rank, and cosine loss metrics [35] with respect to the ground truth pairings in a held-out test set of $D_3 = \{(x_1, x_2)\}$.

**Results:** We show retrieval performance in Table 4. Our model yields better retrieval performance than a baseline that does not perform alignment of representation space, which indicates that alignment successfully aligns concepts across modalities to enable multimodal alignment. In Figure 12 we also show samples of retrieved data in the target given input in the source modality to help us understand which source modalities the model is basing its target predictions on. We observe that the multimodal language is able to perform alignment at fine granularities.
### 6.3.3 Experiment 3: Multimodal co-learning

**Setup:** Finally, our third experiment investigates multimodal transfer (co-learning): whether it is possible to transfer knowledge learned from one modality (e.g., predicted labels or representation) to help a computational model trained on a different modality? This challenge is particularly relevant when one of the modalities has limited resources \([69]\). Using the same datasets, we study the transfer of knowledge from text to image, image to audio, and text to speech classification. We call the first task the source modality and the second task the target modality, which often is a low-resource modality with less labeled data than the source.

During training, we first learn classification in the source task (training \(e_1\) and \(\phi\)) and alignment across source and target tasks (training \(e_2\) and \(\phi\)). After training, we transfer the learned model to the target task. Using only a small number \(k\) of labeled training datapoints in the target, we update the model to perform target task classification (training \(e_2\) and \(\phi\)). Using only \(k\) labeled training datapoints in the target enables us to simulate few-shot learning settings under limited labeled target modality data, and truly test the capabilities of knowledge transfer from source to target modalities \([33] [139]\).

We compare to the following baselines:

1. Unimodal, which directly performs target task classification with \(k\) labeled training datapoints in the target, without using information from the source task.
2. Oracle, which performs target task classification with all labeled training datapoints in the target, which gives an upper bound on performance when there is no limited data in the target.

**Results:** From Table 5 we observe that BRAINISH outperforms unimodal approaches. Unimodal approaches struggle due to only a small number of datapoints in the target modality.

Surprisingly, BRAINISH also manages to slightly outperform the oracle baseline on the text to image transfer task. We hypothesize this is because text data (source) is cleaner than image data (target) and these are the tasks where we have more total labeled data in the source modality (text) and less total labeled data in the target (image). Consistent with this hypothesis, we found that text classifiers performed better on the Yummly-28K dataset than image classifiers (in
1. Quantifying differences between modalities: One core challenge of multimodal learning lies in representing and
learning by a multimodal language. For image to audio (Table 5 middle), we observe that our approach is on par
(outperforms for $k = 1$, and within $2\% - 3\%$ for $k = 5, 10$) with the oracle baseline that has seen a thousand labeled audio
examples in the target modality.

6.4 Main Take-away Messages

From this case study of multimodal language learning in a computational model of artificial intelligence using real-world
machine learning models and datasets [69], we find that the multimodal language we have implemented has successfully
learned to perform several tasks such as multimodal fusion, alignment, and co-learning simultaneously. Performance is
consistently superior to unimodal language learning on the fusion and co-learning tasks, while unimodal learning does
not enable alignment at all. While we are unable to fully explore multimodal generation due to a lack of high-fidelity
generators and evaluation metrics for image and audio, we leave this part for future work. Furthermore, it would also be
interesting to integrate a similar multimodal language with an actual computational model of consciousness such as the
Conscious Turing Machine (CTM) [13], and test it in simulated environments.

7 Conclusion

In conclusion, we formalized the properties of a multimodal language, BRAINISH, essential for machine models of
intelligence and consciousness. We connected these properties to the core technical challenges and algorithms for
multimodal representation learning from an AI perspective and proposed ideas towards operationally learning such a
multimodal language. We hope that these insights can serve as a bridge between the study of multimodal representations
in human and artificial intelligence with the eventual goal of developing a similar multimodal language needed to
achieve intelligence and consciousness in artificial machines.

Future directions: We outline several important directions of future research:

1. Quantifying differences between modalities: One core challenge of multimodal learning lies in representing and
synchronizing vastly heterogeneous modalities which require different unimodal processors. However, different sensory
inputs are more similar than others. For example, speech and language could be seen as more similar than images
and text. Furthermore, it is unclear if speech in different languages should be classified as being the same or different
modalities. Future work should investigate formalisms of heterogeneity in multimodal data and how heterogeneity plays
a role in the design decisions when learning a multimodal language.

2. Plasticity of unimodal processors in the brain: Unimodal processors are not static over time but rather evolve with
our surroundings, especially when encountering lesions such as post-birth blindness [72]. Similarly, when acquiring
new skills (e.g., learning a new language), new processors may develop in conjunction with existing ones [57]. Our
investigation into a multimodal language has only explored static processors across a predefined number of input
modalities and currently lacks the flexibility to handle dynamic modalities and processors.

3. Multimodal integration in the brain: While we have presented a multimodal language based on coordinated represen-
tations, insights from neuroscience regarding unimodal and multimodal processing, integration, alignment, translation,
and co-learning [17, 54, 91] could potentially inform our design of multimodal models.

4. Environments and evaluation: It is important to design simulated environments that are reflective of real-world human
learning processes in order to benchmark design decisions in the multimodal language and AI models as a whole.
These environments should capture the multimodality of diverse environments, a comprehensive suite of possible agent
interactions, and feedback signals at varying granularities, all while remaining efficient and reproducible.
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