INFINITE TRANSITIVITY FOR AUTOMORPHISM GROUPS OF THE AFFINE PLANE
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ABSTRACT. This paper is dedicated to the problem of infinite transitivity for algebraically generated automorphism groups of the affine plane. We provide a necessary and sufficient condition of infinite transitivity for a large family of subgroups generated by one-parameter additive groups.

1. Introduction

This paper is devoted to the study of the automorphism group $\text{Aut}(\mathbb{A}^2)$ of the affine plane $\mathbb{A}^2$ over an algebraically closed field $\mathbb{K}$ of characteristic zero. One approach to the study of this group is to look for "elementary" subgroups in it. The first type of groups that comes to mind is that of $\mathbb{G}_m$-groups. By definition $\mathbb{G}_m$-groups are subgroups of the group $\text{Aut}(\mathbb{A}^2)$ that are isomorphic to the algebraic group of invertible elements in the ground field. Actions of these groups are very important and very well studied. The second type of nice subgroups one may think about is that of $\mathbb{G}_a$-groups. That is subgroups in $\text{Aut}(\mathbb{A}^2)$ that are isomorphic to the additive group of the ground field. Although seemingly even more simple than $\mathbb{G}_m$-groups, $\mathbb{G}_a$-groups and their actions turn out to be far more complicated. Below we describe two families $\mathbb{G}_a$-actions on the plane $\mathbb{A}^2$. These two families are the main subjects of study in this work.

For any $a, b \in \mathbb{Z}_{\geq 0}$, define the following one-parameter subgroups of $\text{Aut}(\mathbb{A}^2)$:

$H_a \colon (x, y) \mapsto (x + \alpha y^a, y)$ and $K_b \colon (x, y) \mapsto (x, y + \beta x^b)$, $\alpha, \beta \in \mathbb{K}$.

Let $\text{SAut}(\mathbb{A}^2)$ be the subgroup of $\text{Aut}(\mathbb{A}^2)$ generated by all one-parameter subgroup. Importance of families $H, K$ now stems from the fact that they generate the whole group $\text{SAut}(\mathbb{A}^2)$ of the plane by Jung–Van der Kulk theorem.

The importance of transitive group actions in geometry is well understood. One may ask when an action of a group is not only transitive, but is "very" transitive. In more concrete terms an action of a group $G$ on a set $S$ is called $m$-transitive for some positive integer $m$ if the diagonal action on the configuration space of $m$ pairwise distinct ordered points in $S$ is transitive. In these terms transitive actions become $1$-transitive actions.

Now it is natural to define "very" transitive actions to be those which are $m$-transitive for an arbitrary $m \geq 1$. Such actions are called infinitely transitive.
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In 2018, D.Lewis, K.Perry, and A.Straub proved [8] that the subgroup of $\text{Aut}(\mathbb{A}^2)$ generated by the pair $H_1, K_2$ acts on $\mathbb{A}^2 \setminus \{0\}$ infinitely transitively. This result is the answer to the question of I.Arzhantsev, K.Kuyumzhiyan, and M.Zaidenberg [2]. It has been proven in [2] that if $ab \neq 2$, the subgroup $G = \langle H_a, K_b \rangle$ of $\text{Aut}(\mathbb{A}^2)$ can not act infinitely transitively. We obtain an easier way to prove the result from the work [8], and also generalize these facts to any number of the above one-parameter subgroups. We consider the group $G$ generated by a finite number of one-parameter subgroups of the form $H_a$ and $K_b$ and give an equivalent condition to the infinite transitivity of the group $G$ in combinatorial terms.

This paper is organized as follows. In section 2 we give a brief summary of the results needed. In particular in subsection 2.1 we describe in detail the standard structure of an affine toric variety on the plane $\mathbb{A}^2$. Subsection 2.2 is dedicated to the homogeneous derivations of the coordinate algebra of the affine plane. In subsection 2.3 we recall combinatorial description of LND in $\mathbb{K}[x, y]$. In subsection 2.4 we collect important properties of LNDs in $\mathbb{K}[x, y]$. Finally in section 2.5 we deal with the structure of an Ind-group $\text{Aut}(\mathbb{A}^2)$. Results of this subsection are at the cornerstones of our work. These results allow us to determine the closure for subgroups of $\text{Aut}(\mathbb{A}^2)$ generated by one-parametric subgroups. Section 3 contains our main results. In section 4 we give several examples of our results as well as formulate two conjectures generalizing Theorem 2. Proof of these conjectures is the main goal of our planned subsequent research. Additionally, in the same section we pose a question similar in nature to our results, but for non-affine toric varieties. Answering this question could help develop the theory in a broader context.

Summary of results. The main results of this paper are the following theorems:

**Theorem (1).** Let $m$ be a positive integer. Then the group $\langle H_1, K_{d_1}, \ldots, K_{d_m} \rangle$ acts on $\mathbb{A}^2 \setminus \{0\}$ infinitely transitively if and only if $\gcd(d_1 - 1, \ldots, d_m - 1) = 1$.

**Theorem (2).** Let $m, s$ be positive integers. Then the group $G = \langle H_{c_1}, \ldots, H_{c_s}, K_{d_1}, \ldots, K_{d_m} \rangle$ acts on $\mathbb{A}^2 \setminus \{0\}$ infinitely transitively if and only if

$$\mathbb{Z} \left\langle \begin{pmatrix} 1 & c_1 \\ 0 & 1 \end{pmatrix}, \ldots, \begin{pmatrix} 1 & c_s \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} d_1 & 0 \\ 0 & 1 \end{pmatrix}, \ldots, \begin{pmatrix} d_m & 0 \\ 0 & 1 \end{pmatrix} \right\rangle = \mathbb{Z}^2.$$

These theorems generalize results of [8] and provide an effective criterion of infinite transitivity for an infinite family of algebraically generated automorphism groups.
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2. Preliminaries

2.1. Toric variety $\mathbb{A}^2$. Let $\mathbb{K}$ be an algebraically closed field of characteristic zero and $\mathbb{A}^2$ be the two-dimensional affine space over $\mathbb{K}$. Two-dimensional torus $\mathbb{T} \simeq (\mathbb{K}^\times)^2$ acts
on $\mathbb{A}^2$ via the formula

$$(t_1, t_2) \circ (x, y) = (t_1 x, t_2 y), \quad t_1, t_2 \in \mathbb{K}^\times, \ x, y \in \mathbb{K}.$$ 

We call this torus action standard. Let $M$ be the character lattice of the torus $T$ and $N$ be the lattice of one-parameter subgroups. The natural pairing $\langle \cdot, \cdot \rangle: N \times M \to \mathbb{Z}$ extends to the pairing $\langle \cdot, \cdot \rangle: N_\mathbb{Q} \times M_\mathbb{Q} \to \mathbb{Q}$ between the associated vector spaces $N_\mathbb{Q} = N \otimes \mathbb{Q}$ and $M_\mathbb{Q} = M \otimes \mathbb{Q}$. Fix a basis of $N$ and its dual basis of $M$. Let $\sigma \subseteq N_\mathbb{Q}$ and $\sigma^\vee \subseteq M_\mathbb{Q}$ be the positive quadrants. Notice that $\sigma$ and $\sigma^\vee$ are dual with respect to natural pairing, i.e.

$$\sigma^\vee = \{u \in M_\mathbb{Q} \mid \langle v, u \rangle \geq 0 \ \forall v \in \sigma\}.$$ 

For $m = (m_1, m_2) \in M$ by $\chi^m$ we denote a Laurent monomial $x_1^{m_1}x_2^{m_2}$. One can easily see that the standard torus action corresponds to the standard grading of the coordinate ring of $\mathbb{A}^2$, which coincides with the natural $\mathbb{Z}^2$-grading of the polynomial algebra:

$$\mathbb{K}[x_1, x_2] = \bigoplus_{m \in M \cap \sigma^\vee} \mathbb{K}\chi^m.$$ 

For the combinatorial description of a general toric affine variety see \cite{3, 5}.

2.2. Homogeneous derivations of the coordinate ring of $\mathbb{A}^2$. Let us recall that a derivation $\partial \in \text{Der}(\mathbb{K}[x_1, x_2])$ of the polynomial algebra $\mathbb{K}[x_1, x_2]$ is a linear map $\partial: \mathbb{K}[x_1, x_2] \to \mathbb{K}[x_1, x_2]$ satisfying the Leibniz rule $\partial(fg) = \partial(f)g + f\partial(g)$ for any $f, g \in \mathbb{K}[x_1, x_2]$.

**Definition 1.** The derivation is called homogeneous with respect to the standard grading discussed in the previous section if the image of any homogeneous polynomial is homogeneous as well. In this case, there is an element $\deg \partial \in \mathbb{Z}^2$ called the degree of the derivation $\partial$ such that $\deg \partial + \deg f = \deg \partial(f)$ for any homogeneous $f \in \mathbb{K}[x_1, x_2]$.

**Definition 2.** The derivation $\partial$ is called locally nilpotent if for any $f \in \mathbb{K}[x_1, x_2]$ there exists a positive integer $n$ such that $\partial^n(f) = 0$. The set of locally nilpotent derivations is denoted by $\text{LND}(\mathbb{K}[x_1, x_2])$.

Let $\partial \in \text{Der}(\mathbb{K}[x_1, x_2])$ be a locally nilpotent derivation. There exists a group $\exp(\mathbb{K}\partial)$ which is a $\mathbb{G}_a$-subgroup (one-parameter group) of $\text{Aut}(\mathbb{A}^2)$. Elements of $\exp(\mathbb{K}\partial)$ act on functions from $\mathbb{K}([x_1, x_2])$ via the Baker–Campbell–Hausdorff formula:

$$1 = \exp(t\partial)(f) = f + \sum_{n=1}^{\infty} \frac{t^n \partial^n(f)}{n!}, \quad t \in \mathbb{K}, \ f \in \mathbb{K}[x_1, x_2].$$

(1)

Since $\partial$ is locally nilpotent, for every $f$ this sum has finite number of non-zero summands and the definition is correct. One can see that $\exp$ is one-to-one correspondence between $\mathbb{G}_a$-subgroups of $\text{Aut}(\mathbb{A}^2)$, normalized by standard torus action, and homogeneous locally nilpotent derivations of $\mathbb{K}[x_1, x_2]$.
2.3. Demazure roots. Let us denote by $\Xi = \{\rho_1, \rho_2\}$ the set of ray generators of a cone $\sigma$.

Definition 3. A Demazure root which corresponds to a primitive ray generator $\rho_i \in \Xi$ is a vector $e \in M$ such that the following conditions hold:

1. $\langle \rho_i, e \rangle = -1$;
2. $\langle \rho_j, e \rangle \geq 0$ for all $j \neq i$.

For more detail, see [4], [9] and [10].

A Demazure root $e$ which corresponds to a primitive ray generator $\rho \in \Xi$ gives a homogeneous locally nilpotent derivation $\partial_{\rho, e}$ of degree $e$ via the formula

$$\partial_{\rho, e}(\chi^m) = \langle \rho, m \rangle \chi^{m+e}.$$ 

All homogeneous LNDs arise this way (see [11, Theorem 2.7]). Thus we have one-to-one correspondence between Demazure roots and $G_a$-subgroups of $\text{Aut}(A^2)$ normalized by the torus $\mathbb{T}$.

2.4. Two important properties of LND’s in $\mathbb{K}[x, y]$. Below we formulate [10, Lemma 1.10], [2, Lemma 4.7] for the case of the polynomial algebra in two variables.

Lemma 1. (a) Any derivation $\delta \in \text{Der}(\mathbb{K}[x_1, x_2])$ admits a decomposition

$$\delta = \sum_{e \in \sigma^\vee \cap M} \partial_e$$

where $\partial_e$ is a homogeneous derivation of degree $e$.

(b) The set $S(\delta) = \{e \in \sigma^\vee \cap M | \partial_e \neq 0\}$ is finite. Its convex hull $N(\delta)$ is a polygon called the Newton polygon of $\delta$.

(c) If $\delta \in \text{LND}(\mathbb{K}[x_1, x_2])$ then for any face $\tau$ of $N(\delta)$ one has

$$\partial_\tau := \sum_{e \in \tau \cap M} \partial_e \in \text{LND}(\mathbb{K}[x_1, x_2]).$$

In particular, for any vertex $e$ of $N(\delta)$ one has $\partial_e \in \text{LND}(\mathbb{K}[x_1, x_2])$.

Every one-parameter subgroup $T$ of the torus $\mathbb{T}$ corresponds to the vector $\rho \in \sigma$. Moreover, $\rho$ determines a linear form $L_T$ on the lattice $M$ via the formula

$$L_T(e) = \langle e, \rho \rangle, \quad e \in M.$$ 

Let us recall that the adjoint action of the Lie algebra $\text{Der}(\mathbb{K}[x_1, x_2])$ on itself is given by the formula

$$\text{ad}_\delta(U) = [\partial, U] = \partial \circ U - U \circ \partial.$$ 

The following lemma describes the adjoint action of $G_a$-subgroups, which arise from locally nilpotent derivations $\delta$.

Lemma 2. [12] If $\delta \in \text{LND}(\mathbb{K}[x_1, x_2])$ then the corresponding adjoint action operator $\text{ad}_\delta \in \text{End}(\text{Der}(\mathbb{K}[x_1, x_2]))$ is locally nilpotent. Moreover, adjoint action of $\exp(\mathbb{K}\delta)$ on $U$ is described by the Baker-Campbell-Hausdorff formula:

$$\text{Ad}_{\exp(\mathbb{K}\delta)}(U) = U + \sum_{n=1}^\infty \frac{\text{ad}_\delta^n(U)}{n!}.$$ 

(3)
Definition 4. Let $L_T = \alpha$ be a supporting affine line of the Newton polytope $N(\partial)$. Then we define the $T$-principal part $\partial_T$ of the derivation $\partial$ corresponding to this line by

$$\partial_T := \sum_{e \in \{L_T = \alpha\} \cap S(\partial)} \partial_e.$$ 

According to Lemma 1 if $\partial$ is locally nilpotent then also $\partial_T$ is.

2.5. Ind-group structure on $\text{Aut}(\mathbb{A}^2)$. The group of regular automorphisms of $\mathbb{A}^2$ has the structure of an ind-group [6, 7].

It means that $G = \lim_{\rightarrow} \Sigma_s$. Here $\Sigma_1 \hookrightarrow \Sigma_2 \hookrightarrow \Sigma_3 \hookrightarrow \ldots$ is a sequence of closed embeddings of algebraic varieties $\Sigma_s$, and for each pair $(i, j)$ there exists a number $n(i, j)$ such that $\Sigma_i \times \Sigma_j \rightarrow \Sigma_{n(i,j)}$, $(g, h) \mapsto gh^{-1}$ is a morphism of algebraic varieties.

The closure of a subgroup $G \subseteq \text{Aut}(\mathbb{A}^2)$ is defined as

$$\overline{G} = \lim_{\rightarrow} G \cap \Sigma_s.$$ 

Definition 5. A group $G$ acts on a set $X$ infinitely transitively, if it acts $m$-transitively for any positive integer $m$, which means that for any two sets of pairwise distinct points $(x_1, \ldots, x_m)$ and $(y_1, \ldots, y_m)$ there exists $g \in G$ such that $g.x_i = y_i$ for $i = 1, \ldots, m$.

The next propositions are crucial for our understanding of subgroups closure of $\text{Aut}(\mathbb{A}^2)$.

Proposition 1. [2, Proposition 4.16] Consider a subgroup $G \subseteq \text{Aut}(X)$ normalized by a one-parameter subgroup $T$ of the torus $T$. Let $H = \exp(\mathbb{K}\partial)$ be a $\mathbb{G}_a$-subgroup of $G$ where $\partial \in \text{LND}(\mathbb{K}[x_1, x_2])$, and let $\partial_T \in \text{LND}(\mathbb{K}[x_1, x_2])$ be the $T$-principal part of $\partial$. Then $H_T = \exp(\mathbb{K}\partial_T)$ is a $\mathbb{G}_a$-subgroup of $\overline{G}$.

Note that any algebraic group is an ind-group. Indeed, let $H$ be an algebraic group, then sequence of $\Sigma_i = H$ for all $i \geq 1$ defines a structure of an ind-group on $H$.

Definition 6. A subgroup $H$ of an ind-group $G$ is called algebraic if there exists a structure of an algebraic group on $H$ such that $H \hookrightarrow G$ is a morphism of ind-groups.

Definition 7. A subgroup $G \subseteq \text{Aut}(X)$ generated by a family of connected algebraic subgroups of $\text{Aut}(X)$ is called algebraically generated.

Orbits of an algebraically generated automorphism group $G$ are locally closed subsets of $X$ in the Zariski topology [1, Proposition 1.3].

Proposition 2. [2, Proposition 3.4] Let $G \subseteq \text{Aut}(X)$ be an algebraically generated subgroup. Then the following holds.

(a) The orbits of $G$ and of $\overline{G}$ in $X$ are the same. In particular, if $\overline{G}$ acts on $X$ with an open orbit $O_{\overline{G}}$ then also $G$ does and $O_G = O_{\overline{G}}$.

(b) If $\overline{G}$ acts $m$-transitively on $O_{\overline{G}}$ then $G$ does also.

(c) If $\overline{G}$ acts infinitely transitively on $O_{\overline{G}}$ then also $G$ does.
3. Main Results

Let us introduce two special types of $\mathbb{G}_a$-subgroups of automorphism group $\text{Aut}(\mathbb{A}^2)$. For any $a, b \in \mathbb{Z}_{\geq 0}$

$$H_a: (x, y) \mapsto (x + ay, y) \quad \text{and} \quad K_b: (x, y) \mapsto (x, y + b), \quad \alpha, \beta \in \mathbb{K}.$$

In fact, these groups and groups which arise from homogeneous locally nilpotent derivations are the same: one can see that $H_a = \exp(\mathbb{K} y a \frac{d}{dy})$ and $K_b = \exp(\mathbb{K} x b \frac{d}{dx})$. Let us also denote by $K^\infty_s$ the group generated by $K_b$ for $b \geq s$: $K^\infty_s = \langle (s, K_{s+1}, \ldots, K_{s+n}, \ldots) \rangle$. Notice that $K^\infty_s$ consists of all automorphisms mapping $(x, y)$ to $(x, y + S(x))$, where $S(x)$ is divisible by $x^s$.

**Lemma 3.** Let $G = \langle H_t, K^\infty_s \rangle$ for some $s, t \in \mathbb{Z}_{> 0}$. Then $G$ acts on $\mathbb{A}^2 \setminus \{0\}$ infinitely transitively.

**Proof.** For a point $P$, we denote by $x(P)$ the $x$-coordinate of $P$ and by $y(P)$ the $y$-coordinate of $P$. Let us show that for any distinct points $P_1, \ldots, P_m, P, Q \in \mathbb{A}^2 \setminus \{0\}$ we can find an element $g \in G$ such that $g.P_i = P_i$ for all $i = 1, \ldots, m$ and $g.P = Q$.

**Step 1.** Let us construct an element $g_1 \in G$ such that

$$(4) \quad x(g_1.P_i) \neq x(g_1.P) \quad \text{for all} \quad i = 1, \ldots, m \quad \text{and} \quad x(g_1.P) \neq 0.$$

Since the ground field $\mathbb{K}$ is infinite and the points $P_i$ are distinct from the point $P$, we can find an element $\alpha \in \mathbb{K}$ such that $x(P) + ly(P) \neq 0$ and the inequality

$$\alpha(y(P_i)^t - y(P)^t) \neq y(P) - x(P_i) \iff x(P_i) + \alpha y(P_i)^t \neq x(P) + \alpha y(P)^t$$

holds for all $i = 1, \ldots, m$. Then an element $g_1 \in H_t$, $g_1: (x, y) \mapsto (x + \alpha y^t, y)$ satisfies the condition (4).

**Step 2.** Let us construct an element $g_2 \in G$ such that

$$(5) \quad g_2 g_1 . P_i = g_1 . P_i \quad \text{for all} \quad i = 1, \ldots, m \quad \text{and} \quad y(g_2 g_1 . P) = y(g_1 . Q).$$

By means of Hermite interpolation, we can construct a polynomial $R(t)$ with coefficients in $\mathbb{K}$ such that following conditions hold:

(a) $t^s$ divides $R(t)$;

(b) $R(x(g_1.P_i)) = 0$ for all $i = 1, \ldots, m$;

(c) $R(x(g_1.P)) = y(g_1 . Q) - y(g_1 . P)$.

Indeed, by step 1 the numbers $x(g_1.P_i)$ differ from $x(g_1.P)$ and $x(g_1.P)$ differs from zero, so there is a polynomial $R$ which satisfies $R(0) = R'(0) = \ldots = R^{(s-1)}(0) = 0$ and the conditions (b), (c).

We take an element $g_2: (x, y) \mapsto (x, y + R(x))$, then $g_2 \in K^\infty_s$ according to the condition (a). From the the condition (c) it follows that $y(g_2 g_1 . P) = y(g_1 . Q)$, and because of the condition (b) the equality $g_2 g_1 . P_i = g_1 . P_i$ holds for all $i = 1, \ldots, m$.

Notice that for constructed elements $g_1, g_2 \in G$ we have

$$(6) \quad y(g_1^{-1} g_2 g_1 . P) = y(Q) \quad \text{and} \quad g_i^{-1} g_2 g_1 . P_i = P_i.$$
Indeed, \( y(g_1^{-1}g_2g_1.P) = y(g_2g_1.P) = y(g_1.Q) = y(Q). \)

**Step 3.** Let us denote \( P_0 = g_1^{-1}g_2g_1.P. \) Similarly to the step 1 we choose \( g_3 \in H_1 \) such that inequalities \( x(P_i) \neq x(P_j) \neq x(Q) \neq 0 \) hold for all \( i, j = 0, \ldots, m. \) Let \( S(t) \) be an element of the polynomial ring \( K[t] \) such that following conditions hold:

\[
\begin{align*}
\text{(a)} & \ t^s \text{ divides } S(t); \\
\text{(b)} & \ y(g_3.P_1) + S(x(g_3.P_i)) = 0 \text{ for all } i = 1, \ldots, m; \\
\text{(c)} & \ y(g_3.P_0) + S(x(g_3.P_0)) = y(g_3.Q) + S(x(g_3.Q)) \neq 0. 
\end{align*}
\]

We take an element \( g_4 \in K^\infty_4, \) \( g_4 : (x, y) \mapsto (x, y + S(x)). \) Because of the conditions above, \( y(g_4g_3.P_1) = 0 \) for all \( i = 1, \ldots, m \) and \( y(g_4g_3.P_0) = y(g_4g_3.Q) \neq 0. \)

**Step 4.** Now we have \( y(g_4g_3.P_0) = y(g_4g_3.Q) \neq 0 \) and \( y(g_4g_3.P_i) = 0 \) for all \( i = 1, \ldots, m. \) There is an element \( g_5 \in H_1, \) that maps \( g_4g_3.P_0 \) to \( g_4g_3.Q. \) Indeed, if

\[
\beta = \frac{x(g_4g_3.Q) - x(g_4g_3.P_0)}{y(g_4g_3.P_0)},
\]

then \( g_5 : (x, y) \mapsto (x + \beta y^4, y) \) maps \( g_4g_3.P_0 \) to \( g_4g_3.Q. \) And since for all \( i \) holds \( y(g_4g_3.P_i) = 0, \) we have \( g_5g_4g_3.P_i = g_4g_3.P_i \) for all \( i = 1, \ldots, m. \)

**Step 5.** We take an element \( g = g_3^{-1} \circ g_1^{-1} \circ g_5 \circ g_4 \circ g_3 \circ g_1^{-1} \circ g_2 \circ g_1. \) One can see that \( g.P_i = P_i \) for any \( i = 1, \ldots, m \) and \( g.P = Q. \)

**Lemma 4.** Let \( G = \langle H_1, K_a, K_a \rangle \) for some integers \( a, d \in \mathbb{Z}_{>0}. \) Then \( K_{d+a-1} \subseteq \overline{G}. \)

**Proof.** Let us denote by \( T \) one-dimensional torus, corresponding to the standard basis vector \( e_2 \in \mathbb{N}. \) Consider the group \( L = \text{Ad}_{K_a} (\text{Ad}_{K_d}(H_1)). \) Since \( H_1 \) is a one-parameter subgroup in \( \text{Aut}(\mathbb{A}^2) \), we see that \( L \) is also a \( G_a \)-subgroup. Thus we have \( L = \exp(K \delta) \) where \( \delta \) is some locally nilpotent derivation. In addition, \( L \subseteq G \), so from Proposition [1] we have \( L_T \subseteq \overline{G}. \) Using Baker-Campbell-Hausdorff formula [3] we obtain

\[
d_T = -dx^{2d-1} \frac{\partial}{\partial y} - (a + d)x^{a+d-1} \frac{\partial}{\partial y} - ax^{2a-1} \frac{\partial}{\partial y}. 
\]

Similarly, we have

\[
\text{Ad}_{K_d}(H_1)_T = \exp(K x^{2d-1} \frac{\partial}{\partial y}) \subseteq \overline{G} \quad \text{and} \quad \text{Ad}_{K_a}(H_1)_T = \exp(K x^{2a-1} \frac{\partial}{\partial y}) \subseteq \overline{G}. 
\]

Since all elements of the group \( \exp(K x^{d-1} \frac{\partial}{\partial y}) \) belong to \( \langle L, \text{Ad}_{K_a}(H_1), \text{Ad}_{K_d}(H_1) \rangle \subseteq \overline{G}, \) we have \( \exp(K x^{a+d-1} \frac{\partial}{\partial y}) \subseteq \overline{G}. \)

**Lemma 5.** If \( d_1, \ldots, d_m \in \mathbb{Z}_{>0} \) and \( \gcd(d_1 - 1, \ldots, d_m - 1) = 1, \) then there exists \( n_0 \in \mathbb{Z}_{>0} \) such that \( K_n \subseteq \langle H_1, K_{d_1}, \ldots, K_{d_m} \rangle \) for all \( n > n_0. \)

**Proof.** From Lemma [4] it follows that for any non-negative integers \( l_1, \ldots, l_m \) we have

\[
K_{(d_1-1)l_1 + \ldots + (d_m-1)l_m + 1} \subseteq \langle H_1, K_{d_1}, \ldots, K_{d_m} \rangle. 
\]

Since \( \gcd(d_1 - 1, \ldots, d_m - 1) = 1 \) there exists \( n_0 \in \mathbb{Z}_{>0} \) such that for all \( n > n_0 \) we can find non-negative integers \( l_1, \ldots, l_m \) such that \( (d_1-1)l_1 + \ldots + (d_m-1)l_m = n - 1. \) This completes the proof.
Theorem 1. The group \( \langle H_1, K_{d_1}, \ldots, K_{d_m} \rangle \) acts on \( \mathbb{A}^2 \setminus \{0\} \) infinitely transitively if and only if \( \gcd(d_1 - 1, \ldots, d_m - 1) = 1 \).

Proof. Lemmata 5 and 3 constitute sufficiency; to prove necessity we follow \cite[Section 5.1]{2}: let \( m = \gcd(d_1 - 1, \ldots, d_m - 1) > 1 \). Let \( \omega \) be a primitive root of unity of degree \( m \). Consider the set

\[
S = \{(P, \omega P) \mid P \in \mathbb{A}^2\}.
\]

Since \( \omega^{d_i} = \omega \) holds for all \( i \), \( S \) is a \( G \)-invariant subset in \( \mathbb{A}^2 \times \mathbb{A}^2 \). Thus \( G \) does not act 2-transitively on \( \mathbb{A}^2 \setminus \{0\} \).

Denote \( x^k = x(x - 1) \ldots (x - k + 1) \).

Lemma 6. Let \( H_i = \exp(\mathbb{K} \partial_{r, i}) \) and \( K_{d_i} = \exp(\mathbb{K} \partial_{r, e_i}) \) for \( i = 1, \ldots, k \). Consider the commutator

\[
\partial_{f,x} = \left[ \left[ \left[ \partial_{r, \epsilon}, \partial_{r, e_1} \right], \partial_{r, e_2} \right], \ldots, \partial_{r, e_k} \right].
\]

Then

\[
s = \epsilon + e_1 + e_2 + \ldots + e_k, \text{ and } f = (-1)^{k+1}(\langle \rho, \epsilon \rangle \langle r, e_1 + \cdots + e_k \rangle \rho - \langle \rho, \epsilon \rangle^k r).
\]

Proof. We prove this result by induction on \( k \). For \( k = 1 \) the result follows from the direct computation:

\[
[\partial_{r, \epsilon}, \partial_{r, e_1}] (\chi^m) = \partial_{r, \epsilon} \circ \partial_{r, e_1} (\chi^m) - \partial_{r, e_1} \circ \partial_{r, \epsilon} (\chi^m) =
\]

\[
= \partial_{r, \epsilon} (\langle \rho, m \rangle \chi^{m+e_1}) - \partial_{r, e_1} (\langle r, m \rangle \chi^{m+\epsilon}) =
\]

\[
= \langle \langle r, e_1 \rangle \rho - \langle \rho, \epsilon \rangle r, m \rangle \chi^{m+e_1+\epsilon}.
\]

Now assume that the result holds for \( k \leq n \). We wish to prove it for \( k = n + 1 \). For the sake of brevity we denote by \( s_k, f_k \) respectively the degree and the linear part of the \( k \)-iterated commutator. By definition we have

\[
\partial_{f_{n+1}, s_{n+1}} (\chi^m) = \left[ \left[ \left[ \left[ \partial_{r, \epsilon}, \partial_{r, e_1} \right], \partial_{r, e_2} \right], \ldots, \partial_{r, e_n} \right], \partial_{r, e_{n+1}} \right] (\chi^m) =
\]

\[
= \left[ \left[ \left[ \partial_{f_n, s_n}, \partial_{r, e_{n+1}} \right], \partial_{r, e_{n+2}} \right], \ldots, \partial_{r, e_{n+1}} \right] (\chi^m) =
\]

\[
= \langle \langle f_n, e_{n+1} \rangle \rho - \langle \rho, s_n \rangle f_n, m \rangle \chi^{m+e_{n+1}+s_n}.
\]

By the inductive hypothesis it is clear that \( s_{n+1} = \epsilon + e_1 + \ldots + e_n + e_{n+1} \). To compute \( f_{n+1} \) we have to expand the linear term of the derivation \( \partial_{f_{n+1}, s_{n+1}} \) in formula (7).
This computation is straightforward:

\[
\begin{align*}
f_{n+1} &= (-1)^{n+1} \left( \rho, \varepsilon \right)^{n+1} (r, e_1 + \ldots + e_n) \rho - \left( \rho, \varepsilon \right)^{n+1} \\ &+ (-1)^n \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n-1} (r, e_1 + \ldots + e_n) \rho - \left( \rho, \varepsilon \right)^{n-1} \\ &+ (-1)^{n-2} \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n-2} (r, e_1 + \ldots + e_n) \rho - \left( \rho, \varepsilon \right)^{n-2} \\ &+ (-1)^{n+1} \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n+1} \\
&= (-1)^{n+1} \left( \rho, \varepsilon \right)^{n+1} (r, e_1 + \ldots + e_n) \rho - \left( \rho, \varepsilon \right)^{n+1} \\ &+ (-1)^n \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n-1} (r, e_1 + \ldots + e_n) \rho \\ &+ (-1)^{n-2} \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n-2} (r, e_1 + \ldots + e_n) \rho \\ &+ (-1)^{n+1} \rho, \varepsilon + e_1 + \ldots + e_n \cdot \left( \rho, \varepsilon \right)^{n+1} \\ &= (-1)^{n+2} \left( \rho, \varepsilon \right)^{n+1} (r, e_1 + \ldots + e_n + e_{n+1}) \rho - \left( \rho, \varepsilon \right)^{n+1}.
\end{align*}
\]

Note that \( \langle \rho, e_k \rangle = -1 \) for all \( k \), thus we have

\[
f_{n+1} = (-1)^{n+1} \langle \rho, \varepsilon \rangle^{n+1} \rho + (-1)^{n+1} \langle \rho, \varepsilon \rangle^{n+1} (\rho, e_{n+1}) \rho + (-1)^{n+2} \langle \rho, \varepsilon \rangle^{n+1} (\rho, e_{n+1}) \rho - \langle \rho, \varepsilon \rangle^{n+1}.
\]

We have proven the inductive step and hence the statement of the lemma. \( \square \)

The following lemma is a specialization of Proposition 1 to the case of the affine plane \( A^2 \) and subgroup generated by root subgroups.

**Lemma 7.** Consider a subgroup \( G \subseteq \text{Aut}(A^2) \) normalized by one-dimensional torus with the linear part \( \rho = (0,1) \). Let \( L = \text{exp}(\K \partial) \) be \( G_a \)-subgroup of \( G \). Here \( \partial \in \text{LND}(\K[x_1,x_2]) \). Let \( \partial_x \) be the principal part of \( \partial \) corresponding to a one-parametric subgroup with the linear part \( \rho = (0,1) \). Since \( \partial_x \) is a summand of \( \partial \), there is a decomposition:

\[
\partial_x = \sum \partial_{\rho, e_i}, \quad \text{where } e_i = (a_i,0).
\]

Here each \( \partial_{\rho, e_i} \) is homogeneous and belongs to the decomposition of \( \partial \) into the sum of homogeneous derivations.

Then each of \( \partial_{\rho, e_i} \) is locally nilpotent and each of \( G_a \) subgroups \( \text{exp}(\K \partial_{\rho, e_i}) \) is a subgroup of \( \overline{G} \).

**Proof.** Let \( e_{\max}, e_{\min} \) be vectors \( e_i \) with minimal and maximal values of \( a_i \) in sum (8) respectively. First note that Proposition 1 implies that \( \partial_x, \partial_{\rho, e_{\max}}, \) and \( \partial_{\rho, e_{\min}} \) are locally nilpotent and subgroups \( \text{exp}(\K \partial_{\rho}), \text{exp}(\K \partial_{\rho, e_{\max}}), \text{exp}(\K \partial_{\rho, e_{\min}}) \) are in \( \overline{G} \). Now note that all \( \partial_{\rho, e_i} \) correspond to the same root \( \rho \) and thus commute. Thus the \( G_a \)-subgroup

\[
H' = \text{exp}(\K (\partial_x - \partial_{\rho, e_{\max}} - \partial_{\rho, e_{\min}}))
\]

is also in \( \overline{G} \). Now it remains to note that the length of sum (8) has decreased and hence the statement of lemma follows by induction applied to \( \overline{G} \). \( \square \)
Proposition 3. If the vector \( e = (a, -1) \) lies in the cone \( \mathbb{Z}_{>0} \langle e_i, \ldots, e_k, \varepsilon_1, \ldots, \varepsilon_l \rangle \), then the group \( K_e \) lies in the closure of the group

\[
G = \langle K_{e_1}, \ldots, K_{e_k}, H_{e_1}, \ldots, H_{e_l} \rangle.
\]

Proof. By Lemma \([7]\) it is sufficient to prove that the nilpotent derivation corresponding to the group \( K_e \) can be expressed as a homogeneous summand in a nilpotent derivation of the form:

\[
(9) \quad \tilde{\partial} = \text{Ad}_{G_{\epsilon_1}} \left( \text{Ad}_{G_{\epsilon_2}} \left( \ldots \text{Ad}_{G_{\epsilon_{n-1}}} (\partial_{\epsilon_n}) \ldots \right) \right).
\]

Here \( G_{\epsilon_i} \) are \( G_\alpha \)-subgroups from the collection \( \{ K_{\epsilon_1}, H_{\epsilon_1} \} \) and the derivation \( \partial_{\epsilon_n} \) is the LND corresponding to \( G_\alpha \)-subgroup \( G_{\epsilon_n} \). Below we construct derivation of form \((9)\).

Assume that the non-negative linear combination expressing \( e \) in terms of \( \varepsilon_1, \varepsilon_j \) is

\[
(10) \quad e = \sum_{i=1}^{N} v_i + \sum_{j=1}^{M} \mu_j, \quad v_i \in \langle e_i \rangle_{i=1}^k, \quad \mu_j \in \langle \varepsilon_j \rangle_{j=1}^l.
\]

Let us denote by \( \phi_1 \) the sum:

\[
\phi_1 = \sum_{i=1}^{(\mu_1, \rho) + 1} v_i + \mu_1.
\]

Let us also denote by \( n_i \) the number \( \langle \mu_1, \rho \rangle + 1 \). Now we define \( f_i, n_i \) for \( i > 1 \) via formulas:

\[
\phi_i = \phi_{i-1} + \sum_{j=n_{i-1}+1}^{n_i} v_j + \mu_j, \quad n_i = n_{i-1} + \langle \mu_1, \rho \rangle + 2.
\]

Thus we have a sequence of subsums \( \{ \phi_i \}_{i=1}^M \) in \((10)\) with \( \phi_M = e \). Conceptually \( \phi_i \) are constructed by picking one vector \( \mu_i \) to increase the second coordinate of \( \phi_{i-1} \) and then adding vectors \( \nu_i \) to gradually decrease the second coordinate and obtain the next vector \( \phi_i \). Note that all vectors \( \phi_i \) have the form \((a_i, -1)\).

For notational convenience we will denote \( \partial_{\rho,e} \) simply by \( \partial_e \) and similarly \( \partial_{r,e} \) by \( \partial_r \).

We also put \( \phi_0 = e_1 \) and \( n_0 = 1 \). Now for all \( i \) from 1 to \( M \) we have identities

\[
(11) \quad \left[ \left[ \left[ \ldots \left[ \left[ \partial_{\mu_1, \phi_{i-1}}, \partial_{\nu_{n_{i-1}-1}}, \partial_{\nu_{n_{i-1}+2}}, \ldots \right] \right] \right] \right] \partial_{\nu_{n_i}} \right] = \partial_{\phi_i}.
\]

Let us further investigate the derivation \( \partial_{\phi_i} \). By Lemma \([5]\) it is a derivation of the form \( \partial_{f,\phi_i} \), where \( f \) is a vector:

\[
f = (-1)^{(\mu_1, \rho) + 1} \langle \phi, \mu_i \rangle (\mu_1, \rho) \left( \langle r, \phi_i + \nu_{n_{i-1}+1} + \cdots + \nu_{n_i} \rangle - \langle r, \mu_i \rangle (\mu_1, \rho) + 1 \right).
\]

Recall, that \( x^\circ = x(x-1) \ldots (x-i+1) \), so \( f \) has much simpler form:

\[
f = (-1)^{(\mu_1, \rho) + 1} \langle \phi, \mu_i \rangle ! \left( \langle r, \phi_i + \nu_{n_{i-1}+1} + \cdots + \nu_{n_i} \rangle \right). \]

Hence \( f \neq 0 \) and so \( \partial_{\phi_i} \) is non-zero. We now consider an LND

\[
(12) \quad \text{Ad}_{\exp (x\partial_{\nu_{n_i}})} \left( \ldots \left( \text{Ad}_{\exp (x\partial_{n_{i-1}+1}} \left( \text{Ad}_{\exp (x\partial_{\phi_{i-1}})} (\partial_{\mu_i}) \right) \ldots \right). \right.
\]

By Baker–Campbell–Hausdorff formula \((11)\) it is clear that in \((12)\) there is a summand \( \triangleright_i \partial_{\phi_i} \), with some integer coefficient which comes from the number of different
ways one obtains $\phi_i$ as a sum of $v_i$’s. Note, however, that the formula for $f$ from \cite{6} depends only on the number $\epsilon_i$’s involved and sum of degrees, but not on specific order. The number of $\epsilon_i$’s in turn depends only on a specific meet point of paths. Thus at each point two different paths meet they correspond to the same derivation. Hence, $\partial \phi_i$ is a summand in \cite{12} with non-zero coefficient.

Clearly, $\exp(\partial \phi_i)$ is a $G_{\alpha}$-subgroup in $\Gamma$. Now by Lemma \cite{7} if $\phi_i$ defines a $G_{\alpha}$-subgroup in $\Gamma$ then $\phi_{i+1}$ also does. Thus $\phi_M = e$ defines a $G_{\alpha}$-subgroup in $\Gamma$. \hfill $\square$

**Theorem 2.** The group $G = \langle H_{e_1}, \ldots, H_{e_k}, K_{d_1}, \ldots, K_{d_m} \rangle$ acts on $A^2 \setminus \{0\}$ infinitely transitively if and only if

$$Z \left\langle \left( -1 \ v_1 \right), \ldots, \left( -1 \ v_s \right), \left( d_1 \ -1 \right), \ldots, \left( d_m \ -1 \right) \right\rangle = M.$$

**Proof.** Lemma \cite{3} and Proposition \cite{3} constitute sufficiency. To prove necessity we follow \cite{2}, \S5.1. Put $m = |M : Z \langle e_1, \ldots, e_k, \epsilon_1, \ldots, \epsilon_l \rangle|$ and let $\omega$ be a primitive root of unity of degree $m$. Consider a set

$$S = \left\{ \left( (z, w), (\omega z, \omega^{x(e_i)} w) \right) \mid (z, w) \in A^2 \right\}.$$

We now show that $S$ is invariant. Denote by $x(v)$ the first coordinate of the vector $v$ and denote by $y(v)$ the second coordinate. First we show that:

1. $\omega^{x(e_i) - y(e_i)} = \omega$ for all $i = 1, \ldots, k, j = 1, \ldots, l$;
2. $\omega^{x(e_l)} = \omega^{x(e_i)}$ for all $i = 1, \ldots, k$.

To see \[(i)\] observe that $x(e_i) \cdot y(e_i) - 1$ equals the index of the subgroup $Z \langle e_i, \epsilon_i \rangle$ in $Z^2$ and thus is divisible by $m$. To prove \[(ii)\] one notes that $m$ is a common divisor of $x(e_i) \cdot y(e_i) - 1$ and $x(e_i) \cdot y(e_1) - 1$ by the previous observation. Thus $m$ is a common divisor of $(x(e_i) - x(e_1)) \cdot y(e_1) + x(e_1) \cdot y(e_i) - 1$. Since $y(e_i)$ is coprime with $x(e_i) \cdot y(e_1) - 1$ it follows that $m$ divides $x(e_i) - x(e_1)$.

Now note that \[(i)\] and \[(ii)\] imply invariance of the set $S$. Indeed, consider an action of $H_{e_i}$ and $K_{e_i}$ on $S$. We have:

$$H_{e_i}(\alpha).S = \left\{ \left( (z + \alpha w^{y(e_i)}, w), (\omega z + \alpha \omega^{x(e_i)} y(e_i), w^{x(e_i)}), \omega^{x(e_1)} w) \right) \mid (z, w) \in A^2 \right\} =$$

$$= \left\{ \left( (z + \alpha w^{y(e_i)}, w), (\omega z + \alpha \omega^{x(e_i)} w, \omega^{x(e_1)} w) \right) \mid (z, w) \in A^2 \right\} = S;$$

$$K_{e_i}(\beta).S = \left\{ \left( (z, w + \beta z^{x(e_i)}), (\omega z, \omega^{x(e_1)} w + \beta \omega^{x(e_i)} z^{x(e_1)}) \right) \mid (z, w) \in A^2 \right\} =$$

$$= \left\{ \left( (z, w + \beta w^{x(e_i)}), (\omega z, \omega^{x(e_1)} w + \beta \omega^{x(e_i)} z^{x(e_1)}) \right) \mid (z, w) \in A^2 \right\} = S.$$

Thus the set $S$ is indeed invariant and the group $G$ does not act even 2-transitively on $A^2 \setminus \{0\}$. \hfill $\square$
4. Examples and Questions

Theorem 1 provides plethora of examples of ind-groups acting infinitely transitively on $\mathbb{A}^2 \setminus \{0\}$. Note that although $\langle H_1, K_d, \ldots, K_{d_m}\rangle$ and $\langle H_1, K_{c_1}, \ldots, K_{c_n}\rangle$ can coincide for different sets of numbers $(d_1, \ldots, d_m)$ and $(c_1, \ldots, c_n)$, they do not always coincide. For example, if $c = \min\{c_1, \ldots, c_n\} \neq \min\{d_1, \ldots, d_m\} = d$, we have

$$G_d = \langle H_1, K_{d_1}, \ldots, K_{d_m}\rangle \neq \langle H_1, K_{c_1}, \ldots, K_{c_n}\rangle = G_c.$$  

Indeed, if $c > d$ we have $K_d \subseteq G_d$ and $K_c \not\subseteq G_c$, in the case with $c < d$ we have $K_c \subseteq G_c$ and $K_c \not\subseteq G_d$. Thus we obtain a countable family of different ind-groups acting infinitely transitively on $\mathbb{A}^2 \setminus \{0\}$.

Example 1. There is only one subgroup generated by $H_1$ and one other root group that acts infinitely transitively on $\mathbb{A}^2 \setminus \{0\}$, it is the group $\langle H_1, K_2\rangle$. However, there is a lot of subgroups generated by $H_1$ and two other root groups that act infinitely transitively on its open orbit $\mathbb{A}^2 \setminus \{0\}$. Indeed, for any positive integer $k \geq 3$ the group $\langle H_1, K_k, K_{k+1}\rangle$ acts on $\mathbb{A}^2 \setminus \{0\}$ infinitely transitively, since $\gcd(k - 1, k) = 1$. Notice that for $k_1 \neq k_2$ we have

$$\langle H_1, K_{k_1}, K_{k_1+1}\rangle \neq \langle H_1, K_{k_2}, K_{k_2+1}\rangle.$$  

Example 2. The proof of Theorem 1 also gives us a simple method to prove that some groups do not act 2-transitively on $\mathbb{A}^2 \setminus \{0\}$. For example, for any number of odd numbers $d_1, \ldots, d_m$ the group $\langle H_1, K_{d_1}, \ldots, K_{d_m}\rangle$ does not act 2-transitively on $\mathbb{A}^2 \setminus \{0\}$. Indeed, since 2 divides $\gcd(d_1 - 1, \ldots, d_m - 1)$, we have $\gcd(d_1 - 1, \ldots, d_m - 1) > 1$, and now we can use the proof of Theorem 1.

Example 3. Here we provide an in-detail application of the algorithm described in the proof of proposition 3. Assume that we are given a collection of four groups $K_2, K_3, K_4, H_2$. We want to show that the group $K_12$ belongs to $\langle K_2, K_3, K_4, H_2\rangle$. As was shown in the course of proving theorem 2 it is necessary and sufficient to show that the vector $(12, -1)$ defines an LND, which is a summand in an LND of the form $\Ad_{G_1}(\Ad_{G_{i_2}}(\ldots \Ad_{G_{i_{n-1}}}(\Ad_{G_n}(\ldots)).$ Here $G_i$'s are groups from the collection $\{K_2, K_3, K_4, H_2\}$ and $\delta_{i_{n-1}}$ is one of the derivations corresponding to these groups. Clearly, the vector $(12, -1)$ can be expressed as a positive linear combination of the vectors corresponding to $K_i$'s and $H_2$. Such a combination is given by the sum:

$$(12, -1) = \nu_1 + \nu_2 + \nu_3 + \nu_4 + \mu_1,$$

$$\mu_1 = (-1, 3), \quad \nu_1 = (2, -1), \quad \nu_2 = (3, -1), \quad \nu_3 = (4, -1), \quad \nu_4 = (4, -1).$$  

According to the algorithm of proposition 3 we should consider the sum:

$$\phi_1 = \sum_{i=1}^{((-1,3),(0,1))} \nu_i + \mu_1 = (12, -1).$$

Now we compute action of $\Ad$-operators on $\delta_{\nu_1}$. This can be seen in the figure 1. We get an LND

$$D = \Ad_{K_4}(\Ad_{K_4}(\Ad_{K_3}(\Ad_{K_2}(\delta_{H_2})))),$$
By construction $\exp(KD) \subseteq \langle K_2, K_3, K_4, H_2 \rangle$. It is clear, that $D$ satisfies conditions of lemma 2. Thus it $\partial_{k_{12}}$ defines a $G_a$-subgroup in $\langle K_2, K_3, K_4, H_2 \rangle$ and we are done.

**Figure 1.** The whole figure represents an entire LND

$$\text{Ad}_{K_4}(\text{Ad}_{K_3}(\text{Ad}_{K_2}(\text{Ad}_{K_1}(\partial_{H_2}))))].$$

The solid piecewise linear path represents a commutator expression of the form (9) which is equal to derivation $\partial_{(12,-1)}$.

Now we formulate a generalization of our results, which will be the topic of our subsequent work. Let $X$ be an affine toric variety. Recall that its coordinate ring admits a decomposition

$$K[X] = \bigoplus_{m \in M \cap \sigma^\vee} KX^m,$$

where $\sigma^\vee$ is a cone in $M$, corresponding to $X$, see [3, 5]. If $\partial_e$ is a locally nilpotent derivation of $K[X]$, then $\text{Ad}(K\partial_e)$ is a $G_a$-subgroup of $\text{Aut}(X)$, see [11, §2]. First we aim to generalize Theorem 2 for an affine toric surface.

**Conjecture 1.** Let $X$ be an affine toric surface. Let $\sigma$ be a cone corresponding to $X$. Then the group $G = \langle \exp(K\partial_{e_1}), \ldots, \exp(K\partial_{e_k}) \rangle$ acts on its open orbit infinitely transitively if and only if

$$\mathbb{Z}\langle e_1, \ldots, e_k \rangle = \mathbb{Z}\langle \sigma \rangle.$$

Here the problem can be solved directly by resolving a singular toric surface with a series of equivariant blow-ups thus obtaining a gluing of several copies of $\mathbb{A}^2$. A sharper statement generalizing Conjecture 1 is the following:
Conjecture 2. Let $X$ be an affine toric variety. Let $\sigma$ be a cone corresponding to $X$. The group $G = \langle \exp(\mathbb{K} \partial e_1), \ldots, \exp(\mathbb{K} \partial e_k) \rangle$ act on its open orbit infinitely transitively if and only if

$$\mathbb{Z}\langle e_1, \ldots, e_k \rangle = \mathbb{Z}\langle \sigma \rangle.$$ 

However here, the proof should rely on a general formalism that we plan to develop in our future papers. We end this section with the following

Question 1. Let $X \subseteq Y$ be a toric subvariety of a toric variety $Y$. Assume that $G$ is a group of automorphisms of $X$ generated by root subgroups. When is there an automorphism group $\tilde{G}$ of $Y$ generated by $G$ and some other root subgroups such that $\tilde{G}$ acts infinitely transitively on $Y$?
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