Triangular Vertex Transform Based Watermarking on Contourlet Coefficients for Improved Robustness
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Abstract: A hybrid watermarking scheme based on Triangular Vertex Transform (TVT) and Contourlet coefficients for high robustness is implemented. During watermark embedding, the cover image is first decomposed using Contourlet Transform to obtain high frequency and low frequency coefficients. The lower frequency coefficients are applied with TVT. Then, the W coefficients obtained from TVT are again subdivided. The watermark bit is then embedded on the subdivided coefficients to obtain the watermarked image. Reverse operation is followed in the extraction phase. The performance of this algorithm is evaluated using embedding capacity, Normalized cross correlation (Ncc) and Peak Signal to Noise Ratio (PSNR) using standard test images. These evaluation results disclose the domination of proposed scheme over traditional schemes.
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1. Introduction

Due to the development of high speed internet, huge number of media like images are created, manipulated, and shared through it especially in social media. Therefore it is very necessary to preserve the ownership of media like images. Digital image watermarking [1] provides a way to preserve the ownership of media, which also have other applications in medical field and military. A good watermarking algorithm must have the properties like high embedding capacity, high visual quality and robustness against attacks. Several researchers are working in developing high capacity, high visual quality and highly robust algorithms. Spatial domain schemes [2] directly embed the data on the pixel intensities. Schemes on transform domain convert the pixels intensities into coefficients for embedding the data.

Spatial domain methods provide high quality images and the robustness against attacks is less. Transform domain schemes are introduced to accomplish elevated robustness. These schemes mainly use Fourier Transform, Discrete Wavelet Transform (DWT) and Discrete Cosine Transform (DCT). These transforms usually generate a collection of coefficients having different frequency components. Apart from transform domain methods, decomposition methods like Singular Value Decomposition (SVD), QR decomposition and LU decomposition are used. Hybrid schemes [3] were also introduced to improve the robustness of embedded image. Hybrid schemes uses two or more transforms with decomposition algorithms. Kalra et al. [4] used DCT coefficients on each blocks of the image and the blocks were selected based on the variance. Jane et al. [5] used DWT with LU and SVD. Su et al. [6] used Schur decomposition for embedding the data on first column elements on second and third row. This shows that the robustness and PSNR also depends on the position of coefficients in which data is embedded. Rai et al. [7] used the watermarking scheme for medical applications, where a key is used to scramble the data. This ensures the security in image watermarking. Su et al. [8] used LU decomposition in which lower and upper triangular matrices were estimated after sub-dividing the image or coefficients to 4 × 4 blocks. The lower triangular matrix was used in embedding the data.

This work focus on improving the robustness and PSNR of color image watermarking. The paper formulates a hybrid algorithm that use Contourlet Transform (CT) [9] and Triangular Vertex Transform (TVT) [10] which is robust against attacks. The forthcoming sections of the paper are arranged in the following manner. Section 2 shows the proposed watermarking algorithm. Section 3 explains the experimental results and validation of the algorithm and finally conclusion is provided in section 4.2.
2. Methodology

Figure 1 depicts the functional block diagram of watermark embedding process. Initially, the cover image $I$ is separated into red ($I_R$), green ($I_G$) and blue ($I_B$) components. CT is applied on these components to obtain Contourlet coefficients $C_R, C_G$ and $C_B$. The Contourlet coefficients that are applied to the TVT. Then TVT generate $U, V$ and $W$ coefficients. Among these coefficients, $W$ is used for embedding the watermark. For embedding the watermark, $W$ is partitioned into $4 \times 4$ sub-blocks. $F$ represents the sub-block where the binary data $b$ is embedded to obtain the embedded block $F'$. After embedding the data into each sub-block, they are merged together to obtain $W'$. Then Inverse Triangular Vertex Transform (ITVT) is applied using the $U, V$ and $W'$ coefficients to obtain $C_R', C_G'$ and $C_B'$. Using the coefficients $C_R'$ and $D_R$, it is possible to estimate the red channel of the watermarked image $I'_R$. Similarly, it is possible to estimate $I'_G$ and $I'_B$. $R, G$ and $B$ planes applied with watermark are merged together to generate the final watermarked image $I'$. 

![Figure 1: Watermark embedding process](image)

The main advantage of Contourlet Transform [9] is that, it can preserve the geometry of edges present in the image. In this transform, discrete multi-resolution coefficients that represent the diagonal coefficients are generated using non-separable filter banks. This transform has properties such as ability to reconstruct and orthogonality. The $l$ directional filter bank can be represented as $d_k(l), 0 \leq k \leq 2^l - 1$. The value of $l$ decides the number of sub-bands. A channel $g^{(n)}$ is applied to the input of Laplacian pyramid which provides $m$ number of band pass images represented by $z^{(n)}m$. The coarser image of $z^{(n)}m$ be $z^{(n)}(m)$ and the image $g^{(n)}$ can be therefore decomposed using directional filter bank with $l_m$ levels. Here we use the number of levels as 2.

The coefficients $U, V$ and $W$ are estimated by assigning the Contourlet coefficients $C_R, C_G$ and $C_B$ as the edges of a triangle. Using these edges, the vertices are estimated as $U, V$ and $W$ coefficients using the following equations,

$$U = \frac{C_G^2 - C_B^2 + C_R^2}{2C_R} \quad (1)$$

$$V = \sqrt{C_G^2 - \frac{C_G^2 - C_B^2 + C_R^2}{2C_R}} \quad (2)$$
The inverse TVT transform will convert the U, V, and W coefficients back to the contourlet coefficients $C_R$, $C_G$ and $C_B$ represented by the following equations,

$$C_R = U + W \quad (4)$$

$$C_G = \sqrt{V^2 + U^2} \quad (5)$$

$$C_B = \sqrt{V^2 + W^2} \quad (6)$$

If the coefficients $C_R$, $C_G$ and $C_B$ are same ($C_R = C_G = C_B$), then the coefficients are modified as,

$$C_R \leftarrow C_R - \beta / 2; \quad C_G \leftarrow C_G; \quad C_B \leftarrow C_B + \beta / 2 \quad (7)$$

Let the $4 \times 4$ W-coefficients be represented as,

$$F = \begin{bmatrix} f_{11} & f_{12} & f_{13} & f_{14} \\ f_{21} & f_{22} & f_{23} & f_{24} \\ f_{31} & f_{32} & f_{33} & f_{34} \\ f_{41} & f_{42} & f_{43} & f_{44} \end{bmatrix} \quad (8)$$

The coefficients after data embedding is represented as,

$$F' = \begin{bmatrix} f'_{11} & f'_{12} & f'_{13} & f'_{14} \\ f'_{21} & f'_{22} & f'_{23} & f'_{24} \\ f'_{31} & f'_{32} & f'_{33} & f'_{34} \\ f'_{41} & f'_{42} & f'_{43} & f'_{44} \end{bmatrix} \quad (9)$$

$$f'_{11} = \text{sign}(f_{11}) \times (|f_{11}| - 0.25 \alpha \Delta(|f_{11}| + |f_{11}|)) \quad (10)$$

$$f'_{12} = 0.5 \times \text{sign}(f_{12})(|f_{11}| + |f_{11}|)(1 + \alpha \Delta) \quad (11)$$

$$f'_{13} = \text{sign}(f_{13}) \times (|f_{13}| - 0.25 \alpha \Delta(|f_{11}| + |f_{13}|)) \quad (12)$$

where, $\text{sign}(x) = \begin{cases} \ 0 & x = 0 \\ \ -1 & x < 0 \\ \ 1 & x > 0 \end{cases}$

The value of $\Delta$ can be estimated as,
Δ = \begin{cases} 
-1 & \text{if } b = 0 \\
1 & \text{if } b = 1 
\end{cases}  \tag{13}

Algorithm 1: Watermark Embedding

1. Estimate the channels \( I_R, I_G \) and \( I_B \) from cover image.
2. Apply CT to \( I_R, I_G \) and \( I_B \) and estimate the lower frequency coefficients, \( C_R, C_G \) and \( C_B \).
3. If \( C_R, C_G \) and \( C_B \) are equal, then pre-process the coefficients using Eqn. (7).
4. Apply TVT transform to obtain \( U, V \) and \( W \).
5. Partition the \( W \) coefficients into \( 4 \times 4 \) blocks to obtain \( F \).
6. Embed the binary data \( b \) on the sub-block to obtain \( F' \) using Equation (9).
7. Repeat step (vi), on all sub-blocks to embed the complete data.
8. Merge all the sub-blocks to obtain the coefficients \( W' \).
9. Using \( U, V \) and \( W' \), apply inverse TVT to obtain the coefficients \( C'_R, C'_G \) and \( C'_B \).
10. Obtain the inverse Contourlet transform to obtain the channels, \( I'_R, I'_G \) and \( I'_B \).

During the extraction process, the watermarked image is initially separated into \( I_R, I_G \) and \( I_B \) as depicted in Figure 2. From each channels, the low frequency Contourlet coefficients are estimated as \( C'_R, C'_G \) and \( C'_B \).

Using TVT, the coefficients \( U, V \) and \( W \) are estimated and \( W \) is sub-divided into \( 4 \times 4 \) blocks represented as \( \hat{F} \),

\[
\hat{F} = \begin{bmatrix}
\hat{f}_{11} & \hat{f}_{12} & \hat{f}_{13} & \hat{f}_{14} \\
\hat{f}_{21} & \hat{f}_{22} & \hat{f}_{23} & \hat{f}_{24} \\
\hat{f}_{31} & \hat{f}_{32} & \hat{f}_{33} & \hat{f}_{34} \\
\hat{f}_{41} & \hat{f}_{42} & \hat{f}_{43} & \hat{f}_{44}
\end{bmatrix}
\tag{14}
\]

The data \( \hat{b} \) present in the sub-block \( \hat{F} \) is extracted using the following relation.

\[
\hat{b} = \begin{cases} 
1 & \text{if } |\hat{f}_{12}| > 0.5(|\hat{f}_{11}| + |\hat{f}_{13}|) \\
0 & \text{elsewhere}
\end{cases}
\tag{15}
\]

Figure 2: Watermark extraction process

The procedure for watermark extraction is briefed in algorithm 2.
Algorithm 2: Watermark Extraction

i. Estimate $I_R$, $I_G$ and $I_B$ from the watermarked image.
ii. Apply CT to $\tilde{I}_R$, $\tilde{I}_G$ and $\tilde{I}_B$ to estimate the lower frequency coefficients $C_R$, $C_G$ and $C_B$.
iii. Apply TVT to obtain the coefficients $U$, $V$ and $W$.
iv. Partition $W$ coefficients into $4 \times 4$ blocks.
v. Extract the binary data $\tilde{b}$ on the sub-block using Equation (15).
vi. Repeat step (v) to extract the complete watermark.

3. Experimental Results

Performance of the proposed algorithm is evaluated using standard test images such Airplane, Baboon, Barbara, Fruits, Lena, Pepper and Tiffany. These standard color (RGB) images have dimension $512 \times 512$ as depicted in Figure 3. The watermark images are binary images having a size of $64 \times 64$ as shown in Figure 4. The performance is evaluated using Embedding Capacity (EC), PSNR, Structural Similarity Index Measurement (SSIM) and Ncc. Table 1 displays the comparison of performance for different test images. The proposed scheme provides a maximum EC of 4096 bits. The value of SSIM and PSNR are highest for the test image Tiffany.

![Figure 3: Test images](image1)

(a) Airplane (b) Baboon (c) Barbara (d) Pepper (e) Lena (f) Tiffany

![Figure 4: Test Secret images](image2)

(a) Android (b) Facebook (c) Gmail
Table 1: Performance of the proposed method for different test images.

| Watermark | Metric | RGB Host image          |          |          |          |          |          |          |
|-----------|--------|-------------------------|----------|----------|----------|----------|----------|----------|
|           |        | Airplane                | Baboon   | Barbara  | Fruit    | Lena     | Pepper   | Tiffany  |
| Android   | PSNR(dB)| 49.4091                | 42.6593  | 46.4111  | 45.0576  | 48.6623  | 41.9953  | 50.7294  |
|           | SSIM   | 0.9991                  | 0.9986   | 0.9987   | 0.9981   | 0.9991   | 0.9959   | 0.9989   |
|           | Ncc    | 0.9994                  | 0.9940   | 1        | 0.988    | 1        | 0.9448   | 0.9974   |
| Facebook  | PSNR(dB)| 49.0441                | 42.8751  | 46.5749  | 45.2468  | 48.4034  | 42.0465  | 50.8291  |
|           | SSIM   | 0.9991                  | 0.9987   | 0.9988   | 0.9981   | 0.9990   | 0.9959   | 0.9989   |
|           | Ncc    | 0.9993                  | 0.9938   | 0.9998   | 0.9886   | 1.000    | 0.9555   | 0.9983   |
| Gmail     | PSNR(dB)| 49.5420                | 43.4300  | 47.5914  | 45.6544  | 48.7772  | 42.4312  | 50.8964  |
|           | SSIM   | 0.9991                  | 0.9987   | 0.9990   | 0.9982   | 0.9991   | 0.9962   | 0.9989   |
|           | Ncc    | 0.9987                  | 0.9934   | 1.0000   | 0.9816   | 1.0000   | 0.9535   | 0.9880   |

Figure 5 shows the graphical comparison of PSNR for different embedding capacity. As the value of EC increases, PSNR decreases. PSNR is high for Tiffany image and it is less for the Pepper image almost for different embedding capacity. PSNR is almost independent on the data which is embedded. Fig 6 shows the PSNR and Ncc comparison for different values of $\alpha$. As the value of $\alpha$ is less, PSNR is almost same for all values of $\beta$. For higher values of $\alpha$, PSNR is more dependent of the value of $\beta$. Similarly, the Ncc is independent of $\beta$ for $\alpha=0.5$. As the value of $\alpha$ increases, Ncc is more dependent of the value of $\beta$. Fig 7 shows the extracted watermark for various attacks.
Figure 6: PSNR and Ncc comparison for different values of $\alpha$ (a) PSNR (b) Ncc

Figure 7: Extracted watermark after attacks (a) Histogram Equalization (b) Brightening (c) Sharpening (d) Salt & pepper noise (e) Cropping (f) Rotation (g) Darkening (h) JPEG 2000 (i) Contrast adjustment (j) Gamma correction (k) Median filtering (l) Scaling (m) Gaussian LPF.

Table 2: PSNR and SSIM comparison

| Method       | PSNR (dB) | SSIM   |
|--------------|-----------|--------|
| Scheme [11]  | 42.31     | 0.9801 |
| Scheme [12]  | 43.44     | 0.9806 |
| Scheme [13]  | 44.63     | 0.9831 |
| Scheme [10]  | 45.23     | 0.9852 |
| Proposed     | 46.58     | 0.9991 |

Table 2 provides a comparison of SSIM and PSNR with traditional methods. The average PSNR of proposed scheme is 46.58 dB, which is higher compared to traditional methods [13], [12], [11] and [10]. Also, the proposed schemes provides a SSIM of 0.9991 which is also higher than the traditional schemes. Figure 8 depicts the PSNR comparison for different values of $\beta$. Figure 9 shows the Ncc comparison for various $\beta$ values.
For $\beta=2$, PSNR is independent on the value of $\alpha$. Ncc will be high for higher values of $\beta$. Therefore, for achieving high PSNR, $\alpha$ can be chosen as minimum and $\beta$ as 2. For high robustness moderate value of $\alpha$ and higher values of $\beta$ need to be chosen. Table 3 displays the Ncc comparison for various types of attacks. Table 4 displays the Ncc comparison with the traditional schemes. For most of the attacks, Ncc of the proposed method is higher than that of existing schemes. This is the indication of the robustness against various attacks.

### Table 3: Ncc for different test images under attack

| Attack                  | Barbara & Facebook | Airplane & Android | Fruit & Gmail |
|-------------------------|--------------------|--------------------|---------------|
| Histogram Equalization  | 0.7622             | 0.7519             | 0.5186        |
| Brightening             | 0.9968             | 0.9932             | 0.8403        |
| Sharpening              | 0.7862             | 0.9123             | 0.7374        |
| Salt & Pepper noise     | 0.8008             | 0.7840             | 0.6717        |
| Cropping                | 0.9636             | 0.9620             | 0.8968        |
| Rotation                | 0.9012             | 0.9038             | 0.8363        |
| Darkening               | 0.9620             | 0.9651             | 0.9159        |
| JPEG 2000               | 0.9655             | 0.9192             | 0.9065        |
| Contrast Adjustment     | 0.9517             | 0.8319             | 0.8386        |
| Gamma Correction        | 0.9677             | 0.9359             | 0.7709        |
| Median Filtering        | 0.8586             | 0.7803             | 0.6368        |
| Scaling                 | 0.9977             | 0.9840             | 0.9612        |
| Gaussian LPF            | 0.9930             | 0.9856             | 0.9511        |

### Table 4: Ncc Comparison of proposed method with traditional schemes

| Attack                  | Scheme [11] | Scheme [12] | Scheme [13] | Scheme [10] | Proposed |
|-------------------------|-------------|-------------|-------------|-------------|----------|
| Histogram Equalization  | 0.8654      | 0.9122      | 0.9017      | 0.9186      | 0.6776   |
| Brightening             | 0.7822      | 0.9276      | 0.9253      | 0.9327      | 0.9434   |
| Sharpening              | 0.8542      | 0.9342      | 0.9412      | 0.9596      | 0.8120   |
| Salt & Pepper noise     | 0.7432      | 0.8634      | 0.9321      | 0.9431      | 0.7522   |
| Operation          | 0.8532 | 0.9024 | 0.9125 | 0.9238 | 0.9408 |
|--------------------|--------|--------|--------|--------|--------|
| Cropping           | 0.6285 | 0.6645 | 0.8678 | 0.8745 | 0.8804 |
| Rotation           | 0.7822 | 0.9176 | 0.9253 | 0.9399 | 0.9477 |
| Darkening          | 0.9132 | 0.9222 | 0.9184 | 0.9054 | 0.9304 |
| JPEG 2000          | 0.7072 | 0.8563 | 0.8522 | 0.8699 | 0.8741 |
| Contrast Adjustment| 0.8835 | 0.8432 | 0.8821 | 0.8732 | 0.8915 |
| Gamma Correction   | 0.8602 | 0.8751 | 0.9264 | 0.9143 | 0.7586 |
| Scaling            | 0.8758 | 0.8543 | 0.8902 | 0.9784 | 0.9810 |
| Gaussian LPF       | 0.9214 | 0.9564 | 0.9372 | 0.9532 | 0.9766 |

### 4. Conclusion

This work introduced a watermarking scheme that utilizes transforms such as CT and TVT. The cover image is applied with CT to obtain the lower frequency coefficients which is again transformed using TVT. The W coefficient of TVT is used for embedding watermark. The experimental evaluation is performed on standard test images using metrics such as EC, SSIM, Ncc and PSNR. Average PSNR obtained is 46.58 dB at the embedding capacity is 4096 bits. The proposed scheme is found to be robust against various attacks. This will improve the security of watermark while transmitting though a communication channel.
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