We propose a scheme to control the evolution of a two-level quantum system in the strong coupling regime based on the idea of reverse-engineering. A coherent control field is designed to drive both closed and open two-level quantum systems along user predefined evolution trajectory without utilizing the rotating-wave approximation (RWA). As concrete examples, we show that complete population inversion, an equally weighted coherent superposition, and even oscillation-like dynamics can be achieved. As there are no limitations on the coupling strength between the control field and matter, the scheme is attractive for applications such as accelerating desired system dynamics and fast quantum information processing.

Manipulating physical systems with the electromagnetic field is the cornerstone for the investigation of light-matter interactions. [1–3]. Especially, designation of reliable time-dependent control field to accurately control a quantum system is the key for quantum information processing. Various recent proposed methods are devoted to this topic, such as adiabatic control [4, 5], shortcut-to-adiabaticity (STA) [6–8], optimal control [9, 10], Lyapunov control [11, 12], etc. However, most of these studies are based on the RWA which is appropriate only in the weak coupling regime, resulting in long manipulation time.

Recent technological advances have made it possible to realize strong coupling strength between field and matter [13, 14]. For instance, studies on superconducting systems [15, 16], optomechanical systems [17], semiconducting systems [18], Bose-Einstein condensates [19], and nitrogen-vacancy centers (NV) [20] have shown that strong or even ultra-strong couplings can be achieved. Therefore, it is now possible to engineer systems with strong driving fields to accelerate manipulation precess. Whereas, such a coupling regime may limit the application of RWA, e.g., in a NV system, Liu et al. [21] have shown that RWA is broken when the frequency of field of $10 \times 2\pi$ GHz and the coupling strength reaches $2\pi$ GHz. However, this regime has been in the focus of theoretical and experimental interest on fundamental grounds [22, 23]. Thus the schemes based on the RWA should be reconsidered and modified. Indeed, a variety of ground-breaking techniques for pulse design have been formulated without the RWA. For instance, the population transition with STA has been reconsidered by Chen et al. [24] and Ibáñez et al. [25]. Fast and accurate qubit operations of a single spin with optimal control have been demonstrated experimentally [26]. While, most of the pulse-design schemes are typically formulated to drive the interested system into a desired final state, sometimes along specific instantaneous eigenstate [27–32]. It is of great interest to control not only the final state superposition but also the exact path, allowing for monitor system dynamics at any moment of time during the interaction with the field.

Recently, it is shown by Golubev et al. [33, 34], Medina et al. [35], Cshei [36] and Ran et al. [37] that within the RWA, a two-level quantum system can be driven from arbitrary initial state into a desired final state along user-prescribed evolution trajectory based on the idea of reverse-engineering. In this letter, we propose a scheme to achieve a desired trajectory in the strong coupling regime where the RWA maybe invalid. The coherent control field is related to the particular trajectory on the Bloch sphere. As examples for using our approach, we employ the designed control field for population inversion, superposition state generation, and decay-like Rabi oscillation, which demonstrate the powerful control ability of the scheme. As the RWA is not employed, the scheme is suitable for fast manipulation of a two-level quantum system as desired with strong field. Thus, it offers opportunities to test advanced concepts of quantum control and achieve fast state operation compared to previous
where $\omega_0(t)$ is the transition frequency of the two-level system, which depends on time, e.g., controlled by Stark shifts. $\Omega(t)$ is the time-dependent Rabi frequency, assumed to be real without loss of generality. $\hat{c}_j$ ($j = x, y, z$) are the pseudospin operators, namely Pauli matrices. $\hat{c}_\pm = (\hat{c}_x \pm i\hat{c}_y)/2$ are the raising or lowering operators. By defining $\hat{H}_p(t) = \hat{\phi}(t)\hat{c}_z/2$, the exact Hamiltonian in a field-adapted interaction picture is given by

$$\hat{H}(t) = \hat{U}_\varphi^\dagger(\hat{H}_s - \hat{H}_p)\hat{U}_\varphi = \frac{1}{2} \left( -\Delta(t) \quad \Omega(t) \right) \left( \begin{array}{c} 0 \\ \Omega^*\vphantom{\Delta(t)}(t) \end{array} \right) \left( \begin{array}{c} \Delta(t) \\ 0 \end{array} \right),$$

where $\hat{U}_\varphi = \exp\{-i\int_0^t \hat{H}_p(t')dt'\}$ is the unitary operator of the transition, $\Omega(t) = \Omega_R(t)[1 + \exp\{-2i\hat{\phi}(t)\}]$, and $\Delta(t) = \omega_0(t) - \hat{\phi}(t)$.

Here, we consider the general case that the two-level system interacts with the environment which induces thermal noise and dephasing with rates $\Gamma$ and $\gamma$, respectively. In such a scenario, the dynamics of the system is given by [39] $\dot{\hat{\phi}}(t) = -i[\hat{H}(t), \hat{\phi}(t)] + \frac{1}{2}D_\varphi[\hat{\phi}(t)] + TD_\varphi[\hat{\phi}(t)]$, where $D_{\varphi}[\hat{\phi}(t)] = \hat{c}_\varphi \hat{\phi}(t)\hat{c}_\varepsilon - \hat{\phi}(t)\hat{c}_\varepsilon + \hat{c}_\varepsilon \hat{\phi}(t) + \hat{\varepsilon}(t)\hat{\phi}(t)$.

Based on the optical Bloch equation $\dot{\hat{\phi}}(t) = \hat{\Omega}(t)\hat{\phi}(t)$, with the idea of reverse engineering [37], $\hat{\phi}(t)$ and $\Omega_R(t)$ for the coherent control field are straightforwardly calculated

$$\hat{\phi}(t) = \int [\omega_0 - \Delta(t)]dt,$$

$$\Omega_R(t) = \Omega(t)/[1 + \cos(2\varphi)],$$

where $\hat{I}$ is the identity operator, $\hbar(t) = \text{Tr}[\hat{c}_\varphi \hat{\phi}(t)]$ ($\varphi = u, v, w$), and

$$\Omega(t) = \sqrt{\frac{2\Gamma}{v(t)}[1 + w(t) + 2\bar{w}(t)] + \frac{\bar{w}(t)}{v(t)}},$$

$$\Delta(t) = \frac{\Gamma u(t) + \bar{u}(t)}{v(t)}.$$

Let us proceed to illustrate this method by some concrete examples. We first consider the closed quantum system case, i.e., $\gamma = \Gamma = 0$. Then, according to Eq. (4), one can see that $\Omega(t) = \bar{w}(t)/v(t)$ and $\Delta(t) = \bar{u}(t)/v(t)$. It is clear that $\bar{u}^2(t) + \bar{v}^2(t) + \bar{w}^2(t) = 1$ for the general evolution of a closed two-level quantum system. Therefore, after providing two of the concrete form of the predefined functions $u(t)$, $v(t)$ and $w(t)$, the other one that predetermines the evolution of the two-level system is automatically defined. For instance, a given $u(t)$ and $w(t)$, then $v(t) = \sqrt{1 - u^2(t) - w^2(t)}$.

For population transition, we assume that the function $w(t)$ has the following form: $w(t) = a_1(t - g(t)) + a_2g(t)$, where $g(t) = 1/(1 + \exp(-a_1t))$ goes smoothly from 0 to 1 with a real and positive parameter $a$ controlling the time duration of transition from initial state to final state. Note that the function $w(t)$ is related to the evolution of population $P_{\varphi}(e) = \langle \psi(e) | \hat{\rho}(t) | \psi(e) \rangle$.

Here, we choose the function $u(t)$ to have the Gaussian envelope: $u(t) = A e^{-\frac{1}{2}(t - \tau)^2/\sigma^2}$, where the real parameter $A$ is the height of the curve’s peak, $\tau$ is the position of the center of the peak, and $\sigma$ controls the width of the “bell”.

Because the interaction pictures lead to the same Schrödinger dynamics and same populations, next, we perform the simulations in the interaction picture. To exhibit that the scheme can drive the system from an arbitrary initial state to a desired final state, in Fig. 1(a), we show different trajectories on the Bloch sphere by choosing different $a_1$ and $a_f$ and adjusting the parameters in the functions $u(t)$ and $w(t)$. From the simulation, one can see that each prescribed trajectory are obtained exactly. By choosing a particular trajectory, in Fig. 1(b), we show the corresponding $\Omega_{\varphi}(t)$ and $\varphi(t)$ linearly increased the transition frequency $\omega_0(t)$. An observation of Fig. 1(b), one can note that the shape of $\Omega_{\varphi}(t)$ and $\varphi(t)$ are very simple and the maximum modulus of the Rabi frequency $|\Omega_{\varphi}|_{\text{max}}$ have the same order of magnitude of the transition frequency $\omega_0(t)$. This means that the scheme works well in the strong coupling regime.
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which can be used for controlling the population decay rate. The common Rabi oscillation process is influenced by the environment. In the following, we study and relate to the coherent control field. From the simulation, the initial state of the system is in the ground state \( |g\rangle \) and the final state is the superposition state \( |\psi(\infty)\rangle = \frac{1}{\sqrt{2}}( |g\rangle + |e\rangle ) \) corresponding to \( a_i = -1 \) and \( a_f = 0 \), respectively. Figure 3(a) is the analytical predefined functions \( h(t) \) \( (h = u, v, w) \) and the numerical results of \( |\psi_j\rangle \) \( (j = x, y, z) \). Figure 3(b) depicts the evolution of populations \( P_x \) and \( P_y \). Figure 3(c) shows the Rabi frequency \( \Omega_R \) and \( \phi \) that relate to the coherent control field. From the simulation, it is clear that the desired dynamics is obtained because the analytical predefined functions are perfectly coincided with the numerical simulations, which is confirmed by the trajectory on the Bloch sphere in Fig. 3(d). We note that the populations can be maintained with the non-vanishing control field even in the presence of dissipation. However, the coherence, defined as \( 1/2 \langle \langle \hat{\sigma}_z \rangle - i \langle \hat{\sigma}_y \rangle \rangle /2 \), decay with time due to the dissipation effect, resulting in the trajectory moving inside the Bloch sphere.

We have shown that the scheme is feasible for population transfer in both closed and open quantum systems. Next, as an additional example, we show that the scheme can also be used to obtain arbitrary decay of Rabi oscillations [41, 42]. The predefined functions \( w(t) \) and \( u(t) \) are chosen as: \( w(t) = k_1 e^{-i\omega t \cos(\Omega_1 t + b t^2)} \), \( u(t) = k_2 \sin(\Omega_2 t) \), where \( 0 \leq k_1 \leq 1 \) and \( 0 \leq k_2 \leq 1 \) are used for adjusting the amplitude of \( w(t) \) and \( v(t) \), respectively. \( \Omega_1 \) and \( \Omega_2 \) are used for controlling the oscillation frequency of the population and coherence. \( a \) is a constant which can be used for controlling the population decay rate. \( b \) is a real chirp parameter. The common Rabi oscillation process is obtained by setting the parameters \( a = b = 0 \) where \( k_1 \) controls the amplitude of Rabi oscillation. One simulation result is given in Fig. 4. The analytical predefined functions \( h(t) \) \( (h = u, v, w) \) and the numerical results of \( |\psi_j\rangle \) \( (j = x, y, z) \) are presented in Fig. 4(a), which are also exhibited on the Bloch sphere in Fig. 4(d). Figure 4(b) depicts the evolution of populations \( P_x \) and \( P_y \). Figure 4(c) shows \( \Omega_R(t) \) and \( \phi(t) \) as a function of time. The simulation results evidence that arbitrary decay of Rabi oscillations of the system can be obtained in the strong coupling regime. Numerous merits of the scheme are emerged over previous ones. First, by using the density representation instead of the wave function for the system [33, 34], it allows us to control both closed and open quantum systems as desired. By taking into account the presence of environmental noise and arbitrary initial states, the scheme may have applications for controlling molecular or condensed-matter systems [43]. Since there is no limitation on the phase of coherence where the previous schemes assume constant [33–35], as a result, not only the populations but also the coherence can be controlled. In addition, previous schemes [33–37] require resonant interaction between light-matter interaction for controlling the evolution trajectory. Here, such a requirement is not needed, allowing the control of the system for time-varying transition frequency. Most importantly, the scheme allows us to control the system in the strong or even ultra-strong coupling regime by adjusting the parameters in the predefined functions, which may be applied to ultrafast quantum system control [44]. For instance, for population inversion, by choosing 15 orders of magnitude for \( a \) and \( \sigma \), the magnitude of the control field would increases by factor 3 and the manipulation time decrease to the order of picosecond. This solves the problem of limitation by increasing \( a \) to shorten the transition time, as has been indicated in Ref. [37]. While, it has been indicated that the expected trajectory is obtained only when the RSA is well satisfied [37], i.e., \( \omega_0 / \Omega_R^{\text{max}} > 20 \). Besides, the scheme here can be regarded as the generalization of proposals given by Zlatanov and Vitanov [45], in which the adiabatic
condition is considered.

In summary, we have proposed a simple scheme to design coherent field for controlling arbitrarily the evolution of two-level systems in the strong-coupling regime. The flexibility of the scheme ensures that arbitrary desired dynamics can be obtained, such as population inversion, superposition state generation and oscillation-like dynamics synthesis. Importantly, due to the field obtained without utilizing the RWA, fast manipulation of system dynamics is allowed by adjusting the parameters in the predefined functions. Besides, the pulse reverse-engineering scheme may be applied to realize universal quantum logic gates. Thus, it may have potential interest to a variety of physical problems involving qubits driven by an external field, e.g., in quantum metrology [46] and quantum simulations [47].
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