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The structural analysis of shape boundaries leads to the characterization of objects as well as to the understanding of shape properties. The literature on graphs and networks have contributed to the structural characterization of shapes with different theoretical approaches. We performed a study on the relationship between the shape architecture and the network topology constructed over the shape boundary. For that, we used a method for network modeling proposed in 2009. Firstly, together with curvature analysis, we evaluated the proposed approach for regular polygons. This way, it was possible to investigate how the network measurements vary according to some specific shape properties. Secondly, we evaluated the performance of the proposed shape descriptor in classification tasks for three datasets, accounting for both real-world and synthetic shapes. We demonstrated that not only degree related measurements are capable of distinguishing classes of objects. Yet, when using measurements that account for distinct properties of the network structure, the construction of the shape descriptor becomes more computationally efficient. Given the fact the network is dynamically constructed, the number of iterations can be reduced. The proposed approach accounts for a more robust set of structural measurements, that improved the discriminant power of the shape descriptors.

I. INTRODUCTION

In computer vision, shape boundaries are important attributes that can be used for the characterization and the classification of objects. In shape analysis there are many pattern recognition applications covering different areas, such as neuroscience [1–3], agriculture [4–9], medical imaging [10–13], remote sensing [14, 15], to mention but a few. Over the last decades many methods were proposed in the literature of pattern recognition which are based on classical approaches, such as, Fourier descriptors [16, 17], wavelets [18, 19], fractal dimension [9, 20–22], curvature scale space (CSS) [23] among others. These methods support a wide range of applications. In addition, methods based on structural properties of shape boundaries have been drawing attention for classification tasks. Such methods are strongly influenced by graph and network theory [20, 24–27]. Instead of considering the shape boundaries only as a chain of connected points, this new approach also takes advantage of the topological properties of the shape contour.

In a paper published in 2009 [24], Backes et al. proposed a method, named as CNDescriptor, for boundary shape analysis based on the connectivity among the contour pixels. In this one-parameter model, each pixel is modeled as a vertex of a graph and the connections between them are established according to that parameter, which represents a distance threshold. For a given threshold value, there is one graph realization and a set of measurements regarding the connectivity of this graph can be obtained. These measurements are the so-called network descriptors which characterize the graph structure, and, consequently, unveil the topological properties of the shape boundary. In the referred paper, the authors also detail some properties of the graphs obtained through the proposed method, e.g., for some thresholds the graphs present a high clustering coefficient, characterizing them as small-world graphs. In addition, the CNDescriptor is invariant to geometric transformations such as rotation and scale and robust for what concerns the presence of noise. This method was also evaluated in the context of image degradation, in which parts of the shape contour were removed. The authors demonstrated that the CNDescriptor is also very robust in such cases, showing promising results. It is also possible to find an extension of the method for texture analysis [28].

However, in spite of being well suited for shape analysis tasks, the dynamic evolution signature provided by the method CNDescriptor only accounts for degree-related measurements as feature vectors. However, a much more robust set of measurements could improve the classification performance in different shape recognition applications. Along the last two decades, Complex Networks (CN) has been established as a new research field which integrates graph theory and statistical mechanics [29–31]. Many related studies have provided new insights about the topological characterization of networks leading to a deep understanding of how the connectivity patterns of the nodes are related.
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to the network model \cite{32,34}. Therefore, the measurements extracted from the network structure are important features for the network characterization. In a survey of 2007, Costa et al. emphasize this approach \cite{35}. The authors summarize a large set of measurements that can be used to describe the topology of a network. They present different categories of measurements, such as, connectivity measurements which include, for instance, mean degree and degree distributions and correlations. Distances and path lengths as well as hierarchical and spectral measurements are other important categories. Centrality measurements can quantify how important is a node to the network topology for what concerns its robustness and noise tolerance, e.g., betweenness, closeness and eigenvector centrality \cite{36,37}. It is also possible to quantify clustering and cycles in a network through measurements like transitivity and the clustering coefficient, which can be used to characterize the small-world property \cite{34}. In addition, Costa et al. also addresses the use of classical pattern recognition techniques for network analysis \cite{38}.

In this paper we present an extension of the previous work of Backes et al. \cite{24} and we propose a generalized approach for shape characterization in Computer Vision based on network analysis. This approach accounts for different categories of measurements. We have demonstrated how these measurements are related with the properties of shape boundaries. For this task we used samples obtained through an interpolation process performed between regular shapes. This way, we could analyze, for instance, how the emergence of internal angles of a shape influences the connectivity of the resulting network. Besides, we also performed an analysis of the curvature signal of those shapes and its relationship with structural network measurements. We observed that the pixels of high curvature are not the ones with the highest degree, instead, they present a high clustering coefficient. In addition, we also evaluated the performance of the proposed approach in three different applications concerning shape recognition. The first image dataset contains geometric shapes of ten different classes. The second dataset contains generic shape contours belonging to nine different categories like animals, fishes and tools among others. This dataset has been used as benchmark in many other studies \cite{39,40}. The last dataset evaluated in this paper is the same dataset yielded by Backes et al., which was used for comparing purposes as well as in order to validate the methodology in a real-world application. This dataset contains images of leaf contours from 30 different plant species.

This paper is organized as follows: Section \ref{II} presents a detailed description of the previous work of Backes et al. as well as a basic introduction in what concerns the structural characterization of networks. In Section \ref{II}, we present a study regarding structural properties of networks for different geometric shapes using an interpolation approach as well as a curvature analysis. In section \ref{IV}, we evaluated the proposed approach regarding the classification task for three distinct datasets, and, finally, Section \ref{V} presents the discussion.

\section{II. BACKGROUND}

\subsection{A. Previous work}

In the work of Backes et al. \cite{24} is introduced a shape descriptor based on the dynamic evolution of a network built from the contour points. This method is based on a distance criterion in order to establish the connections between the pixels. The threshold parameter, \( T \), is used for modeling shape boundaries and to obtain the corresponding feature vectors. All this process is detailed next.

Let \( S \) be the contour of an image, such that \( S = \{s_1, s_2, \ldots, s_N\} \), where \( s_i = [x_i, y_i] \) are the coordinates of point \( i \), represented by discrete values. Given a graph of the form \( G = (V, E) \), each pixel of the contour represents a node in the graph, and, therefore, \( S = V \). The set of non-directed edges \( E \) is defined for each pair of nodes and the corresponding weight is calculated by the Euclidean distance, as follows:

\[
d(s_i, s_j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}.
\] (1)

The adjacency matrix \( W \) of this weighted network is represented by the \( N \times N \) matrix, such that \( w_{ij} = W([w_i, w_j]) = d(s_i, s_j) \), which is then normalized in the interval \([0, 1]\): \( W = \frac{W}{\max_{w_{ij} \in W}} \). \( N \) is the total number of nodes in the network.

Initially, the network is regular, since each node is connected to all the others. At this step, a threshold transformation, \( T_l \), can be applied in order to obtain a new set of edges \( E' \). This set is composed by the edges whose weights are smaller than \( T_l \). If \( T_l \) is small, the number of edges will be also small and the network will be composed of many connected components without intersection. Otherwise, if \( T_l \) is large, the network will be almost fully connected. For intermediate values of \( T_l \), other properties begin appearing, such as the small-world property, characterized by the presence of many connected triples. The authors have demonstrated this property for a set of distinct shapes. Therefore, the threshold parameter controls the connectivity of the network. Notice that the same process can be im-
plemented considering the connections which are above the threshold, i.e., two pixels will be connected if the distance between them is greater than $T_l$.

Based on the properties that arise from the transformations defined by $T_l$, the shape descriptor is obtained through the connectivity measures extracted from the network topology. The dynamic evolution of the network as a function of $T_l$ provides distinct attributes which are then combined to compose the feature vector. The transformation is formally defined by the $\delta$ operation as follows:

$$ A_{T_l} = \delta_{T_l}(W) = \forall W \in W \left\{ \begin{array}{ll} a_{ij} = 0, & \text{if } w_{ij} \geq T_l \\ a_{ij} = 1, & \text{if } w_{ij} < T_l \end{array} \right. $$

(2)

where $A$ is the resulting unweighted and thresholded matrix. Therefore, the shape characterization is performed through a series of $\delta$ transformations where $T_l$ is regularly incremented by $T_{inc}$. Fig. 1 illustrates the $\delta_{T_l}(W)$ transformation. The left part of the figure presents the networks obtained by applying the comparison smaller than. Therefore, as $T_l$ increases more connections are established. Similar analysis is shown in the right part of the figure, which illustrates the condition greater than, $\Delta_{T_l}(W)$, however with the opposite behavior. Given that the distance values are normalized between 0 and 1, the threshold values are defined in the same interval.
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FIG. 1. Network construction from the contour pixels. The left-side depicts the connections established for different threshold values by applying the comparison smaller than. The right-side illustrates the comparison greater than.

The measurements obtained at each $\delta_{T_l}(W)$ are: the average degree ($k_\mu$) and the max degree ($k_\kappa$), which corresponds to the average and to the maximum degree of all the network nodes, respectively. The final feature vector, $\varphi$, is represented by

$$ \varphi = [k_\mu(T_0), k_\kappa(T_0), k_\mu(T_1), k_\kappa(T_1), \cdots, k_\mu(T_Q), k_\kappa(T_Q)], $$

(3)

where the values $k_\mu$ and $k_\kappa$ correspond to the average and max degree for each $\delta_{T_l}(W)$ considered. Backes et al. [24] showed that the proposed descriptor is invariant to rotation and scale transformations applied on images, and, it is robust to noise and image degradation.

In the present paper, in addition to degree-related measurements, we investigated a more generalized approach for shape characterization based on network analysis. Different sets of measurements were evaluated which are capable of describing important structural properties of shape boundaries. In the next subsection, we introduce the definition of some network measurements. And further in this paper we discuss how these measurements can be used as feature vectors.

### B. Structural network characterization

A large variety of structural measurements can be used to characterize networks [35]. It is possible to identify different categories such as connectivity and distance related measurements. Some of these groups are described next.
1. Connectivity measurements

The number of neighbors of a given node $i$, $k_i$, is one of the simplest measures regarding the connectivity of a network. From $k_i$ a set of measurements can be derived \[35\] as the average degree,

$$\langle k \rangle = \frac{1}{N} \sum_i k_i, \quad (4)$$

which is computed considering the degrees of all the nodes in the network. In contrast to $\langle k \rangle$, the hierarchical degree, $k^h$, accounts for the connectivity of the node neighbors that are restricted to a hierarchy level $h$. For instance, the hierarchical degree of level 2 of a given node $i$, $k^2_i$, is the sum of the degrees of its neighbors. Therefore, the average hierarchical degree of a network, $\langle k^h \rangle$, is given by,

$$\langle k^h \rangle = \frac{1}{N} \sum_i k^h_i, \quad (5)$$

where $h$ defines the hierarchy level. Another interesting measurement is the clustering coefficient \[34\], $cc_i$, which expresses the probability of two vertices $j$ and $k$ being connected to each other since both are connected to node $i$. It is calculated by $cc_i = 2e_i/k_i(k_i-1)$, where $e_i$ represents the number of edges between the neighbors of node $i$. Therefore, the average clustering coefficient, $\langle cc \rangle$, is given by

$$\langle cc \rangle = \frac{1}{N} \sum_i cc_i. \quad (6)$$

2. Distance-related measurements

A path that connects two nodes $i$ and $j$ in a network is defined by the sequence of nodes which must be visited to go from $i$ to $j$, and, the number of links is denoted by the distance between them, $d_{ij}$. The geodesic path is the path that has the smallest value of $d_{ij}$. If there is no path between $i$ and $j$, then $d_{ij} = \infty$ or only the largest connected component of the network can be considered. The average path length is defined as follows \[35\]:

$$\langle l \rangle = \frac{1}{N(N-1)} \sum_{i \neq j} d_{ij}, \quad (7)$$

where $\frac{1}{N(N-1)}$ is the normalization factor for a totally connected network.

3. Degree correlation

The degree correlation quantifies the tendency of nodes that present high $k$ to connect with nodes that also have a high degree, or, with nodes that present lower values of $k$. It is also called assortativity \[41\] and can be calculated as follows:

$$\rho = \frac{(1/M) \sum_{j>i} k_ik_ja_{ij} - [(1/M) \sum_{j>i} (1/2)(k_i+k_j)a_{ij}]^2}{(1/M) \sum_{j>i} (1/2)(k_i^2+k_j^2)a_{ij} - [(1/M) \sum_{j>i} (1/2)(k_i+k_j)a_{ij}]^2}, \quad (8)$$

$\rho$ belongs to the interval $-1 \leq \rho \leq 1$. Value of $\rho$ that are close to 1 indicate a positive correlation, whereas values close to $-1$, a negative correlation. Finally, values near zero indicate no linear dependency for what concerns the degrees of the network nodes.
4. Betweenness centrality

The betweenness centrality is a measure that accounts for the importance of a node regarding the information load it is responsible in the network [36]. Given \( j \) and \( k \), two nodes that are not adjacent, i.e., that are not directly linked, the communication between them depends on the nodes that belong to the paths that connect \( j \) and \( k \). Therefore, the betweenness \( b_i \) of a node \( i \) is calculated as a function of the number of geodesic paths passing through \( i \) [36]:

\[
b_i = \sum_{j,k,j \neq k} \frac{n_{jk}(i)}{n_{jk}},
\]

where \( n_{jk}(i) \) is the number of geodesic paths connecting \( j \) and \( k \) passing through \( i \) and \( n_{jk} \) is the number of geodesic paths connecting \( j \) and \( k \). We adopted the normalized version of Eq. 9 in the experiments we performed in this paper: \( b_i = \frac{1}{n^2} \sum_{j,k,j \neq k} \frac{n_{jk}(i)}{n_{jk}} \), where \( n^2 \) is the total number of possible links. The definition of the betweenness centrality can also be extended to the links of the network, therefore \( b_i \) is given as a function of the number of paths passing through a specific link or edge [35].

III. SHAPE PROPERTIES REVEALED BY STRUCTURAL MEASUREMENTS

The dynamic evolution of the network, defined by the \( \delta T_1 (W) \) transformation over the shape boundary, allows the characterization of its contour as well as the intrinsic structural properties that can be associated to that shape. The connectivity of the underlying network is directly influenced by the shape contour, and, therefore, it can be used for pattern recognition.

Besides degree-related measurements, we investigated the performance of a more general set which comprises clustering, distance and centrality measurements. Given that each structural measurement captures specific properties of the network topology, we investigated a set measurements for the characterization of networks which were constructed from regular geometric shapes. The use of these specific shapes allows to relate geometric characteristics, such as angle and curvature, to the structural properties of the network generated according to the proposed approach.

The next sections illustrate how such measurements are related to shape properties. Therefore, the proposed approach generalizes the method that we presented in the previous section regarding the attributes that can be obtained from the dynamic evolution of the network. From now on, the generalized shape descriptor will be denoted by \( \Phi \) in contrast to the network descriptor based only on the degree of the nodes, \( \varphi \) (Eq. 3).

A. Curvature analysis & Structural features

The curvature analysis explores parts of the image that exhibit high contrast and plays an important role in shape recognition. As pointed out in the famous work of Attneave [42], points that present high curvature are a rich source of information, and the human visual system can recognize a shape considering only those points.

For the network constructed from the shape boundaries, it should be noticed that, the degree of a pixel is also conditioned to the threshold parameter \( T_l \). Therefore, the smaller the internal angles of a shape, the smaller the distance between the pixels of the shape boundary and, consequently, the higher the mean degree.

Fig. 2 illustrates how curvature \( C \) (dashed line) and the node degree are related to each other for different shapes. The values of both measurements were normalized between 0 and 1. Each row represents a specific shape and each column represents a different threshold which increases from left to right. The \( x \)-axis of each plot corresponds to the pixels of each shape, therefore, the curvature and the other measurements are presented per pixel. The method used for the estimation of the curvature signal is based on the DFT (Discrete Fourier Transform) [43]. The initial pixel (point), from which the curvature is calculated, is highlighted for each polygon as a green dot. The aliasing effect is more apparent for some shapes, like the hexagon. This effect is reflected as small oscillations in the curvature, however we can easily identify the points of maximum curvature which are close to the corners of those shapes. For the square shape (second line), for instance, there are four equally spaced peaks that correspond to the corners. In general, for all shapes, it is possible to observe that, except for \( T_l = 0.025 \), pixels with the highest curvature are the ones with the lowest degrees. This occurs because they are distant from the other pixels when compared to the points located on the sides of the square. For \( T_l = 0.025 \), the most connected pixels are the ones near the corners, since at this level the network presents only a few connections. Then, as the threshold increases and the network gets more connections, the pixels between two corners are the ones with the highest degrees. For what concerns the stars, we can observe a complementary behavior between the corners with positive and negative curvature. Finally, the last
FIG. 2. Comparison of the curvature signal (dashed line) and the degree of each node as a function of the threshold parameter $T_l$ for different geometric shapes.

The two rows present the degree and curvature signals belonging to irregular shapes, for which the general assumptions are also valid.

Similar comparison was performed for other measurements which were also obtained from the network structure. The results are presented in Fig. 3 for the triangular shape. An opposite behavior was obtained for the clustering coefficient curve (first row) when compared to the degree analysis presented in Fig. 2. The pixels with the highest curvature are the ones with the highest values of $cc$. In the case of the triangle, the corner presents connections between the two line segments that define this corner, which increases the clustering coefficient of that node. Moreover, in general, for the great majority of the plots, all the analyzed shapes present high values of average clustering coefficient (greater than 0.5). As the threshold increases, the number of connected triples of the corresponding network also increases, but, now, also reflecting the increase for what concerns the density of the network nodes. This means that if pixel $i$ is connected to pixel $i - 1$, given a radius $r$, then pixel $i + 1$ will also be connected to pixel $i - 1$, giving rise to a small-world network.

For what concerns the betweenness centrality (second row of Fig. 3), it is possible to observe that, similarly to the node degree, that measurement is also high for the nodes that are not in the corners of the shape. As both $T_l$ and the number of connections of the network increase, new pathways are established among the pixels. Consequently, the pixels with the highest curvature values will not be in the shortest paths, which influences the betweenness of the
FIG. 3. Comparison of the curvature signal (dashed line) and other structural measurements: clustering coefficient, betweenness, hierarchical degree of level 2 and hierarchical degree of level 3 (from top to bottom), as a function of the threshold parameter $T_l$ for the triangular shape.

node. Finally, the last two rows of Fig. 3 illustrate the relationship between the curvature and the hierarchical degree of levels two and three, respectively, for each pixel. Once more, we can observe that the general behavior of both measurements follows the same trend observed for the node degree, as observed in Fig. 2.

Moreover, both Figs. 2 and 3 illustrate the behavior of the dynamical properties of the networks built upon shape contours. The calibration of $T_l$ may give rise to sparsely or highly connected networks, as well as other intermediate connectivity patterns. For all the plots presented in these figures we used the comparison smaller than, but the same analysis can be performed for the comparison greater than. Together with the curvature analysis, we demonstrated the properties of the networks evolved on the topologies defined over the contour pixels.

B. Shape Interpolation Analysis

Fig. 4 presents three interpolation processes that consist of different series of shapes representing the steps performed to fill the space between two geometric shapes. Particularly, the first and the last shapes of the sequence are the reference shapes.

Fig. 4-a) presents the interpolation between a circle and a square. The two plots of this figure correspond to the average clustering coefficient $\langle cc \rangle$ and the average path length $\langle l \rangle$, as a function of the threshold parameter, $T_l$. Each color connects the geometric shape to its corresponding measurements which were obtained for different values of $T_l$. We can observe in the interpolation process the emergence of internal angles, and, consequently, the curvature values for some pixels start to increase. As largely explored in literature [34, 35], small-world networks are characterized by a high clustering coefficient and a small average path length. As expected, independently of $T_l$, the value of $\langle cc \rangle$ is constant for the circular shape (light gray curve). Regarding the square (dark blue curve), the values of $\langle cc \rangle$ tend to increase with the threshold $T_l$. This is observed due to the fact that the mean degree, $\langle k \rangle$, also increases with $T_l$, therefore, more connections will be established among the contour, and the clustering coefficient will increase.

Similarly, Fig. 4-b) presents the interpolation between a circle and a star. Since the star has acute angles, the values of $\langle cc \rangle$ are higher from $T_l > 0.55$ when compared to the corresponding plot of Fig. 4-a). The interpolation process also introduces some irregularities in the intermediate shapes, therefore, they are not totally uniform as the circle and the square. Consequently, the values of $\langle cc \rangle$ for these irregular shapes tend to be higher. Finally, Fig. 4-c) presents the interpolation between two irregular shapes. A rapid growth in the values of $\langle cc \rangle$ is observed also due to the irregularities of the shapes.

Meanwhile, the analysis of the average path length for the three interpolations indicates no significant differences for what concerns the different thresholds. It is possible to observe that $\langle l \rangle$ is high for thresholds $T_l < 0.1$ and present a fast decay. This can be explained by the fact that for such small thresholds the network is not totally connected and, therefore, the path between two nodes is large or that it may not exist. In order to calculate $\langle l \rangle$, we consider the missing paths as having distance one value higher than the largest possible geodesic path.

We also performed an analysis of the clustering coefficient as a function of the internal angles of different geometric
shapes, which can be seen in Fig. 5. From left to right the internal angles decrease and the respective average clustering coefficients increase rapidly, since the distance between the pixels will decrease and more connections will be established between them.

IV. SHAPE CLASSIFICATION

In this section we present an analysis of the structural network measurements when used as feature vectors for shape classification. We evaluated different image datasets regarding the correct identification of the categories of interest. This evaluation was performed taking into account both the threshold variations as well as the different combinations of structural measurements chosen to compose the feature vector. In addition, we also evaluated the classification accuracy in the presence of noise for what concerns the shape structure and when applying geometric transformations as rotation and scale.

A. Datasets

Three image datasets were used in the experiments performed in this paper. The first dataset, the geom-shapes dataset, is composed of 250 geometric shapes of 10 distinct classes: circle, triangle, square, pentagon, hexagon, star, arrow, “pacman”, heart and moon. All these shapes were manually designed by different people. Therefore, the shapes of the same class contain intrinsic variations due to the free-hand design. Also the shapes of this dataset incorporate variations regarding the size and the structure of the geometric objects. Samples of this dataset are shown in Fig. 6-a).
The second dataset, the \textit{generic-shapes}, contains generic shapes from different categories, which also present structural variations among instances of the same class. The \textit{generic-shapes} dataset is composed by 99 generic shapes of 9 different classes \cite{39, 40}. This dataset has been used as a benchmark comparison in many computer vision applications. Some examples of shapes belonging to this dataset can be seen in Fig. 6-b).

Finally, the last dataset was yielded by Backes \textit{et al.} \cite{24} and contains real-world leaf contours from distinct plants. The \textit{leaves} dataset is composed by 600 images of leaf contours. There are 600 images from 30 distinct classes of plants. Therefore, there are 20 image samples for each class. The leaf images comprise distinct trees of the Brazilian vegetation. The complete description of this dataset is available in \cite{44}. Fig. 6-c) presents some image samples belonging to the \textit{leaves} dataset. All the three datasets presented in this section have uniform distribution of classes, i.e., all the classes of each dataset have the same number of instances. The composition of each dataset is summarized next.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Average clustering coefficient ($\langle cc \rangle$) as a function of the threshold parameter $T_i$ for eight geometric shapes. Each color corresponds to a specific geometric shape.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Sample instances of the three datasets evaluated in this paper. a) \textit{geom-shapes}, b) \textit{generic-shapes} and c) \textit{leaves}.}
\end{figure}
B. Training and validation strategies

We used $n$-fold cross-validation to evaluate the performance of the shape classification tasks for the different datasets. Therefore, for each validation, we have different training and validation sets. The cross-validation procedure was applied 100 times for each dataset and the standard deviation was calculated over all these runs since the instances are randomly assigned to each fold. We analyzed the classification performance for three classifiers: $k$-NN ($k$-Nearest Neighbors) for $k = 1$, SMO (an optimized version of SVM - Support Vector Machines) \[45, 46\] and Naive Bayes.

The performance of the classifier is given by the number of correctly classified instances of a dataset in relation to the total number of instances, i.e., the accuracy represents the percentage of correctly classified instances. Finally, the measurements chosen to compose the feature vector are: $\langle k \rangle$ (mean degree), $\langle k^b \rangle$ (average hierarchical degree), $\langle cc \rangle$ (clustering coefficient), $\langle l \rangle$ (average path length), $\rho$ (degree correlation) and $\langle b \rangle$ (average betweenness).

C. Performance evaluation and comparison with CNDescriptor

The performance of the proposed shape descriptor was evaluated when applied to shape classification tasks considering the three datasets described in the previous section: geom-shapes, generic-shapes and leaves. In Fig. 7 we can observe the classification performance (%) for each dataset and for each classifier, with the corresponding standard deviation. The different colors, purple and green, represent the two different configuration settings of the descriptor: connections (network links) smaller than or greater than the threshold $T_l$. Meanwhile, the different shadings of each color represent the comparison between both network-based descriptors: the generalized ($\Phi$) and the degree specific ($\varphi$). For each single plot, the different bar groups on the $x$-axis, correspond to the number of thresholds resulting from the sampling of the threshold range ([0, 1]), i.e., the different number of thresholds, $n_T$, chosen to compose the feature vector for a specific run of the experiment. For instance, the first bar group corresponds to 13 values of thresholds equally spaced in the range [0, 1]. The $n_T$ times the number of network measurements correspond to the final number of attributes. In this experiment, all the network measurements were combined in the same feature vector: $\Phi = \langle \langle k \rangle(T_0), \langle k^b \rangle(T_0), \langle k^3 \rangle(T_0), \langle cc \rangle(T_0), \langle l \rangle(T_0), \rho(T_0), \langle b \rangle(T_0), \ldots, \langle k \rangle(T_{n_T}), \langle k^b \rangle(T_{n_T}), \langle k^3 \rangle(T_{n_T}), \langle cc \rangle(T_{n_T}), \langle l \rangle(T_{n_T}), \rho(T_{n_T}), \langle b \rangle(T_{n_T}) \rangle$.

![FIG. 7](image)

An analysis of Fig. 7 reveals that the performances of all the classifiers decrease when using a small number of attributes. However, there is a convergence in what concerns the accuracy values when $n_T$ is increased. This result...
shows the influence of the number of attributes, and, consequently, the influence of the sampling size of the threshold interval in the final performance. Regarding the comparison between the two configuration settings of the descriptor for the threshold $T_l$, no significant differences in accuracy were observed. This result leads to the conclusion that both smaller than and greater than approaches provided similar performances, except in a few cases, like the barplot showing the Naive Bayes performance for the geom-shapes dataset. In contrast, we can observe very similar accuracy values for both settings in the SMO barplot for the leaves dataset.

For the geom-shapes dataset, using a larger set of measurements only improved the classification accuracy for SMO classifier. In this case, the feature vector, $\Phi$, provided a significant increase in the final performance when compared to $\varphi$. However, this improvement was not observed for the other two classifiers and, in this case, $\varphi$ provided better results for many different values of $n_T$. This can be observed for both comparisons, smaller than and greater than. Notwithstanding, from an overall analysis of the results for this dataset, it is possible to observe that the difference in performance between the two feature vectors is small and their use is interchangeably in many cases. The same analysis can be applied for the results obtained for the generic-shapes dataset, even with a smaller difference in accuracy when comparing both feature vectors. For k-NN classifier, for instance, the performance improvement when using a more robust set of measurements is more evident for smaller values of $n_T$. This is mainly related to the fact that when there is a greater variability of the measurements that are in the feature vector, the sampling of the threshold interval can be reduced.

For what concerns the leaves dataset, there was a considerable improvement in the classification performance when using the proposed feature vector, $\Phi$. Its robustness to the threshold sampling can also be observed, specially for the SMO classifier. This result also accounts for the fact that when using a reduced $n_T$, a greater variability of measurements in the feature vector is more suitable and computationally more efficient, since the vector dimension is also reduced. A major difference between the leaves and the other two datasets is that the first represents real-world shapes. Also, it is a challenging dataset regarding the number of classes (30) and the number of samples per class (20). The geom-shapes dataset, for instance, was evaluated mainly as a benchmark comparison. Therefore, in this case it is expected high accuracy values for both feature vectors.

### D. Single threshold analysis

A main characteristic of the proposed methodology is the dynamic evolution of the network constructed over the shape contour. This evolution is implemented as a subsequent extraction of measurements from the network topology for each incremental threshold. A small $T_l$ will result in a poorly connected network and, in contrast, a high $T_l$ will provide a highly connected network. Therefore, the classification accuracy is improved with the union of the attributes obtained incrementally. However, it is expected in such a method that the most extreme thresholds will contribute less to the final accuracy than the intermediate thresholds. In the experiments presented in this section, we evaluated the accuracy provided by the different threshold values individually. The result for each dataset and for each configurations of the shape descriptor (smaller than and greater than) are presented in Fig. 8.

![Fig. 8](image_url)

**Fig. 8.** Classification accuracy (%) and standard deviation obtained for the datasets a) geom-shapes, b) generic-shapes and c) leaves, using the proposed shape descriptor ($\Phi$) for a single threshold value $T_l$ without considering its dynamical evolution.

As expected the extreme thresholds are less accurate in both plots. In spite of that, the performance obtained when using $\Phi$ descriptor is much higher than the performance obtained with the $\varphi$, for all the datasets. This result corroborates the previous experiments when a small threshold sampling was used. In this case, a large variability regarding the measurements can increase the classification performance. Another result that should be highlighted in this experiment is the fact that for both descriptors the concatenation of network measurements for a sequence of thresholds, taking into account its dynamic evolution, will provide better accuracies than considering only a single
E. Robustness & noise tolerance analysis for the \textit{leaves-dataset}

In the work of Backes \textit{et al.} \cite{24}, the authors have shown that the CNDescriptor is invariant to scale and rotation transformations and also that it is robust to noise and image degradation. Within this context, the same characteristics were observed using the proposed approach in this paper which generalizes the feature vector regarding the measurements extracted from the network topology (Φ). We evaluated how such measurements as well as the classification accuracy are affected when those transformations are applied to the \textit{leaves} dataset.

The first transformations are rotation and scale. The \textit{leaves-rotated} dataset contains the original images of the \textit{leaves} dataset rotated by the following angles: 7°, 35°, 104°, 201°, and 298°, and, the \textit{leaves-scaled} dataset is composed by the same original images scaled by the factors: 200%, 175%, 150% and 125%. The noise tolerance and the robustness to degradation are other two properties that we investigated for the \textit{leaves} dataset. The noise applied to the original images was uniformly generated in the range $[-n...n]$, being $n$ the intensity level of the noise. Given the bi-dimensional contours of the shapes, the noise pattern is applied in the $x$ and $y$ coordinates. The \textit{leaves-noise} dataset contains four different noise values applied to each original image. Finally, the robustness to degradation property was evaluated using the \textit{leaves-degraded} dataset, which contains 17 different levels of degradation which were applied in each leaf image. This dataset presents two types of degradations, continuous and random. In the continuous degradation, only adjacent pixels of the shape contour are eliminated. Meanwhile, in the second type of degradation the pixels are randomly chosen to be eliminated. For both methods, as higher the degradation level is, more pixels will be removed from the contour. Fig. 9 presents some examples of the transformations applied to the \textit{leaves} dataset.

\begin{figure}[h]
\centering
\begin{tabular}{c c c c c}
\hline
\textbf{Rotation} & \textbf{Continuous Degradation} & \textbf{Random Degradation} & \textbf{Noise} & \textbf{Scale} \\
\hline
104° & 10% & 10% & 0.1 & 125% \\
& & & & \\
132° & 20% & 30% & 0.2 & 150% \\
& & & & \\
201° & 30% & 50% & 0.3 & 175% \\
& & & & \\
298° & 40% & 70% & 0.4 & \\
\hline
\end{tabular}
\caption{Transformations applied to the images of the \textit{leaves} dataset (per column): 1) rotation by the angles 104°, 132°, 201° and 298°; 2) Degradation (continuous and random) on which parts of the contour are removed; 3) Noise, which was uniformly generated, and, 4) Scale by the factors: 125%, 150% and 175%.
}\end{figure}
FIG. 10. Color-map representing the degree \((k)\) of the contour pixels using threshold \(T_i = 0.325\) for the network construction. Each row illustrates a transformation and its respective parameters.
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FIG. 11. Color-map representing the clustering coefficient \( cc \) of the contour pixels using threshold \( T_l = 0.325 \) for the network construction. Each row illustrates a transformation and its respective parameters.
FIG. 12. Color-map representing the betweenness centrality \((b)\) of the contour pixels using threshold \(T_l = 0.325\) for the network construction. Each row illustrates a transformation and its respective parameters.

Figs. 10, 11 and 12 present the distribution per network node (per pixel) of the following measurements: degree \((k)\), clustering coefficient \((cc)\) and betweenness \((b)\). In this example, we used the \(\delta T_l(W)\) transformation, therefore, two pixels are connected to each other if the euclidean distance between them is smaller than \(T_l = 0.325\). The five transformations which were applied to the leaves dataset are illustrated in each row. For what concerns the degree (Fig. 10), we can see that the pixels that are closer to the leaf center are the most connected ones. In the case of the degraded contours, there are missing parts in the leaf folds, and, consequently, the degree of the pixels near those parts are smaller.

For the clustering coefficient (Fig. 11), we can observe that it is higher near the leaf tips. This can be explained by the fact that, at this threshold \((T_l = 0.325)\), there are many connected triples among the pixels of the tips, which increases the \(cc\) value. For the pixels near the leaf center there is also a high number of connected triples, however, their degree is also higher, which increases the number of possible connections among the neighbors of a pixel, but they are not always connected as triples. Consequently, the \(cc\) value for those pixels is lower. Even for the degraded contours, a similar distribution pattern of the clustering coefficient can be observed. Yet, it should be noticed that for all the examples in Fig. 11 the clustering coefficient is already high, above 0.5.

Similarly to the degree color-map, we can observe that the betweenness centrality (Fig. 12) is also higher for the...
pixels near the leaf center, which are between the leaf tips. The pixels in that region belong to many pathways of the contour network, therefore, they connect pixels of different leaf tips. Consequently, their betweenness is also higher.

In addition, we also performed an experiment to test the classification accuracy for what concerns the different variations of the leaves dataset. In this experiment, each transformation (rotation, scale, noise and the two degradation types) was evaluated separately. The classification accuracy was calculated taking into account the 30 classes of the leaves dataset. The threshold interval was sampled in 13 equally spaced values of $T_1$. Table I presents the results.

**TABLE I. Classification accuracy (%) for the datasets leaves-rotated, leaves-scaled and leaves-noise.**

| Scale Factor | k-NN   | SMO   | NB   |
|--------------|--------|-------|------|
| 1.25         | 86.55±0.51| 82.52±0.52| 73.64±0.54|
| 1.50         | 87.10±0.44| 83.44±0.56| 74.50±0.54|
| 1.75         | 86.93±0.49| 83.37±0.61| 75.18±0.46|
| 2.00         | 87.67±0.53| 83.92±0.58| 74.64±0.54|

| Degree      | k-NN   | SMO   | NB   |
|--------------|--------|-------|------|
| 7°           | 82.84±0.61| 80.65±0.58| 72.06±0.41|
| 10°          | 82.06±0.60| 77.90±0.53| 72.07±0.48|
| 13°          | 80.40±0.56| 79.12±0.66| 72.58±0.55|
| 16°          | 85.37±0.53| 78.59±0.61| 72.25±0.48|
| 19°          | 81.21±0.54| 76.80±0.55| 71.96±0.51|
| 22°          | 81.85±0.59| 77.04±0.59| 72.28±0.49|

| Noise level  | k-NN   | SMO   | NB   |
|--------------|--------|-------|------|
| 1            | 77.08±0.59| 76.25±0.68| 68.30±0.56|
| 2            | 75.82±0.68| 78.43±0.47| 68.35±0.56|
| 3            | 75.42±0.59| 77.36±0.59| 67.00±0.67|
| 4            | 76.54±0.58| 78.84±0.64| 67.87±0.61|

For what concerns rotation, the resulting network for a given threshold $T_1$ will be the same before and after the application of the transformation. The rotation does not affect the adjacency matrix of the network, and, consequently, the descriptor will be preserved. The differences observed for the accuracy values given the different rotation degrees (Table I) are due to the random sampling of the folds during the cross-validation. The descriptor is also not affected by linear transformations such as scale. Therefore, we can observe in Table I that the performance for rotation and scale transformations are similar to the performance obtained for the original dataset (leaves). In the case of the scale transformation, the accuracy improved for all the classifiers, using the same feature vector $\Phi$. Therefore, the interpolation process associated with the scale transformation provided a better separation of the classes for the leaves dataset. Yet, the measurements extracted from the network topology were more discriminative after the application of the scale transformation. Regarding the robustness to noise, we can see that the accuracy for the leaves-noise dataset is lower when compared with the other two datasets presented in the this table. The decrease in accuracy was the highest when compared to the other datasets. However, the accuracy is not much affected by the different levels of noise.

Fig. 13 presents the classification accuracy (%) as a function of the different degradation levels for the leaves-degraded dataset. As the degradation level increases, the classification performance decreases. As expected, when parts of the shape boundaries are removed, the correct identification of the classes becomes more difficult.

**V. CONCLUSION**

We presented in this paper an approach for shape analysis aiming at pattern recognition applications. This approach extends the method of Backes et al. [24] in what concerns the structural analysis performed over the network obtained through shape boundaries. Therefore, we went a step further performing a study of the relationship between the shape architecture and the network topology. This was first investigated for regular polygons and then for other irregular and generic shapes. Through the use of the curvature analysis, it was possible to investigate how the network measurements vary according to some specific shape properties, and, consequently, how the network descriptor, $\Phi$ is constructed. In addition, we demonstrated the effect of the threshold sampling in the classification accuracy regarding the dynamical construction of $\Phi$ (Fig. 9), and, also, the accuracy provided by each threshold individually (Fig. 8).
FIG. 13. Classification accuracy as a function of the degradation levels for the leaves-degraded dataset.

Through the use of a more robust set of structural measurements we could improve the classification performance in different pattern recognition problems. The geom-shapes and the generic-shapes datasets represent applications that can be used as a benchmark comparison. We have shown that, for both datasets, the proposed shape descriptor can improve the classification performance when compared to the CNDescriptor for the different comparisons considered in the experiments (smaller-than and greater-than), and, also for different numbers of thresholds and features. The increase observed in the classification accuracy also depends on the classifier. The SMO classifier provided the highest improvement regarding the classification performance (%). In spite of that, the NB classifier achieved a slightly better performance for those datasets when using CNDescriptor. For what concerns the leaves dataset, there was a considerable increase in the classification accuracy for all classifiers and for both comparisons when using the proposed feature vector, $\Phi$. It should also be noticed that when using a smaller number of descriptors for this dataset the increase in classification performance is even higher for $\Phi$ than for the CNDescriptor. We consider leaves a more challenging dataset both because the number of classes (30) is higher than the number of samples per class (20), and, also because of the intrinsic nature of the samples, which are part of a real-world application. In addition, Backes et al. [24] performed a comparison of the accuracy obtained with CNDescriptor with classical methods found in literature for shape analysis, e.g., Fourier descriptors, Zernike moments, curvature descriptors and others. They showed that their method could surpass these classical approaches for what concerns the classification accuracy (%). In this paper we have shown that a more robust set of network measurements could even surpass the CNDescriptor for the leaves dataset as well as in many comparisons performed for the other two datasets.

Finally, one important contribution of this paper is related to the construction of the feature vector from the network obtained from shape boundaries. We have shown that not only degree related measurements are capable of distinguishing categories associated with a specific problem. In addition, we also demonstrated how other classes of measurements can be used together in pattern recognition applications. Yet, when using a set of measurements that accounts for different structural properties of networks, the number of thresholds can be reduced, and, consequently, the construction of the shape descriptor becomes more computationally efficient. Therefore, there is a balance between the amount of measurements and thresholds that should be selected to compose the feature vector.
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