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Abstract. SixbyTwo Degrees of Wikipedia is a concept that is built on the idea of Six Degrees of Separation, where articles can be connected within six steps. This theory motivated the invention of online communities, after succeeding in the real world. The above concept has been visualized for connecting two Wikipedia articles with a minimum number of articles connecting them, by using a modified BFS algorithm. This paper is helpful for students and researchers, for their research. The graph approach formulates the theory and evaluates the minimum number of links between any two given articles. This approach provides much faster results than other algorithms and the traditional BFS algorithm.
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1. Introduction
The popular hypothesis, Six Degrees of Separation, holds that any article or people can be connected by a chain of no more than six links. Characters of Wikipedia can be scrutinized to see whether a similar ideology holds for its articles, SixbyTwo Degrees of Wikipedia aims to be a collection of the following things: The articles separated by the prolonged minimal chains in the encyclopedia (especially where there are more than three links). Generalization over time, where possible, seems to produce the precise link between articles. Failing this, generalization is tried over space to reduce the chain length. More intuitively remote articles are separated by precise chains — chains of fewer than three articles. That is, there should be articles that have no obvious connection but which, however, can be linked quickly in Wikipedia. These subjective categories should still be interesting here, it may be sufficient to describe them “interestingly" or "curiously" precise chains. Chains with links between two articles and people are selected at random.

2. Overview of the system
SixbyTwo degrees of Wikipedia has the motive to find the precise path between articles, preferably under three connections away from each other. As a final result, a set of "an article of an article" statements can be used to relate any articles and people within three steps. The modified BFS algorithm is useful in making faster connections between the given two articles.
3. Proposed system

SixByTwo Degrees of Wikipedia checks whether an article can be reached from a source article, within three clicks. It opens the Wikipedia page of the given article and then parses the HTML page, to find the hyperlinks present in the current article, that redirects to other articles. After finding the path between the articles, they are opened as separate tabs in the Google Chrome-browser Figure 1.

![Figure 1. Work-flow Diagram](image)

4. Breadth-First search algorithm

A modified version of the Breadth-First Search algorithm to find the hyperlinked path between articles. Like Dijkstra’s, Breadth-First Search and Depth-First search precise path is also a solved problem, Yan ZHOU [1-3]. One of the solutions to find the precise link between any articles or people can be found with the help of Breadth-First search algorithm. It is an algorithm which performs searching in a wide range by looking at each node pre order i.e., looking a node and then looking at all the nodes adjacent to the node first [4-9]. In breadth first search method, level n nodes will be looked first and level n+1 node will be visited next. The root node is searched first from left to right and moves to 1st Level and 2nd level and etc. [10- 15]. The main profit of using the BFS algorithm is that it will not stop or get stuck at any point. If it has more than one solution the Breadth-First search algorithm will find all the possible keys and will display the solution which has the minimum number of links as the output. The algorithm has a weakness, that it requires a large amount of storage, because it keeps all the nodes during execution as a list and requires a bit extra time to
run and test the nodes on level \( n \) before reaching the articles on level \( (n + 1) \). But this algorithm is the most suitable and stable algorithm when compared to other graph algorithms. The Depth-First Search algorithm cannot be used for this case, because the articles are parsed first in a fashion that causes the search to proceed infinitely. Thus, this makes BFS the best algorithm for the task at hand. Breadth-First Search algorithm develops root nodes, and then formulating all feasible moves, thereby producing fully developed conditions without violating the terms. When no new nodes are present or when the connection reaches a certain threshold the set, in this case more than 3 articles or when other conditions could be revealed. The illustration of the BFS process can be seen in the subsequent Tree process. The articles are processed in such fashion until the discovery of the solution Figure 2.
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**Figure 2.** Breadth First Search procedure

5. Modules

5.1. Article Name

The module is used to modify the name of the article such that it can be used as a part of the Wikipedia URL. The spaces are replaced with underscores (_), and the words are always capitalized. This is then processed to store in a local variable. This variable is now used in various places throughout the program. This then gets back to the calling module.

The module then fetches the status code of the article. The article name is converted to an URL and then passed to a function where the article is validated. If the article is present it will return a response of ‘200’, else it will return a ‘404’ status code meaning that the page is not present. By this, the user input for the article name is modified and checked whether it points to a valid Wikipedia article

5.2. Extraction Link

This module is used to get the URL for the given article. The user input for the source and the destination article is converted to a URL in this module. In addition to that the module passes the obtained link and obtains all the hyperlinks present in the article page. This is done by using the XML parser in Beautiful Soup Library. The module opens the given article and parses the html page and obtains the link in the page, refines them and adds them to a list along with the information of the current level and its parent article. Potentially unwanted links such as images, disambiguation articles and other help articles are generally avoided with the help of this module.

5.3. Find Link

The module is the core of the paper. It is where the BFS algorithm is executed. First boundary conditions like whether the source and the destination article are the same, is checked. Only after this check the
algorithm is executed. The algorithm uses a queue data structure here in order to implement the BFS algorithm. The path between two articles is found using an alternate version of the BFS Algorithm. We use a visited set here in order to avoid parsing links or pages that have already been visited. This modification is very useful as this avoids unnecessary computation and saves memory. This also increases the speed of the algorithm significantly. While parsing the algorithm it tracks the number of pages parsed. It parses an article and stores them in a list and a set. Then the links are searched even before storing them in the list and set thus making the search even more faster as the number of links parsed and stored is significantly reduced. The path between the articles is found and then they are passed to the new tab module.

5.4. New Tab
The module is used to open all the connecting articles between the source and the destination article, inclusive of both articles respectively, as a new tab in Google Chrome-browser. The module employs the Selenium web driver to achieve this. This is the final level of output displayed to the user, in addition to the metrics shown in the Find Link module.

The articles are stored in a stack and then they are opened one after the other, separately as new tabs in the Google chrome web browser.

5.5. Main Module
It is the main connecting module where all the above-mentioned modules are connected. This module powers the entire operation and is the brain of the program. The start and the end articles are obtained from the user. A call is made to the functions in the article name module in order to refactor the names and process it. Then, a call is made to the Find Link module with the start and end article names as arguments, where further processing takes place. The module is responsible for timing the entire runtime of the algorithm.

6. Experimental result
The search will run for two articles that are entered by the user. The articles are then searched and the connecting articles, including the source and the destination articles are then printed in the console. In addition to that, the time taken for executing the algorithm is printed along with the number of articles that have been parsed in order to find the connection between the two given articles. Then the tabs are opened in the order of the articles found.

In this particular case, the source article is ‘Klingensmith’ and the article to be found is ‘Joe Biden’. The articles are entered and the names are refactored for the URL. The connection exists between the two articles. The articles can be connected with a minimum of 3 steps. The tabs are then opened in a separate browser window Figure 3, Figure 4 and Figure 5.

The articles in order are:
Klingensmith -> John Klingensmith Jr. -> United States House of Representatives -> Joe Biden.
This is the most effective way to reach the destination article from the source of origin article.
The program executed in 4.6 seconds.
The number of links parsed is 2997 articles.
7. Conclusion and future enchantments
The project, thus, provides a better solution for students and researchers by easily identifying the relationship and links between the articles within three clicks. SixbyTwo Degrees of Wikipedia is now efficient in analysing the link and finding the probability of similar articles. The time consumed in processing the link for the article can be reduced. In future the system can be elevated by increasing the accuracy.
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