Grasping and Placing Operation for Labware Transportation in Life Science Laboratories using Mobile Robots

Mohammed Myasar Ali*1, Hui Liu1, Norbert Stoll2, Kerstin Thurow1

1Center for Life Science Automation (celisca), Rostock University, 18119 Rostock, Germany
2Institute of Automation, Rostock University, 18119 Rostock, Germany

1. Introduction

This paper is an extension of work originally presented in the international conference on Mechatronics (Mechatronika 2016) [1]. This work shows grasping and placing operations for labware and tube racks transportation in life science laboratories using mobile robots. Different purposes can be performed using mobile robots such as product transportation [2], teleoperation for the tasks with power tools [3], domestic services [4]-[6], or material handling [7]. The development of laboratories in the field of life science depends significantly on the new techniques of automated solutions in all related areas. Different tasks such as biological testing, samples preparation, and samples analysis are performed in the laboratories using automated equipments. The robots are very necessary in the field of life sciences. All the workstations in the same or in different laboratories can be connected using stationary and mobile robots. This connection ensures a 24/7 operation and reduces tedious and routine work for the employees. Object transportation using mobile robots is one of the most important tasks in the automation field since it increases productivity and saves human resources. For safe transportation, the mobile robots have to perform the object manipulation processes in addition to the path planning, mapping, and localization. H2O robots and Kinect V2 are used in this work to perform a visual manipulation for multiple labware and tube racks. The H2O robot is a wireless networked autonomous humanoid mobile robot. It has a PC tablet, dual arms, and an indoor GPS navigation system. Some technical procedures have been
implemented at the Center for Life Science Automation (celiSCA) to develop the transportation system of the H20 mobile robots [8]-[10]. The H20 robot and different labware with tube racks are shown in Fig. 1 and Fig. 2 respectively.

![H20 mobile robot.](image1.png)

Figure 1. H20 mobile robot.

![Different labware and tube racks.](image2.png)

Figure 2. Different labware and tube racks.

For grasping and placing operation of multiple labware, the object identification and localization are very necessary to guide the robotic arm to the target. This requires an arm control based kinematic model to find the joints' values which move the robotic arm to perform the task. The kinematic analysis is the way of describing the motion of arm links without considering the forces causing this motion. The kinematic analysis is classified into two parts: forward kinematics (FK) and inverse kinematics (IK). Using the forward kinematics equations, the end-effector pose relative to the arm base is found according to the given joints’ angles. On the other hand, the inverse kinematics equations are used to find the required joints' angles for the given pose of the end effector with respect to the arm base. The joints’ limits and workspace of the robotic arm have to be taken into consideration in the manipulation process. In general, the FK solution is easier to be found than the IK solution especially for serial arms. The IK problem can be solved using two approaches: analytic and numeric. The analytical solution is more preferable to be applied in real time applications because it is computationally faster than the numerical approach. Also, all possible solutions can be found using the analytical approach. But, the IK analytical solution can only be derived for manipulators with a particular structure. For example, if 3 consecutive joints’ axes are parallel, or intersect at a single point, then the analytical solution can be found. This solution often cannot be generalized to other robotic arms. Ali et al. proposed a reverse decoupling mechanism method to solve the IK problem analytically for a 6-DOF (degree of freedom) robotic arm [11].

O’Flaherty et al. developed the same method to find the closed-form solution of IK problem for a HUBO2+ humanoid robot arms [12]. The reverse decoupling mechanism method has been used to find the analytical solution of the IK problem for the arms of the H20 robot [13].

The visual approach of grasping and placing requires the use of a suitable visual sensor with a suitable object identification algorithm to realize a successful operation. Various features can be extracted from the image to find the target in the view. Color, edges, corners, shape, and local features can be considered as target characteristics for detection task. The detection of multiple characteristics related to the target improves the success rate of the process. Some applications depend on the object color as a feature to be found in the image. Different color systems can be used for this task such as RGB, HSV (hue, saturation, value), HSL (hue, saturation, lightness), etc. HSV color system can be considered as the more reliable in color segmentation in comparison with other systems [14], [15]. The HSV system is more powerful against dynamic lightness and brightness conditions. Additional information has to be used such as the target shape and area in case of presenting different objects with the same color in the view. Sanchez-Lopez et al. proposed a fast method for object tracking using HSV color segmentation and service robot [16]. Yamazaki et al. used HSV color with edges and shape for manipulation of foods and kitchen tools with daily assistive robot [17]. To recognize the required object which has a specific textures, feature matching algorithms have to be used. Generally, the local features recognition requires an off-line step to save the images of the targets in a data base as references. Then, the matching algorithm is performed by extracting local features from the reference image related to the target to be identified with the current live image. Visual matching based on local feature descriptors such as SIFT (scale invariant feature transform), SURF (Speeded-Up robust features), and FAST (Features from Accelerated Segment Test) are very popular algorithms in this field [18]-[20]. These algorithms are somehow independent to changes in orientation, scale, and illumination. Chen et al. presented an identification approach for textured objects using SIFT algorithm [21]. Grundmann et al. recognized household items using object classification based on SIFT algorithm [22]. Anh et al. proposed an object tracking method based on SURF algorithm for safe grasping operations [23]. To estimate the target position, stereo vision and 3D cameras are considered the most appropriate solutions. A 3D camera such as the Kinect sensor is more preferable for this task. Kinect provides directly the depth data without implementing any steps in image processing as in the case of stereo vision. Chung et al. proposed an intelligent service robot equipped with Kinect sensor to help humans in object transportation [2]. Stueckler et al. described a strategy for objects segmentation and manipulation using the depth frame of the Kinect sensor [24]. The design of arm grippers and labware containers is one of the most important issues which plays a main role to achieve a safe grasping and placing operation. Some factors have to be taken into consideration to design a suitable style of grippers like the task quality, the end effector structure, and the characteristics of the target like its weight, shape, etc.

In this work, a grasping and placing operation is presented to achieve labware transportation in life science laboratories. Five H20 mobile robots are used for maneuvering between the adjacent labs and workstations for transporting multiple labware and tube racks which contain chemical and biological components. Local features matching based on SURF algorithm is used to identify
multiple labware. The navigation and arm control systems of the H20 robots are developed using C-sharp programming language. SURF algorithm is the most appropriate method that can be implemented using C-sharp. The inverse kinematics solutions for the head and arms of H20 robot are listed in this work. This paper is organized as follows: in section 2, the problem statement and proposed methodology are discussed. The head and arm structures of the H20 robot with IK solutions are given in section 3. Different designs of grippers and labware containers are described in section 4. Visual (using Kinect) and blind (using sonar sensor) manipulation for the labware are presented in sections 5 and 6 respectively. Section 7 shows the target localization followed by the labware transportation process. Finally, the paper concludes the current results.

2. Problem Statement and Proposed Methodology

The future of life science laboratories depends significantly on the innovations of automated solutions in the entire scope. The stationary and mobile robots play an important role in the automated environment. In the Center for Life Science Automation, different automation islands are connected with each other by the cooperation of stationary and mobile robots. For transportation task, mobile robots usually follow a predefined path from the starting station to the ending station using a guidance control system. The H20 mobile robots use the Stargazer sensor with ceiling landmarks (see Fig. 3) for maneuvering between the adjacent labs (Hagisonic Company, Korea) [25]. This guidance system is not accurate enough and causes positioning errors in the range of ±3 cm and ±2 cm in the X and Y axes respectively in front of the workstation. The glossy lighting and sunlight blind the Stargazer to recognize the ceiling landmarks which leads to positioning errors. Also, the odometry system, that updates the robot pose, accumulates errors for different reasons such as different wheel diameters, wheel-slippage, and wheel misalignment. Therefore, the mobile robot transportation requires a reliable grasping and placing operation for the labware which contain chemical and biological components. This operation depends on 3 main factors as shown in Fig. 4. The identification and localization process for the desired labware has to be performed. The other essential issue is to calculate the arm joints to guide the end effector to the desired pose by solving the inverse Kinematics problem. Also, the design of arm gripper and labware containers has to be taken into consideration to realize a secure manipulation.

![Figure 3. Stargazer sensor with ceiling landmarks.](Image)

3. Kinematic Analysis of H20 Robot

The H20 mobile robot has dual 6-DOF arms with 2-DOF grippers. It has also a head with 2 revolute joints (2-DOF). Fig. 6 shows the joints structure of the head and arms. According to Fig. 6, the values of d3 and d5 are 0.236m and 0.232m respectively. Also, there is a distance of de=0.069m between the wrist joint and the end-effector (E). The Denavit-Hartenberg (D-H) representation is used to describe the translation and rotation relationship between the arm links. According to this D-H representation, there are four parameters to analyze the manipulator: the link length (ai), the link twist (ai), the link offset (di), and the joint angle (θi) where (i) refers to the joint number [27]. By following the D-H rules, the homogeneous transformations between adjacent links are defined. The D-H parameters and the rotational limit for each joint of the H20 arms are described in Table 1.

![Figure 4. Requirements of grasping and placing operation.](Image)

![Figure 5. Overall structure of the mobile robot transportation.](Image)
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The solution of the IK problem for the H20 arms has been found using the reverse decoupling mechanism method [11]. The inverse matrix of the FK solution has been found which is considered the first step to solve the IK problem. Eq. (1) shows the inverse matrix of the FK model where $(\mathbf{i}_x, \mathbf{i}_y, \mathbf{i}_z)$ is the orthogonal vector, $(\mathbf{i}_x, \mathbf{i}_y, \mathbf{i}_z)$ is the approach vector, and $(\mathbf{i}_x, \mathbf{i}_y, \mathbf{i}_z)$ is the position vector.

\[
E^T = \begin{bmatrix} \mathbf{i}_x & \mathbf{i}_y & \mathbf{i}_z \\
\mathbf{i}_x & \mathbf{i}_y & \mathbf{i}_z \\
\mathbf{i}_x & \mathbf{i}_y & \mathbf{i}_z \\
0 & 0 & 1 
\end{bmatrix}
\]

The equations below are the solution of the IK problem where \((C)\) and \((S)\) are the abbreviation of angle cosine and sine respectively, \((R)\) and \((L)\) are related to the right and left arms respectively, and \((atan2)\) is the two argument arc tangent function. The equation of joint 4 is the first step that has been found. The other joints’ equations are followed sequentially as follows [13] [28]:

\[
\theta_{4(LR)} = \text{atan}2\left(\pm \text{real}\left(\sqrt{1-C_4^2}\right)C_4\right),
\]

\[
C_{4(LR)} = \frac{(ip_x + d_z)^2 + (ip_z)^2 + ip_z^2 - d_z^2 - d_z^2}{2d_z d_3}.
\]

In case that the target is outside the arm workspace, complex numbers are generated in the solution. Therefore, a \textit{(real)} function is used to keep the real part and ignore the imaginary part for realizing the closest solution to the target position [12].

\[
\theta_{5(LR)} = \text{atan}2\left(S_5, \pm \text{real}\left(\sqrt{1-S_5^2}\right)\right),
\]

\[
S_{5(L)} = \frac{ip_x}{S_3 d_3}, \quad S_{5(R)} = \frac{-ip_x}{S_3 d_3}.
\]

\[
\theta_{6(LR)} = \text{wrapToPi}(\text{atan}2(d_3 C_4 + d_5, -d_3 S_4 C_5) - \gamma),
\]

where \(\gamma = (\text{atan}2(ip_x d_z, ip_z))\), and \text{wrapToPi} function is used to wrap the angle to the interval between \(-\pi\) and \(\pi\) [12].

\[
C_{2(L)} = \text{ia}_x(C_4 C_6 - C_4 S_4 S_6) + \text{ia}_x(C_4 S_6 + C_5 C_6 S_4)
\]

\[
C_{2(R)} = -\text{ia}_x(C_4 C_6 - C_4 S_4 S_6) - \text{ia}_x(C_4 S_6 + C_5 C_6 S_4)
\]

\[
\theta_{3(LR)} = \text{atan}2\left(S_3, C_3\right),
\]

\[
S_{3(L)} = -\text{ia}_x S_3 S_5 + \text{ia}_x C_6 S_5 + \text{ia}_x S_6,
\]

\[
S_{3(R)} = \text{ia}_x S_3 S_6 - \text{ia}_x C_6 S_6 + \text{ia}_x C_5,
\]

\[
C_{3(L)} = \text{ia}_x(C_6 S_4 + C_4 C_6 S_6) + \text{ia}_x(S_4 S_6 - C_5 C_6)
\]

\[
+ \text{ia}_x C_4 S_5,
\]

\[
C_{3(R)} = -\text{ia}_x(C_6 S_4 + C_4 C_6 S_6) - \text{ia}_x(S_4 S_6 - C_5 C_6)
\]

\[
+ \text{ia}_x C_4 S_5.
\]

\[
\theta_{1(LR)} = \text{atan}2\left(S_1, C_1\right),
\]

\[
C_{1(L)} = \text{in}_y(C_4 C_6 - C_5 S_4 S_6) + \text{in}_x(C_4 S_6 + C_5 C_6 S_4) - \text{in}_x S_4 S_5,
\]

\[
C_{1(R)} = \text{in}_y(C_4 C_6 - C_5 S_4 S_6) + \text{in}_x(C_4 S_6 + C_5 C_6 S_4) + \text{in}_z S_4 S_5.
\]

\[
S_{1(L)} = \text{io}_y(C_4 C_6 - C_5 S_4 S_6) + \text{io}_x(C_4 S_6 + C_5 C_6 S_4) - \text{io}_x S_4 S_5,
\]

\[
S_{1(R)} = \text{io}_y(C_4 C_6 - C_5 S_4 S_6) + \text{io}_x(C_4 S_6 + C_5 C_6 S_4) + \text{io}_z S_4 S_5.
\]

The IK solutions of singularity cases have been found too. Three cases of singularity have been determined within the joints limits. The singularity cases occur when one or more degrees of freedom are eliminated because some joint axes are aligned with each other. This leads to infinite number of solutions. The singularity cases of H20 arms are as follows:

A) When \(\theta_4 = 0\) and \(\theta_2 \neq \pi\): The axis of the third joint is aligned with the fifth joint axis

B) When \(\theta_2 = -\pi\) and \(\theta_4 \neq 0\): The axis of the first joint is aligned with the third joint axis

C) When \(\theta_4 = 0\) and \(\theta_2 = -\pi\): The joints 1, 3, and 5 are collinear

According to Eq. 2, 3, and 5, there are 8 solutions for the required pose inside the reachable workspace. To choose the suitable solution, a selecting algorithm has to be used [13]. The forward and inverse kinematics solutions have been validated and simulated using MATLAB with robotics toolbox. For the integration of the kinematic model with H20 system, the required angle value of each joint has to be converted to its related servo motors position. This step is very crucial since the H20 arms’ joints are weak and they can be easily bent by the effects of gravity and payload.
Related to the H20 head, a stereo vision system is fixed on a pan-tilt module. This module consists of two revolute joints which are used for moving the head to track the desired object. The transformation matrix from the neck to the head is as follows:

\[
H^{NT} = \begin{bmatrix}
C_1C_2 & -S_2 & S_1C_1 & l_{H2}S_2C_1 \\
C_2S_1 & C_1 & S_1S_2 & l_{H2}S_1S_2 \\
-S_2 & 0 & C_1 & l_{H1} + l_{H2}C_1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (8)

Eq. 8 represents the forward kinematic solution of the head for the given joint angles. Related to the inverse kinematic problem, the given \( H^{NT} \) is in the form:

\[
\begin{bmatrix}
C_1C_2 & -S_2 & S_1C_1 & l_{H2}S_2C_1 \\
C_2S_1 & C_1 & S_1S_2 & l_{H2}S_1S_2 \\
-S_2 & 0 & C_1 & l_{H1} + l_{H2}C_1 \\
0 & 0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
n & o & a & p \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (9)

Thus, the solution of IK for the 2 joints of head is as follows:

\[
\begin{align*}
\theta_1 (H) &= \text{atan}2(o_y, -o_x) \\
\theta_2 (H) &= \text{atan}2(n_y, a_x)
\end{align*}
\] (10, 11)

4. Design of Grippers and Labware Container

For labware grasping and placing with the mobile robots, different grippers with labware containers have been designed. Since the labware contain chemical and/or biological components, any kind of spilling has to be avoided. Therefore, a specific design of grippers and labware containers is required to guarantee secure grasping and placing operations. Fig. 7 shows the initial designs of the grippers and labware containers which are attached with handles.

![Initial designs of grippers and labware containers](image)

Figure 7. Initial designs of grippers and labware containers [13].

Related to Fig. 7.A, the handle was designed to be detected using RGB color detection [29]. Each handle has a specific single color to be identified from the others. The Kinect sensor V1 was used to detect and localize the required handle to manipulate the required labware. In Fig. 4.B, the gripper and handle designs were improved. Flat panel on the upper side of the handle was resolved for fixing different colored or pictorial marks to distinguish multiple handles. Proper gripper has been designed also to fit this handle. SURF algorithm and HSV color segmentation with area and shape detection were used for identification tasks [28]. The required handle was localized using Kinect sensor V2. 350g is the maximum payload that can be manipulated using the designs in Fig. 7.A, and 7.B. The weak wrist joint of the H20 arms as well as the labware container design play a role to limit the manipulated weight. The manipulation of the handle attached with the container requires high torque due to the long lever arm of the wrist joint. The lever arm here represents the distance between the center of the labware weight and the wrist joint. A vertical handle has been designed to manipulate heavier payload as shown in Fig. 7.C. In this case, the wrist joint is rotated to have a vertical axis on the ground. Thus, the lifting process depends on the elbow joint which has more powerful torque [13]. 500g is the possible payload that can be handled using this design. This manner is still not sufficient due to the tube racks which are heavier than 500g. To cope with this issue, a new manipulation style has been created (see Fig. 8). A new gripper has been designed and the handle has been removed from the container. This brings the end-effector closer to the labware weight center. Thus, less torque is required to handle heavier objects since the lever arm of the wrist joint has been decreased. A rubber has been attached to the gripper to increase the friction for secure manipulation. The maximum payload which can be handled with this style is about 700g. Fig. 8 shows the designs of the gripper, labware container, and its holder.

![Final design of gripper and labware container](image)

Figure 8. Final design of gripper and labware container.

5. Blind Manipulation using Sonar Sensor

A manipulation strategy has been performed using the developed kinematic model with two sonar sensors [13]. The front base of H20 robot has 3 built-in DUR5200 sonar sensors. One sensor is in the middle and the other two are on the left and right sides. These sensors can detect the range information from 4 cm to 340 cm which can be used for collision avoidance and distance detection. For the grasping and placing operation, the mobile robot has to be straight in front of the workstation. The labware container has a specific posture on the workstation. The pitch and roll orientation of the container related to the robot are fixed. The yaw orientation has to be secured by correcting the robot orientation. This can be done using the two sonar sensors on the base sides (see Fig. 9). The distance (Z) from each channel to the plastic board is checked and the robot rotates till the values of both sensors are equalized. Thus, the distance (Z) between the labware on the workstation and the robot arm base is known. Also, the height (Y) of the workstation related to the robot is fixed and known. Related to the (X) information of the labware position, this can be decided by the workflow management system [27]. Then, the X positioning feedback has to be mapped to be related to the arm base. The X-axis error of the robot position in front of the workstation is about ±2cm. This can be compensated by the design tolerance of gripper and labware container [13].

This strategy is not reliable enough due to some reasons. The positions of holders and boards, which reflect the sonar signals, have to be identical for all workstations. It is not possible in some stations to install this board due to the environment structure. Existence of obstacles leads to wrong estimation from the sonar sensors for the distance and orientation of robot in front of the
workstation. Also, there is no accurate value related to the position of the required labware in the X-axis due to the lack of positioning feedback in this axis. To cope with all these issues, a visual sensor can be used to identify and localize the target wherever it is located on the workstation.

![Figure 9. 2 sonar sensors for labware manipulation.](image)

### 6. Vision based manipulation using Kinect Sensor

It is very crucial to have an intelligent concept to perform a visual grasping for the required labware which will then be transported to the required place. Stereo vision is one of the common methods to detect the target and estimate its position. But, it is not feasible to use the head stereo cameras of the H20 robot for this task because of the head position related to the workstation. This leads to unclear views to the wide workstation which consists of multiple positions for labware containers. Therefore, the Kinect sensor can be considered as an appropriate choice for the visual approach of labware manipulation. It provides a high quality color and depth information which is directly obtained without applying complicated steps on the image as required in the stereo vision. The Kinect V2 has been fixed on the H20 body using a holder with a suitable height and tilt angle to guarantee a clear and wide view for the whole workstation (see Fig. 1). The Microsoft Kinect sensor V2 uses “time of flight” technology to provide the depth information. It relies upon a novel image sensor that indirectly measures the time for pulses of laser light to travel from a laser projector to a target surface, and back to an image sensor. By using the “time of flight” technology, the Kinect V2 can see just as well in a completely dark room as in a well-lit room. The Kinect sensor with its features are shown in Table 2 and Fig. 10.

![Figure 10. Kinect sensor V2.](image)

![Figure 11. Specific mark for each robot position.](image)

| Features          | Kinect V2       |
|-------------------|-----------------|
| RGB camera resolution | 1920 X 1080     |
| Depth camera resolution | 512 X 424     |
| Maximum depth     | ~ 4.5 M         |
| Minimum depth     | 50 cm           |
| Horizontal FOV    | 70 degrees      |
| Vertical FOV      | 60 degrees      |
| Tilt motor        | No              |
| USB standard      | 3.0             |
| Supported OS      | Win 8, Win 10  |

The success of visual manipulation and transportation depends significantly on the success of identification and localization for the required target. The workstation consists of 8 positions of labware holders. According to the arms workspace, the robot can deal with 4 holders (2 for each arm) for grasping and placing operations. Therefore, the robot needs 2 positions in front of the workstation to manipulate all the 8 holders. It is complicated to differentiate the holders according to their appearances. Also, it is not possible to identify the required holder for the grasping task because it will be covered with a labware with its container. To cope with this issue, an initial strategy of grasping and placing operation has been performed. This strategy includes the utilization of 2 marks as a reference for each robot position in front of the workbench. Each mark is centrally located in front of the related robot position to be used as a visual feedback for 4 holders as shown in Fig. 11. Whenever the robot arrives at the required position, the related mark is recognized and localized using Kinect V2 with SURF algorithm. Then, the mark position is modified to find the positions of the 4 holders related to the robot. The workflow management system sends the plan information to the mobile robot transportation system. This information includes the required task (grasp/place) and the holder number. According to the holder number (1-8), the robot moves to the required position (1 or 2) for performing the task. In this case, each mark is considered as a reference for 4 related holder where the holders 1, 2, 5, and 6 belong to a particular robot position. Whereas, the holders 3, 4, 7, and 8 are related to the other robot position. For this strategy, all the holders’ positions related to the marks have to be fixed and identical in the other workstations in life science laboratories. To cope with this limitation, a specific mark has been attached to each holder for visual grasping and placing operation as shown in Fig. 12. The required mark is identified and the position of its center point is derived to guide the robot in the grasping and placing operation using the kinematic model.
For grasping the required labware, probable wrong information related to the holder number is sent to the robot transportation system. Also, there is a possibility that the required labware has been moved to another holder by an employee before the mobile robot arrives the workstation. In this case, it is very crucial to identify and localize the required labware wherever it is located on the workstation. Since the labware and tube racks are covered with transparent or white lids to protect the components from cross contamination, it is not applicable to distinguish them on the workbench. Therefore, a specific mark has been fixed on each labware lid for identification process. Fig. 13 shows two tube racks where one of them is covered with a white lid and the other with a mark fixed on its lid. Different marks have been used to identify multiple labwares. The mark contains the labware information with a particular number for classification purposes. The labware information with a background picture in the mark gives adequate features to differentiate multiple labware.

Several methods have been applied to test the performance of object identification and position estimation under different lighting conditions [30]. The tests have been performed for labware identification at the 8 different positions of the workstation. Various procedures have been applied to the Kinect image such as cropping, contrast with brightness correction, and histogram equalization as preprocessing steps before applying SURF algorithm. Histogram equalization process increases the global contrast of the image while the cropping process is used to extract the region of interest (ROI) from the image. The required ROI in this work is the workstation with their labware, holders, and related marks. The cropping step simplifies the recognition process and decreases its required time. The identification of the required labware is assigned by drawing a polygon around its lid mark with cross to specify the center point as shown in Fig. 14.

For the grasping task, the labware orientation related to the robot can be found using coplanar POSIT algorithm which stands for POSe ITerations. It requires image coordinates of the desired object points (minimum 4 points). It also requires the real model coordinates of these points; the target has to be previously known. Furthermore, the effective focal length of the used camera has to be known [31]. The orientation angle is very important to correct the arm motion in case that the robot is not straight in front of the workstation. This has been done by finding the corners’ positions of the lid mark in the image coordinates. Also, the real physical positions of the corners related to the mark center point have to be calculated. This information is inserted to the POSIT algorithm to calculate the difference in orientation between the labware and the Kinect camera or the robot. The orientation angle represents the yaw angle of the robotic arm. Fig. 15 shows the corners of the lid mark which are used to calculate the orientation angle.

The holders’ marks are used for identification and position estimation purposes to perform the placing task. But, it is very necessary for the robot to check whether the holder is already occupied by a labware or not before performing the placing task. Therefore, a checking method has been implemented by fixing the holder mark on a mechanical part. A rotational joint is used to show and hide the mark from the Kinect view to determine whether the holder is empty or not. In other words, if the Kinect cannot identify the mark of the required holder, this holder is already occupied as shown in Fig. 16.A. A second method can be applied using a micro switch, micro servo motor, and servo controller to rotate the holder mark as shown in Fig. 16.B.
7. Target Localization and Extrinsic Calibration

The identification step enables the identification of the required labware or holder according to the related mark. Then, the position of the center point of the mark in the image coordinate is derived. This can be done using the corners’ position of the polygon drawn around the detected mark. In order to obtain the real or physical position of this center point related to the Kinect, mapping processes have to be performed. Since the RGB frame of Kinect is not identical with the depth frame, the center point has to be mapped from the image frame to its related point in the depth frame. Then, another mapping step is performed for the point in depth frame to be related to the Kinect space coordinates. The result of these mapping steps is the real position of the mark center point related to the Kinect sensor. The position information of X-axis determines which arm (left or right) can be used for the required operation. The position information of the center point has to be calibrated to calculate the position of the manipulation point in the labware container. The manipulation point represents the position where the end effector of the robotic arm has to reach during the grasping and placing operation. Fig. 17 shows the effective point of the labware container on the workstation. For the grasping task, there are different kinds of labwares which have different height. Therefore, it is not feasible to depend on the labware height to find the manipulation point position. To cope with this issue, the workstation height, which is fixed and identical for all workstations, can be used as a reference to find the manipulation point height.

The position of the manipulation point related to Kinect has to be calibrated to guide the robotic arm to the required point. This can be done by applying the extrinsic calibration step. The purpose of this step is to transform the position information from the Kinect space to be related to the arm shoulder space. Then, the inverse kinematic model is used to find the joints’ values of the arm for guiding its end effector to the target. The calibration from Kinect space to arm shoulder space includes the transformation in translation and in rotation. This belongs to the difference in the position and the tilt angle (t) between the Kinect coordinates and shoulder coordinates according to the Kinect holder as shown in Fig. 18. The Kinect holder has been designed very carefully to be suitable for the grasping and placing operation. The tilt angle of the Kinect plays a role in reducing the light effects for the identification process. The holder has to be fixed very firmly to guarantee that there are no changes in the Kinect position and orientation during the robot movements.

8. Labware Transportation Process

The transportation process of multiple labware using the mobile robots is based on the following scheme. In the 1st step, the navigation system receives the transportation plan from the workflow management system through the robot remote center. In the 2nd step, the robot moves to the required laboratory and workstation. Then, the robot checks around the workbench to identify the lid mark related to the desired labware which has to be transported to the destination lab. In the 3rd step, the position of the target manipulation point related to the arm shoulder is found. In the 4th step, the robot uses the arm kinematic model to calculate the required joints’ values depending on the position information. In the 5th step, the arm moves to the required target and grasps the labware container. After grasping operation, the robot moves to the desired destination to place the labware on the required holder. The mobile robot transportation system has been realized using three main coding platforms which are the multifloor navigation system (MFNS) [25], the arm control system (ACS), and the object identification and localization system (OILS). These 3 systems are connected with each other through an asynchronous socket. The 3 coding platforms exchange the orders and informations between each other using 2 client-server communication models as shown in Fig. 19.

One of the important information, which has to be sent to the transportation system, is the approximate weight of the manipulated labware. Since the arms of H20 robot are unstable and have weak wrist joint, the weight information helps to calibrate the wrist joint. This step is very crucial to keep the labware straight during the grasping/placing operation to avoid the spilling of its contents. Also, two labware holders have been fixed on the H20 body for the left and right arms as shown in Fig. 20. These holders support to keep the labware in a safe horizontal posture during the transportation tasks. To supply the Kinect sensor with the required
electrical power during the robot movements, a 12V battery with a voltage and current stabilizer has been installed on the robot base.

If the grasping operation is performed with a particular arm (right or left), the placing operation for the grasped labware has to be achieved using the same arm. It is not possible to perform the placing operation with the other arm since the labware is positioned on the H20 holder according to the used arm. Therefore, it is very essential to perform the placing task at a position where the required arm can reach. In case that the required labware is not existing in the Kinect view or it is outside the arms workspace, a feedback information is sent to the navigation control. This information includes several decisions such as changing the robot position or skipping to the next task. Fig. 21 shows the overall flowchart of labware manipulation process (grasping/placing). Fig. 22 shows the arm movement steps for grasping the required labware and how the arm places it on the H20 holder.

In the grasping operation, the robotic arm moves from the rest configuration to the manipulation point on the labware container. At the rest configuration, the position of the end effector related to the arm shoulder is (X= 0.56m, Y= 0 m, Z= 0m). This position information is according to the shoulder coordinates which is shown in Fig. 6 where X represents the arm length in rest configuration. Fig. 23 shows a chart for the changes in the end effector position during the arm movement from the rest configuration to the manipulation point. In this example, the position of the manipulation point related to the arm shoulder is (X= 0.18m, Y= 0.46m, Z= 0.03m). The approximate time required to reach the manipulation point is about 30 seconds. Fig. 24 shows the path of the end effector in XY plane for the same example. Furthermore, Table 3 shows the changes of arm joints’ values in degrees from the rest configuration to the manipulation point.

Figure 21. Flowchart of labware manipulation process.

Figure 22. Arm movement steps for grasping operation.

Figure 23. End effector position versus time.

Figure 24. End effector path in XY plane.
The required time for performing the grasping operation is about 69 seconds while 59 seconds are required for the placing operation. The work has been developed using Microsoft Visual Studio 2015 with C# programming language. The project is running on a Windows 10 platform in the H20 tablet. Table 4 shows the overall success rate of the grasping and placing operation for 50 attempts of transportation. Fig. 25 shows the GUI of the arm control system.

| Configuration   | J1  | J2  | J3  | J4  | J5  | J6  |
|-----------------|-----|-----|-----|-----|-----|-----|
| Rest            | 0°  | -90°| -90°| 0°  | 90° | 0°  |
| Manipulation point | 32° | -95°| -92°| -64°| 5°  | 6°  |

Table 4: Labware manipulation tests.

| Attempts | Successful grasp | Successful place |
|----------|------------------|------------------|
| 50       | 92%              | 90%              |

Figure 25. GUI of arm control system.

9. Conclusion

The ability to identify and calculate the position of the target in real-time plays an important role in the manipulation process of mobile robots. In this paper, a grasping and placing strategy has been presented to perform multiple labware transportation in life science laboratories. The problem statement with the proposed methodology for the mobile robot transportation system has been discussed. Different labware manipulation strategies have been described which depends on the sonar sensors and Kinect. The identification process of labware and holder, which is based on SURF method, has been integrated to the transportation system. The pose estimation of the labware related to the robot is very significant to guide the robotic arm in the grasping and placing operation. The Kinect V2 can be considered one of the powerful 3D cameras which provide the position information in a fast way. A strategy has been proposed to check whether the required holder is occupied or not for the placing operation. The design of the arm gripper and labware container have been improved to handle heavier payloads and to guarantee a secure manipulation for the labware.
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