ABSTRACT
Multi-zonal segmentation is a critical component of computer-aided diagnostic systems for detecting and staging prostate cancer. Previously, convolutional neural networks such as the U-Net have been used to produce fully automatic multi-zonal prostate segmentation on magnetic resonance images (MRIs) with performance comparable to human experts, but these often require large amounts of manually segmented training data to produce acceptable results. For institutions that have limited amounts of labeled MRI exams, it is not clear how much data is needed to train a segmentation model, and which training strategy should be used to maximize the value of the available data. This work compares how the strategies of transfer learning and aggregated training using publicly available external data can improve segmentation performance on internal, site-specific prostate MR images, and evaluates how the performance varies with the amount of internal data used for training. Cross training experiments were performed to show that differences between internal and external data were impactful. Using a standard U-Net architecture, optimizations were performed to select between 2D and 3D variants, and to determine the depth of fine-tuning required for optimal transfer learning. With the optimized architecture, the performance of transfer learning and aggregated training were compared for a range of 5-40 internal datasets. The results show that both strategies consistently improve performance and produced segmentation results that are comparable to that of human experts with approximately 20 site-specific MRI datasets. These findings can help guide the development of site-specific prostate segmentation models for both clinical and research applications.

INDEX TERMS
Automatic prostate segmentation, magnetic resonance imaging, convolutional neural networks, 3D U-Net.

I. INTRODUCTION
Prostate cancer is the second most prevalent cancer diagnosed in men, accounting for approximately 1.3 million cases per year worldwide [1]. The majority of cases progress slowly and require only active surveillance, but others require aggressive treatment that poses the risk of serious side effects [2]. Segmenting the prostate into the distinct regions of peripheral zone (PZ) and central gland (CG), here defined as the entire non-PZ region of the prostate, would provide important information for planning biopsies and focal therapies, while improving cancer detection performance. Cancer identified within the PZ typically differs in prevalence and prognosis from cancer diagnosed within the CG [3], [4]. By incorporating this region-wise information in computer-aided diagnostic systems employing predictive models for cancer detection based on multiparametric MRI, performance can be improved [5], [6]. However, to effectively use these models prospectively, accurate segmentation of an individual’s prostate is required.
Manual segmentation of the prostate requires time and expertise: radiologists typically require 5-10 minutes to segment the whole prostate and ~15 minutes to perform two-zone (PZ & CG) segmentation [7], [8] from typical magnetic resonance images (MRI). Thus the development of computational methods to automate the segmentation process has long been a topic of research. In recent years, automated methods employing convolutional neural networks (CNNs) have shown the best performance, with segmentation accuracy comparable to that of human experts. Training these networks requires large, manually-segmented training datasets containing dozens or even hundreds of cases [9], [10]. Furthermore, a trained network will generally not perform well on images acquired with acquisition parameters different from those used in the training set, and it is common for institutions to customize their acquisitions. The need for a large, labeled corpus of training data with matching acquisition parameters limits the generalizability of CNN-based segmentation methods in research and clinical practice.

In this work we consider the problem of applying a CNN-based method for automatically segmenting prostate MR images that were generated with site-specific acquisition parameters. We refer to these site-specific acquisitions as internal data. If the site has a large number of internal image sets available, they could manually label a subset of the images that could then be used to train an CNN to be applied to the remaining images. If only a small number of internal image sets are available, it is possible to take advantage of publicly available datasets, measured with different acquisition parameters, that have already been manually segmented. There are two well-established strategies for utilizing these external image sets: transfer learning, in which a model is trained first on the external data and fine-tuned with internal data, and aggregated training, which combines internal and external data to train a single model. While these methods have both been used extensively in the literature it is not clear which approach performs better, and if the choice depends on the amount of internal data available. This work seeks to determine which strategy for incorporating external data sets is most appropriate, and to determine how many labelled internal data sets are needed to give acceptable performance.

This manuscript is structured as follows: Section II discusses relevant research on prostate segmentation, including several recent deep learning techniques as well as traditional methods. Section III describes the multi-institutional, heterogeneous datasets used in this work, which includes two publicly available datasets as well as one internal dataset. Section IV details the neural network architecture and general training procedures. Section V presents a series of experiments evaluating architectural and training choices and evaluating the consistency of three datasets. The experiments culminate with a performance comparison of three training strategies (independent training, transfer learning, aggregated training) evaluated on a variable number of internal cases (5-40) to assess the impact of the internal data size on the relative performance of the different strategies. The paper concludes with discussion and conclusions in Sections VI and VII.

II. RELATED WORK
A. STATE OF THE ART SEGMENTATION METHODS
In recent years, segmentation methods using CNNs have surpassed the performance of traditional methods in automatic prostate segmentation, as demonstrated in the PROMISE12 challenge in which participants developed algorithms to segment the whole prostate in multi-institutional MRI data [11]. The top 5 results of the original 2012 online challenge were achieved by an automatic active appearance model (Sorenson-Dice score DSC = 0.88), automatic hierarchical discriminative learning method (0.87), an interactive Smart Paint method (0.87), a semi-automated contour optimization method (0.84), and semi-automated active appearance models (0.82) [11]–[16]. However, the leaderboard is constantly updated, and today the current top 7 PROMISE12 leaders implement CNNs that outperform these traditional methods [17]. These state-of-the-art results essentially match the performance of human experts, as determined by inter-expert variability: a DSC of approximate 0.90 for whole prostate segmentation, 0.75-0.85 for transition zone (TZ), and 0.71-0.80 for PZ [11], [18], [10]. We use this level of performance as a benchmark for evaluating our results herein.

A variety of convolutional architectures have been used for prostate segmentation. Nearly all of these feature encoding and decoding networks connected with skip connections, exemplified by the U-Net architecture [19], [20]. Liu et al. trained a Fully Convolutional Network with Feature Pyramid Attention on 250 MRIs, then tested on both internal and external datasets, achieving PZ DSC of 0.74 and TZ DSC of 0.86 on the internal dataset but only PZ DSC of 0.74 and TZ DSC of 0.79 on the external dataset, indicating room for improvement in the model’s generalizability [18].

Zabihollahy et al. trained U-Nets on 225 T2w and apparent diffusion coefficient (ADC) MRIs to segment the whole prostate and CG. Segmentations on T2w and ADC images achieved a mean DSC for whole prostate of 0.93 and 0.90, CG 0.91 and 0.86, and PZ 0.8622 and 0.83 respectively, suggesting T2w MRIs enable more accurate segmentations than ADC images with this method [8].

Cuocolo et al. used over two hundred T2w MRIs from the PROSTATEX public dataset [21], [22] to train an efficient neural network, Enet, to segment the CG and PZ which slightly out-performed the standard U-Net in spite of containing roughly 10% as many parameters, achieving a DSC of 0.91 on whole prostate, 0.87 on TZ, and 0.71 PZ. In comparison, their implementation of a U-Net achieved DSC of 0.88 on whole prostate, 0.86 on TZ, and 0.70 on PZ [23], [24].

Aldoj et al. implemented a Dense-2U-Net to explore segmentation accuracy of models trained on finely versus coarsely annotated datasets using 188 T2w MRIs [25].
Segmentations predicted on the finely annotated dataset achieved DSC of 0.921 whole prostate, 0.895 CG, and 0.781 PZ, only slightly higher than the segmentations predicted on the coarsely annotated dataset, which lagged behind by a DSC of approximately 0.01 [25].

Nie et al. used an Attention based Semi-supervised Deep Networks (ASDNet) which utilizes unlabeled data in conjunction with confidence maps to predict segmentations with a DSC of 0.911 on an internal validation dataset and 0.90 on the external PROMISE12 dataset [26].

Each of the above-cited architectures use variations of the encoder-decoder strategy, but even a basic U-Net architecture can achieve excellent results. Isensee et al. proposed that the variations in architecture are not as important to overall performance as appropriate hyperparameter tuning [27]. Their no-new U-Net approach uses only a basic U-Net architecture but is currently a top-5 performer on the PROMISE12 leaderboard. Based on their rationale and success, we chose to use a simple U-Net architecture in this work and focus on its performance using limited data.

B. TRAINING WITH LIMITED DATA
The performance of conventionally-trained CNNs decreases with smaller datasets. Meyer et al. explored the effect of corpus size by training a 3D U-Net with a range of 2-78 prostate cases [10]. They found that the greatest improvement in performance occurred when increasing from 8 to 16 training cases, and only slight improvement when greater than 32 training cases were used.

Transfer learning is a well-established technique that can improve performance when only small training datasets are available [28]. This has been previously applied in prostate segmentation. Motamed et al. [29] trained a modified 3D U-Net using only 8 internal cases of diffusion-weighted (DW) MRIs and reported whole prostate segmentations with a DSC of only 0.58. However, when initially trained on over 500 external DW MRIs and then fine-tuned on their 8 internal cases, performance improved, resulting in a DSC of 0.79 for whole prostate segmentation [29]. They also showed that the benefit of transfer learning decreased if more internal data were available. Another example is that of Sanford et al., who used transfer learning to perform two-zone prostate segmentation with CNNs trained and validated on over six hundred single-site T2w MRIs and tested on hundreds of external multi-institutional cases [30]. Their average model achieved a whole prostate DSC of 0.92 and TZ DSC of 0.90 on external data [30].

While transfer learning has been widely used, the specific procedures for fine-tuning the model for the target dataset are not standardized and often not published. Generally, some of the model weights from the initial training are fixed (or frozen), while other model weights are refined with training on the target dataset. In experiment V.C below we explore different levels of tuning to optimize the transfer learning process.

An alternative to transfer learning is aggregated training, which can provide performance comparable to transfer learning and may improve generalizability of the results. Zavala-Romero et al. developed a neural network to perform two-zone prostate segmentation that utilized axial, coronal, and sagittal slices from 550 T2w MRIs acquired from multiple vendors aggregated together (Siemens and GE) [9]. When trained on all 550 cases, their model achieved a mean DSC of 0.89 for whole prostate and 0.81 for PZ on the Siemens dataset and a DSC of 0.83 for whole prostate and 0.79 for peripheral zone on the GE dataset, demonstrating variability in model performance with multi-site data [9]. Rundo et al. trained a single 3D U-Net on a combination of two datasets acquired at different sites, each containing approximately 20 cases of T2w MRIs, and found that aggregating data improved generalizability of their model without sacrificing accuracy when compared to the same model trained on data from one site and applied directly to another [31], without any fine tuning. Liu et al. extended the aggregation strategy by using a novel network architecture to separate site-specific and more general features from a heterogeneous dataset [32]. Their model predicted whole-prostate segmentations with a mean DSC of 0.92, superior to other recently published methods but did not explore multi-zone segmentation [32].

C. CONTRIBUTION OF THIS WORK
The use of CNNs for prostate segmentation is a well-studied topic, in part due to the availability of public datasets. In this work we intentionally do not propose new architectures or training strategies; rather, we seek to determine how to best apply existing techniques for optimal training of two-zone CNN models when a limited amount of training data is available, a practical scenario in both research and clinical practice. This work extends the variable training data exploration of Meyer et al. [10] by adding transfer learning and aggregated training strategies, and comparing their relative performance.

III. DATA
For this study, external data provided as part of the NCI-ISBI2013 Challenge was used in conjunction with an internal dataset [5], [33]–[35]. The first external dataset, A, contains 30 T2w cases acquired at Radboud University Nijmegen Medical Center with a Siemens Trio 3T scanner with an external surface coil [33]. The second external dataset, B, contains 30 T2w cases acquired at Boston Medical Center with a Phillips Achieva 1.5T MRI scanner with both an endorectal coil (ERC) and a surface coil [34]. The third dataset, C, consists of 50 T2w cases acquired internally at the University of Minnesota Center for Magnetic Resonance Research (CMRR) with a Siemens 3T scanner with an ERC as part of an IRB approved research study. All of these 50 internal cases were acquired from participants diagnosed with prostate cancer. Significant inter-individual variation in prostate geometry exists due to the possible presence of cancer and benign proliferative processes. Figure 1, featuring
three cases from dataset C, provides an example showing how the presence of cancer can distort the prostate and complicate regional segmentation. The PZ and CG of all internal cases were manually segmented using ITK Snap [36] by Ph.D. students under the guidance of an expert radiologist with > 50 years of experience.

IV. MODEL ARCHITECTURE AND TRAINING

A. MODEL ARCHITECTURE

This work focuses on the U-Net, a CNN widely used in medical image segmentation due to its high performance on small datasets [19] and its dominant success across a wide range of semantic segmentation challenges in medical imaging [27]. It consists of an encoding branch and a decoding branch, each containing several layers. The initial layer of the encoding branch identifies information from the full resolution image such as texture and edges. At each subsequent layer, the image is downsampled, and the deepest layers provide information about the overall shape and location. The decoding branch utilizes this information to predict segmentations from the MRIs. Both 2D and 3D U-Nets are commonly used in medical image segmentation today. It is not clear apriori which architecture will perform better for a specific problem; therefore in this work we implemented both 2D and 3D U-Nets and compared the accuracy of each to select the preferred architecture for this two-zone prostate segmentation using limited data.

The 3D U-Net in this work contained an encoding arm of four layers, each layer containing the following steps: 3D convolution (with filters $3 \times 3 \times 3$), batch normalization, 3D convolution, batch normalization, and max pooling (with filters $3 \times 3 \times 3$). The fifth layer consisted of only three steps, including a 3D convolution, batch normalization, and a second 3D convolution. Each of the four layers of the decoding arm contained a 3D convolutional transpose (with filters $3 \times 3 \times 3$), concatenation, 3D convolution, batch normalization, and 3D convolution. Soft max activation was the final layer. A diagram of both the 2D and 3D U-Nets is seen in Figure 2. The 2D U-Net mimics the 3D U-Net described above, with corresponding 2D components replacing 3D components, as depicted in Figure 2. These models were implemented with Python 3.7, Keras 2.3.0-tf, and TensorFlow 2.2.0 backend on a 24 GB Titan RTX GPU with CUDA version 11.0.

B. PRE-PROCESSING & AUGMENTATION

All data were resampled to $256 \times 256 \times 19$ and cropped to $192 \times 192 \times 19$. Bias field correction was applied to dataset C with N4ITK [37], [38]. Each dataset was independently normalized prior to use in the model, and data augmentation (rotation, translation, scaling, and left-right flip) was performed [39]. As described in the original U-Net paper, augmentation is used to improve performance of models trained on small datasets [19]. Augmentation has been shown specifically to improve accuracy of prostate segmentation by an average DSC of 0.022 for whole prostate and 0.03 for the CG [30]. Differences in patient positioning within a MR scanner result in slight differences of the prostate’s location within an image, which may be captured by translation and rotation commonly used in augmentation. Scaling reflects variation in prostate size, and left-right flip reflects the symmetry of the prostate. Augmenting the dataset trains the model to adapt to these variations, improving performance.

C. CROSS-VALIDATION

Five-fold cross validation was implemented for all training strategies, with 80% of the cases used as training data and the remaining 20% used for validation. When fewer than 40 internal cases were used in training, the model was trained on a randomly chosen subset of the training data, leaving validation data untouched. Regardless of the number of cases the model was trained on, 20% of the entire dataset was used as validation data for each of the five folds, and segmentations predicted for each validation case were saved. Performance on datasets A, B, and C was evaluated on all cases from each

FIGURE 1. Examples of central slices (halfway between apex and base) of prostate from cases containing the minimum, average, and maximum total volumes of prostate cancer found in the internal dataset C. Left: 0.06 cm$^3$ in PZ, Center: 2.00 cm$^3$ in PZ, Right: 14.38 cm$^3$ of cancer in both the PZ & CG.
S. L. Saunders et al.: Training Convolutional Networks for Prostate Segmentation With Limited Data

FIGURE 2. Diagram of the 2D and 3D U-Net architectures, with the legend for each component on the bottom left. Left: 2D U-Net. MR images and ground truth segmentations of size 192 × 192 are input into the U-Net and down-sampled in each subsequent layer, as indicated by the dimensions in the figure. Convolutions and transpose convolutions each consisted of a kernel size (3,3), with the number of filters used in each indicated in the above diagram. Max pooling consisted of a pool size of (3,3) with strides (2,2). Right: 3D U-Net. MR images and ground truth segmentations of size 19 × 192 × 192 are input into the U-Net and down-sampled in each subsequent layer, as indicated by the shape. Convolutions and transpose convolutions each consisted of a kernel size (3,3,3), with the number of filters used in each indicated in the above diagram. Max pooling consisted of a pool size of (3,3,3) with strides (1,2,2) to accommodate the relatively large slice thickness compared to axial resolution.

TABLE 1. Segmentation accuracy of 2D v. 3D U-Nets trained on 5 and 40 cases of single-site data. Mean (standard deviation) is shown for all cases.

| Dataset C (CMRR): 5 training cases | Dataset C (CMRR): 40 training cases |
|------------------------------------|-------------------------------------|
| 2D U-Net                          | 3D U-Net                            |
|                                    |                                     |
| DSC                                | DSC                                 |
| PZ 0.41 (0.14)                     | PZ 0.73 (0.11)                      |
| CG 0.64 (0.14)                     | CG 0.82 (0.06)                      |
| Whole 0.66 (0.13)                  | Whole 0.87 (0.05)                   |
|                                    |                                     |
| 95% HD (mm)                        | 95% HD (mm)                         |
| 6.73 (2.37)                        | 2.31 (3.77)                         |
| 4.06 (2.09)                        | 1.56 (0.66)                         |
| 5.82 (2.40)                        | 1.69 (3.22)                         |

D. LOSS METRICS

In training, the loss was measured by average DSC of the PZ, CG, and background. The Adam optimizer (learning rate of 1e-04) was used, and the model trained for a maximum of 500 epochs, with early stopping set to 100 [40]. Performance was evaluated on the validation data for all training strategies using the 3D DSC and 95% 2D Hausdorff Distance (95% HD) using the seg-metrics package [41], [42].

V. EXPERIMENTS

Four sets of experiments are described below. The first three provide guidance on the choice of model architecture and training strategies, whereas the fourth experiment provides the primary comparison between training strategies for varying data set sizes.

A. 2D VS. 3D U-Net

The first experiment sought to determine whether a 2D or 3D U-Net architecture was more optimal for this segmentation task. The comparison between the performance of these two architectures is shown in Table 1 for both the minimum and maximum number of cases. With the maximum number of cases (n = 40), the 3D U-Net slightly outperforms the 2D U-Net for each zone and for the whole prostate by an average DSC of 0.03, but with fewer cases the 3D model outperforms the 2D architecture by an average DSC of 0.18. Based on these findings the 3D architecture was used for subsequent experiments because it is more robust to small sample size.

B. DIRECT TRANSFER LEARNING

The next set of experiments evaluated the performance of training a model from one data set and directly applying that model to a different data set, omitting the fine-tuning step commonly used in transfer learning. Such experiments are
FIGURE 3. A 3D U-Net trained on A, B, and C (all 40 cases) individually as well as the combination of A and B was tested on validation data of each of A, B, and C without further training, as described by the independent training and direct transfer learning methods. Mean DSC for the PZ, CG, and Whole prostate are shown.

C. FINE-TUNING FOR TRANSFER LEARNING

This experiment sought to optimize the transfer learning process by experimentally determining the degree of fine-tuning needed to give the best performance. For this assessment, the initial model is the aggregate A+B model trained in the previous experiment, evaluated on 50 cases from dataset C. This represents a limiting case scenario for transfer learning, in which there are multiple public datasets available but minimal internal data.

As is common practice for transfer learning with U-Nets, the encoding layers were frozen and not retrained on the new dataset, but various portions of the decoding layers of the U-Net (the last 50%, 25%, and 12.5% of the entire model) were retrained on the new data. Results of these experiments are shown in Table 2. Due to the superiority of its 95% HD and similarity of its DSC to other models, the model in which only the last 25% was fine-tuned was used for the remainder of the transfer learning experiments in this work.

D. COMPARISON OF THREE TRAINING STRATEGIES: INDEPENDENT TRAINING, TRANSFER LEARNING, AND AGGREGATED TRAINING

The final experiment compares the three training strategies – independent training using only internal data with five-fold cross validation, transfer learning from external data with fine tuning, and aggregated training using both internal and external data. Each of these three strategies was evaluated on a range of 5-40 cases of internal data (site C) to measure how the data size impacts final performance and whether the optimal strategy depends on the size of the internal data set.

For transfer learning, a model was trained using all 60 cases of external data (A and B) and fine-tuned on the selected samples from internal data (C).

For aggregated training, all 60 cases of external data were combined with the selected cases from the internal data for training. Performance between the three strategies was assessed using the DSC and 95% HD metrics, and analyzed using the Wilcoxon signed-rank test at a significance level of \( p < 0.05 \).

Table 3 shows the results comparing all three strategies on the minimum and maximum numbers of internal cases. When all 40 cases are used, all three strategies give similar performance, with transfer learning and aggregated training only slightly outperforming independent training.

Figure 4 plots the effect of dataset size on the relative performance of these three strategies. With few cases of internal data, both transfer learning and aggregated training greatly

useful for assessing the similarity between datasets, determining the need for fine-tuning for transfer learning, and establishing baseline performance metrics for comparing with the more optimized models described below.

Using the 3D U-Net architecture, three models were trained on data from each of sites A, B, and C independently. A fourth model was trained using an aggregation of sites A and B (the external data sets). All four models were subsequently evaluated on the validation subsets for all three sites.

The performance of these evaluations is shown in matrix form in Figure 3. This matrix shows the performance of both independent training (training and testing on data acquired at a single institution, e.g., train on A, assess on A) and direct transfer learning without fine tuning (e.g., train on A, assess on B). The independent training results were generally good; for dataset C the results are comparable to human expert performance. The direct transfer learning gave poorer results, attributable to the differences in data acquisition between sites. Training with combined external datasets A and B and directly assessing on C was better than using either A or B alone for training, but all of these options underperformed independent training for dataset C. These results showed that the site-specific differences were substantial, and fine-tuning of transfer learning models would be required to improve performance over simple independent training.
TABLE 2. Results of three models trained first on public datasets A & B, then fine-tuned with transfer learning using only 5 cases of internal data from C. Mean (standard deviation) is shown for models in which fine-tuning occurred solely on the last 50%, 25%, and 12.5% of the U-Net.

|          | 50% DSC | 95%HD (mm) | 25% DSC | 95%HD (mm) | 12.5% DSC | 95%HD (mm) |
|----------|---------|------------|---------|------------|-----------|------------|
| PZ       | 0.72 (0.11) | 2.46 (3.57) | 0.73 (0.11) | 2.09 (1.17) | 0.74 (0.08) | 1.95 (1.29) |
| CG       | 0.83 (0.06) | 2.32 (3.96) | 0.83 (0.05) | 1.73 (0.93) | 0.83 (0.06) | 1.98 (2.35) |
| Whole    | 0.88 (0.04) | 1.90 (3.73) | 0.88 (0.04) | 1.36 (0.68) | 0.88 (0.03) | 1.55 (1.74) |

TABLE 3. Comparison of models trained using 5 and 40 cases from (C) with only internal data, transfer learning, and with aggregated data. Mean (standard deviation) is shown for all cases. Bold numbers indicate the strategy with the lowest 95%HD.

|          | Single Internal Site | Transfer Learning | Aggregated Public and Internal Data |
|----------|----------------------|-------------------|-------------------------------------|
| C: 5 cases | DSC | 95%HD (mm) | DSC | 95%HD (mm) | DSC | 95%HD (mm) |
| PZ       | 0.65 (0.12) | 2.67 (1.50) | 0.73 (0.11) | 2.09 (1.17) | 0.73 (0.08) | 1.94 (1.02) |
| CG       | 0.77 (0.08) | 2.54 (1.27) | 0.83 (0.05) | 1.73 (0.93) | 0.83 (0.05) | 1.70 (0.79) |
| Whole    | 0.83 (0.06) | 2.14 (1.23) | 0.88 (0.04) | 1.36 (0.68) | 0.88 (0.03) | 1.27 (0.47) |
| C: 40 cases | DSC | 95%HD (mm) | DSC | 95%HD (mm) | DSC | 95%HD (mm) |
| PZ       | 0.76 (0.07) | 1.51 (0.84) | 0.77 (0.07) | 1.56 (1.21) | 0.77 (0.08) | 1.41 (0.81) |
| CG       | 0.85 (0.04) | 1.42 (0.78) | 0.85 (0.04) | 1.29 (0.45) | 0.85 (0.04) | 1.39 (0.73) |
| Whole    | 0.89 (0.03) | 1.15 (0.65) | 0.90 (0.02) | 1.08 (0.42) | 0.90 (0.03) | 1.07 (0.46) |

FIGURE 4. Comparison PZ, CG, and whole prostate segmentation accuracy as measured by mean DSC and 95% HD across all validation data for independent, transfer learning, and aggregated methods with respect to number of internal cases used in training. Higher DSC values correspond to more accurate segmentation, in contrast to the 95% HD, in which lower values indicate more accurate segmentation. Statistically significant differences in independent v. transfer learning, independent v. aggregated method, and transfer learning v. aggregated method models as determined by the Wilcoxon signed-rank test (p < 0.05) are indicated with α, Δ, and +, respectively, placed below the legend.

improved the model performance compared to training only on internal data. The differences between independent training and either of the other two methods was significant with both DSC and 95% HD metrics for most of the comparisons. The performance difference between transfer learning and aggregation was small: no significant differences found with
DSC, whereas with 95% HD several tests showed a modest but significant performance advantage for aggregated training in the PZ.

These plots quantify the benefit of transfer learning and aggregated training strategies. Looking across all 6 metrics (DSC and 95% HD, in PZ, CG, and whole prostate), the performance of 5 cases with aggregated training is comparable to ~15-20 cases without; 20 cases with aggregated training is comparable to ~40 without. Transfer learning provides similar improvements. Using either strategy, the model trained with only 20 internal cases has performance comparable to that of human experts.

Though the DSC metric is commonly used to judge segmentation accuracy, a comparison of DSC and 95% HD reveals that the 95% HD is more sensitive to small changes in segmentation accuracy, as seen in Figure 4. Additionally, since the 95% HD is a distance metric and invariant of surface area to volume ratios, unlike the DSC, it more uniformly judges segmentation accuracy across regions of different volumes, such as the PZ and CG.

Examples of segmentations produced by independent training, transfer learning, and aggregated training with both 5 and 40 internal cases are shown in Figure 5. For each method, a central prostate slice from a single subject that most accurately represented the entire dataset as measured by DSC and 95% HD is shown. Additionally, a video, suppl1_prostate.mov, containing the entire prostate and segmentationspredicted by each of these methods can be found in the supplemental material.

### VI. DISCUSSION

Neural networks such as the U-Net provide a valuable resource for two-zone prostate segmentation but typically require a large amount of data to achieve optimal performance when trained on internal data alone. Due to the heterogeneity of acquisition methods, such as the use of an ERC versus surface coil, models trained on external data did not directly transfer well to internal data. However, it is possible to take advantage of external datasets to achieve state-of-the-art segmentation performance with limited internal data using methods such as transfer learning and training with aggregated data. Our transfer learning and aggregate models both achieved a mean DSC of 0.90 for whole prostate, 0.77 for PZ, and 0.85 for CG when trained on 40 internal cases, comparable to results shown by Litjens et al., Liu et al., and Meyer et al. [11], [18], and [10] and similar to the performance of human experts. When trained on only 10 cases, both the transfer learning and aggregate models performed similarly, sacrificing a DSC of only 0.01-0.02 when compared to the respective models trained on 40 cases and far exceeding the performance of a model trained on 10 internal cases alone.

The independent training model contained 6,475,731 parameters and required approximately 15 hours to train on 40 cases. In contrast, the model fine-tuned with transfer learning required roughly 5 hours of training to fine-tune the model with 40 internal cases after 19 hours of training on 60 cases of public data. Similarly, the aggregated method required approximately 24 hours to train on 40 cases. Therefore, if training time is a factor, transfer learning is the most efficient method if a model trained on external data is already available and only fine-tuning is necessary. However, once the models are trained, both can predict segmentation masks on a new 3D MRI in seconds. Our work demonstrates that the use of external data in training a model using either transfer learning or aggregated data can compensate for the lack of large internal data sets, making automatic segmentation more accessible to groups without the significant resources necessary to acquire and segment hundreds of MR scans often used to train neural networks.

Future work includes use of this automated two-zone prostate segmentation in an algorithm to detect and diagnose prostate cancer. Since prevalence and presentation of prostate cancer varies within different regions of the prostate [3], [4], these segmentations will identify the location of the cancer, potentially improving diagnosis. Additionally, we plan to analyze segmentation accuracy with relation to prostate cancer size, location, and staging.
In this study we optimized a U-Net CNN for two-zone prostate segmentation and compared the performance improvement with transfer learning and aggregated training using external, publicly available data. We found that transfer learning and aggregated training performed similarly, reducing the number of internal training cases required, and can produce performance comparable to human experts with only 20 training cases.
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