Development of an integrated complex of knowledge base and tools of expert systems for assessing knowledge of students in mathematics within the framework of a hybrid intelligent learning environment
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I. INTRODUCTION

The active introduction of information and communication technologies and electronic educational resources into the educational practice of Russia has actualized the search for effective high-tech solutions to the problem of high-quality management of the educational process. In addition the search for new, practically significant didactic mechanisms which increase the efficiency, comfort and objectivity of evaluation procedures in the context of digitalization of education is relevant.

In the context of digitalization, the Learning management system (LMS) is becoming widespread. Any LMS-system provides a set of learning management functions, including assessment procedures. These procedures include testing at all stages of training; providing conditions for making individual training routes; systematic monitoring of the results and the process of using training materials, etc. Though there is a problem related to the fact that LMS systems do not provide personification of the learning process according to the account of the students’ individual typological characteristics.

The learning systems developed in recent years contain web technologies [1]. These web technologies contain learning materials which support the problem solving meta-theory in a way that initiates dialogue and research rather than offering a definitive answer [2]. Besides it learning systems implement the ideas of digital game-based learning (DGBL) [3] and also take into account learning styles [4].

The digital transformation of education creates additional...
opportunities for each student to achieve the necessary educational results. Personalization of the educational route is carried out at the expense of: 1) using of artificial intelligence methods; 2) augmented and virtual reality tools; 3) the development of a hybrid intellectual learning environment in educational institutions.

A hybrid intelligent learning environment is a rich information and educational environment which includes expert systems, intelligent systems, neural networks, etc. Inside of a hybrid intellectual learning environment conditions are formed for the effective design of individual educational trajectories of students depending on the level of education and individual characteristics [5], [6], [7].

Nowadays the issues of creating a hybrid intellectual learning environment for specific subject areas, especially mathematics, are being updated. Features of using of intelligent technologies and methods of neural network modeling in the development of a hybrid intelligent learning environment are presented in a number of publications of the authors [8], [9], [10]. This paper proposes an approach to the design of an expert system in developing of an integrated complex of knowledge base and tools for assessing knowledge on the subject.

It is important to consider two circumstances during developing a knowledge base for evaluating learning outcomes in a subject (mathematics).

First, in relation to the field of artificial intelligence the term “knowledge” is interpreted as a type of information “reflecting the specialist’s (expert’s) experience of in a certain subject field, his/her understanding of numerous current situations and ways to move from one description of an object to another” [11]. According to A. A. Mitskevich, G. S. Pospelov knowledge should have the following characteristics: explainability of model elements with the help of the model itself (internal interpretability); setting the structure of their semantics (structuredness), expression of regularities, causal relationships and other quantitative relations of knowledge (connectedness); having the property to generate new knowledge (mutual activity) [12], [13]. T. A. Gavrilova considers that it is important the structure of knowledge contains not only data, but also metadata [14], [15].

Secondly, the term “knowledge base” generalizes the one "database" but it is not reduced to it. A knowledge base is a special technically structured set of knowledge of a specific subject field. This set of knowledge presupposes equipping with an intelligent interface [16].

Various approaches are used in designing expert systems and different solutions to the problem of forming knowledge bases are proposed.

The development of the knowledge base of the expert system based on conceptual modeling of a dynamically complex environment based on the synthesis of the activity approach and situational analysis is carried out in the study by A. B. Sorokin, E. V. Brazhnikova and L. M. Zheleznyak [17]. The specified knowledge base is a decision matrix that allows checking decisions both on the acts of activity and on situations. Verification by acts of activity forms the functional properties of the model. The situation check generates the structural properties of the ones. The decision matrix is a decision-making model too. This model is based on the generalization of the results “on the object of the process, on the subject of the process, on the subject and object of the process, on the object and components of the process”.

The methodology for designing an active expert system based on a continuously developing knowledge base was suggested in research by D. Yu. Muromtsev, V. V. Ermolaev and A. Yu. Kotok [18].

Other authors consider the problem of forming the knowledge base of a learning system based on a semantic network [19]. The semantic network contains the concepts of the subject field of the academic discipline that is being studied and the relations between the concepts. The proposed model allows formalizing the knowledge base of the learning system.

The knowledge base of the expert system is designed based on the use of a pedagogical model for assessing the quality of students’ knowledge in another research [20]. This knowledge base includes not only basic questions on the subject but also includes auxiliary and additional questions. The algorithms for presenting additional and auxiliary questions are generalized. Ones can be used in developing of intelligent systems in various subject fields.

We consider the knowledge base of the expert system in the context of solving the problem of applying artificial intelligence algorithms to support the process of teaching mathematics. This paper is a continuation of the following researches [9], [21].

The novelty of this paper lies in the application of intelligent technologies and computer learning to the implementation of a didactic model of forming a bank of tasks. We offer a method for analyzing test results based on machine learning without a teacher.

II. METHODS

A team of authors is developing specialized software for design a hybrid learning environment. The control and evaluation of knowledge in a hybrid learning environment is carried out through the use of the neural network knowledge base. The knowledge base is formed on the basis of the theory of representation of the student's activity in a particular academic subject in the form of successive levels of assimilation [7]. Each of the levels (student, typical, heuristic, research) reflects the development of the students’ experience in this subject of study. The level assessment tools are tasks that require certain students’ knowledge, skills and experience.

A specific type of tests is used to assess the formation of each level. The tests that involve algorithmic activity with a hint are used for the first level of assimilation. The tests for the ability to apply existing knowledge, skills and experience as well as to demonstrate readiness to perform tests according to
an algorithm, sample or rule are used for the second level of assimilation. The third level of assimilation is characterized by the tests that involve both understanding and clarifying the situation and the transformation of known methods of solutions and actions into new methods. The fourth level of assimilation is characterized by the tests that do not have an unambiguous solution and involve the ability to act in a certain subject field “without any rules” [22].

The developed knowledge base includes the tests aimed at diagnosing the assimilation of educational material in mathematics at all the levels presented above. Tests of the first and third levels will make up the database of the expert system knowledge base and are differentiated according to three blocks (B1, B2, B3). Diagnostics of the research level of training with the use of an intelligent automated learning system is solved by the research team as an independent test [23].

The quantitative indicator of achieving the level of learning (the level of assimilation) is the coefficient of assimilation K. The coefficient is calculated as the ratio of the number of correct answers to the standard. V. P. Bespalko justifies the following thesis in relation to the educational field of activity: the learning process can be considered completed at this level of assimilation, if the coefficient K is greater than or equal to 0.7 [22], [24]. We use this condition in developing an approach to form a knowledge base.

Verification procedures involve evaluating the results of learning on a topic, section, or module. The results are evaluated both for each level (local assessment) and for the whole levels (generalized assessment). Thus the generalized estimate is the result of integrating the solution of problems of three levels of complexity. Besides we have distinguished four levels of assimilation of the study material: unacceptable, low, medium and high.

Students have been assigned to one of the groups according to the following criteria. The group with an unacceptable level of assimilation includes students who have completed less than 70% of the tests of each of the blocks B1, B2, B3. The low level of assimilation includes students who have completed more than 70% of the tests of one of the three blocks (either B1 or B2 or B3). The medium level of assimilation includes students who have completed more than 70% of the tests of any two blocks of three (either B1 B2 or B2 B3 or B1 B3). A high level of assimilation includes students who have completed the tests of all three blocks B1, B2, B3 by more than 70%.

Further we will consider an approach to the intellectual assessment of students' knowledge and creative potential in the framework of a hybrid learning environment based on constructing and training of neural networks. One of the important stages is the development of a model structural diagram for intellectual assessment of knowledge and creative potential in mathematics in the general secondary education system.

An important issue in the development of a hybrid learning environment is the domain analysis. If we consider the educational process as a single system the complexity of the process lies in the presence of objective and subjective factors. To form a knowledge base of a hybrid intelligent learning environment based on artificial intelligence technologies it is necessary to have source data that representatively reflects the main laws of the functioning of the educational system besides didactic materials. The general structure of the learning process model using artificial intelligence and the knowledge base is shown in Fig. 1.

The teacher and the students are considered as subjects in this scheme. The knowledge module contains the knowledge of an expert who acts as a teacher or methodologist. The artificial intelligence subsystem includes a number of algorithms for data analysis and evaluation of results which are interpreted further as knowledge. The task of the teacher during working with a hybrid intelligent learning environment is to verify the data obtained on the basis of pedagogical experience.

![Fig. 1. The structure of a generalized model of the educational process using the artificial intelligence module and the knowledge base module](image)

The teacher's influence on the system is excluded in using simulation. In this case the learning model is a model that can be represented in the form of a dynamic system, an artificial neural network, an automaton, etc. This model allows accounting the qualitative effects of the pedagogical process.

Using of artificial intelligence methods makes it possible to solve a number of problems of managing the pedagogical process. In particular the following tasks should be highlighted: clustering; dimensionality reduction; classification based on computing learning and artificial neural networks.

It is well-known that artificial neural networks are a universal tool for solving a wide range of problems. A characteristic feature of the neural network as a universal tool is the fact that the neural network is a flexible model for the nonlinear approximation of multidimensional functions. The advantage of the neural network approach to approximation is the ability to automate the process of model identification, selective sensitivity in the areas of data concentration, as well as smooth interpolation of characteristics in other areas [25].

Clustering is used in cases where managing of the pedagogical process requires the analysis of a large amount of data with a high dimension which can include the results of the
tests. The dimensionality reduction method can be used as an auxiliary method for clustering as well as a method for visualizing data and highlighting the main metrics. The allocation of metrics opens up a number of opportunities for implementing a more flexible, individual assessment of students. We consider such an approach to data mining which is based on classification using machine learning. This approach can be used in evaluating test results using the knowledge provided by experts. This knowledge is structured in the form of “test results” – “assessment”.

III. RESULTS

We propose to apply the considered methods for developing such modules in a hybrid intelligent learning environment which are associated with a special subsystem of artificial intelligence. These methods are aimed at solving such problems as developing of knowledge bases and tools for expert systems; developing of computer simulation tools and interactive control of subject knowledge, competencies and procedures; creating methods for engineering and presenting subject knowledge, competencies and procedures as expert systems; creating output mechanisms and users’ interface systems; providing of operational training due to a set of software and tools, methods, algorithms, techniques; implementing of algorithms and programs of mathematical support for intellectual support of learning processes, control and evaluation of knowledge.

An overview of the current state of data science theory and methods is contained in such source [26]. The essence and application of these methods to various problems have been particularly considered in the following studies [27], [28].

To develop an intelligent subsystem in a hybrid intelligent learning environment we use the language Python3 in conjunction with the libraries Scipy, Numpy, Sklearn, Matplotlib. The libraries Scipy and Numpy are general scientific libraries which implement a number of mathematical functions. The Sklearn library provides high-performance clustering and downscaling algorithms. The Matplotlib library is used to render the results.

It is important to note that in this study we implement the proposed methodological approach to the development of modules in the conditions of a hybrid intelligent learning environment using the indicated tools. Besides we create a problem-oriented software package.

From the groups of students who have passed the assessment based on clustering, a subgroup of students with potential opportunities for research activities can be distinguished. Such a group has been distinguished according to the results of the construction of dendrograms and scatter diagrams with Dirichlet tessellation. Examples of dendrograms and scatter diagrams are shown in Fig. 1-4.

Consider the following statement of the problem. Let the students take the “Algebra Test”, Grade 8. A number of didactic materials and a set of tests consisting of several blocks (for example, B1, B2, B3) have been developed for this purpose.

Block B1 contains the tests that initially specify as the goal and situation as the actions to solve it or the result. These are tests for identifying, distinguishing, and classifying the studied material.

Block B2 presents the tests in which a student needs to apply existing knowledge and previously learned actions according to given conditions. These are substitution tests (“add...”, “list...”), constructive tests according to given active tests (“write down the formula”, “list the attributes...”), and typical tests.

In the tests of block B3 the goal is clearly stated but the situation is “uncertain”. These are the tests that require independent transfer of existing knowledge and skills to a new context.

The answers to the test tasks are formed in the form of a normalized vector where “0” corresponds to the fact that the task was completed incorrectly, “1” corresponds to the fact that the task was completed absolutely correctly.

The purpose of the clustering problem is to find several types of similar test results which can be useful in dividing a class into subgroups and forming group adjusted educational trajectories to eliminate typical gaps in the formation of knowledge.

The most common clustering algorithm is an algorithm based on the generalization of the k-means method (generalized k-means algorithm). The generalized k-means algorithm consists of the following steps:

1) Choose n points (centroids) which are the centers of clusters in the first approximation.
2) Calculate the centers of gravity among the k vectors near to the centroids.
3) If the centers of gravity correspond to the position of the centroids, the work of the algorithm will be finished. Otherwise, the centers of gravity are selected by the new centroids and the transition to step 2 takes place.

The described algorithm has the following advantages: the algorithm converges to a local minimum. There is no possibility of looping the specified algorithm. The disadvantages are the algorithm does not necessarily converge to the global minimum and requires a preliminary determination of the number of clusters.

Forming a complete dendrogram of the obtained test results allows to definite the clustering results. Then we analyze with constructing a dendrogram for the test results presented in Table 1.

| ID | B1 | B2 | B3 |
|----|----|----|----|
| 0  | ++++ | ++++ | -+++ |
| 1  | ++++ | ++++ | -+++ |
| 2  | ++++ | ++++ | -+++ |
| 3  | ++++ | ++++ | -+++ |
| 4  | ++++ | ++++ | -+++ |
| 5  | ++++ | ++++ | -+++ |
| 6  | ++++ | ++++ | -+++ |

Table 1. Test results
In Table 1, “plus” and “minus” signs indicate correct and incorrect answers, respectively. The dendrogram of the test results is shown in Fig. 2.

| ID | B1 (general) | B2 (general) | B3 (general) |
|----|--------------|--------------|--------------|
| 7  | ++++         | ++++         | ++++         |
| 8  | ++           | --           | ++           |
| 9  | ++++         | ++++         | ++++         |
| 10 | ++++         | --           | --           |
| 11 | ++++         | ++           | ++++         |
| 12 | ++++         | ++++         | --           |
| 13 | ++++         | ++++         | ++++         |
| 14 | ++++         | ++++         | --           |
| 15 | ++++         | ++++         | ++++         |
| 16 | ++++         | ++++         | ++++         |

The dendrogram of the aggregated results is shown in Fig. 3.

Fig. 2. Dendrogram of testing with distances obtained by Ward’s method

The dendrogram presented in Fig. 2 shows that the algorithm divides the test results into two large subgroups. The branches in the left part correspond to high and medium test results, respectively, while the branches in the right part represent unusually low results.

Then we will consider the dendrogram based on the aggregated test results (Table 2) in the same group of students.

| ID | B1 (general) | B2 (general) | B3 (general) |
|----|--------------|--------------|--------------|
| 0  | 0.8          | 1.0          | 0.6          |
| 1  | 1.0          | 1.0          | 0.8          |
| 2  | 0.8          | 0.8          | 1.0          |
| 3  | 1.0          | 1.0          | 0.6          |
| 4  | 0.8          | 0.8          | 1.0          |
| 5  | 0.4          | 0.6          | 0.4          |
| 6  | 0.8          | 1.0          | 0.8          |
| 7  | **1.0**      | **1.0**      | **1.0**      |
| 8  | 0.4          | 0.4          | 0.4          |
| 9  | 1.0          | 0.8          | 0.8          |
| 10 | 1.0          | 0.0          | 0.0          |
| 11 | 0.8          | 0.6          | 1.0          |
| 12 | 1.0          | 1.0          | 0.0          |
| 13 | 1.0          | 0.8          | 1.0          |
| 14 | 0.8          | 0.8          | 0.2          |
| 15 | 1.0          | 0.8          | 0.6          |
| 16 | 0.8          | 1.0          | 0.8          |

Fig. 3. Dendrogram of aggregated testing metrics with distances obtained by Ward’s method

The results presented in the Fig. 3 show that the general principle of clustering the results has not changed. The dendrogram construction algorithm still divides students into two subgroups according to the test results but the internal arrangement of the results has changed slightly. According to the implementation in the Fig. 3 method of clustering it can be noted that the differences between the positive test results in comparison with picture are less observed.

In addition, we have analyzed the data using the generalized k-means algorithm. Fig. 4 shows the results of data processing taking into account the construction of centroids of test results by the k-means method.

Fig. 4. Construction of centroids taking into account the results of knowledge assessment by the k-means method

In the Fig. 4 markers “triangle”, “square”, “rhombus” and “asterisk” represent the test results for the marks “unsatisfactory”, “satisfactory”, “well”, “excellent”. The “crosses” correspond to the obtained centroids. The marks are calculated according to Table 2.

To implement the scoring module, we use a feed forward artificial neural network with a hidden layer. The architecture of the neural network is shown in the Fig. 5.
The values of estimates for each block (features) are fed to the input of the neural network. These values are obtained either by direct estimation (see Table 1) or using dimensionality reduction algorithms using autoencoder networks, or using the principal component method [29]. Using of the tangential activation function for neurons in the hidden layer is assumed. A tangential activation function like the Heaviside function can be used for the neurons of output layer.

The activation of each neuron from the output layer means one of the following estimates: “unsatisfactory”, “satisfactory”, “well”, “excellent”. If several neurons are activated the neuron with the highest value is selected.

An artificial neural network with the specified architecture can be used to assess the results of tests using expert knowledge of the form “test results” – “mark”.

IV. DISCUSSION

It should be noted that corrected marks of the results of knowledge assessment are obtained using the k-means method. That is why, we emphasize that the scale of ratings conformity has changed significantly in comparison with the strict ranking of ratings.

Taking into account the used clustering methods based on k-means and dendrograms a data analysis module is developed in the conditions of a hybrid intelligent learning environment.

Using of the for assessing the results of tests within the framework of a hybrid intelligent learning environment methods proposed in the study allows achieving a higher degree of adaptability of the educational process to the level of knowledge of students taking into account goal-setting and promptly adjusting educational trajectories to achieve optimal learning outcomes. Note that the proposed clustering algorithm in the future is aimed both at using test results with the help of expert knowledge and at identifying the creative potential of gifted students.

Besides an important area of further research is the individualization of the educational process by dividing it into academic groups. The clustering results can be used to form groups with similar characteristics of mastering didactic material among students. It is also possible to consider the reverse approach in which academic groups are created from students with different characteristics of mastering the material. It is also possible to consider the problem of forming academic groups in such a way that these groups are created from students with dissimilar learning characteristics.

V. CONCLUSION

The article presents the experience of developing instrumental and methodological support for assessing students’ knowledge in mathematics in the framework of a hybrid intelligent learning environment. The significance of the obtained results is considered to be used in developing of an integrated complex of knowledge base and artificial intelligence tools for assessing students’ knowledge in mathematics within the framework of a hybrid intelligent learning environment.

The author’s contribution is the application of new intelligent technologies and machine learning to the implementation of the didactic model of forming of a bank of tests. We offer a method for analyzing the results of the tests based on machine learning without a teacher.

Obtained results are aimed at developing a set of tests for the knowledge base of the expert system based on the idea of representing the students’ activities on a specific academic subject in the form of learning material levels. It is noted these results make it possible to substantiate an approach to the formation of a cognitive problems and to develop criteria for assessing the levels of educational material assimilation. The proposed clustering algorithms find their place in the chain of the educational process “HILE” – “Student” – “Teacher”. These algorithms can be used in solving problems of educational trajectories individualization. It is important to note that the approach to clustering the results of knowledge assimilation is developing in addition to the well-known assessment methods according to which the role of the teacher is decisive.

The proposed schemes of intellectual assessment of knowledge models and creative potential of schoolchildren in mathematics allow formalizing the structure of the corresponding knowledge base. The sufficient effectiveness of the approach to the development of a knowledge base within the framework of data mining methods for creating a module for monitoring and assessing knowledge in mathematics is demonstrated.

It is important to emphasize that further research is developing and implementing of new algorithms formed into the corresponding modules of the intelligent learning environment especially hybrid clustering and classification algorithms as well as hybrid neural network algorithms.
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