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Abstract. In this paper we prove a Hölder partial regularity result for weak solutions \( u : \Omega \to \mathbb{R}^N \), \( N \geq 2 \), to non-autonomous elliptic systems with general growth of the type:

\[ -\text{div} \, a(x, u, Du) = b(x, u, Du) \quad \text{in} \ \Omega. \]

The crucial point is that the operator \( a \) satisfies very weak regularity properties and a general growth, while the inhomogeneity \( b \) has a controllable growth.

1. Introduction

In this paper we are concerned with the partial Hölder continuity of weak solutions to elliptic systems with general growth. More precisely we consider

\[ -\text{div} \, a(x, u, Du) = b(x, u, Du) \quad \text{in} \ \Omega, \quad (1.1) \]

where \( \Omega \subset \mathbb{R}^n \) is a bounded open set of dimension \( n \geq 2 \), the structure function \( a : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}^{nN} \) satisfies ellipticity and growth conditions in terms of Orlicz functions, while the inhomogeneity \( b : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}^N \) fulfills a controllable growth condition (see Subsection 2.2).

The role of the “coefficients” \((x, u)\) of the function \( a \) and the Orlicz growth will be the focus of this paper. We will suppose that the function \( a \) satisfies a VMO-condition with respect to \( x \) and a continuity with respect to \( u \) (for the precise assumptions on \( a \) we refer to Subsection 2.2). In this regard, let us emphasize that partial Hölder continuity is the best one can expect.

Partial regularity of weak solutions to elliptic systems with \( p \)-growth has been extensively studied. In fact, in light of the pioneering works of Giusti-Miranda [18] and Morrey [28], the question regarding conditions on the function \( a \) in order to obtain partial regularity has been for long investigated. In the case of power growth, allowing Hölder continuity of \( a \) with respect to the first two variables, it is well known that the gradients of weak solutions are Hölder continuous outside a set of measure zero (see [12] and the related references). Assuming only a continuity in \((x, u)\), in view of the established results in the scalar case, the natural expectation is that \( u \) is partially Hölder continuous: this has been proven in [17]. Later, these results were generalized to the case where the coefficients satisfy only a VMO-condition in \( x \) (hence possibly discontinuous) combined with a continuity assumption with respect to the second variable (see [1,2]). Actually many authors contributed with interesting results prior to these, including [11,21–23,30,34].

The main motivation of this paper has been to transfer these results in the setting of the Orlicz growth, thus including the full case \( 1 < p < \infty \). In fact, in the quoted papers, the used techniques distinguish the case \( 1 < p \leq 2 \) and \( p > 2 \).

Problems with general growth conditions, more precisely Orlicz growth, were first studied in [24–27] and later in [3,6,8–10,20] (see also the references therein for other regularity results in this direction). More recently, starting from the study of autonomous quasi-convex functionals with Orlicz growth in [8], the case of non-autonomous quasi-convex functionals has been considered in [4,19] (for Hölder and VMO-coefficients, respectively). In [29] the case of homogeneous non-autonomous systems has
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been studied, but considering only the case of super-quadratic Orlicz functions in a non-degenerate situation. Actually our approach works for arbitrary Orlicz functions, for both the non-degenerate and the degenerate case and it especially works for the full range \( 1 < p < \infty \).

Moreover we allow the presence of a forcing term \( b \), for which we consider a controllable growth condition (see \((H_7)\) in the subsection 2.2) (see also [33]).

Normally, the proof of the regularity results for elliptic systems were based on a blow-up technique, but another efficient and by now well established approach for proving partial regularity is based on the so called \( A\)-harmonic approximation method. This technique, that originates from De Giorgi [5] (see also the work of Simon [32]), has been successfully applied to obtain partial regularity results for general elliptic systems in a series of papers [8, 12–16].

More precisely, let us consider a bilinear form \( A \) on \( \mathbb{R}^{nN} \), which is strongly elliptic in the sense of Legendre-Hadamard, with ellipticity constant \( \nu > 0 \) and upper bound \( \Lambda \); that is:

\[
\nu |\xi|^2 |\bar{\xi}|^2 \leq A(\xi \otimes \bar{\xi}, \xi \otimes \bar{\xi}) \leq \Lambda |\xi|^2 |\bar{\xi}|^2 \quad \forall \xi \in \mathbb{R}^n, \bar{\xi} \in \mathbb{R}^N.
\]

Let us recall that \( h \) is called \( A\)-harmonic on a ball \( B_r \) if

\[
\int_{B_r} A(Dh, D\eta) dx = 0, \quad \forall \eta \in C_0^\infty(B_r, \mathbb{R}^N).
\]

The method of \( A\)-harmonic approximation, in the quadratic case, consists in obtaining a good approximation of functions \( u \in W^{1,2}(B_r, \mathbb{R}^N) \) on the ball \( B_r \), which are almost \( A\)-harmonic (in the sense of Theorem 3.3), by \( A\)-harmonic functions \( h \in W^{1,2}(B_r, \mathbb{R}^N) \), in both the \( L^2\)-topology and in the weak topology of \( W^{1,2} \). Thanks to an extension of this technique to the Orlicz setting it is possible to arrive to the partial Hölder continuity of the gradients of minimizers to autonomous variational integrals (see [8]). This is obtained proving a decay estimate for an excess functional which measures in an appropriate sense the oscillations of the gradient of the solution to the problem.

In order to prove our result, we will follow this \( A\)-harmonic approach in the Orlicz setting.

First of all we will prove a Caccioppoli-type inequality for \( u - \ell \) where \( u \) is our weak solution and \( \ell \) is a general affine function. In [8], combining Caccioppoli and Sobolev-Poincaré inequalities, it is possible to obtain a higher integrability result that is fundamental if we want to apply the \( A\)-harmonic approximation lemma (in the form of Theorem 14 in [8]). Here the problem is much more complicated due to our Caccioppoli inequality, which takes into account an additional term deriving from our structural assumptions on the function \( a \) in the \((x,u)\)-variables. To overcome this difficulty we fully investigated the \( A\)-harmonic approximation lemma of [8], discovering another useful implication, in terms of the closeness of the functions (see Corollary 3.1 below). This allowed us to compare \( u - \ell_r \), where \( \ell_r \) is the unique affine quasi minimizer of \( \ell \to \int_{B_r} |u - \ell| \, dx \), with its \( A\)-harmonic approximation \( h \), arriving to a suitable decay estimate for an excess functional, that measures the oscillations of \( u \) and it is therefore quite appropriate to produce a partial Hölder continuity of \( u \). In this manner we avoided to prove the higher integrability of \( Du - D\ell_r \) (with a suitable estimate) which would have necessitated considerably more care, and thus we simplified our proof.

In this sense our proof differs from the one contained in [19] (dealing with minimizers of non-autonomous quasiconvex integrals with VMO-coefficients in the Orlicz setting). We both rely upon comparisons to solutions of linearized systems to establish the decay of some excess functional, in [19] it is an “hybrid” excess functional that describes both the oscillations of the gradient \( Du \) and the oscillations of the function map \( u \) and this requires to deal with more technical problems arising when considering the particular form of this excess, as the above mentioned higher integrability of \( Du - D\ell_r \).
2. Assumptions and main result

In this section we first provide the notion of $N$-functions, then we give the set of hypotheses and finally we state our main regularity result.

2.1. $N$-functions. We begin recalling the notion of $N$-functions (see [31]).

We shall say that two real functions $\varphi_1$ and $\varphi_2$ are equivalent, and we will write $\varphi_1 \sim \varphi_2$, if there exist positive constants $c_1$ and $c_2$ such that $c_1 \varphi_1(t) \leq \varphi_2(t) \leq c_2 \varphi_1(t)$ for any $t \geq 0$.

Definition 2.1. A real function $\varphi : [0, \infty) \to [0, \infty)$ is said to be an $N$-function if $\varphi(0) = 0$ and there exists a right continuous nondecreasing derivative $\varphi'$ satisfying $\varphi'(0) = 0$, $\varphi'(t) > 0$ for $t > 0$ and $\lim_{t \to \infty} \varphi'(t) = \infty$. Especially $\varphi$ is convex.

We say that $\varphi$ satisfies the $\Delta_2$-condition (we shall write $\Delta_2(\varphi)$) if there exists a constant $c > 0$ such that

$$\varphi(2t) \leq c \varphi(t) \quad \text{for all } t \geq 0.$$ 

We denote the smallest possible constant by $\Delta_2(\varphi)$.

Since $\varphi(t) \leq \varphi(2t)$, the $\Delta_2$-condition implies that $\varphi(2t) \sim \varphi(t)$. From now on, we will always denote by $\varphi$ an $N$-function that satisfies the $\Delta_2$-condition.

The conjugate function $\varphi^* : [0, +\infty) \to [0, +\infty)$ of $\varphi$ is the function defined by

$$\varphi^*(t) := \sup_{s \geq 0} [st - \varphi(s)], \quad t \geq 0.$$ 

Then, also $\varphi^*$ is an $N$-function. If $\varphi, \varphi^*$ satisfy the $\Delta_2$-condition we will write that $\Delta_2(\varphi, \varphi^*) < \infty$.

Assume that $\Delta_2(\varphi, \varphi^*) < \infty$. Then for all $\delta > 0$ there exists $c_\delta$ depending only on $\Delta_2(\varphi, \varphi^*)$ such that for all $s, t \geq 0$ it holds the Young’s inequality

$$ts \leq \delta \varphi(t) + c_\delta \varphi^*(s).$$ 

Throughout the paper we will assume that $\varphi$ satisfies the following .

Assumption 2.1. Let $\varphi \in \mathcal{C}^1([0, \infty)) \cap \mathcal{C}^2(0, \infty)$ be an $N$-function satisfying

$$0 < p_0 - 1 \leq \inf_{t > 0} t \frac{\varphi''(t)}{\varphi'(t)} \leq \sup_{t > 0} t \frac{\varphi''(t)}{\varphi'(t)} \leq p_1 - 1, \quad (2.1)$$ 

with $1 < p_0 \leq p_1$. Without loss of generality we can assume that $1 < p_0 < 2 < p_1$.

Under this assumption on $\varphi$ it follows from Proposition 2.1 in [4] that $\Delta_2(\varphi, \varphi^*) < \infty$ and

$$p_0 \leq \inf_{t > 0} t \frac{\varphi'(t)}{\varphi(t)} \leq \sup_{t > 0} t \frac{\varphi'(t)}{\varphi(t)} \leq p_1. \quad (2.2)$$ 

We point out that the following inequalities holds for every $t \geq 0$:

$$s^{p_1} \varphi(t) \leq \varphi(st) \leq s^{p_0} \varphi(t) \quad \text{if } 0 < s \leq 1,$$

$$s^{p_0} \varphi(t) \leq \varphi(st) \leq s^{p_1} \varphi(t) \quad \text{if } s \geq 1, \quad (2.3)$$

as well

$$s^{p_0 - 1} \varphi^*(t) \leq \varphi^*(st) \leq s^{p_1 - 1} \varphi^*(t) \quad \text{if } 0 < s \leq 1,$$

$$s^{p_1 - 1} \varphi^*(t) \leq \varphi^*(st) \leq s^{p_0 - 1} \varphi^*(t) \quad \text{if } s \geq 1, \quad (2.4)$$

and also

$$s^{p_1 - 1} \varphi'(t) \leq \varphi'(st) \leq s^{p_0 - 1} \varphi'(t) \quad \text{if } 0 < s \leq 1,$$

$$s^{p_0 - 1} \varphi'(t) \leq \varphi'(st) \leq s^{p_1 - 1} \varphi'(t) \quad \text{if } s \geq 1. \quad (2.5)$$
In particular, for \(t > 0\) we have
\[
\varphi(t) \sim t \varphi'(t), \quad \varphi'(t) \sim t \varphi''(t), \quad \varphi^*(\varphi'(t)) \sim \varphi^* \left( \frac{\varphi(t)}{t} \right) \sim \varphi(t).
\] (2.6)

For the inverse function \(\varphi^{-1}\) and for \(\varphi' \circ \varphi^{-1}\) we have the following estimates:
\[
s^{\frac{1}{m}} \varphi^{-1}(t) \leq \varphi^{-1}(st) \leq s^{\frac{1}{m}} \varphi^{-1}(t), \quad \text{for } 0 < s \leq 1
\]
\[
s^{\frac{1}{m}} \varphi^{-1}(t) \leq \varphi^{-1}(st) \leq s^{\frac{1}{m}} \varphi^{-1}(t), \quad \text{for } s \geq 1
\] (2.7)
and
\[
s^{1-\frac{1}{m}} (\varphi^*)^{-1}(t) \leq (\varphi^*)^{-1}(st) \leq s^{1-\frac{1}{m}} (\varphi^*)^{-1}(t), \quad \text{for } 0 < s \leq 1
\]
\[
s^{1-\frac{1}{m}} (\varphi^*)^{-1}(t) \leq (\varphi^*)^{-1}(st) \leq s^{1-\frac{1}{m}} (\varphi^*)^{-1}(t), \quad \text{for } s \geq 1
\] (2.8)

Now, we consider a family of \(N\)-functions \(\{\varphi_a\}_{a \geq 0}\) setting, for \(t \geq 0\),
\[
\varphi_a(t) := \int_0^t \varphi_a'(s) \, ds \quad \text{with} \quad \varphi_a'(t) := \varphi'(a + t) \frac{t}{a + t}.
\]

The following lemma can be found in [6] (see Lemma 23 and Lemma 26).

**Lemma 2.1.** Let \(\varphi\) be an \(N\)-function with \(\varphi \in \Delta_2\) together with its conjugate. Then for all \(a \geq 0\) the function \(\varphi_a\) is an \(N\)-function and \(\{\varphi_a\}_{a \geq 0}\) and \(\{(\varphi_a)^*\}_{a \geq 0} \sim \{\varphi_{a \varphi(a)}\}_{a \geq 0}\) satisfy the \(\Delta_2\) condition uniformly in \(a \geq 0\).

Let us observe that by the previous lemma \(\varphi_a(t) \sim t \varphi_a'(t)\). Moreover, for \(t \geq a\) we have \(\varphi_a(t) \sim \varphi(t)\) and for \(t \leq a\) we have \(\varphi_a(t) \sim t^2 \varphi''(a)\). This implies that \(\varphi_a(st) \leq c s^2 \varphi_a(t)\) for all \(s \in [0, 1]\), \(a \geq 0\) and \(t \in [0, a]\). In particular, the following relations hold uniformly with respect to \(a \geq 0\)
\[
\varphi_a(t) \sim \varphi''(a + t)t^2 \sim \frac{\varphi(a + t)(a + t)}{(a + t)^2}t^2 \sim \frac{\varphi'(a + t)}{a + t}t^2,
\]
\[
\varphi(a + t) \sim \varphi_a(t) + \varphi(a).
\] (2.9)

**Remark 2.1.** It is easy to check that if \(\varphi\) satisfies Assumption 2.1, the same is true for \(\varphi_a\), uniformly with respect to \(a \geq 0\) (with the same \(p_0\) and \(p_1\)).

Next result is a slight generalization of Lemma 20 in [6].

**Lemma 2.2.** Let \(\varphi\) be an \(N\)-function with \(\Delta_2\{\varphi, \varphi^*\} < \infty\); then, uniformly in \(z_1, z_2 \in \mathbb{R}^n\) with \(|z_1| + |z_2| > 0\), and in \(\mu \geq 0\), it holds
\[
\frac{\varphi'(\mu + |z_1| + |z_2|)}{\mu + |z_1| + |z_2|} \sim \int_0^1 \frac{\varphi'(\mu + |z_\theta|)}{\mu + |z_\theta|} \, d\theta,
\]
where \(z_\theta = z_1 + \theta(z_2 - z_1)\) with \(\theta \in [0, 1]\).

We shall often use the function \(V : \mathbb{R}^n \to \mathbb{R}^n\) defined by
\[
V(z) = \sqrt{\frac{|\varphi'(||z||)|}{||z||}}z.
\] (2.10)

The monotonicity property of \(\varphi\) ensures that
\[
|V(z_1) - V(z_2)|^2 \sim \varphi_{|z_1|}(|z_1 - z_2|) \quad \text{for any } z_1, z_2 \in \mathbb{R}^n,
\]
and also \(|V(z_1)|^2 \sim \varphi(|z_1|)\) uniformly in \(z_1 \in \mathbb{R}^n\); see [6] for further properties about the \(V\)-function.
Let \( \varphi \) be an \( N \)-function that satisfies the \( \Delta_2 \)-condition. The set of functions \( L^\varphi(\Omega, \mathbb{R}^N) \) is defined by
\[
L^\varphi(\Omega, \mathbb{R}^N) = \left\{ u : \Omega \to \mathbb{R}^N \text{ measurable} : \int_\Omega \varphi(|u|) \, dx < \infty \right\}.
\]
The Luxembourg norm is defined as follows:
\[
\|u\|_{L^\varphi(\Omega, \mathbb{R}^N)} = \inf \left\{ \lambda > 0 : \int_\Omega \varphi \left( \frac{|u(x)|}{\lambda} \right) \, dx \leq 1 \right\}.
\]
With this norm \( L^\varphi(\Omega, \mathbb{R}^N) \) is a Banach space.

By \( W^{1,\varphi}(\Omega, \mathbb{R}^N) \) we denote the classical Orlicz-Sobolev space, that is \( u \in W^{1,\varphi}(\Omega, \mathbb{R}^N) \) whenever \( u, Du \in L^\varphi(\Omega, \mathbb{R}^N) \). Furthermore, by \( W_0^{1,\varphi}(\Omega, \mathbb{R}^N) \) we mean the closure of \( C_c^\infty(\Omega, \mathbb{R}^N) \) functions with respect to the norm
\[
\|u\|_{W^{1,\varphi}(\Omega, \mathbb{R}^N)} = \|u\|_{L^\varphi(\Omega, \mathbb{R}^N)} + \|Du\|_{L^\varphi(\Omega, \mathbb{R}^N)}.
\]

The following version of the Sobolev-Poincaré inequality can be found in [3].

**Theorem 2.2.** Let \( \varphi \) be an \( N \)-function with \( \Delta_2(\varphi, \varphi^*) < \infty \) and let \( \mathcal{B}_r \subset \mathbb{R}^n \). Then for every \( 1 \leq s < \frac{n}{n-1} \), there exists \( c_p > 0 \) such that, for all \( u \in W^{1,\varphi}(\mathcal{B}_r, \mathbb{R}^N) \), it holds
\[
\left( \int_{\mathcal{B}_r} \varphi \left( \frac{|u - (u)_r|}{r} \right) \, dx \right)^{\frac{1}{p}} \leq c_p \int_{\mathcal{B}_r} \varphi \left( |Du| \right) \, dx.
\]

**2.2. Assumptions on \( a \) and \( b \).** For the vector field \( a : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}^{nN} \) we assume that it is Borel measurable and that the partial map \( \xi \to a(\cdot, \cdot, \xi) \) is differentiable. Moreover we consider the following set of assumptions.

- \( (H_1) \) \( |a(x, u, \xi)| \leq \Lambda \varphi^\prime(|\xi|) \), for any \( x \in \Omega, u \in \mathbb{R}^N \) and \( \xi \in \mathbb{R}^{nN} \);
- \( (H_2) \) \( \langle D_\xi a(x, u, \xi) \eta, \eta \rangle \geq \nu \varphi''(|\xi|)|\eta|^2 \), for any \( x \in \Omega, u \in \mathbb{R}^N, \xi, \eta \in \mathbb{R}^{nN}, \xi \neq 0, 0 < \nu \leq 1 \leq \Lambda < \infty \);
- \( (H_3) \) \( |D_\xi a(x, u, \xi)| \leq \Lambda \varphi''(|\xi|) \), for any \( x \in \Omega, u \in \mathbb{R}^N \) and \( \xi \in \mathbb{R}^{nN}, \xi \neq 0 \);
- \( (H_4) \) \( \forall \xi, \eta \in \mathbb{R}^{nN} \), such that \( 0 < |\eta| \leq \frac{1}{2} |\xi| \) it holds
\[
|D_\xi a(x, u, \xi) - D_\xi a(x, u, \xi + \eta)| \leq \Lambda \varphi''(|\xi|) \left( \frac{|\eta|}{|\xi|} \right)^{\beta_0}
\]
for some \( \beta_0 \in (0, 1) \);
- \( (H_5) \) \( |a(x, u, \xi) - a(x, u_0, \xi)| \leq \Lambda \omega(|u - u_0|) \varphi^\prime(|\xi|) \) where \( \omega : [0, \infty) \to [0, 1] \) is a non-decreasing concave modulus of continuity with \( \lim_{s \to 0} \omega(s) = 0 = \omega(0) \);

\( (H_6) \) the following VMO-condition holds true:
\[
|a(x, u, \xi) - a(\cdot, u, \xi)|_{x_0, r} \leq \Lambda w_{x_0}(x, r) \varphi^\prime(|\xi|) \text{ for all } x \in \mathcal{B}_r(x_0)
\]
whenever \( x_0 \in \Omega, r \in (0, \rho_0], u \in \mathbb{R}^N \) and \( \xi \in \mathbb{R}^{nN} \), where \( \rho_0 > 0 \) and \( w_{x_0} : \mathbb{R}^n \times [0, \rho_0] \to [0, 2\Lambda] \) is a bounded functions satisfying
\[
\lim_{\rho \to 0} W(\rho) = 0, \text{ where } W(\rho) = \sup_{x_0 \in \Omega} \sup_{0 < r \leq \rho} \int_{\mathcal{B}_r(x_0)} w_{x_0}(x, r) \, dx.
\]

We will use the notation
\[
(a(\cdot, u, \xi))_{x_0, r} := \int_{\mathcal{B}_r(x_0)} a(y, u, \xi) \, dy.
\]

In the special case \( x_0 = 0 \) we omit the dependence on \( x_0 \) and we will simply write \((a(\cdot, u, \xi))_r\).

Moreover we assume that the vector field \( a(x, u, \cdot) \) admits a \( \varphi \)-Laplacian type behavior at the origin in the sense that the limit relation
\[
\lim_{t \to 0^+} \frac{a(x, u, t\xi)}{\varphi'(t)} = |\xi|
\]
(2.12)
holds uniformly in $\{\xi \in \mathbb{R}^{Nn} : |\xi| = 1\}$, and uniformly for all $x \in \Omega$ and all $u \in \mathbb{R}^N$.

The inhomogeneity $b : \Omega \times \mathbb{R}^N \times \mathbb{R}^{nN} \to \mathbb{R}^N$ is a Borel measurable function verifying the following controllable growth condition:

$$(H_7) \ |b(x,u,\xi)| \leq L \varphi'(|\xi|),$$

for any $x \in \Omega$, $u \in \mathbb{R}^N$ and $\xi \in \mathbb{R}^{nN}$.

Here, we consider weak solutions $u \in W^{1,\varphi}(\Omega, \mathbb{R}^N)$ of elliptic systems of the type (1.1). By this we mean

$$\int_\Omega a(x,u,Du)D\eta \, dx = \int_\Omega b(x,u,Du)\eta \, dx$$

for any $\eta \in C_0^\infty(\Omega, \mathbb{R}^N)$.

We define $\Sigma_1$ and $\Sigma_2$ the sets

$$\Sigma_1 = \left\{ x_0 \in \Omega : \liminf_{r \to 0} \int_{B_r(x_0)} |V(Du) - (V(Du))_{x_0,r}|^2 \, dx > 0 \right\},$$

$$\Sigma_2 = \left\{ x_0 \in \Omega : \limsup_{r \to 0} |(Du)_{x_0,r}| = +\infty \right\},$$

where $V$ is in (2.10). The regular points will be the set of full Lebesgue measure $\mathcal{R}(u) = \Omega \setminus (\Sigma_1 \cup \Sigma_2)$. It turns out that $\mathcal{R}(u) \subset \Omega_0$, where $\Omega_0$ is given in the following theorem which is our main result.

**Theorem 2.3.** Let $\varphi$ satisfy Assumption 2.1 and let $u \in W^{1,\varphi}(\Omega, \mathbb{R}^N)$ be a weak solution of (1.1) under the hypotheses $(H_1)-(H_7)$ and (2.12). Then there exists an open subset $\Omega_0 \subseteq \Omega$ such that $u \in C^{0,\alpha}(\Omega_0, \mathbb{R}^N)$ for every $\alpha \in (0,1)$ and $|\Omega \setminus \Omega_0| = 0$.

2.3. **Notations.** In order to simplify the presentation, we denote by $c$ a generic positive constant, which may change from line to line, but does not depend on crucial quantities. By $B_r(x_0)$ we indicate the open ball in $\mathbb{R}^n$ centered in $x_0 \in \mathbb{R}^n$ and radius $r > 0$. In the case $x_0 = 0$ we simply write $B_r$. For $v \in L^1(B_r(x_0))$, we define

$$(v)_{x_0,r} := \int_{B_r(x_0)} v(x) \, dx,$$

and when $x_0 = 0$ we omit the dependance on $x_0$ as follows $(v)_r = (v)_{0,r}$.

3. **Preliminary**

We collect here some useful result that will be needed in the sequel.

3.1. **Affine functions.** Let $x_0 \in \mathbb{R}^n$ and $r > 0$. Given $u \in L^2(B_r(x_0), \mathbb{R}^N)$, we denote by $\ell_{x_0,r} : \mathbb{R}^n \to \mathbb{R}^N$ the unique affine function minimizing the functional

$$\ell \mapsto \int_{B_r(x_0)} |u - \ell|^2 \, dx$$

amongst all affine functions $\ell : \mathbb{R}^n \to \mathbb{R}^N$. It is well known that

$$\ell_{x_0,r}(x) = (u)_{x_0,r} + Q_{x_0,r}(x - x_0),$$

where

$$Q_{x_0,r} = \frac{n + 2}{r^2} \int_{B_r(x_0)} u(x) \otimes (x - x_0) \, dx.$$

Let us recall that for any $Q \in \mathbb{R}^{Nn}$ and $\xi \in \mathbb{R}^N$ there holds

$$|Q_{x_0,r} - Q| \leq \frac{n + 2}{r} \int_{B_r(x_0)} |u - \xi - Q(x - x_0)| \, dx. \quad (3.1)$$
The following lemma ensures that $\ell_{x_0,r}$ is an almost minimizer of the functional $\ell \mapsto \int_{B_r(x_0)} |u - \ell| \, dx$ amongst the affine functions $\ell : \mathbb{R}^n \to \mathbb{R}^N$ (see Lemma 2.7 in [1]).

**Lemma 3.1.** Let $u \in L^1(B_r(x_0), \mathbb{R}^N)$. Then, we have

$$\int_{B_r(x_0)} |u - \ell_{x_0,r}| \, dx \leq c \int_{B_r(x_0)} |u - \ell| \, dx,$$

for every affine function $\ell : \mathbb{R}^n \to \mathbb{R}^N$.

Actually we have that $\ell_{x_0,r}$ is an almost minimizer also of the functional $\ell \mapsto \int_{B_r(x_0)} \varphi_a \left( \frac{|u - \ell|}{r} \right) \, dx$ amongst the affine functions $\ell : \mathbb{R}^n \to \mathbb{R}^N$.

**Lemma 3.2.** Let $a \geq 0$ and $B_r(x_0) \subset \mathbb{R}^n$ with $r > 0$. Then, for any $u \in W^{1,\varphi}(B_r(x_0), \mathbb{R}^N)$ we have

$$\int_{B_r(x_0)} \varphi_a \left( \frac{|u - \ell_{x_0,r}|}{r} \right) \, dx \leq c \int_{B_r(x_0)} \varphi_a \left( \frac{|u - \ell|}{r} \right) \, dx$$

where $c = c(p_0, p_1) > 0$.

**Proof.** Assume $x_0 = 0$. Recalling that $\varphi_a(s + t) \sim \varphi_a(s) + \varphi_a(t)$ for any $s, t \geq 0$, we have

$$\int_{B_r} \varphi_a \left( \frac{|u - \ell_r|}{r} \right) \, dx \leq c \int_{B_r} \varphi_a \left( \frac{|u - \ell|}{r} \right) \, dx + c \int_{B_r} \varphi_a \left( \frac{\ell_r}{r} \right) \, dx.$$

We note that for any $x \in B_r$, we get

$$|\ell_r(x) - \ell(x)| \leq |(u)_r - \ell(0)| + |D\ell_r - D\ell|r \leq c \int_{B_r} |u - \ell| \, dx.$$

Hence, using this inequality, the fact that $\varphi_a$ is increasing together with Jensen’s inequality, we can infer that

$$\int_{B_r} \varphi_a \left( \frac{|\ell_r - \ell|}{r} \right) \, dx \leq c \int_{B_r} \varphi_a \left( \frac{1}{r} \int_{B_r} |u - \ell| \, dx \right) \, dx$$

$$\leq \int_{B_r} \varphi_a \left( \frac{|u - \ell|}{r} \right) \, dx.$$

The following lemma is proved in [7, Corollary 26].

**Lemma 3.3.** Let $\varphi$ be a $N$-function satisfying Assumption 2.1. Then for any $\delta > 0$ there exists $C_\delta > 0$, which only depends on $\delta$ and $\Delta_2(\varphi)$ such that for all $a, b \in \mathbb{R}^d$ and $t \geq 0$

$$\varphi_{|a|}(t) \leq C_\delta \varphi_{|b|}(t) + \delta \varphi_{|a|}(|a - b|).$$

**Remark 3.1.** Another basic inequality is the following:

$$\int_{B_r(x_0)} \varphi_a \left( \frac{|u - (u)_{x_0,r}|}{R} \right) \leq c \int_{B_r(x_0)} \varphi_a \left( \frac{|u - u_0|}{R} \right) \, dx.$$

(3.2)

for any $u_0 \in \mathbb{R}^N$ and for any $a, R > 0$. 


3.2. Useful remarks.

**Remark 3.2.** For any $x \in \Omega$, $u \in \mathbb{R}^N$ and $\xi, \xi_0 \in \mathbb{R}^n \setminus \{0\}$, using $(H_2)$, $(2.6)$ and $(2.9)$ we obtain
\[
(a(x, u, \xi) - a(x, u, \xi_0), \xi - \xi_0) = \int_0^1 \frac{d}{dt} (a(x, u, \xi_0 + t(\xi - \xi_0)), \xi - \xi_0) dt \\
= \int_0^1 (D_\xi a(x, u, \xi_0 + t(\xi - \xi_0))(\xi - \xi_0), (\xi - \xi_0)) dt \\
\geq \nu \int_0^1 \varphi''(|\xi_0 + t(\xi - \xi_0)|) |\xi - \xi_0|^2 dt \\
\geq c \int_0^1 \varphi'(|\xi_0 + t(\xi - \xi_0)|) |\xi - \xi_0|^2 dt \\
\geq c \varphi'(|\xi_0|) |\xi - \xi_0|^2 \\
\geq c \varphi(|\xi_0|) (|\xi| - |\xi_0|).
\]

**Remark 3.3.** Following the lines of Remark 3.2 we can prove that for any $x \in \Omega$, $u \in \mathbb{R}^N$ and $\xi, \xi_0 \in \mathbb{R}^n \setminus \{0\}$ it holds
\[
|a(x, u, \xi) - a(x, u, \xi_0)| \leq c \varphi'(|\xi_0|) (|\xi| - |\xi_0|).
\]

3.3. The $\varphi$-harmonic approximation. We will use the following $\varphi$-harmonic approximation result (see [10, Theorem 1.1]).

**Theorem 3.1.** Let $\varphi$ satisfy Assumption 2.1; for every $\varepsilon > 0$ and $\theta \in (0, 1)$ there exists $\delta_0 = \delta_0(n, N, p_0, p_1, \varepsilon, \theta)$ such that the following holds: Whenever $u \in W^{1, \varphi}(B_2(x_0), \mathbb{R}^N)$ is almost $\varphi$-harmonic in the ball $B_r(x_0)$ in the sense that
\[
\int_{B_r(x_0)} \left( \varphi'(|Du|) \frac{Du}{|Du|}, D\xi \right) dx \leq \delta_0 \left( \int_{B_{2r}(x_0)} \varphi(|Du|) dx + \varphi(\|D\xi\|_\infty) \right),
\]
for all $\xi \in C_c^\infty(B_r(x_0), \mathbb{R}^N)$, then the unique $\varphi$-harmonic solution $h$ of
\[
\begin{cases}
- \text{div} \left( \varphi'(|Dh|) \frac{Dh}{|Dh|} \right) = 0 & \text{in } B_r(x_0), \\
h = u & \text{on } \partial B_r(x_0)
\end{cases}
\]
satisfies
\[
\left( \int_{B_r(x_0)} |V(Du) - V(Dh)|^{\frac{2\theta}{\theta - 1}} dx \right)^{\frac{\theta - 1}{\theta}} \leq \varepsilon \int_{B_{2r}(x_0)} \varphi(|Du|) dx.
\]
The following results are contained in [9] (see Lemma 5.8 and Theorem 6.4).

**Theorem 3.2.** Let $\Omega \subset \mathbb{R}^n$ be an open set, let $\varphi$ satisfy Assumption 2.1, and let $h \in W^{1, \varphi}(\Omega, \mathbb{R}^N)$ be $\varphi$-Harmonic on $\Omega$. Then for every ball $B$ with $2B \Subset \Omega$ there holds
\[
\sup_B \varphi(|Dh|) \leq c_* \int_{2B} \varphi(Dh) dx,
\]
where $c_*$ depends on $n, N, p_0, p_1$. 
Moreover, there exist \( \alpha_0 > 0 \) and \( c^* = c^*(n, N, p_0, p_1) \) such that for every ball \( B \subset \Omega \) and every \( \lambda \in (0,1) \) there holds
\[
\int_B |V(Dh) - (V(Dh))_\lambda B|^2 dx \leq c^* \lambda^{2\alpha_0} \int_B |V(Dh) - (V(Dh))_B|^2 dx.
\] (3.4)

3.4. \( \mathcal{A} \)-harmonic approximation. In our context, we shall exploit a suitable version of the \( \mathcal{A} \)-harmonic approximation result given in [8]. It can be retrieved through a slight modification of Theorem 14 in [8]. To do this we will need the following lemma.

**Lemma 3.4.** Let \( \varphi \) satisfy Assumption 2.1 and let \( 1 < s < \frac{p_1}{p_1 - p_0 + 1} \) and \( \psi(t) = \varphi^\frac{1}{s}(t) \) for \( t \geq 0 \). Then \( \psi \) satisfies Assumption 2.1 with \( p_0 \) and \( p_1 \) replaced by \( \left( \frac{1}{s} \right) p_1 + p_0 \) and \( \left( \frac{1}{s} \right) p_0 + p_1 \), respectively.

**Proof.** The function \( \psi \) is \( C^2(0, \infty) \) and \( \psi(0) = 0 \). On the other hand, its derivative is:
\[
\psi'(t) = \frac{1}{s} \varphi^{\frac{1}{s} - 1}(t) \varphi'(t) > 0 \quad \forall t > 0.
\]
We can easily deduce that \( \lim_{t \to 0^+} \psi'(t) = 0 \). Indeed, using (2.2) and observing that \( p_1 > s \), for any \( t \in (0,1) \), we have
\[
\psi'(t) = \frac{1}{s} \varphi^{\frac{1}{s}}(t) t \varphi'(t) \leq \frac{p_1}{s} t^{\frac{p_1}{s}} \varphi(1)^{\frac{1}{s}} \quad \text{as } t \to 0^+.
\]
In a similar way we can prove that \( \lim_{t \to +\infty} \psi'(t) = +\infty \), since \( s < p_0 \). By the choice of \( s \) we can also show that \( \psi \) satisfies
\[
\left( \frac{1 - s}{s} \right) p_1 + p_0 - 1 \leq \inf_{t > 0} t \frac{\psi''(t)}{\psi'(t)} \leq \sup_{t > 0} t \frac{\psi''(t)}{\psi'(t)} \leq \left( \frac{1 - s}{s} \right) p_0 + p_1 - 1.
\]
Indeed, by using (2.1) and (2.2), for \( t > 0 \) we have
\[
\frac{t \psi''(t)}{\psi'(t)} = t \frac{\left[ \frac{1 - s}{s} \varphi'(t)^2 + \varphi(t) \varphi''(t) \right]}{\varphi(t) \varphi'(t)} = \left( \frac{1 - s}{s} \right) t \frac{\varphi'(t)}{\varphi(t)} + \frac{t \varphi''(t)}{\varphi'(t)} \left\{ \leq \left( \frac{1 - s}{s} \right) p_0 + p_1 - 1 \right. \geq \left( \frac{1 - s}{s} \right) p_1 + p_0 - 1,
\]
and, of course, \( \left( \frac{1 - s}{s} \right) p_1 + p_0 - 1 > 0 \).
\( \square \)

As said before, our \( \mathcal{A} \)-harmonic approximation result is a slight modification of Theorem 14 in [8]. We prove it for the sake of completeness.

**Theorem 3.3.** Let \( B_r(x_0) \subseteq \Omega \) a ball let \( \mathcal{A} \) be strongly elliptic in the sense of Legendre-Hadamard. Let \( \varphi \) be an \( N \)-function satisfying Assumption (2.1) and let \( 1 < s < \frac{p_1}{p_1 - p_0 + 1} \). Then, for every \( \varepsilon > 0 \) there exists \( \delta_0 = \delta_0(n, N, \lambda, \Delta_2(\varphi, \varphi^*), s, \varepsilon) > 0 \) such that the following holds: let \( u \in W^{1,\varphi}(B_r(x_0), \mathbb{R}^N) \) be almost \( \mathcal{A} \)-harmonic in the sense that
\[
\left| \int_{B_r(x_0)} \mathcal{A}(Du, D\xi) \, dx \right| \leq \delta_0 \mathcal{Y} \parallel D\xi \parallel_{\infty}
\] (3.5)
for all \( \xi \in C_c^\infty(B_r(x_0), \mathbb{R}^N) \). Given \( h \) solution to
\[
\begin{cases}
- \text{div}(\mathcal{A} Dh) = 0 & \text{on } B_r(x_0), \\
h = u & \text{on } \partial B_r(x_0).
\end{cases}
\]
Then $h$ satisfies
\[
\int_{B_r(x_0)} \varphi^\frac{1}{2}(|D(u-h)|) \, dx \leq \varepsilon \left\{ \int_{B_r(x_0)} \varphi(|Du|) \, dx \right\}^{\frac{1}{2}} + \varphi^\frac{1}{2}(\varepsilon).
\]

Proof. Let $\psi$ be an $N$-function satisfying Assumption 2.1. Then, from Lemma 20 in [8] it follows that for any $v \in W_0^1(\varphi^2(B_r(x_0), \mathbb{R}^N)$ it holds
\[
\int_{B_r(x_0)} \psi(|Dv|) \sim \sup_{\xi \in C_c^\infty(B_r(x_0), \mathbb{R}^N)} \left[ \int_{B_r(x_0)} A(Dv, D\xi) \, dx - \int_{B_r(x_0)} \psi^*(|D\xi|) \, dx \right]. \tag{3.6}
\]
We will choose $\psi = \varphi^\frac{1}{2}$, recalling that such $\psi$ satisfies Assumption 2.1, thanks to Lemma 3.4. Let $\xi \in C_c^\infty(B_r(x_0), \mathbb{R}^N)$ and choose $\mu \geq 0$ such that
\[
\psi^*(\mu) = \int_{B_r(x_0)} \psi^*(|D\xi|) \tag{3.7}
\]
and take $m_0 \in \mathbb{N}$. Then, from Theorem 21 in [8] there exists $\lambda \in [\mu, 2^{m_0}\mu]$ and $\xi_\lambda \in W_0^{1,\infty}(B_r(x_0), \mathbb{R}^N)$ such that
\[
\|D\xi_\lambda\|_\infty \leq c\lambda \tag{3.8}
\]
\[
\int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) |\chi_{\xi_\lambda^c}| \, dx \leq c\psi^*(\lambda) \left\{ \frac{|\xi^c - \xi_\lambda|}{|B_r(x_0)|} \right\} \leq \frac{c}{m_0} \int_{B_r(x_0)} \psi^*(|D\xi|) \, dx \tag{3.9}
\]
\[
\int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx \leq c\int_{B_r(x_0)} \psi^*(|D\xi|) \, dx. \tag{3.10}
\]
Now, we note that
\[
\int_{B_r(x_0)} A(Du, D\xi) \, dx = \int_{B_r(x_0)} A(Du, D\xi_\lambda) \, dx + \int_{B_r(x_0)} A(Du, D(\xi - \xi_\lambda)) \, dx = I + II.
\]
Let us study $II$. Using the growth assumption, Young inequality together with 3.10 and $\lambda \in [\mu, 2^{m_0}\mu]$ we get
\[
II = \int_{B_r(x_0)} A(Du, D(\xi - \xi_\lambda)) |\chi_{\xi_\lambda^c}| \, dx \leq A \int_{B_r(x_0)} |Du| |D(\xi - \xi_\lambda)| |\chi_{\xi_\lambda^c}| \, dx
\]
\[
\leq c \int_{B_r(x_0)} \psi(|Du|) |\chi_{\xi_\lambda^c}| \, dx + \frac{1}{2} \int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx
\]
\[
\leq c \left( \int_{B_r(x_0)} \psi(|Du|) \, dx \right)^\frac{1}{2} \left( \frac{|\xi^c - \xi_\lambda|}{|B_r(x_0)|} \right)^{1-\frac{1}{2}} + \frac{1}{2} \int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx
\]
\[
\leq c \left( \int_{B_r(x_0)} \psi(|Du|) \, dx \right)^\frac{1}{2} \left( \frac{\psi^*(\mu)}{|B_r(x_0)|} \right)^{1-\frac{1}{2}} + \frac{1}{2} \int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx
\]
\[
\leq c \left( \int_{B_r(x_0)} \psi(|Du|) \, dx \right)^\frac{1}{2} \left( \frac{1}{m_0} \right)^{1-\frac{1}{2}} + \frac{1}{2} \int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx
\]
\[
\leq \varepsilon \left( \int_{B_r(x_0)} \psi(|Du|) \, dx \right)^\frac{1}{2} \left( \frac{1}{m_0} \right)^{1-\frac{1}{2}} + \frac{1}{2} \int_{B_r(x_0)} \psi^*(|D\xi_\lambda|) \, dx
\]
provided that $m_0$ is sufficiently large.
Let us estimate $I$. From 3.5, 3.8 and $\lambda \in [\mu, 2^{m_0} \mu]$, we infer
\[
\left| \int_{B_r(x_0)} A(Du, D\xi) \, dx \right| \leq \delta_0 \|D\xi\|_\infty \leq \delta_0 \sum c \leq c\delta_0 2^{m_0} \mu \leq c\delta_0 2^{m_0} [\psi(\Upsilon) + \psi^* (\mu)].
\]
Now if $\delta_0$ is such that $2c\delta_0 2^{m_0} \leq \varepsilon$, from 3.7, we deduce
\[
|I| \leq \varepsilon \psi(\Upsilon) + \frac{1}{2} \int_{B_r(x_0)} \psi^* (|D\xi|) \, dx.
\]
Therefore
\[
\int_{B_r(x_0)} A(Du, D\xi) \, dx \leq \varepsilon \left[ \left( \int_{B_r(x_0)} \psi(|Du|^s) \, dx \right)^{\frac{1}{s}} + \psi(\Upsilon) \right] + \int_{B_r(x_0)} \psi^* (|D\xi|) \, dx.
\]
Recalling that $h$ is $A$-harmonic we have
\[
\int_{B_r(x_0)} A(D(u-h), D\xi) \, dx - \int_{B_r(x_0)} \psi^* (|D\xi|) \, dx \leq \varepsilon \left[ \left( \int_{B_r(x_0)} \psi(|Du|^s) \, dx \right)^{\frac{1}{s}} + \psi(\Upsilon) \right].
\]
Exploiting (3.6) and $u-h = 0$ on $\partial B_r(x_0)$ we obtain
\[
\int_{B_r(x_0)} \psi(|D(u-h)|) \, dx \leq \varepsilon \left[ \left( \int_{B_r(x_0)} \psi(|Du|^s) \, dx \right)^{\frac{1}{s}} + \psi(\Upsilon) \right]
\]
from which follows the thesis thanks to the choice of $\psi$. \qed

Applying Theorem 2.2 we get the following result.

**Corollary 3.1.** In the same hypotheses of Theorem 3.3, if $1 < s < \min \left\{ \frac{n}{n-1}, \frac{p_1}{p_1-p_0+1} \right\}$, then
\[
\left( \int_{B_r(x_0)} \varphi \left( \frac{|u-h|}{r} \right) \, dx \right)^{\frac{1}{s}} \leq \varepsilon \left\{ \left( \int_{B_r(x_0)} \varphi(|Du|^s) \, dx \right)^{\frac{1}{s}} + \varphi^* (\Upsilon) \right\}.
\]

4. **A Caccioppoli-type inequality**

A standard preliminary tool used to obtain partial regularity is the Caccioppoli inequality. Here we prove a version of this inequality for weak solutions to (1.1) taking into account the dependance of the function $a$ on the coefficients $(x,u)$.

**Theorem 4.1.** Let $u \in W^{1,\varphi} (\Omega, \mathbb{R}^N)$ be a weak solution to (1.1) under the same assumptions of Theorem 2.3. Then, for every ball $B_r(x_0) \subseteq \Omega$ and for every affine function $\ell : \mathbb{R}^n \rightarrow \mathbb{R}^N$ defined by $\ell(x) = Q(x-x_0) + y_0$, $x \in \mathbb{R}^n$,

\[
\text{with } Q \in \mathbb{R}^{nN} \text{ and } y_0 \in \mathbb{R}^N, \text{ the following inequality holds}
\]
\[
\int_{B_{\frac{2r}{2}}} \varphi(|Du-D\ell|) \, dx \leq \varepsilon \left\{ \int_{B_{\frac{r}{2}}} \varphi(|Du|^s) \, dx \varphi(|D\ell|) \left[ W(r) + \omega \left( \int_{B_{\frac{r}{2}}} |u-\ell(x)| \, dx \right) + r \right] \right\}
\]

\[
\leq c_{\text{cacc}} \left\{ \int_{B_{\frac{r}{2}}} \varphi(|Du|^s) \left( \frac{|u-\ell|}{r} \right) \, dx \varphi(|D\ell|) \left[ W(r) + \omega \left( \int_{B_{\frac{r}{2}}} |u-\ell(x)| \, dx \right) + r \right] \right\}
\]
Proof. Assume \(x_0 = 0\). Take \(\zeta\) a cut off function between \(B_{\frac{r}{2}}\) and \(B_r\), and define
\[
\eta = \zeta^{p_1}(u - \ell).
\]
Using \(\eta\) as test function in (2.13) we obtain
\[
\int_{B_r} a(x,u,Du)\zeta^{p_1}(Du - D\ell)\,dx \\
= -p_1\int_{B_r} a(x,u,Du)\zeta^{p_1-1}(u - \ell) \otimes D\zeta \,dx + \int_{B_r} b(x,u,Du)\zeta^{p_1}(u - \ell) \,dx.
\] (4.1)
First, let us observe that
\[
\int_{B_r} (a(\cdot, \ell(0), D\ell)), D\eta \,dx = 0.
\]
So (4.1) can be rewritten as
\[
I := \int_{B_r} (a(x,u,Du) - a(x,u,D\ell), (Du - D\ell))\zeta^{p_1} \,dx \\
= -p_1\int_{B_r} (a(x,u,Du) - a(x,u,D\ell))\zeta^{p_1-1}(u - \ell) \otimes D\zeta \,dx - \int_{B_r} (a(x,u,D\ell) - a(x,\ell(0), D\ell), D\eta) \,dx \\
- \int_{B_r} (a(x,\ell(0), D\ell) - (a(\cdot, \ell(0), D\ell))_r, D\eta) \,dx + \int_{B_r} b(x,u,Du)\zeta^{p_1}(u - \ell) \,dx \\
=: II + III + IV + V.
\]
Exploiting Remark 3.2 we can see that
\[
I \geq c\nu \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} \,dx,
\]
where \(c\) depends on \(p_0, p_1\).
Combining Remark 3.3 together with Young’s inequality, (2.4) and (2.6) we obtain
\[
II \leq c\lambda \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1-1}|D\zeta||u - \ell| \,dx \\
\leq \delta \int_{B_r} (\varphi|D\ell|)^*(\varphi|D\ell|(|Du - D\ell|)\zeta^{p_1-1}) \,dx + c(\delta) \int_{B_r} \varphi|D\ell| \left(\frac{|u - \ell|}{r}\right) \,dx \\
\leq c\delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} \,dx + c(\delta) \int_{B_r} \varphi|D\ell| \left(\frac{|u - \ell|}{r}\right) \,dx.
\]
Now we estimate \(III\), using (H5) and the definition of \(\eta\), so that
\[
III \leq \Lambda \int_{B_r} \omega(|u - \ell(x_0)||\varphi|D\ell|) \left[p_1\zeta^{p_1-1}|u - \ell||D\zeta| + \zeta^{p_1}|Du - D\ell|\right] \,dx = III_1 + III_2.
\]
Again the use of Young’s inequality gives
\[
III_1 \leq \delta \int_{B_r} (\varphi|D\ell|)^*(\omega(|u - \ell(0)|)) \varphi(|D\ell|)\zeta^{p_1-1} \,dx + c(\delta) \int_{B_r} \varphi|D\ell| \left(\frac{|u - \ell|}{r}\right) \,dx \\
\leq c\delta \int_{B_r} \omega(|u - \ell(0)||\varphi|D\ell|)^*(\varphi|D\ell|(|D\ell|)) \,dx + c(\delta) \int_{B_r} \varphi|D\ell| \left(\frac{|u - \ell|}{r}\right) \,dx \\
\leq c\delta \varphi(|D\ell|) \omega \left(\int_{B_r} |u - \ell(0)| \,dx\right) + c(\delta) \int_{B_r} \varphi|D\ell| \left(\frac{|u - \ell|}{r}\right) \,dx
\]
Finally, using

\[ III_2 \leq \delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) \int_{B_r} \omega(|u - \ell(0)|) \varphi(|D\ell|) dx \]

\[ \leq \delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) \varphi(|D\ell|) \omega \left( \int_{B_r} |u - \ell(0)| dx \right). \]

Using \((H_6)\) we have

\[ IV \leq \Lambda \int_{B_r} w_0(x,r) \varphi'(|D\ell|) \left[ \zeta^{p_1} |Du - D\ell| + p_1 \zeta^{p_1-1} |u - \ell||D\zeta| \right] dx = IV_1 + IV_2. \]

Now taking in mind that \(w_0 \leq 2\Lambda\) we can see

\[ IV_1 \leq \delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) \int_{B_r} \varphi|D\ell| \left( \frac{|u - \ell|}{r} \right) dx \]

\[ \leq \delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) \int_{B_r} \varphi|D\ell| \left( \frac{|u - \ell|}{r} \right) dx \]

\[ \leq \delta \int_{B_r} \varphi|D\ell|(|Du - D\ell|)\zeta^{p_1} dx + cW(r) \varphi(|D\ell|). \]

Analogously,

\[ IV_2 \leq \delta \int_{B_r} \varphi|D\ell| \left( w_0(x,r) \varphi'(|D\ell|) \zeta^{p_1-1} \right) dx + c(\delta) \int_{B_r} \varphi|D\ell| \left( \frac{|u - \ell|}{r} \right) dx \]

\[ \leq cW(r) \varphi(|D\ell|) + c(\delta) \int_{B_r} \varphi|D\ell| \left( \frac{|u - \ell|}{r} \right) dx. \]

Finally, using \((H_7)\) and the fact that \(\varphi'(a + t) \leq 2\varphi'(a + t)\), we obtain

\[ V \leq L \int_{B_r} \varphi'(|Du|)\zeta^{p_1}|u - \ell| dx \]

\[ \leq L \int_{B_r} \varphi'(|D\ell| + |Du - D\ell|)\zeta^{p_1}|u - \ell| dx \]

\[ \leq 2L \int_{B_r} \varphi'(|D\ell| + |Du - D\ell|)\zeta^{p_1}|u - \ell| dx \]

\[ = \frac{2L}{|B_r|} \int_{B_r \cap \{|Du - D\ell| > |D\ell|\}} \varphi'_{|D\ell|}(|D\ell| + |Du - D\ell|)\zeta^{p_1}|u - \ell| dx \]

\[ + \frac{2L}{|B_r|} \int_{B_r \cap \{|Du - D\ell| \leq |D\ell|\}} \varphi'_{|D\ell|}(|D\ell| + |Du - D\ell|)\zeta^{p_1}|u - \ell| dx \]

\[ = V_1 + V_2. \]

Exploiting the \(\Delta_2\)-condition we deduce

\[ V_1 \leq c \int_{B_r \cap \{|Du - D\ell| > |D\ell|\}} \varphi'_{|D\ell|}(|Du - D\ell|)\zeta^{p_1}|u - \ell| dx \]

\[ \leq \delta \int_{B_r} \varphi_{|D\ell|}(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) \int_{B_r} \varphi_{|D\ell|}(|u - \ell|) dx \]

\[ \leq \delta \int_{B_r} \varphi_{|D\ell|}(|Du - D\ell|)\zeta^{p_1} dx + c(\delta) r \int_{B_r} \varphi_{|D\ell|} \left( \frac{|u - \ell|}{r} \right) dx \]
and also
\[
V_2 \leq c r \int_{B_r} \varphi_{|D\ell|(|D\ell|)} |u - \ell| \frac{|r|}{r} \, dx \\
\leq r \int_{B_r} \varphi_{|D\ell|} \left( \frac{|u - \ell|}{r} \right) \, dx + r \varphi(|D\ell|).
\]

The terms multiplied by \( \delta \) can be absorbed into the left hand side through a suitable choice of \( \delta \), thus arriving to the desired estimate. Observe that \( c_{\text{acc}} \) depends on \( \nu, \Lambda, L \) and \( p_0, p_1 \).

Choosing \( \ell = u_0 \) in Theorem 4.1, we get the following zero-order Caccioppoli inequality.

**Corollary 4.1.** Let \( u \in W^{1,\varphi}(\Omega, \mathbb{R}^N) \) be a weak solution to (1.1) under the same assumptions of Theorem 2.3. Then, for every ball \( B_r(x_0) \subset \Omega \) and for every \( u_0 \in \mathbb{R}^N \) we have
\[
\int_{B_r(x_0)} \varphi(|Du|) \, dx \leq c_{\text{acc}} \int_{B_r(x_0)} \varphi \left( \frac{|u - u_0|}{r} \right) \, dx. \tag{4.2}
\]

From Corollary 4.1 it is possible to deduce in a standard way with the help of Gehring’s Lemma the following higher integrability result (see Theorem 2.5 in [4]).

**Theorem 4.2.** There exists \( \gamma > 1 \) such that \( \varphi(|Du|) \in L^\gamma_{\text{loc}}(\Omega) \) and
\[
\left( \int_{B_r(x_0)} \varphi(|Du|)^\gamma \, dx \right)^{\frac{1}{\gamma}} \leq c_h \int_{B_r(x_0)} \varphi(|Du|) \, dx
\]
for a suitable constant \( c_h = c(n, N, p_0, p_1, \nu, \Lambda) > 0 \).

5. **Approximate harmonicity by linearization**

For \( x_0 \in \Omega \) and \( r \in (0, \text{dist}(x_0, \partial \Omega)) \) we define the following excess functionals
\[
\Phi(x_0, r) = \int_{B_r(x_0)} \varphi_{|D\ell_{x_0,r}|} \left( \frac{|u - \ell_{x_0,r}|}{r} \right) \, dx
\]
and
\[
\Phi^*(x_0, r) = \Phi(x_0, r) + \mathcal{H}(x_0, r)^{\beta_1} \varphi(|D\ell_{x_0,r}|),
\]
where
\[
\mathcal{H}(x_0, r) = W(r) + \omega \left( \int_{B_r(x_0)} |u - \ell_{x_0,r}(x_0)| \, dx \right) + r,
\]
and \( \beta_1 = \min \left\{ \left( 1 - \frac{1}{\gamma} \right) \left( 1 - \frac{1}{p_0} \right), \frac{\beta_0 + 1}{2} \right\} \), with \( \beta_0 \) defined in (H4) and \( \gamma \) given in Theorem 4.2. Then we set
\[
\Gamma = \sqrt{\frac{\Phi^*(x_0, r)}{\varphi(|D\ell_{x_0,r}|)}},
\]
and for \( |D\ell_{x_0,r}| \neq 0 \) we define
\[
\mathcal{A} = \frac{\phi_{|D\ell_{x_0,r}|}}{\varphi''(|D\ell_{x_0,r}|)}.
\]

Note that from hypotheses (H2) and (H3) it follows that for any \( \xi, \eta \in \mathbb{R}^{nN} \)
\[
(\mathcal{A} \xi, \xi) \geq \nu||\xi|^2 \quad \text{and} \quad |\mathcal{A}(\xi, \eta)| \leq \Lambda||\xi||\eta|.\]
Lemma 5.1. Suppose that
\[
\Phi(x_0, r) \leq \varphi(|D\ell_{x_0}r|),
\]
then \( u - \ell_{x_0, r} \) is approximately \( A \)-harmonic on the ball \( B_2(x_0) \) in the sense that
\[
\int_{B_2(x_0)} A(D(u - \ell_{x_0, r}), D\zeta) \, dx \leq c_0||D\zeta||_\infty|D\ell_{x_0}r| \left\{ \frac{\Phi(x_0, r)}{\varphi(|D\ell_{x_0}r|)} + \left[ \frac{\Phi(x_0, r)}{\varphi(|D\ell_{x_0}r|)} \right]^{\frac{\beta_1 + 1}{\alpha}} + 3 \right\}
\] holds for all \( \zeta \in C_c^\infty(B_2(x_0), \mathbb{R}^N) \), where \( \beta_1 = \min \left\{ \left( 1 - \frac{\gamma}{\alpha} \right)(1 - \frac{1}{m_0}), \frac{\beta_0 + 1}{2} \right\} \) and \( \gamma \) is given in Theorem 4.2.

Proof. Assume that \( x_0 = 0 \) for simplicity. Take \( \zeta \in C_c^\infty(B_2, \mathbb{R}^N) \) and set \( v = u - \ell_r \). Then,

\[
\int_{B_2} (A Dv, D\zeta) \, dx = \frac{1}{\varphi''(|D\ell_r|)} \int_{B_2} \int_0^1 \left[ (D\zeta a(\cdot, \ell_r(0), D\ell_r))_r - (D\zeta a(\cdot, \ell_r(0), D\ell_r + tDv))_r \right] Dv, D\zeta \, dx + \frac{1}{\varphi''(|D\ell_r|)} \int_{B_2} \int_0^1 \left[ (D\zeta a(\cdot, \ell_r(0), D\ell_r + tDv))_r \right] Dv, D\zeta \, dx = I + II.
\]

Estimate of \( I \). First we define the sets
\[
\mathcal{X} = B_2 \cap \left\{ |Du - D\ell_r| \geq \frac{|D\ell_r|}{2} \right\} \quad \text{and} \quad \mathcal{Y} = B_2 \cap \left\{ |Du - D\ell_r| < \frac{|D\ell_r|}{2} \right\},
\]
so that we can split \( I \) as follows:
\[
I = \frac{1}{\varphi''(|D\ell_r|)} \int_{\mathcal{X}} \int_0^1 \left[ (D\zeta a(\cdot, \ell_r(0), D\ell_r))_r - (D\zeta a(\cdot, \ell_r(0), D\ell_r + tDv))_r \right] Dv, D\zeta \, dt \, dx + \frac{1}{\varphi''(|D\ell_r|)} \int_{\mathcal{Y}} \int_0^1 \left[ (D\zeta a(\cdot, \ell_r(0), D\ell_r))_r - (D\zeta a(\cdot, \ell_r(0), D\ell_r + tDv))_r \right] Dv, D\zeta \, dt \, dx = I_1 + I_2.
\]

Using (H3) we have
\[
I_1 = \frac{1}{\varphi''(|D\ell_r|)} \int_{B_2} \chi_{\mathcal{X}} \int_0^1 \left[ (D\zeta a(\cdot, \ell_r(0), D\ell_r))_r - (D\zeta a(\cdot, \ell_r(0), D\ell_r + tDv))_r \right] Dv, D\zeta \, dt \, dx \leq \frac{2\Lambda}{\varphi''(|D\ell_r|)} \int_{B_2} \chi_{\mathcal{X}} \int_0^1 \left[ \varphi''(|D\ell_r|) + \varphi''(|D\ell_r + tDv|) \right] |Dv||D\zeta| \, dt \, dx.
\]

We point out that from (2.6) and Lemma 2.2 we obtain
\[
\int_0^1 \left[ \varphi''(|D\ell_r|) + \varphi''(|D\ell_r + tDv|) \right] \, dt \sim \int_0^1 \left[ \frac{\varphi'(|D\ell_r|)}{|D\ell_r|} + \frac{\varphi'(|D\ell_r + t(Du - D\ell_r)|)}{|D\ell_r + t(Du - D\ell_r)|} \right] \, dt \sim \frac{\varphi'(|D\ell_r|)}{|D\ell_r|} + \frac{\varphi'(|D\ell_r| + |Du|)}{|D\ell_r + |Du||} \leq \frac{\varphi'(|D\ell_r|) + \varphi'(|D\ell_r| + |Du|)}{|D\ell_r|}.
\]
we obtain

\[ I_1 \leq c\frac{1}{\varphi'(|D\ell_r|)}\int_{B_r^y} \chi_{D} |D\ell_r| \left( |Du| + |D\ell_r| \right) dx \|D\zeta\|_{\infty} \]

\[ \leq c\frac{|D\ell_r|}{\varphi(|D\ell_r|)}\int_{B_r^y} \varphi|D\ell_r| \left( |Du - D\ell_r| \right) dx \|D\zeta\|_{\infty} \]

\[ \leq c\frac{|D\ell_r|}{\varphi(|D\ell_r|)} \left( \Phi(|D\ell_r|) + \varphi(|D\ell_r|) \mathcal{H}(r) \right) \|D\zeta\|_{\infty} \]

\[ = c|D\ell_r| \left( \frac{\Phi(r)}{\varphi(|D\ell_r|)} + \mathcal{H}(r) \right) \|D\zeta\|_{\infty}. \]

To estimate \( I_2 \) we use \( (H_4) \), Hölder inequality, \( (2.9) \), Theorem 4.1

\[ I_2 = \frac{1}{\varphi(|D\ell_r|)} \int_{B_r^y} \int_0^1 \int_{Y} \left( |D\xi a(y, \ell_r(0), D\ell_r) - D\xi a(y, \ell_r(0), D\ell_r + tDv(x))| Dv, D\zeta \right) dx dt dy \]

\[ \leq c\frac{1}{\varphi(|D\ell_r|)} \int_{B_r^y} \int_0^1 \int_{Y} \left( \frac{t|Du - D\ell_r|}{|D\ell_r|} \right) \left( |Du - D\ell_r| \right) dx dt \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| \int_{B_r^y} \chi_Y \left( \frac{|Du - D\ell_r|}{|D\ell_r|} \right) \beta_0 dx \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| \int_{B_r^y} \chi_Y \left( \frac{\varphi(|D\ell_r|)|Du - D\ell_r|^2}{\varphi(|D\ell_r|)^2} \right)^{\frac{\beta_0+1}{2}} dx \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| \int_{B_r^y} \chi_Y \left[ \frac{\varphi(|D\ell_r|) + |Du - D\ell_r||Du - D\ell_r|^2}{\varphi(|D\ell_r|) + |Du - D\ell_r|} \right]^{\frac{\beta_0+1}{2}} dx \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| \int_{B_r^y} \chi_Y \left[ \frac{\varphi|D\ell_r|(|Du - D\ell_r|)}{\varphi(|D\ell_r|)} \right]^{\frac{\beta_0+1}{2}} dx \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| \left( \frac{1}{\varphi(|D\ell_r|)} \int_{B_r^y} \varphi|D\ell_r| \left( |Du - D\ell_r| \right) dx \right)^{\frac{\beta_0+1}{2}} \|D\zeta\|_{\infty} \]

\[ \leq c|D\ell_r| c_{cacc} \left( \frac{\Phi(r)}{\varphi(|D\ell_r|)} + \mathcal{H}(r) \right)^{\frac{\beta_0+1}{2}} \|D\zeta\|_{\infty}. \]

**Estimate of II.** Using

\[ \int_{B_r^y} a(x, u, Du)D\xi dx = \int_{B_r^y} b(x, u, Du)\zeta dx \quad \text{and} \quad \int_{B_r^y} ((a(t, \ell_r(0), D\ell_r)), D\zeta) dx = 0 \]

we obtain

\[ II = \frac{1}{\varphi'(|D\ell_r|)} \int_{B_r^y} \int_0^1 \left( \frac{d}{dt}(a(\cdot, \ell_r(0), D\ell_r + tDv)), D\zeta \right) dx \]

\[ \leq c|D\ell_r| \left( \frac{1}{\varphi'(|D\ell_r|)} \int_{B_r^y} \varphi|D\ell_r| \left( |Du - D\ell_r| \right) dx \right)^{\frac{\beta_0+1}{2}} \|D\zeta\|_{\infty}. \]
\[
= \frac{1}{\varphi''(|D\ell_r|)} \int_{B_{r(0)}} ((a(\cdot, \ell_r(0), Du))_r - (a(\cdot, \ell_r(0), D\ell_r)_r, D\zeta) \, dx
\]
\[
= \frac{1}{\varphi''(|D\ell_r|)} \int_{B_{r(0)}} ((a(\cdot, \ell_r(0), Du))_r - a(x, \ell_r(0), Du), D\zeta) \, dx
\]
\[
+ \frac{1}{\varphi''(|D\ell_r|)} \int_{B_{r(0)}} (a(x, \ell_r(0), Du) - a(x, u, Du), D\zeta) \, dx
\]
\[
+ \frac{1}{\varphi''(|D\ell_r|)} \int_{B_{r(0)}} b(x, Du) \zeta \, dx
\]
\[
= II_1 + II_2 + II_3.
\]
Combining \(H_0\) together with \(w_0(x, r) \leq 2\Lambda\), Theorem 4.2, (4.2) and (2.8) we have
\[
II_1 \leq \frac{\Lambda}{\varphi''(|D\ell_r|)} \int_{B_{r(0)}} w_0(x, r) \varphi'(|Du|) |D\zeta| \, dx
\]
\[
\leq \frac{\Lambda}{\varphi''(|D\ell_r|)} \left( \varphi^*(\varphi^* - 1) \right) \left( \int_{B_{r(0)}} w_0(x, r) \varphi'(|Du|) \, dx \right) \|D\zeta\|_{\infty}
\]
\[
\leq c \frac{1}{\varphi''(|D\ell_r|)} \left( \varphi^*(\varphi^* - 1) \right) \left( \int_{B_{r(0)}} w_0(x, r) \varphi'(|Du|) \, dx \right) \|D\zeta\|_{\infty}
\]
\[
\leq \left( \int_{B_{r(0)}} w_0(x, r) \frac{1}{r^{1-\gamma}} \, dx \right)^{1-\frac{1}{\gamma}} \left( \int_{B_{r(0)}} \varphi(|Du|) \gamma \, dx \right)^{\frac{1}{\gamma}} \|D\zeta\|_{\infty}
\]
\[
\leq c \frac{1}{\varphi''(|D\ell_r|)} \left( \varphi^*(\varphi^* - 1) \right) \left( \int_{B_{r(0)}} w_0(x, r) \varphi'(|Du|) \, dx \right) \|D\zeta\|_{\infty}
\]
\[
\leq c \frac{1}{\varphi''(|D\ell_r|)} \left( \varphi^*(\varphi^* - 1) \right) \left( \int_{B_{r(0)}} \varphi\left( \frac{|u - (u)_r|}{r} \right) \, dx \right) \|D\zeta\|_{\infty}
\]
\[
\leq c \frac{1}{\varphi''(|D\ell_r|)} \left( \varphi^*(\varphi^* - 1) \right) \left( \int_{B_{r(0)}} \varphi\left( \frac{|u - (u)_r|}{r} \right) \, dx \right) \|D\zeta\|_{\infty}
\]
We point out that from (5.1) we get
\[
\int_{B_r} \varphi\left( \frac{|u - (u)_r|}{r} \right) \, dx \leq \int_{B_r} \varphi\left( \frac{|u - \ell_r|}{r} + \frac{|\ell_r - (u)_r|}{r} \right) \, dx
\]
\[
\leq \int_{B_r} \varphi\left( \frac{|u - \ell_r|}{r} + |D\ell_r| \right) \, dx
\]
\[
\leq c \int_{B_{|D\ell_r|}} \varphi\left( \frac{|u - \ell_r|}{r} \right) + c \varphi(|D\ell_r|) \, dx
\]
\[
= c[\Phi(r) + \varphi(|D\ell_r|)] \leq 2c \varphi(|D\ell_r|).
Hence, using \( \varphi^* \left( \frac{\varphi(t)}{t} \right) \sim \varphi(t) \) and (2.6) we can see

\[
II_1 \leq c \frac{1}{\varphi''(|D\ell_r|)} W(r)^{\beta} (\varphi^*)^{-1} (\varphi(|D\ell_r|)) \| D\zeta \|_\infty = c W(r)^{\beta} |D\ell_r| \| D\zeta \|_\infty,
\]

where \( \beta := \left( 1 - \frac{1}{\gamma} \right) \left( 1 - \frac{1}{p_0} \right) \). Exploiting (H5) and proceeding similarly to \( H_1 \) we obtain

\[
II_2 \leq \frac{1}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \omega(|u - \ell_r(0)|) \varphi'(|Du|) \, dx \| D\zeta \|_\infty
\]

\[
\leq \frac{1}{\varphi''(|D\ell_r|)} \left( \varphi^* \left( \int_{B_\frac{1}{2}} \omega(|u - \ell_r(0)|) \varphi'(|Du|) \, dx \right) \right)^{\frac{1}{\gamma}} \| D\zeta \|_\infty
\]

\[
\leq \frac{1}{\varphi''(|D\ell_r|)} \left[ \omega \left( \int_{B_1} |u - \ell_r(0)| \, dx \right) \right]^{\beta} (\varphi^*)^{-1} (\varphi(|D\ell_r|)) \| D\zeta \|_\infty
\]

\[
\leq \omega \left( \int_{B_1} |u - \ell_r(0)| \, dx \right)^{\beta} |D\ell_r| \| D\zeta \|_\infty.
\]

Now we define

\[
\mathbb{W} = B_\frac{1}{2} \cap \{|Du - D\ell_r| \geq |D\ell_r|\} \quad \text{and} \quad \mathbb{Z} = B_\frac{1}{2} \cap \{|Du - D\ell_r| < |D\ell_r|\}
\]

Then, from (H7), (2.9) and Theorem 4.1 we see

\[
II_3 \leq \frac{L}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \varphi'(|Du|) |\zeta| \, dx
\]

\[
\leq c \frac{r}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \varphi'(|Du|) \, dx \| D\zeta \|_\infty
\]

\[
\leq c \frac{r}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \chi_{\mathbb{W}} \varphi'(|Du - D\ell_r| + |D\ell_r|) \, dx \| D\zeta \|_\infty
\]

\[
+ c \frac{r}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \chi_{\mathbb{Z}} \varphi'(|Du - D\ell_r| + |D\ell_r|) \, dx \| D\zeta \|_\infty
\]

\[
\leq c \frac{r}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \varphi'(|D\ell_r|) \frac{|Du - D\ell_r|}{|D\ell_r|} \, dx \| D\zeta \|_\infty
\]

\[
+ c \frac{r}{\varphi''(|D\ell_r|)} \int_{B_\frac{1}{2}} \varphi'(|D\ell_r|) \, dx \| D\zeta \|_\infty
\]

\[
\leq c \frac{|D\ell_r|}{\varphi(|D\ell_r|)} \int_{B_\frac{1}{2}} \varphi'(|Du - D\ell_r|) \, dx \| D\zeta \|_\infty + r |D\ell_r| \| D\zeta \|_\infty
\]

\[
\leq c \left\{ |D\ell_r| \left[ \frac{\Phi(r)}{\varphi(|D\ell_r|)} + \mathcal{H}(r) \right] + r |D\ell_r| \right\} \| D\zeta \|_\infty.
\]
In conclusion we get
\[
\left| \int_{B_r} A(Du - D_{x_0}, D\zeta) \, dx \right|
\leq c \|D\zeta\|_{\infty} \|D_{x_0}\| \left\{ \left[ \frac{\Phi(r)}{\varphi(|D_{x_0}|)} \right] + \mathcal{H}(r) \right\}^{\frac{\beta_0 + 1}{2}} + \left[ \frac{\Phi(r)}{\varphi(|D_{x_0}|)} \right] + \mathcal{H}(r) + W(r)^\beta
\]
\[+ \omega \left( \int_{B_r} |u - \ell_r(0)| \, dx \right)^\beta + r \]
\[\leq c_0 \|D\zeta\|_{\infty} \|D_{x_0}\| \left\{ \left[ \frac{\Phi(r)}{\varphi(|D_{x_0}|)} \right] + \left[ \frac{\Phi(r)}{\varphi(|D_{x_0}|)} \right]^{\beta_0 + 1} + \mathcal{H}(r)^{\beta_1} \right\}
\]
where \( \beta_1 = \min\{\beta, \frac{\beta_0 + 1}{2}\} \). \( \square \)

The following lemma ensures that any solution to (1.1) is approximately \( \varphi \)-harmonic. This will be the starting point for the application of the \( \varphi \)-harmonic approximation Theorem 3.1.

From the assumption (2.12) we have: for any \( \delta > 0 \) there exists \( \eta(\delta) > 0 \) such that if \( |\xi| < \eta(\delta) \) then
\[
\left| a(x, u, Du) - \frac{\xi}{|\xi|} \varphi(|\xi|) \right| \leq \delta \varphi(|\xi|) \quad \forall (x, u) \in \Omega \times \mathbb{R}^N.
\]
(5.2)

We define the following excess functional:
\[
\Psi_1(x_0, r) = \int_{B_r(x_0)} \varphi \left( \frac{|u - (u)_{x_0,r}|}{r} \right) \, dx.
\]

**Lemma 5.2.** For any \( \delta > 0 \) and for \( \eta(\delta) > 0 \) given by (5.2), the inequality
\[
\left| \int_{B_r(x_0)} \left( \varphi(|Du|) \frac{Du}{|Du|}, D\zeta \right) \, dx \right|
\leq c_1 \left[ \delta + \frac{1}{\eta(\delta)} \varphi^{-1} \left( \Psi_1 \left( x_0, \frac{r}{2} \right) \right) + W(r)^{\frac{n-1}{\gamma}} + \omega \left( \int_{B_r(x_0)} |u - (u)_{x_0,r}| \, dx \right)^{\frac{n-1}{\gamma}} + r \right] \times \]
\[\times \left[ \int_{B_r(x_0)} \varphi(|Du|) \, dx + \varphi(\|D\zeta\|_{\infty}) \right].
\]
holds, for every \( \zeta \in C_0^\infty(B_{r_0}(x_0), \mathbb{R}^N) \) and \( c_1 = c_1(n, N, \Lambda, \nu, p_0, p_1) > 0 \).

**Proof.** Again we suppose \( x_0 = 0 \) and we let \( \zeta \in C_0^\infty(B_{r_0}, \mathbb{R}^N) \). Then
\[
\int_{B_r} \left( \varphi(|Du|) \frac{Du}{|Du|}, D\zeta \right) \, dx \leq \int_{B_r} \left( \varphi(|Du|) \frac{Du}{|Du|} - (a(\cdot, \ell_r(0), Du))_r, D\zeta \right) \, dx
\]
\[+ \int_{B_r} ((a(\cdot, \ell_r(0), Du))_r - a(x, \ell_r(0), Du), D\zeta) \, dx
\]
\[+ \int_{B_r} (a(x, \ell_r(0), Du) - a(x, u, Du), D\zeta) \, dx
\]
\[+ \int_{B_r} b(x, u, Du) \zeta \, dx = I + II + III + IV.
\]
Estimate of I. First we define the sets
\[ X = \mathcal{B}_{\frac{c}{2}} \cap \{|Du| < \eta(\delta)\} \quad \text{and} \quad Y = \mathcal{B}_{\frac{c}{2}} \cap \{|Du| \geq \eta(\delta)\}, \]
with \( \eta(\delta) > 0 \) given by (5.2), so that I can be splitted as
\[ |I| \leq \int_{\mathcal{B}_{\frac{c}{2}}} \int_{\mathcal{B}_{\frac{c}{2}}} \left| \varphi'(|Du|) \frac{Du}{|Du|} - a(y, \ell_r(0), Du) \right| dy \|D\zeta\|_\infty \, dx \]
\[ = \int_{\mathcal{B}_{\frac{c}{2}}} \int_{\mathcal{B}_{\frac{c}{2}}} \chi_X \left| \varphi'(|Du|) \frac{Du}{|Du|} - a(y, \ell_r(0), Du) \right| \|D\zeta\|_\infty \, dx \, dy \]
\[ + \int_{\mathcal{B}_{\frac{c}{2}}} \int_{\mathcal{B}_{\frac{c}{2}}} \chi_Y \left| \varphi'(|Du|) \frac{Du}{|Du|} - a(y, \ell_r(0), Du) \right| \|D\zeta\|_\infty \, dx \, dy \]
\[ = I_1 + I_2. \]

Using (5.2), Young’s inequality and (2.6), we get
\[ I_1 \leq \delta \int_{\mathcal{B}_{\frac{c}{2}}} \chi_X \varphi'(|Du|) \|D\zeta\|_\infty \, dx \]
\[ \leq \delta \left[ \int_{\mathcal{B}_{\frac{c}{2}}} \varphi^\ast (\varphi'(|Du|)) + \varphi(\|D\zeta\|_\infty) \, dx \right] \]
\[ \leq c \delta \left[ \int_{\mathcal{B}_{\frac{c}{2}}} \varphi(|Du|) + \varphi(\|D\zeta\|_\infty) \, dx \right]. \]

Moreover, from \((H_1), (2.6),\) Theorem 4.1, the fact that \((\varphi^\ast)^{-1}(t) \varphi^{-1}(t) \sim t,\) Young’s inequality and finally Poincarè’s inequality, we can see
\[ I_2 \leq c \int_{\mathcal{B}_{\frac{c}{2}}} \chi_Y \varphi'(|Du|) \|D\zeta\|_\infty \, dx \leq \frac{c}{\eta(\delta)} \int_{\mathcal{B}_{\frac{c}{2}}} \varphi'(|Du|) |Du| \|D\zeta\|_\infty \, dx \]
\[ \leq \frac{c}{\eta(\delta)} \int_{\mathcal{B}_{\frac{c}{2}}} \varphi(|Du|) \|D\zeta\|_\infty \, dx \leq \frac{c}{\eta(\delta)} \int_{\mathcal{B}_{\frac{c}{2}}} \varphi \left( \frac{|u - (\frac{u}{2})|}{\frac{r}{2}} \right) \|D\zeta\|_\infty \, dx \]
\[ \leq \frac{c}{\eta(\delta)} \Psi_1 \left( \frac{r}{2} \right) \|D\zeta\|_\infty \leq \frac{c}{\eta(\delta)} (\varphi^\ast)^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) \varphi^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) \|D\zeta\|_\infty \]
\[ \leq \frac{c}{\eta(\delta)} \varphi^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) \left[ \varphi^\ast \circ (\varphi^\ast)^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) + \varphi(\|D\zeta\|_\infty) \right] \]
\[ \leq \frac{c}{\eta(\delta)} \varphi^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) \left[ \int_{\mathcal{B}_{\frac{c}{2}}} \varphi(|Du|) \, dx + \varphi(\|D\zeta\|_\infty) \right]. \]

Estimate of II. Using \((H_0),\) Young’s inequality, Theorem 4.2 and recalling that \( w_0(x, r) \leq 2\Lambda \) we can infer that
\[ II \leq \Lambda \int_{\mathcal{B}_{\frac{c}{2}}} w_0(x, r) \varphi'(|Du|) \|D\zeta\| \, dx \]
\[ \leq \Lambda \int_{\mathcal{B}_{\frac{c}{2}}} w_0(x, r) \varphi^\ast (\varphi'(|Du|)) \, dx + \Lambda \int_{\mathcal{B}_{\frac{c}{2}}} w_0(x, r) \varphi(\|D\zeta\|_\infty) \, dx \]
\[
\begin{align*}
&\leq c \int_{B_r^\tau} w_0(x, r) \varphi(|Du|) dx + \Lambda W(r) \varphi(\|D\zeta\|_\infty) \\
&\leq c \left( \int_{B_r^\tau} w_0(x, r)^{\frac{\gamma}{\gamma-1}} dx \right)^{\frac{\gamma-1}{\gamma}} \left( \int_{B_r^\tau} \varphi(|Du|^{\gamma}) dx \right)^{\frac{1}{\gamma}} + \Lambda W(r) \varphi(\|D\zeta\|_\infty) \\
&\leq c [W(r)]^{\frac{\gamma-1}{\gamma}} \int_{B_r^\tau} \varphi(|Du|) dx + \Lambda W(r) \varphi(\|D\zeta\|_\infty).
\end{align*}
\]

**Estimate of III.** In a similar way, exploiting \((H_5)\), Young’s inequality, Theorem 4.2 we obtain
\[
|III| \leq \Lambda \int_{B_r^\tau} \omega(|u - \ell_r(0)|) \varphi(|Du|) \|D\zeta\|_\infty dx \\
\leq c \int_{B_r^\tau} \omega(|u - \ell_r(0)|) \varphi(|Du|) dx + \Lambda \int_{B_r^\tau} \omega(|u - \ell_r(0)|) \varphi(\|D\zeta\|_\infty) dx \\
\leq c \left( \int_{B_r^\tau} \omega(|u - \ell_r(0)|)^{\frac{\gamma}{\gamma-1}} dx \right)^{\frac{\gamma-1}{\gamma}} \int_{B_r^\tau} \varphi(|Du|) dx + \Lambda \omega \left( \int_{B_r^\tau} |u - \ell_r(0)| dx \right) \varphi(\|D\zeta\|_\infty) \\
\leq c \omega \left( \int_{B_r^\tau} |u - \ell_r(0)| dx \right)^{\frac{\gamma}{\gamma-1}} \int_{B_r^\tau} \varphi(|Du|) dx + \Lambda \omega \left( \int_{B_r^\tau} |u - \ell_r(0)| dx \right) \varphi(\|D\zeta\|_\infty).
\]

**Estimate of IV.** Using \((H_7)\) and Young’s inequality, we get
\[
|IV| \leq L \int_{B_r^\tau} \varphi'(|Du|) r \|D\zeta\|_\infty dx \leq c r \left[ \int_{B_r^\tau} \varphi(|Du|) dx + \varphi(\|D\zeta\|_\infty) \right].
\]

Combining the previous estimates we obtain the desired result. \(\square\)

6. **Decay Estimates**

Now we are in the position to establish the excess improvements. We start with the non-degenerate regime. The strategy of the proof is to approximate our solution by \(A\)-harmonic functions.

**Lemma 6.1.** Assume that for \(\tau \in (0, \frac{1}{4}]\) and for some ball \(B_r(x_0) \subset \Omega\) with \(r \leq \rho_0\) and \(|D\ell_{x_0, r}| \neq 0\) the following assumptions are satisfied
\[
\frac{\Phi(x_0, r)}{\varphi(|D\ell_{x_0, r}|)} \leq \delta_1 \quad \text{and} \quad \mathcal{H}(r)^{\beta_1} \leq \delta_2,
\]
where \(\delta_1, \delta_2 \in (0, 1)\) are such that
\[
\delta_1 = \min \left\{ \left( \frac{\tau^{n+1}}{8(n+2)} \right)^{p_1}, \left( \frac{\delta_0}{4} \right)^{p_1} \right\},
\]
\[
\delta_2 = \left( \frac{\delta_0}{2} \right)^2,
\]
with \(\delta_0\) given in Theorem 3.3 and \(\beta_1\) in Lemma 5.1. Then,
\[
\Phi(x_0, \tau r) \leq c_2 \tau^2 \phi^*(x_0, r),
\]
where \(c_2\) depends on \(\nu, \Lambda, L, p_0, p_1\).
Proof. Assume that $x_0 = 0$. Using the definition of $\Phi^*$ and assumptions (6.1) we get
\[
\mathcal{Y}^2 = \frac{\Phi^*(r)}{\varphi(|D\ell_r|)} = \frac{\Phi(r)}{\varphi(|D\ell_r|)} + H(r)^{\beta_1} \leq \delta_1 + \delta_2 \leq 1.
\] (6.2)

Setting
\[
w = \frac{u - \ell_r}{c_0|D\ell_r|},
\]
where $c_0$ is the constant of Lemma 5.1, from which we deduce
\[
\int_{B^{\frac{3}{4}}_r} \mathcal{A}(Dw, D\eta) \, dx \leq \|D\eta\|_{R} \mathcal{Y} \left[ \left( \frac{\Phi(r)}{\varphi(|D\ell_r|)} \right)^{\frac{1}{2}} + \left( \frac{\Phi(r)}{\varphi(|D\ell_r|)} \right)^{\frac{\beta_0}{2}} + H(r)^{\frac{\beta_1}{2}} \right],
\] (6.3)

and exploiting (6.1), together with the choice of $\delta_1$ and $\delta_2$, we obtain that $w$ is approximately $\mathcal{A}$-harmonic in the sense that
\[
\int_{B^{\frac{3}{4}}_r} \mathcal{A}(Dw, D\eta) \, dx \leq \|D\eta\|_{R} \mathcal{Y} \left[ \delta_1^2 + \delta_2^2 + \delta_3^2 \right] \leq \|D\eta\|_{R} \mathcal{Y} \delta_0.
\]

Then Theorem 3.3 and Corollary 3.1 applied to the $N$-function $t \rightarrow \varphi_{|D\ell_r|}(|D\ell_r|t)$ (see Remark 2.1) give the existence of an $\mathcal{A}$-harmonic function $h \in C^\infty(B^{\frac{3}{4}}_r, \mathbb{R}^N)$ such that
\[
\int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|}(|D\ell_r| \left| \frac{w - h}{\mathcal{Y}} \right|) \, dx \leq c \mathcal{Y}^2 \left[ \int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|}(|D\ell_r| \|Dw\|) \, dx + \varphi_{|D\ell_r|}(|D\ell_r| \mathcal{Y}) \right].
\]

Moreover, from Lemma 5 in [13], it follows that $h$ verifies
\[
r \sup_{B^{\frac{3}{4}}_r} |D^2h| + \sup_{B^{\frac{3}{4}}_r} |Dh| \leq c \int_{B^{\frac{3}{4}}_r} |Dh| \, dx \leq c \int_{B^{\frac{3}{4}}_r} |Dw| \, dx
\] (6.4)

with $c = c(\mathcal{A}, n, N)$. Now we note that using $\varphi_a(sa) \leq cs^2 \varphi_a(a)$ for all $s \in [0, 1]$, and taking in mind (6.2) we have
\[
\varphi_{|D\ell_r|}(|D\ell_r| \mathcal{Y}) \leq c \varphi_{|D\ell_r|}(|D\ell_r| |Dw|) = c \mathcal{Y}^2 \varphi(|D\ell_r|).
\]

From Theorem 4.1, (2.3) and the definition of $\Phi^*$ we have
\[
\int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|}(|D\ell_r| \|Dw\|) \, dx \\
= \int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|} \left( \frac{|Du - D\ell_r|}{c_0} \right) \, dx \leq c \int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|}(|Du - D\ell_r|) \, dx \\
\leq c_c \mathcal{F} \left\{ \int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|} \left( \frac{|u - \ell_r|}{r} \right) \, dx + \varphi(|D\ell_r|) \left[ W(r) + \omega \left( \int_{B^{\frac{3}{4}}_r} |u - (u)_r| \, dx \right) + r \right] \right\} \\
\leq c \left\{ \int_{B^{\frac{3}{4}}_r} \varphi_{|D\ell_r|} \left( \frac{|u - \ell_r|}{r} \right) \, dx + \varphi(|D\ell_r|) \mathcal{H}(r) \right\} \\
\leq c \left\{ \Phi(r) + \varphi(|D\ell_r|) \mathcal{H}(r)^{\beta_1} \right\} \\
= c \frac{\Phi^*(r)}{\varphi(|D\ell_r|)} \varphi(|D\ell_r|) = c \mathcal{Y}^2 \varphi(|D\ell_r|).
\] (6.5)
Hence
\[
\int_{B_r} \varphi(|D\ell_r|) \left( \frac{|w-h|}{\tau} \right) dx \leq c \varepsilon^a \chi^2 \varphi(|D\ell_r|). \quad (6.6)
\]

Then, applying Theorem 18 in [8] to the $N$-function $t \rightarrow \varphi(|D\ell_r|)|D\ell_r|t)$ and using (6.5), we can infer
\[
\int_{B_r} \varphi(|D\ell_r|) \left( |D\ell_r||Dh| \right) dx \leq c \int_{B_r} \varphi(|Du-D\ell_r|) dx \leq c \chi^2 \varphi(|D\ell_r|).
\]

Furthermore, we note that by (2.9) for any $t \leq 1$ we have
\[
\frac{\varphi(|D\ell_r|)|D\ell_r|t)}{\varphi(|D\ell_r|)} \sim \frac{t^2}{(1+t)^2} \varphi(|D\ell_r|(1+t)) \geq \frac{t^2}{(1+t)^2} \geq \frac{t^2}{4}.
\]

Hence, naming \( \psi(t) = \varphi(|D\ell_r|)(|D\ell_r|t) \) and using (6.2) and the above inequalities we get
\[
\int_{B_r} |Dh| dx = \psi^{-1} \left( \int_{B_r} |Dh| dx \right) \leq \psi^{-1} \left( \int_{B_r} \psi(|Dh|) dx \right)
\]
\[
= \psi^{-1} \left( \int_{B_r} \varphi(|D\ell_r|)|Dh| dx \right) \leq c \psi^{-1} (\chi^2 \varphi(|D\ell_r|))
\]
\[
\leq c \psi^{-1} (\varphi(|D\ell_r|)|D\ell_r|) \leq c \psi^{-1} (\psi(|D\ell_r|)) = c \chi.
\]

Hence, fixing $\tau \in (0, \frac{1}{3}]$ and defining $\ell(h)(x) = h(0) + Dh(0)x$, by (6.4) we have
\[
\sup_{B_{rr}} |h(x) - \ell(h)(x)| \leq c \tau^2 r \int_{B_r} |Dh| dx \leq c \tau^2 r \chi,
\]
from which, recalling that $\varphi_a(sa) \leq c^2 a^2$ for all $s \in [0, 1]$, we see
\[
\int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h(\ell)|}{\tau} \right) dx \leq c \int_{B_{rr}} \varphi(|D\ell_r|)|D\ell_r|Y dx \leq c \chi Y^2 \tau^2.
\]

Therefore, from the above inequality, (2.3) and (6.6) we have
\[
\int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h(\ell)|}{\tau} \right) dx
\]
\[
\leq c \int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h|}{\tau} \right) dx + c \int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|h-h(\ell)|}{\tau} \right) dx
\]
\[
\leq c \left( 4 \tau^2 \right)^n \int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h|}{\tau} \right) \frac{\tau \chi}{\tau} dx + c \varphi(|D\ell_r|) \chi^2 \tau^2
\]
\[
\leq c \left( 4 \tau^2 \right)^n \left( 4 \tau^2 \right)^{p_1} \int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h|}{\tau} \right) dx + c \varphi(|D\ell_r|) \chi^2 \tau^2
\]
\[
\leq c \tau^{n+p_1+2} \chi^2 \varphi(|D\ell_r|) + c \varphi(|D\ell_r|) \chi^2 \tau^2.
\]

Taking $\varepsilon^a \leq \tau^{n+p_1+2}$ we get
\[
\int_{B_{rr}} \varphi(|D\ell_r|) \left( |D\ell_r| \frac{|w-h(\ell)|}{\tau} \right) dx \leq c \varphi(|D\ell_r|) \chi^2 \tau^2 = c \Phi^a(r) \tau^2.
\]
On the other hand, by Lemma 3.2,

\[
\int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| D\ell_r \right| \frac{|w - \ell^{(h)}|}{\tau r} \right) dx = \int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| D\ell_r \right| \frac{|u - \ell_r - \ell^{(h)} c_0|}{c_0 \tau r} \right) dx \\
= \int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| u - \ell_r - \ell^{(h)} c_0|D\ell_r| \right| \frac{1}{\tau r} \right) dx \\
\geq \int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| u - \ell_r - \ell^{(h)} c_0 D\ell_r \right| \frac{1}{\tau r} \right) dx \\
\geq \int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| u - \ell_{rr} \right| \frac{1}{\tau r} \right) dx.
\]

Therefore

\[
\int_{B_{rr}} \varphi_{|D\ell_r|} \left( \left| u - \ell_{rr} \right| \frac{1}{\tau r} \right) dx \leq c \Phi^*(r) \tau^2.
\]

Let us point out that \(|D\ell_r| \sim |D\ell_{rr}|\). Indeed, from (3.1), (6.1) and (2.7) we obtain

\[
\left| D\ell_r - D\ell_{rr} \right| \leq (n + 2) \int_{B_{rr}} \left( \frac{u - \ell_r}{\tau r} \right) dx \leq \frac{n + 2}{\tau^{n+1}} \int_{B_{rr}} \left| u - \ell_r \right| dx \\
= \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \frac{u - \ell_r}{\tau r} dx \\
\leq \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \left( \left| u - \ell_r \right| \frac{1}{\tau r} \right) dx \\
= \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \left( \left| u - \ell_r \right| \frac{1}{\tau r} \right) dx \\
\leq \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \left( \left| u - \ell_r \right| \frac{1}{\tau r} \right) dx \\
\leq 4 \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \left( \left| u - \ell_r \right| \frac{1}{\tau r} \right) dx \\
\leq 4 \frac{n + 2}{\tau^{n+1}} \left( \varphi_{|D\ell_r|} \right)^{-1} \left( \varphi_{|D\ell_r|} \right) \left( \left| u - \ell_r \right| \frac{1}{\tau r} \right) dx \\
\leq \frac{1}{2} |D\ell_r|.
\]

considering that \(\delta_1 \leq \left( \frac{\tau^{n+1}}{2(n+2)} \right)^{1/2}\). Hence

\[
\left| D\ell_{rr} \right| \leq \left| D\ell_{rr} - D\ell_r \right| + \left| D\ell_r \right| \leq \frac{3}{2} \left| D\ell_r \right|.
\]

Moreover

\[
\left| D\ell_r \right| \leq \left| D\ell_r - D\ell_{rr} \right| + \left| D\ell_{rr} \right| \leq \frac{1}{2} \left| D\ell_r \right| + \left| D\ell_{rr} \right|
\]

and so \(\frac{1}{2} \left| D\ell_r \right| \leq \left| D\ell_{rr} \right|\), from which \(\left| D\ell_r \right| \sim \left| D\ell_{rr} \right|\) and \(\varphi_{|D\ell_{rr}|}(\cdot) \sim \varphi_{|D\ell_r|}(\cdot)\). Combining the previous estimates we can conclude that

\[
\int_{B_{rr}} \varphi_{|D\ell_{rr}|} \left( \left| u - \ell_{rr} \right| \frac{1}{\tau r} \right) dx \leq c \Phi^*(r) \tau^2,
\]

that is

\[
\Phi(\tau r) \leq c_2 \Phi^*(r) \tau^2.
\]
In what follows we will iterate the excess-decay estimate from Lemma 6.1. We define
\[
\Psi_\alpha(x_0, r) = r^{p_0(1-\alpha)} \int_{B_r(x_0)} \varphi \left( \frac{|u - (u)_{x_0,r}|}{r} \right) \, dx \quad \text{for } \alpha \in (0, 1).
\]

**Lemma 6.2.** Let \( \alpha \in (0, 1) \); then, there exist constants \( \mu_*, \kappa_* \in (0, 1) \), \( r_* \in (0, \rho_0) \) and \( \tau \in (0, \frac{1}{8}) \) such that the conditions
\[
\frac{\Phi(x_0, r)}{\varphi(|D\ell_{x_0,r}|)} < \mu_* \quad \text{and} \quad \Psi_\alpha(x_0, r) < \kappa_* \tag{6.7}
\]
for \( B_r(x_0) \subset \Omega \) with \( r \leq r_* \), imply
\[
\frac{\Phi(x_0, \tau^jr)}{\varphi(|D\ell_{x_0,\tau^jr}|)} < \mu_* \quad \text{and} \quad \Psi_\alpha(x_0, \tau^jr) < \kappa_* \tag{6.8}
\]
for every \( j \in \mathbb{N}_0 \).

**Proof.** Assume \( x_0 = 0 \) and let us choose the constants. First we let
\[
\tau \leq \min \left\{ \frac{1}{8}, (2^{p_1+1}c_2)^{-\frac{2}{p_1}}, (2(n+2)^{p_1}\tilde{c})^{-\frac{1}{p_0(1-\alpha)}} \right\}
\]
with \( c_2 \) determined in Lemma 6.1 and \( \tilde{c} \) determined next in (6.11). This fixes the constant \( \delta_0 \) of Theorem 3.3 (since \( \varepsilon \) has been chosen such that \( \varepsilon^2 \leq \tau^{n+p_1+2} \)). Next we choose
\[
\mu_* \leq \min \left\{ \left( \frac{\tau^{n+1}}{8(n+2)} \right)^{p_1}, \left( \delta_0 \frac{\tau}{4} \right)^{p_0}, \tau^{p_1+n-p_0(1-\alpha)} \right\},
\]
and \( \kappa_* \) and \( r_* \) so small that
\[
\left[ W(r_* + \omega \left( r_* + \tilde{c} r_*^\alpha \kappa_*^{p_0} \right) \right]^\beta_1 \leq \min \left\{ \left( \frac{\delta_0}{2} \right)^2, \mu_* \right\},
\]
with \( \tilde{c} = \frac{1}{\varphi(1)^{p_0}} \).

Now we prove the lemma by induction on \( j \). If \( j = 0 \) then (6.8) is implied by (6.7). Assume that (6.8) is verified by \( j \in \mathbb{N}_0 \) and let us prove it for \( j + 1 \). We first notice that Hölder inequality together with (2.3) produces
\[
\int_{B_r} |u - (u)_r| \, dx = \frac{1}{|B_r|} \int_{B_r \cap \{ |u - (u)_r| \leq \frac{1}{r} \}} |u - (u)_r| \, dx + \frac{1}{|B_r|} \int_{B_r \cap \{ |u - (u)_r| > \frac{1}{r} \}} |u - (u)_r| \, dx
\]
\[
\leq r + \frac{r}{|B_r|} \int_{B_r \cap \{ |u - (u)_r| > \frac{1}{r} \}} |u - (u)_r| \, dx
\]
\[
\leq r + \frac{r}{|B_r|} \left( \frac{1}{r_0} \right)^{p_0} \left( \int_{B_r \cap \{ |u - (u)_r| > \frac{1}{r} \}} |u - (u)_r| \, dx \right)^{\frac{1}{p_0}} \| B_r \|^{-\frac{1}{p_0}}
\]
\[
= r + \frac{r}{|B_r|^{\frac{1}{p_0}}} \left( \frac{1}{r_0} \right)^{p_0} \left( \int_{B_r \cap \{ |u - (u)_r| > \frac{1}{r} \}} |u - (u)_r| \, dx \right)^{\frac{1}{p_0}} \varphi(1) \, dx
\]
\[
\leq r + \frac{r}{\varphi(1)^{p_0}} \left( \frac{1}{r_0} \right)^{p_0} \varphi(1) \left( \int_{B_r} \varphi \left( \frac{|u - (u)_r|}{r} \right) \, dx \right)^{\frac{1}{p_0}},
\]
so from the definition of \( \Psi_\alpha \) we infer
\[
\mathcal{H}(r) \leq W(r) + r + \omega(r + \tilde{c} r^\alpha \Psi_\alpha(r) \frac{1}{p_0}).
\]
Therefore, recalling that \( r \leq r_* \) and \( \tau \leq 1 \), and by the inductive hypothesis on \( \Psi_{\alpha} \), we have
\[
\mathcal{H}(\tau^j r) \leq W(\tau^j r) + \tau^j r + \omega \left( \tau^j r + c_0(\tau^j r)^{\alpha} \Psi_{\alpha}(\tau^j r) \right) \\
\leq W(r_*) + r_* + \omega \left( r_* + \tilde{c} r_*^{\alpha} \right).
\]

Using the previous choice of constants and Lemma 6.1, we thus have
\[
\Phi(\tau^{j+1} r) \leq c_1 \tau^2 \Phi(\tau^j r) \leq 2c_1 \tau^2 \mu_\ast \varphi(|D\ell_{\tau^j r}|).
\tag{6.9}
\]

Let us consider
\[
|D\ell_{\tau^j r} - D\ell_{\tau^{j+1} r}| \leq \frac{n + 2}{\tau^{j+1} r} \int_{B_{\tau^{j+1} r}} |u - \ell_{\tau^j r}| \, dx \\
= \frac{n + 2}{\tau^{j+1} r} \int_{B_{\tau^{j+1} r}} \left| \frac{u - \ell_{\tau^j r}}{\tau^j r} \right| \, dx \\
\leq \frac{n + 2}{\tau^{n+1}} \left( \varphi[|D\ell_{\tau^j r}|] \right)^{-1} \left( \int_{B_{\tau^j r}} \varphi[|D\ell_{\tau^j r}|] \left( \left| \frac{u - \ell_{\tau^j r}}{\tau^j r} \right| \right) \, dx \right) \\
= \frac{n + 2}{\tau^{n+1}} \left( \varphi[|D\ell_{\tau^j r}|] \right)^{-1} \left( \Phi(\tau^j r) \right) \\
\leq \frac{n + 2}{\tau^{n+1}} \left( \varphi[|D\ell_{\tau^j r}|] \right)^{-1} \left( \mu_\ast \varphi(|D\ell_{\tau^j r}|) \right) \\
\leq \frac{n + 2}{\tau^{n+1}} \mu_\ast^{\frac{1}{m+1}} \left( \varphi[|D\ell_{\tau^j r}|] \right)^{-1} \left( \mu_\ast \varphi(|D\ell_{\tau^j r}|) \right) \\
\leq 4 \frac{n + 2}{\tau^{n+1}} \mu_\ast^{\frac{1}{m+1}} \int_{D\ell_{\tau^j r}} \leq \frac{1}{2} |D\ell_{\tau^j r}|
\]
where we used (6.7) and the choice of \( \mu_\ast \). This implies that
\[
|D\ell_{\tau^j r}| \leq |D\ell_{\tau^j r} - D\ell_{\tau^{j+1} r}| + |D\ell_{\tau^{j+1} r}| \leq \frac{1}{2} |D\ell_{\tau^j r}| + |D\ell_{\tau^{j+1} r}|
\]
and so
\[
|D\ell_{\tau^j r}| \leq 2|D\ell_{\tau^{j+1} r}|. \tag{6.10}
\]

Therefore, combining (6.9) and (6.10), and taking into account (2.3) and the choice of \( \tau \), we have
\[
\Phi(\tau^{j+1} r) \leq 2c_1 \tau^2 \mu_\ast \varphi(|D\ell_{\tau^j r}|) \leq 2c_1 \tau^2 \mu_\ast \varphi(2|D\ell_{\tau^j r}|) \\
\leq c_1 \tau^2 \mu_\ast 2^{m+1} \varphi(|D\ell_{\tau^{j+1} r}|) \leq \mu_\ast \varphi(|D\ell_{\tau^{j+1} r}|).
\]

Now, using \( \ell_{\tau^j r}(x) = (u)_{\tau^j r} + D\ell_{\tau^j r} x \), (3.2), and (2.9), we can see that
\[
\Psi_{\alpha}(\tau^{j+1} r) = (\tau^{j+1} r)^{p_0(1-\alpha)} \int_{B_{\tau^{j+1} r}} \varphi \left( \left| \frac{u - (u)_{\tau^{j+1} r}}{\tau^{j+1} r} \right| \right) \, dx \\
\leq (\tau^{j+1} r)^{p_0(1-\alpha)} \int_{B_{\tau^{j+1} r}} \varphi \left( \left| \frac{u - (u)_{\tau^j r}}{\tau^{j+1} r} \right| \right) \, dx
\]
Hence, by the choice of the constants, we finally get

\[
\leq (\tau^{j+1})^{p_0(1-\alpha)} c \int_{B_{\tau^{j+1}}} \varphi \left( \frac{|u - \ell_{\tau^{j+1}}| + |\ell_{\tau^{j+1}} - (u)_{\tau^{j+1}}|}{\tau^{j+1}} \right) \, dx
\]

\[
\leq (\tau^{j+1})^{p_0(1-\alpha)} c \int_{B_{\tau^{j+1}}} \varphi \left( \frac{|u - \ell_{\tau^{j+1}}|}{\tau^{j+1}} \right) \, dx
\]

\[
\leq (\tau^{j+1})^{p_0(1-\alpha)} c \int_{B_{\tau^{j+1}}} \varphi |D\ell_{\tau^{j+1}}| \left( \frac{|u - \ell_{\tau^{j+1}}|}{\tau^{j+1}} \right) \, dx + (\tau^{j+1})^{p_0(1-\alpha)} c \varphi(\|D\ell_{\tau^{j+1}}\|)
\]

\[
\leq \frac{(\tau^{j+1})^{p_0(1-\alpha)} c}{\tau^{p_1+n}} \int_{B_{\tau^{j+1}}} \varphi |D\ell_{\tau^{j+1}}| \left( \frac{|u - \ell_{\tau^{j+1}}|}{\tau^{j+1}} \right) \, dx + (\tau^{j+1})^{p_0(1-\alpha)} c \varphi(\|D\ell_{\tau^{j+1}}\|)
\]

\[
= \frac{(\tau^{j+1})^{p_0(1-\alpha)} c}{\tau^{p_1+n}} \Phi(\tau^{j+1}) + (\tau^{j+1})^{p_0(1-\alpha)} c \varphi(\|D\ell_{\tau^{j+1}}\|)
\]

\[
\leq \frac{(\tau^{j+1})^{p_0(1-\alpha)} c}{\tau^{p_1+n}} \mu^* \varphi(\|D\ell_{\tau^{j+1}}\|) + (\tau^{j+1})^{p_0(1-\alpha)} c \varphi(\|D\ell_{\tau^{j+1}}\|).
\]

Let us note that from

\[
|D\ell_{\tau^{j+1}}| \leq \frac{n+2}{\tau^{j+1}} \int_{B_{\tau^{j+1}}} |u - (u)_{\tau^{j+1}}| \, dx
\]

we get

\[
\varphi(\|D\ell_{\tau^{j+1}}\|) \leq (n+2)^{p_1} \int_{B_{\tau^{j+1}}} \varphi \left( \frac{|u - (u)_{\tau^{j+1}}|}{\tau^{j+1}} \right) \, dx
\]

\[
= (n+2)^{p_1} \frac{1}{(\tau^{j+1})^{p_0(1-\alpha)}} \Psi_{\alpha}(\tau^{j+1}) \leq \frac{(n+2)^{p_1}}{(\tau^{j+1})^{p_0(1-\alpha)}} \kappa^*.
\]

Hence, by the choice of the constants, we finally get

\[
\Psi_{\alpha}(\tau^{j+1}) \leq \frac{(\tau^{j+1})^{p_0(1-\alpha)} c}{\tau^{p_1+n}} \mu^* \frac{(n+2)^{p_1}}{(\tau^{j+1})^{p_0(1-\alpha)}} \kappa^* + (\tau^{j+1})^{p_0(1-\alpha)} c \frac{(n+2)^{p_1}}{(\tau^{j+1})^{p_0(1-\alpha)}} \kappa^*
\]

\[
\leq \tilde{c} \tau^{p_0(1-\alpha)} - p_1 - n \frac{(n+2)^{p_1}}{\mu^* \kappa^*} + \tilde{c} \tau^{p_0(1-\alpha)} (n+2)^{p_1} \kappa^* \leq \kappa^*.
\]

\[\square\]

We now establish an excess improvement estimate for the degenerate case. This will be achieved via the \(\varphi\)-harmonic approximation lemma. We will be able to approximate our solution by a \(\varphi\)-harmonic function, allowing our solution to inherit the a priori estimates for \(\varphi\)-harmonic functions due to [9].

**Lemma 6.3.** Let \(\alpha, \mu, \kappa \in (0, 1)\); then, there exist constants \(\sigma \in (0, 1)\), \(r_{\sigma}\) and \(\delta_{\sigma}\) such that if

\[
\mu \varphi(\|D\ell_{x_0, r}\|) \leq \Phi(x_0, r) \quad \text{and} \quad \Phi(x_0, r) \leq \delta_{\sigma}
\]

with \(r < r_{\sigma}\), then

\[
\Phi(x_0, \sigma r) \leq \delta_{\sigma} \quad \text{and} \quad \Psi_{\alpha}(x_0, \sigma r) < \kappa.
\]

**Proof.** Assume \(x_0 = 0\) and let us consider the function \(h\), unique solution to

\[
\begin{cases}
- \text{div} \left( \varphi'(\|Dh\|) \frac{\partial h}{\partial n} \right) = 0 & \text{in} \ B_{\frac{r}{2}}, \\
h = u & \text{on} \ \partial B_{\frac{r}{2}}.
\end{cases}
\]

Let \(\sigma \in (0, \frac{1}{4})\) be such that

\[
\tilde{c} \sigma^{2\alpha} \left( 1 + \frac{1}{\mu} \right) < 1 \quad \text{and} \quad \sigma^{p_0(1-\alpha)} < \frac{\mu}{\mu + 1} \kappa, \quad (6.13)
\]
where \( \tilde{c} \) and \( \tilde{\epsilon} \) will be defined later. We set \( \epsilon = \sigma^{2\alpha_0+n} \) and \( \delta_0 \) be the corresponding constant from Theorem 3.1, with \( \alpha_0 \in (0,1) \) defined by (3.4) (relative to \( h \)); moreover we choose \( c_1 \delta = \frac{1}{3} \delta_0 \), where \( c_1 \) and \( \delta \) come from Lemma 5.2.

Then, using (2.9) and (6.12), it yields

\[
\Psi_1 \left( \frac{r}{2} \right) = \int_{B_r} \varphi \left( \frac{|u - (u)_r|}{r} \right) \, dx \leq c \int_{B_r} \varphi \left( \frac{|u - (\ell_r)|}{r} + |D\ell_r| \right) \, dx \\
\leq \tilde{c} \int_{B_r} \varphi(|D\ell_r|) \left( \frac{|u - (\ell_r)|}{r} \right) \, dx + \varphi(|D\ell_r|) \\
\leq \tilde{c} \Phi(r) + \frac{\tilde{c}}{\mu} \Phi(r) \leq \delta_* \tilde{c} \left( 1 + \frac{1}{\mu} \right),
\]

hence

\[
\frac{c_1}{\eta(\delta)} \varphi^{-1} \left( \Psi_1 \left( \frac{r}{2} \right) \right) \leq \frac{c_1}{\eta(\delta)} \varphi^{-1} \left( \delta_* \tilde{c} \left( 1 + \frac{1}{\mu} \right) \right) \leq \frac{1}{3} \delta_0 \epsilon,
\]

provided \( \delta_* \) is chosen sufficiently small to guarantee (6.15). We note that from (6.14), \( \delta_* < 1 \), and \( r < r_* \) we have also

\[
\int_{B_r} |u - (u)_r| \, dx = r \int_{B_r} \frac{|u - (u)_r|}{r} \, dx = r \varphi^{-1} \circ \varphi \left( \int_{B_r} \frac{|u - (u)_r|}{r} \, dx \right) \\
\leq r \varphi^{-1} (\Psi_1 (r)) \leq r \varphi^{-1} \left( \delta_* \tilde{c} \left( 1 + \frac{1}{\mu} \right) \right) \\
\leq r \varphi^{-1} \left( \tilde{c} \left( 1 + \frac{1}{\mu} \right) \right) \leq r_* c_*,
\]

where \( c_* = \varphi^{-1} \left( \tilde{c} \left( 1 + \frac{1}{\mu} \right) \right) \). Now, we choose \( r_* \) such that

\[
c_1 \left[ W(r_*^{\frac{1}{n-1}} + \omega(c_* r_*^{\frac{1}{n-1}} + r_*^{\frac{1}{n-1}}) \right] \leq \frac{1}{3} \delta_0.
\]

Therefore, from Lemma 5.2 we have

\[
\left| \int_{B_*} \varphi'(|Du|) \frac{Du}{|Du|} \, dx \right| \leq \delta_0 \left[ \int_{B_*} \varphi(|Du|) \, dx + \varphi(\|D\zeta\|_\infty) \right] 
\]

Hence we can apply Theorem 3.1 to assert that the function \( h \) satisfies

\[
\left( \int_{B_*} |V(Du) - V(Dh)|^2 \right)^{\frac{1}{2}} \leq \epsilon \int_{B_*} \varphi(|Du|) \, dx = \sigma^{2\alpha_0+n} \int_{B_*} \varphi(|Du|) \, dx,
\]

recalling the definition of \( \epsilon \). From [4, Corollary 2.10] it follows that

\[
\int_{B_*} |V(Du) - V(Dh)|^2 \, dx \leq c \sigma^{2\alpha_0+n} \int_{B_*} \varphi(|Du|) \, dx.
\]

Now, let \( \sigma < \frac{1}{4} \). Then, from Poincaré’s inequality

\[
\Phi(\sigma r) = \int_{B_{sr}} \varphi_{|D\ell_{sr}|} \left( \frac{|u - \ell_{sr}|}{\sigma r} \right) \, dx
\]
Estimate of II. From (3.4) and using the fact that \( |V(Dh)|^2 \sim \varphi(|Dh|) \) we have

\[
II \leq c \sigma^{2\alpha_0} \int_{B_{\frac{1}{2}}} |V(Dh) - (V(Dh))_\star|^2 dx \leq c \sigma^{2\alpha_0} \int_{B_{\frac{1}{2}}} \varphi(|Dh|) dx
\]

Estimate of III. From the definition of the \( V \)-function we have

\[
III \leq c \varphi(|Dh|_\star) \left( |D\ell_{\sigma\ell} - (Dh)_{\sigma\ell}| \right).
\]

By (3.1), we note that

\[
|D\ell_{\sigma\ell} - (Dh)_{\sigma\ell}| \leq \frac{n + 2}{\sigma} \int_{B_{\sigma r}} |u - (u)_{\sigma r} - (Dh)_{\sigma r} x| dx \leq (n + 2)c \int_{B_{\sigma r}} |Du - (Dh)_{\sigma r}| dx,
\]

hence it yields

\[
III \leq c \int_{B_{\sigma r}} \varphi(|Du - (Dh)_{\sigma r}|) dx \leq c \int_{B_{\sigma r}} |V(Du) - V((Dh)_{\sigma r})|^2 dx
\]

\[
\leq c \left[ \int_{B_{\sigma r}} |V(Du) - V(Dh)|^2 dx + \int_{B_{\sigma r}} |V(Dh) - V((Dh)_{\sigma r})|^2 dx \right]
\]

\[
\leq c \sigma^{2\alpha_0} \int_{B_{\frac{1}{2}}} \varphi(|Du|) dx.
\]

Combining the previous estimates we obtain

\[
\Phi(\sigma r) \leq c \sigma^{2\alpha_0} \int_{B_{\frac{1}{2}}} \varphi(|Du|) dx.
\]

Using Theorem 4.1, (2.9), and (6.12) we get

\[
\Phi(\sigma r) \leq c \sigma^{2\alpha_0} \int_{B_{\frac{1}{2}}} \varphi(|Du|) dx \leq c \sigma^{2\alpha_0} \int_{B_r} \varphi \left( \frac{|u - (u)|_r}{r} \right) dx \leq c \sigma^{2\alpha_0} \int_{B_r} \varphi \left( \frac{|u - \ell|}{r} + |D\ell| \right)
\]

\[
\leq \tilde{c} \sigma^{2\alpha_0} \left[ \int_{B_r} \varphi|D\ell_{\ell}| \left( \frac{|u - \ell|_r}{r} \right) dx + \varphi(|D\ell|) \right] \leq \tilde{c} \sigma^{2\alpha_0} \left( 1 + \frac{1}{\mu} \right) \Phi(r) \leq \tilde{c} \sigma^{2\alpha_0} \left( 1 + \frac{1}{\mu} \right) \delta_{\star}
\]

\[
\leq \delta_{\star},
\]
according to (6.13). Moreover, from (2.9), Poincaré’s inequality, and (3.3), and proceeding as for the estimates of $I$, $II$, and $III$ we get

\[
\Psi_{\alpha}(\sigma r) = (\sigma r)^{p_0(1-\alpha)} \int_{B_{\sigma r}} \varphi \left( \frac{|u - (u)_{\sigma r}|}{\sigma r} \right) dx \\
\leq (\sigma r)^{p_0(1-\alpha)} \int_{B_{\sigma r}} \varphi \left( \frac{|u - (u)_{\sigma r} - (Dh)_{\sigma r} x|}{\sigma r} \right) + |(Dh)_{\sigma r}| dx \\
\leq c(\sigma r)^{p_0(1-\alpha)} \left[ \int_{B_{\sigma r}} \varphi(|(Dh)_{\sigma r}|) \left( \frac{|u - (u)_{\sigma r} - (Dh)_{\sigma r} x|}{\sigma r} \right) dx + \varphi(|(Dh)|) \right] \\
\leq c(\sigma r)^{p_0(1-\alpha)} \left[ \int_{B_{\sigma r}} \varphi(|(Dh)_{\sigma r}|) |Du - (Dh)_{\sigma r}| dx + \int_{B_{\sigma r}} \varphi(|Dh|) dx \right] \\
\leq c(\sigma r)^{p_0(1-\alpha)} \left[ \int_{B_{\sigma r}} |V(Du) - V((Dh)_{\sigma r})|^2 dx + \sup_{B_{\sigma r}} \varphi(|Dh|) \right] \\
\leq c(\sigma r)^{p_0(1-\alpha)} |(\sigma r)^{2\alpha} \int_{B_{\sigma r}} \varphi(|Du|) dx + c(\sigma r)^{p_0(1-\alpha)} \int_{B_{\sigma r}} \varphi(|Du|) dx \right] \\
\leq c(\sigma r)^{p_0(1-\alpha)} \int_{B_{\sigma r}} \varphi(|Du|) dx \leq \tilde{c}(\sigma r)^{p_0(1-\alpha)} \left( 1 + \frac{1}{\mu} \right) \delta_* \leq \tilde{c}(\sigma r)^{p_0(1-\alpha)} \left( 1 + \frac{1}{\mu} \right) \leq \kappa,
\]

according to (6.13). This completes the proof of the lemma. \square

In the following lemma we combine the degenerate and the non-degenerate regime.

**Lemma 6.4.** Let $\alpha \in (0, 1)$. Then there exist constants $\delta_*, \kappa_* \in (0, 1)$ and $r_1, C$ such that the conditions

$$
\Phi(x_0, r) < \delta_* \quad \text{and} \quad \Psi_{\alpha}(x_0, r) < \kappa_*
$$

(6.17)

for $B_r(x_0) \subset \Omega$ with $r \leq r_1$, imply

$$
\sup_{\rho \in (0, r]} \Psi_{\alpha}(x_0, \rho) \leq C.
$$

**Proof.** Assume $x_0 = 0$. Let $\mu_* \in (0, 1)$, $\kappa_* \in (0, 1)$, $r_* \in (0, \rho_0)$ and $\tau \in \left(0, \frac{1}{8}\right)$ be given by Lemma 6.2. Let us choose $\mu = \mu_*$ and $\kappa = \kappa_*$ in Lemma 6.3. Set $r_1 = \min\{r_*, r_*\}$, and take $r \leq r_1$.

Define

$$
\mathcal{S} = \left\{ k \in \mathbb{N}_0 : \mu_* \varphi(|D\ell_{\sigma r}|) \leq \Phi(\sigma^k r) \right\}.
$$

We distinguish two cases.

**First case:** $\mathcal{S} = \mathbb{N}_0$. We claim that

$$
\Phi(\sigma^k r) < \delta_* \quad \text{and} \quad \Psi_{\alpha}(\sigma^k r) \leq \kappa_* \quad \forall k \in \mathbb{N}_0.
$$

(6.18)

We prove the claim by induction on $k$. If $k = 0$ then (6.18) follows by (6.17). Assume that (6.18) is verified by $k \in \mathbb{N}_0$ and let us prove it for $k + 1$. By applying Lemma 6.3 to $\sigma^k r$ in place of $r$ we get the thesis. Now we prove that

$$
\sup_{\rho \in (0, r]} \Psi_{\alpha}(\rho) \leq C.
$$

(6.19)

Let $\rho \in (0, r]$. Then there exists $k \in \mathbb{N}_0$ such that

$$
\sigma^{k+1} r < \rho \leq \sigma^k r.
$$
Then, by Remark 3.1, (2.3) and (6.18) we infer
\[
\Psi_{\alpha}(\rho) = \rho^{|\alpha|} \int_{B_\rho} \varphi \left( \frac{|u - (u)_{\rho}|}{\rho} \right) \, dx \\
\leq \frac{c(\sigma^k r)^{|\alpha|}}{\sigma^n |B_{\sigma^k r}|} \int_{B_\rho} \varphi \left( \frac{|u - (u)_{\rho}|}{\rho} \right) \, dx \\
\leq \frac{c(\sigma^k r)^{|\alpha|}}{\sigma^n \rho} \int_{B_{\sigma^k r}} \varphi \left( \frac{|u - (u)_{\rho}|}{\sigma^k r} \right) \, dx \\
\leq \frac{c(\sigma^k r)^{|\alpha|}}{\sigma^{n+1} |B_{\sigma^k r}|} \int_{B_{\sigma^k r}} \varphi \left( \frac{|u - (u)_{\rho}|}{\sigma^k r} \right) \, dx \\
= \frac{c}{\sigma^{n+1}} \Psi_{\alpha}(\sigma^k r) \leq \frac{c}{\sigma^{n+1}} \kappa_s.
\]
Hence (6.19) holds true.

**Second case:** \( S \neq \mathbb{N}_0 \). Then, there exists \( k_0 = \min\{\mathbb{N}_0 \setminus S\} \in \mathbb{N}_0 \) such that for any \( k = 0, \ldots, k_0 - 1 \) (if \( k_0 \geq 1 \))
\[
\mu_* \varphi(|D\ell_{\sigma^k r}|) \leq \Phi(\sigma^k r) \quad \text{and} \quad \mu_* \varphi(|D\ell_{\sigma^0 r}|) > \Phi(\sigma^0 r).
\]
Proceeding as in the first case, we deduce that for any \( k \leq k_0 \)
\[
\Phi(\sigma^k r) < \delta_* \quad \text{and} \quad \Psi_{\alpha}(\sigma^k r) < \kappa_*.
\] (6.20)
Therefore
\[
\frac{\Phi(\sigma^0 r)}{\varphi(|D\ell_{\sigma^0 r}|)} < \mu_* \quad \text{and} \quad \Psi_{\alpha}(\sigma^0 r) < \kappa_*.
\]
Thus we are in the position to apply Lemma 6.2 to deduce that
\[
\frac{\Phi(\tau^j \sigma^0 r)}{\varphi(|D\ell_{\tau^j \sigma^0 r}|)} < \mu_* \quad \text{and} \quad \Psi_{\alpha}(\tau^j \sigma^0 r) < \kappa_* \quad \forall j \in \mathbb{N}_0.
\]
Let \( \rho \in (0, r] \). If \( \rho \in \left( \sigma^0 r, \frac{\sigma^k r}{2} \right] \) then there exists \( k \leq k_0 \) such that \( \sigma^k r < \rho \leq \sigma^k r \). Hence we are in the same position of the first case, and we deduce that
\[
\Psi_{\alpha}(\rho) \leq \frac{c}{\sigma^{n+1}} \kappa_*.
\]
Now, if \( \rho \in \left( 0, \frac{\sigma^0 r}{2} \right] \), then there exists \( j \in \mathbb{N}_0 \) such that \( \tau^{j+1} \sigma^0 r < \rho \leq \tau^j \sigma^0 r \). Therefore
\[
\Psi_{\alpha}(\rho) = \rho^{|\alpha|} \int_{B_\rho} \varphi \left( \frac{|u - (u)_{\rho}|}{\rho} \right) \, dx \\
\leq \frac{c(\tau^j \sigma^0 r)^{|\alpha|}}{\tau^n |B_{\tau^j \sigma^0 r}|} \int_{B_\rho} \varphi \left( \frac{|u - (u)_{\rho}|}{\tau^j \sigma^0 r} \right) \, dx \\
\leq \frac{c}{\tau^{n+1}} \Psi_{\alpha}(\tau^j \sigma^0 r) < \frac{c}{\tau^{n+1}} \kappa_*.
\]
Then we conclude that
\[
\sup_{\rho \in (0, r]} \Psi_{\alpha}(\rho) \leq c \kappa_s \max \left\{ \frac{1}{\tau^{n+1}}, \frac{1}{\sigma^{n+1}} \right\},
\]
and this completes the proof of the lemma. \( \square \)
7. Proof of the main result

Let $x_0$ be such that

\[
\liminf_{r \to 0} \int_{B_r(x_0)} |V(Du) - (V(Du))_{x_0,r}|^2 \, dx = 0,
\]

\[
\limsup_{r \to 0} \left| \int_{B_r(x_0)} Du \, dx \right| < \infty.
\]

Using Lemma 22 in [8] we have that

\[
\liminf_{r \to 0} \int_{B_r(x_0)} \varphi((Du)_{x_0,r}, |Du - (Du)_{x_0,r}|) \, dx = 0.
\]

Exploiting Poincaré’s inequality together with (2.9) we infer

\[
\Psi_\alpha(x_0, r) = r^{p_0(1-\alpha)} \int_{B_r(x_0)} \varphi \left( \frac{|u - (u)_{x_0,r}|}{r} \right) \, dx
\]

\[
\leq cr^{p_0(1-\alpha)} \int_{B_r(x_0)} \varphi(|Du|) \, dx
\]

\[
\leq cr^{p_0(1-\alpha)} \int_{B_r(x_0)} \varphi(|Du - (Du)_{x_0,r}| + |(Du)_{x_0,r}|) \, dx
\]

\[
\leq cr^{p_0(1-\alpha)} \int_{B_r(x_0)} \varphi(|(Du)|_{x_0,r}, |(Du - (Du)_{x_0,r})|) \, dx + cr^{p_0(1-\alpha)} \varphi(|(Du)_{x_0,r}|).
\]

Furthermore, using Lemma 3.3, we get

\[
\Phi(x_0, r) = \int_{B_r(x_0)} \varphi(|D\ell|_{x_0,r}, \frac{|u - \ell_{x_0,r}|}{r}) \, dx
\]

\[
\leq cp \int_{B_r} \varphi(|D\ell|_{x_0,r}, |Du - (Du)_{x_0,r}|) \, dx
\]

\[
\leq c \int_{B_r} \varphi(|Du|_{x_0,r}, |Du - (Du)_{x_0,r}|) \, dx + c \varphi(|D\ell|_{x_0,r}, |(Du)_{x_0,r} - (D\ell)_{x_0,r}|)
\]

\[
\leq c \int_{B_r} \varphi(|Du|_{x_0,r}, |Du - (Du)_{x_0,r}|) \, dx + c \varphi(|Du|_{x_0,r}, |(Du)_{x_0,r} - (D\ell)_{x_0,r}|)
\]

\[
\leq \int_{B_r} \varphi(|Du|_{x_0,r}, |Du - (Du)_{x_0,r}|) \, dx.
\]

Keeping in mind the choice of $x_0$, these estimates lead to the existence of a radius $\rho < r_1$ such that

$$\Phi(x_0, \rho) < \delta_* \quad \text{and} \quad \Psi_\alpha(x_0, \rho) < \kappa_*,$$

where $r_1$, $\delta_*$, and $\kappa_*$ are given in Lemma 6.4. The absolute continuity of the integral entails the existence of a neighborhood $U$ of $x_0$ such that:

$$\Phi(x, \rho) < \delta_* \quad \text{and} \quad \Psi_\alpha(x, \rho) < \kappa_* \quad \forall x \in U.$$

So, by Lemma 6.4 we get

$$\sup_{x \in U, \sigma \in (0, \rho]} \Psi_\alpha(x, \sigma) < \infty,$$

from which we finally deduce

$$\sigma^{p_0(1-\alpha)} \int_{B_\sigma(x)} \left| \frac{u - (u)_{x,\sigma}}{\sigma} \right|^{p_0} \, dx$$
Using Campanato’s characterization of Hölder continuous functions we eventually conclude that \( u \in C^{0,\alpha}(U, \mathbb{R}^N) \).
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