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Abstract

Despite the remarkable success deep models have achieved in Textual Matching (TM) tasks, it still remains unclear whether they truly understand language or measure the semantic similarity of texts by exploiting statistical bias in datasets. In this work, we provide a new perspective to study this issue — via the length divergence bias. We find the length divergence heuristic widely exists in prevalent TM datasets, providing direct cues for prediction. To determine whether TM models have adopted such heuristic, we introduce an adversarial evaluation scheme which invalidates the heuristic. In this adversarial setting, all TM models perform worse, indicating they have indeed adopted this heuristic. Through a well-designed probing experiment, we empirically validate that the bias of TM models can be attributed in part to extracting the text length information during training. To alleviate the length divergence bias, we propose an adversarial training method. The results demonstrate we successfully improve the robustness and generalization ability of models at the same time.

1 Introduction

Textual matching is a crucial component in various NLP applications, such as information retrieval (Li and Xu, 2014), question answering (Shen and Lapata, 2007) and duplicate detection (Bilenko and Mooney, 2003). Given a pair of texts, the goal is to determine the semantic similarity between them. A lot of deep models (Chen et al., 2017; Wang et al., 2017; Pang et al., 2016; Guo et al., 2019; Wan et al., 2016) have achieved excellent performance on various TM benchmarks.

However, recent work has found that current models are prone to adopting shallow heuristics in the datasets, rather than learning the underlying linguistics that they are intended to capture. This issue has been documented across tasks in natural language understanding. In natural language arguments, for example, Niven and Kao (2019) showed that model performance is inflated by spurious statistical cues. Similar heuristics arise in natural language inference (McCoy et al., 2019; Naik et al., 2018) and reading comprehension (Jia and Liang, 2017).

In this paper, we address this issue in the domain of textual matching. The focus of our work is on the length divergence bias — models tend to classify examples with high length divergence as negative and vice versa. Table 1 shows a single set of instances from Twitter-URL that demonstrates the length divergence bias.

We analyze current TM datasets and find that all of them follow specific length divergence distribution by labels. To determine whether TM models have employed this spurious pattern to facilitate their performance, we construct adversarial test sets which invalidate this heuristic and re-evaluate TM models. There is a performance drop on 14 out of total 16 combinations of models and tasks,

| Label | Output |
|-------|--------|
| Paraphrase | Non-paraphrase |
| Non-paraphrase | Paraphrase |

Table 1: Examples for length divergence bias, originally from Twitter-URL. “Output” is the output label by ESIM trained on the original training set. Numbers in bold are the number of words each text consists of. Model is misled by the length divergence of two texts.

T1 - Microsoft acquires Maluuba, a startup focused on general artificial intelligence. (10)
T2 - Microsoft has acquired Canadian startup Maluuba, a company founded by University of Waterloo grads Kaheer Suleman and Sam Pasupalak that also participated in. (22)
Label: Paraphrase Output: Non-paraphrase

T1 - Bill would cut off aid to countries that don’t take back their illegal immigrant criminals. (15)
T2 - Common Sense law faces massive opposition supposing that Aid would be cut off to countries who refuse their citizens. (19)
Label: Non-paraphrase Output: Paraphrase

Table 1: Examples for length divergence bias, originally from Twitter-URL. “Output” is the output label by ESIM trained on the original training set. Numbers in bold are the number of words each text consists of. Model is misled by the length divergence of two texts.
saying their reliance on this heuristic.

Despite demonstrating the existence of length divergence bias, the underlying reason has not been well explained. By conducting the SentLen probing experiment (Conneau et al., 2018), we bridge this gap through revealing the text length information TM models have learned during training.

We finally explore a simple yet effective adversarial training method to correct the length divergence bias. The results show our approach not only reduces the bias but also improves the generalization ability of TM models. To encourage the development of TM models that understand semantics more precisely, we will release our code.

2 Datasets and Models

We select four well-known NLP and IR datasets as follows: Quora Question Pairs (QQP) (Wang et al., 2018), Twitter-URL (Lan et al., 2017), TrecQA (Wang et al., 2007), and TREC Microblog 2013 (Microblog) (Lin and Efron, 2013).

We study four models for textual matching tasks: MatchPyramid (Pang et al., 2016), BiMPM (Wang et al., 2017), ESIM (Chen et al., 2017) and BERT (Devlin et al., 2019). The four models above are representative in terms of neural architectures.

The detailed explanation for each dataset and model can be found in Appendix A.1 and A.2.

3 Length Divergence Heuristic in Current Datasets

In this section, we characterize existing datasets from the perspective of the length divergence between text pairs. We first formulate pairwise length divergence for NLP tasks and listwise length divergence for IR tasks, respectively.

Pairwise. Given two texts $T_1$ and $T_2$, their relative length divergence is defined as:

$$
\Delta_{rel} \mathcal{L}(T_1, T_2) := \frac{|\mathcal{L}_{T_1} - \mathcal{L}_{T_2}|}{\min(\mathcal{L}_{T_1}, \mathcal{L}_{T_2})},
$$

where

$$
\mathcal{L}_T := \# \text{(words in } T). \quad (2)
$$

Listwise. In IR tasks, each example consists of a query $Q$ and a list of documents $D$ associated with it. We define the listwise relative length divergence with respect to $Q$ as:

$$
\Delta_{rel} \mathcal{L}(Q, D) := \frac{\sum_{d \in D^+} - \sum_{d \in (D^-)}}{\min(\Delta_{rel} \mathcal{L}(Q, D^+), \Delta_{rel} \mathcal{L}(Q, D^-))},
$$

$$
\Delta_{rel} \mathcal{L}(Q, D^{+/-}) = \frac{\sum_{d \in D^+ - D^-} - \sum_{d \in D^- - D^+}}{|D^{+/-}|},
$$

where $D^+$ is the set of relevant documents while $D^-$ is irrelevant. For instances whose $\Delta_{rel} \mathcal{L}(Q, D^{+/-})$ does not exist or is equal to zero, we set $\Delta_{rel} \mathcal{L}(Q, D)$ to be a large number.

Based on the length divergence definition, we sort and split the training sets into quartets, namely $\text{CAT1} - 4$, and examine length divergence distribution by labels for each dataset. Statistics are shown in Figure 1. We can see that all datasets suffer from the same problem: as the length divergence increases, the ratio of positive examples decreases. Overall, negative examples tend to have higher length divergence than positive ones, providing direct cues for label assignment.

4 Length Divergence Bias in TM Models

In this section, we demonstrate that existing TM models indeed employ the length divergence heuristic in datasets. Existing test sets are drawn from the same distribution as the training sets, which are overly lenient on models that rely on superficial cues. To provide a more robust assessment of TM models, we construct adversarial test sets by eliminating such heuristic.

4.1 Adversarial Test Sets

For two NLP datasets, adversarial test sets are built by the following steps: First, examples are sorted and split into four categories according to their
length divergence. Second, we down-sample each category to align with the average PosRatio of the whole test set, i.e., the adversarial datasets we construct are subsets of the original ones. Table 2 gives the details of the adversarial test set we build on QQP task, with a comparison of the original one.

The construction of IR datasets follows the same first step as NLP datasets. Considering random down-sampling may break the completion of query and its associated documents, in the second step, we discard the fourth category directly instead of down-sampling across all categories.

### 4.2 Re-evaluating TM Models

To examine whether TM models exploit the length divergence heuristic of existing datasets, models trained on the original training sets are evaluated on the original and adversarial test sets, respectively. We provide further details to facilitate reproducibility in Appendix A.3.

**Results.** The results are shown in Table 3. Overall, almost all models have a performance drop on all datasets (14 out of total 16 combinations). It seems that MatchPyramid captures the richest length divergence cues, as its performance drops most dramatically. BiMPM and ESIM both perform worse on the adversarial test sets except for one task. Although BERT outperforms other models, it cannot maintain its performance under adversarial evaluation either.

Moreover, we explore how the recall varies with the length divergence of examples. We report the recall for four length divergence categories of all models on QQP adversarial test set. Figure 2 shows that the recall declines across four categories, which indicates that TM models are more inclined to determine examples with high length divergence as negative, and vice versa.

We address that the adversarial evaluation scheme, which invalidates the length divergence heuristic, provides a more robust assessment for TM models. The above results are well apt with our intuitions about the length divergence bias: models do exploit some superficial cues about length divergence, instead of truly understanding the meaning of texts despite their good performance.

### 4.3 Probing Experiment

The adversarial evaluation has revealed the length divergence bias of TM models, but reason for this phenomenon is still unclear. In this section, we dig deeper into this problem.

Despite the variations of the architectures of TM models, all of them need to extract representation of texts first. The linguistic properties TM models capture have a direct effect on the downstream tasks. To explore what kind of information TM models have learned, we introduce a probing experiment using representations produced by TM models to predict the length of texts. We conduct the SentLen task in SentEval (Conneau et al., 2018), which is a 6-way classification task performed by a simple MLP with Sigmoid activation. As MatchPyramid cannot produce representation of a single text, we do not include it in this probing experiment. BiMPM and ESIM model both employ a BiLSTM encoder. We select the maximum value over each dimension of the hidden units as text representations, and use untrained encoders with random weights as the baseline. As BERT uses the output of the first token ([CLS] token) to make classification, we report the classification result using [CLS] token representations. We use the pre-trained model without fine-tuning as baseline.

**Results.** From Table 4 we can see that BiLSTM
We first construct the adversarial training sets in Table 3. Performances of four TM models on the original and adversarial test sets for four tasks. Models are first re-trained each model on the adversarial training sets the same way as the adversarial test sets. We next conduct adversarial training not only successfully corrects the length divergence bias in TM models but also improves their generalization ability.

## 6 Conclusion

The inspiring success of deep models is accounted for by employment spurious heuristics in datasets, instead of truly understanding the language. In this work, we investigate the length divergence heuristic that textual matching models are prone to learn. We characterize current TM datasets and find that examples with high length divergence tend to have negative labels and vice versa. To provide a more robust assessment, we construct adversarial test sets, on which models using this heuristic are guaranteed to fail. Experiments show that almost all TM models perform worse on adversarial test sets, indicating they indeed exploit the length divergence cues. We then provide a deeper insight by conducting the SentLen probing experiment. TM models are shown to learn rich text length information during training, which accounts for the length divergence bias. Finally, we propose a simple yet effective adversarial training method to alleviate the length divergence bias in TM models. It’s a little inspiring that our approach improves models’ robustness and generalization ability at the same time. Overall, our results indicate that, there is still substantial room towards TM models which except for one combination (ESIM on QQP). It is a little surprising that adversarial training brings tremendous benefits to some models on IR tasks (MatchPyramid and ESIM on TrecQA dataset, BiMPM and ESIM on Microblog dataset). One possible explanation for this phenomenon is that, in IR tasks, the length divergence and class-imbalance are more severe than NLP tasks. While alleviating the length divergence bias of TM models, our method also makes models achieve better performances on the original test sets. Overall, the adversarial training not only successfully corrects the length divergence bias in TM models but also improves their generalization ability.
understand language more precisely.
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A Appendix

A.1 Datasets Details

Here, we provide details for the datasets we use.

**Quora Question Pairs (QQP)** (Wang et al., 2018) is a widely used benchmark in semantic matching. Each pair is annotated with a binary label indicating whether the two texts are paraphrases or not. We use split QQP from GLUE (Wang et al., 2018) benchmark with 363,849 examples for training and 40,430 for testing. We report accuracy (Acc) and balanced accuracy (BA).

**Twitter-URL** (Lan et al., 2017) is a sentence-level paraphrases dataset collected from tweets with 42,200 examples for training and 9334 for testing. For each pair, there are 6 raw annotations given by human raters. We perform the data preprocessing followed the author’s notes.\(^1\) We report macro-F1 and micro-F1.

**TrecQA** (Wang et al., 2007) is a widely used benchmark for question answering. According to Rao et al. (2016), there are two versions of TrecQA: both have the same training set, but their test sets are different. We use the clean version (Wang and Ittycheria, 2015) with 53,417 examples for training and 1117 for testing. We report mean average precision (MAP) and mean reciprocal rank (MRR).

**TREC Microblog 2013 (Microblog)** (Lin and Efron, 2013) is a task to rank candidate tweets by relevance to a short query. We use the version prepared by Rao et al. (2019) with 39,378 examples for training and 6814 for testing. We report MAP.

Despite the fact that these datasets differ in tasks (similarity scoring vs. paraphrase detection vs. answer selection vs. tweet search), we regard all of them as a binary classification task to predict the textual similarity between two texts.

A.2 Models Details

Here, we provide details for the models we use.

**MatchPyramid** (Pang et al., 2016) views the matching matrix between two texts as an image, and a CNN is employed to learn hierarchical matching patterns.

**BiMPM** (Wang et al., 2017) matches encoded text pairs in two directions with four matching strategies. To accelerate the training procedure, we discard the character-composed embedding of the original BiMPM.

**ESIM** (Chen et al., 2017) is a sequential inference model based on chain LSTMs. We use the base ESIM without ensembling with a TreeLSTM.

**BERT** (Devlin et al., 2019) is a transformer-based (Vaswani et al., 2017) pre-trained language model. Due to the limitation of computational resources, we use BERT\(_{\text{TINY}}\), which is a compact BERT model with 2 layers and 128 hidden units.

MatchPyramid is based on CNN, BiMPM and ESIM on RNN, and BERT\(_{\text{TINY}}\) on Transformers.

---

\(^1\)https://github.com/lanwuwei/Twitter-URL-Corpus

---
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A.3 Training Details

We provide further details about the evaluation in Section 4 to facilitate reproducibility. We implement baselines based on open-source reproduction. \(^2\)

**Parameters setting.** For MatchPyramid, BiMPM and ESIM, we use 300-dimension GloVe word embeddings (Pennington et al., 2014), and keep the pre-trained embeddings fixed during training. Words not present in the set of pre-trained words are initialized randomly. The kernel size of MatchPyramid is set to be $5 \times 5$ and $3 \times 3$. The dimension of hidden states of ESIM and BiMPM is set to be 128 and 100, respectively. They are trained using Adam (Kingma and Ba, 2015) with initial learning rate of $1e^{-4}$ and batch size of 64. For BERT, we use the implementation provided by the authors \(^3\) and apply their default fine-tuning configuration.

**Number of parameters in each model.** The number of parameters in MatchPyramid is 15,053,562, of which 52,962 are trainable. The number of parameters in BiMPM is 15,890,202, of which 889,602 are trainable. The number of parameters in ESIM is 16,695,410, of which 1,694,810 are trainable. The number of parameters in BERT\(_\text{TINY}\) is 4,386,178, and all of them are trainable.

\(^2\)The open-source codes are available at https://github.com/pengshuang/Text-Similarity and https://github.com/airkid/MatchPyramid_torch

\(^3\)Model is available at https://github.com/google-research/bert