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Abstract

Hand pose estimation from 3D depth images, has been explored widely using various kinds of techniques in the field of computer vision. Though, deep learning based method improve the performance greatly recently, however, this problem still remains unsolved due to lack of large datasets, like ImageNet or effective data synthesis methods. In this paper, we propose HandAugment, a method to synthesize image data to augment the training process of the neural networks. Our method has two main parts: First, We propose a scheme of two-stage neural networks. This scheme can make the neural networks focus on the hand regions and thus to improve the performance. Second, we introduce a simple and effective method to synthesize data by combining real and synthetic image together in the image space. Finally, we show that our method achieves the first place in the task of depth-based 3D hand pose estimation in HANDS 2019 challenge.

1 Introduction

Hand pose estimation from a single depth image lays the foundation of human-computer interaction technique on a head-mounted Augmented Reality (AR) device, e.g., Microsoft Hololens, Magical Leap One. It has the advantage that users can provide input to devices efficiently. Despite recent remarkable progress, this problem still remains unsolved because of the large pose variation, large view point variation, self-similarities and self-occlusion of finger joints.

Recently, Deep Learning has become popular in the community of computer vision and also achieves state-of-the-art on the 3D hand pose estimation tasks. These methods can be roughly classified into two categories. The first category treats the input depth image as a single channel image and apply 2D convolutional neural network directly on the depth image. Representative methods are A2J [Xiong et al., 2019], DeepPrior++ [Oberweger and Lepetit, 2017]. The second category of methods use 3D information. These methods either convert depth images into 3D voxels [Moon et al., 2018], [Ge et al., 2017] or point clouds [Ge et al., 2018] and then followed by 3D CNN or point net respectively.

Figure 1: (A) A wrist band is detected to determine the hand region. (B) The hand region is estimated from input, however it can introduce arm or other foreground regions. (C) Using ground truth to extract hand region for training, however this is impractical in real application.

These neural networks are trained with hand regions extracted from depth images. Intuitively, the quality of extracted hand region is important for hand pose estimation. However, the region extract method used in previous methods are naive. For example, in [Sinha et al., 2016], the users wears a colorful wristband which is used to determine the hand regions as show in Figure 1 (A). This method is impractical in real cases. In [Chen et al., 2019], hand regions are initialized using a shallow CNN. However, it can introduce arms or other foreground regions (Figure 1 (B)). In [Wan et al., 2018], hand regions are obtained using groundtruth annotation which is not available in real application (Figure 1 (C)).

In addition, these deep learning based methods are effective only if a large amount of training data is available. The data is usually collected and labelled manually, which is tedious and time consuming. This labeling problem is even worse for 3D computer vision problems which require to label with 3D data and this task is more difficult for humans. Recently, many works therefore focus on using computer graphics methods to synthesize image data [Rad et al., 2018] and corresponding annotation data automatically. However, the resulting performances are usually suboptimal because synthetic images do not correspond exactly to real images.

In this paper, we propose HandAugment, a method to synthesize image data to augment the training process of hand pose estimation neural networks. First, We propose a scheme of two-stage neural networks to tackle the hand region extraction. This scheme can gradually find the hand regions in the input depth maps. Second, we propose a data synthesis
method based on MANO [Romero et al., 2017]. Because synthetic images do not correspond exactly to real data, therefore we combine real data with synthetic images together. Finally, we apply HandAugment to different datasets and the experiment shows our method can greatly improve the performance and achieves state-of-the-art results. Our method achieves the first place in the task of depth-based 3D hand pose estimation in HANDS 2019 challenge. Our codes are available upon request.

2 Relate Work

In this section we review related works of our proposed method, including depth-based 3D hand pose estimation and data augmentation method.

2.1 Depth-Based 3D Hand Pose Estimation

Hand pose estimation, has been explored widely using various kinds of techniques in the field of computer vision. Related neural network-based hand pose estimation approaches using depth images are reviewed as follows. The goal of hand pose estimation is to estimate the 3D location of hand joints from one or more frames recorded from a depth camera. The neural network based methods can be roughly classified into two categories: 2D and 3D deep learning respectively.

2D deep learning based approach. The 2D deep learning based approaches estimate hand pose directly from depth images. Representative methods include a cascaded multi-stage method [Chen et al., 2019], a structure-aware regression approach [Taylor et al., 2016], and hierarchical tree-like structured CNNs [Madadi et al., 2017]. Due to end-to-end working manner, deep learning technology holds strong fitting ability for visual pattern characterization. 2D CNN has already achieved great success for 2D pose estimation. But these methods are unable to fully capture the 3D information from 3D hand poses, because these methods take depth maps as 2D single channel images for the input.

3D deep learning based approach. To better reveal the 3D information within depth map for performance improvement. Some recent research tried 3D deep learning. The 3D deep learning based approach convert 2D depth images into 3D data structure, such as 3D voxel grids for [Moon et al., 2018] or D-TSDF volumes [Ge et al., 2017]. These 3D method is very accurate in 3D hand pose estimation problem and they produce state-of-the-art results. However, the 3D CNN is relatively hard to train due to a large number of parameters. Meanwhile, using 3D CNN also leads to high computational burden both on memory storage and running time. Therefore, it is less computational efficient than 2D methods. Accordingly, HandAugment belongs to 2D deep learning based methods. We use a 2D CNN as the backbone network.

2.2 Data Augmentation Methods

Data augmentation is a strategy that can significantly increase the diversity of data for training deep network, without collecting additional training data. In recent years, Data augmentation techniques such as cropping, padding and flipping are commonly used in deep learning. This strategy can improve the performance of these data-driven tasks, such like object recognition and hand pose estimation. It has already been widely used in recent work [Xiong et al., 2019], [Yang et al., 2019] and [Oberweger and Lepetit, 2017]. Most of these data augmentation methods use image transformation methods, including in-plain translation, rotating, scaling and mirroring. Specifically, for color-based methods, training images can be augmented by adjusting the hue channel of the color images [Yang et al., 2019]. For depth-based methods, images can be augmented by applying 3D transformation, such as [Ge et al., 2017] which randomly rotates and stretches the 3D point cloud to synthesize training data.

Another way to synthesize training data is to use training samples rendered from 3D models [Hinterstoisser et al., 2018]. Such annotated samples are very easy to acquire due to the presence of large scale 3D model datasets. However, using synthetic data requires carefully designed train process to prevent the network from overfitting on the synthetic appearance of the data. This is due to the fact that the distribution of synthesized data is quite different from the distribution of real data.

Accordingly, our method use the rendered method to synthesize training data and perform data augmentation. We will show that the accuracy of hand pose estimation can be significantly improved by combining some real images and many synthetic images together through our proposed method.

3 Method

We first give an overview of HandAugment in Section 3.1. After that we present details about two stage network scheme in Section 3.2. In Section 3.3 we illustrate how to synthesize data for data augmentation. Finally, the implementation details are given in Section 3.4.

3.1 Overview

Given a depth image $I$, the task of hand pose estimation is to estimate the 3D locations $(x, y, z)$ of $N$ hand joints. We use a scheme of two-stage neural networks to estimate the hand poses, as illustrated in Figure 2. We first feed the input depth image into the first neural network (denoted as $Net_1$) which estimates an initial hand pose (denoted as $Pose_1$). Then, this initial hand pose $Pose_1$ is used to extract a augmented hand region from input depth image. Finally, this augmented hand region is feed into the second neural network (denoted as $Net_2$) to estimate the final hand pose $Pose_2$.

3.2 Two-Stage Network Scheme

We use a scheme of two-stage neural networks to estimate the hand poses. The input of the first stage neural network
is a coarse patch extracted from input depth image. This coarse patch, denoted as patch1, usually contains noisy regions which appear around hand regions. These noisy regions can be arm regions or background objects, as shown in Figure 3. Obviously, these noisy regions can degrade the performance. Thus, our solution is to remove these noisy regions from coarse patches to get augmented patches for hands.

To get the augmented hand patch, we first train the network Net1 on coarse patch data patch1 to predict an initial hand pose Pose_1. After that, we find the maximum and minimum values from Pose_1 in 3D coordinate: x_min, x_max, y_min, y_max, z_min, z_max, and use them to determine a 3D bounding box. Then, this 3D bounding box is used to loose crop from coarse patch and get an augment hand patch. Specifically, for any point (x, y, z) in patch1 that is out of the range [x_min - x_offset, x_max + x_offset], [y_min - y_offset, y_max + y_offset], and [z_min - z_offset, z_max + z_offset] is removed from patch1. While, x_offset, y_offset and z_offset are parameters to control extended range of 3D bounding box. z_thickness denotes the thickness of finger. The reason to extend the ranges of 3D bounding boxes is that the sizes of effective hand regions are usually larger than the sizes of hand skeleton bounding boxes. If using 3D bounding box directly without extending the range, the hand region extraction might not obtain full area of hand region in some cases, as shown in Figure 4. Expanding range of bounding box can cover the gap between hand skeleton and hand skin (silhouette). In addition, due to the fact that the hand skin is always in front of hand skeleton in depth image, thus, we add parameter z_thickness to handle this problem.

The above procedure is denoted as first stage, and the augment hand patch obtained from first stage is denoted as patch2. In the second stage, the patch2 is fed into Net2 to get the final hand poses. This process is illustrated in Figure 5.

The architectures of our two networks are based on EfficientNet-B0 [Tan and Le, 2019]. We give the architecture of our modified EfficientNet-B0 in Table 1. The input of these two networks are image patches cropped from input depth images. The cropped patches are resized to 224 × 224 before feeding into the networks. The output of these two networks is a 3 × 21-dimensional vector indicates the 3D locations of the 21 hand joints (14 hand joints for NYU experiment). Besides the input and output, the rest of the architectures are the same as that of the original EfficientNet-B0.

We train Net1 and Net2 with a Wing Loss [Feng et al., 2018], because the Wing Loss is robust for both small and large pose deviations. Given an estimated pose $p_i$ of the i-th joint and its corresponding ground truth $q_i$, the Wing Loss is defined as:

$$L_W = \begin{cases} w \ln(1 + \|v_i\|/\epsilon) & \text{if } \|v_i\| < w \\ \|v_i\| - C & \text{otherwise} \end{cases}$$

where $v_i = p_i - q_i$, $w$ controls the width of non-linear part to
be within \([-w, w]\), \(\epsilon\) limits the curvature of the nonlinear part, and \(C = w - w \ln(1 + v_i / \epsilon)\) links the linear and non-linear parts together.

### 3.3 Data Augmentation

Our method is based on MANO [Romero et al., 2017] to synthesize training data. MANO renders a depth image containing a right hand using three parameters: a camera parameter \(c\), a hand pose parameter \(a\) and a shape parameter \(s\). The camera parameter \(c\) is a 8-dimensional camera parameter including scale \(c_s \in \mathbb{R}\), translation \(c_z \in \mathbb{R}^3\) along three camera axes, and global rotation \(c_q \in \mathbb{R}^4\) (in quaternion). The hand pose parameter \(a\) is a 45-dimensional vector, and the shape parameter \(s\) is a 10-dimensional vector. To obtain MANO parameters, we use the HANDS19 dataset which uses gradient based optimization [Baek et al., 2019] to estimate MANO parameters from real images (Figure 6 (A)). Then we use these estimated MANO parameters to synthesize images (Figure 6 (B)).

We have four strategies to prepare training data. The first two are to use real data and the original MANO parameters provided by HANDS19 directly. We do not add, remove or modify any data. These two dataset contain totally 170K images respectively. We call these two datasets as Real Dataset (RD) and Synthetic Dataset (SD) respectively.

The third strategy is to use a linear blending method to combine synthetic images with real images, that is because the distribution of SD and RD is different. An example is given in Figure 6. Given a synthetic image \(I_s\) and its corresponding real image \(I_r\), the final mixed image is given:

\[
I_f(i, j) = \begin{cases} 
I_s(i, j), & \text{if } I_s(i, j) > 0 \\
I_r(i, j), & \text{if } I_s(i, j) = 0 
\end{cases}
\]

We create totally 170K mixed synthetic images. This dataset is denoted as the Mixed synthetic Dataset (MD).

Lastly, in order to generate more training data, we create new MANO parameters by adding Gaussian noise to the original three MANO parameters \(c, a\) and \(s\) provided by HANDS 2019 dataset. The Gaussian distribution is obtained by assuming that each dimension of the three parameters are independent and the noise follow the same distribution as the original data. To generate the data, we add noise to only one of the three parameters (camera view, hand pose and shape parameters) or all of them. Totally, we create 400K images, 100K for camera view parameters, 100K for hand pose (articular) parameters, 100K for shape parameters and 100K for all of the three parameters. We denote this dataset as Noised synthetic Dataset (ND).

### 3.4 Implementation Details

**Preprocessing.** Similar to the previous method [Chen et al., 2019], we extract a patch from the input depth image. The patch center and patch size is determined by the metacarpophalangeal (MCP) joints of middle finger. Notice, we use a provided bounding box to get input patches on hands 2019 experiments where MMCP is not available. The patches are then resized to 224 × 224. The depth values of input patches are first truncated by the depth of MCP joint and then normalized into \([-1, 1]\). These patches are then feed into neural networks.

**Training.** We train our two networks on a workstation equipped with a Intel Xeon Platinum 8160 CPU and two NVIDIA GEFORCE RTX 2080 Ti GPUs. We implement the networks using pytorch. To train Net1, the batch size and learning rate are set 128 and 0.0006 respectively and Adamax is used to optimize. A step-wise learning rate scheduler is used. The network is trained using all the training data, including RD, SD, MD and ND, and we have 640K images in total. Then Net2 is fine tuned from Net1. The batch size and learning rate are also set 128 and 0.0006 respectively. The optimizer is also Adamax. A step-wise learning rate scheduler is also used. Net2 is trained using RD and SD. The parameter \(w\) and \(\epsilon\) from Wing Loss are empirically set as 100 and 7.5 respectively in all experiments. All \(x_{offset}\), \(y_{offset}\), \(z_{offset}\), \(\text{thickness}\) is set to 30 mm, and \(\text{thickness}\) is set to 20 mm.

### 4 Experiment

We first introduce datasets and evaluation metrics used in our experiments. Afterwards we compare our method with state-of-the-art methods. Finally we conduct extensive experiments for ablation study to discuss the effectiveness and robustness of different components of our proposed method.

### 4.1 Datasets

**NYU Hand Pose Dataset [Tompson et al., 2014].** The NYU hand pose dataset was collected using three Kinects from different views. The training set contains 72K images from 1 subject. And the test set contains 8.2K images from 2 subjects, while one of the subjects in test set doesn’t appear in training set. The annotation of 3D hand pose contains 36 joints. Following the protocol of previous works [Chen et al., 2019; Guo et al., 2017; Moon et al., 2018], we only use images from the frontal view and pick 14 of the 36 joints for evaluation. Both annotations of training and test set are provided.

**HANDS 2019 Dataset [HANDS19, 2019].** This dataset is sampled from BigHand2.2M [Yuan et al., 2017]. The training set contains 175K images from 5 different subjects. Some hand articulations and viewpoints are strategically excluded in the training set. The test set contains 125K images from 10 different subjects, 5 subjects overlapping with the training set, exhaustive coverage of viewpoints and articulations. The annotations of hand poses contain 21 joints, with 4 joints for each finger and 1 joint for the palm. The hand annotations
are only available for the training set. Instead, the bounding boxes of the test set are provided. We use the HANDS 2019 official test tool to calculate test scores. This dataset has large viewpoint, articulations and hand shape variations, which makes it a rather challenging dataset.

4.2 Evaluation Metric

Average 3D joint error is average euclidean distance between predicted joint location and ground-truth for each joint over all test frames. We use the average 3D joint error as main evaluation metric in HANDS 2019 and NYU experiment. Furthermore, in HANDS 2019 dataset, there are five evaluation axes are calculated:

- Total/Extrapolation: viewpoints, articulations and hand shapes not present in the training set. We refer it as Extrapolation in the following.
- Articulation: articulations not present in the training set.
- Viewpoint: viewpoints not present in the training set.
- Shape: shapes not present in the training set.
- Interpolation: viewpoints, articulations and shapes present in the training set.

4.3 Comparison with state-of-the-art methods

HANDS 2019 dataset: We compare our method with the state-of-the-art 3D hand pose estimation methods. The results is listed in Table 2. It can be observed that:

- On this challenging million-scale dataset, our method outperforms the other approaches in most of the score axes. This essentially verifies the superiority of our proposition.
- Our method reaches the lowest average joint 3D error in extrapolation, shape and viewpoint score axis, simultaneously. It demonstrates the robustness and generalization ability of our method.
- A2J and V2V are strong competitors to our method. And V2V even gets better score than our method in interpolation and articulation score axes. But their methods are the result of using carefully designed neural network architectures. As a consequence, it is much more complicated than our method which only uses a simple two-stage neural network.

NYU Hand Pose dataset: Our method is compared with state-of-the-art 3D hand pose estimation methods. The experiment result are given in Table 3. We can summarize that:

- Our method is superior to the other methods in most cases. The exceptional case is that our method is slightly inferior to A2J method on NYU dataset. This is because NYU dataset provides ground truth annotations to extract hand regions for test data, but HANDS 2019 dataset only provides coarse bounding box to extract hand regions for test data. Therefore, using ground truth annotations for hand region extraction is more accurate than our proposed two-stage network scheme. However, it is impossible to get ground truth annotations in real application which makes A2J less practical than our method. This demonstrates the robustness of HandAugment.
- Our proposed method decreases the error of baseline network (SS) from 13.44 mm to 9.02 mm with a 33% improvement. This verifies the effectiveness of our proposed method.

4.4 Ablation Study

Component Effectiveness Analysis

The component effectiveness analysis within HandAugment is executed on HANDS 2019 dataset. We will investigate the effectiveness of two stage network scheme and our synthesized data strategy. Firstly, We build a baseline model Model0 which is a single stage (SS) network and trained on real data (RD) only. Note that the single stage scheme only contains one EfficientNet-B0 network. Secondly, We add two stage scheme and synthetic data to baseline model and denote them as Model1 and Model2, respectively. Finally, We add both two-stage scheme and synthetic data to get our final model Model3. The result are given in Table 4. It can be observed that:

- The two-stage scheme remarkably improves the accuracy of hand pose estimation whether we use the data augmentation method or not. This verifies our observation that the extracted hand region is an important factor that affects the accuracy of predicted hand poses. Our proposed two-stage scheme can extract accurate hand regions for neural networks to estimate hand poses.
- Using synthetic data generated by our proposed method can tremendously decrease the average 3d joint errors of both the single-stage scheme and the two-stage scheme. This demonstrates the importance of synthetic data, and the effectiveness of our data synthesis method.
- By combining all components together, our method finally gets 27.84% improvement compared with the
Table 4: Experiments of different configuration of our method. SS and TS stand for the single stage and the two stage networks respectively. RD and SD stand for real data and synthetic data respectively.

| Model Name | Network | Data      | Error (mm) |
|------------|---------|-----------|------------|
| Model_0    | SS      | RD        | 18.93      |
| Model_1    | TS      | RD        | 16.50      |
| Model_2    | SS      | RD+SD+MD+ND | 15.73     |
| Model_3    | TS      | RD+SD+MD+ND | 15.66     |

Table 5: Experiments of different configuration of our method. * The two-stage scheme without fine-tuning on the second stage network. † The two-stage scheme with fine-tuning on the second stage network.

| Model Name | Method | Error (mm) |
|------------|--------|------------|
| Model_0    | ST     | 18.93      |
| Model_10   | TS†    | 20.99      |
| Model_11   | TS†    | 16.50      |

Table 6: Effect of synthetic data. Notice that the single stage network is trained. All these results are obtained on a single stage network. RD and SD stand for real data and synthetic data respectively. MD and ND stand for the mixed synthesis data and the noised synthetic data respectively.

| Model Name | Data      | Error (mm) |
|------------|-----------|------------|
| Model_10   | SD        | 39.66      |
| Model_0    | RD        | 18.93      |
| Model_20   | RD+SD     | 16.74      |
| Model_21   | RD+SD+MD  | 16.22      |
| Model_2    | RD+SD+MD+ND | 15.73     |

Table 7: Adding noise to MANO parameters to generate synthetic data. All these results are obtained using the single stage scheme.

| Model Name | Method | Error (mm) |
|------------|--------|------------|
| Model_21   | No noise | 16.22     |
| Model_210  | Viewpoint | 15.94     |
| Model_211  | Articulate | 15.82     |
| Model_212  | Shape   | 16.13      |
| Model_2    | Viewpoint + Articulate + Shape | 15.73     |

5 Conclusion
In this paper, we propose HandAugment, a method to synthesize image data to augment the training of hand pose estimation method. First, We propose a scheme of two-stage neural networks to tackle the hand region extraction. This scheme can gradually find the hand regions in the input depth maps. Obviously, it is easier to train a neural network in a subset if this network has been already trained on a super-set. Therefore, we fine tune the second stage network from the weights of the first stage network. The results show how it greatly improves the performance in Table 5.

Effectiveness of The Fine-Tuning on The Second Stage Network
Our two-stage scheme contains two neural networks and the second stage network is fine-tuned on the first stage network. To show how the fine-tuning can improve the performance, we give the results in Table 5. Note that these results are obtained using real data only. Our two-stage scheme without fine-tuning performs worse than the single-stage scheme. This is probably because the first stage network is over-fitting to the input hand regions of the first stage network. This over-fitting leads to the decreases of generalization. The distribution of input data of the second stage is a subspace of the distribution of input data of the first stage. Obviously, it is easier to train a neural network in a subset if this network has been already trained on a super-set. Therefore, we fine tune the second stage network from the weights of the first stage network. The results show how it greatly improves the performance in Table 5.

Effectiveness of The Method for Synthesized Data
We propose three strategies to synthesize training data as introduced in Section 3.3. We train neural networks by using different combination of the three strategies and the results are given in Table 6. Note that the results are obtained on the single-stage scheme. We can see that the performance is gradually improved as we add SD, MD and ND into training. This demonstrates that using our proposed strategies to synthesize training data fills the gap between the real data and synthetic data.

Furthermore, we show how different strategies of adding noise to synthesize data influence the performance. The results are listed in Table 7. Note that these results are also obtained with the single-stage network. We add noise in one of the three parameters, including camera view point, hand articual pose and hand shape, or all of the three parameters. We can see that the performance is improved even we add noise into only one parameter.
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