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We find the charge and heat currents caused by a temperature difference applied to a superconducting point contact or to a quantum point contact between a superconducting and normal conductors. The results are formulated in terms of the properties of the electron scattering matrix of the quantum point contact in its normal state, and are valid at any transmission coefficient. In the low-transmission limit, the new theory provides reliable results, setting the limits for the use of the popular method of tunnel Hamiltonian.

I. INTRODUCTION

Superconductivity changes drastically the spectrum of low-energy electron excitations. Their energy distribution and dynamics define the equilibrium thermal properties of a superconductor, as well as charge and entropy transport caused by a temperature gradient.

In a bulk superconductor, observation of the electronic component of the entropy transport at low temperatures is masked by a bigger phonon component [12]. The conventional manifestation of thermopower for a normal-state conductor is an electric potential build-up in an open circuit. That does not happen in a superconductor because of the shunting effect of the supercurrent [34]. Due to it, a temperature gradient applied to an inhomogeneous superconducting ring creates a persistent current in the ring. Its value, inferred from the magnetic flux associated with the current, serves as a proxy for thermopower. Such measurement scheme turned out to be prone to errors caused by spurious Meissner currents [56]. Alternatively, one may infer the thermopower from the measurements of the charge imbalance near the ends of a superconductor in an open-circuit geometry [2]. This inference, however, involves assumptions regarding the inelastic electron scattering leading to the charge imbalance relaxation.

Charge and entropy current responses to a temperature difference applied to a weak link depend, in addition, on the difference between the superconducting order parameter phases in the leads [8,13]. This phase dependence was experimentally demonstrated [14] and used to control the heat current. Theoretical consideration of Ref. [15] also favors including a superconducting weak link in a ring geometry designed to measure the thermopower. The downside of using weak links for studying thermopower is the temperature dependence of the equilibrium dissipationless (Josephson) current [16] which should be discriminated from the specific for thermopower dissipative current component associated with the lack of particle-hole symmetry.

The existing theory of thermally-induced charge and entropy currents through weak links employs the tunnel Hamiltonian approximation in considering superconductor-insulator-superconductor (SIS) junctions [9,10,17] or uses semiclassical description of diffusive [18] or ballistic [12,13] weak links or junctions between a normal-state material and superconductor (NS junction). There are certain limitations of these approximations. Due to the singularity in the quasiparticle density of states, the lowest-order tunnel Hamiltonian formalism leads to divergent results for charge [17] and heat [5] current; some qualitative considerations are customarily used to cut off the divergence. Furthermore, the tunnel Hamiltonian makes it difficult to correctly account for the absence of particle-hole symmetry in tunneling of electrons with momenta, respectively, below and above the Fermi level; that leads to unreliable results for thermopower [9]. The semiclassical approximation, while adequately describing junctions of arbitrary transmission, nominally requires the junction width to exceed the Fermi wavelength, i.e., the approximation assumes a large number of electron modes propagating through the junction. The limitations of the existing theory makes its results hardly applicable to single-or a few-channel quantum point contacts of arbitrary transmission. This kind of contacts are currently studied in several different experimental settings. These include proximized semiconductor quantum wires [19,20], atomic point contacts [21,22], and trapped cold atoms [23,26].

The scattering formalism for thermoelectric effects in contacts between normal-state conductors is well-known [27]. In this work, we develop a scattering theory for an evaluation of the charge and heat currents generated by a temperature difference applied to a superconducting quantum point contact. In obtaining concrete results, which are valid at any transmission, we assume the length of a single-mode contact short compared to the superconducting coherence length.

Scattering theory allows us to find the dependence of thermal conductance on the transmission coefficient \( \tau \) in the entire interval \( 1 \geq \tau > 0 \). The small-\( \tau \) limit of our result elucidates the correct regularization of the perturbative in \( \tau \) expressions.

To evaluate the charge current, we account, at any value of \( \tau \), for the terms violating the particle-hole symmetry of the scattering matrix. Our analysis of the \( \tau \ll 1 \) limit reveals the deficiency of the tunnel Hamiltonian method in the thermopower problem. The scattering theory also allows us to single out, at any \( \tau \), the dissipative charge current response to the applied temperature bias and to clarify the role of Andreev levels and of inelastic electron scattering in the full current response. Furthermore, by considering the thermopower
of an NSN junction (relevant for the cold-atoms realization [28]) we demonstrate that it is determined by the thermopower of the NS boundaries rather than by the thermopower of the point contact.

The paper is organized as follows. In Section II we present the general result for the scattering matrix of Bogoliubov quasiparticles, valid in the absence of particle-hole symmetry. General expressions for the energy and charge currents generated by a difference in temperatures of the quasiparticles impinging on the junction are derived in Section III. These expressions are simplified for the case of weak particle-hole asymmetry in Section IV, where we also analyze the limit τ ≪ 1. In Sections V and VI we apply the general theory of entropy and particle currents driven by temperature bias to NS and NSN junctions, respectively.

The developed theory is applicable to electron transport in superconducting nanostructures, and to transport of neutral cold fermions in spatially-restricted clouds [26]. Therefore we will make no distinction between the references to charge and particle currents. We retain the absolute value $|e|$ of electron charge in the final results; for cold-atom applications, one may replace $e → 1$.

II. BOGOLIUBOV-DE GENNES SCATTERING STATES IN 1D

Before evaluating the thermoelectric effects let us briefly review details of a scattering problem. In the spirit of the Landauer approach, we consider a one-dimensional one-channel problem illustrated schematically in Fig. 1(a). We refer to the two superconducting leads as “left” and “right” and label with corresponding index $l ∈ \{1, 2\}$. The superconductors may have different gaps, $\Delta_1 ≠ \Delta_2$. We adopt a convention in which the quasiparticle energies $\varepsilon = \sqrt{\xi_l^2 + \Delta_l^2}$ are positive, variable $\xi_l$ denotes the kinematic part of the energy measured from the Fermi level. The energy spectra of quasiparticles are illustrated on both sides of the junction in Fig. 1(b). At a given energy $\varepsilon$, both electron-like and hole-like quasiparticle branches are present. The quasiparticle states with the group velocity directed to (from) the scatterer X are shown in solid (dashed) lines. (c) Density of states $p_{1,2}(\varepsilon)$ of the quasiparticle excitations in the two superconductors in the junction. The superconductors have different temperatures $T_1$ and $T_2$; the corresponding difference in quasiparticle distributions drives the particle and entropy currents.

written as

$$\Psi_{S_1} = \begin{pmatrix} u_1 \\ v_1 \end{pmatrix} e^{iq_1 x} + \begin{pmatrix} v_1 \\ u_1 \end{pmatrix} e^{-iq_1 x} + r_{11}^{ee} \begin{pmatrix} u_1 \\ v_1 \end{pmatrix} e^{-iq_{he} x} + r_{11}^{he} \begin{pmatrix} v_1 \\ u_1 \end{pmatrix} e^{iq_{he} x},$$

$$\Psi_{S_2} = t_{21}^{ee} \begin{pmatrix} u_2 \\ v_2 \end{pmatrix} e^{iq_{he} x} + t_{21}^{he} \begin{pmatrix} v_2 \\ u_2 \end{pmatrix} e^{-iq_{he} x}.$$

Here, the coherence factors are defined as usual,

$$u_l^2 = 1 - v_l^2 = \frac{1}{2} \left( 1 + \frac{\xi_l}{\varepsilon} \right),$$

The scattering amplitudes $r_{11}^{ee}, r_{11}^{he}, r_{21}^{he}, t_{21}^{he}$ are the basic parameters in the Landauer transport theory. In our
nomenclature, \( r \) denotes an amplitude of reflection into the same lead, whereas \( t \) is an inter-lead transmission amplitude. The upper indices (e.g. \( ee, he \)) denote the quasiparticle type, and the lower indices (e.g. \( 11, 21 \)) label the lead. For example, the term \( r_{21}^\text{he} \) denotes the scattering amplitude of the electron-like quasiparticle incident from the left lead into a hole-like quasiparticle in the right lead.

The scatterer \( X \) is modeled by the following energy-dependent 2-by-2 unitary scattering matrix

\[
s_\xi = e^{i\gamma_\xi} \left( \begin{array}{cc} e^{i\eta_\xi} r_\xi & i e^{-i\varphi/2} t_\xi \\ i e^{i\varphi/2} t_\xi & e^{-i\eta_\xi} r_\xi \end{array} \right)
\]

(2)

Here, the parameters \( r_\xi \) and \( t_\xi \) are the magnitudes of the electron reflection and transmission amplitudes; the unitarity of the scattering matrix requires that \( r_\xi^2 + t_\xi^2 = 1 \).

The phase \( \gamma_\xi \) is the Friedel phase, which determines a modulation of the density of states in the vicinity of the scatterer. The phase \( \eta_\xi \) models absence of the inversion symmetry. We work in a gauge, where the superconducting gaps \( \Delta_{1,2} \) are real, and the Josephson phase difference \( \varphi \) is absorbed in the scattering matrix. The scattering matrix \( s_\xi \) acts in the particle sector of the wavefunction, and \( s_\xi^* \) acts in the hole sector.

Assuming the superconducting coherence length is much greater than the Fermi wavelength in the leads, we may express the scattering matrix for the Bogoliubov quasiparticles in terms of \( s_\xi \). For that, we follow Ref. [20] and use the boundary conditions induced by the scatterer to derive (see details in Appendix A).

\[
r_{ee}^{11} = \frac{\xi_1}{2D_\epsilon} \left[ (\xi + \xi_2) r_{\epsilon} e^{i(\gamma_{\epsilon} + \eta_{\epsilon})} + (\xi - \xi_2) r_{-\epsilon} e^{i(\gamma_{-\epsilon} + \eta_{-\epsilon})} \right],
\]

\[
r_{he}^{11} = \frac{1}{2D_\epsilon} \left[ -\Delta_1 (\xi \cos \delta_{\epsilon} - i \xi_2 \sin \delta_{\epsilon} + \Delta_1 (\xi \cos \delta_{-\epsilon} + i \xi_2 \sin \delta_{-\epsilon}) r_\epsilon r_{-\epsilon} + \Delta_2 (\xi \cos \varphi + i \xi_1 \sin \varphi) t_\epsilon t_{-\epsilon} \right],
\]

\[
t_{ee}^{21} = \frac{i \xi_1}{2D_\epsilon} \left[ \sqrt{(\xi + \xi_1)(\xi + \xi_2)} t_{\epsilon} e^{i(\varphi/2 + \gamma_{\epsilon})} - \sqrt{(\xi - \xi_1)(\xi - \xi_2)} t_{-\epsilon} e^{i(\varphi/2 + \gamma_{-\epsilon})} \right],
\]

\[
t_{he}^{21} = \frac{i \xi_1}{2D_\epsilon} \left[ \sqrt{(\xi + \xi_1)(\xi - \xi_2)} t_{\epsilon} r_{-\epsilon} e^{i(\varphi/2 + \eta_{-\epsilon})} - \sqrt{(\xi - \xi_1)(\xi + \xi_2)} t_{-\epsilon} r_{\epsilon} e^{i(\varphi/2 + \eta_{\epsilon})} \right],
\]

where we introduced the following notations:

\[
D_\epsilon = \frac{1}{2} \left[ (\xi^2 + \xi_1 \xi_2) \cos \delta_{\epsilon} - i \xi_2 \sin \delta_{\epsilon} - (\xi^2 - \xi_1 \xi_2) r_{\epsilon} r_{-\epsilon} \cos \delta_{-\epsilon} - i \xi_2 (\xi_2 - \xi_1) r_{\epsilon} r_{-\epsilon} \sin \delta_{-\epsilon} - \Delta_1 \Delta_2 t_{\epsilon} t_{-\epsilon} \cos \varphi \right],
\]

\[
\delta_{\epsilon} = \gamma_{\epsilon} - \gamma_{-\epsilon}, \quad \delta_{-\epsilon} = \eta_{\epsilon} - \eta_{-\epsilon}.
\]

The amplitudes in Eqs. (3) are written for a particle-like quasiparticle incident from the left superconducting lead. The rest of the amplitudes can be obtained from Eqs. (3) as follows: (i) To obtain the amplitudes for a hole-like quasiparticle, one replaces \( s_\xi \leftrightarrow s_\xi^* \) (i.e. replacing \( \gamma_{\epsilon} \leftrightarrow -\gamma_{-\epsilon}, \eta_{\epsilon} \leftrightarrow -\eta_{-\epsilon}, \varphi \leftrightarrow -\varphi, t_{\epsilon} \leftrightarrow -t_{-\epsilon}, r_{\epsilon} \leftrightarrow r_{-\epsilon} \)), (ii) The amplitudes for the quasiparticles incident from the right are obtained by the reversal of phases \( \varphi \leftrightarrow -\varphi, \eta_{\epsilon} \leftrightarrow -\eta_{-\epsilon} \) and gaps \( \Delta_1 \leftrightarrow \Delta_2 \). If the gaps are equal \( \Delta_1 = \Delta_2 = \Delta \), and if there is no particle-hole asymmetry, the amplitudes (3) simplify

\[
r_{ee}^{11} = \frac{e^{i\gamma_{\epsilon}}}{\xi^2 + t^2 \Delta^2 \sin^2 \varphi/2},
\]

\[
r_{he}^{11} = \frac{i \Delta t^2 (\xi \cos \varphi/2 + i \xi \sin \varphi/2) \sin \varphi/2}{\xi^2 + t^2 \Delta^2 \sin^2 \varphi/2},
\]

\[
t_{ee}^{21} = \frac{e^{i\gamma_{\epsilon}} t \xi (\xi \cos \varphi/2 + i \xi \sin \varphi/2)}{\xi^2 + t^2 \Delta^2 \sin^2 \varphi/2},
\]

\[
t_{he}^{21} = \frac{-\xi \Delta t r \sin \varphi/2}{\xi^2 + t^2 \Delta^2 \sin^2 \varphi/2},
\]

(5)

III. GENERAL EXPRESSIONS FOR THE HEAT AND PARTICLE CURRENTS GENERATED BY THE TEMPERATURE DIFFERENCE APPLIED TO A JUNCTION.

A complementary view of the superconducting junction is given in Fig. 1(c), where we show the density of states of the two superconductors. The distinct temperatures in the two leads \( T_1 \neq T_2 \) induce distinct quasiparticle occupations that drive the thermoelectric charge and heat currents. In addition, the temperatures implicitly control the gaps of the superconductors \( \Delta_{1,2} \). Variation of the gaps \( \delta \Delta_{1,2} \) with respect to shift of temperatures \( \delta T \) may also induce adjustment of currents.

A. Heat current

First, let us examine the heat current. As shown in the Appendix B the heat current may be written as a balance of currents flowing from left-to-right \( J_1 \) and
right-to-left $J_2$,

$$J = J_1 - J_2,$$  \hspace{1cm} (6)

$$J_l = \frac{2}{\hbar} \int_{\Delta_e} \frac{\xi T}{\xi_l} \left[ j_l^f(\varepsilon) + j_l^b(\varepsilon) \right] f(\varepsilon/T_l),$$  \hspace{1cm} (7)

where $j_l^f(\varepsilon) = \frac{\xi_l}{\varepsilon} \left( 1 - |r_{ll}^{bb}(\varepsilon)|^2 - |r_{ll}^{bb}(\varepsilon)|^2 \right)$. \hspace{1cm} (8)

The two currents $J_1$ and $J_2$ correspond to the quasiparticles originating from the left and right leads respectively (subscript index $l \in \{1, 2\}$ labels leads as before). We assume that the quasiparticles are in thermal equilibrium with the lead from which they originate. Therefore the Fermi occupation function of the quasiparticles $f(\varepsilon/T_l) = (e^{\varepsilon/T_l} + 1)^{-1}$ is controlled by the corresponding temperatures $T_l$ (in our convention, temperature has units of energy, i.e. we set $k_B = 1$). Let us comment on other terms appearing in Eq. (7). The prefactor 2 corresponds to the spin degeneracy. A single factor of $\varepsilon$ arises because we evaluate the transport of energy across the junction. The factor $\varepsilon/\xi_l$ is due to the quasiparticle density of states in a superconductor. Notice that the expression in the brackets in Eq. (7) contains two terms $j_l^f(\varepsilon)$ corresponding to particle-like and hole-like quasiparticle branches labelled by the superscript $b \in \{e, h\}$. The term $j_l^f(\varepsilon)$ has a physical meaning of a quasiparticle density current and is defined in Eq. (6); the factor $\xi_l/\varepsilon$ in Eq. (8) cancels with the inversely proportional term in Eq. (7). Equation (8) is written via the normal $r_{ll}^{bb}$ and Andreev $r_{ll}^{bb}$ reflection amplitudes, but may be equivalently represented via the normal $t_{ll}^{bb}$ and Andreev $t_{ll}^{bb}$ transmission amplitudes as discussed in Appendix B. Here the “bar” above the indices denotes negation, e.g. $\bar{e} = h$ and $\bar{1} = 2$.

Equation (8) is valid at arbitrary temperatures $T_{1,2}$ and gaps $\Delta_{1,2}$ of superconductors. Now let us consider the case where the temperature difference $\delta T = T_{1} - T_{2}$ is small, $T_{1,2} = T + \delta T_{1,2}$, and extract the heat current proportional to $\delta T$ from Eq. (6). In superconductors, the gaps may vary by some $\delta \Delta_1$, $\delta \Delta_2$ with temperature $\delta T_{1,2}$, and one may ask whether such a variation has an effect on current (11)–(12). We argue that this effect vanishes to the linear order in $\delta T$. Indeed, a virtual variation of gaps $\delta \Delta_{1,2}$ at fixed $\delta T = 0$ does not lead to the heat current because it would violate the second law of thermodynamics. The second law of thermodynamics also requires that the heat current vanishes if $\delta T = 0$ at arbitrary $T$, i.e. $J_1 = J_2$. Therefore the integrands in Eq. (7) corresponding to $l = 1$ and $l = 2$ must be equal to each other. At $\delta T \neq 0$, this symmetry allows one to rewrite Eqs. (6) and (7) only via the parameters corresponding, e.g., to the left lead

$$J = \frac{\delta T}{T^2} \frac{2}{\hbar} \int_{\Delta_{max}} \frac{\xi d\varepsilon}{\xi_1} \left[ j_l^f(\varepsilon) + j_l^b(\varepsilon) \right] [-f'(\varepsilon)]|_{\varepsilon = \varepsilon/T_l},$$  \hspace{1cm} (9)

where $\Delta_{max} = \max(\Delta_1, \Delta_2)$. We substitute the scattering amplitudes (B) in Eq. (9) and introduce the heat conductance by relation $J = G_{TS}^S(\varphi, \Delta_{1,2}, T, \tau, \delta T)$, to find (see Appendix B for details)

$$G_{TS}^S(\varphi, \Delta_{1,2}, T, \tau) = \frac{2}{T^2 h} \int_{\Delta_{max}} \xi d\varepsilon \frac{e^2 (1 - r_{T_2}^2 e^{-2}) + \xi_1 \xi_2 t_{\tau T_2}^2 r_{\tau T_2}^2}{D_{\varepsilon}^2} \left[ \xi_1 \xi_2 \Delta_2 t_{\tau T_2} \cos \delta \gamma_\tau + \xi_1 t_{\tau T_2} \cos \delta \gamma_\tau \right] \cos \varphi \left[ -f'(\varepsilon) \right]|_{\varepsilon = \varepsilon/T}.$$  \hspace{1cm} (10)

Here, the superscript SS denotes the superconductor-superconductor contact, and the subscript $T$ is used to distinguish the heat conductance $G_{TS}^S$ and the electric conductance $G$. Equation (10) is written at arbitrary phase $\varphi$, particle-hole asymmetry, as well as possibly non-equal gaps, $\Delta_1 \neq \Delta_2$, at equilibrium; the denominator $D_{\varepsilon}$ is defined in Eq. (4).

B. Particle current

The presence of a non-dissipative Josephson component of the current (10) complicates the discussion of the particle current caused by a temperature gradient applied to a superconductor. The total current in a superconducting junction may be written as a sum of a dissipative $\tilde{I}(\varphi)$ and non-dissipative $\tilde{I}(\varphi)$ parts,

$$I(\varphi) = \tilde{I}(\varphi) + \tilde{I}(\varphi).$$  \hspace{1cm} (11)

One may distinguish the two contributions by their purity with respect to the phase $\varphi$ reversal. The dissipative part $\tilde{I}(\varphi)$ is an even, while the non-dissipative one, $\tilde{I}(\varphi)$, is an odd function of $\varphi$. Before focusing on the dissipative component of the current, which is the main subject of this work, we briefly discuss the non-dissipative component of the thermoelectric current.

Non-dissipative currents. As discussed in Sec. III A, the temperature has a twofold effect in superconductors: first, it induces variation of the superconducting gap, and second, it controls the quasiparticle occupation factors.

Let us first illustrate the former effect using the weak-tunneling regime as an example. In that case, the non-dissipative Josephson current may be written as

$$\tilde{I} = I_s(\Delta_1, \Delta_2) \sin \varphi,$$  \hspace{1cm} (12)

where $\varphi$ is the Josephson phase, and $I_s(\Delta_1, \Delta_2)$ is the critical current depending on the gaps in the leads. In response to the temperature variation $\delta T$, the superconducting gaps in respective leads may vary by $\delta \Delta_1$ and $\delta \Delta_2$ and induce a variation of the Josephson current, $\delta I = \left( \frac{\delta I_s}{\delta \Delta_1} \delta \Delta_1 + \frac{\delta I_s}{\delta \Delta_2} \delta \Delta_2 \right) \sin \varphi$. Such a thermoelectric effect exists even in the case of a perfect particle-hole symmetry. In contrast, the conventional thermoelectric effect in normal metals relies on the particle-hole asymmetry.
To appreciate the effect of the quasiparticle occupation factors, we notice first that a short weak link at a finite phase bias supports localized Andreev states, in addition to the propagating ones, coming from the opposite leads. An Andreev state contributes to the non-dissipative current across the junction, \( I_A = -(2e/\hbar)(1 - 2f_A)(d\xi_A/d\varphi) \). Here \( \varepsilon_A(\varphi) < \Delta_{LR} \) is the energy of Andreev level, and \( f_A \) is the occupation factor. In equilibrium, \( f_A = \{1 + \exp(-\varepsilon_A/T)\}^{-1} \).

At finite \( \delta T \), the occupation factor \( f_A \) of the localized state depends on the relaxation mechanism establishing the steady-state distribution or, in the absence of relaxation, on the heating protocol. In either case, the corresponding contribution to the non-dissipative current is not universal and is beyond the scope of this work.

**Dissipative currents.** In this work, we focus on the dissipative part of the current fully determined by the delocalized quasiparticle states. This current may be evaluated using the Landauer scattering theory. Similar to Eqs. (4)-(8), we write the total charge current as

\[
I = I_1 - I_2, \tag{13}
\]

\[
I_i = \frac{2e}{h} \int_{\Delta_{\alpha}}^{\infty} \frac{d\varepsilon}{\xi_i} \left[ \tilde{t}_i(\varepsilon) - \tilde{t}_i^*(\varepsilon) \right] f(\varepsilon/T), \tag{14}
\]

\[
\tilde{t}_i^b(\varepsilon) = 1 - |r_{ib}^b(\varepsilon)|^2 + |r_{ib}^h(\varepsilon)|^2 + \frac{2\Delta}{\varepsilon} \text{Re} \left[ t_{ib}^b(\varepsilon) \right]. \tag{15}
\]

Note that Eqs. (14)-(15) are written to the lowest-order in \( \varepsilon/\varepsilon_F \), (as we address the role of the dropped terms \( \propto \varepsilon/\varepsilon_F \) in Appendix B). As in Sec. IIIA, the two terms \( I_1 \) and \( I_2 \) correspond to the quasiparticles originating in the left and right leads labeled by the subscript \( l \in \{1, 2\} \). Equation (15) has a meaning of a dimensionless current induced by an excited quasiparticle of type \( b \in \{e, h\} \) (\( b \) denotes a particle-hole inversion of a quasiparticle branch, so \( e = h \) and \( h = e \)). The tilde \( \sim \) above stands for the terms in Eq. (14) stands for taking an even-in-\( \varphi \) part of the functions to obtain the dissipative current [see discussion below Eq. (11)]. The first three terms in Eq. (15) agree with the well-known expressions for NS junctions [30].

We assume that the temperature difference between the two superconductors \( \delta T \) is small, \( T_{1,2} = T \pm \delta T/2 \), and evaluate the current proportional to \( \delta T \). Similar to Section IIIA, in the linear order in \( \delta T \), we may disregard the influence of the temperature variation on the gaps in the leads. Furthermore, the parts of integrand in Eq. (14) corresponding, respectively, to the left and right leads must be equal each other at \( \delta T = 0 \). This allows us to rewrite Eqs. (13) and (14) via the parameters corresponding to a single lead and expand in \( \delta T \) (see the Appendix C for details),

\[
I = \frac{\delta T 2e}{T^2 h} \int_{\Delta_{\alpha}}^{\infty} \frac{d\varepsilon}{\xi_1} \left[ \tilde{t}_1(\varepsilon) - \tilde{t}_1^*(\varepsilon) \right] [-f'(x)]_{x=\varepsilon/T}, \tag{16}
\]

where \( \Delta_{\text{max}} = \max(\Delta_1, \Delta_2) \). Recall that Eq. (16) is only the dissipative part of the current, and the notation \( \sim \) stands for taking the even-in-\( \varphi \) part of the functions. Finally, we substitute the scattering amplitudes [3] in Eq. (16) and obtain a simple expression

\[
I = \frac{\delta T 2e}{T^2 h} \int_{\Delta_{\alpha}}^{\infty} \frac{\varepsilon^2 d\varepsilon}{\xi_1} \left[ \tilde{t}_1^2(\varepsilon) - \tilde{t}_1^*(\varepsilon) \right] [-f'(x)]_{x=\varepsilon/T}, \tag{17}
\]

written for the arbitrary phase \( \varphi \), particle-hole asymmetry, as well as possibly non-equal gaps \( \Delta_1, \Delta_2 \).

A conventional Seebeck effect is impossible in a superconductor because of the presence of the superfluid condensate [3]: a small temperature bias applied to a junction between two superconductors does not lead to a build-up of the chemical potential difference. It causes, however, a dissipative particle current, if the system lacks particle-hole symmetry. We will characterize the thermoelectric linear response by a “current Seebeck coefficient” \( S_{SS}^{NR} \) defined by a relation \( I = S_{SS}^{NR} \delta T \) (the superscript \( SS \) stands for the superconductor-superconductor contact; the subscript \( F \) denotes the current). Therefore, using Eq. (17), we obtain

\[
S_{1}^{SS} = \frac{1}{T^2 h} \frac{2e}{\xi_1} \int_{\Delta_{\alpha}}^{\infty} \frac{d\varepsilon}{\xi_1} \left[ \tilde{t}_1^2(\varepsilon) - \tilde{t}_1^*(\varepsilon) \right] [-f'(x)]_{x=\varepsilon/T}, \tag{18}
\]

In the normal state, the current Seebeck coefficient is \( S_N^{SS} = GS \), where \( S \) is the conventionally-defined Seebeck coefficient.

### IV. SYMMETRIC JUNCTION

We set \( \Delta_1 = \Delta_2 = \Delta \) for a symmetric \( S-S \) junction. We also assume a weak particle-hole asymmetry, so we retain it only in the numerator of Eq. (18) and neglect it elsewhere, i.e. set \( t_x = t = \sqrt{T} = \text{const} \), where \( T \) is the transmission coefficient of a single-channel contact.

#### A. Thermal conductance

Superconductivity opens a gap in the excitations spectrum. Since the heat current is carried by quasiparticles, and the presence of superconducting gap reduces their density (at a given temperature), one could expect that superconductivity also suppresses the heat conductance relative to its value in the absence of the gap. Contrary to this intuition, the heat current of a superconducting contact at \( T \sim \Delta \) may even exceed that of the contact in its normal state, as we discuss below.

We normalize the heat conductance Eq. (10) by its
normal-state value $G_T$:

$$G_T^SS = G_T g^SS_T(\varphi, \Delta/T, \tau),$$

$$g^SS_T(\varphi, \alpha, \tau) = -\frac{6}{\pi^2} \int_0^\infty dx x^2 \left[ 1 + \frac{\alpha^2(2-3\tau)\sin^2\varphi/2}{x^2 - \alpha^2 + \alpha^2\tau \sin^2\varphi/2} \right] f'(x), \quad \alpha = \Delta/T. \quad (19)$$

Here $G_T$ is the normal-state heat conductance, satisfying the Wiedemann-Franz law,

$$G_T = \frac{\pi^2 T G}{3 c^2}, \quad G = \frac{2e^2}{\hbar}, \quad L = \frac{\pi^2}{3c^2}, \quad (20)$$

and $L$ is the conventionally-defined Lorenz number of a normal-state conductor.

The heat conductance $G^SS_T$ at a finite gap $\Delta$ differs from the normal-state value $G_T$ at the same temperature by the dimensionless factor $g^SS_T(\varphi, \Delta/T, \tau)$. Henceforth, the capitalized variables, e.g. $G_T$ and $G$, denote dimensionful quantities, whereas the variables in lower-case, e.g. $g_T$ and $g$, denote their dimensionless variants. After some algebra, function $g^SS_T(\varphi, \Delta/T, \tau)$ can be reduced to the respective expression obtained in Refs. \[12,13\]. The latter was derived within a semiclassical theory, formally applicable only to point contacts containing a large number of quantum channels. A similar comparison between the results of semiclassical theory and the scattering-matrix quantum theory for single-channel contacts was established quite some time ago for the equilibrium Josephson current \[29\]. We refer the reader to Refs. \[12,13\] for a detailed analysis of the function $g^SS_T(\varphi, \Delta/T, \tau)$. Here we only mention several noteworthy observations evident from Eq. \[19\] \[31\].

The first two terms in the square brackets of the integrand of Eq. \[19\] give the leading terms in the asymptotic behavior of $g^SS_T(\varphi, \Delta/T, \tau)$ at $\varphi \to 0$ or at $\Delta/T \to 0$. The leading asymptote at $\Delta/T \to 0$ and fixed $\varphi$ is

$$g^SS_T(\varphi, \Delta/T, \tau) = 1 + (2 - 3\tau) \frac{3}{\pi^2} \left( \frac{\Delta}{T} \right)^2 \sin^2 \frac{\varphi}{2}. \quad (21)$$

At $\tau < 2/3$ and $\varphi \neq 0$, the opening of the gap results in an increase of thermal conductance. Upon further increase of the gap, quasiparticles freeze out, so the overall temperature dependence of $g^SS_T(\varphi, \Delta/T, \tau)$ is non-monotonic at $\tau < 2/3$. We plot this maximal value $\max_{\varphi} g^SS_T(\varphi, \Delta/T, \tau)$ as a function of $\tau$ and $\alpha = \Delta/T$ in Fig. 2(a).

The leading term of the phase dependence of $g^SS_T(\varphi, \Delta/T, \tau)$ at $\varphi = 0$ is

$$\alpha^2 \tau (1-\tau) \sin^4 \frac{\varphi}{2} \frac{1}{(x^2 - \alpha^2 + \alpha^2\tau \sin^2\varphi/2)^2} f'(x),$$

where $\alpha = \Delta/T$. A more detailed analysis shows that the phase dependence becomes non-monotonic in the vicinity of $\varphi = 0$ once $\tau$ becomes smaller than 2/3 as shown in Fig. 2(b).

In the end of this section we note that, with two modifications, Eq. \[19\] is applicable to a contact of two $s$-wave superconductors connected by a short junction formed by a single helical edge of a topological insulator. The first modification is that one has to set $\alpha = T$ in that equation, assuming there are no magnetic barriers which would cause backscattering of the edge electrons \[32\]. The second modification is the need of an overall factor 1/2 in Eq. \[19\] reflecting the absence of spin degeneracy for a helical channel. These two modifications indeed reduce Eq. \[19\] to the result of Ref. \[33\] devoted to the thermal transport across a topological Josephson junction.

B. Particle current response to temperature bias

In our case, the particle-hole symmetry is violated by the energy dependence of the normal-state scattering matrix Eq. \[2\]. We assume here a weak violation of the symmetry, $\Delta |\partial s_\xi / \partial \xi| \ll 1$, and evaluate the particle current in the leading order in $|\partial s_\xi / \partial \xi|$. That amounts to accounting for the particle-hole asymmetry in the
the numerator, we expand \( \tau \) Eqs. (22) and (24) of this Section. In this approximation, that domain can be obtained by setting \( \phi \) that the logarithmic terms are recovered already in the \( \propto (k_F d) \) correction to particle current. Given that \( d \) is finite in any physical device, we favor the approach of Ref. [17].

In the proper asymptotic evaluation of Eq. (22) at \( \tau \to 0 \),

\[
s^{\text{SS}}(\varphi, \Delta/T, \tau) = -\frac{3}{\pi^2} \left( \frac{\Delta}{T} \right)^3 \left( \frac{\Delta}{\Delta \tau \sin^2 \varphi/2} \right) \; ;
\]

the divergence at \( \varphi = 0 \) is regularized by a finite difference \( \Delta - \varepsilon_A \), as was mentioned in the beginning of this Section.

Equation (24) hints that the particle current response in the superconducting state may exceed that of the junction in its normal state. To show explicitly that \( s^{\text{SS}} > 1 \) is possible, we present here the \( \Delta/T \approx 1 \) asymptote, valid at arbitrary \( \tau \):

\[
s^{\text{SS}}(\varphi, \Delta/T, \tau) = 1 + \left( 1 - 2\tau \sin^2 \frac{\varphi}{2} \right) \frac{3}{\pi^2} \left( \frac{\Delta}{T} \right)^2 \; . \tag{25}
\]

Function \( g^{\text{SS}}(\varphi, \Delta/T, \tau) \) for the full range of variation of \( \Delta/T \) and two different sets of parameters \( \tau \) and \( \varphi \) is plotted in Fig. 3 and clearly shows the possibility of a non-monotonic variation.

V. NS JUNCTION, \( \Delta_1 = 0 \), \( \Delta_2 \neq 0 \).

To find the heat conductance and the current Seebeck coefficient of NS junction, we set \( \Delta_1 = 0 \) and \( \xi_1 = \varepsilon \) in Eqs. (10) and (18). We also simplify notations by replacing \( \Delta_2 \to \Delta \). Furthermore, assuming weak particle-hole asymmetry, we keep the corresponding terms only in the numerator of Eq. (18).

A. Heat conductance of NS junction

After the said simplifications, we find

\[
G_T^{\text{NS}}(\Delta/T, \tau) = G_T g_T^{\text{NS}}(\Delta/T, \tau),
\]

\[
g_T^{\text{NS}}(\alpha, \tau) = -\frac{12}{\pi^2} \times \int_{\alpha}^{\infty} \frac{x^2 \sqrt{x^2 - \alpha^2} \left[ x(2 - \tau) + \tau \sqrt{x^2 - \alpha^2} \right]}{\tau x + (2 - \tau) \sqrt{x^2 - \alpha^2}^2} f'(x), \tag{26}
\]
where the heat conductance in the normal-state $G_T$ is defined in Eq. (20). Function $g^{NS}_T(\Delta/T, \tau)$ describes the deviation of the heat conductance from its value for the junction in the normal state at the same $T$. (For the case of the NS boundary, the phase $\varphi$ is absent because it can be gauged away from the problem.)

At small gap, $\alpha = \Delta/T \ll 1$, the leading asymptotic behavior of $g^{NS}_T$ is

$$g^{NS}_T(\Delta/T, \tau) = 1 + (2 - 3\tau) \frac{3}{4\pi^2} \left(\frac{\Delta}{T}\right)^2.$$  \hspace{1cm} (27)

Therefore, we find that the “high-temperature” heat conductance of the NS junction behaves in a similar way to the heat conductance of a superconducting quantum point contact given by Eq. (21). At $\tau < 2/3$, the heat conductance grows when the gap opens. Combined with the fact that the heat conductance is exponentially suppressed at large $\Delta/T \gg 1$, we obtain a non-monotonic dependence as illustrated by Fig. 4. In contrast, at a higher transmission coefficient, $\tau > 2/3$, the heat conductance is a monotonic function of $\Delta/T$. To our surprise, we find the same as in Sec. IV A value $\tau = 2/3$ to separate the domains of monotonic and non-monotonic behavior in $\Delta/T$.

The details of the low-temperature $(\Delta/T = \alpha \gg 1)$ behavior of $g^{NS}_T$ depend on the relative smallness of the two parameters, $\tau$ and $1/\sqrt{\alpha}$; their ratio defines the quasiparticles energy interval most effective in the heat transfer. To capture the entire crossover behavior as a function of $\tau \sqrt{\alpha}$, we present the low-temperature asymptote of $g^{NS}_T$ in the form:

$$g^{NS}_T(\alpha, \tau) = \frac{6\sqrt{2}\alpha^{5/2} e^{-\alpha}}{\pi^{3/2}(2 - \tau)} h \left( \frac{\tau}{2 - \tau} \sqrt{\frac{\alpha}{2}} \right);$$ \hspace{1cm} (28)

$$h(\beta) = \int_0^{\infty} dx \frac{\sqrt{x e^{-x}}}{\sqrt{x + \beta^2}}, \quad \beta = \frac{\tau}{2 - \tau} \sqrt{\frac{\alpha}{2}}.$$  \hspace{1cm} (29)

The crossover function $h(\beta)$ here varies from $h(0) = 1$ to $h(1/2\beta^2)$ as $\beta \gg 1$.

B. Particle current driven by temperature bias across NS junction

Similar to $S^{NS}_I$ of Sec. IV B, we define the current Seebeck coefficient for NS junction by relation $I = S^{NS} \delta T$ and then normalize it by the corresponding value in the normal state at the same temperature, $S^{NS}_I = GS$. From Eq. (18), we obtain $S^{NS}_I$ for the NS junction

$$S^{NS}_I = GS s^{NS}(\Delta/T, \tau), \quad S = \frac{\pi^2}{3} \frac{\partial \ln G T}{\partial e},$$ \hspace{1cm} (29)

$$s^{NS}(\alpha, \tau) = -\frac{24}{\pi^2} \int_0^{\infty} dx \frac{x^3 \sqrt{x^2 - \alpha^2}}{[\tau x + (2 - \tau) \sqrt{x^2 - \alpha^2}]^3} f'(x).$$ \hspace{1cm} (30)

Clearly, at $\alpha = 0$, factor $s^{NS} = 1$ regardless the value of $\tau$. Opening of a small gap results in a positive correction to the $s^{NS} = 1$ value at any $\tau \neq 1$; the corresponding asymptote of $s^{NS}(\Delta/T, \tau)$ at $\Delta/T \ll 1$ is

$$s^{NS}(\Delta/T, \tau) = 1 + (1 - \tau) \frac{3}{2\pi^2} \left(\frac{\Delta}{T}\right)^2.$$ \hspace{1cm} (31)

In the opposite limit of low temperatures, $\Delta/T \gg 1$, the small quasiparticle density results in an exponential suppression of $s^{NS}$,

$$s^{NS}(\alpha, \tau) = \frac{12\sqrt{2}\alpha^{5/2} e^{-\alpha}}{\pi^{3/2}(2 - \tau)^2} h \left( \frac{\tau}{2 - \tau} \sqrt{\frac{\alpha}{2}} \right).$$ \hspace{1cm} (32)

with the same crossover function $h$ as in Eq. (28).

By comparing the asymptotic behavior in Eqs. (28) and (31), we find that $g^{NS}_T/s^{NS} = (2 - \tau)/2$ for $\alpha \gg 1$. Moreover, the functions become identical, $g^{NS}_T(\alpha, \tau) = s^{NS}(\alpha, \tau)$ at any $\alpha$, if $\tau = 0$. The comparison of numerically evaluated plots of $g^{NS}_T$ and $s^{NS}$ in Fig. 4 demonstrates that they behave similarly. (We mention in passing that at $\tau = 1$ the leading correction shown in Eq. (30) is replaced by $-24/(35\pi^2)(\Delta/T)^3$.)

Note that the Peltier effect in NS junctions, which is Onsager-reciprocal to the thermolectric effect discussed in our work, was considered in Ref. [34]. In that study, a non-monotonic dependence of the heat current on $\alpha = \Delta/T$ was also obtained.

C. Lorenz number and Seebeck coefficient

In order to define the Lorenz number and Seebeck coefficient, we need to introduce the conductance of the NS junction. Its relation to the scattering matrix is well-known from the seminal work [30]. For the case of vanishing particle-hole asymmetry, it can be written as

$$G^{NS} = \frac{4e^2}{h T} \int_0^{\infty} dx \left[ 1 - |\epsilon_{11}|^2 + |\mu_{11}|^2 \right] f'(x)x=e/T.$$ \hspace{1cm} (33)
creasing the conductance over its normal-state value, Eq. (33).

Here, in contrast with the expressions for heat conductance (36) of low temperatures, as a function of $\Delta/T$, the Lorenz number for the NS junction reads $L_{NS} \propto \exp(-\Delta/T)$ at low temperatures. The pre-exponential factor depends on whether $\tau\sqrt{\alpha}$ is large or small. Considering for definiteness the latter case, we find

$$L_{NS}(\Delta, T, \tau) = 1 + \frac{6 + 7\zeta(3)}{4\pi^2} \left( \frac{\Delta}{T} \right)^2 - \frac{\tau}{4} \frac{\Delta}{T} \exp \left( -\frac{\Delta}{T} \right).$$

The ratio $L_{NS}(\Delta, T, \tau)/L > 1$ at $\Delta/T > \pi^2 T/[6 + 7\zeta(3)]$, safely within the domain of validity of the expansions (27) and (34), if $\tau \ll 1$. Upon further increase of $\Delta/T$, thermal current freezes out, while the particle current reaches a $T$-independent value supported by the Andreev reflection processes. As the result, $L_{NS}/L \propto \exp(-\Delta/T)$ at low temperatures. The non-monotonic temperature dependence of $L_{NS}/L$ expected at small $\tau$ from the consideration of asymptotes is confirmed by the results of numerical evaluation, see Fig. 5.

Next, taking similar steps, we evaluate the Seebeck coefficient. It is defined as the ratio of the thermoelectric coefficient (29) and conductance (33).

$$S_{NS} = \frac{S_{NS}^I}{G_{NS}} = \frac{S_{NS}(\Delta/T, \tau)}{g_{NS}(\Delta/T, \tau)}.$$

Here $S$ is the normal-state Seebeck coefficient which satisfies the Mott law, see Eqs. (22) and (29). At small transmission coefficient $\tau$, the ratio $S_{NS}/S$ is a non-monotonic function of $\Delta/T$. This can be seen by considering the opposite limits of that function. At $\Delta/T \ll 1$, the analysis uses Eqs. (30) and (34), and leads to a result identical to Eq. (36) describing the behavior of $L_{NS}/L$. The same is true for the $\Delta/T \gg 1$ asymptote, which follows Eq. (37) derived above. Numerical evaluation of $S_{NS}/S$ shows that it is quite close to the dimensionless ratio $L_{NS}/L$ in the entire domain of parameters $\tau$ and $\Delta/T$, see Fig. 5, each may significantly exceed the normal-state value of 1, if the transmission coefficient $\tau$ is small.

VI. NSN JUNCTION

Lastly, we consider thermal conductance and thermopower of NSN junction sketched in Fig. 6, with NS boundaries situated in the wider parts of the channel. This is a typical geometry of mesoscopic transport experiments with cold atoms [23–26]. Such geometry can be also implemented for the electron transport in mesoscopic solids. The two questions we want to address here, is whether the Lorentz number $L_{NSN}$ and Seebeck coefficient $S_{NSN}$ of the NSN junction are sensitive to
the properties of the quantum point contact constraining the transport through the superconducting (or superfluid in the case of atomic point contact) part of the device.

In the following, we assume a sufficiently fast equilibration within the Bogoliubov quasiparticles subsystem, so that we may use the notion of local temperature and view NSN junction as a sequence of NS, SS and NS junctions connected in series. It requires inelastic relaxation length be much shorter than the distance between the NS and SN interfaces. This is not a stringent condition for a cold atoms gas close to the unitary limit [26], but may require further analysis in the case of electron transport [19–22,37]. We also assume a sufficiently short BCS coherence length which simplifies [38] the transport through the superconducting (or superfluid) device.

To evaluate the Lorenz number of the NSN structure,

$$G_T^{NSN} = g_T^{SS}(0, \Delta/T, 1)$$

and considering only $G_T^{NS}$, we find

$$G_T^{NSN} = g_T^{SS} \left( 1 + 2 \frac{G_T^{SS}}{G_T^{NS}} \right)^{-1}.$$  \hspace{1cm} (39)

It is clear that $G_T^{NSN}$ does represent the thermal conductance of the superconducting point contact as long as the cross-sectional area of the NS boundary is wide enough, so that $G_T^{NS} \gg G_T^{SS}$.

To evaluate the Lorenz number of the NSN structure, we recall [38] that only the NS boundaries contribute to the resistance, $G^{NSN} = G^{NS}/2$, which yields

$$L^{NSN} = \frac{G_T^{SS}}{G_T^{NS}} \left( 1 + 2 \frac{G_T^{SS}}{G_T^{NS}} \right)^{-1}.$$ \hspace{1cm} (40)

The temperature dependence of $G_T^{NS}$ complicates the behavior of the Lorenz number $L^{NSN}$, compared with that of $G_T^{NS}$.

To further specify $L^{NSN}$, we introduce the numbers of fully-transmitting channels in the point contact, $N_n$, and at the cross-section of the NS interface, $N_w$, (subscripts $n$ and $w$ stand for “narrow” and “wide”), and assume no partial transmission is present in the system.

Under these assumptions,

$$G_T^{NSN} = g_T^{SS}(0, \Delta/T, 1) \left[ 1 + 2 \frac{N_n g_T^{SS}(0, \Delta/T, 1)}{N_w g_T^{NS}(\Delta/T, 1)} \right]^{-1},$$

$$G_T = \frac{\pi^2 T}{3e^2} G,$$

and $G^{NS}$ and their various limits are presented, respectively, in Eqs. (19) and (21), Eqs. (26), (28), and Eqs. (35)-(37). The thermal conductance and Lorenz number for an NSN structure depend, in addition, on the ratio of the channel numbers $N_n/N_w$. In the limiting case $N_n/N_w \ll 1$, the ratio $G^{NSN}/G_T$ closely follows $g_T^{SS}(0, \Delta/T, 1)$ presented in Fig. 2. At a finite but small value $\Delta/T \ll 1$, the thermal conductance in superconducting state is close to its normal-state value, $G^{NSNN} \approx G_T$. The behavior of $L^{NSN}$ is different: it falls off drastically upon entering the superconducting state because of the shunting effect of the superfluid condensate represented by the last factor $[19]$. This suppression occurs on top of the Lorenz number reduction at $\Delta/T \sim 1$ brought by the ratio $L^{NSN}/L$, see Fig. 5. We note that the suppression of the Lorenz number upon the transition to a superfluid state of $^6$Li cold atoms confined to a quantum channel was indeed observed in Ref. [26].

The applied temperature gradient induces a heat current $J = G_T^{NSN}(T_1 - T_2)$, where $T_1$ and $T_2$ are the temperatures of the left and right normal parts. In order to evaluate the temperatures $T_1'$ and $T_2'$ within the structure, we equate $J$ and the corresponding expression for the NS boundary, which gives

$$(T_1 - T_1') = J/G_T^{SS} = (T_1 - T_2)G^{SS}/(2G^{SS} + G^{NS}).$$

As usual, in order to evaluate the Seebeck coefficient, we assume that there is no net particle current flowing through the structure. Thus the particle current due to the induced voltage $V^{NS}$ on the NS boundary is compensated by the thermoelectric current $G^{NS}V^{NS} = G^{NS}S^{NSN}(T_1 - T_1)$.

The latter equation gives the Seebeck coefficient of the entire structure,

$$S^{NSN} = \frac{2V^{NS}}{T_1 - T_2} = S^{NSN} \left[ 1 + \frac{1}{2} \frac{G_T^{NS}}{G_T^{SS}} \right]^{-1}.$$ \hspace{1cm} (42)

The comparison of $S^{NSN}$ with the Seebeck coefficient $S$ of the system in the normal state strongly depends on the details of the potential confining the motion of fermions. One may produce a crude estimate in terms of the number of opened channels $N_n$, $N_w$, and their rate of their change with the change of the chemical potential $\mu$. Assuming $N_w \gg N_n$ and considering only temperatures high compared to $\Delta \neq 0$ and to the level spacing for the quantized transverse motion of fermions in any part of the device, we find

$$S^{NSN} \sim \frac{dN_n/d\mu}{N_n} \left( \frac{N_n}{N_w} \right)^2.$$ \hspace{1cm} (43)
For a simplest harmonic confining potential, the estimate indicates $S_{NSN} < S$.

VII. CONCLUSIONS

Applications of scattering theory are ubiquitous in mesoscopic physics. Surprisingly, the strengths of this method were not fully exploited in the study of thermal effects of superconducting devices. We fill this apparent void by relating the heat conductance and thermally-induced particle current to the normal-state scattering matrix, see Eqs. (10) and (15), and obtained results valid at arbitrary transmission coefficients, see Section IV.

Analyzing the SQPC alone, one is able to find particle and entropy currents. The conventional characteristics of thermally-induced linear transport, the Lorenz number and Seebeck coefficient, are not defined due to the shunting effect of the superfluid condensate. That prompted us to develop the theory for NS boundaries, see Section V, and NSN devices (Section VI where these quantities are well-defined (the latter geometry is of special interest because of the experiments with cold $^6$Li atoms [24]). The practical conclusion of that study, is while the thermal conductance Eq. (39) in NSN geometry is proportional to the thermal conductance of SQPC, the thermopower Eq. (42) is not. Instead, it is sensitive to the details of the confining potential away from the narrowest cross-section of the channel and to the thermal conductance of the SQPC. A crude estimate Eq. (43) indicates that NSN Seebeck coefficient $S_{NSN}$ is lower than the one in the normal state, $S$, at sufficiently high temperatures. However, lowering the temperature below the energy separation between the quantized levels of the transverse motion at the narrowest cross-section, may revert the relation between $S_{NSN}$ and $S$. A full analysis of the experiment [20] is beyond this work.
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Two comments are in place here. First, while considering $\Delta/T \ll 1$, we still assume the BCS coherence length shorter than the superfluid domain in the NSN structure. Second, the ratio $g^{NS}/g^{SS}$ appearing in the last factor of Eq. (11) becomes small and may compensate the large factor $N_e/(2N_r)$ at low temperatures, $T/\Delta \sim (N_e/2N_r)^2$; however, at such low temperatures is exponentially small, $L^{NSN} \sim \exp(-(N_e/2N_r)^2)$.

Appendix A: Derivation of scattering amplitudes

Consider a scattering wavefunction shown in Fig. 7 with four regions $S_1, N_1, N_2, S_2$. We follow the approach used in Ref. \cite{Beenakker1992}. The scattering amplitudes $r_{11}^e, r_{11}^h, t_{21}^e, t_{21}^h$, may be obtained in a few steps:

(i) We write the wavefunctions in superconducting regions $S_1$ and $S_2$ as

$$
\Psi_{S_1} = \left( \begin{array}{cc} u_1 & v_1 \end{array} \right) e^{i q e x} + r_{11}^e \left( \begin{array}{c} v_1 \\ u_1 \end{array} \right) e^{i q h x} + r_{11}^h \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) e^{-i q e x}, \\
\Psi_{S_2} = t_{21}^e \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right) e^{i q e x} + t_{21}^h \left( \begin{array}{c} v_2 \\ u_2 \end{array} \right) e^{-i q h x}.
$$

Here, the coherence factors

$$u_{1(2)}^2 = 1 - v_{1(2)}^2 = \frac{1}{2} \left( 1 + \frac{\xi_{1(2)}}{\varepsilon} \right)$$

are energy-dependent, and the notation $\xi_{1(2)} = \sqrt{\varepsilon^2 - \Delta_{1(2)}^2}$ accounts for a possibility of non-equal gaps $\Delta_1 \neq \Delta_2$.

(ii) The wavefunctions in the normal regions are linear combinations of electron and hole wavefunctions

$$
\Psi_{N_1(2)} = e^{\pm}_{1(2)} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) e^{i k e x} + e^{\pm}_{1(2)} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) e^{i k h x} (A3)
$$

We work in the Andreev approximation, which is valid for energy $\varepsilon$ smaller than the Fermi energy, i.e. $\varepsilon \ll E_F$. In this approximation, the NS boundaries do not scatter the momentum across the Fermi sea, and one may equate the wavefunctions corresponding to the positive $k_F$ and negative $-k_F$ momentum separately. Such a boundary condition produces the following relation between the amplitudes in the normal and superconducting regions:

$$
\begin{align*}
&c_1^+ = u_1 + v_1 r_{11}^h, \\
&h_1^+ = v_1 + u_1 r_{11}^e, \\
&c_1^- = u_1 + v_1 r_{11}^e, \\
&h_1^- = v_1 + u_1 r_{11}^h, \\
&c_2^+ = u_2 t_{21}^e, \\
&c_2^- = u_2 t_{21}^h, \\
&h_2^+ = v_2 t_{21}^e, \\
&h_2^- = v_2 t_{21}^h.
\end{align*}
(A4)
which are adjacent to the superconducting regions $S_s$ in the presence of the scatterer. With the notations phase related to the modulation of the density of states $\gamma$ to the absence of the inversion symmetry; the overall-time-reversal symmetry breaking; the phase $\eta_e$ to the modulation of the density of states in the presence of the scatterer. With the notations $s_e = s_0(\varepsilon)$ and $s_h = s_0^*(-\varepsilon)$, the conditions for electron and hole quasiparticles in the normal region split

$$
\begin{pmatrix}
e_1
\end{pmatrix} = s_e
\begin{pmatrix}
e_1^+
\end{pmatrix}
= s_h
\begin{pmatrix}
h_1
h_2
\end{pmatrix}
$$

The terms $r_e$ and $t_e$ are the real-valued reflection and transmission amplitudes; the phase $\varphi$ describes the time-reversal symmetry breaking; the phase $\eta_e$ is related to the absence of the inversion symmetry; the overall-phase $\gamma_e$ in the prefactor is the energy-dependent Friedel phase related to the modulation of the density of states in the presence of the scatterer. With the notations $s_e = s_0(\varepsilon)$ and $s_h = s_0^*(-\varepsilon)$, the conditions for electron and hole quasiparticles in the normal region split

$$
\begin{pmatrix}
e_1
\end{pmatrix} = s_e
\begin{pmatrix}
e_1^+
\end{pmatrix}
= s_h
\begin{pmatrix}
h_1
h_2
\end{pmatrix}
$$

The terms $r_s$ and $t_s$ are the real-valued reflection and transmission amplitudes; the phase $\varphi$ describes the time-reversal symmetry breaking; the phase $\eta_h$ is related to the absence of the inversion symmetry; the overall-phase $\gamma_h$ in the prefactor is the energy-dependent Friedel phase related to the modulation of the density of states in the presence of the scatterer. With the notations $s_e = s_0(\varepsilon)$ and $s_h = s_0^*(-\varepsilon)$, the conditions for electron and hole quasiparticles in the normal region split

$$
\begin{pmatrix}
e_1
\end{pmatrix} = s_e
\begin{pmatrix}
e_1^+
\end{pmatrix}
= s_h
\begin{pmatrix}
h_1
h_2
\end{pmatrix}
$$

We substitute Eqs. (A4) in Eqs. (A6) and obtain equations for the unknown scattering amplitudes $r_{11}^{ee}, t_{21}^{ee}, t_{21}^{he}, t_{21}^{eh},$ which we write in a matrix form

$$
\begin{pmatrix}
u
\psi_n
\end{pmatrix} = s_e \begin{pmatrix}
u
\psi_n
\end{pmatrix} + u \begin{pmatrix}
u
\psi_0
\end{pmatrix},
$$

where we absorbed the normal and Andreev scattering amplitudes in the $2$-by-$1$ vectors $\psi_n = (r_{11}^{ee} t_{21}^{s})^T$ and $\psi_a = (r_{11}^{he} t_{21}^{he})^T; \psi_0 = (1 0)^T$ is a $2$-by-$1$ vector; we also defined the $2$-by-$2$ matrices

$$
\begin{pmatrix}
u
\psi_n
\end{pmatrix} = \begin{pmatrix} u_1 & 0 \\
0 & u_2 \end{pmatrix},
$$

(v) Solving the linear Eq. (A7) in favor of $\psi_n$ and $\psi_a$, we obtain

$$
\begin{pmatrix}
u
\psi_n
\end{pmatrix} = u^{-1}(1 - s_e a s_h a)^{-1} s_e (1 - a^2) u \begin{pmatrix}
u
\psi_0
\end{pmatrix},
$$

$$
\begin{pmatrix}
u
\psi_n
\end{pmatrix} = u^{-1}(1 - s_h a s_e a)\begin{pmatrix}
u
\psi_0
\end{pmatrix}.
$$

We perform the matrix multiplication in Eq. (A9) and obtain the scattering amplitudes

$$
\begin{pmatrix}
u
\psi_n
\end{pmatrix} = u^{-1}(1 - s_h a s_e a)\begin{pmatrix}
u
\psi_0
\end{pmatrix}.
$$
where we introduced the following notations:

\[ D_\varepsilon = \frac{1}{2} \left( (\varepsilon^2 + \xi_1 \xi_2) \cos \delta \gamma - i \varepsilon (\xi_1 + \xi_2) \sin \delta \gamma - (\varepsilon^2 - \xi_1 \xi_2) r_\varepsilon r_{-\varepsilon} \cos \delta \eta - i \varepsilon (\xi_2 - \xi_1) r_\varepsilon r_{-\varepsilon} \sin \delta \eta - \Delta_1 \Delta_2 t_\varepsilon t_{-\varepsilon} \cos \varphi \right) , \]

\[ \delta \gamma = \gamma_1 - \gamma_{-1}, \quad \delta \eta = \eta_1 - \eta_{-1} . \]

(vi) One may repeat the derivation of amplitudes for a hole-like quasiparticle incident from the left lead. The equation for the amplitudes reads

\[ u \psi_n = s_h (v \psi_n + u \psi_0), \quad v \psi_n + u \psi_0 = s_e v \psi_n, \tag{A12} \]

where \( \psi_n = (r_{1h}^{\dagger} r_{2h}^{\dagger})^T \) and \( \psi_0 = (r_{1h}^{\dagger} t_{2h}^{\dagger})^T \) are the 2-by-1 vectors that encapsulate the normal and Andreev scattering amplitudes; and \( \psi_0 = (10)^T \). The matrices \( u \) and \( v \) are defined in Eq. (A8). By inspection, equations for hole-like (A12) and electron-like Eq. (A7) quasiparticles are related via the transformation \( s_e \leftrightarrow s_h \). Thus, one may find the amplitudes \( (r_{1h}^{\dagger} r_{2h}^{\dagger} t_{1h}^{\dagger} t_{2h}^{\dagger}) \) by replacing \( \varphi \leftrightarrow -\varphi, \gamma_1 \leftrightarrow -\gamma_{-1}, \eta_1 \leftrightarrow -\eta_{-1} \) (the latter transformations keep \( \delta \gamma_1 \) and \( \delta \eta_1 \) invariant), \( r_\varepsilon \leftrightarrow r_{-\varepsilon} \), \( t_\varepsilon \leftrightarrow -t_{-\varepsilon} \) in Eq. (A10).

(vii) The amplitudes corresponding to quasiparticles incoming from the right lead may be obtained by replacing the gaps \( \Delta_1 \leftrightarrow \Delta_2 \) as well as the phases \( \varphi \leftrightarrow -\varphi, \eta_1 \leftrightarrow -\eta_{-1} \) in Eq. (A10).

(viii) For future reference, let us give the amplitudes in the tunneling limit \( t_\varepsilon \ll 1 \). For simplicity, we set \( \gamma = \eta = 0, \Delta_1 = \Delta_2 = \Delta \) and obtain from Eq. (A10)

\[ t_{2l}^{\varepsilon} = \frac{i}{2 \xi} \left[ (\varepsilon + \xi) t_\varepsilon e^{i \varphi/2} - (\varepsilon - \xi) t_{-\varepsilon} e^{-i \varphi/2} \right], \]

\[ t_{2h}^{\varepsilon} = \frac{i \Delta}{2 \xi} \left[ t_\varepsilon e^{i \varphi/2} - t_{-\varepsilon} e^{-i \varphi/2} \right]. \tag{A13} \]

Appendix B: Details of derivation of Eqs. (6)-(10) for the heat current

(i) We consider a scattering region shown in Fig. 7 with four regions \( S_1, N_1, N_2, S_2 \). The two superconducting leads \( S_1 \) and \( S_2 \) are at temperatures \( T_1 \) and \( T_2 \) respectively. We make the standard assumption of the Landauer transport theory that the quasiparticles emerging from each lead are in thermodynamic equilibrium with the corresponding lead. Then the total heat current \( J \) through the contact may be expressed as a sum of independent contributions corresponding to the quasiparticles emerging from the distinct leads \( J = J_1 - J_2 \) as in Eq. (6), where

\[ J_l = \frac{2}{h} \int_0^\infty d\xi \xi_1 \left[ j_l^r(\xi) + j_l^h(\xi) \right] f(\xi/T_l) \tag{B1} \]

\[ = \frac{2}{h} \int_0^\infty \frac{d\varepsilon \varepsilon^2}{\xi_1} \left[ j_l^r(\varepsilon) + j_l^h(\varepsilon) \right] f(\varepsilon/T_l) . \tag{B2} \]

Here the subscript index \( l \in \{1, 2\} \) labels the leads; factor 2 corresponds to spin degeneracy. The factor of energy \( \varepsilon \) in the integrand of Eq. (B1) indicates that we evaluate the energy current. Equations (B1) and (B2) are related by a change of integration variable \( \varepsilon = \sqrt{\xi^2 + \Delta_l^2} \). In the integral (B1), the integration variable is \( \xi \) and \( \xi_l(\varepsilon) = \sqrt{\xi^2 - \Delta_l^2} \). In the integral (B2), the integration variable is \( \varepsilon \) and \( \xi_l(\varepsilon) = \sqrt{\varepsilon^2 - \Delta_l^2} \). We use Eq. (B2) throughout the paper.

(ii) The terms \( j_l^r \) and \( j_l^h \) correspond to electron- and hole-like quasiparticles, labeled by the superscript \( e, h \). Each term \( j_l^h(\varepsilon) \) may be evaluated using the corresponding BdG wavefunction \( \Psi \),

\[ j = \frac{1}{mv_F} \text{Im} \left( \Psi^\dagger \sigma_z \nabla \Psi \right) , \tag{B3} \]

where \( \sigma_z = \text{diag}(1, -1) \) is the Pauli matrix acting in the Nambu space. Equation (B3) has a physical meaning of the quasiparticle density current normalized by the Fermi velocity \( v_F \), which renders it dimensionless. The density current (B3) is conserved through the system, i.e. the quasiparticles do not disappear. Thus, the current (B3) evaluated at any spatial coordinate \( x \) must yield the same result. As an example, let us evaluate Eq. (B3) for the BdG wavefunction (A1) corresponding to electron-like quasiparticle incident from the left lead. We evaluate it both to the left (i.e. for \( \Psi_{S_1} \)) and to the right (i.e. for \( \Psi_{S_2} \)) from the scatterer X

\[ j_l^e(\varepsilon) = \frac{\xi_1}{\varepsilon} \left[ 1 - |r_{11}^e|^2 - |r_{12}^h|^2 \right] \tag{B4} \]

\[ = \frac{\xi_2}{\varepsilon} \left[ |r_{21}^e|^2 + |r_{22}^h|^2 \right] , \tag{B5} \]

where the equation \( u_1^2 - v_2^2 = \xi_4/\varepsilon \) was used. Equations (B4) and (B5) are equal as guaranteed by the unitarity.

(iii) Next, we follow the steps as discussed in Sec. III A. We assume that temperatures of the leads \( T_{1,2} = T \pm \delta T/2 \) differ by a small difference \( \delta T \). At any \( T \) and \( \delta T = 0 \), the heat currents flowing in opposite direction must cancel \( J_1 = J_2 \) to render the total heat current \( J = J_1 - J_2 = 0 \). Thus, the integrands in Eq. (B1) corresponding to \( l = 1 \) and \( l = 2 \) are equal at \( \delta T = 0 \). At \( \delta T \neq 0 \), this condition allows to rewrite the total \( J = J_1 - J_2 \) only via the parameters corresponding
where the lower integration limit is $\Delta_{\text{max}} = \max(\Delta_1, \Delta_2)$. The quasiparticles residing within the energy window $\Delta_{\text{max}} > \varepsilon > \Delta_{\text{min}} = \min(\Delta_1, \Delta_2)$ do not contribute because they bounce back to the lead of their origin with probability 1 and, so, do not transfer energy between the leads.

(iv) In order to evaluate the sum $j_l^{t}(\varepsilon) + j_l^{h}(\varepsilon)$ appearing in the equation above, we use Eq. (B5) (because it is more concise) and the amplitudes (A10) evaluated before. We obtain

$$
|t_{21}^{t}|^2 = \frac{\xi_2^4}{4|D|^2} \left[ (\varepsilon + \xi_1)(\varepsilon + \xi_2)^2 - (\varepsilon - \xi_1)(\varepsilon - \xi_2)^2 \right]
- 2\Delta_1 \Delta_2 \varepsilon \cos(\varphi - \delta_{\varepsilon}),
$$

$$
|t_{21}^{h}|^2 = \frac{\xi_2^4}{4|D|^2} \left[ (\varepsilon + \xi_1)(\varepsilon - \xi_2)^2 - (\varepsilon - \xi_1)(\varepsilon + \xi_2)^2 \right]
- 2\Delta_1 \Delta_2 \varepsilon \cos(\varphi + \delta_{\varepsilon}),
$$

$$
|\xi_2^{t}|^2 = \frac{\xi_2^4}{4|D|^2} \left[ (\varepsilon + \xi_1)(\varepsilon + \xi_2)^2 \right]
- 2\Delta_1 \Delta_2 \varepsilon \cos(\varphi - \delta_{\varepsilon}),
$$

$$
|\xi_2^{h}|^2 = \frac{\xi_2^4}{4|D|^2} \left[ (\varepsilon + \xi_1)(\varepsilon - \xi_2)^2 \right]
- 2\Delta_1 \Delta_2 \varepsilon \cos(\varphi + \delta_{\varepsilon}).
$$

We substitute the equation above in Eq. (B6) and obtain Eq. (10) in the main text.

Appendix C: Details of derivation of Eqs. (13)–(18) for the particle current

(i) Let us evaluate the charge current induced by a temperature difference $\delta T$ applied to the point contact. In the spirit of the Landauer transport theory, the charge current can be written as a balance of currents flowing from the opposite leads $I = I_1 - I_2$.

$$
I_1 = \frac{2e}{h} \int_{0}^{\infty} d\xi \left[ t_{21}^{t}(\xi) - t_{21}^{h}(\xi) \right] f(\varepsilon_1 | T_1),
$$

$$
I_2 = \frac{2e}{h} \int_{\varepsilon_1}^{\infty} d\xi \left[ t_{21}^{t}(\xi) - t_{21}^{h}(\xi) \right] f(\varepsilon_2 | T_2),
$$

where $l \in \{1, 2\}$ labels the leads. In Eq. (C1), the integration variable is $\xi$, and $\varepsilon_l(\xi) = \sqrt{\varepsilon^2 + \Delta_l^2}$. In contrast, the integration variable is $\varepsilon$, and $\varepsilon_l(\xi) = \sqrt{\varepsilon^2 - \Delta_l^2}$ in Eq. (C2).

(ii) The two terms $t_{21}^{t}$ and $t_{21}^{h}$ correspond to the electron-like and hole-like quasiparticle currents, which contribute with the opposite signs. They have a physical meaning of a charge current induced by a quasiparticle, and may be evaluated with the knowledge of the two-component BdG wavefunction $\Psi$.

$$
i = \frac{1}{mv_F} \text{Im} \left( \Psi^\dagger \nabla \Psi \right), \tag{C3}
$$

where we normalized the expression by the Fermi velocity $v_F$ to render it dimensionless. In the BdG formalism, this current is not conserved because it does not take into account the contribution of the condensate. Nevertheless, one may evaluate this current in the normal regions $N_1$ and $N_2$. As an example, we evaluate Eq. (C3) for the BdG wavefunction (A1) corresponding to the electron-like quasiparticle incident from the left superconductor. In Sec[A] we used the Andreev boundary condition and obtained the wavefunction (A3) in the normal region, with the amplitudes given in Eq. (A4). Let us explicitly write it out:

$$
\Psi_{N_1} = (u_1 + r_{11}^{e} u_{11}) \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{i k_F x} + (v_1 + r_{11}^{h} u_{11}) \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{-i k_F x},
$$

$$
\Psi_{N_2} = (t_{21}^{e} u_2 \begin{pmatrix} 1 \\ 0 \end{pmatrix}) e^{i k_F x} + (t_{21}^{h} u_2 \begin{pmatrix} 0 \\ 1 \end{pmatrix}) e^{-i k_F x}.
$$

The charge current (C3) is continuous in the normal regions, where there is no condensate. So, Eq. (C3)
evaluated for both wavefunctions $\Psi_{N_1}$ and $\Psi_{N_2}$ must be equal

$$i_1^2 = 1 - |r_{11}^h|^2 + |r_{11}^v|^2 + 2 \frac{\Delta_1}{\varepsilon} \text{Re} \{r_{11}^v\} \quad (C4)$$

$$= |t_{21}^v|^2 - |t_{21}^h|^2, \quad (C5)$$

where we used the identity $2u_1v_1 = \frac{\Delta_2}{\varepsilon}$ and neglected the terms $\propto \varepsilon/E_F$. Although it is not immediately obvious that Eqs. (C4) and (C5) are equal, one may check that the equality holds for the derived amplitudes (A10).

(iii) As discussed in Sec. IIIB, the current in superconductors may have a dissipative and non-dissipative Josephson components. The two components may be distinguished using their parity with respect to phase $\varphi$ reversal. The dissipative component is even and non-dissipative is odd under the phase $\varphi \to -\varphi$ reversal. In this work, we are interested in the dissipative component. To emphasize this, we write instead of Eq. (C2)

$$I_1 = \frac{2e}{h} \int_{\Delta_1}^{\infty} \frac{d\xi}{\xi} \left[ \tilde{v}_1^i(\varepsilon) - \tilde{v}_1^h(\varepsilon) \right] f(\varepsilon/T), \quad (C6)$$

where the notation $\sim$ above the terms in the brackets means taking an even in $\varphi$ part of the current. Hereinafter, all variables associated with particle current ($I_1, I_2$, etc.) denote the dissipative part of the current.

(iv) We set $T_{1,2} = T \pm \delta T/2$ and seek to evaluate the current proportional to $\delta T$. If $\delta T = 0$ (i.e., at thermodynamic equilibrium) the total dissipative current $I = I_1 - I_2$ must vanish because there are no “kinematic forces” that would drive the current. This condition allows to relate the integrands for $I_1$ and $I_2$ at $\delta T \neq 0$, and rewrite the total dissipative current $I$ only via the parameters corresponding, e.g., to the left lead

$$I = \frac{2e}{h} \int_{\Delta_{\max}}^{\infty} \frac{d\xi}{\xi_1} \left[ \tilde{v}_1^i(\varepsilon) - \tilde{v}_1^h(\varepsilon) \right] f(\varepsilon/T_1) - f(\varepsilon/T_2)$$

$$= \delta T \frac{2e}{T^2} \frac{1}{h} \int_{\Delta_{\max}}^{\infty} \frac{d\xi}{\xi_1} \left[ \tilde{v}_1^i(\varepsilon) - \tilde{v}_1^h(\varepsilon) \right] \left[ - f'(\varepsilon) \right] |_{\varepsilon = \varepsilon/T}$$

$$= \frac{2e}{h} \int_{\Delta_{\max}}^{\infty} \frac{d\xi}{\xi_1} \left[ \tilde{v}_1^i(\varepsilon) - \tilde{v}_1^h(\varepsilon) \right] f(\varepsilon/T), \quad (C7)$$

where $\Delta_{\max} = \max(\Delta_1, \Delta_2)$. Note that the subgap quasiparticles residing in the intermediate energy window $\Delta_{\max} > \varepsilon > \Delta_{\min}$ do not contribute to the dissipative current (if the energy distribution of electron and hole-like quasiparticles are equal, the currents are equal in magnitude and opposite in sign).

(v) Finally, we use the expressions (B7) and (B8) for the amplitudes and Eq. (C5) for the current and obtain a concise result

$$\tilde{v}_1^i(\varepsilon) - \tilde{v}_1^h(\varepsilon) = \frac{\xi_1^* \xi_2}{|D|^2} \left( t_2^v - t_2^h \right). \quad (C8)$$

Plugging it in Eq. (C7), we recover Eq. (18) from the main part of the text. To double-check, we obtained the same result by using Eq. (C4) instead of Eq. (C5).

**Appendix D: Comparison with the tunneling Hamiltonian approach.**

Let us compare the obtained scattering amplitudes (A13) with the tunneling Hamiltonian approach. The tunneling Hamiltonian model may be written as

$$H = H_1 + H_2 + H_T,$$

$$H_1 = \sum_{k \sigma} \left( \frac{k^2}{2m} - E_F \right) c_{k \sigma}^\dagger c_{k \sigma} + \Delta \sum_{k} (c_{-k \downarrow} c_{k \uparrow} + \text{h.c.}),$$

$$H_2 = \sum_{p \sigma} \left( \frac{p^2}{2m} - E_F \right) c_{p \sigma}^\dagger c_{p \sigma} + \Delta \sum_{p} (c_{-p \uparrow} c_{p \downarrow} + \text{h.c.}),$$

$$H_T = \sum_{pk \sigma} w_{pk} \left( e^{i\varphi/2} c_{p \sigma}^\dagger c_{k \sigma} + e^{-i\varphi/2} c_{k \sigma}^\dagger c_{p \sigma} \right) + \{ \text{terms } \propto \varphi, \varphi \},$$

where the momenta $k$ and $p$ label the states in the left and right leads; $w_{kp}$ is the tunneling matrix element. We perform the Bogoliubov transformation $c_{k \sigma} = u_k \gamma_{k \sigma} - \sigma v_k \gamma_{k \sigma}^\dagger$ (similarly for $p$) and rewrite the tunneling part

$$H_T = \sum_{kp \sigma} w_{kp} \left( e^{i\varphi/2} u_k v_k - e^{-i\varphi/2} u_p v_p \right) \gamma_{p \sigma}^\dagger \gamma_{k \sigma} + \text{h.c.}$$

$$+ \{ \text{terms } \propto \gamma, \gamma \}.$$

Now, we find the scattering amplitudes in the lowest order in $w_{pk}$. First, we rewrite the momentum variables into the energy variables as follows $k_{e,h} = k_F \pm \xi/v_F$ (similarly for $p_{e,h}$). Further, we multiply by the factor accounting for the superconducting density of states $2\pi \rho_0 \varepsilon/i \xi$ and obtain the scattering amplitudes

$$t_{21}^e = -2\pi \rho_0 w_{pe,ke} \frac{i}{2k} \left( (\varepsilon + \xi) e^{i\varphi/2} - (\varepsilon - \xi) e^{-i\varphi/2} \right),$$

$$t_{21}^e = -2\pi \rho_0 w_{pe,ke} \frac{i}{2k} \left( e^{i\varphi/2} - e^{-i\varphi/2} \right), \quad (D1)$$

where

$$k_{e,h} = k_F \pm \xi/v_F,$$

$$p_{e,h} = k_F \pm \xi/v_F.$$

Let us compare the scattering amplitudes (A13) obtained in the scattering approach [29] with the amplitudes (D1) obtained using the tunneling Hamiltonian method. Superficially, the amplitudes look similar, and they agree if the particle-hole asymmetry is dropped. However, they are distinct in the presence of the particle-hole asymmetry. In particular, in the limit $\varphi = 0$ and $\xi \to 0$, the scattering amplitudes (A13) diverge, whereas the amplitudes in Eq. (D1) remain finite. Physically, this distinct behavior corresponds to the formation of the particle-hole-asymmetry-induced Andreev levels in the former case. This dichotomy also manifests itself in a distinct behavior of the thermoelectric coefficient. In the former case of Eq. (A13), the thermoelectric coefficient is logarithmically large (see Eq. (23)). In
the latter case of Eq. [D1], the thermoelectric coefficient remains finite $s^{TSS} = -\frac{1}{3} \int_{0}^{\infty} dx \ x^2 f'(x)$.

We further explore the connection between the scattering amplitudes (A13) and (D1) in the following section. We solve a “square barrier” BdG model and demonstrate how Eqs. (A13) and (D1) emerge in two different limits.

Appendix E: Exact solution of a scattering problem in a BdG formalism.

Here, we solve a 1D BdG equation with a square barrier potential. We recover the scattering amplitudes (A13) and (D1) in two different limits. In addition, we demonstrate that the presence of the normal $N$ parts (introduced for convenience in Sec. A) is not essential.

The BdG equation is $H\Psi(x) = \varepsilon\Psi(x)$ with

$$H = \left( \frac{(-i\partial_x)^2}{2m} - E_F + U(x) \right) \Delta(x) - \left( \frac{(-i\partial_x)^2}{2m} + E_F - U(x) \right),$$

(E1)

where the profiles of the gap $\Delta(x) = \Delta e^{i\varphi} \theta(x - d) + \Delta \theta(-x)$ and potential $U(x) = U[1 - \theta(x - d) - \theta(-x)]$ are illustrated in Fig. 8. In the left and right domains, we use the following ansatz for the scattering function

$$\Psi_1 = \left( \begin{array}{c} u \\ v \end{array} \right) e^{iq_x x} + r_{11} e^{iq_x x} + r_{12} e^{-iq_x x},$$

$$\Psi_2 = t_{21} e^{-i\varphi/2} \left( \begin{array}{c} u \\ v \end{array} \right) e^{-iq_x (x-d)} + t_{21} e^{-i\varphi/2} \left( \begin{array}{c} u \\ v \end{array} \right) e^{-iq_x (x-d)},$$

where as usual $u, v = \frac{1}{2} \left( 1 \pm \frac{\sqrt{x^2 - \Delta^2}}{\varepsilon} \right)$. Inside the barrier, the wavefunctions are described by the decaying solutions

$$\Psi_f = c_1 \left( \begin{array}{c} 1 \\ 0 \end{array} \right) e^{\kappa_x x} + c_2 \left( \begin{array}{c} 1 \\ 0 \end{array} \right) e^{-\kappa_x x} + c_3 \left( \begin{array}{c} 0 \\ 1 \end{array} \right) e^{\kappa_h x} + c_4 \left( \begin{array}{c} 0 \\ 1 \end{array} \right) e^{-\kappa_h x},$$

(E2)

where the subscripts $e$ and $h$ denote the energy dependence

$$q_{e,h} = \left[ 2m(E_F \pm \sqrt{\varepsilon^2 - \Delta^2}) \right]^{1/2},$$

(E3)

$$\kappa_{e,h} = \left[ 2m(U - E_F \mp \varepsilon) \right]^{1/2},$$

(E4)

where to top and bottom signs correspond to electrons (e) and holes (h), respectively. We use the continuity condition at the NS boundary

$$\Psi_1(0) = \Psi_f(0),$$

$$\Psi_1'(0) = \Psi_f'(0),$$

$$\Psi_2(d) = \Psi_f(d),$$

$$\Psi_2'(d) = \Psi_f'(d),$$

and solve for the scattering amplitudes

$$t_{21}^{ee} = \frac{iq_e(u^2 - v^2)}{A} \left[ \frac{1}{A} \left( \begin{array}{c} u^2 \kappa_e(q_e - i\kappa_h)^2 + \varepsilon^2/2 - \kappa_e d \\ -v^2 \kappa_h(q_h - i\kappa_e)^2 + \varepsilon^2/2 - \kappa_h d \\ -u^2 \kappa_e(q_e - i\kappa_h)^2 + \varepsilon^2/2 - \kappa_e d \\ v^2 \kappa_h(q_h - i\kappa_e)^2 + \varepsilon^2/2 - \kappa_h d \end{array} \right) \right],$$

(E5)

$$t_{21}^{he} = \frac{iq_e(u^2 - v^2)}{A} \left[ \frac{1}{A} \left( \begin{array}{c} u^2 \kappa_e(q_h + i\kappa_h)^2 + \varepsilon^2/2 - \kappa_e d \\ -v^2 \kappa_h(q_h + i\kappa_e)^2 + \varepsilon^2/2 - \kappa_h d \\ -u^2 \kappa_e(q_h + i\kappa_h)^2 + \varepsilon^2/2 - \kappa_e d \\ v^2 \kappa_h(q_h + i\kappa_e)^2 + \varepsilon^2/2 - \kappa_h d \end{array} \right) \right],$$

(E6)

where the denominator is

$$D' = A + B e^{-2\kappa_e d} + B^* e^{-2\kappa_h d} + C e^{-2\kappa_e d} + A^* e^{-2\kappa_h d},$$

$$A = \frac{1}{4} \left[ (u^2 - v^2)(q_e q_h + \kappa_e \kappa_h) + iu^2 (q_e \kappa_e - q_h \kappa_h) \right],$$

$$B = \frac{1}{4} \left[ (u^2 - v^2)(q_h q_e - \kappa_e \kappa_h) - iu^2 (q_h \kappa_e + q_e \kappa_h) \right],$$

$$C = -2u^2v^2(q_e + q_h)^2 \kappa_e \kappa_h \cos \varphi.$$
we may set \( q_e = q_h = k_F \) but retain the energy dependence in \( \kappa_{e,h} \). This assumption also allows us to retain only the lowest-order in \( \kappa_{e,h}/k_F \) terms,

\[
t^{ee}_{21} = \frac{4i\varepsilon}{\xi k_F} \left( u^2 \kappa_e e^{i\varphi/2 - \kappa_e d} - v^2 \kappa_h e^{-i\varphi/2 - \kappa_h d} \right),
\]

\[
t^{he}_{21} = \frac{2i\Delta}{\xi k_F} \left( \kappa_e e^{i\varphi/2 - \kappa_e d} - \kappa_h e^{-i\varphi/2 - \kappa_h d} \right),
\]

(E7)

where the variables \( \kappa_{e,h} \) depend on \( \varepsilon \) according to Eq. (E4). We may rewrite the scattering amplitudes in the form

\[
t^{ee}_{21} = i \left[ (\varepsilon + \xi) t_e e^{i\varphi/2} - (\varepsilon - \xi) t_e e^{-i\varphi/2} \right],
\]

\[
t^{he}_{21} = i \left[ t_e e^{i\varphi/2} - t_e e^{-i\varphi/2} \right],
\]

(E8)

where

\[
t_e = \frac{4\kappa_e}{k_F} e^{-\kappa_e d},
\]

\[
t_e = \frac{4\kappa_h}{k_F} e^{-\kappa_h d},
\]

(E9)

with \( \kappa_{e,h} = [2m(U - E_F \mp \varepsilon)]^{1/2} \). The amplitudes (E8) conform with the corresponding expressions (A13) obtained in the scattering formalism.

The delta-barrier limit. We introduce a dimensionless parameter \( Z \) via the identity \( U = k_F Z/2md \) and expand Eqs. (E5) and (E6) in powers of \( k_F d \) to obtain

\[
t^{ee}_{21} = t^{ee}_{21}(0) + (k_F d) t^{ee}_{21}(1) + O(k_F d)^2,
\]

\[
t^{he}_{21} = t^{he}_{21}(0) + (k_F d) t^{he}_{21}(1) + O(k_F d)^2.
\]

(E10)

For brevity, we focus on the \( \varphi = 0 \) case where the amplitudes simplify

\[
t^{ee}_{21}(0) = \frac{2q_e}{2q_e + i k_F Z},
\]

\[
t^{he}_{21}(0) = 0.
\]

(E11)

Observe that at \( \xi \to 0 \) the amplitudes \( t^{ee}_{21}(0) \) and \( t^{he}_{21}(0) \) are regular. The obtained amplitudes conform with the corresponding expressions (D11) obtained from the tunneling Hamiltonian method.

We give the leading terms in the Laurent series in \( \xi \) of the higher-order terms appearing in Eq. (E10)

\[
t^{ee}_{21}(1) = \frac{1}{\xi} \frac{\varepsilon^2}{E_F} \frac{2ik_F q_e}{(2q_e + i k_F Z)^2} + O(\xi^0),
\]

\[
t^{he}_{21}(1) = \frac{1}{\xi} \frac{\varepsilon^2}{E_F} \frac{2ik_F q_e}{(2q_e + i k_F Z)(2q_e - i k_F Z)} + O(\xi^0),
\]

(E12)

where \( O(\xi^0) \) and \( O(\xi) \) denote behavior at \( \xi \to 0 \). Note that the amplitudes corresponding to a hole-like quasiparticle may be obtained from equations above by complex conjugation and replacing \( \xi \to -\xi \). Observe that \( t^{ee}_{21}(1), t^{he}_{21}(1) \) develop a singularity as \( \xi \to 0 \). The singularity in the scattering amplitudes signifies an appearance of the shallow Andreev levels. In order to analyze the Andreev levels, let us expand the denominator of the scattering amplitudes in the studied limit \( k_F d \to 0 \). The leading behavior of the denominator is

\[
D' \propto \left[ \xi^2 - i\tau \frac{2k_F q_e}{E_F} (k_F d) \right], \text{ where } \tau = \frac{4}{4+i\pi Z}.
\]

This gives the behavior of the Andreev levels

\[
\varepsilon_A = \Delta - \frac{\tau^2 \Delta^3}{2} \left( k_F d \right)^2.
\]

(E13)

So, we conclude that finite length \( d \) generates shallow Andreev levels with energy controlled by length \( d \) and the scale of the particle-hole asymmetry \( \Delta/E_F \).

Consequence for the particle current. The appearance of the Andreev levels has consequences for the particle current. In order to evaluate it, we need to retain the \( \infty \varepsilon/E_F \) terms, which were dropped in derivation of Eqs. (14)–(18) as well as (C1)–(C5). For the case of the symmetric junction considered here, we keep the \( \varepsilon/E_F \)
terms and obtain the thermoelectric coefficient

\[ S_{1}^{SS} = \]

\[ \frac{1}{T^2} \int_{\Delta}^{\infty} \frac{d\varepsilon}{\xi} \varepsilon^2 \left[ |t^{ce}_{21}|^2 - |t^{hh}_{21}|^2 - \frac{q_e}{q_h} |t^{he}_{21}|^2 + \frac{q_e}{q_h} |t^{he}_{21}|^2 \right] \left[ -f'(x) \right] \left| x = \varepsilon / T \right. \]

Now we substitute the amplitudes (E10)-(E12) in Eq. (E14) and obtain the correction to the thermoelectric coefficient up to first order in \( k_F d \)

\[ S_{I}^{SS} = \]

\[ \frac{GT}{e} \frac{\partial \ln G}{\partial \mu} 2 \int_{\Delta/T}^{\infty} dx x^2 [-f'(x)] \]

\[ + \left( k_F d \right) G \frac{\sqrt{\tau(1-\tau)}}{E_F} \frac{T}{x^2 - (\Delta/T)^2} [-f'(x)] \]

\[ + O(k_F d)^2 \quad (E15) \]

where \( G = 2e^2 \tau / h \). The first term is regular, whereas the second term has a logarithmic divergence at lower integration limit. Note that the regular (not divergent) terms in the order \( \propto k_F d \) are not displayed. Recalling that there are Andreev levels with energies given by Eq. (E13), the logarithmic divergence may be regularized producing for the integral

\[ - \frac{1}{2} \left( \frac{\Delta}{T} \right)^3 f' \left( \frac{T}{\xi} \right) \ln \frac{T}{\Delta - \varepsilon} \]

This resolves the discrepancy between Refs. \[ 17 \] and \[ 9 \]. Reference \[ 9 \] used the amplitudes (E11) corresponding to the zeroth order in \( k_F d \) (i.e. a delta-barrier limit) and obtained a regular expression for particle current consistent with the first term in Eq. (E15). However, it completely missed the existence of the Andreev levels, and, thus, missed the logarithmic contribution to the particle current represented by the second term in Eq. (E15). Given that physical contacts have finite length \( k_F d \gtrsim 1 \) (actually \( k_F d \gg 1 \) in most cases), the logarithmic term is important, and we favor the approach of Ref. \[ 17 \].