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Abstract

We consider a $d$-dimensional harmonic crystal in contact with a stochastic Langevin type heat bath at each site. The temperatures of the “exterior” left and right heat baths are at specified values $T_L$ and $T_R$, respectively, while the temperatures of the “interior” baths are chosen self-consistently so that there is no average flux of energy between them and the system in the steady state. We prove that this requirement uniquely fixes the temperatures and the self-consistent system has a unique steady state. For the infinite system this state is one of local thermal equilibrium. The corresponding heat current satisfies Fourier’s law with a finite positive thermal conductivity which can also be computed using the Green-Kubo formula. For the harmonic chain ($d = 1$) the conductivity agrees with the expression obtained by Bolsterli, Rich and Visscher in 1970 who first studied this model. In the other limit, $d \gg 1$, the stationary infinite volume heat conductivity behaves as $(\ell_d d)^{-1}$ where $\ell_d$ is the coupling to the intermediate reservoirs. We also analyze the effect of having a non-uniform distribution of the heat bath couplings. These results are proven rigorously by controlling the behavior of the correlations in the thermodynamic limit.
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1 Introduction

Our understanding of non-equilibrium systems is at the present time very incomplete. In particular, we still have no model Hamiltonian system for which Fourier’s law has been proven rigorously. A review of the problems and of the few known exact results related to Fourier’s law is given in [1] and in [2] which also contains a survey of recent numerical results.

Here we study, in a mathematically rigorous manner, the microscopic structure of the stationary non-equilibrium state of a “self-consistent harmonic crystal”, a model introduced by Bolsterli, Rich and Visscher (BRV) in [3, 4]. This is a $d$-dimensional system of $N_1 \times \cdots \times N_d$ oscillators whose time-evolution is given by a combination of Hamiltonian and stochastic dynamics. The Hamiltonian is composed of harmonic nearest neighbor and “on-site” potentials and the stochastic part comes from coupling each particle in the chain to its own heat bath.

We want to describe a situation where we have a temperature gradient in one direction (the “first” with $N_1$ oscillators) while the temperature is uniform in the remaining $d - 1$ directions, on which we impose periodic boundary conditions. The temperatures of the heat baths of the end-point particles in the first direction are fixed to given values $T_L$ and $T_R$, while the temperatures of the interior heat baths are chosen self-consistently by the requirement that there is no energy flux, on average, between any such reservoir and the system in the steady state. From a physical point of view, we may think of the interior heat reservoirs as representing schematically the effect of degrees of freedom not included in the Hamiltonian.

Using numerical studies and non-rigorous arguments, BRV found that in the case $d = 1$ (chain) the (kinetic) temperature profile of the system in its steady state is linear, with a heat flux proportional to $N^{-1}$ for large $N$. This corresponds to the self-consistent system having a finite, temperature independent, thermal conductivity [1, 2]. These results are in sharp contrast to those found earlier by Rieder, Lebowitz and Lieb [5], who studied a system with the same Hamiltonian dynamics, but with heat baths acting only at the boundaries. They found that the system had an infinite conductivity and a constant temperature profile away from the ends, results later generalized to
the higher dimensional case by Nakazawa [6].

In this paper, we provide a rigorous proof that the steady state of the self-consistent system has indeed the properties found by BRV for the $d = 1$ case in [3, 4], and we extend the results to cover all $d \geq 1$. More precisely, we show that, in the limit where all $N_i \to \infty$, the steady state is a local equilibrium state [7] with a temperature profile satisfying Fourier’s law with a finite, temperature independent, thermal conductivity.

We deal first with the $d = 1$ case, and consider the higher dimensional case only in section 7. We define the model and solve its dynamics with a given temperature profile in section 2. We then turn to the self-consistency condition in section 3 proving in particular, that the self-consistent profile is always uniquely determined by the boundary temperatures. Section 4 contains our main results: we prove there the local equilibrium property and Fourier’s law. In section 5, we use the explicit solution to show that the Green-Kubo formula holds for this system. In section 6, we briefly analyze the case where the couplings to the heat baths are non-uniform, and we conclude that the local macroscopic heat conductivity is proportional to the inverse of the local average of the couplings.

Finally in section 7, we first show how one can map the higher dimensional self-consistent system with periodic boundary condition on all directions but the first into a set of one-dimensional chains, and then apply the earlier results to derive a generalization to the higher dimensional case. We show there that for large $d$ the conductivity behaves as $(\ell_d d)^{-1}$ where $\ell_d$ is the coupling to the intermediate reservoirs. Some technical details of the calculations are collected in the appendices.

## 2 Dynamics and the stationary state

To start with, we consider a chain of $N$ oscillators with a Hamiltonian

$$H(q, p) = \sum_{i=1}^{N} \left[ \frac{1}{2} p_i^2 + u(q_i) \right] + \sum_{i=1}^{N+1} v(q_i - q_{i-1}),$$

(2.1)

where $q$ and $p$ are vectors in $\mathbb{R}^N$, we set $q_0 = 0 = q_{N+1}$, and we have

$$u(q) = \frac{1}{2} \gamma^2 q^2 \quad \text{and} \quad v(q) = \frac{1}{2} \omega^2 q^2$$

(2.2)
with $\gamma, \omega > 0$. In addition, the oscillator at each site $i$ is coupled to a Langevin heat bath at temperature $T_i \geq 0$, with a coupling strength $\lambda > 0$. As in [5], the time-evolution of the system is then given by the stochastic differential equations,

$$\dot{X} = -AX + \Sigma \dot{W}$$  \hspace{1cm} (2.3)

where $X = (q, p)$ is the phase-space vector, the $\dot{W}_i$ are independent white noises and $A$ and $\Sigma$ are $2N$ by $2N$ matrices given by

$$A = \begin{pmatrix} 0 & -I \\ \Phi & \Lambda \end{pmatrix} \quad \text{and} \quad \Sigma = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{2\Lambda T} \end{pmatrix}.$$  \hspace{1cm} (2.4)

Here $I$ is the unit $N$ by $N$ matrix, $\Lambda_{ij} = \delta_{ij} \lambda$, $\mathcal{T}_{ij} = \delta_{ij} T_i$, and

$$\Phi = \omega^2 (-\Delta + \nu^2 I),$$  \hspace{1cm} (2.5)

where $\nu^2 = \frac{\gamma^2}{\omega^2}$ and $\Delta$ denotes the discrete Laplacian with Dirichlet boundary conditions:

$$\Delta_{ij} = -2 \delta_{i,j} + \delta_{i-1,j} + \delta_{i+1,j}.$$  

Equations (2.3) define an Ornstein-Uhlenbeck process whose solution with initial data $X(0)$ is given by the stochastic integral (for details, see e.g. chapter 5 in [8])

$$X(t) = e^{-tA}X(0) + \int_0^t ds e^{-(t-s)A} \Sigma \dot{W}(s).$$  \hspace{1cm} (2.6)

This is a Gaussian process, determined uniquely by its mean and covariance which can be computed directly from (2.6). However, for latter use we assume now that $X(0)$ is distributed according to a Gaussian measure with a mean $X_0$ and a covariance $C_0$—the deterministic case is then obtained by setting $C_0 = 0$. Then the mean evolves by

$$\langle X(t) \rangle = e^{-tA}X_0,$$  \hspace{1cm} (2.7)

and for the covariance $C(t', t) \equiv \langle [X(t') - \langle X(t') \rangle] \otimes [X(t) - \langle X(t) \rangle] \rangle$ we get

$$C(t', t) = \begin{cases} e^{-(t'-t)A} C(t, t) & \text{if } t' \geq t \\ C(t', t') e^{-(t-t')A^T} & \text{if } t' \leq t \end{cases}.$$  \hspace{1cm} (2.8)
with
\[ C(t, t) = e^{-tA}C_0 e^{-tA^T} + \int_0^t ds e^{-sA} \Sigma^2 e^{-sA^T}. \] (2.9)

We show in Appendix A that for any \( \alpha \) satisfying
\[ 0 < \alpha < \min \left\{ \frac{\lambda}{2}, \frac{\gamma^2}{\lambda} \right\} \]
we can find a constant \( c < \infty \) such that for all \( t > 0 \) and for all \( N \)
\[ \| e^{-tA} \| \leq ce^{-t\alpha}. \] (2.10)

The uniform exponential decay of \( e^{-tA} \) implies that there is an exponentially fast convergence in the microscopic scale to a unique stationary state, which is Gaussian with mean \( 0 \) and covariance \( S \),
\[ S = \int_0^\infty ds e^{-sA} \Sigma^2 e^{-sA^T}. \] (2.11)

This \( S \) is the unique solution of the equation
\[ AS + SA^T = \Sigma^2, \] (2.12)
which we solve following ref. [3]. We divide \( S \) into \( N \) by \( N \) components,
\[ S = \begin{pmatrix} U & Z \\ Z^T & V \end{pmatrix}, \]
and get the following four equations equivalent to (2.12):
\[ Z = -Z^T, \quad V = \frac{1}{2}(\Phi U + U \Phi) + \frac{1}{2}(Z \Lambda + \Lambda Z), \]
\[ Z \Lambda + \Lambda Z = \Phi U - U \Phi, \]
\[ \Lambda(\mathcal{T} - V) + (\mathcal{T} - V) \Lambda = \Phi Z - Z \Phi. \] (2.13)

A diagonalization of the discrete Laplacian yields
\[ \Phi = FYF^T, \]
where \( Y_{kl} = \mu_k \delta_{kl} \), \( \mu_k \) are the eigenvalues of \( \Phi \):

\[
\frac{\mu_k}{\omega^2} = \nu^2 + 4 \sin^2 \left( \frac{\pi k}{2(N+1)} \right),
\]

and \( F \) is the orthonormal matrix

\[
F_{kl} = \sqrt{\frac{2}{N+1}} \sin \left( \frac{\pi kl}{N+1} \right).
\]

As shown in Appendix B, any block \( B \) of the covariance matrix (i.e. \( B = U \), \( V \) or \( Z \)) can then be obtained by a linear transformation of the form

\[
B_{ij} = \sum_{r=1}^{N} B_{ij}^{(r)} T_r
\]

where

\[
B_{ij}^{(r)} = \sum_{k,l=1}^{N} F_{ik} F_{jl} f^{(B)}(c_k, c_l) F_{rk} F_{rl}
\]

and

\[
c_k = \cos \left( \frac{\pi k}{N+1} \right).
\]

The functions \( f^{(B)} \) for the different choices of \( B \) are given by

\[
\begin{align*}
    f^{(U)}(x, y) &= \frac{\lambda^2}{\omega^4} \frac{1}{G(x, y)} \\
    f^{(V)}(x, y) &= 1 - \frac{(x-y)^2}{G(x, y)} \\
    f^{(Z)}(x, y) &= \frac{\lambda}{\omega^2} \frac{y-x}{G(x, y)}
\end{align*}
\]

where

\[
G(x, y) = (x-y)^2 + \frac{\lambda^2}{\omega^2} (\nu^2 + 2 - x-y).
\]

When \( T_i = T \) for all \( i \), only the values with \( k = l \) contribute in equation (2.17). The stationary covariance is then given by

\[
S^{(eq,T)} = T \left( \begin{array}{cc} \Phi^{-1} & 0 \\ 0 & I \end{array} \right),
\]

and the stationary measure is the Gibbs measure at temperature \( T \).
2.1 Energy current

We define the local energy of particle $i$ by

$$H_i(q, p) = \frac{1}{2} p_i^2 + u(q_i) + \frac{1}{2} [v(q_i - q_{i-1}) + v(q_{i+1} - q_i)]$$

for $i = 2, \ldots, N - 1$. The boundary terms ($i = 1, N$) are defined similarly, but with double the interaction energy contribution from the connections to $q_0 = 0$ and to $q_{N+1} = 0$. With these definitions,

$$H(q, p) = \sum_{i=1}^{N} H_i(q, p)$$

and

$$\frac{d}{dt} \langle H_i(t) \rangle = - [\langle J_i(t) \rangle - \langle J_{i-1}(t) \rangle] + \langle R_i(t) \rangle,$$  \hspace{1cm} (2.22)

where

$$J_i(q, p) = -\frac{\omega^2}{2} (q_{i+1} - q_i) (p_i + p_{i+1}), \hspace{1cm} i = 1, \ldots, N - 1,$$  \hspace{1cm} (2.23)

$J_i = 0$ for $i = 0, N$, and

$$R_i(q, p) = \lambda (T_i - p_i^2).$$

The $J_i$ correspond to the energy currents inside the system while $R_i$ gives the energy flux from the $i$-th reservoir to the $i$-th oscillator.

The corresponding expectation values in the stationary state are

$$\langle J_i \rangle_S = \frac{\omega^2}{2} (-Z_{i+1,i} - Z_{i+1,i+1} + Z_{i,i} + Z_{i,i+1}) = \omega^2 Z_{i,i+1},$$  \hspace{1cm} (2.24)

where we have used the antisymmetry of $Z$, and

$$\langle R_i \rangle_S = \lambda (T_i - V_{ii}).$$  \hspace{1cm} (2.25)

3 Self-consistency condition

As described in the introduction, we let the end-point temperatures $T_1 = T_L$ and $T_N = T_R$ be given independently of $N$. Then we want to choose $T_i$ for $i = 2, \ldots, N - 1$ in such a way that $\langle R_i \rangle_S = 0$ or, by (2.25), so that

$$T_i = V_{ii}.$$  \hspace{1cm} (3.1)
By (2.11), the kinetic temperature vector \((V_{ii})_{i=1}^{N}\) depends linearly on the imposed temperature vector \(T\). Therefore, all solutions to the self-consistency condition can be obtained using the equation

\[
T_i = T_R + (T_L - T_R)T_i^{(1,0)}
\]

where \(T^{(1,0)}\) is a solution of the problem with \(T_L = 1\) and \(T_R = 0\). The set of all such \(T^{(1,0)}\) form a convex set, i.e. any non-uniqueness in the solution of the self-consistency condition would imply the existence of a whole continuum of solutions. We shall now prove that for our model the solution to the self-consistency problem is unique.

Let us denote the above linear mapping from imposed to kinetic temperatures by \(M\), i.e. \(V_{ii} = \sum_j M_{ij}T_j\). It follows straightforwardly from (2.11) that \(M_{ij} \geq 0\) for all pairs \(i, j\), and by the explicit solution given in (2.16)–(2.20) we have

\[
M_{ij} = V_{ii}^{(j)} = \sum_{k,l=1}^{N} F_{ik}F_{il}f_{kl}F_{jk}F_{jl},
\]

where

\[
f_{kl} = f^{(V)}(c_k, c_l) = 1 - \frac{(c_k - c_l)^2}{G(c_k, c_l)} \geq 0.
\]

By (3.3), \(M\) is then symmetric and satisfies for all \(i\)

\[
\sum_{j=1}^{N} M_{ij} = \sum_{j=1}^{N} M_{ji} = 1,
\]

which imply that \(M\) is, in fact, a doubly stochastic matrix.

**Theorem 3.1** For any given end-point temperatures \(T_L, T_R \geq 0\), there is a unique, positive temperature profile which satisfies the self-consistency condition. In addition, all temperatures in the profile lie between the end-point temperatures.

**Proof:** Let \(T\) be a self-consistent profile and define

\[
a_i = \begin{cases} 
T_i - T_R, & \text{for } i = 2, \ldots, N - 1, \\
0, & \text{if } i = 1 \text{ or } i = N
\end{cases}
\]

Clearly \(a\) belongs to the subspace

\[
W = \left\{ \mathbf{x} \in \mathbb{R}^N \left| x_1 = 0 = x_N \right. \right\}.
\]
Let us denote the orthogonal projection to the subspace $W$ by $P_W$, and define $Q = P_W M P_W$. Using (3.3) in (3.1) we get the equation
\[ a = Qa + b \] (3.5)
where the vector $b$ is defined by
\[ b_i = \begin{cases} M_{i1}(T_L - T_R), & \text{for } i = 2, \ldots, N - 1, \\ 0, & \text{if } i = 1 \text{ or } i = N \end{cases} \]

We shall later prove in Corollary 3.3 that $\|Q\| < 1$. Then for any $b \in \mathbb{R}^N$, equation (3.5) has a unique solution given by
\[ a = \sum_{n=0}^{\infty} Q^n b, \]
and the self-consistent profile must thus satisfy
\[ T_i = T_R + \sum_{n=0}^{\infty} (Q^n b)_i, \quad \text{for } i = 2, \ldots, N - 1. \] (3.6)

As the profile defined by (3.6) also satisfies (3.1), this proves the existence and uniqueness of the self-consistent profile. Repeating the above computation for $a' = P_W (T - T_L 1)$ instead of $a$, and then using the positivity of $M_{ij}$ in the equations corresponding to (3.6), proves that $T_R \leq T_i \leq T_L$ for all $i$ when $T_R \leq T_L$, and that $T_L \leq T_i \leq T_R$ when $T_R \geq T_L$. \hfill \Box

To conclude the proof, we still need to prove that $\|Q\| < 1$. This will follow from the following lemma:

**Lemma 3.2** Let $c$ be a constant which satisfies
\[ G(x, y) \leq \frac{c}{2}, \]
for all $x, y \in [-1, 1]$. Then, for any vector $x \in \mathbb{R}^N$,
\[ x^T (I - M) x \geq \frac{1}{c} \|Dx\|^2, \] (3.7)
where $D$ is the “finite difference operator” defined by
\[ (Dx)_i = \begin{cases} x_i - x_{i+1}, & \text{for } 1 \leq i \leq N - 1 \\ 0, & \text{for } i = N \end{cases}. \]
Proof: Let $x \in \mathbb{R}^N$, and define $\tilde{x}_{kl} = \sum_{i=1}^{N} F_{ik} F_{il} x_i$ for all $k, l$. Then by (3.3) and the assumption $G(c_k, c_l) \leq c/2$,

$$x^T(I - M)x \geq \frac{2}{c} \sum_{k,l=1}^{N} \tilde{x}_{kl}^2 (c_k - c_l)^2$$

$$= \frac{2}{c} \sum_{i,j=1}^{N} x_i x_j \sum_{k,l=1}^{N} F_{ik} F_{il} F_{jk} F_{jl} ((1 - c_k) - (1 - c_l))^2.$$

But by an explicit computation, we have for all $i, j$,

$$2 \sum_{k,l=1}^{N} F_{ik} F_{il} F_{jk} F_{jl} ((1 - c_k) - (1 - c_l))^2 = (\Delta^2)_{ij} \delta_{ij} - (\Delta_{ij})^2 = (D^T D)_{ij},$$

and the inequality (3.7) has been derived.

For the applications, we note that a constant $c$ satisfying the requirement of the lemma can always be found.

Corollary 3.3 $\|Q\| < 1$.

Proof: Since $W$ is finite-dimensional and $Q = P_W Q P_W$ is symmetric, it will be enough to show that for all $x \in W$ with $\|x\| \leq 1$

$$0 \leq x^T Q x < 1.$$  (3.8)

But for such $x$, $x^T Q x = x^T M x$, and the lemma together with $f_{kl} \geq 0$ yields

$$0 \leq x^T M x \leq 1 - x^T (I - M)x \leq 1 - \frac{1}{c} \|Dx\|^2.$$  (3.9)

If $Dx = 0$, then $x_i = x_1 = 0$ for all $i$, and we must now have either $\|Dx\| > 0$, when (3.9) implies (3.8), or $x = 0$, when (3.8) is trivially true.

4 Fourier’s law

In this section we first derive a number of technical estimates which will be necessary to control the behavior of the system in the thermodynamic limit. We then show that the self-consistent steady state is microscopically a local equilibrium state with a heat flux satisfying Fourier’s law.
4.1 Exponential decay of correlations

Let \( f \) denote any one of the three functions \( f^{(B)} \) defined by equation (2.19). Clearly, \( f \) is a rational function, analytic everywhere but at the zeroes of \( G \) in (2.20). On the other hand,

\[
G(x, y) \geq \frac{\lambda^2 \nu^2}{\omega^2} = \frac{\lambda^2 \gamma^2}{\omega^4} \tag{4.1}
\]

for all \( x, y \in [-1, 1] \), and since we have assumed that \( \gamma > 0 \), there are no zeroes of \( G \) inside \([-1, 1]^2\).

This implies that the function \( f(\cos \cdot, \cos \cdot) \), which enters in (2.17), is analytic in some neighborhood region of \([-\pi, \pi]^2 \) in \( \mathbb{C} \). In particular, its Fourier series converges pointwise, and we have for all \( x, y \in \mathbb{R}, \)

\[
f(\cos x, \cos y) = \sum_{m,n=-\infty}^{\infty} \cos(mx) \cos(ny) \hat{f}(m,n). \tag{4.2}\]

Applying this with \( f = f^{(B)} \) in (2.17) we get after some straightforward algebra,

\[
B_{ij}^{(r)} = \hat{f}_N(i-r, j-r) + \hat{f}_N(i+r, j+r) - \hat{f}_N(i-r, j+r) - \hat{f}_N(i+r, j-r) \tag{4.3}\]

where \( \hat{f}_N \) is defined by

\[
\hat{f}_N(m,n) = \sum_{k,l \in \mathbb{Z}} \hat{f}(m + 2(N+1)k, n + 2(N+1)l). \tag{4.4}\]

By the above mentioned analyticity, the Fourier coefficients \( \hat{f} \) decay exponentially. From this the following behavior for \( \hat{f}_N \) is easily derived:

**Lemma 4.1** For any block \( B \), define \( \hat{f}_N \) by (4.4) using \( f = f^{(B)} \). Then there are strictly positive, \( N \)-independent constants \( a \) and \( \alpha \) such that, for any \( m, n \in \mathbb{Z}, \)

\[
|\hat{f}_N(m,n)| \leq a e^{-\alpha(|m'|+|n'|)} \tag{4.5}\]

where \( m' = (m \mod 2(N+1)) \in \{-N, \ldots, N+1\} \) and \( n \) defines \( n' \) similarly.
4.2 Local equilibrium

Consider some temperature profile $T = (T_i)_{i=1}^N$, and let its maximum nearest neighbor variation be denoted by $\varepsilon_N$, i.e. with $D$ defined as in Lemma 3.2, let

$$\varepsilon_N = \max_i |(DT)_i| = \max_{i<N} |T_i - T_{i+1}|. \quad (4.6)$$

We shall prove in this section that, if $\varepsilon_N \ll 1$ and $\max_i T_i$ is bounded, the local microscopic properties of the stationary measure near a site $i$ can be well approximated by using the equilibrium measure with the temperature $T_i$. This will, in particular, justify our identification of the parameter $T_i$ as a local temperature.

The main ingredient of the proof is the following corollary to Lemma 4.1:

Corollary 4.2 For any block $B$, there is an $N$-independent constant $a'$, such that for all $i, j \in \{1, \ldots, N\}$,

$$\sum_{r=1}^N |i - r| \left| B_{ij}^{(r)} \right| \leq a'. \quad (4.7)$$

Proof: Apply equation (4.3), the triangle inequality, and Lemma 4.1 to replace $|B_{ij}^{(r)}|$ in (4.7) by four exponential terms. The estimate follows straightforwardly. \qed

Let $B$ be any block of the stationary covariance matrix, and let $i, j \in \{1, \ldots, N\}$. As it takes $|r - i|$ “steps” to get from a site $r$ to the site $i$, we have the obvious bound

$$|T_r - T_i| \leq |r - i|\varepsilon_N. \quad (4.8)$$

Then Corollary 4.2 immediately yields the estimate

$$\left| B_{ij} - T_i \sum_{r=1}^N B_{ij}^{(r)} \right| \leq a'\varepsilon_N. \quad (4.9)$$

The value of $T_i \sum_{r=1}^N B_{ij}^{(r)}$ gives the component of the stationary covariance matrix when all the temperatures are set equal to $T_i$, i.e. the equilibrium
covariance $B^{(\text{eq}, T_i)}$ at temperature $T_i$, see (2.21). As $a'$ in (4.9) can be chosen independently of $N$, we have now shown that all pair-correlations satisfy

$$B_{ij} = B_{ij}^{(\text{eq}, T_i)} + O(\varepsilon_N).$$

(4.10)

As both the equilibrium measure and the above stationary measure are Gaussian, we can also conclude that all finite correlations can be approximated by the local equilibrium values, with an error which vanishes when $\varepsilon_N \to 0$.

### 4.3 Self-consistent current and Fourier’s law

Let $T$ now denote the self-consistent profile which by Theorem 3.1 is unique and is bounded by $T_L$ and $T_R$. Then by (2.13) and (2.24) we get for all $i = 2, \ldots, N - 1$,

$$0 = \lambda(T - V)_{ii} = \frac{1}{2} (\Phi Z - Z\Phi)_{ii} = \omega^2(-Z_{i-1,i} - Z_{i+1,i}) = \langle J_i \rangle_S - \langle J_{i-1} \rangle_S.$$

Therefore, the steady state current is constant throughout the chain:

$$\langle J_i \rangle_S = J^{(N)}, \quad \text{for } i = 1, \ldots, N - 1.$$  

(4.11)

The same equations also imply the following relation between the local steady state current and the $q$-$q$ correlations: for all $i = 1, \ldots, N - 1$,

$$\langle J_i \rangle_S = \omega^2 Z_{i,i+1} = \frac{\omega^2}{2\lambda}(\Phi U - U\Phi)_{i,i+1}$$

$$= \frac{\omega^4}{2\lambda}(U_{ii} + U_{i,i+2} - U_{i-1,i+1} - U_{i+1,i+1}),$$

(4.12)

where we define $U_{ij} = 0$ when $i$ or $j \not\in \{1, \ldots, N\}$. Summing (4.12) over all the indices $i$, we get by using equation (4.11)

$$(N - 1)J^{(N)} = \frac{\omega^4}{2\lambda}(U_{11} - U_{NN}).$$

(4.13)

Let then $D$ and $c$ be given as in Lemma 3.2 and as before let $\varepsilon_N = \max_i |(DT)_i|$. Then the magnitude of the current and $\varepsilon_N$ are related by the formula

$$\varepsilon_N \leq \sqrt{\frac{c}{\lambda}}(T_L - T_R)J^{(N)}.$$  

(4.14)
To see this, first let \( \mathbf{x} = (I - M)\mathbf{T} \) where the matrix \( M \) was defined in section 3. Since \( \mathbf{T} \) is self-consistent, \( x_i = 0 \) except possibly at the end-points. But then by (3.4), \( x_1 + x_N = \sum_i x_i = 0 \), and thus also \( x_N = -x_1 \). Therefore, (4.11) follows from Lemma 3.2 since then

\[
x_1(T_L - T_R) = \mathbf{T}^T(I - M)\mathbf{T} \geq \frac{1}{c} \| D \mathbf{T} \|^2 \geq \frac{1}{c} \varepsilon_N^2,
\]

and, by (2.13), \( x_1 = T_1 - V_{11} = \frac{1}{2\lambda}(\Phi Z - Z\Phi)_{11} = \langle J_1 \rangle / \lambda \).

Using (4.14) we can estimate the error made when the terms on the right side of (4.13) are replaced by their equilibrium values. Equation (4.9) and the explicit form of the equilibrium covariance given in (2.21) yield

\[
\left| (N - 1)J^{(N)} - \frac{\omega^4}{2\lambda}(\Phi^{-1}_{11}T_L - \Phi^{-1}_{NN}T_R) \right| \leq \frac{\omega^2}{\lambda} \sqrt{\frac{c}{\lambda}(T_L - T_R)J^{(N)}}
\]

(4.15)

where \( a' \) is chosen as in Corollary 4.2 for the block \( B = U \).

It follows from symmetry that \( \Phi^{-1}_{NN} = \Phi^{-1}_{11} \), which has the limit

\[
\lim_{N \to \infty} \Phi^{-1}_{11} = \frac{2}{\omega^2} \int_0^1 dx \frac{\sin^2(\pi x)}{\nu^2 + 4\sin^2(\frac{\pi x}{2})} = \frac{2}{\omega^2 2 + \nu^2 + \sqrt{\nu^2(4 + \nu^2)}}.
\]

(4.16)

It is then a consequence of (4.13) that

\[
\lim_{N \to \infty} (N - 1)J^{(N)} = \kappa(T_L - T_R)
\]

(4.17)

where

\[
\kappa = \frac{\omega^2}{\lambda} \frac{1}{2 + \nu^2 + \sqrt{\nu^2(4 + \nu^2)}}.
\]

(4.18)

Since \( J^{(N)} = O(N^{-1}) \), we get from (4.14) that

\[
\varepsilon_N = O(N^{-\frac{1}{2}}).
\]

(4.19)

By our discussion in section 4.2, this implies that in the limit \( N \to \infty \), all the correlation functions involving finitely many terms will converge to the corresponding local equilibrium values if we identify \( T_i \) with the local temperature of the system at a site \( i \).

Summing (4.12) from 1 to \( j - 1 \) and combining it with (4.13) yields

\[
\frac{j - 1}{N - 1} (U_{11} - U_{NN}) = U_{11} - U_{jj} + U_{j-1,j+1}.
\]

(4.20)
Then the local equilibrium approximation, equation (4.10), shows that
\[ \frac{j - 1}{N - 1} \Phi_{11}^{-1}(T_L - T_R) = T_L \Phi_{11}^{-1} - T_j \Phi_{jj}^{-1} + T_{j-1} \Phi_{j-1,j+1}^{-1} + O(\varepsilon_N). \] (4.21)
For all \( j \) and \( k \), \( F_{j-1,k} F_{j+1,k} = F_{jk}^2 - F_{1k}^2 \), and \( \Phi^{-1} \) thus satisfies the identity
\[ \Phi_{j-1,j+1}^{-1} = \Phi_{jj}^{-1} - \Phi_{11}^{-1}. \] (4.22)
Since \( |\Phi_{jj}^{-1}| \leq 1/\gamma^2 \) and \( \Phi_{11}^{-1} > 0 \) uniformly in \( N \), we then get the result
\[ T_j = T_L + \frac{j - 1}{N - 1}(T_R - T_L) + O(\varepsilon_N) \] (4.23)
where the correction term vanishes uniformly in \( j \) when \( N \to \infty \).

Setting \( x = j/N \) the system therefore approaches, in the limit \( N \to \infty \), a local equilibrium state with a temperature profile
\[ T(x) = T_L + x(T_R - T_L), \quad x \in [0, 1]. \] (4.24)
Thus Fourier’s law holds for the steady state of the system, and the thermal conductivity is given by the temperature independent constant \( \kappa \) in (4.18).

Note that \( \kappa \) remains finite when \( \nu \to 0 \), which points towards a finite conductivity even for the system without the on-site binding potential.

Let us finally remark that we do not think the above bound for \( \varepsilon_N \) is optimal. Preliminary numerical simulations suggest that \( \varepsilon_N = O(N^{-1}) \) rather than \( O(N^{-\frac{1}{2}}) \).

5 The Green-Kubo formula

The Green-Kubo formula expresses the local equilibrium conductivity at a position \( x \) with temperature \( T(x) \) as an integral over the current-current correlations in a (closed) equilibrium system at uniform temperature \( T = T(x) \). This corresponds, for the type of stationary state we consider, to a formula for \( \kappa \) when \( T_L \) and \( T_R \to T \). It is not immediately apparent how the presently available derivations of such a formula (for recent results, see e.g. [9, 10]) could be applied to a stochastic system like the one considered here. In particular, it is not clear which current we should use in the formula: i.e. how to include the stochastic source terms in (2.22).

In this section, we shall make an explicit computation which shows that the form of the Green-Kubo formula, as defined e.g. in [2], leads to the correct conductivity for the system with the non-zero on-site potential.
Theorem 5.1 Given $T > 0$,
\[
\kappa_{GK}(T) = \frac{1}{T^2} \int_0^\infty dt \lim_{N \to \infty} C^{(N)}_{JJ}(t; T) = \lim_{N \to \infty} \frac{1}{T^2} \int_0^\infty dt C^{(N)}_{JJ}(t; T) = \kappa.
\]
(5.1)

In the theorem, $\kappa$ is defined by (4.18), and
\[
C^{(N)}_{JJ}(t; T) = \frac{1}{N + 1} (J(q(t), p(t))J(q(0), p(0)))_{ST}
\]
(5.2)

where
\[
J(q, p) = \sum_{i=1}^{N-1} J_i = \sum_{i=1}^{N-1} \frac{\omega^2}{2} (q_i - q_{i+1})(p_i + p_{i+1}).
\]

The expectation value in (5.2) refers to the stochastic time evolution defined in section 2 when the initial values $(q(0), p(0))$ are distributed according to the equilibrium Gibbs measure at temperature $T$. The proof is a relatively tedious explicit computation, which we do not report here in full detail.

**Proof:** Define first the matrix $K$ by
\[
(Kq)_i = \begin{cases} 
q_1 - q_2, & \text{for } i = 1 \\
q_{N-1} - q_N, & \text{for } i = N \\
q_{i-1} - q_{i+1}, & \text{otherwise}
\end{cases}
\]
(5.3)

so that
\[
\frac{2}{\omega^2} J(q, p) = \sum_{i=1}^{N-1} (q_i - q_{i+1})(p_i + p_{i+1}) = p^T K q.
\]

Then \(\frac{1}{T^2} C^{(N)}_{JJ}(t; T) = \frac{\omega^2}{4} g_N(t)\) for
\[
g_N(t) = \frac{1}{T^2(N + 1)} (p(t)^T K q(t) p(0)^T K q(0))_{ST}.
\]

The initial equilibrium measure is Gaussian with zero mean and with a covariance $C(0, 0) = TE$, where $E = T^{-1} S^{(eq,T)}$ is by (2.21) independent of $T$. Correspondingly,
\[
C(t, 0) = \begin{cases} 
Te^{-tAE}, & \text{when } t \geq 0 \\
TEe^{tA^T}, & \text{when } t < 0
\end{cases}
\]
Applying the “pairing rule” of Gaussian correlations and setting
\[
K = \begin{pmatrix} 0 & K^T \\ K & 0 \end{pmatrix},
\]
we then obtain, for \( t \geq 0 \),
\[
g_N(t) = \frac{1}{2(N+1)} \text{Tr} \left[ Ke^{-tA}KEe^{-tA^T} \right],
\]
(5.4)
and, for \( t < 0 \), \( g_N(t) = g_N(|t|) \).

Let us proceed by assuming the existence of \( \lim_{N \to \infty} g_N(t) \) and later comment on how to prove this. From (5.4) we get
\[
|g_N(t)| \leq \frac{\text{Tr} I}{2(N+1)} \|e^{-tA}\|^2\|K\|^2\|E\|^2.
\]
(5.5)
Since \( \|\Phi^{-1}\| = \sup_k 1/\mu_k \leq 1/\gamma^2 \), the norm of \( E \) is bounded uniformly in \( N \to \infty \). The same is clearly true for \( \|K\| \), and by (2.11) and (5.5) we can now apply dominated convergence in (5.1). This proves the integrability of the limit function, and yields
\[
\kappa_{GK} = \frac{\omega^4}{8} \lim_{N \to \infty} \frac{1}{N+1} \text{Tr} \left[ Ke^{-tA}KEe^{-tA^T} \right].
\]
(5.6)

We have now proved the first two equalities of the theorem. We note that the above argument, which allows to take the thermodynamic limit out of the time-integral, would fail if \( \gamma = 0 \), as then neither the bound on \( \|E\| \) nor the exponential decay of \( \|e^{-tA}\| \) would be uniform in \( N \).

Let us then denote
\[
S' = \int_0^\infty dt e^{-tA}KEe^{-tA^T} = \begin{pmatrix} U' & Z' \\ (Z')^T & V' \end{pmatrix}
\]
which is possible, as the integral clearly yields a symmetric operator. Then
\[
\text{Tr} [K S'] = \text{Tr} \left[ K^T (Z')^T + KZ' \right] = 2\text{Tr} [\tilde{K} \tilde{Z}']
\]
(5.7)
where \( \tilde{K} = F^TKF \) and \( \tilde{Z}' = F^TZ'F \). Like the matrix \( S \) defined by (2.11), \( S' \) is the unique solution of the equation
\[
AS' + S'A^T = KE = \begin{pmatrix} 0 & \Phi^{-1}K^T \\ (\Phi^{-1}K)^T & 0 \end{pmatrix}.
\]
In appendix B we prove that
\[
\tilde{Z}'_{kl} = -\frac{\lambda}{\omega^4 G(c_k, c_l)} (\tilde{K}_-)_{kl},
\]
where \( \tilde{K}_- \) is the antisymmetric part of \( \tilde{K} \), and \( G \) and \( c_k \) were defined in section 2. In particular, \( \tilde{Z}' \) is antisymmetric, and thus by (5.7),
\[
\text{Tr} [KS'] = 2\text{Tr} [\tilde{K}_- \tilde{Z}'] = \frac{2\lambda}{\omega^4} \sum_{k,l=1}^{N} \frac{1}{G(c_k, c_l)} (\tilde{K}_-)_{kl}.
\]

(5.8)

Applying the definitions of \( F \) and \( K \) and neglecting all symmetric terms, we get after some algebra
\[
(\tilde{K}_-)_{kl} = -\frac{2}{N+1} \delta_{k-l,\text{odd}} \frac{\sin \left( \frac{\pi k}{N+1} \right) \sin \left( \frac{\pi l}{N+1} \right)}{\sin \left( \frac{\pi (k-l)}{2(N+1)} \right) \sin \left( \frac{\pi (k+l)}{2(N+1)} \right)},
\]
where \( \delta_{u,\text{odd}} = 1 \), if is odd, and zero, if \( u \) is even. Observe then that for \( l \approx k \) we have
\[
(\tilde{K}_-)_{kl} \approx -\frac{4}{\pi (k-l)} \delta_{k-l,\text{odd}} \sin \left( \frac{\pi k}{N+1} \right),
\]
while elsewhere \( (\tilde{K}_-)_{kl} = O(N^{-1}) \). Using this observation and the equality \( \sum_{u \in \mathbb{Z}} \delta_{u,\text{odd}}/u^2 = \pi^2/4 \), it is possible to prove that
\[
\frac{1}{N+1} \text{Tr} [KS'] = \frac{8\lambda}{\omega^4 N+1} \frac{1}{\lambda^2 \nu^2} \sum_{k=1}^{N} \frac{\sin^2 \left( \frac{\pi k}{N+1} \right)}{\nu^2 + 4 \sin^2 \left( \frac{\pi k}{2(N+1)} \right)} + O\left( \frac{1}{N} \right).
\]

The same methods can be employed to show that \( \lim_{N \to \infty} g_N(t) \) exists for all \( t > 0 \). First write the trace in equation (5.4) in the eigenspace of the force-matrix \( \Phi \), and then apply the above approximation to \( \tilde{K}_- \) to find that only terms with \( k \approx l \) contribute and the contribution has a finite limit.

Combining the above with equation (5.6), we have now proven that
\[
\kappa_{GK} = \frac{\omega^2}{\lambda} \int_0^1 dx \frac{\sin^2 (\pi x)}{\nu^2 + 4 \sin^2 \left( \frac{\pi x}{2} \right)}
\]
which shows that \( \kappa_{GK} = \kappa \) for all \( T \). \( \square \)
6 Non-uniform heat bath coupling

Let us now consider the case when the heat bath couplings $\lambda_i$ are not all equal and define $\Lambda_{ij} = \delta_{ij}\lambda_i$. As long as $\|e^{-t\mathbf{A}}\|^2$ remains integrable, we can repeat the computations in section 2 and conclude that equations (2.13) for the stationary covariance matrix are still valid. In particular, the matrix $Z$ is then antisymmetric. Therefore, by redoing the computations in section 2.1, we get the average of the energy transfer $R_i$ and of the current $J_i$ in the steady state from the equations

$$\langle J_i \rangle_S = \omega^2 Z_{i,i+1} \quad \text{and} \quad \langle R_i \rangle_S = \lambda_i (T_i - V_{ii}).$$

Thus the self-consistency condition still has the same form as before but, as the earlier explicit solution of the steady state covariance $S$ is no longer possible, redoing the existence, uniqueness and local thermal equilibrium results is not straightforward. On physical grounds, we expect the results to remain valid whenever there is an $N$-independent $\lambda > 0$, such that the number of $i$’s for which $\lambda_i \geq \lambda$ is proportional to $N$, certainly whenever this is true for all $i$. Instead of trying to redo the proofs, we shall check what happens if we assume that these results hold also when the $\lambda_i$ are not all equal.

The equations for the stationary covariance (2.13) now yield the relations

$$2\langle R_i \rangle_S = 2\omega^2 (Z_{i-1,i} - Z_{i,i+1}), \quad (6.1)$$
$$\lambda_i + \lambda_{i+1}Z_{i,i+1} = \omega^2 (U_{ii} + U_{i,i+2} - U_{i-1,i+1} - U_{i+1,i+1}). \quad (6.2)$$

The first equation implies that the current in the self-consistent steady state is constant, and then, by summing (6.2) over $i = 1, \ldots, N-1$, we get

$$\frac{2(N-1)\bar{\lambda}^{(N)}}{\omega^4} J^{(N)} = U_{11} - U_{NN} \quad (6.3)$$

where

$$\bar{\lambda}^{(N)} = \frac{1}{N-1}\left(\sum_{i=1}^N \lambda_i - \frac{\lambda_N + \lambda_1}{2}\right). \quad (6.4)$$

Let us next assume that the local equilibrium result proved in section 4.2 is still valid, i.e. that for every $i, j$

$$U_{ij} = T_{ij}\Phi_{ij}^{-1} + O(\varepsilon_N),$$
where $\varepsilon_N$ is defined by equation (4.6), and that $\varepsilon_N \to 0$ when $N \to \infty$. Choosing the $\lambda_i$ such that $\lim_{N \to \infty} \bar{\lambda}^{(N)} = \bar{\lambda} > 0$, we get from (6.3) the scaling of the total current,

$$\lim_{N \to \infty} (N - 1)J^{(N)} = \bar{\kappa}(T_L - T_R)$$

(6.5)

where $\bar{\kappa}$ is given by (4.18), with $\bar{\lambda}$ replacing $\lambda$ in the equation.

The conductivity will in general be space-dependent for non-uniform couplings. Consider, for instance, any sequence of couplings $\lambda_i^{(N)} \geq 0$ which is bounded (i.e. $\sup_{i,N} \lambda_i^{(N)} < \infty$) and for which the limit

$$\Lambda(x) = \lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq i \leq N_x} \lambda_i^{(N)}$$

(6.6)

exists for all $x \in [0, 1]$ and defines a smooth function $\Lambda$ with $\Lambda(1) > 0$.

By summing (6.2) over a range of indices from 1 to $j - 1$ we get, after applying the local equilibrium assumption and (4.22), that

$$\frac{2J^{(N)}}{\omega^4\Phi_{11}^{-1}} \left( \sum_{i=1}^{j} \lambda_i^{(N)} - \frac{\lambda_j^{(N)} + \lambda_1^{(N)}}{2} \right) = T_L - T_j + O(\varepsilon_N).$$

Then, by applying (6.3) and (6.6), we can conclude that the temperature profile now converges to

$$T(x) = T_L - (T_L - T_R) \frac{\Lambda(x)}{\Lambda(1)},$$

and, therefore, that Fourier’s law is satisfied with a thermal conductivity

$$\kappa(x) = \frac{\omega^2}{\lambda(x) 2 + \nu^2 + \sqrt{\nu^2(4 + \nu^2)}}$$

(6.7)

where $\lambda(x) = \frac{d}{dx} \Lambda(x)$. Note that on any interval on which $\lambda(x) = 0$ the local conductivity is infinite and the temperature profile remains constant.

For instance, if $\lambda_i = \lambda$ for every $m$:th coupling and $\lambda_i = 0$ otherwise, we get a finite conductivity equal to $m$ times the one computed in section 4. Taking $m = N$ we then (formally) recover the linear divergence of the conductivity in $N$ which was found in [5].
7 Higher dimensions

Here we extend the results of the previous sections to a system of oscillators first in $d = 2$ and then also in higher dimensions. The solution can be obtained in a way very similar to what we did in sections 2 to 5, and we shall just report the necessary adjustments. Moreover, we shall only consider explicitly the system in two dimensions. No real modifications are necessary to extend the computations to higher dimensions.

The Hamiltonian for the system is now given by

$$H(q, p) = \sum_{i=1}^{N} \sum_{j=1}^{N'} \left[ \frac{1}{2} p_{i,j}^2 + u(q_{i,j}) \right]$$

$$+ \sum_{j=1}^{N'} \sum_{i=1}^{N+1} v(q_{i,j} - q_{i-1,j}) + \sum_{i=1}^{N} \sum_{j=1}^{N'} v(q_{i,j} - q_{i,j-1})$$

(7.1)

where we assume, as before, that $q_{0,j} = q_{N+1,j} = 0$ and we fix periodic boundary conditions in the second direction, i.e. $q_{i,0} = q_{i,N'}$. As in section 2, the oscillator at the site $(i, j)$ is coupled to a Langevin heat bath with temperature $T_{i,j}$, and we set $T_{1,j} = T_L$, $T_{N,j} = T_R$ while all other $T_{i,j}$ are to be determined self-consistently. Thus the time evolution is still defined by equations (2.3–2.5) if we interpret the operator $\Delta$ in (2.5) as the discrete Laplacian in two dimensions with mixed boundary conditions: Dirichlet in the first direction and periodic in the second direction.

Extending the results in section 2.1, we first define the local energy by

$$H_{i,j}(q, p) = \frac{1}{2} p_{i,j}^2 + u(q_{i,j}) + \frac{1}{2} [v(q_{i,j} - q_{i-1,j}) + v(q_{i+1,j} - q_{i,j})$$

$$+ v(q_{i,j} - q_{i,j-1}) + v(q_{i,j} - q_{i,j+1})]$$

(7.2)

again with double contribution for the terms involving $q_{0,j}$ and $q_{N+1,j}$. Then the analog of (2.22) is true if we define the current as a two dimensional vector with $J_{i,j}^1 = 0$ for $i = 0, N$, and with the other components given by

$$J_{i,j}^1(q, p) = -\frac{\omega_j^2}{2} (q_{i+1,j} - q_{i,j})(p_{i,j} + p_{i+1,j}),$$

(7.3)

$$J_{i,j}^2(q, p) = -\frac{\omega_j^2}{2} (q_{i,j+1} - q_{i,j})(p_{i,j} + p_{i,j+1}),$$

(7.4)
where \( q_{i,j} \) and \( p_{i,j} \) are periodic in \( j \).

The source terms are given by \( R_{i,j} = \lambda (T_{i,j} - (p_{i,j})^2) \), and the self-consistency condition thus becomes

\[
T_{i,j} = \left( (p_{i,j})^2 \right)_S, \quad \text{for } i = 2, \ldots, N - 1 \text{ and } j = 1, \ldots, N'
\]

with \( T_{1,j} = T_L \) and \( T_{N,j} = T_R \). The main observation is that, as in [6], we can Fourier transform this system in the periodic direction and obtain a system of decoupled chains.

More precisely, let for \( k = 1, \ldots, N' \)

\[
q_i(k) = \frac{1}{\sqrt{N'}} \sum_{j=1}^{N'} q_{i,j} e^{i \frac{2\pi j k}{N'}} \quad \text{when} \quad q_{i,j} = \frac{1}{\sqrt{N'}} \sum_{k=1}^{N'} q_i(k) e^{-i \frac{2\pi j k}{N'}} ,
\]

and define \( p_i(k) \) analogously. This corresponds to a change to a (complex) eigenbasis of the periodic Laplacian, and we obtain that, for any fixed \( k \), \( q(k) \) and \( p(k) \) satisfy equation (2.3) with the only difference that now the potential \( \Phi \) is given by (2.5) with \( \nu^2 \) replaced by \( \nu^2 \left( \frac{\nu^2}{\nu^2} + 2(1 - \cos(\frac{2\pi k}{N'})) \right) \geq \nu^2 \).

However, the noise term will then become more complicated and it can still \textit{a priori} couple the components with different values of \( k \).

In general, \( p(k) \) and \( q(k) \) are complex numbers, and the stochastic equations should be understood applying to the real and imaginary part separately. However, as \( A \) remains a real matrix, equation (2.9) still holds if we replace the matrix \( \Sigma^2 \) by

\[
\begin{pmatrix}
0 & 0 \\
0 & \sigma \sigma^\dagger
\end{pmatrix}, \quad \text{where} \quad (\sigma \sigma^\dagger)_{i,k;j,k'} = \delta_{ii'} 2\lambda \frac{1}{N'} \sum_j T_{i,j} e^{i \frac{2\pi j (k-k')}}. \quad (7.6)
\]

On the other hand, our bound for the norm of the exponential of \( A \) is obviously still valid, and we can conclude that for every temperature profile there is a unique stationary state which is reached exponentially fast and which is determined by equation (2.11) with the matrix \( (7.6) \) replacing \( \Sigma^2 \) there.

Next we need to prove the existence and uniqueness of the self-consistent temperature profile. In fact, Theorem 3.1 is valid also in the higher dimensional case considered here, but since the proof remains essentially unchanged, we do not include it here.

The boundary conditions we impose are constant in the periodic direction, and we expect from symmetry that the self-consistent temperature profile is
also constant in that direction, even for finite \( N \). This is also directly implied by the above quoted uniqueness since, if \((t_{i,j})\) is a self-consistent profile, then also its translates, \( T_{i,j} = t_{i,j+j'} \) for any \( j' \), are self-consistent with the same boundary conditions.

Consider thus a temperature profile \( T_{i,j} = \tau_i \) for which \( \tau_1 = T_L \) and \( \tau_N = T_R \). By \((7.6)\), we then have always

\[
(\sigma \sigma^\dagger)_{i,k;i',k'} = \delta_{ii'} \delta_{kk'}.2\lambda \tau_i.
\]

Applying this in the equation corresponding to \((2.12)\) reveals that the components having different values of \( k \) then become independent in the steady state. In particular,

\[
\langle p_i(k)p_j(k')^* \rangle_S = \langle p_i(k)p_j(k)^* \rangle_S \delta_{kk'},
\]

and, therefore for all \( i, j, \)

\[
\langle p_i,j p_i,j \rangle_S = \frac{1}{N'} \sum_{k,k'=1}^{N'} e^{-i \frac{\pi}{N'} j(k-k')} \langle p_i(k)p_i(k')^* \rangle_S = \frac{1}{N'} \sum_{k=1}^{N'} \langle p_i(k)p_i(k)^* \rangle_S.
\]

(7.7)

Here the expectation value can be computed by \( \langle p_i(k)p_i(k)^* \rangle_S = (M(k)\tau)_i \), where \( M(k) = M|_{\nu^2=\nu(k)^2} \) and \( M \) is the matrix defined in section 3. Therefore, simply by replacing the matrix \( M \) with \((N')^{-1} \sum_k M(k)\) we can repeat the computations in section 3 and find a vector \( \tau \) which leads to a self-consistent profile \( T_{i,j} \).

It is then easy to see, applying the decoupling of the modes as above and then using the antisymmetry of the covariance component \( Z \), that there is no average current in the second direction, i.e. \( \langle J^2_{i,j} \rangle_S = 0 \). Similarly, we get for all \( i = 1, \ldots, N-1 \) the result

\[
\langle J_{i,j}^1 \rangle_S = \omega^2 Z_{i,j;i+1,j} = \frac{1}{N'} \sum_{k=1}^{N'} J^{(N)}|_{\nu^2=\nu(k)^2}
\]

(7.8)

where \( J^{(N)} \) denotes the current through the corresponding chain.

Repeating the computations in section 4 and using the above decoupling of the \( k \)-modes, we can then conclude that local equilibrium holds in the limit \( N, N' \to \infty \) (for this one needs to notice that the exponential decay of correlations is uniform in \( k \), as \( \nu(k)^2 \geq \nu^2 > 0 \)), the limiting temperature
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profile is constant in the periodic direction and connects $T_L$ and $T_R$ linearly in the first direction. Fourier’s law is also satisfied with the conductivity now given by

$$\kappa = \lim_{N' \to \infty} \frac{1}{N'} \sum_k \kappa(k) = \frac{\omega^2}{\lambda} \int_0^1 \frac{dy}{2 + \tilde{\nu}(y)^2 + \sqrt{\nu(y)^2(4 + \tilde{\nu}(y)^2)}}$$

(7.9)

where $\tilde{\nu}(y)^2 = \nu^2 + 2(1 - \cos(2\pi y))$.

For the system with $d-1$ extra periodic dimensions, we could analogously arrive at the same conclusions, but with a conductivity

$$\kappa = \frac{\omega^2}{\lambda} \int_{[0,1]^{d-1}} \frac{d^{d-1}y}{2 + \tilde{\nu}(y)^2 + \sqrt{\nu(y)^2(4 + \tilde{\nu}(y)^2)}}$$

(7.10)

where now $\tilde{\nu}(y)^2 = \nu^2 + 2 \sum_{i=1}^{d-1}(1 - \cos(2\pi y_i))$. Observe, in particular, that the conductivity steadily decreases with each added dimension. We prove in appendix C that the asymptotic behavior of the conductivity in the limit $d \to \infty$ is given by

$$\kappa = \frac{\omega^2}{4d\lambda}(1 + o(1))$$

where the correction term depends only on $\nu$ and $d$. Thus by choosing a suitable sequence of $\lambda = O(d^{-1})$, we can have $\lambda \to 0$ when $d \to \infty$ and still keep the conductivity finite and constant.

It would also be straightforward to check that the Green-Kubo formula holds in the higher dimensional case. More precisely, Theorem 5.1 is still valid for the above system in $d$ dimensions, if the current-current correlator is defined instead of (5.2) by

$$C_{J,J}^{(N)}(t;T) = \frac{1}{d} \prod_{i:N_i} \langle J(q(t),p(t)) \cdot J(q(0),p(0)) \rangle_{ST}.$$  

For proving this, the $\langle J^1J^1 \rangle$-term can be analyzed exactly as before, while the analysis of the remaining $\langle J^iJ^i \rangle$-terms in the periodic directions will be even simpler, as in the complex eigenbasis used here the operator corresponding to $K$ will be exactly diagonal.

8 Discussion

We raise again the question, discussed extensively in [1] and [11], of whether it is possible to derive Fourier’s law for a system with purely Hamiltonian...
bulk dynamics. There are two ways of formulating this problem: \( (i) \) The system could be fully isolated and evolving towards equilibrium from an initial nonuniform local equilibrium state. \( (ii) \) The system could be maintained in a stationary non-equilibrium state by coupling it at the boundaries to infinite reservoirs, either stochastically as in [5] (or variations thereof, see [1]) or mechanically as in [12, 13]. One could also keep the temperature fixed at the end of the system by means of deterministic Gaussian thermostats [14].

In the first case this amounts to proving the existence of a hydrodynamical scaling limit on the dissipative time scale. This is a well known, extremely difficult problem [7]. It is clearly not true for the harmonic crystal or other integrable models but is believed to be true for macroscopic systems with more realistic type of interactions, e.g. hard spheres or with Lennard-Jones potentials. For anharmonic crystals, the kind considered in [13], one would have to go beyond the Kolmogorov, Arnold, Moser domain [15] and presumably also beyond the Fermi, Pasta, Ulam [16] models [2]. The only mechanical system, for which such a result has been derived, is for the highly degenerate model of a macroscopic system of independent particles moving in a periodic array of scatterers, i.e. for the multi-particle Sinai billiard, where one proves Fick’s law, the analog of Fourier’s law for the conserved particle current [17].

In the second case of stationary non-equilibrium states one may hope to prove a global Fourier’s law, i.e. we want \( \mathcal{L}J_L/(T_L - T_R) \rightarrow \kappa \) as \( \mathcal{L} \rightarrow \infty \). Here \( \mathcal{L} \) is the distance, in microscopic units, between the boundaries of the system, say a cylinder, maintained at fixed temperatures \( T_L \) and \( T_R \). We want a \( \kappa \) which depends only on the bulk properties of the system. We expect further that when \( T_L \rightarrow T_R = T \), the limit of \( \kappa \) should coincide with the heat conductivity \( \kappa(T) \) at the local equilibrium temperature \( T \) in the isolated time-evolving case \( (i) \). Again the only mechanical system for which such a result has been proven is for the degenerate system of point particles moving among a periodic array of scatterers where the heat current is really a particle current (particles pick up energy at the right wall) [12]. The best that has been proven for other systems is the existence of a stationary state [13, 18, 19] and the positivity of \( (T_L - T_R)J_L \) for fixed \( \mathcal{L} \) [20].

The results proven in this paper make use of the stochastic interactions in the bulk to produce a local equilibrium state. This is in the spirit of the general work in the last two decades proving the existence of hydrodynamical laws in the appropriate scaling limits for systems evolving via stochastic dynamics [7]. We should mention here in particular the work of Kipnis, Marchioro and Presutti [21] who proved results similar to ours for a model
with purely stochastic internal dynamics. They were in fact able to consider a situation where the energy is strictly conserved in the bulk rather than just in the average as in the model considered here. This can be done also for a modified (more mechanical) version of their model considered by Olla [22] in which there is an energy conserving Ornstein-Uhlenbeck type process producing an energy exchange between neighboring oscillators.

The main advantage of the BRV self-consistent model is that the average energy flow along the temperature gradient is, as seen in (2.23), entirely Hamiltonian. As mentioned in the introduction, it might in fact be possible to make our model entirely mechanical by coupling each site to a large Hamiltonian reservoir, a la Ford, Kac and Mazur [23], which would produce an effective stochastic reservoir that would automatically, without any imposition of self-consistency, be at the right temperature.

This is in fact what seems to happen effectively when we let the dimension of the crystal go to infinity. As shown in Appendix C, after taking the limits $t \to \infty$ and $N \to \infty$, we can let the coupling to the interior heat baths, which we denote by $\ell_d$, go to zero as $d^{-1}$, and still obtain a finite value of the conductivity. It is clear from the analysis in Section 6 that, if we set $\lambda_1 = \lambda_N = \ell_0$ and $\lambda_2 = \lambda_3 = \cdots = \lambda_{N-1} = \ell_d$, then the heat conductivity is obtained by replacing $\lambda$ by $\ell_d$ in (4.18) and in (7.10).

An open interesting problem is to consider our model for an anharmonic crystal, e.g. by setting in (2.2), $u(q) = \frac{1}{2} \gamma^2 q^2 + \frac{1}{2} \delta q^4$. We expect that for a fixed $\delta > 0$ the heat conductivity $\kappa$ would have a finite limit as the auxiliary couplings with the interior heat baths are taken to zero. It might even be possible to prove such a result by starting with a perturbation expansion in $\delta$ around the local equilibrium stationary state found here and then doing a suitable resummation or applying a renormalization group type argument. See however, the results of the perturbation expansion in the case with purely Hamiltonian bulk dynamics derived in [24].

We note finally that the harmonic heat conductivity $\kappa$ given in (4.18) would remain finite if we let $\lambda \to 0$ and $\gamma \to \infty$ in such a way that $\lambda \gamma^{\frac{1}{2}} \to \alpha > 0$. It is not clear whether this limit has any physical significance.
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A Bound for the time-evolution matrix

Let $F$ be the orthogonal matrix defined by equation (2.15), and define

$$
\mathcal{F} = \begin{pmatrix}
F & 0 \\
0 & F
\end{pmatrix}.
$$

(A.1)

As $F$ diagonalizes $\Phi$, we then easily see that $A = \mathcal{F} \tilde{A} \mathcal{F}^T$, where (with $Y$ again denoting the eigenvalue matrix of $\Phi$)

$$
\tilde{A} = \begin{pmatrix}
0 & -I \\
Y & \lambda I
\end{pmatrix}.
$$

Since $\tilde{A}$ is block diagonal (after a permutation of indices) and $\mathcal{F}$ is orthogonal, it follows that the norm of the exponential satisfies

$$
\|e^{-tA}\| = \max_k \|e^{-tA_k}\| \tag{A.2}
$$

where for each $k$ we have defined

$$
A_k = \begin{pmatrix}
0 & -1 \\
\mu_k & \lambda
\end{pmatrix}.
$$

(A.3)

The eigenvalues of $A_k$ are

$$
\alpha_k^\pm = \frac{\lambda}{2} \pm \rho_k \quad \text{where} \quad \rho_k = \sqrt{\frac{\lambda^2}{4} - \mu_k},
$$

and it is easy to see that

$$
\text{Re} \alpha_k^\pm \geq \alpha = \min\left\{\frac{\lambda}{2}, \frac{\gamma^2}{\lambda}\right\} > 0.
$$

However, since $A_k$ is not symmetric (in fact, there are values of the parameters when it is not even diagonalizable) we have to take more care in
analyzing the norm of its exponential. Performing the Jordan decomposition
of $A_k$ explicitly yields

$$e^{-tA_k} = e^{-\lambda/2} \cosh(\rho_k t) \left[ I + \frac{\tanh(\rho_k t)}{\rho_k} \begin{pmatrix} \lambda/2 & 1 \\ -\mu_k & -\lambda/2 \end{pmatrix} \right]$$

(A.4)

from which we straightforwardly arrive at the following bound valid for $t \geq 0$, \[
\|e^{-tA_k}\| \leq e^{-t\alpha} \left[ 1 + t \left( 1 + \gamma^2 + 4\omega^2 + \lambda/2 \right) \right].
\]

Applying this to (A.2) easily yields the conclusion in section 2, at equation (2.10). We remark that if $\gamma = 0$, we could still have a lower bound $\alpha > 0$, but it would not be uniform in $N$. In fact, since then \(\inf_k \mu_k = O(N^{-2})\), we would then need to take also $\alpha = O(N^{-2})$.

**B Solution of the stationary covariance**

We derive here an explicit solution to the equation

$$AS + SA^T = \Sigma^2,$$

(B.1)

which—for the matrix $\Sigma^2$ used in section 2—will yield the stationary covariance matrix. The matrix $A$ is defined as in (2.4), but we need the solution for a more general “noise matrix” in section 5. Therefore, we consider here

$$\Sigma^2 = \begin{pmatrix} 0 & b \\ b^T & 2\lambda d \end{pmatrix}$$

where $b$ and $d$ are real $N \times N$ matrices and $d^T = d$.

Denoting

$$S = \begin{pmatrix} U & Z \\ Z^T & V \end{pmatrix},$$

we get that $S$ is a solution to (B.1) if and only if its components satisfy

$$Z^T = -Z$$

$$V = \frac{1}{2}(\Phi U + U\Phi) - b_+$$

$$\lambda Z = \frac{1}{2}(\Phi U - U\Phi) + b_-$$

$$2\lambda(d + b_+) = \Phi Z - Z\Phi + \lambda(U\Phi + \Phi U)$$

(B.2)
where \( b_+ \) and \( b_- \) are the symmetric and the antisymmetric part of \( b \).

If we define

\[
\tilde{d} = F^T d F \quad \text{and} \quad \tilde{V} = F^T V F,
\]

and also \( \tilde{b}, \tilde{U} \) and \( \tilde{Z} \) similarly, then we get

\[
\tilde{U}_{kl} = \frac{2}{g_{kl}} \left[ 2\lambda^2 (\tilde{d}_{kl} + (\tilde{b}_+))_{kl} - (\mu_k - \mu_l)(\tilde{b}_-)_{kl} \right]
\]

\[
\tilde{V}_{kl} = \frac{1}{g_{kl}} \left[ 2\lambda^2 (\mu_k + \mu_l) \tilde{d}_{kl} - (\mu_k - \mu_l) \left( \mu_k \tilde{b}_{kl} - \mu_l \tilde{b}_{lk} \right) \right]
\]

\[
\tilde{Z}_{kl} = \frac{2\lambda}{g_{kl}} \left[ (\mu_k - \mu_l) \tilde{d}_{kl} + \mu_k \tilde{b}_{kl} - \mu_l \tilde{b}_{lk} \right]
\]

where \( \mu_k \) are the eigenvalues of \( \Phi \), and for all \( k \) and \( l \)

\[
g_{kl} = 4\omega^4 G(c_k, c_l) > 0
\]

where \( c_k \) and \( G \) are defined in equations (2.18) and (2.20), respectively.

When \( b = 0 \) and \( d_{ij} = \delta_{ij} T_i \) we get (2.16)–(2.19). In section 5 we need to know \( \tilde{Z}_{kl} \) when \( d = 0 \) and \( b = \Phi^{-1} K^T \) with \( K \) defined by (5.3). Since then \( \tilde{b}_{kl} = K_{ik}/\mu_k \), where \( K = F^T K F \), we get

\[
\tilde{Z}_{kl} = -\frac{\lambda}{\omega^4 G(c_k, c_l)} (\tilde{K}_-)_{kl}
\]

with \( \tilde{K}_- \) denoting the antisymmetric part of \( \tilde{K} \).

## C  Asymptotic behavior of the conductivity

In section 4 we derived a formula for the conductivity of the \( d \)-dimensional crystal,

\[
\kappa = \frac{\omega^2}{\lambda} I \quad \text{where} \quad I = \int_{[0,1]^{d-1}} \frac{d^{d-1}y}{2 + \tilde{\nu}(y)^2 + \sqrt{\tilde{\nu}(y)^2(4 + \tilde{\nu}(y)^2)}}
\]

and \( \tilde{\nu}(y)^2 = \nu^2 + 2 \sum_{i=1}^{d-1} (1 - \cos(2\pi y_i)) \). Here we prove that the asymptotic behavior of \( I \) for \( d \to \infty \) is given for any fixed \( \nu > 0 \) by

\[
I = \frac{1}{4d} (1 + o(1)). \quad (C.1)
\]
First we point out that for all $r \geq 0$

$$
\frac{1}{2 + r^2 + \sqrt{r^2(4 + r^2)}} = \int_0^1 dx \frac{\sin^2(\pi x)}{r^2 + 4 \sin^2\left(\frac{\pi x}{2}\right)} = \int_0^1 dx \frac{\sin^2(2\pi x)}{r^2 + 4 \sin^2(\pi x)}
$$

and, therefore,

$$
I = \int_{[0,1]^d} d^d y \frac{\sin^2(2\pi y_1)}{\nu^2 + 4 \sum_{i=1}^d \sin^2(\pi y_i)}.
$$

Since the denominator is always strictly positive, we can then use the formula $1/r = \int_0^\infty dt \exp(-tr)$ valid for all $r > 0$ and obtain

$$
I = \int_0^\infty dt e^{-t\nu^2} I_1(t) I_0(t)^{d-1}
$$

where

$$
I_0(t) = \int_0^1 dy e^{-4t\sin^2(\pi y)} , \quad \text{and}
$$

$$
I_1(t) = \int_0^1 dy \sin^2(2\pi y)e^{-4t\sin^2(\pi y)}.
$$

Now both functions $I_i(t)$, $i = 0, 1$, are clearly continuous and strictly monotonously decreasing from $I_i(0)$ to 0 when $t$ goes from 0 to $\infty$, with $I_0(0) = 1$ and $I_1(0) = \frac{1}{2}$. In addition, $I_0$ is bounded for all $t \geq 0$ by

$$
I_0(t) \leq \frac{1}{\sqrt{1+t}}. \quad (C.2)
$$

This follows from

$$
I_0(t) = \int_0^1 dx e^{-4t\sin^2(\pi x/2)}
\leq \int_0^1 dx e^{-4tx^2} = \frac{1}{\sqrt{1+t}} \int_0^{\sqrt{1+t}} dy e^{-4y^2t/(1+t)}
$$

since the derivative of the last integral is negative for $t \geq 0$.

By dominated convergence we then find that, when $d \to \infty$,

$$
d \int_1^\infty dt e^{-t\nu^2} I_1(t) I_0(t)^{d-1} \to 0.
$$
Changing variables to $s = td$ in the remaining integral shows then that

$$dI = \int_0^d ds \ e^{-\nu^2 s/d} I_1\left(\frac{s}{d}\right) I_0\left(\frac{s}{d}\right)^{d-1} + o(1). \quad (C.3)$$

Since $1 + x \geq 2^x$ for all $0 \leq x \leq 1$, inequality (C.2) yields the bound

$$I_0\left(\frac{s}{d}\right)^{d-1} \leq 2^{-s/4}$$

for all $0 \leq s \leq d$ and $d \geq 2$. This means that dominated convergence can also be applied to the integral in (C.3), and as $I_0(s/d) = 1 - 2s/d + O(d^{-2})$, we then find

$$\lim_{d \to \infty} (dI) = \frac{1}{2} \int_0^\infty ds \ e^{-2s} = \frac{1}{4}$$

which proves the equation (C.1).
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