Vision: are models of object recognition catching up with the brain?
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Object recognition has been a central yet elusive goal of computational vision. For many years, computer performance seemed highly deficient and unable to emulate the basic capabilities of the human recognition system. Over the past decade or so, computer scientists and neuroscientists have developed algorithms and systems—and models of visual cortex—that have come much closer to human performance in visual identification and categorization. In this personal perspective, we discuss the ongoing struggle of visual models to catch up with the visual cortex, identify key reasons for the relatively rapid improvement of artificial systems and models, and identify open problems for computational vision in this domain.
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Computer models are catching up with the brain

Object recognition is difficult

When you are watching a movie, you instantly recognize the scene and the objects in it, such as people, buildings, and cars. You may identify the location, a specific actor, and the brand of the car she is driving, her clothing, eyeglasses, wristwatch, and the like. Like other natural tasks that our brains perform effortlessly, visual recognition has turned out to be difficult to reproduce in artificial systems. In its general form, it is a highly challenging computational problem that is likely to play a significant role in eventually making intelligent machines. Not surprisingly, it is also an open and key problem for neuroscience.

Within object recognition, it is common to distinguish two main tasks: identification—for instance, recognizing a specific face among other faces—and categorization, for example, recognizing a car among other object classes. We will discuss both of these tasks below, use recognition to include both, and discuss later challenges beyond recognition.

Recognition in computer vision

Early computer vision recognition schemes focused primarily on the recognition of rigid three-dimensional (3-D) objects, such as machine parts, tools, and cars. This is a challenging problem because the same object can have markedly different appearances when viewed from different directions. It proved possible to deal successfully with this difficulty by using detailed 3-D models of the viewed objects, which are compared with the projected 2-D image.¹–³ These methods did not extend, however, to the recognition of more complex objects and object classes, since the variety of images of an object class such as a “dog” cannot be adequately described by the projections of a typical fixed 3-D shape. The advantage of identification over categorization in these recognition models stood in marked contrast to human vision, where general categorization is typically faster and easier than precise identification.⁴

Over the past decade or so, computational models have made significant progress in the task of recognizing natural object categories under realistic, relatively unconstrained viewing conditions. A number...
of early schemes, mainly focusing on the class of human faces, obtained significant improvement over previous methods. The techniques have evolved to reach practical applications, as evidenced by their use in current digital cameras.

The more recent versions of these computational schemes have started to deal successfully with an expanding range of complex object categories such as pedestrians, cars, motorcycles, airplanes, horses, and the like, in unconstrained natural scenes, to deal with a broad range of objects within each class. The algorithms that were refined over the past few years can deal successfully with a large number of different object classes, in complex and highly cluttered scenes. They are being applied to databases of hundreds and even thousands of object classes. Yearly competitions in computer-based recognition, such as the Pascal challenge, witness continuous improvement in the range of classes and scene complexity handled successfully by automatic object categorization algorithms. An example of results is shown in Figure 1 for the class “airplanes,” illustrating the variability of images used in the test set. Comparison with human performance reveals that even the best computational schemes still fall short in most cases. In some specific tasks, however, computers have been trained to achieve high performance, including face identification, face detection, and car and pedestrian detection. Moreover, recent results on the very large ImageNet dataset with thousands of object classes suggest that the performance of convolutional networks, when trained with very large sets of labeled examples, may begin to approach human performance, when humans are limited to short image exposure. No detailed comparisons have been made, but humans are probably still superior in many recognition tasks, especially when dealing with flexible and highly variable objects and when background clutter is large. Reasons for this performance gap and possible directions for bridging the gap are discussed in later sections.

Models of the visual cortex
Over the same time period, some of the best performing recognition systems have come from research at the intersection of computational neuroscience and computer vision. Recent models of visual cortex based directly on known functional anatomy (Fig. 2), building on a range of earlier attempts, were able to account for and predict a number of physiological data from areas of the ventral stream from V1 and V2 to V4 and IT. This family of models was able to mimic human performance in rapid categorization tasks and some of these models of visual cortex were among the best computer vision systems at the time.

What are the roots of computer models’ recent progress?
In our view, the qualitative improvement in the performance of recognition models can be attributed to three main components. The first is the use of extensive learning in constructing recognition models. In this framework, rather than specifying a particular model, the scheme starts with a large family of possible models and uses observed examples to guide the construction of a specific model that is best suited to the observed data. The second component was the development of new forms of object representation for the purpose of categorization, based on both computational considerations and guidelines from...
known properties of the visual cortex. These two components, representation and learning, are interrelated: initially, the class representation provides a family of plausible models, and effective learning methods are then used to construct a particular model for a novel class such as “dog” or “airplane” based on observed examples. The third component was the use of new statistical learning techniques, such as regularization classifiers (SVM and others) and Bayesian inference (such as graphical models). We next discuss each of these advances in more detail.

**Learning instead of design**

A conceptual advance that facilitated recent progress in object recognition was the idea of learning the solution to a specific classification problem from examples, rather than focusing on the classifier design. This was a marked departure from the dominant practices at the time: instead of an expert program with a predetermined set of logical rules, the appropriate model was learned and selected from a possibly infinite set of models, based on a set of examples. The techniques used in the 1990s originated in the area of supervised learning, where image examples are provided together with the appropriate class labels (e.g., “face” or “nonface”). A comprehensive theory of the foundations of supervised learning has been developed, with roots in functional analysis and probability theory. The formal analysis of learning continues to evolve and to contribute to our understanding of the role of learning in visual recognition.

**New image representations**

During learning, a recognition scheme typically extracts a set of measurements, or features, and uses them to construct new object representations. Objects are then classified and recognized based on their feature representation. Feature selection and object representation are crucial, because they facilitate the identification of elements that are shared by objects in the same class and support discrimination between similar objects and categories. Different types of visual features have been used in computational models in the past, ranging from simple local-image patterns such as wavelets, edges, blobs, or local-edge combinations to abstract 3-D shape primitives, such as cylinders, spheres, cubes, and the like.

A common aspect of most earlier recognition schemes is that they used a fixed small generic set of feature types to represent all objects and classes. In contrast, recent recognition schemes use pictorial features extracted from examples, such as object fragments or patches, together with their spatial arrangement. Unlike generic parts, these schemes use a large set of features, extracted from different classes of objects. The use of large feature sets is also connected to an interesting new trend in signal processing, related to overcomplete representations. Instead of representing a signal in terms of a traditional complete representation, such as Fourier components, one uses a redundant basis (such as the combination of several complete bases). This type of representation may be mirrored by the several thousands of complex shapes.
to which different single neurons in the posterior inferotemporal cortex of the macaque were found to be tuned.\textsuperscript{53} Representations using such features have been used successfully in recent computer vision recognition systems for two reasons. First, these representations can be learned and used efficiently; second, they proved to effectively capture the broad range of variability in appearance within a visual class.

Two additional comments are appropriate. First, the representations described above are view-based, as opposed to object-centered models, but this should not be confused with the use of 3-D information.\textsuperscript{54,55} A representation based on image appearance can include not only 2-D image properties, but also 3-D aspects such as local depth variations or 3-D curvature, as supported by some physiological evidence.\textsuperscript{56–58} Second, we think that multiple object representations are likely to be used by the brain, probably for different tasks. In particular, an object-based representation using invariant 3-D properties is likely to be useful for tasks involving planning as well as perceiving object manipulation, or for slower recognition processes (e.g., those involved in mental rotation experiments, see Shepard and Metzler\textsuperscript{59}).

**New statistical learning methods**

Over the past few years, the mathematics of learning has become the lingua franca of large areas of computer science and, in particular, of computer vision. As we discussed, the use of a learning framework enabled a qualitative jump in object recognition. Whereas the initial techniques used to construct useful classification models from data were quite simple, there are now more efficient algorithms originally introduced in the area of learning in the 1990s such as regularization algorithms (also called kernel machines), which include SVM\textsuperscript{44,60,61} and boosting.\textsuperscript{62} In addition to discriminative algorithms, the area of learning has grown to include probabilistic approaches with the goal of providing full probability distributions as solutions to object recognition tasks. These techniques are mostly Bayesian and range from graphical models\textsuperscript{63,64} to hierarchical Bayesian models.\textsuperscript{65–68} At the same time, the focus of research is shifting from supervised to unsupervised and semisupervised learning problems, using techniques such as manifold learning.\textsuperscript{68} The inclusion of semisupervised problems, in which the training set consists of a large number of unlabeled examples and a small number of labeled ones, is beginning to formulate the learning problem in a more biologically plausible way, as biological organisms seem to be able to learn from experience with a surprisingly small amount of supervision. We will discuss such an approach in the context of learning invariant representations.

An interesting research direction is the formulation of learning that mirrors the combination of existing genetic information and learning from experience that is likely used by biological organisms. In this context, the range of neurobiologically plausible strategies for the computation of probabilistic graphical models capable of taking into account specific priors is quite open. As an example, it has been suggested that sampling techniques, such as MCMC, could be implemented by circuits of noisy neurons. Probabilistic models of biological vision are likely to grow in importance, at least as phenomenological and convenient descriptions of biological information processing. These models formalize in mathematical terms how established information is combined with learning from data, even if the brain does not directly use or compute probabilities.

**Computer vision and the visual cortex: fundamental differences**

The recent past has shown convergence of computational schemes and brain modeling. There still are, however, major differences between models and the cortex, as well as large differences in the performance between models and the brain. We will discuss below two examples of prominent features of cortical structure that have only a minor role in current computational models.

**Why hierarchies?**

The organization of visual cortex is hierarchical, with features of increasing complexity represented at successive layers. Models of the visual cortex have naturally adopted hierarchical structures. In contrast, in computer vision, the large majority of current schemes are nonhierarchical. Some recent models\textsuperscript{28} have adopted a hierarchical structure and obtained high recognition performance. In addition, some computational schemes are implicitly hierarchical and possibly derive some of their power from their hierarchical
While scale and position invariance can be achieved quite readily in computer vision systems by sequentially scanning the image at different positions and scales, such a strategy appears unlikely to be realized in neural hardware. When properly measured, scale and position tolerance for new objects are less than originally claimed, but still substantial: for at least some of the cells in A1, position tolerance is on the order of 2–4° in the fovea and scale invariance is on the order of a factor of 2–4, which is remarkably large. We will discuss the issue of invariant representations in the next section.

A second possible advantage of hierarchical representations has to do with efficiency: computational speed and use of computational resources. For instance, hierarchy may increase the efficiency of dealing with multiple classes in parallel, by allowing the use of shared features at multiple levels. An increase in efficiency may also be related to the issue of sample complexity. Hierarchical architectures in which each layer is adapted through learning to properties of the visual world may reduce the complexity of the learning task and thus the overall number of labeled examples required for training. Finally, hierarchies also offer an advantage in not only obtaining recognition of the object as a whole, but also in recognizing and localizing parts and subparts at multiple levels, such as a face together with the eyes, nose, mouth, eyebrow, nostril, upper lip, and the like.

Learning from very few labeled examples

One of the striking differences between current machine learning algorithms and learning in biological organisms is that the former require large amounts of labeled training data, whereas biological organisms seem to work well with a much more limited set of labeled examples. We believe that this is due in part to the ability of primate visual systems to compute representations of images that are invariant to the most common image transformations such as translations, changes of scale, rotations, changes in illumination, and, in some cases, changes in pose. One of us has proposed that the main computational goal of the ventral stream in the visual cortex is to learn during development how objects transform and then to compute signatures of new images that are automatically invariant to the same transformations. A biologically plausible way to learn and compute invariant signatures leads to a theory of the ventral stream and of similar hierarchical architectures that achieves the dual goals of learning representations that are invariant to transformations learned in an unsupervised way and considerably reducing the sample complexity of the recognition problem, allowing categorization of new images with a small number of supervised examples. The theory suggests that invariances shape the architecture of the ventral stream and the tuning properties of its neurons. It also formalizes the main properties of neural network architectures such as the hierarchical model and X (HMAX) and convolutional networks, proposing in addition how such an architecture can learn transformations from unsupervised visual experience, instead of being hardwired for some of them.

We suggest, based on this analysis, that present high-performance computer vision systems require millions of labeled examples to achieve good performance because they do not use invariant representations. It seems that at the moment even convolutional networks take only partial advantage of invariance to transformations. It is likely, however, that invariant representations are not the only reason for reducing the number of labeled examples required for a certain level of performance. A second mechanism is sometimes called by a number of different terms, including cross-class generalization, learning to learn, and transfer learning. The basic idea in this approach is to use experience obtained during the learning of a given class to subsequently accelerate the learning of related classes. A third mechanism, more difficult to define precisely at this point but probably important, consists of priors (we use the term prior in a general way here, without necessarily implying a probabilistic interpretation)
incorporated by evolution, which constrain the hypothesis space that has to be explored during recognition.

**Feedforward versus backprojections**

A feedforward architecture from V1 to prefrontal cortex, in the spirit of the Hubel and Wiesel simple–complex hierarchy, seems to account for several properties of visual cells. In particular, recent read-out experiments measuring information that could be read from populations of IT cells\(^7^3\) confirm previous estimates that after about \(\sim 100\) ms from onset of the stimulus, performance of the readout classifier was essentially at its asymptotic performance during passive viewing. In addition, feedforward models also appear to account for recognition performance of human subjects for images flashed briefly and followed by a mask.\(^3^1,^7^7\) The evidence suggests therefore that a feedforward process is sufficient for a fast initial recognition phase, during which primates can already complete difficult recognition tasks involving what the image is. What, then, is the role of the extensive anatomical backprojections in the primate visual system?

Their role may be restricted to learning, but we believe that it is broader. We suggest that even when the feedforward projections by themselves may be capable of answering the **what** question of vision, the backprojections must be added to answer other questions that may be asked in a visual task, including **what is where** (as described by Marr\(^7^8\)). This proposal is similar to previous ideas suggesting that visual cortex follows a hypothesis-and-verification strategy\(^7^9,^8^0\) or a Bayesian inference procedure in which top-down priors are used to compute a set of mutually consistent conditional probabilities at various stages of the visual pathway.\(^8^1\) A recent model\(^2^5\) along these lines demonstrated the use of initial classification using a bottom-up sweep, followed by precise localization of the object and its parts and subparts by a top-down pass.

Top-down pathways in the visual cortex also include the dorsal stream and connections between the dorsal and the ventral stream that are likely to be involved in attentional effects. A Bayesian model\(^8^2\) that takes into account these bottom-up and top-down signals performs well in recognition tasks and predicts some of the characteristic psychophysical and physiological properties of attention. For natural images, the top-down signal improves object recognition performance and predicts human eye fixations, and probably attentional shifts. It is likely to be important for recognition in significant clutter, since the performance of feedforward models decreases significantly when there are more than three to five objects.\(^3^1\) The top-down flow of information combined with a hierarchical representation allows the system to answer not only the what question—that is, perform object identification and categorization—but to answer the what is where question—that is, identification and localization at multiple levels. Of course, we do not believe that the process of vision can be fully characterized in terms of answering, what is where?\(^7^8\) For example, humans can recognize subtle aspects of actions, goals, and social interactions at a level which is far beyond the capabilities of our present algorithms. They can also answer essentially any reasonable question, beyond what and where, on any given image, in a kind of Turing test for vision. The top-down pathway is likely to play an important role for this broader range of visual tasks. We think therefore that while the forward pathway may be described in terms of feedforward architectures in the spirit of Hubel and Wiesel, HMAX, and convolutional networks, the full process of vision also requires verification and interpretation stages that may be best described in terms of top-down specialized routines.

**Discussion: future**

The more we learn about vision, the more questions appear. In this final discussion, we briefly consider two problem domains for future studies. The first focuses on how to close the gap between computer and human vision in the tasks considered above—object categorization and identification. The second part considers broader aspects of vision and its roots in evolution.

**Closing the performance gap**

One general question regarding possible improvements in visual recognition is whether recognition is obtained by multiple specialized mechanisms, or by a uniform scheme applied to different recognition tasks. For example, suggestions have been made that general categorization and individual recognition may be subserved by different mechanisms, or that face recognition may depend on special mechanisms not used for other object categories. It appears to us that the underlying computational
problems in different recognition tasks are similar, and can therefore be approached by the same general scheme, applied to different training sets (and possibly implemented by more than a single neuronal mechanism). The basic recognition scheme could be augmented, however, by specialized mechanisms, dealing with special cases and exceptions. The full system could then be a combination of a scheme that may be characterized as rule based, which can capture the main properties of a category and generalize broadly to novel examples, and a memory-based recognition scheme, which can deal with atypical cases and exceptions to the rule-based scheme.

We next consider future directions that we think could play a useful role in bringing the performance of artificial recognition models closer to the performance level of human vision. These are not the only possible routes for closing the performance gap, but they provide examples of promising general directions motivated by human perception that could usefully be incorporated into artificial systems.

**Continuous learning of rich models**

In current computational schemes, a model for the object or category of interest is constructed during a learning stage and then used for recognition. In contrast, the primate visual system exhibits continuous plasticity and can continue to learn when confronted with new examples. The disadvantage of a fixed limited training stage is that the resulting object model may remain too simple. A visual category often contains a core of typical examples, but also a large number of possible variations, atypical members, and counter-examples. An object can be recognized by its overall shape, but also by small distinguishing parts, and both aspects need to be included in its representation. To achieve human-level performance, it appears therefore that it will be necessary to construct rich object models, learned continuously from a large number of examples.

Such use of continuous learning raises interesting computational challenges: new methods will be required to learn from errors and to continuously modify an existing representation based on new incoming information, possibly combining the rule-based and memory-based mechanisms mentioned above.

**Integrating segmentation and recognition**

Recognition and segmentation are related tasks in the perception of objects: we can usually recognize the object and at the same time identify in the image the precise region containing the object of interest. Historically, segmentation and recognition were treated in computer vision as sequential processes: figure-ground segmentation first identifies in the image a region likely to correspond to a single object; recognition processes are subsequently applied to the selected region to identify the segmented object. More recently, computational models have started to treat the two tasks together, performing object segmentation not only in a bottom-up manner based on image properties, but also in a top-down manner based on object representations stored in memory, as illustrated in Figure 3. This led to substantial progress in object segmentation; however, most current recognition systems do not include segmentation as an integral part of the recognition process. It seems to us that recognition and segmentation are closely linked tasks, and their solutions constrain each other. This
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Figure 4. Challenges to future visual recognition include (A) actions performed by agents and (B) complex scene interpretation. These broader aspects of visual recognition cannot be efficiently handled by simple extension of existing recognition methods.

Integration appears to be supported by considerable physiological and psychophysical evidence. A closer integration of recognition and segmentation at both the object and part levels is likely therefore to improve the recognition of objects and their parts.

A greater challenge: vision and evolution

The brain uses vision, together with other senses, to obtain knowledge about the world and to act upon it. This knowledge goes beyond object recognition and categorization: vision is also used, for example, to recognize actions performed by agents in the surrounding environment as well as their goals and social interactions, and to complete scene understanding (Fig. 4).

It seems to us that these broader aspects of visual recognition cannot be efficiently handled by simple extension of existing recognition methods. It is likely that in addition to the general learning mechanisms currently used in object recognition models, the brain also uses specialized mechanisms, which have evolved to focus on and extract information required for making judgments about actions, goals, social interactions, and the like.
Innate structures and circuits in the brain do not by themselves incorporate full solutions to these challenging problems, but are more likely to provide useful constraints and initial biases which later lead, guided by learning from the environment, to powerful specific mechanisms.  

A general broad question for future studies is therefore the nature of the innate machinery used by the visual system, its genetic encoding, and how the combination of innate machinery and learning from the environment leads to our understanding of the visual world.
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