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Abstract

Multilayer networks capture pairwise relationships between the components of complex systems across multiple modes or scales of interactions. An important meso-scale feature of these networks is measured though their community structure, which defines groups of strongly connected nodes that exist within and across network layers. Because interlayer edges can describe relationships between different modalities, scales, or time points, it is essential to understand how communities change and evolve across layers. A popular method for detecting communities in multilayer networks consists of maximizing a quality function known as modularity. However, in the multilayer setting the modularity function depends on an interlayer coupling parameter, ω, and how this parameter affects community detection is not well understood. Here, we expose an upper bound for ω beyond which community changes across layers can not be detected. This upper bound has non-trivial, purely multilayer effects and acts as a resolution limit for detecting evolving communities. Further, we establish an explicit and previously undiscovered relationship between the single layer resolution parameter, γ, and interlayer coupling parameter, ω, that provides new understanding of the modularity parameter space. Our findings not only represent new theoretical considerations but also have important practical implications for choosing interlayer coupling values when using multilayer networks to model real-world systems whose communities change across time or modality.

Multilayer networks are quickly becoming the modeling framework of choice to represent complex interactions in large, multi-modal datasets. A multilayer network is a rich generalization of a traditional network that captures interactions between nodes by separating each interaction type into its own layer together with interlayer coupling of nodes between layers [25, 17, 8]. Multilayer networks have found applications in a diverse range of settings such as neuroscience [32, 13, 4, 46], financial assets [7, 10], congressional voting similarity [30, 31], social networks [42, 9, 19], and spreading processes [11, 41, 14].

Recently there has been much interest in detecting communities in dynamic and multilayer settings [18, 6, 21, 15, 24, 10, 27, 43, 12, 36, 28]. A community is a group of nodes with stronger connections to nodes within the group than to nodes external to the group, and the organization of the network into communities has strong implications for the function and structure of the system. Communities in multilayer networks represent a balance between the community structure in and between layers, and detecting multilayer communities can provide insight into the network structure which is hidden at the level of the individual layers [30]. Because multilayer communities can describe multiple interactions (throughout time, space, modality, etc.) between different layers of the network, it is especially important to understand how communities change and evolve across layers.

A popular class of algorithms attempt to optimize a quality function that measures how well a given partition of the network matches the underlying community structure. Multiple quality functions have been developed from the perspective of network topology [54, 33], information theory [40], and statistical physics [38, 29], and the optimization
of different quality functions can return different community partitions. The first and most popular quality function is the modularity function \([34, 33]\) which measures the number of internal community edges compared to a random network. However, Fortunato and Barthélemy exposed a fundamental problem with modularity maximization \([20]\) by showing that in single layer networks, there is a resolution limit such that communities that are small relative to the network can not be detected. Later, Traag et al. \([45]\) showed that any method that relies on optimizing a global quality function suffers from a resolution limit, thereby demonstrating that the resolution limit represents a fundamental challenge for a large class of algorithms. Other work relating statistical physics and modularity \([38, 26]\) introduced a tunable multiresolution parameter, \(\gamma\), to the modularity function that can be used to control the resolution of community detection. In fact, it has been shown \([44, 45]\) that several quality functions \([34, 38, 37, 2, 39]\) can all be realized as a specific formulation of a generalized multiresolution modularity function, and this multiresolution modularity function has been widely adopted to mitigate the resolution limit problem.

Importantly, modularity maximization was one of the first methods to be extended to multilayer networks \([30, 3]\) through a simple modification of the multiresolution modularity function. As such, it currently remains one of the most commonly used algorithms for performing community detection in the multilayer setting. The multilayer modularity function includes two tunable parameters: the resolution parameter, \(\gamma\), and an interlayer coupling parameter, \(\omega\), that controls the strength of the interlayer coupling, i.e. the edges that run between layers. The interlayer coupling allows communities to span across layers, and the balance between detecting community structure within and between layers is controlled by \(\omega\). When \(\omega\) is small, the community structure of each layer will be preferred and nodes can easily switch communities between layers. When \(\omega\) is large, nodes will prefer to stay in one community across layers and will be less compelled by the community structure within the layers. While some work attempts to provide guidance on how to choose these parameters \([44, 41]\), little is known about how the choice of parameter values influences community detection.

Here, we expose a resolution limit on community detection in multilayer networks such that a change in community structure between two layers can not be detected. We show precisely how the interlayer coupling parameter, \(\omega\), controls the ability to detect communities in multilayer networks and give an upper bound on \(\omega\) beyond which it can be guaranteed that certain cross-layer community changes can not be detected. We demonstrate an explicit relationship between our bound and the previously established single layer resolution limit and show how our bound has non-trivial and purely multilayer effects. Further, we show that \(\omega\) is bounded above by a linear function in \(\gamma\) establishing an explicit and previously unknown relationship between these parameters.

**Multi-resolution Modularity in Single Layer Networks**

We first review modularity maximization in a traditional single layer network. Given a network with an adjacency matrix, \(A\), and a randomized version of the network, \(R\), the (multi-resolution) modularity function is

\[
Q(P) = \sum_{ij} (A_{ij} - \gamma R_{ij}) \delta(i, j) \tag{1}
\]

where \(P = \{M_1, M_2, \ldots, M_k\}\) is a partition of the network into communities, and \(\delta(i, j) = 1\) if \(i\) and \(j\) are in the same community and 0 otherwise. The intuition is that modularity is higher when nodes inside a community have stronger connections than random. The parameter, \(\gamma\), controls the resolution of community detection. When \(\gamma\) is large, smaller communities are detected and when \(\gamma\) is small, larger communities are detected. Despite concerns related to the degeneracy of the function \([23]\) and the ability of \(\gamma\) to truly eliminate the effects of the resolution limit in networks with a heterogeneous distribution of community sizes \([27]\), it has been shown that modularity maximization offers a balance of speed and accuracy when tested against a variety of benchmark networks \([38]\), and modularity maximization remains one of the
most popular methods for performing community detection.

Community Structure in Multilayer Networks

In order to discuss modularity maximization in the multilayer framework, we first give a brief introduction to multilayer networks. For a more comprehensive review see [25]. A multilayer network is a collection of vertices and edges separated into distinct layers. We let \( N = \{1, 2, \ldots, n\} \) be the node set of the network, and we denote the layers by the greek letters \( \alpha \) and \( \beta \). Then node \( i \) on layer \( \alpha \) is denoted as \( i_\alpha \). We let \( w(i_\alpha, j_\beta) \) denote the weight of the edge between \( i_\alpha \) and \( j_\beta \). Such an edge is called an intralayer edge if \( \alpha = \beta \) and an interlayer edge if \( \alpha \neq \beta \). We adopt the common assumption that interlayer coupling is diagonal [25, 7], that is, the only nonzero interlayer edges are those which connect a node to itself in another layer. The interlayer edges are then given by \( B_{i\alpha j\beta} = w(i_\alpha, i_\beta) \), which is the weight of the edge between node \( i \) in layer \( \alpha \) with itself in layer \( \beta \). Similarly, intralayer edges are given by \( A_{ija} = w(i_\alpha, j_\alpha) \). Note that for a fixed \( \alpha \), the matrix \( A_{ija} \) is just the regular adjacency matrix for layer \( \alpha \).

Modularity in Multilayer Networks

A partition of a multilayer network is a partition of the vertices \( i_\alpha \). Let \( P = \{M_1, M_2, \ldots, M_k\} \) be such a partition, then the groups of vertices \( M_r \) are call communities or modules. For a given multilayer network, the multilayer modularity function [30] measures how well a partition matches the communities of the network and is given by

\[
Q(P) = \sum_{ija} (A_{ija} - \gamma R_{ija}) \delta(i_\alpha, j_\alpha) + \sum_{i\alpha j\beta} B_{i\alpha j\beta} \delta(i_\alpha, i_\beta)
\]

where \( R_{ija} \) is a null model of \( A_{ija} \), \( \gamma \) is a resolution parameter, and \( \delta(i_\alpha, j_\beta) = 1 \) if \( i_\alpha \) and \( j_\beta \) are placed in the same community in \( P \) and 0 otherwise. We say that \( \delta \) is the community function induced by partition \( P \). It is important to note the community function is not the Kroneker delta function, although it is similar.

Often, for simplicity, it is assumed that the interlayer edges are constant [47], i.e. \( B_{i\alpha j\beta} = \omega \) for all \( i, \alpha, \beta \) and for some scalar \( \omega \). We will assume this for the remainder of the article unless explicitly stated otherwise. In this case, the modularity function is given by

\[
Q(P) = \sum_{ija} (A_{ija} - \gamma R_{ija}) \delta(i_\alpha, j_\alpha) + \sum_{i\alpha j\beta} \omega \delta(i_\alpha, i_\beta)
\]

Under similar assumptions to those above, Bazzi et al. [7] gave global bounds \( \omega_{\text{min}} < \omega < \omega_{\text{max}} \) which represent extreme points in community detection. When \( \omega > \omega_{\text{max}} \), nodes never change communities across layers, and when \( \omega < \omega_{\text{min}} \), the communities in each layer are determined entirely by the intralayer topology, and hence the multilayer aspect of the network is essentially ignored. While useful, these global bounds say nothing about how well multilayer modularity detects community structure between any given pair of layers. Below we give a local bound on \( \omega \) such that it can be guaranteed that modularity fails to detect community changes when \( \omega \) is beyond this bound.
Changes in Community Structure Across Layers

A fundamental goal of multilayer community detection is to understand how communities change between layers. When a group of distinct communities in layer $\alpha$ merge into one single community in layer $\beta$, then there has been a change in community structure across layer $\alpha$ and $\beta$. When interlayer edges are undirected, several communities merging into one community is equivalent to one community splitting into several smaller communities. For this reason, a merger of communities represents the most basic type of community change that can be expected in a multilayer network. We therefore focus on the behavior of multilayer modularity in the presence of community mergers. See Fig. 2. Note that we will assume that layer $\alpha$ and $\beta$ are connected by interlayer edges.

Interlayer Coupling Bounds

We now give general bounds on the interlayer coupling parameter beyond which community mergers are undetectable. In all computations for the remainder of the paper, the function $\delta$ will refer to the community function induced by the partition $P_{\text{merge}}$. The partitions agree everywhere except the $K$ nodes of layer $\alpha$ and are identical on layer $\beta$. Thus from equation 3 we have

$$Q(P_{\text{all}}) - Q(P_{\text{merge}})$$

$$= \sum_{ij \in K} \delta(i_{\alpha}, j_{\alpha}) = 0 \left( A_{ij\alpha} - \gamma R_{ij\alpha} \right) + 2 \sum_{i \in K} \omega$$

$$= \sum_{i \in K} \left( A_{ij\alpha} - \gamma R_{ij\alpha} \right) + 2 \theta \omega$$

where $\theta = |K| - |C_m|$ is the number of nodes of $K$ that are not in the largest community $C_m$. Therefore $Q(P_{\text{merge}}) > Q(P_{\text{all}})$ if and only if

$$2 \theta \omega < \sum_{ij \in K} \delta(i_{\alpha}, j_{\alpha}) = 0 \left( \gamma R_{ij\alpha} - A_{ij\alpha} \right)$$
Figure 3: Layers $\alpha$ and $\beta$ of a multilayer network in which the the nodes of $K$ form communities $C_1, \ldots, C_t$ on layer $\alpha$ merge into a single community in layer $\beta$. Color indicates community assignment. A) The partition $P_{\text{merge}}$ which correctly identifies the merger of the individual communities in layer $\alpha$ into one large community in layer $\beta$. B) The partition $P_{\text{all}}$ which erroneously groups all the nodes into one community in both layer $\alpha$ and $\beta$. Note each of the two partitions are arbitrary and identical on the remaining nodes $J$.

which gives

$$\omega < \sum_{i,j \in K, \delta(i,j)=0} \frac{1}{2\theta} (\gamma R_{ij\alpha} - A_{ij\alpha}) \equiv \Omega. \quad (8)$$

Thus modularity can detect the merger of the communities of $K$ if and only if $\omega < \Omega$. Notice that equation 8 is dependent only on layer $\alpha$. Our immediate goal is to characterize this bound and understand its behaviors so we can determine which values of $\omega$ will allow us to detect community mergers.

Consequences of Interlayer Coupling on Modularity

In the last section, we gave an upper bound on the parameter $\omega$ in terms of a generic null model $R_{ij\alpha}$. We now specialize the upper bound, $\Omega$, to the popular Newman-Girvan (NG) model [34]. We then show a certain type of equivalence between $\Omega$ and the single layer resolution limit discussed in [20]. Also, we show an explicit dependence of the coupling parameter, $\omega$, on the resolution parameter, $\gamma$. Finally, we discuss the consequences of these results on multilayer modularity.

Recall from equation 8 that the upper bound, $\Omega$, is only dependent on the nodes of layer $\alpha$. For convenience and clarity, we drop the subscript $\alpha$, but all quantities are implicitly computed with respect to this layer. Now, define $\kappa_i$ to be the degree of node $i$ (counting only intralayer edges) and $2m = \sum_i \kappa_i$ to be the degree of all nodes (on layer $\alpha$). Then the NG model is defined by $R_{ij} = \kappa_i \kappa_j / 2m$.

Recall that $\{C_1, C_2, \ldots, C_t\}$ are the communities of the nodes of $K$ in layer $\alpha$. Let $d_r$ be the degree of community $C_r$, that is $d_r = \sum_{i \in C_r} \kappa_i$. Let $e_r$ be the portion of the external degree of $C_r$ that connects to one of the remaining communities $C_s$. With this notation in place, we compute

$$\sum_{i,j \in K, \delta(i,j)=0} R_{ij} = \gamma \left[ \sum_{i,j \in K, \delta(i,j)=0} \kappa_i \kappa_j / 2m - \sum_{i,j \in K, \delta(i,j)=0} \kappa_i \kappa_j / 2m \right]$$

$$= \frac{\gamma}{2m} \left[ \left( \sum_{r=1}^t d_r \right)^2 - \sum_{r=1}^t (d_r)^2 \right] \quad (9)$$

$$= \frac{\gamma}{2m} \sum_{r \neq s} d_r d_s. \quad (10)$$

Similarly,

$$\sum_{i,j \in K, \delta(i,j)=0} A_{ij} = \sum_{r=1}^t e_r. \quad (12)$$

Plugging equations 11 and 12 into equation 8 gives that

$$\Omega = \frac{1}{2\theta} \left[ \frac{\gamma}{2m} \sum_{r \neq s} d_r d_s - \sum_{r=1}^t e_r \right]. \quad (13)$$

The Resolution Limit

Recall that if $\omega > \Omega$, then the community merge of the nodes of $K$ can not be detected by modularity. Since $\omega$ is assumed to be non-negative when $\Omega < \Omega$.
We will not properly resolve the change in the communities of $K$.

We now show an explicit connection with the single layer resolution limit. Assume that $t = 2$, that is, there are only 2 communities in $K$. Define $l_r$ to be the internal degree of community $C_r$. In [20] Fortunato et al. showed in the absence of the resolution parameter $\gamma$ that if

$$l_2 < \frac{2e_1 m}{l_1 d_1 d_2}$$  \hspace{2cm} (14)

then modularity (restricted only to layer $\alpha$) will be highest when the two communities of $K$ are grouped into one larger community. Let $X = \frac{2e_1 m}{l_1 d_1 d_2}$ be this limit and define $z = \frac{d_1 d_2}{l_1 l_2}$. From equations 11, 12, and 13 we have

$$\Omega = \frac{1}{2\theta} \left[ \frac{2d_1 d_2 \gamma}{2m} - e_1 - e_2 \right]$$  \hspace{2cm} (15)

$$= \frac{1}{2\theta} \left[ \frac{z \gamma l_1 (l_2 - \frac{X}{\gamma} + \frac{X}{\gamma})}{m} - 2e_1 \right]$$  \hspace{2cm} (16)

$$= \frac{zl_1}{2\theta m} (\gamma l_2 - X)$$  \hspace{2cm} (17)

where $\frac{X}{\gamma}$ represents the single layer resolution limit of [20] adjusted according to the parameter $\gamma$. In the computations, we used the fact that $e_1 = e_2$ and $\frac{zl_1 X}{m} = 2e_1$.

Notice that $\gamma l_2 - X < 0$ precisely when $l_2 < \frac{X}{\gamma}$, that is precisely when the single layer resolution limit implies the two communities will be detected as a single large community. Since all other quantities in equation 17 are positive, it follows that

$$\Omega > 0 \iff \gamma l_2 - X > 0$$  \hspace{2cm} (18)

This implies that the community merger can be detected by multilayer modularity if and only if the individual communities can be detected by single layer modularity. However, this is a much stronger statement than it seems since the additional upper bound $\Omega$ places further constraints on multilayer modularity. In fact, there exists a value of $\omega$ such that multilayer modularity can detect two merging communities if and only if single layer modularity can detect those communities. Thus, multilayer modularity succeeds only if single layer modularity succeeds and the appropriate value of $\omega$ is chosen. Further, the addition of interlayer links and the existence of the upper bound $\Omega$ have purely multilayer effects which we now discuss.

### Multilayer Effects of the Resolution Limit

We draw four important conclusions from equations 13, 17, and 18.

i. Multilayer modularity can resolve community mergers if and only if single layer modularity can resolve the individual communities.

ii. The upper bound, $\Omega$, scales inversely with the degree of the layer from which it is computed and is linear in $\gamma$. In particular, it is more difficult to detect the merger of communities that are small relative to their layer.

iii. There is an explicit dependence between the parameters $\gamma$ and $\omega$: community mergers can only be detected when $\omega < a\gamma + b$ where $a$ and $b$ are constants depending on the structure of the communities which merge and the degree of the corresponding layer.

iv. When the degree of the nodes of a community that merge are small, so too is $\Omega$. This is especially important in networks where nodes may have low or zero degree on some layers and have high degree on others.

Conclusion i is not a simple restatement of the single layer resolution limit. It implies that the ability to detect changes in community structure between layers is constrained by the traditional single layer resolution limit. This is particularly important for any multilayer network statistics that measure changes in community assignment across layers [5, 6]. Also, as previously discussed, even when single layer modularity can resolve the communities, the multilayer modularity function will detect the merger only if $\omega < \Omega$. Conclusion i is of practical concern, as it gives guidance on when to expect modularity to fail to detect
community changes or on what scale \( \omega \) should be set to improve resolution for detecting changes. Specifically, if the communities that merge are small compared to their layer, then \( \omega \) also needs to be small in order to resolve the change.

As far as we are aware, conclusion iii is the first result of its kind which explicitly determines a relationship between the parameters \( \omega \) and \( \gamma \). In particular, changes in community structure will not be detected unless \( \omega < a\gamma + b \). From equation 13, we see the intercept, \( b \), is non-positive and proportional to the external degree of the merging communities. The slope, \( a \), is inversely proportional to total degree of the layer from which the communities merge and proportional to the pairwise product of the community degrees. Having an explicit linear relationship between \( \omega \) and \( \gamma \) may drive future research in understanding the modularity landscape with respect to parameter choice [47].

Finally, conclusion iv can have strong and non-trivial consequences for detecting changes in multilayer networks. Real world multilayer networks have been shown to have many nodes with zero degree on some or many layers of the network [35]. This is not surprising, as each layer represents a type of interaction, and a node may have a preferred mode of interacting, giving it non-zero degree on one layer and zero degree on another. However, a merger of a group of zero degree nodes on layer \( \alpha \) to a community in layer \( \beta \) will not be resolved by multilayer modularity since in this case the upper bound \( \Omega \) will be 0. This has important consequences for detecting changes in multilayer networks in which nodes may be inactive on one or more layers. We make this concrete with an example by showing how the community structure in one layer can propagate to others, making it impossible for modularity to detect the changing structure.

**Example 1**

Let \( \mathcal{M} \) be a multilayer network with \( k + 1 \) layers \( \alpha_1, \ldots, \alpha_k, \beta \) and \( N \) nodes in each layer. Suppose that the vertices in layers \( \alpha_1, \ldots, \alpha_k \) all have 0 degree and that the vertices in layer \( \beta \) form a clique, an all to all connected graph. Couple the network such that \( B_{\alpha_j\alpha_{j+1}} = \omega \) and \( B_{\alpha_k\beta} = \omega \) so only adjacent layers are connected. Then, any nonzero value of \( \omega \) implies that \( P_{\text{all}} \) has the maximum modularity amongst all the possible partitions of the network. Here \( P_{\text{all}} \) is the partition which puts all nodes in all layers into one community. This can be seen by noting that all groupings of nodes in layer \( \alpha \) result in no change in modularity since the nodes have 0 degree. On the other hand modularity is highest for layer \( \beta \) when all the nodes are grouped into a single community. Finally, leaving a node in the same community across two layers contributes positively to modularity and it follows that modularity is highest when all nodes in all layers are assigned a single community. See Fig. 4.

![Figure 4](image)

**Example 2**

We now perform an explicit computation of the upper bound \( \Omega \) on a toy network. In this example, we
assume the communities are disjoint cliques thus representing the strongest possible intralayer community structure. The upper bound $\Omega$ in this case implies that modularity can not detect the merger of disjoint cliques when $\omega > \Omega$. This has no single layer counterpart in the sense that disjoint cliques do not suffer from a single layer resolution limit.

Consider a network with two layers $\alpha$ and $\beta$. Let $K = \{1, 2, \ldots, 10\}$ be the first 10 nodes of the network. Assume in layer $\alpha$ the nodes of $K$ are partitioned into 2 disjoint cliques, a 3-clique and a 7-clique, and in layer 2 the nodes of $K$ form a 10-clique. It is clear that the nodes of $K$ form 2 communities in layer 1 and merge into one large community in layer 2 (see Fig. 5). Further assume that remaining nodes have arbitrary connectivity but total degree of 12. We now compute the upper bound, $\Omega$, using equation 13 as follows:

$$\Omega = \frac{\gamma}{2 \theta} \frac{1}{2m} \sum_{r \neq s} d_r d_s$$

$$= \frac{\gamma}{2 \theta} \frac{2(6 \cdot 42)}{48 + 12}$$

$$= \frac{\gamma}{14} \frac{504}{60} = 0.6 \gamma$$

Here we find that, even in this simple toy model with strong intralayer community structure, in order to detect the change in communities, we must choose $\omega < 0.6 \gamma$. This value is significantly less than global upper bound, $\omega_{\text{max}}$ given in [7], and importantly, smaller than one’s intuition might expect given the strong intralayer community structure.

**Discussion**

As multilayer networks continue to emerge as the pre-dominant tool to model complex multi-modal, multi-scale relationships, it is increasingly important to understand the assumptions and limitations of such models. The most popular method for detecting communities in multilayer networks is modularity maximization, but the modularity function depends on two parameters that must be selected by the user: the resolution parameter, $\gamma$, and the interlayer coupling parameter, $\omega$.

Here, we have demonstrated that there is an exact upper bound, $\Omega$, such that a merge of two communities is only detectable by modularity when $\omega < \Omega$. Further, we have shown that this upper bound is dependent upon the choice of resolution parameter $\gamma$, resulting in a linear relationship between the two parameters: $\omega < a \gamma + b$. These findings have very practical implications for those building multilayer networks from experimental data. For example, in cases where the interlayer coupling values are measured experimentally, it might be necessary to introduce a global scaling of such values to ensure that for a given resolution value, the values of $\omega$ are within the proper bounds to detect cross layer changes in community structure.

While these findings introduce a relationship between $\gamma$ and $\omega$ and provide practical guidance for
choosing parameters, this work only considers the case of a single community merger across two layers of the network. In real-world multilayer networks, one expects multiple changes in community structure across multiple layers. In order to ensure the best detection of community changes, one would therefore need to optimize the choice of $\gamma$ and over all layers and either choose the value(s) of $\omega$ accordingly between each pair of layers, or select a global $\omega$ that is within the bounds for all pairs of linked layers.

The selection of the resolution and coupling parameters for performing multilayer modularity maximization must be chosen with care in order to properly detect dynamic and inter-modal changes in community structure in multilayer networks. We present important bounds for these parameters and encourage those building multilayer networks from experimental data to carefully take these bounds into consideration when interpreting the results of dynamic community detection in such models.
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