EMERGENCE OF INTERLACEMENTS FROM THE FINITE VOLUME BOSE SOUP

QUIRIN VOGEL

Abstract. We show that conditioned on the (empirical) particle density exceeding the critical value, the finite volume Bose loop soup converges to the superposition of the Bosonic loop soup (on the whole space) and the Poisson point process of random interlacements. The intensity of the latter is given by the excess density above the critical point. We consider both the free case and the mean-field case.

1. Introduction

The Bose gas is a physical system which has been studied both theoretically and experimentally for around 100 years. Within mathematical physics and quantum statistical mechanics, one describes the Bose gas either by employing a functional analytic framework, using CCR (canonical commutation relation) algebras (see [BR03]) or with the help of probabilistic models. Within those probabilistic representations, one can either work with random permutations (see [Gin71, BU09]) or a system of interacting random loops to compute thermodynamical properties of the Bose gas. We follow the latter approach.

The description of the Bose gas as a system of interacting random loops dates back to Feynman (see [Fey53]); rigorous constructions can be found in [Gin71]. We first give an introduction into the model, while delaying the full description to Section 3.

Fix the inverse temperature $\beta > 0$ of the system. Let $P_{x,x}^{\beta j}$ be the unnormalized bridge measure of a continuous-time, $\mathbb{Z}^d$-valued simple random walk bridge from $x$ to $x$ in time $\beta j$, with $j \in \mathbb{N}$ and $x \in \mathbb{Z}^d$, see also Equation (3.1) for a definition. We restrict ourselves to the cases $d \geq 3$, the most relevant dimensions for the Bose gas. The Bosonic loop measure at inverse temperature $\beta > 0$ and chemical potential $\mu \leq 0$ is given by

$$M_{\Lambda,\beta,\mu} = \sum_{x \in \Lambda} \sum_{j \geq 1} \frac{e^{\beta j \mu}}{j} P_{x,x}^{\beta j},$$

(1.1)

for $\Lambda \subset \mathbb{Z}^d$, on the space of loops $\{\omega: [0, \beta j] \to \mathbb{Z}^d$ with $j \in \mathbb{N}$ and $\omega(0) = \omega(\beta j)\}$. The (grand canonical) model for the free Bose gas (i.e., in the absence of interaction between particles) in the domain $\Lambda$ is given by the Poisson point process (PPP) $P_{\Lambda,\beta,\mu}$ with intensity measure $M_{\Lambda,\beta,\mu}$. This model (at times enriched with additional interactions) has been studied extensively in the literature, see for example [BR03, ACK11, AD18, AV20, FSS20]. A sample $\eta = \sum \omega \delta_\omega$ from $P_{\Lambda,\beta,\mu}$ is given by a collection of random loops $\omega$, also referred to as loop soup, encoded in a point measure, see Figure 1 for an illustration.

The expected particle density $\rho_{\Lambda}(\beta, \mu)$ is the relevant macroscopic quantity for this article. For the purpose of the introduction, we define it as the expected average loop length per site, for $\Lambda \subset \mathbb{Z}^d$ non-empty and finite, as

$$\rho_{\Lambda}(\beta, \mu) = \mathbb{E}_{\Lambda,\beta,\mu} \left[ \frac{1}{|\Lambda|} \sum_{\omega \in \eta} \ell(\omega) \right],$$

(1.2)
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where $\ell(\omega)$ is the length of the loop $\omega$ (if $\omega$ was sampled from $P_{\Lambda,\beta,\mu}$, we then set $\ell(\omega) = j$) and $E_{\Lambda,\beta,\mu}$ is the expectation with respect to $P_{\Lambda,\beta,\mu}$. We say that a loop $\omega$ with length $\ell(\omega) = j$ represents $j$ particles. From now on, abbreviate the average particle number (per site) $\frac{1}{|\Lambda|} \sum_{\omega \in \eta} \ell(\omega)$ by $L_{\Lambda}$. In this article, we study the limit law of $P_{\Lambda,\beta,\mu}$ conditioned on the event that $\{L_{\Lambda} = \rho\}$ for $\rho > 0$. We do this for the free case as well as for the Bose gas with mean-field interaction, described in the next section. We now briefly describe the main results of this paper (in the free case) and relate it to previous results.

To prove a phase transition for the Bose gas, several criteria can be employed. Showing a breakdown of equivalence of ensembles (see [Hua87]) or proving off-diagonal long range order (see [PO56,Yan62]) are two (at times equivalent) methods. For probabilistic representations of the Bose gas, a phase transition is conjectured to coincide with the existence of "infinite" loops (see [Fey53,Süt93,BCMP05,Uel06,AFY21]). This is usually proven via a mass-gap argument, which can be sketched as follows: after taking a certain infinite volume limit, one shows that the sum over all finite loop length probabilities is strictly less than 1. The remaining probability mass is then associated to infinite loops, see [Süt93,Süt02,Uel06].

In Theorem 2.1, we give the scaling limit of $P_{\Lambda,\beta,\mu}$ conditioned on the event $\{L_{\Lambda} = \rho\}$. There is a unique $\rho_c > 0$ such that for $\rho > \rho_c$, the conditioned process becomes the independent superposition of the free Bose gas on $\mathbb{Z}^d$ and the process of random interlacements: for all $\mu \leq 0$ and for $\rho = \rho_c + \rho_e$

$$\lim_{\Lambda \uparrow \mathbb{Z}^d} P_{\Lambda,\beta,\mu}(\cdot | L_{\Lambda} = \rho_c + \rho_e) = P_{\mathbb{Z}^d,\beta,0} \otimes P_{\rho_e}^\mu,
$$

where $P_{\rho_e}^\mu$ is the Poisson point process of random interlacements with intensity $\rho_e = \rho - \rho_c > 0$, see Section 3.2 for a definition. The critical value $\rho_c$ is equal to the limit of $\rho_{\Lambda}(\beta, 0)$ as $\Lambda \uparrow \mathbb{Z}^d$, see Equation (1.2). This is an extension of the mass-gap approach in the sense that we can explicitly describe the limiting process and see that the infinite loops coincide with the random interlacements in a path-wise sense, as conjectured in [AFY21]. The Markov property of the random walk also implies that $P_{\mathbb{Z}^d,\beta,\mu} \otimes P_{\rho_e}^\mu$ is a Gibbs measure.

The superposition of the Bose loop soup and the random interlacements has been studied in the important work [AFY21]. In that work, the authors showed that superpositioning the non-interacting Bose loop soup on the whole space and the random interlacements produces the same distribution on random permutations as described in [Mac75]. This suggests that the superposition of finite loops and random interlacements is the right process to study. However, in their work they did not show that this process arises from the finite volume ensemble. This was stated as an open question, resolved in this work. Furthermore, [AFY21] only considered the positions of the particles, that is, the distribution
of \( \{\omega(0), \omega(\beta), \omega(2\beta), \ldots\} \). In our work, we consider the distribution of the loops/interlacements as samples in path-space. This is important, as physically relevant interactions are given via integrals of the trajectories of the loops, see \cite{Uel06} for example.

We also show that Equation (1.3) continues to hold under mean-field interaction. That is, when we add interaction to the loops which depends on the square of \( L_\Lambda \). Mean-field models tend to represent the true physical reality more accurately than free models. The mean-field model for the Bose gas is defined in Equation (2.6). We refer the reader to \cite{BCMP05} for a derivation of the model itself.

To our best knowledge, there is no prior work proving the emergence of random interlacements from the finite volume distributions of the Bose gas. The conditioning \( \{L_\Lambda = \rho\} \) transfers the setting from the grand canonical ensemble to the canonical ensemble. For more on the physical background, we refer the reader to Section 4.

Crucial to our result is the right choice of topology, which is invariant under permutation and reparameterization of the loops. This is to be expected, from the functional-analytic description of the Bose gas.

There are two parts to the proof: first, one needs to show that the conditioning forces the appearance of long loops which are Poisson and asymptotically independent from the bulk of the loops. For this we tile \( \mathbb{Z}^d \) with boxes of increasing size. Two different scales appear in the process \( N^2 \) and \( N^{d-2} \). This can intuitively be understood through the well-known fact that a random walker intersecting a ball of radius \( N \) will hit only \( N^2 \) points for \( d \geq 3 \). Hence, \( N^{d-2} \) walkers are needed to generate a positive density of hitting points.

The second part of the proof consists in identifying the scaling limit. For this, we define an analogue of the convergence of finite-dimensional distributions for parametrization-invariant processes. While some parts for the proof are the same for the free and mean-field versions, at several places we need different arguments. Especially the fact that in the infinite volume limit, the interlacements and the normal loops decorrelate needs special attention when working with the mean-field interaction.

In our set-up of the Bose gas, the notion of boundary condition is relevant. Our proofs are for the free-boundary conditions (not to be confused with the free Bose gas) both in the case of no interaction and mean-field interaction. This requires a slightly more complicated set-up but does use less notation in the course of the proof. For the supercritical loop representations in different boundary conditions, we refer the reader to the forthcoming \cite{KVZ23}.

The paper is organised as follows: in Section 2, we state the main results, delaying some of the more technical definitions to later. In Section 3 we introduce the rigorous set-up. Section 4 gives the physical background and motivation in more detail; it is independent from the rest of the paper. The proof of the main results is given in Section 5 and is subdivided into the free and the interacting case.

In the Appendix, we give a table with the frequently used notation.

2. Results

We begin by introducing the set-up: for \( N \geq 1 \), fix \( \Lambda = [-N/2,N/2]^d \cap \mathbb{Z}^d \), where we omit the dependency of \( \Lambda \) on \( N \), to aid readability. From now on, and for the rest of the article, \( \Lambda \) will always denote this set.

Recall that \( \omega: [0,\beta j] \to \mathbb{Z}^d \) denotes a loop\(^1\) \( (\omega(0) = \omega(\beta j)), \ell(\omega) = j \) is the length of the loop and \( \eta \) is a collection of loops encoded as \( \eta = \sum_\omega \delta_\omega \). Here, \( \delta_\omega \) is the delta-measure on the loop \( \omega \). Define for any domain \( \Delta \subset \mathbb{Z}^d \)

\[
\mathcal{L}_\Delta(\eta) = \mathcal{L}_\Delta = \sum_{\omega \in \eta} \ell(\omega) \mathbb{I}\{\omega(0) \in \Delta\}
\]  

\(^1\)We later alter this definition on a set of measure zero, see Equation (3.1).
Furthermore, for any domain $\Delta \subset \mathbb{Z}^d$, $\beta > 0$, $\mu \leq 0$, $\mathbb{P}_{\Delta, \beta, \mu}$ is the Poisson point process with intensity measure $M_{\Delta, \beta, \mu}$ defined in Equation (1.1).

We now define the loop process on the whole space: fix $\rho, \beta > 0$, $\mu \leq 0$ and set $\mathbb{P}_N^\rho$ to be
\[
\mathbb{P}_N^\rho = \mathbb{P}_{N, \beta, \mu}^\rho = \bigotimes_{x \in \mathbb{Z}^d} \mathbb{P}_{xN + \Lambda, \beta, \mu}^\rho \left( \cdot \mid \mathcal{L}_{xN + \Lambda} = \rho \mid \Lambda \right),
\] (2.2)
where from now on we read $\mathcal{L}_{\Delta} = x$ as $\mathcal{L}_{\Delta} = \lfloor x \rfloor$, if $x$ is not an integer, for any set $\Delta \subset \mathbb{Z}^d$. In words, $\mathbb{P}_N^\rho$ is the independent superposition of translates of $\mathbb{P}_{\Lambda, \beta, \mu}^\rho$ conditioned to have a particle density of $\rho > 0$. This gives us a distribution of loops on $\mathbb{Z}^d$ (rather than a finite box), allowing us to capture long range effects. We refer the reader to Remark 3.1 for a heuristics of this set-up. Furthermore, as $\beta > 0$ is fixed throughout the article and $\mathbb{P}_{N, \beta, \mu}^\rho$ does not depend on $\mu$ (as we will see in the beginning of Section 5), we omit it from the notation and simply write $\mathbb{P}_N^\rho$.

Convergence in the topology of local convergence is denoted by $\xrightarrow{\text{loc}}$. It is generated by continuous and bounded functions, which depend on the values of the loops inside a compact set and are invariant under time-shifts. For a rigorous definition, we refer the reader to Definition 3.2.

**Theorem 2.1.** Fix $\beta > 0$, $\mu \leq 0$ and $d \geq 3$. The measure $\mathbb{P}_N^\rho$ is the law of the conditioned Bosonic loop soup on the whole space, defined in Equation (2.2). As $N \to \infty$, it holds that if $\rho > \rho_c$
\[
\mathbb{P}_N^\rho \xrightarrow{\text{loc}} \mathbb{P}_{\mathbb{Z}^d, \beta, 0}^\rho \otimes \mathbb{P}_{\rho - \rho_c}^\rho,
\] (2.3)
where, with $\mathbb{P}_x$ the law of the continuous-time simple random walk on $\mathbb{Z}^d$,
\[
\rho_c = \rho_c(\beta) = \sum_{j \geq 1} \mathbb{P}_x(\omega(\beta j) = x),
\] (2.4)
and we refer the reader to Section 3.2 for a definition of the random interlacement process $\mathbb{P}_{\rho - \rho_c}^\rho$. The symbol $\otimes$ refers to the superposition of the two point processes, i.e., if $\eta = \sum_j \delta_{\omega_j}$ is sampled from $\mathbb{P}_{\mathbb{Z}^d, \beta, 0}$ and $\theta = \sum_i \delta_{\kappa_i}$ independently from $\mathbb{P}_{\rho - \rho_c}^\rho$, then $\eta + \theta$ is a sample from $\mathbb{P}_{\mathbb{Z}^d, \beta, 0}^\rho \otimes \mathbb{P}_{\rho - \rho_c}^\rho$.

The case $\rho < \rho_c$ is given in Theorem 4.1 as a variety of new objects need to be introduced first. However, no interlacements are present in the scaling limit and we consider Theorem 2.1 the main result of the article.

The next result shows that the above remains true in the presence of mean-field interactions: for some scaling constant $a > 0$ and $\Delta \subset \mathbb{Z}^d$ non-empty \footnote{we henceforth assume all sets $\Lambda, \Delta, K \subset \mathbb{Z}^d$ to be non-empty.}, and bounded, define $H_{\Delta}^{\text{MF}}$
\[
H_{\Delta}^{\text{MF}}(\mathcal{L}_{\Delta}) = H_{\Delta}^{\text{MF}}(\mathcal{L}_{\Delta}(\eta)) = a \frac{L_{\Delta}^2}{2|\Delta|}.
\] (2.5)
This function is called the (particle) mean-field Hamiltonian, see [BCMP05, AD18]. Define the corresponding probability measure $\mathbb{P}_{\Delta}^{\text{MF}}$ via its Radon–Nikodým derivative
\[
d\mathbb{P}_{\Delta}^{\text{MF}}(\eta) = d\mathbb{P}_{\Delta, \beta, \mu}^{\text{MF}}(\eta) = \frac{1}{Z_{\Delta}^{\text{MF}}} e^{-H_{\Delta}^{\text{MF}}(\mathcal{L}_{\Delta}(\eta))} d\mathbb{P}_{\Delta, \beta, \mu}(\eta),
\] (2.6)
where $Z_{\Delta}^{\text{MF}} = \mathbb{E}_{\Delta, \beta, \mu} \left[ e^{-H_{\Delta}^{\text{MF}}} \right]$.

We now define for $\beta, \rho > 0$, $N \in \mathbb{N}$ and $\mu \leq 0$
\[
\mathbb{P}_{N}^{\text{MF}, \rho} = \bigotimes_{x \in \mathbb{Z}^d} \mathbb{P}_{xN + \Lambda, \beta, \mu}^{\text{MF}} \left( \cdot \mid \mathcal{L}_{xN + \Lambda} \geq \rho \mid \Lambda \right),
\] (2.7)
on $\mathcal{L}_{x,N+\Lambda}$ being larger than $\rho |A|$ gives similar scaling results as compared to Theorem 2.1. Formally, this corresponds to the Hamiltonian $H_{\Delta}^{MF} + \infty \mathbb{1} \{ \mathcal{L}_\Delta < \rho |A| \}$ in the grand-canonical setting.

**Theorem 2.2.** Let $\beta, \rho > 0$, $\mu = 0$ and $d \geq 3$. Consider the law $\mathbb{P}_N^{MF,\rho}$, defined in Equation (2.7). We then have that, as $N \to \infty$,

$$\mathbb{P}_N^{MF,\rho} \overset{loc}{\longrightarrow} \mathbb{P}_{\mathbb{Z}^d,\beta,0} \otimes \mathbb{P}_{\rho - \rho_c} \quad \text{if} \quad \rho > \rho_c.$$  

**(2.8)**

**Remark 2.3.** The statement for the case $\rho < \rho_c$ is given in [DV21] Theorem 2.7. Interlacements do not appear in the limiting process. In [DV21] the class of mean-field operators is enlarged and does incorporate all $\mu \in \mathbb{R}$.

3. **Notation and set-up**

3.1. **Domains and random walks.** Fix $\Lambda = [-N/2, N/2]^d \cap \mathbb{Z}^d$, the cube of sidelength $N$. Write $[n]$ to denote the set $\{1, \ldots, n\}$. Enrich $\mathbb{Z}^d$ with an additional point, denoted by the symbol $\dagger$. The origin in $\mathbb{Z}^d$ is denoted by 0.

Let $\Gamma$ be the space of doubly-infinite càdlàg (right-continuous with left limits) paths $\omega$ with values in $\mathbb{Z}^d \cup \{\dagger\}$ which satisfy one of the two conditions below:

(I) For all $t$, $\omega(t) \in \mathbb{Z}^d$. Furthermore, $\lim_{|t| \to \infty} |\omega(t)| = +\infty$.

(II) $\omega(t) \in \mathbb{Z}^d$ for $t \in [0, \beta j]$ and $\omega(t) = \dagger$ for all $t \in (-\infty, 0) \cup [\beta j, \infty)$ for some $N \geq j \geq 1$.

Denote the subset of $\Gamma$ satisfying the first condition by $W$ and by $\Gamma_B$ for the second condition (where we write $\Gamma_{B,j}$ whenever we want to specify $j$). We think of $\Gamma_B$ as the space of finite loops (continued in the càdlàg way at $\dagger$) and $W$ the space of doubly infinite paths (a model for our interlacements). For a loop $\omega \in \Gamma_{B,j}$, we denote its length by $\ell = \ell(\omega) = j$. The physical interpretation is that such a loop represents $j$ particles, see Section 4. We work with the Skorokhod topology on $\Gamma$ and refer the reader to [Bil68, Section 16] for an explicit construction of the metric inducing this topology. Our sigma-algebra is the Borel sigma-algebra.

Given $t \in \mathbb{R}$ we define the shift by $t$, denoted by $\theta_t$, as follows: for doubly-infinite paths, $\theta_t$ acts as a normal shift and for finite loops, we shift the trajectory but keep the loop parameterised on $[0, \beta j]$, i.e.,

(I) $\omega \circ \theta_t(s) = \omega(t + s)$, if $\omega \in W$.

(II) $\omega \circ \theta_t(s) = \omega(t + s \mod \beta j)$, if $\omega \in \Gamma_{B,j}$.

Denote $\Gamma^*$ to be $\Gamma$ modulo the shift operator, i.e., the space of equivalence classes of $\Gamma$, where $\omega_1$ is equivalent to $\omega_2$ if there exists $t$ with $\omega_1 = \omega_2 \circ \theta_t$. In the same way we set $W^*$ and $\Gamma^*_{B,j}$ the respective subspaces of equivalence classes. Let $\Pi$ denote the projection from $\Gamma$ to $\Gamma^*$ and let $\Pi^{-1}[A] = \{\omega \in \Gamma : \Pi(\omega) \in A\}$ for any set $A \subset \Gamma^*$.

For $x \in \mathbb{Z}^d$, recall that $\mathbb{P}_x$ is the law of the continuous-time, nearest-neighbor simple random walk started at $x$. We denote its transition kernel by $p_t(x,y) = p_t(x - y)$, for $t > 0$ and $x,y \in \mathbb{Z}^d$. For $x \in \mathbb{Z}^d$ and $j \in \mathbb{N}$, define the bridge measure $\mathbb{P}_{x,x}^{\beta_j}$ via

$$d\mathbb{P}_{x,x}^{\beta_j} = \mathbb{1} \left\{ \lim_{s \uparrow \beta j} \omega(s) = x \right\} d\mathbb{P}_x \otimes \mathbb{1} \{ \omega(s) = \dagger \}, \forall s \in \mathbb{R} \setminus [0, \beta j] \}.$$  

(3.1)

In words, for $s \in [0, \beta j]$, the law of $\omega(s)$ is governed by the unnormalized bridge measure induced by the continuous-time simple random walk from $x$ to $x$ in time $\beta j$, for all other $s$, we set $\omega(s) = \dagger$. We also define $\mathbb{B}_{x,x} = p_t(x,x)^{-1}\mathbb{P}_{x,x}^{\beta_j}$, the normalised bridge measure. We work with the interval $[0, \beta j]$ instead of $[0, \beta j]$ so that the resulting path remains càdlàg. As the probability of a jump at time $\beta j$
is zero, this does not affect the transition probabilities. The set-up is such that we can formally have interlacements and loops living on the same space, and the distributions converging to one another.

For a set $K \subset \mathbb{Z}^d$, let $H_K$ denote the first time (after its first jump) the random walk hits $K$

$$H_K = \inf\{t > t_0: \omega(t) \in K\}, \quad \text{where} \quad t_0 = \inf\{t > 0: \omega(0) \neq \omega(t)\}. \quad (3.2)$$

We will write $H_x$ instead of $H_{\{x\}}$ throughout the article, for $x \in \mathbb{Z}^d$.

We furthermore write $\mathcal{R}_t$ for the number of distinct vertices the random walker has visited up to time $t \geq 0$

$$\mathcal{R}_t = \mathcal{R}_t(\omega) = \#\left\{ x \in \mathbb{Z}^d: \exists 0 < s \leq t \text{ with } \omega(s) = x \right\}. \quad (3.3)$$

For $\Delta \subset \mathbb{Z}^d$ (recall that all sets $\Lambda, \Delta, K$ are assumed to be non-empty), $\beta > 0$, and $\mu \leq 0$, recall the definition of the Bosonic loop measure from Equation (1.1).

Most of the time, we will work with $\mu = 0$. As $\beta > 0$ remains fixed throughout this article, we do not incorporate it into the notation. Furthermore, if $\mu$ is omitted as index, it means that it is zero. This means that we write $M_\Delta$ for $M_{\Delta, \beta, 0}$. Note that for $M_\Delta$, the random walk bridges start within $\Delta$ but are allowed to exit $\Delta$. This will be important later on.

Let $\mathbb{P}_{\Delta, \beta, \mu}$ be the law of the Poisson point process (PPP) with intensity measure $M_{\Delta, \beta, \mu}$ for $\Delta \subset \mathbb{Z}^d$. Recall that $\mathbb{P}$ is short for $\mathbb{P}_{\Delta, \beta, 0}$. A sample from $\mathbb{P}_{\Delta, \beta, \mu}$ is denoted by $\eta$ and can be written as

$$\eta = \sum_k \delta_{\omega_k}, \quad (3.4)$$

where $(\omega_k)_k$ are (almost surely) distinct loops (due to the continuous-time) and we sum over finitely many $k$ if and only if $\Delta$ contains finitely many points. We refer to the collection $(\omega_k)_k$ as the loop soup. To make notation more readable, we write $\omega \in \eta$ instead of $\omega \in \text{supp}(\eta)$.

As, for $d \geq 3$, the random interlacements induce two "natural scales", we need to introduce some additional notation. We introduce a domain $\Lambda_N$ which is finite but big enough to capture the long-range effects. We briefly comment on the scaling used in this article.

**Remark 3.1.** For the free boundary condition to exceed a particle density of $\rho_c$ in $\Lambda$, the system will produce one big loop. This loop has duration of the same order as the volume of $\Lambda$ (i.e., $N^d$) and thus its diameter is of order $N^{d/2}$. This means it stretches across a large box containing $N^{d/2 - 1}$ cubes of sidelength $N$. So to properly capture all the long loops intersecting the box $\Lambda$, one needs to consider at least $N^{d^2/d - 1}$ copies of the box $\Lambda$.

This scaling is to be expected: a typical interlacement (a single doubly-infinite random walk trajectory) intersecting the box $\Lambda$ (or $[-N^{d/2}, N^{d/2}]^d \cap \mathbb{Z}^d$) will visit of order $N^2$ (resp. $N^d$) points in it. Thus, we typically have to have $N^{d-2}$ (resp. $N^{d^2/d - 1}$) interlacements hitting the box $\Lambda$ to produce a non-vanishing local density.

Recall that $\Lambda = [-N/2, N/2]^d \cap \mathbb{Z}^d$. We choose $r_N = \log^2(N + 1)$, positive, increasing and diverging to infinity. The reason for this sequence is that the long loops intersecting the origin have a diameter of around $N^{d/2}$ on average, see Remark [3.1]. However, we consider loops started at a distance of at most $r_N N^d$ away from the origin, in order to incorporate all long loops with very high probability. Set $C_N = r_N [-N^{d/2}/2, N^{d/2}/2]^d \cap \mathbb{Z}^d$ (the set of centres of our cubes) and $\Lambda_N = \bigcup_{x \in C_N} (xN + \Lambda)$. Thus, $\Lambda_N = r_N [-N^{d/2}/2, N^{d/2}/2]^d \cap \mathbb{Z}^d$. We have that $\mathbb{P}_{\Lambda_N} = \mathbb{P}_{\Lambda_N, \beta, 0}$ is our standard loop process on the domain $\Lambda_N$. It will be helpful to think of $\mathbb{P}_{\Lambda_N}$ as the independent superposition of the laws of $\mathbb{P}_{\Lambda_N, \beta, 0}$ with $x \in C_N$. It will be shown that the measure $\mathbb{P}_{\Lambda_N}$ samples all the loops contributing to Theorem [2.1] and Theorem [2.2].
Let the occupation field at \( x \in \mathbb{Z}^d \) be defined as
\[
\mathcal{L}_x = \mathcal{L}_x(\eta) = \sum_{\omega \in \eta, \omega(0) = x} \ell(\omega) = \eta[\ell(\omega)1\{\omega(0) = x\}].
\] (3.5)

We will denote for \( \Delta \subset \mathbb{Z}^d \)
\[
\mathcal{L}_\Delta = \sum_{x \in \Delta} \mathcal{L}_x \quad \text{and} \quad \mathbb{Z}_\Delta = \frac{1}{|\Delta|} \sum_{x \in \Delta} \mathcal{L}_x,
\] (3.6)
where \( \Delta \) needs to be finite for the second equality to hold. Owing to the identification of \( \ell(\omega) \) with the number of particles \( \omega \) represents, we can think of \( \mathcal{L}_\Delta \) as the total number of particles (started) in \( \Delta \) and of \( \mathbb{Z}_\Delta \) as the particle density.

Note that by the Campbell formula (see [LP17, Proposition 2.7]) and the translation invariance, we have that for all \( x \in \Delta \)
\[
\mathbb{E}_{\Delta,\beta,0}[\mathcal{L}_x] = \frac{1}{|\Delta|} \mathbb{E}_{\Delta,\beta,0}[\mathcal{L}_\Delta] = \frac{1}{|\Delta|} \sum_{j \geq 1} \mathbb{E}_\beta(\omega(\beta j) = 0) = \sum_{j \geq 1} p_{\beta}(0) = \rho_c,
\] (3.7)
also compare with Equation (2.4).

We now define the topology of local convergence.

**Definition 3.2.** We say that a function \( F \) from the space of point measures on \( \Gamma \) to \( \mathbb{R} \) is path-local and symmetric if there exists a bounded set \( K \subset \mathbb{Z}^d \) such that:

(I) For all configurations \( \eta \), there exist \( (F_n)_n \) functions, \( F_n : \Gamma^\otimes_n \to \mathbb{R} \), such that for all \( n \geq 0 \)
\[
F(\eta) = F_n(\omega_1, \ldots, \omega_n),
\] (3.8)
if \( \{\omega \in \eta : \omega \cap K \neq \emptyset\} = \{\omega_1, \ldots, \omega_n\} \).

(II) For each \( n \), \( F_n \) is invariant under permutation of its arguments (and hence \( (3.8) \) is well-defined).

(III) For all \( n \in \mathbb{N} \), if \( (\omega_i)_{i=1}^n \) and \( (\hat{\omega}_i)_{i=1}^n \) agree inside \( K \), we have that
\[
F_n((\hat{\omega}_i)_{i=1}^n) = F_n((\omega_i)_{i=1}^n).
\] (3.9)

We say that \( F = (F_n)_n \) is shift-invariant, if for any \( n \) and \( F_n : \Gamma^\otimes_n \to \mathbb{R} \) and for any collection of \( t_i \in \mathbb{R} \), we have that
\[
F_n((\omega_i)_{i=1}^n) = F_n((\omega_i)_i^n) \circ \theta_{t_i})_{i=1}^n.
\] (3.10)

The topology of local convergence on point measures on \( \Gamma \) is generated by the convergence of continuous and bounded functions which are also path-local, symmetric and shift-invariant. We call such functions test functions. We denote convergence in this topology by the symbol \( \xrightarrow{\text{loc}} \).

Note that the topology is quite natural for the Bose gas: the shift-invariance and the symmetry come from the quantum mechanical description (see [BR03]).

We give some examples of path-local functions.

(I) Let \( F(\eta) = 1\{\eta \in A\} \) with \( A \) a local event, which does not depend on parametrization or order of the loops. Important cases of such \( A \) include: \( A = \{ \text{no loops intersect } \Delta \} \), \( A = \{ \text{the origin is connected to } \Delta^c \text{ through loops} \} \), \( A = \{ \text{total local time at the origin } t \in [a,b] \} \), \( (a,b) \in \mathbb{R} \), with \( \Delta \subset \mathbb{Z}^d \) bounded.

(II) The local mean-field energy: for \( \Delta \subset \mathbb{Z}^d \) bounded and \( a > 0 \),
\[
F(\eta) = \exp \left( -\frac{a}{2}E_\Delta \right),
\] (3.11)
is path-local. The same holds for the energy of the HYL-model, see [DV21] for a definition.
(III) The modified\(^3\) path-interaction energy inside \(K\): fix \(K \subset \mathbb{Z}^d\) and define
\[
\tilde{V}_K(\omega^{(1)}, \ldots, \omega^{(n)}) = \frac{1}{2} \sum_{1 \leq i < j \leq n} \int_{D(\omega^{(i)}) \times D(\omega^{(j)})} v(|\omega^{(i)}(t_i) - \omega^{(j)}(t_j)|) \mathbb{1}\{\omega^{(i)}(t_i), \omega^{(j)}(t_j) \in K\} \, dt_i \, dt_j, \tag{3.12}
\]
where \(D(\omega^{(j)})\) is the duration of the \(j\)-th path, either \([0, \beta \ell(\omega)]\) if the path is a loop, or \((-\infty, \infty)\) if the path is an interlacement. For a strongly repelling interaction, i.e., \(v > c > 0\), we have that
\[
F(\eta) = F\left(\sum_{\omega} \delta_\omega\right) = e^{-\tilde{V}_K(\eta)}, \tag{3.13}
\]
is a path-local function.

If \(f(x)\) and \(g(x)\) are two functions, we write \(f(x) \sim g(x)\) (or \(f \sim g\)) whenever \(f(x) = g(x)(1 + o(1))\) in the Landau notation and the limit is apparent from the context.

The convention used for constants is as follows: by \(C, c\) we denote positive constants depending only on the dimension \(d\), whose value may change from place to place. Dependence of constants on additional parameters will be highlighted explicitly.

3.2. Random Interlacements. The theory of random interlacements was proposed by Sznitman in [Szn10] and has been a subject of intense study, see [DRS14] for an introduction and overview. We now give a very brief definition of the underlying process:

Recall that the subset \(W\) of \(\Gamma\) consists of those paths whose absolute value diverges to infinity as the absolute value of the time diverges to infinity
\[
W = \left\{ \omega \in \Gamma : \lim_{|t| \to \infty} |\omega(t)| = +\infty \right\}. \tag{3.14}
\]
Recall that \(W^*\) is equal to \(W\) modulo the shift operator. Let \(W_K\) (resp. \(W^*_K\)) be the set of those paths in \(W\) (resp. \(W^*\)) which intersect \(K\), for \(K \subset \mathbb{Z}^d\) a bounded set. Let \(\kappa_d = \mathbb{P}_0(H_0 = \infty)\), the escape probability of the random walk. Let \(\mathcal{Q}^K\) be that measure on \(W_K\) which has finite dimensional distributions given by
\[
\mathcal{Q}^K(\omega(-s_i) = y_i, \omega(0) = z, \omega(t_j) = x_j, \forall i \in [m], j \in [n])
= \kappa_d \mathbb{P}_z(\omega(-s_i) = y_i, \forall i \in [m], H_K = +\infty) e_K(z) \mathbb{P}_z(\omega(t_j) = x_j, \forall j \in [n]) \tag{3.15}
\]
with \(-\infty < s_m < \ldots < s_1 < 0 < t_1 < \ldots < t_n < \infty\) and a set of points \(y_m, \ldots, y_1, z, x_1, \ldots, x_n \in \mathbb{Z}^d\), with \(z \in K\). Here, \(e_K(z) = \mathbb{P}_z(H_K = +\infty)\) is the (unnormalized) equilibrium measure at \(z\).

Let \(\nu\) be the measure on \(W^*\) which satisfies for all \(K \subset \mathbb{Z}^d\) the relation
\[
\nu(A) = \mathcal{Q}^K(\Pi^{-1} [A]), \tag{3.16}
\]
for \(A \subset W_K^*\) measurable. For the construction of such a measure, we refer the reader to [DRS14].

For \(u \geq 0\), we denote the PPP of the (continuous-time) random interlacements at level \(u\) by \(\mathbb{P}^u_\kappa\), i.e., \(\mathbb{P}^u_\kappa\) is the PPP with intensity measure \(uv\) on \(W^*\). A sample from \(\mathbb{P}^u_\kappa\) can be denoted by
\[
\sum_k \delta_{\omega_k^*}, \tag{3.17}
\]
with \(\omega^* \in W^*\). Note (Equation (3.15)) that our definition of random interlacements at level \(u\) is equivalent to the standard definition of random interlacements at level \(u \kappa_d\). We introduce this

---

\(^3\)We say modified because the structure of \(\tilde{V}_K\) is slightly different from the interaction defined in [BR03].
multiplicative factor so that our version of the random interlacements at level \( u \) have an average density of \( u \) instead of \( u/\kappa_d \) as with standard definition, compare [Szn12a, Equation 2.21].

In [Szn12b, Theorem 4.14] one has the following approximation result: take the Markovian loop measure \( M^{\text{Mark}} \) (introduced in [LJ10])

\[
M^{\text{Mark}} = \sum_x \int_0^\infty \frac{1}{t} \nu^\d_x \, dt, \tag{3.18}
\]

and denote \( \nu^\d \) the PPP point process with intensity measure \( aM^{\text{Mark}} \), \( a > 0 \). When, choosing \( a = uR^{d-2}c_d^{-1} \), we have that

\[
\lim_{R \to \infty} \nu^\d \left( \exists \omega \in \eta: \omega \cap K \neq \emptyset \text{ and } \omega \cap B^c_R \neq \emptyset \right) = e^{-u \text{Cap}(K)} = \nu^\d \left( \exists \omega \in \eta: \omega \cap K \neq \emptyset \right), \tag{3.19}
\]

where \( K \subset \mathbb{Z}^d \) and \( c_d = 4\Gamma(d/2-1)\pi^{-d/2}/2 \) and \( \text{Cap} \) is the capacity of the set \( K \). Theorem 2.1 can be seen as a variation of the above to a path-wise level. Indeed, the result from [Szn12b] is on the level of sites visited by any loop, whereas our topology is finer. However, this result considers diverging intensity, whereas our theorems are concerned with supercritical densities.

### 3.3. Some results on Poisson point processes

In this section, we briefly recall some results on Poisson point processes. Let \( \mathbb{P} \) be a Poisson point process with intensity measure \( \nu \) on some locally compact Polish space \( (\Omega, \mathcal{E}) \). We assume that for any \( \omega \in \Omega \), we have \( \nu(\{\omega\}) = 0 \). We furthermore represent a sample from \( \mathbb{P} \) as \( \sum_\omega \delta_\omega \).

**Proposition 3.3.** Suppose that \( \nu(\Omega) < \infty \) and that \( \mathbb{P} \) is a Poisson point processes with intensity measure \( \nu \) and expectation \( \mathbb{E} \). Write \( \nu(f) \) for \( \int f \, d\nu \), \( f \) measurable.

1. (I) For any function \( f \geq 0 \)
   \[
   \mathbb{E}[f(\eta)] = e^{-\nu(\Omega)} f(0) + e^{-\nu(\Omega)} \sum_{k \geq 1} \frac{1}{k!} \int f(\delta_{\omega_1} + \ldots + \delta_{\omega_k}) \, d\nu^\o(k, \omega_1, \ldots, \omega_k). \tag{3.20}
   \]

2. (II) For \( h: \Omega \to \mathbb{R} \) bounded, the Campbell formula gives
   \[
   \mathbb{E}[\eta[h]] = \nu(h) \quad \text{and} \quad \mathbb{E}[\nu[h]] = e^{\nu[h+1]}.
   \tag{3.21}
   \]

3. (III) Suppose \( A \) is an increasing event (i.e., if \( \text{supp}(\eta) \subset \text{supp}(\eta') \) then \( \eta \in A \) implies \( \eta' \in A \)) and \( B \) a decreasing event (i.e., \( B^c \) an increasing event), then
   \[
   \mathbb{P}(A \cap B) \leq \mathbb{P}(A) \, \mathbb{P}(B). \tag{3.22}
   \]

4. (IV) For \( A \in \mathcal{E} \) and \( B \) an event, we have
   \[
   \mathbb{P}(\exists \omega_o: \omega_o \in A, \eta - \delta_{\omega_o} \in B) \leq \nu(A) \, \mathbb{P}(\eta \in B). \tag{3.23}
   \]

Furthermore, if \( \exists ! \) denotes the quantifier that there exists a unique element, then by the Poisson property

\[
\mathbb{P}(\exists ! \omega_o: \omega_o \in A, \eta - \delta_{\omega_o} \in B) = \nu(A) \, \mathbb{P}(\eta \in B, \forall \omega \in \eta: \omega \notin A). \tag{3.24}
\]

The first statement follows directly from the Poisson property, see [LP17, Exercise 3.7]. For the second statement, see [LP17, Exercise 3.4]. For the third statement, see [LP17, Theorem 20.4]. Equation (3.23) follows from the Mecke equation, see [LP17, Theorem 4.1] and a union bound. Equation (3.24) is the Mecke equation (applied to the function \( f(x, \eta) = \mathbb{1}\{x \in A\} \mathbb{1}\{(\eta - \delta_x)[A] = 0, (\eta - \delta_x) \in B\} \) in the notation used in the reference).
4. Discussion

4.1. Bose–Einstein Condensation. We do not give a full account of Bose–Einstein condensation (BEC) but instead, provide some motivation for our main theorem. For a rigorous in-depth account, we refer the reader to [BR03].

Bosons constitute one type of fundamental particles, with fermions being their counterpart. Examples of bosons are photons, gluons or the Higgs boson. However, composite particles, such as atoms, can also behave like bosons. Bosons do not obey the Pauli exclusion principle and tend to aggregate. Bose–Einstein condensate is a (physical) state of matter in which a macroscopic fraction of particles occupy the same quantum state. It occurs at sufficiently high densities (or low temperatures). Bose–Einstein condensation is a quantum phase transition, which had been predicted by Bose and Einstein (see [Bos24, Ein25]) decades before it was observed in a laboratory (see [AEM+95, DMA+95]), due to the extreme conditions needed for it to appear. For the free Bose gas at density \( \rho > 0 \), the calculations of Bose and Einstein predict this fraction to be \( \max\{\rho - \rho_c, 0\} \).

BEC remains an active topic of investigation to experimental physicists, theoretical physicists and mathematicians alike.

Several criteria to prove BEC from a mathematical model have been proposed. Amongst those, off-diagonal long-range order (ODLRO) (see [PO56, HY57]) and breakdown of equivalence of ensembles (see [Hua87]) are prominent. ODLRO means that the 1-particle-reduced density matrix has an eigenvalue of order volume while breakdown of equivalence of ensembles is the non-equivalence (on the level of thermodynamical functions or on the level of ensembles) of the grand canonical and the canonical ensemble after taking the thermodynamic limit. Ever since Feynman brought forward his stochastic representation of the Bose gas, it has been conjectured that (at least in many physically relevant cases), BEC coincides with an occurrence of large loops (see [Fey53, VdBDLP90, BCMP05, Uel06, AFY21] for example). We briefly outlined past arguments in the introduction. We should also mention that the occurrence of the Poisson–Dirichlet distribution is taken as an indicator of BEC, see [BU09] for example.

In this work, we do not prove the equivalence of different criteria for BEC. This is subject to future work. We merely calculate the limit of the finite volume representations of the Bose gas. The overarching assumption in statistical mechanics is that after taking the thermodynamic limit, the resulting process represents the physical reality on a qualitative level. The fact that our limiting process puts positive weight on random interlacements for densities above the critical point gives heuristic evidence to support the conjecture that “infinite loops” indeed represent the condensate fraction of the gas. Furthermore, this positive weight agrees with the density calculated by Bose and Einstein. We would like to point the reader to the work [DV21], in which it is shown that for a non mean-field interaction, random interlacements appear in the thermodynamic limit, thus supporting the assumption that this behavior can be expected for a wide range of interactions, see Section 4.4 for recent results in that direction.

4.2. Lattice vs continuum. We chose to use the lattice for our computations. However, our proof does not depend on that: one can define with some effort, the Brownian interlacements, see [Szn13]. This is demonstrated in [DV21], where the results of this paper are generalised to different interactions, for the Brownian loop soup.

4.3. The chemical potential. For \( \mu \leq 0 \), we introduce the following (thermodynamic) functions: the density

\[
\rho(\mu) = \sum_{j \geq 1} e^{\beta \mu j} p_{\beta j}(0),
\]  

(4.1)
and the pressure
\[ \Phi(\mu) = \sum_{j \geq 1} \frac{e^{\beta \mu j}}{j} p_{\beta j}(0). \] (4.2)

Note that \( \rho_c = \rho(0) \). Furthermore, for \( 0 < x \leq \rho_c \), we set \( \mu(x) \) to be the unique \( \mu \leq 0 \), such that \( \rho(\mu) = x \). Thus, \( \rho(\mu(x)) = x \). We now give the results for the case \( \mu < 0 \).

**Theorem 4.1.** Recall that \( \mathbb{P}_N^\rho \) was defined in Equation (2.2) and is the law of \( \mathbb{P}_{N,\beta,\mu} \) conditioned on \( \{ \bar{L}_\Delta = \rho \} \) in each box \( \Delta = xN + \Lambda \). We then have for \( \mu \leq 0, \beta > 0, d \geq 3 \) and \( \rho < \rho_c \)
\[ \mathbb{P}_N^\rho \text{ loc} \to \mathbb{P}_{\mathbb{Z}^d,\beta,\mu(\rho)} \text{ as } N \to \infty. \] (4.3)

The proof of the theorem above is given in [DV21, Theorem 2.7]. In the interest of being self-contained, we give it in the appendix.

The above together with Theorem 2.1 may be summarized colloquially as follows:

*For the loop ensemble to achieve a large particle density, it will first reduce the chemical potential (up to zero). If that cannot provide sufficient additional density, it will start to produce random interlacements.*

**Remark 4.2.** Note that our results allow for a possible formulation of the infinite loops criterion:

*Fix \( \beta > 0 \). Conditioned on the empirical density \( \bar{L}_\Lambda \) being approximately equal to \( \rho \), do we observe interlacements in the limit?*

4.4. **Interactions.** In this work, we show that the emergence of interlacements holds for both the free case and the mean-field case. While some parts of the proof for the free case carry over, the behavior (and thus the proof) in the mean-field case is different. We expect universality however: for a large class of interactions, the same phenomena observed in Theorem 2.1 and Theorem 2.2 should persist, see [DV21] for a non mean-field model.

However, given the presence of interaction terms, estimating the contribution of the long loops becomes increasingly complex the more the interaction depends on the geometry of the random path. In a future publication, we will show that Theorem 2.2 remains valid for a certain (restrictive) class of Hamiltonians. The recent works [DS21, CJK22, QT22] seem to have made some progress in that direction.

5. **Proofs**

We will only prove the result for the free boundary conditions, as mentioned in the introduction.

From now on, we assume \( \rho = \rho_c + \rho_e \) with \( \rho_e > 0 \).

The proof is structured as follows:

(I) We first recall some results on heavy-tailed random variables from the literature. We then transfer them to our setting.

(II) Next, we prove a number of technical results, essentially ensuring that the long loops hitting the origin behave typically with high probability.

(III) We then show that the loops are asymptotically governed by a Poisson point process. We then show that the intensity measure of that process converges to that of random interlacements.
Before proceeding further, we show that we can assume \( \mu = 0 \) without loss of generality: note that

\[
\frac{dP_{\Lambda, \beta, \mu}}{dP_{\Lambda, \beta, 0}}(\eta) = e^{-|\Lambda|[\Phi(\mu) - \Phi(0)]}e^{\beta \mu \mathcal{L}_\Lambda(\eta)},
\]

using the first statement of Proposition \( \text{3.3} \) and Equation \( \text{(4.2)} \). Hence, for any test function \( F \)

\[
\mathbb{E}_{\Lambda, \beta, \mu}[F|\mathcal{L}_\Lambda = \rho|\Lambda]] = \mathbb{E}_{\Lambda, \beta, 0}[F, \mathcal{L}_\Lambda = \rho|\Lambda]] = \mathbb{E}_{\Lambda, \beta, 0}[F|\mathcal{L}_\Lambda = \rho|\Lambda]] ,
\]

where we used that on the event \( \{\mathcal{L}_\Lambda = \rho|\Lambda]\}, \) the Radon–Nikodým derivative becomes constant. This was
to be expected as the conditioning takes us from the grand-canonical ensemble (indexed by \( \beta \) and \( \mu \)) to the canonical ensemble (indexed by \( \beta \) and \( \rho \)). We henceforth assume that \( \mu = 0 \) unless explicitly stated otherwise.

**5.1. Some preliminary technical results.** In this section, we give some background on the behaviour of sums of heavy-tailed random variables. Our goal is to derive precise estimates of the probability that \( \sum_i X_i \) is much larger than its mean and gain insight into how this event is achieved.

**Lemma 5.1.** Suppose \( (X_i) \) is a collection of independent, identically distributed, lattice-valued random variables such that for some \( d \in \mathbb{N} \) with \( d \geq 3 \) and some \( p > 0 \)

\[
\mathbb{P}(X_1 = x) = \frac{p}{x^{1+d/2}} (1 + o(1)),
\]

as \( x \to \infty \) and also \( \mathbb{P}(X_1 < -M) = 0 \) for \( M > 0 \) large enough. Then \( (X_i) \) satisfies a central limit theorem at scale \( (a_n)_n \) with

\[
a_n = \begin{cases} n^{2/3} & \text{if } d = 3, \\ n^{1/d} & \text{if } d \geq 5, \\ n^{1/2} & \text{if } d = 4, \end{cases}
\]

where for \( d = 3 \) the limit is the centered \( \alpha \)-stable distribution with \( \alpha = 3/2 \) and for \( d \geq 4 \) the limit is Gaussian with some finite, dimension-dependent variance.

**Proof.** The above result is standard, see for example \( \text{[BGT89] Theorem 8.3.1} \) or \( \text{[Kle13] Theorem 16.29} \) for a reference: to verify the conditions in these reference, we need to calculate the truncated second moment

\[
U(y) = \mathbb{E}\left[X_1^2 \mathbb{I}\{|X_1| < y\}\right].
\]

Equation \( \text{(5.3)} \) shows that \( U(y) \) grows (up to some multiplicative constant) like \( y^{1/2} \) for \( d = 3 \), \( \log(y) \) for \( d = 4 \) and is uniformly bounded for \( d \geq 5 \). Hence, for the case \( d = 3 \), \( U(y)y^{3/2-2} \) is slowly varying (in this case constant), which proves the result. For \( d \geq 4 \), note that \( U(y) \) is slowly varying, and hence the limit is Gaussian. This concludes the proof. \( \square \)

Next, we collect some results on the probability that the sum of such \( (X_i) \) is large. The next lemma states that if the sum of \( (X_i) \) is large, there exists a single \( X_i \) realising this large value. The fluctuations of that \( X_i \) are controlled by the underlying CLT. See Figure 2 for an illustration. Recall that \( [n] = \{1, \ldots, n\} \).

**Proposition 5.2.** Let \( (X_i) \) be as in the previous lemma and assume that \( \mathbb{E}\{X_1\} = 0 \). Fix \( d \geq 3 \). Let \( S_n = \sum_{i=1}^n X_i \). Fix \( 1 > c > 0 \). There exists \( \delta > 0 \) such that for all \( x \) with \( c^{-1}n \geq x \geq cn \)

\[
\mathbb{P}(S_n = x) \sim n\mathbb{P}(X_1 = x) \sim px^{1-d/2} \quad \text{as } n \to \infty,
\]

as well as

\[
\mathbb{P}\left(S_n = x, \exists i \in [n]: x - a_n^{1+\delta} \leq X_i \leq x + a_n^{1+\delta}\right) = o(1)\mathbb{P}(S_n = x) = o\left(n^{-d/2}\right).
\]

\(4\)i.e., \( (X_i) \) takes values in \( \{ax + h: x \in \mathbb{Z}\} \) for some \( a, h > 0 \) real numbers.
We stress that the $1 + o(1)$ implicit in the two equations above, does not depend on $x$. Furthermore, there exists $C > 0$ such that for all $x \geq a_n^{1+\delta}$
\[
P(S_n = x) \leq CnP(X_1 = x).
\] (5.8)

Proof of Proposition 5.2  All proofs in the references are based on the Fuk–Nagaev inequality, which controls the probability of the sum being large but the maximum being small, see [FN71, Nag82]. For Equation (5.6) and Equation (5.8), see [Ber19, Theorem 2.4] for the case $d = 3$, [DDS08, Corollary 2.1] for $d = 4$, [Don97, Theorem 2] for $d \geq 5$. Equation (5.7) can be quickly deduced from the proofs in the aforementioned references, however we give its proof for completeness. From the references, we get that for any $\bar{\varepsilon} > 0$ fixed, as $n \to \infty$
\[
P(S_n = x) = pmx^{-d/2} (1 + o(1)) = P(S_n = x, \exists i \in [n]: x(1 - \bar{\varepsilon}) \leq X_i \leq x(1 + \bar{\varepsilon})).
\] (5.9)

From this, it follows that, as $n \to \infty$
\[
P(S_n = x, \exists i \in [n]: x(1 - \bar{\varepsilon}) \leq X_i \leq x(1 + \bar{\varepsilon})) = o(1)P(S_n = x).
\] (5.10)

It remains to show that the region in between $(1 - \bar{\varepsilon})x$ and $x - a_n^{1+\delta}$ is not likely, same for $[x + a_n^{1+\delta}, (1 + \bar{\varepsilon})x]$. We bound using the union bound
\[
P(S_n = x, \exists i \in [n]: X_i \in [(1 - \bar{\varepsilon})x, x - a_n^{1+\delta}]) \leq nP(S_{n-1} \geq a_n^{1+\delta}) \sup_{y \in [(1 - \bar{\varepsilon})x, x - a_n^{1+\delta}]} P(X_1 = y).
\] (5.11)

Due to Equation (5.3), there exists $C > 0$ such that
\[
\sup_{y \in [(1 - \bar{\varepsilon})x, x - a_n^{1+\delta}]} P(X_1 = y) \leq CP(X_1 = x).
\] (5.12)

Using Equation (5.8), we can bound $nP(X_1 = x)$ by $CP(S_n = x)$, for some (different) $C > 0$. Furthermore, by Equation (5.8), we can bound $P(S_n \geq a_n^{1+\delta})$ by $o(1)$. Hence, we get that Equation (5.11) is bounded from above by
\[
CP(S_n = x) o(1)
\] (5.13)
The same reasoning holds for the upper bound. This concludes the proof.}

We now apply the general results above to our setting: $(\mathcal{L}_x)_x$ takes the role of $(X_i)_i$ and the Poisson property ensures independence. We begin by giving the precise asymptotics for long loops.

Lemma 5.3. We have that as $n \to \infty$
\[
M[\omega(0) = 0, \ell(\omega) = n] = \left(\frac{d}{2\pi}\right)^{d/2} \frac{1}{n(n\beta)^{d/2}} (1 + o(1)).
\] (5.14)

\footnote{It can alternatively be deduced from the recent preprints [BBY23, Vog22].}
Corollary 5.4. Recall that defined in Equation (1.1).

We now transfer the result from Proposition 5.2 to our setting: let Using Lemma 5.3, we get that, as \( N \to \infty \)

Note that by translation invariance.

Proof of Corollary 5.4 By the definition \( M \), we have that

\[
M [\omega(0) = 0, \ell(\omega) = n] = \frac{1}{n} \beta n(0) = \frac{1}{n} \mathbb{P}_0 (\omega(\beta n) = 0) . \tag{5.15}
\]

Recall that by [LL10, Theorem 2.1.3] as \( t \to \infty \)

\[
\mathbb{P}_0 (\omega(t) = 0) = p_t(0) = \left( \frac{d}{2\pi t} \right)^{d/2} (1 + o(1)) . \tag{5.16}
\]

This concludes the proof. \( \Box \)

We now apply the above results to our setting. For an illustration see Figure 3. We begin with a corollary to the above results. Recall that \( \mathbb{P}_\Lambda \) is the Poisson point process with intensity measure \( M_\Lambda \) defined in Equation (1.1).

Corollary 5.4. Recall that \( \Lambda = [-N/2, N/2]^d \cap \mathbb{Z}^d \). We have that for \( 1 > c > 0 \) fixed and all \( k \) with \( c^{-1} |\Lambda| \geq k \geq c |\Lambda| \), as \( N \to \infty \)

\[
\mathbb{P}_\Lambda (\mathcal{L}_\Lambda = k + \rho_c |\Lambda|) \sim \mathbb{P}_\Lambda (\exists \omega: \omega(0) \in \Lambda \text{ and } \ell(\omega) = k) \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{\beta |\Lambda|}{(k\beta)^{1+d/2}} , \tag{5.17}
\]

where, as before, the \( o(1) \)-term implied by the \( \sim \) notation does not depend on \( k \).

Furthermore, the random variables \( (\mathcal{L}_x)_{x \in \Lambda} \) satisfy a CLT with mean \( \rho_c \) and with rate

\[
a_\Lambda = \begin{cases} 
|\Lambda|^{2/3} & \text{if } d = 3 , \\
\sqrt{|\Lambda| \log |\Lambda|} & \text{if } d = 4 , \\
|\Lambda|^{1/2} & \text{if } d \geq 5 .
\end{cases} \tag{5.18}
\]

Proof of Corollary 5.4 The idea of the proof is to use the fact that conditional on the number of loops, the individual loop lengths are all iid with a nice distribution. We then combine this with the fact that the number of loops follows a Poisson distribution, which concentrates sharply around its mean. Subtracting the mean \( \rho_c \) allows us to apply Proposition 5.2.

By the fundamental properties of a Poisson point process, we have that

\[
\mathbb{P}_\Lambda (\exists \omega: \omega(0) \in \Lambda \text{ and } \ell(\omega) = k) = 1 - e^{-M_\Lambda[\ell(\omega)=k]} . \tag{5.19}
\]

Note that by translation invariance

\[
M_\Lambda [\ell(\omega) = k] = |\Lambda| M_\Lambda [\omega(0) = 0, \ell(\omega) = k] . \tag{5.20}
\]

Using Lemma 5.3, we get that, as \( N \to \infty \)

\[
\mathbb{P}_\Lambda (\exists \omega: \omega(0) \in \Lambda \text{ and } \ell(\omega) = k) = 1 - e^{-|\Lambda|M_\Lambda[\omega(0) = 0, \ell(\omega) = k]} \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{\beta |\Lambda|}{(k\beta)^{d/2+1}} . \tag{5.21}
\]

We now transfer the result from Proposition 5.2 to our setting: let \( N_x \) be the number of loops starting at \( x \in \Lambda \). By the fundamental properties of the Poisson process, we have that \( \sum_{x \in \Lambda} N_x \) is distributed
like a Poisson random variable with parameter

\[ |\Lambda| \sum_{j \geq 1} \frac{1}{J} p_{\beta j}(0) := |\Lambda| \Phi(0). \]  

(5.22)

Furthermore, again by the properties of the Poisson process, conditional on \( \sum_{x \in \Lambda} N_x \), the individual loop lengths \( \ell \) are iid with law \( P \) and distribution

\[ P(\ell = k) = \frac{1}{\Phi(0)} \frac{p_{\beta k}(0)}{k}, \quad \text{for } k \geq 1. \]  

(5.23)

By the CLT for iid Poisson random variables, we have that \( \sum_{x \in \Lambda} N_x \) will be equal to \( |\Lambda| \Phi(0) \) with Gaussian fluctuations of order \( |\Lambda|^{1/2} \). We enlarge the \( 1/2 \) to \( 5/6 \) to gain some concentration of measure.

Let \( E \) be the event the number of loops is typical

\[ E = \left\{ \sum_{x \in \Lambda} N_x - |\Lambda| \Phi(0) \leq |\Lambda|^{5/6} \right\}. \]  

(5.24)

We now use a large deviation bound (derived from [MU17, Exercise 4.13]) for Poisson random variables: suppose \( X \) is Poisson with parameter \( n\lambda > 0 \) (where both \( n, \lambda > 0 \)), then there exists \( c = c_\lambda \) such that for all \( n > 0 \)

\[ P( |X - \lambda n| > \varepsilon n) \leq 2e^{-2nc_\lambda \varepsilon^2}. \]  

(5.25)

Applying the above for \( \varepsilon = |\Lambda|^{-1/6} \), we get as \( N \to \infty \)

\[ P(E^c) = O\left(e^{-|\Lambda|^{1/2}}\right). \]  

(5.26)

Hence, the event \( E^c \) is negligible. We expand\(^6\) using Equation (5.23)

\[ P\left( \mathcal{L}_\Lambda = k + \rho_c |\Lambda|, E \right) = \sum_{j=-|\Lambda|^{5/6}}^{|\Lambda|^{5/6}} \mathbb{P}_{\Lambda} \left( \sum_{x \in \Lambda} N_x = |\Lambda| \Phi(0) + j \right) \times \left( \sum_{i=1}^{\ell_i = k + \rho_c |\Lambda|} L_i \right) \times \left( \sum_{i=1}^{\ell_i = k + \rho_c |\Lambda|} L_i \right). \]  

(5.27)

As the \( \ell_i \)'s satisfy the assumptions from Proposition 5.2 (see Equation (5.23)), we can now apply it (with \( n = |\Lambda| \Phi(0) + j \)) to obtain, as \( N \to \infty \)

\[ P \left( \sum_{i=1}^{\ell_i = k + \rho_c |\Lambda|} L_i \right) \sim \left( |\Lambda| \Phi(0) + j \right) P(\ell = k) = \frac{|\Lambda| \Phi(0) + j}{\Phi(0)} \frac{p_{\beta k}(0)}{k} \sim \left( \frac{d}{2\pi} \right)^{d/2} \beta |\Lambda|^{d/2+1}, \]  

(5.28)

using the approximation of the random walk kernel (Equation (5.16)) in the last step and the fact that \( |j| = O\left( |\Lambda|^{5/6} \right) \). We can plug the above into Equation (5.23) and conclude the proof of the first statement by recalling that \( P_{\Lambda}(E) = 1 - o(1) \).

For the second statement, note that tails imply a CLT exactly at the scale stated, as in Lemma 5.1, see [BGT89, Section 8.3] for a reference.

\( \square \)

The above corollary invites the following intuition, which might be helpful in the following paragraphs: we may “expand” (recalling Equation (3.7))

\[ \sum_{x \in \Lambda} \mathcal{L}_x = \mathcal{L}_\Lambda \approx \rho_c |\Lambda| + a_\Lambda \mathcal{X}, \]  

(5.29)

where \( \mathcal{X} \) is a stable random variable. This means that the distance between \( \mathcal{L}_\Lambda \) and \( \rho_c \) will be of order \( a_\Lambda |\Lambda|^{-1} \) with high probability.

\( \text{here, and from now on, if the sum has non-integer limits, we always take the floor to make the expression well-defined.} \)
Next, we transfer the other results from Proposition 5.2 to our setting.

**Corollary 5.5.** Under the same conditions as in Corollary 5.4, we have that as $N \to \infty$

$$\mathbb{P}_\Lambda (\mathcal{L}_\Lambda = k + \rho \epsilon |\Lambda|) \sim \mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda = k + \rho \epsilon |\Lambda|, \exists \omega : \ell(\omega) \in \left[ k - |\Lambda|^{5/6}, k + |\Lambda|^{5/6} \right] \right). \quad (5.30)$$

We furthermore have that as $N \to \infty$

$$\mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda \geq \rho \epsilon |\Lambda| + |\Lambda|^{5/6} \right) = o(1). \quad (5.31)$$

**Proof.** First, note that the CLT scale $a_\Lambda$ of $(\mathcal{L}_x)_{x \in \Lambda}$ grows at most like $|\Lambda|^{2/3}$. Hence, we can find $\delta > 0$ such that $a_\Lambda^{1+\delta} = o \left( |\Lambda|^{5/6} \right)$. We can then employ the LDP-bound in Equation (5.26) in the same way as in the proof of Corollary 5.4 to transfer the result (Equation (5.7)) from Proposition 5.2 to the Poissonian setting. This shows that Equation (5.30) holds. The same argument is then used in the proof of Equation (5.31). \square

Next we give a bound on the probability that $\mathcal{L}_\Lambda$ will be less than its mean. As the deviations downwards are governed by a standard LDP principle, the decay is quite rapid.

**Proposition 5.6.** For all $N$ large enough

$$\mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda < \rho \epsilon |\Lambda| - |\Lambda|^{5/6} \right) \leq e^{-|\Lambda|^{1/6}} \quad (5.32)$$

**Proof of Proposition 5.6.** By the Markov inequality, we have that for $t \geq 0$

$$\mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda < \rho \epsilon |\Lambda| - |\Lambda|^{5/6} \right) \leq e^{-t|\Lambda|^{5/6}} \mathbb{E} \left[ e^{t(\mathcal{L}_\Lambda - \rho \epsilon |\Lambda|)} \right] = e^{-t|\Lambda|^{5/6} + |\Lambda| \sum_{j \geq 1} \beta_{j}^{(0)} (e^{-tj} - 1 - tj)} \quad (5.33)$$

where we use the second statement of Proposition 3.3 in the last step. We choose $t = |\Lambda|^{-1/2}$. We bound, using that as $x \downarrow 0$ we have $e^{-x} - 1 - x = O(x^2)$,

$$\sum_{j=1}^{|\Lambda|^{1/2}} \frac{\beta_{j}^{(0)}}{j} \left( e^{-|\Lambda|^{-1/2}j} - 1 - |\Lambda|^{-1/2}j \right) = O\left( |\Lambda|^{-1}\right) \sum_{j=1}^{|\Lambda|^{1/2}} j \beta_{j}^{(0)} = O\left( |\Lambda|^{-1+1/4} \right) \quad (5.34)$$

using that $d = 3$ maximizes the above term. On the other hand

$$\sum_{j > |\Lambda|^{1/2}} \frac{\beta_{j}^{(0)}}{j} \left( e^{-|\Lambda|^{-1/2}j} - 1 - |\Lambda|^{-1/2}j \right) \leq C |\Lambda|^{-1/2} \sum_{j > |\Lambda|^{1/2}} \beta_{j}^{(0)} = O\left( |\Lambda|^{-3/4} \right) \quad (5.35)$$

using again the fact that $d = 3$ maximizes the above. Hence, we get that for $t = |\Lambda|^{-1/2}$

$$|\Lambda| \sum_{j \geq 1} \frac{\beta_{j}^{(0)}}{j} \left( e^{-tj} - 1 - tj \right) = O\left( |\Lambda|^{1/4} \right) \quad (5.36)$$

Plugging the above into Equation (5.33), we obtain, as $N \to \infty$

$$\mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda < \rho \epsilon |\Lambda| - |\Lambda|^{5/6} \right) \leq e^{-|\Lambda|^{5/6-1/2} + O(|\Lambda|^{1/4})} = e^{-|\Lambda|^{1/3} + O(|\Lambda|^{1/4})} \quad (5.37)$$

and hence the result follows. \square

We conclude the section with a small technical lemma on the range of the random walk. Note that $\mathbb{E}_x \left[ \mathcal{R}_t \right] \sim \kappa_d t$ as $t \to \infty$ (for example [Ham06]), where $\kappa_d = \mathbb{P}_0 (H_0 = \infty)$ is the escape probability of the simple random walk. We now study the deviations from its mean.

**Lemma 5.7.** Let $\mathcal{R}_t$ be the random walk range. Then, there exists $\gamma > 0$ such that for every $\varepsilon > 0$ we have as $t \to \infty$

$$\mathbb{P}_{x,x} \left( |\mathcal{R}_t - \kappa_d t| > \varepsilon t \right) = O \left( e^{-t^{\gamma}} \right) \quad (5.38)$$
Furthermore, as \( t \to \infty \), for \( \mathbb{B}_{t,0}^t \), the normalized bridge measure defined in Section 3, \[
\mathbb{B}_{t,0}^t [R_t] = \mathcal{O}(t) \quad \text{and} \quad \mathbb{B}_{t,0}^t [R_t^2] = \mathcal{O}(t^2). \tag{5.39}
\]

**Proof of Lemma 5.7** [Ham06, Theorem 2.5] and [Phe11, Theorem 1.2.10] give Equation (5.78) for the discrete-time random walk. However, the number of jumps for the continuous-time random walk is Poisson distributed. Hence we can use an LDP-bound (see Equation (5.26)) for Poisson random variables to transfer the result to the continuous-time random walk.

For the second statement, we can use that \( R_t \) is bounded by the number of jumps up to time \( t \) of the random walker. This number is Poisson distributed with parameter \( t \) and hence also \( Z \). We hence write
\[
\frac{1}{j} \mathbb{P}_{\beta j}(0) \mathbb{P}_\Lambda (L = \rho |A| - j), \tag{5.42}
\]
with
\[
Z = \sum_{x \in \Delta} \sum_{j \in \mathbb{R}_e} \frac{1}{j} \mathbb{P}_{\beta j}(0) \mathbb{P}_\Lambda (L = \rho |A| - j), \tag{5.41}
\]

The intuition of the definition of \( M_\Delta \) is as follows: the long loop will, with high probability, have a length \( j \) with which high probability, have a length \( j \) with \( j \in \mathbb{R}_e \). The remaining loops have a combined particle number of \( |A| - j \).

For the second statement, we can use that \( R_t \) is bounded by the number of jumps up to time \( t \) of the random walker. This number is Poisson distributed with parameter \( t \) and hence also \( Z \). We hence write \( \mathbb{P}_\Lambda (L = k) \), to keep the notation as concise as possible.

**Lemma 5.8.** As \( N \to \infty \)
\[
Z \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{\beta^{-d/2}}{\rho_{\epsilon}^{d/2+1}} |\Lambda|^{d/2}. \tag{5.43}
\]

*Proof.* First of all, note that uniformly for \( j \in \mathbb{R}_e \), we have that as \( N \to \infty \)
\[
\frac{1}{j} \mathbb{P}_{\beta j}(0) \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{1}{(\rho_{\epsilon} |\Lambda| |\beta|)^{d/2}}, \tag{5.44}
\]

compare with Lemma 5.3. Hence uniformly for \( j \in \mathbb{R}_e \), we have that as \( N \to \infty \)
\[
\frac{1}{j} \mathbb{P}_{\beta j}(0) \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{\beta^{-d/2}}{(\rho_{\epsilon} |\Lambda|)^{d/2+1}}. \tag{5.45}
\]

Note that \( \mathbb{P}_\Lambda (L \in \rho |A| - \mathbb{R}_e) = \mathbb{P}_\Lambda (|L - \rho_{\epsilon} |A| | \leq |\Lambda|^{5/6}) = 1 - o(1) \) (using Corollary 5.4). This concludes the proof.

Next, we state a series of lemmas which are of technical nature only. They help us to pinpoint which loops contribute asymptotically. As their proofs do not directly link to the random interlacements, we have decided to separate them from the rest, they are contained in Section 5.3.

Recall that \( C_N = \tau_N [-N^{d/2-1/2}, N^{d/2-1/2}] \) and \( \Lambda_N = \bigcup_{x \in C_N} (x + \Lambda) \), for \( \tau_N = \log^2(N+1) \).
Lemma 5.9. Define \( p(x) \) as the weight of the event that there is a loop which starts in the cube centered around \( xN \) and intersects \( K \subset \mathbb{Z}^d \):

\[
p(x) = \overline{M}_{xN+\Lambda} [\omega \cap K \neq \emptyset].
\] (5.46)

We then have that, as \( |x|, N \to \infty \)

\[
p(x) = O\left(|xN|^{2-d}\right) \quad \text{and} \quad \sum_{x \in \mathbb{Z}^d} p(x) < \infty.
\] (5.47)

For the origin \( x = 0 \), we have that \( p(0) = O\left(|N|^{2-d}\right) \).

The bound on \( p(x) \) is by no means optimal, however it does suffice in our case.

The next lemma shows that the event that a loop outside \( \Lambda_N \) contributes to events close to origin, is negligible.

Lemma 5.10. For any \( K \subset \mathbb{Z}^d \) compact, as \( N \to \infty \)

\[
\mathbb{P}^N (\exists \omega: \omega(0) \notin \Lambda_N \text{ but } \omega \cap K \neq \emptyset) = o(1).
\] (5.48)

The next lemma proves that for each \( x \in C_N \) asymptotically, each box \( \Delta = xN + \Lambda \) generates at least one long loop with length in \( \mathbb{R}_e \):

Lemma 5.11. For any \( K \subset \mathbb{Z}^d \) compact, as \( N \to \infty \)

\[
\mathbb{P}^N (\exists \omega_0: \omega_0(0) \in \Lambda_N \text{ and } K \cap \omega_0 \neq \emptyset \text{ and } \forall \omega: \ell(\omega) \notin \mathbb{R}_e) = o(1).
\] (5.49)

The next lemma proves that the only loop which has a chance to hit a bounded set \( K \), is the long loop, unless the loop starts very close to the origin (the case where \( \omega(0) \in \Lambda \)).

Lemma 5.12. For any \( K \subset \mathbb{Z}^d \) compact, as \( N \to \infty \)

\[
\mathbb{P}^N (\exists \omega_0: \omega_0(0) \notin \Lambda, \omega_0 \cap K \neq \emptyset, \ell(\omega_0) \notin \mathbb{R}_e) = o(1).
\] (5.50)

The next lemma shows that the probability that a box \( xN+\Lambda \) contributes is uniformly approximated by \( p(x) \). It furthermore gives that the long loop is distributed according to \( \overline{M}_{xN+\Lambda} \). Recall that \( \mathbb{P}^N_{xN+\Lambda} \) is given by \( \mathbb{P}_{xN+\Lambda} \) conditioned on the event \( \{L_{xN+\Lambda} = \rho |\Lambda|\} \).

Lemma 5.13. Uniformly in \( x \in C_N \), as \( N \to \infty \)

\[
\mathbb{P}^N_{xN+\Lambda} (\exists \omega: \ell(\omega) \in \mathbb{R}_e \text{ and } \omega \cap K \neq \emptyset) = p(x) (1 + o(1)),
\] (5.51)

as well as

\[
\mathbb{E}^N_{xN+\Lambda} [f(\omega) \mathbb{1}_{\{\omega: \ell(\omega) \in \mathbb{R}_e \text{ and } \omega \cap K \neq \emptyset\}}] \sim \overline{M}_{xN+\Lambda} [f(\omega), \omega \cap K \neq \emptyset],
\] (5.52)

for \( f \) bounded, invariant under path parametrization and local. Uniformly here means that the \( o(1) \) term does not depend on \( x \). Furthermore, the same asymptotics hold true when replacing \( \exists \) by \( \exists! \) (there exists a unique).

The next lemma shows that for \( \Delta = \Lambda \), the process asymptotically normalises:

Lemma 5.14. For \( F \) a test function as in Definition 3, we have that as \( N \to \infty \)

\[
\mathbb{E}^N_{\Lambda} [F(\eta)] = \mathbb{E}_{\Lambda} [F(\eta)] (1 + o(1)).
\] (5.53)

To summarize: we have shown that only loops started in \( \Lambda_N \) have a chance to hit a fixed and bound set \( K \). Furthermore, any loop hitting \( K \) has to either have length in \( \mathbb{R}_e \) or start very close to the origin. Furthermore, the distribution of the long loops is governed by \( \overline{M}_{\Delta} \). Finally, loops started close to the origin will not be long with high probability.

The next proposition is key, as it allows us to approximate the conditioned process by a free one.
Proposition 5.15. Fix $K \subset \mathbb{Z}^d$ bounded and set $\overline{\mathbb{P}}_K$ the PPP with intensity measure
\[
\sum_{x \in C_N} M_{xN+\Lambda} [\cdot \cap \{\omega \cap K \neq \emptyset\}] =: \tilde{M}_K.
\] (5.54)
Then for each test function (recall Definition 3.2), we have that as $N \to \infty$
\[
\mathbb{E}_N^\rho [F(\eta)] \sim \mathbb{E}_A \otimes \overline{\mathbb{E}}_K [F].
\] (5.55)

Proof of Proposition 5.15. The idea is to use the previous lemmas to allow us to reduce $\mathbb{E}_N^\rho$ to just a single long loop in each box $xN + \Lambda$, except for the origin. We then use the representation in Proposition 3.3 to prove that the processes is Poisson. By [Kle13, Theorem 24.7], one may assume that
\[
F(\eta) = e^{-\eta[f]},
\] (5.56)
where $f : \Gamma \to [0, \infty]$ and only depends on the values of paths inside the set $K$ and is invariant under reparametrization.

By Lemma 5.10 and Lemma 5.14, we have that loops outside $\Lambda_N$ (or equivalently $xN + \Lambda$ with $x \notin C_N$) do not contribute and that at the origin, the process is not affected by the conditioning. This gives directly
\[
\mathbb{E}_N^\rho [F(\eta)] \overset{\text{Lem. 5.10}}{=} \left( \bigotimes_{x \in C_N} \mathbb{E}_{xN+\Lambda}^\rho \right) [F(\eta)] \overset{\text{Lem. 5.14}}{=} \mathbb{E}_A [F(\eta)] \left( \bigotimes_{x \in C_N \setminus \{0\}} \mathbb{E}_{xN+\Lambda}^\rho \right) [F(\eta)].
\] (5.57)

By Lemma 5.11 and Lemma 5.13, we get that in each box $xN + \Lambda$ there exists precisely one long loop, i.e.,
\[
\left( \bigotimes_{x \in C_N \setminus \{0\}} \mathbb{E}_{xN+\Lambda}^\rho \right) [F(\eta)] \sim \left( \bigotimes_{x \in C_N \setminus \{0\}} \mathbb{E}_{xN+\Lambda}^\rho \right) [F(\eta) \mathbb{1}\{\forall x \in C_N \exists!\omega : \ell(\omega) \in R_\omega\}] .
\] (5.58)
Equation (5.56) gives that
\[
F(\eta \mathbb{1}\{\omega(0) \in \Lambda_N\}) = e^{-\sum_{x \in C_N} \eta[f] \mathbb{1}\{\omega(0) \in xN+\Lambda\}}.
\] (5.59)

Using Lemma 5.13 and the independence of the Poisson processes, we can rewrite the above as
\[
\prod_{x \in C_N \setminus \{0\}} \mathbb{E}_{xN+\Lambda} \left[ e^{-f(\omega) \mathbb{1}\{\exists!\omega : \ell(\omega) \in R_\omega\}} \right] \overset{\text{Lem. 5.13}}{=} \prod_{x \in C_N \setminus \{0\}} \overline{\mathbb{M}}_{xN+\Lambda} \left[ e^{-f} \right] \\
= \prod_{x \in C_N \setminus \{0\}} \left( 1 - p(x) + \overline{\mathbb{M}}_{xN+\Lambda} \left[ e^{-f} \mathbb{1}\{\omega \cap K \neq \emptyset\} \right] \right) .
\] (5.60)

As for $x = 0$ the origin, we have $p(0) = o(1)$, we can rewrite the above as
\[
\prod_{x \in C_N} \left( 1 - p(x) + \overline{\mathbb{M}}_{xN+\Lambda} \left[ e^{-f} \mathbb{1}\{\omega \cap K \neq \emptyset\} \right] \right) .
\] (5.61)
Denote $q(x) = \overline{\mathbb{M}}_{xN+\Lambda} \left[ e^{-f} \mathbb{1}\{\omega \cap K \neq \emptyset\} \right]$. We expand the product above
\[
\sum_{m \geq 0} \sum_{(x_1, \ldots, x_m) \in C_N^m} \left( \prod_{i=1}^m \frac{q(x_i)}{1-p(x_i)} \right) \prod_{x \in C_N} (1 - p(x)).
\] (5.62)
The above expansion is exact. Furthermore, as $p(x)$ is summable (see Lemma 5.9) and $q(x) \leq p(x)$, we have that the above is approximated arbitrarily well by
\[
\sum_{m=0}^M \sum_{(x_1, \ldots, x_m) \in C_N^m} \left( \prod_{i=1}^m \frac{q(x_i)}{1-p(x_i)} \right) \prod_{x \in C_N} (1 - p(x)),
\] (5.63)
by making $M$ large. Note that by the summability of the $p(x)$, we get that (using Taylor approximation in the second step)

$$
\prod_{x \in C_N} (1 - p(x)) = \exp \left( \sum_{x \in C_N} \log (1 - p(x)) \right) \sim \exp \left( - \sum_{x \in C_N} p(x) \right) = \exp \left( - \tilde{M}_K \mathbb{1} \right). \quad (5.64)
$$

Note that for $m \leq M$, as $N \to \infty$

$$
\sum_{(x_1, \ldots, x_m) \in C_N^\circ} \left( \prod_{i=1}^{m} \frac{q(x_i)}{1 - p(x_i)} \right) \sim \sum_{(x_1, \ldots, x_m) \in C_N^\circ} \left( \prod_{i=1}^{m} q(x_i) \right) \sim \frac{1}{m!} \sum_{\{x_1, \ldots, x_m\} \subset C_N} \left( \prod_{i=1}^{m} q(x_i) \right), \quad (5.65)
$$
as $q(x) \leq p(x)$ and $1 - p(x) \sim 1$, compare Lemma 5.9. By expanding the product, we find that

$$
\sum_{\{x_1, \ldots, x_m\} \subset C_N} \left( \prod_{i=1}^{m} q(x_i) \right) = \prod_{i=1}^{m} \left( \sum_{x \in C_N} q(x_i) \right) = \prod_{i=1}^{m} \left( \tilde{M}_K \left[ e^{-f} \right] \right) = \left( \tilde{M}_K \right)^{\otimes m} \left[ e^{-f} \right]. \quad (5.66)
$$

Plugging the last three equations into Equation (5.62), we get that, as $N \to \infty$

$$
\sum_{m \geq 0} \sum_{(x_1, \ldots, x_m) \in C_N^\circ} \left( \prod_{i=1}^{m} \frac{q(x_i)}{1 - p(x_i)} \right) \prod_{x \in C_N} (1 - p(x)) \sim e^{-\tilde{M}_K \mathbb{1}} \sum_{m \geq 0} \frac{1}{m!} \left( \tilde{M}_K \right)^{\otimes m} \left[ e^{-f} \right] = \tilde{E}_K [F], \quad (5.67)
$$

where we used the first statement of Proposition 3.3 in the last step. This concludes the proof. \( \square \)

Having shown the asymptotic Poisson property, we now set course on identifying the limiting intensity measure. For this, we need to be able to parametrize any elements in $\Gamma^*$ in an unambiguous, deterministic way. We exploit the continuous-time parametrization for this:

Given $\omega \in \Gamma_B$ and $K \subset \mathbb{Z}^d$ finite, we can define the parametrization-invariant observable $D_K$, which measures the “longest time spent at $K$”: for a loop $\omega_o \in \Gamma$, let $L_K(\omega_o)$ be the length of the largest (connected) interval $I_K \subset [0, \beta j)$ such that $\omega_o(I_K) \notin K$. We then set

$$
D_K(\omega) = \inf_{\omega_o \in \Pi^{-1}[\Pi(\omega)]} \left( \beta \ell(\omega) - L_K(\omega_o) \right), \quad (5.68)
$$

see Figure 4 for an illustration. As $D_K$ is constant with respect to the shift operator, we can extend it naturally to a random variable on $\Gamma_B^*$.

For $\omega \in W$ a doubly-infinite path, we set $D_K = 0$ if $\omega$ does not hit $D_K$. Otherwise, we define $D_K$ to be the duration from the first entrance to the last exit of $K$. $D_K$ does not depend on the parametrization of $\omega$ and thus can be extended to a random variable on $W^*$.

Given $\omega^* \in \Gamma^*$ intersecting a bounded set $K \subset \mathbb{Z}^d$, we define an (almost surely, due to the waiting times being exponentially distributed) unique $\omega \in \Gamma$, denoted by $\Pi_K(\omega^*)$, by requiring

(I) $\omega(-\infty, 0) \notin K$ and $\omega(0) \in K$ if $\omega^* \in W^*$.

(II) $\omega[D_K, \beta j] \notin K$ if $\omega^* \in \Gamma_B^{\beta j}$.

See Figure 4 for an illustration.

Because we parametrize the random interlacements on $(-\infty, \infty)$ and the loops on $[0, \beta j)$, we need to introduce another time shift: let the map $s: [-\beta j/2, \beta j/2) \to \mathbb{R}$ be defined as

$$
s_j(s) = s + \beta j/2. \quad (5.69)
$$

For $\omega \in \Gamma_B^{\beta j}$ (i.e., $\ell(\omega) = j$) and $t \in [-\beta j/2, \beta j/2)$, let $\omega^*(t) = \omega(s_j(t))$.

We now define a class $\mathcal{E}$ of events which will be rich enough to capture the behavior of the random interlacements in the topology we chose. As this class has to contain events for both finite loops and infinite interlacements, we need to formulate carefully.
Here, we write \( \tilde{\omega} \) those contributions relative to a set \( K \). We then change the domain from \([0, \beta)\) to \([-\beta j/2, \beta j/2)\). Outside the drawn axis, the loop is continued at \( \frac{\beta j}{2} \).

**Definition 5.16.** A set \( E \) belongs to the approximating class \( \mathcal{E} \) if it is of the form: \( E \) contains all those \( \omega^* \in \Gamma^* \) satisfying the following conditions for some compact \( K \subset \mathbb{Z}^d \), a sequence of times \(-\infty < s_m < \ldots < s_1 < 0 < t_1 < \ldots < t_n < \infty\), and a set of points \( y_m, \ldots, y_1, x_1, \ldots x_n, z \in \mathbb{Z}^d \):

1. \( \Pi_K(\omega^*)(0) = z \), with \( z \in K \).
2. If \( \Pi_K(\omega^*)(x_i) = x_i \) for \( i \in [n] \). If \( \Pi_K(\omega^*) \in \Gamma_B^* \), then \( \Pi_K(\omega^*) = x_i \) for \( i \in [n] \).
3. If \( \Pi_K(\omega^*) \in W^* \), then \( \Pi_K(\omega^*)(s_i) = y_i \) for \( i \in [m] \). If \( \Pi_K(\omega^*) \in \Gamma_B^* \), then \( \Pi_K(\omega^*) = x_i \) for \( i \in [m] \).

In words, an event \( E \) belongs to the approximating class if it specifies the finite dimensional distributions relative to a set \( K \), after (re-)parameterizing the loops.

We furthermore define the measure \( \tilde{M}_K^* \) on \( W^* \) to be \( \tilde{M}_K \circ \Pi \). The next proposition is key, as it gives the limiting process.

**Proposition 5.17.** For every \( E \in \mathcal{E} \), we have that

\[
\lim_{N \to \infty} \tilde{M}_K^*[E] = \rho_\omega \nu(E). \tag{5.70}
\]

**Proof of Proposition 5.17.** We first need to express \( \tilde{M}_K^*[E] \) in terms of \( \tilde{M}_K \). Fix points and times such as in Definition 5.16. We rewrite, recalling the definition of \( \tilde{M}_K \) from Proposition 5.15

\[
\tilde{M}_K^*[E] = \frac{1}{Z_{\Lambda}} \sum_{x \in \Lambda_N} \sum_{j \in \mathbb{R}_w} \frac{1}{j} \mathbb{P}_{x,x}^{\beta j} (H_K < \infty, \omega(H_K) = z, \omega^* \circ H_K \in E) \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho | \Lambda| - j). \tag{5.71}
\]

Here, we write \( \omega^* \circ H_K \) for \( (\omega \circ \theta_{H_K})^* \). In words, we first shift the loop by the time it takes to hit \( K \). We then change the domain from \([0, \beta j)\) to \([-\beta j/2, \beta j/2)\). The majority of starting points of the loop are far away from \( K \). This causes the loop to locally behave like a random interlacement.

For technical reasons, we have to exclude points close to \( K \). However, it is unlikely that the large loop intersecting \( K \) starts close to \( K \). Define

\[
\Lambda_N^{-} = \{ x \in \Lambda_N : |x| > \log N \}. \tag{5.72}
\]

**Claim:** as \( N \to \infty \)

\[
\frac{1}{Z_{\Lambda}} \sum_{x \in \Lambda_N \setminus \Lambda_N^{-}} \sum_{j \in \mathbb{R}_w} \frac{1}{j} \mathbb{P}_{x,x}^{\beta j} (H_K < \infty, \omega(H_K) = z, \omega^* \circ H_K \in E) \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho | \Lambda| - j) = o(1). \tag{5.73}
\]
We delay the proof of the claim to the end of the proof.

Recall that $E$ is the event that at the negative times $s_i$, the process is at $y_i$ for $i \in \{1, \ldots, m\}$, and at the positive times $t_i$, the process is at $x_i$, for $i \in \{1, \ldots, n\}$. Define $q(E)$, which gives the distribution of the path between the $x_i$’s and $y_i$’s, by

$$q(E) = \left( \prod_{i=0}^{m-1} p_{s_{m-i} - s_{m-i-1}}(y_{m-i}, y_{m-i-1}) \right) \prod_{i=0}^{n} p_{t_i + 1 - t_i}(x_i, x_{i+1}), \quad (5.74)$$

where we apply the convention that $y_0 = x_0 = z$, $t_0 = s_0 = 0$, and $p_t^E(x, y) = \mathbb{P}_x(\omega(t) = y, H_K > t)$. Denote $T = t_n - s_m$, the total time ”spent” at the event $E$. By the strong Markov-property, after time-reversing the random walk, we obtain

$$\mathbb{P}^{\beta_j}_{x,x}(H_K < \infty, \omega(H_K) = z, \omega^\delta \circ H_K \in E) = q(E) \mathbb{P}^{\beta_j-\tau}_{y_m, x_n} \left[ \mathbb{1}\{H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right], \quad (5.75)$$

see Figure 5 for an illustration. Note that we can expand
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**Figure 5.** Illustration of the Equation (5.75): using the strong Markov property on the bridge from $x$ to $x$ in time $\beta j$, we obtain a bridge from $y_m$ to $x_n$ (time-reversed) during which the walker visits $x$, as well as the finite dimensional distributions as specified by $E$. Times are marked below and locations above the dotted line.

$$\sum_{x \in \Lambda^+_N} \mathbb{E}^{\beta_j-\tau}_{y_m,x_n} \left[ \mathbb{1}\{H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right]$$

$$= \mathbb{E}^{\beta_j-\tau}_{y_m,x_n} \left[ \sum_{x \in \Lambda^+_N} \mathbb{1}\{H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right] \quad (5.76)$$

$$= \mathbb{E}^{\beta_j-\tau}_{y_m,x_n} \left[ \# \{x \in \Lambda^+_N : H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right]$$

$$= p_{\beta_j-\tau}(y_m, x_n) \mathbb{E}^{\beta_j-\tau}_{y_m,x_n} \left[ \# \{x \in \Lambda^+_N : H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right]$$

We will show that, as $N \to \infty$ (recall $j \in \mathbb{N}$)

$$\mathbb{E}^{\beta_j-\tau}_{y_m,x_n} \left[ \# \{x \in \Lambda^+_N : H_x < \beta j\} \mathbb{1}\{H_{\Lambda^+_N} < H_K\} \right] = \kappa_d \beta_j \mathbb{P}_{y_m}(H_K = \infty) (1 + o(1)), \quad (5.77)$$

where $\kappa_d = \mathbb{P}_0(H_0 = \infty)$. The above is of order $j$ times a constant. Hence, error terms of order $o(j)$ are negligible, which we use later.

We estimate the main contribution by first replacing $\# \{x \in \Lambda^+_N : H_x < \beta j\}$ by $R_{\beta j}$ in Equation (5.77), and calculate the error later.

By Lemma 5.7 there exists a $\gamma > 0$ such that for every $\varepsilon > 0$, as $t \to \infty$

$$\mathbb{P}_x(|R_t - \kappa_d t| > \varepsilon t) = O\left(e^{-\gamma t}\right), \quad (5.78)$$
We estimate Equation (5.77) using Equation (5.76)
\[
\mathbb{E}_{y_m,x_n}^{\beta_j-T} \left[ \mathcal{R}_{\beta_j} \mathbb{I} \left\{ H_{\Lambda_N^+} > H_K \right\} \right] = \kappa_d(\beta j)p_{\beta_j-T}(y_m, x_n)\mathbb{E}_{y_m,x_n}^{\beta_j-T} \left( H_{\Lambda_N^+} > H_K \right) \left( 1 + o(1) \right) + O \left( e^{-(\beta j)\gamma} \right).
\] (5.79)

The stretch-exponential term is negligible, as we sum over \( j \in \mathbb{R}_e \). As dist \((H_K, \Lambda_N^+) \rightarrow \infty\), we get that
\[
\mathbb{E}_{y_m,x_n}^{\beta_j-T} \left( H_{\Lambda_N^+} > H_K \right) = \mathbb{P}_{y_m}(H_K = \infty) \left( 1 + o(1) \right).
\] (5.80)
Furthermore, note that \( p_{\beta_j-T}(y_m, x_n) \sim p_{\beta j}(0) \) as \( j \rightarrow \infty \), as \( T \) and \( y_m, x_n \) remain fixed.

We now estimate the error which comes from replacing \# \{ \( x \in \Lambda_N^+ : H_x < \beta j \) \} by \( \mathcal{R}_{\beta j} \) in Equation (5.77). There are two sources contributing to the error: loops can hit points far away from the origin (outside of \( \Lambda_N \)) or close to the origin, in (the inside of) \( \Lambda_N^+ \setminus \Lambda_N \). We bound, using the Cauchy—Schwarz inequality, the probability that the path exits the domain \( \Lambda_N \)
\[
\mathbb{E}_{y_m,x_n}^{\beta_j-T} \left[ \# \{ x \in \Lambda_N^+ : H_x < \beta j \} \right] \leq \left( \mathbb{E}_{y_m,x_n}^{\beta_j-T} \left[ \mathcal{R}_{\beta j}^2 \right] \right)^{1/2} \left( \mathbb{E}_{y_m,x_n}^{\beta_j-T} \left( H_{\Lambda_N^+} < \beta j \right) \right)^{1/2}.
\] (5.81)

Note that as \( j \rightarrow \infty \), \( \mathbb{E}_{y_m,x_n}^{\beta_j-T} \left[ \mathcal{R}_{\beta j}^2 \right] = \mathcal{O}(j^2) \) and \( \mathbb{E}_{y_m,x_n}^{\beta_j-T} \left( H_{\Lambda_N^+} < \beta j \right) = o(1) \), see Lemma 5.7 for the first bound and Equation 5.101 for the second. Hence we can bound the above equation by
\[
\mathcal{O}(j^2)^{1/2} o(1)^{1/2} = o(j).
\] (5.82)
This shows that Equation (5.81) is negligible as Equation (5.77) is of order constant times \( j \). Furthermore, the points in \( \Lambda_N \setminus \Lambda_N^+ \) do not contribute, as \( |\Lambda_N \setminus \Lambda_N^+| = \mathcal{O}(\log^d(N)) = o(j) \) for \( j \in \mathbb{R}_e \). Hence the replacement of \# \{ \( x \in \Lambda_N^+ : H_x < \beta j \) \} by \( \mathcal{R}_{\beta j} \) was valid.

To summarize, so far we have shown that, as \( N \rightarrow \infty \)
\[
\sum_{x \in \Lambda_N^+} \mathbb{P}_{x,x}^{\beta_j} (H_K < \infty, \omega(H_K) = z, \omega^s \circ H_K \in E) \sim \kappa_d(\beta j)p_{\beta_j}(0)\mathbb{P}_{y_m}(H_K = \infty) q(E).
\] (5.83)

As there are no restrictions on \( y_m \), we may assume that it is such that \( \mathbb{P}_{y_m}(H_K = \infty) \geq 1 - \varepsilon \), for \( \varepsilon > 0 \) arbitrary. As \( \mathbb{P}_{\Lambda}(\mathcal{L}_\Lambda = \rho | \Lambda | - j) = 1 - o(1) \), we have that as \( N \rightarrow \infty \) and \( \varepsilon \downarrow 0 \)
\[
\sum_{j \in \mathbb{R}_e} \frac{1}{j} \mathbb{P}_{\Lambda}(\mathcal{L}_\Lambda = \rho | \Lambda | - j) \sum_{x \in \Lambda_N^+} \mathbb{P}_{x,x}^{\beta_j} (H_K < \infty, \omega(H_K) = z, \omega^s \circ H_K \in E) \sim \kappa_d(\beta)^{-d/2} q(E) \rho e^{-d/2} |\Lambda|^{-d/2} \left( \frac{d}{2\pi} \right)^{d/2}.
\] (5.84)
Recall that by Lemma 5.8, as \( N \rightarrow \infty \)
\[
\mathbb{P}_{\Lambda}(\mathcal{L}_\Lambda = \rho | \Lambda | - j) \left( \frac{d}{2\pi} \right)^{d/2} \frac{\beta^{-d/2}}{\rho e^{-d/2} |\Lambda|^{d/2}}.
\] (5.85)
Therefore we have that, recalling Equation (3.15), as \( N \rightarrow \infty \)
\[
Z_\Lambda^{-1} \sum_{x \in \Lambda_N^+} \sum_{j \in \mathbb{R}_e} \mathbb{P}_{\Lambda}(\mathcal{L}_\Lambda = \rho | \Lambda | - j) \frac{1}{j} \mathbb{P}_{x,x}^{\beta_j} (H_K < \infty, \omega(H_K) = z, \omega^s \circ H_K \in E) \sim \rho e Q^K(E).
\] (5.86)
This concludes the proof, modulo the claim in Equation (5.73). However, note that
\[
\sum_{x \in \Lambda_N \setminus \Lambda_0} \sum_{j \in \mathbb{R}_c} \Pr \left( \mathcal{L}_x = \rho / \Lambda - j \right) \frac{1}{j} \Pr \left( \mathcal{K}_x \left( H_K < \infty, \omega(H_K) = z, \omega^\ast \circ H_K \in E \right) \right)
= \mathcal{O} \left( \log_{\rho}(|\Lambda|^{-d/2-1}) \right), \tag{5.87}
\]
and the claim follows upon recalling that \( Z_\Lambda = \mathcal{O} (|\Lambda|^{d/2}) \).

The next lemma is a consequence of the Proposition 5.17.

**Lemma 5.18.** Suppose that \( F \) is a path-local, bounded, and continuous function on \( \Gamma \) which is also shift-invariant. We then have that
\[
\lim_{N \to \infty} \mathcal{M}^*_K[F] = \rho_0 \nu(F). \tag{5.88}
\]

**Proof of Lemma 5.18.** Due to the properties prescribed onto \( F \), it suffices to show that \( \mathcal{M}^*_K \circ \Pi^{-1}_K \) converges weakly to \( \nu \circ \Pi^{-1}_K \) on \( D(-\infty, \infty) \), the space of doubly infinite cadlag paths with values in \( \mathbb{Z}^d \). However, this follows easily: using [Bil68, Theorem 16.8], it suffices to show the convergence of the finite dimensional distributions together with a tightness criterion. The convergence of the finite dimensional distributions was shown in Proposition 5.17. The tightness criterion is equivalent to showing that
\[
\lim_{a \to 0} \limsup_{N \to \infty} \mathcal{M}^*_K \circ \Pi^{-1}_K \left[ \exists \omega \in [-M, M] : |\omega(t)| > a \right] = 0, \tag{5.89}
\]
for every \( M > 0 \). However we can bound using the same reasoning as in the proof of Proposition 5.17.

Equation (5.89) from above by
\[
\mathcal{M}^*_K \circ \Pi^{-1}_K \left[ \exists \omega \in [-M, M] : |\omega(t)| > a \right] 
\leq C |\Lambda|^{d/2} \sum_{z \in K} \sum_{j \in \mathbb{R}_c} \Pr \left( |\omega(t)| > a \right), \tag{5.90}
\]
Using Equation (5.101), the above can be bounded by \( \mathcal{O} (e^{-c_0/M}) \) uniformly in \( N \), for some \( c > 0 \). This concludes the proof. \( \square \)

**Proof of Theorem 2.1.** Theorem 2.1 now follows from Lemma 5.18 and Proposition 5.15 together with the previous results. Fix \( F \) satisfying the conditions of Theorem 2.1 and be supported on \( K \). We then have by Proposition 5.15 that for \( \rho_0 > 0 \)
\[
\mathbb{E}_N^\rho[F] = \mathbb{E}_\Lambda \otimes \mathbb{E}_K[F] (1 + o(1)), \tag{5.91}
\]
where \( \mathbb{E}_K[F] \) is the expectation with respect to \( \mathbb{P}_K[F] \), defined in Proposition 5.15. However, \( \mathbb{P}_K \) is a PPP with uniformly (in \( N \)) bounded intensity measure \( \mathcal{M}_K \). Since \( \mathcal{M}_K \) has uniformly bounded total mass, we have that the convergence of the intensity measure implies the convergence of the Poisson point process, see Proposition 3.3. Since \( \mathbb{P}_\Lambda = \mathbb{P}_{\Lambda, \beta, 0} \to \mathbb{P}_{\mathbb{Z}^d, \beta, 0} \) as \( N \to \infty \), we get that
\[
\lim_{N \to \infty} \mathbb{E}_N^\rho[F] = \lim_{N \to \infty} \mathbb{E}_{\Lambda, \beta, 0} \otimes \mathbb{E}_K[F] = \mathbb{E}_{\mathbb{Z}^d, \beta, 0} \otimes \mathbb{E}_\rho[F]. \tag{5.92}
\]
This concludes the proof. \( \square \)

### 5.3. Proof of the technical lemmas

In this section, we prove the various technical lemmas from the previous section.

**Proof of Lemma 5.9.** Our goal is to show for bounded \( K \subset \mathbb{Z}^d \), as \( N \to \infty \)
\[
p(x) = \mathcal{O} (|xN|^{2-d}) \quad \text{and} \quad \sum_{x \in \mathbb{Z}^d} p(x) < \infty, \tag{5.93}
\]
where
\[ p(x) = \mathbb{M}_{xN+\lambda}[\omega \cap K \neq \emptyset] . \] (5.94)

Note that for some \( C > 0 \) (see [Vog20, Lemma 2.2] for a direct statement or [LL10, Proposition 2.4.5] for the underlying large deviation estimate)
\[ \mathbb{P}_{y,y}^{\beta_j} (H_K < \beta j) = \mathcal{O} \left( j^{-d/2} |y|^{2-d} \Gamma \left( d/2 - 1, C |y|^2 / j \right) \right) , \] (5.95)
as \( j, |y| \to \infty \). Here, we use the notation \( \Gamma(s,a) \) for the incomplete gamma function, defined as \( \Gamma(s,a) = \int_0^\infty t^{s-1} e^{-t} dt \). We employ the rough bound \( \Gamma(s,a) = \mathcal{O}(1) \), for \( s > 0 \). Thus \( \mathbb{P}_{y,y}^{\beta_j} (H_K < \beta j) = \mathcal{O} \left( j^{-d/2} |y|^{2-d} \right) \) in Equation (5.95), uniformly in \( j, y \).

Recall that
\[ p(x) = \mathbb{M}_{xN+\lambda}[\omega \cap K \neq \emptyset] = \frac{1}{Z_\lambda} \sum_{y \in xN+\lambda} \sum_{j \in \mathbb{R}_+} \frac{1}{j} \mathbb{P}_{y,y}^{\beta_j} (H_K < \beta j) \mathbb{P}_\lambda (L_\lambda = \rho |\Lambda| - j) . \] (5.96)

Using the above, we can bound this from above by
\[ \frac{1}{Z_\lambda} \sum_{y \in xN+\lambda} \sum_{j \in \mathbb{R}_+} \mathcal{O} \left( j^{-d/2-1} |y|^{2-d} \right) \mathbb{P}_\lambda (L_\lambda = \rho |\Lambda| - j) . \] (5.97)

Observe that, as \( N \to \infty \)
\[ \sup_{j \in \mathbb{R}_+} \frac{1}{j} \mathcal{O} \left( j^{-d/2} \right) = \mathcal{O} \left( |\Lambda|^{-d/2-1} \right) \text{ and } \sum_{y \in xN+\lambda} \mathcal{O} \left( |y|^{2-d} \right) = \mathcal{O} \left( |x|^{2-d} N^2 \right) . \] (5.98)

Recall that as \( N \to \infty \), we have \( \mathbb{P}_\lambda (L_\lambda \in \rho |\Lambda| - \mathbb{R}_+) \sim 1 \). By Equation (5.43), we have that \( Z_\lambda^{-1} = \mathcal{O} \left( |\Lambda|^{d/2} \right) \), and hence as \( N \to \infty \)
\[ p(x) = |\Lambda|^{d/2} \mathcal{O} \left( |\Lambda|^{-d/2-1} |x|^{2-d} N^2 \right) = \mathcal{O} \left( |xN|^{2-d} \right) , \] (5.99)
using \( |\Lambda| = N^d \). This concludes the proof of the first part.

For the second part, recall the bound in Equation (5.95). Note that also that for each \( s > 0 \), there exists \( C > 0 \) such that for all \( x > 0 \)
\[ \Gamma(s,x) = \int_x^\infty t^{s-1} e^{-t} dt \leq C e^{-x/2} . \] (5.100)
Hence, for some different \( C > 0 \), we can bound
\[ \frac{1}{j} \mathbb{P}_{y,y}^{\beta_j} (H_K < \beta j) = \mathcal{O} \left( j^{-d/2-1} |y|^{2-d} e^{-C |y|^2 / j} \right) . \] (5.101)
We bound \( \rho_c |\Lambda| / 2 \leq j \leq 2 \rho_c |\Lambda| \) and hence get \( j^{-d/2-1} = \mathcal{O} \left( |\Lambda|^{-1-d/2} \right) \). We obtain with the previous equation
\[ \sum_{x \in \mathbb{Z}^d} p(x) = \mathcal{O} \left( |\Lambda|^{d/2} \right) \sum_{y \in \mathbb{Z}^d} \mathcal{O} \left( |\Lambda|^{-d/2-1} \right) |y|^{2-d} e^{-C |y|^2 / j} \]
\[ \leq \mathcal{O} \left( |\Lambda|^{-1} \right) \int_0^\infty r^{2-d+d-1} e^{-C r^2 / |\Lambda|} dr \]
\[ \leq \mathcal{O} (1) \int_0^\infty r e^{-C r^2} dr < \infty , \] (5.102)
where we bounded the sum by an integral and then employed a change of variables. This concludes the proof. \( \square \)
Proof of Lemma 5.10. Our goal is to show that for any $K \subset \mathbb{Z}^d$ bounded
\[ \mathbb{P}_N^\rho (\exists \omega: \omega(0) \notin \Lambda_N \text{ but } \omega \cap K \neq \emptyset) = o(1). \] (5.103)

We prove this by employing a union bound and then a case distinction with regards to the length of the loop $\omega$. Crucial again are the estimates on long loop lengths from Corollary 5.4.

Recall the definition of $\mathbb{P}_N^\rho$ from Equation (2.2). By a union bound, we get that
\[ \mathbb{P}_N^\rho (\exists \omega: \omega(0) \notin \Lambda_N \text{ but } \omega \cap K \neq \emptyset) \leq \sum_{x \notin C_N} \mathbb{P}_{xN+\Lambda}(\exists \omega: \omega \cap K \neq \emptyset | \mathcal{L}_{xN+\Lambda} = \rho | \Lambda) \] (5.104)

Next, we do expand the above by distinguishing the length of $x$ for $\Delta = xN + \Lambda$, using the fourth statement from Proposition 3.3, we get that
\[ \mathbb{P}_\Delta (\exists \omega: \omega \cap K \neq \emptyset, \mathcal{Z}_\Delta = \rho) \leq \sum_{j=1}^{\rho | \Lambda|} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \emptyset] \mathbb{P}_\Delta (\mathcal{L}_\Delta = \rho | \Lambda - j) . \] (5.105)

Note that $\mathbb{P}_\Delta (\mathcal{L}_\Delta = k) = \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = k)$ and hence the probability of the conditioned event on the right-hand side of Equation (5.104) does not depend on $x$.

Our aim is to show that summing the above over $x \notin C_N$, the resulting term is $o\left(|\Lambda|^{-d/2}\right)$. We split the sum in $j \leq \delta |\Lambda|$ with $0 < \delta < \rho_e$, and $j > \delta |\Lambda|$.

The case $j \leq \delta |\Lambda|$: in this case, we use that the probability of the particle number being $\rho |\Lambda| - j$ is bounded by $O\left(|\Lambda|^{-d/2}\right)$, as $\rho |\Lambda| - j$ is bounded away from the mean $\rho_e |\Lambda|$. We estimate
\[ \sum_{j=1}^{\delta |\Lambda|} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \emptyset] \mathbb{P}_\Delta (\mathcal{L}_\Delta = \rho | \Lambda - j) \leq C |\Lambda|^{-d/2} M_\Delta [\ell(\omega) \leq \delta |\Lambda|, \omega \cap K \neq \emptyset] , \] (5.106)

as for $j$ as above, we have $\rho |\Lambda| - j \geq (\rho_e + \rho_e - \delta) |\Lambda|$ and hence $\mathbb{P}_\Delta (\mathcal{L}_\Delta = \rho | \Lambda - j) = O\left(|\Lambda|^{-d/2}\right)$ by Corollary 5.4. Recall that
\[ M_\Delta [\ell(\omega) \leq \delta |\Lambda|, \omega \cap K \neq \emptyset] = \sum_{y \notin \Lambda_N} \sum_{j=1}^{\delta |\Lambda|} \sum_{\beta_j \neq y} \mathbb{P}_{yj} (H_K < \beta j) , \] (5.107)

and that $U_{x \in C_N} (xN + \Lambda) = \Lambda_N$. We can estimate the above using Equation (5.101)
\[ \sum_{y \notin \Lambda_N} \sum_{\beta_j \neq y} \mathbb{P}_{yj} (H_K < \beta j) \leq \sum_{y \notin \Lambda_N} \sum_{\beta_j \neq y} \frac{1}{\beta_j} \mathbb{P}_{yj} (j^{d/2} |y|^{2d/2} e^{-C|y|^2/\delta |\Lambda|}) \leq C \sum_{y \notin \Lambda_N} |y|^{2d-2} e^{-C|y|^2/\delta |\Lambda|} . \] (5.108)

Bounding the sum by an integral, we obtain after a change of variables
\[ \sum_{y \notin \Lambda_N} |y|^{2d-2} e^{-C|y|^2/\delta |\Lambda|} \leq C \int_{\mathbb{R}^d |\Lambda|} t^{2d-d-1} e^{-C|t|^2/\delta |\Lambda|} dt \leq C |\Lambda| \int_{\mathbb{R}^d |\Lambda|} te^{-t^2} dt = o(1) . \] (5.109)

Combining the above with Equation (5.106), we obtain that
\[ \sum_{y \notin \Lambda_N} \sum_{j=1}^{\delta |\Lambda|} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \emptyset] \mathbb{P}_\Delta (\mathcal{L}_\Delta = \rho | \Lambda - j) \leq o(1)O\left(|\Lambda|^{-d/2}\right) = o(1) \mathbb{P}_\Delta (\mathcal{Z}_\Delta = \rho) . \] (5.110)

Hence,
\[ \sum_{x \notin C_N} \mathbb{P}_{xN+\Lambda} (\exists \omega: \omega \cap K \neq \emptyset \text{ and } \ell(\omega) \leq \delta |\Lambda| |\mathcal{L}_{xN+\Lambda} = \rho | \Lambda|) = o(1) . \] (5.111)
The case \( j \in [\delta \mid \Lambda \mid, \rho \mid \Lambda \mid] \): for the case \( j \in [\delta \mid \Lambda \mid, \rho \mid \Lambda \mid] \), note that using Equation (5.101), we have that, approximating the sum by and integral

\[
\sum_{y \notin \Lambda_N} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \varnothing] = \sum_{y \notin \Lambda_N} O \left( j^{-d/2 - 1} |y|^{2 - d} e^{-C|y|^2/j} \right)
\]

\[
= O \left( j^{-d/2 - 1} \int_{r_N/|\Lambda|}^{\infty} te^{-C|t|^2/(|\Lambda|)dt} \right), \quad (5.112)
\]
as \( N \to \infty \). Changing variables \((t \mapsto t\sqrt{|\Lambda|})\) and recalling that \( j = O(|\Lambda|) \), we obtain

\[
\sup_{j \in [\delta \mid \Lambda \mid, \rho \mid \Lambda \mid]} \sum_{y \notin \Lambda_N} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \varnothing] = O \left( |\Lambda|^{-d/2} e^{-C\gamma_N^2} \right). \quad (5.113)
\]

Recall that

\[
\mathbb{P}_\Delta (\overline{\Delta}_\infty \in [0, \rho_e + \rho_e - \delta]) = 1 + o(1). \quad (5.114)
\]

Hence, plugging the two previous equations into Equation (5.105), we obtain

\[
\sum_{y \notin \Lambda_N} \sum_{j = \delta \mid \Lambda \mid}^{\rho \mid \Lambda \mid} \mathbb{P}_\Delta (\overline{\Delta}_\infty = \rho \mid \Lambda \mid - j) M_\Delta [\ell(\omega) = j, \omega \cap K \neq \varnothing] = O \left( |\Lambda|^{-d/2} e^{-C\gamma_N^2} \right) = o \left( |\Lambda|^{-d/2} \right). \quad (5.115)
\]

This concludes the proof of the lemma.

Proof of Lemma 5.11: Our goal is to show

\[
\mathbb{P}_N^\rho (\exists \omega_0: \omega_0(0) \in \Lambda_N \text{ and } K \cap \omega_0 \neq \varnothing \text{ and } \forall \omega: \ell(\omega) \notin \mathcal{R}_e) = o(1). \quad (5.116)
\]

To prove the lemma, a fine control on the probability of long loops is needed. We begin by employing a union bound

\[
\sum_{x \in C_N} \mathbb{P}_\Delta (\exists \omega_0: K \cap \omega_0 \neq \varnothing \text{ and } \forall \omega: \ell(\omega) \notin \mathcal{R}_e | \overline{\Omega}_{\overline{\Delta}} = \rho) \quad (5.117)
\]

For \( x \in C_N \), we write \( \Delta = xN + \Lambda \). Using the same method as in the estimation of Equation (5.76), we can bound

\[
\sum_{x \in C_N} M_\Delta [\omega: \ell(\omega) = k, 0 \in \omega] = \sum_{x \in C_N} \sum_{y \notin \Lambda} \frac{1}{k} \mathbb{E}^\beta_k \mathbb{I}[H_0 < \beta j]
\]

\[
\leq \sum_{y \notin \Lambda} \frac{1}{k} \mathbb{E}^\beta_k \mathbb{I}[H_y < \beta k] \quad (5.118)
\]

\[
\leq \frac{1}{k} \mathbb{E}^\beta_0 [\mathcal{R}_\beta \leq Ck^{-1}p_{k\beta}(0)\mathbb{E}^\beta_0 [\mathcal{R}_\beta] \leq Ck^{-d/2},
\]

using Lemma 5.7 in the last step. Abbreviate \( \{\forall \omega: \ell(\omega) \notin \mathcal{R}_e\} = \Omega_e^c \). We expand using fourth statement of Proposition 3.3 as in Equation (5.105)

\[
\mathbb{P}_\Delta (\exists \omega_0: K \cap \omega_0 \neq \varnothing, \Omega_e^c, \overline{\Omega}_{\overline{\Delta}} = \rho) \leq \sum_{k \in \mathbb{N} \setminus \mathcal{R}_e} \mathbb{P}_\Delta (\exists \omega_0: \omega \cap K \neq \varnothing, \ell(\omega) = k, \Omega_e^c, \overline{\Omega}_{\overline{\Delta}} = \rho) \]

\[
\leq \sum_{k \in \mathbb{N} \setminus \mathcal{R}_e} M_\Delta [\omega \cap K \neq \varnothing, \ell(\omega) = k] \mathbb{P}_\Delta (\Omega_e^c, \overline{\Omega}_{\overline{\Delta}} = \rho | \Lambda | - k). \quad (5.119)
\]

Combining the above with Equation (5.118) we obtain the bound

\[
\sum_{x \in C_N} \mathbb{P}_\Delta (\exists \omega_0: K \cap \omega_0 \neq \varnothing, \Omega_e^c, \overline{\Omega}_{\overline{\Delta}} = \rho) \leq C \sum_{k \in \mathbb{N} \setminus \mathcal{R}_e} k^{-d/2} \mathbb{P}_\Delta (\Omega_e^c, \overline{\Omega}_{\overline{\Delta}} = \rho | \Lambda | - k). \quad (5.120)
\]
We employ different estimates based on the value of \( k \).

**The case** \( k \leq |\Lambda|^{\delta} \): we first treat the case very \( k \) small. Note that by Corollary 5.5, we have that for some \( \delta > 0 \)

\[
\sum_{k \leq |\Lambda|^{\delta}} k^{-d/2} \mathbb{P}_\Lambda (\Omega_v, \mathcal{L}_\Lambda = \rho \, |\Lambda| - k) = \sum_{k \leq |\Lambda|^{\delta}} k^{-d/2} o(1) \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho \, |\Lambda| - k) = o \left( |\Lambda|^{-d/2} \right),
\]

(5.121)

as \( N \to \infty \). This concludes the proof for the case \( k \leq |\Lambda|^{\delta} \).

**The case** \( |\Lambda|^{\delta} \leq k \leq \rho_\varepsilon \, |\Lambda| / 2 \): on the other hand, we have that for \( |\Lambda|^{\delta} \leq k \leq \rho_\varepsilon \, |\Lambda| / 2 \) that

\[
\mathbb{P}_\Lambda (\Omega_v, \mathcal{L}_\Lambda = \rho \, |\Lambda| - k) \leq |\Lambda|^{-d/2} \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho \, |\Lambda| - k),
\]

where the latter is bounded by \( \mathcal{O} \left( |\Lambda|^{-d/2} \right) \), using Corollary 5.4. Hence,

\[
\sum_{k = \rho_\varepsilon \, |\Lambda| / 2} k^{-d/2} \mathbb{P}_\Lambda (\Omega_v, \mathcal{L}_\Lambda = \rho \, |\Lambda| - k) \leq \mathcal{O} \left( |\Lambda|^{-d/2} \right) \sum_{k = |\Lambda|^{\delta}} k^{-d/2} = o \left( |\Lambda|^{-d/2} \right),
\]

(5.122)

This concludes the proof.

**Proof of Lemma 5.12** Using the union bound as in the lemmas before, we find that statement follows from

\[
\sum_{x \in C_N \setminus \{0\}} \mathbb{P}_\Lambda (\exists \omega_0 : \omega_0 \cap K \neq \emptyset, \ell(\omega_0) \notin R_e) = o \, (1),
\]

(5.124)

We show the above by first expanding for \( x \in C_N \setminus \{0\} \) and \( \Delta = xN + \Lambda \)

\[
\mathbb{P}_\Lambda (\exists \omega_0 : K \cap \omega_0 \neq \emptyset, \ell(\omega_0) \notin R_e, \mathcal{L}_\Delta = \rho) = \sum_{j \in \mathbb{N} \setminus R_e} \mathbb{P}_\Lambda (\exists \omega_0 : K \cap \omega_0 \neq \emptyset, \ell(\omega_0) = j, \mathcal{L}_\Delta = \rho).
\]

(5.125)

By the last statement of Proposition 3.3, we have that

\[
\mathbb{P}_\Lambda (\exists \omega_0 : K \cap \omega_0 \neq \emptyset, \ell(\omega_0) = j, \mathcal{L}_\Delta = \rho) \leq M_\Delta [\ell(\omega) = j, \omega \cap K \neq \emptyset] \mathbb{P}_\Lambda (\mathcal{L}_\Delta = \rho \, |\Lambda| - j).
\]

(5.126)

By Equation (5.118), we have that

\[
\sum_{x \in C_N} M_{xN + \Lambda} [\ell(\omega) = j, \omega \cap K \neq \emptyset] = \sum_{x \in C_N} M_\Delta [\ell(\omega) = j, \omega \cap K \neq \emptyset] = \mathcal{O} \left( j^{-d/2} \right).
\]

(5.127)

We first treat the case \( j \) smaller than \( \rho_\varepsilon \, |\Lambda| - |\Lambda|^{5/6} \) in Equation (5.125).

**Case 1:** estimating the case where \( j \leq \rho_\varepsilon \, |\Lambda| - |\Lambda|^{5/6} \). We estimate (using Corollary 5.5 in the last step)

\[
\sum_{\rho_\varepsilon \, |\Lambda| - |\Lambda|^{5/6}} j^{-d/2} \mathbb{P}_\Lambda (\mathcal{L}_\Delta = \rho \, |\Lambda| - j) \leq \mathcal{O} \left( |\Lambda|^{-d/2} \right) \sum_{j = \rho_\varepsilon \, |\Lambda| / 2} j^{-d/2} = o \left( |\Lambda|^{-d/2} \right).
\]

(5.128)

On the other hand, using Corollary 5.4

\[
\sum_{j = |\Lambda|^{5/6}} j^{-d/2} \mathbb{P}_\Lambda (\mathcal{L}_\Delta = \rho \, |\Lambda| - j) \leq \sup_{j \geq (\rho_\varepsilon + \rho_\varepsilon / 2) |\Lambda|} \mathbb{P}_\Lambda (L_\Delta = k) \sum_{j = |\Lambda|^{5/6}} j^{-d/2} = o \left( |\Lambda|^{-d/2} \right).
\]

(5.129)
since for $k$ as above we have $\mathbb{P}(\mathcal{L}_\Delta = k) = O(\lvert \Lambda \rvert^{-d/2})$ and $j^{-d/2}$ is summable.

Finally, note that by Equation (5.101) as in the proof of Lemma 5.10
\[
\sum_{j=1}^{\lvert \Lambda \rvert^{5/6}} \sum_{x \in C_N \setminus \{0\}} \mathbb{P}_\beta \left( H_K < \beta j \right) = o(1).
\]

This gives using Proposition 5.2
\[
\sum_{j=1}^{\lvert \Lambda \rvert^{5/6}} \sum_{x \in C_N \setminus \{0\}} M_{xN+\Lambda} \left( \ell(\omega) = j, \omega \cap K \neq \emptyset \right) \mathbb{P}_\Delta \left( \mathcal{L}_\Delta = \rho \lvert \Lambda \rvert - j \right)
\leq o(1) \sup_{k \geq 0} \mathbb{P}_\Delta \left( \mathcal{L}_\Delta = \rho \lvert \Lambda \rvert - \lvert \Lambda \rvert^{5/6} + k \right) = o \left( \lvert \Lambda \rvert^{-d/2} \right).
\]

**Case 2:** we now treat the case $j$ larger than $\rho_c \lvert \Lambda \rvert + \lvert \Lambda \rvert^{5/6}$. Using Proposition 5.6, we obtain that
\[
\mathbb{P}_\Delta \left( \exists \omega_o: K \cap \omega_o \neq \emptyset, \ell(\omega_o) \geq \rho_c \lvert \Lambda \rvert + \lvert \Lambda \rvert^{5/6}, \mathcal{L}_\Delta = \rho \right) \leq e^{-\lvert \Lambda \rvert^{1/6}}.
\]

As the exponential decay dominates the polynomial size of $C_N$, we get that
\[
\sum_{x \in C_N \setminus \{0\}} \mathbb{P}_\Delta \left( \exists \omega_o: K \cap \omega_o \neq \emptyset, \ell(\omega_o) \geq \rho_c \lvert \Lambda \rvert + \lvert \Lambda \rvert^{5/6}, \mathcal{L}_\Delta = \rho \right) = o \left( \lvert \Lambda \rvert^{-d/2} \right).
\]

This concludes the proof.

**Proof of Lemma 5.13** First note that the probability that there exists two or more loops with length in $\mathbb{R}_+$ is negligible: if there were two or more loops with length in $\mathbb{R}_+$, the remaining loops would have a length of at most $\rho_c \lvert \Lambda \rvert - \rho_c \lvert \Lambda \rvert + 2 \lvert \Lambda \rvert^{5/6}$. However, by Proposition 5.6 this even has stretch-exponentially small weight. It is hence negligible.

This allows us to write
\[
\mathbb{P}^\rho_N \left( \forall x \in C_N \exists \omega: \ell(\omega) \in \mathbb{R}_+ \right) \sim \mathbb{P}^\rho_N \left( \forall x \in C_N \exists \omega: \ell(\omega) \in \mathbb{R}_+ \right).
\]

Note that by the fourth statement of Proposition 3.3 we have that
\[
\mathbb{P}^\rho_{xN+\Lambda} \left( \exists \omega: \ell(\omega) \in \mathbb{R}_+, \omega \cap K \neq \emptyset, \mathcal{L} = \rho \right)
= \sum_{j \in \mathbb{R}_+} M_{xN+\Lambda} \left( \ell(\omega) = j, \omega \cap K \neq \emptyset \right) \mathbb{P}^\rho_{xN+\Lambda} \left( \mathcal{L} = \rho \lvert \Lambda \rvert - j \right).
\]

Comparing this with Equation (5.41) concludes the first statement. The second statement follows in the same way.

**Proof of Lemma 5.14** This lemma follows from [AL11], which characterises the distribution of the short loops: to realise the large deviation event $\mathcal{L}_\Delta = \rho \lvert \Lambda \rvert$, there exists a single loop with length approximately $\rho_c \lvert \Lambda \rvert$. In [AL11] Theorem 2] it is shown that the remaining values are asymptotically iid (in the total variation norm).

It remains to show that the long loop is asymptotically negligible. However, using Lemma 5.9 the probability that the single long loop intersects a compact set $K$ is given by $p(x) = o(1)$ and is hence negligible in the evaluation of test functions. This concludes the proof.

**5.4. Proof of Theorem 2.2, the mean field case.** Given the previous results, the proof of the mean field case is not too difficult: the exponential decay of the Hamiltonian forces the total loop length to stay very close to $\rho \lvert \Lambda \rvert$. We can then apply almost the same proofs as in the free case.
Recall that for \( \Delta \subset \mathbb{Z}^d \) bounded, \( \mathcal{L}_\Delta = |\Delta| \mathcal{Z}_\Delta = \sum_{x \in \Delta} \mathcal{L}_x \). We set \( \Theta(\eta) = \Theta_\Delta(\eta) = \rho |\Delta| - \mathcal{L}_\Delta(\eta) \), the difference between \( \rho |\Lambda| \) and the total particle number.

Define a new measure \( \mathbb{P}_{\Delta}^{\text{apx-MF}} \), which approximates our limiting distribution, by its Radon–Nikodým derivative
\[
d\mathbb{P}_{\Delta}^{\text{apx-MF}} = \frac{1}{Z_{\Delta}^{\text{apx-MF}}} e^{-a\rho(\ell(\omega) - \Theta(\eta))} \mathbb{I}\{\ell(\omega) \geq \Theta(\eta)\} d\mathbb{P}_\Delta(\eta) \otimes dM_\Delta(\omega),
\]
where
\[
Z_{\Delta}^{\text{apx-MF}} = \int e^{-a\rho(\ell(\omega) - \Theta(\eta))} \mathbb{I}\{\ell(\omega) \geq \Theta(\eta)\} d\mathbb{P}_\Delta(\eta) \otimes dM_\Delta(\omega).
\]
The reference measure \( d\mathbb{P}_\Delta(\eta) \otimes dM_\Delta(\omega) \) samples a configuration of loops \( \eta \) and a single loop \( \omega \) independently. \( \mathbb{P}_{\Delta}^{\text{apx-MF}} \) then only allows configurations which satisfy \( \ell(\omega) + \mathcal{L}(\eta) \geq \rho |\Lambda| \) and exponentially penalises configurations by how much \( \ell(\omega) + \mathcal{L}(\eta) \) exceeds \( \rho |\Lambda| \).

Recall that \( H_{\Delta}^{\text{MF}}(\eta) = a |\Delta| \mathcal{Z}_\Delta(\eta)^2/2 \). It admits the following expansion
\[
H_{\Delta}^{\text{MF}}(\eta + \delta_\omega) = a \rho^2 |\Lambda|/2 + a \rho [\ell(\omega) - \Theta(\eta)] + a [\ell(\omega) - \Theta(\eta)]^2/2 |\Lambda|.
\]
This expansion will help us to absorb the influence of the Hamiltonian into the measure \( d\mathbb{P}_{\Delta}^{\text{apx-MF}} \).

Lemma 5.19. We have that as \( N \to \infty \)
\[
\mathbb{E}_\Lambda \left[ e^{-H_{\Delta}^{\text{MF}}} \mathbb{I}\{\mathcal{L}_\Lambda \geq \rho\} \right] \sim Z_{\Delta}^{\text{apx-MF}} e^{-a\rho^2 |\Lambda|/2}.
\]

Proof of Lemma 5.19. The idea of the proof is to combine the explicit distribution of \( \mathcal{L}_\Lambda \) with the fact that \( p_{|\Lambda|}(0) \sim p_{|\Lambda|+j}(0) \) as long as \( |j| \ll |\Lambda| \). This implies that the partition function is not influenced by the CLT fluctuations of \( \mathcal{L}_\Lambda \).

Recall that by Corollary 5.4, for any \( \delta > 0 \) fixed and \( r > |\Lambda| (1 + \delta) \rho_c \) we have
\[
\mathbb{P}_\Lambda (\mathcal{L}_\Lambda = r) \sim |\Lambda| \frac{P{(r - \rho_c |\Lambda|) \beta(0)}}{r - \rho_c |\Lambda|}.
\]
We have, as \( N \to \infty \),
\[
\mathbb{E}_\Lambda \left[ e^{-H_{\Delta}^{\text{MF}}} \mathbb{I}\{\mathcal{L}_\Lambda \geq \rho\} \right] = \sum_{j \geq \rho |\Lambda|} e^{-aj^2/(2|\Lambda|)} \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = j)
\]
\[
\sim \sum_{j \geq \rho |\Lambda|} \frac{|\Lambda| p_{\beta j - \rho_c |\Lambda|}(0) e^{-aj^2/(2|\Lambda|)}}{j - \rho_c |\Lambda|}
\]
\[
\sim e^{-a\rho^2 |\Lambda|/2} \sum_{j \geq 0} \left( \frac{d}{2\pi} \right)^d e^{-a\rho j} \frac{|\Lambda|^{1+d/2}}{\beta^{d/2} j^{1+d/2}}.
\]
Indeed, while the \( (1 + o(1)) \) term in Equation (5.140) may not be uniform in \( r \), we can still use the exponential decay:
\[
\mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho |\Lambda|) \sum_{j \geq 0} e^{-a\rho j} \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho |\Lambda| + j) \leq C \mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho |\Lambda|) \sum_{j \geq 0} e^{-a\rho j} \left( 1 + \frac{j}{\rho_c |\Lambda|} \right)^{-1-d/2},
\]
(5.142)
where the bound $\mathbb{P}_\Lambda (\mathcal{L}_\Lambda = \rho |\Lambda| + j) \leq C |\Lambda| (j + \rho_c |\Lambda|)^{-1-d/2}$ for all $j \geq 0$ is from Proposition 5.2. Thus, only finitely many terms in the expansion are relevant, and our $(1+o(1))$ argument in Equation (5.141) is justified.

Note that we can rewrite Equation (5.141) as

$$
\mathbb{E}_\Lambda \left[ e^{-H^\text{MF}_\Lambda} \mathbb{1}\{Z_\Lambda \geq \rho \} \right] \sim e^{-\rho |\Lambda|/2} M_\Lambda \left[ e^{-a\rho (\ell(\omega) - \rho_c |\Lambda|)} \mathbb{1}\{\ell(\omega) \geq \rho_c |\Lambda|\} \right],
$$

(5.143)

where the second use of $\sim$ follows from Equation (5.141).

We now show that

$$
Z_{\Lambda,\text{apx-MF}} \sim M_\Lambda \left[ e^{-a\rho (\ell(\omega) - \rho_c |\Lambda|)} \mathbb{1}\{\ell(\omega) \geq \rho_c |\Lambda|\} \right] \sim |\Lambda|^{-d/2} \sum_{j \geq \rho_c |\Lambda|} \left( \frac{d}{2\pi} \right)^{d/2} \frac{\rho_c^{-1-d/2} e^{-a\rho (j - \rho_c |\Lambda|)}}{\beta^{d/2} (1 + j/\rho_c |\Lambda|)^{1+d/2}}.
$$

(5.144)

Note that the sum on the right-hand side of the above equation is bounded from above and below by a constant.

We first expand to isolate the main contribution

$$
Z_{\Lambda,\text{apx-MF}} = Z_{\Lambda,\text{apx-MF}}^{\text{apx-MF}} + Z_{\Lambda,-}^{\text{apx-MF}} + Z_{\Lambda,+}^{\text{apx-MF}}.
$$

(5.145)

Here, set

$$
Z_{\Lambda,m}^{\text{apx-MF}} = \mathbb{E}_\Lambda \otimes M_\Lambda \left[ e^{-\rho (\ell(\omega) - \Theta(\eta))} \mathbb{1}\{\ell(\omega) \geq \Theta(\eta)\} \mathbb{1}\{\mathcal{L}_\Lambda - \rho_c |\Lambda| \leq |\Lambda|^{5/6}\} \right].
$$

(5.146)

However, on the event $|\mathcal{L}_\Lambda(\eta) - \rho_c |\Lambda| | \leq |\Lambda|^{5/6}$, we have that $|\Theta(\eta) - \rho_c |\Lambda| | \leq |\Lambda|^{5/6}$ and hence, as $N \to \infty$

$$
M_\Lambda \left[ e^{-\rho (\ell(\omega) - \Theta(\eta))} \mathbb{1}\{\ell(\omega) \geq \Theta(\eta)\} \right] \sim M_\Lambda \left[ e^{-a\rho (\ell(\omega) - \rho_c |\Lambda|)} \mathbb{1}\{\ell(\omega) \geq \rho_c |\Lambda|\} \right],
$$

(5.147)

since uniformly for $-|\Lambda|^{5/6} \leq j \leq |\Lambda|^{5/6}$ we have (compare Equation (5.141)), as $N \to \infty$

$$
M_\Lambda \left[ e^{-a\rho (\ell(\omega) - \rho_c |\Lambda|)} \mathbb{1}\{\ell(\omega) \geq \rho_c |\Lambda|\} \right] \sim M_\Lambda \left[ e^{-a\rho (\ell(\omega) - \rho_c |\Lambda| - j)} \mathbb{1}\{\ell(\omega) \geq \rho_c |\Lambda| + j\} \right].
$$

(5.148)

Furthermore, note that $\mathbb{P}_\Lambda \left( |\mathcal{L} - \rho_c |\Lambda| | \leq |\Lambda|^{5/6} \right) = 1 + o(1)$. This gives that $Z_{\Lambda,m}^{\text{apx-MF}}$ is asymptotically equal to the right-hand side of Equation (5.144).

Next, we show that the case where $|\mathcal{L} - \rho_c |\Lambda| | > |\Lambda|^{5/6}$ is negligible. We set

$$
Z_{\Lambda,-}^{\text{apx-MF}} = \mathbb{E}_\Lambda \otimes M_\Lambda \left[ e^{-\rho (\ell(\omega) - \Theta(\eta))} \mathbb{1}\{\ell(\omega) \geq \Theta(\eta)\} \mathbb{1}\{\mathcal{L}_\Lambda - \rho_c |\Lambda| \geq - |\Lambda|^{5/6}\} \right].
$$

(5.149)

However, as $Z_{\Lambda,0}^{\text{apx-MF}}$ is of polynomial order and $\mathbb{P}_\Lambda \left( \mathcal{L}_\Lambda - \rho_c |\Lambda| \leq - |\Lambda|^{5/6} \right)$ decays at a stretch-exponential speed (recall Proposition 5.6), we can neglect it.

For $Z_{\Lambda,+}^{\text{apx-MF}} = Z_{\Lambda}^{\text{apx-MF}} - (Z_{\Lambda,0}^{\text{apx-MF}} + Z_{\Lambda,-}^{\text{apx-MF}})$, a similar argument implies that it is negligible. This concludes the proof. \qed

The next proposition is a summary of some technical results, the analogy of the technical lemmas for the free case.
Proposition 5.20. For \( K \subset \mathbb{Z}^d \) bounded, we have as \( N \to \infty \)

\[
\mathbb{P}^{MF, \rho}_N (\exists \omega_0 : \omega(0) \in \Lambda_N, \omega_0 \cap K \neq \emptyset, \forall \omega : \ell(\omega) \notin R_e, |L_\Delta| \geq \rho) = o(1),
\]
(5.150)

\[
\mathbb{P}^{MF, \rho}_N (\exists x \in C_N \setminus \{0\} : \text{two or more loops started at } xN + \Lambda \text{ intersect } K) = o(1),
\]
(5.151)

\[
\mathbb{P}^{MF, \rho}_N (\exists \omega : \omega(0) \notin C_N \text{ but } \omega \cap K \neq \emptyset) = o(1),
\]
(5.152)

\[
\mathbb{P}^{MF, \rho}_N (\exists \omega : \omega(0) \notin \Lambda, \omega_0 \cap K \neq \emptyset, \ell(\omega_0) \notin R_e) = o(1),
\]
(5.153)

\[
\mathbb{P}^{MF, \rho}_N (\exists \omega : \omega(0) \in \Lambda, \omega_0 \cap K \neq \emptyset, \ell(\omega_0) \in R_e) = o(1).
\]
(5.154)

**Proof of Proposition 5.20.** The proof of the above statements is the same as in the free case, because the Hamiltonian \( H^{MF}_\Delta \) is determined by the value of \( L_\Delta \). We illustrate this with the first statement.

The proof of the first statement is similar to the one of Lemma 5.11. Note that using Lemma 5.19 in the last step, for \( \Delta = xN + \Lambda \)

\[
\sum_{x \in C_N} \mathbb{P}^{MF}_{xN+\Lambda} \left( \exists \omega_0 : \omega_0 \cap K \neq \emptyset, \forall \omega : \ell(\omega) \notin R_e, |L_\Delta| \geq \rho \right)
\]

\[
= \sum_{x \in C_N} \frac{\mathbb{E}^{MF}_{xN+\Lambda} \left[ e^{-H^{MF}_\Delta} \mathbb{1}_{|L_\Delta| \geq \rho} \right]}{\mathbb{E}^{MF}_\Delta \left[ e^{-H^{MF}_\Delta} \mathbb{1}_{|L_\Delta| \geq \rho} \right]} \]
\]

\[
\sim \sum_{x \in C_N} \frac{\mathbb{E}^{MF}_{xN+\Lambda} \left[ e^{-H^{MF}_\Delta} \mathbb{1}_{|L_\Delta| \geq \rho} \right]}{Z^{MF}_{xN+\Lambda} e^{-|\Delta|/2}}.
\]

We only need to bound the denominator: we expand

\[
\mathbb{E}^{MF}_{xN+\Lambda} \left[ e^{-H^{MF}_\Delta} \mathbb{1}_{|L_\Delta| \geq \rho} \right] = \sum_{k \geq \rho |\Delta|} e^{-H^{MF}(k)} \mathbb{P}^{MF}_{xN+\Lambda} (\exists \omega_0 : \omega_0 \cap K \neq \emptyset, \forall \omega : \ell(\omega) \notin R_e, |L_\Delta| = k),
\]

(5.156)

where we wrote \( H^{MF}(k) \) for \( H^{MF}_\Delta(\eta) \) evaluated at \( L_\Delta(\eta) = k \).

Lemma 5.11 shows that there is some \( \delta > 0 \) such that for all \( k \) with \( \rho |\Delta| \leq k \leq \rho |\Delta| + |\Delta|^\delta \) we have that, as \( N \to \infty \)

\[
\sum_{x \in C_N} \mathbb{P}^{MF}_{xN+\Lambda} (\exists \omega_0 : \omega_0 \cap K \neq \emptyset, \forall \omega : \ell(\omega) \notin R_e, L_\Delta = k) = o \left( |\Delta|^{-d/2} \right) = o \left( Z^{MF}_{xN+\Lambda} \right).
\]

(5.157)

However, for \( k > \rho |\Delta| + |\Delta|^\delta \), we have that \( e^{-H^{MF}(k)} < e^{-\rho |\Delta|/2} e^{-\rho |\Delta|^\delta} \) and they hence do not contribute to the sum in Equation (5.156).

This concludes the proof of the first statement. The remaining statements follow in the same way: we can transfer the proof from the free case by conditioning on the value of \( k \) and noting that \( k \) larger than \( \rho |\Delta| \) are suppressed exponentially fast. \( \square \)

Note that by the last statement of Proposition 3.3 and Equation (5.138)

\[
\mathbb{E}^{MF}_{xN+\Lambda} \left[ e^{-H^{MF}_\Delta F} \mathbb{1}_{|L_\Delta \geq \rho |\Delta|} \right] \sim \mathbb{E}^{MF}_{xN+\Lambda} \left[ e^{-H^{MF}_\Delta F} e^{\rho \ell(\omega_0) - \Theta(\eta)} \right].
\]

(5.158)

Using Proposition 5.20 in the same way as we used it in the proof of Proposition 5.17 we obtain

\[
\mathbb{E}^{MF, \rho}_N [F] \sim \bigotimes_{x \in C_N} \mathbb{E}^{MF}_{xN+\Lambda} \left[ F e^{-H^{MF} + \rho \ell(\omega_0) - \Theta(\eta)} \right].
\]

(5.159)
Next, we want to remove the influence of the Hamiltonian. For this, we add and subtract 1 from \( e^{-H_{\Delta} + ap^2|\Lambda|/2 + p(\ell(\omega) - \Theta(\eta))} \). We first estimate the error term:

**Lemma 5.21.** We have that for \( K \subset \mathbb{Z}^d \) compact, as \( N \to \infty \)
\[
\sum_{x \in C_N} \mathbb{P}_{x, N + \Lambda}^{\text{apx-MF}} \left[ \left| e^{-H_{\Delta} + ap^2|\Lambda|/2 + p(\ell(\omega) - \Theta(\eta))} - 1 \right|, \omega \cap K \neq \emptyset \right] = o(1). \tag{5.160}
\]

**Proof of Lemma 5.21.** The proof is similar to the second part of the proof of Lemma 5.9, hence we focus on the steps different and refer back for additional details.

Assume without loss of generality that \( K = \{0\} \). We multiply Equation (5.160) by \( Z_{\Delta}^{\text{apx-MF}} \) and expand the probability (similar to the previous lemmas)
\[
\sum_{k \geq 0} \sum_{j \geq a|\Lambda| - k} \sum_{x \in C_N} \mathbb{P}_{x, N + \Lambda} \otimes M_{x, N + \Lambda} \left[ \left| e^{-H_{\Delta} + ap^2|\Lambda|/2 + p(\ell(\omega) - \Theta(\eta))} - 1 \right|, \omega \cap K \neq \emptyset, L_\Lambda = k, \ell = j \right]
\leq \sum_{k \geq 0} \sum_{j \geq a|\Lambda| - k} \mathbb{P}_{\Lambda} (L_\Lambda = k) M_{\Lambda} [\ell = j, 0 \in \omega] \left| e^{-H_{\Delta} (k + j) + ap^2|\Lambda|/2 - e^{-ap(j - k)|\Lambda| + k}} \right|, \tag{5.161}
\]
where we abbreviate \( a(k + j)^2/2|\Lambda| \) by \( H_{\Delta}(k + j) \).

Recall that \( M_{\Lambda} [\ell = j, 0 \in \omega] = \mathcal{O} (j^{-d/2}) \), see Equation (5.118). Note that using Equation (5.138)
\[
-H_{\Delta}(k + j) + ap^2|\Lambda|/2 = -ap(j - k) - a \frac{(j - k)^2}{2|\Lambda|}.
\]
By re-indexing the sum, we rewrite this as
\[
\mathcal{O}(1) \sum_{k \geq 0} \sum_{j \geq 0} \mathbb{P}_{\Lambda} (L_\Lambda = k) (j + p|\Lambda| - k)^{-d/2} \left| e^{-j^2/2|\Lambda|} - 1 \right| e^{-apj} . \tag{5.163}
\]
As \( k \) concentrates around \( |\Lambda| \rho_c \) and \( j \) around \( \rho_c |\Lambda| \), we get that \( e^{-j^2/2|\Lambda|} - 1 = o(1) \) for contributing \( j \). Hence, we can estimate the above as \( o(\left| \Lambda \right|^{-d/2}) \). As \( Z_{\Delta}^{\text{apx-MF}} = \mathcal{O} (|\Lambda|^{-d/2}) \), this proves the claim. \( \square \)

The next lemma is the analogue of Proposition 5.17.

**Lemma 5.22.** We define for \( \Delta = xN + \Lambda \), the measure \( M_{\Delta}^{\text{MF}} \) as the projection of \( \mathbb{P}_{\Delta}^{\text{apx-MF}} \) onto its second component, the long loop \( \omega \).

We furthermore set for \( K \subset \mathbb{Z}^d \)
\[
dM_{\Delta}^{\text{MF}} = \sum_{x \in C_N} \mathbb{I} \{ \omega \cap K \neq \emptyset \} dM_{\Delta}^{\text{MF}} . \tag{5.164}
\]

Define \( M_{\Delta}^{\text{MF}*} = M_{\Delta}^{\text{MF}} \circ \Pi^{-1} \), analogous to Proposition 5.17. We then have that for \( E \) an events as in Definition 5.16
\[
M_{\Delta}^{\text{MF}*}[E] = \rho_c \nu(E) (1 + o(1)) , \tag{5.165}
\]
as \( N \to \infty \).

**Proof of Lemma 5.22.** Following the steps from the proof of Proposition 5.17, we can rewrite for \( z \) a point in the boundary of \( K \), as \( N \to \infty \)
\[
M_{\Delta}^{\text{MF}*}[E] \sim \kappa_d q(E) M_{\Delta}^{\text{MF}} [\ell(\omega)] \mathbb{I} \{ \omega(0) = z \} \]
\[
\sim \frac{\kappa_d q(E)}{Z_{\Delta}^{\text{apx-MF}}} \sum_{j = -|\Lambda|^{5/6}}^{|\Lambda|^{5/6}} \mathbb{P}_{\Lambda} (L_\Lambda = \rho_c |\Lambda| + j) \sum_{k \geq \rho_c |\Lambda| - j} \left( \frac{d}{2\pi} \right)^{d/2} e^{-ap(\beta k - \rho_c |\Lambda| + j)} (\beta k)^{d/2} . \tag{5.166}
\]
where \( q(E) \) is the same as in Equation (5.74) and we used Lemma 5.19 to neglect the event \( \{|\Lambda - \rho c | | > |\Lambda|^{5/6}\} \). We rewrite for \( j \) in the range as above, as \( N \to \infty \)

\[
\sum_{k \geq \rho c | | - j} \frac{e^{-\alpha \rho (\beta k - \rho c | | + j)}}{(\beta k)^{d/2}} = \frac{1}{(\rho c | | (1 + o(1)))^{d/2}} \sum_{k \geq 0} \frac{e^{-\alpha \rho k}}{(1 + \beta k/\rho c | | )^{d/2}}
\]

\[
= \frac{1 + o(1))}{(\rho c | | )^{d/2} (1 - e^{-\alpha \rho})}.
\]

Similarly, we find that

\[
Z_{\Lambda,\rho}^{\text{apx-MF}} \sim \sum_{j \geq \rho c | |} \left( \frac{d}{2\pi} \right)^{d/2} \frac{|\Lambda| e^{-\alpha \rho (j - \rho c | |)}}{\beta^{d/2} j^{1+d/2}} \sim \left( \frac{d}{2\pi} \right)^{d/2} \frac{|\Lambda|}{\rho c | | )^{d/2+1} (1 - e^{-\alpha \rho})}. \tag{5.168}
\]

Therefore, we can conclude that

\[
M_{\rho}^{\text{MF}^*}[E] = \rho c \nu[E] (1 + o(1)). \tag{5.169}
\]

This concludes the proof. \( \square \)

The proof of Theorem 2.2 now goes as follows: the distribution of \( \mathbb{P}_{\rho c}^{\text{MF}} \) conditioned on exceeding a particle density of \( \rho c \) can be obtained in two steps. First, sample \( \eta = \sum_{\omega} \delta_{\omega} \) according to \( \mathbb{P}_{\rho c}^{\text{MF}} \). Then, sample a PPP process with intensity measure \( M_{\rho c}^{\text{MF}} \). However, this has the same distribution as a PPP with intensity measure \( \nu \), according to Lemma 5.22. Take \( F \) a suitable test function (compactly supported). Then, using Proposition 5.20 in the first step and

\[
\mathbb{P}_{\rho c}^{\text{MF}}[F] \sim \bigotimes_{x \in C_{\Lambda}} \mathbb{E}_{xN + \Lambda}^{\text{apx-MF}} \left[ F e^{-H_{\rho c}^{\text{MF}} + \alpha \rho^2 |\Lambda|/2 + \rho |\ell(\omega) - \Theta(\eta)|} \right]
\]

\[
\sim \bigotimes_{x \in C_{\Lambda}} \mathbb{E}_{xN + \Lambda}^{\text{apx-MF}}[F] + O \left( \bigotimes_{x \in C_{\Lambda}} \mathbb{E}_{xN + \Lambda}^{\text{apx-MF}} \left[ \left| 1 - e^{-H_{\rho c}^{\text{MF}} + \alpha \rho^2 |\Lambda|/2 + \rho |\ell(\omega) - \Theta(\eta)|} \right| 1_{\eta \cap \{0\} \neq \emptyset} \right] \right)
\]

\[
\sim \mathbb{E}_{2^d,\beta,0} \otimes \mathbb{E}_{\rho c}^{\text{MF}^*}[F] \sim \mathbb{E}_{2^d,\beta,0} \otimes \mathbb{E}_{\rho - \rho c}^{\text{MF}^*}[F], \tag{5.170}
\]

where we used the notation \( \mathbb{E}_{\rho c}^{\text{MF}^*} \) for the PPP with intensity measure \( M_{\rho c}^{\text{MF}^*} \), just like in Proposition 5.15. This concludes the proof. \( \square \)

**Appendix**

**Proof of Theorem 4.1** To make this paper self-contained, we give the proof of the case \( \rho < \rho c \) here. It can also be found in [DV21].

Fix \( \rho < \rho c \). Since the function \( \rho \) (from Equation (4.1)) is bijective from \( (-\infty, 0) \to (0, \rho c) \), we can choose \( \mu \) such that \( \rho(\mu) = \rho \). We now use Equation (5.2) to write for any test-function and any \( \mu \)

\[
\mathbb{E}_{\Lambda,\beta,\mu}[F|\mathcal{L}_\Lambda = \rho |\Lambda |] = \mathbb{E}_{\Lambda,\beta,\mu}[F|\mathcal{L}_\Lambda = \rho |\Lambda |]. \tag{5.171}
\]

By the Campbell formula (Proposition 3.3), we have that \( \mathbb{E}_{\Lambda,\beta,\mu}[\mathcal{L}_\Lambda] = \rho(\mu) |\Lambda | = \rho |\Lambda | \). By Gnedenko’s Local Limit Theorem (see [BGT89 Theorem 8.4.1]), we have that for any \( M > 0 \) fixed

\[
\sup_{j: |j| - \rho |\Lambda | \leq M/\alpha} \left| a_{\Lambda} \mathbb{P}_{\Lambda,\beta,\mu}(\mathcal{L}_\Lambda = j) - \phi \left( j - \rho |\Lambda | / \alpha \right) \right| = o(1), \tag{5.172}
\]

where \( \phi \) is the density of the limiting stable law, compare Corollary 5.4. Hence, for all \( \delta > 0 \) such that \( |\Lambda|^{\delta} = o(a_{\Lambda}) \), for all \( -|\Lambda|^{\delta} \leq j \leq |\Lambda|^{\delta} \)

\[
\mathbb{P}_{\Lambda,\beta,\mu}(\mathcal{L}_\Lambda = \rho |\Lambda |) \sim \mathbb{P}_{\Lambda,\beta,\mu}(\mathcal{L}_\Lambda = \rho |\Lambda | + j). \tag{5.173}
\]
We now can proceed similar to the supercritical case: fix a region \( \Delta_M = [-M, M]^d \cap \mathbb{Z}^d \) for \( M = N^d \). Fix a compact set \( K \subset \mathbb{Z}^d \). The loops intersecting \( K \) start in \( \Delta_M \) with high probability, see Lemma 5.9. With high probability, the value of \( \mathcal{L}_{\Delta_M} \) is bounded by \( 2\rho |\Delta_M| \). Equation (5.173) gives that the distribution of \( \mathcal{L}_\Lambda \) is not affected by \( \mathcal{L}_{\Delta_M} \) and hence we can write for test functions \( F \)

\[
\mathbb{E}_{\Lambda,\beta,\mu}[F|\mathcal{L}_\Lambda = \rho|\Lambda|] \leq \mathbb{E}_{\Delta_M,\beta,\mu}[F, \mathcal{L}_{\Delta_M} \leq 2\rho |\Delta_M|] \quad \sup_{j: |j-\rho|\Lambda|} \frac{\mathbb{P}_{\Lambda,\beta,\mu}(\mathcal{L}_\Lambda = \rho|\Lambda| + j)}{\mathbb{P}_{\Lambda,\beta,\mu}(\mathcal{L}_\Lambda = \rho|\Lambda|)}, \tag{5.174}
\]

and similar for a lower bound. Equation (5.173) then shows that only \( \mathbb{E}_{\Delta_M,\beta,\mu}[F, \mathcal{L}_{\Delta_M} \leq 2\rho |\Delta_M|] \) survives in the limit. Since \( \mathbb{E}_{\Delta_M,\beta,\mu}[\mathcal{L}_{\Delta_M}] = \rho |\Delta_M| \), we have that

\[
\mathbb{E}_{\Delta_M,\beta,\mu}[F, \mathcal{L}_{\Delta_M} \leq 2\rho |\Delta_M|] \sim \mathbb{E}_{\mathbb{Z}^d,\beta,\mu}[F], \tag{5.175}
\]

as \( N \to \infty \). This concludes the proof. \( \Box \)

5.5. Table with frequently used notation.

| Symbol | Definition | Explanation | Class |
|--------|------------|-------------|-------|
| \( \rho \) | Positive real | Density | Model parameter |
| \( \mu \) | Non-positive | Chemical potential | Model parameter |
| \( \beta \) | Positive real | Inverse temperature | Model parameter |
| \( \rho_c \) | \( \sum_{j \geq 1} p_{\beta j}(0) \) | Critical density | Parameter |
| \( \rho_e \) | \( \max\{\rho - \rho_c, 0\} \) | Excess density | Parameter |
| \( \Lambda \) | \( [-N/2, N/2]^d \cap \mathbb{Z}^d \) | Box | Set |
| \( \Lambda_N \) | \( r_N[-N^d/2, N^d/2]^d \cap \mathbb{Z}^d \) | Box, Section 3.1 | Set |
| \( C_N \) | \( r_N[-N^d/2-1/2, N^d/2-1/2]^d \cap \mathbb{Z}^d \) | Box | Set |
| \( R_e \) | \( [\rho_e |\Lambda| - |\Lambda|^{5/6}, \rho_e |\Lambda| + |\Lambda|^{5/6}] \cap \mathbb{Z} \) | Interval | Set |
| \( M_{\Lambda,\beta,\mu} \) | See Equation (1.1) | Bosonic Loop measure | Measure |
| \( \mathcal{M}_\Delta \) | See Equation (5.41) | Long loop measure | Measure |
| \( Z_\Delta \) | See Equation (5.42) | Partition function | Measure |
| \( \mathbb{P}_{\Lambda,\beta,\mu} \) | PPP with intensity measure \( M_{\Lambda,\beta,\mu} \) | Loop soup | Measure |
| \( \mathbb{P}_N^\rho \) | See Equation (2.2) | Conditional process | Measure |
| \( \mathbb{P}_{\Delta}^{MF} \) | See Equation (2.6) | Mean field law | Measure |
| \( \mathbb{P}_{\Delta}^{\text{apx-MF}} \) | See Equation (5.136) | Mean field approx. | Measure |
| \( \mathbb{P}_{\rho_c}^p \) | See Section 3.2 | Interlacements | Measure |
| \( \mathbb{P}_{x,x}^{\beta j} \) | See Equation 3.1 | Random walk bridge | Measure |
| \( p_{\beta j}(x, y) \) | See Section 3.1 | transition kernel | Kernel |
| \( \mathcal{L}_\Delta \) | See Equation 3.6 | Particle number | Random variable |
| \( \overline{\mathcal{L}}_\Delta \) | \( |\Delta|^{-1} \mathcal{L}_\Delta \) | Particle density | Random variable |
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