Supplemental Text

1 Formation and Lifetimes of MI & MII Spindles in Mouse Oocytes

As described in Materials & Methods, we extract germinal-vesicle-stage (GV-stage) oocytes from mouse ovaries and mature them in vitro. LC-PolScope observations indicate that, after completion of anaphase I, MII oocytes spindles remain in steady state for at least 12 hours (Fig. S1).

2 Retardance Images Behave As If Light Were Collimated as It Passes Through Spindle

In this work, we treat all LC-PolScope data as if it represented a simple projection over the optical axis \( \hat{o} \) (Main Text Eqns. 1). This is equivalent to modeling the light passing through the spindle as collimated, i.e. we assume that the optical section depth of the LC-PolScope is much larger than the spindle diameter. This assumption is consistent with previous measurements of invertebrate oocytes in a quantitative polarization microscopy system similar to the LC-PolScope (22). In that work, it was shown that measured retardance values do not depend on the details of the optical train, in particular on the numerical apertures (NAs) of the objective and condenser lenses, consistent with the assumption of collimated light. However, we used immersion objectives with significantly higher NAs than reference (22), and, to our knowledge,
there is not a simple way to theoretically estimate the optical section depth of “semi-coherent” microscopy like LC-PolScope (51). To experimentally check whether our results depend on the details of the optical train, we measured the retardance profiles of MI and MII spindles with three different objectives, whose NAs varied from 0.10 (magnification 4x) to 1.45 (magnification 100x). Consistent with the results of the previous study, we found that our retardance measurements do not depend strongly on the NA or magnification of the objective lens used, and conclude that, in all cases, transmitted light behaves as though it were approximately collimated (Fig. S2). In all LC-PolScope experiments, we used a condenser lens with NA 0.52, with the condenser iris in the half-closed position such that the effective condenser NA $\approx 0.25$. We do not expect the condenser NA to significantly affect the lateral resolution of the microscope (52).

3 Calculation of Microtubule Cross-Sectional Density from Observed Retardance

3.1 Retardance of Microtubule Arrays Aligned Perpendicular to the Optical Axis

Microtubules exhibit “form birefringence”; that is, their birefringence arises predominantly from their rod-like shape and their high refractive index relative to the surrounding medium, rather than “stress birefringence” (arising from anisotropic mechanical strain) or “intrinsic birefringence” (arising from anisotropic distribution of oriented chemical bonds) (22). Here, we construct a model, based on Wiener’s equation for form birefringence (53), that relates the observed retardance of a sample of microtubules coherently aligned in a direction $\hat{x}$ perpendicular to the optical axis $\hat{o}$ with the average 2D cross-sectional density $\rho_0$ of the microtubules in the plane perpendicular to $\hat{x}$. By definition, the retardance of a sample is proportional to its thickness $T$ and the refractive index mismatch $\Delta n = n_{\text{slow}} - n_{\text{fast}}$ between light polarized along the
fast and slow optical axes,

\[ r = T \Delta n. \]

For materials like microtubules, whose birefringence arises from their rod-like shape, \( \Delta n \) is related to the volume fraction \( f \) and refractive index \( n_{MT} \) of the microtubules, as well as the refractive index \( n_{Cyto} \) of the surrounding cytoplasm,

\[ \Delta n = f \frac{(n_{Cyto}^2 - n_{MT}^2)^2}{2n_{Cyto}(n_{Cyto}^2 + n_{MT}^2)}. \]

This expression assumes \( f \ll 1 \); this assumption is generally appropriate for spindle microtubules (54). For a bulk material composed of aligned rods, it is the also case that

\[ f = \pi \left( \frac{d_{MT}}{2} \right)^2 \rho_0, \]

where \( d_{MT} \) is the diameter of a single rod. Putting these equations together, we obtain an equation relating \( r \) and \( \rho_0 \),

\[ \rho_0 = \frac{r}{TA_0}, \quad (S1) \]

where the so-called retardance area \( A_0 \) characterizes the contribution of a single microtubule to the measured retardance,

\[ A_0 \equiv \left( \frac{\pi d_{MT}^2}{4} \right) \frac{(n_{Cyto}^2 - n_{MT}^2)^2}{2n_{Cyto}(n_{Cyto}^2 + n_{MT}^2)}. \]

The microtubule-related quantities \( d_{MT} \) and \( n_{MT} \) have been previously measured, and should not depend strongly on cell type: \( d_{MT} \approx 24 \) nm and \( n_{MT} \approx 1.512 \) (22, 55). To our knowledge, the refractive index of mouse oocyte cytoplasm has not been measured. For other metazoan cell types, \( n_{Cyto} \) typically lies in the range 1.35-1.40 (22, 56). Assuming that \( n_{Cyto} = 1.375 \pm 0.025 \), we obtain \( A_0 = (6.2 \pm 1.8) \) nm\(^2\), consistent with previous experimental measurements of this quantity \textit{in vitro}, which yield \( A_0 \approx 7.5 \) nm\(^2\). (23). Using the measured values of microtubule cross-sectional density given in the Main Text, we find \( f \approx 0.04 \), consistent with the assumption \( f \ll 1 \) used in the above derivation.
3.2 Average Microtubule Cross-Sectional Density in MI and MII Spindles

To estimate the average microtubule cross-sectional density $\langle \rho \rangle$ (Fig. S1(c)), we first calculate the average retardance in a $8 \, \mu m \times 8 \, \mu m$ box in the center of the spindle, and take the spindle diameter as the sample thickness, $T \approx 2R_0$, and directly apply Eqn. S1.

3.3 Predicted Retardance Profile of Oocyte Spindle

To measure the dependence of microtubule density on position along the spindle axis (Main Text Fig. 3 (d & e)), we construct a more detailed model which takes into account the fact that spindles do not have uniform thickness, but are well-described as surfaces of revolution with axes of revolution $\hat{x}$,

$$R(x, \phi) = \{x, R(x) \cos \phi, R(x) \sin \phi\},$$

where $R(x)$ is the spindle radius at position $x$ along its long axis, and $\tan \phi \equiv y/z$ is the cylindrical polar coordinate relative to the $\hat{x}$-axis. Assuming collimated light and that the spindle is centered at the origin, the sample thickness corresponding to a specific position $\{x, y\}$ in the LC-PolScope image plane is given by the formula $T(x, y) = 2(R(x)^2 - y^2)^{1/2}$, and Eqn. S1 may be rewritten as

$$r(x, y) = 2(R(x)^2 - y^2)^{1/2};$$

where $\langle \rho \rangle_z$ is the cross-sectional density averaged over the optical path through the spindle (Fig. S3). To find the average cross-sectional density in the retardance slice $x = x_i$, we treat density $\rho_x(x_i)$ and spindle radius $R(x_i)$ as independent fit parameters in the equation

$$r(x_i, y) = 2\rho_x(x_i)(R(x_i)^2 - y^2)^{1/2},$$

where the density profile $\rho_x(x)$ along the spindle axis may be interpreted as the 3D density profile averaged over $y$ and $z$, $\rho_x(x) \equiv \langle \rho(x, y, z) \rangle_{y,z}$. For time-averaged retardance images, we consider $\rho_x(x)$ to be averaged over time as well, $\rho_x(x) \equiv \langle \rho(x, y, z, t) \rangle_{y,z,t}$. 

4
4 Fitting Spindle Boundary to Circle Arcs

4.1 Rationale for Fitting Spindle Boundary to Circle Arcs

In the analysis presented in Fig. 1 of the Main Text, we fit empirically observed spindle boundaries, obtained from time-averaged LC-PolScope retardance images, to a set of circle arcs fully determined by the three geometrical parameters $L_0$, $R_0$, and $r_0$ (Main Text Fig. 1 (b & c)). We chose this family of shapes for two reasons: first, a very similar shape has been shown to arise from a mechanical model in which molecular-motor-driven contractile forces balance stresses from nematic elasticity at the spindle boundary \(^{(17)}\). Second, the circle arc family provides better fits to the empirically measured spindle boundaries (Materials & Methods, Fig. S4) than other curve families we have tested, for example ellipses or rectangles. The utility of the circle arc family is particularly evident when we fit confocal slices that contain the spindle long axis; in these micrographs, the concave geometry of many (but not all) polar caps is more visually evident than in LC-PolScope retardance images (Figs. S5(a&b)). This discrepancy is presumably due to the fact that the $\hat{z}$-projection implicit in the LC-PolScope measurement obscures the true shape of the cross-section.

4.2 Shape Parameters from Confocal Slices Vs Shape Parameters from LC-PolScope Retardance Images

The shape parameters $(L_0, R_0$, and $r_0)$ found by fitting confocal sections are systematically $\sim 10\%$ greater than those found from analysis of time-averaged LC-PolScope retardance images (Fig. S5 (c & d)), presumably due to errors associated with the fact that the long axes of spindles imaged with the LC-PolScope are not perfectly perpendicular to the optical axis (Materials & Methods) and systematic errors in identifying the spindle boundary from a retardance image (Materials & Methods). We consider the parameters obtained from fitting the confocal images to more accurately characterize the true shapes of living MII spindles.
5 2D Circle Arcs Model Is a Good Approximation of $\hat{z}$-Projected 3D Circle Arcs Model

The orientation fields we obtain from LC-PolScope are not the full 3D orientation fields; rather, they are those fields projected over an axis, $\hat{z}$, that is perpendicular to the spindle long axis $\hat{x}$ (Main Text Fig. 1). Therefore, previously derived predictions for 3D nematic tactoids, e.g. the circle arcs model (29), do not directly apply to our data (Fig. S6). Here, we estimate the error incurred by approximating the angle fields derived from projections of 3D circle arcs with the 2D circle arcs model. To do this, we construct the 3D nematic field for the nematic tactoid that is uniquely specified by the defect half-spacing $L_0$ and the radius of curvature $R_c$ of the tactoid boundary (Fig. S6(e); (30)). We then calculate the projection of that nematic field into 2D along an axis perpendicular to the tactoid long axis, and compare it to the field generated by the 2D family of circle arcs generated with the same defect spacing and radius of curvature. Our comparison includes both the fields in the central region of the tactoid (the region that describes oocyte spindles very well; Main Text Fig. 1), as well as fields in the polar regions (absent in oocyte spindles). The error we calculate here can therefore be considered as an upper bound on the error associated with comparing the measured $\hat{z}$-projection of the 3D orientation field with a 2D circle arcs model in mouse oocyte spindles. In the geometry relevant to mouse oocyte spindles ($R_c/L_0 \approx 1.5$), the error introduced by using a 2D circle arcs model to describe projected 3D data is around 1% (Fig. S6(f)).
6 Orientational Correlation Functions

6.1 Active Nematic Model for Equation of Motion for $\delta \mathbf{N}$ (Real & Fourier Space)

In equilibrium field theories, the equipartition theorem can be applied to an appropriately diagonalized expression for free energy to calculate the spectrum of fluctuations (28). In non-equilibrium systems like the spindle, we can recover an analogous result by constructing an equation of motion and applying the principles of fluctuating hydrodynamics (57). Quite generally, the director field of an active nematic obeys an equation of motion derived from local torque balance (13, 58)

$$\gamma \left( \frac{\partial \mathbf{N}_i}{\partial t} + v_j \nabla_j \mathbf{N}_i - M_{ij} \mathbf{N}_j \right) = h_i + \gamma S_i. \quad (S3)$$

Here, $v$ is the hydrodynamic velocity field of microtubules plus surrounding fluid, the tensor $\mathbf{M} = 1/2(\nabla v - (\nabla v)^T) + \lambda/2(\nabla v + (\nabla v)^T)$ describes the flow alignment of microtubules, $\gamma$ is a rotational viscosity, $\lambda$ dictates how microtubules orient in shear flows, $S_i$ is a noise term whose form we will specify later. Using the one-constant approximation $k = k_{\text{bend}} = k_{\text{twist}} = k_{\text{splay}}$, the molecular field $h_i$ is given by $h_i = k \nabla^2 n_i$ (28). In general, Eqns. S3 must be supplemented by the constraint that the director is a unit vector, $|\mathbf{N}| = 1$, and a stress-balance equation which sets $v$. For an active nematic at low Reynolds number, the stress balance equation may be written

$$\sigma^r + \sigma^v + \sigma^a = 0,$$
where $\sigma^r$, $\sigma^v$, and $\sigma^a$ are the reactive, viscous, and active contributions to the total stress, given by

$$
\sigma^r_{ij} = p \delta_{ij} - \frac{\lambda}{2} (n_i h_i + n_j h_j);
$$

$$
\sigma^v_{ij} = -\eta \partial_j (\partial_i v_j + \partial_j v_i);
$$

$$
\sigma^a_{ij} = -\zeta n_i n_j,
$$

where $p$ is the hydrostatic pressure, $\eta$ is the dynamic viscosity of the composite fluid, and $\zeta$ is the active stress density. However, it has previously been argued (13) that the flows in steady-state in vitro assembled Xenopus egg extract spindles are so small that the terms involving $\mathbf{v}$ in Eqn. S3 may be neglected. In that case, the equation of motion for small fluctuations $\delta \mathbf{N}$ about the director $\hat{x}$ becomes the diffusion equation with non-conservative noise,

$$
\frac{\partial \delta N_j}{\partial t} = -K \nabla^2 \delta N_j + S_j,
$$

(S4)

where $\delta N_j$, $j \in \{y, z\}$, are the components of the fluctuation perpendicular to the director, and $K \equiv k/\gamma$ is the nematic diffusivity, which has units of diffusion constant. Taking the Fourier transform of this expression, we get

$$
-i \omega \delta \tilde{N}_j = K \mathbf{Q}^2 \delta \tilde{N}_j + \tilde{S}_j(\mathbf{Q}, \omega),
$$

where $\mathbf{Q} = \{q_x, q_y, q_z\}$ and $\omega$ are the wave-vector and angular frequency, and the Fourier transform is defined as

$$
\tilde{f}(\mathbf{Q}, \omega) \equiv FT\{ f(\mathbf{R}, t) \} \equiv \int d\mathbf{Q} d\omega e^{-i(\mathbf{Q} \cdot \mathbf{R} + \omega t)} f(\mathbf{R}, t),
$$

where $f(\mathbf{R}, t)$ is an arbitrary function of space and time.
6.2 Theoretically Predicted Fourier Space Correlation Functions in (3+1)D

To explicitly calculate correlation functions from the equation of motion S4, we assume Gaussian-distributed noise. In real space, \( S_j(R, t) \) is fully characterized by the equations

\[
\langle S_j(R, t) \rangle = 0, \quad \langle S_i(R, t) S_j(R', t') \rangle = S_0^2 \delta(R - R') \delta(t - t') \delta_{ij},
\]

where \( S_0^2 \) is the noise amplitude. These relations are equivalent to the Fourier space expressions

\[
\langle \tilde{S}_j(Q, \omega) \rangle = 0, \quad \langle \tilde{S}_i(Q_1, \omega_1) \tilde{S}_j(Q_2, \omega_2) \rangle = S_0^2 \delta(Q_1 + Q_2) \delta(\omega_1 + \omega_2) \delta_{ij}.
\]

Using these expressions, we calculate the full spatiotemporal correlation function for \( \delta \tilde{N}_y \),

\[
C_{nn}(Q, \omega) \equiv \frac{1}{V_{3+1}} \delta \tilde{N}_y(Q, \omega)^* \delta \tilde{N}_y(Q, \omega) = \frac{S_0^2}{\omega^2 + K^2 Q^2},
\]

where \( V_{3+1} \) is the (3+1)D system volume. The equal time correlation function is given by evaluating the inverse Fourier transform (in the time domain only) of \( C_{nn}(Q, \omega) \) at \( t = 0 \),

\[
S_{nn}(Q) = \frac{1}{2\pi} \int_{-\infty}^{\infty} C_{nn}(Q, \omega) d\omega = \frac{S_0^2}{2K Q^2}.
\]

6.3 LC-PolScope Measurements, Projection Slice Theorem, Correlation Functions in (2+1)D

The LC-PolScope does not allow measurement of the full 3D director \( \tilde{\mathbf{N}}(R) \). Rather, we measure the orientation field projected over the optical axis \( \hat{z} = \hat{o} \) (Main Text Eqns. 1 & Fig. 1(a)). According to the projection-slice theorem of Fourier analysis, this is equivalent to taking a long wavelength limit in the \( \hat{z} \) direction, i.e. \( q_z \to 0 \) (59). In operator notation,

\[
S_{q_z=0} FT_{xyz} = FT_{xy} P_z,
\]

where \( S_{q_z=0} \) is the slice operator that sets \( q_z \to 0 \) in its argument function, \( FT_{xy} \) and \( FT_{xyz} \) are 2D and 3D spatial Fourier transforms, \( P_z \) is the projection operator over \( z \), \( P_z \{ f(x, y, z) \} = \)


\[ \int f(x, y, z) dz, \] and we have suppressed the time dimension for convenience. With this notation,
\[ \delta \tilde{N}_y(q_x, q_y, q_z \to 0) = F_{xy} P_z \delta N_y \approx F_{xy} \int_T \delta N_y dz \approx T \delta \hat{n}_y, \]
where \( T \) is the sample thickness along \( \hat{z} \). In the above expression, the first approximation enters because of the finite sample thickness, and the second arises because \( \hat{n} \) is a normalized projection rather than an absolute projection, see Eqns. 1 of the Main Text. (The last relation is accurate to first order in \( \delta N_j \), however.) Applying the limit \( q_z \to 0 \) to equations S5 and S6 therefore yields
\[ c_{nn}(q_x, q_y) \equiv \frac{1}{V_{2+1}} \delta \tilde{n}_y(q, \omega) * \delta \tilde{n}_y(q, \omega) = \frac{s_0^2}{\omega^2 + K^2(q_x^2 + q_y^2)^2}, \]
\[ s_{nn}(q_x, q_y) = \frac{s_0^2}{2K(q_x^2 + q_y^2)}, \]
where \( V_{2+1} = V_{3+1}/T \) is the \((2+1)D\) system volume, and \( s_0^2 \equiv S_0^2/T \). As shown in (13), In the long wavelength limit in the direction along the spindle axis, \( q_x \to 0 \), \( s_{nn} \) takes a particularly simple inverse-square power law form,
\[ s_{nn}(0, q_y) = \frac{s_0^2}{2K q_y^2}. \]

### 6.4 Comparison of Experimental Correlation Functions with Theoretical Predictions; Estimate of Position of Peak in \( s_{nn}(q_y) \)

Fits of Eqns. S7 and S8 to the correlation functions calculated from LC-PolScope data are shown in Fig. S7(a & b). We use these fits to estimate the location \( q_y^* \) of the anomalous peak in \( s_{nn}(q_0, q_y) \) as follows: we first calculate, in log space, the residuals corresponding to each fit (Fig. S7(c)). We then use an ad-hoc fit (a polynomial of degree 10) to obtain a continuous approximation of the residual as a function of \( q_y \), and use Newton’s method to identify the value of \( q_y \) corresponding to its maximum value. The value of \( q_y^* \) we obtain using this method is not sensitive to parameters such as the number of bins used to calculate the average experimental \( s_{nn} \) or the specific form of the ad-hoc approximation to the residual curve. To obtain the uncertainty
in $q_y^*$ reported in the Main Text, we perform empirical bootstrapping over single-spindle data sets: we first randomly select 50% of the single-spindle $s_{nn}$ curves (i.e. 50% of the faint colored curves in Fig. S7(a)) and obtain a value of $q_y^*$ using only that data. We then repeat this procedure 100 times, and take the standard deviation of the resulting distribution of $q_y^*$ values to be the uncertainty in $q_y^*$.

### 6.5 Regularly Spaced Voids in a $q^{-2}$-Correlated Background Generate a Peak in $s_{nn}(q)$: Simulations

To understand in greater detail how voids in the microtubule network lead to the observed peak in $s_{nn}(q_0, q_y)$ (Main Text Fig. 2(c)), we performed a series of simulations (Fig. S8(a-c)). To model fluctuations in the microtubule network in the absence of voids, we used a forward time-centered space (FTCS) scheme to numerically integrate a dimensionless (1+1)-D version of Eqn. S4 for fluctuations in a contiguous active nematic, i.e. the 1D diffusion equation with non-conservative Gaussian noise,

$$\frac{\partial \psi}{\partial t} = -\frac{\partial^2 \psi}{\partial x^2} + S(x, t), \quad (S9)$$

where $\psi(x, t)$ is the fluctuating field and the scalar noise $S(x, t)$ is defined by the equations $\langle S(x, t) \rangle = 0$, $\langle S(x, t)S(x', t') \rangle = \delta(x - x')\delta(t - t')$. Choosing a time-step that satisfies the stability criterion $\Delta t \leq \Delta x^2/2$, we integrate this equation on the spatio-temporal domain $[0, 1] \times [0, 2]$; this choice of domain allows relaxation of the longest-wavelength modes. We impose Dirichlet boundary conditions $\psi(0, t) = \psi(1, t) = 0$ for all $t$, and initialize the simulation with $\psi(x, 0) = 0$ for all $x$. In all subsequent analysis, we consider only the values of $\psi(x, t)$ for $t \in [1, 2]$, for which the simulation samples the steady-state distribution of field configurations. A snapshot of the fluctuating field at $t = 1$ is shown in Fig. S8(a), as is the equal-time correlation function $S_{\psi\psi}(x)$, averaged over all $t \in [1, 2]$; the latter plot decays as $q^{-2}$ as predicted by Eqn. S8.
To model the effect of enhanced fluctuations in regularly spaced voids, we construct another field \( \chi(x, t) \) by replacing the simulated values of \( \psi(x, t) \) in \( N \) periodically spaced intervals ("patches"), whose centers \( c_i = \{i/(N+1)\}_{i=1,N} \) are separated by wavelength \( \lambda_{\text{int}} = 1/(N+1) \), and which have width \( w_0 < \lambda_{\text{int}} \). In those intervals, \( \chi(x, t) \) is doubled,

\[
\chi(x, t) = \begin{cases} 
2\psi(x, t) & x \in (c_i - \frac{w_0}{2}, c_i + \frac{w_0}{2}) \text{ for any } i, \\
\psi(x, t) & \text{otherwise.}
\end{cases}
\]

Having constructed a real-space model of a field with increased fluctuations in regularly spaced patches, we next compute its equal-time correlation function \( S_{\chi\chi}(q) \) (Fig. S8(b)). For appropriate choice of the parameters \( N \) and \( w_0 \), \( S_{\chi\chi}(q) \) displays a peak at \( 2\pi/\lambda_{\text{int}} \) superimposed on a \( q^{-2} \) decay that predominates at both higher and lower \( q \)-values, similar to the form of the \( S_{nn}(q_0, q_y) \) plot calculated from experimental observations (Main Text Fig. 2(c)). A similar result can be recovered if, instead of doubling the field in the patches, the correlated fluctuations are replaced by spatially uncorrelated Gaussian white noise; this implies that the peak in \( S_{\chi\chi} \) is not sensitive to the specific behavior of \( \chi(x, t) \) in the patches (Fig. S8(c)).

### 6.6 Regularly Spaced Voids in a \( q^{-2} \)-Correlated Background Generate a Peak in \( s_{nn}(q) \): Analytical Calculation

By using the convolution theorem of Fourier analysis, the emergence of peaks in \( S_{nn}(q_0, q_y) \) can also be understood from a theoretical perspective. Let \( \psi(x) \) be a real-valued function with the power spectrum \( |\tilde{\psi}(q)|^2 = |A_0|^2 q^{-2} \). (For functions of both space and time, the time-averaged spatial power spectrum is identical to the equal-time correlation function \( S_{\psi\psi}(q) \) apart from a constant normalization factor.) This form of \( |\tilde{\psi}(q)|^2 \) implies that \( \tilde{\psi}(q) = A_0 q^{-1} \), where \( A_0 \) may be complex-valued. We represent periodic voids by multiplying \( \psi(x) \) by a sinusoidal function with minimum zero and maximum 1,

\[
\chi(x) \equiv \psi(x)(1 - \sin kx)/2,
\]
where $k$ is the angular wavenumber associated with the spatial period of the sinusoid. Taking the Fourier transform of $\chi(x)$ and applying the convolution theorem yields

$$\tilde{\chi}(q) = \frac{1}{2} \left( \tilde{\psi}(q) - FT\{\psi(x) \sin kx\} \right) = \frac{1}{2} \left( \tilde{\psi}(q) - \frac{1}{2i} (\tilde{\psi}(q - k) - \tilde{\psi}(q + k)) \right).$$

From this expression we can directly calculate the power spectrum $|\tilde{\chi}(q)|^2$,

$$|\tilde{\chi}(q)|^2 = \frac{1}{4} \left( |\tilde{\psi}(q)|^2 + \frac{1}{4} (|\tilde{\psi}(q-k)|^2 + 2|\tilde{\psi}(q-k)||\tilde{\psi}(q+k)| + |\tilde{\psi}(q+k)|^2) \right) = \frac{|A_0|^2}{4} \frac{q^4 + (q^2 - k^2)^2}{q^2(q-k)^2(q+k)^2},$$

which has a divergence at $q = k$ and is proportional to $q^{-2}$ for both $q \gg k$ and $q \ll k$, as expected (Fig. S8(d-e)).

### 7 Correlations Between Retardance and Fluctuation Magnitude, Corrected for Varying Spindle Thickness

In Fig. 2 of the Main Text and associated discussion, we demonstrated that the time-averaged retardance $\langle r \rangle_t$ at each pixel is negatively correlated with the time-averaged magnitude of orientational fluctuations $\langle |\delta\theta| \rangle_t$. However, without further analysis, it is possible that this is an artifact caused by the fact that retardance is proportional to sample thickness: For an approximately axisymmetric shape like the spindle, with its rotational axis in the image plane, the sample thickness will be largest at the axis and decay to zero at the boundaries. Thus, if the spindle were uniform density, observed retardance would be highest along the long axis of the spindle $y = 0$ and lowest at the spindle boundary (Eqn. S2; Main Text Fig. 3(d)). At the same time, because of interactions between microtubules and the spindle boundary, orientational fluctuations could in principle be either enhanced or suppressed near the edge of the spindle, which might lead to (positive or negative) correlations between retardance and orientaional fluctuations that are not due to a direct relationship between them, but instead arise from the fact that that both depend on distance from the boundary. To remove this potential artifact, we constructed the
corrected retardance

\[ \langle r' \rangle_t(x, y) \equiv \frac{\langle r \rangle_t(x, y)}{h(x, y)}, \]

where \( h(x, y) \) is the relative \( z \)-thickness at position \((x, y)\) in the spindle (Fig. S9(a)). To estimate \( h(x, y) \), we first identify the \( y \)-coordinates \( y_1(x) \) and \( y_2(x) \) of the spindle boundary at a given position \( x \) along the spindle long axis. For that value of \( x \), \( h(x, y) \) is then given by the equation of the arc of an ellipse with maximum height unity and values of zero at each boundary,

\[ h(x, y) = \sqrt{1 - \left( \frac{-2y + y_1 + y_2}{y_1 - y_2} \right)^2}. \]

To avoid the singular values of \( \langle r' \rangle_t(x, y) \) that appear (by construction) at the spindle boundary, we construct a tighter mask by removing 1 \( \mu m \) from the original mask. After making these modifications, repeating the analysis shown in Fig. 2 of the Main Text with \( \langle r' \rangle_t(x, y) \) instead of \( \langle r \rangle_t(x, y) \) yields results that are identical within experimental uncertainty (Fig. S9(b-e); Table S1).

| Analysis using \( \langle r \rangle_t(x, y) \) | Analysis using \( \langle r' \rangle_t(x, y) \) |
|------------------------------------------|------------------------------------------|
| fraction of oocytes with negative slope of \( \langle |\delta \theta| \rangle_t \) vs (adjusted) retardance | 15/16 | 15/16 |
| average slope of \( \langle |\delta \theta| \rangle_t \) vs (adjusted) retardance (mean \( \pm \) SE, rad/nm\(^{-1}\)) | \(-0.009 \pm 0.003\) | \(-0.010 \pm 0.002\) |
| average value of \( \langle |\delta \theta| \rangle_{low r} / \langle |\delta \theta| \rangle_{high r} \) (mean \( \pm \) SE) | \(1.07 \pm 0.02\) | \(1.08 \pm 0.03\) |

Table S1: Orientational fluctuation vs retardance: comparison of parameter values obtained using time-averaged retardance \( \langle r \rangle_t(x, y) \) vs time-averaged adjusted retardance \( \langle r' \rangle_t(x, y) \).
8 Analysis of Confocal Micrographs of Metaphase Plate

8.1 Chromosome Shape Parameters

To estimate the shapes of chromosome sections in the metaphase plate ($x = 0$ plane), we begin with the binarized sections shown in Fig. 4(a) of the Main Text. Let $C_i$ be the geometrical region corresponding to chromosome section $i$; define $e_{i,1}$ and $e_{i,2}$ to be the eigenvectors of the moment of inertia tensor of $C_i$ about its center of mass, with corresponding eigenvalues $e_{i,1}$ and $e_{i,2}$, where $e_{i,1} > e_{i,2}$. The orientation of the best fit ellipse is given by $e_{i,1}$ while its major and minor axes are given by

$$a_i = 2\left(\frac{e_{i,1}}{e_{i,2}}\right)^{1/8}; \quad b_i = \frac{2e_{i,1}}{(a/2)^3}.$$ 

The results of this procedure, applied to a set of binarized chromosomes sections, are shown in Fig. S10, which also gives histograms of chromosome shape parameters for $n = 11$ MII spindles. For a given spindle, the average shape parameters are defined as follows:

$$a \equiv \langle a_i \rangle_{i=1\ldots n_{chr}}, \quad b \equiv \langle b_i \rangle_{i=1\ldots n_{chr}},$$

(S10)

where $n_{chr}$ is the number of identified chromosome sections in that spindle.

8.2 Definition of $g_{II}(s)$

To quantify spatial correlations in pixel intensity in binarized images, we use the intensity-intensity correlation function $g_{II}(s)$, an adaptation of the pair correlation function commonly used in condensed matter physics (60). Let $I(i, j)$ be the value of the pixel at position $\{i, j\}$ in an image; in a binarized image, $I(i, j) = 0$ or 1 (Fig. S11). To calculate $g_{II}(s)$, we consider all pixels $I(i', j')$ where $\{i', j'\}$ lies in an annulus, centered at $\{i, j\}$, of inner radius $s$ and outer radius $s + ds$, where $ds$ is of order one pixel. Let $\psi_s(i, j)$ be the fraction of white pixels in the annulus, $\psi_s(i, j) = \langle I(i', j') \rangle_{s < ||\{i, j\} - \{i', j'\}|| < s + ds}$. Then, $g_{II}(s)$ is the average of $\psi_s(i, j)$ over
all white pixels, i.e. all \( \{i, j\} \) with \( I(i, j) = 1 \), normalized by the fraction of white pixels over the whole image.

9 Simulations of Chromosome Configurations

9.1 Generating Randomized Non-Overlapping Chromosome Configurations

To compare the observed chromosome configuration with the configuration we would expect if non-interpenetrating chromosomes were randomly positioned in the metaphase plate, we performed a series of Monte Carlo simulations to generate randomized chromosome configurations. The code takes as input a set of \( n_{\text{chr}} \) binarized chromosome sections, \( \{C_i\}_{i=1...n_{\text{chr}}} \), where \( C_i \) is the geometrical region corresponding to chromosome section \( i \), as well as a region \( \mathcal{M} \) corresponding to the metaphase plate (Main Text Fig. 4, Fig. S12). In the Mathematica programming language, the Region[] function provides a convenient way to store and perform computations on the geometrical regions generated by image binarization. Let \( c_i \) and \( \phi_i \) be the center of mass and orientation of the region \( C_i \). In pseudocode, our simulation proceeds:

Stage 1: Generate a Randomly Seeded Non-Overlapping Configuration of Chromosomes (Fig. S12(a-c))

1. Randomly place chromosome sections in the plane such that the center of mass of region \( C_i \) is \( c_i \) and its orientation is \( \phi_i \), where \( \phi_i \) is defined relative to an arbitrary but fixed axis in \( C_i \). Centers and orientations are random variables defined such that
   \[
   c_i \text{ is uniformly distributed in } \mathcal{M}; \quad \phi_i \text{ is uniformly distributed in } [0, 2\pi).
   \]

2. Define the total area of intersection of chromosome \( i \) with all other chromosomes and
with the spindle exterior,

\[ A_{\text{int}}(i) = \sum_{j \neq i} A(\mathcal{C}_i \cap \mathcal{C}_j) + A(\mathcal{C}_i \cap \mathcal{M}^C), \]

where \( \mathcal{M}^C \) is the complement of \( \mathcal{M} \) and \( A(\mathcal{R}) \) is the area of region \( \mathcal{R} \).

3. If \( A_{\text{int}}(\mathcal{C}_1) = 0 \), proceed to the next step. Otherwise, define another region, \( \mathcal{C}'_1 \), by rotating \( \mathcal{C}_1 \) by an angle \( \Delta \phi \) about \( c_1 \) and translating the resulting region by a vector \( \Delta c \), where \( \Delta \phi \) and each component of \( \Delta c \) are randomly drawn from Gaussian distributions with mean zero and amplitude \( \Delta \phi_0 \) and \( \Delta c_0 \) respectively. To minimize the run-time of the simulation, we set \( \Delta c_0 = 2 \mu \text{m} \) and \( \Delta \phi_0 = \pi/4 \), but different choices for these parameters does not affect the statistics of the final configuration. If \( A_{\text{int}}(\mathcal{C}'_1) < A_{\text{int}}(\mathcal{C}_1) \), then set \( \mathcal{C}_1 \rightarrow \mathcal{C}'_1 \). Otherwise, proceed to the next step.

4. Repeat the previous step for chromosomes 2, ..., \( n_{\text{chr}} \). Then return to chromosome 1, and iterate until \( A_{\text{int}}(\mathcal{C}_i) = 0 \) for all \( i \) (Fig. S12(c)).

Stage 2: Monte Carlo Simulation: Generate Translational and Rotational Diffusion of Non-Overlapping Chromosomes (Fig. S12(c-d))

5. Let \( c_i^{\text{ini}} \) and \( \phi_i^{\text{ini}} \) be the center of mass and orientation of region \( \mathcal{C}_i \) at the completion of Stage 1.

6. Define a region, \( \mathcal{C}'_1 \), by rotating and translating \( \mathcal{C}_1 \) by \( \Delta \phi \) and \( \Delta c \), as defined in Step 3. If \( A_{\text{int}}(\mathcal{C}'_1) = 0 \), then set \( \mathcal{C}_1 \rightarrow \mathcal{C}'_1 \). Otherwise, proceed to the next step.

7. Repeat the previous step for chromosomes 2, ..., \( n_{\text{chr}} \).

8. Let \( c_i^{\text{new}} \) and \( \phi_i^{\text{new}} \) be the center of the center of mass and orientation of chromosome \( \mathcal{C}_i \). If the following three conditions are met: (i) For all \( i \), \( ||c_i^{\text{new}} - c_i^{\text{ini}}|| > 0.1R_0 \); (ii)
\[ \langle ||c_i^{\text{new}} - c_i^{\text{ini}}|| \rangle > 0.5 R_0; \text{(iii)} \ \langle ||\phi_i^{\text{new}} - \phi_i^{\text{ini}}|| \rangle > \pi/4, \text{ then set } c_i^{\text{fin}} = c_i^{\text{new}} \text{ and } \phi_i^{\text{fin}} = \phi_i^{\text{new}} \]

and terminate the simulation. Otherwise, return to step 6.

Typical chromosome trajectories during Stage 2, plus the corresponding time course of the square displacement, are shown in Fig. S12(e & f).

### 9.2 Repulsive Ellipses: Simulation Framework for Arbitrary Potential \( U(s) \)

For director-aligned 3D voids with circular \( x = 0 \) cross-sections, we could model the pairwise interaction between them via a pairwise central potential \( U(s) \), where \( s \) is the distance between void centers in the \( x = 0 \) plane. \(^1\) In that case, for pairs of voids with centers located at \( yz \)-coordinates \( s_i \) and \( s_j \), the force from void \( i \) on void \( j \) would be given by

\[
F_{ij} = F(s_{ij})\hat{s}_{ij} = -\frac{\partial U}{\partial s_{ij}}\hat{s}_{ij},
\]

where \( s_{ij} \equiv |s_j - s_i| \) and \( \hat{s}_{ij} \equiv (s_j - s_i)/|s_j - s_i| \).

For voids with non-circular \( x = 0 \) cross-sections, long-range repulsive interactions generically produce torques as well as forces between voids, which predicts alignment between neighboring chromosome sections. This prediction is consistent with the co-alignment of neighboring chromosomes evident in micrographs of the metaphase plate (e.g. Main Text Figs. 3(b) & 4(a)). To model this effect, we represent the \( x = 0 \) void cross-sections as dimers, pairs of rigidly connected points separated by the length of the average chromosome semi-major axis \( a/2 \) (S.T. 8.1). Forces and torques arise from the interactions between the points comprising one dimer with points comprising another (Fig. S13(a)). More specifically, void section \( i \) is represented by two points \( s_1^i \) and \( s_2^i \), separated by the constant length \( a/2 \), i.e. \( |s_2^i - s_1^i| = a/2 \).

The center of mass of void section \( i \) is \( s_i^{\text{CoM}} = (s_1^i + s_2^i)/2 \) and its orientation \( \phi_i \) is defined via

\(^1\)Even for axisymmetric, tactoid-shaped voids, however, there is no guarantee that such a model would capture the physics of void self-organization: in general, forces mediated by 3D nematic elasticity are not pairwise additive.
the relation $\hat{s}_i = 2(s_i^2 - s_i^1)/a \equiv \{\cos \phi_i, \sin \phi_i\}$. The force $F_{ij}$ and torque $\tau_{ij}$ exerted on void section $j$ by void section $i$ are given by

$$F_{ij} = F((s_j^{\text{CoM}} - s_i^{\text{CoM}}))\hat{s}_{ij}; \quad \tau_{ij} = \frac{1}{4} \sum_{m,n=1}^2 ((s_j^m - s_j^{\text{CoM}}) \times F_{mn}^{ij}),$$

(S11)

where $\hat{s}_{ij} = (s_j^{\text{CoM}} - s_i^{\text{CoM}})/|s_j^{\text{CoM}} - s_i^{\text{CoM}}|$ and $F_{mn}^{ij}$ is the force from the point at $s_i^m$ on the point at $s_j^n$. Physically, this is equivalent to modeling a non-axisymmetric void as two axisymmetric voids that are rigidly attached to one another in the $x = 0$ plane.

To compare in detail the predictions of the above model with observed chromosome/void configurations in the metaphase plate, we performed simulations to find configurations of $n_{\text{chr}}$ identical dimers in mechanical equilibrium, given a specific repulsive potential $U(s)$ and a randomized initial configuration of dimers within with an experimentally determined spindle boundary.$^2$ To do this, we used Eqn. S11 to numerically integrate the over-damped equations of motion for the dimer center of mass and orientation,

$$s_j^{\text{CoM}} = \frac{1}{\gamma} \left( \sum_{i \neq j} F_{ij} + F_{\text{bound},j} \right); \quad \dot{\phi}_j = \frac{1}{\gamma\phi} \sum_{i \neq j} \tau_{ij},$$

discretized as

$$s_j^{\text{CoM}}(t+\Delta t) = s_j^{\text{CoM}}(t) + \frac{\Delta t}{\gamma} \left( \sum_{i \neq j} F_{ij}(t) + F_{\text{bound},j}(t) \right); \quad \phi_j(t+\Delta t) = \phi_j(t) + \frac{\Delta t}{\gamma\phi} \sum_{i \neq j} \tau_{ij}(t),$$

(S12)

where $F_{\text{bound},j}$ is a force exerted by the boundary on dimer $j$, and we chose the drag coefficients $\gamma$ and $\gamma\phi$ and time step $\Delta t$ such that for later time-steps $|\Delta s_j^{\text{CoM}}| \ll a/2$ and $\Delta \phi_j \ll \pi$. In early time-steps, randomly positioned particles can be arbitrarily close together and so can experience very large forces and torques; we therefore explicitly limit the maximum displacement of each component of a dimer’s center of mass to $\Delta x_{\text{max}}$ and its angular rotation to $\Delta \phi_{\text{max}}$; this

$^2$A set of dimers may have many such equilibria, corresponding to different local minima of the total energy, and our simulations do not in general find the dimer configuration that globally minimizes the total energy of the system. However, all mechanical equilibria we find generate similar configuration statistics (Fig. S14).
only affects the first few time-steps of the evolution. In Eqns. S12, the term $F_{\text{bound},j}$ is included to prevent repulsive dimers escaping the metaphase plate. We implement this confining force by placing $N_{\text{bound}}$ equally-spaced points $b_k$ along the experimentally determined boundary of the metaphase plate (Fig. S13(b)), each of which repels the dimer $j$ with a force derived from the Yukawa potential $U^B(s) = B_0 e^{-s/\lambda_B} / s$,

$$F_{\text{bound},j} = \sum_{k=1}^{N_{\text{bound}}} F^B_{kj}; \quad F^B_{kj} = -\frac{\partial U^B(s_{kj})}{\partial s_{kj}} \hat{s}_{kj},$$

where $s_{kj}$ is the distance between boundary particle $k$ and the center of mass of dimer $j$, $\hat{s}_{kj}$ is the unit vector along the line joining these points, and the parameters $B_0$ and $\lambda_B$ determine the amplitude and range of the Yukawa repulsion. We choose $B_0$ and $\lambda_B$ to ensure that the average area of the convex hull of the final configuration of ellipses matches, within 10%, the average area of the convex hull of the experimentally observed chromosome sections.

We time-evolve the initial configurations using Eqn. S12 until the absolute values of the displacements of the particles comprising all dimers sum to a value less than a tolerance $tol \ll a/2$. The values of all parameters used in our simulations are given in Table S2. Finally, to convert the output of a simulation into a form that can be compared with experimental data, we replace the dimers with ellipses whose shape parameters $a$ and $b$ are derived from the specific experimental data set that was used in that simulation (Fig. S13(c)).

### 9.3 Results for Specific Long-Range Repulsive Potentials

The framework provided in S.T. 9.2 applies for arbitrary repulsive interactions in the $x = 0$ plane. To obtain the results presented in Main Text Fig. 4(e), we used the potential $U(s) = A_5 s^{-5}$, where the value of $A_5$ and other simulation parameters are given in Table S2. We also used the arbitrarily chosen potentials $A_3 s^{-3}$, $B_1 e^{-s/\lambda_B} s^{-1}$, and the potential $U_{\text{int}}(s)$ given in Eqn. S13 derived from the $xy$-plane model presented in S.T. 10.1, with the parameter $s$ now
Table S2: Parameters for repulsive ellipse simulations. An entry of “1” in the Unit column indicates that a parameter is unitless. In all simulations, we set $\gamma = (\frac{3}{4})^2 \gamma$.

interpreted as the distance between two points in the $yz$-plane. All simulation parameters are given in Table S2.

### 9.4 Comparison of Experimental and Simulated Configurations: Positional Correlations

It is immediately visually evident that simulated random chromosome configurations are very different to experimentally observed configurations, while all four repulsive ellipsoid simulations produce configurations that share several features with experimental ones, including well-separated chromosomes/ellipses, and the formation of a ring of $\sim 15$ mostly radially oriented chromosomes ellipses near the spindle boundary (Fig. S14(a)). To quantitively compare these configurations, we measured three parameters: the positions of the trough and peak in $g_{II}(s)$ and the minimum distance $w_{\text{min}}(i)$ between the surface of chromosome section $i$ and the
surface of its nearest neighbor (Fig. S14(a, Inset)). In terms of these parameters, randomized configurations are very different from experimentally observed ones (Main Text Fig. 4(c) & Fig. S14(b-d)), while configurations derived from the repulsive ellipsoid simulations are similar (Fig. S14(d)). We note, however, that in the simulated repulsive data, peaks and troughs in $g_{II}(s)$ have a larger amplitude than in the experimental $g_{II}(s)$, while the modal value of $w_{\text{min}}$ is $\sim 10\%$ higher. These discrepancies presumably occur because the dimers in each simulation are of identical size and shape, whereas chromosomes/voids in a real spindle is not; this may facilitate more efficient ordering of simulated dimers compared to metaphase chromosomes (61).

9.5 Comparison of Experimental and Simulated Configurations: Orientation of Outer Chromosomes Relative to Spindle Boundary

We also quantified the tendency of the outermost ring of chromosomes to orient with their long axes normal to the the spindle boundary (Fig. S15). This trend is seen in all 11 metaphase confocal micrographs, as well as in the simulated data. In the simulation, this phenomenon arises because of a combination of factors: ellipses exert a torque on one another that tends to align them, while the confining boundary exerts no torque by construction (S.T. 9.2). When many ellipses are confined in this way, this leads to the formation of an outer ring of radially oriented ellipses. However, the torque-free boundary condition in our simulations is not derived from known spindle physics; rather, we use it because it replicates the data well. The same combination of forces and torques may explain the same trend in the observed chromosome configurations, but, in the absence of a detailed model for how chromosomes interact with the spindle boundary, we are unable to directly test this hypothesis.
10 Analytical Model for Repulsion Between Voids in 2D Nematic (\(z = 0\) Plane Model)

10.1 Expression for Deformation Field Around Parallel Voids & Associated Interaction Energy

In a 2D nematic with equal elastic constants, the general formula for the orientation of the director in the vicinity of a collection of topological defects of strength \(\sigma_i\) positioned at \(z_i \equiv x_i + iy_i\) is given by the formula (62, 63):

\[
\theta(x, y) = \frac{1}{2i} \left( \log \Omega(z) - \log \Omega(\bar{z}) \right),
\]

where \(\Omega(z) = \prod_i (z - z_i)^{\sigma_i} + \psi_0\), and the constant \(\psi_0\) controls the director orientation at infinity. Under the assumption that the defects are separated by distances much larger than the core size \(a_0\), the energy stored in the field is given by

\[
U = -8\pi k \sum_{i \neq j} \sigma_i \sigma_j \log \frac{z - z_i}{a_0} + C,
\]

where the constant \(C\) includes the core energies of all defects (63).

We describe the deformation field due to an isolated 2D void as that generated by a single row of four defects, comprising two \(-1/2\) defects separated by a distance \(\beta\) and two \(+1/2\) defects separated by a distance \(\alpha\), with \(\alpha < \beta\). All defects lie along the line \(y = 0\) (Main Text Fig. 4(d, left) & Fig. S16). Setting \(\psi_0 = 0\) realizes our desired far-field value \(\theta = 0\). The explicit expression for the director orientation (thin gray curves in figures) is

\[
\theta(x, y) = \frac{1}{2} \left( -\arg \left( 1 + \frac{4iy}{-2x - 2y + \alpha} \right) - \arg \left( 1 + \frac{4iy}{2x + 2y + \alpha} \right) \right.
\]

\[
+ \arg \left( 1 + \frac{4iy}{-2x - 2y + \beta} \right) + \arg \left( 1 + \frac{4iy}{2x + 2y + \beta} \right) \right)
\]

and the corresponding energy is given by

\[
U_1 = -4\pi k \log \frac{16a_0^2 \alpha \beta}{(\alpha^2 - \beta^2)^2} + C.
\]
For two parallel rows of defects, both centered at \( x = 0 \) and separated by a vertical distance \( d \) (Main Text Fig. 4(d, left)), the total energy is given by

\[
U_2(d) = -8\pi k \left( 2 \log \left( \frac{d}{a_0} \right) + \log \left( \frac{256a_0^4\alpha\beta\sqrt{(\alpha^2 + d^2)(\beta^2 + d^2)}}{(\alpha - \beta)^2(\alpha + \beta)^2(\alpha^4 - 2\alpha^2(\beta^2 - 4d^2) + (\beta^2 + 4d^2)^2)} \right) \right) + 2C,
\]

and the energy due to interactions between the voids is given by

\[
U_{\text{int}}(d) = U_2(d) - 2U_1 = -8\pi k \log \left( \frac{16d^2\sqrt{(\alpha^2 + d^2)(\beta^2 + d^2)}}{(\alpha^4 - 2\alpha^2(\beta^2 - 4d^2) + (\beta^2 + 4d^2)^2)} \right).
\]

(S13)

In the far field \((d \gg \alpha, d \gg \beta)\), this interaction takes the simple form

\[
U_{\text{int}}(d) \approx \frac{3\pi\alpha^2\beta^2}{d^4}.
\]

(S14)

10.2 Interaction Between Voids is Always Repulsive

Evaluating the derivative \(dU_{\text{int}}/dd\) and completing all available squares shows that \(dU_{\text{int}}/dd < 0\) for all positive values of \(\alpha, \beta,\) and \(d\).

10.3 Relationship Between Topological Defect Configuration and Void Boundary Shape

Given specific values of \(\alpha\) and \(\beta\), we define voids in our model as the 2D regions enclosed by those integral curves of the vector field \(\{\cos \theta(x, y), \sin \theta(x, y)\}\) that pass through both \(-1/2\) defects (Main Text Fig. 4(d, top left), thick black curve). This construction yields tactoid-like void shapes while ensuring that tangential boundary conditions are satisfied on the void surfaces. However, since the integral curves are not exact circle arcs, we must choose the void spacing parameters \(\alpha\) and \(\beta\) to match the experimentally observed tactoid shape (Main Text Fig. 3(f)). To determine the values of the parameters of \(U_{\text{int}}(s)\) given in Table S2, we set \(\beta\) equal to the experimentally measured void length \((\beta = 11.0 \text{ \mu m})\), and choose the parameter \(\alpha\) such that the curvature of the deformation field at the void boundary matches the radius of curvature of the experimentally observed voids \((\alpha = 9.9 \text{ \mu m}; \text{Fig. S16})\).
Figure S1: With respect to the parameters measured by the LC-PolScope, MII oocytes remain in steady state for at least 12 hours after completion of meiosis I. (a) Main Panel: GV-arrested oocytes. Inset: Time series of maturation of an individual oocyte, showing the formation of the first and second (MI and MII) meiotic spindles, as well as anaphase I. Times are given relative to release from meiotic arrest (Materials & Methods). Spindles are imaged using LC-PolScope (grayscale); chromosomes are stained with SiR-DNA and imaged using epifluorescence (red). (b) For both MI and MII spindles, length $2x_0$ and maximum width $2R_0$ are measured from the best-fit pole-indented tactoid (Materials & Methods). (c) Plots showing the time-course of the spindle’s aspect ratio $x_0/R_0$, volume, and microtubule cross-section density $\langle \rho \rangle$ (Eqn. S1). Release of spindles from meiotic arrest occurs at $t = 0$. Grey bars indicate the distributions of times required to complete GV breakdown and times required to complete meiosis I (mean ± standard deviation; $n = 71$ oocytes). Density is calculated using the retardance measured in an $8 \mu m \times 8 \mu m$ box at the center of each spindle (dashed black square in (b)), and sample thickness equal to the spindle diameter, $T = 2R_0$. For MI spindles (blue circles), density and volume grow from zero over the course of several hours. For MII spindles (orange squares), all parameters reach steady-state $\lesssim 1$ hr after completion of meiosis I, and no trend is evident for at least 12 hrs thereafter, and are consistent with Gaussian distribution about the mean (black dashed line, Kolmogorov Smirnov test with $p > 0.05$).
Figure S2: LC-PolScope retardance profile of spindles does not depend on NA of optical system, consistent with collimated light assumption. (a) The same MI spindle imaged with three different objective lenses: 4x (NA 0.3); 10 x (NA 0.7); 100x (NA 1.4). Scale bars 10 µm. (b) Retardance profiles through the center of three MI spindles (top row) and three MII spindles (bottom row), in the direction perpendicular to the spindle axis (dashed lines in (a)). (c) Histograms of the maximum retardance in the three MI line profiles shown in (b). The maximum measured retardance is similar in all cases, as is the maximum retardance with the background retardance values subtracted. Error bars indicate SE.
Figure S3: **Thickness profile of spindle with long axis \( \hat{x} \) perpendicular to optical axis \( \hat{z} \).** In the plane \( x = x_1 \), the spindle cross-section has radius \( R(x_1) \), and the spindle boundary is described by the equation \( y^2 + z^2 = R(x_1)^2 \). The optical path length \( T \) through the spindle along the ray \( y = y^* \) is given by \( T(y^*) = 2(R(x_1)^2 - (y^*)^2)^{1/2} \).
Figure S4: **Circle arc fits are a better approximation to MII spindle boundaries than ellipse or rectangle fits.** (a) Three different fits to the empirically measured spindle boundaries of LC-PolScope retardance images (left column) and confocal slices containing the spindle long axis (right column). **Top row:** Spindle boundaries shown as thin white curves (Materials & Methods). Scale bars 5 μm. **Bottom three rows:** Fits of the measured boundaries to circle arc segments (Fig. S5), ellipses, and rectangles. (b) After expressing a given fit $b^{\text{fit}}(\phi)$ and the measured boundary $b^{\text{meas}}(\phi)$ in polar coordinates in the $xy$-plane, the fractional error associated with the fit, at a specific polar angle $\phi$, is given by $|b^{\text{fit}}(\phi) - b^{\text{meas}}(\phi)|/|b^{\text{meas}}(\phi)|$, and the average error over all angles is $\frac{1}{2\pi} \int_0^{2\pi} |b^{\text{fit}}(\phi) - b^{\text{meas}}(\phi)| |b^{\text{meas}}(\phi)|^{-1} d\phi$. (c) Histograms of average errors of each type of fit for all spindles we imaged, expressed as percentages. (d) Means and standard errors of the histograms shown in (c). For both LC-PolScope and confocal data, circle arcs provide better fits than ellipses or rectangles.
Figure S5: Spindle shape parameters from confocal slices vs spindle shape parameters from LC-PolScope. (a) Main Panel: LC-PolScope time-averaged retardance images \( \langle r \rangle_t \) (left panels of image pairs), which we interpret as \( \hat{z} \)-projections of microtubule cross-sectional density, and the corresponding best fit circle arc segments (right panel, dashed colored lines). Cartoon Inset: For spindles with concave polar caps, the \( \hat{z} \)-projection implicit in LC-PolScope image acquisition obscures the true shape of the spindle cross-section. (b) Main Panel: Slices of confocal stacks that contain the spindle’s central axis (left panels), and the corresponding best fit circle arc segments (right panels, dashed colored lines). Many, but not all, of the spindles we imaged have visually evident concave polar indentations. Cartoon Inset: Confocal slices containing the spindle long axis allow more accurate measurement of the spindle cross-section. (c) Histograms of best-fit shape parameters for \( n = 16 \) LC-PolScope images and \( n = 12 \) confocal slices. (d) The generatrix of a pole-indented tactoid is made up of the four circle arc segments shown, which are fully determined by the three shape parameters \( L_0, R_0, \) and \( r_0 \). (e) Shape parameters found by fitting LC-PolScope retardance images are systematically ~10% smaller than those found by fitting confocal slices \( (p < 0.01 \) for \( L_0 \) and \( R_0 \); two-tailed Student’s t-test). All scale bars 5 \( \mu \text{m} \).
Figure S6: Comparison of 3D nematic fields projected into 2D, and 2D nematic fields obtained from a 2D model. (a) At each pixel of a 2D image, the LC-PolScope measures the nematic field averaged over the thickness of the spindle; (b) The nematic field obtained by (i) assuming a 3D circle arcs model, integrating over the optical axis $\hat{z}$, and normalizing the resulting field, and (ii) a 2D version of the circle arcs model. (c) Angles obtained from the fields in (b). (d) Absolute difference in 2D nematic order parameter between the fields in (c). (e) All data in this panel is generated from a model in which spindle geometry fully is characterized by the two parameters $R_c$ and $L_0$. In terms of the parameters of the pole-indented tactoid (Fig. S5), $R_c = (L_0^2 + R_0^2)/2R_0$. (f) The maximum absolute difference between the fields in (b) and the fields in (c) and is greatest for the smallest values of the spindle aspect ratio $R_c/L_0$. In oocyte spindles, $R_c/L_0 \approx 1.5$ (Fig. S5), and the maximum error between the 2D and 3D-projected nematic fields is about 1%. 
Figure S7: **Fits of theoretical predictions of** $s_{nn}$ **to** $s_{nn}$ **calculated from LC-PolScope fluctuation data.** (a) Fit of average experimentally determined $s_{nn}(q_0, q_y)$ (black points with error bars) to theoretical prediction, assuming $q_0 \to 0$ (Eqn. S8). (b) Fit of average experimentally determined $S_{nn}(q_0, q_y)$ to theoretical prediction, assuming $q_0 = 2\pi / \lambda_0$ (Eqn. S7), where $\lambda_0 = 8 \, \mu m$ is the size of the analysis box. (See Main Text Fig. 2.) (c) The location of the peak (black arrow at $q_y = 3.0 \, \text{rad} \, \mu m^{-1}$) is identified by fitting the residuals (blue and yellow points) of the fits in (a) and (b), calculated in log space. Continuous curves are ad-hoc polynomial fits; the peak near $q_y = 3.0 \, \text{rad} \, \mu m^{-1}$ is identified using Newton’s method.
Figure S8: Regularly spaced patches in a fluctuating background cause a peak in the equal-time correlation function at the wavenumber corresponding to the spacing between voids. (a) Left: Numerical solution $\psi(x, t)$ of the (1+1)-D diffusion equation with non-conservative noise, plotted at a time $t = 1$ that is long enough for the simulation to sample the steady-state distribution of field configurations. Right: The calculated equal-time correlation function $S_{\psi\psi}(q)$ (black curve) closely matches the theoretical prediction, $S_{\psi\psi}(q) = 1/(2q^2)$ (red dashed line). (b) Left: Starting with the numerical solution $\psi(x, t)$, we define another field $\chi(x, t)$ that has larger fluctuations in $N = 10$ regularly spaced patches, each of width $w_0 = 0.05$ (grey bars along $x$-axis). Right: The corresponding equal-time correlation function has a peak at the $q$-value corresponding to the period $\lambda_{\text{int}}$ of the patches. The overall amplitude $S_{\chi\chi}(q)$ of the curve is larger due to the larger fluctuations, but retains its $q^{-2}$ shape at high and low $q$. The additional spikes at higher $q$ are due to “ringing”, a numerical artifact in which the sharp periodic jumps in $\chi(x, t)$ cause peaks at integer multiples of $2\pi/\lambda_{\text{int}}$ when the Fourier transform is calculated. (c) Left: Starting with the numerical solution $\psi(x, t)$, we define another field $\chi(x, t)$ that has Gaussian (i.e. uncorrelated) fluctuations in 10 regularly spaced patches. Right: The corresponding equal-time correlation function has a peak at the $q$-value corresponding to the period of the patches. (d) A field $\psi(x)$ has the power spectrum $|\tilde{\psi}(q)|^2 \propto q^{-1}$. (e) Modulating $\psi(x)$ by a sinusoidal function of period $2\pi/k$ leads to a peak in the power spectrum of the modulated function at $q = k$, and $q^{-2}$ behavior at higher and lower $q$. 
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Figure S9: Correlations between fluctuation magnitude and adjusted retardance. (a) Finding the time-averaged retardance image $\langle r \rangle_t(x, y)$ adjusted to take account of varying spindle thickness. From left to right, we first identify the spindle midpoint $(y_1 + y_2)/2$ and radius $|y_2 - y_1|/2$ at each point $x$ along the spindle axis. From these values, we construct the normalized relative thickness image $h(x, y)$, which takes the value 1 at the midpoint between the vertical positions of the spindle boundary. We next find the inverse relative thickness image $1/h(x, y)$; to avoid pixelization artifacts, we first multiply the raw $1/h(x, y)$ image by the retardance mask (the region inside the boundary shown in the $\langle r \rangle_t(x, y)$ image), and convolve the resulting image with a Gaussian filter of radius 1 µm. We find the adjusted retardance image $\langle r' \rangle_t(x, y)$ by pixelwise multiplication and finally multiply this image by an updated retardance mask constructed by removing 1 µm from all boundaries of the original mask. (b-e) Once we have constructed $\langle r' \rangle_t(x, y)$, we repeat without further modification the analysis shown in Main Text Fig. 2.
Figure S10: Properties of chromosome sections in the metaphase plate. (a & b) Best fit ellipses overlaid on binarized chromosome sections for one spindle. Scale bar 5 µm. (c) Distribution of chromosome aspect ratios $a/b$ and areas in $n = 11$ spindles, in each of which we have identified $n_{\text{chr}} = 19$ or 20 chromosome sections. The mean value of $a/b$ is $2.5 \pm 0.1$, and the average chromosome area is $(1.45 \pm 0.03) \mu m^2$ (mean ± SE).
Figure S11: **Calculation of** $g_{II}(s)$. We first draw an annulus centered at $\{i, j\}$, with inner radius $s$ and outer radius $s + ds$, and then calculate $\psi_s(i, j)$, the fraction of white pixels in the annulus. Then, $g_{II}(s)$ is the average of $\psi_s(i, j)$ over all white pixels, i.e. all $\{i, j\}$ with $I(i, j) = 1$, normalized by the fraction of white pixels over the whole image.
Figure S12: **Overview of simulations to generate randomized non-overlapping chromosome configurations.** (a-b) We identify the outlines of \( n_{\text{chr}} \) chromosome sections and randomly place them inside the spindle boundary; (b-c) we translate and rotate chromosomes sections to reduce and ultimately eliminate the overlap of chromosome sections with each other and with the region outside the spindle boundary; (c-d) we randomly translate and rotate non-overlapping chromosome sections to generate free diffusion. 

(e) **Left:** Trajectories of all centroids \( c_i(t) \) during the free diffusion stage of the simulation. Each color corresponds to the trajectory of the centroid of one chromosome section. **Right:** Trajectory of a single chromosome section \( C_i \) during the free diffusion stage. Blue indicates the initial configuration; red indicates the final configuration; the black line indicates the trajectory of the centroid \( c_i(t) \). 

(f) Square displacement of the centroids, in units of the metaphase plate radius, defined here as \( R_0 \equiv \sqrt{A_{MP}/\pi} \), where \( A_{MP} \) is the area inside the spindle boundary. The free diffusion stage of the simulation proceeds until the centroids of all sections have translated at least \( 0.1R_0 \) and the average absolute displacement is at least \( 0.5R_0 \). (Black dashed line in plot shows the average square displacement from initial position.)
**Figure S13: Framework for repulsive ellipsoid simulations.** (a) Chromosome section $j$ is represented as a dimer, a pair of points $s_{1j}$ and $s_{2j}$ separated by a fixed distance $a/2$, where $a$ is the average chromosome long axis in the $x = 0$ plane. Forces and torques on dimer $j$ from dimer $i$ are inherited from the forces between the points comprising the dimers. (b) The boundary of the spindle is represented by a chain of $N_{\text{bound}}$ equally-spaced points; each boundary point $k$ exerts a force $F_{kj}^B$ on the centroid of dimer $j$; the total force $F_{\text{bound},j}^B$ from the boundary on dimer $j$ is given by $\sum_{k=1}^{N_{\text{bound}}} F_{kj}^B$. (c) To compare simulated configurations with experimental ones at the end of the simulation, dimers are converted into identical ellipses with major and minor axes $a$ and $b$. 
Figure S14: **Comparison of simulated chromosome configurations with experimentally observed ones.** (a) From left to right: original and binarized experimental images of chromosomes in the metaphase plate (scale bar 5 μm); final configuration of a simulation where we randomized the positions of the binarized experimental chromosome sections; and the final configurations of four simulations of ellipses interacting via long-range repulsive potentials. All simulations are performed using the experimentally measured spindle boundary (white curve). In the long-range repulsion simulations, the major and minor axes of the ellipses shown are determined by the average experimentally measured chromosome shapes. **Inset:** For chromosome i, the nearest neighbor separation \( w_{\text{min}}(i) \) is the smallest distance between the surface of chromosome i and the surface of any other chromosome. (b) Intensity-intensity correlation function \( g_{II}(s) \) for all simulations, plotted alongside \( g_{II}(s) \) for binarized experimentally observed chromosome sections. In each plot, one faint curve corresponds to one run of a simulation, with boundary geometry and ellipse shape derived from a specific experimental data set, as shown in (a). Colored points with error bars represent averages of simulated data; black points with error bars show the average experimental \( g_{II}(s) \) (Main Text Fig. 4(b)). All error bars indicate SE. (c) Histograms of \( w_{\text{min}} \) for all identified chromosomes in the binarized experimental images (\( n = 216 \) chromosomes in 11 spindles), the corresponding randomized chromosome sections, and the images generated by our repulsive ellipsoid simulations. (d) Table of chromosome configuration parameters for the binarized experimental images and all simulations. The randomized chromosome simulations lack local extrema in \( g_{II}(s) \), so the first two parameters are not defined for this data set.
Figure S15: The outermost ring of metaphase chromosomes is radially oriented. (a) Left: Confocal micrograph of metaphase plate ($x = 0$) cross-section. Scale bar 5 $\mu$m. Middle: Binarization of chromosomes. Right: The orientation $\Phi_i$ of each chromosome is defined by the relation $\cos \Phi_i = \hat{p}_i \cdot \hat{\nu}_i$, where $\hat{p}_i$ is the long axis of best-fit ellipse $i$ and $\hat{\nu}_i$ is the normal to the circle that best fits the spindle boundary, evaluated at the closest point to the center of ellipse $i$. Only chromosomes whose centers are more than 3.25 $\mu$m from the center of the spindle are included in subsequent analysis. (b) For both simulated and experimental data, the distribution of $\Phi_i$ is strongly peaked near zero, indicating that most chromosomes tend to align normal to the spindle boundary. The black dashed line indicates the expected distribution if the ellipses were randomly oriented. For experimental data, $n = 158$ boundary chromosomes from 11 spindles were analyzed; for simulated data, $n = 164$ boundary ellipses from 11 simulations were analyzed. Histogram shows only data from the $r^{-3}$ simulation; other simulated data sets give similar results.
Figure S16: **Relationship between void boundary geometry and defect spacing.** (a) For a void in our 2D model, the defect spacing parameters $\alpha$ and $\beta$ uniquely determine the void waist width $D$ and radius of curvature $r_c$. (b & c) Plots of void aspect ratio $D/\beta$ and waist curvature $r_c/\beta$ as a function of inner defect spacing $\alpha$. 
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