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Introduction

In this paper, we consider a multidimensional mixed stochastic differential equation of the form

$$X(t) = X_0 + \int_0^t \left( a(s, X(s)) ds + b(s, X(s)) dW(s) + c(s, X(s)) dZ(s) \right), \quad (1)$$
where $W$ is a standard Wiener process, and $Z$ is an adapted process, which is almost surely Hölder continuous with exponent $\gamma > 1/2$.

The strongest motivation to study such mixed equations comes from financial modeling. The observations of stock prices processes suggest that they are not self-similar: on a larger time scale (months or years) these processes are smoother and have a longer memory than on a smaller time scale (hours or days). One reason for this is that the random noise in the market is a sum of a more irregular “trading” noise rendering irrationality of the stock exchange, and a more regular “fundamental” noise rendering a current economical situation. The first random noise component prevails, especially for illiquid instruments, in a shorter time periods (days and hours). The second one takes some time to propagate and becomes essential in a long run, clearly exhibiting a long memory. Such phenomena can be modeled by a sum of a Wiener process $W$ and a fractional Brownian motion $B^H$ with the Hurst parameter $H > 1/2$.

The behavior of this process on a smaller scale is mainly influenced by independent increments of $W$ and its irregularity, while on the larger scale the long memory of $B^H$ dictates the evolution of the process. As a result, the mixed model describes the stock price behavior in a better way. Let us note that the long memory effect in the financial markets and application of the models involving fractional Brownian motion and mixed Brownian-fractional Brownian motion were studied in many papers (see [2], [3], [5], [15], [23] and references therein).

The existence and uniqueness of a solution to (1) was established in [11], [17], [19] and [20] under different assumptions, and the most general results are obtained in [11] and [20]. Besides this, in [20] a limit theorem for mixed stochastic differential equations was established, and we apply this result here.

In this paper we study a stochastic viability property of the solution to equation (1) and the applications of this property. A stochastic process $X$ is called viable in a non-random set $D$, if starting at $X_0 \in D$, the process stays in $D$ almost surely. For Itô stochastic differential equations such property was studied, for example, in [1], [7], [8], [10], [18], [25]. Recently (see [4]), a viability result was proved for stochastic differential equations with fractional Brownian motion. Studying a viability property of solution of equation (1), we deduce the path-wise comparison theorems as an important application. The first comparison theorems for Itô stochastic differential equations were obtained in [12], [22], [24]. In papers [16] and [18] multidimensional pathwise comparison theorems were obtained too (in the first one, for processes with jumps). Here we prove a viability result for (1) and deduce the results on positivity and pathwise comparison for solutions of such equations.

The paper is organized as follows. Section 1 contains some preliminaries on generalized pathwise stochastic integration. It contains also some results about existence and uniqueness of solution to (1) as well as a limit theorem for for solutions of such equations. The main results on viability, positivity and pathwise comparison of solutions to mixed stochastic differential equations are presented in Section 2. Section 3 gives some applications of the results of Section 2 to the comparison of option prices in the market models with long-range dependence. More precisely, we consider here pure fractional and mixed Brownian-fractional-Brownian Cox-Ross-Ingersoll (mBfBm-CIR) models. The existence and uniqueness result for the corresponding stochastic differential equations is proved. The comparison theorem is applied to
obtain an upper bound for the price of a European-type option on the interest rate presented by the mBfBm-CIR model. We also give a viability and comparison result for Itô stochastic differential equations with random coefficients. The proofs of these results are very similar to those for equations with non-random coefficients, so we put them to Appendix, where we also discuss some multidimensional pathwise comparison results.

1 Preliminaries

Let \((\Omega, \mathcal{F}, \mathbb{F}, P)\) be a complete probability space with a filtration \(\mathbb{F} = \{\mathcal{F}, t \geq 0\}\) satisfying usual assumptions. Let \(W = \{(W_1(t), \ldots, W_m(t)), t \geq 0\}\) be a standard \(m\)-dimensional \(\mathbb{F}\)-Wiener process and \(Z = \{(Z_1(t), \ldots, Z_r(t)), t \geq 0\}\) be an \(r\)-dimensional \(\mathbb{F}\)-adapted \(\gamma\)-Hölder continuous process on this probability space.

We consider the following mixed stochastic differential equation in \(\mathbb{R}^d\):

\[
X(t) = X_0 + \int_0^t \left( a(s, X(s)) ds + \sum_{k=1}^m b_k(s, X(s)) dW_k(s) + \sum_{j=1}^r c_j(s, X(s)) dZ_j(s) \right),
\]

\(t \in [0, T],\)

where coefficients \(a, b_k, c_j: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d\) are jointly continuous. For brevity, we will use notation

\[
b(s, X(s)) dW(s) := \sum_{k=1}^m b_k(s, X(s)) dW_k(s)
\]

and

\[
c(s, X(s)) dZ(s) := \sum_{j=1}^r c_j(s, X(s)) dZ_j(s).
\]

We note that in equation (2), the integral w.r.t. Wiener process is defined as the standard Itô integral, and the integral w.r.t. fBm is pathwise generalized Lebesgue–Stieltjes integral, whose definition is given below.

1.1 Generalized Lebesgue–Stieltjes integral

Consider two continuous functions \(f, g \in C(\mathbb{R}^+).\) For \(\alpha \in (0, 1)\) and \(0 \leq a < b\) define fractional derivatives

\[
(D^\alpha_{a+} f)(x) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(x-a)^\alpha} + \alpha \int_a^x \frac{f(u) - f(a)}{(u-a)^{1+\alpha}} du \right) 1_{(a,b)}(x),
\]

\[
(D^{1-\alpha}_{b-} g)(x) = \frac{e^{-\alpha x}}{\Gamma(\alpha)} \left( \frac{g(x)}{(b-x)^{1-\alpha}} + (1-\alpha) \int_x^b \frac{g(u) - g(x)}{(u-x)^{2-\alpha}} du \right) 1_{(a,b)}(x).
\]

Note that the latter notation is slightly different from the one given in [21]. This simplifies the notation below. If \(f, g\) are such that \(D^\alpha_{a+} f \in L_p[a, b],\ D^{1-\alpha}_{b-} g \in L_q[a, b]\)
for some \( p \in (1, 1/\alpha) \), we can define the generalized (fractional) Lebesgue-Stieltjes integral as

\[
\int_a^b f(x)dg(x) = \alpha \int_a^b (D_{a+}^\alpha f)(x)(D_{b-}^{1-\alpha}g)(x)dx. \tag{3}
\]

As \( Z \) is almost surely \( \gamma \)-Hölder continuous, it is easy to see that for any \( \alpha \in (1-\gamma, 1/2) \), \( j = 1, \ldots, r \)

\[
A_{\gamma, \alpha}(Z_j) := \sup_{0 \leq u \leq T} |(D_{u-}^{1-\alpha}Z_j)(u)| < \infty.
\]

Thus, the integral with respect to \( Z_j \) can be defined by relation (3), and it admits the following estimate:

\[
\left| \int_a^b f(x)dZ_j(s) \right| \leq C_{\alpha} A_{\gamma, \alpha}(Z_j) \int_a^b \left( \frac{|f(s)|}{(s-a)^{\alpha}} + \int_a^s \frac{|f(s) - f(z)|}{(s-z)^{\alpha+1}}dz \right)ds. \tag{4}
\]

1.2 Assumptions

Throughout the paper, \( C \) will denote a generic constant which may change from line to line. To emphasize the dependence of the constants on some parameters, we will put them into subscripts. By \(|\cdot|\) we denote both absolute value and the Euclidian norm in \( \mathbb{R}^n \), by \((\cdot, \cdot)\) – scalar product in \( \mathbb{R}^n \), for any \( n \geq 1 \). Also, throughout the paper \( \alpha \in (1-\gamma, 1/2) \) will be fixed.

We will assume that coefficients of (2) satisfy the following hypotheses.

(M1) for all \( t \in [0, T] \), \( x \in \mathbb{R}^d \), \( k = 1, \ldots, m \), \( j = 1, \ldots, r \)

\[
|a(t,x)| + |b_k(t,x)| + |c_j(t,x)| \leq C(1 + |x|);
\]

(M2) for all \( t \in [0, T] \), \( x, y \in \mathbb{R}^d \), \( i = 1, \ldots, d \), \( k = 1, \ldots, m \), \( j = 1, \ldots, r \)

\[
|\partial_i a(t,x) - a(t,y)| + |\partial_i b_k(t,x) - b_k(t,y)| + |\partial_i c_j(t,x) - c_j(t,y)|
+ |\partial_i c_j(t,x) - \partial_i c_j(t,y)| \leq C|x - y|;
\]

(M3) for some \( \beta \in (1 - \gamma, 1] \) and all \( t, s \in [0, T] \), \( x \in \mathbb{R}^d \), \( i = 1, \ldots, d \), \( k = 1, \ldots, m \), \( j = 1, \ldots, r \)

\[
|\partial_i a(t,x) - a(s,x)| + |\partial_i b_k(t,x) - b_k(s,x)| + |\partial_i c_j(t,x) - c_j(s,x)|
+ |\partial_i c_j(t,x) - \partial_i c_j(s,x)| \leq C|t - s|^\beta.
\]
1.3 Unique solvability of mixed stochastic differential equation and limit theorem

In order to formulate the results, we need to introduce the following norm for a vector-valued function $f$

$$
\|f\|_{\infty, t} = \sup_{s \in [0,t]} \left( |f(s)| + \int_{0}^{s} |f(s) - f(z)| (s-z)^{-1-\alpha} dz \right).
$$

and a seminorm

$$
\|f\|_{0, t} = \sup_{0 \leq u < v < t} \left( \frac{|f(v) - f(u)|}{(v-u)^{1-\alpha}} + \int_{u}^{v} \frac{|f(u) - f(z)|}{(z-u)^{2-\alpha}} dz \right).
$$

The first result is about existence and uniqueness of solution.

**Theorem 1** Equation (2) has a solution such that

$$
\|X\|_{\infty, T} < \infty \quad a.s. \quad (5)
$$

This solution is unique in the class of processes satisfying (5).

Another result we need is a limit theorem. Consider a sequence of equations

$$
X^n(t) = X_0 + \int_{0}^{t} \left( a(s, X^n(s)) ds + b(s, X^n(s)) dW(s) + c(s, X^n(s)) dZ^n(s) \right), t \in [0, T],
$$

where $\{Z_n, n \geq 1\}$ is a sequence of almost surely $\gamma$-Hölder continuous processes.

**Theorem 2** Assume that $\|Z - Z^n\|_{0, T} \to 0$ in probability. Then $X^n(t) \to X(t)$ in probability uniformly in $t$.

The proofs of Theorems 1 and 2 are exactly the same as those in one-dimensional case given in [20].

2 Main results

2.1 Stochastic viability of solution to mixed stochastic differential equation

We remind the notion of stochastic viability: for a non-empty set $D \subset \mathbb{R}^d$, process $X = \{X(t), t \geq 0\}$ is called viable in $D$ if $P(X(t) \in D, t \geq 0) = 1$ when $X(0) \in D$.

Assume that $D$ is smooth, i.e. there exists a function $\varphi : \mathbb{R}^d \to \mathbb{R}$, $\varphi \in C^2(\mathbb{R}^d)$ such that its gradient $\partial_x \varphi(x) \neq 0$ when $\varphi(x) = 0$ and

$$
D = \{x : \varphi(x) \geq 0\}.
$$

Denote $\partial D = \{x : \varphi(x) = 0\}$.

**Theorem 3** Under assumptions
(VM1) for any $t \geq 0$, $x \in D$

$$
\left( \varphi'(x), a(t,x) \right) + \frac{1}{2} \sum_{k=1}^{m} \sum_{j=1}^{d} b_{kj}(t,x)b_{kj}(t,x) \varphi''(x) \geq 0;
$$

(VM2) for any $t \geq 0$, $x \in D$, $k = 1, \ldots, m$, $j = 0, \ldots, r$

$$
\left( \varphi'(x), b_k(t,x) \right) = \left( \varphi'(x), e_j(t,x) \right) = 0.
$$

Then $X$ is viable in $D$.

Proof Since $\|X\|_{\infty,T} < \infty$ a.s., the process $X$ is a.s. continuous, so it is enough to prove that for all $t \in [0, T]$ $P(X(t) \in D) = 1$.

For $x \in \mathbb{R}^d$, $n \geq 1$, we denote $k_n(x) = \frac{1}{n}(|x| \wedge n)$,

$$
Z^n(t) = n \int_0^t k_n(Z_s)ds
$$

and $k_n(Z) = \{k_n(Z_t), t \in [0,T]\}$.

It was proved in [20] Lemma 2.1 that

$$
\|Z^n - k_n(Z)\|_{0,T} \leq CK \gamma (k_n(Z)) n^{1 - \alpha}, \quad (6)
$$

where $K \gamma (g) = \sup_{0 \leq s \leq T} |g(t) - g(s)|/(t - s)^{\gamma}$ is the H"older constant of $g$. Note that

$$
\|Z^n - Z\|_{0,T} \leq \|Z^n - k_n(Z)\|_{0,T} + \|Z - k_n(Z)\|_{0,T}.
$$

Since $Z$ is a.s. continuous, it is bounded, and hence $\|Z - k_n(Z)\|_{0,T} \to 0$ a.s., $n \to \infty$. This relation together with (6) and the inequality $K \gamma (k_n(Z)) \leq K \gamma (Z) < \infty$ gives

$$
\|Z^n - Z\|_{0,T} \to 0, n \to \infty
$$

a.s. Defining $X^n$ as a solution to

$$
X^n(t) = X_0 + \int_0^t \left( a(s,X^n(s))ds + b(s,X^n(s))dW(s) + c(s,X^n(s))dZ^n(s) \right), t \in [0,T], \quad (7)
$$

and applying Theorem [2] we have that $X^n(t) \to X(t)$ in probability uniformly in $t \in [0,T]$, $n \to \infty$.

Equation (7) can be transformed to the Itô stochastic differential equation

$$
X^n(t) = X_0 + \int_0^t \left( a^n(s,X^n(s))ds + b(s,X^n(s))dW(s) \right),
$$

where

$$
a^n(t,x) = a(t,x) + \sum_{j=1}^{r} c_j(t,x)Z^n_j(t)
$$

$$
= a(t,x) + \sum_{j=1}^{r} c_j(t,x)\max\{k_{aj}(Z(t)) - k_{aj}(Z((t - 1/n) \vee 0))\},
$$
and $k_{nq}(x)$ is the $j$th coordinate of $k_n(x)$.

Since $k_n(Z)$ is bounded, the coefficients of this equation satisfy assumptions (H1)–(H4) in Appendix. It follows from (VM1) and (VM2) that the conditions of Theorem 7 are satisfied. Hence, for all $t \in [0, T]$, we have $P(X^n(t) \in D) = 1$. Since $X^n(t) \rightarrow X(t)$ as $n \rightarrow \infty$ in probability and $D$ is closed, we get $P(X(t) \in D) = 1$, as required.

2.2 Positivity and comparison theorem

As the first application of Theorem 3, we consider conditions supplying positivity of solution to equation (2). This question is of particular interest in financial modeling, where the prices of most assets cannot become negative.

**Theorem 4** Assume that for some $d' \leq d$ and any $i = 1, \ldots, d'$

(P1) $X_0 \geq 0$.

(P2) for any $x \in \mathbb{R}^d$ such that $x_i = 0, x_l \geq 0, l = 1, \ldots, d'$, it holds $a_i(t, x) \geq 0$ and for any $k = 1, \ldots, m, j = 1, \ldots, r$ $b_{kj}(t, x) = c_{kj}(t, x) = 0$.

Then $P(X_i(t) \geq 0, i = 1, \ldots, d', t \in [0, T]) = 1$.

**Proof** Consider the equation

$$
\tilde{X}(t) = X_0 + \int_0^t \left( \tilde{a}(s, X(s))ds + \sum_{k=1}^m \tilde{b}_k(s, X(s))dW_k(s) + \sum_{j=1}^r \tilde{c}_j(s, X(s))dZ_j(s) \right),
$$

$t \in [0, T], \tag{8}$

where

$$
\tilde{a}(t, x) = a(t, |x_1|, \ldots, |x_{d'}|, x_{d'+1}, \ldots, x_d),
$$

$$
\tilde{b}(t, x) = b(t, |x_1|, \ldots, |x_{d'}|, x_{d'+1}, \ldots, x_d),
$$

$$
\tilde{c}(t, x) = c(t, |x_1|, \ldots, |x_{d'}|, x_{d'+1}, \ldots, x_d).
$$

It follows from Theorem 3 that the unique solution $\tilde{X}$ to equation (8) is viable in each $D_i = \{x_i \geq 0\}, i = 1, \ldots, d'$.

Consequently, under (P1), we have $P(\tilde{X}(t) \geq 0, t \in [0, T]) = 1$ for $i = 1, \ldots, d'$, or, equivalently, $P(\tilde{X}_i(t) \geq 0, i = 1, \ldots, d', t \in [0, T]) = 1$. Hence, $\tilde{X}(t)$ solves (2), and, by uniqueness, we have $P(X(t) = \tilde{X}(t), t \in [0, T]) = 1$, concluding the proof.

Now we turn to a comparison theorem for solutions of stochastic differential equations.

Let $t \in \{1, \ldots, d\}$ be a fixed coordinate number and $X^q, q = 1, 2$, be solutions to mixed equations

$$
X^q(t) = X^q_0 + \int_0^t \left( a^q(s, X^q(s))ds + \sum_{k=1}^m b_k(s, X^q(s))dW_k(s) + \sum_{j=1}^r c_j(s, X^q(s))dZ_j(s) \right),
$$

$t \in [0, T]. \tag{9}$
The coefficients of both equations are assumed to satisfy hypotheses from Subsection 1.2.

We note that the coefficients $b$ and $c$ are the same for both equations and they depend on the $l$th coordinate only. This assumption seems restrictive, and we discuss it in Remark 1.

The following result can be deduced from Theorem 3 exactly the same way as Theorem 8 is deduced from Theorem 7.

**Theorem 5** Assume that

(CM1) $X_{t0}^j \leq X_{t0}^z$,

(CM2) for any $x^1, x^2 \in \mathbb{R}^d$ such that $x^1_j = x^2_j$ it holds $a^1(t, x^1) \leq a^2(t, x^2)$.

Then $P(X^j_0(t) \leq X^j_0(t), t \in [0, T]) = 1$.

### 3 Applications

To apply a pathwise comparison theorem to the mixed financial market model, consider the following one-dimensional pure and mixed analogs of the Cox-Ingersoll-Ross market price model, i.e. the stochastic differential equations of the form

$$
\frac{dX(t)}{t} = aX(t)dt + \sigma X(t)^\lambda dB^H(t), t \geq 0, X(0) = X_0 > 0
$$

and

$$
\frac{dX(t)}{t} = aX(t)dt + \sigma X(t)^\lambda (dW(t) + dB^H(t)), t \geq 0, X(0) = X_0 > 0
$$

with $1/2 \leq \lambda < 1$. The diffusion coefficient $b(s, x) = c(s, x) = \sigma x^\lambda$ in both equations is not differentiable at zero and therefore does not satisfy (M2). Therefore, we can not apply Theorem 1.1 as well as any other known results concerning the existence and uniqueness of the solution of mixed stochastic differential equations involving fractional Brownian motion, to (10) and (11).

Suppose for the moment that equation (10) has a solution $X$. Consider the integral $\int_0^x s^\lambda dB^H(s)$. According to the results concerning the pathwise Hölder properties of the integrals with respect to fBm (for example, see [24]), this integral is Hölder continuous in $t$ up to order $H$. It follows that the trajectories of $X$ have the same property. So, the process $X^\lambda$ has Hölder continuous trajectories of order up to $H\lambda$.

In turn, the integral $\int_0^x s^\lambda dB^H(s)$ exists as a path-wise Riemann-Stieltjes integral if the sum of the Hölder exponents of the integrand and the integrator exceeds 1 (see, e.g., [24]), i.e. if $H\lambda + H > 1$. This heuristic argument explains why we consider equation (10) only for the values of index $H \in \left(\frac{1}{1+\lambda}, 1\right)$. Similarly, the solution of equation (11) has Hölder continuous trajectories up to order $1/2$, and the process $X^\lambda$ has Hölder continuous trajectories up to order $\frac{1}{2}$, and hence, it must be $\frac{1}{2} + H > 1$, or $H \in (1 - \frac{2}{3}, 1)$. In particular, if $\lambda = 1/2$, then $H \in (2/3, 1)$ for equation (10), and $H \in (3/4, 1)$ for equation (11).

Consider (11) on some interval $[0, T]$ assuming additionally that the processes $W$ and $B^H$ are independent. According to [3], there exists a Wiener process $\tilde{W}$ with respect to the filtration generated by the sum $W + B^H$, such that

$$
W(t) + B^H(t) = \tilde{W}(t) - \int_0^t \int_0^s r(s, u) d\tilde{W}(u) ds,
$$

(12)
where the square integrable kernel \( \{r(t,s), 0 \leq s < t \leq T \} \) is the unique solution of the equation

\[
    r(t,s) + \int_0^t r(t,x) r(s,x) \, dx = H(2H - 1)(t-s)^{2H-2}, \quad 0 \leq s < t \leq T. \tag{13}
\]

In this case, equation (11) can be reduced to the stochastic differential equation

\[
dX(t) = \left( aX(t) - \sigma X(t)^\lambda \int_0^t r(t,u) \, d\tilde{W}(u) \right) dt + \sigma X(t)^\lambda \tilde{W}(t), \quad t \geq 0, X(0) = X_0 > 0. \tag{14}
\]

Equation (14) does not involve a fractional Brownian motion but it has a random non-Lipschitz and non-Markov drift coefficient.

**Theorem 6**  
(1) Equation (10) has a unique solution if \( H \in (\frac{1}{1+\lambda}, 1) \).

(2) Equation (11) has a unique solution if \( H \in (1 - \frac{1}{\lambda}, 1) \).

(3) Denote \( v_0 = \inf \{ t > 0 : X(t) = 0 \} \), where \( X \) is a solution to either (10) or (11). Then \( X(t) = 0 \) a.s. for all \( t \geq v_0 \).

**Proof** The proof of this theorem is given in Appendix C.

Consider the one-dimensional mixed Cox-Ingersoll-Ross interest rate model described by equation (11). We suppose that the discounting factor equals \( B(t) = e^{\alpha t}, t \geq 0 \). It is impossible to solve explicitly equation (11) and the distribution of its solution has a complicated form. We note that even for the classical Cox-Ingersoll-Ross interest rate model, involving only Wiener process, it has a noncentral chi-square distribution according to [6] (see also a discussion in [14]). To avoid such difficulties, we apply Theorems 6 and 5 to get an upper bound for option prices on interest rate in the model described by equation (11). To this end, introduce \( Y(t) = X(t)^{1-\lambda}, t \in [0, v_0) \).

According to the Itô formula, \( Y \) satisfies the following stochastic differential equation on \([0, v_0)\):

\[
dY(t) = \left( a(1-\lambda)Y(t) - \frac{\sigma^2 \lambda (1-\lambda)}{2Y(t)} \right) dt + \sigma (1-\lambda) (dW(t) + dB^H(t)). \tag{15}
\]

Consider an auxiliary process \( Z \) that satisfies the following stochastic differential equation (Vasiček model)

\[
dZ(t) = a(1-\lambda)Z(t) dt + \sigma (1-\lambda) (dW(t) + dB^H(t)). \tag{16}
\]

with the initial condition \( Z(0) = X_0^{1-\lambda} \). Equation (16) has a unique solution on \( \mathbb{R}_+ \), and it is a Gaussian process of the form

\[
    Z(t) = X_0^{1-\lambda} e^{a(1-\lambda)t} + \sigma (1-\lambda) \int_0^t e^{a(1-\lambda)(t-s)} (dW(s) + dB^H(s)).
\]

Applying Theorem 5 to \( Y \) and \( Z \) on the interval \([0, v_0)\), we get \( Y(t) \leq Z(t) \) a.s. for all \( t \in [0, v_0) \). Since \( Y(t) = 0 \) for \( t \geq v_0 \), this implies \( Y(t) \leq Z(t) \) a.s. for all \( t \geq 0 \). Therefore, \( X(t) \leq Z(t)_+^{1/(1-\lambda)} \) a.s. for \( t \geq 0 \). Considering a European option with a nondecreasing
payoff function $f(\cdot)$ and maturity $T > 0$, we can use the latter inequality to derive the following upper price bound:

$$E\left[e^{-aT} f(X_T)\right] \leq E\left[e^{-aT} f\left(Z(T)^{1/(1-\lambda)}\right)\right]$$

where the distribution of $Z(T)$ is Gaussian with mean $X_0^{1-\lambda} e^{a(1-\lambda)T}$ and variance

$$\sigma^2 (1-\lambda)^2 \left( \frac{e^{2a(1-\lambda)T} - 1}{2a(1-\lambda)} + H(2H-1) \int_0^T \int_0^T e^{a(1-\lambda)(t+s)} |t-s|^{2H-2} dt ds \right).$$

For $a = 0.1, X_0 = 1, \lambda = 0.5, T = 10, f(x) = (x-K)_+$ we have calculated the upper bound for different $\sigma$ and $K$. We have also computed numerically the prices by using the Euler method with 4096 points to simulate 20000 paths of the solution. Results are following.

| $\sigma$ | 0.1 | 0.5 | 1   |
|----------|-----|-----|-----|
| $K$      |     |     |     |
| 0.5      | 0.8818 | 0.7015 | 0.4032 |
| 1        | 2.17 | 2.04 | 1.891 |
| 2        | 4.448 | 4.42 | 4.312 |
| Price    | 6.552 | 6.448 | 1.25 |
| Upper bound | 0.8953 | 0.7198 | 0.4192 |

As we see, the difference between the upper bound and the price is minor for small values of $\sigma$ and becomes substantial when $\sigma$ increases. There are two reasons for that: first, the term we have omitted in (15) to obtain the upper bound grows with $\sigma$, second, for large $\sigma$ the solution hits zero quickly and stays there, while the upper bound becomes larger.

It is of great interest whether or not solutions of equations (11) and (10) stay positive. For equation (11) with $H > 3/4$ a complete answer can be given. Namely, in this case the sum $W+B^H$ under equivalent measure transformation becomes a standard Wiener process, so equation (11) transforms to an Itô equation. Its solution is a diffusion process, so it can be checked by using the results of [13, Section VI.3] that the solution almost surely vanishes within a finite time.

For equation (10), the precise answer is not known. The numerical experiments below suggest that for $a < 0$ the solution vanishes almost surely, and for $a > 0$ it stays positive at least with positive probability. (The Euler method we have used for simulations cannot give and answer whether the probability is 1 or less.)

We have considered equations

$$dX_t = aX_t dt + \sqrt{X_t} dB^H_t, X_0 = 1, t \geq 0,$$

with $H = 0.8$ and $a = \pm 1$. For $a = 0.1$, the following figures contain histogram of the time when trajectories hit 0 on the segments $[0, 50]$ and $[0, 500]$. 
We see that almost the same number of paths (around 400) stays positive at \( t = 50 \) and at \( t = 500 \).

For \( a = -0.1 \), the following figures contain the graph of the 1000 paths and histogram of the time when trajectories hit 0.

We see that only a single path stays positive at \( t = 500 \).

### A Stochastic viability for ordinary stochastic differential equations with random coefficients

Consider a stochastic differential equation

\[
X(t) = X_0 + \int_0^t \left( a(s, X(s), \omega) \right) ds + \sum_{k=1}^m b_k(s, X(s), \omega) dW_k(s), \quad t \in \mathbb{R}_+ \tag{17}
\]

where the coefficients \( a \) and \( b_k, k = 1, \ldots, m \), are measurable functions from \( \mathbb{R}_+ \times \mathbb{R}^d \times \Omega \) to \( \mathbb{R}^d \); \( W_k \), \( k = 1, \ldots, m \) are independent \( \mathcal{F} \)-Wiener processes, \( X_0 \) is \( \mathcal{F}_0 \)-measurable random vector in \( \mathbb{R}^d \). We assume for simplicity that \( X_0 \) is bounded.

The following assumptions guarantee that there exists a unique solution to (17) in the class of adapted square integrable processes (see [22]).

**H1** For each \( t \in \mathbb{R}_+ \), the functions \( a(t, \cdot) \) and \( b_k(t, \cdot), k = 1, \ldots, m \), are \( \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}_t \)-measurable.

**H2** Functions \( a(\cdot, \omega) \) and \( b_k(\cdot, \omega), k = 1, \ldots, m \), are almost surely jointly continuous on \( \mathbb{R}_+ \times \mathbb{R}^d \).

**H3** For any \( t \in \mathbb{R}_+ \) and any \( s \in \mathbb{R} \)

\[
|a(t, 0)| + \sum_{k=1}^m |b_k(t, 0)| \leq C.
\]
H4) For any $t \in \mathbb{R}_+$, $x, y \in \mathbb{R}^d$

$$|a(t, x) - a(t, y)| + \sum_{k=1}^m |b_k(t, x) - b_k(t, y)| \leq C|x - y|.$$  

Let $\varphi : \mathbb{R}^d \to \mathbb{R}$, $\varphi \in C^2(\mathbb{R}^d)$ be a function such that its gradient $\partial_i \varphi(x) \neq 0$ when $\varphi(x) = 0$. Let the set

$$D = \{x : \varphi(x) > 0\}$$

be non-empty, and $\partial D = \{x : \varphi(x) = 0\}$ be its boundary.

**Theorem 7** Assume that $X_0 \in D$ a.s. and the following conditions hold almost surely:

(V1) For any $t \in \mathbb{R}_+$, $x \in D$

$$\alpha(t, x) := (\varphi'(x), a(t, x)) + \frac{1}{2} \sum_{k=1}^m \sum_{j=1}^d b_k(t, x)b_j(t, x)\varphi''_j(x) \geq 0;$$

(V2) For any $t \in \mathbb{R}_+$, $x \in D$, $k = 1, \ldots, d$

$$\beta_k(t, x) := (\varphi'(x), b_k(t, x)) = 0.$$

Then $P(X(t) \in D$ for all $t \in \mathbb{R}_+) = 1$.

**Proof** Since $D$ is closed and $X(t)$ is a.s. continuous, it is enough to prove that $P(X(t) \in D) = 1$ for all $t \geq 0$.

Step 1. First we prove that if $\alpha(t, x) > 0$ a.s. for all $t \in \mathbb{R}_+$, $x \in D$ and if $X_0 \in \partial D$, then there exists a stopping time $\theta > 0$ a.s. such that $X(t) \in D$ for all $t \in [0, \theta]$. To this end, fix some $R > |X_0|$ and define stopping times

$$\tau = \inf\{s \in \mathbb{R}_+ : \alpha(s, X(s)) \leq 0\}, \quad \tau_\theta = \min\{s \in \mathbb{R}_+ : |X(s)| \leq R\}.$$

As usual, we suppose that a stopping time equals $\theta$ if the corresponding set is empty. It is clear that $\tau > 0$ and $\tau_\theta > 0$ a.s.

For any $u \geq 0$ put $\theta_0 = u / \tau / \tau_\theta$ and apply the Itô formula to the process $\varphi(X(t))$:

$$\varphi(X(\theta_0)) = \int_0^{\theta_0} \left(\alpha(s, X(s))ds + \sum_{k=1}^m \beta_k(s, X(s))dW_k(s)\right).$$

Since $X$ is bounded on $[0, \theta_0]$, the expectation of the stochastic integral equals zero. Hence

$$E[\varphi(X(t))] = E\left[\int_0^{\theta_0} \alpha(s, X(s))ds\right].$$

For a non-negative function $\psi \in C(\mathbb{R})$ such that $\int_\mathbb{R} \psi(x)dx = 1$ and $\psi(x) = 0, x \not\in [0, 1]$, define

$$\psi_n(x) = n \int_0^{\theta_0} \int_0^1 \psi(u)\varphi'(x, u)u\varphi''(x, u)du.$$

Obviously, $\psi_n(x) \uparrow |x|$ as $n \to \infty$ and $|\psi_n(x)| \leq 1, n \geq 1$.

Applying the Itô formula to $\psi_n(\varphi(X(t)))$, we get

$$\psi_n(\varphi(X(\theta_0))) = \int_0^{\theta_0} \psi_n'(\varphi(X(s)))\alpha(s, X(s))ds + \sum_{k=1}^m \beta_k(s, X(s))dW_k(s)$$

$$+ \frac{1}{2} \int_0^{\theta_0} \psi_n''(\varphi(X(s)))\sum_{k=1}^m \beta_k(s, X(s))^2 ds.$$
Similarly,
\[
E [\psi_n(\varphi(X(\theta_n)))] = E \left[ \int_0^{\theta_n} \psi_n'(\varphi(X(s))) \alpha(s, X(s)) ds \right] \\
+ \frac{1}{2} \sum_{k=1}^{m} E \left[ \int_0^{\theta_n} \psi_n''(\varphi(X(s))) b_k(s, X(s))^2 ds \right].
\]

(18)

Recall that \( \alpha(s, X_s) \geq 0 \) for \( s < \theta_n \), and \( |\psi_n'(x)| \leq 1 \), so the first term in the right-hand side of (18) does not exceed \( E \left[ \int_0^{\theta_n} \alpha(s, X(s)) ds \right] \). We will prove now that the second term vanishes.

For \( x \in \mathbb{R}^d \), let \( z(s) \) be the closest to \( x \) point such that \( \varphi(z(s)) = 0 \) (any of the points if there are more than one). As the function \( \varphi \) is continuously differentiable and its derivative is non-zero on \( \partial D \), there exists \( \varepsilon > 0 \) such that
\[
|x - z(s)| \leq C_k |\varphi(x) - \varphi(z(s))| = C_k |\varphi(x)|
\]
whenever \( |x| \leq R, |\varphi(x)| < \varepsilon \). Further, for \( |x| \leq R \)
\[
|\beta_k(x, s)| = |\beta_k(x, s) - \beta_k(x, z(s))| \leq \left| (\varphi'(z(s)) b_k(x, s)) + (\varphi'(z(s)) b_k(x, s) - \beta_k(x, z(s))) \right| \leq C_k |x - z(s)| + |x - z(s)| \leq C_k |x - z(s)|.
\]

But for \( n > 1/\varepsilon \) it holds that
\[
\psi_n''(\varphi(X(s))) = n\psi(n\varphi(X(s))) = 0
\]
whenever \( |\varphi(X(s))| > \varepsilon \), whence
\[
E \left[ \int_0^{\theta_n} \psi_n''(\varphi(X(s))) b_k(s, X(s))^2 ds \right] \leq C_{kn} E \int_0^{\theta_n} \psi(n\varphi(X(s)))\varphi'(X(s))^2 ds
\]
\[
\leq \frac{C_{kn}}{n} \sup_{x \in \mathbb{R}} x^2 \varphi(x) \to 0, \quad n \to \infty.
\]

Letting \( n \to \infty \), we get from (18) that
\[
E [\psi_n(\varphi(X(\theta_n)))] \leq \liminf_{n \to \infty} E [\psi_n(\varphi(X(\theta_n)))] \leq E \left[ \int_0^{\theta_n} \alpha(s, X(s)) ds \right] = E [\varphi(X(\theta_n))],
\]
and hence, \( \varphi(X(\theta_n)) \geq 0 \) a.s. Since \( \theta_n = \tau \cap \tau_D \geq 0 \) a.s., we get the desired claim with \( \theta = \tau \cap \tau_D \geq 0 \) a.s.

Step 2. We prove the statement of the theorem under assumption that \( \alpha(t, x) > 0 \) a.s. for all \( t \geq 0, \quad x \in D \).

Define \( \tau_D = \inf \{ s \geq 0 : X_s \notin D \} \) and assume on the contrary that \( P(\tau_D < \infty) > 0 \). Then for some \( R > 0 \) it holds \( P(\tau_D < \infty, |X(\tau_D)| \leq R) > 0 \). Consider a new stochastic basis \( (\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}}) \), where \( \hat{\Omega} = \{ \tau < \infty, |X(\tau)| \leq R \} ; \hat{\mathcal{F}} = \mathcal{F} |_{\hat{\Omega}} ; \hat{\mathbb{P}} = \{ \mathcal{F}_s \}_{s \geq 0} \), where \( \mathcal{F}_s \) is the \( \sigma \)-algebra generated by the stopping time \( t + \tau_D ; \hat{P}(A) = P(A) / P(\Omega), A \in \hat{\mathcal{F}}. \) Define also \( \hat{X}(t) = X(t + \tau_D), \hat{\alpha}(t, x) = \alpha(t + \tau_D, x), \hat{b}_k(t, x) = b_k(t + \tau_D, x), k = 1, \ldots, m ; \hat{W}(t) = W(t + \tau_D) - W(\tau_D) \). Evidently, \( \hat{W} \) is a \( \hat{\mathcal{F}} \)-Wiener process, and the newly defined coefficients satisfy (H1)–(H4), (V1), and (V2), moreover, \( \hat{\alpha}(t, x) > 0 \) \( \hat{P} \)-a.s. for all \( t \geq 0, \quad x \in D \) is easy to see that \( \hat{X} \) solves
\[
\hat{X}(t) = \hat{X}(0) + \int_0^t \left( \hat{a}(s, \hat{X}(s), \omega) ds + \sum_{k=1}^{m} \hat{b}_k(s, \hat{X}(s), \omega) d\hat{W}_k(s) \right), \quad t \geq 0.
\]

According to Step 1, there exists \( \tilde{\theta} > 0 \) \( \hat{P} \)-a.s. such that \( \hat{X}(t) \in D, t \in [0, \tilde{\theta}] \) \( \hat{P} \)-a.s. Thus, \( X(t) \in D, t \in [\tau_D, \tau_D + \tilde{\theta}] \) for \( P \)-a.s. \( \omega \in \Omega \), which contradicts the definition of \( \tau_D \).

Step 3. Now we prove the statement in its original form. Let \( \{a^\ell(t, x), n \geq 1 \} \) be sequence of coefficients such that (H1)–(H4) holds, for any \( T > 0 \)
\[
E \left[ \sup_{\ell \in \mathcal{F}_T} \sup_{x \in \mathbb{R}} |a^\ell(t, x) - a(t, x)| \right] \to 0, \quad n \to \infty
\]
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and almost surely for any \( t \geq 0, x \in D \) the assumption of Step 1 is satisfied, i.e.

\[
\alpha^x(t, x) := (\varphi'(x), a^x(t, x)) + \frac{1}{2} \sum_{k=1}^{m} \sum_{i,j=1}^{d} b_{k}(t,x) b_{kj}(t,x)(\varphi''_{ij}(x)) > 0.
\]

One can take, for example, \( a_{k}(t,x) = a(t,x) + n^{-1} \varphi'(x)G(x) \) with a positive smooth function \( G: \mathbb{R}^{d} \to \mathbb{R} \) which does not vanish on \( \partial D \) and decays on infinity sufficiently rapidly so that \( \varphi'(x)G(x) \) is bounded together with its derivative.

Let \( X^a \) be the solution of

\[
X^a(t) = X_0 + \int_0^t \left( a^s(s, X^a(s))ds + \sum_{k=1}^{m} b_k(s, X^a(s))dW_k(s) \right), \quad t \geq 0.
\]  \( (19) \)

Then it is well known that \( X^a(t) \to X(t) \) in probability locally uniformly in \( t \). By Steps 1 and 2, \( X^a(t) \in D \) a.s. for all \( t \geq 0 \). Since \( D \) is closed, we get \( X(t) \in D \) a.s. for all \( t \geq 0 \).

We note that one can extend the results of Theorem 7 to the case where the constants in (H3), (H4) are random and (H4) holds locally in \( x, y \).

**B Comparison theorem for equations with random coefficients**

We formulate the result below as multidimensional, while it is basically about a pathwise comparison in one-dimensional case.

Let \( X^a, q = 1, 2, \) be solutions of stochastic differential equations

\[
X^q(t) = X_0^q + \int_0^t \left( a^q(s, X^q(s))ds + \sum_{k=1}^{m} b_k(s, X^q(s))dW_k(s) \right), \quad t \geq 0,
\]

where the coefficients \( a^t, q = 1, 2, \) and \( b_k, k = 1, \ldots, m, \) satisfy (H1)-(H4); \( X_0^q = (X_0^q, \ldots, X_0^q), q = 1, 2, \) are bounded \( \mathcal{F}_0 \)-measurable random vectors, and \( l \in \{1, \ldots, d\} \) is a fixed coordinate number.

**Theorem 8** Assume that

(C1) \( X_0^q \leq X_0^q \text{ a.s.} \),

(C2) for any \( x^1, x^2 \in \mathbb{R}^d \) such that \( x^1 \leq x^2 \) it holds \( a^1(t, x^1) \leq a^2(t, x^2) \text{ a.s.} \).

Then \( P(X_1^1(t) \leq X_2^1(t), t \geq 0) = 1 \).

**Proof** Consider the process \( X(t) = (X_1^1(t), X_2^1(t)) \in \mathbb{R}^{2d} \) and set \( \varphi(x) = x^2_2 - x^1_2 \). Then, in the notation of Theorem 7 \( D = \{ x^1_2 \leq x^2_2 \} \), \( \partial D = \{ x^1_2 = x^2_2 \} \) and \( a(t, x) = a^2(t, x) - a^1(t, x) \). By the assumption, \( X_0 = (X_0^1, X_0^2) \in D \) and \( \alpha(t, x) \geq 0 \text{ a.s.} \) for \( x \in \partial D \). Thus, we get the desired statement from Theorem 7.

**Remark 1** In [18], the following result is given (we reformulate it slightly according to our notation).

**Theorem 9** ([18]) Let \( X^a, q = 1, 2, \) be solutions of stochastic differential equations

\[
X^q(t) = X_0^q + \int_0^t \left( a^q(s, X^q(s))ds + \sum_{k=1}^{m} b_k(s, X^q(s))dW_k(s) \right), \quad t \geq 0,
\]

where \( a^t : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d \) and \( b^t : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d \) satisfy the linear growth and the Lipschitz continuity assumptions, \( X_0^q \in \mathbb{R}^d \) are non-random. Let \( I \subset \{1, \ldots, d\} \) be a non-empty set. Then the following assertions are equivalent:

(a) for any \( X_0^q = (X_0^q, \ldots, X_0^q), q = 1, 2, \) such that \( X_0^1 \leq X_0^2 \) for all \( j \in I \) it holds

\[ P(X_1^1(t) \leq X_2^1(t), j \in I, t \geq 0) = 1; \]
(b) for any \( p \in I \) and \( x' = (x'_1, \ldots, x'_i, \ldots, x'_j, \ldots, x'_m) \), \( i = 1, 2 \), such that \( x'_1 \leq x'_j \), \( j \in I \), \( x'_1 = x'_2 \) it holds

\[
a_{ij}(t, x') \leq a_{ij}(t, x^2), \quad b_{ij}(t, x') = b_{ij}(t, x^2), k = 1, \ldots, m.
\]

First we note that it follows from (b) that \( b_{ij}, i = 1, 2 \) are equal and independent of all coordinates except those from \( I \).

Now we argue why comparing more than one coordinate makes only little sense. For example, take \( I = \{1, 2\} \) and observe that \( b_{ij} \) are independent of \( x \). Indeed, from (b), for any \( p \in I \)

\[
\begin{align*}
& b_{ij}(p, t, x_1, x_2, \ldots) = b_{ij}(p, t, x_1, x_2 \vee x'_2, \ldots) = b_{ij}(p, t, x_1, x_2 \vee x'_2, \ldots) \\
& = b_{ij}(p, x_1 \vee x'_2, x_2 \vee x'_2, \ldots) = b_{ij}(p, x_1 \vee x'_2, x_2 \vee x'_2, \ldots),
\end{align*}
\]

and similarly

\[
\begin{align*}
& b_{ij}(p, t, x_1, x_2, \ldots) = b_{ij}(p, x_1 \vee x'_2, x_2 \vee x'_2, \ldots).
\end{align*}
\]

The dots here can be anything, so we derive \( b_{ij} \) are independent of \( x \). Now, for \( I \) containing a single element we still get that \( b(t, x) \) does not depend on other coordinates. For \( a \), we get exactly condition (C2) from Theorem 8. Again, assuming that all other coordinates of \( X_1 \) and \( X_2 \) are given, we get a one-dimensional equations with adapted random coefficients. But (C2) guarantees that this random coefficients are properly ordered whatever happens with other coordinates, so this is essentially a one-dimensional result in a very rigorous sense. It follows that there is nothing new in this result compared to [12] (except randomness of coefficients, but it can be checked that the proof in [12] works for random coefficients).

### C Proof of Theorem 6

To avoid technical difficulties, we consider equation (10) with \( \lambda = \frac{1}{2} \). The proof is similar for remaining cases.

Cases (I), (II). For any \( \varepsilon \in (0, X_0) \) we introduce a smooth coefficient of the form

\[
d_{\varepsilon}(x) = \sqrt{1}1_{x \geq \varepsilon} + (5/2e^{-3/2}x^2 - 3/2e^{-5/2}x^4)1_{0 \leq x \leq \varepsilon}.
\]

The function \( d_{\varepsilon} \in \mathcal{C}^3(\mathbb{R}) \), and its derivative

\[
d_{\varepsilon}'(x) = 1/2x^{-1/2}1_{x \geq \varepsilon} + (5e^{-3/2}x - 9/2e^{-5/2}x^3)1_{0 \leq x \leq \varepsilon}
\]

satisfies the Lipschitz condition. Therefore, the following equation with the smooth diffusion

\[
\begin{align*}
& dX(t) = aX(t)dt + d_{\varepsilon}(X(t))dB(t), t \geq 0, X(0) = X_0 > 0
\end{align*}
\]

has a unique solution. Let us introduce the Markov moment

\[
\tau_{\varepsilon} = \inf\{t > 0 : X(t) \leq \varepsilon\} > 0.
\]

Obviously, \( X_0(\tau_{\varepsilon}) = \varepsilon \) on the set \( \{\tau_{\varepsilon} < \infty\} \) and \( X_0(t) > \varepsilon \) for \( t \geq 0 \) on the set \( \{\tau_{\varepsilon} = \infty\} \). It means that on the interval \([0, \tau_{\varepsilon}]\) there exists the solution of equation (10) because on this interval coefficients of (14) and
obtain from (21) and the above estimates that
the integral
\[ I(t) = \int_0^t |X(t) - X(u)| \, du. \]
It is well defined on any \([0, T]\) because the numerator does not exceed \(C\langle\alpha\rangle(t-u)^{H-\kappa}\) for any \(0 < \kappa < H\) and we can choose \(\kappa\) in such a way that \(H - \kappa > 2\beta + \delta\). Define
\[ \nu_x = \inf\{s \geq 0 : X(t) + Y(t) \geq L\} \wedge \tau, \]
\[ \nu_y = \inf\{s > 0 : A_y(\beta^H) \geq R\} \]
and \(\theta = \theta_{x,y} = \nu_x \wedge \nu_y\). According to (4), we have
\[
\begin{align*}
E \left[ \sup_{t \leq T} X(z \wedge \theta) \right] &\leq X_0 + |a| \int_0^T E\left[ X(s \wedge \theta) \right] ds + \sigma E \left[ \sup_{\tau < \theta} \sqrt{X(s \wedge \theta)} dB(s) \right] \\
&\leq X_0 + |a| \int_0^T E\left[ X(s \wedge \theta) \right] ds + C_{\beta,R} \sigma \left( \int_0^T \sqrt{E\left[ X(s \wedge \theta) \right]} \, ds \right)
+ \int_0^T \int_0^T \sqrt{E\left[ (X(s \wedge \theta) - X(u \wedge \theta)) \right]} \frac{duds}{(s-u)^{1+\beta}}.
\end{align*}
\]
(21)
The integral \(I_1 = \int_0^T \sqrt{E\left[ X(s \wedge \theta) \right]} \, ds\) admits an upper bound
\[ I_1 \leq C \int_0^T E\left[ X(s \wedge \theta) \right] ds + C \left( t \right)^{1-2\beta}. \]
To estimate the integral \(I_2 = \int_0^T \int_0^T \sqrt{E\left[ (X(s \wedge \theta) - X(u \wedge \theta)) \right]} \frac{duds}{(s-u)^{1+\beta}}\), note that
\[
\sqrt{E\left[ (X(s \wedge \theta) - X(u \wedge \theta)) \right]} \leq \frac{1}{2} \left( \frac{E\left[ (X(s \wedge \theta) - X(u \wedge \theta)) \right]}{(s-u)^{1+\beta}} + (s-u)^{-1-\delta} \right),
\]
(22)
whence
\[ I_2 \leq C + \int_0^T \int_0^T E\left[ (X(s \wedge \theta) - X(u \wedge \theta)) \right] \frac{duds}{(s-u)^{1+2\beta+\delta}}. \]
Therefore, denoting
\[
\begin{align*}
f_1(t) &= E \left[ \sup_{t \leq T} X(z \wedge \theta) \right], \quad f_2(t) = E\left[ Y(t \wedge \theta) \right] = \int_0^T \frac{E\left[ (X(u \wedge \theta) - X(u \wedge \theta)) \right]}{(s-u)^{1+2\beta+\delta}} \, ds,
\end{align*}
\]
we obtain from (21) and the above estimates that
\[
f_1(t) \leq C + CR \int_0^T f_1(s) ds + CR \int_0^T f_2(s) ds.
\]
(23)
Furthermore, the function $f_2(t)$ admits the following upper bound:

$$
f_2(t) \leq \int_0^t (t-u)^{-1-2\beta-\delta} \left( C \int_u^t f_1(s) ds + CR \int_u^t \sqrt{f_1(s)} ds \right) du
+ \int_0^t \int_u^t \sqrt{E |X(s \wedge \theta) - X(r \wedge \theta)|} \mathbf{1}(s>r)^{1+\beta} ds dr du
\leq C \int_0^t f_1(s)(t-s)^{-2\beta-\delta} ds + CR \int_0^t \sqrt{f_1(s)} (t-s)^{-2\beta-\delta} ds
+ CR \int_0^t \int_u^t \sqrt{E |X(s \wedge \theta) - X(r \wedge \theta)|} \mathbf{1}(s>r)^{1+\beta} dr(t-s)^{-2\beta-\delta} ds.
$$

(24)

Consider the second and the third terms in the right-hand side of (24) separately. Recall that $\delta < 1/2 - \beta$ and rewrite the second term as follows:

$$
\int_0^t \sqrt{f_1(s)} (t-s)^{-2\beta-\delta} ds
= \int_0^t \sqrt{f_1(s)} (t-s)^{1/2-3\beta-3\delta} (t-s)^{-1/2+2\delta+\beta} ds
= \int_0^t f_1(s)(t-s)^{-1-6\beta-6\delta} ds + \int_0^t f_1(s)(t-s)^{-1+2\beta+2\delta} ds
= \int_0^t f_1(s)(t-s)^{-1-6\beta-6\delta} ds + CR\beta.
$$

(25)

From the choice of $\beta$ we have $1 - 6\beta - 6\delta > -1$. To estimate the third term, we apply (22) and get

$$
\int_0^t \int_u^t \sqrt{E |X(s \wedge \theta) - X(r \wedge \theta)|} \mathbf{1}(s>r)^{1+\beta} dr(t-s)^{-2\beta-\delta} ds
\leq \int_0^t f_2(s)(t-s)^{-2\beta-\delta} ds + CR\beta.
$$

(26)

Finally, we get from (21)–(26) that

$$
f_1(t) + f_2(t) \leq CR \left( 1 + \int_0^t (f_1(s) ds + f_2(s))(t-s)\gamma ds \right).
$$

(27)

where $\gamma = (1 - 6\beta - 6\delta) \wedge (-2\beta - \delta) > -1$. It follows from (27) and the generalized Gronwall inequality that

$$
f_1(t) + f_2(t) \leq CR \exp(Ct).
$$

(28)

Furthermore, the upper bound in (28) does not depend on $L$. Therefore, by the Fatou lemma,

$$
E \left[ \sup_{t \geq 0} X(t \wedge \theta \wedge \tau_e) \right] \leq CR \exp(Ct),
$$

and by the Lebesgue monotone convergence theorem,

$$
E \left[ \sup_{t \geq 0} X(t \wedge \theta \wedge \sup_{e \geq 0} \tau_e) \right] \leq CR \exp(Ct).
$$

It means that the both components, $\int_0^t X(s) ds$ and $\int_0^t \sqrt{S(s) ds}$, are almost surely bounded and continuous on $[0, \sup_{e \geq 0} \tau_e]$ if $\sup_{e \geq 0} \tau_e < \infty$. Since $\nu_e \rightarrow \nu \text{ a.s.}$, we claim that $X$ is continuous on $[0, \sup_{e \geq 0} \tau_e]$ if $\sup_{e \geq 0} \tau_e < \infty$. But $X(\tau_e) \rightarrow X(\tau_e)$ as $e \rightarrow 0$ if $\sup_{e \geq 0} \tau_e < \infty$, therefore $X(\sup_{e \geq 0} \tau_e) = 0$ on the set $\{ \sup_{e \geq 0} \tau_e < \infty \}$.

Case (III). It is easy to see that $\nu_0 = \sup_{e \geq 0} \tau_e$. Assume that there exists the solution of equation (10) with $\hat{\lambda} = \frac{1}{2}$ such that for some $\rho > 0$ probability of the event $A = \{ \nu \geq \inf \{ t > \nu_0 : X(t) < \rho \} < \infty \}$ is nonzero. Then we can consider the new probability space $\tilde{\Omega} = \Omega$ and repeat the arguments above to prove the uniqueness of the solution of equation (10) on some interval $[\nu_0, \nu]$. However, equation (10) has on this interval zero solution, and we get a contradiction.
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