Quantum criticality preempted by nematicity
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Exotic physics often emerges around quantum criticality in metallic systems. Here we explore the nature of topological phase transitions between 3D double-Weyl semimetals and insulators (through annihilating double-Weyl nodes with opposite chiralities) in the presence of Coulomb interactions. From renormalization-group (RG) analysis, we find a non-Fermi-liquid quantum critical point (QCP) between the double-Weyl semimetals and insulators when artificially neglecting short-range interactions. However, it is shown that this non-Fermi-liquid QCP is actually unstable against nematic ordering when short-range interactions are correctly included in the RG analysis. In other words, the putative QCP between the semimetals and insulators is preempted by emergence of nematic phases when Coulomb interactions are present. We further discuss possible experimental relevance of the nematicity-preempted QCP to double-Weyl candidate materials HgCr2Se4 and SrSi2.

Introduction.—Quantum critical phenomena are long-standing topics in condensed matter physics as universal properties and exotic physics often emerge near quantum critical points (QCPs) [1–6]. Nonetheless, under certain circumstances, a QCP could be preempted by another symmetry-breaking phase, e.g., superconductivity as shown in Fig. 1(a), such that the universal (non-Fermi-liquid) properties controlled by the putative QCP can only be measured in the critical regime outside the preempting phase. Experimental evidences of such QCP preempted by superconductivity have been reported in various systems including high-temperature superconductors (for a review, see, e.g., Refs. [7, 8]). Interesting aspects of the interplay between strong fluctuations of QCP and emergent preempting phases in metallic systems with large Fermi surfaces have been extensively studied theoretically (see, e.g., Refs. [9–22]). However, novel features of preempted QCPs in topological semimetals remain largely unexplored.

Topological semimetals feature band-crossing points in momentum space, which are protected by their topological characters and/or crystalline symmetries [23–27]. It has been known that correlation effects in ideal topological semimetals with only discrete points at the Fermi level should be qualitatively different from the usual systems with large Fermi surfaces [28] because of the vanishing density of states in ideal topological semimetals. Systems hosting discrete Fermi points with either short-range interactions [29–47] or long-range Coulomb interactions [48–50] have been extensively studied in the past decade, showing various novel behaviors such as non-Fermi liquid states [51–54], topological Mott insulators [55–57], anisotropic screening of Coulomb interactions [58–61], fermion-induced QCPs [62–64], and even emergent spacetime supersymmetry [72–78].

Family of topological semimetals includes multi-Weyl semimetals hosting double-Weyl (triple-Weyl) fermions with ±2 (±3) monopole charge of Berry curvature in momentum space, which are generalizations of Weyl fermions with monopole charge ±1 [79–84]. Topological phase transitions between the semimetals and insulators through the annihilation of Weyl or multi-Weyl nodes with opposite chiralities are intriguing partly because there is no expected spontaneous symmetry breaking to occur and conventional Landau’s theory cannot be directly applied to describe this type of QCPs. Therefore, it is interesting and urgent to explore this type of novel QCPs by asking questions such as: Does the QCP exhibit non-Fermi liquid behaviors and to what extent is the QCP stable against generic interactions?

Here we investigate the nature of putative topological phase transitions between double-Weyl semimetals and (trivial or Chern) insulators in the presence of Coulomb interactions. We focus on intriguing aspects such as possible mechanism to preempt such putative QCPs. In the presence of long-range Coulomb interactions, our renormalization-group (RG) analysis shows that the QCP is stable exhibiting non-Fermi li-
uid behaviors when short-range interactions that allowed by symmetry are artificially neglected. However, we find that this putative non-Fermi-liquid QCP is unstable when short-range interactions are correctly included in the RG analysis. Specifically the putative QCP is preempted by emergent nematic phases [62] that are induced collaboratively by long-range and short-range interactions. Around the putative QCP, the long-range part of the Coulomb interaction induces strong nematic susceptibility and nematicity emerges when short-range interactions are correctly taken into account, preempting the putative QCP as shown in Fig. 1(b).

The model.—We consider a two-band model of non-interacting fermions on cubic lattice exhibiting topological phase transitions between double-Weyl semimetals and insulators:

$$H_0 = \sum_k c^\dagger_k \left[ 2t_1 (\cos k_y - \cos k_x) \sigma_x + 2t_2 \sin k_x \sin k_y \sigma_y + t_3 (6 - 2 \cos k_x - 2 \cos k_y - 2 \cos k_z + m) \sigma_z \right] c_k, \quad (1)$$

where $\sigma_i$ are Pauli matrices representing orbital degrees of freedom, $c^\dagger_{\alpha \sigma}$ create spin-polarized electrons in $\alpha = 1, 2$ orbitals, and $t_j$ with $j = 1, 2, 3$ denote various hopping amplitudes. We have set lattice constant to one for simplicity and we assume $t_1 = t_2$ hereafter as their difference is not essential to our discussions below. The parameter $m$ can be tuned by experimental knobs such as pressure or magnetic field to access different phases, including double-Weyl semimetal (DWS), three-dimensional (3D) Chern insulator (CI), and trivial band insulator (BI). The quantum phase diagram of this non-interacting Hamiltonian as a function of $m$ is shown as Fig. 2. The Hamiltonian in Eq. (1) respects $C_{4v}$ symmetries apart from translational symmetries. In the DWS phase, it is the $C_4$ rotational symmetry around the $z$-axis that protects the double-Weyl fermions; the mirror symmetry ($z \to -z$) requires two double-Weyl nodes have the same energy. As shown in Fig. 2 $m = 0, -4$ represent the non-interacting QCPs between DWS and insulators (BI or CI). The QCPs realize quadratic band touching (QBT). Note that the QBT at the QCP is still anisotropic between $k_x/k_y$ and $k_z$ directions due to the lack of cubic symmetry. We call QBT fermions at such QCPs as critical quadratic fermions (CQF). They are critical states achieved by fine-tuning some parameter, say $m$ in the present case. Therefore, CQF is qualitatively different from the stable 3D QBT systems, such as pyrochlore iridates and $\alpha$-Ti, which are protected by $O_h$ point-group symmetry and described by the Luttinger Hamiltonian with isotropic dispersions [63]. We shall focus on the quantum critical point at $m = 0$ below, and the same physics applies to the critical point between the DWS and CI.

The QCP of non-interacting fermions in Eq. (1) is stable against weak short-range interactions because of the vanishing density of states at Fermi level (see the Supplemental Materials). However, since the density of states at the Fermi level vanishes, the Thomas-Fermi mechanism may fail to sufficiently screen Coulomb interactions. We need to carefully investigate whether Coulomb interactions are effectively screened or not in such system, especially at the putative QCP between the DWS and the insulator. As pointed out in previous works [62, 63], deep in the double-Weyl semimetal phase the strength of long-range tail of Coulomb interactions is marginally irrelevant, rendering double-Weyl semimetal a marginal Fermi liquid. However, CQF have larger densities of states in low energy which is expected to be more susceptible to interactions than double-Weyl fermions. Therefore, it is desired to study the fate of CQF in the presence of Coulomb interactions by performing RG analysis.

**RG analysis of preempted QCP.**—It is worth noting that as long as there is finite long-range Coulomb interaction, short-range interactions can be generated at low energy even when their bare values are zero. This is because the short-range four-fermion interaction can be generated at one-loop level from long-range Coulomb interaction (see the Feynman diagram in the SM). Therefore, one need to consider both long-range interactions as well as short-range interactions simultaneously at the beginning, and see how the interplay between long-range and short-range interactions affects the QCP in question.

We are ready to write down the effective field theory in the continuum including both long-range and short-range parts of the Coulomb interaction. The long-range part of the Coulomb interaction can be represented by introducing a boson field $\phi$. The (Euclidean) action at the putative QCP is then given by

$$S = \int \frac{d^4k d\omega}{(2\pi)^4} \left[ \psi^\dagger_k (i\omega + H_{0k}) \psi_k + \frac{1}{2} \phi_k (k_x^2 + k_y^2 + k_z^2 + \eta k_z^2) \phi_{-k} \right] + \int d^4x \left[ ie \phi \psi^\dagger \psi + g (\psi^\dagger \psi)^2 \right], \quad (2)$$

where $H_{0k} = t_1 (k_x^2 - k_y^2) \sigma_x + 2t_2 k_x k_y \sigma_y + t_3 k_z^2 \sigma_z$ represents the low-energy effective Hamiltonian of the non-interacting lattice model at the QCP ($m = 0$ or 4), and $e$ and $g$ stand for the strength of long-range Coulomb interaction and short-range interactions (there is only one independent on-site four-fermion interaction term), respectively. Note that the parameter $\eta > 0$ is introduced in the kinetic term of boson fields to reflect the generic anisotropy of Coulomb potentials between the $x/y$ and $z$ directions. The hopping parameters $t_1$ and $t_2$ are in general different as the lattice system respects only the
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**FIG. 2.** The quantum phase diagram with varying $m$ for the model in Eq. (1).
discrete $C_4$ rotational symmetry. When $t_1 = t_2$, a U(1) rotational symmetry in the $xy$ plane emerges in the low-energy effective action in Eq. (2).

We then perform RG analysis of the effective theory in Eq. (2) to derive critical behaviours of the putative QCP in the presence of Coulomb interaction. We set the scaling dimensions $[\omega] = 1$, $[k_{x,y}] = z_1$ and $[k_z] = z_3$ to keep the non-interacting part invariant under RG. In general, $z_1$ and $z_3$ are different due to the anisotropy between $x/y$ and $z$-directions. We obtain $z_1, z_3$ by requiring $t_1$ and $t_3$ fixed (namely the flow equations for $t_1$ equal zero). The remaining RG equations for various parameters in the action are given by (see the SM for details):

$$\frac{d\eta}{dt} = (2z_1 - 2z_3 - \eta_\phi)\eta + F_\eta,$$

$$\frac{dg}{dt} = (1 - 2z_1 - z_3)g + F_1g^2 + F_2ge^2 + F_3e^4,$$

where $\eta_\phi$ is the anomalous dimension of the boson field $\phi$ and $F_i$ are some numerical functions derived from Feynman diagram amplitude (see SM for their definition).

When the long-range part of Coulomb interaction is not present ($e = 0$), it is clear that the short-range interaction $g$ is irrelevant at the Gaussian QCP between the semimetals and insulators. When $e > 0$, the system may fail to screen the long-range Coulomb interaction effectively due to the vanishing density of the states at the putative QCP. As a consequence, the long-range Coulomb interaction can render non-trivial correlation effect at the putative Gaussian QCP as we analyze below.

When $e > 0$, it turns out that short-range interaction $g$ cannot be neglected in the RG analysis even when its bare value is zero ($g_0 = 0$). This is because the long-range part of the interaction can generate short-range interaction $g$ under RG flow, as clearly shown in Eq. (3). However, if one artificially restricts RG flows within the parameter space of $g = 0$, one obtains an exotic QCP which corresponds to a non-Fermi-liquid fixed point characterized by anisotropic Coulomb interaction given by $e \neq 0$ and $\eta \approx 2/3$ (see the SM for details). This non-Fermi-liquid QCP, obtained by requiring $g_0 = 0$ and artificially neglecting the flow of $g$, is marked as the red point in the $g = 0$ plane, as shown in Fig. [3].

However, the putative non-Fermi-liquid fixed point in the $g = 0$ plane is actually unstable once the short-range interaction $g$ is correctly allowed to flow under RG, as shown by the runaway trajectory in Fig. [3]. Since the short-range interaction is allowed by symmetry, its bare value $g_0$ is in general nonzero. Even when its bare value is fine tuned to zero, it is inevitably generated by the long-range part $e$ of the Coulomb interaction. Consequently, one must include both long-range and short-range interactions simultaneously when exploring the low-energy universal physics around the putative quantum phase transition. Even infinitesimal long-range Coulomb interactions are able to drive the flow of the short-range interaction to strong-coupling limit. The runaway RG flow of short-range interactions implies that certain type of symmetry breaking should occur around the putative QCP although the RG flow itself cannot tell which type of ordering actually is induced. After knowing the relevant interactions under the RG flow, one can employ the mean-field calculations to obtain the pattern of symmetry breaking. We find that the putative Gaussian QCP between the semimetals and insulators is destroyed by (even infinitesimal) Coulomb interactions and intermediate nematic phases emerge between the semimetals and insulators. In other words, the presumed QCP is preempted by nematicity.

The quantum phase diagram.—Since the QCP is shown to be preempted by nematic ordering, a natural question is how low-energy physics near the QCP gets modified. For double-Weyl fermions near the presumed QCP, the separation of two double-Weyl nodes at $\pm k^* = (0, 0, \pm \sqrt{|m|})$ is small. Before the annihilation of double-Weyl nodes, the low-energy physics of the system is captured by the interplay between long-range Coulomb and short-range interaction of the double-Weyl fermions.

The Hamiltonian of the double-Weyl fermion around $k_z^*$ in continuum can be deduced from Eq. (4). We first consider the double-Weyl fermion around $+k^*$. For $|k_z| \ll \sqrt{|m|}$ with $k_z = k_z^* - k_z^*$, one can obtain the following low-energy effective Hamiltonian for the double-Weyl fermion around $+k^*$: $\mathcal{H}_{DW, k} = t(k_x^2 - k_y^2)\sigma_x + 2tk_zk_x\sigma_y + 2\sqrt{|m|}k_z\sigma_z$, where higher order terms in $k_z$ are neglected. The cutoff of the continuous Hamiltonian for double-Weyl fermions is $\Lambda \sim \sqrt{|m|}$. The action of the double-Weyl fermions with both long-range and short-range interactions is similar to the one in Eq. (4), ex-
cept that the Hamiltonian $\mathcal{H}_{0k}$ of the CQF is replaced by $\mathcal{H}_{DF} \equiv \mathcal{H}_{0k} \to \mathcal{H}_{DF,k}$ in Eq. (2). In the DWS phase, it is known that long-range Coulomb interactions are marginally irrelevant at the stable fixed point with $\epsilon = 0, \eta = 0$. Consequently, weak Coulomb interaction is unable to drive short-range interactions to strong coupling to destabilize DWF phase. However, when $\epsilon$ exceeds a critical value $\epsilon^*$, it can generate a relevant short-range four-fermion term that drives the system to the strong coupling and then induce a phase transition to nematic phase. Since the only scale in the system is set by $\Lambda$, one expects the critical value for Coulomb interaction scale as $e^{\nu_2} \sim \Lambda \sim |m|^{1/3}$ (see the SM for details). Note that this scaling analysis is consistent with the preempted QCP: $e^* = 0$ for $m = 0$. The obtained schematic quantum phase diagram is shown in Fig. 1.

**Discussions and concluding remarks.**—From RG analysis, we obtained a novel picture describing the topological phase transition from 3D double-Weyl semimetals to insulators (including 3D Chern insulators). The conventional picture for this topological phase transition is simple, namely two double-Weyl nodes with opposite chiralities approach to each other and annihilate at a high-symmetry point in the Brillouin zone, rendering a fully gapped insulator after the annihilation. This picture is valid in the absence of long-range Coulomb interaction. However, when the long-range part of Coulomb interaction (even infinitesimal) is taken into account, each double-Weyl node will split into two Weyl points with the same chirality, breaking the lattice $C_4$ rotational symmetry before annihilation. Then, these split Weyl points with opposite chiralities in the nematic phase can annihilate with one another, resulting in a fully gapped insulator with nematic ordering. The physics of QCPs preempted by nematicity may be understood in the following heuristic way. If two double-Weyl fermions meet forming critical quadratic fermions, the density of states at low energy increases which is in general unfavorable when relevant interactions are present and when there are other available phases with lower density of states. Indeed, by splitting each double-Weyl nodes into two Weyl nodes, the density of state is lowered such that the splitting is more favored than annihilating directly.

The preempted QCP scenario applies similarly to the presumed topological phase transition between triple-Weyl semimetals with monopole charge ±3 protected by the $C_6$ symmetry and insulators. For this case, the long-range Coulomb interaction is relevant and drives the non-interacting critical triple-Weyl fermions to a non-Fermi-liquid fixed point, which in turn renders short-range interactions relevant. The run-away flow of short-range interactions leads to nematic ordering where each triple-Weyl node is split into three Weyl points breaking the $C_6$ symmetry down to $C_3$. Therefore, in the presence of long-range Coulomb interaction, the presumed QCP where two triple-Weyl fermions annihilate each other directly is preempted by nematicity.

The picture of QCPs preempted by nematicity illustrated above could be closely related to realistic materials hosting ideal multi-Weyl fermions. There are already proposals of candidate materials hosting double-Weyl fermions based on first-principle calculations including HgCr$_2$Se$_4$ [27] and SrSi$_2$ [32]. We believe that materials realizing ideal double-Weyl or triple-Weyl semimetals might realize the preempted QCP proposed in the present work under certain circumstances. For instance, applying strain, pressure, or magnetic field to such semimetal materials should be able to tune the parameter $m$ and drive them towards insulators. One can measure quantities such as angle-dependent specific heat and angle-dependent resistivity to observe the predicted nematicity before entering symmetry-preserving insulators.

It is worth mentioning some analogies as well as distinctions between QCPs preempted by nematicity proposed in the present work and QCPs preempted by superconductivity observed in superconducting materials including high-temperature superconductors. For the latter, when approaching the preempted QCP, the instability towards superconductivity is enhanced by the strong fluctuations around the underlying non-Fermi-liquid fixed point; but the QCP itself survives under the superconducting dome although the putative non-Fermi-liquid nature of QCP is preempted due to the formation of superconductivity. However, for the former case studied here, the topological QCP itself disappears and is replaced by intermediate nematic phase which breaks some relevant symmetries. This may shed light to deeper understanding of the interplay between quantum phase transitions and strong correlations in topological states of matter.
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identity and symmetry requirements. The relation is \( \psi(\bar{\psi}) = 1 \) to 3. Namely, only those interactions with \( M = N \) keep all necessary symmetry in our model. We further utilize the Fierz identity for two by two matrix as

\[
\langle \psi^\dagger M \psi \rangle \langle \psi N \psi \rangle = -\frac{1}{4} (\text{Tr} M \sigma_i N \sigma_j) (\psi^\dagger \sigma_i \psi) (\psi^\dagger \sigma_j \psi).
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(S1)

We can get four equations for interactions where we set \( M = N = \sigma_i \) and find the unique solution which satisfies Fierz identity and symmetry requirements. The relation is \( (\psi^\dagger \sigma_i \psi)^2 = -1 \) for \( i = 1 \) to 3 and we finally reduce 10 terms of four-fermion interactions to one independent term. This term is just Hubbard interaction as \( 2g_1n_2 \), where \( n_1 = \psi^\dagger \psi \) is the density for \( i \)th orbital. We always assume \( g > 0 \) namely repulsive Hubbard interaction. And that can be justified by RG analysis, where the only stable run-away flow for (critical) double-Weyl fermion system is toward \( g \to +\infty \).

In RG sense, the strength of such four-fermion interaction \( g \) has scaling dimension \( -1 \) in tree-level in double-Weyl fermion case and scaling dimension \(-1/2 \) in tree-level in critical quadratic Weyl fermion case and hence irrelevant at the Gaussian fixed point representing free (critical) double-Weyl fermions. Namely, infinitesimal short-range interactions cannot drive the system to other phases, and only short-range interactions with finite interaction strength exceeding some critical value \( g_c \) can induce phase transitions in this system.

Therefore, we apply mean-field approach to investigate ordered phases induced by short-ranged interactions. In principle, for a two-band model, there are four independent terms for possible orders as \( \langle \psi^\dagger \sigma_i \psi \rangle \) in particle-hole channel (Particle-particle channel instabilities are not favored since there is always a repulsive interaction). Amongst them, \( \langle \psi^\dagger \sigma_0 \psi \rangle \) is just the shift of chemical potential and can be dropped. Similarly, \( \langle \psi^\dagger \sigma_1 \psi \rangle \) coupled to \( \langle \psi^\dagger \sigma_2 \psi \rangle \) corresponds the shift of \( m \) in the model. However, since we assume \( m \) is a controllable external parameter, the renormalization is also omitted. In sum, there are only two remaining order parameters which are responsible for nematic orders breaking \( C_4 \) rotation symmetry down to \( C_2 \).

**SUPPLEMENTAL MATERIALS**

**A. The mean-field analysis for short-range interactions**

We study the lattice model in the main text with only short-range interactions. In general, on-site short-range interactions in the two band model can be described as four-fermion interactions with no momentum dependence:

\[
\langle \psi^\dagger M \psi \rangle \psi^\dagger N \psi \rangle
\]

where \( M, N \) are two by two Hermitian matrix and \( \psi = (c_{1k}, c_{2k}) \). In our specific systems, by requiring \( C_4 \) rotation symmetry protecting double-Weyl nodes and particle-hole symmetry which fix Fermi energy on the Weyl nodes, we are finally left with only four interactions \( \langle \psi^\dagger \sigma_i \psi \rangle \), where \( \sigma_i \) is identity matrix for \( i = 0 \) and Pauli matrix for \( i = 1 \) to 3. Namely, only those interactions with \( M = N \) keep all necessary symmetry in our model. We further utilize the Fierz identity for two by two matrix as

\[
\langle \psi^\dagger M \psi \rangle \langle \psi N \psi \rangle = -\frac{1}{4} (\text{Tr} M \sigma_i N \sigma_j) (\psi^\dagger \sigma_i \psi) (\psi^\dagger \sigma_j \psi).
\]  

(S1)

We can get four equations for interactions where we set \( M = N = \sigma_i \) and find the unique solution which satisfies Fierz identity and symmetry requirements. The relation is \( (\psi^\dagger \sigma_i \psi)^2 = -1 \) for \( i = 1 \) to 3 and we finally reduce 10 terms of four-fermion interactions to one independent term. This term is just Hubbard interaction as \( 2g_1n_2 \), where \( n_1 = \psi^\dagger \psi \) is the density for \( i \)th orbital. We always assume \( g > 0 \) namely repulsive Hubbard interaction. And that can be justified by RG analysis, where the only stable run-away flow for (critical) double-Weyl fermion system is toward \( g \to +\infty \).

In RG sense, the strength of such four-fermion interaction \( g \) has scaling dimension \(-1 \) in tree-level in double-Weyl fermion case and scaling dimension \(-1/2 \) in tree-level in critical quadratic Weyl fermion case and hence irrelevant at the Gaussian fixed point representing free (critical) double-Weyl fermions. Namely, infinitesimal short-range interactions cannot drive the system to other phases, and only short-range interactions with finite interaction strength exceeding some critical value \( g_c \) can induce phase transitions in this system.

Therefore, we apply mean-field approach to investigate ordered phases induced by short-ranged interactions. In principle, for a two-band model, there are four independent terms for possible orders as \( \langle \psi^\dagger \sigma_i \psi \rangle \) in particle-hole channel (Particle-particle channel instabilities are not favored since there is always a repulsive interaction). Amongst them, \( \langle \psi^\dagger \sigma_0 \psi \rangle \) is just the shift of chemical potential and can be dropped. Similarly, \( \langle \psi^\dagger \sigma_1 \psi \rangle \) coupled to \( \langle \psi^\dagger \sigma_2 \psi \rangle \) corresponds the shift of \( m \) in the model. However, since we assume \( m \) is a controllable external parameter, the renormalization is also omitted. In sum, there are only two remaining order parameters which are responsible for nematic orders breaking \( C_4 \) rotation symmetry down to \( C_2 \).
FIG. S1. Mean-field phase diagram with repulsive on-site interactions $g$: BI: trivial band insulator or 3D Chern insulator. DWS: double-Weyl semimetals hosting two double-Weyl nodes. NW: nematic Weyl fermion phase. NI: nematic insulator phase. Black lines represent second order phase transitions from disorder to nematic order phase. Purple line represents topological phase transition from double-Weyl semimetals to trivial insulators whose low-energy effective theory is critical quadratic fermions (CQF). Dashed line lies at where nematic Weyl fermions annihilate as AWF.

We decouple the Hamiltonian with Hubbard interactions as

$$H_{mf} = \sum_k [(\cos k_y - \cos k_x + 2g_1 \Delta_1)\sigma_x + (\sin k_x \sin k_y + 2g_2 \Delta_2)\sigma_y + (6 - 2\cos k_x - 2\cos k_y - 2\cos k_z + m)\sigma_z] - g_1 \Delta_1^2 - g_2 \Delta_2^2,$$

where $\Delta_i = \langle \psi_\sigma^\dagger \psi_\sigma \rangle$ as two order parameters and $g_1, g_2$ are interaction strength which obey the constraint $g_1 + g_2 = -g$ from Fierz identity. Our task is to minimize the free energy numerically for each $m$ and $g$ and find corresponding orders $\Delta_{1,2}$. For simplicity, we assume hopping parameters $t_1 = t_2 = t_3 = 1$ in most of the calculations below.

In our model, when there is nematic order, it always tends to develop $\Delta_2 \neq 0$ phase while $\Delta_1 = 0$, and this feature is model dependent. It is worth noting that there are different phases corresponding to nematic orders $\Delta_2 \neq 0$. When $0 < g_2 \Delta_2 < l_c$, the double-Weyl node split into two Weyl fermions in the $xy$ diagonal directions forming nematic Weyl fermion phase; when $g_2 \Delta_2 = l_c$, the four Weyl fermions meet with each other on $k_z = 0$ plane forming so-called anisotropic Weyl fermions; and when $g_2 \Delta_2 > l_c$, there is fully gap in the system as a nematic insulator.

Similar with CQF, which is formed when two double-Weyl fermions overlap, we have anisotropic Weyl fermions (AWF) when $g = g_c$. AWF is formed when two single-Weyl fermions overlap and has linear dispersion in two directions and quadratic dispersion in the third momentum direction. AWF here serves as a critical state separating Weyl semimetal and nematic insulator phases which can also be named as critical Weyl fermions.

The mean-field phase diagram considering short-range interactions is shown as Fig. S1. Apparently, the original scenario for topological phase transitions accomplished by annihilating double-Weyl fermions remains unchanged when short-range interactions are small.

B. RG analysis on CQF with Coulomb interactions

Although short-range interactions are inevitable generated from RG as we show in the next section, we here perform RG considering only Coulomb interactions to see the presume QCP and related non-Fermi liquid behaviors, which is helpful to understand the physics when short-range interaction are considered: how NFL properties get destroyed and how the QCP is preempted.

Therefore, we carry out RG calculation on CQF systems ($m = 0$) with Coulomb interactions alone, though short-
range interactions inevitably grow, we omit them in this step. The action is captured by

\[ S = S_\psi + S_\phi + S_e, \]  
\[ S_\psi = \frac{1}{(2\pi)^3} \int d^3k d\omega \psi_k^\dagger (-i\omega + H_1(m = 0))\psi_k, \]  
\[ S_\phi = \frac{1}{(2\pi)^3} \int d^3k d\omega \frac{1}{2} \phi_k (k_x^2 + k_y^2 + \eta k_z^2)\phi_{-k}, \]  
\[ S_e = \int d^4x i e \phi \psi^\dagger \psi. \]  

In Wilsonian RG, integrating out the high-energy modes, will generate an effective action with lower energy cutoff and new parameters. We derive the RG equation from iteratively integrating momentum shells whose fermions are within momentum \( Q_\perp \in (Qe^{-l}, Q) \) in an infinite cylinder geometry, where \( l > 0 \) is the RG running parameter. Since the vertex correction are zero due to Ward identity, there are only two Feynman diagrams related to corrections on self-energy, see Fig. S2. We calculate those two diagrams and compare coefficients before each term with original field theory as

\[ S = \int \psi^\dagger (i\omega \sigma_0 + (k_x^2 - k_y^2)\delta t_1 \sigma_x + 2k_x k_y \delta t_1 \sigma_y + k_y^2 \delta t_3 \sigma_z) \psi + \frac{1}{2} \phi (\eta \phi (k_x^2 + k_y^2) + \delta \eta k_z^2) \phi, \]  

where intergral measure is omitted and the cutoff is assumed to be unity in the calculation.

The key part in RG is the scaling dimensions. As we mentioned in the main text, though CQF disperse quadratic in three directions there are still anisotropy in three directions. Therefore, we set the scaling dimension for time-space \( \omega \approx -z_3/2 + 1/2 - \eta \phi/2 \), \( t = 1 - 2z_1 \), \( [t_3] = 1 - 2z_3 \). And we obtain \( z_1, z_3 \) by requiring \( t_1 = t_3 = 1 \) fixed (flow equation for \( t_1 \) equal zero). The remaining RG equations are

\[ \frac{de}{dl} = (-z_3/2 + 1/2 - \eta \phi/2)e, \quad \frac{d\eta}{dl} = (2z_1 - 2z_3 - \eta \phi)\eta + F_\eta, \]  

where \( F_\eta \) is from the contribution of Fig. S2(b), by Taylor expansion on \( k_z^2 \).

By numerically iterating the above flow equations, we find the unique stable fixed point \((\eta, e) \approx (0.66, 4.1)\) with finite interaction strength \((e \neq 0)\) and anisotropy for Coulomb potentials \( \eta \neq 1 \).

There is another term as \( t_s (k_x^2 + k_y^2)\sigma_\xi \) which is also symmetry allowed in the effective Hamiltonian for low-energy fermions. We omit this term when we transform the lattice model to the effective theory for CQF. We here justify the omission of this term. The \( \beta \) function for this term is \( dt_s/dl = (1 - 2z_1) t_s + \delta t_s \approx -0.3 t_s + 0.01, \) where we have replaced those parameter by values on the stable fixed point. Namely, although \( t_s \) can be generated though its bare value vanishes, we can still treat it as zero safely. Because \( t_s \) is irrelevant with a negative scaling dimension and also the stable \( t_s \) is very small and we believe it has no qualitative modifications on the RG picture above.

We also mention some physical consequences here for this stable fixed point. We investigate the effect of finite \( \eta \neq 1 \) by RPA analysis. The particle-hole polarization with propagator for CQF gives numerical results as

\[ \Pi(q_\perp) \propto q_\perp^2, \quad \Pi(q_\perp) \propto q_\perp^2, \]  

when the momentum transfer is small. The power law behaviors are the same in different directions in CQF case while there are different power laws in different directions in double-Weyl fermions. The only anisotropy in particle-hole polarization appears in the coefficients before momenta, namely we have the full polarization as

\[ -\Pi(q) \approx a q_\perp^2 + b q_\perp^2, \]  

FIG. S2. Feynman diagrams relevant to Coulomb interactions: Solid lines stand for fermions and wavylines stand for Coulomb potential.
where $a \neq b$ representing the anisotropy in CTWF which is a weaker type of anisotropy compared to triple-Weyl fermions. Moreover, the renormalized Coulomb potential in this case behaves as $V(q) = \frac{1}{q_1^2 + q_2^2 - \Pi(q)} \propto \frac{1}{e^{q_1^2 + q_2^2}}$, where $c \neq 1$ shows the anisotropy in Coulomb interactions. By Fourier transformations into real space, Coulomb potential behaves as

$$V(r) \propto \frac{1}{\sqrt{r_1^2 + cr_2^2}}.$$  \hspace{1cm} (S11)

The long-range behaviors of renormalized Coulomb potential together with the finite $g$ at the non-Fermi liquid fixed point show that Coulomb interactions receive no effective screening and actually drive the system to a non-Fermi liquid critical phase with finite interactions and the remaining anisotropy for Coulomb potential shows the difference between CQF here and 3D QBT systems given by Luttinger Hamiltonian.

In NFL states, various physical observables scale with exotic power laws. As for specific heat, consider the free CQF without Coulomb interactions, its specific heat can be deduced by densities of states near Weyl nodes $\rho(\epsilon) \sim \epsilon^{1/2}$, which behaves as $C \sim T^{3/2}$. When Coulomb interactions are taken into consideration, non-Fermi liquid behaviors emerge where scaling dimension $z_1, z_3$ get modifications from tree-level value, and specific heat in the interacting case scales as exotic power law:

$$C \sim T^{2z_1 + z_3} \sim T^{1.82}.$$  \hspace{1cm} (S12)

In sum, we have quantum critical point picture slightly modified by Coulomb interactions when short-range interactions are negligible (less than the critical value $g_c$ mentioned in the last section), as illustrated in Fig. S3.

C. RG analysis on CQF with both Coulomb and short-range interactions

In this section, we include both long-range interaction $e$ as well as short-range interaction $g$ into the full action Eq. (S3) and perform equal-footing renormalization analysis to see how the interplay between long-range and short-range interactions affect the physics picture we originally assumed.

The calculation is similar with the case above except the short-range interactions in this part. So we only focus on the renormalizations for short-range interactions in this section. There are very limit diagrams with non-vanishing amplitudes for four-fermion interactions and they are listed as Fig. S4. Remember that we choose only one independent interaction $g(\psi^\dagger \psi)^2$, and once we meet other forms of interactions, we should transform them back to $g$ using Fierz identity. The only difference compared to the last section is the inclusion of beta function for $g$:

$$\frac{dg}{dl} = (1 - 2z_1 - z_3)g + F_1 g^2 + F_2 ge^2 + F_3 e^4,$$  \hspace{1cm} (S13)

where $F_i$ are calculated from Feynman amplitudes as Fig. S4 (c, d contribute to $F_1$, e, f contribute to $F_3$ and $g, h, i$ contribute to $F_2$). And the existence of (e), (f) tells us Coulomb interactions can drive out short-range interactions even when its bare value is zero. That is the key of the break-down of the conventional picture refer to this type of topological phase transitions. The flow diagram in this case is shown in the main text.

FIG. S3. Generic finite temperature phase diagram for quantum phase transitions in 3D systems with double-Weyl fermions: The critical quadratic Weyl fermions (CQF) emerge at the quantum critical point with $m = 0$. The finite-temperature crossover is described by the dashed lines and controlled by CQF at the quantum critical point. The three regimes show characteristic behaviors in physical quantities. For instance, the specific heat shows $C \sim e^{-|m|/T}$ in the insulator phase, $C \sim T^2$ along with exotic logarithmic corrections in the double-Weyl SM phase, and $C \sim T^{1.82}$ in the quantum critical regime which shows non-Fermi liquid behavior.
Apart from the run-away flow of short-range interaction, we note that the strength and anisotropy of Coulomb interactions remain the same as the NFL case, and the reason is that $g$ cannot enter the flow equation for $e$ and $\eta$ at one-loop level. Henceforth, though the critical point is finally preempted by nematic phase, NFL behaviors might still be accessible in some coupling parameter regions as similar scenarios in HTS.

D. RG near the QCP: double-Weyl fermions with both interactions

As explained in the main text, we use an effective theory for double-Weyl fermions to investigate behaviors around but not exactly at the QCP. And we use the implicitly assumed cutoff in the action as the control parameter which tunes the separation of two double-Weyl nodes in crystal momentum space: $\Lambda \sim \sqrt{m}$. All the above RG procedures still apply to double-Weyl fermion case in principle as long as we replace the propagator for CQF with double-Weyl fermions. And note this time we cannot simply set cutoff $\Lambda$ to be unity. Instead, we need to vary $\Lambda$ to study the scaling behavior for phase boundaries around the QCP.

The first observation is the existence of critical $e^*$. Coulomb interactions is marginally irrelevant in double-Weyl fermion case, which means infinitesimal Coulomb interactions cannot drive short-range interactions leaving the system in the double-Weyl fermion phase. However, Coulomb interaction exceeding $e^*$ can still lead to run-away flow of on-site interaction. This picture can be directly shown from the flow diagram Fig. S5.

There is other information in the flow diagram. Even if $e < e^*$, Coulomb interaction is also helpful to enhance the short-range interaction $g$. Namely, the critical value $g_c$ is still finite when $0 < e < e^*$, while it is less than the mean-field critical value now. According to the red line we come to the conclusion $0 = g_c(e \geq e^*) < g_c(0 < e < e^*) <$
Furthermore, we explore the scaling relations between those phase boundaries and cutoff representing the separation of double-Weyl nodes. Firstly, we can show $e^{*2}(|m|) \sim \sqrt{|m|}$. Namely, as two double-Weyl nodes leave each other, the critical $e$ to drive out on-site interactions becomes larger. This is consistent with the CQF limit ($m = 0$), where we can treat it as $e^* = 0$ (infinitesimal Coulomb interaction is enough to drive short-range interactions). Now consider cases with finite fixed $e$, due to the relation $e^{*2} = \sqrt{|m|/C'}$ ($C'$ is just a constant), we have the critical $|m|_c = C'e^4$. And the system is at nematic phase even if there is no bare on-site interaction when $0 < |m| < |m|_c$. When $|m| > |m|_c$, $e$ is now less than $e^*(|m|)$, however, based on the above observation, $g_c(m)$ is still less than its mean-field value. Numerical results show the scaling behavior here is $g_c \sim \sqrt{|m|} - \sqrt{|m|_c}$ when $m$ is slightly larger than $m_c$.

Based on all the above results, we obtain the illustrative phase diagram for the model in the main text.