Sigmoidally Preconditioned Off-policy Learning: a new exploration method for reinforcement learning
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Abstract

One of the major difficulties of reinforcement learning is learning from off-policy samples, which are collected by a different policy (behavior policy) from what the algorithm evaluates (the target policy). Off-policy learning needs to correct the distribution of the samples from the behavior policy towards that of the target policy. Unfortunately, important sampling has an inherent high variance issue which leads to poor gradient estimation in policy gradient methods. We focus on an off-policy Actor-Critic architecture, and propose a novel method, called Preconditioned Proximal Policy Optimization (P3O), which can control the high variance of importance sampling by applying a preconditioner to the Conservative Policy Iteration (CPI) objective. This preconditioning uses the sigmoid function in a special way that when there is no policy change, the gradient is maximal and hence policy gradient will drive a big parameter update for an efficient exploration of the parameter space. This is a novel exploration method that has not been studied before given that existing exploration methods are based on the novelty of states and actions. We compare with several best-performing algorithms on both discrete and continuous tasks and the results confirmed that P3O is more off-policy than PPO according to the “off-policyness” measured by the DEON metric, and P3O explores in a larger policy space than PPO. Results also show that our P3O maximizes the CPI objective better than PPO during the training process.

1 Introduction

Real-world problems like medication dosing and autonomous driving pose a great challenge for learning algorithms that require lots of interaction with the environment in order for them to do well. Humans have the ability to learn from others, drawing lessons from others’ experience and quickly learning a skill without first doing it when perceiving it for the first time. Later, when there is a chance to practice, the skills obtained from off-line lessons are quickly adapted and improved. It appears we are still far from obtaining this remarkable learning ability in Artificial Intelligence.

Off-policy learning is one promising paradigm to achieve this goal, which evaluates a target policy using a behavior policy that generates experience [Precup et al., 2001, Sutton et al., 2009]. The paradigm seems characteristic and general enough for obtaining skills from other sources. With off-policy learning, one agent can reuse experience from itself or even the other agents, where the samples are collected in a different way from what it is interested to learn now. Off-policy learning seems powerful but it is tricky in nature. The mismatch between the distribution of the behavior
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policy and that of the target policy poses a big challenge for the learning process to be stable. Even for policy evaluation, following the gradient of the temporal difference error easily diverges and some special treatment to the gradient needs to done to make the underlying ordinary differential equation stable, e.g., see [Sutton et al., 2009]. For policy gradient methods, this is no difference. This means the importance sampling ratio, widely adopted in recent popular algorithms, can be problematic. The problem nature can be seen in a simple example. How to drive a Tesla where there are lots of cows walking randomly on the street? In the gigantic training data set, there may be just a few moments this scenario happens. For an agent to learn this skill well, the objective function must re-weigh the samples in the training data, elevating these few samples much higher than they appear in the training data. As one would imagine, this will lead to high variances because we only have a few samples for this particular scenario. This is the key problem we address in this paper for the context of reinforcement learning.

We consider the environment is not reset-free which is true with real-world applications. In this case, we can only sample a limited number of trajectories, and the issue becomes more severe and results in high regret during learning. In this context, the Conservative Policy Iteration CPI objective [Kakade and Langford, 2002] is a key element of the spectrum of recent popular algorithms including Trust Region Policy Optimization (TRPO) [Schulman et al., 2015], Proximal Policy Optimization (PPO) [Schulman et al., 2017] and many others. It is based on an importance sampling ratio between the new and the old policy, which can cause high variances and leads to a poor gradient estimation and unstable performances for policy gradient methods. TRPO avoids this problem by using a hard threshold for the policy change. PPO uses a clipping for the importance sampling ratio to make sure it is not too far from one and then the final objective is the minimum of the clipped and the un-clipped objective.

The more general topic than off-policy learning is sample-efficient learning. In deep reinforcement learning, sample efficiency can be drawn from the following characteristics. 1) Efficient policy representation. Ensuring that the updated policy is close to the original policy is a good practice although there is some approximation error [Tomar et al., 2020]. The CPI with clipping used by PPO [Schulman et al., 2017], TPPO [Wang et al., 2020] and TR-PPO [Wang et al., 2019b] ensures we only search new policies that are not too far from the existing one. These methods are all first-order optimization algorithms with a low computational cost. 2) Convex optimization. [Tomar et al., 2020] simplified the problem of maximizing the trajectory’s return and used convex optimization solvers by minimizing the Bregman-divergence. 3) Second-order methods that take advantage of Hessian matrix. For example, trust-region computes an approximation to the second-order gradient, such as TRPO [Schulman et al., 2015] and ACKTR [Wu et al., 2017]. These methods usually have a high computation cost. 4) Off-policy learning. Besides the CPI objective based methods, [Wang et al., 2016] truncated the importance sampling ratio with bias correction and use stochastic dueling network for stable learning. [Haarnoja et al., 2018] proposed an off-policy formulation that enables reuse of previously collected data for efficiency. A more detailed review is contained in the Appendix.

In this paper, our methodology is to improve the policy representation in the clipping methods, which results in a better control of the variances caused by importance sampling. This is achieved by applying the preconditioning technique to the CPI objective, and regularizing the policy change by the KL-divergence. Usually preconditioning is applied to an iterative method such as linear system solvers [Saad, 2003] [Yao and Liu, 2008]. Recently, there are a few works that apply preconditioning in deep learning to accelerate the learning process, e.g., see [Li et al., 2016] [Saptp, 2019]. Our work is a novel application of preconditioning to control variances in policy gradient estimation. Our preconditioning technique has an interesting property in that it encourages exploration when the policy change is little and switches to exploitation when policy change is big.

2 Background

This section reviews MDPs and recent popular algorithms TRPO and PPO. The key to TRPO and PPO are their objective functions, both of which are based on an approximation to the value function of a new policy if we know its advantages over the original policy.

Markov Decision Process. An MDP is defined by $(\mathcal{S}, \mathcal{A}, P, R, \lambda)$, where $\mathcal{S}$ is the state space, $\mathcal{A}$ is the action space, for each $a \in \mathcal{A}$, $P$ is a probability measure assigned to a state $s \in \mathcal{S}$, which we denote as $P(\cdot|s, a)$. Define $R : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ as the reward function, where $\mathbb{R}$ is the real space.
\( \lambda \in (0, 1) \) is the discount factor. We consider stochastic policies in this paper. Denote a stochastic policy by a probability measure \( \pi \) applied to a state \( s \): \( \pi(\cdot|s) \to [0, 1] \). At a time step \( t \), the agent observes the current state \( s_t \) and takes an action \( a_t \). The environment sends the next state \( s_{t+1} \) and a scalar reward \( R_{t+1} = R(s_t, a_t) \) to the agent. The main task of the agent is to find an optimal policy that maximizes the expected sum of discounted future rewards:

\[
V_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \lambda^t R_t \right], \quad \text{where} \ a_t \sim \pi(\cdot|s_t) \text{ and } s_{t+1} \sim \mathcal{P}(\cdot|s_t, a_t) \text{ for all } t \geq 0.
\]

The state-action value function for the policy is defined similarly except the first action taken is not necessarily according to the policy:

\[
Q_\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \lambda^t R_t \right], \quad \text{where} \ a_t \sim \pi(\cdot|s_t) \text{ for } t \geq 1.
\]

We will use \( A_\pi \) to denote the *advantage function*, which characterizes the advantage of an action \( a \) at a state \( s \) by \( A_\pi(s, a) = Q_\pi(s, a) - V_\pi(s) \). Note that if \( a \sim \pi(\cdot|s) \), then the advantage is zero. So the advantage tells us how advantageous an action is, comparing to the action that would be otherwise taken according to policy \( \pi \). In the remainder of the paper, \( \hat{A} \) is an approximation to the advantage, which is simply the difference between the state-action function and the value function both estimated by an individual algorithm.

Let \( \rho_0 \) be the initial state distribution. Let \( \eta(\pi) \) be the expected discounted reward:

\[
\eta(\pi) = \mathbb{E}_{s \sim \rho_0} \left[ V_\pi(s) \right].
\]

Now suppose we are interested in another policy \( \tilde{\pi} \). Let \( d_{\tilde{\pi}} \) be the stationary distribution of the policy. According to [Kakade and Langford, 2002], the expected return of \( \tilde{\pi} \) can be calculated in terms of \( \eta(\pi) \) and its advantage over \( \pi \) in a straight-forward way:

\[
\eta(\tilde{\pi}) = \eta(\pi) + \sum_s \rho_{\tilde{\pi}}(s) \sum_a \tilde{\pi}(a|s) A_\pi(s, a).
\]

Here \( \rho_{\tilde{\pi}}(s) = \sum_{t=0}^{\infty} \lambda^t d_{\tilde{\pi}}(s_t), \ s_0 \sim \rho_0 \) and the actions are chosen according to \( \tilde{\pi} \), which is just the sum of discounted visitation probabilities. Schulman et al. [2015] approximated \( \eta(\tilde{\pi}) \) by replacing \( \rho_{\tilde{\pi}}(s) \) with \( \rho_{\pi}(s) \) in the right-hand side:

\[
\hat{\eta}_{\mu}(\tilde{\pi}) = \eta(\pi) + \sum_s \rho_{\pi}(s) \sum_a \tilde{\pi}(a|s) A_\pi(s, a).
\]

Note in our algorithm, the new policy will be \( \tilde{\pi} \). The benefit of this approximation is that the expected return of the new policy \( \tilde{\pi} \) can be calculated based on the past samples which are from the old policy \( \pi \). Note for any parameter value \( \theta_0 \), because of the way that \( \hat{\eta} \) is defined, we have

\[
\hat{\eta}_{\mu}(\pi_{\theta_0}) = \eta(\pi_{\theta_0}), \quad \nabla_{\theta} \hat{\eta}_{\mu}(\pi_{\theta})|_{\theta=\theta_0} = \nabla_{\theta} \eta(\pi_{\theta})|_{\theta=\theta_0}.
\]

This means that a small gradient descent update of \( \theta_0 \) to improve \( \hat{\eta}_{\mu}(\pi_{\theta_0}) \) also improves \( \eta(\pi_{\theta_0}) \).

**The TRPO objective.** TRPO, PPO and our algorithm all aim to improve the policy incrementally by maximizing the advantage of the new policy over the old one, considering the influence from importance sampling. Sample-based TRPO maximizes the following Conservative Policy Iteration (CPI) objective

\[
L^{\mu}(\theta) = \hat{\mathbb{E}}_{\pi_\theta} \left[ r_t(\theta) \hat{A}_{\pi_{\text{old}}}(s_t, a_t) \right], \quad \text{where} \ r_t(\theta) = \pi_\theta(a_t|s_t) / \pi_{\text{old}}(a_t|s_t),
\]

constrained by that the difference between the new policy and the old policy is smaller than a threshold. Here the operator \( \hat{\mathbb{E}}_{\pi_\theta} \) means an empirical average over a finite number of samples. Notably, the importance sampling ratio \( r_t(\theta) \) can be very large. To avoid this problem, TRPO uses a hard threshold for the policy change instead of a regularization because “it is difficult to choose a single regularization factor that would work for different problems” according to Schulman et al. [2017]. TRPO then uses the trust region method which is a second-order method that maximizes the objective function with a quadratic approximation. The advantage \( \hat{A}_{\pi_{\text{old}}} \) is replaced by \( Q_{\pi_{\text{old}}} \) in TRPO.
The PPO objective. This policy objective function is used in deriving the PPO algorithm [Schulman et al. 2017], which was motivated to invent a first order method of TRPO. The PPO algorithm first samples a number of trajectories using policy $\pi_{\text{old}}$, each trajectory with $T$ time steps. For each trajectory, the advantage is computed according to

$$\hat{A}_t = \lambda^{T-t}V(s_T) + \sum_{k=t}^{T-1} \lambda^{k-t} r_k - V(s_t).$$

Given the advantages and the importance sampling ratios (to re-weigh the advantages), PPO maximizes the following objective:

$$L^{\text{ppo}}(\theta) = \mathbb{E}_{\theta} \min \left\{ r_t(\theta) \hat{A}_t, \text{clip}(r_t(\theta), 1 - \epsilon, 1 + \epsilon) \hat{A}_t \right\},$$

$$= \mathbb{E}_{\theta} \min \left\{ r_t(\theta) \hat{A}_t, \min \left\{ \max \{r_t(\theta)\hat{A}_t, (1 - \epsilon)\hat{A}_t\}, (1 + \epsilon)\hat{A}_t \right\} \right\},$$

where the last equation assumes $\hat{A}_t \geq 0$. If $\hat{A}_t < 0$, the objective is similarly complicated. This shows that although PPO performs really well in practice, its objective is rather hard to comprehend due to the use of min and max and their special way of composition. Presumably the role of the two composed operators is to battle instability caused by importance sampling and maintain performance across different tasks. It is not the first time that importance sampling causes trouble for reinforcement learning. For the discrete-action problems, both off-policy evaluation and off-policy learning are known to suffer from high variances due to the product of a series of such ratios each of which can be bigger than one especially when the behavior policy and the target policy are dissimilar, e.g., see [Precup et al., 2001, Sutton et al., 2009]. Importance sampling is unfortunately necessary because the nature of reinforcement learning is off-policy. That is, the agent needs to constantly improve its behavior using experience that is imperfect in the sense that it does not behave optimally at learning. Importance sampling ratios arise because one needs to correct the weighting of the objectives such as advantages, from the behavior policy towards the weighting that would be otherwise under a target and improved policy, e.g., see [Precup et al., 2001, Schulman et al., 2015].

3 The Preconditioned Off-policy Learning Method

In this section, we propose a new objective function by preconditioning. We also use the KL divergence to ensure small and smooth policy changes between the update.

3.1 The Scopic Objective

Inspired by the CPI objective and the PPO objective, we propose the following objective:

$$L^{\text{sc}}(\theta) = \mathbb{E}_{\theta} \left[ \sigma \left( \tau \left( r_t(\theta) - 1 \right) \right) \frac{\hat{A}_t}{\tau} \right].$$

(2)

where $\sigma$ is the sigmoid function and $\tau$ is the temperature. The advantage $\hat{A}_t$ is computed in the same way as in PPO. We term this new objective function the **Scopic** objective, short for sigmoidal **con**servative **pol**icy iteration objective without clipping. Intuitively, according to the Scopic objective, the agent learns to maximize the scaled advantages of the new policy over the old one whilst maintaining stability by feeding the importance sampling ratio to the sigmoid function. By using the sigmoid, theoretically the importance sampling ratio is allowed from zero to infinity while the output is still in a small range, $[\sigma(-\tau), 1]$. Thus the new policy is allowed to be optimized in a policy space that is much larger than the clipped surrogate objective. Because the PPO objective is clipped, PPO would not have any information such as the gradient for new policies whose importance sampling ratios over the current policy are beyond the range of $[1 - \epsilon, 1 + \epsilon]$. Besides the controlled importance sampling ratio range in a “soft” way, there is an interesting property of the Scopic objective that is very beneficial for reinforcement learning here. The **input of the sigmoid is zero if there is no change in the policy at a state**. Note that the gradient of the sigmoid achieves the maximum in this case. This means when policy change is zero or little, the sigmoid drives for a big parameter update and hence **explore** in the policy space. The effect of a big change in $\theta$ leads to a big change in $\pi_{\theta}$ as well, and thus the action selection has a big change, meaning that our method
effectively adapts the parameter update magnitude to explore the action space. On the other hand, when the new policy changes a great deal from the old policy, the gradient of the sigmoid grows small which gives the parameter little update. The effect is that the agent will fix to a close neighborhood of the policy and utilize the knowledge built in the policy, which leads to exploitation. So by using the Scopic objective, the agent learns to balance between exploration and exploitation automatically via the gradient magnitude that is adapted by the sigmoid function. This method of exploration is novel for reinforcement learning and it has not been explored in previous research to the best of our knowledge. Existing methods of exploration are mostly based on the novelty of states and actions, boiling down to count based methods such as UCT [Kocsis and Szepesvári 2006] and UCB-1 [Auer 2002]. The count based methods have a wide applications such as computer games, e.g., the use of UCT in AlphaGo [Silver et al. 2016], and the contextual bandits [Bubeck and Cesa-Bianchi 2012] in recommender systems [Li et al. 2010], etc. The count based methods, by definition, only apply to discrete spaces. Though it is possible to extend to some smoothed version in the continuous case such as kernel regression UCT [Yee et al., 2016], such methods depend on a choice of kernels and a regression procedure that is performed on a data set of samples. Our approach via the sigmoidally preconditioned objective balances exploration and exploitation in a natural way given an online sample and it does not involve other samples, which is very computationally efficient.

In the Scopic objective, the term $4/\tau$ may appear odd at first sights. Let us explain this choice here. First note the important case when there is no change in the new policy from the old one. This momentary on-policy learning can be recovered by $\tau = 2$. This can be seen from when the input of the sigmoid function is zero, meaning that the learning reduces to on-policy at least for the first mini-batch update. Refer to the definition of $\eta$ in Eq.1 for any parameter value $\theta_0$. For the choice of term of $4/\tau$, we can derive

$$L^{sc} (\theta_0) = \hat{\eta}(\theta_0), \quad \nabla_\theta L^{sc} (\theta)|_{\theta = \theta_0} = \nabla_\theta \hat{\eta} (\theta)|_{\theta = \theta_0}. $$

Thus this ensures that the gradient descent update of the Scopic objective will improve $\hat{\eta}$ and hence $\eta$ for the case of on-policy learning.

The Scopic loss can be viewed as a preconditioning technique. Let $p(\theta) = \sigma(\tau(r_t(\theta) - 1))$, the gradients of the Scopic objective and the CPI objective are:

$$\nabla_\theta L^{sc} = \mathbb{E}_t[4p(\theta)(1 - p(\theta)) \nabla_\theta r_t(\theta) \hat{A}_t] , \quad \nabla_\theta L^{cpi} = \mathbb{E}_t[\nabla_\theta r_t(\theta) \hat{A}_t]$$

Thus stochastic gradient ascent update for the Scopic objective is a modification from that of the CPI objective. This is similar to preconditioning in iterative methods [Saad 2003], but note here the preconditioner is stochastic and applies to the stochastic gradient. Figure 1 shows the objective function and the gradient for CPI, the PPO objective and our Scopic objective.

### 3.2 KL Divergence

To handle the problem more effectively, we also consider the KL-divergence between the new policy and the old policy to make sure learning is close to on-policy learning and the importance sampling...
Figure 2: Performance of our P3O versus five baselines for discrete tasks (first row) and continuous tasks (second row).

ratio will be close to one in the end especially when the learning rate is decayed. Our method has two networks: a policy networks and a value networks. The final objective for our policy network is

\[ L^{p3o}(\theta) = \mathbb{E}_t \left[ \sigma \left( \tau (r_t(\theta) - 1) \right) \frac{4}{\tau} \hat{A}_t - \beta KL \left( \pi_{\theta_{old}}(\cdot|s_t), \pi_{\theta}(\cdot|s_t) \right) \right] , \]

where \( \beta \geq 0 \) is the regularizer. The value networks is trained with the TD(0) algorithm [Sutton and Barto, 2018], with the TD update being:

\[ \nabla_w L_{vf}(w) = \left[ r_t + \lambda V(s_{t+1}) - V(s_t) \right] \nabla_w V_w(s_t). \]

because the objective function is \( L_{vf}(w) = \mathbb{E}_t \left[ r_t + \lambda V_w(s_{t+1}) - V_w(s_t) \right] \). Our Preconditioned Proximal Policy Optimization (P3O) algorithm boils down to the gradient ascent maximizing \( L^{p3o} \) and the gradient descent minimizing \( L_{vf} \). The P3O algorithm is shown in Appendix 1.

4 Experiments

We tested the performance of our P3O algorithm versus baselines in both continuous- and discrete tasks in OpenAI Gym [Brockman et al., 2016] and the Arcade Learning Environment [Bellemare et al., 2013]. The task include Ant-v2, HalfCheetah-v2, and Walker2d-v2 for continuous tasks, for which the policy is parameterized using Gaussian distribution. Discrete tasks include Enduro-v4, Breakout-v4, and BeamRider-v4. The observation of discrete environments is four stacking frames RGB image of the screen, and the policy is parameterized using Softmax distribution. In addition to TRPO and PPO, we also include A2C [Mnih et al., 2016], ACKTR [Wu et al., 2017], and DualClip-PPO [Ye et al., 2020] as baselines. We evaluate the episodic accumulated reward during the training process of each algorithm. We run each algorithm in the six environments with four random seeds and set the training time steps to be ten million for the discrete tasks and three million for continuous tasks. Code is available at https://github.com/raincchio/P3O.

4.1 Performance Comparison

In Figure 2, the learning curves of TRPO and A2C are very flat: showing ineffectiveness for these discrete environments. The TRPO’s performance was similar to the empirical results in [Wu et al., 2017]. The reason why it did not perform well may be due to that it is hard to set a proper parameter for the KL-divergence constraint since it varies in different environments. ACKTR is a second-order, natural gradient algorithm with a much higher computational cost per time step. However, it still did not outperform PPO which is a first-order method. Dualclip-PPO inherits the clipping operation from PPO objective and adds another max operator with an additional parameter [Ye et al., 2020].
The algorithm was applied to the game of Honor of Kings and achieved competitive plays against human professionals. However, there was no baseline compared. In our experiments, the algorithm performed close to or worse than PPO. That PPO is better than all the other four baselines shows that it is indeed important to control the high variance issue of importance sampling. Our P3O outperformed all the baselines including the best performing PPO for the tasks. In the next subsection, we investigate into why this happened.

4.2 The DEON Off-policy Measure and Policy Space Comparison

In order to understand the performance comparison between PPO and our P3O, we compared the maximum deviation from on-policy learning (DEON) measure, defined by \( y = \max(|r - 1|) \), where the maximum was taken over all the samples in the collected trajectories. This measure computed during the training process of PPO and P3O are compared in Figure 3. It shows that the deviation of our P3O from on-policy learning is much bigger than PPO during training: P3O is more off-policy than PPO. This means P3O explores in a much bigger policy space than PPO. The clipping operation in the PPO objective prevents the algorithm from exploring beyond the policy space whose importance sampling ratio over the old policy is within the range, \([1 - \epsilon, 1 + \epsilon]\). Together with the performance comparison in Figure 2, this shows that the new Scopic objective via sigmoidally preconditioning that is used by our P3O is a very effective way of conducting exploration in the parameter space which results in an efficient exploration of the action space.

Note for discrete tasks, all the importance sampling ratios finally converged close to one due to the use of the decaying learning rate. This is interesting because it shows the learning rate decay can give us an on-policy learning algorithm in the long run. For the continuous tasks where the fixed learning rate is used, the DEON measure of P3O is still increasing in the end, while for PPO it drops close to zero. In particular, the average DEON measure is up to as big as 20.0 for P3O which performs better than PPO. This shows clipping the importance sampling ratio in the range \([1 - \epsilon, 1 + \epsilon]\) by the PPO objective is far from enough to cover good policies. In the experiments, we used the \( \epsilon = 0.2 \), same as used in the PPO paper [Schulman et al., 2017]. The DEON metric being still large in the end of learning means P3O is still exploring. The larger policy search space and the consistent exploration leads to a bigger improvement in performance for continuous tasks than for discrete tasks (See Figure 2 and note the continuous tasks have a much coarser scale in the y-axis).
Figure 4: Plotting the CPI objective during training of P3O and PPO. P3O maximizes the CPI object... for BeamRider.

4.3 CPI Objective Comparison

This experiment was initiated due to a note that both the PPO objective and the Scopic objective originates from the CPI objective. As shown by the TRPO and PPO algorithms, directly maximizing the CPI objective is problematic due to high variances with importance sampling. PPO and our P3O can be viewed as special methods for maximizing the CPI objective. Thus, one important question is, how much is the CPI objective maximized in either of the two algorithms? We thus calculated the CPI objective (without any clipping or sigmoid preconditioning) in the training process of the algorithms. The result is shown in Figure 4. For both the discrete and continuous tasks except BeamRider, P3O consistently maximizes the CPI objective better than PPO. This means the Advantage of the new policy is consistently larger than the old policy with sigmoid preconditioning than with clipping. For the discrete tasks, the CPI objective of P3O finally converged close to that of PPO. This is also because the decay learning rate was used for discrete tasks which became really small in the end leading to the importance sampling being one and thus the Scopic objective reducing to the CPI objective. The CPI of continuous tasks is even much bigger. Because of the use of the fixed learning rate, P3O still actively explores even in the end of learning and keeps discovering new policies whose Advantage is much bigger than the old one.

4.4 Sensitivity to Hyper-parameters

The hyper-parameter studies were performed over three dimensions (number of updates, batch size, learning rate). The numbers of epoch updates were either 5 or 10. The batch size were either 32 or 64. The learning rate were either constant $10^{-4}$ or the decay scheduling. The decay schedule started with a learning rate of $3 \times 10^{-4}$ and decayed linearly, which was used in OpenAI’s PPO implementation. This leads to eight hyper-parameter combinations whose results are shown in Figure 5. Group (c) performed the best for PPO (consistent with the best result in the PPO paper) and Group (h) was the best for P3O. This shows PPO prefers the decay schedule while our method prefers the fixed learning rate for continuous tasks. For the best hyper-parameter group for both algorithms, P3O’s variance is much lower than PPO.

4.5 Ablation Studies

As the P3O objective has two parts, the sigmoidal preconditioner and the KL-divergence regularizer, we conducted an ablation study. The following three variants were studied: P3O-S removes the sigmoidal preconditioner and replaces it with the identity mapping; P3O-K removes the KL-divergence regularizer; P3O-SK removes both the preconditioner and KL-divergence, reducing to
Figure 5: Hyper-parameter sensitivity studies of PPO (green) and our P3O (red) on HalfCheetah, with two schedulings of each of the three dimensions: the number of epochs on the samples, batch size, and learning rate. In terms of the best case, P3O (group h) performed better than PPO (group c; consistent with the original PPO paper) with higher mean reward and lower variances.

Figure 6: Ablation studies. P3O-S removes the sigmoid preconditioner and P3O-K removes KL-divergence regularizer; while P3O-SK removes both, reducing to the TRPO objective. This shows both factors are important to the performance of P3O; in addition, preconditioning contributes more than the regularization.

5 Conclusion

In this paper, we proposed a new method of off-policy learning which deals the high variance issue of importance sampling with a novel preconditioning technique via the sigmoid function. The new method exhibits exploratory behavior when the new policy is close to the old policy, and exploits if the new policy is already a big change from the old one. We also employs the KL divergence regularizer between the new policy and the old policy in our objective function. The two techniques enable us to not rely on the clipping technique used by PPO. There is almost no increase in the computational cost of our method.
We compared our P3O algorithm with five recent deep reinforcement learning baselines in both
discrete and continuous environments. Results show that our method achieves better performance
than the baselines. We found that our P3O deviates more from on-policy learning than PPO during
training (according to a measure of importance sampling ratios during training which is called DEON),
suggesting that our method is “more off-policy” and its policy search space is larger than clipping.
In addition, the CPI objective of our P3O algorithm is larger than PPO except one task being close,
showing that our algorithm finds better policies that give larger Advantages.
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A Algorithm

The pseudo-code of our P3O algorithm is shown in Algorithm 1.

Algorithm 1
Preconditioner Proximal Policy Optimization

Input: a simulation environment
Output: policy $\pi$ for the environment

Initialize policy parameters $\theta_\pi, \theta_{\pi,old}$ and value network parameters $\theta_w$, learning rate for each parameter $\lambda_\pi, \lambda_v$, update number $T$, number of samples $N$, data buffer $D$

Simulate as many as possible agents (depending on hardware) with policy $\pi_\theta$ to interact with the environment

for iteration $= 1$ to $m$ do
    repeat
        $a_t \sim \pi_\theta(a_t | s_t)$
        $s_{t+1} \sim P(s_{t+1} | s_t, a_t)$
        $D \leftarrow D \cup (s_t, a_t, r_t, s_{t+1})$
    until $t \geq NT$

Take all the buffer data to compute advantage $\hat{A}$

for epoch $= 1$ to $T$ do
    Sample $N$ mini-batch samples from Buffer $D$
    $\theta_\pi \leftarrow \theta_\pi - \lambda_\pi \nabla_\theta L^{sc}$
    $\theta_w \leftarrow \theta_w - \lambda_v \nabla_w L^{vf}$
end for

Clear data buffer $D$
end for

B Related Works

In this section, we briefly review the related works from four aspects.

Convex optimization methods. Some work has developed approaches that simplify the optimization problem of reinforcement learning into a convex optimization problem. In the paper [Yao and Liu, 2008], a framework of policy evaluation algorithms called the preconditioned temporal difference (PTD) learning is introduced. And in the paper [Li et al., 2016, Sappl et al., 2019], they use the preconditioning for deep neural network effective training. DAPO [Wang et al., 2019a] proved that the convex optimization method could be used in the reinforcement learning problem and include the Bregman divergence to ensure minor and safe policy updates with off-policy data. Euclidean distance and Kullback Leibler (KL) divergence are instances of Bregman divergence. MDPO [Tomar et al., 2020] adds a proximity term that restricts two consecutive policies to be close to each other to the common expected reward objective, iteratively updates the policy by approximately solving a trust-region problem.

Compute Hessian Matrix. Recently, there are many methods to improve sample efficiency based on the Trust-region second-order gradient optimization algorithms [Schulman et al., 2015, Wu et al., 2017]. These methods calculate the approximate Hessian matrix to find an ideal gradient. However, the computational cost is enormous, and the Hessian matrix is not tackled for complex neural networks. Although [Wu et al., 2017] designed a particular neural network struct for simplifying computation, the network structure is not generalizable for complex application situations.

Policy Approximation. Several studies go deeper into the policy approximation in RL, one of the famous, is the clipping mechanism of the PPO algorithm, which relies upon optimizing parametrized policies by heuristic method. In [Wang et al., 2020], they adopt a new clipping function to support a rollback behavior to restrict the ratio between the new policy and the old one. In the paper [Ye et al., 2020], when the estimate of the advantage is negative, their dual-clip operator will result in a better performance of the policy. In [Hsu et al., 2020], they review the multiple failure modes of the PPO algorithm and use beta distribution instead of the Gaussian distribution to get better performance.
However, this is not to improve the algorithm but to replace the structure more suitable for specific environments. These studies only analyzed the effects of the PPO’s clip operation and did not put forward the theory to explain why the clipping is needed. For the estimation of $\eta(\pi)$ under a behavior policy $\tilde{\pi}$, possible methods include Retrace [Wang et al., 2016] providing an estimator of state-action value, and V-trace [Espeholt et al., 2018] providing an estimator of state value. But that two methods also suffer from the estimation variance.

Off-Policy Method. For value-based algorithms, sample efficiency has also been considered from the aspect of data usage. In the DQN [Mnih et al., 2015] algorithm, a replay buffer for learning previous experiences is used to improve sample efficiency. In the double-DQN [Van Hasselt et al., 2016], the overestimation problem is eliminated by decoupling the two steps of target Q action selection and target Q calculation. The DDPG [Lillicrap et al., 2019] is a deterministic policy gradient algorithm based on actor-critic, solving continuous action space tasks that DQN cannot solve. TD3 [Fujimoto et al., 2018] follows the idea of double-DQN, using two independent critics to prevent overestimation, but can only be used for environments with continuous action spaces. In the SAC [Haarnoja et al., 2018], they introduce entropy into a deep reinforcement learning algorithm, which provides sample-efficient learning while retaining the benefits of entropy maximization.

Compared with the previous method, our method uses preconditioner to better deal with the infinite variance problem. Low-variance gradients make learning more efficient, allowing fixed step-sizes to be used, potentially reducing the overall number of steps needed to reach convergence and resulting in faster training. And we can guarantee monotonic policy improvement by cooperating with the KL divergence constraint.