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The evolution of a scalar field is explored taking into account the presence of a background fluid in a positively curved Universe in the framework of loop quantum cosmology. Though the mechanism that provides the initial conditions for inflation extensively studied in the literature, is still available in this setup, it demands that the initial kinetic energy of the field be comparable to the energy density of the background fluid if the field is initially situated at the minimum of the potential. It is found, however, that for potentials with a minimum such as the chaotic inflation model, there is an additional mechanism that can provide the correct initial conditions for successful inflation even if initially the kinetic energy of the field is subdominant by many orders of magnitude. In this latter mechanism the field switches direction when the Universe is still in the expanding phase. The kinetic energy gained while the field rolls down the potential is subsequently enhanced when the universe enters the collapsing phase pushing the field one step up the potential. This behavior is repeated on every cycle of contraction and expansion of the Universe until the field becomes dominant and inflation follows.

I. INTRODUCTION

Currently, the leading background independent and non-perturbative candidate for a quantum theory of gravity is loop quantum gravity, which is a canonical quantization of general relativity based in Ashtekar's variables. This approach provides a discrete structure of geometry. Continuous spacetime emerges in the large eigenvalue limit of quantum geometry. Loop quantum Cosmology (LQC) is the application of loop quantum gravity to homogeneous and isotropic mini-superspaces. An important feature of LQC is that eigenvalues of the inverse scale factor operator are proportional to positive powers of the scale factor below a critical scale. In particular, it was shown that this property affects the behavior of the kinetic energy of a scalar field at small scales. There has been considerable interest in understanding the dynamics of a scalar field in this semi-classical phase, in particular, its role in the origin of inflation. Non-perturbative effects the behavior of the kinetic energy of a scalar field at small scales, preventing it from diverging.

The modified Friedmann equation for a positively curved Friedmann-Robertson-Walker Universe sourced by a scalar field $\phi$ with self-interaction potential $V(\phi)$ and a background fluid with classical equation of state $w_{cl}$, has the form

$$H^2 \equiv \left( \frac{\dot{a}}{a} \right)^2 = \frac{\kappa^2}{3} (\rho_\phi + \rho_b) - \frac{1}{a^2},$$

where we have defined $\kappa^2 = 8\pi \rho_{cl}^2 = 8\pi m_{pl}^{-2}$ and the energy densities of the scalar field and background fluid as

$$\rho_\phi = \frac{1}{2} \frac{\dot{\phi}^2}{D} + V(\phi),$$  

$$\rho_b = \rho_0 D^w a^{-3(1+w_{cl})}.$$  

The quantum correction function $D(q)$ is defined by

$$D(q) = \left( \frac{8}{7} \right)^6 q^{3/2} \left( 7 \left[ (q+1)^{11/4} - |q-1|^{11/4} \right] - 11q \left[ (q+1)^{7/4} - \text{sgn}(q-1) |q-1|^{7/4} \right] \right)^6.$$  

with $q \equiv (a/a_*)^2$. In the semi-classical phase ($a \ll a_*$), the quantum correction function varies as $D \propto a^{15}$, has a maximum near $a = a_*$ and falls monotonically to the classical limit $D = 1$ in the classical phase ($a > a_*$).
The equation of motion for the scalar field is given by

\[
\ddot{\phi} + 3H \left( 1 - \frac{1}{3} \frac{d \ln D}{d \ln a} \right) \dot{\phi} + \frac{dV}{d\phi} = 0. \tag{5}
\]

Differentiating Eq. 1 and substituting for \( \ddot{\phi} \) using Eq. 5 gives

\[
\dot{H} = -\frac{k^2}{2} \left( 1 - \frac{1}{3} \frac{d \ln D}{d \ln a} \right) \left( 1 + w_{\text{cl}} - \frac{w_{\text{cl}}}{3} \frac{d \ln D}{d \ln a} \right) \rho_b + \frac{1}{a^2}. \tag{6}
\]

The effective equations of state of the scalar field and background fluid can be written as

\[
w_{\phi} = -1 + \frac{2\dot{\phi}^2}{\dot{\phi}^2 + 2D \dot{V}} \left( 1 - \frac{1}{6} \frac{d \ln D}{d \ln a} \right), \tag{7}
\]

\[
w_b = w_{\text{cl}} \left( 1 - \frac{1}{3} \frac{d \ln D}{d \ln a} \right). \tag{8}
\]

We can see from these equations that deep into the semi classical phase, the equations of state become \( w_{\phi} = -4 \) (neglecting the potential) and \( w_b = -4w_{\text{cl}} \). It was shown in Ref. [19] that such a feature allows the energy density of the scalar field to cancel out the curvature term allowing the Universe to re-bounce at small values of the scale factor, hence avoiding a big crunch. A recollapse also occurs at a large value of the scale factor in the classical phase as the kinetic energy of the field scales more quickly than the curvature term. An oscillatory Universe is therefore the natural outcome of the LQC corrections in a positively curved space sourced by a scalar field. Since the kinetic energy of the field never vanishes while the potential is negligible, it was discussed in Refs. [18, 21, 17], that the oscillatory behavior of the Universe enables the scalar field to move up in its potential establishing the initial conditions for slow roll inflation (when \( \dot{\phi}^2 \approx V \)), even admitting that the field starts its evolution at the minimum of the potential with small kinetic energy.

In this paper we extend these works by including a background fluid in the dynamics of the Universe. We find that a mechanism similar to the one just described is still a possibility but it only results into an inflationary expansion for a sufficiently large contribution of the field’s kinetic energy. Nonetheless, we describe an alternative mechanism through which the field can become dominant, even if the kinetic energy is initially many orders of magnitude below the energy density of the background fluid, and discuss the parameter space where it is most efficient.

Under the notion of perfect fluid, it is typically assumed that quantum effects play a negligible role in the dynamics of the corresponding quantum field such that the concept of an equation of state can be applied. Since in our study we are precisely concerned with evaluating the effects of loop quantum corrections on a fluid with a constant classical equation of state, we are in danger of dealing with an inappropriate definition. We must necessarily assume that the dynamics affected by the loop quantum modifications has a time scale much larger than the time necessary to ensure thermodynamical equilibrium (see also [18, 21]). This assumption, however, may become invalid when the scale factor of the Universe becomes close to \( a_i \), where the full quantum theory comes into play. We will see, however, that the interesting and viable models including a background fluid are only well defined for \( a_* \gg a_i \) and \( a \approx a_* \), hence, we expect that the quantum corrections exert a harmless role where the definition of equation of state and energy density is concerned.

\section{II. CRITICAL POINTS AND STABILITY}

The equations of motion \( \text{(5)} \) and \( \text{(6)} \) can be rewritten as a system of first order differential equations by defining the dimensionless quantities

\[
x = \frac{\kappa}{\sqrt{6}} \frac{\dot{\phi}}{\sqrt{D}} a, \tag{9}
\]

\[
y = \frac{\kappa}{\sqrt{3}} \sqrt{|V|} a, \tag{10}
\]

\[
z = \dot{a}, \tag{11}
\]

\[
w = \frac{\kappa}{\sqrt{3}} \sqrt{\rho_b} a. \tag{12}
\]

For generality, we have considered the possibility that the scalar potential and/or the energy density of the background fluid are negative (e.g. a negative cosmological constant). The system is now governed by the following equations:

\[
x' = 2xz \left( \frac{\Delta}{4} - 1 \right) \pm \frac{\sqrt{3} D}{2} \lambda y^2, \tag{13}
\]

\[
y' = yz - \frac{\sqrt{3}}{2} D \lambda xy, \tag{14}
\]

\[
z' = 2x^2 \left( \frac{\Delta}{4} - 1 \right) \pm y^2 \pm \frac{1}{2} w^2 [w_{\text{cl}}(\Delta - 3) - 1], \tag{15}
\]

\[
q' = 2qz, \tag{16}
\]

\[
\lambda' = -\sqrt{6D} \lambda^2 x(\Gamma - 1), \tag{17}
\]

subject to the Friedmann constraint

\[
x^2 \pm y^2 - z^2 \pm w^2 = 1. \tag{18}
\]

Here a prime corresponds to differentiation with respect to conformal time \( d\tau = dt/a \). We have also used the definitions:

\[
\lambda = -\frac{1}{\kappa} \frac{1}{\sqrt{V}} \frac{dV}{d\phi}, \tag{19}
\]
\[ \Gamma = V \frac{d^2V}{d\phi'^2} \left( \frac{dV}{d\phi} \right)^{-2}, \]
\[ \Delta = 2 \frac{d\ln D}{d\ln q}. \]

It is useful to define the dimensionless quantities

\[ r = \frac{\kappa^2}{3} \rho_0 a_*^{-1-3w_{cI}}, \quad v = \frac{\kappa^2}{3} V a_*^2, \]

so that \( y \) and \( w \) can now be written as

\[ \pm y^2 = vq, \quad \pm w^2 = rD^{w_{cI}} q^{-(1+3w_{cI})/2}. \]

These definitions will allow us to perform a general study of the system regardless of the value of the quantization parameter \( j \) which is now enclosed in \( r \) and \( v \).

We will assume for now that the potential is constant, i.e. \( \lambda = 0 \). In the next section we will extrapolate the results to a varying potential under the assumption that the variation is slow enough such that we can refer to “instantaneous critical points”. Following [14] we are looking for static solutions such that \( \dot{a} = a_0 = 0 \) or, in the current variables, \( q' = 0 \) and \( z' = 0 \). The system has, therefore, critical points in \( z_c = 0 \) and \( q_c \) such that

\[ \pm y^2_c(6 - \Delta_c) \pm w^2_c(\Delta_c - 3)(w_{cI} - 1) + \Delta_c - 4 = 0. \]

Note that \( w_c \) is the value of \( w \) defined in Eq. (22) at the critical point and \( w_{cI} \) is the classical value of the equation of state.

We must also guaranty that the kinetic energy of the scalar field is non-negative at these critical points, hence it follows, using the Friedmann constrains [15] and Eq. (24) that

\[ x^2_c = \frac{1}{6 - \Delta_c} \left[ 2 \pm w^2_c(\Delta_c - 3) - 3 \right] \geq 0. \]

In Fig. 1 we show, by dotted lines, the relation between \( v \) and \( q \) of the system’s static solutions as determined form Eq. (24). The case studied in Ref. [14] corresponds to the top lines, \( r = 0 \).

The nature of the critical points can now be determined by linearizing \( q' \) and \( z' \) around the critical points. The eigenvalues of the system are given by

\[ m^2 = \kappa q \frac{d\Delta}{dq}(q_c) \left[ \pm y^2_c \pm (w_{cI} - 1)w^2_c \right] \pm y^2_c(6 - \Delta_c) \]
\[ \pm \frac{1}{2}w^2_c[w_{cI}(\Delta_c - 3) - 1](\Delta_c - 3)(w_{cI} - 1). \]

Stable solutions exist when \( m^2 < 0 \). Substituting for \( y_c \) in Eq. (26) using Eq. (24) we observe that the eigenvalues are regular everywhere except at \( q_c = 0.835 \) (where \( \Delta = 6 \)) and \( q_c = 1 \). These are the points where \( y_c \) and \( d\Delta/dq \) blow up and change sign, respectively. Therefore, a transition from a stable critical point (\( m^2 < 0 \)) to a saddle point (\( m^2 > 0 \)) is expected at these values of \( q_c \).

Of course, transitions may occur at additional points.

We depict these transitions in Fig. 1 by representing the stable points with solid lines and the saddle points with dashed lines. The classical equation of state is assumed \( w_{cI} = 1/3 \). We will always use this equation of state when dealing with specific examples in the figures, but keep the analysis general in the analytical derivations.

**III. PHASE SPACE TRAJECTORIES**

In this section we will turn our attention to evaluate the trajectories of the phase space. The first point to keep in mind is that the kinetic energy of the field must always be definite positive, i.e. \( x^2 \geq 0 \). Using the Friedmann constrains we can rewrite this condition as \( z^2 \geq \pm y^2 \pm w^2 - 1 \). On the other hand, since \( z^2 \geq 0 \) we have that in the regions of the phase space where \( \pm y^2 + w^2 - 1 \leq 0 \) the latter condition on \( z^2 \) is automatically satisfied. Conversely, in the regions where \( \pm y^2 \pm w^2 - 1 > 0 \), there are regions of exclusion for \( H_{a*} = z/\sqrt{q} \), with upper and lower bounds defined as

\[ -b < H_{a*} < b, \]

where \( b = (\pm y^2 \pm w^2 - 1)^{1/2}/\sqrt{q} \). By inspecting these constraints we can have an idea of how many regions of exclusion to expect given a pair \((v, r)\). First we recall from Eq. (23) that \( y^2 \) increases linearly with \( q \). We note that \( \rho_0 \propto q^6w_{cI}^{-3/2} \) diverges as \( q \rightarrow 0 \) when \( w_{cI} < 1/4 \), hence, we will not consider these cases from now on. Since, \( w^2 \propto q^6w_{cI}^{-1/2} \) in the semi classical phase it follows that \( w^2 \) increases with \( q \) in the semi classical phase. Moreover, \( w^2 \) decays away as \( w^2 \propto q^{-(1+3w_{cI})/2} \) for \( q > 1 \). In general there are four cases to consider. They correspond...
to the various combinations of signs before \( y^2 \) and \( w^2 \) in the definition of \( b \). We represent those combinations by the pair \((i, j)\) where the first element represents the sign before \( y^2 \) and the second element, the sign before \( w^2 \).

(i) When we have the pair \((+, +)\), we can have up to two regions of exclusion which merge as either \( v \) or \( r \) increase. One region appears at small but non-vanishing \( q \) and the second extends from small \( q \) to infinity.

(ii) When we have \((+, -)\), again we can have up to two regions. This time, they merge as the ratio \(|v/r|\) increases. The regions are qualitatively like the ones in (i).

(iii) When the choice of signs is \((-+, +)\), there is only one possible region of exclusion which exists for small non-vanishing \( q \). The area of the region increases with increasing ratio \(|r/v|\).

(iv) Finally for the combination \((-+, -)\), there is no region of exclusion and the whole phase space is available.

This is a qualitatively description that can be complemented by a quantitative analysis shown in Fig. 2. The shaded area corresponds to choices of \((v, r)\) that lead to two regions of exclusion in the phase space of the system.

In Fig. 3 we illustrate how the areas of exclusion and trajectories evolve if we fix the value of \( r \) and increase the potential. Indeed, Fig. 3 corroborates the information given in Fig. 2. More specifically, setting \( r = 0.6 \), we verify that up to \( v \approx 0.31 \) there is only one region of exclusion, however, a second region appears above this value. This region increases in area as \( v \) is further increased and merges with the first region for \( v \approx 0.4 \).

Let us now look at a specific example in the context of a realistic varying potential. We assume that the field is initially \( \phi_{\text{init}} = 0 \) and does not go any further than \( \phi = 3\Lambda_{\text{Pl}} \). Again we choose \( r = 0.6 \). From Fig. 4 we have that for such a value of \( r \), the maximum value of \( v \) allowed by the kinetic constraint is \( v_{\text{max}} = 0.31 \). For a quadratic potential \( V = m^2\phi^2/2 \) with \( m = 10^{-6}\Lambda_{\text{Pl}}, \) we have in order to concretize the point of maximum displacement, \( \phi = 3\Lambda_{\text{Pl}} \), that the quantization parameter must be \( j = 1.94 \times 10^{11} \). Moreover, we can also read from Fig. 4 that when \( V = 0 \), \( q_r \approx 0.866 \). Choosing this value for \( q_{\text{init}} \) along with the other parameters, we obtain the evolution shown in Fig. 5. Indeed we see that the potential and the scale factor are oscillating in two fashions. One around the instantaneous critical point and the second between the critical points corresponding to \( V = 0 \) and \( V = 3v_{\text{max}}/\kappa^2 a^2 \). We can understand this behavior by returning to Fig. 2. The evolution starts at \( v = 0 \) and develops along the line \( r = 0.6 \). As the potential increases, a second region of exclusion is generated at the position of the critical point when \( v = 0.31 \). This region increases as the value of the potential increases. In fact, it can become as large as the orbit of the trajectory, in which case, by the definition of the regions of exclusion, \( x^2 = 0 \). This means that the field has reached the point of maximum displacement and turns around. The potential decreases and so does the area of the bounded region of exclusion. Once the field passes through zero and changes sign, the evolution mimics the evolution on the opposite side of the potential i.e. the field enters a cyclic regime.
distribution of the scalar field, we require at the bounces occurrence that the amplitudes of the oscillations of the scale factor are sufficiently large such that the trajectories in the phase space touch the separatrix (where the trajectories appear to intersect) before the diameter of the second exclusion region equals the diameter of the trajectory.

What is therefore the correct values of initial parameters that deliver the desired evolution? Admitting that initially the evolution starts with $V = 0$ and $H = 0$, we realize that for increasing $q$, $v_{\text{merge}}^2$ decreases, and that $v_{\text{merge}}$ increases for increasing $q$. Indeed, from Refs. [9, 13, 14] when a dominant background fluid is present, we can only expect a transition from an oscillating Universe into an inflationary one by admitting that the amplitudes of the oscillations of the scale factor are sufficiently large such that the trajectories in the phase space touch the separatrix (where the trajectories appear to intersect) before the diameter of the second exclusion region equals the diameter of the trajectory.

It is concluded that the ratio of kinetic energy to the background’s energy density is bound from below by a quantity that is independent of $j$. More specifically, we realize that it increases for increasing $q_{\text{init}}$. Indeed, from Eq. (28) when $q_{\text{final}} (= q_{\text{init}})$ increases, $r$ decreases, and Fig. 2 implies that $v_{\text{merge}}$ increases. For example, if $q_{\text{init}} = 4 \times 10^{-4}$, the two region of exclusion merges for $v \approx 6 \times 10^{-7}$ which results into the limit $\alpha > 10^{-10}$. It is however worth pointing out that if $q_{\text{init}}$ is small the consistency condition $H_0 < 1$ is violated as can be seen from Fig. 6. This constraint simply states that the Hubble radius must be larger than the limiting scale of the theory. On the other hand, for large $q_{\text{init}}$, the ratio $\alpha$ becomes close to unity meaning that the contribution of the field must be important.

In the remainder of this paper we deal with an alternative mechanism where the energy density of the scalar field, though initially subdominant, builds its way up during the numerous cycles of oscillation of the Universe until it becomes dominant delivering an accelerated expansion. We show in Fig. 7 an example of such an evolution. The example yields only a few $e$-folds of inflation, for illustrative purposes, but as we shall see below, there are regions of parameter space that provide a successful inflationary scenario with more than 60 $e$-folds of expansion. The evolution of the field starts in the semi-classical phase, $\ln q_{\text{init}} = -7.8$, at the bottom of the potential with a kinetic energy that is twenty orders of magnitude smaller than the energy density of the background fluid. The anti-fermionic term in the equation of motion of the scalar field accelerates the field up the potential as the Universe expands. The energy density
of the field evolves with an effective equation of state $w_\phi = -4$. Once in the classical phase ($a > a_*$) this term turns into a frictional component forcing the field to slow down. The equation of state, therefore, approaches $w_\phi = 1$. In the case of Fig. 5, the field’s kinetic energy decreases below the potential energy at $\ln q_\ell \approx 7.8$ and comes to a stand and turns around in the potential ($w_\phi = -1$) when $\ln q_\ell \approx 9.7$ (indexes “f” and “cl” stand for “freeze” and “turn around”, respectively). On the way down the potential, the field gains again kinetic energy which is enhanced once the Universe recollapses (as in the classical phase the frictional term becomes anti-frictional when the Hubble ratio is negative). The field is again slowed down as soon as the scale factor enters the semi-classical phase during the collapse. When the kinetic energy becomes smaller than the potential, the equation of state again approaches $-1$. In this example, the kinetic energy decreases but it does not vanishes in the semi-classical phase; hence, when the Universe goes through the bounce starting a new cycle, the field keeps moving in the same direction. The subsequent evolution follows closely the previous description for a number of oscillations of the Universe. The remarkable feature about the evolution is that the field gains energy on each cycle thus allowing it to be displaced by a larger amount from one cycle to the next. When the contribution of the energy density of the field becomes important, the field can slow roll and the Universe naturally starts an inflationary evolution say, in a "graceful entrance".

V. PARAMETER SPACE

At this point we need to establish which set of the parameter space leads to a viable model of inflation rather than to an infinite series of oscillations of the Universe. Let us start by calculating by how much the scalar field is displaced in half a cycle of the Universe. We assume that the initial value of the scale factor is deep into the semi-classical phase and that the potential is initially negligible. From the equation of motion of the scalar field, neglecting the contribution of the potential, we obtain

$$H \frac{d\phi}{d\ln a} = \phi_{\text{init}} \left( \frac{a}{a_{\text{init}}} \right)^{-3} \frac{D_{\text{init}}}{\rho_{\text{init}}}.$$  
(31)

Using $H^2 \approx \kappa^2 \rho_b / 3$ (this is obviously not true at the bounces but it is a good approximation within the extremes of the scale factor) and integrating one gets

$$\phi_f = \phi_{\text{init}} + 2 \frac{q_{\text{init}}}{3 \rho_{\text{init}} V} \left( \frac{9}{4 w_{\text{cl}}} (1 - w_{\text{cl}}) \right) \left( 10 - 5 w_{\text{cl}} \right) \frac{\left( 12 \right)^5}{3 (1 - w_{\text{cl}})} q_{\text{init}} \left( 12 - 12 w_{\text{cl}} \right) / 4 \left( 1 - w_{\text{cl}} \right) \left( 12 \right)^5,$$

where $\phi_f$ and $q_f$ correspond to the value of the field and $q$ when the field freezes in the potential, respectively. To perform this integration we have considered two epochs of evolution. In the semi-classical phase, between $\rho_{\text{init}}$ and $a_*$ the function $D$ takes the asymptotic form $D_{\text{approx}} = (12/7)^6 q_{15/2}$. In the classical phase, when $a > a_*$ we take $D = 1$. The quantity $a_*$ is defined as the value of the scale factor where $D_{\text{approx}} = 1$. We can estimate the value of $q_f$ by using the expression

$$\phi_f = \phi_{\text{init}} + 2 \frac{q_{\text{init}}}{3 \rho_{\text{init}} V} \left( \frac{9}{4 w_{\text{cl}}} (1 - w_{\text{cl}}) \right) \left( 10 - 5 w_{\text{cl}} \right) \frac{\left( 12 \right)^5}{3 (1 - w_{\text{cl}})} q_{\text{init}} \left( 12 - 12 w_{\text{cl}} \right) / 4 \left( 1 - w_{\text{cl}} \right) \left( 12 \right)^5,$$

which follows from using the first integral of the equation of motion of the field along with the asymptotic form $D_{\text{approx}}$. Furthermore, a freezing point can only be identified provided the potential becomes at least as large as the kinetic energy, such that, $m^2 \phi_f^2 / 2 \approx \phi_f^2$, for a quadratic potential. Using Eq. (33) we obtain

$$q_f^3 = 2 \left( \frac{7}{12} \right)^{12} \frac{\phi_{\text{init}}^3}{m^2 \phi_f^2} \frac{1}{q_{\text{init}}}.$$  
(34)

Using Eq. (31) we can write the initial kinetic energy as

$$\phi_{\text{init}}^2 = 3 \alpha r \frac{1}{\kappa^2 a_*} (1 + w_{\text{cl}})^2 D_{\text{init}}^{1 + w_{\text{cl}}}.$$  
(35)
which is explicitly independent of \( j \). Moreover, when \( \phi_\text{init}^2 \gg \phi^2_f \approx m^2 \phi^2_f / 2 \) the \( q_f \) dependent term in Eq. (33) can be neglected and then the displacement \( \phi_f \) is completely independent of the value of \( j \) for a given \( q_\text{init} \) and \( \alpha \). From Eq. (33) and substituting for \( r \) using Eq. (22) we get \( \phi_\text{init}^2 \propto \alpha^{-3(1+w_{cl})} \), hence we expect \( \phi_f \) to become independent of \( j \) for small values of this parameter.

A necessary condition for the field to turn around is that \( q_f < q_2 \), i.e., it must freeze before the Universe collapses. This constraint results into a lower bound on the value of the quantization parameter \( j \) with respect to the initial value of \( q_\text{init} \). We draw this bound in Fig. 6 dashed line. This condition might not be sufficient to guaranty that the field stops and reverses its direction, as the kinetic energy can decrease below the value of the potential but without vanishing. In this latter case the field keeps moving up the potential in a series of steps before the turn around occurs (such cases were discussed in the first part of Section IV and an example is illustrated in Fig. 4 and do not result into an inflationary expansion, as we have seen). Understandably, \( \ln q_f \) must be a fraction of the value of \( \ln q_2 \). By numerically integrating the equations of motion it can be verified that this fraction is nearly a constant and its value is 0.82. In Fig. 6 we show by a solid line the lower limit on \( j \) for which the field does changes direction on each cycle corresponding to \( q_f < q_2^{0.82} \).

We also draw in Fig. 6 the limit on \( j \) imposed by the consistency condition \( H a_i < 1 \). Using the approximation that the maximum of the background energy density occurs when \( q = 1 \) and \( D = 1 \), this condition is equivalent to \( j > 3 \). Using \( q_1 = q_\text{init} \) in Eq. (28) and the asymptotic form \( D_{\text{approx}} \), we get that deep in the semi-classical phase the limit on \( j \) can be explicitly written in terms of the initial value \( q_\text{init} \) as

\[
  j > 3 \left( \frac{12}{7} \right)^{\frac{2}{3}} q_\text{init}^{(1-12w_{cl})/2}. \tag{37}
\]

From Fig. 6 it is concluded that below \( q_\text{init} = 2 \times 10^{-4} \) the consistency constraint establishes the most important lower limit on \( j \).

Finally we can evaluate how efficient the mechanism is. By numerically integrating the equations of motion it is possible to determine how high can the field move in the potential before it rules the dynamics of the Universe. More specifically, we have evolved the system up to \( q_{\text{end}} = 1 + (\ln q_2) / 2 \), i.e., until the scale factor is one e-fold larger than its maximum value at the bounces, when the background fluid is dominant. We have assumed a quadratic potential \( V = m^2 \phi^2 / 2 \) with \( m = 10^{-6} m_P \).

Figures 4 and 5 show the maximum value of the field and the maximum value of the Hubble ratio, respectively, with respect to the quantization parameter \( j \). In all cases, the evolution starts from \( \phi_\text{init} = 0 \).

Important information can immediately be extracted from these figures. First, we note from Fig. 5 that the consistency condition \( H a_i < 1 \) (which is equivalent to \( H^2 < 7.7 \) in Planck units) is only satisfied provided \( j > 8.10^{10}, j > 3 \times 10^{7} \) for the first and second examples illustrated. Above these limits there are values of \( j \) for which the maximum value of the field is above three Planck units, hence providing a viable inflationary scenario with more than 60 e-folds of accelerated expansion. We note, however, that by increasing \( q_\text{init} \) the maximum achieved value of \( \phi \) decreases, as it is seen by comparing the middle and bottom panels of Fig. 7.

A remarkable feature about these figures is that they present a tooth wood saw blade like structure for low \( j \) values. This can easily be understood qualitatively. Indeed, from Eqs. (41), (45) and substituting for \( r \) using Eq. (22), we see that the value of \( q_f \) decreases for increasing \( j \) as \( q_f \propto \alpha^{-1-w_{cl}} \), see (37), in the approximation that \( \phi_f \) does not depend on \( j \), which is accurate for \( \phi_\text{init}^2 \gg \phi_f^2 \) as we have seen before). This means that in a Universe where \( j \) is large, the field freezes and consequently starts rolling down when the scale factor is smaller than in a Universe with low \( j \). The field is accelerated during the expansion phase between \( q_1 \) and \( q_2 \) (even though the \( \phi \) term in the equation of motion is a frictional one), during the collapse between \( q_2 \) and \( q \approx 1 \), and again during

![Fig. 6: The dashed line represents the lower limit on \( j \) resulting from requiring that the field freezes before the bounce at \( q_2 \). This is estimated using Eqs. (35) and (32). The solid line represents the borderline between an evolution that pushes the field up the potential in successive steps (below the curve) and an evolution where the field is displaced from the initial position stops before the bounce, turns around and is displaced again in the opposite direction in the collapsing phase (above the curve). This curve was obtained numerically and fits to \( q_f = q_2^{0.82} \) accurately. The dash-dotted line gives a lower bound on the values of \( j \) that satisfy the consistency condition \( H a_i < 1 \).](image-url)
suddenly drops by increasing $j$. This explains why the field from its initial position. This explains why the field gains kinetic energy faster if $j$ is large, which results into a larger displacement of the field from its initial position. This explains why the maximum value of the field increases with increasing $j$ in Fig. 7. The reason why the maximum value of the field suddenly drops by increasing $j$ is understood by realizing that for a critical value $j_c$ there is one less cycle than if $j \lesssim j_c$, thus preventing the field to move as high in the potential. As we keep increasing $j$, the description made above follows, now with one less cycle of expansion and recollapse.

Along the same lines, a similar oscillatory structure is expected by varying $\alpha$. We have seen in Fig. 5 that for a given $j$ the energy density of the field increases on each cycle by a nearly constant amount. It can be verified that if $\alpha$ was instead $10^{-10}$ ($10^{-20}$) the evolution would nearly reproduce the one in Fig. 4 with the only exception that there would be one less (more) cycle.

Another prominent feature in the figures are the sharp peaks giving place to smooth extremes above some value of $j$. Indeed, when $j$ becomes sufficiently large, the field has enough time to increase its speed before the recollapse takes place. We have in those cases $\dot{\phi}^2 > V$ at $q = q_2$, Therefore, the field’s equation of state is considerably larger than $w_\phi = -1$ at this point. This behavior translates into a similar effect of the one of having a slightly smaller $j$, i.e. the ratio of energy densities from one cycle to the next is smaller than expected had the potential energy remained always dominant. As $j$ becomes even larger, the field is able to perform a few oscillations around the value at the minimum of the potential before the collapse occurs. To summarize, the effect of increasing $j$ is compensated by the fact that the field loses most of its potential energy, thus the number of cycles of the Universe before the field becomes dominant does not decrease anymore as $j$ is increased.

VI. DISCUSSION

In this article we have looked upon the dynamics of a scalar field evolving in a closed Universe where a background fluid is present in the context of loop quantum cosmology. In the first part we have searched for static solutions of the system and evaluated their stability admitting a constant potential. We have discovered that, for a constant value of $\rho_0$ and $j$, as the potential is increased, a second region of exclusion (where the kinetic energy is negative) is generated in the phase space. We argued that the occurrence of such a region makes it difficult to implement a similar mechanism to the one studied in Refs. [1, 2, 3], where the field moves up the potential in a series of steps resulting from the cyclic expanding and contracting phases of the Universe. A viable model requires the phase space trajectories of the system to be sufficiently away from the critical point in order to avoid the exclusion region since its area grows as the potential increases. This requirement translates into a lower limit on the initial value of the kinetic energy of the field and is defined in the region below the curve labeled $q_f < q_2^{0.82}$ in Fig. 5.

In the second part of this work we have shown examples of an alternative mechanism which is defined when $q_f < q_2^{0.82}$.
around on each cycle. The kinetic energy gained when
the field is rolling down the potential in the expansion-
ary phase, is enhanced during the collapse pushing the
field farther up the potential on each cycle. The en-
ergy density of the field comes eventually to dominate
the curvature and background contributions establishing
the initial conditions for inflation.

We have seen that there are values of \( j \) for which the
maximum value of the field is above three Planck units,
thus able to provide a viable inflationary evolution. It
is nonetheless observed that it is very easy to violate
the Hubble bound \( H a_i < 1 \). This problem significantly
constraints the range of parameter space for which one
obtains a viable result within the limits of validity of the
theory. Moreover, it involves large values of the param-
eter \( j \). Large values of the parameter \( j \) are considered
to be unnatural [8]. Also worth pointing out that the
mechanism can only be implemented for potentials with
a minimum.

In this work we have neglected discreteness corrections.
This approach is valid as long as \( \dot{a} \ll 1 \) [21, 22]. Admit-
ting that the maximum value of \( \dot{a} \) occurs near \( a_\ast \), we
obtain that \( H(a = a_\ast) a_\ast \ll 1 \). Using the approximation
that the maximum of the background energy density oc-
curs when \( q = 1 \) with \( D = 1 \), we get the equivalent
condition \( r \ll 1 \). From Eq. (28) we can further extract a
constraint on the minimum value of \( q_{\text{init}} \):

\[
(12 - 7) 6w_{\text{cl}} q_{\text{init}}^{6w_{\text{cl}} - 1/2} \gg 1.
\]

More specifically, \( q_{\text{init}} > 0.5 \) for \( w_{\text{cl}} = 1/3 \), independently
of the value of \( j \). This bound, only involving orders of
magnitude, is more stringent than the heuristic consist-
sity condition used so far in the literature, \( H a_i < 1 \). It
also suggests that it is very difficult to move the field as
far as \( 3m_p \) unless the initial kinetic energy of the field
is at least comparable to the energy density of the back-
ground fluid. It would be interesting to investigate how
the dynamics and bounds get modified once the discrete-
ness corrections are taken into account.

Finally we would like to keep in mind that the oscil-
lations of the field may induce the conversion of part of
its energy density into radiation thereby modifying the
background’s contribution in the process. The picture is
therefore more complex than the one we dealt with here
and deserves further study.
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