Application of the Cyclone Phase Space to Extratropical Transition in a Global Climate Model
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Abstract The authors analyze the global statistics of tropical cyclones undergoing extratropical transition (ET) in the Forecast-oriented Low Ocean Resolution version of CM2.5 with Flux Adjustment (FLOR-FA). The cyclone phase space (CPS) is used to diagnose ET. A simulation of the recent historical climate is analyzed and compared with data from the Japanese 55-year Reanalysis (JRA-55), and then a simulation of late 21st century climate under Representative Concentration Pathway 4.5 is compared to the historical simulation. When CPS is applied to the FLOR-FA output in the historical simulation, the results diverge from those obtained from JRA-55 by having an unrealistic number of ET cases at low latitudes, due to the presence of strong local maxima in the upper-level geopotential. These features mislead CPS into detecting a cold core where one is not present. The misdiagnosis is largely corrected by replacing the maxima required by CPS with the 95th percentile values, smoothing the CPS trajectories in time, or both. Other climate models may contain grid-scale structures akin to those in FLOR-FA and, when used for CPS analysis, require solutions such as those discussed here. Comparisons of ET in the projected future climate with the historical climate show a number of changes that are robust to the details of the ET diagnosis, though few are statistically significant according to standard tests. Among them are an increase in the ET fraction and a reduction in the mean latitude at which ET occurs in the western North Pacific.

Plain Language Summary When tropical cyclones move into the midlatitudes, they change their physical structure and sometimes transform into extratropical cyclones. This process is called extratropical transition. One diagnostic tool for defining extratropical transition is the cyclone phase space. In this study, the authors apply the cyclone phase space to the tropical cyclones simulated by a global climate model. The output of this climate model has some features that misguide the cyclone phase space into diagnosing a cyclone as extratropical when in fact it is tropical. The authors examine various adjustments of the cyclone phase space that largely correct this misdiagnosis. They then study the changes in the global occurrence of extratropical transition between two 30-year time periods simulated by the climate model: a historical period from 1976 to 2005 and a future period from 2071 to 2100, whose simulation is based on a scenario of moderate increases in greenhouse gas emissions. In the western North Pacific, tropical cyclones are found to become more likely to undergo extratropical transition in the future climate. In general, though, the changes in global statistics of extratropical transition (e.g., where and how often it occurs) between the simulated future and historical climate are small.

1. Introduction

Extratropical transition (ET) is the process in which some tropical cyclones (TCs) transform into extratropical cyclones, going from "symmetric" "warm core" circulation systems to "asymmetric" "cold core" systems, by interacting with midlatitude environments and weather systems (Evans et al., 2017; Jones et al., 2003). ET changes the physical structure of the cyclone and its associated hazards: The wind and precipitation fields expand in size and concentrate along frontal boundaries; the storm accelerates its forward motion and may produce large waves and swell (e.g., Bowyer & MacAfee, 2005; Evans et al., 2017; Jones et al., 2003; Matyas, 2013).
Climate change may alter the frequency, intensity, or geographical distribution of ET events. Several studies have used global climate models to study future changes in ET activity in the North Atlantic: Liu et al. (2017) find that storms undergoing ET account for most of the projected increase in TC frequency in the eastern North Atlantic. Haarsma et al. (2013) and Baatsen et al. (2015) show that these ET storms forming in the eastern Atlantic are responsible for a considerable increase in the frequency of hurricane-force winds affecting western Europe. Liu et al. (2018) explore the role of ET in projections of the rainfall associated with landfalling TCs in the eastern United States. In general, understanding the changing hazard requires knowing how both the storms' frequency and their physical properties (intensity, size, distribution of wind and rainfall, etc.) will change, and ET has been shown to alter storm properties in ways that are important for risk assessment (Loridan et al., 2014, 2015).

To the authors' knowledge, future projections of ET have only been studied in the Atlantic. This study takes a more general perspective and examines future simulations of ET activity in global ocean basins. TCs undergoing ET are identified by means of their trajectories through the cyclone phase space (CPS Hart, 2003), calculated from global climate model output. The CPS has become widely used and has been applied to diagnose ET in operational analysis and reanalysis data (e.g., Bieli et al., 2019a, 2019b; Hart, 2003; Kitabatake, 2011; Wood & Ritchie, 2014) as well as climate model output (Liu et al., 2017, 2018; Zarzycki et al., 2017). We use the Forecast-oriented Low Ocean Resolution version of CM2.5 with Flux Adjustment (FLOR-FA), which was developed at the Geophysical Fluid Dynamics Laboratory. FLOR-FA has been used to produce seasonal forecasts of TCs in the North Pacific and Atlantic (Murakami et al., 2016; Vecchi et al., 2014; Zhang et al., 2016), as well as to study ET and its rainfall hazard in the North Atlantic (Liu et al., 2017, 2018).

We begin this study by evaluating the global ET climatology simulated by FLOR-FA against that of the Japanese 55-year Reanalysis (JRA-55), for the historical climate. This evaluation reveals large differences, which can be traced back to structures in the simulated FLOR-FA fields that misguide the CPS diagnosis. The structures seem to be grid-scale (50 km x 50 km) convective updrafts which manifest as strong local maxima in the geopotential height fields. Their presence invalidates the warm/cold core diagnosis in the CPS, which was developed on data sets that do not contain these structures.

Since the presence of TC-like vortices in simulations of global climate models was first noted in the 1970s (Camargo & Wing, 2016), increasing computational capacity and better numerical methods have led to substantial improvements in the models' abilities to simulate TCs. In recent years, horizontal grid spacings of 0.25–0.5° have become widely achievable. However, fully resolving the convection and clouds associated with TCs would require horizontal grid spacings of 0.1–1 km, so TCs are still under-resolved even in high-resolution climate models. Much modeling effort has been spent to find convection schemes and combinations of parameterized and resolved convection that give rise to realistic large-scale statistics of TC activity (e.g., TC frequency, intensity, geographic distribution, or interannual variability). Realism in these large-scale statistics is of the highest priority for studies on the relationship of TC activity to climate.

However, as this study shows, a realistic TC climatology does not preclude the possibility of unrealistic convective features in the simulated storms at the grid scale. In fact, such features are to be expected given that the numerical solutions of interest are far from convergence and in particular that the best TC properties seem to be achieved in some models when a non-negligible fraction of the convective mass flux occurs on the grid (e.g., Kim et al., 2018; Zhao et al., 2009). Until the resolution of global climate models becomes high enough to make convective parameterizations entirely unnecessary, such issues will remain. Algorithms such as the CPS that diagnose aspects of TC structure should—whenever possible—be designed to be applicable to as broad a range of climate data sets as possible. Since many of the models which currently provide the best simulations of large-scale TC statistics and their relationship to climate have horizontal grid spacings of tens of kilometers, and the potential for unrealistic grid-scale features as described above (and further below), it is desirable that such diagnostics, and CPS in particular, give reasonable results when applied to the output of such models.

In that spirit, we introduce a modification to the CPS that is designed to make the CPS diagnosis insensitive to the presence of strong local maxima in the input fields. The modified CPS and the original CPS method capture the same physical properties of TC structure and give similar results when no local maxima are present, but the modified CPS has the advantage of also producing physically sensible results in cases where those maxima are present. We compare the effect of this new modification on the historical ET climatology to the effect of a temporal smoothing of the CPS parameters (a commonly applied modification to the CPS).
and to the combined effect of the new modification and the smoothing. The sensitivity of the results to these modifications to the CPS (which we will sometimes refer to as “CPS experiments”) is also explored in the subsequent analysis of future changes in global ET activity.

2. Data and Methods

2.1. FLOR-FA Climate Model

The model output analyzed in this study was produced by the Forecast-oriented Low Ocean Resolution (FLOR) version of CM2.5, developed at the Geophysical Fluid Dynamics Laboratory (Jia et al., 2015; Vecchi et al., 2014). FLOR combines the high-resolution (approximately 50 km $\times$ 50 km horizontal grid spacing) land and atmosphere components of the fully coupled CM2.5 (Delworth et al., 2012) with ocean and sea ice components derived from its lower-resolution (approximately 1° $\times$ 1° horizontal grid spacing) predecessor model, CM2.1 (Delworth et al., 2006). We use a version of FLOR called FLOR Flux-Adjusted (FLOR-FA), in which momentum, freshwater, and enthalpy fluxes between the atmosphere and ocean are corrected with climatological adjustments. The implementation of the flux adjustment is described in Vecchi et al. (2014). FLOR uses a finite volume dynamical core on a cubed-sphere grid (Putman & Lin, 2007) and a Relaxed Arakawa-Schubert convection scheme (Moorthi & Suarez, 1992).

The FLOR model has skill in the simulation and seasonal prediction of TCs (Murakami et al., 2016; Vecchi et al., 2014) and extratropical cyclones (Yang et al., 2015) and—used as a basis for a hybrid statistical-dynamical model—in the prediction of North Pacific landfalling TCs a few months in advance (Zhang et al., 2017). Liu et al. (2017) use FLOR to study ET in the North Atlantic and show that the ET climatology simulated by FLOR broadly agrees with those derived from reanalysis data sets. FLOR’s higher-resolution successor model (HiFLOR, Murakami et al., 2015) has been used to study rainfall associated with North Atlantic ET events (Liu et al., 2018) as well as the potential for seasonal prediction of these events (Liu et al., 2018).

Here, we analyze a five-member ensemble of historical (1976–2005) and future (2071–2100) climate simulated by the FLOR-FA model, output at a horizontal resolution of 50 km $\times$ 50 km. The end years of these two 30-year time periods match those of the 1986–2005 and 2081–2100 time periods used for analyzing the historical climate and projected future changes in the IPCC’s Fifth Assessment Report (Stocker et al., 2013). The five ensemble members are obtained by perturbing initial conditions in simulations spanning the time period 1861 to 2100. In these simulations, the historical anthropogenic forcing, volcanic radiative forcing, and aerosols are prescribed up to 2005, and the period 2006–2100 is forced by the RCP4.5 scenario, a “medium mitigation scenario” in which total radiative forcing is stabilized shortly after 2100, at roughly 4.5 W/m² above preindustrial, globally averaged (Clarke et al., 2007; Thomson et al., 2011). Detailed descriptions of the ensemble experiments in FLOR-FA are available in Murakami et al. (2017) and Murakami et al. (2015).

2.2. JRA-55 Reanalysis

The reanalysis data set used in this study is the six-hourly JRA-55 (Kobayashi et al., 2015) at a horizontal resolution of 1.25° $\times$ 1.25°. In its four-dimensional variational data assimilation, JRA-55 incorporates artificial wind retrievals in the vicinity of TCs. These retrievals are generated by a combination of three wind models, which reconstruct 3-D wind profile data at certain locations around the storm center, using TC information from best track data (Fiorino, 2002). In the assimilation process, the wind profiles are treated like regular observations from dropwindsondes (Ebita et al., 2011; Hatsushika et al., 2006). Comparing six reanalysis data sets, Murakami (2014) finds that JRA-55 has the highest TC detection rate, the lowest false alarm rate, and the most skill in simulating the spatial and temporal distribution of TC occurrence. Two of the six reanalysis data sets analyzed in Murakami (2014) were also examined by Zarzycki et al. (2017), who found similar numbers for the TC hit rates of these two reanalyses despite using a different tracking algorithm. Bieli et al. (2019b) show that the classification of TCs into “ET storms” (storms that undergo ET) and “non-ET storms” (storms that do not undergo ET) obtained from JRA-55 (using the CPS) agrees better with the best track classification than that obtained from the ECMWF interim reanalysis.

We use JRA-55 data from 1979 to 2005 to generate a historical ET climatology that is compared with the 1979–2005 ET climatology obtained from FLOR-FA. The quality of reanalysis products increased markedly in 1979 when vast quantities of satellite sounding data started to be assimilated (e.g., Bromwich et al., 2007).
Table 1
Summary of the Algorithms to Compute the Five Sets of CPS Parameters Used in This Study

| Parameter       | JRA-55          | FLOR-FA         | FLOR-FA, p95 | FLOR-FA, sm | FLOR-FA, p95 + sm |
|-----------------|-----------------|-----------------|--------------|-------------|------------------|
| \(-V_U\)        | Equation (1)     | Equation (1)    | Equation (1) with \(Z_{\text{max}}\) replaced by \(Z_{\text{p95}}\) | Equation (1) with \(Z_{\text{max}}\) replaced by \(Z_{\text{p95}}\) |                  |
| \(B\)           | Equation (2)     | Equation (2)    | Equation (2) | Equation (2) | Equation (2)     |
| Smoothing       | No              | No              | No           | Yes         | Yes              |

Note. The smoothing is a 24-hr running mean along the time series of CPS parameters along each TC track. \(Z_{\text{max}}\) is the maximum value of geopotential height within 500-km radius around the storm center, and \(Z_{\text{p95}}\) is the 95th percentile of geopotential height within that domain (see section 2.3 for details).

We therefore use the time period 1979–2005, the overlap of the satellite era (1979–present) with the period of FLOR-FA historical data (1976–2005), for comparisons between JRA-55 and FLOR-FA.

2.3. CPS and Identification of ET Storms

The TCs in FLOR-FA are tracked from six-hourly model output using the tracking algorithm developed in Harris et al. (2016), with parameter settings as in Murakami et al. (2015). This tracking scheme mainly uses sea level pressure, near-surface winds, and the temperature anomaly averaged between 300 and 500 hPa to identify and track TCs. The thermal characteristics of these TCs are examined using the CPS (Hart, 2003), which consists of three parameters that measure the 900- to 600-hPa geopotential thickness asymmetry across the storm (parameter \(B\)), the upper-level (600–300 hPa) thermal wind (parameter \(-V_U\)), and the lower-level (900–600 hPa) thermal wind (parameter \(-V_L\)). All three parameters are computed from geopotential height fields within a radius of 500 km around the center of the cyclone, defined by the storm center position in the best tracks when performing CPS analysis in JRA-55, and by the position of the tracked cyclone when performing CPS analysis in FLOR-FA. Detailed descriptions can be found in Hart (2003) and Evans and Hart (2003).

Following Liu et al. (2017), who use FLOR to examine ET in the North Atlantic, we use a simplified method to calculate the CPS parameters, since six-hourly geopotential height fields are only output at three pressure levels. For consistency, the same method is also used for the computation of the CPS parameters in JRA-55, despite the availability of output at all pressure levels needed to compute the "full" CPS. In this simplified method, the thermal wind parameters are computed from geopotential height at two pressure levels (300 and 500 hPa for \(-V_U\) and 500 and 850 hPa for \(-V_L\)) instead of the linear regression through multiple levels used in the original method by Hart (2003):

\[
-V_U = \frac{\Delta Z_{100} - \Delta Z_{500}}{\ln 300 - \ln 500},
\]

\[
-V_L = \frac{\Delta Z_{500} - \Delta Z_{850}}{\ln 500 - \ln 850}.
\]

\(\Delta Z = Z_{\text{max}} - Z_{\text{min}}\) is the difference between maximum and minimum geopotential height within 500 km of the storm’s center, at the pressure level (in hPa) indicated by the subscript. This difference is used as a discrete approximation to the magnitude of the geopotential height gradient, which in turn is proportional to the magnitude of the geostrophic wind; hence, \(-V_U\) and \(-V_L\) are essentially proportional to an approximated thermal wind magnitude (Hart, 2003). The sign is chosen such that positive values of \(-V_U\) and \(-V_L\) correspond to weakening geostrophic winds with height and thus to the presence of a warm core in that layer.

The \(B\) parameter is calculated as the storm-motion-relative 850- to 500-hPa thickness gradient across the cyclone:

\[
B = h \left( \frac{Z_{\text{500hPa}} - Z_{\text{850hPa}}}{Z_{\text{850hPa}} - Z_{\text{500hPa}}} \right). 
\]
Figure 1. Comparison of TC track densities: (a) global best tracks \((n = 2,292)\) and (b) tracks of TCs in one FLOR-FA ensemble member \((n = 2,497)\), from the Harris et al. (2016) tracking algorithm. The plots show the sums of all track points falling into each \(2\degree \times 2\degree\) grid box over the time period 1979–2005, which is the period used when comparing FLOR-FA and JRA-55 (sections 3.1 and 3.2). The future projections of ET activity (section 3.3) are based on FLOR-FA tracks from 1976 to 2005 and from 2071 to 2100. (c) Global TC basins: North Atlantic (NAT), western North Pacific (WNP), eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian region (AUS), and South Pacific (SP).

we call “p95,” is the use of \(Z_{p95}\), the 95th percentile of \(Z\), instead of the maximum value of \(Z\) within 500 km around the storm center. This changes the definition of \(\Delta Z\) in equation (1) to \(\Delta Z = Z_{p95} - Z_{\text{min}}\). The second modification is a smoothing of all the CPS parameters (abbreviated “sm”) using a 24-hr running mean along the six-hourly time steps of the TC tracks. A further set of parameters, “p95 + sm,” combines the two previous modifications by applying the temporal smoothing to time series of CPS parameters that are calculated using the p95 method. Table 1 summarizes the four algorithms used to compute CPS parameters in FLOR-FA.

In JRA-55, the CPS is calculated using global best track data from 1979 to 2005, with the simplified method given by equations (1) and (2). The best track data sets are from the National Hurricane Center in the North Atlantic and in the eastern North Pacific, from the Japan Meteorological Agency in the western North Pacific, and from the Joint Typhoon Warning Center in the North Indian Ocean and in the Southern
Hemisphere basins. Figure 1 gives an overview of the global TC tracks used in this study, together with the boundaries of the ocean basins.

Following Bieli et al. (2019a, 2019b), ET is defined as follows: ET onset is the first time a TC is either asymmetric \((B > 11)\) or has a cold core \((-V_U^L < 0\) and \(-V_U^T < 0)\), and ET completion is when the second criterion is met. Bieli et al. (2019a, 2019b) also require a minimum wind speed of 34 kt \((\approx 17.5 \text{ m/s})\) tropical storm intensity) for ET onset in order to prevent weak, thermally asymmetric tropical depression-like systems or monsoonal troughs from being incorrectly diagnosed as beginning ET events. Based on the objectively determined relationship between tropical storm intensity and model resolution given in Walsh et al. (2007), the minimum wind speed for the onset of ET in FLOR-FA is set to 16.5 m/s, as this is approximately the equivalent intensity of a tropical storm in a model with 50-km horizontal resolution.

3. Results

3.1. Distributions of CPS Parameters in JRA-55 and FLOR-FA

We start by comparing the distributions of the CPS parameters along tracks of storms obtained from FLOR-FA with those from JRA-55, for the period 1979–2005. Figures 2a and 2b show the joint distributions of the \(B\) and \(-V_U^L\) parameters. In both data sets, the peak frequency in the \(B\) versus \(-V_U^L\) cross section of the CPS corresponds to storms with high thermal symmetry \((B \approx 0)\) and a low-level warm core \((-V_U^L < 0)\). The strongest thermal asymmetries tend to go along with the strongest cold cores. The \(-V_U^L\) versus \(-V_U^T\) distributions (Figures 3a and 3b) show that in JRA-55, deep warm cores \((-V_U^L < 0\) and \(-V_U^T > 0)\) are the most common vortex structures, and the upper- and lower-level thermal winds are positively correlated. In FLOR-FA, the distribution bulges into the lower right quadrant, indicating a large proportion of vortices with upper-level cold cores and intense low-level warm cores. On average, TCs in FLOR-FA have warmer lower-level cores but colder upper-level cores than the TCs in JRA-55.

Figures 2 and 3 also show the distributions resulting from the modifications in the calculation and/or post-processing of the CPS parameters described in section 2.3: Using the 95th percentile instead of the maximum value of geopotential height to compute the thermal wind parameters \((p95)\) shifts the peak \(-V_U^L\) versus \(-V_U^T\) frequencies into the deep warm core (upper right) quadrant (Figures 3c and 3f), where they are also located in the JRA-55 distribution (Figure 3a), and where one would expect them to be located given the tropical nature of the cyclones. Applying a 24-hr running-mean smoothing \((sm)\) produces distributions that are narrower than those of the unmodified CPS parameters. This effect can be seen in both the \(-V_U^L\) versus \(-V_U^T\) and \(B\) versus \(-V_U^L\) diagrams. However, in contrast to the p95 experiment, the peak \(-V_U^L\) versus \(-V_U^T\) frequencies remain in the lower right quadrant (Figure 3d). The combined experiment \((p95 + sm)\) shows both the narrowing effect and the shift to a maximum in the deep warm core quadrant (Figures 2e and 3e).

A part of the variation between the CPS distributions of JRA-55 and FLOR-FA may be due to the differences in the underlying TC tracks (Figure 1). Especially in the Southern Hemisphere, the FLOR-FA tracks extend farther poleward than the best tracks. As a crude test of how the track length affects the CPS distributions, the FLOR-FA tracks were cut off poleward of fixed, basin-specific threshold latitudes, defined as the 95th percentiles of the distributions of best track end point latitudes. The CPS distributions of the shortened FLOR-FA tracks (not shown) are very similar to those of the original FLOR-FA tracks described above, suggesting that the differences do not result primarily from FLOR-FA storms reaching higher latitudes than the best track storms but from differences that occur within a latitude range passed by storms from both sets of tracks.

While temporal smoothing is a frequently used method to remove short-term noise in the CPS trajectories (e.g., Hart, 2003; Liu et al., 2017; Zarzycki et al., 2017), the p95 experiment is designed to address a specific characteristic of FLOR-FA output that results in faulty thermal wind \((-V_U^L\) and \(-V_U^T\) \() parameters and therefore in an incorrect diagnosis of a cyclone’s warm/cold core structure. As described in section 2.3, the computation of the CPS parameters is based on six-hourly fields of geopotential height within a circle of radius 500 km around the storm center. In FLOR-FA, these input fields sometimes feature strong local maxima such as those shown in Figure 4b. The spots of increased geopotential height are confined to a few grid points and typically last on the order of 6 hr or less. We expect that their presence is the result of vigorous grid-scale updrafts, whose occurrence in the model is controlled in part by how strongly the divergent component of the horizontal flow is damped (e.g., Anber et al., 2018; Zhao & Held, 2012). This so-called
Figure 2. Joint distributions of the CPS parameters $B$ and $-V^L_T$, derived from (a) JRA-55 and (b–e) FLOR-FA. In p95, $-V^L_T$ is computed using the 95th percentile of the geopotential height distribution, and in sm, a temporal smoothing is applied (see section 2.3 for a more detailed description of these modifications). The distribution in (f) is the difference between (c) and (b), that is, the difference between the FLOR-FA p95 distribution and the unmodified FLOR-FA distribution. The JRA-55 parameters shown in (a) are unmodified (no p95 or smoothing). All distributions are based on TCs in the period 1979–2005 (2,497 TCs from the first ensemble member in FLOR-FA and 2,292 TCs from global best track data in JRA-55).
Figure 3. Joint distributions of the CPS parameters $-V_U^T$ and $-V_L^T$, derived from (a) JRA-55 and (b–e) FLOR-FA. In p95, $-V_U^T$ and $-V_L^T$ are computed using the 95th percentile of the geopotential height distribution, and in sm, a temporal smoothing is applied (see section 2.3 for a more detailed description of these modifications). The distribution in (f) is the difference between (c) and (b), that is, the difference between the FLOR-FA p95 distribution and the unmodified FLOR-FA distribution. The JRA-55 parameters shown in (a) are unmodified (no p95 or smoothing). All distributions are based on TCs in the period 1979–2005 (2,497 TCs from the first ensemble member in FLOR-FA and 2,292 TCs from global best track data in JRA-55).
Figure 4. Storm-centered geopotential height fields in (a) JRA-55 and (b) FLOR-FA (first ensemble member). The fields are six-hourly snapshots taken at 300, 500, and 850 hPa. The gray circle has a radius of 500 km from the storm center, which is marked as an orange dot. Date, time, storm location, and intensity are (a) 14 April 1979, 06 UTC, 8.2°N/130.5°E, 28.3 m/s, and (b) 11 January 1976, 06 UTC, 6.2°N/60.5°E, 18.0 m/s. The snapshots were chosen for illustrative purposes, to give an example of the grid-scale structures observed in FLOR-FA (present here at the 300- and 500-hPa levels), and the absence of such structures in JRA-55.

Probability distributions of the numbers of strong local maxima (Figure 5) were obtained by applying a maximum filter to six-hourly storm-centered geopotential height fields (500 km × 500 km) along all TC tracks from 1979 to 2005. To be considered "strong," a local maximum has to exceed the 95th percentile of the field under consideration. Figure 5 shows that in FLOR-FA, about two thirds of the 300-hPa fields and a fourth of the 500-hPa fields contain at least one strong local maximum. There is almost no difference in these distributions between the five ensemble members (not shown). In contrast, strong local maxima are nonexistent in JRA-55.

The computation of the $-V_U^T$ and $-V_L^T$ parameters (equation 1) uses the largest value of geopotential height within 500 km of the diagnosed storm center and is thus sensitive to grid-scale updrafts that generate a global maximum of geopotential height within that domain. The fact that these updrafts are most prevalent at the 300-hPa level (Figure 5b) explains the frequent occurrence of cyclones diagnosed as having an upper-level cold core (Figure 3b): If grid-scale convection causes an artificially high value of $\Delta Z$ at 300 hPa,
Figure 5. Histograms of the number of strong local maxima in six-hourly geopotential height fields within 500 km of the storm center in (a) JRA-55 and (b) FLOR-FA. A “strong” local maximum is defined here as one that exceeds the 95th percentile of the geopotential height field under consideration. Points on the boundary of the domain are excluded. The histograms show the data from all TCs in the period 1979–2005, amounting to a total of 73,981 fields in JRA-55 and 475,412 fields from the five FLOR-FA ensemble members.

The nominator in equation (1) is positive, which results in a negative (cold core) value of $-\nabla^U T$. The thermal wind parameters are supposed to measure the vertical profile of the geopotential height gradient between the cyclone’s core and its outer region. The local maxima, which were not present in the reanalysis and forecast data on which the CPS was developed by Hart (2003), derail the computation of these gradients and mislead the CPS diagnosis. The “full” CPS method, in which the thermal wind parameters are calculated from a linear regression through geopotential height values at seven pressure levels, may be slightly more robust to the presence of outliers than the simplified CPS, in which each parameter is computed from only two values. However, outliers are given disproportionate weight in ordinary least squares regression and would likely still exert a strong influence on the resulting slope of the regression line. In addition, applying the full CPS would not address the underlying problem, that is, the clearly unphysical geopotential height gradients caused by the local maxima.

The p95 method attempts to correct the diagnostic failures described above by making the thermal wind parameters insensitive to (positive) extreme values. As shown in Figure 3c, replacing the maximum with the 95th percentile indeed reduces the presence of cold core vortices in the data set. Given the 50-km resolution of FLOR-FA and the typical size of the convective updrafts (approximately 6–8 grid points), ignoring the highest 5% of geopotential height values generally amounts to removing an area the size of about 1–2 local maxima. Note that p95 would not preclude a misdiagnosis due to a spurious global minimum resulting from a strong downdraft. While we did not find any such cases in FLOR-FA, a straightforward solution to this problem would be to replace the minimum geopotential height value with the 5th percentile.

Finally, an alternative solution to p95 would be a spatial smoothing of the geopotential height fields used to compute the CPS parameters. Though we considered this option, we preferred to address the problem at the level of the CPS algorithm itself rather than at the level of its input. In contrast to a spatial smoothing, the p95 method directly improves the ability of the CPS method to deal with noisy fields, and it has the advantages of being simpler, more general, and data set independent (e.g., the p95 method can be used whether or not
Figure 6. Global ET fractions (1979–2005) from JRA-55 and FLOR-FA, in the North Atlantic (NAT), western North Pacific (WNP), eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian region (AUS), and South Pacific (SP). The error bars in FLOR-FA show the 95% confidence interval estimated from five ensemble members.

the underlying fields are noisy—in the absence of noise, the result will be similar to what the original CPS method would produce).

3.2. Historical ET Activity: Sensitivity to CPS Algorithm

Differences in the distributions of the CPS parameters may translate into differences in the statistics of ET occurrence. Figure 6 shows the fractions of storms undergoing ET in each basin, according to the CPS-based definition of ET given in section 2.3. The ET fractions in FLOR-FA are generally higher than those in JRA-55, but they have a similar overall pattern with the highest fractions in the North Atlantic, South Pacific, and western North Pacific basins and the lowest fraction in the North Indian Ocean. As in the previous section, comparing JRA-55 and FLOR-FA fractions is not an apples-to-apples comparison due to the differences in the underlying tracks. While shortening the FLOR-FA tracks does not change the characteristics of the CPS distributions (section 3.1), it has some effect on the resulting ET fractions: In the Southern Hemisphere basins, the ET fractions of the shortened tracks are about 5–10 percentage points below those of the original tracks. In the Northern Hemisphere basins, however, the ET fractions remain nearly unchanged (Figure S1 in the supporting information).

Within the four FLOR-FA experiments, both the p95 modification and (to a greater extent) the smoothing decrease the ET fractions compared to those from the unmodified parameters. This is an expected result as both p95 and the smoothing alleviate the effects of spurious diagnoses of cold cores as described in the previous section and thereby lower the probability of false positive ET events. The lowest ET fractions result from combining p95 and the smoothing. The fraction of 60% for the smoothed experiment in the North Atlantic closely matches the result by Liu et al. (2017), who also applied a 24-hr running mean to the CPS parameters and obtained an ET fraction of 57% for the same time period (but with a slightly different definition of ET). Based on the best track records of the Japan Meteorological Agency, the observed ET ratio in the western North Pacific is about 50% (Bieli et al., 2019a), which is close to the ratio in JRA-55, but considerably higher than the fractions obtained from p95 (40%) and the smoothing (35%). In all other basins, however, p95 and the smoothing improve the agreement with JRA-55 compared to the unmodified FLOR-FA parameters. Supporting information Figure S2 shows the effects of p95, sm, and p95 + sm on the ET fractions obtained from JRA-55. Here, p95 only leads to small changes, due to the absence of strong local maxima in the geopotential height fields in the first place. However, the JRA-55 ET fractions are not completely insensitive to p95 since using only a subset (95%) of the geopotential height values within 500-km radius can still give rise to some differences in the diagnosed warm/cold core structure. Applying a smoothing decreases the ET fractions, though to a lesser extent than in FLOR-FA.

In the North Atlantic, p95 has but a marginal effect on the ET fraction. Of all basins, the North Atlantic has the lowest incidence of strong local maxima in the geopotential height fields (supporting information Figure S3), which explains the lower sensitivity to the p95 modification. At this point, we do not understand
Figure 7. Global ET locations in (a) JRA-55 and (b–e) FLOR-FA (mean of five ensemble members), showing the annual sum of all track points between ET onset and ET completion falling into each 2° × 2° grid box over the time period 1979–2005.
why FLOR-FA produces fewer strong grid-scale updrafts in the North Atlantic than in the other basins and whether there is a physical cause for this—for example, an examination of the relationship between storm intensity and the presence of updrafts (not shown) did not hint to any explanations.

Geographical patterns of ET occurrence are shown in Figure 7, as the annual sum of all track points between ET onset and ET completion falling into each 2° × 2° grid box. While ET frequently occurs at unrealistically low latitudes in the unmodified FLOR-FA, p95 and smoothing shift the ET locations poleward into more baroclinic regions. The effect is particularly strong in the western North Pacific, where p95 and smoothing cause northward shifts in the mean latitude of ET onset by 7.3° and 6.3°, respectively (Table 2). There are two possible contributions to these shifts: the northward migration of individual storms' ET locations and the elimination of ET cases altogether such that the distribution of ET locations shifts (but individual storms' ET locations do not). In the western North Pacific, the larger contribution is the shift in individual storms' ET locations: When considering only the ET cases that p95 and the smoothing have in common with the unmodified experiment, the poleward shifts in the mean latitude of ET onset are 4.7° for p95 and 3.8° for the smoothing (not shown). The shift in individual storms' ET caused by p95 and the smoothing is also the dominating effect in most other cases.

In contrast to the effect of lowering the ET fraction, which is stronger for the smoothing than for p95 in all basins (Figure 6), the effect of the two experiments on the ET location depends on the basin—for example, in the North Pacific basins and the North Indian Ocean, p95 shifts ET farther north than the smoothing. ET in FLOR-FA occurs at the highest latitudes when p95 and the smoothing are combined (Table 2 and Figure 7).

The transition time period is defined as the time between the onset and the completion of ET. Table 3 shows the median and lower and upper quartiles of the transition time period in each basin. The median ET duration in FLOR-FA ranges from 36 hr (North Atlantic) to 78 hr (western North Pacific), compared to only 9 hr (eastern North Pacific) to 30 hr (North Atlantic) in JRA-55. The effect of smoothing and p95 depends on the basin, though the combination of the two tends to produce the shortest transition time periods. Like the changes in the ET latitudes, the changes in the transition time periods represent the combined effects of changes in the ET properties of individual storms and changes in the underlying set of ET storms. However, no consistent pattern emerges when evaluating the transition time periods of p95 and those of the smoothing.

| Table 2 | Mean Latitude (°N) of ET Onset and ET Completion in JRA-55 and FLOR-FA, in the North Atlantic (NAT), Western North Pacific (WNP), Eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian Region (AUS), and South Pacific (SP) Basins |
| Latitude of ET onset/ET completion | NAT | WNP | ENP | NI | SI | AUS | SP |
| JRA-55 | 32.2/37.5 | 29.0/34.7 | 23.2/25.4 | 19.5/22.1 | −25.2/−28.0 | −21.5/−24.3 | −21.0/−25.9 |
| FLOR-FA | 27.4/35.3 | 18.4/26.3 | 14.9/19.6 | 9.4/12.6 | −19.1/−27.3 | −15.9/−22.0 | −20.3/−25.7 |
| FLOR-FA, p95 | 29.0/38.1 | 25.7/32.9 | 19.6/25.0 | 12.3/16.2 | −23.4/−33.7 | −19.9/−28.5 | −22.7/−28.6 |
| FLOR-FA, sm | 30.4/38.3 | 24.7/33.0 | 17.8/24.3 | 11.2/15.8 | −24.4/−33.3 | −21.1/−28.9 | −23.3/−29.6 |
| FLOR-FA, p95 + sm | 29.7/39.1 | 27.3/35.1 | 23.7/28.6 | 14.9/18.3 | −24.2/−34.4 | −20.6/−29.7 | −23.6/−30.3 |

Note. The time period is 1979–2005, and the FLOR-FA values represent the means of five ensemble members.

| Table 3 | Median and (in Parentheses) Lower and Upper Quartiles of Transition Time Periods (in hr) in JRA-55 and FLOR-FA, in the North Atlantic (NAT), Western North Pacific (WNP), Eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian Region (AUS), and South Pacific (SP) Basins |
| Transition time period (hr) | NAT | WNP | ENP | NI | SI | AUS | SP |
| JRA-55 | 30 (12, 60) | 24 (12, 51) | 9 (6, 24) | 12 (6, 36) | 12 (6, 51) | 18 (6, 63) | 18 (12, 43) |
| FLOR-FA | 36 (6, 114) | 78 (24, 168) | 66 (18, 132) | 66 (24, 120) | 66 (24, 138) | 60 (18, 132) | 54 (18, 140) | 42 (6, 108) |
| FLOR-FA, p95 | 42 (6, 120) | 30 (12, 102) | 36 (12, 131) | 42 (12, 102) | 66 (24, 126) | 54 (18, 140) | 30 (6, 102) |
| FLOR-FA, sm | 36 (6, 84) | 36 (12, 144) | 69 (18, 159) | 84 (30, 138) | 48 (18, 114) | 48 (12, 114) | 30 (6, 102) |
| FLOR-FA, p95 + sm | 42 (6, 114) | 30 (6, 90) | 18 (6, 90) | 42 (9, 102) | 60 (24, 114) | 54 (18, 138) | 36 (6, 102) |

Note. The time period is 1979–2005, and the FLOR-FA statistics are based on all five ensemble members.
Figure 8. Historical (1976–2005) and future (2071–2100) ET fractions obtained from FLOR-FA. The error bars show the 95% confidence interval estimated from five ensemble members.

on the intersection of their respective sets of ET storms with that of the unmodified experiment—in some basins the difference in the median ET duration increases, and in other basins it decreases. Furthermore, the effect of the combined experiment is not always stronger than that of any individual experiment. An example of this is the South Pacific, where p95 and smoothing each result in a shorter average ET duration than the p95 + sm experiment.

3.3. Projected Changes in ET Activity

Given the sensitivity of the historical ET climatology to the underlying method used to compute the CPS parameters, we explore changes in the future ET activity with an eye to their robustness to these methodological variations. Figure 8 shows the projected changes in global ET fractions between the historical (1976–2005) and future (2071–2100) FLOR-FA simulations, and Table 4 shows the corresponding p values of a t test on the ensemble mean ET fractions. While the absolute values of the ET fractions vary considerably between the different data sets that result from the four different methods of diagnosing ET as described above, the future trends mostly have the same signs. In most basins, the magnitudes of the changes are small. The increase in the ET fraction in the western North Pacific is the only change that is statistically significant.

Table 4
The p Values of a Two-Sided t Test Comparing the Ensemble Mean ET Fraction in the Future (2071–2100) With That in the Historical (1976–2005) Simulation, the Null Hypothesis Being That the Difference Between the Means Is Zero

| ET fractions: p values | NAT  | WNP  | ENP  | NI   | SI   | AUS  | SP   |
|-----------------------|------|------|------|------|------|------|------|
| FLOR-FA               | 0.536| <0.001| 0.001| 0.002| 0.416| 0.027| 0.373|
| FLOR-FA, p95          | 0.841| 0.008 | 0.069| 0.063| 0.202| 0.501| 0.150|
| FLOR-FA, sm           | 0.646| 0.004 | 0.013| 0.005| 0.472| 0.329| 0.263|
| FLOR-FA, p95 + sm     | 0.931| 0.048 | 0.040| 0.189| 0.159| 0.645| 0.333|

Note. Values that are significant at the 0.05 level are shown in boldface. Results are shown for the North Atlantic (NAT), western North Pacific (WNP), eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian region (AUS), and South Pacific (SP). The ET fractions used to perform the tests are shown in Figure 8.
in all four experiments, although the increases in the eastern North Pacific and the North Indian Ocean are also fairly robust.

The latitude of ET onset is an indicator of the poleward extent of the region that supports tropical development. Figure 9 compares the distributions of the latitude of ET onset in the future and historical time periods. ET begins at the lowest latitudes in the unmodified CPS and at the highest latitudes when p95 and the smoothing are combined (cf. also Table 2). Future changes are generally small, but there is a slight shift toward the equator in most basins. In the western North Pacific and the South Indian Ocean, the changes are significant across all four experiments. However, only in the South Indian Ocean does the latitude of ET completion shift toward lower latitudes as well (not shown).

The equatorward shifting ET locations are contrary to what would be expected from the poleward migration of the average latitude where TCs achieve their lifetime maximum intensity (LMI), which has occurred over the past 30 years in both the Northern and Southern Hemispheres, with the largest contributions coming from the western North Pacific, South Indian Ocean, and South Pacific basins (Kossin et al., 2014). Following the RCP8.5 emission trajectory, an ensemble of Coupled Model Intercomparison Project Phase 5 (CMIP5) models projects the LMI location in the western North Pacific to migrate poleward throughout the 21st century, though the models do not show a significant trend in the historical climate (Kossin et al., 2016). Possible mechanisms that explain the northward shift of the LMI location include the poleward expansion of the region that supports TC development (e.g., Lucas et al., 2014; Studholme & Gulev, 2018), long-term oscillations of sea surface temperatures such as the Pacific Decadal Oscillation or the Atlantic Meridional Mode (e.g., Kossin et al., 2016; Moon et al., 2015; Song & Klotzbach, 2018), or shifts in the TC genesis region (Daloz & Camargo, 2018). In FLOR-FA, there are no significant trends in the time series of LMI locations in the historical or future simulations, nor is there a significant difference between the average LMI location in the future climate and that in the historical climate (not shown). However, the FLOR-FA simulations use the RCP4.5 emission pathway, which imposes a weaker forcing than the RCP8.5 scenario used in Kossin et al. (2016).

Projected changes in the geographical pattern of ET occurrence are shown in Figure 10. The following changes are consistent across the four CPS experiments: In the projected future, more storms undergo ET in the central and eastern North Atlantic and in the western North Pacific (Philippine and East China Sea), and fewer storms undergo ET in the South Indian Ocean.

In the North Atlantic, FLOR-FA projects an increasing number of TCs in the tropical east and in the northeast of the basin, and less frequent TCs in the tropical west of the basin (not shown), which is consistent with the projections of several other climate models (e.g., Bhatia et al., 2018; Colbert et al., 2013; Murakami & Wang, 2010; Zhao & Held, 2012). In FLOR-FA, the increased track density in the east and northeast Atlantic is mostly due to ET storms, since there is no corresponding future increase in the track density of storms that do not undergo ET (not shown). These ET storms typically complete their transitions while recurving to the northeast, and some of them make landfall in western Europe. Haarsma et al. (2013) and Baatsen et al. (2015) found that western Europe will face an enhanced risk of hurricane-force winds and flooding from ET storms in the future. Liu et al. (2017) found similar changes in the Atlantic track patterns and linked them to an increasingly favorable environment for TC development and propagation, which allows TCs to move into the midlatitudes, thereby increasing their probability of undergoing ET.

In the western North Pacific, the ensemble average number of TCs falls from 30 per year during 1976–2005 to 27 during 2071–2100. Despite this decrease in the TC frequency, there is a region of enhanced ET activity, as is to be expected from the higher future ET fraction in that basin (Figure 8). In contrast to the North Atlantic, where the projected increase in ET-related impacts is the result of additional storms reaching western Europe, the increase in the western North Pacific primarily results from TCs undergoing ET in places where they would typically still retain tropical characteristics in the historical time period. The occurrence of more ET events in a region with fewer TCs suggests a change in the environmental conditions and/or properties of the storms passing that region. The projected reduction of ET events in the South Indian Ocean is approximately proportional to the projected reduction of the TC frequency in that basin (not shown).

The future changes in the geographical patterns of ET activity discussed here are the most robust signals across the results from the four CPS algorithms presented in Figure 10. However, none of these changes are statistically significant in a bootstrap hypothesis testing (one test using 10,000 bootstrap replicates for each
Figure 9. Distribution of the latitude of ET onset based on five historical (1976–2005) and future (2071–2100) FLOR-FA ensemble members, for the North Atlantic (NAT), western North Pacific (WNP), eastern North Pacific (ENP), North Indian Ocean (NI), South Indian Ocean (SI), Australian region (AUS), and South Pacific (SP). The boxes extend from the lower to the upper quartile, with a red line at the median, and the whiskers extend from the 5th to the 95th percentile. The box widths are proportional to the number of ETs in each basin relative to the sum of ETs over all basins.
Figure 10. Projected change in ET locations: difference (future − historical) in the ensemble mean of the sum of all track points between ET onset and ET completion over each 30-year time period (2071–2100 and 1976–2005), on a $2^{\circ} \times 2^{\circ}$ grid. A red color indicates a future increase in the number of storms undergoing ET in a given grid box, and a blue color indicates a decrease.

In these multiple hypothesis tests, the method by Wilks (2016) was used to control the false discovery rate at a level of 0.05—the false discovery rate is the expected proportion of false positives, that is, incorrect rejections of the null hypothesis. Controlling the false discovery rate at a level of 0.05 guarantees that the percentage of false positives out of all hypothesis tests is 5% or less.

4. Conclusions

This study examines the ET of TCs in the FLOR-FA climate model, with a focus on how the historical and future statistics of ET occurrence depend on modifications in the algorithm to identify ET in the CPS. The
The purpose of the modifications is to address noise in the simulated FLOR-FA fields—specifically, the geopotential height fields contain strong grid-scale convective updrafts, which lead to erroneous diagnoses of the cyclones’ warm/cold core structure in the CPS. One of the modifications, a temporal smoothing of the CPS parameters, is a standard procedure that has been applied in a number of studies. The other modification (“p95”), a change in the definition of the thermal wind parameters of the CPS, is new. It removes the sensitivity of the CPS to local maxima in the geopotential height field surrounding the TC.

The smoothing and p95 have somewhat different effects on the probability distributions of the CPS parameters, with p95 resulting in a better agreement with the distributions obtained from the JRA-55 reanalysis. However, the effects of the two modifications on the ET climatology are generally comparable: Both improve the agreement with the observed ET locations, transition time periods, and fractions of TCs undergoing ET.

The strongest signal in the future projections of ET activity is an increased ET fraction in the western North Pacific, which is significant across all four “CPS experiments” (unmodified CPS parameters, p95, smoothing, and p95 combined with the smoothing). The increase in the ET fraction coincides with an equatorward shift (by about 2° latitude in the mean) of the ET onset. This is surprising given the observed poleward shift of the regions that are most favorable for TC development and the associated migration of the average location where TCs achieve their LMI away from the tropics (Kossin et al., 2014). In the western North Pacific, the poleward migration of the LMI location is particularly robust, and it is expected to continue into the future (Kossin et al., 2016). However, FLOR-FA does not simulate any trends in the time series of LMI locations in the historical or future simulations.

We do not know the generality with which the p95 modification introduced in this study will be useful, or how many other models/data sets contain grid-scale structures similar to those in FLOR-FA. However, similar noisy structures have been confirmed in a simulation with the Seamless System for Prediction and Earth System Research (SPEAR, Delworth et al., 2020), the latest modeling system developed at GFDL, in which a new double-plume convection scheme (Zhao et al., 2018) is introduced. It can also be speculated that the Atmosphere Model 2.5 (AM2.5 Delworth et al., 2012) and the High Resolution Atmospheric Model (HiRAM Zhao et al., 2009), which use the same finite volume dynamical core on a cubed-sphere grid (Putman & Lin, 2007) with the same divergence damping coefficient (Zhao & Held, 2012) as FLOR-FA, may be susceptible to localized strong convection akin to that in FLOR-FA. The increasing resolution of climate models and the associated shift from parameterized to resolved convection may also favor grid-scale convective features, and to the extent this is true, examining the applicability of the CPS method to these new data sets and exploring possible modifications will be important contributions to the broader discussion about how to set objective standards for defining ET (McTaggart-Cowan et al., 2018). This study has shown that a percentile-based formulation of the CPS such as p95 may provide a useful alternative in such situations. Another issue that will often arise when attempting to apply the original formulation of the CPS to climate model output is the limited availability of output at multiple vertical levels. This and other issues of the CPS (e.g., the fact that it does not resolve the transitioning cyclone’s inner core) have led the research community to recommend a discussion as to whether a universally applicable alternative definition of ET—which would be particularly useful for comparisons between studies on reanalysis data and climate model output—is necessary and achievable (McTaggart-Cowan et al., 2018).

More generally, it seems fairly likely that FLOR-FA is not the only model whose output is different from the data sets that algorithms designed to diagnose aspects of TC structure (including the CPS) were trained on. Issues arising from such differences usually have multiple solutions, and the results of a given study may be sensitive to the choice of that solution. In the example presented here, the changes between future and historical ET activity were overall small and proved relatively insensitive to the choice of p95, the smoothing, or their combination. However, numerous examples of how seemingly small differences in methodologies or parameter values can fundamentally change the outcome of an analysis (e.g., Chattopadhyay et al., 2013; Lo et al., 2016; Seidel et al., 2010; Small et al., 2019; Woollings & Blackburn, 2012) underline the importance of being alert to such problems and careful when applying any diagnostic algorithm to a new model.
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