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Abstract

An important aspect of developing dialogue systems is how to evaluate and compare the performance of different systems. Existing automatic evaluation metrics are based on turn-level quality evaluation and use average scores for system-level comparison. In this paper, we propose to measure the performance of a dialogue system by computing the distribution-wise distance between its generated conversations and real-world conversations. Specifically, two distribution-wise metrics, FBD and PRD, are developed and evaluated. Experiments on several dialogue corpora show that our proposed metrics correlate better with human judgments than existing metrics.

1 Introduction

Dialogue generation is a special text generation task, which has drawn booming attention in the natural language processing community. It is widely agreed that one single input query is often associated with multiple valid responses in this task, which is termed as a 1-to-\(n\) relationship between a query and its responses (Vinyals and Le, 2015; Zhou et al., 2017; Zhao et al., 2017; Liu et al., 2018; Chen et al., 2021; Chan et al., 2021; Gao et al., 2021). It increases the challenges of automatically evaluating the performance of dialogue systems.

In general, the previous evaluation metrics mainly focus on turn-level quality. For example, unsupervised word-overlapping or embedding-based metrics (Papineni et al., 2002; Lin, 2004; Mitchell and Lapata, 2008; Zhang et al., 2020) calculate the similarity or alignment between generated responses and reference responses, which is not well-suited for open-end dialogue tasks. Learned classification or regression systems (Lowe et al., 2017; Tao et al., 2018; Sellam et al., 2020; Ghazarian et al., 2019) are corpus-dependent because of requiring additional task-specific training or tuning, which run the risk of assigning lower quality to a better model in the overfitting or underfitting cases.

In this paper, we provide a new perspective that distribution distance between generated conversations and real conversations can be applied to measure the performances of dialogue systems. There are three main contributions: (1) We firstly propose two unsupervised distribution-wise metrics (i.e., FBD and PRD) to solve the evaluation issue in this field. (2) The experimental results show that the proposed distribution-wise metrics perform well. Particularly, FBD achieves compelling performances on most evaluation corpora, which shows a promising direction for designing evaluation metrics. (3) We collect the typical evaluation corpora and existing evaluation metrics in order to better assess the performance of dialogue systems, which could be useful for researchers in this community.

2 Related Work

In this section, we focus on unsupervised automatic evaluation metrics for dialogue system evaluation. In general, existing unsupervised metrics mainly measure turn-level qualities, which can be categorized into two main classes: word overlapping metrics and embedding-based metrics:

Word-overlapping Metrics Such metrics quantify the amount of word-overlap between generated response and reference responses. For example, BLEU (Papineni et al., 2002) calculates the geometric mean of the precision for \(n\)-gram. ROUGE (Lin, 2004) is a recall-oriented metric. METEOR (Banerjee and Lavie, 2005) computes the harmonic mean of precision and recall with stemming and syn-
Embedding-based Metrics

Embedding-based metrics align the generated response and the reference in latent semantic space. Some adopt the vector similarity of sentence embeddings as a quality measure. For example, Embedding Average (Foltz et al., 1998; Mitchell and Lapata, 2008) calculates sentence-level embeddings by averaging word representations. Vector Extrema (Forgues et al., 2014) computes sentence-level embeddings by taking the most extreme value for each dimension in all word vectors. Others adopt more fine-grained semantic matching. For example, Greedy Matching (Rus and Lintean, 2012) greedily matches each word in a generated response to a word in the reference response, and the final score is defined as the average of word-level similarity scores. Zhang et al. (2020) introduced a better embedding-based metric BERTScore that computes word similarity using contextual embeddings from pre-trained language models.

Our proposed methods are best placed in the literature of embedding-based metrics. However, there are two main differences from previous metrics in this field: (1) We compute the distribution distance between embedding sets as the system-level performance of a dialogue system, which does not require task-specific training/tuning; (2) We propose to extract sentence-level semantic representations directly from pre-trained language models (Devlin et al., 2019; Liu et al., 2019), where there are no operations of converting the word-level embeddings to sentence-level embeddings.

3 Proposed Methods

Given a collect of sentence pairs \( \{(x_i, y_i)\}_{i=1}^N \), we assume that the corresponding semantic representations \( \{v_i\}_{i=1}^N \) can be extracted in this manner:

\[
v_i = LM([x_i, y_i])
\]

where \( LM(\cdot) \) refers to pre-trained language models (i.e., (Devlin et al., 2019; Liu et al., 2019; Yang et al., 2019; Clark et al., 2020)), \([\cdot, \cdot]\) refers to the concatenation operation. Intuitively, the differences between the distribution \( R \) of real samples and the distribution \( G \) of generated samples can be applied to measure the performances of dialogue systems (i.e., \( d(R, G) \)). Therefore, we propose two distribution-based methods to automatically evaluate the performance of dialogue systems, which are presented in this section in detail.

3.1 Fréchet Bert Distance

Semantic representations \( \{v_i\}_{i=1}^N \) are extracted by a pre-trained language model, which encodes the contextual information of the sentences. The main intuition is that the distribution of semantic representations of generated sentences should be as close as possible to the distribution of semantic representations of real sentences in a successful system. To measure this, we assume that such semantic representations follow a multi-dimensional Gaussian, which can be represented by variables: mean and covariance. The difference between two Gaussians (generated and real sentence pairs) is measured by the Fréchet distance (Dowson and Landau, 1982). We call the Fréchet distance between the distribution \( R \) with mean \( (\mu_r, \Sigma_r) \) obtained from real sentence pairs and the distribution \( G \) with mean \( (\mu_g, \Sigma_g) \) obtained from generated sentence pairs as “Fréchet Bert Distance” (FBD), which is formulated as:

\[
d_FBD(R, G) = ||\mu_r - \mu_g|| + \\
Tr(\Sigma_r + \Sigma_g - 2(\Sigma_r \Sigma_g)^{1/2})
\]

Once the distribution of generated data closes to the distribution of real data, the model indeed achieves low FBD scores. Similarly, such distance (Heusel et al., 2017) has been widely verified in various Generative Adversarial Networks (GANs) in computer vision tasks (Karras et al., 2017; Zhang et al., 2018a; Park et al., 2019), which is consistent with increasing disturbances and human judgment. Surprisingly, we observed that FBD works well in evaluating open-end dialogue systems.

3.2 Precision-Recall Distance

We notice that FBD is based on the estimated Gaussian parameters \((\mu, \Sigma)\). There is an optional strategy to get rid of estimating the parameters. Inspired by (Sajjadi et al., 2018), we apply a precision-recall-based method, named as Precision-Recall Distance (PRD), to evaluate the distance between two distributions.

The key intuition is that precision should measure how much of \( G \) can be generated by a “part” of \( R \) while recall should measure how much of \( R \) can be generated by a “part” of \( G \). In general, (a) If \( R \) is bimodal and \( G \) only captures one of the modes, we should have perfect precision but only limited recall; (b) In the opposite case, we should have perfect recall but only limited precision; (c) If \( R = G \), we should have perfect precision and...
recall; (d) If the supports of $R$ and $G$ are disjoint, we should have zero precision and recall. The BPD is formulated as:

$$d_{PRD}(R,G) = \max \left\{ \frac{2\alpha(\lambda)\beta(\lambda)}{\alpha(\lambda) + \beta(\lambda)} \left| \lambda \in \Lambda \right. \right\}$$

(3)

where $\Lambda = \{ \tan\left(\frac{i\pi}{m+1}\right) | i = 1, \cdots, m \}$, $m \in \mathbb{N}$ refers to a given angular resolution, $\alpha(\lambda) = \sum_{v \in V} \min(\lambda R(v), G(v))$ and $\beta(\lambda) = \sum_{v \in V} \min(\lambda R(v), G(v))^2$. Therefore, the better dialogue systems will achieve higher PRD scores.

4 Experiments

4.1 Datasets & Systems

To verify the two proposed metrics, we conduct experiments on six public dialogue corpora.

Baseline Metrics. We mainly compare with several widely-used metrics in text generation field: a) three word-overlapping metrics: BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), METEOR (Denkowski and Lavie, 2014); b) four embedding-based metrics: Greedy Matching (Rusan and Lintean, 2012), Embedding Average (Wieting et al., 2015), Vector Extrema (Forgues et al., 2014) and BERTScore (Zhang et al., 2020). All these metrics do not require task-specific training.

Datasets. We collect three recently released evaluation corpora which consist of dialogue query and response samples of different systems, and the corresponding human annotations:

- **Persona(M)**: USR (Mehri and Eskénazi, 2020) built an evaluation corpus based on PersonaChat (Zhang et al., 2018b), in which both four system outputs and the corresponding human evaluation scores were collected.

- **Daily(H), Convai2, and Empathetic**: GRADE (Huang et al., 2020) used three dialogue corpora, including DailyDialog (Lowe et al., 2017), Convai2 (Dinan et al., 2019) and EmpatheticDialogues (Rashkin et al., 2018), to do the evaluations and compared two dialogue models: Transformer-Ranker and Transformer-Generator collected from the ParlAI platform (Miller et al., 2017).

- **Daily(Z) and Persona(Z)**: Dialogue Evaluation (Zhao et al., 2020) used DailyDialog (Lowe et al., 2017) and PersonaChat (Zhang et al., 2018b) to build two evaluation corpora and collected outputs of six generative models (with three decoding strategies). The appropriateness of each response was obtained by human annotation.

Implementation Details. We leverage pre-trained BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) for utterance-level contextualized encoding without additional tuning or training the language models. For each query and response pair

| Source | Address |
|--------|---------|
| Transformers | https://github.com/huggingface/transformers |
| USR | https://github.com/Shikib/usr |
| GRADE | https://github.com/li3cmz/GRADE/tree/main/evaluation |
| Daily(Z) | https://github.com/ZHAOTING/dialog-processing/tree/master/src/tasks/response_eval |
| Persona(Z) | https://github.com/Shikib/usr |
| ParlAI | https://github.com/facebookresearch/ParlAI |
| BLEU | https://github.com/nltk/nltk |
| ROUGE-L | https://github.com/Maluuba/nlg-eval |
| BERTScore | https://github.com/Tiiiger/bert_score |

Table 1: All the public resources in our experiments.

| Corpus | Num. of Samples | Systems |
|--------|-----------------|---------|
| Persona(M) | 60 | Seq2Seq, LSTM language model, Key-Value Profile Memory Network, Generated Human-written |
| Daily(H) | 150 | Transformer-Ranker |
| Convai2 | 150 | Transformer-Generator |
| Empathetic | 150 | Transformer-Generator |
| Daily(Z) | 100 | Seq2Seq, Attentional Seq2Seq, HRED, VHRED, GPT2-sm, GPT2-md |
| Persona(Z) | 150 | Transformer-Generator |

Table 2: The details of each evaluation corpus.
Table 3: Correlations of all the metrics with overall quality ratings the six dialogue corpora.

| Metric                  | Persona(M) | Daily(H) | Convai2 | Empathetic | Daily(Z) | Persona(Z) |
|-------------------------|------------|----------|---------|------------|----------|------------|
|                         | Spr.       | Pr.      | Spr.    | Pr.        | Spr.     | Pr.        | Spr.    | Pr.        |
| BLEU                    | .400       | .672     | .445    | .444       | .800     | .801       | .136    | .331       | .595     | .421       | .400     | .390       |
| METEOR                  | .800       | .860     | .018    | .050       | .800     | .767       | .382    | .133       | .643     | .689       | .700     | .936       |
| ROUGE-L                 | .600       | .289     | .545    | .417       | .200     | .061       | .391    | .472       | .738     | .725       | .400     | .915       |
| Word-Overlapping Metrics |            |          |         |            |          |            |        |            |          |            |          |            |
|                         |            |          |         |            |          |            |        |            |          |            |          |            |
| Embedding-Based Metrics |            |          |         |            |          |            |        |            |          |            |          |            |
| Greedy                  | .600       | .260     | .855    | .764       | .600     | .794       | .736    | .864       | .690     | .726       | .100     | .835       |
| Average                 | .800       | **.863** | .209    | .809       | .600     | .879       | .664    | .725       | .548     | .769       | .300     | .861       |
| Extrema                 | .600       | .435     | .745    | .761       | .800     | .766       | .618    | .722       | .595     | .746       | .500     | .834       |
| BERTScore\(_B\)         | .800       | .590     | .137    | .082       | .800     | .747       | .382    | .133       | .643     | .689       | .700     | .936       |
| BERTScore\(_R\)         | .800       | .517     | .855    | .857       | .800     | .939       | .600    | .697       | .714     | .860       | .769     | .932       |
| Distribution-Based Metrics |         |          |         |            |          |            |        |            |          |            |          |            |
| FBD\(_B\)               | **1.00**   | .853     | .564    | .717       | .800     | .854       | .427    | .623       | .786     | .763       | .400     | .923       |
| FBD\(_R\)               | **1.00**   | **.891** | **.926**| .800       | .747     | **.864**   | **.951**| **.929**   | **.963** | **1.00**   | **.860** |            |
| PRD\(_B\)               | .800       | .637     | .221    | .409       | **1.00** | **.972**   | .227    | .399       | .690     | .914       | .900     | **.984**   |
| PRD\(_R\)               | .800       | .660     | .591    | .578       | **1.00** | .913       | .545    | .583       | .762     | .906       | .900     | .932       |

1. “Spr.” and “Pr.” refer to Spearman and Pearson correlation coefficients, respectively.
2. B and R mean using BERT (base) and RoBERTa (base) as language models, respectively.

Table 4: Comparisons of the normality on various evaluation corpora. The normality is calculated over each dimension of the extracted semantic representations.

| Model          | P(M)       | D(H)       | C2         | EM         | D(Z)       | P(Z)       |
|----------------|------------|------------|------------|------------|------------|------------|
| BERT           | .57±.44    | .65±.39    | .60±.42    | .65±.39    | .67±.38    | .65±.38    |
| RoBERTa        | .71±.38    | .68±.37    | .73±.34    | .68±.37    | .68±.37    | .71±.33    |

1. \{P(M), D(H), \cdots, P(Z)\} refer to the six evaluation corpora.
2. The reported values are mean±standard deviation.

4.2 Results

We compute the system-level correlation between all automatic metrics and the quality ratings by using Spearman and Pearson correlation coefficients.

Figure 1: The comparisons between BERTScore, FBD and PRD metrics on various corpora. For each corpus, we average the performances of BERT and RoBERTa language models.

Figure 2: Comparisons between BERTScore, FBD and PRD metrics on various language models. For each model, we average the performances on all the six evaluation corpora.

Public Resources. All the compared evaluation corpora and evaluation metrics are available in Table 1. Once the official implementations are not available, we use the repositories with highest “stars” on GitHub. The details of each evaluation corpus, including number of samples and compared dialogue systems in each corpus, are presented in Table 2.
The performances of various evaluation metrics on different public corpora are reported in Table 3. Our proposed two metrics (i.e., FBD and PRD) show comparable performances over the baseline metrics. Especially, FBD\textsuperscript{R} achieves compelling performances on five corpora, which indicates a good ability of generalization and robustness on various corpora. In addition, most evaluation metrics are sensitive to the evaluation corpora. For example, BLEU performs well in Convai2 but fails in Empathetic. Similarly, BERTScore\textsuperscript{B} performs well in Convai2 and Persona(Z) but fails in Daily(H) and Empathetic. It indicates that the selection of evaluation corpora has a great influence on assessing the performances of evaluation metrics. Hence, it’s better to use multiple corpora to do the comparisons between metrics. Obviously, our proposed FBD\textsuperscript{R} outperforms the existing evaluation metrics in the view of robustness.

In Figure 1, we compare the evaluation metrics in the perspective of various evaluation corpora, where the results of BERT and RoBERTa language models are averaged. It confirms the superiority of the FBD metric. Compared to the performance of USR (Mehri and Eskènazi, 2020) (1.000/.820 on Persona(M)), a reference-free metric that relies on task-specific training/tuning with task-specific data, the performances of our proposed methods are comparable without any training/tuning. Therefore, we believe that it’s a promising direction to explore distribution-wise metrics for assessing dialogue systems in this field.

As shown in Figure 2, we average the performances of each metric on all evaluation corpora. It shows that our proposed FBD has higher performance expectations that outperform BERTScore with different language models. The large models do not show improvements in average performance compared to the base models. In general, FBD metric achieves better Spearman and Pearson correlations compared to PRD. Surprisingly, RoBERTa-based metrics, including BERTScore, the proposed FBD and PRD, perform better than the corresponding BERT-base ones. Given that our FBD metric lies on the assumption of multivariate Gaussian distribution, we hypothesize that the semantic representations extracted by RoBERTa model fit Gaussian distribution better than BERT model. To verify this point, as shown in Table 4, we use “Shapiro–Wilk test” (Razali et al., 2011) to calculate the normality in statistics, where small values lead to the rejection of normality whereas a value of one indicates normality of the data.

4.3 Fine-Grained Performances
In the evaluation corpus Daily(Z) (Zhao et al., 2020), it provides four fine-grained human evaluation scores, including relevance, grammar, content and overall, which can be used to dive more insights of different evaluation metrics.

As shown in Table 5, our proposed metric FBD\textsuperscript{R} achieves the best performances on most evaluations in the fine-grained comparisons. It indicates the distribution-wise metric correlate better with human judgements on various aspects.

5 Conclusions
In this paper, we propose to measure the performance of a dialogue system by computing the distribution-wise difference between its generated conversations and real-world conversations. Specifically, two distribution-wise metrics, FBD and PRD, are developed on pre-trained language models. Experiments on six public dialogue corpora show that our proposed metrics correlate better with human judgments than existing metrics.

| Model | Relevance | Grammar | Content | Overall |
|-------|-----------|---------|---------|---------|
|       | Spr. | Pr. | Spr. | Pr. | Spr. | Pr. | Spr. | Pr. |
| Word-Overlapping Metrics | | | | | | | | |
| BLEU | .857 | .454 | .167 | .213 | .143 | .270 | .595 | .421 |
| METEOR | .810 | .736 | .119 | .044 | .024 | .349 | .643 | .689 |
| ROUGE-L | .857 | .758 | .238 | .075 | .190 | .375 | .738 | .725 |
| Embedding-Based Metrics | | | | | | | | |
| Greedy | .881 | .769 | .214 | .133 | .119 | .350 | .690 | .726 |
| Average | .762 | .808 | .071 | .197 | .238 | .399 | .548 | .769 |
| Extrema | .714 | .776 | .143 | .009 | .476 | .539 | .595 | .746 |
| BERTScore\textsuperscript{B} | .976 | .908 | .333 | .111 | .524 | .593 | .857 | .883 |
| BERTScore\textsuperscript{R} | .857 | .889 | .115 | .310 | .604 | .714 | .860 | |
| Distribution-Based Metrics | | | | | | | | |
| FBD\textsuperscript{B} | .762 | .790 | .190 | .203 | .667 | .404 | .786 | .763 |
| FBD\textsuperscript{R} | .976 | .965 | .429 | .472 | .524 | .839 | .929 | .963 |
| PRD\textsuperscript{B} | .833 | .932 | .238 | .156 | .571 | .708 | .690 | .914 |
| PRD\textsuperscript{R} | .881 | .925 | .238 | .235 | .452 | .729 | .762 | .906 |

1.“Spr.” and “Pr.” refer to Spearman and Pearson correlation coefficients, respectively.
2. \textsuperscript{B} and \textsuperscript{R} mean using BERT (base) and RoBERTa (base) as language models, respectively.

Table 5: Fine-grained comparisons on Daily(Z) (Zhao et al., 2020) corpus.
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