Application of Mixed Reality in Medical Training and Surgical Planning Focused on Minimally Invasive Surgery
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Introduction: Medical training is a long and demanding process, in which the first stages are usually based on two-dimensional, static, and unrealistic content. Conversely, advances in preoperative imaging have made it an essential part of any successful surgical procedure. However, access to this information often requires the support of an assistant and may compromise sterility in the surgical process. Herein, we present two solutions based on mixed reality that aim to improve both training and planning in minimally invasive surgery.

Materials and Methods: Applications were developed for the use of the Microsoft HoloLens device. The urology training application provided access to a variety of anatomical and surgical training contents. Expert urological surgeons completed a questionnaire to evaluate its use. The surgical planning solution was used during laparoscopic renal tumorectomy in an experimental model and video-assisted right upper lobectomy in an adult patient. Surgeons reported their experience using this preoperative planning tool for surgery.

Results: The solution developed for medical training was considered a useful tool for training in urological anatomy, facilitating the translation of this knowledge to clinical practice. Regarding the solution developed for surgical planning, it allowed surgeons to access the patient’s clinical information in real-time, such as preoperative imaging studies, three-dimensional surgical planning models, or medical history, facilitating the surgical approach. The surgeon’s view through the mixed reality device was shared with the rest of the surgical team.

Conclusions: The mixed reality-based solution for medical training facilitates the transfer of knowledge into clinical practice. The preoperative planning tool for surgery provides real-

Abbreviations: MIS, minimally invasive surgery; OR, operating room; VR, virtual reality; AR, augmented reality; MR, mixed reality; 3D, three-dimensional; CT, computer tomography; MRI, magnetic resonance imaging; DICOM, digital imaging and communication on medicine.
INTRODUCTION

Medical education is a long and demanding process that requires extensive theoretical knowledge, along with technical and non-technical skills. During the early stages of medical education, training methods are often based on static and non-realistic learning content. Currently, these methods are being replaced by new approaches based on the use of information and communication technologies (Langridge et al., 2018; Williams et al., 2020). Apprenticeship models in surgical training have rapidly evolved from traditional approaches based on an educational philosophy following the principle of “see one, do one, teach one” to more sophisticated surgical simulators aimed at increasing the number of simulations following the “see one, simulate many deliberately, do one” philosophy (Kerr and O’Leary, 1999; Scott et al., 2008), thus allowing a dramatic increase in the skills of medical professionals and the safety of patients (Vigialoro et al., 2021). There are some strategies for surgical training based on serious video games (Rosenberg et al., 2005; Goris et al., 2014), animal models (Daly et al., 2014; DeMasi et al., 2016), and cadavers (Jacobson et al., 2009; Zuckerman et al., 2009; Rocha e Silva et al., 2016). However, due to the economic and ethical issues involved in some of these solutions, surgical training has rapidly shifted toward the use of simulation-based systems (Frigione and Guraya, 2017).

Advances in preoperative imaging have allowed for its extensive application in surgical planning, which has thus become an essential part of any successful surgical procedure (Sánchez-Margallo et al., 2015). Specifically, when facing complex surgeries, surgical planning provides valuable information for predicting and reducing any potential risks during surgery, thereby improving its safety levels. However, preoperative imaging systems are often located outside the operating room (OR) and, thus, need to be accessed outside the surgical area, or their operation requires the help of an assistant. In addition, the devices available in the OR for surgical planning may entail the loss of sterility, mainly due to the manipulation of touch screens, keyboards, and other computer equipment. In this regard, new technologies such as virtual reality (VR), augmented reality (AR), and mixed reality (MR) have the potential to provide medical students with interactive and realistic training systems; furthermore, they can be valuable tools for surgeons to facilitate the planning of surgical interventions (Sadeghi et al., 2020).

Medical visualisations have already been widely exploited for supporting diagnosis in the form of X-rays, computed tomography (CT), and magnetic resonance imaging (MRI) scans (Smith et al., 2020). The use of three-dimensional (3D) representations of these data in immersive settings provides new ways to explore the data and to further enhance the tools available to medical professionals in several areas including medical training, surgical planning, and intraoperative guidance. This evolution is even more evident in the case of minimally invasive surgery (MIS), which often lacks adequate access to the patient’s anatomy (Sánchez-Margallo et al., 2018a). In this context, technological advances have radically changed surgical training and planning (Lahanas et al., 2015; Jayender et al., 2018; Li et al., 2020; Sánchez-Margallo et al., 2021).

In surgical training, most simulation-based approaches have focused on traditional VR and AR technologies, which offer different degrees of immersive experience but are generally unable to interact with 3D information combined with the real-world environment. Recently, MR techniques have replaced these traditional technologies intending to combine the real working environment with virtual content so that users can interact with both simultaneously. MR surgical simulators and medical training applications are becoming an important part of the training process for physicians, as they allow for a training environment appropriate for recreating realistic and reproducible scenarios without putting the patient at risk (Sánchez-Margallo et al., 2018b; Sappenfield et al., 2018; Amparore et al., 2021).

The use of 3D models to estimate the size and shape before performing the surgical procedure has been effectively implemented for almost a decade (Hurson et al., 2007). The irruption of MR techniques can make an important difference in this field. This technique can generate personalised 3D models for each patient and visualise the internal anatomy in a fully immersive environment. This opens up new possibilities, such as preoperative simulations, to determine optimal procedures and to predict the final surgical outcomes. MR technology has already been successfully applied as a planning tool in different surgical scenarios, including urology (Li et al., 2020), thoracic surgery (Perkins et al., 2020), neurosurgery, colorectal, and bariatric surgery (Cartucho et al., 2020). These solutions allow for the inclusion of elaborate information such as holographic images or 3D objects that can be placed within the surgeon’s field of view, thus avoiding the need to use alternative displays in the OR and facilitating a more precise alignment between virtual information and physical objects. This would reduce the need of awkward postures for the surgeon and provide new interactive experiences in surgical planning (Hu et al., 2019).

In the field of surgical assistance, the use of MR wearable devices such as the HoloLens (Microsoft; Redmond, Washington, United States), in combination with new emerging imaging technologies, can benefit the surgical process, especially in complex procedures. This technology facilitates the spatial localisation of anatomical structures and improves mental alignment, which simplifies preoperative planning (Lee et al., 2017). This technology has already been evaluated as an assistance tool during endoscopic procedures (Al Janabi et al., 2020), spine surgery (Liu et al., 2020), interventional radiology.
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procedures (Deib et al., 2018; Heinrich et al., 2019), and orthopaedic surgery (Gregory et al., 2018). In the latter, this technology was tested using the Holoportal MR application (TeraRecon; Durham, NC), as a proof of concept, in a real surgical environment during the implantation of a shoulder prosthesis (Gregory et al., 2018).

The main objective of this study was to describe and test a set of innovative MR-based solutions for the improvement of both training and planning in MIS. The proposed solutions will allow the use of new and more realistic scenarios for medical training, as well as access to different sources of preoperative patient information, to support the planning of surgical procedures. The software solution developed for medical training focused on urology. Surgical planning solutions have been tested in two different surgical scenarios, namely laparoscopic renal tumorectomy and video-assisted lobectomy.

MATERIALS AND METHODS

Two MR-based applications for MIS training and planning were developed and evaluated in this study. The information was displayed through interactive holograms controlled by hand gestures or voice commands. The view cursor (similar to mouse pointer) was controlled by the gaze of the user and the interactions were triggered by the gazed holograms followed by hand gestures or voice commands. The two main hand gestures integrated in both applications were “air-tap” (raise the index finger in front of the field of view and then tap by flexing the index finger down. Similar to mouse click) to interact with user interface buttons and “air-tap and hold gesture” (similar to holding down the mouse button while dragging it) to scale, position and rotate the 3D holograms. These gestures allow the surgeon to show or hide information, interact with the 3D models of the training application and navigate between the different axes of the preoperative studies of the surgical planning application, among other actions.

These applications allowed viewing the contents from the HoloLens glasses themselves (one user) or sharing their experiences with other devices via streaming (several users). They fostered communication between the surgical team and the transmission of knowledge to other people in real-time.

The first generation of HoloLens was used as the MR device. This wearable headset combines several types of sensors (an inertial measurement unit, four environmental understanding cameras, one depth camera, one high-definition video camera, four microphones, and an ambient light sensor) along with an Intel 32-bit architecture processor (Intel Corporation; Santa Clara, CA, United States) and a custom-built Microsoft holographic processing unit. The weight of the device is 579 g and the battery durability can reach 5.5 h. HoloLens creates visual information using the reflection of two high-definition 16:9 light engines onto each retina of the user (offering interpupillary automatic calibration), which does not interfere with the visual information of the surrounding environment.

Mixed Reality Framework

Unity (Unity Technologies, San Francisco, CA, United States) was selected as the development platform because it allows easy interaction with visual elements (both 2D or 3D) and integrates different plugins and libraries that greatly facilitate the implementation, allowing for the porting of applications to most extended platforms. Each application considered one or more scenes, which in turn were made up of objects structured in the form of a parent-child hierarchy. Each of the objects had a “Transform” component, a script that controls its position, rotation, and scale, fostering the possibility of adding many other different components even in the form of user-programmed scripts. Microsoft Visual Studio was adopted as the programming environment, with C# as the programming language, to deploy the applications on the device.

The applications were developed using the Mixed Reality Toolkit development kit for Unity, which has become the standard for developing any MR application with HoloLens devices. This has been used in many medical applications for rhinoplasty (Maasthi et al., 2020), arthroplasty training (Turini et al., 2018), and open abdominal surgery (Galati et al., 2020). Loading of preoperative imaging studies with Digital Imaging and Communication on Medicine (DICOM) format was performed using a customised version of the Fellow Oak DICOM toolkit (Al-Zu’bi et al., 2017).

The two MR-based applications were implemented using Microsoft Windows 10 operating system. The final products were two Universal Window Platform applications (Microsoft) implemented on Intel’s x86 architecture (Intel Corporation).

Training in Urology

Medical training applications focused on the human pelvis. Specifically, a 3D anatomical model was developed based on the CT study of a real patient. The model included interactive information on the different anatomical systems of the pelvic cavity (vascular, nervous, muscular, bone, digestive, urinary, and reproductive systems), as shown in Figures 1A,B.

The developed MR solution allowed the visualisation of the 3D models, manipulating them spatially (scale, rotation, and translation), and being able to activate or deactivate them independently (Figure 1A). In addition, the user received real-time information about the anatomical element being pointed at or visualised, highlighting the anatomical structure and displaying its name and other relevant information next to it. Voice commands were available to show the different anatomical systems by saying “show/hide” followed by “muscular/bone/vascular/nervous/renal/reproductive” and ended by “system”.

In addition to the interactive visualisation of the 3D anatomical model, the application allowed the holographic visualisation of videos about related surgical techniques (laparoscopic nephrectomy, prostatectomy, etc.), preoperative imaging studies with and without pathologies, and medical illustrations.

This new medical training solution was tested by expert urologists who attended a training activity at the Jesús Usón Minimally Invasive Surgery Centre (Cáceres, Spain). At the beginning of the session, participants received a brief explanation of the gestural and voice interaction methods, including different voice commands for
Next, participants were invited to interact with the functionalities of the interactive 3D anatomical model of the human pelvis and all its associated systems, reference videos of related surgical procedures, and medical illustrations. They used both gestural interactions and voice commands. To evaluate the user experience with the application and the use of the MR glasses, they completed a personalised questionnaire at the end of the session (Table 1). Each item is rated on a 5-point Likert scale. In addition, they were provided with space to indicate any additional comments.

### Surgical Planning in Minimally Invasive Surgery

The general functionalities of this application included visualisation and interaction with preoperative imaging studies of the patient (CT or MRI studies), as shown in Figure 2A, and interaction with 3D anatomical models of the patient, generated from the preoperative studies (Figure 2B). In addition, it allowed for the visualisation of medical illustrations regarding the anatomical structures to be addressed during surgery (Figure 2C) and videos/tutorials regarding similar MIS procedures (Figure 2E), as well as providing access to the patient’s medical history in situ (Figure 2D). All content was displayed in the form of holograms that the medical professional could move at will and position at the most appropriate location in the surgical work environment. Additionally, voice commands were available to show or hide the different tools by saying “show/hide” followed by “preoperative study/three-dimensional model/clinical history/medical illustration/surgical video”.

### Table 1: Set of subjective parameters regarding the surgeon’s experience with the urology training application developed for HoloLens.

| Item | Category                        | Description                                                                 |
|------|---------------------------------|-----------------------------------------------------------------------------|
| 1    | Ergonomics                      | Comfort to wear the mixed reality glasses                                   |
| 2    | Intuitiveness                   | The gesture control method is easy to use                                   |
| 3    | Intuitiveness                   | The voice control method is easy to use                                     |
| 4    | Intuitiveness                   | The training application based on mixed reality is intuitive to use          |
| 5    | Educational usefulness          | The application facilitates interaction with the educational material compared to traditional methods |
| 6    | Educational usefulness          | The application provides a useful tool for training in urological anatomy   |
| 7    | Presentation of educational information | The way to visualise the 3D holographic models is clear                     |
| 8    | Presentation of educational information | The way in which the holographic 3D models are presented is useful          |
| 9    | Presentation of educational information | The way in which the holographic 3D models are structured is orderly         |
| 10   | Further applications            | Additional utility of this technology for surgical assistance               |

**FIGURE 1** (A) General interface of the training application with a 3D interactive anatomical model of the human pelvis. (B) Detail of the different systems available in the human pelvis model (from left to right): muscular, skeletal, vascular, nervous, renal, and reproductive systems.
As a first step, the application loaded preoperative imaging studies (following the DICOM standard) from a local or remote file location. Each image view (axial, coronal, and sagittal) was displayed on an individual panel (Figure 2A), which allowed the user to navigate (forward or backward) within the set of available slices. These preoperative imaging studies have also been used to create 3D anatomical models. For this purpose, 3D Slicer (www.slicer.org), an open-source software package for medical image analysis, was used. The user can adjust the position, rotation, and scale of the 3D model to facilitate its visualisation. Interactions with the holograms were possible using gestures or voice control.

This application was tested during laparoscopic renal tumorectomy in a porcine model. This study was conducted in the experimental operating rooms of the Jesús Usón Minimally Invasive Surgery Centre in Cáceres (Spain) and was approved by the local animal welfare and ethics committee. Prior to surgery, an artificial renal tumour model was developed using a mixture of alginate and saline. Subsequently, a CT scan of the animal was

![Figure 2](image-url)
obtained, and a 3D anatomical model from the preoperative study was created. Finally, the MR application was used as a tool to assist in surgical planning during video-assisted right upper lobectomy, including systematic lymphadenectomy for squamous cell carcinoma in the right upper lobe. This procedure was performed at Cáceres University Hospital (Spain).

RESULTS

Training in Urology
A group of six surgeons, experienced in urology (>100 laparoscopic procedures performed), evaluated this application. All of them interacted with the different functionalities of the application: a 3D anatomical model of the human pelvis and its different anatomical systems (Figures 3A,B,D), reference videos of related surgical procedures, and medical illustrations (Figure 3C).

The surgeons found the MR solution to be a very useful tool for learning and studying the human pelvic anatomy and its application in urological surgeries, both individually and in groups (through broadcasting on external screens). They stated that the application facilitates the transfer of theoretical knowledge to actual practice and that this technology can potentially be useful for surgical planning and assistance during MIS.

Intuitively, the interactivity with preoperative imaging studies and the clarity and organisation of the 3D anatomical models were the most highly rated aspects by the surgeons (Figure 4). In contrast, the comfort of wearing the glasses obtained the lowest score.

Surgical Planning in Minimally Invasive Surgery
Two experienced laparoscopic surgeons (>100 laparoscopic procedures performed) tested the MR surgical planning application during laparoscopic renal tumorectomy in a porcine model. They were able to interact in the experimental OR with different views of the preoperative study (CT scan) and thus identify the lesion to be addressed during surgery (Figure 5A). In addition, interaction with the 3D anatomical model of the animal made it easier for the surgeons to plan the different phases of the surgical procedure, mainly in aspects related to the localisation of the renal artery and the planning of the tumour resection area. As support material for the surgical planning, the surgeons also had access to reference videos of the

**FIGURE 3 | Interaction with 3D anatomical models: the human pelvis (A,D) and uterus (B). Visualisation of reference videos of related surgical procedures (C).**
procedure to be performed and medical illustrations of the porcine anatomy (along with the different steps to be carried out during the renal tumorectomy).

Regarding the use of MR application for surgical planning in video-assisted right upper lobectomy, no complications were observed during surgery. Prior to surgery, the system allowed the surgeon to access the patient’s medical history in situ and in real-time and to review the patients preoperative study (CT scan). The system also allowed the surgeon to readily visualise and manipulate a 3D model of the lung, with its respective vascular and bronchial elements, as well as the tumour to be addressed (Figures 5B,C).

The surgeon’s view through the device was shared with the rest of the surgical team (Figure 5D). The surgeon placed the holographic models (with surgical planning information) behind the field of view of the operating table for possible consultation during the surgical procedure. As in the previous case, the surgeon reported some ergonomic aspects to be improved with regard to the MR device, such as the weight (579 g) and heat generated in the front side during its use.

**DISCUSSION**

In this study, we presented two applications based on mixed MR, oriented to surgical training and planning in MIS. The information was displayed using interactive holograms that were controlled by the user through hand gestures or voice commands. The contents could be viewed from the glasses themselves (one user) and could be shared with others via streaming, encouraging the exchange of information. Both applications allowed the user to choose the content to be displayed so that, once developed, they could be fed with specific training content or surgical planning content specific to each type of surgery. Some of the features shown in this study were foreseen in previous studies as promising applications of MR for surgical assistance (Gregory et al., 2018).

An important feature to consider in MR devices is that they overlap digital content with the real world. As a result, it is highly important to optimise the application so that the frame rate per second is as stable and as high as possible. Specifically, it is advisable to have a frame rate above 30 frames per second to avoid discomfort, nausea, or dizziness (Louis et al., 2019). These issues are not as crucial as in VR devices, but it is recommended to maintain these precautions for an optimal user experience when using MR applications.

During the development of the various modules that integrate the presented MR solutions, some aspects must be highlighted for further applications. For the visualisation module of the three views (axial, coronal, and sagittal) of the preoperative study, the content to be displayed did not present a high computational cost for the MR device. Although it internally processed the volumetric point cloud of the DICOM file, it simply rendered three planes, which did not increase the frame rate.

Regarding the module for generating the 3D model from the preoperative imaging study, it allowed the scaling, rotation, and positioning of the model to the user’s preference for a better perception of the patient’s anatomy. The generation of this content involved a certain computational cost depending on the model; therefore, caution should be exercised when segmenting the anatomical areas of interest, as well as in the subsequent reduction of polygons of the resulting mesh. In the cases described in this study, it was not necessary to reduce the mesh of the 3D model obtained. However, it is suggested to use standard materials provided by Microsoft’s Mixed Reality Toolkit framework.

For the visualisation of reference surgical videos, it would be possible to temporarily label them and separate their content into chapters, thus allowing easier access to the different steps involved in the surgery. The maximum resolution for viewing videos on the device was 1,280 × 720 pixels. Therefore, although the application allowed videos to be played at higher resolutions, it was recommended to insert videos in this resolution to avoid overloading the performance and to maintain the desired frame rate (30 FPS).

Regarding the findings obtained from the experience of users with the developed MR application for training in urology, there were three surgeons who experienced a steep learning curve regarding the interaction with the MR device. This can be seen in items 2 and 3 of the subjective evaluation questionnaires (Figure 4). This type of technology introduces new concepts and methods of interaction for users that require some familiarization time (Hurson et al., 2007; Maasthi et al., 2020). The second generation of the HoloLens glasses (HoloLens v2) could help solving this issue due to its advanced features to enhance user interaction. Another aspect of interaction that is challenging for users is the use of voice commands (Figure 4, item 3). Since the commands have been implemented in English language, in order to facilitate the universality of the applications, it could lead to some complications for non-native English users (Hurson et al., 2020).
et al., 2007). As for the ergonomic aspects of the device, both the users of the training application (Figure 4, item 1) and those of the surgical planning application considered that this is a feature that needs to be improved (Turini et al., 2018). The mixed reality device is still relatively uncomfortable to wear, especially when used for a prolonged period of time, mainly due to its weight and the heat it may cause on the user’s forehead. As future work, most surgeons proposed the extension of training models include additional anatomical structures such as the prostate. This would improve anatomical training and preparation for surgeries, such as laparoscopic prostatectomy. Some users experienced a steeper learning curve concerning the interaction with the MR device. The second generation of HoloLens glasses (HoloLens v2) could help solve this issue because of its advanced features to enhance user intuitiveness.

Few applications have been found for MIS training using MR technology. A study by Amparore et al. compared 3D virtual reconstruction with 3D printing of organs, such as the kidney and prostate, to determine which method was more suitable for visualisation and localisation of tumour lesions (Amparore et al., 2021). They concluded that MR is the preferred choice for surgical training and planning, with HoloLens MR glasses being considered the most adequate technology for surgical planning.

The MR solutions for surgical planning presented in this study were tested during two different MIS procedures, in which surgeons provided feedback on their experiences. This will allow us to make necessary improvements to enhance interaction and user experience in future applications. No complications were reported in either surgery group. In both cases, the MR solutions allowed navigation over the CT studies, as well as the visualisation of real 3D models of the patient’s anatomy. In the porcine model, the renal anatomy was shown together with the artificial tumour to be excised. In the adult patient, the lung anatomy was shown in combination with the vascular system, bronchi, and the tumour to be treated. The surgeon also had access to reference surgical videos, as well as different documents with the patient’s clinical history and reference anatomical illustrations. The surgeon’s vision, together with the information in the form of holograms, was shared on the screens of the OR via streaming. It should be noted that this video streaming suffered a slight time delay of approximately one second during the entire retransmission using the Microsoft Windows Device Portal software.

The streaming option of our tool allowed all personnel inside and outside the OR to directly see what the surgeon saw. This feature was also reported by Gregory et al. during surgery for the implantation of a shoulder prosthesis (Gregory et al., 2018). This tool can also be used in videoconferences during live surgeries as a
methods of immersion in the surgery. Another feature to point out is the possibility of recording the surgery from the surgeon’s perspective. In the event of a complication during surgery, this would allow the surgeon to access the recording and review it in more detail.

As it has also been indicated for the training application, surgeons have reported some ergonomic aspects of MR devices that should be improved. Although it did not cause significant discomfort, they stated that the device (HoloLens v1) has a weight that can be uncomfortable if worn for several hours. The new model of this device (HoloLens v2) already has a lighter design. Additionally, surgeons indicated that the device generated heat in the forehead area. This can be solved by increasing the separation.

The most complete MR-based surgical planning solution found in scientific publications offers information in the form of interactive holograms of both a 3D model and images of the different MRI/CT views and even a component to display intraoperative information (e.g., intraoperative ultrasound) (Cartucho et al., 2020). However, this application was not used during any actual surgery as a surgical planning tool, but only a pilot study with a phantom was used to collect data through a survey. Other MR solutions (with less functionality) were used retrospectively as surgical planning tools in patients undergoing thoracic surgery (Perkins et al., 2020). This application allowed the visualisation of only one of the three views of the preoperative imaging study, as well as the manipulation of 3D models obtained from it. They used a simulation of lung motion by animating the 3D model, which facilitated the estimation of the tumour location. However, it does not allow displaying multiple views of preoperative imaging studies or other additional information to support surgical planning, such as the patient’s medical history, medical illustrations, or videos of similar surgical interventions.

The largest study on the use of MR applications in assistance during laparoscopic surgeries has been in a comparative study of 50 laparoscopic nephrectomies with MR assistance versus 50 similar surgeries without it (Li et al., 2020). The results concluded that MR technology can improve the success rate in laparoscopic surgeries, as well as offer added value in clinical applications such as planning, navigation, consultation, teaching, and patient communication.

Other solutions made use of MR as a substitute for conventional screens in the OR, capturing the endoscopic video directly on the device in the form of a hologram, thus allowing the surgeon to act in a more comfortable position during surgery (Deib et al., 2018; Al Janabi et al., 2020). Some MR clinical applications seek to spatially reference 3D holograms on anatomical elements, thus being able to overlap virtual information with reality (Heinrich et al., 2019; Liu et al., 2020).

To the best of our knowledge, the present MR-based surgical planning solution is the first to be applied during video-assisted lobectomy. It is important to note the novelty of the inclusion of hologram visualisation of the volumetric point cloud of the 3D surgical planning model. The application was iteratively refined after its evaluation in an experimental model used by different surgeons, optimising the interaction and usability.

This study has some limitations to be taken into account for further research, such as the few cases in which the developed solutions have been applied, as well as the limited number of surgeons who have been able to test them. As reflected in the results, the learning curve of this technology is an aspect to be considered, as these MR devices are not common in the day-to-day work of surgeons. Although the method of interaction is optimal and allows the surgeon to maintain sterile conditions (since there is no real contact with the elements), the lack of tangible hardware devices to interact with, such as a computer mouse, joystick, or tablet, requires a more pronounced adaptation process.

Several future studies are required to improve the proposed solutions. One of our main objectives is to optimise the visualisation performance of volumetric point clouds in 3D models. To achieve this, different possible solutions will be analysed to improve the visualisation of the DICOM files in real-time and the performance of the MR device itself. In contrast, we propose the development of a customised method for retransmission of the surgeon’s view together with holograms via streaming to overcome the latencies presented by the current method. This solution could be the first step toward using MR glasses as a monitor for the laparoscopic camera with a real-time video feed, improving ergonomics for the surgeon during surgery. Additionally, the solutions presented will be adapted for use with the HoloLens v2, so that its eye-tracking system can be used for interaction with holographic models. This allows the user to provide direct feedback about the element he/she is looking at. Similarly, these data can be analysed for the generation of heat maps with the areas most consulted by medical professionals compared to those consulted by medical students and residents. Once we have a final version of the applications for training and surgical planning in MIS, incorporating all the improvements and feedback obtained in this study, several specific aspects related to user experience could be validated. The mental and physical workload of users with regard to the use of these applications could be determined using a NASA-TLX (Task Load Index) questionnaire (Turini et al., 2018). Similarly, the ultimate system usability or user’s interest/enjoyment could be analyzed by means of the System Usability Scale (SUS) (Gregory et al., 2018) or the Intrinsic Motivation Inventory (IMI) scale (Galati et al., 2020), respectively.

**CONCLUSION**

The MR-based solution for surgical training presented in this study is a useful tool for urological anatomy training, facilitating the transfer of this knowledge to actual clinical practice. The solution developed for assistance during surgical planning provides real-time access to essential patient information, such as preoperative imaging studies, the 3D surgical planning model, or the clinical history, without losing the sterility of the surgical act. This tool has been successfully tested during laparoscopic tumorectomy in an experimental model and video-assisted lobectomy. The surgeon’s view can be shared for communication and learning purposes, as well as for a later
review of possible surgical complications. However, further studies are needed to validate its clinical application comprehensively.
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