Neutron decay, as the prototype for nuclear beta decay, and its lifetime are needed to calculate most semileptonic weak interaction processes and used as input to search for new physics beyond the standard model of particle physics [1–4]. Measurements of the neutron lifetime fall into two categories [5]: in the storage method neutrons are confined in a material or magnetic bottle and after a given time the surviving neutrons are counted. In the beta decay method, the specific activity of an amount of neutrons (a section of a neutron beam, a neutron pulse, or stored neutrons) is measured by detecting one of the decay products, proton or electron. A review of neutron lifetime measurements can be found in Ref. [2]. The averaged results of both categories, 879.4(6) s and 888.0(2.0) s, deviate by 8.4 s from each other, corresponding to 4σ (all numbers from Ref. [6]).

Although this lifetime discrepancy may be related to underestimated systematics in experiments, there is a basic difference between the two categories: the storage method measures the inclusive lifetime, independent of the decay or disappearance channel, whereas the beta decay method detects the partial lifetime into a particular decay branch. Historically, Green and Thompson have used this argument to derive an upper limit on the decay into a hydrogen atom channel, the sum of the kinetic energies of the surviving neutrons are counted. In the beta decay method, the specific activity of an amount of neutrons (a section of a neutron beam, a neutron pulse, or stored neutrons) is measured by detecting one of the decay products, proton or electron. A review of neutron lifetime measurements can be found in Ref. [2]. The averaged results of both categories, 879.4(6) s and 888.0(2.0) s, deviate by 8.4 s from each other, corresponding to 4σ (all numbers from Ref. [6]).
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positron and electron $E_{e^+} = E_{e^-} - E_{e^-}$ is restricted to the range of 0–644 keV, corresponding to a dark matter mass range of between 937.900 MeV and 938.543 MeV. The UCNA collaboration sets limits on this branching fraction of $< 10^{-4}$ (90% C.L.) in the energy range 100 keV $< E_{e^+} + E_{e^-} < 644$ keV which excludes this channel as only explanation for the lifetime discrepancy at the 5σ level [21].

With this Letter, we set limits on the same decay channel $n \rightarrow \chi + e^+ e^-$ from data taken by the PERKEO II instrument, which was installed at the PF1B cold neutron beam position [22,23] at the Institut Laue-Langevin (ILL). A drawing and a more detailed description of the PERKEO II spectrometer together with measurements of beta decay correlation coefficients can be found in Refs. [14,24–26]. For the investigation of a dark decay of the neutron into an $e^+ e^-$ pair, we reanalyze the data that were used to extract the beta asymmetry parameter $A$ [14]. In that setup the spectrometer is configured for electron detection only. The electrons are transported from the decay volume towards either of the two detectors by a magnetic field of approximately 1 T. Details on the adiabatic transport of charged particles in magnetic fields can be found, e.g., in Ref. [27]. For the electron detection we used two plastic scintillators each read out by four fine mesh photomultiplier tubes (PMTs). The integrated pulse size of this detection system is largely proportional to the incident kinetic energy of a single electron or positron. During the measurements, the detector response function was determined and the detector stability checked regularly using four monoenergetic conversion electron sources. The detectors showed a nonlinearity at low energy, which was modeled for this search for a dark neutron decay mode using a quenching model developed by Birks [28]. This extends the analysis of Mund et al. [14]. The stopping power of electrons inside the scintillator material is calculated from ESTAR data [29]. The detector calibration, including the Birks nonlinearity parameter, was obtained by a fit to the electron spectra of each detector. The uncertainties in the nonlinearity relations of both detectors are taken into account for the analysis. The energy resolution does not play an important role for the present analysis, because a variation of 50% affects the limit on the dark matter $e^+ e^-$ branching ratio only on the $10^{-3}$ level.

About 8% of the electrons impinging on one of the detectors are scattered back from the detector and deposit only part of their energy in it. However, in the PERKEO II spectrometer such electrons will be guided along a magnetic field line to the other detector and will, a few nanoseconds later, deposit their energy there. For about half of the electrons, which are backscattered near the glancing angle, the fringe field of the magnet acts as a magnetic mirror and projects the electron back onto the same detector. So all electrons are confined by the magnetic field between the two detectors and can lose energy only to them. If, for each event, the total signal amplitudes from both detectors are added up, then the pure line spectrum is recovered. Details on the electron backscatter suppression can be found in Ref. [30].

The search for the proposed dark matter signal proceeded in the following way: Most of the conventional beta decay events were rejected by requiring that both detectors have triggered. For the remaining events, the spectrum of the total energy deposition was obtained by summing up the signals of both detectors. It is composed of conventional beta decay events with electron backscattering, background events that trigger both detectors, and of hypothetical $e^+ e^-$ events. Background events contribute with 2% to the spectrum and were measured regularly with the neutron beam closed and subtracted from the data. The $e^+ e^-$ pairs are monoenergetic and would create a characteristic peak on the backscattering spectrum, in the range from 0 to 644 keV depending on the mass of the hypothetical dark matter particle. Note that the selection cut excludes undetected backscattering events (see Refs. [31,32]) and $e^+ e^-$ pairs at low energy or going to the same detector. Positron annihilation gamma effects are small because of the low sensitivity of the thin (5 mm) plastic scintillators to 511 keV gammas and are taken into account in the analysis [33]. Tests with a $^{22}$Na positron source were performed and the effects on the expected $e^+ e^-$ signal were simulated with GEANT4 [34].

The expected backscatter spectrum from conventional beta decay, which is the remaining background in the search for the hypothetical $e^+ e^-$ peak, is determined by simulations: Decay electrons are created with the angular and energy distribution from conventional neutron decay. For each electron, the impact angle on the detector is determined from the ratio of the magnetic field in the PERKEO II decay volume and at the detector. Backscattering splits the kinetic energy of an electron in two parts deposited in the two detectors. It is simulated using GEANT4 [34] with the single Coulomb scattering model, which is appropriate for low energy backscattering as this option reproduces experimental data above a few tens of keV. In the few keV energy range some measurements find a different backscattering fraction [35]. We take this deviation as 1σ standard deviation error on our backscatter model. The magnetic mirror effect for backscattered electrons is taken into account in the simulations. For the energy splitting of $e^+ e^-$ events between both detectors, theoretical predictions from Ref. [36] are used. The resulting signals are obtained accounting for quenching in the scintillators, the statistical distribution of the photon-electron conversion of the PMTs (which is dominating the energy resolution), and additional broadening due to the noise of the charge to digital conversion.

The spectrum of the sum of the simulated signals still needs to be corrected for the trigger efficiencies of the two detectors. The experimental trigger efficiencies of both detectors are measured; for a signal in ADC channel $C$ of detector 1, e.g., it is
where the number of events in detector 1 where detector 2 has triggered.

The correction for the trigger efficiencies is obtained by applying, event by event, the trigger efficiency functions $T_{\text{exp},i}$ to the simulated signals in the two detectors.

In Fig. 1 we show the experimental spectrum after backscatter subtraction together with a fit using the results of the GEANT4 simulations. For illustration of the signature of the hypothetical $e^+e^-$ signal, shown is a fit with residuals to the summed coincidence spectrum together with a hypothetical $1\% e^+e^-$ branch at 30 keV, 50 keV, 80 keV, or 400 keV. The backscatter signal makes up approximately 4% of the total beta decay events, and is the sum of events registered in both detectors. We show the trigger probability for detector 1, too. The error bars show the statistical errors.

$$T_{\text{exp},1}(C) = \frac{N_1(C, 1 & 2)}{N_1(C, 2)} ,$$

where $N_1(C, 1 & 2)$ is the number of events in detector 1 where both detectors have triggered and $N_1(C, 2)$ the number of events in detector 1 where detector 2 has triggered. For the hardware trigger condition of detector $i$ at least two out of the four photomultipliers must have triggered.

The correction for the trigger efficiencies is obtained by applying, event by event, the trigger efficiency functions $T_{\text{exp},i}$ to the simulated signals in the two detectors.

In Fig. 1 we show the experimental spectrum after background subtraction together with a fit using the results of the GEANT4 simulations. For illustration of the signature of the hypothetical $e^+e^-$ peak, also shown is the expected shape of the spectrum for a 1% branching to $\chi e^+e^-$ for $e^+e^-$ total kinetic energies of 30 keV, 50 keV, 80 keV, and 400 keV. We scan the spectrum by shifting a hypothetical peak in steps of one channel of the analog to digital converter (ADC), which corresponds to approximately 6 keV, and performing a fit at each position. The height of the $e^+e^-$ peak is the single free parameter of the fit. The phase space of $e^+e^-$ pairs in the proposed dark decay has been computed in Ref. [36]. Under the assumption of a parity conserving dark decay, the probability that the electron and positron are emitted towards opposite detectors varies between 47.8% and 50%, depending on the mass of the dark matter particle. As only these events can pass our selection cut, we assume the most conservative case for the $e^+e^-$ emission of 47.8% in the exclusion analysis.

In Fig. 2 we show an exclusion plot for a hypothetical $e^+e^-$ branching fraction at 90% C.L., which corresponds to a one sided 1.3σ cut above the best fit value for the dark matter branching ratio. In regions, where the fit to the amplitude of the dark matter signal has a negative outcome, we renormalize the tail probabilities in the positive range and take a 90% cut. We also tested the significance of observing a local excess of events, i.e., a dark matter signal somewhere in a possible mass range if we take into account the probability of observing such an excess anywhere in the range. We quantify this “look-elsewhere effect” by obtaining $10^7$ Monte Carlo simulations of backscatter only.
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**FIG. 1.** Reanalysis of events of electrons backscattered from the PERKEO II detector system in a measurement of the beta correlation coefficient $A$ and a search for an additional hypothetical dark matter $e^+e^-$ signal. Shown is a fit with residuals to the summed coincidence spectrum together with a hypothetical $1\% e^+e^-$ branch at 30 keV, 50 keV, 80 keV, or 400 keV. The backscatter signal makes up approximately 4% of the total beta decay events, and is the sum of events registered in both detectors. We show the trigger probability for detector 1, too. The error bars show the statistical errors.
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**FIG. 2.** Exclusion plot for a hypothetical $e^+e^-$ dark matter branch in neutron beta decay for 90% C.L. and 5σ exclusion limits from a $\chi^2$ analysis. The spectrum shown in Fig. 1 is scanned by shifting the energy of a potential $e^+e^-$ peak in steps of one ADC channel, and performing a fit at each position. Free fitting parameter is the $e^+e^-$ amplitude. On the 90% confidence limit a 1% contribution is excluded from 32 to 644 keV, which is the maximum energy according to Ref. [9]. The contributions of statistical and systematic errors are shown in Table I for selected ADC channels. For comparison we show approximate results of UCNA, extracted from Ref. [21].

**TABLE I.** One sigma standard deviation error budget for the fit for a hypothetical $e^+e^-$ dark matter branch shown in Fig. 2 at selected channels 5, 10, 50, 100. The backscatter model error includes the GEANT4 uncertainty in predicting the backscattering coefficient of electrons as a function of energy.

| ADC channel | Statistical error | Calibration error | Backscatter model error |
|-------------|-------------------|-------------------|------------------------|
| 5           | $3.1 \times 10^{-4}$ | $4.09 \times 10^{-4}$ | $8.92 \times 10^{-4}$ |
| 10          | $1.50 \times 10^{-4}$ | $1.40 \times 10^{-4}$ | $5.98 \times 10^{-4}$ |
| 50          | $9.28 \times 10^{-5}$ | $9.11 \times 10^{-5}$ | $9.28 \times 10^{-5}$ |
| 100         | $4.12 \times 10^{-5}$ | $1.37 \times 10^{-4}$ | $3.47 \times 10^{-5}$ |
data, and for each channel the largest fluctuation that resembles a signal. Details on the look-elsewhere effect can be found, e.g., in Ref. [37]. The proposed 1% contribution to neutron beta decay [9] can be excluded with 90% C.L. between 32 keV and 664 keV and better than 5 sigma standard deviation for energies between 37.5 keV and 664 keV. This corresponds to 95%, and 94%, respectively, of the allowed mass range for the dark matter particle. In general we can derive limits for higher energies, which are, however, excluded by Ref. [9].
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