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We extend recent results on affine Volterra processes to the inhomogeneous case. This includes moment bounds of solutions of Volterra equations driven by a Brownian motion with an inhomogeneous kernel $K(t, s)$ and inhomogeneous drift and diffusion coefficients $b(s, X_s)$ and $\sigma(s, X_s)$. In the case of affine $b$ and $\sigma\sigma^T$ we show how the conditional Fourier-Laplace functional can be represented by a solution of an inhomogeneous Riccati-Volterra integral equation. For a kernel of convolution type $K(t, s) = K(t - s)$ we establish existence of a solution to the stochastic inhomogeneous Volterra equation. If in addition $b$ and $\sigma\sigma^T$ are affine, we prove that the conditional Fourier-Laplace functional is exponential-affine in the past path. Finally, we apply these results to an inhomogeneous extension of the rough Heston model used in mathematical finance.

Introduction

The purpose of the paper is fourfold. First, we study in Section 1 general $d$-dimensional stochastic inhomogeneous Volterra equations

$$X_t = X_0 + \int_0^t K(t, s) b(s, X_s) ds + \int_0^t K(t, s) \sigma(s, X_s) dW_s, \quad t \in [0, T],$$

(1)

where $W$ is an $m$-dimensional Brownian motion. Second, in Section 2, we analyse the conditional Fourier-Laplace functional

$$E \left[ \exp \left( uX_T + \int_0^T f(s) X_s ds \right) \bigg| \mathcal{F}_t \right], \quad t \in [0, T],$$

(2)
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in the affine case
\[
b(s, x) = b^0(s) + \sum_{i=1}^{d} b^i(s)x_i, \quad \sigma(s, x)\sigma(s, x)^T = a(s) = A^0(s) + \sum_{i=1}^{d} A^i(s)x_i. \tag{3}
\]

In the homogeneous affine case, where the kernel is of convolution type \(K(t, s) = \overline{K}(t - s)\) and \(b\) and \(\sigma\) do not depend on time, Abi Jaber, Larsson & Pulido [8] show that, remarkably, (2) admits a representation in terms of an associated Riccati-Volterra equation and thereby extend the exponential-affine formula for classical affine diffusions (see, e.g., Duffie, Filipović & Schachermayer [18]) to the Volterra case. In our main result, Theorem 2.1, we extend this result to the inhomogeneous case and show that the functional (2) can be expressed in terms of the solution \(\psi\) to a Riccati-type equation
\[
\psi(t) = uK(T, t) + \int_{t}^{T} \left( f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) K(s, t)ds, \quad t \in [0, T],
\]
where \(B\) and \(A\) are based on the coefficients \(b^i\) and \(A^i\) in (3). Third, in Section 3, assuming a convolution kernel \(K(t, s) = \overline{K}(t - s)\) we show existence of a solution to (1) and under the affine assumption (3) we prove that the conditional Fourier-Laplace functional is exponential-affine in the past path \((X_s)_{s \in [0,t]}\). Finally, in Section 4, we apply our results to extend the rough Heston model introduced and studied by El Euch & Rosenbaum in [20] and [21] to the inhomogeneous case, which is used in mathematical finance, cf., e.g., Alfeus, Overbeck & Schlögl [10] and Alfeus, Nikitopoulos & Overbeck [9].

In the homogeneous case, comparable results can be found in Abi Jaber, Larsson & Pulido [8], which serves as our basic reference. However, the inhomogeneous character requires to modify the statement of the results and the strategies to prove them. The result on moment bounds of solutions \((X_t)_{t \in [0,T]}\) of the stochastic inhomogeneous Volterra equation, Lemma 1.2, extends the results in the homogeneous case provided that the corresponding assumptions in [8] on the coefficients \(b\) and \(\sigma\) hold uniformly in \(t\) (see Assumptions (A1) and (A2) below). A key observation of our paper is that one can establish the representation result for the conditional Fourier-Laplace functional (2), Theorem 2.1, and the result that (2) is exponential-affine in the past path, Theorem 3.7, without making use of the so-called resolvent of the second kind of the kernel. Indeed, in contrast to [8], our proofs of Theorem 2.1 and Theorem 3.7 do not rely on this resolvent nor make use of a variation of constants formula for \(X\). This observation leads to streamlined versions of the proofs already in the homogeneous case. If \(K\) is of convolution type, i.e., \(K(t, s) = \overline{K}(t - s)\), we prove existence of a solution of (1) by applying existence results from [8] to the then homogeneous time-space process \((t, X_t)\). We require the existence of the resolvent of the first kind \(L\) for the kernel only in order to show in Theorem 3.7 that the conditional Fourier-Laplace functional (2) is exponential-affine in the past path.

In general, affine processes build an important class of stochastic processes because despite being non-Gaussian they still exhibit some analytic tractability. In particular, their characteristic functions can be solved by ordinary differential or integral equations,
so-called Riccati equations. Special instances of affine processes are also used in applications of stochastic analysis such as mathematical finance and in models in biology since a long time. First important papers are Feller [22], Kawazu & Watanabe [33] and Cox, Ingersoll & Ross [15]. Milestones in the development of the theory of affine processes are Duffie, Filipović & Schachermayer [18] and Filipović & Mayerhofer [24]. Recent papers on affine processes consider matrix valued processes in Cuchiero, Filipović, Mayerhofer & Teichmann [16] and representations of fractal processes by affine processes in Harms & Stefanovits [29].

On the other hand, also Volterra equations are useful in many mathematical and applied topics. One of the useful features is that the dynamic might depend not only on the running time \( s \) but also on \( t \) via the kernel \( K \) in equation (1). However, then the Markov property is lost. First systematic treatments of stochastic Volterra integral equations can be found in Berger & Mizel [11] and [12], which in Protter [37] are extended to a semimartingale setting. In Pardoux & Protter [36] anticipative coefficients are introduced, and Volterra equations in an infinite dimensional context are analysed in Zhang [40] and on Wiener spaces in Decreusefond [17].

As a third feature, besides the affine and Volterra structure, we consider inhomogeneous coefficients. For Volterra-type equations, inhomogeneity is natural since the coefficients depend on \( t \) and \( s \), and therefore already the early papers are formulated in a general inhomogeneous setting, e.g., Protter [37]. But so far mainly equations of type (1) were analysed where \( b \) and \( \sigma \) do not depend on \( s \) or where \( K \) is of convolution type, i.e., \( K(t,s) = \bar{K}(t-s) \). For example, Abi Jaber, Cuchiero, Larsson & Pulido [5] establish weak existence results for stochastic convolution equations with jumps avoiding the use of resolvents of first or second kind and Abi Jaber [4] provides existence and uniqueness results for such equations with \( L^1 \)-kernels. In Abi Jaber [3] and Abi Jaber [2] kernels of type \( K(t,s) \) in a Gaussian setting are considered, with linear drift \( b(s,x) = bx \) and constant diffusion term. The basic equation in Coutin & Decreusefond [14] is as (1) but regularity on the kernel \( \bar{K} \) and Lipschitz-conditions on \( b \) and \( \sigma \) are imposed, leaving out affine specifications. The starting point in the recent work Jacquier & Pannier [31] is also a general equation such as (1); however, existence of a solution is basically assumed. Also the equation handled in Wang [39] concerns an inhomogeneous equation, but the result is not directly applicable in our affine case. In the context of affine processes the results from Duffie, Filipović & Schachermayer [18] are extended to the inhomogeneous case in Filipović [23].

One motivation to consider affine Volterra processes comes from volatility modeling in mathematical finance. There, the Volterra equation is mainly used with the specification \( K(t,s) = \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}, \alpha \in (\frac{1}{2},1) \), giving rise to rough volatility processes. Recent research shows that these rough phenomena are important to give a more realistic description of the priced and observed volatility, cf., e.g., [7, 6, 1, 21, 19, 26, 35, 20, 13, 27, 25, 32, 34, 30, 9]. Time-inhomogeneous parameters in volatility modelling are considered in El Euch & Rosenbaum [20] where the conditional characteristic function of a rough Heston model with time-inhomogeneous mean-reversion level is studied, in Alfeus, Overbeck & Schlögl [10] where this is applied to a regime switching model and in Alfeus, Nikitopoulos
& Overbeck [9] where a rough Heston model with time-dependent volatility is required. The analytic requirements of those models can be handled by our results in Section 4 on the inhomogeneous rough Heston model.

**Notation:** For every $m, n \in \mathbb{N}$ we denote by $\| \cdot \|$ the Frobenius norm $\| \cdot \| : \mathbb{C}^{m \times n} \rightarrow [0, \infty)$, $\| A \|^2 = \sum_{k=1}^{m} \sum_{j=1}^{n} (\text{Re} A_{kj})^2 + (\text{Im} A_{kj})^2$ where $A = (A_{kj})_{k=1, \ldots, m; j=1, \ldots, n} \in \mathbb{C}^{m \times n}$. By convention, for $d \in \mathbb{N}$, vectors in $\mathbb{C}^d$ are column vectors, whereas elements of $(\mathbb{C}^d)^*$ are row vectors. For $m, n \in \mathbb{N}$ and $A = (A_{kj})_{k=1, \ldots, m; j=1, \ldots, n} \in \mathbb{C}^{m \times n}$ we denote by $A^T = (A_{jk})_{j=1, \ldots, n; k=1, \ldots, m} \in \mathbb{C}^{n \times m}$ the transpose of $A$. Moreover, we denote for every $d \in \mathbb{N}$ by $\text{Id}_d \in \mathbb{R}^{d \times d}$ the $d$-dimensional identity matrix and by $S^d$ the set of symmetric $d \times d$-matrices with entries from $\mathbb{R}$. For every $d \in \mathbb{N}$ and a $d$-dimensional continuous local martingale $M$ with $i$-th component process $M(i)$, $i \in \{1, \ldots, d\}$, we denote by $\langle M \rangle = \sum_{i=1}^{d} \langle M(i) \rangle$ the quadratic variation process of $M$. For $T \in (0, \infty)$, $m, n \in \mathbb{N}$, $f : [0, T] \rightarrow \mathbb{C}^{n \times m}$ and $h \in [0, T]$ the shifted function $\Delta_h f : [0, T] \rightarrow \mathbb{C}^{n \times m}$ satisfies $\Delta_h f(t) = f((t + h) \wedge T)$ for all $t \in [0, T]$. We denote for $T \in (0, \infty)$, $m, n \in \mathbb{N}$ and $f : [0, T] \rightarrow \mathbb{C}^{n \times m}$ the total variation of $f$ over $[0, T]$ by $\| f \|_{TV} = \sup \sum_j \| f(t_{j+1}) - f(t_j) \|$ where the supremum is taken over all partitions $0 \leq t_1 < \cdots < t_N \leq T$, $N \in \mathbb{N}$. For $T \in (0, \infty)$, $d \in \mathbb{N}$ and a right-continuous function $f : [0, T] \rightarrow (\mathbb{C}^d)^*$ of bounded variation we denote its distributional derivative by $df$ and use the convention that $df(\{0\}) = 0$, such that $f(t) = f(0) + \int_{[0,t]} df(s)$, $t \in [0, T]$. For $T \in (0, \infty)$, a measurable function $F$ on $[0, T]$ and a measure $L$ on $[0, T]$ of bounded variation, both possibly matrix-valued, we denote by $(F \ast L)(t) = \int_{[0,t]} F(t-s)L(ds)$, $(L \ast F)(t) = \int_{[0,t]} L(ds)F(t-s)$ for $t \in (0, T]$, if these expressions are well-defined, and extend it to $t = 0$ by right-continuity if possible. We also denote the convolution of two measurable functions $F, G$ on $[0, T]$ by $(F \ast G)(t) = \int_{0}^{t} F(t-s)G(s)ds$, $t \in [0, T]$, if it is well-defined. For a square integrable function $F$ on $[0, T]$ and a continuous semimartingale $Z = \int_{0}^{t} b_s ds + \int_{0}^{t} \sigma_s dW_s$ with locally bounded adapted $b, \sigma$ and a Brownian motion $W$, both possibly multidimensional, we denote $(F \ast dZ)(t) = \int_{0}^{t} F(t-s)dz_s$, $t \in [0, T]$. For $T \in (0, \infty)$, $d \in \mathbb{N}$, $f : [0, T] \rightarrow \mathbb{C}$ and $\beta \geq 0$ let $I^\beta$ denote the Riemann–Liouville integral operator, i.e., $(I^\beta f)(t) = \frac{1}{\Gamma(\beta)} \int_{0}^{t} (t-s)^{\beta-1} f(s) ds$ for all $t \in [0, T]$ if $\beta > 0$ and $(I^0 f)(t) = f(t)$ for all $t \in [0, T]$ whenever the expressions are well-defined. Moreover, let $D^\beta = \frac{d}{dt} I^{1-\beta}$ be the Riemann-Liouville fractional derivative.

1. **Moment bounds for stochastic inhomogeneous Volterra equations**

Let $T \in (0, \infty)$ and $m, d \in \mathbb{N}$. Let $b : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^d$, $\sigma : [0, T] \times \mathbb{R}^d \rightarrow \mathbb{R}^{d \times m}$ be two measurable functions, let $X_0 \in \mathbb{R}^d$ be a deterministic initial condition and let $K : [0, T] \times [0, T] \rightarrow \mathbb{R}^{d \times d}$ be a given kernel.

---

1We say that $L$ is a $\mathbb{C}^{n \times m}$-valued measure on $[0, T]$ if each component of $L$ is a complex measure on $[0, T]$. Moreover, we say that $L$ is of bounded variation if each component has finite total variation on $[0, T]$. For further details we refer to [28, Section 3.2].
We consider the d-dimensional stochastic inhomogeneous Volterra equation
\[ X_t = X_0 + \int_0^t K(t, s)b(s, X_s)ds + \int_0^t K(t, s)\sigma(s, X_s)dW_s, \quad t \in [0, T], \]
where \( W = (W^{(1)}, W^{(2)}, \ldots, W^{(m)})^T \) is an m-dimensional Brownian motion.

**Definition 1.1.**
(i) We say that the stochastic Volterra equation (4) has a strong solution if for any m-dimensional Brownian motion W on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, P)\) where \((\mathcal{F}_t)_{t \in [0,T]}\) is the completed right-continuous filtration generated by W, there exists an adapted continuous d-dimensional process \( X = (X_t)_{t \in [0,T]} \) such that (4) holds P-a.s.

(ii) We say that the stochastic Volterra equation (4) has a weak solution if there exists a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, P)\) satisfying the usual conditions and supporting an m-dimensional \((\mathcal{F}_t)_{t \in [0,T]}\)-Brownian motion \( W \) and an adapted continuous d-dimensional process \( X = (X_t)_{t \in [0,T]} \) such that (4) holds P-a.s.

Lemma 1.2 below provides moment bounds for continuous weak solutions of inhomogeneous stochastic Volterra equations. Its proof is based on ideas from [8, Lemma 3.1] where moment bounds for stochastic Volterra equations with convolution kernel \( K(t, s) = \overline{K}(t - s)1_{s \leq t} \) and time-independent coefficients \( b \) and \( \sigma \) are established. We require the following two conditions.

**Assumption (A1).** \( K \) is measurable and it holds \( \sup_{t \in [0,T]} \int_0^t \|K(t, s)\|^2 ds < \infty. \)

**Assumption (A2).** There exists \( c_{LG} \in (0, \infty) \) such that for all \( t \in [0, T], \ x \in \mathbb{R}^d \) it holds \( \|b(t, x)\| + \|\sigma(t, x)\| \leq c_{LG}(1 + \|x\|). \)

**Lemma 1.2.** Assume that \( b \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^d) \) and \( \sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m}) \). Suppose that (A1) and (A2) are satisfied and that \( X = (X_t)_{t \in [0,T]} \) is a continuous weak solution of (4). Then, for all \( p \geq 1 \) there exists a constant \( c \in (0, \infty) \) depending only on \( T, d, m, \|X_0\|, K, c_{LG}, p \) such that
\[
\sup_{t \in [0,T]} E \left[ \|X_t\|^p \right] \leq c. \tag{5}
\]

**Proof.** Throughout the proof let \( p \in (2, \infty) \). The case \( p \in [1, 2] \) then follows from Jensen’s inequality.

For each \( n \in \mathbb{N} \) we define the stopping time \( \tau_n = \inf\{t \geq 0 : \|X_t\| \geq n \} \wedge T \). As in [8, Lemma 3.1] we observe that for all \( n \in \mathbb{N}, \ t \in [0, T] \) we have:
\[
\|X_t\|^p 1_{\{t < \tau_n\}} \leq \left\| X_0 + \int_0^t K(t, s)b(s, X_s 1_{\{s < \tau_n\}})ds + \int_0^t K(t, s)\sigma(s, X_s 1_{\{s < \tau_n\}})dW_s \right\|^p.
\]
It hence holds for all \( n \in \mathbb{N}, \ t \in [0, T] \) that
\[
E \left[ \|X_t\|^p 1_{\{t < \tau_n\}} \right] \leq 3^{p-1} \left( E \left[ \|X_0\|^p \right] + E \left[ \left\| \int_0^t K(t, s)b(s, X_s 1_{\{s < \tau_n\}})ds \right\|^p \right] + E \left[ \left\| \int_0^t K(t, s)\sigma(s, X_s 1_{\{s < \tau_n\}})dW_s \right\|^p \right] \right), \tag{6}
\]
By Lemma A.1 and Fubini’s theorem we have that for all \( n \in \mathbb{N} \), \( t \in [0, T] \)

\[
E \left[ \left\| \int_0^t K(t, s)b(s, X_s1_{\{s<\tau_n\}})ds \right\|^p \right] \\
\leq d^{\frac{m}{p}}T^{\frac{m}{2}} \left( \int_0^t \|K(t, s)\|^2 ds \right)^{\frac{p-2}{p}} \int_0^t \|K(t, s)\|^2 E \left[ \|b(s, X_s1_{\{s<\tau_n\}})\|^p \right] ds. \tag{7}
\]

Applying successively Jensen’s inequality, the Burkholder-Davis-Gundy inequality, Hölder’s inequality (with \( \frac{n-2}{p} + \frac{2}{p} = 1 \)) and Fubini’s theorem yields that there exists \( c_p \in (0, \infty) \) depending only on \( p \) such that for all \( n \in \mathbb{N} \), \( t \in [0, T] \)

\[
E \left[ \left\| \int_0^t K(t, s)\sigma(s, X_s1_{\{s<\tau_n\}})dW_s \right\|^p \right] \\
\leq E \left[ \sup_{r \in [0, t]} \left\| \int_0^{r\wedge t} K(t, s)\sigma(s, X_s1_{\{s<\tau_n\}})dW_s \right\|^p \right] \\
\leq d^{\frac{mp}{p}}c_p E \left[ \left( \int_0^t \|K(t, s)\|^2 ds \right)^{\frac{p-2}{p}} \left( \int_0^t \|K(t, s)\| \|\sigma(s, X_s1_{\{s<\tau_n\}})\|^2 ds \right)^{\frac{1}{p}} \right] \tag{8}
\]

\[
\leq d^{\frac{mp}{p}}c_p \left( \int_0^t \|K(t, s)\|^2 ds \right)^{\frac{p-2}{p}} \int_0^t \|K(t, s)\|^2 E \left[ \|\sigma(s, X_s1_{\{s<\tau_n\}})\|^p \right] ds.
\]

Recall that (A1) ensures that \( \sup_{t \in [0, T]} \int_0^t \|K(t, s)\|^2 ds < \infty \). Observe furthermore that (A2) implies that for all \( n \in \mathbb{N} \), \( s \in [0, T] \) we have \( \|b(s, X_s1_{\{s<\tau_n\}})\|^p + \|\sigma(s, X_s1_{\{s<\tau_n\}})\|^p \leq 2^{p-1}c_{LG}^p(1 + \|X_s1_{\{s<\tau_n\}}\|^p) \). It therefore follows from (6), (7) and (8) that there exists \( c_1 \in (0, \infty) \) depending only on \( T, d, m, \|X_0\|, K, c_{LG}, p \) such that for all \( n \in \mathbb{N} \), \( t \in [0, T] \)

\[
E \left[ \left\| X_t \right\|^p 1_{\{t<\tau_n\}} \right] \leq c_1 + c_1 \int_0^t \|K(t, s)\|^2 E \left[ \|X_s1_{\{s<\tau_n\}}\|^p \right] ds. \tag{9}
\]

As in [8, Lemma 3.1] we want to apply the generalized Gronwall lemma [28, Lemma 9.8.2] with kernel \( \tilde{K} : [0, T] \times [0, T] \to \mathbb{R} \), \( \tilde{K}(t, s) = c_1\|K(t, s)\|^2 1_{s\leq t} \). Note that \( \tilde{K} \) is a scalar Volterra kernel (see [28, Definition 9.2.1]). Due to (A1) and [28, Proposition 9.2.7(i)] we find that \( \tilde{K} \) is of type \( L^\infty \) (see [28, Definition 9.2.2]), and for all \( 0 \leq t_1 < t_2 \leq T \) with \( t_2 - t_1 \) sufficiently small it holds for the norm defined in [28, Definition 9.2.2] that

\[
\| \|\tilde{K}\|_{L^\infty([t_1, t_2])} \leq c_1 \sup_{t \in [t_1, t_2]} \int_{t_1}^t \|K(t, s)\|^2 ds < 1.
\]

Therefore, [28, Corollary 9.3.14] implies that \( -\tilde{K} \) has a resolvent of type \( L^\infty \) on \( [0, T] \) (see [28, Definition 9.3.1]), which we denote by \( \tilde{R} \). By [28, Proposition 9.8.1] and non-positivity of \( -\tilde{K} \) we obtain that also \( \tilde{R} \) is nonpositive. Moreover, observe that for all
$n \in \mathbb{N}$ it holds by definition of $\tau_n$ that $\sup_{t \in [0,T]} E \left[ \|X_t\|^{p_{\{t<\tau_n\}}} \right] \leq n^p$. The generalized Gronwall lemma [28, Lemma 9.8.2] hence implies that for all $n \in \mathbb{N}$ and almost all $t \in [0,T)$

$$E \left[ \|X_t\|^{p_{\{t<\tau_n\}}} \right] \leq c_1 - \int_0^t \tilde{R}(t, s)c_1 ds.$$ 

This yields for all $n \in \mathbb{N}$ that

$$\text{ess sup}_{t \in [0,T]} E \left[ \|X_t\|^{p_{\{t<\tau_n\}}} \right] \leq c_1 + c_1 \text{ess sup}_{t \in [0,T]} \int_0^T |\tilde{R}(t, s)|ds.$$ 

Observe that [28, Proposition 9.2.7(i)] shows that $\text{ess sup}_{t \in [0,T]} \int_0^T |\tilde{R}(t, s)|ds < \infty$. Hence, there exists $c_2 \in (0, \infty)$ which only depends on $T, d, m, \|X_0\|, K, c_{LG}, p$ such that it holds

$$\text{ess sup}_{t \in [0,T]} E \left[ \|X_t\|^{p_{\{t<\tau_n\}}} \right] \leq c_2.$$ 

This together with (9) and (A1) implies that also

$$\sup_{t \in [0,T]} E \left[ \|X_t\|^{p_{\{t<\tau_n\}}} \right] \leq c$$

for some constant $c \in (0, \infty)$ that only depends on $T, d, m, \|X_0\|, K, c_{LG}, p$.

By an application of Fatou’s Lemma and taking the limit $n \to \infty$, we obtain that

$$\sup_{t \in [0,T]} E \left[ \|X_t\|^p \right] \leq c.$$

The following result is a simple consequence of (4) that is used in the proof of Theorem 2.1 in Section 2.

**Lemma 1.3.** Assume that $b \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^d)$ and $\sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m})$. Suppose that (A1) and (A2) are satisfied and that $X = (X_t)_{t \in [0, T]}$ is a continuous weak solution of (4). Then, for all $s, t \in [0, T]$ we have that

$$E[X_s | \mathcal{F}_t] = X_0 + \int_0^s K(s, r)E[b(r, X_r) | \mathcal{F}_t]dr + \int_0^{t \wedge s} K(s, r)\sigma(r, X_r)dW_r. \quad (10)$$

**Proof.** If $s < t$ we have by (4)

$$E[X_s | \mathcal{F}_t] = X_s = X_0 + \int_0^s K(s, r)E[b(r, X_r) | \mathcal{F}_t]dr + \int_0^{t \wedge s} K(s, r)\sigma(r, X_r)dW_r.$$ 

For every $s \in [0, T]$ let $M^s = (M^s_t)_{t \in [0, T]}$ be the process defined by $M^s_t = \int_0^{t \wedge s} K(s, r)\sigma(r, X_r)dW_r, t \in [0, T]$. By assumptions (A1), (A2) and Lemma 1.2 we have

$$E \left[ \langle M^s \rangle_T \right] = E \left[ \int_0^{T \wedge s} \|K(s, r)\sigma(r, X_r)\|^2 \right]$$

$$\leq \left( \sup_{t \in [0,T]} E \left[ \|\sigma(t, X_t)\|^2 \right] \right) \int_0^s \|K(s, r)\|^2 dr < \infty.$$ 

$$\quad (11)$$
For every \( s \in [0, T] \) the process \( M^s \) is hence a martingale.

Therefore, in the case \( s \geq t \) it holds by (4) that

\[
E[X_s|\mathcal{F}_t] = X_0 + E \left[ \int_0^s K(s,r)b(r,X_r)dr \right| \mathcal{F}_t] + E \left[ \int_0^s K(s,r)\sigma(r,X_r)dW_r \right| \mathcal{F}_t]
\]

\[
= X_0 + \int_0^s K(s,r)E[b(r,X_r)|\mathcal{F}_r]dr + \int_0^{t\wedge s} K(s,r)\sigma(r,X_r)dW_r.
\]

2. Conditional Fourier-Laplace functional of affine Volterra processes

In this section we consider affine stochastic Volterra processes, i.e., solutions \( X \) of (4) with some state space \( E \subseteq \mathbb{R}^d \) where the coefficients have the following affine structure.

**Assumption (A3).** Suppose there exist \( b^i \in C([0, T], \mathbb{R}^d), i \in \{0, \ldots, d\} \), such that

\[
b(s,x) = b^0(s) + \sum_{i=1}^d b^i(s)x_i, \quad s \in [0, T], x \in \mathbb{R}^d.
\]

Furthermore, assume there exist \( E \subseteq \mathbb{R}^d \) and \( A^i \in C([0, T], \mathbb{S}^d), i \in \{0, \ldots, d\} \), such that for \( a: [0, T] \times \mathbb{R}^d \rightarrow \mathbb{S}^d \) defined by

\[
a(s,x) = A^0(s) + \sum_{i=1}^d A^i(s)x_i, \quad s \in [0, T], x \in \mathbb{R}^d,
\]

it holds

\[
\sigma(s,x)\sigma(s,x)^T = a(s,x), \quad s \in [0, T], x \in E.
\]

Denote \( B(s) = (b^1(s) \ldots b^d(s)) \in \mathbb{R}^{d \times d}, s \in [0, T] \). Then, \( b(s,x) = b^0(s) + B(s)x \) for all \( s \in [0, T], x \in \mathbb{R}^d \). Furthermore, for any \( s \in [0, T] \) and any row vector \( v \in (\mathbb{C}^d)^* \) we write \( A(s,v) = (vA^1(s)v^T, \ldots, vA^d(s)v^T) \). Note that \( va(s,x)v^T = vA^0(s)v^T + A(s,v)x \), \( s \in [0, T], x \in \mathbb{R}^d, v \in (\mathbb{C}^d)^* \).

Observe that (A3) implies that \( b \) is continuous and has at most linear growth and that \( \sigma \) on \( E \) has at most linear growth.

The following result shows that the conditional Fourier-Laplace functional of an affine Volterra process can be represented in terms of a solution to a Riccati-Volterra equation. It extends [8, Theorem 4.3] to time-dependent coefficients \( b \) and \( \sigma \) and kernels \( K \) that are not necessarily convolution kernels.

**Theorem 2.1.** Suppose that (A3) holds true and that there exists an \( E \)-valued continuous weak solution \( X = (X_t)_{t \in [0,T]} \) of (4). Assume that (A1) and (A2) are satisfied
and that $\sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m})$. Fix $u \in (\mathbb{C}^d)^*$ and $f \in L^1([0, T], (\mathbb{C}^d)^*)$. Let $\psi \in L^2([0, T], (\mathbb{C}^d)^*)$ solve the Riccati-Volterra equation

$$
\psi(t) = uK(T, t) + \int_t^T \left( f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) K(s, t)ds, \quad t \in [0, T].
$$

(12)

Then the $\mathbb{C}$-valued process $Y = (Y_t)_{t \in [0, T]}$ defined by

$$
Y_t = Y_0 + \int_0^t \psi(s)\sigma(s, X_s)dW_s - \frac{1}{2}\int_0^t \psi(s)a(s, X_s)\psi(s)^Tds, \quad t \in [0, T],
$$

$$
Y_0 = uX_0 + \int_0^T f(s)X_0 + \psi(s)b(s, X_0) + \frac{1}{2}\psi(s)a(s, X_0)\psi(s)^Tds
$$

satisfies

$$
Y_t = E\left[ uX_T + \int_0^T f(s)X_sds \mid \mathcal{F}_t \right] + \frac{1}{2}\int_0^T \psi(s)a(s, E[X_s|\mathcal{F}_t])\psi(s)^Tds, \quad t \in [0, T].
$$

(13)

The process $\exp(Y)$ is a local martingale and if it is a true martingale it holds

$$
E\left[ \exp\left( uX_T + \int_0^T f(s)X_sds \right) \mid \mathcal{F}_t \right] = \exp(Y_t), \quad t \in [0, T].
$$

(14)

**Proof.** As in the proof of [8, Theorem 4.3] we define the process $\tilde{Y}$ by

$$
\tilde{Y}_t = E\left[ uX_T + \int_0^T f(s)X_sds \mid \mathcal{F}_t \right] + \frac{1}{2}\int_0^T \psi(s)a(s, E[X_s|\mathcal{F}_t])\psi(s)^Tds, \quad t \in [0, T],
$$

and we first show that $\tilde{Y}_0 = Y_0$. We have

$$
\tilde{Y}_0 - Y_0 = uE[X_T - X_0|\mathcal{F}_0] + \int_0^T f(s)E[X_s|\mathcal{F}_0]ds - \int_0^T f(s)X_0ds - \int_0^T \psi(s)b(s, X_0)ds
$$

$$
+ \frac{1}{2}\int_0^T \psi(s)a(s, E[X_s|\mathcal{F}_0])\psi(s)^Tds - \frac{1}{2}\int_0^T \psi(s)a(s, X_0)\psi(s)^Tds.
$$

Since $va(s, x)v^T = vA^0(s)v^T + A(s, v)x$ for all $s \in [0, T], x \in \mathbb{R}^d, v \in (\mathbb{C}^d)^*$, it holds that

$$
\int_0^T \psi(s)a(s, E[X_s|\mathcal{F}_0])\psi(s)^Tds = \int_0^T \psi(s)a(s, X_0)\psi(s)^Tds = \int_0^T A(s, \psi(s))E[X_s - X_0|\mathcal{F}_0]ds.
$$

Therefore, we obtain that

$$
\tilde{Y}_0 - Y_0 = uE[X_T - X_0|\mathcal{F}_0] + \int_0^T f(s)E[X_s - X_0|\mathcal{F}_0]ds - \int_0^T \psi(s)b(s, X_0)ds
$$

$$
+ \frac{1}{2}\int_0^T A(s, \psi(s))E[X_s - X_0|\mathcal{F}_0]ds.
$$

(16)
Moreover, since for any \( s \in [0, T] \) the process \( \int_0^s K(s, r) \sigma(r, X_r) dW_r \) is a true martingale (see (11)) and using Fubini’s theorem, we have for all \( t \in [0, T] \) that

\[
E[X_t - X_0 | \mathcal{F}_0] = E \left[ \int_0^t K(t, s)b(s, X_s)ds + \int_0^t K(t, s)\sigma(s, X_s)dW_s \right | \mathcal{F}_0] = \int_0^t K(t, s)E[b(s, X_s)|\mathcal{F}_0]ds = \int_0^t K(t, s) \left( b^0(s) + B(s)E[X_s|\mathcal{F}_0] \right) ds = \int_0^t K(t, s)b(s, E[X_s|\mathcal{F}_0])ds.
\]

Together with Fubini’s theorem it follows that

\[
\int_0^T A(s, \psi(s))E[X_s - X_0 | \mathcal{F}_0]ds = \int_0^T A(s, \psi(s)) \left( \int_0^s K(s, r)b(r, E[X_r|\mathcal{F}_0])dr \right) ds = \int_0^T \int_0^r A(s, \psi(s))K(s, r)b(r, E[X_r|\mathcal{F}_0])dr ds = \int_0^T \int_r^T A(s, \psi(s))K(s, r)b(r, E[X_r|\mathcal{F}_0])ds dr
\]

The Riccati-Volterra equation (12) then yields that

\[
\frac{1}{2} \int_0^T A(s, \psi(s))E[X_s - X_0 | \mathcal{F}_0]ds = \int_0^T \left( \psi(r) - uK(T, r) - \int_r^T (f(s) + \psi(s)B(s)) K(s, r)ds \right) b(r, E[X_r|\mathcal{F}_0])dr.
\]

Observe furthermore that we have

\[
\int_0^T \psi(s)b(s, X_0)ds = \int_0^T \psi(s)b(s, E[X_s|\mathcal{F}_0])ds - \int_0^T \psi(s)B(s)E[X_s - X_0 | \mathcal{F}_0]ds \tag{19}
\]

and by (17)

\[
uE[X_T - X_0 | \mathcal{F}_0] = u \int_0^T K(T, s)b(s, E[X_s|\mathcal{F}_0])ds. \tag{20}
\]

By substituting (18), (19) and (20) into (16) we obtain

\[
\tilde{Y}_0 - Y_0
\]

\[
= u \int_0^T K(T, s)b(s, E[X_s|\mathcal{F}_0])ds + \int_0^T f(s)E[X_s - X_0 | \mathcal{F}_0]ds
\]

\[
- \int_0^T \psi(s)b(s, E[X_s|\mathcal{F}_0])ds + \int_0^T \psi(s)B(s)E[X_s - X_0 | \mathcal{F}_0]ds
\]

\[
+ \int_0^T \left( \psi(r) - uK(T, r) - \int_r^T (f(s) + \psi(s)B(s)) K(s, r)ds \right) b(r, E[X_r|\mathcal{F}_0])dr
\]

\[
= \int_0^T (f(s) + \psi(s)B(s)) E[X_s - X_0 | \mathcal{F}_0]ds - \int_0^T \int_r^T (f(s) + \psi(s)B(s)) K(s, r)ds b(r, E[X_r|\mathcal{F}_0])dr.
\]

\[
\text{10}
\]
It further follows from (17) and using Fubini’s theorem that
\[
\int_0^T (f(s) + \psi(s)B(s)) E[X_s - X_0|\mathcal{F}_0]ds = \int_0^T (f(s) + \psi(s)B(s)) \left( \int_0^s K(s,r)b(r, E[X_r|\mathcal{F}_0])dr \right) ds
\]
\[
= \int_0^T \int_r^T (f(s) + \psi(s)B(s)) K(s,r)b(r, E[X_r|\mathcal{F}_0])dsdr.
\]

We have thus shown that $\tilde{Y}_0 = Y_0$.

Next, in order to prove that $\tilde{Y} = Y$, let $t \in [0, T]$ and observe that
\[
\tilde{Y}_t = E \left[ uX_T + \int_0^T f(s)X_s ds \right]_{\mathcal{F}_t} + \frac{1}{2}\int_0^T \psi(s)a(s, E[X_s|\mathcal{F}_t])\psi(s)^T ds
\]
\[
- \frac{1}{2}\int_0^t \psi(s)a(s, E[X_s|\mathcal{F}_t])\psi(s)^T ds
\]
\[
= uE[X_T|\mathcal{F}_t] + \int_0^T f(s)E[X_s|\mathcal{F}_t]ds + \frac{1}{2}\int_0^T \psi(s)A^0(s)\psi(s)^T ds
\]
\[
+ \frac{1}{2}\int_0^T A(s, \psi(s))E[X_s|\mathcal{F}_t]ds - \frac{1}{2}\int_0^t \psi(s)a(s, X_s)\psi(s)^T ds.
\]

Let $C \in \mathbb{C}$ denote a quantity that does not depend on $t$ and note that we allow $C$ to change from line to line. Then, we have
\[
\tilde{Y}_t - Y_t = C + uE[X_T|\mathcal{F}_t] + \int_0^T f(s)E[X_s|\mathcal{F}_t]ds + \frac{1}{2}\int_0^T A(s, \psi(s))E[X_s|\mathcal{F}_t]ds
\]
\[
- \int_0^t \psi(s)\sigma(s, X_s)dW_s.
\]

It follows from Lemma 1.3 that
\[
\tilde{Y}_t - Y_t = C + \int_0^T f(s)E[X_s|\mathcal{F}_t]ds + \int_0^T \left( uK(T, s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) E[X_s|\mathcal{F}_t]ds
\]
\[
+ \int_0^t (uK(T, s) - \psi(s)) \sigma(s, X_s)dW_s.
\]

We apply Lemma 1.3 once again to obtain
\[
\tilde{Y}_t - Y_t = C + \int_0^T f(s)E[X_s|\mathcal{F}_t]ds
\]
\[
+ \int_0^T \left( uK(T, s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) \left( \int_0^s K(s,r)b(r, E[X_r|\mathcal{F}_t])dr \right) ds
\]
\[
+ \int_0^T \left( uK(T, s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) \left( \int_0^{T\wedge s} K(s,r)\sigma(r, X_r)dW_r \right) ds
\]
\[
+ \int_0^t (uK(T, s) - \psi(s)) \sigma(s, X_s)dW_s.
\]
Note that by the Riccati-Volterra equation (12) it holds for all \( s \in [0,t] \)

\[
u K(T, s) - \psi(s) = - \int_s^T \left( f(r) + \psi(r)B(r) + \frac{1}{2} A(r, \psi(r)) \right) K(r, s)dr.
\] (22)

The stochastic Fubini theorem (see [38, Theorem 2.2]) implies that

\[
\int_0^t (uK(T, s) - \psi(s)) \sigma(s, X_s) dW_s
\]

\[
= - \int_0^t \int_s^T \left( f(r) + \psi(r)B(r) + \frac{1}{2} A(r, \psi(r)) \right) K(r, s)\sigma(s, X_s)drdW_s
\]

\[
= - \int_0^T \left( f(r) + \psi(r)B(r) + \frac{1}{2} A(r, \psi(r)) \right) \left( \int_0^{t \wedge r} K(r, s)\sigma(s, X_s) dW_s \right) dr.
\] (23)

To justify the application of this theorem, note that for \( \varphi : [0, T] \times [0, t] \times \mathbb{R}^d \to (\mathbb{C}^d)^* \), \( \varphi(r, s, x) = (f(r) + \psi(r)B(r) + \frac{1}{2} A(r, \psi(r))) K(r, s)\sigma(s, x)1_{[0,r]}(s) \) with components \( \varphi_k \), \( k \in \{1, \ldots, m\} \), it holds

\[
\sum_{k=1}^m \left[ \int_0^T \left( \int_0^t \left( \text{Re} \, \varphi_k(r, s, X_s) \right)^2 ds \right) \right]^{\frac{1}{2}} dr + \int_0^T \left( \int_0^t \left( \text{Im} \, \varphi_k(r, s, X_s) \right)^2 ds \right)^{\frac{1}{2}} dr \leq \sqrt{2m} \int_0^T \left( \int_0^t \|\varphi(r, s, X_s)\|^2 ds \right)^{\frac{1}{2}} dr
\]

\[
= \sqrt{2m} \int_0^T \|f(r) + \psi(r)B(r) + \frac{1}{2} A(r, \psi(r))\| \left( \int_0^{t \wedge r} \|K(r, s)\|^2 \|\sigma(s, X_s)\|^2 ds \right)^{\frac{1}{2}} dr
\]

\[
\leq \sqrt{2m} \left( \sup_{s \in [0,T]} \|\sigma(s, X_s)\| \right) \left( \sup_{r \in [0,T]} \int_0^r \|K(r, s)\|^2 ds \right)^{\frac{1}{2}} \int_0^T \left( \|f(r)\| + \|\psi(r)B(r)\| + \frac{1}{2} \|A(r, \psi(r))\| \right) dr.
\] (24)

Since \( \sigma \) is at most of linear growth and \( X \) is continuous we obtain that \( \sup_{s \in [0,T]} \|\sigma(s, X_s)\| < \infty \). Furthermore, \( \sup_{r \in [0,T]} \int_0^r \|K(r, s)\|^2 ds \) is finite by assumption (A1). Moreover, since \( b^1, \ldots, b^d \) and \( A^1, \ldots, A^d \) are continuous and hence bounded on \( [0,T] \) (recall (A3)), there exists \( c \in (0, \infty) \) such that for all \( r \in [0, T] \), \( \|\psi(r)B(r)\| \leq c\|\psi(r)\| \) and \( \|A(r, \psi(r))\| \leq c\|\psi(r)\|^2 \). Now, we conclude from \( f \in L^1([0, T], (\mathbb{C}^d)^*) \) and \( \psi \in L^2([0, T], (\mathbb{C}^d)^*) \) that (24) is finite. We thus can apply [38, Theorem 2.2] to each \( \mathbb{R} \)-valued integral \( \int_0^t \int_0^T \text{Re} \, \varphi_k(r, s, X_s) dW_s^{(k)} \), \( \int_0^t \int_0^T \text{Im} \, \varphi_k(r, s, X_s) dW_s^{(k)} \), \( k \in \{1, \ldots, m\} \).
Combining (23) and (21) implies that
\[
\tilde{Y}_t - Y_t = C + \int_0^T f(s)E[X_s | \mathcal{F}_t]ds \\
+ \int_0^T \left( uK(T, s)B(s) + \frac{1}{2}A(s, \psi(s)) \right) \left( \int_0^s K(s, r)E[b(r, X_r) | \mathcal{F}_t]dr \right) ds \\
+ \int_0^T (uK(T, s)B(s) - f(s) - \psi(s)B(s)) \left( \int_0^{t \wedge s} K(s, r)\sigma(r, X_r)dW_r \right) ds.
\]

Observe that by Lemma 1.3 it holds for all \( s \in [0, T] \)
\[
\int_0^{t \wedge s} K(s, r)\sigma(r, X_r)dW_r = E[X_s | \mathcal{F}_t] - X_0 - \int_0^s K(s, r)E[b(r, X_r) | \mathcal{F}_t]dr
\]
which implies
\[
\tilde{Y}_t - Y_t = C + \int_0^T f(s)E[X_s | \mathcal{F}_t]ds \\
+ \int_0^T \left( \frac{1}{2}A(s, \psi(s)) + f(s) + \psi(s)B(s) \right) \left( \int_0^s K(s, r)E[b(r, X_r) | \mathcal{F}_t]dr \right) ds \\
+ \int_0^T (uK(T, s)B(s) - f(s) - \psi(s)B(s)) E[X_s | \mathcal{F}_t]ds \\
= C + \int_0^T \left( \frac{1}{2}A(s, \psi(s)) + f(s) + \psi(s)B(s) \right) \left( \int_0^s K(s, r)B(r)E[X_r | \mathcal{F}_t]dr \right) ds \\
+ \int_0^T (uK(T, s)B(s) - \psi(s)B(s)) E[X_s | \mathcal{F}_t]ds.
\]

(25)

It further holds, using Fubini’s theorem and subsequently the Riccati-Volterra equation (12), that
\[
\int_0^T \left( \frac{1}{2}A(s, \psi(s)) + f(s) + \psi(s)B(s) \right) \left( \int_0^s K(s, r)B(r)E[X_r | \mathcal{F}_t]dr \right) ds \\
= \int_0^T \left( \int_r^T \left( \frac{1}{2}A(s, \psi(s)) + f(s) + \psi(s)B(s) \right) K(s, r)ds \right) B(r)E[X_r | \mathcal{F}_t]dr \\
= \int_0^T (\psi(r) - uK(T, r)) B(r)E[X_r | \mathcal{F}_t]dr.
\]

(26)

It follows from (25) and (26) that \( \tilde{Y}_t - Y_t = C \). The fact that \( \tilde{Y}_0 = Y_0 \) implies that \( C = 0 \) and hence \( \tilde{Y} = Y \).

For the remaining claims, note that by (13), \( Y + \frac{1}{2}Y \) is a local martingale and hence \( \exp(Y) \) is a local martingale. Since \( Y_T = uX_T + \int_0^T f(s)X_sds \) (cf. (14)), we have \( E \left[ \exp \left( uX_T + \int_0^T f(s)X_sds \right) | \mathcal{F}_t \right] = \exp(Y_t) \) for all \( t \in [0, T] \) if \( \exp(Y) \) is a true martingale.
In the special case where \( K = \text{Id}_d \) and where the coefficients \( b \) and \( \sigma \) are time-independent and exhibit an affine structure as in assumption (A3), the solution \( X \) of (4) is an affine diffusion process in the classical sense (see, e.g., [24] and [18]). The conditional Fourier-Laplace transform of such an affine process, under appropriate regularity conditions, has an exponential-affine structure \( \exp(\phi(T - t) + \chi(T - t)X_t), \ t \in [0, T], \) where \( \phi \) and \( \chi \) are determined by the solution of a Riccati equation (see e.g. [24, Definition 2.1 and Theorem 2.2]). For affine stochastic Volterra processes with convolution kernels \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, \ s, t \in [0, T], \) and affine time-independent coefficients \( b \) and \( \sigma \) it is shown in [8] that at time zero such an exponential-affine structure \( \exp(\phi(T) + \chi(T)X_0) \) holds true as well (see the discussion after [8, Theorem 4.3]). Theorem 2.1 above implies that also for an inhomogeneous kernel \( K \) and time-dependent coefficients \( b \) and \( \sigma \), the Fourier-Laplace transform at time zero still has this form. This is the content of the following remark.

**Remark 2.2.** Under the assumptions and with the notation of Theorem 2.1 it holds for \( \phi: [0, T] \to \mathbb{C} \) and \( \chi: [0, T] \to (\mathbb{C}^d)^* \) defined by

\[
\phi(t) = \int_{T-t}^{T} \psi(s)b^0(s) + \frac{1}{2}\psi(s)A^0(s)\psi(s)^Tds, \quad t \in [0, T],
\]

\[
\chi(t) = u + \int_{T-t}^{T} f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s))ds, \quad t \in [0, T],
\]

that

\[
Y_0 = \phi(T) + \chi(T)X_0.
\]

It follows that if \( e^Y \) is a true martingale, then

\[
E\left[ \exp\left( uX_T + \int_{0}^{T} f(s)X_sds \right) \right] = \exp(\phi(T) + \chi(T)X_0).
\]

3. **Volterra processes with convolution kernel**

Throughout this section, we assume that the kernel \( K: [0, T] \times [0, T] \to \mathbb{R}^{d \times d} \) in (4) is a convolution kernel, i.e., there exists \( \overline{K}: [0, T] \to \mathbb{R}^{d \times d} \) such that \( K(t, s) = \overline{K}(t - s)1_{s \leq t} \) for all \( s, t \in [0, T]. \) The stochastic Volterra equation (4) thus becomes

\[
X_t = X_0 + \int_{0}^{t} K(t-s)b(s, X_s)ds + \int_{0}^{t} K(t-s)\sigma(s, X_s)dW_s, \quad t \in [0, T].
\]

In the case of time-independent coefficients \( b \) and \( \sigma \) the paper [8] establishes existence results for (30). In Subsection 3.1 we apply these results to the time-space process \( (t, X_t)^T, \ t \in [0, T], \) to obtain existence results for (30) also in the setting with time-dependent \( b \) and \( \sigma. \) Subsection 3.2 combines the convolution case with the affine setting from Section 2. In Theorem 3.7 we establish that \( Y \) from Theorem 2.1 is an affine function of \( X. \) This generalizes [8, Theorem 4.5] to time-dependent coefficients.

We first draw some consequences from Theorem 2.1 for the special case of a convolution kernel \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, \ s, t \in [0, T]. \)
Definition 3.1. $\mathcal{K}$ is said to admit a resolvent of the first kind if there exists an $\mathbb{R}^{d \times d}$-valued measure $\mathcal{L}$ on $[0, T]$ which is of bounded variation and satisfies $\mathcal{K} \ast \mathcal{L} = \mathcal{L} \ast \mathcal{K} = \text{Id}_d$ (see also [28, Definition 5.5.1]).

There is at most one resolvent of the first kind for a given kernel $\mathcal{K} \in L^1([0, T], \mathbb{R}^{d \times d})$ (see [28, Theorem 5.5.2]). Moreover, if a scalar kernel $k \in L^1([0, T], [0, \infty))$ is not identically zero and nonincreasing, it follows from [28, Theorem 5.5.5] that $k$ possesses a resolvent of the first kind $L$ and $L$ is nonnegative.

The next remark provides a reformulation of the Riccati-Volterra equation (12), if $\mathcal{K}$ admits a resolvent of the first kind.

Remark 3.2. Suppose that $K(t, s) = \mathcal{K}(t-s)1_{s \leq t}, s, t \in [0, T]$, and that (A1) and (A3) for some $E \subseteq \mathbb{R}^d$ are satisfied, and fix $u \in (\mathbb{C}^d)^*$, $f \in L^1([0, T], (\mathbb{C}^d)^*)$. If $\mathcal{K}$ admits a resolvent of the first kind $\mathcal{L}$, then the Riccati-Volterra equation (12) is equivalent to

$$\int_{[0, T-t]} \psi(t+s)\mathcal{L}(ds) = u + \int_t^T f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s))ds, \quad t \in [0, T].$$

(31)

Using the notation for convolutions, this can be written as

$$(\psi(T - \cdot) \ast \mathcal{L})(t) = u + \int_{T-t}^T f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s))ds, \quad t \in [0, T].$$

(32)

We next examine further the subcase of a fractional kernel.

Remark 3.3. Let $\alpha_1, \ldots, \alpha_d \in \left(\frac{1}{2}, 1\right]$ and let $\mathcal{K} = \text{diag}(\mathcal{K}_1, \ldots, \mathcal{K}_d)$ with $\mathcal{K}_i(t) = \frac{t^{\alpha_i - 1}}{\Gamma(\alpha_i)}$, $i \in \{1, \ldots, d\}$. Define $\mathcal{L} = \text{diag}(\mathcal{L}_1, \ldots, \mathcal{L}_d)$ to be the $\mathbb{R}^{d \times d}$-valued measure on $[0, T]$ which satisfies $\mathcal{L}_i(dt) = \frac{t^{\alpha_i - 1}}{\Gamma(1-\alpha_i)}dt$ if $\alpha_i < 1$ and $\mathcal{L}_i(dt) = \delta_0(dt)$ if $\alpha_i = 1$. Then it holds that $\mathcal{K} \ast \mathcal{L} = \mathcal{L} \ast \mathcal{K} = \text{Id}_d$ and hence $\mathcal{L}$ is the resolvent of the first kind of $\mathcal{K}$.

Observe that for any $F \in L^2([0, T], (\mathbb{C}^d)^*)$ it holds

$$(F \ast \mathcal{L})(t) = (I^{1-\alpha_1}F_1(t), \ldots, I^{1-\alpha_d}F_d(t)) =: (I^{1-\alpha}F)(t),$$

(33)

where $I^\beta$ for $\beta \geq 0$ denotes the Riemann–Liouville integral operator. Recall also that for $\beta \geq 0$, $D^\beta = \frac{d}{dt} I^{1-\beta}$ denotes the Riemann-Liouville fractional derivative. Let (A3) hold true for some $E \subseteq \mathbb{R}^d$ and fix $u \in (\mathbb{C}^d)^*$, $f \in L^1([0, T], (\mathbb{C}^d)^*)$. In view of (33) and (32) we have that $\psi \in L^2([0, T], (\mathbb{C}^d)^*)$ solves the Riccati-Volterra equation (12) if and only if for all $i \in \{1, \ldots, d\}$, $t \in [0, T]$, it holds that

$$(D^\alpha_i \tilde{\psi}_i)(t) = f_i(T-t) + \tilde{\psi}(t) \tilde{b}_i(T-t) + \frac{1}{2} \tilde{\psi}(t) A_i(T-t) \tilde{\psi}(t)^T, \quad (I^{1-\alpha_i} \tilde{\psi}_i)(0) = u_i, \quad (34)$$

where $\tilde{\psi} = \psi(T - \cdot)$.

Suppose now that $\tilde{\psi} \in L^2([0, T], (\mathbb{C}^d)^*)$ solves (34). Furthermore, assume that $\sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m})$, that (A2) holds, that there exists an $E$-valued continuous weak solution $X = (X_t)_{t \in [0, T]}$ of (30) and that $e^Y$ with $Y$ defined by (13) is a true martingale. Then, with $\phi$ defined by (27), it follows from (29), (32) and (33) that

$$E \left[ \exp \left( u X_T + \int_0^T f(s)X_sds \right) \right] = \exp \left( \phi(T) + (I^{1-\alpha} \tilde{\psi})(T)X_0 \right).$$

(35)
3.1. Existence of solutions in the convolution case

In the present subsection we make the following assumption, where $\mathbf{K}_{ij}: [0, T] \to \mathbb{R}$, $i, j \in \{1, \ldots, d\}$, denote the components of the kernel $\mathbf{K}: [0, T] \to \mathbb{R}^{d \times d}$:

**Assumption (A4).** There exist $\gamma \in (0, 2]$ and $c \in (0, \infty)$ such that for all $i, j \in \{1, \ldots, d\}$ it holds $\int_0^t \left( (\mathbf{K}_{ij}(t-u))^2 \right) du \leq c(t-s)^{\gamma}$ and $\int_0^s \left( \mathbf{K}_{ij}(t-u) - \mathbf{K}_{ij}(s-u) \right)^2 du \leq c(t-s)^{\gamma}$ for all $0 \leq s < t \leq T$.

Assumption (A4) guarantees that processes of the form $\int_0^t \mathbf{K}(\cdot-s)\mathbf{b}_sds + \int_0^t \mathbf{K}(\cdot-s)\mathbf{a}_sdW_s$ have a Hölder continuous version under appropriate assumptions on the processes $\mathbf{a}$ and $\mathbf{b}$ (cf. [8, Lemma 2.4]). This result plays an important role in the proofs of the existence results (Theorems 3.3, 3.4 and 3.6) in [8]. Observe that for a convolution kernel, assumptions (A1) and (A4) together are the same as condition (2.5) in [8].

In order to apply results from [8] we introduce the following coefficients that do not depend on time: Let $\mathbf{b}: \mathbb{R}^{d+1} \to \mathbb{R}^{d+1}$ be defined by $\tilde{b}_1(x) = 1$, $x \in \mathbb{R}^{d+1}$, and for $j \in \{2, \ldots, d+1\}$

$$\tilde{b}_j(x) = \begin{cases} b_{j-1}(x), & x \in [0, T] \times \mathbb{R}^d, \\ b_{j-1}(0, (x_2, \ldots, x_{d+1})^T), & x \in (-\infty, 0) \times \mathbb{R}^d, \\ b_{j-1}(T, (x_2, \ldots, x_{d+1})^T), & x \in (T, \infty) \times \mathbb{R}^d. \end{cases}$$

Furthermore, let $\mathbf{\sigma}: \mathbb{R}^{d+1} \to \mathbb{R}^{(d+1)\times m}$ be defined by $\tilde{\sigma}_{1,k}(x) = 0$, $x \in \mathbb{R}^{d+1}$, $k \in \{1, \ldots, m\}$, and for $j \in \{2, \ldots, d+1\}$, $k \in \{1, \ldots, m\}$

$$\tilde{\sigma}_{j,k}(x) = \begin{cases} \sigma_{j-1,k}(x), & x \in [0, T] \times \mathbb{R}^d, \\ \sigma_{j-1,k}(0, (x_2, \ldots, x_{d+1})^T), & x \in (-\infty, 0) \times \mathbb{R}^d, \\ \sigma_{j-1,k}(T, (x_2, \ldots, x_{d+1})^T), & x \in (T, \infty) \times \mathbb{R}^d. \end{cases}$$

We also define a convolution kernel $\mathbf{\tilde{K}}: [0, T] \to \mathbb{R}^{(d+1)\times(d+1)}$ by $\mathbf{\tilde{K}}_{i,j}(t) = \mathbf{\tilde{K}}_{i-1,j-1}(t)$, $i, j \in \{2, \ldots, d+1\}$, and $\mathbf{\tilde{K}}_{1,1}(t) = 1$ and $\mathbf{\tilde{K}}_{i,j}(t) = 0 = \mathbf{\tilde{K}}_{j,1}(t)$, $j \in \{2, \ldots, d+1\}$ for all $t \in [0, T]$. Moreover, let $X_0 = (0, X_0)^T$. We then consider the $(d+1)$-dimensional homogeneous stochastic Volterra equation

$$\tilde{X}_t = \tilde{X}_0 + \int_0^t \mathbf{\tilde{K}}(t-s)\tilde{b}(\tilde{X}_s)ds + \int_0^t \mathbf{\tilde{K}}(t-s)\mathbf{\tilde{\sigma}}(\tilde{X}_s)dW_s, \quad t \in [0, T]. \quad (36)$$

Note that if $\mathbf{K}$ satisfies (A1) and (A4), the same holds true for $\mathbf{\tilde{K}}$. Furthermore, if $\mathbf{K}$ admits a resolvent of the first kind $\mathbf{T}$ (see Definition 3.1), we can obtain a resolvent of the first kind for $\mathbf{\tilde{K}}$ by setting $\hat{L}_{1,1} = \delta_0$, $\hat{L}_{1,j} \equiv 0 \equiv \hat{L}_{j,1}$, $j \in \{2, \ldots, d+1\}$, and $\hat{L}_{i,j} = \mathbf{T}_{i-1,j-1}$, $i, j \in \{2, \ldots, d+1\}$. Observe furthermore that Lipschitz continuity of $b, \sigma$ passes on to $\mathbf{b}, \mathbf{\sigma}$. Moreover, if $b, \sigma$ are continuous and satisfy the linear growth condition (A2), then also $\mathbf{b}, \mathbf{\sigma}$ are continuous with (A2).

Note that if there exists a continuous solution $\tilde{X}$ of (36), its first component satisfies $\tilde{X}_t^{(1)} = t$ for all $t \in [0, T]$. Therefore, we have for all $j \in \{2, \ldots, d+1\}$, $k \in \{1, \ldots, m\}$
that \( \tilde{b}_j(\tilde{X}_s) = b_{j-1}(s, (\tilde{X}_s^{(2)}, \ldots, \tilde{X}_s^{(d+1)})^T) \) and \( \tilde{\sigma}_{j,k}(\tilde{X}_s) = \sigma_{j-1,k}(s, (\tilde{X}_s^{(2)}, \ldots, \tilde{X}_s^{(d+1)})^T) \)
for all \( s \in [0, T] \). This implies that \( (\tilde{X}^{(2)}, \ldots, \tilde{X}^{(d+1)})^T \) is a continuous solution of (4).

**Proposition 3.4.** Assume that \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, s, t \in [0, T] \), and suppose that (A1) and (A4) are satisfied. Let the coefficients \( b, \sigma \) be Lipschitz continuous. Then (30) admits a unique continuous strong solution.

**Proof.** This holds true by [8, Theorem 3.3] and the arguments preceding Proposition 3.4. \( \square \)

**Proposition 3.5.** Assume that \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, s, t \in [0, T] \), and suppose that (A1) and (A4) are satisfied. Furthermore, assume that \( \overline{K} \) admits a resolvent of the first kind \( \overline{T} \). Suppose that \( b \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^d) \) and \( \sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m}) \) satisfy (A2). Then (30) admits a continuous weak solution.

**Proof.** This follows from [8, Theorem 3.4] and the arguments preceding Proposition 3.4. \( \square \)

**Proposition 3.6.** Assume that \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, s, t \in [0, T] \), is diagonal and for each \( i \in \{1, \ldots, d\} \), \( \overline{K}_{ii} \) satisfies (A1) and (A4) and is nonnegative, not identically zero, nonincreasing and continuous on \( (0, T] \), and its resolvent of the first kind \( \overline{T}_{ii} \) is nonnegative and for all \( t \in [0, T] \), the function \([0, T - t] \ni s \mapsto \overline{T}_{ii}([s, s + t])\) is nonincreasing. Furthermore, assume that \( b \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^d) \) and \( \sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m}) \) satisfy (A2) and that for all \( t \in [0, T] \), \( i \in \{1, \ldots, d\} \), \( k \in \{1, \ldots, m\} \) and all \( x \in \mathbb{R}^d \) with \( x_i = 0 \) it holds \( b_i(t, x) \geq 0 \) and \( \sigma_{i,k}(t, x) = 0 \). Assume that \( X_0 \in [0, \infty)^d \). Then (30) admits a \([0, \infty)^d\)-valued continuous weak solution.

**Proof.** In this setting, similarly as above, the assumptions on \( \overline{K}, \overline{T}, b, \sigma \) and \( X_0 \) imply that \( \overline{K}, \overline{L}, \overline{b}, \overline{\sigma} \) and \( \overline{X} \) satisfy the conditions of [8, Theorem 3.6]. This yields the claim. \( \square \)

### 3.2. Affine Volterra processes with convolution kernel

In this subsection we consider stochastic Volterra equations with a convolution kernel, where the coefficients moreover possess an affine structure as in (A3).

Recall that the conditional Fourier-Laplace transform at time \( t \in [0, T] \) of a classical affine diffusion process \( X \) is exponential-affine in \( X_t \) (see the discussion after Theorem 2.1). This property does not generalize to affine Volterra processes since these processes are typically not Markovian. In [8, Theorem 4.3 and Theorem 4.5] it is shown that the conditional Fourier-Laplace transform at time \( t \in [0, T] \) of an affine stochastic Volterra process \( X \) with convolution kernel \( K(t, s) = \overline{K}(t - s)1_{s \leq t}, s, t \in [0, T] \), and time-independent coefficients \( b \) and \( \sigma \) has an exponential-affine structure in the past trajectory \((X_s)_{s \in [0,t]} \). Theorem 3.7 below combined with Theorem 2.1 extends this result to the case of time-dependent coefficients. Representation (39) for \( Y \) in Theorem 3.7 below is convenient for proving that in the inhomogeneous Volterra-Heston model (see Section 4), \( e^Y \) is a true martingale (see Proposition 4.3).
Theorem 3.7. Let $K(t, s) = \mathbf{K}(t - s)1_{s \leq t}$, $s, t \in [0, T]$. Suppose that (A3) holds true and that there exists an $E$-valued continuous weak solution $X = (X_t)_{t \in [0, T]}$ of (30). Assume that (A1) and (A2) are satisfied and that $\sigma \in C([0, T] \times \mathbb{R}^d, \mathbb{R}^{d \times m})$. Furthermore, assume that $\mathbf{K}$ is continuous on $(0, T)$ and admits a resolvent of the first kind $\mathbf{L}$ and that $\sup_{r \leq T} \|(\Delta_r \mathbf{K}) \ast \mathbf{L}\|_{TV} < \infty$. Fix $u \in (\mathbb{C}^d)^*$ and $f \in L^1 ([0, T], (\mathbb{C}^d)^*)$. Let $\psi \in L^2 ([0, T], (\mathbb{C}^d)^*)$ solve the Riccati-Volterra equation (12) and let $Y$ be defined by (13).

(i) It holds that $\psi(t - \cdot) \ast \mathbf{L} : [0, t] \rightarrow (\mathbb{C}^d)^*$ is right-continuous and of bounded variation, and that

$$
Y_t = \left( \int_{[0, t]} \psi(s)\mathbf{L}(ds) \right) X_0 + \psi(t)\mathbf{L}(\{0\})X_t - \left( \int_{[0, t]} \psi(s)\mathbf{L}(ds) \right) X_t
+ \int_{[0, t]} \left( \int_0^t \psi(s)b^0(s)ds \right) X_t - \int_0^t \left( \int_0^s \psi(s)(B(s) + \frac{1}{2}A(s, \psi(s))) ds \right) X_s ds,
$$

$t \in [0, T].$ (37)

(ii) For all $t \in [0, T]$ let

$$
g_t : [0, t] \rightarrow (\mathbb{C}^d)^*, \quad g_t(r) = -\int_{[r, r - t + r]} \psi(t - r + s)\mathbf{L}(ds), \quad r \in [0, t].$$

It then holds for all $t \in [0, T]$ that $g_t : [0, t] \rightarrow (\mathbb{C}^d)^*$ is right-continuous and of bounded variation, and that

$$
Y_t = -g_t(t)X_0 + \psi(t)\mathbf{L}(\{0\})X_t + \int_{[0, t]} (dg_t(s))X_{t-s} + \int_0^t f(s)X_s ds
+ \int_t^T \psi(s)b^0(s)ds + \frac{1}{2} \int_t^T \psi(s)A^0(s)\psi(s)Tds,
$$

$t \in [0, T].$ (39)

**Proof.** 1. Note first that for all $t \in [0, T]$ it holds

$$
g_t = \psi(t - \cdot) \ast \mathbf{L} - (\psi(T - \cdot) \ast \mathbf{L})(T - t + \cdot),$$

and that we prove in part 2 below that for all $t \in [0, T]$ the function $\psi(t - \cdot) \ast \mathbf{L} : [0, t] \rightarrow (\mathbb{C}^d)^*$ is right-continuous and of bounded variation. Since (32) shows that $\psi(T - \cdot) \ast \mathbf{L}$ is continuous and of bounded variation, it then follows that for all $t \in [0, T]$ also $g_t : [0, t] \rightarrow (\mathbb{C}^d)^*$ is right-continuous and of bounded variation.

To derive the expressions (37) and (39) for $Y$, observe that we obtain from the definition (13) of $Y_0$ together with Remark 3.2 that

$$
Y_0 = (\psi(T - \cdot) \ast \mathbf{L})(T)X_0 + \int_0^T \psi(s)b^0(s)ds + \frac{1}{2} \int_0^T \psi(s)A^0(s)\psi(s)Tds.
$$
Inserting this in the definition (13) of $Y$ yields for all $t \in [0,T]$

$$Y_t = (\psi(T - \cdot) \star \underline{L})(T)X_0 + \int_0^T \psi(s)b^0(s)ds + \frac{1}{2} \int_0^T \psi(s)A^0(s)\psi(s)^T ds$$

$$+ \int_0^t \psi(s)\sigma(s, X_s)dW_s - \frac{1}{2} \int_0^t \psi(s)a(s, X_s)\psi(s)^T ds$$

$$= (\psi(T - \cdot) \star \underline{L})(T)X_0 + \int_0^t \psi(s)b(s, X_s)ds + \int_0^t \psi(s)\sigma(s, X_s)dW_s + \int_t^T \psi(s)b^0(s)ds$$

$$+ \frac{1}{2} \int_t^T \psi(s)A^0(s)\psi(s)^T ds - \int_0^t \left(\psi(s)B(s) + \frac{1}{2}A(s, \psi(s))\right)X_sds. \quad (41)$$

Let $Z = \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)dW_s$. It then holds for all $t \in [0,T]$

$$(\psi(t - \cdot) \star dZ)(t) = \int_0^t \psi(s)b(s, X_s)ds + \int_0^t \psi(s)\sigma(s, X_s)dW_s. \quad (42)$$

Since for all $t \in [0,T]$ the function $\psi(t - \cdot) \star \underline{L} : [0, t] \to (\mathbb{C}^d)^*$ is right-continuous and of bounded variation (see part 2 below), [8, Lemma 2.6] shows that for all $t \in [0,T]$

$$(\psi(t - \cdot) \star dZ)(t) = (\psi(t - \cdot) \star \underline{L})(0)X_0 - (\psi(t - \cdot) \star \underline{L})(t)X_0$$

$$+ (d(\psi(t - \cdot) \star \underline{L}) \star X)(t). \quad (43)$$

We combine (41), (42) and (43) to obtain for all $t \in [0,T]$

$$Y_t = (\psi(T - \cdot) \star \underline{L})(T)X_0 + \psi(t)\underline{L}([0])X_t - (\psi(t - \cdot) \star \underline{L})(t)X_0$$

$$+ (d(\psi(t - \cdot) \star \underline{L}) \star X)(t) + \int_0^T \psi(s)b^0(s)ds$$

$$+ \frac{1}{2} \int_0^T \psi(s)A^0(s)\psi(s)^T ds - \int_0^t \left(\psi(s)B(s) + \frac{1}{2}A(s, \psi(s))\right)X_sds. \quad (44)$$

This proves (37). Furthermore, observe that by (40) we have for all $t \in [0,T]$

$$(\psi(T - \cdot) \star \underline{L})(T)X_0 - (\psi(t - \cdot) \star \underline{L})(t)X_0 = -g_t(t)X_0$$

and

$$d(\psi(t - \cdot) \star \underline{L}) = dg_t + \mu_t$$

where $\mu_t$ denotes the measure associated to $r \mapsto (\psi(T - \cdot) \star \underline{L})(T - t + r)$. It therefore follows for all $t \in [0,T]$

$$Y_t = -g_t(t)X_0 + \psi(t)\underline{L}([0])X_t + ((dg_t) \star X)(t) + (\mu_t \star X)(t) + \int_0^T \psi(s)b^0(s)ds$$

$$+ \frac{1}{2} \int_0^T \psi(s)A^0(s)\psi(s)^T ds - \int_0^t \left(\psi(s)B(s) + \frac{1}{2}A(s, \psi(s))\right)X_sds. \quad (44)$$
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Note that by (32) the measure $\mu_t$ for each $t \in [0, T]$ is given by
\[
\mu_t((r, l]) = \int_r^l f(t - s) + \psi(t - s)B(t - s) + \frac{1}{2}A(t - s, \psi(t - s))ds, \quad r, l \in [0, t], r < l.
\]
It thus holds that
\[
\int_{[0, t]} \mu_t(ds)X_{t-s} = \int_0^t \left( f(t - s) + \psi(t - s)B(t - s) + \frac{1}{2}A(t - s, \psi(t - s)) \right) X_{t-s}ds
\]
\[
= \int_0^t \left( f(r) + \psi(r)B(r) + \frac{1}{2}A(r, \psi(r)) \right) X_rdr, \quad t \in [0, T].
\]
Substituting this in (44) yields (39).

2. It remains to prove that for all $t \in [0, T]$ the function $\psi(t - \cdot) \star \mathcal{L} : [0, t] \to (\mathbb{C}^d)^*$ is right-continuous and of bounded variation. Note that (32) shows that $\psi(T - \cdot) \star \mathcal{L}$ is continuous and of bounded variation. We therefore fix $t \in [0, T)$ for the remainder of the proof. Denote
\[
G : [0, T] \to (\mathbb{C}^d)^*, \quad G(s) = f(s) + \psi(s)B(s) + \frac{1}{2}A(s, \psi(s)), \quad s \in [0, T].
\]
It then holds by the Riccati-Volterra equation (12) and Fubini’s theorem that for all $r \in [0, t]$
\[
(\psi(t - \cdot) \star \mathcal{L})(r) = \int_{[0, r]} \psi(t - r + z)\mathcal{L}(dz)
\]
\[
= u \Delta_{T-t}K(r - z)\mathcal{L}(dz) + \int_{[0, r]} \int_{z-r}^{T-t} G(t + s)K(r - z + s)ds\mathcal{L}(dz)
\]
\[
= u((\Delta_{T-t}K) \star \mathcal{L})(r) + \int_{[0, r]} \int_{z-r}^{0} G(t + s)K(r - z + s)ds\mathcal{L}(dz)
\]
\[
+ \int_{[0, r]} \int_{0}^{T-t} G(t + s)K(r - z + s)ds\mathcal{L}(dz)
\]
\[
= u((\Delta_{T-t}K) \star \mathcal{L})(r) + \int_{-r}^{0} G(t + s) \int_{[0, s + r]} K(s + r - z)\mathcal{L}(dz)ds
\]
\[
+ \int_{0}^{T-t} G(t + s) \int_{[0, r]} K(r - z + s)\mathcal{L}(dz)ds
\]
\[
= u((\Delta_{T-t}K) \star \mathcal{L})(r) + \int_{-r}^{t} G(s)ds + \int_{0}^{T-t} G(t + s) ((\Delta_sK) \star \mathcal{L}) (r)ds.
\]
Note that $[0, t] \ni r \mapsto \int_{-r}^{t} G(s)ds \in (\mathbb{C}^d)^*$ is continuous and of bounded variation. Due to the assumption $\sup_{r \leq T} \| (\Delta_sK) \star \mathcal{L} \|_{TV} < \infty$ we also have that for all $s \in [0, T]$, $(\Delta_sK) \star \mathcal{L}$ is of bounded variation. For $s \in (0, T]$ it holds by assumption that $\Delta_sK$ is
continuous on \([0, T]\) and therefore \((\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}}\) is right-continuous on \([0, T]\). Taking the supremum over partitions \(0 \leq t_1 < \ldots < t_N \leq t, \ N \in \mathbb{N}\), we have

\[
\sup_{j=1}^{N-1} \left\| \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(t_j+1)ds - \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(t_j)ds \right\|
\]

\[
\leq \sup_{j=1}^{N-1} \left\| \int_0^{T-t} G(t+s) \sum_{j=1}^{N-1} \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(t_j+1) - \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(t_j) \right\| ds
\]

\[
\leq \int_0^{T-t} \left\| G(t+s) \right\| ds \sup_{r \leq T} \|(\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}}\|_{TV}.
\]

Together with the assumption \(\sup_{r \leq T} \|(\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}}\|_{TV} < \infty\) and the fact that \(G \in L^1([0, T], (\mathbb{C}^d)^*)\) this shows that \([0, t] \ni r \mapsto \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r)ds \in (\mathbb{C}^d)^*\) is of bounded variation. For \(r \in [0, t]\) and \(\varepsilon > 0\) such that \(r + \varepsilon < T\) it holds

\[
\left\| \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r+\varepsilon)ds - \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r)ds \right\|
\]

\[
\leq \int_0^{T-t} \left\| G(t+s) \right\| \left\| \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r+\varepsilon) - \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r) \right\| ds
\]

and, for all \(s \in [0, T-t]\),

\[
\left\| \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r+\varepsilon) - \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r) \right\| \leq \sup_{\varepsilon \leq T} \|(\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}}\|_{TV} < \infty.
\]

By right-continuity of \((\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}}\) on \([0, T]\) for all \(s \in [0, T-t]\) it holds that

\[
\left\| \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r+\varepsilon) - \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r) \right\| \to 0 \ \text{as} \ \varepsilon \downarrow 0.
\]

The assumption that \(G \in L^1([0, T], (\mathbb{C}^d)^*)\), the dominated convergence theorem and (45) hence imply that

\[
\left\| \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r+\varepsilon)ds - \int_0^{T-t} G(t+s) \left( (\Delta, \overline{\mathcal{L}}) * \overline{\mathcal{L}} \right)(r)ds \right\| \to 0 \ \text{as} \ \varepsilon \downarrow 0.
\]

Altogether it follows that \(\psi(t-\cdot) * \overline{\mathcal{L}} \colon [0, t] \to (\mathbb{C}^d)^*\) is right-continuous and of bounded variation. \(\square\)

4. The inhomogeneous Volterra-Heston model

To introduce the inhomogeneous Volterra-Heston model, let \(d = m = 2, \ \rho \in [-1, 1]\) and let \(\kappa, \theta, \overline{\sigma}, \eta \colon [0, T] \to [0, \infty)\) be continuous such that \(\overline{\sigma}\) is strictly positive. Consider for initial values \(S_0 \in (0, \infty), \ V_0 \in [0, \infty)\) the bivariate process

\[
S_t = S_0 + \int_0^t S_r \eta(r) \sqrt{V_r} \left( \sqrt{1 - \rho^2} dW_r^{(1)} + \rho dW_r^{(2)} \right),
\]

\[
V_t = V_0 + \int_0^t k(t-r)\kappa(r)(\theta(r) - V_r)dr + \int_0^t k(t-r)\overline{\sigma}(r)\sqrt{V_r}dW_r^{(2)}, \ t \in [0, T],
\]
where $W = (W^{(1)}, W^{(2)})^T$ is a two-dimensional Brownian motion. For $k$ we will later choose the fractional kernel $k(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)}$, $t \in (0, T]$, with $\alpha \in \left(\frac{1}{2}, 1\right)$. This is a particular example (cf. [8, Example 3.7 and Example 6.2]) within the following class of kernels:

**Assumption (A5).** Let $k \in L^2([0, T], [0, \infty))$ such that $k$ is not identically zero, nonincreasing and continuous on $(0, T]$ and that assumption (A4) (see Section 3.1) is satisfied. Moreover, assume that for every $h \in [0, 1]$ the kernel $[0, T] \ni t \mapsto k((t + h) \wedge T) \in [0, \infty)$ admits a nonnegative resolvent $L^h$ of the first kind on $[0, T]$ which satisfies for every $t \in [0, T]$ that $[0, T] \ni s \mapsto L^h([s, (s + t) \wedge T]) \in [0, \infty)$ is nonincreasing. Denote by $L$ the resolvent of the first kind of $k$.

We call (46) and (47) the inhomogeneous Volterra-Heston model. Note that if $\eta(t) = 1$ for all $t \in [0, T]$ and $\kappa, \theta, \bar{\sigma}$ are constant, we recover the Volterra-Heston model proposed in [8, Section 7]. If furthermore $k$ is a fractional kernel then we recover the rough Heston model of [21], [20] and [19]. In the case $k(t) = 1$ for all $t \in [0, T]$, this is the common Heston model [30].

In this section we obtain results analogous to [8, Theorem 7.1] also for the inhomogeneous Volterra-Heston model. First of all, we establish existence of a continuous weak solution for (46) and (47), and that the price process $S$ is a martingale (see Proposition 4.1). Next, we show that it is possible to introduce the time-dependent continuous functions $\kappa, \theta, \bar{\sigma}$ and $\eta$ into the proof of [8, Lemma 7.4] to establish that under the same conditions as in [8, Lemma 7.4], the Riccati-Volterra equation (12) has a unique solution $\psi$ in $L^2([0, T], (C^2)^*)$ (see Proposition 4.2). Moreover, we prove that under more restrictive assumptions $\psi$ is bounded. We then establish in Proposition 4.3 that $e^Y$ with $Y$ defined by (13) is a true martingale, and thus the conditional Fourier-Laplace formula (15) of Theorem 2.1 holds true. The proof is facilitated by Theorem 3.7, which replaces [8, Theorem 4.5]. Subsequently, we argue in Corollary 4.4 that any continuous weak solution for (46) and (47) is unique. We finally apply the previous results to the inhomogeneous Volterra-Heston model with fractional kernel.

**Proposition 4.1.** Let (A5) be satisfied. Then, equation (47) possesses a $[0, \infty)$-valued continuous weak solution $V$. Moreover, the paths of $V$ are Hölder continuous of any order strictly smaller than $\gamma/2$ (where $\gamma \in (0, 2)$ comes from (A4)). Furthermore,

$$S_t = S_0 e^{\int_0^t \eta(r)\sqrt{\nu(r)(\sqrt{1+\rho^2}dW^{(1)}_r+\rho dW^{(2)}_r) - \int_0^r \frac{\nu(r)\nu(r)}{2}dr}}, \quad t \in [0, T],$$

is a solution of (46), and $S$ is a martingale.

**Proof.** For $t \in [0, T]$, $x \in \mathbb{R}$ let $\hat{b}(t, x) = \kappa(t)(\theta(t) - x)$ and $\hat{\sigma}(t, x) = \bar{\sigma}(t)\sqrt{\nu}1_{[0, \infty)}(x)$, and consider the stochastic Volterra equation

$$V_t = V_0 + \int_0^t k(t-r)\hat{b}(r, V_r)dr + \int_0^t k(t-r)\hat{\sigma}(r, V_r)dW^{(2)}_r, \quad t \in [0, T].$$

(49)

Note that due to continuity of $\kappa$, $\theta$ and $\bar{\sigma}$ it holds that $\hat{b}$ and $\hat{\sigma}$ are in $C([0, T] \times \mathbb{R}, \mathbb{R})$ and that (A2) is satisfied. Furthermore, for all $t \in [0, T]$ we have that $\hat{b}(t, 0) = \kappa(t)\theta(t) \geq 0$
and \( \hat{\sigma}(t,0) = 0 \). Therefore, taking also into account assumption (A5) and the fact that \( V_0 \in [0,\infty) \), it follows from Proposition 3.6 that equation (49) admits a \([0,\infty)\)-valued continuous weak solution \( V \). This is also a solution of equation (47). Lemma 1.2 and (A2) imply that for any \( p \geq 1 \), \( \sup_{t \in [0,T]} E[|\hat{\sigma}(t, V_t)|^p + |b(t, V_t)|^p] \) is finite. Thus, [8, Lemma 2.4] applies and yields that the paths of \( V \) are Hölder continuous of any order strictly smaller than \( \gamma/2 \).

Finally, note that \( S \) given by (48) clearly solves (46). Since \( \eta \) is continuous and hence bounded on \([0,T]\), Lemma A.2 proves that \( S \) is a martingale.

For the remainder of this section let \( V \) be a \([0,\infty)\)-valued continuous weak solution of (47) and let \( S \) be the solution of (46) given by (48).

Note that Itô’s formula shows that for all \( t \in [0,T] \) the log-price is given by

\[
\log(S_t) = \log(S_0) + \int_0^t \eta(r) \sqrt{V_r} \left( \sqrt{1 - \rho^2} dW^{(1)}_r + \rho dW^{(2)}_r \right) - \int_0^t \frac{\eta^2(r)V_r}{2} dr.
\]

Hence the pair \( X = (\log(S), V)^T \) satisfies

\[
\begin{bmatrix} X^{(1)}_t \\ X^{(2)}_t \end{bmatrix} = \begin{bmatrix} X^{(1)}_0 \\ X^{(2)}_0 \end{bmatrix} + \int_0^t \begin{bmatrix} 1 & 0 \\ 0 & k(t-r) \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & -\kappa(r) \end{bmatrix} \begin{bmatrix} X^{(1)}_r \\ X^{(2)}_r \end{bmatrix} \, dr
\]

\[
+ \int_0^t \begin{bmatrix} 1 & 0 \\ 0 & k(t-r) \end{bmatrix} \begin{bmatrix} \eta(r) \sqrt{1 - \rho^2} & \eta(r) \rho \\ 0 & \hat{\sigma}(r) \end{bmatrix} \sqrt{X^{(2)}_r} \, dW_r, \quad t \in [0,T].
\]

For \( t \in [0,T] \), \( x \in \mathbb{R}^2 \) let

\[
K(t) = \begin{pmatrix} 1 & 0 \\ 0 & k(t) \end{pmatrix}, \quad L = \begin{pmatrix} \delta_0 & 0 \\ 0 & L \end{pmatrix},
\]

\[
b_0(t) = \begin{pmatrix} 0 \\ \kappa(t) \theta(t) \end{pmatrix}, \quad B(t) = \begin{pmatrix} b^1(t) & b^2(t) \end{pmatrix} = \begin{pmatrix} 0 & -\frac{\eta^2(t)}{2} \\ 0 & -\kappa(t) \end{pmatrix}, \quad b(t,x) = b_0(t) + B(t)x,
\]

\[
\sigma(t,x) = \begin{pmatrix} \eta(t) \sqrt{1 - \rho^2} & \eta(t) \rho \theta(t) \\ 0 & \hat{\sigma}(t) \end{pmatrix} \sqrt{x^2_1[0,\infty) x_2}, \quad A_0(t) = A_1^1(t) = 0,
\]

\[
A_2(t) = \begin{pmatrix} \eta^2(t) & \rho \eta(t) \sigma(t) \\ \rho \eta(t) \sigma(t) & \sigma^2(t) \end{pmatrix}, \quad a(t,x) = A_0(t) + A_1^1(t)x_1 + A_2^2(t)x_2,
\]

and observe that (A3) with \( E = \mathbb{R} \times [0,\infty) \) and (A2) are satisfied and that \( \sigma \in C([0,T] \times \mathbb{R}^2, \mathbb{R}^{2 \times 2}) \). Then

\[
X_t = X_0 + \int_0^t K(t-s) b(s, X_s) ds + \int_0^t K(t-s) \sigma(s, X_s) dW_s, \quad t \in [0,T].
\]
With (52) we thus obtain that for the inhomogeneous Volterra-Heston model the Riccati-Volterra equation (12) for any \( u \in (\mathbb{C}^2)^* \) and \( f \in L^1([0,T],(\mathbb{C}^2)^*) \) reads

\[
\begin{align*}
\psi_1(t) &= u_1 + \int_t^T f_1(s)ds, \\
\psi_2(t) &= u_2k(T-t) + \int_t^T \left(f_2(s) + \frac{\eta^2(s)}{2}(\psi_1^2(s) - \psi_2(s)) - \kappa(s)\psi_2(s) + \frac{\bar{\sigma}^2(s)}{2}\psi_2^2(s) \\
&\quad + \rho \bar{\sigma}(s)\eta(s)\psi_1(s)\psi_2(s)\right)k(s-t)ds, \quad t \in [0,T].
\end{align*}
\]

(54)

(55)

Denote \( \tilde{\psi}(r) = \psi(T-r) \), \( r \in [0,T] \), and observe that \( \psi \) solves (54) and (55) if and only if \( \tilde{\psi} \) solves

\[
\begin{align*}
\tilde{\psi}_1(t) &= u_1 + \int_0^t f_1(T-s)ds, \\
\tilde{\psi}_2(t) &= u_2k(t) + \int_0^t \left(f_2(T-s) + \frac{\eta^2(T-s)}{2}(\tilde{\psi}_1^2(s) - \tilde{\psi}_1(s)) \\
&\quad + (\rho \bar{\sigma}(T-s)\eta(T-s)\tilde{\psi}_1(s) - \kappa(T-s))\tilde{\psi}_2(s) + \frac{\bar{\sigma}^2(T-s)}{2}\tilde{\psi}_2^2(s)\right)k(t-s)ds, \\
&\quad t \in [0,T].
\end{align*}
\]

(56)

Proposition 4.2. Let \((A5)\) be satisfied. Suppose that \( u \in (\mathbb{C}^2)^* \) and \( f \in L^1([0,T],(\mathbb{C}^2)^*) \) such that \( \text{Re} \psi_1 \in [0,1], \text{Re} u_2 \leq 0 \) and \( \text{Re} f_2 \leq 0 \), where \( \psi_1 = u_1 + \int_0^T f_1(s)ds \). Then the Riccati-Volterra equation (55) has a unique solution \( \psi_2 \in L^2([0,T],\mathbb{C}) \). Moreover, it satisfies \( \text{Re} \psi_2 \leq 0 \). If, in addition, \( u_2 = 0 \), \( L \star \text{Im} f_1(T-\cdot) \in L^2([0,T],\mathbb{R}) \) and \( f_2 \in L^2([0,T],\mathbb{C}) \), then \( \psi_2 \) is bounded.

Proof. Using that \( \kappa, \bar{\sigma}, \eta \) are continuous and hence bounded on \([0,T]\), and that \( \bar{\sigma} > 0 \), the same reasoning as in the proof of [8, Lemma 7.4] applies to \( \tilde{\psi} \). In particular, the boundedness guarantees that all integrability conditions remain satisfied and that [8, (B.2)] continues to hold.

We obtain from [8, Theorem B.1] the existence of a unique non-continuable solution \((\tilde{\psi}_2, T_{\max})\) of (56) (see [8, Appendix B] for a definition), which by [8, Theorem C.2] satisfies \( \text{Re} \tilde{\psi}_2 \leq 0 \). Note that in our setting, the equations for \( h \) and \( l \) in the proof of
\[8\, \text{Lemma 7.4}\) become

\[
h = |\text{Im} u_2|k + |\rho \bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)\text{Im} u_1| + k \star \left(|\rho \bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)(L \ast \text{Im} f_1(T - \cdot)) + \text{Im} f_2(T - \cdot) + \frac{\text{Im} \psi_1}{2}(2\eta^2(T - \cdot)(1 - \rho^2)\text{Re} \psi_1 - \eta^2(T - \cdot) + 2\rho \kappa(T - \cdot)\bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)\text{Re} \psi_1 - \kappa(T - \cdot)h\right),
\]

\[
l = \text{Re} u_2k + k \star \left(\text{Re} f_2(T - \cdot) + \frac{\eta^2(T - \cdot)}{2}(\text{Re} \psi_1)^2 - \text{Re} \psi_1 - (\text{Im} \psi_1)^2\right)
- |\rho \bar{\sigma}(T - \cdot)\eta(T - \cdot)\text{Im} \psi_1|(h + |\rho \bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)\text{Im} \psi_1|)
- \frac{\bar{\sigma}^2(T - \cdot)}{2}(h + |\rho \bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)\text{Im} \psi_1|)^2
+ (\rho \bar{\sigma}(T - \cdot)\eta(T - \cdot)\text{Re} \psi_1 - \kappa(T - \cdot)l),
\]

\]

By \([8, \text{Corollary B.3}]\) there exist unique global solutions \(h, l \in L^2([0, T], \mathbb{R})\). As in the proof of \([8, \text{Lemma 7.4}]\) one shows that \(l \leq \text{Re} \psi_2 \leq 0\) and \(|\text{Im} \psi_2| \leq h + |\rho \bar{\sigma}^{-1}(T - \cdot)\eta(T - \cdot)\text{Im} \psi_1|\). From this it follows by the same arguments as in the proof of \([8, \text{Lemma 7.4}]\) that there exists a unique global solution \(\psi_2 \in L^2([0, T], \mathbb{C})\) of \((56)\) which satisfies \(\text{Re} \psi_2 \leq 0\).

It remains to prove that \(\psi_2\) is bounded under the additional assumptions that \(u_2 = 0\), \(L \ast \text{Im} f_1(T - \cdot) \in L^2([0, T], \mathbb{R})\) and \(f_2 \in L^2([0, T], \mathbb{C})\). Since \(\kappa, \bar{\sigma}, \bar{\sigma}^{-1}, \eta\) and \(\psi_1 = u_1 + \int_0^T f_1(T - s)ds\) are bounded on \([0, T]\), the Cauchy-Schwarz inequality implies first that \(h\) is bounded on \([0, T]\) and subsequently the same for \(l\). This yields boundedness of \(\text{Re} \psi_2\) and \(\text{Im} \psi_2\).

\[\text{Proposition 4.3.}\) \(A5\) be satisfied. Suppose that \(u \in (\mathbb{C}^2)^*\) and \(f \in L^1([0, T], (\mathbb{C}^2)^*)\) such that \(\text{Re} \psi_1 \in [0, 1]\), \(\text{Re} u_2 \leq 0\) and \(\text{Re} f_2 \leq 0\), where \(\psi_1 = u_1 + \int_0^T f_1(s)ds\). Let \(\psi_2 \in L^2([0, T], \mathbb{C})\) denote the unique solution of \((55)\) (cf. \textit{Proposition 4.2}). Then \(\exp(Y)\) with \(Y\) defined by \((13)\) is a true martingale. In particular, formula \((15)\) holds.

\[\text{Proof.}\) The proof is similar to the one of \([8, \text{Theorem 7.1}]\). For \(t \in [0, T]\) let \(g_t\) be defined by \((38)\) and observe that the first component \(g_{t, 1}\) of \(g_t\) equals 0 in the current setting. As in the proof of \([8, \text{Theorem 6.1}]\) it follows from \([8, (3.9)\) and \((3.10)\)] that \(\sup_{s \leq T} \|\langle \Delta, \mathcal{K} \rangle \ast T\|_{TV} < \infty\). Hence, we can apply \textit{Theorem 3.7(ii)} to obtain that

\[
Y_t = -g_{t, 2}(t)V_0 + \psi_1(t)\log(S_t) + \psi_2(t)L(\{0\})V_t + \int_{[0,t]} (d \text{Re} g_{t, 2}(s)) V_{t-s} + \int_0^t f_1(r) \log(S_r) dr + \int_0^t f_2(r) V_r dr + \int_0^T \kappa(s) \theta(s) \psi_2(s) ds, \quad t \in [0, T],
\]
Consider the real part

\[
\text{Re} Y_t = - \text{Re} g_{t,2}(t) V_0 + \text{Re} \psi_1(t) \log(S_t) + \text{Re} \psi_2(t) L(\{0\}) V_t + \int_{[0,t]} (d \text{Re} g_{t,2}(s)) V_{t-s} + \int_0^t \text{Re} f_1(r) \log(S_r) dr + \int_0^t \text{Re} f_2(r) V_r dr + \int_t^T \kappa(s) \theta(s) \text{Re} \psi_2(s) ds, \quad t \in [0, T],
\]

and recall that for \( t \in [0, T] \)

\[
\text{Re} g_{t,2}(r) = - \int_{(r,r+T-t]} \text{Re} \psi_2(t + s - r) L(ds) = \int_{(t,T]} - \text{Re} \psi_2(s) L(r - t + ds), \quad r \in [0, t].
\]

Due to \( \text{Re} \psi_2 \leq 0 \) and nonnegativity of \( L \) we have that \( \text{Re} g_{t,2} \) is nonnegative for all \( t \in [0, T] \). This yields that \( - \text{Re} g_{t,2}(t) V_0 \leq 0 \) for all \( t \in [0, T] \). Furthermore, observe that the facts that \( \text{Re} \psi_2 \leq 0 \) and that \( L \) is nonincreasing (in the sense of assumption (A5)) imply that for all \( t \in [0, T] \) and \( r_1 < r_2 \) in \( [0, t] \)

\[
\text{Re} g_{t,2}(r_2) - \text{Re} g_{t,2}(r_1) = \int_{(t,T]} - \text{Re} \psi_2(s) (L(r_2 - t + ds) - L(r_1 - t + ds)) \leq 0.
\]

Hence, \( \text{Re} g_{t,2} \) is nonincreasing for all \( t \in [0, T] \). Since \( V \) is \([0, \infty)\)-valued, it follows that \( \int_{[0,t]} (d \text{Re} g_{t,2}(s)) V_{t-s} \leq 0 \) for all \( t \in [0, T] \). Moreover, the facts that \( V \) is \([0, \infty)\)-valued, that \( L \) is nonnegative, that \( \text{Re} \psi_2 \leq 0 \) and that \( \text{Re} f_2 \leq 0 \) imply that \( \text{Re} \psi_2(t) L(\{0\}) V_t \leq 0 \) and \( \int_0^t \text{Re} f_2(r) V_r dr \leq 0 \) for all \( t \in [0, T] \). We also have by \( \text{Re} \psi_2 \leq 0 \) and \( \kappa, \theta \geq 0 \) that \( \int_t^T \kappa(s) \theta(s) \text{Re} \psi_2(s) ds \leq 0 \) for all \( t \in [0, T] \). Altogether, the preceding discussion shows that it follows from (57) that

\[
\text{Re} Y_t \leq \text{Re} \psi_1(t) \log(S_t) + \int_0^t \text{Re} f_1(r) \log(S_r) dr, \quad t \in [0, T].
\]

Integration by parts then yields that

\[
\text{Re} Y_t \leq \text{Re} \psi_1(0) \log(S_0) + \int_0^t \text{Re} \psi_1(r) d \log(S_r), \quad t \in [0, T].
\]

Define

\[
U_t = \int_0^t \text{Re} \psi_1(s) \eta(s) \sqrt{V_s} \left( \sqrt{1 - \rho^2} dW_s^{(1)} + \rho dW_s^{(2)} \right), \quad t \in [0, T],
\]

and note that since \( \text{Re} \psi_1 \in [0, 1] \) and \( V \) is \([0, \infty)\)-valued, it follows from (58) and (50) that

\[
\text{Re} Y_t \leq \text{Re} \psi_1(0) \log(S_0) + U_t - \frac{1}{2} \langle U \rangle_t, \quad t \in [0, T].
\]
We obtain that

\[ \| \exp(Y_t) \| = \exp(\text{Re } Y_t) \leq S_0^{\text{Re } \psi_1(0)} \exp \left( U_t - \frac{1}{2}(U)_t \right), \quad t \in [0,T]. \]

Since \( \eta \) and \( \text{Re } \psi_1 \) are bounded, Lemma A.2 yields that \( \exp \left( U - \frac{1}{2}(U) \right) \) is a martingale, and therefore also \( \exp(Y) \) is a true martingale. It follows from Theorem 2.1 that (15) holds true.

\[ \square \]

**Corollary 4.4.** Let (A5) be satisfied. Then, any two \([0, \infty)\)-valued continuous weak solutions of (47) have the same law.

**Proof.** The reasoning is similar to the end of the proof of [8, Theorem 6.1]. As before, suppose that \( V \) is a \([0, \infty)\)-valued continuous weak solution of (47). Let \( n \in \mathbb{N}, 0 \leq t_1 < \ldots < t_n \leq T \) and \( \lambda_j \in [0, \infty), j \in \{1, \ldots, n\} \). Then, \( E \left[ \exp \left( - \sum_{j=1}^{n} \lambda_j V_{t_j} \right) \right] \) can be approximated by a sequence \( E \left[ \exp \left( \int_0^T f_N(s)V_s ds \right) \right], N \in \mathbb{N}, \) where \( f_N \in C([0, T], (-\infty, 0]), N \in \mathbb{N}. \) For each \( N \in \mathbb{N} \) consider the Riccati-Volterra equation (12) with \( u_1 = 0 = u_2, f_1 \equiv 0 \) and \( f_2 = f_N \). By Proposition 4.2 and Proposition 4.3 we have that for all \( N \in \mathbb{N} \) there exists a unique solution \( \psi_{2,N} \in L^2([0, T], \mathbb{C}) \) of (55), and \((\exp(Y_{t,N}))_{t \in [0,T]}\) with \( Y_N = (Y_{t,N})_{t \in [0,T]} \) defined by (13) is a true martingale. It follows from (29) that for all \( N \in \mathbb{N} \)

\[ E \left[ \exp \left( \int_0^T f_N(s)V_s ds \right) \right] = \exp \left( \int_0^T \kappa(s)\theta(s)\psi_{2,N}(s)ds + V_0 \int_0^T f_N(s) - \kappa(s)\psi_{2,N}(s) + \frac{1}{2}\sigma^2(s)\psi_{2,N}^2(s)ds \right). \]

Suppose that \( \hat{V} \) is another \([0, \infty)\)-valued continuous weak solution of (4). We then obtain from (59) that \( E \left[ \exp \left( \int_0^T f_N(s)V_s ds \right) \right] = E \left[ \exp \left( \int_0^T f_N(s)\hat{V}_s ds \right) \right], N \in \mathbb{N}. \) Therefore, \((V_{t_1}, \ldots, V_{t_n})\) and \((\hat{V}_{t_1}, \ldots, \hat{V}_{t_n})\) possess the same Laplace transform. It follows that the law of \( V \) and the law of \( \hat{V} \) are equal.

\[ \square \]

The previous results enable us to obtain that the Fourier-Laplace functional (at time zero) in the inhomogeneous Volterra-Heston model with fractional kernel is given in terms of the solution of a fractional Riccati equation. A fractional kernel is of particular interest because it is commonly used to model roughness, for example in the rough Heston model (see e.g. [32], [21], [20] and [19]). The rough Heston model constitutes a special case of our inhomogeneous Volterra-Heston model by setting \( \eta(t) = 1 \) for all \( t \in [0, T] \), taking \( \kappa, \theta, \sigma \) to be constant, and choosing a fractional kernel. The following result thus generalizes results in [21] and [8, Example 7.2] to include a time-dependent volatility coefficient \( \eta \) and time-dependent \( \kappa, \theta \) and \( \sigma \).
Corollary 4.5. Let $\alpha \in (\frac{1}{2}, 1)$ and assume that $k(t) = \frac{\alpha - 1}{\Gamma(\alpha)}$, $t \in (0, T]$. Suppose that $u \in (C^2)^*$ and $f \in L^1([0, T], (C^2)^*)$ such that $\text{Re} \psi_1 \in [0, 1]$, $\text{Re} u_2 \leq 0$ and $\text{Re} f_2 \leq 0$, where $\psi_1 = u_1 + \int_t^T f_1(s) ds$. Then there exists a unique solution $\widehat{\psi} \in L^2([0, T], C)$ of

$$(D^\alpha \widehat{\psi})(T - t) = f_2(t) + \frac{\eta^2(t)}{2} \left( u_1^2 - u_1 + 2u_1 \int_t^T f_1(s) ds + \left( \int_t^T f_1(s) ds \right)^2 \right) + \left( \rho \tilde{\sigma}(t) \left( u_1 + \int_t^T f_1(s) ds \right) \eta(t) - \kappa(t) \right) \widehat{\psi}(T - t) + \frac{\tilde{\sigma}^2(t)}{2} \widehat{\psi}^2(T - t),$$

$t \in [0, T]$, 

$$(I^{1-\alpha} \widehat{\psi})(0) = u_2,$$

(60)

and with $\phi(T) = \int_0^T \kappa(s) \theta(s) \widehat{\psi}(T - s) ds$ it holds

$$E \left[ \exp \left( u_1 \log(S_T) + \int_0^T f_1(r) \log(S_r) dr + u_2 V_T + \int_0^T f_2(r) V_r dr \right) \right] = \exp \left( \phi(T) + \left( u_1 + \int_0^T f_1(s) ds \right) \log(S_0) + (I^{1-\alpha} \widehat{\psi})(T) V_0 \right).$$

(61)

Proof. Note that $k$ satisfies assumption (A5) (cf. [8, Example 3.7 and Example 6.2]). By Proposition 4.2 there exists a unique solution $\psi_2 \in L^2([0, T], C)$ of the Riccati-Volterra equation (55). Then (34) shows that $\psi_2(T - \cdot)$ solves (60). From Proposition 4.3 we obtain that the process $e^Y$ defined by (13) is a true martingale. Therefore, (35) holds true, which in the current setting equals (61). \qed

A. Auxiliary results

The following lemma provides an inequality that is used in the proof of Lemma 1.2.

Lemma A.1. Let $p \in (2, \infty)$, $d \in N$, $s \in R$, $t \in [s, \infty)$, $f \in L^2([s, t], R^{d \times d})$ and $g \in L^p([s, t], R^d)$. Then:

$$\left\| \int_s^t f(u) g(u) du \right\|^p \leq d^{\frac{p}{2}} (t - s)^{\frac{p}{2}} \left( \int_s^t \| f(u) \|^2 \| g(u) \|^p du \right) \left( \int_s^t \| f(u) \|^2 du \right)^{\frac{p}{2} - 1}.$$  

Proof. It holds by Jensen’s inequality that

$$\left\| \int_s^t f(u) g(u) du \right\|^p = \left( \sum_{i=1}^d \sum_{j=1}^d \int_s^t f_{ij}(u) g_j(u) du \right)^2 \leq d^{\frac{p}{2} - 1} \sum_{i=1}^d \sum_{j=1}^d \int_s^t f_{ij}(u) g_j(u) du \right\|^p \leq d^{\frac{p}{2} - 2} \sum_{i=1}^d \sum_{j=1}^d \int_s^t f_{ij}(u) g_j(u) du \right\|^p.$$
Observe then that the Cauchy-Schwarz inequality and Jensen’s inequality yield for all $i, j \in \{1, \ldots, d\}$ that
\[
\left| \int_s^t f_{ij}(u) g_j(u) du \right|^p \leq \left( \int_s^t |f_{ij}(u)|^2 g_j(u)^p du \right)^{2/p} \left( \int_s^t |f_{ij}(u)|^{2 - 2/p} du \right)^{1 - 2/p} \left( \int_s^t |g_j(u)|^{2 - 2/p} du \right)^{2/p} \left( \int_s^t |f_{ij}(u)|^{2 - 2/p} du \right)^{-2/p} \left( \int_s^t |g_j(u)|^{2 - 2/p} du \right)^{1 - 2/p}
\]
\[
\leq (t - s)^{2/p - 1} \left( \int_s^t |f_{ij}(u)|^{2 - 2/p} du \right)^{1 - 2/p} \left( \int_s^t |g_j(u)|^{2 - 2/p} du \right)^{1 - 2/p}
\]
\[
= (t - s)^{2/p - 1} \left( \int_s^t |f_{ij}(u)|^{2 - 2/p} du \right)^{1 - 2/p} \left( \int_s^t |g_j(u)|^{2 - 2/p} du \right)^{1 - 2/p}.
\]

The following lemma shows that [8, Lemma 7.3] also holds true in the inhomogeneous Volterra-Heston model.

**Lemma A.2.** Suppose the setting of the inhomogeneous Volterra-Heston model of Section 4 and that $V$ is a $[0, \infty)$-valued continuous weak solution of (47). Let $g \in L^\infty([0, T], \mathbb{R})$ and define
\[
U_t = \int_0^t g(s) \sqrt{V_s} \left( \sqrt{1 - \rho^2} dW_s^{(1)} + \rho dW_s^{(2)} \right) ds, \quad t \in [0, T].
\]
Then $\left( \exp \left( U_t - \frac{1}{2} \langle U_t \rangle \right) \right)_{t \in [0, T]}$ is a martingale.

**Proof.** As in the proof of [8, Lemma 7.3] we define for all $\bar{T} \in [0, T]$ all $n \in \mathbb{N}$ the stopping times $\tau_n = \inf\{ t \geq 0 : V_t > n \} \wedge \bar{T}$. Consider $\bar{b} : [0, T] \times [0, \infty) \times \Omega \to \mathbb{R}$, $\bar{b}(t, x, \omega) = \kappa(t) \eta(t) - (\kappa(t) - \bar{\sigma}(t) g(t) 1_{\{1 \leq \tau_n(\omega)\}}) x$ and $\bar{\sigma} : [0, T] \times [0, \infty) \to \mathbb{R}$, $\bar{\sigma}(t, x) = \bar{\sigma}(t) \sqrt{x}$. Since $\kappa$, $\eta$, and $\bar{\sigma}$ are continuous on $[0, T]$ and hence bounded on $[0, T]$, there exists $c_{LG} \in (0, \infty)$ such that for all $t \in [0, T]$, $x \in [0, \infty)$, $\omega \in \Omega$, $n \in \mathbb{N}$ it holds $|\bar{b}(t, x, \omega)| + |\bar{\sigma}(t, x)| \leq c_{LG}(1 + |x|)$. Therefore, it follows from [8, Remark 3.2 and Lemma 3.1] that the conditions of [8, Lemma 2.4] are satisfied. We can hence follow the proof of [8, Lemma 7.3] to obtain the same claim also in the inhomogeneous Volterra-Heston model.
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