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Abstract

An (association) scheme is said to be Frobenius if it is the (orbital) scheme of a Frobenius group. A scheme which has the same tensor of intersection numbers as some Frobenius scheme is said to be pseudofrobenius. We establish a necessary and sufficient condition for an imprimitive pseudofrobenius scheme to be Frobenius. We also prove strong necessary conditions for existence of an imprimitive pseudofrobenius scheme which is not Frobenius. As a byproduct, we obtain a sufficient condition for an imprimitive Frobenius group $G$ with abelian kernel to be determined up to isomorphism only by the character table of $G$. Finally, we prove that the Weisfeiler-Leman dimension of a circulant graph with $n$ vertices and Frobenius automorphism group is equal to 2 unless $n \in \{p, p^2, p^3, pq, p^2q\}$, where $p$ and $q$ are distinct primes.
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1 Introduction

Frobenius groups play an important role in the group theory, geometry, and combinatorics. Every Frobenius group has the standard permutation representation in which the Frobenius kernel acts regularly and a one-point stabilizer coincides with Frobenius complement. The corresponding permutation groups often act as automorphism groups of geometrical (skew-affine spaces [1]) or combinatorial (association schemes) objects. For example, every imprimitive Frobenius group is the automorphism group of a Frobenius association scheme [16]; for the basics of (association) schemes, see Sect. 3. A natural question arises: is it possible to describe Frobenius groups in the framework of “group theory without groups” [3], i.e., in a pure combinatorial way. The main goal of this paper is to give a partial answer to this question for imprimitive Frobenius groups.

In attempt to answer this question, one faces with the following problem: there are schemes which are combinatorially similar (i.e., have the same tensor of intersection numbers) but only one of them is Frobenius. A scheme which has the same tensor of intersection numbers as the scheme of some Frobenius group $G$ is said to be $G$-pseudofrobenius, or just pseudofrobenius if $G$ is unessential. Every pseudofrobenius scheme belongs to the well-known class of pseudocyclic schemes studied in, e.g., in [4, 8, 16].

Asymptotically every pseudofrobenius scheme is Frobenius [16, Theorem 1.1]. On the other hand, there are infinitely many (imprimitive) pseudofrobenius schemes which are not Frobenius (see below). All of these schemes are not schurian which means that they are not the schemes of permutation groups. In contrast to this, our first main result shows that if a pseudofrobenius scheme is “locally schurian”, then it is Frobenius. The property to be “locally schurian” is expressed in the language of the 4-vertex condition introduced by Higman for strongly regular graphs [14] and later generalized to association schemes under the name “4-condition” (see, e.g., [16]).

**Theorem 1.1** An imprimitive pseudofrobenius scheme is Frobenius if and only if it satisfies the 4-condition.

It should be mentioned that a special case of Theorem 1.1 for some class of imprimitive Frobenius schemes was proved in [16, Theorem 4.1]. Further, Theorem 1.1 substantially improves [9, Theorem 5.11] which states that an imprimitive pseudofrobenius scheme is Frobenius if it is 2-closed (in the terminology of [9]) and hence satisfies the 6-condition by [7, Theorem 4.2.14].

The second result of the paper establishes a strong necessary condition for the existence of pseudofrobenius schemes which are not Frobenius; in what follows they are called proper pseudofrobenius schemes. To state this result, we need some preparation. Let $G$ be a Frobenius group, and $H$ and $K$ the kernel and complement of $G$, respectively. Denote by $\pi(H)$ the set of all prime divisors of $|H|$ and by $d(G)$ the length of a maximal chain of $K$-invariant subgroups of $H$. Note that $d(G)$ does not depend on the choice of such chain by [5, Theorem 6]. A principal section of $G$ is defined to be the primitive permutation group induced by $G$ on the set of all right $L$-coset inside $U$, where $L$ and $U$ are successive members of the longest chain of $K$-invariant subgroups of $H$ (see Sect. 2 for the exact definitions).
Theorem 1.2 Let $G$ be an imprimitive Frobenius group with kernel $H$, $\pi = \pi(H)$, and $d = d(G)$. Suppose that there exists a proper $G$-pseudofrobenius scheme. Then $(|\pi|, d) \in \{1, 2\} \times \{2, 3\}$. Moreover, if $d = 3$, then

(1) $|H| = p^{3a}$ for a prime $p$ and an integer $a \geq 1$, and every principal section of $G$ is 2-transitive of degree $p^a$, or

(2) $|H| = p^{2aq}b$ for distinct primes $p$ and $q$ and integers $a, b \geq 1$, and every principal section of $G$ is either 2-transitive of degree $p^a$ or of rank 3 and degree $q^b$; furthermore, $q^b = 2p^a - 1$.

Theorem 1.2 is a consequence of Theorem 7.1 stating that a pseudofrobenius scheme is determined up to isomorphism by the tensor of its intersection numbers unless the conclusion of Theorem 1.2 holds. The last result weakens the condition of [16, Theorem 1.3] and strengthens the conclusion of [18, Theorem 1.1].

Let us indicate a source of infinitely many proper pseudofrobenius schemes. Let $q$ be a prime power, $H$ the translation group of a 2-dimensional vector space over the finite field $\mathbb{F}_q$, and $K$ the center of $\text{GL}(2, q)$. Then the semidirect product $G = HK \leq AGL(2, q)$ is an imprimitive Frobenius group with kernel $H$, complement $K$, and $(|\pi|, d) = (1, 2)$. The affine scheme of any non-desarguesian plane of order $q$ is a proper $G$-pseudofrobenius scheme (see, e.g., [7, Section 2.5.2]) and there are infinitely many non-desarguesian planes. We do not know whether there exists a proper $G$-pseudofrobenius scheme for an imprimitive Frobenius group $G$ with $(|\pi|, d) \in \{(1, 3), (2, 2), (2, 3)\}$. Moreover, if $d = 3$ and $|H| \leq 3^4 17$, then a proper $G$-pseudofrobenius scheme does not exist (this was verified by computer calculations).

By Thompson’s theorem, the kernel of every Frobenius group is nilpotent. The corollary below establishes the properties of the kernel of a Frobenius group from Theorem 1.2.

Corollary 1.3 In the conditions of Theorem 1.2, the nilpotency class $c$ of $H$ is at most 3. Moreover, suppose that either $H$ is not a 2-group or $d \neq 3$. Then

(1) $c \leq 2$ and $c = 2$ only if $(|\pi|, d) = (1, 2)$, or $(|\pi|, d) = (2, 3)$ and $2 \in \pi$;

(2) $H$ is abelian if $|H|$ is odd and $(|\pi|, d) \neq (1, 2)$.

Corollary 1.3 implies that if $(|\pi|, d) = (2, 2)$, then the kernel of the group $G$ is abelian, and there are infinitely many such groups. In the remaining cases, namely, if $(|\pi|, d) \in \{(1, 2), (1, 3), (2, 3)\}$, there are also infinitely many examples with cyclic kernels. Concerning nonabelian case, one can take the normalizer of a Sylow 2-subgroup of a Suzuki group; in this case the kernel of $G$ is of nilpotency class 2 and order $2^{2m}$, where $m$ is odd, and the complement is cyclic of order $2^m - 1$. This gives an example with $(|\pi|, d) = (1, 2)$ (see [19]). Finally, in the cases $(|\pi|, d) = (1, 3)$ or $(2, 3)$, the corresponding examples can be constructed as subdirect products of the above example and a Frobenius group with elementary abelian kernel of order $2^m$ or cyclic kernel of prime order $2^{m+1} - 1$ (the Mersenne prime), respectively.

With the help of technique used to prove Theorem 1.2, we derive in Sect. 8 the following statement showing that there are no Brauer pairs among imprimitive Frobenius groups with abelian kernel, for which the conclusion of Theorem 1.2 does not hold.
Theorem 1.4 Let $G_1$ and $G_2$ be imprimitive Frobenius groups with abelian kernels. Suppose that the conclusion of Theorem 1.2 does not hold for $G_1$. Then $G_1$ and $G_2$ have the same character tables if and only if $G_1$ and $G_2$ are isomorphic.

The technique developed in the present paper enables us to find the Weisfeiler-Leman dimension of many Frobenius circulants. Recall that a circulant is a graph $X$ isomorphic to a Cayley graph over cyclic group; $X$ is said to be Frobenius if the group $\text{Aut}(X)$ is Frobenius. Among the examples of such graphs, there are connected circulants with $p^m$ vertices, where $p$ is an odd prime and $m \geq 1$, and connection set of cardinality at most $p - 1$. The Weisfeiler-Leman dimension $\dim_{\text{WL}}(X)$ of a graph $X$ can be thought as the minimum number of variables in a formula of a natural fragment of first-order logic with counting quantifiers, which is valid only for graphs isomorphic to $X$ [13]. Using [7, Theorem 4.4.7], it is not hard to check that $\dim_{\text{WL}}(X) \leq 3$ for every Frobenius circulant $X$.

Theorem 1.5 Let $X$ be a Frobenius circulant on $n$ vertices. Then $\dim_{\text{WL}}(X) = 2$ unless $n \in \{p, p^2, p^3, pq, p^2q\}$, where $p$ and $q$ are distinct primes.

Observe that even in the exceptional cases of Theorem 1.5, there are infinitely many Frobenius circulants $X$ with $\dim_{\text{WL}}(X) = 2$. On the other hand, there are Frobenius circulants $X$ with prime number of vertices and $\dim_{\text{WL}}(X) = 3$ (see, e.g., [7, Section 4.5]). However, we do not know such circulants with composite number of vertices.

The authors are grateful to the participants of the seminar “Discrete Algebraic Structures and Isomorphism Problem” for the fruitful discussions on the subject matters and the valuable comments. The authors would like to thank the anonymous referees for valuable comments and careful reading the manuscript.

2 Frobenius groups

Throughout this section, $G$ is a Frobenius group and $H$ and $K$ are the Frobenius kernel and complement of $G$, respectively. The group $H$ is nilpotent by the Thompson theorem (see, e.g., [15, Theorem 6.24]). In particular, every Sylow subgroup of $H$ is characteristic and hence $K$-invariant. Denote by $\mathcal{H}(G)$ the set of all $K$-invariant subgroups of $H$. Clearly, $\mathcal{H}(G)$ forms a sublattice of the subgroup lattice of $H$.

Throughout the paper, we consider $G$ as a permutation group on $H$, where $H$ acts on itself by right multiplications, whereas $K$ acts by conjugations. In particular, $H$ is a regular subgroup and $K$ is a one-point stabilizer of $G$. Thus, the following lemma is an easy consequence of [20, Chapter IV].

Lemma 2.1 A partition of $H$ is imprimitivity system of $G$ if and only if it is the partition into the right $L$-cosets for some $L \in \mathcal{H}(G)$.

Let us recall the concept of section of a transitive group [10, Section 9]. To this end, we define a factor block $S$ of $G$ as the set of all blocks of an imprimitivity system of $G$, contained in a block $X$ of a smaller imprimitivity system.\footnote{An imprimitivity system $I$ is smaller than an imprimitivity system $I'$ if each block of $I'$ is contained in some block of $I$.} Clearly, the setwise
stabilizer of \( X \) in \( G \) acts naturally on \( S \). The permutation group \( G^S \leq \text{Sym}(S) \) induced by this action is called the section of a transitive group \( G \). Note that if \( S \) and \( T \) are factor blocks corresponding to the same imprimitivity systems, then the groups \( G^S \) and \( G^T \) are permutation isomorphic.

Now let \( G \) be a Frobenius group as at the beginning of the section. Then by Lemma 2.1, every group \( U \in \mathcal{H}(G) \) is a block of \( G \). In what follows, we deal with factor blocks of the form \( S = U/L \) (the set of all right \( L \)-cosets inside \( U \)), where \( L \in \mathcal{H}(G) \); if \( L = \{1\} \), then we identify \( S \) with \( U \). We say that a section \( G^S \) is principal if there exists a (maximal) chain of \( K \)-invariant subgroups

\[
\{1\} = H_0 < H_1 < \ldots < H_d = H
\]

with \( d = d(G) \) and such that \( S = H_{i+1}/H_i \) for some \( i \in \{0, \ldots, d - 1\} \). From the definition of \( d(G) \) and Lemma 2.1, it easily follows that every principal section of \( G \) is primitive.

**Lemma 2.2**  
In the above notations,

1. \( c(H) \leq d(G) \);
2. if \( U \in \mathcal{H}(G) \) and \( U \neq \{1\} \), then \( G^U \) is Frobenius, and also \( d(G^U) \leq d(G) - 1 \) if \( U \neq G \);
3. every primitive section of \( G \) has a prime power degree;
4. if \( |K| \) is even, then \( H \) is abelian.

**Proof** Every group of the upper central series of \( H \) being characteristic in \( H \), is \( K \)-invariant. Consequently, \( c(H) \leq d(G) \) and statement (1) holds. Statement (2) is obvious. Let \( S = U/L \) be a factor block such that \( G^S \) is primitive. Since the group \( G^U \leq \text{Sym}(U) \) is Frobenius, its kernel is a normal nilpotent subgroup. Therefore, the group \( G^S \) has a normal nilpotent subgroup. By the O’Nan-Scott theorem, this implies that the socle of \( G^S \) is elementary abelian and regular and hence \( G^S \) has a prime power degree. Thus, statement (3) holds. Statement (4) follows from [15, Theorem 6.3]. \( \square \)

## 3 Association schemes

In our presentation of (association) schemes, we follow monograph [7]; the proofs of all facts not explained below can be found there.

### 3.1 Definitions

Let \( \Omega \) be a finite set and \( S \) a partition of \( \Omega \times \Omega \); the elements of \( S \) are treated as binary relations on \( \Omega \). For arbitrary \( \alpha \in \Omega \) and \( s \in S \), we put \( \alpha s = \{ \beta \in \Omega : (\alpha, \beta) \in s \} \). The pair \( \mathcal{X} = (\Omega, S) \) is called an (association) scheme on \( \Omega \) if the following conditions are satisfied:

1. (C1) the diagonal relation \( 1_\Omega = \{(\alpha, \alpha) : \alpha \in \Omega\} \) belongs to \( S \);
2. (C2) for each \( s \in S \), the relation \( s^* = \{(\alpha, \beta) : (\beta, \alpha) \in s\} \) belongs to \( S \);
(C3) given \( r, s, t \in S \), the number \( c_{rs}^t = |\alpha r \cap \beta s^t| \) does not depend on \((\alpha, \beta) \in t\).

Any relation belonging to \( S \) is called a basis relation of \( \mathcal{X} \); the basis relation containing a pair \((\alpha, \beta)\) is denoted by \( r(\alpha, \beta) \). The numbers \(|\Omega|\) and \( c_{rs}^t \) are called the degree and intersection numbers of \( \mathcal{X} \), respectively. Given \( r, s \in S \), the set \( \{ t \in S : c_{rs}^t > 0 \} \) is denoted by \( rs \).

Let \( s \in S \). For every \( \alpha \in \Omega \), the number \( n_s = |\alpha s| \) called the valency of \( s \) is equal to \( c_{ss}^s \), and hence does not depend on the choice of \( \alpha \). It is well-known that

\[
n_t c_{rs}^{st} = n_r c_{sr}^{ts} = n_s c_{tr}^{sr}
\]

for all \( r, s, t \in S \) (see, e.g., [7, Eq. 2.1.14]).

An equivalence relation \( e \) on the set \( \Omega \) is called a parabolic of the scheme \( \mathcal{X} \) if \( e \) is the union of some basis relations of \( \mathcal{X} \). Clearly, \( 1_\Omega \) and \( \Omega \times \Omega \) are parabolics of \( \mathcal{X} \); we call them trivial. A scheme is said to be imprimitive if it has a nontrivial parabolic and primitive otherwise. The set \( \mathcal{E}(\mathcal{X}) \) of all parabolics of \( \mathcal{X} \) forms a sublattice of the lattice of equivalence relations on \( \Omega \).

### 3.2 Isomorphisms and schurity

Let \( \mathcal{X} = (\Omega, S) \) and \( \mathcal{X}' = (\Omega', S') \) be schemes. A bijection \( f : \Omega \to \Omega' \) is called a (combinatorial) isomorphism from \( \mathcal{X} \) to \( \mathcal{X}' \) if \( S^f = S' \), where \( S^f = \{ s^f : s \in S \} \) and \( s^f = \{ (\alpha^f, \beta^f) : (\alpha, \beta) \in s \} \). The set of all isomorphisms from \( \mathcal{X} \) to itself is a permutation group on \( \Omega \) which has a normal subgroup

\[\text{Aut}(\mathcal{X}) = \{ f \in \text{Sym}(\Omega) : s^f = s \text{ for all } s \in S \},\]

called the automorphism group of \( \mathcal{X} \).

Let \( G \) be a transitive subgroup of \( \text{Sym}(\Omega) \). Denote by \( (\alpha, \beta)^G \) the orbit of the induced action of \( G \) on \( \Omega \times \Omega \), which contains the pair \((\alpha, \beta)\). Then

\[\text{Inv}(G) = \text{Inv}(G, \Omega) = (\Omega, \{(\alpha, \beta)^G : (\alpha, \beta) \in \Omega \})\]

is a scheme called the scheme of \( G \). A scheme \( \mathcal{X} \) is said to be schurian if \( \mathcal{X} \) is a scheme of some transitive permutation group.

### 3.3 Algebraic isomorphisms and separability

A bijection \( \varphi : S \to S' \) is called an algebraic isomorphism from \( \mathcal{X} \) to \( \mathcal{X}' \) if \( c_{rs}^s = c_{rs}^t \) for all \( r, s, t \in S \). It is known that \(|\Omega| = |\Omega'|\), \( 1_\Omega^\varphi = 1_\Omega^\varphi \), and \( n_s^\varphi = n_s \) for every \( s \in S \). The algebraic isomorphism \( \varphi \) is extended to the unions of basis relations, namely, if \( s_1, s_2, \ldots \in S \), then we put \((s_1 \cup s_2 \cup \cdots)^\varphi = s_1^\varphi \cup s_2^\varphi \cup \cdots \). Note that if \( e \in \mathcal{E}(\mathcal{X}) \), then \( e^\varphi \in \mathcal{E}(\mathcal{X}') \).

Every isomorphism \( f \) from \( \mathcal{X} \) to \( \mathcal{X}' \) induces the algebraic isomorphism from \( \mathcal{X} \) to \( \mathcal{X}' \) which maps \( s \in S \) to \( s^f \in S' \). A scheme is said to be separable if every algebraic isomorphism from it to another scheme is induced by an isomorphism.
3.4 The t-condition

The following definition goes back to [11] (see also [16, Section 2.7]). Let \( t \geq 2 \) be an integer and \( \Sigma(\mathcal{X}) = \{ T(\gamma) : \gamma \in \Omega^t \} \), where \( T(\gamma) \) is a \( t \times t \) array defined as follows:

\[
T(\gamma)_{ij} = r(\gamma_i, \gamma_j), \quad 1 \leq i, j \leq t, \tag{2}
\]

where \( \gamma_i \) and \( \gamma_j \) are the \( i \)th and \( j \)th coordinates of \( \gamma \), respectively. We say that the scheme \( \mathcal{X} \) satisfies the \( t \)-condition if for all \( r \in S \) and \( T \in \Sigma(\mathcal{X}) \), the number

\[
cr^r_T(\alpha, \beta) = | \{ \gamma \in \Omega^t : T(\gamma) = T, (\gamma_1, \gamma_2) = (\alpha, \beta) \} |
\]

does not depend on \((\alpha, \beta) \in r\); we denote this number by \( cr^r_T \). Note that \( \mathcal{X} \) always satisfies the 3-condition (and, of course, 2-condition); in this case, the numbers \( cr^r_T \) are just the intersection numbers of \( \mathcal{X} \). A scheme is schurian if and only if it satisfies the \( t \)-condition for every \( t \geq 2 \) [16, p. 5].

4 Pseudofrobenius schemes

Let \( G \) be a Frobenius group. Following [16], the scheme Inv(\( G \)) is said to be a Frobenius. The parabolics of Inv(\( G \)) are exactly \( G \)-invariant equivalence relations. The latter are in one-to-one correspondence with the imprimitivity systems of \( G \): the classes of a \( G \)-invariant equivalence relation are the blocks of the corresponding imprimitivity system. By Lemma 2.1, the imprimitivity systems of \( G \) are the partitions into the right cosets by a subgroup from \( \mathcal{H}(G) \). Thus, we have a bijection

\[
\chi : \mathcal{E}(\text{Inv}(G)) \to \mathcal{H}(G) \tag{3}
\]

between the parabolics of Inv(\( G \)) and groups belonging to \( \mathcal{H}(G) \).

A scheme \( \mathcal{X} = (\Omega, S) \) is said to be pseudofrobenius if it is algebraically isomorphic to the scheme Inv(\( G \)), where \( G \) is a (not necessary uniquely determined) Frobenius group; in this case the scheme \( \mathcal{X} \) is called \( G \)-pseudofrobenius. Clearly, every Frobenius scheme is pseudofrobenius. The converse statement is not true in general, see Introduction. A pseudofrobenius scheme is said to be proper if it is not isomorphic to a Frobenius scheme. Examples of proper pseudofrobenius schemes can be found in [7, Sections 2.5.2, 4.5].

**Lemma 4.1** Let \( G \) be a Frobenius group, \( \mathcal{X} \) a \( G \)-pseudofrobenius scheme, and \( \varphi \) an algebraic isomorphism from Inv(\( G \)) to \( \mathcal{X} \). Then

1. the degree of \( \mathcal{X} \) and valency of an irreflexive basis relation of \( \mathcal{X} \) are equal to the orders of the kernel and complement of \( G \), respectively,
2. the mapping

\[
\mathcal{H}(G) \to \mathcal{E}(\mathcal{X}), \; L \mapsto e(L),
\]
where \( e(L) = L^{\chi^{-1}} \varphi \) with \( \chi \) being bijection (3), is a lattice isomorphism such that 
\[ |L| = n_{e(L)}. \]

**Proof** Statement (1) is obvious. To prove statement (2), we make use of some simple facts proved in monograph [7]; the references to them are given without mentioning [7].

By Exercise 1.4.16 (6), the bijection \( \chi^{-1} \) coincides with the restriction of the bijection \( \rho \) constructed in Exercise 1.4.15 to \( H(G) \). By Exercise 1.4.15 (4), (5), the mapping \( \chi^{-1} : H(G) \to E(\text{Inv}(G)) \) is a lattice isomorphism. On the other hand, the bijection \( E(\text{Inv}(G)) \to E(\mathcal{X}), e \mapsto e^\varphi \) is also a lattice isomorphism by Exercise 2.7.30. Thus, so is the composition of \( \chi^{-1} \) and \( \varphi \). Moreover for every \( L \in H(G) \), we have
\[ |L| = n_{L^{\chi^{-1}}} = n_{L^{\chi^{-1}}\varphi}, \]
where the first equality follows from formula 1.4.15, whereas the second one follows from Corollary 2.3.20.

By statement (1) of Lemma 4.1, the pseudofrobenius scheme \( \mathcal{X} \) is *equivalenced*, i.e., the number \( n_s \) does not depend on irreflexive \( s \in S \); it is called the *valency* of \( \mathcal{X} \). Now as an easy consequence of Eq. (1), we obtain
\[ c_{rs}^{t} = c_{st}^{r} = c_{tr}^{s}, \quad r, s, t \in S \setminus \{1\Omega\}. \quad (4) \]

**Lemma 4.2** Let \( \mathcal{X} \) be an imprimitive pseudofrobenius scheme, \( e \) a nontrivial parabolic of \( \mathcal{X} \), and relations \( r, s, t \in S \) irreflexive. Assume that
\[ t \in r s, \quad t \subseteq e, \quad r \cup s \not\subseteq e. \]

Then \( c_{rs}^{t} = 1 \) and \( c_{rs}^{u} = 0 \) for every \( u \in S \) such that \( u \subseteq e \) and \( u \neq t \).

**Proof** We note that \( c_{rs}^{t} \geq 1 \) and hence \( c_{st}^{r} \geq 1 \) and \( c_{tr}^{s} \geq 1 \) (see Eq. (4)). So \( r^{*} \subseteq st^{*} \) and \( s^{*} \subseteq r^{*}r \). This implies that if one of \( r \) and \( s \) is contained in \( e \), then, because of \( t \subseteq e \), so is the other one. However, this contradicts the condition \( r \cup s \not\subseteq e \). Therefore both of \( r \) and \( s \) lie outside \( e \).

Assume on the contrary that either \( c_{rs}^{t} > 1 \) or there exists \( u \in S \) such that \( u \subseteq e \), \( u \neq t \), and \( c_{rs}^{u} > 0 \). Then \( c_{st}^{r} > 1 \) or \( c_{tr}^{s} > 0 \) by Eq. (4). In both cases for every \( (\alpha, \beta) \in r^{*} \), there are distinct \( \gamma, \delta \in \Omega \) such that
\[ (\alpha, \gamma), (\alpha, \delta) \in s \text{ and } (\gamma, \beta), (\delta, \beta) \in e. \]

The second part of this formula implies that \( \beta, \gamma, \delta \) belong to the same class \( \Delta \) of the parabolic \( e \). Therefore by the first part of this formula, \( |as \cap \Delta| \geq 2 \). Moreover, \( \alpha \notin \Delta \) for otherwise \( r = r(\beta, \alpha) \subseteq e \) which is impossible by the first paragraph. Now we arrive to a contradiction with [7, Eq. (3.3.3)] stating that every point \( \alpha \) of an equivalenced scheme has at most one \( s \)-neighbor in a class of \( \Delta \neq \alpha \) of any nontrivial parabolic \( e \). \( \square \)
We complete the section by a statement which will be used in Sect. 7.

**Lemma 4.3** Let $\mathcal{X}$ be a pseudofrobenius scheme and $e_1 \subseteq e_2$ parabolics of $\mathcal{X}$. Then the valency of $\mathcal{X}$ divides $\frac{n_{e_2}}{n_{e_1}} - 1$.

**Proof** Denote by $G$ the Frobenius group such that $\mathcal{X}$ is $G$-pseudofrobenius. Let $K$ be a complement of $G$, and let $L_1, L_2 \in \mathcal{H}(G)$ be such that $e_1 = e(L_1), e_2 = e(L_2)$, see Lemma 4.1(2). Then the set $L_2 \setminus L_1$ is $K$-invariant. Therefore, the valency $k = |K|$ of $\mathcal{X}$ divides the number

$$|L_2| - |L_1| = |L_1| \left( \frac{|L_2|}{|L_1|} - 1 \right).$$

On the other hand, $|L_1|$ is coprime to $k$, because the group $G^{L_1}$ is Frobenius or trivial by Lemma 2.2(2). Thus, $k$ divides $\frac{|L_2|}{|L_1|} - 1 = \frac{n_{e_2}}{n_{e_1}} - 1$. $\square$

### 5 Base triples and algebraic isomorphisms

Throughout the section, $\mathcal{X} = (\Omega, S)$ is an imprimitive pseudofrobenius scheme and $e$ is a nontrivial parabolic of $\mathcal{X}$.

#### 5.1 Base triples

Let $\mu, \nu, \rho$ be points of $\mathcal{X}$. We say that $\tau = (\mu, \nu, \rho)$ is a base triple with respect to the parabolic $e$ if $\mu \neq \nu$ and

$$(\mu, \nu) \in e \quad \text{and} \quad (\mu, \rho) \notin e. \quad (5)$$

Clearly, $\mu, \nu, \rho$ are pairwise distinct. Denote by $S_\tau$ the set of all pairs $(x, y) \in S \times S$ in which $x$ is arbitrary and $y$ satisfies the following conditions:

$$xy^* \ni \begin{cases} r(\mu, \rho) & \text{if } x \subseteq e, \\ r(\mu, \nu) & \text{if } x \nsubseteq e. \end{cases} \quad (6)$$

In view of Eq. (5), we have $y \nsubseteq e$. It should also be noted that $S_\tau$ depends only on the relations $e, r(\mu, \rho)$, and $r(\mu, \nu)$, and does not depend on the triple $\tau$.

For each point $\alpha \in \Omega$, we define its coordinates $(x_\alpha, y_\alpha) \in S_\tau$ with respect to the base triple $\tau$ as follows:

$$x_\alpha = r(\mu, \alpha) \quad \text{and} \quad y_\alpha = \begin{cases} r(\rho, \alpha) & \text{if } (\mu, \alpha) \in e, \\ r(\nu, \alpha) & \text{if } (\mu, \alpha) \notin e. \end{cases} \quad (7)$$

The following lemma shows that $\alpha$ is uniquely determined by its coordinates.
Lemma 5.1 In the above notation, the mapping

\[ f_\tau : \Omega \rightarrow S_\tau, \ \alpha \mapsto (x_\alpha, y_\alpha). \]

is a bijection. Moreover, setting \( r = r(\mu, \rho), s = r(\mu, \nu), \) and \( t = r(\nu, \rho), \) we have

\[ \mu f_\tau = (1_\Omega, r^*), \quad v f_\tau = (s, t^*), \quad \rho f_\tau = (r, t). \quad (8) \]

Proof Eq. (8) is a straightforward consequence of Eq. (7). Let

\[ (x, y) \in S_\tau. \]

Let us prove that there exists \( \alpha \in \Omega \) such that

\[ (x_\alpha, y_\alpha) = (x, y). \]

First assume that \( x \subseteq e. \) Note that \( y \not\subseteq e \) by the definition of \( S_\tau. \) Since \( r \not\subseteq e, \) we have \( c_{xy^*}^{s^*} = 1 \) by Lemma 4.2. So

\[ c_{xy^*}^{s^*} = c_{xy^*}^{s^*} = 1 \]

by Eq. (4). Therefore,

\[ \mu x \cap \rho y = \{ \alpha \} \]

for some \( \alpha \in \Omega. \) Thus, \( x = r(\mu, \alpha) = x_\alpha \) and \( y = r(\rho, \alpha) = y_\alpha. \) Now let \( x \not\subseteq e. \) Since \( y^* \not\subseteq e \) and \( s \subseteq e, \) we have \( c_{xy^*}^s = 1 \) by Lemma 4.2. Therefore,

\[ \mu x \cap vy = \{ \alpha \} \]

for some \( \alpha \in \Omega. \) Thus, \( x = r(\mu, \alpha) = x_\alpha \) and \( y = r(\nu, \alpha) = y_\alpha. \) This shows that the mapping \( f_\tau \) is a surjective.

To prove that \( f_\tau \) is injective, assume on the contrary that there are distinct \( \alpha, \beta \in \Omega \) such that \( (x_\alpha, y_\alpha) = (x, y). \) Then \( \alpha, \beta \in \mu x. \) If \( x \subseteq e, \) then \( \alpha, \beta \in \rho y \) and hence \( c_{xy^*}^s = c_{xy^*}^{s^*} \geq 2 \) which contradicts Lemma 4.2. Finally, if \( x \not\subseteq e, \) then \( \alpha, \beta \in vy, \) and hence \( c_{xy^*}^s \geq 2 \) which contradicts Lemma 4.2.

\( \square \)

5.2 Invariance

In what follows, we fix a base triple \( \tau \) of the scheme \( X \) with respect to the parabolic \( e. \) Let \( X' = (\Omega', S') \) be a scheme and \( \varphi : S \rightarrow S', s \rightarrow s' \) algebraic isomorphism. The following statement is straightforward.

Lemma 5.2 In the above notation, \( X' \) is a pseudofrobenius scheme and \( e' = \varphi(e) \) a parabolic of \( X'. \) Moreover, there exists a base triple \( \tau' = (\mu', v', \rho') \) of the scheme \( X' \) with respect to the parabolic \( e', \) such that

\[ r(\mu, v)' = r(\mu', v'), \quad r(\mu, \rho)' = r(\mu', \rho'), \quad r(\nu, \rho)' = r(\nu', \rho'). \quad (9) \]

Let \( e' \) and \( \tau' \) be as in Lemma 5.2. Then by Lemma 5.1, there is a bijection

\[ f_{\tau'} : \Omega' \rightarrow S'_{\tau'}, \ \alpha' \mapsto (x_{\alpha'}, y_{\alpha'}). \]

where \( S_{\tau'}' \) and \( x_{\alpha'}, y_{\alpha'} \) are defined, respectively, by Eqs. (6) and (7) for the scheme \( X'. \) In what follows, we set \( \varphi(r, s) = (r', s') \) for all \( (r, s) \in S \times S. \)

\( \square \) Springer
Lemma 5.3 In the above notation, the mapping

\[ f := f_\varphi : \Omega \to \Omega', \quad \alpha \mapsto [\varphi(\alpha f^r)] f^{-1}, \]

is a bijection. Moreover, \( \tau^f = \tau' \) and given \( \alpha, \beta \in \Omega \),

\[ \varphi(r(\alpha, \beta)) = r(\alpha^f, \beta^f) \]

whenever \( \alpha \) or \( \beta \) belongs to \( \{\mu, v, \rho\} \).

Proof The mappings \( f_\tau : \Omega \to S_\tau \) and \( f_\tau^{-1} : S'_\tau \to \Omega' \) are bijections by Lemma 5.1. Since \( \varphi \) induces a bijection \( S_\tau \to S'_\tau \), the mapping \( f \) being the composition of these three bijections is a bijection too. Note that because \( \varphi \) commutes with taking \( * \), we may assume that \( \alpha \in \{\mu, v, \rho\} \).

Setting \( r = r(\mu, \rho) \), by the first part of Eq. (8) we have

\[ \mu^f = [\varphi(\mu^f)] f^{-1} = [\varphi(1\Omega, r^*)] f^{-1} = (1\Omega', r^*) f^{-1} = (1\Omega', r^*) f^{-1} = \mu'. \]

Furthermore, setting \( \beta' = \beta^f \) and \( (\beta') f^{r'} = (x'_{\beta'}, y'_{\beta'}) \), we have

\[ (x'_{\beta'}, y'_{\beta'}) = (\beta') f^{r'} = (\beta^f)^{r'} = ([\varphi(\beta^f)] f^{-1})^{r'} = \varphi(\beta^f) = (x_\beta', y_\beta'). \]

It follows that \( x'_{\beta'} = (x_\beta)' \) and hence

\[ \varphi(r(\mu, \beta)) = (x_\beta)' = x'_{\beta'} = r(\mu', \beta') = r(\mu^f, \beta^f), \]

which proves Eq. (11) if \( \alpha = \mu \). The same arguments work if \( \alpha = v \) or \( \alpha = \rho \): the only difference is that one should use, respectively, the second and third parts of Eq. (8), and equality \( y'_{\beta'} = (y_\beta)' \), which follows from Eq. (13), instead of equality \( x'_{\beta'} = (x_\beta)' \).

\( \square \)

6 Proof of Theorem 1.1

In what follows, \( \mathcal{X} = (\Omega, S) \) is an imprimitive pseudofrobenius scheme, \( e \) is a nontrivial parabolic of \( \mathcal{X} \), and \( \mathcal{T}(\mathcal{X}) \) is defined as in Sect. 3.4 for \( t = 4 \).

Lemma 6.1 Assume that \( \mathcal{X} \) satisfies the 4-condition, the arrays \( T, T' \in \mathcal{T}(\mathcal{X}) \) are such that \( T_{12} \subseteq e, T_{13} \not\subseteq e, \) and

\[ T_{ij} = T'_{ij} \text{ for all } 1 \leq i, j \leq 4 	ext{ except for } \{i, j\} = \begin{cases} \{2, 4\} & \text{if } T_{14} \subseteq e, \\ \{3, 4\} & \text{if } T_{14} \not\subseteq e. \end{cases} \]

Then \( T = T' \).
Proof We have \( T = T(\gamma) \) and \( T' = T(\gamma') \) for some \( \gamma, \gamma' \in \Omega^4 \). First, we prove that

\[
(\gamma_1, \gamma_2) = (\gamma'_1, \gamma'_2) \implies \gamma = \gamma'.
\] (15)

Indeed condition (14) implies that \( T_{13} = T'_{13} \) and \( T_{23} = T'_{23} \). Now if \( (\gamma_1, \gamma_2) = (\gamma'_1, \gamma'_2) \) then \( \gamma_3 \) and \( \gamma'_3 \) lie in \( \gamma_{T13} \cap \gamma_{T23} \). On the other hand, \( T_{12} \subseteq e \) and \( T_{13} \not\subseteq e \) by the hypothesis. Therefore, the set \( T_{32} = r(\gamma_3, \gamma_2) \in r(\gamma_1, \gamma_3)^*r(\gamma_1, \gamma_2) = T_{13}^*T_{12} \) contains at least one relation outside \( e \), and then

\[
|\gamma_1T_{13} \cap \gamma_2T_{23}| = c_{T_{13}T_{32}}^{T_{12}} = 1
\]

by Lemma 4.2. Thus, \( \gamma_3 = \gamma'_3 \).

Further, if \( T_{14} \not\subseteq e \), then the above argument with \( \gamma_3, \gamma'_3 \) replaced by \( \gamma_4, \gamma'_4 \) and \( T_{13} \) and \( T_{23} \) replaced by \( T_{14} \) and \( T_{24} \) shows that \( \gamma_4 = \gamma'_4 \). Now let \( T_{14} \subseteq e \). By condition (14), we have \( T_{14} = T'_{14} \) and \( T_{34} = T'_{34} \). Since \( \gamma_3 = \gamma'_3 \), both \( \gamma_4 \) and \( \gamma'_4 \) lie in \( \gamma_{T14} \cap \gamma_3T_{34} \). By Lemma 4.2,

\[
|\gamma_1T_{14} \cap \gamma_3T_{34}| = c_{T_{14}T_{34}}^{T_{13}} = 1
\]

and hence again \( \gamma_4 = \gamma'_4 \). This completes the proof of Eq. (15).

Equation (15) shows that the set of all \( \gamma \in \Omega^4 \) for which \( (\gamma_1, \gamma_2) = (\gamma_1, \gamma_2) \) and \( T(\gamma) = T \), is a singleton, namely \( \{\gamma\} \). Since the scheme \( \mathcal{X} \) satisfies the 4-condition, \( c_T = 1 \) with \( r = r(\gamma_1, \gamma_2) \). Taking into account that

\[
r(\gamma'_1, \gamma'_2) = T_{12}' = T_{12} = r(\gamma_1, \gamma_2) = r,
\]

we see that there exists a quadruple \( \gamma'' \in \Omega^4 \) such that \( T(\gamma'') = T \) and \( (\gamma''_1, \gamma''_2) = (\gamma'_1, \gamma'_2) \). By Eq. (15) for \( \gamma = \gamma'' \), we have \( \gamma'' = \gamma' \). Thus,

\[
T = T(\gamma'') = T(\gamma') = T',
\]

as required. \( \Box \)

Lemma 6.2 Let \( \tau = (\mu, v, \rho) \) and \( \tau' = (\mu', v', \rho') \) be base triples of \( \mathcal{X} \), satisfying condition (9) with respect to the algebraic isomorphism \( \varphi = \text{id}_S \) and bijection \( f = f_\varphi \) defined by Eq. (10). Assume that the scheme \( \mathcal{X} \) satisfies the 4-condition. Then \( f \in \text{Aut}(\mathcal{X}) \) and \( \tau^f = \tau' \).

Proof To prove that \( f \in \text{Aut}(\mathcal{X}) \), it suffices to verify that Eq. (11) holds for all distinct \( \alpha, \beta \in \Omega \). Note that if \( \alpha \) or \( \beta \) belongs to \( \{\mu, v, \rho\} \), then this follows from Lemma 5.3. Let \( T = T(\gamma) \), where this time \( \gamma = (\mu, \alpha, v, \beta) \) if \( (\mu, \beta) \in e \), and \( \gamma = (\mu, v, \alpha, \beta) \) if \( (\mu, \beta) \not\in e \). Then by Lemma 5.3, all conditions of Lemma 6.1 are satisfied for \( T' = T(\gamma') \) with \( \gamma' = \gamma^f \). Thus, \( T = T' \). It follows that

\[
r(\alpha^f, \beta^f) = T^i_{ij} = T^i_{ij} = r(\alpha, \beta),
\]

where \( (i, j) = (2, 4) \) if \( (\mu, \beta) \in e \) and \( (i, j) = (3, 4) \) if \( (\mu, \beta) \not\in e \). \( \Box \)
**Proof of Theorem 1.1** The necessity follows from Sect. 3.4. To prove the sufficiency, let $\mathcal{X}$ be an imprimitive pseudofrobenius scheme, and $e$ a nontrivial parabolic of $\mathcal{X}$. Assume that $\mathcal{X}$ satisfies the 4-condition. In view of [7, Corollary 3.3.9], every schurian imprimitive equivalenced scheme is Frobenius. Thus, it suffices to prove that $\mathcal{X}$ is schurian, i.e., the group $\text{Aut}(\mathcal{X})$ acts transitively on each $s \in S$.

Assume first that $s \subseteq e$, and $(\mu, \nu), (\mu', \nu') \in s$. Take arbitrary point $\rho$ so that $\tau = (\mu, \nu, \rho)$ is a base triple of $\mathcal{X}$ with respect to $e$. Setting $r = r(\mu, \rho)$ and $t = r(\nu, \rho)$, we have $c_{rt}^s \neq 0$. It follows that there exists a point $\rho'$ such that $\tau' = (\mu', \nu', \rho')$ is a base triple of $\mathcal{X}$ with respect to $e$, such that condition (9) is satisfied. By Lemma 6.2, we have $(\mu, \nu)^f = (\mu', \nu')$, where $f$ is the automorphism of $\mathcal{X}$, defined in that lemma. Thus, $\text{Aut}(\mathcal{X})$ acts transitively on $s$.

Now let $s \not\subseteq e$ and $(\mu, \rho), (\mu', \rho') \in s$. Take arbitrary point $\nu$ so that $\tau = (\mu, \nu, \rho)$ is a base triple of $\mathcal{X}$ with respect to $e$. Then as above, there exists a point $\nu'$ such that $\tau' = (\mu', \nu', \rho')$ is a base triple of $\mathcal{X}$ with respect to $e$, such that condition (9) is satisfied. Using Lemma 6.2 again, we find $f \in \text{Aut}(\mathcal{X})$ such that $(\mu, \nu)^f = (\mu', \nu')$. Thus, $\text{Aut}(\mathcal{X})$ acts transitively on $s$. □

**7 Proof of Theorem 1.2**

A separable pseudofrobenius scheme is obviously Frobenius. So every proper pseudofrobenius scheme is not separable. Therefore, Theorem 1.2 follows from the theorem below.

**Theorem 7.1** An imprimitive pseudofrobenius scheme $\mathcal{X}$ is separable unless the conclusion of Theorem 1.2 holds for some (and hence for all) Frobenius group $G$ such that $\mathcal{X}$ is $G$-pseudofrobenius.

Throughout the rest of the section, $\mathcal{X} = (\Omega, S)$ and $n$ and $k$ the degree and valency of $\mathcal{X}$, respectively. We need an auxiliary lemma.

**Lemma 7.2** Suppose that $\mathcal{X}$ has a chain of parabolics $1_\Omega < e_1 < e_2 \leq e_3 < \Omega \times \Omega$. Then $\mathcal{X}$ is separable unless $e_2 = e_3$ and

$$\left\{\left\{n_1 - 1, \frac{n_2}{n_1} - 1, \frac{n}{n_2} - 1\right\}\right\} = \{\{k, k, k\}\} \text{ or } \{\{k, k, 2k\}\},$$

(16)

where $n_1 = n_{e_1}$ and $n_2 = n_{e_2}$.

**Proof** By [17, Theorem 5.1], every scheme of degree $n$ and maximal valency $k$ is separable whenever $n > 3ck(k - 1)$, where $c$ is the indistinguishing number of this scheme. By definition, $c$ is the sum of some intersection numbers, and $c = k - 1$ if the scheme is Frobenius [16, Lemma 2.2] and hence if it is pseudofrobenius. Thus, the scheme $\mathcal{X}$ is separable if

$$n > 3k(k - 1)^2.$$  

(17)

By Lemma 4.3, the number $k$ divides $n_1 - 1, \frac{n_2}{n_3} - 1, \frac{n_3}{n_2} - 1, \text{ and } \frac{n}{n_3} - 1$. If $e_2 \neq e_3$ then each of these numbers is nonzero and hence greater than or equal to $k$.  

 Springer
Consequently,
\[ n = n_1 \frac{n_2 n_3}{n_1 n_2} n > (n_1 - 1) \left( \frac{n_2}{n_1} - 1 \right) \left( \frac{n_3}{n_2} - 1 \right) \left( \frac{n}{n_3} - 1 \right) \geq k^4 > 3k(k - 1)^2. \]

On the other hand, let \( e_2 = e_3 \). Suppose that Eq. (16) does not hold. Then the above divisibility argument easily shows that
\[ n = n_1 \frac{n_2 n}{n_1 n_2} > (n_1 - 1) \left( \frac{n_2}{n_1} - 1 \right) \left( \frac{n}{n_2} - 1 \right) \geq 3k^3 > 3k(k - 1)^2. \]

Thus, Eq. (17) holds in both cases and \( X \) is separable. \( \square \)

**Proof of Theorem 7.1** Let \( G \) be a Frobenius group such that \( X \) is \( G \)-pseudofrobenius, and \( H \) and \( K \) the kernel and complement of \( G \), respectively. Clearly, \( |H| = n \) and \( |K| = k \). Assume that \( X \) is not separable.

**Lemma 7.3** Suppose that \( H \) has a chain of \( K \)-invariant subgroups \( \{1\} < H_1 < H_2 \leq H_3 < H \). Then \( H_2 = H_3 \) and Eq. (16) holds for \( n_1 = |H_1| \) and \( n_2 = |H_2| \).

**Proof** By Lemma 4.1(2), the condition of Lemma 7.2 holds for \( e_i = e(H_i) \) and also \( n_{e_i} = n_i \) for \( i = 1, 2, 3 \). Thus, the required statement is a consequence of Lemma 7.2. \( \square \)

Let \( \pi = \pi(H) \) and \( d = d(G) \).

**Lemma 7.4** \( |\pi| \leq 3 \) and \( d \leq 3 \).

**Proof** By Lemma 7.3, it suffices to show that if \( |\pi| \geq 4 \) or \( d \geq 4 \), then \( H \) has a chain of \( K \)-invariant subgroups \( \{1\} < H_1 < H_2 < H_3 < H \). This is obvious if \( d \geq 4 \). Now let \( |\pi| \geq 4 \) and let \( P, Q, R \) be pairwise distinct Sylow subgroups of \( H \). Put \( H_1 = P, H_2 = P \times Q, \) and \( H_3 = P \times Q \times R \). Since \( H_1, H_2, \) and \( H_3 \) are \( K \)-invariant, we are done. \( \square \)

**Lemma 7.5** \( |\pi| \leq 2 \).

**Proof** By Lemma 7.4, we may assume towards to contradiction that \( |\pi| = 3 \). Let \( Syl(H) = \{P, Q, R\} \). Then the condition of Lemma 7.3 holds for \( H_1 = P \) and \( H_2 = H_3 = P \times Q \). Moreover,
\[ \left| \left\{ n_1 - 1, \frac{n_2}{n_1} - 1, \frac{n}{n_2} - 1 \right\} \right| = |\{\|P| - 1, |Q| - 1, |R| - 1\}| = 3, \]
which contradicts Lemma 7.3. \( \square \)

Note that \( d \geq 2 \), since the scheme \( X \) is imprimitive. Together with Lemmas 7.4 and 7.5, this implies that \( (|\pi|, d) \in \{1, 2\} \times \{2, 3\} \). Further, let \( d = 3 \) and
\[ \{1\} < H_1 < H_2 < H \]
a chain of \( K \)-invariant subgroups. The condition of Lemma 7.3 is satisfied for \( H_1 \) and \( H_2 = H_3 \) and Eq. (16) holds. To complete the proof, we consider two cases depending on \( |\pi| = 1 \) or 2. In what follows, \( S \) is a factor block such that the section \( G^S \) is principal; without loss of generality, we may assume that \( S = H_1, H_2/H_1, \) or \( H/H_2 \).

**Case 1:** \( |\pi| = 1 \). In this case, \( \{H\} \) is a \( p \)-group for a prime \( p \). In particular, each of the numbers \( n_1, n_2, n_1 - 1, n_2 - 1 \) is a \( p \)-power. It follows that the ratio of every two elements from the set \( \{n_1 - 1, n_2 - 1, n_1 n_2 - 1\} \) is other than 2. Therefore, \( \{n_1 - 1, n_2 - 1, n_1 n_2 - 1\} = \{k\} \) by Eq. (16) and hence

\[
|H| = n = n_1 \frac{n_2}{n_1 n_2} n = (k + 1)^3;
\]

in particular, \( |H| = p^{3a} \) for an integer \( a \geq 1 \), and \( |S| = |H_1| = |H_2/H_1| = |H/H_2| = k + 1 = p^a \). Due to Eq. (18), the action of \( K \leq G \) on \( S \) is transitive on \( S \setminus \{1\} \). Thus, \( G^S \) is 2-transitive.

**Case 2:** \( |\pi| = 2 \). In this case, \( \pi = \{p, q\} \) for distinct primes \( p \) and \( q \). By Lemma 2.2(3), the set \( \{n_1, n_2, n_1, n_2\} \) contains both \( p \)- and \( q \)-powers and hence has cardinality at least 2. Together with Eq. (16), this implies that

\[
\{\{n_1 - 1, n_2 - 1, n n_2 - 1\}\} = \{(k, k, 2k)\}.
\]

Without loss of generality, we may assume that \( k = p^a - 1 \) and \( 2k = q^b - 1 \) for some integers \( a, b \geq 1 \); in particular, \( q^b = 2p^a - 1 \). By Eq. (19),

\[
|H| = n = n_1 \frac{n_2}{n_1 n_2} n = (k + 1)^2(2k + 1) = p^{2a} q^b,
\]

and \( |S| \in \{n_1 - 1, n_2 n_1 - 1, n n_2 - 1\} = \{p^a, q^b\} \). Then the action of \( K \leq G \) on \( S \) has one (if \( |S| = p^a \)) or two (if \( |S| = q^b \)) orbits on \( S \setminus \{1\} \). In the first case \( G^S \) is 2-transitive, whereas in the second one it is of rank 3.

**Proof of Corollary 1.3** We keep notation from Theorem 1.2. By this theorem \( d \leq 3 \) and hence \( c \leq d \leq 3 \) by Lemma 2.2(1).

**Claim 1** If \( d = 3 \) and \( 2 \notin \pi \), then \( H \) is abelian.

**Proof** Since \( d = 3 \), the group \( G \) has a 2-transitive principal section of degree \( p^a \) by Theorem 1.2. This implies that \( |K| = k = p^a - 1 \). Then \( |K| \) is even because \( p \neq 2 \). Therefore, \( H \) is abelian by Lemma 2.2(4).

**Claim 2** If \( |\pi| = 2 \), then \( c \leq d - 1 \).
Proof Let \( \text{Syl}(H) = \{P, Q\} \), where \( P \neq Q \). Note that \( H \) being the kernel of a Frobenius group is nilpotent by the Thompson theorem. Consequently, \( H = P \times Q \) and

\[
c \leq \max\{c(P), c(Q)\} \leq \max\{d(G^P), d(G^Q)\} \leq d - 1,
\]

where the second and third inequalities hold by statements (1) and (2) of Lemma 2.2, respectively.

Now suppose that \( H \) is not a 2-group or \( d \neq 3 \). If \( (|\pi|, d) = (1, 3) \), then \( H \) is abelian by Claim 1; if \( (|\pi|, d) = (1, 2) \), then \( c \leq 2 \) by Lemma 2.2(1); if \( (|\pi|, d) = (2, 2) \), then \( H \) is abelian by Claim 2; if \( (|\pi|, d) = (2, 3) \) and \( 2 \not\in \pi \), then \( c \leq 2 \) by Claim 2. Thus, statement (1) of the corollary holds, whereas statement (2) immediately follows from statement (1).

\[\square\]

8 Proof of Theorem 1.4

It suffices to prove the “only if” part. Assume that the groups \( G_1 \) and \( G_2 \) have the same character tables. Then there are bijections between the irreducible characters and the conjugacy classes of \( G_1 \) and \( G_2 \), which preserve the degrees and cardinalities, respectively. In particular, this defines a one-to-one correspondence between the basis relations of the (commutative) schemes \( Y_1 \) and \( Y_2 \) of the groups \( G_1 \text{ Inn}(G_1) \leq \text{Sym}(G_1) \) and \( G_2 \text{ Inn}(G_2) \leq \text{Sym}(G_2) \), which preserves the intersection numbers (see, e.g., [3, Chapter II, Theorems 3.6 and 7.2]). Thus, \( Y_1 \) and \( Y_2 \) are algebraically isomorphic.

Lemma 8.1 The schemes \( X_1 = \text{Inv}(G_1) \) and \( X_2 = \text{Inv}(G_2) \) are algebraically isomorphic.

Proof By [7, Theorem 3.4.8(1)], it suffices to prove that the scheme \( Y = Y_i \) is isomorphic to the wreath product of the scheme \( X = X_i \) and some scheme, \( i = 1, 2 \). Note that \( X \) and \( Y \) are Cayley schemes over the kernel \( H \) of \( G \) and \( G \), respectively. In view of [7, Theorem 2.4.16], the wreath product of Cayley schemes corresponds to the wreath product of the corresponding Schur rings. Therefore, it suffices to prove that the Schur ring \( A \) corresponding to \( Y \) is the wreath product of its restriction \( A_H \) on \( H \) corresponding to \( X \) and some Schur ring over \( G/H \).

The Schur ring \( A \) is defined by the group \( G \text{ Inn}(G) \leq \text{Sym}(G) \); the basic sets of \( A \) are just the conjugacy classes of \( G \). The group \( H \) being a normal abelian subgroup of \( G \) is a union of some basic sets of \( A \). Moreover, \( A_H \) is the Schur ring defined by \( G \leq \text{Sym}(H) \). On the other hand, each conjugacy class of \( G \) outside \( H \) is a union of some \( H \)-cosets by [6, p. 153]. This means that \( XH = HX = X \) for each basic set \( X \subseteq G \setminus H \). Thus, \( A \) is the wreath product of \( A_H \) and some Schur ring over \( G/H \) as required.

By the hypothesis of the theorem, the conclusion of Theorem 1.2 does not hold for \( G_1 \). It follows that \( X_1 \) is separable (Theorem 7.1). Therefore, \( X_1 \) and \( X_2 \) are isomorphic.
(Lemma 8.1). In particular, the groups \( \text{Aut}(\mathcal{X}_1) \) and \( \text{Aut}(\mathcal{X}_2) \) are isomorphic. Since \( G_1 \) and \( G_2 \) are imprimitive Frobenius groups, \( G_1 = \text{Aut}(\mathcal{X}_1) \) and \( G_2 = \text{Aut}(\mathcal{X}_2) \) by [11, Theorem 2.5.8]. Thus, \( G_1 \) and \( G_2 \) are isomorphic.

9 Proof of Theorem 1.5

Denote by \( H \) the cyclic group underlying the circulant \( \mathcal{X} \). Then

\[
H \leq \text{Aut}(\mathcal{X}) =: G
\]

(we identify \( H \) with the image of its regular representation). Since \( G \) is a Frobenius group and every nontrivial element of \( H \) is fixed point free, \( H \) is the kernel of \( G \). In particular, \( H \) is normal in \( G \).

According to [7, Section 2.6.1], there exists the minimal scheme \( \mathcal{X} \) such that \( \text{Aut}(\mathcal{X}) = \text{Aut}(\mathcal{X}) \). In particular, \( \mathcal{X} \) is a normal Cayley scheme (of \( H \)) in the sense of [7, Section 2.4]. Moreover, in view of [7, Exercise 4.7.37(1)], we have

\[
\mathcal{X} = \text{Inv}(\text{Aut}(\mathcal{X})) = \text{Inv}(\text{Aut}(\mathcal{X})) = \text{Inv}(G).
\]

Consequently, \( \mathcal{X} \) is a Frobenius scheme.

Let \( n \not\in \{p, p^2, p^3, pq, p^2q\} \), where \( p \) and \( q \) are distinct primes. Then

\[
|\pi(n)| \geq 3 \quad \text{or} \quad \Omega(n) \geq 4,
\]

where \( \pi(n) \) is the set of all prime divisors of \( n \) and \( \Omega(n) \) is the total number of prime divisors of \( n \) (with multiplicities). Clearly, \( |H| = n \) and \( \pi(H) = \pi(n) \). Since \( H \) is cyclic, every subgroup of \( H \) is characteristic and the length of the longest chain of subgroups of \( H \) equals \( \Omega(n) \). Therefore,

\[
|\pi(H)| \geq 3 \quad \text{or} \quad d(G) \geq 4.
\]

In both cases, the scheme \( \mathcal{X} \) is separable by Theorem 7.1. Together with [12, Theorem 2.5], this implies that \( \text{dim}_{\text{WL}}(\mathcal{X}) \leq 2 \). The classification of all regular graphs of the Weisfeiler-Leman dimension 1 [2, Lemma 3.1 (a)] yields \( \text{dim}_{\text{WL}}(\mathcal{X}) \neq 1 \). Thus, \( \text{dim}_{\text{WL}}(\mathcal{X}) = 2 \).

\[\square\]
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