Mortality predictors in patients with COVID-19 pneumonia: a machine learning approach using eXtreme Gradient Boosting model
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Abstract
Recently, global health has seen an increase in demand for assistance as a result of the COVID-19 pandemic. This has prompted many researchers to conduct different studies looking for variables that are associated with increased clinical risk, and find effective and safe treatments. Many of these studies have been limited by presenting small samples and a large data set. Using machine learning (ML) techniques we can detect parameters that help us to improve clinical diagnosis, since they are a system for the detection, prediction and treatment of complex data. ML techniques can be valuable for the study of COVID-19, especially because they can uncover complex patterns in large data sets. This retrospective study of 150 hospitalized adult COVID-19 patients, of which we established two groups, those who died were called Case group (n = 53) while the survivors were Control group (n = 98). For analysis, a supervised learning algorithm eXtreme Gradient Boosting (XGBoost) has been used due to its good response compared to other methods because it is highly efficient, flexible and portable. In this study, the response to different treatments has been evaluated and has made it possible to accurately predict which patients have higher mortality using artificial intelligence, obtaining better results compared to other ML methods.
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Introduction
SARS-CoV-2 is a betacoronavirus belonging to Coronaviridae family, whose first detection was in December 2019 in Wuhan, China. Its pathogenesis is associated with extensive lung damage that generates a hypoxemic state in the individual who contracts it. It’s on the host where the activation of different inflammatory pathways occurs, presenting a cytokines overproduction and causing a chaotic inflammatory response and coagulation disorders. However, not all patients affected by SARS-CoV-2 will develop this severe form of the disease, since a high percentage of patients will suffer from a mild or even asymptomatic illness [1]. On the one hand, the presence of a pro-inflammatory state generated edema and cellular infiltration at the lung level, producing a diffuse interstitial pattern and as consequence development of acute respiratory distress syndrome (ARDS) [2]. Elevation of certain circulating cytokines has been observed such as: interleukin-6 (IL-6), interleukine-2 (IL-2), Tumor necrosis factor-alpha (TNF-alpha), and colonies (G-CSF). IL-6 play an essential role in the pathogenesis of the respiratory syndrome due to SARS-CoV-2 since, in addition to being a pro-inflammatory cytokine, it is involved in modulating the initiation of coagulation, increasing the platelet and leukocyte adhesion. In addition, it has been proposed as a prognostic marker of the disease and predictor of long-term pulmonary fibrotic sequelae in patients with persistently elevated IL-6 [3–5]. That is why drugs that targeted this interleukin or its cellular receptors, such as tocilizumab or baricitinib, were quickly used. In a retrospective multicentre study whose main objective was the need for intubation and/or mortality, the use of tocilizumab monotherapy was compared with corticosteroids at intermediate doses, pulses of corticosteroids.
or the combination of pulses of corticosteroids with tocilizumab, without finding significant differences between the various arms [6–8]. Although it is true, that the initiation of high doses of corticosteroids was conditioned to the development of the hyperinflammatory state, which could translate into a late initiation of immunosuppressive treatment [9]. Regarding, studies published with baricitinib in combination with remdesivir or intravenous corticosteroids, such as Dexamethasone or Methylprednisolone, have shown benefits in terms of shorter recovery time in those with high-flow O2 supplements and non-invasive mechanical ventilation (NIMV), without evaluating its effect in monotherapy. Initially, steroids have been evaluated in multiple studies due to their anti-inflammatory activity whose objective was the cessation of the pro-inflammatory cascade whose direct consequence was ARDS, concluding its no effect on the reduction of mortality although it did decrease hypoxia and the risk of respiratory failure. [10–13]. There are mixed results regarding the use of corticosteroids. However, the latest publications conclude that the use of corticosteroids has shown a reduction in mortality in moderate-severe patients who require supplemental O2 or invasive mechanical ventilation (IMV). While in mild patients a harmful effect cannot be ruled out [14].

On the other hand, SARS-CoV-2’s high mortality is closely related to the occurrence of coagulation disorders. Disseminated intravascular coagulation (DIC) is the most frequently alteration detected. At the beginning of SARS-CoV-2 infection, a hypercoagulatory state occurs with an increase in macro- and micro-vascular thrombotic events, preferably venous, although they have also been observed at the arterial level. However, the consumption of platelets as well as coagulation factors generates a chaotic state that favors the appearance of bleeding events that have been carried out with an increase in mortality in critically ill patients. Several studies have confirmed that the intensification of anticoagulant treatment has not been related to a lower incidence of thrombosis, while it has generated an increase in bleeding events [15]. While other authors argue that prophylactic anticoagulation doses are insufficient in high-risk patients [16]. Certainly, it is necessary to perform a correct initial evaluation of the coagulation status of patients as well as to carry out periodic analytical follow-ups during hospitalization with: prothrombin time (PT), thromboplastin time (APTT), platelets, antithrombin (AT), D-dimer (DD), and degradation products of the fibrin (FDP) [17–21]. DD has been one of the most studied parameters in the COVID-19 population. It’s a fibrin degradation product that results from both the conversion of fibrinogen to fibrin by thrombin and by the cross-linking of fibrin by activated factor XIII and by the degradation of fibrin by plasmin. It is therefore part of coagulation and the activation of fibrinolysis, and for this reason it can be elevated in thrombotic and haemorrhagic events [22]. Various studies have reported an elevated level of DD in a large proportion of patients and a progressive elevation has even been observed in those patients who develop ARDS and therefore a more serious disease. During the early days of the pandemic, DD levels marked the start of treatment with low-weight heparins at anticoagulant doses to prevent thrombus formation in these patients. This led to the appearance of haemorrhagic events, which could be related to the situation of clinical severity such as a higher dosage of anticoagulant treatment. Therefore, DD can be a predictor of severity, even mortality.

Our work is based on the classification of patients with COVID-19 and the objective has been to evaluate the response to the different treatments and to predict which patients were at higher risk of developing severe respiratory distress syndrome. For this we have implemented an extreme gradient boosting algorithm (XGB), which in addition to being a supervised algorithm, is a variant of gradient boosting and which aims to increase both speed as running in ML model. It is a decision tree based ML algorithm that uses a gradient reinforcement framework. The XGB implementation provides several advanced features for model fitting, algorithm improvement, and computing environments [23, 24]. Therefore, this algorithm was developed to create a new tool that allows doctors to make decisions based on real clinical data. ML techniques can be valuable for the study of COVID-19, especially because they can uncover complex patterns in large data sets [25–27]. The results obtained by the proposed method confirmed that this system classifies COVID-19 patients with greater precision than other ML methods.

### Material

#### Study design and population

This retrospective observational study includes patients older than 15 years, thus excluding the paediatric population who were admitted to the Virgen de la Luz Hospital in Cuenca. All patients included in this study were those with a confirmed diagnosis for COVID-19 through polymerase chain reaction (RT-PCR) by nasopharyngeal exudate and/or Rapid test of IgM/IgG antibodies admitted in a period comprised between March 15 and April 30 [28, 29].

- Symptom and vital signs that were taken into account: Cough, expectoration, arthralgias o myalgia, asthenia and anorexia, dyspnoea, fever >37.5, saturation (<93%), pulse and respiratory rate.
- Analytical parameters and their levels upon admission to the emergency room: Platelets (k/mcl) <150, Leukocytes (k/mcl) low or normal levels, Lymphocytes (k/mcl) <1,
Previously mentioned parameters were collected in Table 1. In profiles of liver, kidney, and ferritin function, etc. The pre-completed, extracted in the Emergency Department, with treatment [20, 33]. 24 h after admission, the analysis was oxygen in arterial blood (PAO2) was performed prior to any times, fibrinogen, DD, c-reactive protein (CRP), procalcin- kocytes, lymphocytes, prothrombin and thromboplastin and radiography, which determined levels of platelets, leu- motions. The experiments were repeated uniformly at random to reduce the effects of noise in the data, calculate accurate values of the different calculated results, given the stochastic nature of the boot and machine learning in all simulations. The experiments were repeated uniformly at random to reduce the effects of noise in the data, calculate accurate AUC values, and obtain statistically significant results.

Results

This section describes the results obtained with the patient records used for training and validation in COVID-19 pneumonia classification. The performance of the proposed system has been compared with different classification ML methods accepted in the scientific community.

The results obtained with both test and training records in the classification of mortality in COVID-19 patients are discussed below.

It should be noted that the performance of the proposed system has been compared with different ML classification methods widely used in the literature.

Biomarkers studied

Upon admission to the Emergency Department, patients with symptoms for COVID-19 underwent laboratory tests and radiography, which determined levels of platelets, leu- kocytes, lymphocytes, prothrombin and thromboplastin times, fibrinogen, DD, c-reactive protein (CRP), procalcit- onin (PCT), lactate dehydrogenase (LDH) and pressure of oxygen in arterial blood (PAO2) was performed prior to any treatment [20, 33]. 24 h after admission, the analysis was completed, extracted in the Emergency Department, with profiles of liver, kidney, and ferritin function, etc. The previously mentioned parameters were collected in Table 1. In addition to these parameters, other parameters such as albumin, total proteins, creatinine, ions (sodium, potassium, total or ionic calcium) were included [34, 35]. During hospital admission, analytical controls were carried out depending on the clinical evolution of the patient and the physician in charge of the case. Our database included both the initial values obtained in the emergency room or 24 h after hospitalization, and the worst value presented during admission.

In addition to the epidemiological context in which we found ourselves, was taken into account. Secondly, the demo- graphic characteristics as well as the presence of comor- bidities of the sample were collected in Table 1, as well as the clinical, analytical and radiological presentation [1, 30–32]. An observational study was carried out where it was grouped into two groups based on the objective variable that was mortality. A group was obtained “Case patients” where were those patients who finally died during admission and the control group who survived.

Methods

In our study, the supervised learning algorithm eXtreme Gradient Boosting (XGBoost) was used due to its good response compared to other methods and because it is highly efficient, flexible and portable. XGBoost provides parallel tree reinforcement with fast and accurate resolution mode. Five widely known machine learning (ML) methods will be used to train patient classification models into two groups. The methods included DT [36–38], GNB [37, 39], KNN [36, 37, 40, 41], SVM [36, 37, 42, 43] and the proposed XGB method [23, 24] and were implemented using MatLab statistical software and machine learning (Matlab 2020a).

Initially we split our data into 70% for training and the rest for testing. A total of 5 k-fold was cross-validated. In addition, machine learning techniques often have one or more hyperparameters that allow a different algorithm adjustment during the training process. The different values of these hyperparameters (number of splits, learners, neigh- bours, distance metric, distant weight, kernel, box constraint level, multiclass method, etc.) for each method lead to algo- rithms with different prediction performances to obtain the best possible performance. To optimize these hyperparam- eters for each ML technique used in this study, each model was trained with a Bayesian optimization approach. Bayes- ian optimization aims to estimate which hyperparameter set- tings would maximize algorithm performance from previous attempts, based on the assumption that there is a relationship between the various hyperparameters, and the performance achieved by the algorithm. The hyperparameters adjusted for XGB were maximum depth, gamma, learning rate, and n estimators.

Patient data was not shared between the training and test- ing subsets to prevent the algorithm from being tested with the same patient data used for training. Figure 1 shows the process followed to carry out the complete study. As can be seen, the subjects to be studied were selected first. Once the database was created, the training and validation of the implemented Machine Learning methods was carried out.

The area under the AUC and the balanced precision were used as performance measures to be maximized. 100 repeti- tions were used to calculate the mean and standard deviation values of the different calculated results, given the stochastic nature of the boot and machine learning in all simulations. The experiments were repeated uniformly at random to reduce the effects of noise in the data, calculate accurate AUC values, and obtain statistically significant results.

D-dimer (ng/ml) >1000, Ferritin (ng/ml) >1000, Cre- atine-kinase (IU/l) >150, Lactate dehydrogenase (IU/l) >450 and Reactive C protein (mg/l) >100.

– Chest X-ray with the presence of unilateral or bilateral interstitial infiltrates. For this, the radiographic evalu- ation scale ERVI was used.

In addition to the epidemiological context in which we found ourselves, was taken into account. Secondly, the demo- graphic characteristics as well as the presence of comor- bidities of the sample were collected in Table 1, as well as the clinical, analytical and radiological presentation [1, 30–32]. An observational study was carried out where it was grouped into two groups based on the objective variable that was mortality. A group was obtained “Case patients” where were those patients who finally died during admission and the control group who survived.
Table 1  Demographic characteristics, comorbidities, clinical, and laboratory findings on admission

|                                | All adults (n 151) | Case patients (n 53) | Controls (n 98) | P value |
|--------------------------------|--------------------|----------------------|-----------------|---------|
| **Age, median, year**          | 69 (28–97)         | 71 (49–92)           | 67 (28–97)      | 0.536   |
| **Sex**                        |                    |                      |                 | <0.0001 |
| - Male                         | 93 (62%)           | 43 (46%)             | 50 (54%)        |         |
| - Female                       | 58 (38%)           | 10 (17%)             | 48 (83%)        |         |
| **Comorbidities**              |                    |                      |                 |         |
| - High Blood Pressure          | 82 (54%)           | 32 (60%)             | 50 (51%)        | 0.193   |
| - Dyslipemia                   | 58 (38%)           | 24 (45%)             | 34 (35%)        | 0.146   |
| - Diabetes                     | 42 (28%)           | 25 (48%)             | 17 (18%)        | <0.0001 |
| - Coagulopathy disease         | 35 (23%)           | 17 (32%)             | 18 (18%)        | 0.046   |
| - Hyperuricemia                | 27 (18%)           | 11 (21%)             | 16 (16%)        | 0.321   |
| - COPD*                        | 15 (10%)           | 7 (13%)              | 8 (8%)          | 0.238   |
| - OSA*                         | 15 (10%)           | 7 (13%)              | 8 (8%)          | 0.238   |
| - Dementia                     | 12 (8%)            | 6 (11%)              | 6 (6%)          | 0.206   |
| - Asthma                       | 4 (2%)             | 2 (4%)               | 2 (2%)          | 0.439   |
| - Autoimmune disease           | 7 (4%)             | 1 (2%)               | 6 (6%)          | 0.226   |
| - Active Cancer                | 3 (2%)             | 2 (4%)               | 1 (1%)          | 0.286   |
| **BMI**                        |                    |                      |                 | 0.011   |
| - Normal                       | 17 (11%)           | 4 (8%)               | 13 (13%)        |         |
| - Overweight I                 | 11 (7%)            | 4 (8%)               | 7 (8%)          |         |
| - Overweight II                | 33 (22%)           | 6 (11%)              | 27 (27%)        |         |
| - Obesity I                    | 19 (12%)           | 3 (6%)               | 16 (16%)        |         |
| - Obesity II                   | 15 (10%)           | 7 (13%)              | 8 (8%)          |         |
| - Obesity III                  | 3 (2%)             | 1 (2%)               | 2 (2%)          |         |
| **Clinical debut**             |                    |                      |                 |         |
| - Dyspnoea                     | 114 (75%)          | 45 (85%)             | 69 (70%)        | 0.035   |
| - Cough                        | 111 (73%)          | 41 (77%)             | 70 (71%)        | 0.278   |
| - Fever                        | 95 (63%)           | 35 (66%)             | 60 (61%)        | 0.827   |
| - Diarrhoea                    | 31 (21%)           | 9 (17%)              | 22 (22%)        | 0.283   |
| - Nausea and vomiting          | 16 (10%)           | 3 (6%)               | 13 (13%)        | 0.126   |
| - Neurological symptoms (anosmia/ageusia) | 13 (9%) | 4 (7%) | 9 (9%) | 0.495 |
| **Initial laboratory tests, median** |          |                      |                 |         |
| - Hemoglobin (g/dl)            | 13.56              | 13.67                | 13.5            | 0.361   |
| - Platelets (k/mcl)            | 192                | 189                  | 194             | 0.233   |
| - Lymphocytes (k/mcl)          | 0.58               | 0.39                 | 0.68            | 0.360   |
| - Fibrinogen (mg/dl)           | 408                | 402                  | 410             | 0.750   |
| - D-dimer (ng/ml)              | 1983               | 4743                 | 676             | <0.0001 |
| - Ferritin (ng/ml)             | 1319               | 1748                 | 1112            | 0.610   |
| - Creatinine (mg/dl)           | 1.27               | 1.42                 | 1.18            | 0.346   |
| - Albumin (g/dl)               | 4.44               | 5.22                 | 3.43            | 0.102   |
| - Creatine-kinase (IU/l)       | 237                | 331                  | 188             | 0.028   |
| - Lactate dehydrogenase (IU/l) | 725                | 778                  | 697             | 0.959   |
| - Reactive C protein (mg/l)    | 137                | 171                  | 118             | 0.194   |
| **COVID-19 Treatment**         |                    |                      |                 |         |
| - Antibiotics                  | 139 (92%)          | 50 (94%)             | 89 (91%)        | 0.692   |
| - Azithromycin                 | 128 (85%)          | 42 (79%)             | 86 (88%)        | 0.095   |
| - Hydroxychloroquine           | 118 (78%)          | 37 (70%)             | 81 (83%)        | 0.042   |
| - Antiviral                     |                    |                      |                 |         |
| - Lopinavir-ritonavir          | 43 (28%)           | 16 (30%)             | 27 (27%)        | 0.212   |
| - Darunavir-cobicistat         | 30 (20%)           | 14 (26%)             | 16 (16%)        | 0.266   |
Comparison between Case patient’s vs Control group

A total of 151 confirmed or highly suspected COVID-19 patients were collected during the previously referred study period. The median age of the sample was 69 (28–97) years, 53 died during hospital admission classifying them within the group Case patient’s vs 98 who survived (35% vs 65%), being predominantly men (62% vs 38%).

Both groups Case patient’s vs control were compared to evaluate the differences that influenced the clinical evolution. Among the characteristics of the sample collected in Table 1, it should be noted that comorbidities were homogeneously distributed between both groups, except for Diabetes Mellitus (48% vs 18%, \( p < 0.0001 \)) and previous coagulopathies (32% vs 18%, \( p = 0.046 \)) that were found more frequently in the Case patients’ group. Regarding the symptoms referred to their admission, dyspnoea was described more
frequently in the Case patient’s (85% vs 70%, \( p = 0.035 \)), however no significant differences were observed in terms of fever or extrapulmonary symptoms such as gastrointestinal or neurological.

Initial blood tests showed significantly elevated levels of DD (4743 vs 676, \( p \leq 0.0001 \)) and creatine-kinase (CK, 331 vs 188, \( p = 0.028 \)). However, no notable differences were found in terms of platelet, lymphocyte, ferritin or LDH levels. On the other hand, the treatments received during the hospital stay did not show clear differences between the two groups. It should be noted the differences observed in the dosage of anticoagulant treatment, with the use of prophylactic doses being observed more frequently (23% vs 55%, \( p \leq 0.0001 \)) in the control group, compared to a higher frequency of intermediate doses (55% vs 31%, \( p \leq 0.003 \)) used in the Case patients’ group.

ML analysis

The most important analytical predictors of mortality were the initial DD, platelets, lymphocytes levels, LDH, CRP, PAO2 and prothrombin activity collected upon admission to hospital. Furthermore, there were other powerful predictors of mortality among the comorbidities of the patients, such as asthma, CODP and OSA, history of hyperuricemia. The presence of these comorbidities conditioned the clinical course and outcome of the disease. Other strong predictors were active cancer with chemotherapy treatment, autoimmune diseases, and lung diseases which have been collected in the Fig. 2. In addition, critical events that occurred during admission as well as analytical values during hospital stay were included in the analysis. It was observed that critical events such as bleeding as well as the alterations maintained in the levels of ferritin, CRP, LDH, prothrombin activity were powerful predictors of mortality in patients with COVID-19 pneumonia. Another important variable in the prediction of mortality in our sample was the sodium level during hospital period. The predictor variables were evaluated by different Machine learning classification methods for the prediction of mortality, among which we find XGB, KNN, DT, SVM and GNB collected in Table 2.

On the one hand, the receiver operating characteristic (ROC) has been applied to compare the classification

| Method | Balanced accuracy (%) | Recall | Precision | AUC |
|--------|-----------------------|-------|-----------|-----|
| GNB    | 77,32                 | 77,41 | 76,77     | 0,77|
| SVM    | 78,89                 | 80,01 | 79,92     | 0,80|
| DT     | 82,66                 | 82,76 | 82,08     | 0,82|
| KNN    | 85,84                 | 85,94 | 85,23     | 0,85|
| XGB    | 93,22                 | 93,33 | 92,55     | 0,93|

| Method | F1 score | MCC | DYI | Kappa |
|--------|----------|-----|-----|-------|
| GNB    | 77,09    | 68,61| 77,32| 68,84|
| SVM    | 79,78    | 71,00| 80,02| 71,24|
| DT     | 82,42    | 73,35| 82,67| 73,60|
| KNN    | 85,59    | 76,18| 85,85| 76,43|
| XGB    | 92,94    | 82,72| 93,22| 82,99|
capability of the proposed system with other ML methods as can be seen in Section A of Fig. 3. By means of sensitivity and specificity, we can represent the results obtained among deceased patients versus survivors. We observed that there were clear differences in power between the different methods for predicting mortality. Also, Table 2 shows diverse parameters of different classification methods such as SVM, DT, GNB, KNN and the proposed system for classification of COVID-19 patients as well as healthy patients. The SVM and GNB based systems obtain lower classification values than other methods with accuracy values close to 79%. In turn, DT and KNN improve this value reaching 86%. About the proposed XGB method, the values obtained were much higher than those of the other methods, reaching an accuracy of close to 94%. It is true that the KNN and DT methods are close in their Precision and Recall values to the proposed method, but they do not achieve the same percentage. SVM and GNB achieve values close to 82% in the F1 score value but none of these achieve the results obtained by the proposed method. For the evaluation of these methods, values of balanced accuracy, recovery, precision and F1 score are used, which allows us to select the best method that allows obtaining a precision close to 95%. XGB proved to have a strong performance for prediction compared to other methods as SVM or GNB for which the AUC was 0.8 vs 0.77 respectively. The 7.37% improvement obtained with XGB in the DYI classifies it as the best of the studied methods.

On the other hand, to check the performance of the proposed XGB system in the classification of the two classes analysed, other parameters widely used also in the literature
such as AUC, MCC, DYI and Kappa index were used. For this check, one of the most reliable statistical indices available, the Matthews Correlation Coefficient (MCC), was used. This coefficient produces a high score only if the prediction performed well in all four categories of the matrix. Results in all four categories of the confusion matrix (true positives, false negatives, true negatives and false positives), proportionally to the size of the positive items and the size of the negative items in the dataset. Again, the proposed method achieves a higher MCC value (closer to 1) compared to the other methods analysed. As can be observed in Table 2, DT and KNN are the best performers compared to the others but do not achieve the XGB value. Another parameter used was the Kappa index where again XGB outperforms KNN and DT which are the best performing methods. XGB method obtains a better score in most of the metrics, which indicates that it is a balanced model. All models score high on the training data set, however they go down with the test data, showed on Section B of Fig. 3. In the case of XGB, it behaves similarly in both data sets, confirming it as the best model among those compared.

Discussion

This study aimed to describe the usefulness of new machine learning algorithms in the search for data patterns and to identify the relationships between all fields. Machine Learning allows us to predict the mortality of the population of patients with Pneumonia due to COVID-19 in a way that allows clinicians to anticipate those patients at risk of developing an acute distress syndrome associated with the disease, which could translate into a reduction so much of mortality. An initial evaluation of comorbidities, clinical and laboratory presentation was carried out using biochemical and haematological parameters at hospital admission that could later be used as predictors. The results found show a clear association between initial alterations, mainly in analytical parameters such as levels of DD, platelets, CRP, LDH, lymphocytes, PAO2 and prothrombin activity with mortality, translating into a state of hyperinflammation initial in the Case patients- group, being independent of the treatments received during their hospitalization. Cell activation after tissue damage generates an inflammatory response with expression of different tissue factors that will produce alterations in coagulation times and in the activation of prothrombin, generating hypercoagulatory states and increased risk of thrombosis. Doctors use the DD level to detect thrombosis, however it can be elevated in other situations such as bleeding, cancer or even pregnancy among others. Its elevation in COVID-19 patients has been widely studied, and there are multiple causes that can generate it, including inflammation, endothelial dysfunction, hypoxia, also age and comorbidities. This elevation has been related to an increase in mortality, and therefore its initial detection as well as its follow-up is necessary. During the hospital stay, a worsening of the levels of Ferritin, CRP, LDH and prothrombin activity was observed, as well as the appearance of haemorrhagic events were associated with higher mortality [33, 44]. In addition, the decrease in lymphocyte count has been associated with an increased risk of serious disease. However, it was not a predictor of mortality during follow-up in our sample. Other authors have observed that a lower initial lymphocyte count as well as a sustained decrease is an early predictor of severe disease [45].

On the other hand, the burden of comorbidities presented by the patients also had a greater influence on mortality. Patients with a high burden of comorbidities are subjected to chronic stress that generates a decrease in immunity and therefore a greater susceptibility to infections. Also, the presence of cardiovascular risk factors such as hypertension or diabetes conditions prior vascular damage, which will entail a greater risk of acute cardiovascular events during the infectious process. In our study, the comorbidities with the greatest association were mainly presented by patients with active cancer and undergoing chemotherap, despite having a small sample concordance with the results obtained in other studies carried out. Patients with active solid and hematological cancers, although mainly the latter, have a higher risk of developing a more severe disease from COVID-19 and a higher mortality from it [46]. Although the differences between treatment with conventional chemotherapy vs biological therapies with monoclonal antibodies were not taken into account in our study. On the other hand, previous pulmonary pathology was other predictor variables for mortality. Although the frequency of these comorbidities in the sample studied was low, we cannot rule out that the frequency of these diseases is conditioned by greater social isolation as it is considered high risk during the first wave. Most of them were patients <65 years of age, with other associated comorbidities, with mortality in the COPD group of 46%. Therefore, although the incidence was low, these patients have a higher risk of developing severe disease and higher mortality [47]. This is mainly due to lower resistance to the virus. Several studies have observed that lack of expression of angiotensin-converting enzyme 2 (ACE2) confers protection against SARS-CoV-2 infection. ACE2 is used by the virus to enter the cell and spread, and it is overexpressed in smokers and COPD patients and may be an aggravating factor to develop a more serious disease. In addition, these patients have pre-existing lung damage that, associated with a chronic inflammatory state, will condition a barrier and deficient immunity against the virus.

Regarding the history of hyperuricemia, it was associated with higher mortality. Elevated uric acid has already been described in various lung diseases and in COVID-19
patients. However, the role of uric acid is controversial since it can act as an antioxidant as well as an immunity stimulant. On the one hand, the release of uric acid deposits secondary to tissue damage generates their elevation in the bloodstream, thus exerting an immune stimulus and triggering a generalized inflammation as a consequence of the increased production of cytokines such as IL-1, IL-6 and TNF-alpha. However, the lowered levels of uric acid could be related to a loss of its antioxidant and immunomodulatory power in situations of significant oxidative stress. Various authors have investigated in this regard, Bo Chen et al. [48] presented a cohort of cases where an association was observed between U-shaped uric acid levels, that is, high uric acid levels were associated with higher mortality and need for IMV, while low uric acid levels increased the risk of death, admission to ICU and IMV. Similar results regarding hypouricemia were observed by In’s Dufour et al. [49] on a cohort of ICU patients who presented lower uric acid levels upon admission to the unit. Further studies are needed to clarify the behaviour of uric acid and its pathophysiology during acute SARS-CoV-2 infection.

Table 3 presents a summary of different techniques that have been used to predict mortality in COVID-19 patients. As can be seen, the proposed model achieves more accurate values. The results show that the proposal can effectively improve the performance of other classification methods. Due to this, the proposed system may be a useful tool to classify patients with SARS-CoV-2 Pneumonia according to risk.

Machine Learning allows obtaining greater diagnostic precision with a smaller sample size but a large number of data established, thus improving the results obtained by traditional statistical methods. These results allow the clinician to obtain a more sensitive tool for the identification of higher risk factors that allows more energetic initial action. Artificial intelligence is in continuous progress, in recent months several studies have been published on its validity in the evaluation of CT images in patients with COVID-19 pneumonia, reaching a sensitivity and specificity > 90%, and greatly exceeding those results obtained by trained medical personnel.

### Conclusion

In conclusion, using artificial intelligence techniques, we have been able to obtain highly reliable predictive variables, being able to detect those patients with the highest risk and establish early measures that allow modifying the course of the disease. Within the numerous factors influence the mortality of patients who develop COVID-19 pneumonia, we highlight D-dimer, platelets, CRP, LDH, lymphocytes, PAO2 and prothrombin activity, as well as the changes kept the hospitalization. The development of bleeding because of this pro-inflammatory state has also been associated with high mortality. Therefore, knowledge of the clinical characteristics of patients affected by SARS-CoV-2 and their evolution is of crucial importance for the development of Clinical Practice Guidelines that facilitate decision-making for physicians.
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