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Abstract: Motivated by the difficulty roboticists experience while tuning model predictive controllers (MPCs), we present an automated weight set tuning framework in this work. The enticing feature of the proposed methodology is the active exploration approach that adopts the exploration--exploitation concept at its core. Essentially, it extends the trial-and-error method by benefiting from the retrospective knowledge gained in previous trials, thereby resulting in a faster tuning procedure. Moreover, the tuning framework adopts a deep neural network (DNN)-based robot model to conduct the trials during the simulation tuning phase. Thanks to its high fidelity dynamics representation, a seamless sim-to-real transition is demonstrated. We compare the proposed approach with the customary manual tuning procedure through a user study wherein the users inadvertently apply various tuning methodologies based on their progressive experience with the robot. The results manifest that the proposed methodology provides a safe and time-saving framework over the manual tuning of MPC by resulting in flight-worthy weights in less than half the time. Moreover, this is the first work that presents a complete tuning framework extending from robot modeling to directly obtaining the flight-worthy weight sets to the best of the authors’ knowledge.
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1. Introduction

The model predictive controller (MPC) has shown remarkable success for the control and planning of numerous robotic systems [1–14]. However, its design necessitates an inevitable tuning procedure that involves the determination of its cost function weights. These weighting parameters essentially reflect the relative importance of each element in the underlying optimization problem. Traditionally, users prefer the trial-and-error method to obtain these weighting parameters either on a real robot or in simulation. Whereas the former might be dangerous—especially with aerial robots—the latter requires an accurate system model.

To mitigate the challenges faced by roboticists while tuning their MPCs, we present a novel, active exploration-based methodology. Rather than dispersely exploring the viable weight set cluster via the trial-and-error approach, the proposed active exploration technique exploits the retrospective knowledge gained over previous trials and thus, efficiently tunes the weight sets. This is essentially achieved by adopting the exploration–exploitation concept of reinforcement learning (RL). Consequently, the auto-tuning mechanism significantly reduces the time and effort for MPC implementation and hence can be fairly useful for unskilled MPC users. This work is the first of its kind as being a complete tuning framework among a few other systematic MPC weight tuning guidelines in the literature. To list a few, [15] obtains some static tuning rules by first identifying the dominating tunable parameters and later analyzing their influence on the closed-loop MPC behavior. In [16], a simplified tuning expression is obtained for unconstrained linear MPC.
In [17], a controller matching technique is utilized for selecting MPC weights. However, these approaches are restricted to linear systems. In [18], nonlinear process models are utilized for an offline, optimization-based tuning procedure for MPC. Nevertheless, this method requires a precise nonlinear model of the system. Additionally, an online, adaptive tuning strategy is proposed in [19], wherein analytical expressions for closed-loop response sensitivity to the tunable MPC parameters are obtained. Yet, this methodology may not be feasible for many robotic systems due to their complex, nonlinear dynamics.

Machine learning techniques are also incorporated for MPC tuning. As an extension to the work in [19], a fuzzy logic-based online tuning method for nonlinear MPC (NMPC) is proposed in [20]. The restricted gradient computation, which is required to determine the time propagation of the NMPC tuning parameters, is substituted by fuzzy logic. However, this method requires sufficient experience with the underlying system. Additionally, we would like to point out some RL-based (online) tuning of PID controllers from the literature [21–24]. However, in most of these implementations, the tuning starts from some precomputed gains via the Ziegler–Nichols (Z-N) strategy. Since the Z-N-like strategy is not available for MPC, the proposed active exploration approach obtains the flight-worthy MPC weight sets from scratch.

In the authors’ previous work [25], an RL-based automated (N)MPC tuning framework was developed and tested. The extensions and enhancements in this work over the previously published paper are threefold:

1. **Switching from the Gazebo model to the DNN model:** previous work utilizes a Gazebo model of the robotic platform during weight set exploration. However, creating a Gazebo model requires expertise that may not be available for novice users. Hence, we opt for another simpler modeling approach in this work, i.e., deep neural networks (DNNs). Unlike the complicated process of obtaining a high-fidelity Gazebo model, in this case, novice users are only required to collect some data by manual flights and simply feed them to a DNN for modeling. Once trained, it will serve just like a Gazebo model to eliminate the need for risky trials on a real robot during weight set exploration.

2. **Fine-tuning of weight sets over real flights:** to cater to several operational uncertainties, including decreasing battery voltage, communication delays, that may not be captured within the model, fine-tuning of the weight sets is also performed over the real robot. The real flight tuning feasibility of the proposed algorithm is demonstrated in this way.

3. **User study to evaluate the proposed tuning methodology:** a comparison with the manual tuning procedure through a user-based study is performed, wherein users implicitly apply various strategies during the tuning process. Naively, they start by recognizing the dominating parameters and their effect on the performance, followed by the appropriate weight set selection. In essence, they optimize performance by exploring the selection space in a Bayesian way.

Moreover, the efficacy of the obtained weight sets for real-world applications is validated by extensive trajectory tracking results. Unlike the existing tuning guidelines in the literature, this work provides a complete tuning framework that begins with the robot modeling and, finally, results in the real flight-worthy weight sets. Additionally, the proposed auto-tuning framework is platform-independent and can be likewise implemented on any robotic platform.

This work is organized as follows: Section 2 introduces the utilized robotic platform. Section 3 illustrates the NMPC problem formulation. Section 4 presents the proposed tuning approach. Section 5 discusses the implementation results of the proposed method. Section 6 validates the applicability of the explored MPC weight sets in real flights. Lastly, Section 7 draws some conclusions from this work.
2. Quadrotor Aerial Robot

In this work, we utilize a micro-scale quadrotor robotic platform with "x-configuration" having arm lengths $l_1 = 0.073$ m and $l_2 = 0.098$ m, as displayed in Figure 1. The overall frame comprises of off-the-shelf carbon fiber arms that are assembled in-house. A Pixhawk flight controller is utilized for the low-level stabilization control, whereas an Odroid XU4 computer executes all the control codes onboard. The total takeoff mass ($m$) including all the onboard electronics is equal to 0.89 kg.

Figure 1. Custom-made quadrotor of interest. Notation: $F_i$ and $\tau_i$ are the force and torque generated by $i$th rotor with $\Omega_i$ angular velocity; $\tau_x, \tau_y, \tau_z$ are the external moments about $x$, $y$, $z$-axes, respectively.

The translational kinematics are obtained using the transformation from body frame ($\mathcal{F}_B$) to Earth-fixed frame ($\mathcal{F}_E$) as follows:

$$
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} = R_{EB} \begin{bmatrix}
u \\
v \\
w
\end{bmatrix},
$$

(1)

where $x, y, z$ represent the translational position which is defined in frame $\mathcal{F}_E$; $u, v, w$ are the translational velocities that are defined in frame $\mathcal{F}_B$; $R_{EB}$ is the translation transformation matrix between frames $\mathcal{F}_E$ and $\mathcal{F}_B$, and is expressed as ($c : \cos$, $s : \sin$, $t : \tan$):

$$
R_{EB} = \begin{bmatrix}
c\theta c\psi & s\phi s\theta c\psi - s\psi c\phi & c\phi s\theta c\psi + s\phi s\psi \\
c\theta s\psi & s\phi s\theta s\psi + c\psi c\phi & c\phi s\theta s\psi - s\phi c\psi \\
-s\theta & s\phi c\theta & c\phi c\theta
\end{bmatrix},
$$

(2)

where $\phi, \theta, \psi$ represent rotational attitude of the quadrotor defined in frame $\mathcal{F}_E$. On the other hand, the rigid-body dynamic equations are derived based on the Newton–Euler formulation in the body coordinate system. The quadrotor is assumed to be a point mass, wherein all the forces act at the CG [26]:

$$
\begin{align*}
\dot{u} &= rv - qw + g \sin(\theta) + \frac{1}{m} F_x, \\
\dot{v} &= pw - ru - g \sin(\phi) \cos(\theta) + \frac{1}{m} F_y, \\
\dot{w} &= qu - pv - g \cos(\phi) \cos(\theta) + \frac{1}{m} F_z,
\end{align*}
$$

(3)

where $F_x, F_y, F_z$ are the total external forces acting on the quadrotor body in frame $\mathcal{F}_B$. 
Finally, the lumped nonlinear dynamic model of the aerial robot at a high level can be written in a discretized form as:

$$x_{k+1} = f_d(x_k, u_k), \quad z_k = h(x_k, u_k),$$  \hspace{1cm} (4)$$

where $x \in \mathbb{R}^6$, $u \in \mathbb{R}^4$, and $z \in \mathbb{R}^6$ are the state, control, and measurement vectors. For the considered quadrotor, state vector $x$ and control vector $u$ are comprised of:

$$x = [x, y, z, u, v, w]^T, \quad u = [\phi, \theta, \psi, F_z]^T,$$  \hspace{1cm} (5)$$

wherein the term $F_z$ in control vector is considered as the throttle command. The state and measurement functions are denoted by $f_d(\cdot, \cdot): \mathbb{R}^6 \times \mathbb{R}^4 \rightarrow \mathbb{R}^6$ and $h(\cdot, \cdot): \mathbb{R}^6 \times \mathbb{R}^4 \rightarrow \mathbb{R}^6$, respectively.

### 3. Position Tracking Nonlinear Model Predictive Controller

In this work, an NMPC is designed as a high-level position controller. Its optimal control problem over a given prediction horizon ($N_c$) is defined in the form of a least-square function as follows:

$$\min_{x_k, u_k} \frac{1}{2} \left\{ \sum_{k=j}^{j+N_c-1} \left( \|x_k - x_k^{\text{ref}}\|_{W_x}^2 + \|u_k - u_k^{\text{ref}}\|_{W_u}^2 \right) + \|x_{N_c} - x_{N_c}^{\text{ref}}\|_{W_{N_c}}^2 \right\}$$  \hspace{1cm} (6a)$$

s.t. \quad x_{k+1} = f_d(x_k, u_k), \quad k = j, \ldots, j + N_c - 1, \hspace{1cm} (6b)$$

$$x_{k, \text{min}} \leq x_k \leq x_{k, \text{max}}, \quad k = j, \ldots, j + N_c, \hspace{1cm} (6c)$$

$$u_{k, \text{min}} \leq u_k \leq u_{k, \text{max}}, \quad k = j, \ldots, j + N_c - 1, \hspace{1cm} (6d)$$

where $\hat{x}_j \in \mathbb{R}^6$ is the current state estimate; $x_k^{\text{ref}}$ and $u_k^{\text{ref}}$ represent the state and control references; terminal state reference is given by $x_{N_c}^{\text{ref}}$; $W_x \in \mathbb{R}^{6 \times 6}$, $W_u \in \mathbb{R}^{4 \times 4}$, and $W_{N_c} \in \mathbb{R}^{6 \times 6}$ are the corresponding positive (semi)-definite diagonal weight matrices which need to be tuned. The terms $x_{k, \text{min}} \leq x_k \leq x_{k, \text{max}} \in \mathbb{R}^6$ and $u_{k, \text{min}} \leq u_k \leq u_{k, \text{max}} \in \mathbb{R}^4$, specify the lower and upper bounds on the states and control inputs, respectively. It is to be noted that the high-level model in (6c), utilized in NMPC design is the first principle model as depicted in Section 2.

For our trajectory tracking application, the state, control, and measurement vectors for the position tracking NMPC are composed of:

$$x_{\text{NMPC}} = [x, y, z, u, v, w]^T, \quad u_{\text{NMPC}} = [\phi, \theta, \psi, F_z]^T,$$

$$z_{\text{NMPC}} = x_{\text{NMPC}},$$

while the following state and control trajectories are given as references for the optimization problem:

$$x^{\text{ref}} = [x_r, y_r, z_r, u_r, v_r, w_r]^T, \quad u^{\text{ref}} = [0, 0, 0, 1.2mg]^T,$$

where $x_r, y_r, z_r$ and $u_r, v_r, w_r$ are the position and linear velocity references, respectively. The control inputs from NMPC are passed to the low-level controller as its desired setpoints. The low-level controller in Pixhawk employs standard proportional-integral-derivative (PID) controllers, which are designed individually for each axis with the control vector $u_{\text{PID}} = [\Omega_1, \Omega_2, \Omega_3, \Omega_4]^T$. Note that $\Omega_i$ represents the angular velocity of the $i$th rotor. The
overall control scheme is summarized in a block diagram shown in Figure 2. Additionally, the following constraints are defined in the optimization problem for stable behavior:

\[
0.5 \text{mg (N)} \leq F_z \leq 1.8 \text{mg (N)}, \quad (7a)
\]
\[
-35 (\degree) \leq \phi, \theta \leq 35 (\degree). \quad (7b)
\]

Within the optimization problem (6), we tune the diagonal elements of state and control weighting matrices, represented as \(W_x\) and \(W_u\), respectively. These weighting matrices penalize the deviations of predicted state and control trajectories from their specified references. Moreover, we select the terminal weight matrix as: \(W_{N_c} = 1.3 \times W_x\) and the prediction window \(N_c\) as 30 for stability reasons. Typically, the terminal weight matrix is weighted more in comparison to the weight matrix for states, wherein the underlying reason is to ensure the stability of the optimal control problem (OCP) [27].

![Figure 2. Proposed (N)MPC weight tuning framework.](image)

**Remark 1.** One may note that while the proposed tuning algorithm can be utilized to obtain the terminal weight matrix, we preselect it for simplicity.

In addition to numerous optimization solvers proposed in the literature, a genetic algorithm-based solver has been developed for real-time control of an autonomous vehicle in [28]. Even though it renders flexibility in defining the OCP, the convergence time appears to be slow for systems with fast dynamics such as aerial robots. Therefore, in this work, the optimization problem in (6) is solved utilizing the direct multiple shooting method due to its several computational advantages over the other techniques. Subsequently, the resulting discretized OCP is reduced to a sequential quadratic program after linearization. Finally, with the help of the generalized Gauss–Newton method, the solution to the obtained SQP is computed. Moreover, the adopted GGN method is a tailored variant of the classical Newton method which is solved with the help of a special real-time iteration (RTI) scheme proposed in [29].

4. Proposed Auto-Tuning Approach

The proposed approach (Figure 2) brings together concepts from RL and conventional trial-and-error-based MPC tuning. The presented methodology can be viewed as an advanced version of a traditional trial-and-error-based tuning process. It enhances the baseline trial-and-error method in two key aspects: eliminating the need for numerous
trials on a real robot by utilizing a DNN model of it, and expediting the tuning process by benefiting from the active exploration paradigm which is inspired from RL.

4.1. DNN-Based System Modeling

Before the MPC weight tuning process, we created a full-state DNN model of the robot which was utilized in the tuning trials. Note that one could also utilize a model obtained via the first principle approach or could use some realistic simulators such as Gazebo. However, obtaining an accurate model via these approaches requires expertise and involves repetitive trials. Hence, the main reason to adopt neural network-based modeling is the ease of obtaining a high-fidelity model without requiring much expertise with system dynamics. Additionally, many off-the-shelf machine learning libraries such as PyTorch, TensorFlow, and Keras have made the training of DNN models much like a plug-and-play task, whereby the default settings work in most of the applications.

To create the DNN model, the flight data were recorded at 50 Hz. Within these data, twelve states of the quadrotor and four control inputs of the high-level controller—roll, pitch, yaw angle, and thrust—for a finite duration in the past (0.8 s) are regarded as inputs, whereas the resultant states of the quadrotor at the current time instant are regarded as outputs. Using these input–output data, we trained a feedforward DNN with 5 hidden layers and 288 neurons. We trained this network using Adam optimizer [30] in PyTorch with default settings through 510,000 data samples over 6500 epochs. Since the data were obtained from the real robot over a variety of trajectories, resulting in persistent excitation, the DNN represents the real robot’s dynamics fairly well. In this way, we attempted to assure that all the MPC weight sets obtained over the DNN model are real flight-worthy. Moreover, we would like to emphasize that other networks could also be utilized here as the network architecture does not play a vital role for the proposed algorithm in this paper. Nevertheless, the adopted network architecture embodies feature extraction and decision-making paradigms and has been shown to work well in the authors’ previous work [31].

4.2. Active Exploration of Weight Sets

The obtained DNN model can be used for trial-and-error-based tuning. However, it might take a considerable amount of time and effort from the users to try different weight sets, observe their performance on the model, and tweak them till finding viable weight sets. Thus, we automate this process by benefiting from the active exploration paradigm which is inspired by the conventional RL technique [32].

In the proposed auto-tuning method (summarized in Algorithm 1), different weight sets are deployed by adopting the exploration–exploitation concept from RL. Exploration refers to deploying a random MPC weight set while exploitation represents deploying a similar one to the best MPC weight set obtained until the current trial. As such, the similarity within exploitation is governed by a parameter \( \lambda \) which represents the neighborhood radius for a weighting parameter as a percentage of its magnitude. Moreover, the balance between exploration and exploitation is governed by another parameter \( \epsilon \). By employing exploitation in addition to exploration, we made use of the grades of the previously deployed weight sets to interpret their neighborhood in the search space. This strategy caters to a more efficient exploration of the search space and yields better MPC weight sets over a shorter duration, as validated in the next section.

4.3. Overall Framework with Implementation Details

For the application in this work, we specify reasonable bounds to the search space as:

\[
W_x \in \mathbb{W}_x = \text{diag}([O(10^2)]^{1 \times 3}, [O(10^1)]^{1 \times 3}), \\
W_u \in \mathbb{W}_u = \text{diag}([O(10^2)]^{1 \times 3}, O(10^{-2})),
\]

(8)
where $O$ represents the order of magnitude, and $W_x$ and $W_u$ are the corresponding search spaces in $\mathbb{R}^{++}$ (positive real values).

During auto-tuning, we considered three essential flight configurations which show the characteristics of common flight envelopes for quadrotors: “hover”, “move-to-a-setpoint”, and “follow-sequential-setpoints”. In hover mode, the robot tries to maintain its original position in the air. In move-to-a-setpoint mode, it tries to navigate to a predefined setpoint as fast as possible. In the aptly named follow-sequential-setpoints mode, the robot tracks a sequence of setpoints.

The criteria to assess different weight sets are position error ($e$), derivative of position error ($\dot{e}$), jerk ($j$), steady state error ($e_{ss}$), and settling time ($t_s$). After a flight trial, a weight set receives a sub-grade for each of these criteria by:

$$G_c = \begin{cases} G_{c,\text{max}}, & \text{for } G_{c,\text{max}} \leq G_c \\ \frac{c_{\text{tol,init}}}{c}, & \text{for } c \leq c_{\text{tol}} \\ -G_{c,\text{max}}, & \text{for } c_{\text{tol}} < c, \end{cases} \quad (9)$$

where $c$ is the corresponding criteria, $c_{\text{tol,init}}$ and $c_{\text{tol}}$ are the respective initial and current tolerance values for it. These sub-grades together form the grade $G$ as follows:

$$G = \begin{cases} \frac{1}{n} \sum (G_c, G_e, G_j, G_{e_{ss}}, G_{t_s}), & \text{for } G_c, \cdots, G_{t_s} \in \mathbb{R}^+ \\ -G_{c,\text{max}}, & \text{otherwise}, \end{cases} \quad (10)$$

where $n = 13$ represents the number of criteria, $G_e, G_j, G_{e_{ss}}, G_{t_s}$ represent the sub-grades, and $G_{c,\text{max}}$ is the maximum sub-grade value which is set to 100 in this work. Moreover, the following expressions are defined for the weight set with maximum grade value in the lookup table:

$$W_{x,u}^* = \left[ W_x^*, W_u^* \right] = \max_{W_x, W_u} G. \quad (11)$$

In addition, the relation between $c_{\text{tol,init}}$ and $c_{\text{tol}}$ is defined as:

$$c_{\text{tol}} = (e^{-N_w/50}) c_{\text{tol,init}}, \quad (12)$$

where $N_w$ is the number of available weight sets with a positive grade in the lookup table. The motive behind this tolerance decaying approach is to always look for better weight sets that can satisfy stricter criteria. In this work, the initial parameters $c_{\text{tol,init}}$ for the three different flight modes are selected as in Table 1, considering the usual values observed during common operations of quadrotors. However, since we incorporate exponential decay on $c_{\text{tol,init}}$ as described in (12), the initial value selection is flexible as long as the values comply with safe flight conditions.
Algorithm 1 Auto-tuning approach

Result: Real flight-worthy weight sets.
1 Specify maximum episodes, $\epsilon$, and $\lambda$
2 Specify the search space bounds as in (8)
3 Initialize the tolerance values as in Table 1
4 while episode < maximum episodes do
5 $\epsilon^* \sim \text{rand}([0, 1])$ ▷ Randomly select within [0, 1]
6 if $\epsilon^* < \epsilon$ then
7 $W_{x,u} \sim \text{rand}(W^*_x, \lambda^2)$ ▷ Sample $W_{x,u}$ within $\lambda$ radius of $W^*_x$
8 else
9 $W_{x,u} \sim \text{rand}([W_x, W_u])$ ▷ Randomly sample $W_{x,u}$ within (8)
10 end
11 foreach flight mode do
12 Observe flight performance over the DNN model
13 Compute $G$ using (9) and (10)
14 if $G < 0$ then
15 episode $\leftarrow$ episode + 1 ▷ Continue with next episodic trial
16 end
17 end
18 Append $W_{x,u}$ to the lookup table
19 $N_w \leftarrow N_w + 1$
20 Update $c_{\text{tol}}$ based on (12)
21 end

Table 1. Initial tolerance values for a stable flight.

| Characteristics | Hover | Move-to-a-Setpoint | Follow-Sequential-Setpoints |
|-----------------|-------|--------------------|-----------------------------|
| Position error  | $e_x$ | 0.15               | 0.3                         | 0.35                        |
| (m)             | $e_y$ | 0.15               | 0.3                         | 0.35                        |
|                 | $e_z$ | 0.15               | 0.3                         | 0.35                        |
| Derivative of   | $\dot{e}_x$ | 0.025           | 0.4                         | 0.5                         |
| position error  | $\dot{e}_y$ | 0.025           | 0.4                         | 0.5                         |
| (m/s)           | $\dot{e}_z$ | 0.03             | 0.45                        | 0.55                        |
| Jerk (m/s$^3$)  | $j_x$ | 0.5                | 2                           | 2                           |
|                 | $j_y$ | 0.5                | 2                           | 2                           |
|                 | $j_z$ | 1                  | 3                           | 3                           |
| Steady state    | $e_{ss_x}$ | 0.15           | 0.15                        | 0.15                        |
| error (m)       | $e_{ss_y}$ | 0.15           | 0.15                        | 0.15                        |
|                 | $e_{ss_z}$ | 0.15           | 0.15                        | 0.15                        |
| Settling time (s) | $t_s$ | 1.5               | 4.5                         | 4.5                         |

5. Tuning Approach in Action

In this section, we present the implementation results for the proposed active exploration-based tuning methodology. We first discuss each design setting over batched tuning sessions in simulation and then select the best setting which caters to our needs. Subsequently, we fine-tune the weight sets from simulation-based tuning in real flights. Note that, while the simulation tuning sessions are performed on a workstation computer with 2.6 GHz Intel Core i9-7980XE (octadeca-core) processor with 128 GB RAM, the real flight tuning is performed on a laptop having Intel Core i7-8750H processor and 16 GB RAM.
5.1. Benchmark Study for Simulation-Based Tuning

We conducted a benchmark study to justify our design choices for the proposed auto-
tuning method. For each design choice, we conducted a batch of ten tuning sessions to
obtain generalized results. We first examined a heuristic to expedite the tuning process,
i.e., we assumed that the weighting parameters along the x- and y-body axes are close to
each other since quadrotors are symmetrical with respect to these axes. Hence, we generate
the respective weights in these axes within each other’s 10% magnitude neighborhood.
Without this heuristic, no positively graded weight set is explored in more than half of
the sessions, even in the 1000 episode setting (Table 2). By exploiting this heuristic, on the
other hand, desirable weight sets were obtained in most of the sessions for 500 episodes
and some of the sessions for even 100 episodes. Therefore, we employed this heuristic for
the rest of the results presented in this work.

Table 2. Number of sessions without a positively graded weight set by using and omitting the heuristic.

| Episodes | Without Heuristic | With Heuristic |
|----------|------------------|---------------|
| 100      | 10               | 7             |
| 500      | 7                | 2             |
| 1000     | 7                | 1             |

In Table 3, we present the numbers of sessions in which no positively graded weight
set is explored. For both active ($\epsilon = 0.5$, $\lambda = 20\%$) and random ($\epsilon = 1$) explorations,
100 episodes seem to be less to explore desirable weight sets. There are seven failed
sessions out of ten sessions for active exploration in this case. For the 1000 episodes, on
the other hand, there is only one failed session (90% success) both for active and random
exploration. There are only two failed sessions when the episode number is 500, which
implies 80% success. We selected this setting for our tuning purpose since 1000 episodes
take on average 2 h, which is more than twice the duration of 500 episodes (less than
an hour), while the success rate improvement is only 10%.

Table 3. Number of sessions without a positively graded weight set by active and random exploration.

| Episodes | Active ($\epsilon = 0.5$) | Random ($\epsilon = 1$) |
|----------|---------------------------|------------------------|
| 100      | 7                         | 8                      |
| 500      | 2                         | 4                      |
| 1000     | 1                         | 1                      |

Remark 2. Probabilistically speaking, the notion behind selecting $\epsilon = 0.5$ is to realize equal
occurrence for exploration and exploitation. In essence, it is a parameter that trades off the tuning
speed with the exploration of the search space, thereby affecting the weight set quality. Note that
owing to the high fidelity DNN model, users can set this parameter to a higher value for an optimal
search of the weight set space, without having any safety concern for the robot. On the other hand,
the selection of the similarity parameter $\lambda = 20\%$ is essentially carried out via the trial-and-error
method. During the trials, it has been inferred that setting a high value for this parameter facilitates
a random selection which is contradictory to exploitation.

In Table 4, we present the average and maximum numbers of positively graded weight
sets. The proposed active exploration outperforms the random exploration by yielding
a higher number of positively graded weight sets. It obtains substantially more weight
sets in a similar amount of time. A remark to be made here is that the number of weight
sets obtained does not change significantly when the episode number is increased from
500 to 1000, while the overall tuning duration increases by approximately two times. This
result further supports our previous episode number selection of 500 due to the trade-off
between the tuning duration and success rate.
In Table 5, we present the average and maximum grade values for the positively graded weight sets obtained over ten sessions. In all the three episode-number settings, average and maximum grade values are higher for active exploration. In other words, the weight sets obtained via active exploration satisfy stricter criteria \((e, \dot{e}, j, \epsilon_{ss}, t_0)\), and hence, they are better in quality. All these results prove the superiority of the proposed tuning method over the random trial-and-error method.

**Table 4.** Number of positively graded weight sets obtained by active and random exploration.

| Episodes | Active \((e = 0.5)\) | Random \((e = 1)\) |
|----------|----------------------|-------------------|
| 100      | 1.4                  | 0.2               |
| 500      | 12.7                 | 1                 |
| 1000     | 15.5                 | 1.3               |
| Mean     | 9.87                 | 0.83              |

**Table 5.** Grade values for the positively graded weight sets by active and random exploration. One may notice the same average and maximum grades for \(e = 1\) with 100 episodes. This is due to the single positively graded weight set as resulted by the corresponding setting (Table 4).

| Episodes | Active \((e = 0.5)\) | Random \((e = 1)\) |
|----------|----------------------|-------------------|
| 100      | 10.52                | 7.18              |
| 500      | 9.08                 | 8.64              |
| 1000     | 9.01                 | 8.64              |
| Mean     | 9.54                 | 8.15              |

5.2. Further Tuning in Real Flights

Although the weight sets obtained over the DNN model are real flight-worthy, we investigate fine-tuning possibilities on these weight sets to achieve better flight performance. For fine-tuning in real flights, we first obtain new grade values for all the positively graded weight sets obtained in simulation-based tuning. This step is conducted to account for possible real-world operational uncertainties. As expected, only 17 out of 19 weight sets yield new grade values as positive. In other words, there are some weight sets, which can fulfill the design criteria (Table 1) over the DNN model but are unable to do so over the real robot. We then perform the real flight tuning over 30 episodes with \(\epsilon = 0\) and \(\lambda = 10\%\) using the new grades. These hyperparameters are conservative versions of the ones selected for simulation-based tuning to account for safety. In essence, \(\epsilon = 0\) makes sure that there will not be any trial with a random weight set on the real robot, i.e., no exploration. In addition, \(\lambda = 10\%\) focuses the search closer to the desirable weight sets, implying restricted exploitation. Throughout the real flight tuning, the average and maximum grade values increase from 9.34 and 12.36 to 9.68 and 13.33. This result demonstrates the successful fine-tuning in real flights.

**Remark 3.** Note that the stochastic operational uncertainties would require an indefinite amount of data for training the DNN model. As such, one could decide to collect hours and hours of operational data for creating a highly accurate DNN model and just perform DNN-based MPC tuning. Another approach is to create a fairly accurate DNN model with a moderate amount of data and perform MPC tuning over it; followed by repeating the tuning procedure over the real robot to further improve the quality of the obtained weight sets. In this work, we utilize the latter, even though it is the user’s preference.
6. Trajectory Tracking

In this section, we present evaluative results for the weight sets obtained using the proposed auto-tuning method. We selected the weight set with the highest grade from simulation-based tuning and deployed it in the position tracking NMPC for tracking two types of trajectories: hover \((x = 0, y = 0, z = 1.2 \text{ m})\), and sequential setpoints (setpoints being 0.6–1.2 m apart). We also utilize the weight set having the highest grade from real flight tuning for tracking the same trajectories. We then compare the performance of these two groups of weight sets to further justify the fine-tuning in real flights. Moreover, a demonstration Video S1 of this work can be found at: https://youtu.be/GLxRPCyNogc, (accessed on 4 September 2021).

6.1. Simulation-Based Tuning

The best weight set from simulation-based tuning is:

\[
W^*_x = \text{diag}(16,11,13,2.0,2.1,2.3), \\
W^*_u = \text{diag}(17,13,76,0.058). \quad (13)
\]

For hovering, this weight set results in a precise tracking with mean Euclidean error values of 3–4 cm over both the DNN model and real robot, as visible in Figure 3. For the sequential setpoints tracking case, it again yields a precise tracking with mean Euclidean error values of 21 cm (Figure 4). A similar performance was obtained for the DNN model and real robot for both the trajectories, further validating the high fidelity of the DNN model.

**Remark 4.** In Figure 4, one may note that the error values for sequential-setpoints are significantly higher as compared to the ones obtained for hovering (Figure 3). The main reason behind this is the
underlying jumps of 1.2 m that the robot has to execute to reach the commanded setpoint as fast as possible.

We repeat the above experiments with the ten best weight sets from simulation-based tuning to assess the overall quality. Their corresponding mean Euclidean error values are presented on the left side of Figure 5. The average and maximum error values over the DNN model are 2.98 and 3.49 cm for hovering. The same values over the real robot are 5.11 and 7.94 cm. A similar result is obtained for sequential setpoints. The respective average and maximum error values rise from 22.12 and 26.61 cm over the DNN model to 22.21 and 28.27 cm over the real robot. The slight error rise in the case of the real robot is mainly due to the operational uncertainties that are possibly not captured by the DNN model.

![Boxplot of mean Euclidean error obtained by the weight sets having top ten grade values in the lookup tables from simulation (left) and real flight (right) tuning.](image)

**Figure 5.** Boxplot of mean Euclidean error obtained by the weight sets having top ten grade values in the lookup tables from simulation (left) and real flight (right) tuning.

### 6.2. Real Flight Tuning

The best weight set from real flight tuning is:

\[
\begin{align*}
W_x^* &= \text{diag}(17, 11, 14, 1.5, 1.8, 1.9), \\
W_u^* &= \text{diag}(20, 15, 68, 0.064).
\end{align*}
\]  

(14)

For hovering, this weight set results in a precise tracking with mean Euclidean error values of 3–4 cm over both the DNN model and real robot, as evident in Figure 6. In terms of the sequential-setpoint tracking, it again yields precise tracking performance with the mean Euclidean error values of around 18 cm (Figure 6) which are slightly less compared to the ones in the former subsection. This exhibits the tracking improvement by fine-tuning in real flights.
We repeated the above experiments with the ten best weight sets from real flight tuning and the complete right side of Figure 5. While the average and maximum error values for hovering with the DNN model were 2.63 and 2.85 cm, they increased slightly over the real robot to 4.54 and 6.12 cm. As for the sequential setpoints, the average and maximum error values changed from 19.43 and 21.16 cm over the DNN model to 18.49 and 21.7 cm over the real robot.

An important comment that need to be made about Figure 5 is that the respective average and maximum mean Euclidean error values obtained over the real robot for hovering reduce from 5.11 and 7.94 cm to 4.54 and 6.12 cm after the real flight tuning, which implies 11.15% and 22.92% improvements in these values. For the sequential-setpoint tracking case, these numbers reduce from 22.21 and 28.27 cm to 18.49 and 21.7 cm, which suggests a performance improvement by 16.75% and 23.24% in terms of average and maximum mean Euclidean errors. These small improvements both show the high fidelity of the DNN model and reveal the possible benefits of fine-tuning in real flights.

**Remark 5.** As already known, the tracking performance of NMPC for any trajectory is critically linked to a specific weight set. That is, if a weight set performs best for one trajectory, it is not guaranteed to do the same for other time-based trajectories. This limitation also exists with the weight set obtained by the auto-tuning algorithm. Nevertheless, the users can accordingly select/add the flight configurations keeping in mind the trajectories of interest.

### 6.3. User-Based Tuning Study

To further analyze the proposed auto-tuning method’s efficacy, we conducted a user-based tuning study for comparison. Ten users with different quadrotor backgrounds were given the task of tuning NMPC over a Gazebo model of our quadrotor for two hours. We recorded two weight sets from each user: one after the first hour and one after the second hour of tuning. We then performed trajectory tracking over the DNN model to evaluate the performance of these weight sets. One may note that evaluation of these weights over the real robot was avoided due to safety reasons.

**Remark 6.** The motivation to adopt the Gazebo simulation platform is its rendering capability by which the robot’s response can be visually observed. In this way, the overall tuning process mimics the manual tuning of the robot in real flights.

The resulting mean Euclidean errors are listed in Table 6 along with the observed number of oscillations, depicting the oscillatory behavior of a particular weight set. It is to be noted that oscillation is characterized as an abrupt change of more than 3 cm in the Euclidean error response. As can be seen, most users resulted in high Euclidean errors with moderate to high oscillations, implying an eventual crash of the robot, whereas three users obtained the real flight-worthy weight sets (marked with bold-font), which accounts for only 15% success. We would like to emphasize that most users could obtain...
some meaningful weight sets in a limited time as they could try abrupt values over the simulation model which otherwise might not be possible over the real robot. Essentially, the proper tuning procedure in a general case takes around 3–4 h (or even more), as noticed in our informal observations. Another point to take note in Table 6 is that for almost half of the users, the tracking performance decreased from the first to the second hour of tuning. This is counterintuitive as one expects to perform better after gaining some experience with the system. Nevertheless, utilizing the relation in (12), the proposed algorithm always looks for the weight sets which could perform better by satisfying stricter criteria.

Table 6. Mean Euclidean error and the corresponding oscillatory response for the weight sets obtained by user-based tuning. Accordingly, the weight sets whose results are marked with bold font are regarded as real flight-worthy.

| User  | First Hour |       |       | Second Hour |       |       |
|-------|------------|-------|-------|-------------|-------|-------|
|       | Hover      | Number | Order  | Sequential-Setpoints | Number | Oscillations |
|       | Mean Euc. Error (cm) | Oscillations | Euc. Error (cm) | Number of Oscillations | Euc. Error (cm) | Number of Oscillations |
| User 1 | 12.70      | 31    | 1.21 × 10^5 | 176 | 4.83 | 1 | 1.10 × 10^4 | 204 |
| User 2 | 30.64      | 20    | 3.09 × 10^4 | 220 | 34.51 | 20 | 89.47 | 34 |
| User 3 | 15.10      | 34    | 7.21 × 10^4 | 138 | 14.42 | 29 | 1.03 × 10^5 | 232 |
| User 4 | 10.74      | 20    | 25.74      | 50  | 10.09 | 18 | 38.13 | 47 |
| User 5 | 13.29      | 36    | 7.82 × 10^4 | 146 | 6.24 | 0 | 23.41 | 17 |
| User 6 | 3.96       | 2     | 24.87      | 37  | 12.46 | 19 | 33.78 | 45 |
| User 7 | 5.28       | 3     | 55.11      | 5   | 9.70  | 6  | 31.88 | 31 |
| User 8 | 3.41       | 16    | 22.01      | 21  | 2.69  | 0  | 23.62 | 44 |
| User 9 | 8.50       | 16    | 4.36 × 10^6 | 250 | 4.20 | 1 | 36.55 | 29 |
| User 10| 3.02       | 0     | 38.26      | 32  | 8.23  | 0  | 26.78 | 35 |

For a quantitative comparison, we deployed the best weight set from user-based tuning (User 8 after the first hour) with the best one obtained from simulation-based tuning (given in (13)) for hover and sequential-setpoint tracking of the DNN model. The comparison plots are given in Figure 7. While the corresponding mean Euclidean error values for the user-based weight set are 3.41 cm and 22.01 cm, the proposed algorithm outperforms it by resulting in error values of 2.85 cm and 21.16 cm, respectively. In addition, in terms of the number of oscillations, the user-based weight set has values of 3 and 21 for hover and sequential setpoints, respectively, whereas the auto-tuned weight set has values of 0 and 9, respectively. These values are significantly less when compared to the user-based weight set, thereby implying a safer weight set. All these results signify that the proposed method can realize better weight sets in a limited time (less than an hour) that an average user cannot obtain even after two hours.
7. Conclusions

In this work, we have aimed to tackle one of the arduous yet unavoidable tasks for the real-time implementation of MPC on robots. We have presented a novel, active exploration-based tuning framework for obtaining MPC weight sets. To avoid the weight set trials on the real robot for the sake of safety, we have incorporated a DNN model. Thanks to its high fidelity, it has facilitated the direct utilization of the obtained weight sets on the real robot. We have also demonstrated fine-tuning over the real robot. Extensive statistical analysis, real flight trajectory tracking results, and a comparative user study validate that this work could help researchers with the real-time implementation of their MPCs by saving a considerable amount of tuning time without compromising the safety of the robot.

As future work, we intend to update the DNN model such that it incorporates effects such as sensor noise and modeling uncertainties. This will result in a stochastic model of the overall system, thereby further justifying the usage of the active-exploration paradigm. Furthermore, to enhance the generalization of the auto-tuning framework, we aim to eliminate heuristics, such as including reasonable bounds on search space, which require some domain knowledge.
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