The Rigidity Dependence of Galactic Cosmic-Ray Fluxes and Its Connection With the Diffusion Coefficient
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Thanks to tremendous experimental efforts, galactic cosmic-ray fluxes are being measured up to the unprecedented percent precision level. The logarithmic slope of these fluxes is a crucial quantity that promises us information on the diffusion properties and the primary or secondary nature of the different species. However, these measured slopes are sometimes interpreted in the pure diffusive regime, guiding to misleading conclusions. In this paper, we have studied the propagation of galactic cosmic rays by computing the fluxes of species between H and Fe using the USINE code and considering all the relevant physical processes and an updated set of cross-section data. We show that the slope of the well-studied secondary-to-primary B/C ratio is distinctly different from the diffusion coefficient slope, by an offset of ~ 0.2 in the rigidity range in which the AMS-02 data reach their best precision (several tens of GV). Furthermore, we have demonstrated that none of the species from H to Fe follows the expectations of the pure-diffusive regime. We argue that these differences arise from propagation processes such as fragmentation, convection, and reacceleration, which cannot be neglected. On this basis, we also provide predictions for the spectral slope of elemental fluxes not yet analysed by the AMS collaboration.
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1 INTRODUCTION

The Alpha Magnetic Spectrometer (AMS-02), taking data onboard the ISS for more than 10 years, has been providing for the first time measurements of galactic cosmic-ray (CR) fluxes in the GV to TV range with percent level precision [1]. These new results have revealed unexpected spectral features that challenge the theoretical framework used to describe the CR origin and propagation. Cosmic rays can be divided into two broad classes: primary species, such as carbon and oxygen, are those accelerated at the sources, while secondary species, such as boron and lithium, are produced as a consequence of nuclear interactions of primary species during their propagation through the interstellar medium (ISM). The most promising observable to study the propagation of CRs in the Galaxy is studying secondary species or the flux ratio of a secondary species to a primary one. The measurement of the Boron-to-Carbon flux ratio, B/C in the following, has been widely used to test propagation scenarios. The first evidence for a break in the B/C was found by AMS-02 [2, 3].
break most probably originates from a transition of diffusion regime rather than from source effects [4].

We develop on our preliminary study [5] and use the USINE code [6] to show that the measured B/C slope does not directly represent the diffusion coefficient value in the AMS-02 range, and that the measured slopes for all species from H to Fe have non-trivial dependence with rigidity, especially for heavier elements.

2 METHODS

The transport in the Galaxy for a CR species of index $i$ can be described by means of the following equation, assuming steady-state [7]:

$$\frac{\partial}{\partial t} \left[ N_i \Phi_i \right] + \nabla \cdot \left[ D_i \nabla \Phi_i \right] = \Omega_i + \psi_i + N_{\text{inj}} \Phi_i$$

This equation provides the spatial and energy evolution of the differential interstellar CR density per unit energy $\Phi_i \equiv dN_i/dE$, assuming a net primary injection rate of $\dot{N}_{\text{inj}}$, and an injection rate for secondary species arising from inelastic processes converting heavier species of index $j$ into $i$ species (with a production rate $\sigma_{j \rightarrow i} n_{\text{ISM}} \Phi_j$). The form of the spatial diffusion coefficient $K(E)$ will be described in detail in the following. The other processes are mainly relevant at low rigidity. However, they also affect the determination of the higher-energy parameters. The convection is described by a velocity $\vec{V}_e$, the diffusive reacceleration is parameterized by the energy-dependent coefficient $\kappa_{pp}$, the particle velocity is indicated as $\vec{V}$, and the inelastic destruction rate is given by $\sigma_{i} n_{\text{ISM}}$ with the $\sigma$’s being energy-dependent nuclear cross-sections; the rate characterizes energy losses $b_{\text{tot}} \equiv dE/dt$, which includes ionization and Coulomb processes as well as adiabatic losses induced by convection, and a first-order term from reacceleration.

Following the work presented in [8], our study is done in the frame of a 1D propagation model. In this model, CRs are confined in the magnetic halo described as an infinite slab in the radial direction and of half-height $L$. The value of $L$ is fixed to 5 kpc, and it was found to have a negligible impact on the results. The vertical coordinate $z$ is the only relevant spatial coordinate in this frame. The sources of CRs and the interstellar medium gas lie in the galactic disk, which has an effective half-height $h = 100$ pc. Finally, the observer is located at $z = 0$. The diffusion coefficient is a crucial physical ingredient to describe CR transport as it represents the scattering of CRs off magnetic turbulence. We assume that it is a scalar function of rigidity, and that it is homogeneous and isotropic all over the magnetic slab. We follow the approach presented in [8], where the diffusion coefficient includes a break in both the low- and high-rigidity range:

$$
K(R) = K_{10} \left\{ \begin{array}{l l}
1 + \left( \frac{R}{R_1} \right)^{-\delta} & \text{for low-rigidity regime} \\
1 + \left( \frac{R}{R_2} \right)^{-\delta} & \text{for intermediate regime} \\
1 + \left( \frac{R}{R_3} \right)^{-\delta} & \text{for high-rigidity regime}
\end{array} \right.
$$

We make use of the three propagation models, dubbed BIG, SLIM, and QUAINT, which were proposed in [8]. These models were found to provide an accurate description of the B/C data from AMS-02 and individual fluxes of Li, Be, B, and the helium isotopes [9].

For the nuclear production and spallation cross-sections, we use as reference the set of tables from the Galprop package, following the approach described in [10] and recently updated as in Maurin et al. (2022) arXiv:2203.00522. We generate the fluxes of CR nuclei using the source spectrum parameters discussed in [11] and the propagation parameters described in [8, 12]. The calculated fluxes are Top-of-Atmosphere quantities modulated with the force field approximation. We obtain the modulation potential $\phi = 670$ MV from the neutron monitor data using the dedicated feature, available on the Cosmic Ray Data base [13, 14], based on [15].

The slope of the diffusion coefficient is given by:

$$S_X = d[\log K(R)]/d[\log R] = -S_{1/K}.$$  
(3)

the slope of the measured CR flux $S_\phi$ is given by:

$$S_\phi = d[\log \phi]/d[\log R].$$  
(4)

We use the following quantity to investigate the difference between the slope of the measured B/C and the slope of the diffusion coefficient:

$$\Delta_X = S_{B/C} - S_{1/K}.$$  
(5)

As mentioned in the introduction, we also want to investigate the slope of the primary and secondary species. To do so, we define, for all CR species from hydrogen to iron, the following slope ratio:

$$\Delta_\gamma = \frac{S_\phi - \left( \alpha(Z) + S_{1/K} \right)}{S_{1/K}}.$$  
(6)

where $\alpha(Z)$ describes the source spectral indices. In the purely diffusive regime, we recall that the slopes of pure primary species are $S_\phi = S_{1/K} = -\alpha(Z)$ implying $\Delta_\gamma = 0$, while for pure secondaries $S_\phi = S_{B/C} = -\alpha(Z) - 2S_{1/K}$ implying $\Delta_\gamma = -1$. In reality, all primary species have some fraction of secondaries. To quantify it, it is useful to introduce the fraction $f_{\text{prim}}$ of primary origin in the total flux, given by: $f_{\text{prim}} = Q_{\text{prim}}/Q_{\text{tot}}$, with the elemental flux split as $\Phi = \Phi_{\text{prim}} + \Phi_{\text{sec}}$ into a pure primary and a pure secondary component. In this work we assumed Li, Be and B to be pure secondary species.
3 RESULTS

We discuss in this section our results, based on fluxes (or ratios) calculated as described above. For all our calculated slopes, we choose not to show the associated uncertainties (deriving from the transport parameter uncertainties and correlations) and mainly focus on the SLIM propagation configuration. Indeed, these uncertainties are expected to be at the percent level, but they could reach up to tens of percent at TV rigidities. They neither impact the features we wish to put forth nor the conclusions we reach here, and they would only complicate the readability of the figures.

3.1 B/C vs. Diffusion Slope: has the Diffusive Regime Been Reached in AMS-02 Data?

At high rigidity enough, secondary-to-primary ratios are inversely proportional to the diffusion coefficient $K(R)$. Indeed, this rigidity-dependence is exact when diffusion becomes the dominant process in the propagation of cosmic-rays: inelastic interactions, energy losses, convection, and reacceleration processes compete with diffusion at low and intermediate energies (see, e.g., App. D in Derome et al. 10) and break down this exact scaling. Solar modulation also impacts the slope up to hundreds of GV.

The diffusive regime is particularly appealing since it allows to directly read the diffusion slope from the B/C data, without any modelling. The diffusion coefficient, in turn, gives us indications on the underlying magnetic turbulence from which diffusion arises [16].

One common misconception in literature is about when the purely diffusive regime is reached. Figure 1 shows, for the propagation configurations BIG, SLIM, and QUAINT discussed in the previous section (Sect. 2), three different panels...
highlighting the salient differences between the B/C and $1/K(R)$ slopes, as a function of rigidity. The top panel (A) illustrates that all these three configurations fit well the AMS-02 B/C data [8, 12]. The middle panel (B) shows the corresponding slopes of these B/C calculations (thin lines)—the slopes in all model configurations are similar since all calculations need to match the same B/C data. The modelled B/C slopes steadily decrease up to the high-rigidity break around 300 GV; beyond, a constant slope is slowly reached (above hundreds of TV). We immediately see that our best-fit diffusion coefficient slopes (thick lines) never matches the B/C slopes, except at the highest rigidities, although the same overall behaviour is observed (low- and high-rigidity change of slope). We stress that the behaviour is slightly different in QUANT (cyan thick dotted line) owing to the presence of reacceleration (absent in SLIM and BIG best-fit configurations). At any rate, the diffusion coefficient at intermediate and high-rigidity regimes are constant with $\delta_{10-100} \text{ GV} = 0.5 \pm 0.02$ [12] and $\delta_{>300} \text{ GV} = 0.3 \pm 0.15$ [8]. These results favour a Kraichnan turbulence regime [17] at intermediate rigidity and are also compatible with a Kolmogorov turbulence [18] spectrum after the rigidity break. These values are also consistent with the fact that the B/C slope for the AMS-02 data, shown in filled circles (in agreement with our B/C slope calculations in thin lines), is $S_{B/C} \in [0.3-1.92] \text{ GV} \sim 0.36 \pm 0.02$ and $S_{B/C} \in [1.92-3.30] \text{ GV} \sim 0.28 \pm 0.04$ (see Figure 3 of [3]). In passing, we stress that the difference of B/C slopes between these two rigidities does not happen in the purely diffusive regime. This difference cannot be directly translated as the difference between the slopes of the underlying magnetic turbulence regimes. Finally, the bottom panel (C) shows the difference between the B/C data and $1/K(R)$ slopes, i.e., the difference between the two families of curves (thick and thin) shown in the middle panel. In the intermediate rigidity range, we see the slow convergence to the purely diffusive regime ($\Delta_{S} = 0$). We directly quantify how to recover the diffusion slope from the B/C data slope from these curves. Indeed, with $S_{K(R)} = |S_{B/C} + \Delta_{S}|$, we see that we need to add to the slope measured in the data the value $\Delta_{S} = 0.15$ at $\sim 100$ GV and still $\Delta_{S} \approx 0.05$ at a few TV. Our results show that a propagation model is needed to extract the spectral index of the magnetic turbulence from the slope of secondary-to-primary ratios. Indeed, the diffusive propagation regime is asymptotically reached at several hundreds of TV only. Assuming the B/C slope directly provides the slope of the diffusion coefficient strongly biases the conclusions drawn on the turbulence type; this bias grows with decreasing rigidities (at which the B/C slope is evaluated).

### 3.2 Understanding the Behaviour of Logarithmic Slopes (Z = 1–26) vs. Rigidity

Considering now the fluxes, it is interesting to see which propagation processes shape them. Their logarithmic slope is usually a good indicator of their primary (acceleration from material at source only) or secondary (produced via nuclear interactions of primary species during the transport only) origin. However, as for the B/C ratio, the diffusive regime is only asymptotically reached for very high rigidities. Furthermore, inelastic interactions, which play an important part at intermediate rigidities, roughly scale as $A^{2/3}$ (where $A$ is the atomic number), so that a growing impact on the fluxes (hence the slopes) is expected for growing atomic numbers.

The logarithmic slopes, or rather the quantity $\Delta_{\gamma}$ (see Eq. 6) is displayed in the top panel (A) of Figure 2 as a function of $Z = 1–26$ (i.e., for H up to Fe) and for various rigidities (shown as different line styles and colours). As discussed in Sec. 2, the definition of $\Delta_{\gamma}$ allows to factor out the presence of the diffusion break (similar for all species) and the different source spectral indices $\alpha(Z)$ [e.g., 11]. In the purely diffusive regime, we recall that the slopes of primary and secondary species are $S^{\text{prim}} = -\alpha(Z) - S_{X(R)}$ and $S^{\text{sec}} = -\alpha(Z) - 2S_{X(R)}$, which translates into $\Delta^{\text{prim}} = 0$ and $\Delta^{\text{sec}} = -1$. If we first look at the slopes at 20 GV (solid dark blue line), i.e., in a regime where other propagation processes are significant, we have $\Delta_{\gamma} > 0$ for all species. This means that the slopes of the measured fluxes, $S_{\text{data}}$, are always softer than those expected in the purely diffusive regime, i.e., $|S_{\text{data}}| < |S_{\text{pure diff}}|$. This behaviour is expected since energy losses, inelastic interactions and Solar modulation effects (but also convection and reacceleration if present) are known to transfer particles from high to low rigidity in the two first decades measured by AMS-02. However, on the 20 GV curve, we can only unambiguously identify Li, Be, and B as secondary species, owing to the ~0.5 drop in their $\Delta_{\gamma}$ values (compared to the neighbour species He and C). Indeed, for growing Z, the impact of inelastic cross-sections is also rising, translating into growing values of $\Delta_{\gamma}$ and causing an increasing difficulty to identify which species are of primary or secondary origin.

The quantity $\Delta_{\gamma}$ reaches the expected purely diffusive values at higher rigidities: at 200 GV, we already see primary species closing on $\Delta_{\gamma} = 0$ and secondary species on $\Delta_{\gamma} = -1$ (except for Z ≥ 20 where inelastic interactions still have a significant impact). In principle, for the highest rigidity shown, i.e., 2 PV (where the asymptotic diffusive regime holds), the heavy species should also converge to 0 or −1. However, there is no such thing as a pure primary or pure secondary species. We recall that secondary species have softer spectra (extra diffusion slope) than primary species. As a result, the fraction $f^{\text{prim}}$ of primary origin in the total flux is a growing function of rigidity (except for Li, Be, and B whose primary fraction was explicitly set to zero in the calculation). This is illustrated in the bottom panel (B) of Figure 2 for three rigidities. The rigidity dependence of $\Delta_{\gamma}$ thus results from the competition of inelastic interactions and primary content of the species. For instance, most species have their values shifted downward for growing rigidities. However, species whose primary fraction significantly changes above 20 GeV, e.g., the mixed-species N (Z = 7) with $f^{\text{prim}}$ going from ~30% at 20 GV to ~80% at 200 TV, have their values shifted upwards above 2 TV. For the largest Z, where the impact of inelastic interactions is the strongest and where most $f^{\text{prim}}$ also significantly vary, the evolution of $\Delta_{\gamma}$ becomes non-trivial: this is illustrated, for instance, by the behaviour of species with Z = 21–23, called sub-Fe, whose $\Delta_{\gamma}$ values first decrease with rigidity (decreasing impact of destruction), but then increase above 200 TV (growing fraction $f^{\text{prim}}$ ≥ 20%) of primaries in the flux). We stress that two opposite effects, namely the rigidity-
dependent primary fraction and the rigidity- and $Z$-dependent impact of destruction on the fluxes, complicate the interpretation of the slopes of the nuclear species, except for almost “pure” primary species (H, O, Si, Fe) and “pure” secondary light species (Li, Be, B, and partly F). These effects should lead to non-trivial patterns for the slope of $Z > 14$ elements (see next section); these elements should be analysed soon by the AMS collaboration. A last impacting effect we did not discuss here is the existence of contributions from multi-step fragmentation [19], i.e. the fact that a species $N_1$ breaks up into $N_2$, which itself can break up into $N_3$. This leads to tertiary contributions (extra slope $S_{0}(R)$) that could further impact the slope of some of these heavy species up to several tens of GV.

3.3 Comparison to AMS-02 Data for $Z \leq 14$ and Expectations for $Z = 15$–25 Elements

Now that we better understand the factors that drive the rigidity dependence of $\Delta_{\gamma}$ (see previous subsection), we can return to the rigidity dependence of the measured flux slope, $S_{0}(R)$. We stress that the presence of the $\sim 300$GV high-rigidity break is no longer factored out, but that the salient features seen in $\Delta_{\gamma}$ should remain, that is: 1) the slope of most elements should be a fast decreasing function of $R$ below the break, but a slowly decreasing one (towards the pure diffusive regime value) above the break; 2) asymptotically, “pure” primary and secondary species should be shifted by $S_{0}(R \to \infty) \approx 0.3 \pm 0.15$ [8], see discussion in Sect. 3.1; 3) the growing impact of inelastic interactions with $A$ should be visible, especially at low rigidities, as decreasing slopes with $Z$; 4) the impact of a growing primary fraction should be seen as a slope starting close to the slopes of “pure” secondary species (e.g., Li, Be, B) and moving to those of “pure” primary species (e.g., O, Si, Fe).

We show the flux slopes $S_{0}(R)$ obtained in our calculations in Figure 3. A similar slope dependence is shown for instance in [20]. They are compared to the slopes of a selection of elements published by the AMS-02 collaboration [1] in the left panel (A).
We also show our predictions for a selection of elements not yet analysed (i.e., among $Z = 15–25$) in the right panel (B).

Focusing first on the left panel (A), we find that the modelled slopes follow the behaviour we just recalled: 1) Li ($Z = 3$), B ($Z = 5$) and F ($Z = 9$), which have $f_{\text{prim}} < 5\%$ up to tens of TeV, are ordered and shifted (i.e. decreasing $S_F(R)$) according to their growing destruction cross-section, before all slopes converge to the “universal” secondary flux slope; 2) the same ordering is observed for O ($Z = 8$), Si ($Z = 14$), and Fe ($Z = 26$), though these species now converge towards the “universal” primary flux slope in our model; 3) the pattern of a mixed species, N ($Z = 7$) is striking, as its flux slope starts close to the “pure secondary” group and ends up close to the “pure primary” group. We stress that if N were to have a negligible primary fraction at tens of GV, its slope would be between B and F. Overall these predictions are in very good agreement with the AMS-02 data (symbols), though our model is clearly much below for the last N rigidity point, while the shape for Fe does not match the data above 100 GV (we briefly return to these issues below).

Focusing on the right panel (B), that is, species in $Z = 15–25$ not analysed by AMS-02 yet, we see a similar trend between “mostly” primary and “mostly” secondary species. Indeed, looking back at the bottom panel of Figure 2, we see that the elements K ($Z = 19$) and Sc ($Z = 21$) have a primary fraction very similar to that of F (i.e., negligible at low and intermediate rigidities). The same should be the case of Ti and V (not shown for readability), belonging to the so-called sub-Fe group ($Z = 21–23$). The slope of these elements thus follows a similar pattern as F, though with a smaller slope at low rigidity, owing to the larger impact of inelastic interactions on this heavier element. On the other hand, Ca ($Z = 20$) already has a primary fraction of 30% at 20 GV, i.e., similar to that of N. The last two other elements shown, S ($Z = 16$) and Mn ($Z = 25$), fall between K (and Sc) and Ca in terms of their primary content—they have a ~10% primary fraction at 20 GV (see bottom panel of Figure 2)—, so that they are elements in which the effect of destruction and the impact of their primary content are maximally mixed to shape the slopes. Beside the fact that these flux slopes will converge to the asymptotic value of a primary flux, the fine details are very sensitive to the exact tiny and uncertain primary content of these elements (AMS-02 data should help constrain or set upper limits on these source terms).

A final view of the trends and patterns in the flux slopes are illustrated by its $Z$ dependence shown in Figure 4. This plot resembles the top panel of Figure 2, but instead of $\Delta_{\gamma}(Z)$, we now show $S_F(Z)$ at only two rigidities, namely 20 GV (solid line) and 200 GV (dotted line): we do not show higher rigidities (for the sake of readability), as the associated slope values would lie between these two curves (because of the diffusion break at ~300 GV, see in Figure 3). As in the previous plot, we find a
very good agreement between the modelled slopes and the measured ones (except for H and Fe); for the value of the experimental slopes, we use a simple interpolation for the desired rigidities from the published AMS-02 slopes [1].

We recall that our models [8, 12] do not explicitly fit the source spectrum and source abundances. Rather, they assume a rigidity power-law dependence for all species, three different source spectral indices (one for H, one for He, and one for all other nuclei), and merely rescales elemental abundances on existing data at a single energy point. For this reason, it is not surprising, given the minimal number of ingredients used in the model, that some differences exist for some species. In particular, our models fail to match well low-rigidity protons and iron (see also [20, 21], who face similar difficulties for Fe). The origin of the high-rigidity break (and above) is still under scrutiny, and also the regions where AMS-02 data uncertainties are the largest. Whether the discrepancy between our models and the data at these high rigidities is due to a limitation of our models or statistical fluctuations in AMS-02 data are still to be investigated. For example, the modelled slopes have significant uncertainties at high rigidities because the diffusion break parameters are not well constrained (because of larger uncertainties on the data).

4 DISCUSSION

The best route to interpret the exquisite data collected by the AMS-02 experiment is to fit fluxes and ratios with propagation models. However, because 1) the source spectra and the diffusion coefficients are expected to be (or close to be) power-laws in rigidity, and 2) in the purely diffusive regime, these fluxes and ratios are simple combinations of the two above power-laws, it is tempting to bypass the use of a propagation model and directly deduce their power-law index from the logarithmic slope of the measured fluxes and ratios. Moreover, it is also tempting to conclude on the primary or secondary origin of CR elements from the rigidity dependence of their flux slope.

We showed and stress that the purely diffusive propagation regime is only reached above hundreds of TV. The first consequence is that AMS-02 data, going up to a few TV at most, cannot be used to conclude on the source slope or diffusion slope without an underlying propagation model. For instance, a B/C slope of 1/3 at a few hundred GV does not mean that the diffusion coefficient and the underlying magnetic turbulence are Kolmogorov-like. Our analysis indicates that at these rigidities, other propagation processes lead to a slope ~ 0.2 away from that of the pure diffusive asymptotic regime, so that AMS-02 data actually favour a Kraichnan-like turbulence (at intermediate rigidities). These effects (inelastic interactions, convection, reacceleration, and also Solar modulation) still impact the slope of secondary-to-primary ratios and fluxes around the rigidity break (~ 300 GV). For this reason, it is also difficult to directly link the slope (before and after the break) to the two fundamental quantities that are the source and diffusion slope.

We also discussed in this paper the rigidity dependence (and Z dependence) of the flux slopes. The general trends for all elements are the following: 1) decreasing slopes due to the transition from “all propagation effect matter” to the diffusion-dominated regime, 2) shallower slopes for heavier nuclei because of their larger inelastic cross-sections, 3) overall shift between primary and secondary species. However, we highlighted that the competition between inelastic interactions (growing with Z) and primary content of the elements (growing with R) leads to non-trivial dependencies of the flux slopes, especially for the awaited AMS-02 measurements for Z = 15–25. Indeed, two families of slopes should be observed: the “almost purely” secondary species (K, Sc, Ti, and V) with a shallower slope, and the remaining elements (whose primary content varies between a few percent up to 30% at 20 GV) with steeper and more dispersed slopes.

Measured flux slopes have non-trivial behaviours, but they remain interesting to show for the following reasons: 1)
qualitative information on rigidity breaks can be obtained without any underlying propagation model (breaks are more easily seen in the logarithmic slopes than in the flux themselves); 2) as underlined above, whether CR elements are (almost purely of) primary or secondary origin can be roughly concluded from their observed slope difference ($\geq 0.3$ above $\sim 100$ GV); 3) finally, whether the measured slopes reach the expected asymptotic regime could be a useful validation of the model or of its limitation. For instance, stochasticity of the sources impacts the rigidity dependence of the fluxes [22], though with a negligible impact below several tens or TV [23–25]. At these energies (and higher), interesting information should be brought by forthcoming data of space calorimeters such as DAMPE [26], CALET [27] and NUCLEON [28].
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