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Abstract

Stochastic microstructure reconstruction involves digital generation of microstructures that match key statistics and characteristics of a (set of) target microstructure(s). This process enables computational analyses on ensembles of microstructures without having to perform exhaustive and costly experimental characterizations. Statistical functions-based and deep learning-based methods are among the stochastic microstructure reconstruction approaches applicable to a wide range of material systems. In this paper, we integrate statistical descriptors as well as feature maps from a pre-trained deep neural network into an overall loss function for an optimization based reconstruction procedure. This helps us to achieve significant computational efficiency in reconstructing microstructures that retain the critically important physical properties of the target microstructure. A numerical example for the microstructure reconstruction of bi-phase random porous ceramic material demonstrates the efficiency of the proposed methodology. We further perform a detailed finite element analysis (FEA) of the reconstructed microstructures to calculate effective elastic modulus, effective thermal conductivity and effective hydraulic conductivity, in order to analyse the algorithm’s capacity to capture the variability of these material properties with respect to those of the target microstructure. This method provides an economic, efficient and easy-to-use approach for reconstructing random multiphase materials in 2D which has potential to be extended to 3D structures.
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1. Introduction

The discovery and development of new materials with targeted properties has always been a central theme for computational material science research, which requires a fundamental understanding of materials behavior and properties across different scales. Stochastic microstructure reconstruction is an important piece of that challenging puzzle. It enables computational generation of microstructures that match the statistically equivalent characteristic(s) of a (set of) target microstructure(s), avoiding the need for exhaustive and costly physical microstructure characterization of every sample to be evaluated.

There exists a number of different types of microstructure reconstruction approaches in the current literature. Reconstruction via statistical functions [1, 2, 3] is a popular technique applicable to a wide range of materials such as, particulate structures [2, 4], chalk [5], soil [6], sandstone [7, 8]. The reconstruction is usually done via a stochastic optimization method, known as Yeong and Torquato (YT) method [9, 10] and tries to ensure that the chosen statistical functions of the target microstructure match closely with that of the reconstructed microstructure. However, if the target image is anisotropic or multiphase or large in size, the convergence of the YT method is especially slow which makes the procedure computationally expensive.

Physical descriptor-based approaches [11, 12, 13], on the other hand, involve a relatively cheaper optimization procedure which tries to match the physically meaningful descriptors of the target microstructure to that of the reconstructed one. However, their application is limited to the microstructure reconstruction of crystalline and particulate structures (regular geometries) and not to material systems with irregular geometries. Spectral density function (SDF)-based approaches aim to reconstruct statistically equivalent microstructure by generating SDF representations of the target microstructure and matching it to the reconstructed one. The methods [14, 15, 16, 17] are mostly analytical in nature and hence much faster than the optimization-based reconstruction approaches but their application is restricted to isotropic binary materials. Another class of microstructure reconstruction methods involves using deep learning [18, 19], a machine learning approach that can be used amongst other tasks for surrogate modeling [20, 21, 22, 23, 24, 25, 26] and thus has been implemented successfully for a
wide range of classification and regression tasks. Deep learning approaches, in particular convolutional neural networks, are particularly well-suited to handle image data, and have thus received attention lately from the materials research community to process microstructures image data for a variety of tasks [27, 28]. Deep learning approaches for reconstructions are of two different types: material-system-dependent and material-system-independent approaches. Material-system dependent approaches include work by Cang et al. [29] which uses a convolutional deep belief network [30] and work by Li et al. [31] where a Generative Adversarial Network (GAN) [32] model is employed. These approaches train the weights of the network with images specific to a material system and thus need to be retrained for a new material system. Alternatively, transfer learning approaches are material-system-independent and does not require training weights with a set of materials data. Instead, deep learning models, pre-trained using benchmark datasets in the field of computer vision, are used to generate microstructure reconstructions. However, it is noted that, given the fixed pretrained weights, there still may be a need for hyperparameter tuning to get the most optimal results for a given material data set. The work by Li et al. [33] is one such approach where a deep convolutional network VGG-19 [34] pretrained on ImageNet [35] dataset has been used for the reconstruction based on a single given target microstructure. A feature-matching optimization has been performed using a Gram-matrix loss function to generate statistically equivalent microstructures. The reconstruction approach presented in this paper is derived from the work by Li et al [33].

In this paper, we propose a modified version of the existing transfer learning approach [33]. The modifications include: a) different combinations of Gram matrix layers, b) a weighted combination of the gram matrix (GM) loss components, c) elimination of the potentially costly simulated-annealing based volume fraction matching process, d) inclusion of microstructural descriptor metrics in the overall loss function in the main optimization step. The modifications aim to enhance the efficiency, accuracy as well as interpretability of the proposed modified approach compared to that of the existing approach. It is noted here that the performance of the proposed approach is assessed via a statistical analysis of both the physics-based descriptors of the microstructure as well as the Finite Element Analysis (FEA) simulated averaged material properties. The analysis is demonstrated using a true microstructure dataset consisting of 185 images of size 560 pixels × 902 pixels, corresponding to 185 successive slices of a porous ceramic microstructure.
measured by x-ray tomography similar to those found in [36, 37]. The target microstructures are described in section 2. Section 3 discusses the denoising of the original target microstructures and compares the statistical properties between the original and the denoised versions. Section 4 explains the six microstructural descriptors considered in this study to assess the reconstruction quality. The microstructure reconstruction procedure with different loss function combination and different slices (original and denoised) as the target image is discussed in details in section 5. In section 6, FEA simulated material properties are compared between the original and the reconstructed images. Section 7 provides a discussion of the additional advantages of the proposed approach. Section 8 provides the conclusions.

2. Target microstructures

The target microstructure is that of a two-phase porous ceramic material and there are images of 185 successive slices of size 560 pixels × 902 pixels. Thus a binary indicator function \( I_1((X,Y)) : \Omega \to \{0,1\} \) represents the microstructure and is defined as

\[
I_1(X,Y) = \begin{cases} 
1, & \text{if } (X,Y) \in \Omega^{(1)} \\
0, & \text{if } (X,Y) \in \Omega^{(0)} 
\end{cases}
\]

where \( \Omega \) is the material domain, \( \Omega^{(0)} \subset \Omega \) is the black solid phase domain and \( \Omega^{(1)} \subset \Omega \) is the white porous phase domain such that \( \Omega^{(0)} + \Omega^{(1)} = \Omega \) and \( \Omega^{(0)} \cap \Omega^{(1)} = \emptyset \). This is discretized in a computational setting by an array of (0,1) values. The slice 1 microstructure is shown in figure 1.

3. Denoising of target microstructure

The need for denoising of the original target microstructure arises from the fact that spurious inclusions of only one or a few pixels appear in the image. These spurious pixels significantly complicate finite element (FE) analyses used to calculate effective properties. While denoising enables coarser discretization of the material domain and more efficient FE analysis, too much denoising can lead to significant changes in the local microstructure. Keeping this in mind, all cluster sizes for the black solid phase less than 10 pixels are converted to the white porous phase. Figure 2 shows a comparison of the original and the corresponding denoised microstructures for slices #1, #90 and #185.
4. Microstructural descriptors

Microstructural descriptors are considered key in determining the effective physical properties of random heterogeneous materials [38]. Thus, it is important to match the microstructural descriptors of the reconstructed microstructure with that of the original microstructure. In this study, six such descriptors are considered: porosity, correlation length, specific boundary length, mean pore size, 90th-percentile pore size and 97th-percentile pore size. Each of these descriptors are described below and some are shown in figure 3.

Porosity is the fraction of the porous phase in the microstructure given by:

\[
\phi = \frac{\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} I(x_i, y_j)}{N_x N_y}
\]

where \((x_i, y_j)\) is any pixel location in the microstructural domain \(\Omega\), while \(N_x\) and \(N_y\) are the number of pixels along the horizontal and the vertical directions respectively. Figure 3(a) shows the porosity of each of the 185 slices of the material. Denoising slightly increases porosity since small regions of the black solid phase are replaced by the white porous phase.

While the volume fraction provides information about the microstructural phase at individual points, it does not provide information about the spatial patterns of the microstructure that can be explained to some extent by the two-point probability function. The two-point probability func-
tion $S_2^{(1)}(\Delta_l, \Delta_m)$ calculates the probability that any two points $(x_i, y_j)$ and $(x_{i+l}, y_{j+m})$ with a separation vector $(\Delta_l, \Delta_m)$ fall in the white porous phase.
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(a) slice #1 (original)  
(b) slice #1 (denoised)

(c) slice #90 (original)  
(d) slice #90 (denoised)

(e) slice #185 (original)  
(f) slice #185 (denoised)

Figure 2: Comparison of original and denoised microstructures
Figure 3: A schematic showing different microstructural descriptors in a binary-phase (black solid phase and white porous phase) microstructure. The two-point correlation function measure for the white phase is represented by a blue solid line. The red solid lines denote the phase boundaries, the total length of which gives the boundary length. The pore size distribution function is denoted by $P(\delta)$ where $\delta$ is the pore radius variable.

and is given by:

$$ S_{2}^{(1)}(\Delta t, \Delta m) = P[I(1)(x_{i}, y_{j}) = 1, I(1)(x_{i+t}, y_{j+m}) = 1] $$

$$ = \frac{\sum_{i=1}^{N_{x}-l} \sum_{j=1}^{N_{y}-m} I(1)(x_{i}, y_{j})I(1)(x_{i+t}, y_{j+m})}{(N_{x} - l)(N_{y} - m)} $$  \hspace{1cm} (2)

It thus provides a measure of how the two end points of a vector (denoted by a blue solid line in figure [3]) in a phase (in this case, the white porous phase) are correlated. It is noted that the above description of the two-point probability function similarly applies for the solid phase. In the above definition, it is assumed that the material is spatially stationary (or statistically homogeneous), which may not be valid for materials in which the microstructural statistics vary spatially (e.g., in a functionally graded material). Correlation length is one scalar measure associated with the two-point probability func-
Figure 4: Variation of statistical properties across original and denoised slices

tion, which is calculated by integrating the normalized two-point probability function over the entire domain \[39\] and then taking its square root:

\[
\alpha = \sqrt{\frac{S_2^{(1)}(\Delta_l, \Delta_m) - \phi^2}{\phi - \phi^2}} \tag{3}
\]

Figure 4(b) shows the correlation length of each of the 185 slices of the material. It is noted that denoising slightly increases correlation length because it removes small correlation length inclusions.

Specific boundary length is the cumulative length of the boundary of separation between the black solid phase and the white porous phase, normalized by the total microstructural area. The cumulative boundary length denoted by red solid lines in figure 4 is obtained by generating the corresponding morphological gradient of the microstructure by taking the difference of its dilation and erosion. The morphological gradient of the microstructure is
a matrix of the same size as the microstructural image with non-zero valued pixels along the boundaries of the two phases and zero-valued pixels elsewhere. The cumulative boundary length is thus obtained by counting all the non-zero pixels in the morphological gradient image. Figure 4(c) shows the specific boundary length of each of the 185 slices of the material for the original and denoised cases. It is seen that denoising slightly decreases the specific boundary length because the replacement of small clusters of black solid phase by white porous pixels leads to a decrease in the cumulative boundary length.

The pore-size probability density function \( P(\delta) \) is used to characterize the void or “pore” space in porous media \[40\]. The function \( P(\delta) \) for isotropic media is defined such that \( P(\delta)d\delta \) is the probability that a randomly chosen point in the porous phase domain \( \Omega^{(1)} \) lies at a distance between \( \delta \) and \( \delta + d\delta \) from the nearest point on the pore-solid interface. Thus, \( \int_{0}^{\infty} P(\delta)d\delta = 1 \).

The mean pore size is defined as:

\[
\langle \delta \rangle = \int_{0}^{\infty} \delta P(\delta)d\delta
\]

The associated complementary cumulative distribution function \( F(\delta) \) is the fraction of pore space that has a pore radius larger than \( \delta \) and is given by:

\[
F(\delta) = \int_{\delta}^{\infty} P(\delta)d\delta
\]

90\textsuperscript{th}-percentile pore size is defined as the pore size such that 90\% of the pore space has a pore radius less than or equal to that pore size, i.e., \( F(\delta) = 0.10 \). 97\textsuperscript{th}-percentile pore size, similarly, is defined as the pore size such that 97\% of the pore space has a pore radius less than or equal to that pore size, i.e., \( F(\delta) = 0.03 \). Figures 4(d), 4(e) and 4(f) show the variation of the mean pore size, the 90\textsuperscript{th}-percentile pore size and the 97\textsuperscript{th}-percentile pore size, respectively, across all 185 slices for the original and their corresponding denoised microstructures. It is seen that denoising has very little effect on these three statistical properties of the microstructure.

5. Microstructure reconstruction

In this section, the reconstruction procedure and the corresponding results are discussed. The algorithm is an optimization based procedure and
different loss function combinations are implemented with an optimal set of hyperparameters for the reconstruction of original slice #1 which is discussed in sections 5.1, 5.2 and 5.3. Section 5.4 uses the same set of hyperparameters and compares the reconstruction results of original slice #1 with that of original slices #90 and #185. In section 5.5, reconstruction is performed on all the original 185 slices and their denoised versions with different initializations of the reconstructed image, and the corresponding results are provided. It is noted here that the initial reconstructed image is a white noise color (3-channels) image generated by random sampling. Thus the random number generator seed can be changed to generate different initial noisy images that eventually lead to statistically equivalent but distinct reconstructed microstructures. The reconstruction algorithm involves conversion of the 3-channels representation of the reconstructed color image to the single channel 2-phase representation. This is achieved by a binary (0/1) classification of the 3D color image pixel coordinates based on their euclidean distances from the 3D black pixel coordinate [0, 0, 0] and the 3D white pixel coordinate [255, 255, 255].

5.1. Reconstruction with Gram matrix loss

In this section, a transfer learning based pattern-matching optimization is performed using a pre-trained VGG-19 network shown in figure 5. VGG-19 is a deep convolutional neural network and in total has 16 convolutional layers and 5 max pooling layers, divided into 5 blocks. The original network, in addition, has 3 fully connected layers at the end which are excluded here. It is noted that 3-channels representation is a requirement for the input im-
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Figure 5: VGG-19 network architecture
age to this network \[33\]. Thus, the 2-phase single channel representation of the original microstructure is converted to a 3-channels representation by stacking 3 duplicates of the single channel image. Any intermediate output from layer operation in a convolutional neural network is called a feature map. Convolutional layers \[41, 42\] consists of one or more kernels (matrix of trainable weights) that convolve the input (dot product between the kernel-sized patch of the input and kernel) and pass it on to the next layer. Each convolution layer is followed by a nonlinear activation ReLU (rectified linear unit) \[43, 44\] layer which induces non-linearity into the network model. Max pooling \[45, 46\] uses a max filter for down sampling by selecting the maximum value of the non-intersecting kernel-sized patches of the feature map. Max pooling, in essence, extracts the most prominent features of the previous feature map.

A study has been performed to select the optimal number and combination of VGG-19 network layers for the most accurate reconstruction with respect to the Gram matrix (GM) loss calculation. Gram matrix \[47\] is a measure of texture in an image and the gram matrix loss here is a measure of the difference between the textures of different intermediate image outputs from the VGG-19 network for the original and the reconstructed microstructure respectively. Following the same notations as in \[33\], let \(F^i_{pr}\) and \(\tilde{F}^i_{pr}\) denote the feature maps of the \(p\)th filter at position \(r\) in layer \(i\) for the original and the reconstructed microstructures, respectively. The Gram matrix \(G^i_{pq}\) of the original microstructure and \(\tilde{G}^i_{pq}\) of the reconstructed microstructure, in layer \(i\), is thus defined by the following inner product:

\[
G^i_{pq} = \sum_r F^i_{pr} F^i_{qr}
\]

\[
\tilde{G}^i_{pq} = \sum_r \tilde{F}^i_{pr} \tilde{F}^i_{qr}
\]

The Gram matrix loss for the layer \(i\) is given by:

\[
E_i = \frac{1}{4N^2_iM^2_i} \sum_{j,k} (G^i_{jk} - \tilde{G}^i_{jk})^2
\]

where \(N_i\) is the number of filters and \(M_i\) is the size of the vectorized feature maps in layer \(i\). The total Gram matrix loss across the selected layers is thus given by:

\[
L_G = \sum_i w_i E_i
\]
where the weight of each layer $i$ is given by $w_i = \frac{\text{argmin}_{j,k} \sum_j (G_{jk}^i)^2}{\sum_j (G_{jk}^i)^2}$. The first convolutional layers of each of the 5 blocks of the VGG-19 network as shown in figure 5 is found to be most optimal. The overall optimization framework is shown in figure 6. The reconstruction algorithm was run for 50 different initializations of the reconstructed microstructure. Figure 7 compares the two-point probability function and the pore size cumulative density function (CDF) for the original slice #1 microstructure and the reconstructed image corresponding to one of the 50 initializations. Figure 8 shows the reconstructed image corresponding to the original slice #1 image. Although the statistical property estimates of the reconstructed image are close to that of the target slice #1, on visual inspection it is found that spurious checkerboard patterns are present in the reconstructions as seen in figure 8.
5.2. Reconstruction with GM and TV loss

To address the checkerboard patterns, total variation (TV) loss between the target image and the reconstructed image is included in the optimization framework as shown in figure 9. The total variation for an image is defined as the sum of the absolute differences in the pixel values between neighboring pixels in that image. It is a measure of noise in an image that is sensitive to features like checkerboard patterns. The total variation loss is the anisotropic version of the total variation norm [48] and is given by:

\[
L_V = \sum_k \sum_{i,j} |y_{i+1,j,k} - y_{i,j,k}| + |y_{i,j+1,k} - y_{i,j,k}|
\]  

(10)
where $y_{i,j,k}$ is the $(i, j, k)$-th pixel value of the 3D representation of the reconstructed image. Figure [10] shows the reconstructed image corresponding to one of the initializations, and it is evident that the inclusion of the total variation loss eliminates the checkerboard patterns found in the reconstructed images in section 5.1. It is also noted that similar observations are found in all the other initialization cases. The total loss $L_T$ in this case is given by:

$$L_T = w_G L_G + w_V L_V$$  \hspace{1cm} (11)$$

where $w_G = 1$ and $w_V = 1e^{-6}$ are the weight combinations that seem to produce the best results using ‘trial and error’ approach. Table 1 shows the mean error in the statistical properties of interest calculated over 50 different initialization cases for the reconstruction with the combined “GM+TV” loss and is compared to the corresponding results with only the GM loss discussed in section 5.1. It is seen that the mean error for almost all the statistical properties improves for the “GM+TV” loss case compared to the GM loss case. Although the error in the porosity is very low in both cases, the porosity matches slightly better on an average for the GM loss case.

5.3. Reconstruction with GM and TV and 2PP loss

In this section, we try to improve the reconstruction quality further by including another loss function in the optimization, the two-point probability (2PP) loss $L_P$. This loss is defined as the mean squared error between the 2-point probability functions [refer to eq. (2)] of the original and the reconstructed microstructures. The two-point probability is sensitive to the spatial distribution of a given phase. The overall optimization framework is
Table 1: Error in reconstruction with GM loss and “GM+TV” loss

|                      | GM loss | GM+TV loss |
|----------------------|---------|------------|
| Mean error in porosity | 0.0027  | 0.0048     |
| Mean error in correlation length | 0.2923  | 0.0580     |
| Mean error in specific boundary length | 0.0144  | 0.0050     |
| Mean error in mean pore size | 0.1225  | 0.0228     |
| Mean error in 90-th percentile pore size | 0.3846  | 0.0947     |
| Mean error in 97-th percentile pore size | 0.8641  | 0.1953     |

shown in figure [11]. The total loss $L_T$ in this case is given by:

$$L_T = w_G L_G + w_V L_V + w_P L_P$$  \(12\)

where $w_G = 1$, $w_V = 1e^{-6}$ and $w_P = 1e8$ are the weight combinations that seem to produce the best results using ‘trial and error’ approach. It is noted that a loss function corresponding to any other physical property of interest can be added to the optimization framework in a similar fashion. Figure [12] shows the box plot of the errors in the statistical properties of interest corresponding to each of the loss function cases: “GM”, “GM+TV” and “GM+TV+2PP” for the reconstruction of original slice #1. The errors
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Figure 11: Optimization framework with a combination of gram matrix loss, total variation loss and two-point correlation function loss
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Figure 12: Comparison of error in statistical functions for the three different loss function cases

are calculated over 50 different initializations of the reconstructed image. It is clear from the box plots that, with the exception of the very small porosity errors, all the other statistical properties match more accurately for the “GM+TV” and “GM+TV+2PP” loss cases compared to the “GM” loss case. However, the performance of the “GM+TV” and “GM+TV+2PP” loss cases are very similar to each other and the addition of the two-point probability loss function to the optimization framework does not improve the reconstruction results significantly, which is evident from the mean and coefficient of variation (CV) values of the absolute error in the properties shown in table 2.

5.4. Performance comparison with other slices

In the previous sections, reconstructions were performed with original slice #1 as the target microstructure. In this section, with the same hyperparameter settings for the “GM+TV” and “GM+TV+2PP” loss cases
Table 2: Error in reconstruction with “GM+TV” loss and “GM+TV+2PP” loss

|                            | GM+TV loss |                | GM+TV+2PP loss |                |
|-----------------------------|------------|----------------|----------------|----------------|
|                            | Mean  | CV  | Mean  | CV  |
| Error in porosity           | 0.0048 | 0.6402 | 0.0046 | 0.6169 |
| Error in correlation length | 0.0580 | 0.6698 | 0.0615 | 0.6437 |
| Error in specific boundary length | 0.0050 | 0.1587 | 0.0050 | 0.1867 |
| Error in mean pore size     | 0.0228 | 0.7957 | 0.0247 | 0.7321 |
| Error in 90-th percentile pore size | 0.0947 | 0.6825 | 0.0992 | 0.6295 |
| Error in 97-th percentile pore size | 0.1953 | 0.6432 | 0.1873 | 0.6288 |

as for slice #1-based reconstruction, the reconstruction algorithms are run with original slices #90 and #185 as the target microstructure over 50 ini-

Figure 13: Errors in the statistical properties across three different slices (1, 90, 185) for GM+TV and GM+TV+2PP loss
tializations. These runs are performed to verify whether the optimal hyper-parameter settings for the slice #1-based reconstruction works well for the reconstruction on other slices too. Slices #90 and #185 are chosen as representative slices for that study. Figure 13 shows the performance comparison in the statistical properties for the “GM+TV” and “GM+TV+2PP” loss cases when the target microstructures are slices #1, #90 and #185 respectively. It is seen that the relative absolute errors in the statistical properties are in similar orders of magnitude across the three different slices for either of the loss cases. For each of the three target slice-based reconstructions, the reconstruction quality for both the loss cases are very similar to each other.

5.5. Reconstruction on all slices

In this section, reconstruction is performed by considering all 185 original microstructure slices and their corresponding denoised versions individually as the target images. Three different initializations of the reconstructed image (leading to three distinct statistically equivalent images) are chosen for each of target image. Therefore, overall there are 555 reconstructions cases and their results are shown in figure 14. Figure 14 shows the comparison of the error in the statistical properties after reconstructions with the “GM+TV” and “GM+TV+2PP” loss cases, once with the original slices as the target microstructures and in the other instance, with the denoised slices as the target images. It is found that the comparison of almost all statistical properties are very similar to each other for all four reconstruction scenarios. The only exception is for the specific boundary length values where the overall error for the reconstruction cases with the denoised target slices are lower than that with the original target slices.

6. FE analysis based material properties

In this section, quality of the reconstructions are assessed in terms of a few averaged material properties of the porous ceramic material. The material properties of interest are the effective Young’s modulus ($\bar{E}$), effective thermal conductivity ($\bar{\lambda}$) and effective hydraulic conductivity ($\bar{K}$). After an image is reconstructed based on a target image, the properties of the reconstructed microstructure are simulated using the commercial FE software ABAQUS [49]. 560 × 902 elements (each pixel assigned an element) are used to model each microstructure in 2D.
A static linear elastic analysis is performed to calculate the effective Young’s modulus by subjecting the finite element model of the microstructure to a tensile load as shown in figure 15. The macroscopic stress $\bar{\sigma}_{yy}$ in the vertical direction (direction of applied displacement) is calculated by summing all the nodal reaction forces on the top face along the vertical direction and dividing it by the cross sectional area $A$ of the face:

$$\bar{\sigma}_{yy} = \frac{\sum_i^N F_{R_i}}{A}$$  \hspace{1cm} (13)

where $F_{R_i}$ is the reaction force on node $i$ along the vertical direction, $N$ is the number of nodes on the surface where displacement is applied. The effective

Figure 14: Errors in the statistical properties across all 185 slices
Figure 15: Linear elastic analysis. (a) Finite element model: displacement is applied at the top face ($\delta_y = 1$) with the bottom face held fixed ($\delta_y = 0$), both along the vertical direction; the left face is also fixed along the horizontal direction ($\delta_x = 0$); the in-plane Young’s modulus for the solid phase is given by $E_{\text{solid}} = 100 \text{ MPa}$, and that of the porous phase is given by $E_{\text{pore}} = 1 \text{ MPa}$. (b) Contour map of Von Mises stress obtained from the linear elastic analysis is shown here.

Young’s modulus is then obtained using:

$$\bar{E} = \frac{\bar{\sigma}_{yy}}{\bar{\epsilon}_{yy}}$$  \hspace{1cm} (14)

where macroscopic strain $\bar{\epsilon}_{yy} = \frac{\delta_y}{L}$ and $L$ is the edge length along the vertical direction.

The effective thermal conductivity is obtained by applying a constant temperature difference between the top and bottom faces of the finite element model of the microstructure [51] as shown in figure 16. The macroscopic heat flux density $\bar{q}_y$ is calculated by summing the nodal heat fluxes on the top face. The effective thermal conductivity is then calculated using Fourier’s law of heat conduction [52]:

$$\bar{\lambda} = \frac{\bar{q}_y L}{\Delta T}$$  \hspace{1cm} (15)

where $\Delta T = T_2 - T_1$ is the temperature difference between the top and bottom face, and $L$ is the length of the edge along the vertical direction.

The effective hydraulic conductivity for a laminar fluid flow through the porous medium of the material is simulated by specifying the hydraulic head between the top and bottom faces of the finite element model of the microstructure and then calculated from Darcy’s equation as shown in figure 17. The macroscopic specific discharge $\bar{q}_y$ is calculated by summing up
Figure 16: Heat conduction analysis. (a) Finite element model: Temperature difference is applied between the top face ($T_2 = 300 \, K$) and the bottom face ($T_1 = 0 \, K$); the thermal conductivities for the solid phase and the porous phase are given by $\lambda_{\text{solid}} = 400 \, \text{W/m/K}$ and $\lambda_{\text{pore}} = 1 \, \text{W/m/K}$ respectively. (b) Contour map of the heat flux density obtained from the heat conduction analysis is shown here.

Figure 17: Fluid flow analysis. (a) Finite element model: Hydraulic head is applied between the top face ($h_2 = 300 \, \text{m}$) and the bottom face ($h_1 = 0 \, \text{m}$); the hydraulic conductivities for the porous phase and the solid phase are given by $K_{\text{solid}} = 400 \, \text{m/s}$ and $K_{\text{pore}} = 1 \, \text{m/s}$ respectively. (b) Contour map of the specific discharge obtained from the fluid flow analysis is shown here.

The nodal specific discharge values on the top face. The effective hydraulic conductivity is then calculated using Darcy’s law of fluid flow [53]:

$$\bar{K} = \frac{\bar{q}_y \, L}{\Delta h}$$  \quad (16)

where $\Delta h = h_2 - h_1$ is the hydraulic head between the top and bottom face, and $L$ is the length of the edge along the vertical direction.
Figure 18 shows the boxplot of the relative absolute errors in the effective modulus, conductivity and hydraulic conductivity of the reconstructed microstructures with respect to the corresponding target microstructures. It is seen in figure 18(a) that the effective Young’s modulus error values for all the cases are in an acceptable range. The reconstruction quality is similar between the two loss function cases when the original images are used as target slices. However, when the denoised images are used, the “GM+TV” loss case performs better than the “GM+TV+2PP” case. The error values corresponding to the effective thermal conductivity in figure 18(b) and the effective hydraulic conductivity in figure 18(c) are significantly higher than that of the elastic modulus. This suggests that the reconstruction algorithm is not able to capture these properties efficiently. This can be attributed to the fact that the effective modulus is a function of the overall pattern of the microstructure, i.e., the relative arrangement of the black solid and the white porous phase, which is well matched in the original and the reconstructed microstructure. However, the effective thermal conductivity and hydraulic conductivity depend significantly on localizations in the microstructures that enable heat flow and fluid flow respectively. The goal of the reconstruction algorithm is to achieve statistical equivalence by matching the pattern and statistics of the original and reconstructed microstructure across the entire image domain. Thus, even with a statistically equivalent reconstructed image, differences in small localized regions can lead to significant differences in
the heat and fluid flow channels, resulting in very different effective thermal and hydraulic conductivity. Overall, if the error values are compared among all the four reconstruction cases for each material property, it is seen that the “GM+TV” loss case with the denoised slices as the target images yields the most accurate reconstructions.

7. Discussion

Results in the previous sections have shown the performance of the proposed reconstruction approach to be reasonably accurate and efficient. One further advantage of the proposed approach is that the reconstructed image is not constrained to be of the same size as the original image. Obtaining a high resolution image of a microstructure can be expensive, which limits the size and/or resolution of the obtained image. It is often of interest to analyze a microstructural image of dimensions larger than that of the original image. One of the useful features of this approach is the ability to reconstruct microstructure of spatial dimensions different from that of the original microstructural image. Here, as a demonstration, reconstruction of an image of size 700 pixels × 1000 pixels is considered using the “GM+TV+2PP” loss. The larger reconstructed image is shown in figure 19 along with the original slice #1 microstructure for a visual comparison. To demonstrate the statistical equivalence of the larger reconstruction microstructure with its target image, the two-point probability function plot for the porous phase and the

![Original slice #1 (560 × 902 pixels²)](image1)

![Reconstructed image (700 × 1000 pixels²)](image2)

Figure 19: Comparison of the original and a larger reconstructed microstructure
pore size complementary cdf plot for the two images are compared and shown in figure 20.

Another advantage of the proposed approach is that it is more efficient and accurate than other existing approaches based on statistical features of the microstructure. The approach is thus compared here with a modified version of the YT method \cite{9,10,3} in terms of efficiency and accuracy. The YT method initiates by generating an image having the same porosity measure as the target microstructure. It is an iterative method where in each iteration, a randomly chosen black solid phase pixel and a white porous phase pixel are interchanged in the image. If the pixel swapping leads to an improvement in the statistical measure (equivalent to a reduction in loss function measure) of the new image compared to the previous one, the new image is updated to be the current reconstructed image. Otherwise, the previous image remains the current reconstructed image at the end of that iteration. The pixel swapping is also allowed if a random number generator, generating random numbers uniformly between 0 and 1, returns a value greater than or equal to $p_I$. Here $p_I$ is defined as the pixel interchange probability. The iterative convergence of the reconstructed image to the target image is measured by the root of sum of squares error (RSSE) between the two-point correlation function of the reconstructed image and the target image. With increase in the number of iterations, RSSE has a decreasing trend and the reconstructed image...
converges closer to the target microstructure with respect to the two-point correlation function measure. Figure 21 shows a visual comparison of the reconstructed images formed by using the proposed reconstruction approach and the YT method. Slice #1, shown in figure 21a, is used as the target image in this case. It is clearly seen that the quality of the reconstructed image obtained by the proposed approach is better than that of the YT method. In this case, the YT method is run for 1 million iterations and it takes around 90 minutes to obtain the image in figure 21c. On the other hand, the proposed algorithm takes 17,400 iterations and only around 18 minutes to produce the image in figure 21b. Thus, the proposed approach is found to be much more efficient and accurate than the YT method in the reconstruction of the porous ceramic material. It is noted that the algorithms are run on Google Colaboratory Pro [54], a cloud-based Jupyter notebook environment.
8. Conclusions

In this paper, a modified version of an existing transfer learning reconstruc-
tion approach [33] is presented by introducing additional loss functions in the optimization framework. It is then used to reconstruct a binary porous ceramic material. A thorough statistical study was done to check the robustness of the algorithm over different initializations and over different microstructure slices (original and denoised) of the same material. Furthermore, the reconstruction quality is assessed not only based on the statistical properties of the microstructure but also the FEA simulated effective material properties. This algorithm has the advantage of being easily extended to 3D microstructure reconstruction [55, 56, 57] if a suitable pretrained 3D convolutional network is available. It also has the flexibility of generating microstructures of size different from that of the target microstructure. A potential future work can be incorporating the simulated effective material property information within the reconstruction algorithm framework in an efficient manner, in order to generate microstructures with effective material properties closer to that of the target microstructure.
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