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ABSTRACT
We present a highly scalable 3D fully-coupled Earth & ocean model of earthquake rupture and tsunami generation and perform the first fully coupled simulation of an actual earthquake-tsunami event and a 3D benchmark problem of tsunami generation by a megathrust dynamic earthquake rupture. Multi-petascale simulations, with excellent performance demonstrated on three different platforms, allow high-resolution forward modeling. Our largest mesh has \( \approx 261 \) billion degrees of freedom, resolving at least 15 Hz of the acoustic wave field. We self-consistently model seismic, acoustic and surface gravity wave propagation in elastic (Earth) and acoustic (ocean) materials sourced by physics-based non-linear earthquake dynamic rupture, thereby gaining insight into the tsunami generation process without relying on approximations that have previously been applied to permit solution of this challenging problem. Complicated geometries, including high-resolution bathymetry, coastlines and segmented earthquake faults are discretized by adaptive unstructured tetrahedral meshes. This inevitably leads to large differences in element sizes and wave speeds which can be mitigated by ADER local time-stepping and a Discontinuous Galerkin discretization yielding high-order accuracy in time and space.

CCS CONCEPTS
- Applied computing → Earth and atmospheric sciences.
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1 INTRODUCTION
Figure 1 illustrates a 3D fully coupled model of the tsunami caused by the magnitude 7.5 strike-slip supershear earthquake that struck Palu Bay of the island of Sulawesi, Indonesia, on September 28, 2018. Tsunamis occur due to abrupt vertical perturbations to the water column. Devastating tsunamis are therefore rarely caused by strike-slip earthquakes (such as the Sulawesi earthquake), as these produce predominantly horizontal displacements. What was additionally unusual about the Sulawesi earthquake was its ability to produce very fast (“supershear”) movements during the rupture itself. This surprising earthquake-tsunami behavior has led to an extensive debate with important implications for submarine strike-slip fault systems worldwide (Mai [37] and references therein). However, efforts to understand this behavior have been hampered by the necessity of making approximations in the fluid-solid coupling, and hence in the tsunami generation process.

Recent simulations that link physics-based earthquake dynamics and elastic (seismic) wave propagation to shallow water models of tsunami genesis and propagation [60] suggest that the Palu tsunami can be primarily understood from the complex interaction of earthquake rupture and the 3D bathymetry of the bay, and that, while the fast rupture speed strongly influences seismic radiation and ground shaking from the earthquake, it seemingly does not affect the tsunami response. However, the standard practice of
linking a 3D earthquake simulation, conducted without a water layer, to a 2D tsunami shallow water model simplifies the interaction between the ocean floor and water column \[35\].

Typical limitations of the one-way linking procedure and use of a shallow water model include neglecting dispersion (which can be somewhat addressed using Boussinesq type equations \[52\]), neglecting horizontal momentum transfer \[34, 55\] and assuming that the ocean is incompressible \[5\]. The latter assumption eliminates ocean acoustic waves, which, as our modeling demonstrates for the first time for an actual earthquake-tsunami event, can create perturbations of the ocean surface of comparable amplitude to tsunami waves but at much higher frequencies. Furthermore, at early times in tsunami generation, acoustic waves and tsunami gravity waves are superimposed, creating a complex wavefield that can be measured with ocean bottom pressure sensors and off-shore cabled sensor networks deployed in the earthquake source region with potential for improving tsunami early warning \[26, 53, 67\].

In this paper, we present a 3D fully-coupled elastic-acoustic model of the solid Earth and ocean response, with gravity, to earthquake dynamic rupture. Implemented in the earthquake simulation package SeisSol (www.seissol.org), the model rigorously, and without the approximations employed in one-way linking procedures, captures the entire process from earthquake rupture to the generation and propagation of seismic waves, ocean acoustic waves, and tsunamis. We present a large-scale fully-coupled model of the 2018 Sulawesi event that links the dynamics of supershear earthquake faulting to elastic and acoustic waves in Earth and ocean to tsunami gravity wave propagation in the narrow Palu Bay. We demonstrate scalability and performance of the MPI+OpenMP parallelization on three petascale supercomputers. The achieved efficiency of our approach allows high-resolution, data-integrated forward modeling: the dynamic rupture earthquake model fuses seismological, geodetic, tectonic and field observations and the tsunami model matches wave gauge data and inundation mapping \[60\].

Within the heterogeneous solid Earth, we solve the elastic wave equation coupled to non-linear frictional sliding across a complex fault network. Simultaneously, we solve the acoustic wave equation, describing perturbations about an equilibrium hydrostatic state, in a compressible, inviscid ocean of variable depth. The effects of gravitational restoring forces, which are responsible for tsunami propagation, are efficiently incorporated through a modification of the standard free surface boundary condition at the evolving sea surface \[32\]. The enhanced modeling capabilities and gained geophysical insight come at the cost of unforeseen implementation complexity and substantially higher computational demands. In particular, we make the following contributions:

- In Secs. 3 and 4, we present an Arbitrary high-order DERivative Discontinuous Galerkin (ADER-DG) discretization of the first 3D fully-coupled elastic-acoustic earthquake-tsunami model. We explain how the moving sea surface can be tracked by a linearized free surface boundary condition and discretize it efficiently.
- The fully-coupled model is implemented within the open-source software SeisSol. In Sec. 5, we present node-level performance (esp. NUMA effects) and enhancements to SeisSol’s hybrid parallelization scheme, and we discuss load-balancing challenges of the fully-coupled model.
- In Sec. 6.1, we evaluate the fully-coupled model in a 3D benchmark setup of tsunami generation by a dynamic earthquake rupture, and compare against a shallow water one-way linking simulation approach.
- We simulate a large-scale 3D fully-coupled elastic-acoustic scenario of the 2018 Palu earthquake and tsunami (Sec. 6.2).
and show that we capture salient features of tsunami ge- 
sis. Our largest setup has 518 million elements (261 billion 
degrees of freedom). We achieve sustained petascale per- 
formance for this setup on two supercomputers, Shaheen-II and 
SuperMUC-NG.

- In Sec. 6.3, we demonstrate that our method achieves a par- 
  allel efficiency of >70% on the Mahiti and SuperMUC-NG su- 
  percomputers (based on AMD and Intel architectures, from 
  50 to 700 and from 50 to 1600 nodes, respectively), examin- 
  ing the strong-scaling limit and focusing on NUMA-aware 
  allocation of processes to nodes.

2 RELATED WORK

Tsunami modeling typically uses one-way linking of the earthquake-
induced seafloor uplift to the ocean response. This is mostly jus- 
tified when the earthquake happens so quickly that the tsunami 
propagation distance during the rupture duration is much smaller 
than the source dimension. In this approximation, the final, static 
seafloor uplift is utilized as an initial condition for the tsunami. The 
seafloor uplift is furthermore commonly simplified by using ana-
lytical solutions for the displacement caused by fault slip within a 
homogeneous elastic half-space (Okada [40]). The long-wavelength 
components of the seafloor uplift are then assumed to instanta-
neously uplift the water column. In reality, the seafloor moves 
dynamically in response to sources such as earthquakes and lands- 
glides, generating seismic waves, ocean acoustic waves and tsunami 
gravity waves. While these waves eventually separate at a suffi-
ciently large distance from the source, they are superimposed in 
the source region. Offshore instrument deployments in source regions 
of potential events have motivated the development of methods 
that capture the full wavefield. Maeda et al. [36] developed the first 
such coupled model in their study of the 2011 Tohoku, Japan, event, 
utilizing 3D kinematic earthquake sources. Saito et al. [50] present 
an alternative method in which the full wavefield is constructed as 
the superposition of a solution conducted without gravity, but in-
cluding a compressible ocean, and a second solution to the tsunami 
problem using forcing from the zero-gravity solution.

Another approach, which we take in this work, is to directly 
solve the linearized equations of motions governing smaller pertur-
bations of the ocean about a rest state in hydrostatic equilibrium, 
with rigorous acoustic-elastic coupling to the solid Earth across 
the deforming seafloor interface. Thus far, this approach, which 
involves a modification of the free surface condition, has only been 
realized in 2D [32–34]. These generic 2D studies reveal the funda-
mentally complex, dynamic nature of the tsunami generation 
process, which superimposes the initial tsunami waveforms with 
ocean acoustic waves, oceanic Rayleigh waves, and other seismic 
waves in simple model setups. Of course, this method must be ex-
tended to 3D in order to assimilate and interpret observational data, 
to better understand the earthquake rupture and tsunami gener-
ation process and to improve tsunami early warning capabilities. 
The fully-coupled method allows for realistic geometries and ru-
pture processes, providing a deeper understanding of the relation 
between seismic and acoustic amplitudes and periods and tsunami 
heights, and also serves as a reference solution to which simpler, 
approximate methods can be compared.

3D high-resolution simulation of earthquakes (including tsunami-
genic events) and seismic shaking allow geophysical insight and 
migration of natural hazards, even when complicated by sparse 
data coverage [39]. Integration with geophysical and geological 
constraints, such as complex structure and topography, requires 
massive computational performance, demonstrated in several petas-
ccale simulation efforts during the last decade. For example, Roten 
et al. [49] present non-linear ground motion models with off-fault 
plasticity on the Blue Waters and Titan supercomputers; Fu et al. 
[15] and Chen et al. [7] model the Wenchuan Earthquake, incorpo-
rating high-resolution surface topography on Sunway TaihuLight. 
Recent work using the SeisSol software integrates dynamic rupture 
models of tsunamigenic earthquakes with seismic, geodetic and 
tsunami data [59, 60, 62]. Ichimura et al. [20, 21] present coupled 
finite-element simulations of earthquake-induced ground shaking 
and their impact on urban structures. Rodgers et al. [45, 46] perform 
broadband anelastic ground motion scenario simulations in the San 
Francisco Bay Area.

3 MODEL DESCRIPTION

In the following, we lay out the 3D elastic-acoustic model, including 
interface and boundary conditions, used for our simulations. We 
use Einstein summation convention, i.e., summation over indices 
appearing twice is implied.

Earth and rupture model: In the solid Earth, we solve the seismic 
wave equation in velocity-stress formulation. With the unknowns 
$q = \{\sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}, \sigma_{xz}, \sigma_{yz}, \sigma_{nx}, \sigma_{ny}, \sigma_{nz}\}$, i.e., six stress and three 
velocity components, and using indices $i, j \in \{x, y, z\}$, we can state 
our set of equations as

$$\frac{\partial \sigma_{ij}}{\partial t} - \lambda \delta_{ij} \frac{\partial \sigma_{kk}}{\partial x_k} = \mu \left( \frac{\partial \sigma_{ij}}{\partial x_j} + \frac{\partial \sigma_{ij}}{\partial x_i} \right) = 0,$$

(1)

Here, $\mu, \lambda$ and $\rho$ are the spatially-varying material properties 
and $\delta_{ij}$ is the Kronecker delta.

An earthquake in the domain $\Omega_E$ is modeled as frictional shear 
failure on a pre-defined infinitesimally thin but potentially geome-
trically complex fault $\Gamma_f \subset \partial \Omega_E$. The following boundary conditions 
have to be satisfied on $\partial \Omega_E$:

$$\begin{align*}
|\tau| & \leq \tau_S, \\
\tau_S V_0 - \tau_0 |V| & = 0, \\
\frac{d\psi}{dr} & = g(|V|, \psi),
\end{align*}$$

(2)

where $s = n_i \sigma_{ij} n_j$, $t_i = (\delta_{ij} - n_i n_j) \sigma_{jk} n_k$, $V_0 = (\delta_{ij} - n_i n_j) (\delta^{+} - \delta^{-})$, 
$n$ is the unit normal pointing from the "-" side to the "+" side, and 
$|\cdot|$ is the vector length. The function $f$ returns the coefficient 
of friction that depends on the slip-rate $|V|$ and the state variable $\psi$. 
The evolution of $\psi$ in time is controlled by the function $g$ [41].

Ocean model: Following Lotto and Dunham [32], the ocean dy-
namics are modeled as a small perturbation about the hydrostatic 
state, that is, pressure is given by $p(x, y, z, t) = p_0(z) + p'(x, y, z, t)$. 
We adopt an Eulerian description with the sea level at $z = 0$. The 
positive z-axis points up. The equations of momentum and mass
balance are linearized about the hydrostatic state such that

$$
\frac{\partial p'}{\partial t} + K \frac{\partial \eta}{\partial x} = \rho g z,
$$

$$
\rho \frac{\partial \eta}{\partial t} + \frac{\partial p'}{\partial t} = -\delta_{ij} \frac{\rho g}{K} p_i,
$$

(3)

where $K$ is the bulk modulus. Note that in Eq. (3) we use the sign convention that pressure is positive in compression; in contrast, stress is positive in tension in Eqs. (1) and (2). We identify Eq. (3) as the equations of linear acoustics, if the right-hand side is set to zero. The terms on the right-hand are neglected because they are several orders of magnitude smaller than the terms that are retained [32].

The pressure on the moving sea surface must be equal to the atmospheric pressure $p_a$, i.e.,

$$
p(x, y, \eta(x, y, t), t) = p_a,
$$

(4)

where $\eta$ is the displacement of the sea surface. By linearizing and inserting the pressure gradient in the hydrostatic state, we can simplify Eq. (4) as [32]:

$$
p(x, y, 0, t) = p_a + \rho g \eta(x, y, t),
$$

(5)

where $g = 9.81$ m/s$^2$. Thus, we impose the following boundary conditions at $z = 0$:

$$
p'(x, y, z = 0, t) = \rho g \eta,
$$

$$
\frac{\partial \eta}{\partial t} = u_z(x, y, z = 0, t).
$$

(7)

In this way, our model incorporates gravitational effects via a modification of the surface boundary condition, which is applied on the equilibrium ocean surface, thereby avoiding the need for a time-dependent mesh that tracks the moving surface.

In summary, our 3D fully-coupled model includes earthquake rupture dynamics, wave propagation in both elastic and acoustic media, as well as tsunami propagation. The model naturally accounts for effects of compressibility, as well as non-hydrostatic ocean response that leads to dispersion and related effects during tsunami propagation and generation.

4 DISCRETIZATION & IMPLEMENTATION

We implement the model from Sec. 3 in the high-order earthquake simulation software SeisSol (e.g., [17, 62]). We first summarize the ADER-DG method used in SeisSol and explain how we extend it to include the acoustic-elastic-coupling and gravitational free surface boundary condition. Then, we explain details of SeisSol’s local-time-stepping approach and optimized parallel implementation, and how we utilize these for our coupled model. The resulting implementation is the first to allow for 3D fully-coupled elastic-acoustic simulations that capture the full dynamics of the earthquake process, seismic wave propagation, the displacement of seafloor and surface and the onset of tsunami propagation.

4.1 The ADER-DG method

The acoustic wave equation (3) becomes a special case of Eq. (1) by setting $K = \lambda$, $\mu = 0$, and $\sigma_{ij} = -p \delta_{ij}$. Hereafter we use $p$ to denote the pressure perturbation $p'$. We may thus write both Eqs. (1) and (3) in the general non-conservative hyperbolic form

$$
\frac{\partial q}{\partial t} + A \frac{\partial q}{\partial x} + B \frac{\partial q}{\partial y} + C \frac{\partial q}{\partial z} = 0,
$$

(8)

where $(A, B, C) \in \mathbb{R}^{9x9}$ are the space-dependent Jacobian matrices. We note that embedding the acoustic equations into the equations of elasticity entails a computation and memory overhead, however, existing data-structures in our inherited code-base are unaffected and as such the incorporation of the ocean model is less invasive.

We describe the Discontinuous Galerkin (DG) method briefly in the following: The domain $\Omega$ is approximated using conforming tetrahedral meshes $T_h = \{ K \}$. We define the usual broken finite element space

$$
W_h := \{ p \in [H^1(\Omega)]^9 : p|_K \in [P_N(K)]^9 \forall K \in T_h \},
$$

(9)

where $P_N(K)$ is the space of polynomials on $K$ of maximum degree $N$. The space-dependent Jacobians $A, B, C$ are element-wise constant. We derive the semi-discrete form of Eq. (8) by multiplying with a test function $p \in W_h$, integrating over an element $K$ and by integration by parts:

$$
\int_K p \cdot \frac{\partial q}{\partial t} dV - \int_K \left( \frac{\partial q}{\partial x} A + \frac{\partial q}{\partial y} B + \frac{\partial q}{\partial z} C \right) q dV
$$

$$
+ \int_{\partial K} p \cdot (n_x A + n_y B + n_z C) q^* dS = 0,
$$

(10)

where $(n_x A + n_y B + n_z C) q^*$ is the numerical flux, which we discuss in more detail, $(n_x, n_y, n_z)$ is the outward-pointing normal vector. The trial space is the same as the test space. Thus, using Dubiner’s basis $\phi_l$ for $P_N(K)$ we can expand $q$ as

$$
q(t, x) = \sum_{l=1}^{B_N} Q_l(t) \phi_l(x), \quad \text{where } B_N = (N+3)^3_3.
$$

(11)

For the efficient implementation of Eq. (10), we map every element to a reference element. The resulting integrals only depend on the reference element and are pre-computed, leading to a quadrature-free computation of stiffness and flux terms. We refer the interested reader to [11, 62] for further details.

We employ ADER time-stepping, which is a predictor-corrector approach that results in an efficient one-step update [11, 23, 57]. In the predictor step, we expand the cell-local solution in time

$$
Q_l(t) \approx \sum_{k=0}^{N} \frac{(t - t_0)^k}{k!} \frac{\partial^k Q_l}{\partial t^k} (t_0)
$$

(12)

around the beginning of our timestep $t_0$. We compute the time derivatives of $Q_l$ with the discrete Cauchy-Kowalesky procedure [28], i.e., time-derivatives are replaced by spatial derivatives using the PDE recursively. We obtain the corrector step by inserting Eq. (12) into the time-integrated Eq. (10).

4.2 Elastic-acoustic coupling

In Eq. (10), the numerical flux, i.e., the term $(n_x A + n_y B + n_z C) q^*$, must be chosen carefully to ensure consistency and stability of our ADER-DG scheme. We choose the Godunov numerical flux, i.e., we solve the one-dimensional Riemann problem exactly for all basis functions on the faces [30, 58].
Due to the eigenstructure of Eq. (1), we have one (compressional) \( P \)-wave and two (shear) \( S \)-waves in the elastic domain, traveling with speeds \( c_p \) and \( c_s \), respectively. In the acoustic domain, we have one \( P \)-wave (acoustic wave), traveling with speed \( c_p^a \). The resulting solution structure at an elastic-acoustic interface is shown in Fig. 2.

The jumps \( q^a - q^- \) and \( q^b - q^+ \) have to satisfy the Rankine-Hugoniot conditions

\[
\hat{A}^- (q^- - q^a) = -c_p (q^- - q^a), \\
\hat{A}^- (q^a - q^-) = -c_s (q^a - q^-), \\
\hat{A}^+ (q^+ - q^-) = c_p (q^+ - q^-),
\]

(13)

where \( \hat{A}^\pm = n_x A^\pm + n_y B^\pm + n_z C^\pm \). Note that \( \hat{A}^- \) denotes the rotated Jacobian of the elastic domain with Lamé parameters \( \lambda^-, \mu^- \), whereas \( \hat{A}^+ \) denotes the rotated Jacobian of the acoustic domain with bulk modulus \( \lambda^+ = K^+ \).

Equation (13) is an eigenproblem. Therefore, we can state the jumps as a linear combination of eigenvectors

\[
q^- - q^a = \alpha_1 \hat{r}_1 - \alpha_2 \hat{r}_2 - \alpha_3 \hat{r}_3, \\
q^+ - q^- = \alpha_4 \hat{r}_4,
\]

(14)

where \((-c_p \hat{r}_1, -c_s \hat{r}_2, -c_p \hat{r}_3)\) are eigenpairs of \( \hat{A}^- \) and \((c_p \hat{r}_4)\) is an eigenpair of \( \hat{A}^+ \). In practice, it is not necessary to find these eigenpairs for every instance of the normal vector \( n \), as both acoustic and elastic wave equations are rotational invariant. The resulting similarity transform, represented by the matrix \( T \) [11], leads to the identity

\[
\hat{A} = n_x A + n_y B + n_z C = T(n) A T^{-1}(n).
\]

(15)

Thus, \( \hat{r}_i = T r_i \), where \( r_i \) is an eigenvector of \( A \). Multiplying Eq. (14) with \( T^{-1} \) and letting \( w^- = T^{-1} q \) gives

\[
w^- - w^a = \alpha_1 r_1 - \alpha_2 r_2 - \alpha_3 r_3, \\
w^c - w^+ = \alpha_4 r_4.
\]

(16)

Equation (14) constitutes an under-determined linear system of equations. In order to close the system of equations, we require continuity of traction and continuity of the normal component of the velocity, as appropriate for coupling an elastic solid to an inviscid fluid [54]. Here, these interface conditions are \( w^b_i = w^c_i, i = 1, 7 \) and \( w^b_i = w^c_i = 0, i = 4, 6 \).

Solving the Riemann problem gives the boundary state

\[
w^b_1 = w^c_1 - \alpha_1, \\
w^b_2 = w^c_2 - \frac{1}{Z_p} \alpha_1, \\
w^b_4 = 0, \\
w^b_5 = w^c_5 - \frac{1}{Z_s} w^c_7, \\
w^b_6 = 0, \\
w^b_7 = w^c_7 - \frac{1}{Z_s} w^c_6,
\]

(17)

where \( Z_p = c_p \rho, Z_s = c_s \rho \), and

\[
\alpha_1 = \frac{Z_p - Z_s}{Z_p + Z_s} \left( \frac{w^c_1 - w^c_5}{Z_p} + w^c_6 - w^c_7 \right).
\]

(18)

The components \( w^b_5 \) and \( w^b_6 \) are the tangential particle velocities. We observe that the tangential traction components \( w^c_5, w^c_6 \) penalize the tangential particle velocities, thus, weakly enforcing that shear tractions must be zero on the elastic-acoustic interface. Note that the components \( w^c_5, w^c_6, w^c_7 \) are irrelevant as they do not contribute to the numerical flux due to the non-zero structure of \( A \).

It is straightforward to see that the boundary state is consistent with the physical interface conditions by inserting \( w^c_i = w^c_i, i = 1, 7 \), and \( w^c_7 = w^c_i, i = 4, 6 \) in Eq. (17). Failing to ensure consistency, e.g., if a flux is used that only takes material parameters from one side into account, as e.g., in [11, 29], may lead to a non-converging scheme when coupling elastics and acoustics [64].

In total, the numerical flux is given by

\[
\hat{A}^- q^- = TA^- w^b (T^{-1} q^- - T^{-1} q^a).
\]

(19)

In our implementation, we exploit that \( w^b \) is bilinear and rewrite Eq. (19) as

\[
\hat{A}^- q^- = F^- q^- + F^a q^a.
\]

(20)

The \( 9 \times 9 \) matrices \( F^- \) and \( F^a \) can be pre-computed for each face. Thus, we can use the exact Riemann solver for little additional cost.

### 4.3 Boundary conditions

We impose the boundary conditions weakly, i.e., through the numerical flux. We construct ghost values \( q^+ \) such that the solution of the Riemann problem results in the correct state at the boundary. The solution of the “inverse Riemann problem” for boundary condition Eq. (6) is given by

\[
u^b_n = v^n, \quad p^+ = 2 p \eta n - p^-.
\]

(21)

where \( \eta n \) is the velocity in normal direction. Solving the Riemann problem with the ghost state and interior state as input, we obtain

\[
u^b_n = v^n - \frac{1}{Z} (p \eta n - p^-), \quad p^b = p \eta n,
\]

(22)

where the superscript \( b \) denotes the middle state (cf. Fig. 2) and \( Z = c_p \rho \) is the impedance. The value of \( v^b_n \) can be interpreted as an extrapolation of the interior value \( v^n \) and a penalty term that measures the difference between the pressure at the boundary \( p^- \) and the actual pressure \( p \eta n \).

The displacement \( \eta \), cf. Eq. (7), is evolved with

\[
\frac{\partial \eta}{\partial t} = v^b_n - v^n - \frac{1}{Z} (p \eta n - p^-).
\]

(23)

It is critical to use the velocity \( v^b_n \) here (instead of, e.g., \( v^n \)) as only then we have a stable scheme.
For the ADER-DG scheme, we need to integrate the boundary state in time. We do so by integrating the coupled ODE system

\[
\begin{align*}
\frac{\partial \eta}{\partial t} &= u_n - \frac{1}{Z} (\rho g \eta - p^-), \\
\frac{\partial H}{\partial t} &= \eta,
\end{align*}
\] (24)

with initial conditions for each timestep

\[
\eta(t_n) = \eta^n, \quad H(t_n) = 0,
\] (25)

where \( \eta^n \) is the displacement at the beginning of the timestep. In this way, we can compute the time-integrated displacement at the same time as the displacement. The time-integrated boundary states are obtained with

\[
\int_{t_n}^{t_{n+1}} u_n^b \, dt = \eta^{n+1} - \eta^n, \quad \int_{t_n}^{t_{n+1}} p^b \, dt = \rho g H(t^{n+1}).
\] (26)

The time-integration of Eq. (24) can be performed using standard ODE solvers. We use Verner’s “most efficient” Runge-Kutta scheme of order 7 \([63]\). In the Runge-Kutta stages, we need to evaluate the right-hand side of Eq. (24) at several points in time. In order to evaluate \( u_n^b \) and \( p^- \) at arbitrary times in the interval \([t_n, t_{n+1}]\), we use Eq. (12) to predict the evolution of \( \eta \) and \( p \) in the volume and then extrapolate the volume data to the boundary.

Note that this implementation is more efficient than computing the analytical solution of the boundary ODE in Eq. (23) and subsequent integration. This would require computing integrals (e.g., of the pressure) for each time quadrature point, i.e., a nested quadrature scheme. As the evaluation of \( \eta^n \) and \( \eta^{n+1} \) is the most expensive part of computing the boundary condition, this would incur significant computational costs without increasing the accuracy.

4.4 Local time-stepping

The stability of the explicit ADER-DG scheme is controlled by the (Courant–Friedrichs–Lewy) CFL condition \([8, 10]\)

\[
\Delta t \leq C(N) h (\lambda_{\text{max}})^{-1},
\] (27)

where \( C(N) \) \( \leq (2N + 1)^{-1} \) is a constant that depends on the polynomial order and \( h \) is the maximum diameter of the insphere of the tetrahedral mesh. The maximum eigenvalue of the Jacobian \( \lambda_{\text{max}} = \sqrt{(\lambda + 2\mu)} / \rho \) is the P-wave speed (speed of sound in the acoustic layer) and thus only depends on the material parameters. Considering geophysically motivated realistic scenarios with material heterogeneity, geometric complexity and statically adaptive meshes leads inevitably to large differences in element sizes and wave speeds which can be mitigated by local time-stepping \([6, 43, 44, 47, 62]\). Our proposed acoustic-elastic coupling adds to this challenge, as the wave speeds in the Earth and the ocean differ significantly. Furthermore, incorporating shallow water depths, as in the case of the Palu tsunami, demand locally fine spatial discretizations. It is easy and efficient to implement local time-stepping (LTS) with ADER due to the inherent polynomial-in-time representation of our discrete solution \([12]\). LTS was also shown to reduce dispersion and dissipation errors associated with unnecessarily small timesteps \([12, 13]\). SeisSol provides a multi-rate local time-stepping implementation, which clusters elements with similar timesteps \([6, 62]\), such that the CFL condition of no element is violated and that each element is within the cluster with the largest admissible timestep size. Parallelization thus works over batches of elements and avoids the otherwise erratic element-wise time-stepping. We chose rate-2 LTS, such that the first cluster contains all elements with the smallest overall timestep size, the second cluster all elements with a timestep size larger than \( 2 (\Delta t)_{\text{min}} \), and so on. In our experiments (see Sec. 6), we find that LTS has an even stronger influence on time-to-solution than reported previously for earthquake simulations, which we attribute to the discrepancy of wave speeds and mesh resolution in the acoustic and elastic layer. See also the histogram of timestep sizes in Fig. 4.

5 HPC ASPECTS

Our coupled elastic-acoustic model is integrated in the software package SeisSol that is optimized for earthquake simulations at petascale \([17, 62]\). Here, we briefly summarize SeisSol’s optimization and parallelization strategy and outline which additional contributions were necessary to realize the elastic-acoustic landmark simulations of Sec. 6: (i) we demonstrate strong NUMA effects of node-level performance, especially on AMD Rome, (ii) we improve support for using multiple MPI ranks per node, via careful pinning of OpenMP threads and POSIX threads used for communication, and (iii) we implement performance-aware static load-balancing on heterogeneous supercomputers.

5.1 Node-level performance

High-order ADER-DG schemes spend the majority of the computational time in element-local kernels, most of which consist of linear algebra operations of small size. These kernels can be expressed as a sequence of tensor operations, potentially involving sparse matrices. SeisSol implements these tensor expressions using the code generator YATcTo \([61]\). YATcTo transforms tensor expressions into sequences of small GEMMs whenever possible.

Small-GEMM subroutines are generated by hardware-specific backends, such as LIBXSMM \([18]\) or SeisSol’s PSpaMM\(^1\). On the Sky- 

lake architecture, SeisSol uses both generators: PSpaMM for dense-sparse matrix-matrix multiplications and LIBXSMM for dense-dense matrix-matrix multiplications. On the AMD Rome architecture we use LIBXSMM and generate code for the Intel Haswell architecture which results in efficient assembler code.\(^2\)

Performance is evaluated by a performance reproducer for the wave propagation part. We expect to see NUMA effects in the corrector step due to unstructured memory access over NUMA boundaries, but not in the predictor step, which only requires element-local data. We tested this hypothesis on a dual-socket AMD Rome 7H12 system with base frequency of 2.6 GHz. Each CPU has 64 cores and 4 NUMA nodes. For all benchmarks the entire node is used to ensure that the boost frequency (3.3 GHz) is not triggered. We thus assume a peak performance of 5325 GFLOPS per node. Running only the predictor step of our scheme, we get a performance of 3360 GFLOPS (63% of peak) on the entire node and a performance of 428 GFLOPS on a single NUMA node. Extrapolating the result on a single NUMA node predicts a performance limit of 3424 GFLOPS (64% of peak), i.e., NUMA has little effect on the predictor step. Running both

\(^1\)https://github.com/peterwaalgemann/PSpaMM

\(^2\)PSpaMM only supports code generation for AVX512.
SeisSol is parallelized using MPI, OpenMP, and POSIX threads (pthreads). On each MPI partition, OpenMP is used to parallelize loops on the level of time clusters, i.e., bulk-synchronous loops over elements and dynamic rupture faces are distributed with OpenMP for all elements or dynamic rupture faces in one time cluster. In addition, we use a communication thread (implemented with pthreads) to ensure MPI progression and truly asynchronous communication [6, 19]. Pthreads are also created for asynchronous I/O [42]. The default operation mode of SeisSol has been to use one rank per node with one communication thread and NUMA-aware memory initialization. This mode of operation resulted in best performance on previous generation supercomputers, but the results in Sec. 5.1 suggest that multiple ranks per node increase performance on systems with many NUMA domains.

Communication (and I/O) threads must not be pinned to worker threads, as the heavy use of MPI_Test within the communication thread would interfere with the worker. We develop a simple and portable algorithm to correctly pin communication threads when using multiple ranks per node. Affinity of worker threads is controlled via the OMP_PLACES and OMP_PROC_BIND environment variables. We set the number of OpenMP threads to leave one physical core per MPI rank unused. Next, we pin communication threads to free cores using sched_setaffinity. To determine free cores, each rank first determines which CPU numbers are occupied by worker threads and saves them in a CPU mask. The CPU mask is reduced on each compute node by splitting the MPI communicator with MPI_COMM_TYPE_SHARED. We then use libnuma to compute the list of NUMA domains covered by the worker threads. Finally, we pin the communication and I/O threads to all free logical cores that are also in the list of used NUMA domains. We thus ensure that pinning of pthreads is NUMA aware and does not interfere with the worker threads. Note that throughout this study, we use simultaneous multithreading, i.e. two threads per physical core, as this results in better performance for our code.

5.3 Load balancing
SeisSol’s static load balancing relies on graph-based partitioning. The dual graph of a tetrahedral mesh is built by defining a vertex for each element and an edge for any two elements that share a face. Vertex and edge weights model computation and communication cost, respectively. SeisSol uses ParMETIS to solve the resulting graph partitioning problem [51]. Vertex and edge weights are crucial for SeisSol’s local time stepping scheme, as the element’s update rate is directly proportional to the element’s computation cost [6].

New challenges raised by the fully-coupled model include:

- Our friction law requires the solution of a non-linear system of equations, cf. Eq. (2). The number of Newton iterations varies over time such that the computational load is dynamic.
- The gravitational boundary requires additional operations due to the integration of the displacement in time. As discussed in Sec. 4.3, we have to solve an ODE on the faces. Each Runge-Kutta stage requires an evaluation and extrapolation of the numerical solution.

The resulting variable performance, however, can only be addressed by assigning static (vertex) weights for partitioning. To determine these weights, we count for each vertex the dynamic rupture faces (\(n_{DR}\)) and the number of gravitational boundary faces (\(n_G\)) of the corresponding element. The total weight is then given by

\[
2^{\max - c_v} (w_{base} + w_{DR} n_{DR} + w_G n_G).
\]

The update rate of the element is reflected by \(2^{c_v - \max} c_v\), where \(c_v\) is the cluster number of vertex \(v\) and \(c_{\max}\) is the number of the largest time cluster [6]. As vertex weights are integers in ParMETIS, we assign a base weight of \(w_{base} = 100\) and determine \(w_{DR}\) and \(w_G\) relative to \(w_{base}\).

We varied the weights \(w_{DR}\) and \(w_G\) in the range between 50 and 500 and ran a production simulation for 0.2 s. For \(w_G\), we found that the performance generally increases with weight, indicating that a weight in the range of 300–500 is appropriate. For \(w_{DR}\), a clear trend is not apparent. Moreover, we face the following conceptual problems for \(w_{DR}\): First, the short simulated time for such test runs might not be indicative for a whole production run as the load is dynamic and expected to increase after earthquake nucleation. Second, when a dynamic rupture face is adjacent to two partitions, the slip-rate on a fault face is computed twice. That is, the load depends not only on the weights but on the partition itself. Improving the dynamic rupture load balancing hence likely requires dynamic load balancing techniques. We therefore set weights heuristically to \(w_{DR} = 200\) and \(w_G = 300\) in this work, which leads to an adequate parallel efficiency as shown in Sec. 6.

Petascale supercomputers can suffer from strong performance fluctuations and few nodes may be substantially slower than others. Thus, treating supercomputers as homogeneous can lead to a slow-down of the entire simulation [38, 66]. Hence, we assume that their performance is inherently heterogeneous. For each simulation run, we perform a small benchmark of our computational kernels prior to partitioning. The inverse of the measured computational time for the small benchmark is taken as node weight. Normalized weights are then fed into ParMETIS (tpwgts). The performance impact of node weights is discussed in Secs. 6.2 and 6.3.
acoustic waves in addition to tsunami waves and allows non-linear coupling to earthquake physics. In important parts of the parameter space, a fully coupled solution is essential since (i) the approximations that form the basis of the shallow water equations are invalid, (ii) the shallow water equations simply cannot capture seismic and acoustic waves that can be the dominant features in seismograms and pressure data recorded by offshore instruments on the source region and (iii) the complexity of the tsunami, acoustic and seismic ocean response phases and the influence of geometry, geologic structure and earthquake dynamics requires coupled solutions to fully understand tsunami generation processes [4, 14].

We therefore first validate our 3D fully-coupled Earth and ocean model against one-way linked earthquake-shallow-water modeling in a setup where the latter approximation is valid. We then present results of an extreme-scale application of the 2018 Sulawesi earthquake and tsunami, which showcases the added complexity of results obtained via the fully-coupled model. We present strong scaling and performance analysis of the end-to-end application scenario. We use maximum polynomial degree $N = 5$ and $C(N) = 0.35(2N + 1)^{-1}$ for all simulations. The performance and scaling tests and the production runs were executed on three different peta-scale systems:

- **Shaheen-II**: 6174 nodes with dual socket Intel Xeon E5-2698 v3. Nodes are connected with an Aries interconnect and Dragonfly topology.
- **SuperMUC-NG**: 6336 nodes with dual socket Intel Skylake Xeon Platinum 8174 (24 cores each). The nodes are organized in 8 islands. A fat tree OmniPath network is used, between each island the connection is pruned (pruning factor 1:4)
- **Mahti**: 1404 nodes with dual socket AMD Rome 7H12 (64 cores each). Nodes are connected by a Mellanox HDR InfiniBand interconnect using a Dragonfly+ topology.

### 6.1 Earthquake-Tsunami benchmark scenario

Verification of the correctness of the acoustic coupling and interface condition implementation has been demonstrated in preliminary convergence analyses with respect to analytic solutions [2, 27]. In the following, we compare the fully-coupled model with linked modeling for the “Scenario A” dynamic megathrust earthquake benchmark of Madden et al. [35]. This setup includes an idealized 3D megathrust dynamic rupture earthquake source on a planar fault, tsunami generation and propagation in a basin with flat bathymetry and inundation on a linearly sloping beach. The benchmark is run with both our fully coupled model and a one-way linked 3D-2D modeling approach using a shallow water solver for tsunami propagation (as in [35]). While we anticipate some level of agreement between the two models, differences in ocean response are expected as a consequence of the approximations employed in the linked model. Specifically, we expect the excitation of ocean acoustic modes in the fully coupled simulation within the deep water (2 km depth) by the high-frequency seismic waves resolved in the earthquake model [1]. Further differences are expected since the fully coupled model does not include the sloping beach.

In Madden et al. [35]’s Scenario A, the fault is 200 km wide and extends from the surface to 35 km depth at a 16° dip. We discretize the fully-coupled scenario with tetrahedral edge length of 400 m at the fault and gradually coarsen the mesh away from the source. We add a 2 km water layer atop the Earth model. Since we use conforming meshes, the resolution of the water layer is higher near the earthquake source (locally refined to conform with a 66 m edge length at the megathrust fault). Adding the water layer increases the mesh size from roughly 16 million (for the earthquake model) to 29.5 million elements for the fully coupled model.

On-fault earthquake dynamics are governed by a linear-slip weakening friction law [3], which is computationally less demanding than rate-and-state friction employed in the complex Palu, Sulawesi application (Sec. 6.2). Higher fault strength near the seafloor smoothly stops the rupture as it approaches the Earth surface. The earthquake magnitude is $M_w = 8.5$ and the rupture propagates at 3.5 km/s on average. The solid has homogeneous elastic properties representative of oceanic crust in a subduction zone [56]: p-wave speed $c_p = 7639.9$ m/s, shear wave speed $c_s = 4229.4$ m/s and density $\rho = 3775$ kg/m$^3$. The ocean has an acoustic wave speed of $c_p = 1500$ m/s and density $\rho = 1000$ kg/m$^3$.

We compare the fully-coupled simulation to the one-way linked reference solution in Fig. 3. In the one-way linked approach, the seafloor displacement recorded on the unstructured mesh of the earthquake model is bilinearly interpolated to an intermediate uniform Cartesian mesh with a resolution of 1000 m, which is subsequently used as a time-dependent source in the hydrostatic non-linear shallow water tsunami model. The time-dependent forcing term in the shallow water mass balance is here taken as the unfiltered seafloor displacement field. Then the second-order Runge-Kutta DG non-linear shallow water solver sam(oa)$^2$-flash is used to perform the tsunami simulation using dynamically adaptive mesh refinement (see Madden et al. [35] for details).

The sea surface height from our fully coupled solution matches the one-way linked approach at the low frequencies characterizing the tsunami response (Fig. 3, b). As expected, differences appear at $x > 240$ km, at the right-hand side of the domain, where the reference simulation includes a beach which is not contained in our fully coupled model. The short wavelength and high frequency oscillations (periods < 5.3 s) trailing the leading seismic wavefronts (Fig. 3, a) are reverberating acoustic wave modes in the ocean, which are captured only in our fully coupled model.

### 6.2 Dynamics of the 2018 Palu, Sulawesi tsunami generation

Next, we present the first fully-coupled 3D simulation of a real event: the 2018 magnitude 7.5 strike-slip supershear Sulawesi earthquake and associated local tsunami in Palu Bay (Fig. 1). The dynamic rupture earthquake source model features sustained supershear rupture propagation across a multi-segment fault model (Fig. 1, c) and matches key observed earthquake characteristics, including the moment magnitude, rupture duration, fault plane solution, teleseismic waveforms and inferred horizontal ground displacements from observations of optical and radar satellites [60]. It incorporates a fast velocity weakening rate-and-state friction law [16, 41] which is motivated by laboratory rock physics experiments. The time-dependent 3D seafloor displacements produce a mean vertical uplift of 1.5 m underneath Palu Bay. This sources a tsunami...
within Palu Bay. We set a maximum global element size of \( 5000 \text{ m} \) with wave amplitudes and periods that match those measured and inundation that reproduces observations from field surveys.

The fully coupled model includes a water layer of variable depth atop BATNAS bathymetry and topography data of horizontal resolution of 6 arc seconds (\( \approx 190 \text{ m} \), [9]). Due to the bathtub-like, steep geometry of Palu Bay and the shallow water depth (on average 600 m), the locally adaptive unstructured tetrahedral mesh is crucial for rendering this model feasible. Adaptive local refinement as fine as 200 m element edge length ensures accurate resolution of rupture dynamics across the complex fault system [65] – we observe high frequency seismic wave radiation of up to 10 Hz close to the faults within Palu Bay. We set a maximum global element size of 5000 m and refine the resolution in the water layer and in our region of interest: a cuboid centered at \( x = 5 \text{ km}, y = 0 \text{ km}, z = -8 \text{ km} \) with extent \( x = 70 \text{ km}, y = 180 \text{ km}, z = 34 \text{ km} \).

We present "production runs" using the following two meshes. The respective numbers of degrees of freedom using a polynomial order 5 are given in parentheses.

**M** Our medium-sized mesh with \( \approx 89 \text{ million elements} \) (\( \approx 46 \text{ billion degrees of freedom} \)) has a water layer resolution of 100 m and resolves seismic wave propagation with elements of a maximum size of 1000 m.

**L** Our large mesh has \( \approx 518 \text{ million elements} \) (\( \approx 261 \text{ billion degrees of freedom} \)). Its resolution in both the water layer with 50 m and in the seismic wave refinement zone with 500 m is twice as fine as in the **M** mesh.

In the **L** mesh, 453.7 million grid cells are used to discretize the ocean (acoustic layer), which increases the total mesh size by a factor of 8. This makes the simulation of the **L** mesh almost twice as large in terms of degrees of freedom as the so-far largest reported SeisSol simulation [62].

We run the **M** mesh for 100 s which is long enough for the localized tsunami to interact with the coastline of the bay. The higher resolution **L** model is run for 30 s during which we capture details of the entire earthquake rupture process and the generation and interaction of both acoustic waves and tsunami. Within the water layer, we prescribe a vertical and horizontal spatial discretization of maximum 50 m element edge length in the **L** mesh, resolving a maximum frequency of at least 15 Hz of the acoustic wave field (ensuring that 2 elements of polynomial order 5 space-time accuracy sample one wavelength propagating at an approximate speed of 1483 m/s [29]). With this setup, we measure wave excitation of up to 30 Hz in the Fourier spectra of the recorded acoustic velocity time series which we attribute to the highly variable water depth.

The high-resolution simulation using the **L** mesh is illustrated in Fig. 1. The velocity field snapshot in Fig. 1 (a) reveals a very high degree of complexity at 15 s simulation time. A sharp shear Mach front is stacked up due to the fast moving dynamic rupture source. Seismic waves within Earth, acoustic waves within the ocean (expected at periods shorter than \( \approx 1.6 \text{ s} \)) and wave conversions superimpose. At this point in time during the simulation, the unilaterally propagating southward rupture arrives at the end of Palu Bay (Fig. 1, b). The vertical displacement field of our high-resolution fully-coupled model in Fig. 1 (c) shows that seismic waves (including the sharply imprinting supershear Mach front) result in transient motions of the sea surface and affect the ocean response but do not appear to contribute to tsunami generation.

Time to solution, specifically of the large production run, benefits greatly from local time-stepping: The chosen clustering (Fig. 4) reduces the total number of required element updates by a factor of \( \approx 30 \). More than 86% of all elements fall within the cluster with timestep \( 32(\Delta t)_{\text{min}} \). Running with global time-stepping is therefore not feasible and we thus do not report respective performance or simulation results. We ran the **L** mesh on 3072 nodes of SuperMUC-NG and achieved 3.14 PFLOPS on average, i.e., a bit more than 1 TFLOPS per node. The run took 5 hours and 30 minutes to completion (time reported by Slurm), hence running it for

![Figure 3: Sea surface height in a 3D megathrust earthquake-tsunami benchmark (“Scenario A” of [35]). (a) Snapshot of the sea surface height (vertical displacement \( \eta \)) of the fully coupled model at \( t=120 \text{ s} \). (b) Comparison of the fully coupled model to a one-way linked model along a cross-section at \( y=0 \text{ km} \) (indicated in (a) as black line) through the epicenter at \( t=120 \text{ s} \). Blue: fully coupled sea surface height, including ocean response. Red: one-way linked model with a non-linear shallow water solver using the dynamic seafloor displacement as forcing term and including a linearly sloping beach at \( x=240 \text{ km} \). Both models use the same dynamic rupture earthquake source performed with the same polynomial order 5.](image-url)
the same time as the M mesh would take 18 hours and 15 minutes, which is computationally feasible. We ran the same setup on 6144 nodes of Shaheen-II, reaching an estimated performance\(^1\) of 2.3 PFLOPS. These simulations (and performance numbers) include receiver output (every 0.01 s) and free surface output (including the elastic-acoustic interface, every 0.1 s). The merits of assigning node weights become clear for these large-scale runs. For the L run on SuperMUC-NG, we see node weights of \(\approx 4.54 \pm 0.087\) (mean ± standard deviation) with a minimum weight of just 2.74. That means the slowest node had a performance of only 60.4% of the average node. On Shaheen-II, performance variability was less severe, with node weights of 3.34 ± 0.023 with a minimum of 3.19.

Figure 5 shows a series of snapshots in time of the vertical displacement fields evolving during the M mesh earthquake-tsunami simulation in the upper row. The lower row shows the same snapshots generated with a one-way linked method that uses a nonlinear shallow water solver. The ocean experiences subsidence (southeast of the fault) and uplift (northwest of the fault) from the static earthquake displacements (Fig. 1, d) as modulated by topography and bathymetry. As the rupture propagates much faster than the tsunami wave speed, the tsunami is sourced with nearly planar wavefronts parallel to the fault trace (Fig. 5, 40 s). Deviations are most pronounced where the fault enters and exits the bay and are primarily caused by the slower wave speed in the shallow water along the edge of the bay. Such clear patterns are not visible anymore at 100 s. The local extrema in vertical displacement along the coast illustrates the complex wave reflections and refractions within the bay caused by shallow bathymetry as well as funnel and focusing effects. We observe continuous reflections of waves from the coast, for example, on the lower-left corner.

While most wavefield features are quite similar, as are predicted wave heights, there are also clear differences. Both simulations were performed with the same bathymetry and coastlines and similar element sizes, suggesting that differences may be physical and may arise from the inclusion of additional processes, such as compressibility, in the fully coupled model. The one-way linking approach produces a tsunami with much sharper wavefronts, which we speculate may be caused by the hydrostatic approximation used in the shallow water solver and aided by the very complex bathymetry in Palu Bay. The wavefield is notably smoother in the fully coupled model, perhaps due to non-hydrostatic effects that filter short-wavelength features in the transfer function between seafloor and sea surface motions [22] or due to conversion between surface gravity, acoustic, and seismic wave modes. Also, nonlinear effects may become important during wave interaction with the coastline. Fully-coupled 3D simulations allow us to explore these hypotheses in great detail and, together with extended numerical analysis, to better understand when one-way linked approaches are justified and when fully coupled modeling is required.

6.3 Strong scaling

The SeisSol software has been shown to scale well for dynamic rupture earthquake simulations on various petascale machines [17, 62]. However, the extensions to the presented coupled elastic-acoustic model impose several new challenges for load balancing and on the cluster-oriented local time-stepping algorithm (due to the smaller

\(^1\)The simulation timed out due to the allocated job duration after reaching \(\approx 16\) s. We estimate performance by interpolation from the FLOP count of the SuperMUC-NG run and from the measured execution time.
As described in Sec. 5, we expect that a larger number of MPI ranks over multiple runs to avoid performance fluctuations. Note that output for our scaling study. We report the maximal performance LTS cycles. In contrast to our production runs, we deactivated process per socket. Thus, we ran the scaling tests (Fig. 6b) to compare 1 process per node with 1 per node, stemming from the dual socket configuration. Thus, we is similar but less severe, with two NUMA domains (8 ranks per node). The situation on study (Fig. 6a) for 1 MPI process per node, per socket (2 ranks per node) and per NUMA domain (8 ranks per node). The situation on SuperMUC-NG is similar but less severe, with two NUMA domains per node, stemming from the dual socket configuration. Thus, we ran the scaling tests (Fig. 6b) to compare 1 process per node with 1 process per socket.

We ran all scaling studies until 0.03 s which includes several LTS cycles. In contrast to our production runs, we deactivated output for our scaling study. We report the maximal performance over multiple runs to avoid performance fluctuations. Note that we sacrifice one physical thread of each MPI process for efficient communication (MPI progression). Despite this, we achieved best results using one process per NUMA domain.

Using this setup, we achieved 1359 GFLOPS per node with 50 nodes on NG and 981 GFLOPS on 1600 nodes. This translates to a parallel efficiency of ≈72%. On Mahti, we achieved 2322 GFLOPS on 50 nodes and 1689 GFLOPS on 700 nodes, resulting in a parallel efficiency of ≈73%. We achieved up to ≈1.57 PFLOPS on SuperMUC-NG and up to ≈1.18 PFLOPS on Mahti in total. We also ran a scaling study on the L mesh on SuperMUC-NG. Using 2 nodes per rank, we achieved a performance of 1298 GFLOPS on 768 nodes and of 996 GFLOPS on 3072 nodes. This corresponds to a parallel efficiency of ≈ 76.8%. Furthermore, the L mesh (≈518 million elements) on 3072 nodes of SuperMUC-NG corresponds to a workload of ≈1.68 · 10^5 elements per node, which is equivalent to using roughly 500 nodes for the M mesh. As the latter falls within the region of good parallel efficiency in Fig. 6, we expect that the L mesh scenario will also scale well on the full SuperMUC-NG machine.

Finally, we used the strong scaling setup to evaluate the effect of our node weights. When we deactivated this feature, we got a maximum performance (on 700 nodes of Mahti) of 1412 GFLOPS, i.e. 84% of the performance with node weights.

Figure 6: Strong scaling for mesh M on Mahti and SuperMUC-NG (equivalent to parallel efficiency).

timesteps in the acoustic layer and the resulting different distribution of elements to timestep clusters). The main challenge for coupled elastic-acoustic computation is resolving the high frequency range involved and the low wave speeds, e.g., in near-surface sediments, requiring locally high spatial discretization [48]. We therefore present scalability results of the Palu, Sulawesi earthquake-tsunami application scenario on Mahti and SuperMUC-NG. While SeisSol has previously been optimized towards the use of a single MPI rank per compute node, we observe (see Sec. 5.1) stronger influence of NUMA domains on node-level performance on recent architectures. We therefore experiment with different numbers of MPI ranks in the scalability tests and particularly include Mahti as an AMD-based machine, whose CPUs feature 4 NUMA domains. As described in Sec. 5, we expect that a larger number of MPI ranks per node should have a beneficial effect, due to NUMA effects. To evaluate the optimal number of nodes per rank, we ran our scaling study (Fig. 6a) for 1 MPI process per node, per socket (2 ranks per node) and per NUMA domain (8 ranks per node). The situation on SuperMUC-NG is similar but less severe, with two NUMA domains per node, stemming from the dual socket configuration. Thus, we ran the scaling tests (Fig. 6b) to compare 1 process per node with 1 process per socket.

We ran all scaling studies until 0.03 s which includes several LTS cycles. In contrast to our production runs, we deactivated output for our scaling study. We report the maximal performance over multiple runs to avoid performance fluctuations. Note that we sacrifice one physical thread of each MPI process for efficient communication (MPI progression). Despite this, we achieved best results using one process per NUMA domain.

Using this setup, we achieved 1359 GFLOPS per node with 50 nodes on NG and 981 GFLOPS on 1600 nodes. This translates to a parallel efficiency of ≈72%. On Mahti, we achieved 2322 GFLOPS on 50 nodes and 1689 GFLOPS on 700 nodes, resulting in a parallel efficiency of ≈73%. We achieved up to ≈1.57 PFLOPS on SuperMUC-NG and up to ≈1.18 PFLOPS on Mahti in total. We also ran a scaling study on the L mesh on SuperMUC-NG. Using 2 nodes per rank, we achieved a performance of 1298 GFLOPS on 768 nodes and of 996 GFLOPS on 3072 nodes. This corresponds to a parallel efficiency of ≈ 76.8%. Furthermore, the L mesh (≈518 million elements) on 3072 nodes of SuperMUC-NG corresponds to a workload of ≈1.68 · 10^5 elements per node, which is equivalent to using roughly 500 nodes for the M mesh. As the latter falls within the region of good parallel efficiency in Fig. 6, we expect that the L mesh scenario will also scale well on the full SuperMUC-NG machine.

Finally, we used the strong scaling setup to evaluate the effect of our node weights. When we deactivated this feature, we got a maximum performance (on 700 nodes of Mahti) of 1412 GFLOPS, i.e. 84% of the performance with node weights.

7 CONCLUSION AND OUTLOOK

We developed a 3D fully-coupled model for earthquake-tsunami interaction that includes tsunami propagation, and described our novel discretization and implementation in the software SeisSol. Our numerical scheme is high order in both space and time and allows the simulation of multi-physics scenarios that include frictional slip on faults and wave propagation in both elastic and acoustic layers with gravity. We showed results for an earthquake-tsunami interaction benchmark that demonstrate that our method compares well to solutions obtained with “one-way” linking with a shallow water model under certain conditions.

We presented a novel, fully-coupled setup for the 2018 Palu, Sulawesi earthquake and tsunami that captures the dynamics of the entire tsunami-genesis in a single simulation. There are notable differences in the fully coupled and one-way linked models for the Palu event, raising questions regarding the validity of approximations used in standard earthquake-tsunami coupling workflows. Only with a fully coupled solution can these approximations be explored in the complex geometries and material structures representative of real events.

Our production runs achieved petascale performance on both SuperMUC-NG and Shaheen-II. Our solver scales up to 1600 nodes on SuperMUC-NG and up to 700 nodes on Mahti for our M production scenario, achieving excellent single node performance (up to 63% for the predictor step on the AMD Rome architecture). We described our heuristic for multi-physics load-balancing and we explained, how we achieve a fairer load-balancing by treating supercomputers as inherently heterogeneous. We discussed limits of the static load balancing, which becomes increasingly difficult when combining local time-stepping and multi-physics and which cannot deal with dynamic load, as posed by the dynamic earthquake rupture friction law. In future work, we want to explore a task-based execution of clustered local time-stepping which enables the use of remote task off-loading for dynamic load balancing [24].
Our work opens up new avenues for research into earthquake-tsunami interaction. Not only is it now possible to capture the entire dynamics of this process in a unified 3D model, it is also efficient. This permits fully-coupled simulations even for large scenarios, instead of relying on approximate 3D-2D linked methods. Our new simulation capabilities open the possibility to fundamentally improve our understanding of earthquake-tsunami interaction in its full complexity, which includes identifying when 3D-2D one-way linked models are justified and when fully coupled modeling is required. Also, our implementation will be instrumental to further elastic-acoustic coupling applications, such as holistic modeling of earthquake-generated acoustic waves [25] in complex geological settings or seismic waves originating from lava lake sloshing [31].
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