Topological optimization of periodic 3D heat transfer problems with 2D design
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Abstract
We consider a model for density-based topology optimization (TO) of stationary heat transfer problems with design-dependent internal convection in 3D structures with periodic design obtained by extruding a 2D design in 3D. The internal convection takes place at the interface between a solid material and a cooling fluid in internal channels through the design domain. The objective of the TO is to minimize the maximum temperature, which is approximated by means of an $L^p$ norm. The finite element method is used to discretize the state problem and the resulting optimization problem is solved using gradient-based methods. The internal convection is modeled to be dependent on the design density gradient in the continuous problem. In discrete form, it is approximated as proportional to the difference in design densities of adjacent elements in the finite element mesh. The theory is illustrated by numerical examples based on a simplified guide vane geometry.

Keywords Topology optimization · Heat transfer · Design-dependent convection · Internal convection · Periodic boundary conditions · Maximum temperature

1 Introduction

Topology optimization (TO) enables design of intricate structures, which cannot be done as effectively by a classical trial and error approach. For instance, TO can be used in heat transfer problems for industrial gas turbine applications where some parts, e.g., combustor parts and turbine parts, are exposed to long-term hot gas flow exposure, with gas temperatures up to 1400–1700 °C. The components in that environment are in general designed with internal cooling features to ensure that the component fulfills life requirements. By using TO, the design of cooling channels and structures can be improved for turbine parts such as guide vanes and turbine blades. The improved cooling efficiency can be used to extend the time between overhauls and/or increase the power output.

In this work, we consider a heat transfer problem with convection and aim to minimize the maximum temperature of a periodic 3D structure, resembling a simplified guide vane geometry, by use of 2D design. The 2D design approach limits the number of design variables in the optimization problem, but keeps the complexity of a full 3D state problem, enabling, e.g., temperature gradients in 3D. A similar approach was taken by Haertel et al. (2018), but the 3D analysis was simply a validation of the model after the optimization was completed. Haertel and Nellis (2017) used periodic boundary conditions to develop a 2D model for heat exchangers in a thermal-fluid problem. However, in contrast to the present work, the periodic boundary conditions are still only implemented in a 2D model.

Stationary heat transfer problems have been the topic of several research papers (Dbouk 2017). Pure heat conduction problems can be solved by easy-to-implement TO codes in Matlab, and some codes are presented as open source for educational purposes (Bendsøe and Sigmund 2003; Liu and Tovar 2014). However, these codes are in standard versions restricted to minimizing thermal compliance, whereas in many applications, maximum temperature is probably more relevant as an objective.
The convection modeled in this problem is of two types: external convection on the boundaries of the design domain, and internal convection at the internal boundary in the interior of the design domain. Both types of convection are design dependent, leading to design-dependent load terms in the FE analysis, but in different ways. Thellner and Torstenfelt (2005) investigated design-dependent loads by means of a changing design domain, Zhou et al. (2016) considered an industrial application for heat transfer problems with design-dependent boundary conditions for external convection, and Ahn and Cho (2010) discussed design-dependent convection boundaries with a level set approach. Bruns (2007) discussed convection-dominated heat transfer problems and extended the design-dependent convection theory to cover also internal convection, by an approach where the internal convection is proportional to the change in design densities of two adjacent elements in the domain. A somewhat related approach was taken by Alexandersen (2011a, b), and a similar approach is also taken in this work. Iga et al. (2009) and Dede et al. (2015) both used a density-based approach to model design-dependent convection, utilizing a so-called hat function to define the boundary. The hat function approach is not suitable, however, since it favors intermediate design density values, which are given a large cooling effect according to the definition of the hat function range.

2 The stationary heat transfer problem

Consider the design domain $\Omega$ in Fig. 1, consisting of a solid part $\Omega_s$ and a fluid part $\Omega_f$, with the disjoint boundary parts $\Gamma_T \cup \Gamma_\alpha \cup \Gamma_1 \cup \Gamma_2 = \partial \Omega$. Here, $\Gamma_T$ is where the temperature $T_0$ is prescribed, $\Gamma_\alpha$ is where convection with heat transfer coefficient $\alpha$ and ambient temperature $T_\infty$ takes place, and $\Gamma_1$ and $\Gamma_2$ are boundaries of periodic boundary conditions. The internal convection takes place at the design-dependent internal boundary $\Gamma_{fs} = \partial \Omega_f \cap \partial \Omega_s$, with a heat transfer coefficient $\beta$ and an internal cooling fluid temperature $T_C$.

Starting from energy balance and Fourier’s law of heat transfer, one obtains the following variational problem for the temperature $T = T(x)$ in $\Omega$ at steady state:

$$\begin{align*}
\text{find } T \in V(T_0) : & \ a(T, \hat{T}) = \ell(\hat{T}) \quad \forall \hat{T} \in V(0), \\
\text{where } V(T_0) = \{ u : u = T_0 \text{ on } \Gamma_T, u|_{\Gamma_1} = u|_{\Gamma_2} \}. 
\end{align*}$$

The linear form $\ell$ is:

$$\ell(\hat{T}) = \int_{\Gamma_\alpha} \alpha T_\infty \hat{T} \, dA + \int_{\Gamma_{fs}} \beta T_C \hat{T} \, dA,$$

and the symmetric, bilinear form $a$ is:

$$a(T, \hat{T}) = \int_{\Omega} k \nabla T \cdot \nabla \hat{T} \, dV + \int_{\Gamma_\alpha} \alpha T \hat{T} \, dA + \int_{\Gamma_{fs}} \beta T \hat{T} \, dA.$$  

The conductivity $k$ of the material is:

$$k(x) = \begin{cases} 
k_s & \text{if } x \in \Omega_s, \\
k_f & \text{if } x \in \Omega_f.
\end{cases}$$

It may be noted that the last integrals in (2) and (3) imply the jump condition:

$$[k \nabla T \cdot n_x] = \beta(T_C - T) \text{ on } \Gamma_{fs},$$

where $n_x$ is the outward unit normal to $\Omega_s$.

3 Design parametrization

The design is described by a function $\hat{\rho} = \hat{\rho}(\hat{\rho}(\rho))(x) \in [0, 1]$ for all $x \in \Omega$, such that $\hat{\rho} = 1$ represents solid material and $\hat{\rho} = 0$ fluid. Here, $\rho = \rho(x)$ is the design variable used in the optimization process, while $\hat{\rho}$ is the physical variable, obtained through filtering, and entering into the state problem. The first filter, giving $\hat{\rho}(\rho)$, is a linear density filter (Bourdin 2001), implemented to avoid checkerboard patterns and mesh dependency (Sigmund and Petersson 1998). The second filter, giving $\hat{\rho}(\hat{\rho})$, converts the 2D design into 3D by extrusion in the out-of-plane direction. This means that the design is the same in every cut normal to one of the principle directions of the structure. An illustration is found in Fig. 2 for the discrete case.

Given the state problem (1) and the design described by $\hat{\rho}$, a TO problem can be formulated based on the following parametrization:

$$k \approx k(\hat{\rho}) = k_f + (k_s - k_f)\hat{\rho},$$

$$\alpha \approx \alpha(\hat{\rho}) = \alpha_0 \hat{\rho}^\psi,$$

$$\Gamma_{fs} \approx \Gamma_{fs}(\hat{\rho}) = \{ x \in \Omega \setminus \partial \Omega : |\nabla \hat{\rho}| > 0 \},$$

where $|\cdot|$ denotes the absolute function, $\alpha_0$ is the nominal heat transfer coefficient on the external boundary, and $\psi > 1$ is a penalty exponent to get convection only on solid element boundaries. The internal boundary $\Gamma_{fs}$ is approximated in (6) as an open set and not as an
The optimization variables in the xy-plane (see Fig. 2) are found in one layer (blue) of the 3D design domain. This makes all elements in one z-column (red) have the same density after the full 3D design has been extruded infinitesimally thin boundary. However, this fluid–solid interface region would ideally only be a thin layer.

The objective in the optimization problem is to minimize the maximum temperature in the solid domain \( \Omega_s \), a non-differentiable function with implicit design dependency. To obtain a differentiable function, the maximum temperature is approximated by means of an \( L^p \) norm, and this approximation is furthermore weighted with \( \tilde{\rho} \) to remove the influence of the temperature in the fluid domain:

\[
\max_{x \in \Omega_s} T(x) \approx \left[ \int_{\Omega_s} |T(x)|^p \, \mathrm{d}V \right]^{1/p} \approx \left[ \int_{\Omega_s} \tilde{\rho}(x)^{p} |T(x)|^p \, \mathrm{d}V \right]^{1/p}.
\]

Here, \( T(\tilde{\rho}(x)) \) solves the variational problem (1) for the design \( \tilde{\rho} \) and \( \kappa < 1 \) is a penalty exponent inserted in order to give artificially high temperatures in regions with an intermediate design density, cf., stress penalization (Holmberg et al. 2013). Solutions containing such regions are undesirable since they lack physical meaning in 3D structures. Therefore, following Borrvall and Petersson (2001), a penalty term is added and the continuous version of the objective function is defined as:

\[
\phi(\tilde{\rho}) = \left[ \int_{\Omega} \tilde{\rho}(x)^{p} |T(\tilde{\rho}(x))|^p \, \mathrm{d}V \right]^{1/p} + \frac{\lambda}{|\Omega_{xy}|} \int_{\Omega_{xy}} \tilde{\rho}(x) (1 - \tilde{\rho}(x)) \, \mathrm{d}A,
\]

where \( \lambda > 0 \) is a penalty factor and \( |\Omega_{xy}| \) is the size of the xy-plane.

### 4 Discrete problem

To solve the state problem (1), a standard Galerkin finite element (FE) method is used. The mesh consists of \( m \) elements in total, whereof \( m_{xy} \) in the xy-plane (see Fig. 2).

Density-based TO is used and the 2D design approach means that elements in one xy-layer of the mesh are assigned design variables, collected in a vector \( \rho \in \mathbb{R}^{m_{xy}} \). The discrete version of the linear density filter then reads \( \tilde{\rho} = \mathbf{H}^D \rho \).

Assuming a structured mesh similar to the one used in Liu and Tovar (2014), the discrete version of the 2D-to-3D filter, which makes \( \tilde{\rho} \in \mathbb{R}^{m_{xy}} \mapsto \tilde{\rho} \in \mathbb{R}^n \), reads:

\[
\tilde{\rho} = \mathbf{H}^D \rho, \quad \text{where } \mathbf{H}^D = [\mathbf{I} \ldots \mathbf{I}]^T,
\]

in which \( \mathbf{I} \) is an identity matrix of appropriate size. Combining both filters gives \( \rho = \mathbf{H}^D \mathbf{H}^B \rho \).

### 8 Discretization

This system has a unique solution \( \rho = \mathbf{t}_p(\tilde{\rho}) \), which satisfies the periodic boundary conditions on \( \Gamma_1 \) and \( \Gamma_2 \) for every admissible design and adequate choices of parameters \( k_s, k_f, \alpha, \text{and } \beta. \)

The stiffness contribution in (3) from the design-dependent convection is evaluated over the design-dependent boundary \( \Gamma_{fs}^h(\tilde{\rho}) \), which is an approximation of the fluid–solid interface layer \( \Gamma_{fs}(\tilde{\rho}) \) on the FE mesh:

\[
\Gamma_{fs}^h(\tilde{\rho}) = \{ x \in \bigcup_{e=1}^m \Gamma_e \setminus \partial \Omega : |D_{n_{e,k}}(\tilde{\rho})| > 0 \},
\]

where the function \( (D_{n_{e,k}}) \) is defined as:

\[
(D_{n_{e,k}})(x) = \begin{cases} 
\hat{\rho}_e - \hat{\rho}_i & \text{if } x \in \Gamma_{e,k} \\
0 & \text{otherwise}
\end{cases}
\]

Here, element \( e \) is the adjacent element across the element boundary side \( \Gamma_{e,k} \) with unit normal \( \mathbf{n}_{e,k} \), i.e., the kth side out of \( n_{e,\text{int}} \) of element e. This makes \( (D_{n_{e,k}}) \) the change in density over the element boundary \( \Gamma_{e,k} \) in the direction of the unit normal \( \mathbf{n}_{e,k} \), which in turn means that the internal boundary consists of all internal element boundaries in the FE mesh over which the design density changes. Note that
the 2D design implies $D_{n_i} \hat{\rho} = 0$ for directions $n_{i,k}$ parallel to the extrusion direction, i.e., there is no convection between layers in the extrusion direction. The stiffness contribution can now be written as:

$$[K_{\hat{\rho}}(\hat{\rho})]_{ij} = \int_{\Gamma_{fs}(\hat{\rho})} B N_i N_j \, dA \approx \sum_{e=1}^{m} \int_{\Gamma_{fs}(\hat{\rho})} \frac{1}{2} |D_{n_i} \hat{\rho}| \beta N_i N_j \, dA$$

$$= \sum_{e=1}^{m} \left( \sum_{k=1}^{n_{e,k}} \int_{\Gamma_{e,k}} \frac{1}{2} |D_{n_i} \hat{\rho}| \beta N_i N_j \, dA \right).$$

This formulation means that there is a contribution to the convection effect from anywhere the design is varying spatially. The maximal local contribution is obtained if two adjacent elements have maximal difference in design density, which occur in a perfect black-and-white solution. The concept of assuming black-and-white solutions is not controversial, since the penalty term in the objective function will ensure that black-and-white solutions appear. To achieve a differentiable absolute value function, a smooth approximation is used such that

$$|x| \approx \sqrt{x^2 - \epsilon^2} - \epsilon, \quad 0 < \epsilon << 1.$$
The exponent in the $L^p$ norm is set to $p = 6$. The domain $\Omega_p$ is defined as the seven outermost layers in the xy-plane on each side of the domain, corresponding to 2.1 mm on each side, and the volume fractions are $\gamma_{\text{min}} = 0.4$ and $\gamma_{\text{max}} = 0.85$. The initial guess is a homogeneous design with a total volume fraction of 85%. The stopping criterion for $f_{\text{mincon}}$ is either that the normalized step is less than $10^{-10}$ or that the maximum number of iterations is reached, set to 1000.

In Fig. 5a, the 2D design for the first example is shown. Note that it is the filtered (physical) variable $\hat{\rho}$ that is shown in all design figures. The 3D design is obtained by extruding the 2D design in the out-of-plane direction. Figure 5b is aligned with the left part of Fig. 4, however flipped in the z-direction, showing the outermost layer of the full 3D temperature gradient. The final volume fraction is 83%.

The fluid domain consists of two fairly narrow and vertically oriented separate regions, located right next to $\Omega_p$. According to Fig. 5b, the maximum temperature in the structure is found in $\Omega_p$ and Fig. 5d shows that the maximum temperature is the highest at the end of the optimization run. Also, the $L^p$ norm increases toward the end, but Fig. 5c shows that the objective history is declining and converging. This is due to the penalty term in (7) which is seen to be influential. The early designs were obviously not feasible from a black-and-white perspective.

The four solid islands emerging in the fluid domain (one highlighted with a red arrow) in Fig. 5a are only a couple of elements wide, and therefore partly gray, which makes them undesirable. From a structural integrity point of view, it would also be favorable to connect all solid parts in the domain. To achieve this, the filter radius $R$ can of course be changed to allow smaller or larger minimal members in the domain. However, other parameters could also be changed, such as the exponent $p$ in the $L^p$ norm and the penalty factor.
in the objective function, all investigated in Fig. 6. All these designs have a final volume fraction of 85%.

It is shown that higher values of all three parameters give more homogeneous and distinct black-and-white designs, primarily by removing smaller members. The smaller members consist largely of gray elements, since the density filter smears out the density values at the boundaries to obtain a smooth transition from solid to fluid. When $\lambda$ is increased, these gray regions get more unfavorable since they will contribute more to the objective value due to the penalty term in the objective function; and thus, small members will disappear. In black-and-white solutions, the only parts of the domain where there will be gray elements are at the boundaries, due to the filtering process. Since it is the filtered variable $\tilde{\rho}$ that is penalized in the objective function, the extra penalty term effectively penalizes the length of the internal boundary, since the number of gray elements is proportional to the length of the boundary. Also, less care is taken to minimize the maximum temperature if $\lambda$ is large and the penalty term is dominating in the objective function. It is a trade-off between having neat black-and-white solutions, which is crucial from both physical and manufacturing perspectives, and only considering the approximated maximum temperature function, which is the intended objective.

By increasing the $L^p$ exponent, the same effect is visible as when increasing $\lambda$. This could be due to the explicit presence of $\tilde{\rho}_e$, the filtered 3D variable, in the first term of the objective function. A higher exponent value will give a higher contribution to the objective function from gray elements, which would result in fewer gray elements as the exponent value increases. This is also what Fig. 6b shows.

The results should be viewed as conceptual designs only, and further analysis and development needs to be carried out in order to obtain designs ready for manufacturing.

### 5.2 Second example

As a second example, the guide vane is considered in full, and the cooling channels run in the z-direction as depicted in Fig. 7. There are no periodic boundaries; instead, there is convection on all sides but one, where the temperature is known. The boundary conditions are shown in Fig. 8. Other differences from the first example are that the relative length in the extrusion direction is doubled, the overall dimensions are changed into $36 \times 72 \times 144$ mm, and the passive region is extended around the entire domain with a thickness of 4 elements, which now corresponds to 2.4 mm, since $60 \times 120 \times 240$ elements are used for the discretization. Finally, the filter radius is changed to 1.2 mm. Note that the mesh size in this second example is twice as large as in the first example. It is because the domain size is different in the second example, and the mesh could not be made smaller to compensate for this, without ending up with too many elements to handle for computational effort reasons. Results are found in Fig. 9, and the final volume fraction is 66.6%.

![Fig. 6](image_url)  
A parameter study of the filter radius $R$, $L^p$ exponent $p$ and penalty factor $\lambda$, visualized for the same cross section as shown in Fig. 5a

(a) Filter radius $R = 1.5$ (left) and $R = 2.5$ (right)

(b) $L^p$ exponent $p = 4$ (left) and $p = 24$ (right)

(c) Penalty factor $\lambda = 2 \times 10^6$ (left) and $\lambda = 1 \times 10^6$ (right)
Fig. 7  A second example with the 2D design extruded in the $z$-direction

Fig. 8  The boundary conditions for the second example

Fig. 9  Solution to $(\mathcal{P})$ for the second example
It is noticeable how material that is not fixed to be at the boundary is gathered in the center of the domain. Thus, the best way of keeping the maximum temperature down is to isolate the core of the domain, while cooling the outer frame through convection. The temperature plot shows a large temperature gradient in the fluid part of the domain. The objective function converges properly, but also here a non-negligible effect from the penalty term is seen, which increases the values of the objective function and the evaluated maximum temperature in the domain during the first half of the process. In this second example, no solid islands emerge at all.

6 Conclusions

A model has been proposed for stationary heat transfer TO problems of periodic 3D structures with 2D design, subjected to design-dependent internal convection, with the objective to minimize the maximum temperature, approximated by means of an $L^p$ norm. This could be interesting for manufacturability reasons, since production methods like extrusion could be considered. Furthermore, the method is computationally efficient, since it limits the number of design variables to only one layer of the structure, but at the same time keeps the complexity of a full 3D state problem.

The numerical examples suggest designs where the fluid domain is distributed along the outer edges, as near the external convection boundaries as possible. The $L^p$ norm aggregated temperature is decreased compared to the initial design for the given examples, while the maximum temperature initially drops during the iterations, but increases again, and for the first example even returns to the starting level toward the end of the optimization run. This behavior is most likely due to the penalty term included in the objective function. The penalty level is determined by the penalty factor $\lambda$, and higher values decrease the influence from the approximated maximum temperature term in the objective function during the optimization, which consequently might result in suboptimal designs with respect to the maximum temperature.

The choices of the parameter $\lambda$ and the exponent $p$ in the $L^p$ norm approximation of the maximum temperature affect the solution to a great extent. It is hard to find a sweet spot in between having too much gray in the solution and not considering the intended objective enough. It turns out that this way of penalizing gray elements effectively penalizes the length of the internal boundary.

The results found are somewhat simple designs. The general behavior of this model with the current boundary conditions is, as far as we can see, to make designs that resemble the shape of a thermos. That is, putting an insulating, and cooling, layer of fluid in the outermost part of the domain to protect the inner core from high temperatures. The inclusion of another physics model, for example, fluid flow or a structural model, could yield more complex designs. Future work includes a formulation of a full 3D problem with connections to other physical fields.

7 Replication of results

All information needed to replicate the results found in Section 5 are fully disclosed in this paper. By implementing the relevant equations and choosing the same parameter values as used above, the same results for the problem ($\mathbb{P}$) as presented here will be obtained.
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