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Abstract
In this paper we study the resolvent of wave operators on open and bounded Lipschitz domains of $\mathbb{R}^N$ with Dirichlet or Neumann boundary conditions. We give results on existence and estimates of the resolvent for the real and complex cases.
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1 Introduction

Let $\Omega \subset \mathbb{R}^N$, with $N \geq 2$, be a non-empty bounded open Lipschitz domain with boundary $\Gamma$. We consider here the following equations:

$$\begin{align*}
(P_D) \quad & \lambda^2 u - \Delta u = f \quad \text{in} \quad \Omega \quad \text{and} \quad u = g \quad \text{on} \quad \Gamma, \\
(P_N) \quad & \lambda^2 u - \Delta u = f \quad \text{in} \quad \Omega \quad \text{and} \quad \frac{\partial u}{\partial n} = h \quad \text{on} \quad \Gamma,
\end{align*}$$

where $\lambda \in \mathbb{C}$, $n$ is the unit normal of $\Gamma$ pointing towards the exterior of $\Omega$, with data in some Sobolev spaces. When $g = 0$ (respectively $h = 0$), we denote this problem by $(P_D^0)$ (respectively $(P_N^0)$), and when $f = 0$, we denote this problem by $(P_H^D)$ (respectively $(P_H^N)$).

These equations can be interpreted as wave equations (wave equation in the frequency domain) and appear naturally from general conservation laws of physics. The wave equation can also be derived from the telegraph equation, problems associated with steady-state oscillations (mechanical, acoustic, electromagnetic, etc.), and the problems of diffusion of some gases in the presence of decay or chain reactions and other wave-type, or evolutionary equations.

In this paper, we study the existence, the regularity of the solutions of (1.1) and (1.2) in function of $\lambda$ real or complex ($\text{Re} \lambda > 0$) and when $\Omega$ is an open bounded Lipschitz domain. We note, in particular, that in this paper we consider weaker hypotheses than those considered by Jerison and Kenig for the Poisson problem on Lipschitz domain [10–12], for the existence of a solution $u \in H^{3/2}(\Omega)$ and we obtain optimal estimates in $\lambda$.

The originality of our work lies in the optimal estimations of the resolvent, which we do not find, to our knowledge, anywhere else.

We note that we can obtain analogues results for Helmholtz equation with real frequency, i.e. $\lambda$ is purely complex. Indeed, by applying the results of the present paper with a complex frequency, that is an order-one perturbation of the real frequency, and then solving away the error from this perturbation by using bounds on the $L^2$ norm of the solution in terms of the data, as obtained for scattering problems, by Morawetz [17], Vainberg [21], Melrose-Sjöstrand [16] (see also [8] and references therein), Morawetz-Ralson-Strauss [18].

The paper is organized as follows: in Sect. 2, we give some results of existence, regularity and wavenumber-explicit bounds of corresponding maps associated to the Laplace ($\lambda = 0$) and the resolvent of the wave operators ($\lambda \in \mathbb{R}^*$. In Sect. 3, we treat (existence, regularity and wavenumber-explicit dependance) the complex case ($\lambda \in \mathbb{C}$ and $\text{Re} \lambda > 0$).

2 The resolvent estimates. Real case

In this section we study the existence and regularity of solutions of $(P_D)$, $(P_H^D)$, $(P_N)$ and $(P_H^N)$ for $\lambda \in \mathbb{R}$.

2.1 Case of the Laplace equation: $\lambda = 0$

These problems when $\lambda = 0$ were studied by many authors (see [10–12,19]) and now we start by recalling some results here. The first result is devoted to the famous Nečas property, which plays an important role in the analysis of elliptic problems and in particular in the study of the Steklov-Poincaré operator.
Theorem 2.1 (Nečas Property) Let

\[ u \in H^1(\Omega) \text{ with } \Delta u \in L^2(\Omega). \]

(i) Then we have the following property:

\[ u|_{\Gamma} \in H^1(\Gamma) \iff \frac{\partial u}{\partial n} \in L^2(\Gamma) \iff \nabla u \in (L^2(\Gamma))^N, \]

with the following estimates:

\[ \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} \leq C \left( \inf_{k \in \mathbb{R}} \| u + k \|_{H^1(\Gamma)} + \| \Delta u \|_{L^2(\Omega)} \right) \]

and

\[ \inf_{k \in \mathbb{R}} \| u + k \|_{H^1(\Gamma)} \leq C \left( \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} + \| \Delta u \|_{L^2(\Omega)} \right) . \]

(ii) Moreover if one condition in (2.1) is satisfied, then \( u \in H^{3/2}(\Omega) \) and \( \sqrt{\rho} \nabla^2 u \in (L^2(\Omega))^N \times N \), where \( d \) is the distance to \( \Gamma \).

(iii) When \( u \) is harmonic, the Steklov-Poincaré operator \( S : u \mapsto \frac{\partial u}{\partial n} \) satisfies:

\[ S : H^1(\Gamma) \to L^2(\Gamma) \text{ and } S : H^1(\Gamma)/\mathbb{R} \to L^2_0(\Gamma) \]

are continuous. The second operator above is one to one and onto. Here \( L^2_0(\Gamma) \) denotes the space \( \{ \varphi \in L^2(\Gamma); \int_{\Gamma} \varphi = 0 \} \).

(iv) Since \( S \) is self-adjoint, we get by duality the following properties: the following operators

\[ S : L^2(\Gamma) \to H^{-1}(\Gamma) \text{ and } S : L^2(\Gamma)/\mathbb{R} \to H^{-1}(\Gamma) \perp \mathbb{R}, \]

where \( H^{-1}(\Gamma) \perp \mathbb{R} = \{ f \in H^{-1}(\Gamma); \langle f, 1 \rangle = 0 \} \), are continuous. The second operator above is one to one and onto.

The following theorem concerns the existence with optimal regularity of solutions to Problem \( (P_D) \), with \( \lambda = 0 \), see [10–12].

Theorem 2.2 (Existence in \( H^s(\Omega) \) for \( (P_D) \) with \( \lambda = 0 \) Let \( \frac{1}{2} \leq s \leq \frac{3}{2} \) and \( \lambda = 0 \).

(i) Then for any \( g \in H^{s-1/2}(\Gamma) \), Problem \( (P_D^H) \) has a unique solution \( u \in H^s(\Omega) \) with the estimate

\[ \| u \|_{H^s(\Omega)} \leq C \| g \|_{H^{s-1/2}(\Gamma)} . \]

Moreover, if \( s = 1/2 \), then \( \sqrt{\rho} \nabla u \in (L^2(\Omega))^N \), with the estimate

\[ \| u \|_{H^{1/2}(\Omega)} + \| \sqrt{\rho} \nabla u \|_{L^2(\Omega)} \leq C \| g \|_{L^2(\Gamma)} \]

and if \( s = 3/2 \), then \( \sqrt{\rho} \nabla^2 u \in (L^2(\Omega))^N \times N \), with the estimate

\[ \| u \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 u \|_{L^2(\Omega)} \leq C \| g \|_{H^{1}(\Gamma)} . \]

Here \( \rho \) denotes the distance function to the boundary: for \( x \in \Omega \), \( \rho(x) = d(x; \Gamma) \).

(ii) For any \( f \in H^{s-2}(\Omega) \), with \( \frac{1}{2} < s < \frac{3}{2} \), Problem \( (P_D^0) \) has a unique solution \( u \in H^s(\Omega) \) with the estimate

\[ \| u \|_{H^s(\Omega)} \leq C \| f \|_{H^{s-2}(\Omega)} . \]

(iii) If \( f \in L^2(\Omega) \), then \( u \in H^{3/2}(\Omega) \).
Remark 2.3 This last result in Point iii) is of course not optimal. So, we will see below how to choose the RHS $f$ in order to get the solution in $H^{3/2}(\Omega)$.

For that, instead to use classical Sobolev spaces, we need to consider adapted weighted Sobolev spaces. Let us introduce the following space: For $m \in \mathbb{N}$ and $r \in \mathbb{R}$

$$\mathcal{D}_{-r}^m(\Omega) = \left\{ v \in \mathcal{D}'(\Omega); \ \rho^{\lfloor \lambda \rfloor - r} D^\lambda v \in L^2(\Omega), \ |\lambda| \leq m \right\},$$

which is a Hilbert space for the norm

$$||u||_{\mathcal{D}_{-r}^m(\Omega)} = \left( \sum_{|\lambda| \leq m} ||\rho^{\lfloor \lambda \rfloor - r} D^\lambda v||_{L^2(\Omega)}^2 \right)^{1/2}.$$  

The case $r = 0$ is treated in Lions-Magenes, Definition 6.1-Chap.II. When $m = 0$, we sometimes denote the corresponding space as follows:

$$\mathcal{D}_{-r}^0(\Omega) = L^2_{\rho^{-r}}(\Omega).$$

We now define the following space: For a real $s$ such that $s = m + \theta$ with $m \in \mathbb{N}$, $r \in \mathbb{R}$ and $0 < \theta < 1$, we set:

$$\mathcal{D}_{-r}^s(\Omega) = \left[ \mathcal{D}_{-r}^{m+1}(\Omega), \mathcal{D}_{-r}^m(\Omega) \right]_{1-\theta}.$$  

As $\mathcal{D}(\Omega)$ is dense in the space $\mathcal{D}_{-r}^m(\Omega)$, we deduce that for any real $r$ and for any real $s \geq 0$,

$$\mathcal{D}(\Omega) \text{ is dense in } \mathcal{D}_{-r}^s(\Omega). \quad (2.2)$$

Therefore $\mathcal{D}_{-r}^s(\Omega)$ is a normal space of distributions on $\Omega$ and its dual space denoted by $\mathcal{D}_{-r}^{-s}(\Omega)$ may be identified to a subspace of distributions on $\Omega$. It may be represented in the following form, when $s = m$ is an integer:

$$\mathcal{D}_{-r}^{-m}(\Omega) = \left\{ f = \sum_{|\lambda| \leq m} D^\lambda \left( \rho^{\lfloor \lambda \rfloor - r} f_\lambda \right); \ f_\lambda \in L^2(\Omega) \right\}. \quad (2.3)$$

Remark 2.4 Recall that for any non negative integer $m$, we have $\mathcal{D}_{-m}^m(\Omega) = H^{m}_0(\Omega)$, since

$$v \in H^{m}_0(\Omega) \iff \rho^{\lfloor \lambda \rfloor - m} D|\lambda| v \in L^2(\Omega) \quad \text{for all } |\lambda| \leq m.$$  

In particular for $m = 2$, we have the following equivalence norms: for any $v \in H^{2}_0(\Omega)$,

$$||v||_{H^2_0(\Omega)} \simeq ||v||_{\mathcal{D}_{-2}^2(\Omega)} \simeq ||\Delta v||_{L^2(\Omega)}. \quad (2.4)$$

For $m = 1$ and $v \in \mathcal{D}_{-1}^2(\Omega)$, we have the following estimate

$$||v||_{\mathcal{D}_{-1}^2(\Omega)} \leq C \left( ||\rho \Delta v||_{L^2(\Omega)} + \frac{||v||_{L^2(\Omega)}}{\rho} \right). \quad (2.5)$$

Before stating the first result on weighted spaces, we recall some specific properties of Lipschitz domains in $\mathbb{R}^N$ needed in the sequel. The first one is given in Theorem 2.2 of [3] (see also [6] and [7]): there exist subdomains $\Omega_k$, $k \geq 1$ such that

$$\Omega = \bigcup_{k \geq 1} \Omega_k, \quad \text{with } \Omega_k \text{ of class } C^\infty, \quad \overline{\Omega}_k \subset \Omega_{k+1}.$$
and where

\[ \Omega_k = \left\{ x \in \Omega; \; \rho^*(x) > \frac{1}{k} \right\}. \]

The function \( \rho^* \) is the regularized signed distance to \( \Gamma \), which satisfies:

\[ \forall x \in \Omega, \quad C_1 \rho(x) \leq \rho^*(x) \leq C_2 \rho(x). \quad (2.6) \]

Observe that the distance function \( \rho_k \) to the boundary \( \Gamma_k \) of \( \Omega_k \) is given here by \( \rho^* - 1/k \). The second one is given in Lemma 3.1, Chapter 6 in [19]: there exists a function \( \sigma \) belonging to \( C^\infty(\Omega) \cap C^{0,1}(\overline{\Omega}) \) and such that for any \( x \in \Omega \)

\[ C_1 \rho(x) \leq \sigma(x) \leq C_2 \rho(x) \quad \text{and} \quad |D^\lambda \sigma| \leq C \sigma^{1-|\lambda|} \quad \text{for any multi-index } \lambda. \quad (2.7) \]

In the following we will use one or other of the functions \( \rho \), \( \rho^* \) or \( \sigma \) alternately, depending on our needs.

**Theorem 2.5** For any \( f \in L^2_{\rho}(\Omega) \), there exists a unique solution \( u \in \mathcal{D}_2^{-1}(\Omega) \) satisfying \( \Delta u = f \) in \( \Omega \). Moreover

\[ \|u\|_{\mathcal{D}_2^{-1}(\Omega)} \leq C \|\rho f\|_{L^2(\Omega)}. \quad (2.8) \]

**Proof** Since \( L^2_{\rho}(\Omega) \) is included in \( H^{-1}(\Omega) \), we know that there exists a unique solution \( u \in H^1_0(\Omega) \) satisfying \( \Delta u = f \) in \( \Omega \) and

\[ \|u\|_{H^1_0(\Omega)} \leq C \|f\|_{H^{-1}(\Omega)} \leq C \|\rho f\|_{L^2(\Omega)}. \quad (2.9) \]

Writing now

\[ \Delta \left( \sigma \frac{\partial u}{\partial x_j} \right) = \sigma \frac{\partial f}{\partial x_j} + 2 \nabla \sigma \cdot \nabla \frac{\partial u}{\partial x_j} + \frac{\partial u}{\partial x_j} \Delta \sigma, \]

we observe that each term in the RHS belongs to \( H^{-1}(\Omega) \). For instance, we have for any \( \varphi \in \mathcal{D}(\Omega) \)

\[ \left| \int_{\Omega_j} \frac{\partial u}{\partial x_j} \Delta \sigma, \varphi \right| = \left| \int_{\Omega_j} \frac{\partial u}{\partial x_j} \varphi \Delta \sigma \right| \leq C \int_{\Omega} \left| \frac{\partial u}{\partial x_j} \right| \left| \varphi \right| \leq C \|\rho f\|_{L^2(\Omega)} \left\| \varphi \right\|_{L^2(\Omega)}, \]

where the constant \( C \) depends only on the Lipschitz character of \( \Omega \). At this point, since \( \Omega \) is only Lipschitz and \( \sigma \frac{\partial u}{\partial x_j} \) belongs only to \( L^2(\Omega) \), we are not able to deduce that \( \sigma \frac{\partial u}{\partial x_j} \) is also an element of \( H^1_0(\Omega) \) (see Remark 2.6 below). To get around this difficulty, we will approach the domain \( \Omega \) by taking the sequence of regular open sets \( \Omega_k \) (see above). Let \( u_k \in H^2(\Omega_k) \cap H^1_0(\Omega_k) \) be the unique solution satisfying \( \Delta u_k = f \) in \( \Omega_k \) with the estimate

\[ \|\nabla u_k\|_{L^2(\Omega_k)} \leq C \|\rho f\|_{L^2(\Omega_k)} \leq C \|\rho f\|_{L^2(\Omega)}, \quad (2.10) \]

where the constant \( C \) depends only on the Lipschitz character of \( \Omega \). Setting now \( \tilde{u}_k = u_k \) in \( \Omega_k \) and \( \tilde{u}_k = 0 \) in \( \Omega \setminus \Omega_k \), we deduce that the sequence \( (\tilde{u}_k)_k \) is bounded in \( H^1_0(\Omega) \). So \( \tilde{u}_k \rightharpoonup u^* \) in \( H^1_0(\Omega) \). We shall prove that \( u^* = u \). Indeed, let \( \varphi \in \mathcal{D}(\Omega) \). Then supp \( \varphi \subset \Omega_{k_0} \) for \( k_0 \) sufficiently large and for any \( k \geq k_0 \), we have

\[ \langle \Delta \tilde{u}_k, \varphi \rangle = -\int_{\Omega} \nabla \tilde{u}_k \cdot \nabla \varphi = \int_{\Omega} f \varphi. \]
Hence
\[ \lim_{k \to \infty} \langle \Delta \tilde{u}_k, \varphi \rangle = - \int_\Omega \nabla u^* \cdot \nabla \varphi = \langle \Delta u^*, \varphi \rangle. \]

As a consequence \( \Delta u^* = f \) in \( \Omega \) and then \( u^* = u \).

Besides, using the estimate (2.5), we have
\[ \| \Omega_k \rho \nabla^2 \tilde{u}_k \|_{L^2(\Omega)} \leq C \| \rho f \|_{L^2(\Omega)}. \] (2.11)

So that for any \( 1 \leq i, j \leq N \), we can extract a subsequence, denoted by the same way, such that
\[ \int_{\Omega_k} \Omega_{k} \rho \frac{\partial^2 \tilde{u}_k}{\partial x_i \partial x_j} \phi \to z_{ij} \] in \( L^2(\Omega) \). (2.12)

As previously, let \( \phi \in D(\Omega) \) such that \( \text{supp} \phi \subset \Omega_{k_0} \) for \( k_0 \) sufficiently large. Then for any \( k \geq k_0 \),
\[ \int_{\Omega_k} \Omega_k \rho \frac{\partial^2 \tilde{u}_k}{\partial x_i \partial x_j} \phi = - \int_{\Omega_k} \frac{\partial u_k}{\partial x_j} \rho \phi \frac{\partial}{\partial x_i} + \int_{\Omega_k} \frac{\partial u}{\partial x_j} \rho \phi \frac{\partial}{\partial x_i} + \int_{\Omega_k} \frac{\partial \rho}{\partial x_i} \frac{\partial^2 \tilde{u}_k}{\partial x_j \partial x_i} \phi. \]

That means that \( z_{ij} = \rho^* \frac{\partial^2 u}{\partial x_i \partial x_j} \) and the desired estimate thanks to (2.6), (2.11) and (2.12).

**Remark 2.6** Suppose that \( v \in L^2(\Omega) \) is a function which satisfies \( \Delta v \in H^{-1}(\Omega) \). When the bounded domain \( \Omega \) is of class \( C^{1,1} \), we know that \( v \) has a trace in \( H^{-1/2}(\Gamma) \) (see [5]). Moreover if \( v|\Gamma \in H^{1/2}(\Gamma) \), then \( v \in H^{1}(\Omega) \). In the case where \( \Omega \) is only Lipschitz, this regularity result does not hold, as we can see in the following counter example. Indeed, let us consider the following Lipschitz domain in the case \( N = 2 \): for \( 1/2 < \alpha < 1 \),
\[ \Omega = \{(r, \theta); \ 0 < r < 1, \ 0 < \theta < \frac{\pi}{\alpha} \} \]

We can easily verify that the following function
\[ v(r, \theta) = (r^{-\alpha} - r^\alpha) \sin(\alpha \theta) \]
is harmonic in \( \Omega \) with \( v = 0 \) on \( \Gamma \) and \( v \in W^{1,p}(\Omega) \cap L^2(\Omega) \) for any \( p < \frac{2}{\alpha+1} \). However \( v \notin H^1(\Omega) \).

**Corollary 2.7** For any \( 0 \leq \theta \leq 1 \) and \( v \in \mathcal{D}_{-1-\theta}(\Omega) \),
\[ \| v \|_{\mathcal{D}_{-1-\theta}(\Omega)} \leq C \| \rho^{1-\theta} \Delta v \|_{L^2(\Omega)}, \] (2.13)

**Proof** From Theorem 2.5, we know on one hand that for any \( v \in \mathcal{D}_{-1}(\Omega) \) and in particular for any \( v \in D(\Omega) \)
\[ \| v \|_{L^2_{1/\rho^2}(\Omega)} + \| \nabla v \|_{L^2(\Omega)} + \left\| \frac{\partial^2 v}{\partial x_i \partial x_j} \right\|_{L^2_{\rho}(\Omega)} \leq C \| \Delta v \|_{L^2(\Omega)}. \] (2.14)

On the other hand for such a \( v \),
\[ \| v \|_{L^2_{1/\rho^2}(\Omega)} + \| \nabla v \|_{L^2_{1/\rho}(\Omega)} + \left\| \frac{\partial^2 v}{\partial x_i \partial x_j} \right\|_{L^2(\Omega)} \leq C \| \Delta v \|_{L^2(\Omega)}. \] (2.15)
We deduce by interpolation that for any $v \in \mathcal{D}(\Omega)$ and for any $0 < \theta < 1$

$$
\|v\|_{L^2_{1/\rho, \theta}^2(\Omega)} + \|\nabla v\|_{L^2_{1/\rho, \theta}^2(\Omega)} + \left\| \frac{\partial^2 v}{\partial x_i \partial x_j} \right\|_{L^2_{\rho, \theta}^1(\Omega)} \leq C\|\Delta v\|_{L^2_{\rho, \theta}^1(\Omega)}. \quad (2.16)
$$

and finally the required estimate in $\mathcal{D}^{-1}_{1-\theta}(\Omega)$ since $\mathcal{D}(\Omega)$ is dense in $\mathcal{D}^{1}_{1-\theta}(\Omega)$.

**Remark 2.8** In the particular case where $\theta = 1/2$, we get from the above corollary the following estimate:

$$
\forall v \in \mathcal{D}^{-3/2}_{-1}(\Omega), \quad \|v\|_{H^{3/2}_{0, 1}(\Omega)} + \|\rho^{1/2} \nabla^2 v\|_{L^2_{-1}(\Omega)} \leq C\|\rho^{1/2} \Delta v\|_{L^2_{-1}(\Omega)}.
$$

So, since $\mathcal{D}(\Omega)$ is dense in the space denoted by $\mathcal{D}^{-3/2}_{-1}(\Omega)$, defined as follows

$$
\mathcal{D}^{-3/2}_{-1}(\Omega) = \left\{ v \in H^0_{0, 1}(\Omega); \quad \rho^{1/2} \nabla^2 v \in L^2_{-1}(\Omega) \right\}, \quad (2.17)
$$

which is an Hilbert space for his graph norm, we have obviously the following property:

$$
\forall v \in \mathcal{D}^{-3/2}_{-1}(\Omega), \quad \|v\|_{H^{3/2}_{0, 1}(\Omega)} + \|\rho^{1/2} \nabla^2 v\|_{L^2_{-1}(\Omega)} \leq C\|\rho^{1/2} \Delta v\|_{L^2_{-1}(\Omega)}. \quad (2.18)
$$

Observe that $\mathcal{D}^{-3/2}_{-1}(\Omega)$ is a proper subspace of $\mathcal{D}^{-3/2}_{-1}(\Omega)$ with a finer topology.

**Theorem 2.9** Let $f \in L^2_{\rho, 1}(\Omega)$, with $1/2 \leq \theta \leq 1$. Then, there exists a unique solution $u \in \mathcal{D}^{-2-\theta}_{-1}(\Omega)$ if $\theta \neq 1/2$, (resp. $u \in \mathcal{D}^{-2}_{-1}(\Omega)$ if $\theta = 1/2$) satisfying $\Delta u = f$ in $\Omega$, with the corresponding estimate.

**Proof** We give a short proof which takes the same ideas and the same notations of that of Theorem 2.5. We will prove only the case $\theta = 1/2$ since the proof is very similar for the case $\theta \neq 1/2$. As $L^2_{\rho, 1}(\Omega)$ is included in $H^{3/2}_{\rho}(\Omega)$ for any $1 \leq s < 3/2$, we know that there exists a unique solution $u \in H^s_{\rho}(\Omega)$ satisfying $\Delta u = f$ in $\Omega$ for any $1 \leq s < 3/2$. In order to prove that $u \in \mathcal{D}^{-3/2}_{-1}(\Omega)$, we take again as above the sequence of regular subdomains $\Omega_k$. We know that the mapping

$$
\Delta : \quad H^2(\Omega_k) \cap H^1_0(\Omega_k) \rightarrow L^2(\Omega_k)
$$

is then an isomorphism. As the following mapping

$$
\Delta : \quad \mathcal{D}^{-2}_{-1}(\Omega_k) \rightarrow L^2_{\rho_k}(\Omega_k)
$$

is also an isomorphism. Using (2.18) we conclude that

$$
\Delta : \quad \mathcal{D}^{-3/2}_{-1}(\Omega_k) \rightarrow L^2_{\sqrt{\rho_k}}(\Omega_k) \quad (2.19)
$$

is also an isomorphism. As a consequence, we get the following characterization

$$
\left[ H^2(\Omega_k) \cap H^1_0(\Omega_k), \mathcal{D}^{-2}_{-1}(\Omega_k) \right]_{1/2} = \mathcal{D}^{-3/2}_{-1}(\Omega_k). \quad (2.20)
$$

So let $u_k \in H^{3/2}_{0, 1}(\Omega_k) \cap H^2(\Omega_k) \subset \mathcal{D}^{-2}_{-1}(\Omega_k)$ be the unique solution satisfying $\Delta u_k = f$ in $\Omega_k$. From the inequality (2.18), we get

$$
\|u_k\|_{\mathcal{D}^{-3/2}_{-1}(\Omega_k)} \leq C\|\sqrt{\rho_k} f\|_{L^2(\Omega_k)} \leq C\|\sqrt{\rho} f\|_{L^2(\Omega)}, \quad (2.21)
$$

where the constant $C$ depends only on the Lipschitz character of $\Omega$. The rest of the proof is very similar to that of Theorem 2.5. \hfill \Box
Remark 2.10 Is easy to prove the previous result in the case where $\Omega$ is a bounded open subset of $\mathbb{R}^N$ of class $C^{1,1}$. Since the regularity of $\Omega$, for example the following mapping, corresponding to $\theta = 1/2$

$$
\Delta : \left\{ v \in H^{3/2}(\Omega) \cap H_0^1(\Omega); \quad \sqrt{\rho} D^2 v \in L^2(\Omega) \right\} \longrightarrow L^2_{\sqrt{\rho}}(\Omega) \quad (2.22)
$$

is then an isomorphism. Indeed, recall that the mapping

$$
\Delta : H^2(\Omega) \cap H_0^1(\Omega) \longrightarrow L^2(\Omega)
$$

is an isomorphism. Moreover, thanks to Theorem, the following mapping

$$
\Delta : Q_{2^{-1}}(\Omega) \longrightarrow L^2(\Omega)
$$

is also an isomorphism. We conclude by using interpolation arguments and the following characterization

$$
\left[ H^2(\Omega) \cap H_0^1(\Omega), Q_{2^{-1}}(\Omega) \right]_{1/2} = \left\{ v \in H^{3/2}(\Omega) \cap H_0^1(\Omega); \quad \rho^{1/2} D^2 v \in L^2(\Omega) \right\}. \quad (2.23)
$$

Lemma 2.11 For any function $v$ satisfying

$$
v \in H^1(\Omega), \quad \sqrt{\rho} \Delta v \in L^2(\Omega) \quad \text{and} \quad v|_\Gamma \in H^1(\Gamma)
$$

we have the following properties

$$
v \in H^{3/2}(\Omega) \quad \text{and} \quad \sqrt{\rho} \nabla^2 v \in L^2(\Omega), \quad (2.24)
$$

with the estimate

$$
\| v \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 v \|_{L^2(\Omega)} \leq C(\Omega) (\| v \|_{H^1(\Omega)} + \| \sqrt{\rho} \Delta v \|_{L^2(\Omega)} + \| v \|_{H^1(\Gamma)}). \quad (2.25)
$$

Proof From Theorem 2.9, we know that there exists a unique solution $u \in H^{3/2}_0(\Omega)$, with $\sqrt{\rho} \nabla^2 u \in L^2(\Omega)$ and satisfying $\Delta u = \Delta v$ in $\Omega$ and the following estimate

$$
\| u \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 u \|_{L^2(\Omega)} \leq C(\Omega) \| \sqrt{\rho} \Delta v \|_{L^2(\Omega)}. \quad (2.26)
$$

Setting now $w = v - u$, we get

$$
w \in H^1(\Omega), \quad \Delta w = 0 \quad \text{in} \quad \Omega \quad \text{and} \quad w|_\Gamma \in H^1(\Gamma).
$$

We can then use Theorem 2.2 Point i) to deduce the existence of a unique $z \in H^{3/2}(\Omega)$ with $\sqrt{\rho} \nabla^2 z \in L^2(\Omega)$ solution of the problem

$$
\Delta z = 0 \quad \text{in} \quad \Omega \quad \text{and} \quad z = w \quad \text{on} \quad \Gamma.
$$

Moreover we have the estimate

$$
\| z \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 z \|_{L^2(\Omega)} \leq C(\Omega) \| w \|_{H^1(\Gamma)}. \quad (2.27)
$$

As the harmonic function $z - w \in H^1_0(\Omega)$, it follows that $z = w$ in $\Omega$ and also $w \in H^{3/2}(\Omega)$ with $\sqrt{\rho} \nabla^2 w \in L^2(\Omega)$.

Finally, since $v = w + u$ we deduce the properties (2.24) and thanks to (2.26) and (2.27) we get the required estimate (2.25). \qed

The next result concerns the Neumann problem ($\mathcal{P}_N$), with $\lambda = 0$. 

Springer
Theorem 2.12 (Existence in $H^s(\Omega)$ for $(\mathcal{P}_N)$ with $\lambda = 0$) Let $\frac{1}{2} \leq s \leq \frac{3}{2}$ and $\lambda = 0$.

(i) Then for any $h \in H^{s - 3/2}(\Gamma)$ with $< h, 1 > = 0$,

Problem $(\mathcal{P}^H_N)$ has a unique solution $u \in H^s(\Omega) \cap L^2_0(\Omega)$ with the estimate

$$
||u||_{H^s(\Omega)} \leq C ||h||_{H^{s - 3/2}(\Gamma)}.
$$

Moreover, if $s = 1/2$, then $\sqrt{\rho} \nabla u \in (L^2(\Omega))^N$, with the estimate

$$
||u||_{H^{1/2}(\Omega)} + ||\sqrt{\rho} \nabla u||_{L^2(\Omega)} \leq C ||h||_{H^{-1}(\Gamma)}.
$$

If $s = 3/2$, then $\sqrt{\rho} \nabla^2 u \in (L^2(\Omega))^N \times N$, with the estimate

$$
||u||_{H^{3/2}(\Omega)} + ||\sqrt{\rho} \nabla^2 u||_{L^2(\Omega)} \leq C (||f||_{L^2(\Omega)} + ||h||_{H^1(\Gamma)}).
$$

(ii) For $s = 3/2$, $f \in L^2(\Omega)$ and $h \in L^2(\Gamma)$ with $\int_{\Omega} f + < h, 1 > = 0$,

Problem $(\mathcal{P}_N)$ has a unique solution $u \in H^{3/2}(\Omega) \cap L^2_0(\Omega)$ with the estimate

$$
||u||_{H^{3/2}(\Omega)} + ||\sqrt{\rho} \nabla^2 u||_{L^2(\Omega)} \leq C (||f||_{L^2(\Omega)} + ||h||_{H^1(\Gamma)}).
$$

2.2 Case $\lambda \in \mathbb{R}^*$

We will now study the case where $\lambda$ is a real number not equal to 0.

Theorem 2.13 (Resolvent Boundary Estimates for $(\mathcal{P}^H_N)$) Suppose $\lambda \in \mathbb{R}^*$. Then Problem $(\mathcal{P}^H_N)$ has a unique solution which satisfies

$$
u \in H^{3/2}(\Omega), \sqrt{\rho} \nabla^2 u \in (L^2(\Omega))^N \times N \text{ and } u \in H^1(\Gamma),$$

with the following estimate:

$$
|\lambda|^{3/2} ||u||_{L^2(\Omega)} + |\lambda| ||\sqrt{\rho} \nabla u||_{L^2(\Omega)} + |\lambda|^{1/2} ||u||_{H^1(\Omega)} + ||u||_{H^{3/2}(\Omega)} +
+ ||\sqrt{\rho} \nabla^2 u||_{L^2(\Omega)} + |\lambda| ||u||_{L^2(\Gamma)} + ||u||_{H^1(\Gamma)} \leq C ||h||_{L^2(\Gamma)}
$$

(2.28)

which holds

(i) if $\int_{\Gamma} h = 0$. In this case $\int_{\Omega} u = 0$ and the constant $C$ depends only on $\Omega$ and not on $\lambda$,

or

(ii) if $\int_{\Gamma} h \neq 0$, for any $|\lambda| \geq \lambda_0$ with arbitrary real fixed number $\lambda_0 > 0$. In this case the constant $C$ depends on $\lambda_0$ and on $\Omega$.

Proof Clearly, Problem $(\mathcal{P}^H_N)$ has a unique solution $u \in H^1(\Omega)$. By Theorem 2.12, we deduce that $u \in H^{3/2}(\Omega)$ and $\sqrt{\rho} \nabla^2 u \in (L^2(\Omega))^N \times N$. Moreover, multiplying by $u$ in $(\mathcal{P}^H_N)$, we get

$$
\lambda^2 ||u||_{L^2(\Omega)}^2 + ||\nabla u||_{L^2(\Omega)}^2 = \int_{\Gamma} uh.
$$

(2.29)

1. Case $\int_{\Gamma} h = 0$. 

\hspace{1cm} Springer
In this case we have \( \int_{\Omega} u = 0 \). Using Poincaré–Wirtinger inequality and the traces properties, we get from (2.29)

\[
\| u \|_{H^1(\Omega)}^2 \leq C(\Omega) \| \nabla u \|_{L^2(\Omega)}^2 \leq C(\Omega) \| u \|_{L^2(\Gamma)} \| h \|_{L^2(\Gamma)} \leq C(\Omega) \| u \|_{H^1(\Omega)} \| h \|_{L^2(\Gamma)}.
\]

From this last inequality and the relation (2.29), we deduce that

\[
|\lambda| \| u \|_{L^2(\Omega)} + \| u \|_{H^1(\Omega)} \leq C(\Omega) \| h \|_{L^2(\Gamma)},
\]

where the constant \( C(\Omega) \) depends only on \( \Omega \) and not on \( \lambda \).

We claim now that

\[
|\lambda| \| u \|_{L^2(\Gamma)} + \| \nabla u \|_{L^2(\Gamma)} \leq C(\Omega) \| h \|_{L^2(\Gamma)}.
\]

Which then implies four inequalities. The first one is given by

\[
|\lambda| \| u \|_{L^2(\Gamma)} + \| u \|_{H^1(\Gamma)} \leq C(\Omega) \| h \|_{L^2(\Gamma)}
\]

since \( \| u \|_{L^2(\Gamma)} \leq C(\Omega) \| h \|_{L^2(\Gamma)} \) and also, after using (2.29), the following estimate

\[
|\lambda|^{3/2} \| u \|_{L^2(\Omega)} + |\lambda|^{1/2} \| \nabla u \|_{L^2(\Omega)} \leq C(\Omega) \| h \|_{L^2(\Gamma)}.
\]

For the third inequality, we multiply by \(-\rho \Delta u\) the equation \( \lambda^2 u - \Delta u = 0 \) and we integrate by parts:

\[
\lambda^2 \| \sqrt{\rho} \nabla u \|_{L^2(\Omega)}^2 + \| \sqrt{\rho} \Delta u \|_{L^2(\Omega)}^2 = -\lambda^2 \int \Omega u \nabla \rho \cdot \nabla u \leq C(\Omega) \lambda^2 \| u \|_{L^2(\Omega)} \| \nabla u \|_{L^2(\Omega)}
\]

since \( \nabla \rho \in L^\infty(\Omega) \). From (2.33), we then get the following inequality:

\[
|\lambda| \| \sqrt{\rho} \nabla u \|_{L^2(\Omega)} + \| \sqrt{\rho} \Delta u \|_{L^2(\Omega)} \leq C(\Omega) \| h \|_{L^2(\Gamma)}.
\]

Using then (2.30), (2.32) and (2.35) and Lemma 2.11, we get the fourth inequality:

\[
\| u \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla u \|_{L^2(\Omega)} \leq C(\Omega) \| h \|_{L^2(\Gamma)}.
\]

From the estimates (2.32), (2.33), (2.35) and (2.36) we finally get the required estimate (2.28).

To prove the estimate (2.31), we need five steps.

**Step 1.** We first suppose that \( \Omega \) is \( C^{1,1} \) and \( h \in H^{1/2}(\Gamma) \). Then we know that the solution \( u \in H^2(\Omega) \) and we can use the following Rellich identity:

\[
\int_{\Gamma} h \cdot n |\nabla_{\mathcal{T}} u|^2 + 2 \int_{\Omega} (h \cdot \nabla u) \Delta u = \int_{\Gamma} h \cdot n \left| \frac{\partial u}{\partial n} \right|^2 + 2 \int_{\Gamma} h_{\mathcal{T}} \cdot \nabla u \frac{\partial u}{\partial n}
+ \int_{\Omega} \left[ \left( \text{div } h \right) \nabla u - 2 \frac{\partial u}{\partial x_k} \frac{\partial h}{\partial x_k} \right] \cdot \nabla u,
\]

where \( h = h_{\mathcal{T}} + (h \cdot n)n \) and \( h_{\mathcal{T}} \) is the tangential component of the vector \( h \). But,

\[
\int_{\Omega} (h \cdot \nabla u) \Delta u = \frac{1}{2} \lambda^2 \int_{\Omega} h \cdot \nabla (u^2) = -\frac{1}{2} \lambda^2 \int_{\Omega} u^2 \text{div } h + \frac{1}{2} \lambda^2 \int_{\Gamma} u^2 h \cdot n,
\]
so we get the following relation:

$$
\int_{\Gamma} h \cdot n \left( \frac{1}{2} \lambda^2 u^2 + |\nabla u|^2 \right) \\
= \int_{\Gamma} h \cdot n \left| \frac{\partial u}{\partial n} \right|^2 + 2 \int_{\Gamma} h \cdot \nabla u \frac{\partial u}{\partial n} \\
+ \int_{\Omega} \left[ (\text{div} \, h) \nabla u - 2 \frac{\partial u}{\partial x_k} \frac{\partial h}{\partial x_k} \right] \cdot \nabla u + \frac{1}{2} \lambda^2 \int_{\Omega} u^2 \text{div} \, h.
$$

(2.38)

Choosing a vector field $h \in C^\infty(\overline{\Omega})$ such that $h \cdot n \geq \alpha > 0$ on $\Gamma$, the previous inequality implies that

$$
\int_{\Gamma} (\lambda^2 u^2 + |\nabla u|^2) \leq C(\Omega) \left( \|h\|_{L^2(\Gamma)}^2 + \|\nabla u\|_{L^2(\Gamma)} h \|_{L^2(\Gamma)} \\
+ \|\nabla u\|_{L^2(\Gamma)}^2 + \lambda^2 \|u\|_{L^2(\Gamma)}^2 \right),
$$

and finally thanks to (2.30) and (2.29), we have

$$
\int_{\Gamma} (\lambda^2 u^2 + |\nabla u|^2) \leq C(\Omega) \left( \|h\|_{L^2(\Gamma)}^2 + \|u\|_{L^2(\Gamma)}^2 \right) \leq C(\Omega) \|h\|_{L^2(\Gamma)}^2,
$$

where the constant $C(\Omega)$ depends only on the Lipschitz character of $\Omega$. **Step 2. We now do not suppose that $\Omega$ is $C^{1,1}$ but we suppose that $h \in H^{1/2}(\Gamma)$.**

To prove the estimate (2.31), it suffices to consider $\Omega$ of the form

$$
\Omega = \left\{ (x', x_N) \in \mathbb{R}^N; \ x_N < \xi(x') \right\},
$$

where $\xi \in C^{0,1}(\mathbb{R}^{N-1})$ with supp $\xi$ compact. As in [15], we choose a sequence $\xi_k \in C^\infty(\mathbb{R}^{N-1})$ such that

1. $\xi_k \rightarrow \xi$ in $L^\infty(\mathbb{R}^{N-1})$ and $\nabla \xi_k \rightarrow \nabla \xi$ in $L^p(\mathbb{R}^{N-1})$ for any $1 \leq p < \infty$
2. $\xi_k \leq \xi$ on $\mathbb{R}^{N-1}$ and $\|\nabla \xi_k\|_{L^\infty(\mathbb{R}^{N-1})} \leq C$ for any $k \geq 1$
3. $\xi_k(x') = \xi(x')$ if $|x'| \geq R_0$

and we set

$$
\Omega_k = \left\{ (x', x_N) \in \mathbb{R}^N; \ x_N < \xi_k(x') \right\}.
$$

We define now the following sequence

$$
\mathbf{x}' \in \mathbb{R}^{N-1}, \ h_k(x', \xi_k(x')) = \chi(x_N) h(x', \xi(x')) \frac{\theta(x')}{\theta_k(x')} \frac{\theta(x')}{\theta_k(x')}
$$

where $\chi \in C^\infty(\mathbb{R})$ and $\chi = 1$ in a neighbourhood of $[\min \xi, \max \xi]$. $\theta$ and $\theta_k$ are defined as follow:

$$
\theta_k(x') = (1 + |\nabla \xi_k(x')|^2)^{1/2}, \ \theta(x') = (1 + |\nabla \xi(x')|^2)^{1/2}
$$

and observe that for any $1 \leq p < \infty$

$$
1 \leq \theta_k \leq C, \ \theta_k \rightarrow \theta \text{ in } L^p(\mathbb{R}^{N-1}).
$$

It is clear that

$$
h_k \in H^{1/2}(\Gamma_k) \text{ and } \int_{\Gamma_k} h_k = 0.
$$
Let $u_k \in H^2(\Omega_k) \cap L^2_0(\Omega_k)$ be the unique solution of the following equation

$$
\lambda^2 u_k - \Delta u_k = 0 \text{ in } \Omega_k, \quad \frac{\partial u_k}{\partial n_k} = h_k \text{ on } \Gamma_k.
$$

As above, we have

$$
\|u_k\|_{H^1(\Omega_k)} \leq C(\Omega_k)\|h_k\|_{L^2(\Gamma_k)} \leq C(\Omega)\|h\|_{L^2(\Gamma)},
$$

(2.39)

since the constant in the Poincaré–Wirtinger inequality depends only on the Lipschitz character of $\Omega$ and

$$
\int_{\Gamma_k} (\lambda^2 u_k^2 + |\nabla u_k|^2) \leq C(\Omega_k) \left( \|h_k\|_{L^2(\Gamma_k)}^2 + \|u_k\|_{L^2(\Gamma_k)}^2 \right) \leq C(\Omega)\|h\|_{L^2(\Gamma)}^2,
$$

(2.40)

After that, we extend $u_k$ outside of $\Omega$, denoted by $\tilde{u}_k$, satisfying $\tilde{u}_k \in H^1(\Omega)$ and $\|\tilde{u}_k\|_{H^1(\Omega \setminus \Omega_k)} \to 0$. Because of the estimate (2.39), that means that

$$
(\tilde{u}_k)_k \text{ is bounded in } H^1(\Omega).
$$

**Step 3.** We always assume that $h \in H^{1/2}(\Gamma)$ and we will prove that $\tilde{u}_k \to u$ in $H^1(\Omega)$.

We start by observe that for any $\varphi \in H^1(\Omega)$, we have

$$
\int_{\Gamma_k} \lambda^2 (\tilde{u}_k - u) \varphi + \nabla (\tilde{u}_k - u) \cdot \nabla \varphi
\begin{align*}
= & \left[ \int_{\Omega_k} \lambda^2 \tilde{u}_k \varphi + \nabla \tilde{u}_k \cdot \nabla \varphi - \int_{\Omega_k} \lambda^2 u_k \varphi + \nabla u_k \cdot \nabla \varphi \right] \\
& + \left[ \int_{\Omega_k} \lambda^2 u_k \varphi + \nabla u_k \cdot \nabla \varphi - \int_{\Omega} \lambda^2 u \varphi + \nabla u \cdot \nabla \varphi \right] \\
= & \int_{\Omega \setminus \Omega_k} \lambda^2 \tilde{u}_k \varphi + \nabla \tilde{u}_k \cdot \nabla \varphi + \int_{\Gamma_k} h_k \varphi - \int_{\Gamma} h \varphi. \\
& (2.41)
\end{align*}
$$

Note that

$$
\left| \int_{\Gamma_k} h_k \varphi - \int_{\Gamma} h \varphi \right|^2
\begin{align*}
= & \left| \int_{\mathbb{R}^{N-1}} h(x', \xi(x')) [\varphi(x', \xi_k(x')) - \varphi(x', \xi(x'))] \theta(x') dx' \right|^2 \\
\leq & C \|h\|_{L^2(\Gamma)}^2 \|\xi - \xi_k\|_{L^\infty(\mathbb{R}^{N-1})} \|\varphi\|_{H^1(\Omega \setminus \Omega_k)}^2.
\end{align*}
$$

We have used above the following inequality: for any $z \in H^1(\Omega)$, we have

$$
\left| z(x', \xi(x')) - z(x', \xi_k(x')) \right| = \left| \int_{\xi_k(x')}^{\xi(x')} \frac{\partial z}{\partial x_N}(x', x_N) dx_N \right|
\begin{align*}
\leq & |\xi(x') - \xi_k(x')|^{1/2} \left( \int_{\xi_k(x')}^{\xi(x')} \left| \frac{\partial z}{\partial x_N}(x', x_N) \right|^2 dx_N \right)^{1/2} \\
\end{align*}
$$

and then by Cauchy-Schwarz inequality, we deduce

$$
\int_{\mathbb{R}^{N-1}} |z(x', \xi(x')) - z(x', \xi_k(x'))|^2 dx' \leq C \|\xi - \xi_k\|_{L^\infty(\mathbb{R}^{N-1})} \|\nabla z\|_{L^2(\Omega \setminus \Omega_k)}^2.
$$

\( \square \) Springer
Choosing \( \varphi = \tilde{u}_k - u \in H^1(\Omega) \) in (2.41) we obtain, according to the boundedness of \( \tilde{u}_k \) in \( H^1(\Omega) \), the following inequality

\[
\lambda^2 \| \tilde{u}_k - u \|^2_{L^2(\Omega)} + \| \nabla (\tilde{u}_k - u) \|^2_{L^2(\Omega)} \\
\leq C \left[ \| h \|_{L^2(\Gamma)} \| \xi - \xi_k \|_{L^\infty(\mathbb{R}^{N-1})} \| \nabla (\tilde{u}_k - u) \|_{L^2(\Omega)} + \lambda^2 \| \tilde{u}_k \|_{L^2(\Omega, \Omega_k)} \| \tilde{u}_k - u \|_{L^2(\Omega, \Omega_k)} + \| \nabla \tilde{u}_k \|_{L^2(\Omega, \Omega_k)} \| \nabla (\tilde{u}_k - u) \|_{L^2(\Omega, \Omega_k)} \right].
\]

In other words,

\[
|\lambda| \| \tilde{u}_k - u \|_{L^2(\Omega)} + \| \nabla (\tilde{u}_k - u) \|_{L^2(\Omega)} \leq C \left[ \| h \|_{L^2(\Gamma)} \| \xi - \xi_k \|_{L^\infty(\mathbb{R}^{N-1})} + \lambda \| \tilde{u}_k \|_{L^2(\Omega, \Omega_k)} + \| \nabla \tilde{u}_k \|_{L^2(\Omega, \Omega_k)} \right]
\]

and then we get the strong convergence

\( \tilde{u}_k \to u \) in \( H^1(\Omega) \).

**Step 4.** We always assume that \( h \in H^{1/2}(\Gamma) \) and we will prove the estimate (2.31).

For that, we set

\[
\psi_k(x') = u_k(x', \xi_k(x')) , \quad \psi(x') = u(x', \xi(x')).
\]

By using Lebesgue dominated convergence theorem, it is easy to prove that

\[
\psi_k \to \psi \text{ in } L^2(\mathbb{R}^{N-1}),
\]

which means in particular that

\[
\| u_k \|_{L^2(\Gamma_k)} \to \| u \|_{L^2(\Gamma)} , \tag{2.42}
\]

Then

\[
\| \psi_k \|_{H^1(\mathbb{R}^{N-1})} \leq C \| u_k \|_{H^1(\Gamma_k)} \leq C \left( \| u_k \|_{L^2(\Gamma_k)} + \| \nabla u_k \|_{L^2(\Gamma_k)} \right).
\]

By the estimate (2.40), we deduce

\[
\| \psi_k \|_{H^1(\mathbb{R}^{N-1})} \leq C \left( \| u \|_{L^2(\Gamma)} + \| h \|_{L^2(\Gamma)} \right) \leq C \| h \|_{L^2(\Gamma)}.
\]

Hence \( \psi \in H^1(\mathbb{R}^{N-1}) \) and \( \psi_k \to \psi \) in \( H^1(\mathbb{R}^{N-1}) \) with the estimate

\[
\| u \|_{H^1(\Gamma)} = \| \psi \|_{H^1(\mathbb{R}^{N-1})} \leq \liminf_k \| \psi_k \|_{H^1(\mathbb{R}^{N-1})} \leq C \| h \|_{L^2(\Gamma)}.
\]

The required estimate is then consequence of (2.42) and (2.40).

**Step 5.** We finally assume that \( h \in L^2(\Gamma) \) (with the average on \( \Gamma \) equal to 0) and we will prove the estimate (2.31).

For that, let \( h_m \in H^{1/2}(\Gamma) \cap L^2(\Gamma) \) such that \( h_m \to h \) in \( L^2(\Gamma) \). Let \( u_m \in H^2(\Omega) \cap L^2(\Omega) \) the unique solution of Problem \( \mathcal{P}_N^H \) satisfying the estimate

\[
\| \lambda u_m \|_{L^2(\Omega)} + \| \nabla u_m \|_{L^2(\Omega)} \leq C \| h_m \|_{L^2(\Gamma)}.
\]

We get the estimate (2.28) by passing to the limit in the above inequality.

2. Case: \( \int_{\Gamma} h \neq 0 \).

The proof is very similar. The only change concerns the estimate (2.30) which now holds when \( |\lambda| \geq \lambda_0 > 0 \), with the constant \( C \) depending on \( \Omega \) and on \( \lambda_0 \). \( \square \)
Remark 2.14 If $\Omega$ is the half-space $\mathbb{R}^N_+$, then an explicit solution to Problem $(\mathcal{P}^H_N)$ is given by:

$$u(x', x_N) = \mathcal{F}^{-1}_x \left( - \frac{1}{\sqrt{\lambda^2 + |\xi|^2}} e^{-x_N \sqrt{\lambda^2 + |\xi|^2}} \hat{h}(\xi') \right), \quad x_N > 0.$$  

i) By using Plancherel’s Theorem, we have

$$|| u ||^2_{L^2(\mathbb{R}^N_+)} = \int_0^\infty \int_{\mathbb{R}^N-1} \frac{1}{\lambda^2 + |\xi'|^2} e^{-2x_N \sqrt{\lambda^2 + |\xi'|^2}} |\hat{h}(\xi')|^2 d\xi' d\lambda,$$

i.e.

$$|\lambda|^{3/2} || u ||_{L^2(\mathbb{R}^N_+)} \leq \frac{1}{\sqrt{2}} || \hat{h} ||_{L^2(\mathbb{R}^N-1)}.$$

ii) Moreover, we have

$$|| \nabla u ||^2_{L^2(\mathbb{R}^N_+)} = \int_0^\infty \int_{\mathbb{R}^N-1} \left( || \xi' ||^2 |\mathcal{F}_x u(\xi', x_N)|^2 + \left| \frac{\partial \mathcal{F}_x u}{\partial x_N} \right|^2 \right) d\xi' d\lambda,$$

$$= \int_0^\infty \int_{\mathbb{R}^N-1} \frac{1}{\lambda^2 + |\xi'|^2} e^{-2x_N \sqrt{\lambda^2 + |\xi'|^2}} |\hat{h}(\xi')|^2 d\xi' d\lambda,$$

$$\leq |\lambda|^{-1} || h ||^2_{L^2(\mathbb{R}^N-1)}.$$  

iii) We verify easily that

$$|\lambda| || u ||_{L^2(\mathbb{R}^N-1)} + \sum_{j=1}^{N-1} \left| \frac{\partial u}{\partial x_j} \right|_{L^2(\mathbb{R}^N-1)} \leq 2 || h ||_{L^2(\mathbb{R}^N-1)}.$$  

iv) As

$$|| \nabla^2 u ||_{L^2(\mathbb{R}^N_+)} \leq C \left( || h ||_{H^{1/2}(\mathbb{R}^N-1)} + |\lambda| || h ||_{L^2(\mathbb{R}^N-1)} \right),$$

by using an interpolation argument, we can prove that the semi-norm in $H^{3/2}(\mathbb{R}^N_+)$ of $u$ satisfies:

$$|u|_{H^{3/2}(\mathbb{R}^N_+)} \leq C_N || \hat{h} ||_{L^2(\mathbb{R}^N-1)}.$$

v) As above, we can show that

$$|\lambda| || \sqrt{x_N} \nabla u ||_{L^2(\mathbb{R}^N_+)} + || \sqrt{x_N} \nabla^2 u ||_{L^2(\mathbb{R}^N_+)} \leq C_N || h ||_{L^2(\mathbb{R}^N-1)}.$$  

Remark 2.15 When $\Omega$ is $C^{1,1}$, the proof can be simplified as follows. Let $(h_m)_m \subset H^{1/2}(\Gamma)$ be such that $h_m \to h$ in $L^2(\Gamma)$ as $m \to \infty$. Let $u_m \in H^2(\Omega)$ be the unique solution of Problem $(\mathcal{P}^H_N)$ with $\lambda = \lambda_m$. Clearly the sequence $(u_m)_m$ is bounded in $H^1(\Omega)$ and then converges to $u$ weakly in $H^{1/2}(\Omega)$. Moreover

$$\frac{\partial u_m}{\partial n} \to \frac{\partial u}{\partial n} \quad \text{in} \quad H^{-1/2}(\Gamma).$$
where $u$ satisfies $(P^H_N)$. As $u_m$ satisfies the estimate
\[
\| \lambda u_m \|_{L^2_\Gamma} + \| \nabla \phi u_m \|_{L^2_\Gamma} \leq C \| h_m \|_{L^2_\Gamma}
\]
we get our result by passing to the limit in the above estimate.

**Remark 2.16** If $\int_{\Gamma} h \neq 0$, there is not possible to obtain the estimate (2.28) for small values of $|\lambda|$. Suppose the contrary, then we have in particular
\[
|\lambda| (\| \nabla u \|_{L^2_\Omega} + \| u \|_{L^2_\Gamma}) \leq C \| h \|_{L^2_\Gamma}.
\]
We know that the solution of Problem $(P^H_N)$ satisfies the relation
\[
\int_{\Omega} u = \frac{1}{\lambda^2} \int_{\Gamma} h
\]
and so we have
\[
\| u \|_{L^2_\Omega} \geq \frac{C(\Omega)}{\lambda^2} \left| \int_{\Gamma} h \right|.
\]
As
\[
\| u \|_{L^2_\Omega} \leq C(\Omega) \left( \| \nabla u \|_{L^2_\Omega} + \| u \|_{L^2_\Gamma} \right),
\]
we can then deduce the following inequality: for any small values of $|\lambda|
\[
\left| \int_{\Gamma} h \right| \leq C(\Omega) |\lambda| \| h \|_{L^2_\Gamma},
\]
which means that $\int_{\Gamma} h = 0$.

We consider now the same question for the Dirichlet problem $(P^D_D)$.

**Theorem 2.17** (Resolvent Boundary Estimates for $(P^H_D)$) *Let $\Omega$ be a Lipschitz bounded open subset of $\mathbb{R}^N$, $g \in H^1(\Gamma)$ and suppose $\lambda \in \mathbb{R}^*$. Then Problem $(P^H_D)$ has a unique solution which satisfies
\[
\lambda u \in H^{3/2}(\Omega), \quad \sqrt{\rho} \nabla^2 u \in L^2(\Omega), \quad \frac{\partial u}{\partial n} \in L^2(\Gamma),
\]
with the following estimate:
\[
|\lambda|^{3/2} \| u \|_{L^2_\Omega} + |\lambda| \| \sqrt{\rho} \nabla u \|_{L^2_\Omega} + |\lambda|^{1/2} \| u \|_{H^1_\Omega} + \| u \|_{H^{3/2}_\Omega} + \| \sqrt{\rho} \nabla^2 u \|_{L^2_\Omega} + \left\| \frac{\partial u}{\partial n} \right\|_{L^2_\Gamma} \leq C(\Omega) \left( |\lambda| \| g \|_{L^2_\Gamma} + \| g \|_{H^1(\Gamma)} \right).
\]

**Proof** Clearly, Problem $(P^H_D)$ has a unique solution $u \in H^1(\Omega)$. By Theorem 2.1, we know that $\frac{\partial u}{\partial n} \in L^2(\Gamma)$ and by Theorem 2.2 that $u \in H^{3/2}(\Omega)$ and $\nabla^2 u \in L^2(\Omega)$. Moreover, multiplying by $u$, we get the following relation
\[
|\lambda|^2 \| u \|_{L^2_\Omega}^2 + \| \nabla u \|_{L^2_\Omega}^2 = \int_{\Gamma} g \frac{\partial u}{\partial n}.
\]
To prove the estimate (2.43), we need six steps.

**Step 1.** *We first suppose that $\Omega$ is $C^{1,1}$ and $g \in H^{3/2}(\Gamma)$.*
Then we know that the solution $u \in H^2(\Omega)$ and thanks to the Rellich identity (2.38) and (2.2), we have the following estimate:

$$\int_{\Gamma} \left\| \frac{\partial u}{\partial n} \right\|^2 \leq C(\Omega) \left( \int_{\Gamma} (\lambda^2 g^2 + |\nabla \varphi g|^2) + \|g\|_{L^2(\Gamma)} \right),$$

from which we deduce that

$$\left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} \leq C(\Omega) \left( |\lambda| \|g\|_{L^2(\Gamma)} + \|g\|_{H^1(\Gamma)} \right),$$

(2.44)

where the constant $C(\Omega)$ depends only on the Lipschitz character of $\Omega$.

**Step 2.** We now do not suppose that $\Omega$ is $C^{1,1}$ but we assume that $g \in H^{3/2}(\Gamma)$.

To prove the estimate (2.44) for $\Omega$ only Lipschitz, it suffices to consider again, as in the proof of Theorem 2.13, $\Omega$ of the form

$$\Omega = \left\{ (x', x_N) \in \mathbb{R}^N; \quad x_N < \xi(x') \right\},$$

where $\xi \in C^{1,1}(\mathbb{R}^{N-1})$ with $\text{supp}\, \xi$ compact.

Let us consider now the following function:

$$x = (x', x_N) \in \Omega; \quad g_k(x) = \chi(x_N) u(x', \xi_k(x'))$$

(2.45)

where $\chi \in \mathcal{D}(\mathbb{R})$ and $\chi = 1$ in a neighbourhood of $[\min \xi, \max \xi]$. As $\Delta u \in L^2(\Omega)$, then $u \in H^2_{loc}(\Omega)$ and $g_k$ belongs to $H^2(\Omega)$ with the estimate

$$\|g_k\|_{H^1(\Omega)} + \|g_k\|_{H^1(\Gamma_k)} \leq C \|u\|_{H^1(\Gamma)} \leq C \|g\|_{H^1(\Gamma)},$$

where $C$ does not depend on $k$. Because the regularity of $\Omega_k$, there exists a unique solution $u_k \in H^2(\Omega_k)$ satisfying

$$\lambda^2 u_k - \Delta u_k = 0 \text{ in } \Omega_k \text{ and } u_k = g_k \text{ on } \Gamma_k.$$

Multiplying by $u_k$ and using the estimate (2.44), we get

$$\lambda^2 \|u_k\|_{L^2(\Omega_k)} + \|\nabla u_k\|_{L^2(\Omega_k)} \leq \left\| \frac{\partial u_k}{\partial n_k} \right\|_{H^1(\Gamma_k)} \|g_k\|_{L^2(\Gamma_k)} \leq C(\Omega_k) \left( |\lambda| \|g_k\|_{L^2(\Gamma_k)} + \|g_k\|_{H^1(\Gamma_k)} \|g_k\|_{L^2(\Gamma_k)} \right) \leq C(\Omega) \left( |\lambda| \|g\|_{L^2(\Gamma)} + \|g\|_{H^1(\Gamma)} \right)$$

where $C(\Omega)$ does not depend on $k$ and depends only on the Lipschitz character of $\Omega$. Set now

$$\tilde{u}_k = \begin{cases} u_k & \text{in } \Omega_k, \\ g_k & \text{in } \Omega \setminus \Omega_k. \end{cases}$$

It is clear that $\tilde{u}_k \in H^1(\Omega)$ and

$$(\tilde{u}_k)_k \text{ is bounded in } H^1(\Omega).$$

(2.46)

**Step 3.** We always assume that $g \in H^{3/2}(\Gamma)$ and we will prove that $\tilde{u}_k \to u$ in $H^1(\Omega)$.

For any $\varphi \in H^1(\Omega)$, we have

$$\int_{\Omega_k} u_k \varphi + \nabla u_k \cdot \nabla \varphi = \int_{\Gamma_k} \frac{\partial u_k}{\partial n_k} \varphi$$

(2.47)
and
\[
\int_{\Omega} u \varphi + \nabla u \cdot \nabla \varphi = \int_{\Gamma} \frac{\partial u}{\partial n} \varphi. \tag{2.48}
\]

Consequently, we have for any \( \varphi \in H^1(\Omega) \)
\[
\int_{\Omega} (\tilde{u}_k - u) \varphi + \nabla (\tilde{u}_k - u) \cdot \nabla \varphi
= \left[ \int_{\Omega} (\tilde{u}_k \varphi + \nabla \tilde{u}_k \cdot \nabla) - \int_{\Omega_k} (u_k \varphi + \nabla u_k \cdot \nabla) \right]
+ \left[ \int_{\Omega_k} (u_k \varphi + \nabla u_k \cdot \nabla) - \int_{\Omega} (u \varphi + \nabla u \cdot \nabla) \right]
= \int_{\Omega_{k1}} (\tilde{u}_k \varphi + \nabla \tilde{u}_k \cdot \nabla) + \int_{\Gamma_k} \frac{\partial u_k}{\partial n} \varphi - \int_{\Gamma} \frac{\partial u}{\partial n} \varphi.
\]

So taking \( \varphi = \tilde{u}_k - u \) and note that its restriction to \( \Omega_k \) belongs to \( H^1_0(\Omega_k) \), so we deduce that
\[
\| \tilde{u}_k - u \|_{H^1(\Omega)}^2 \leq C \| \tilde{u}_k - u \|_{H^1(\Omega)} \| \tilde{u}_k \|_{H^1(\Omega_{k1}, \Omega_k)} + \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} \| \tilde{u}_k - u \|_{L^2(\Gamma)}. \tag{2.49}
\]

But
\[
\| \tilde{u}_k - u \|_{L^2(\Gamma)}^2 = \int_{\mathbb{R}^{N-1}} |u(x', \xi_k(x')) - u(x', \xi(x'))|^2 \vartheta(x') \, dx'
\leq C \int_{\mathbb{R}^{N-1}} (\xi(x') - \xi_k(x')) \int_{\xi_k(x')}^{\xi(x')} \left| \frac{\partial u}{\partial x_N} (x', x_N) \right|^2 \, dx_N \, dx'
\leq C \| \xi - \xi_k \|_{L^\infty(\mathbb{R}^{N-1})} \| u \|_{H^1(\Omega_{k1}, \Omega_k)}^2.
\]

Using (2.46), (2.49) and the convergence to 0 of the norm \( \| \tilde{u}_k \|_{H^1(\Omega_{k1}, \Omega_k)} \), we deduce the strong convergence in \( H^1(\Omega) \) of \( \tilde{u}_k \) to \( u \) as claimed.

**Step 4.** We always assume that \( g \in H^{3/2}(\Gamma) \) and we will prove the estimate (2.44).

We start by remark that the following sequence
\[
\psi_k(x') = \nabla u_k \cdot n_k(x', \xi_k(x'))
\]
is bounded in \( L^2(\mathbb{R}^{N-1}) \) since
\[
\| \psi_k \|_{L^2(\mathbb{R}^{N-1})} \leq C \left\| \frac{\partial u_k}{\partial n_k} \right\|_{L^2(\Gamma_k)},
\]
where \( C \) does not depend on \( k \) because \( (\xi_k)_k \) is bounded in \( W^{1,\infty}(\mathbb{R}^{N-1}) \) and from Step 1 we know that
\[
\left\| \frac{\partial u_k}{\partial n_k} \right\|_{L^2(\Gamma_k)} \leq C(\Omega_k) \left( |\lambda| \| g_k \|_{L^2(\Gamma)} + \| g_k \|_{H^1(\Gamma)} \right) \leq C(\Omega) \left( |\lambda| \| g \|_{L^2(\Gamma)} + \| g \|_{H^1(\Gamma)} \right). \tag{2.50}
\]

So, after passing to a subsequence, we can assume that
\[
\psi_k \rightharpoonup \psi \quad \text{in} \quad L^2(\mathbb{R}^{N-1}).
\]
Define now 
\[ \tilde{\psi}(x', \xi(x')) = \psi(x') \]
and let \( \varphi \in H^1(\Omega) \). Then as \( \theta_k \to \theta \) in \( L^2(\mathbb{R}^{N-1}) \), we have
\[
\int_{\Gamma_k} \frac{\partial u_k}{\partial n_k} \varphi = \int_{\mathbb{R}^{N-1}} \psi(x') \varphi(x', \xi(x')) \theta_k(x') \, dx' \\
\quad \to \int_{\mathbb{R}^{N-1}} \psi(x') \varphi(x', \xi(x')) \theta(x') \, dx' = \int_{\Gamma} \tilde{\psi} \varphi \quad \text{as} \ k \to \infty.
\]
Here, note that
\[
\| \tilde{\psi} \|_{L^2(\Gamma)} \leq C \| \psi \|_{L^2(\mathbb{R}^{N-1})} \leq C(\Omega) \liminf_{k \to \infty} \| \psi_k \|_{L^2(\mathbb{R}^{N-1})} \leq C(\Omega) \left( |\lambda| \| g \|_{L^2(\Gamma)} + \| g \|_{H^1(\Gamma)} \right),
\]
where we used the estimate (2.50).

Sending \( k \to \infty \) in (2.47) gives
\[
\int_{\Omega} u \varphi + \nabla u \cdot \nabla \varphi = \int_{\Gamma} \tilde{\psi} \varphi
\]
and thanks to (2.48), we get \( \frac{\partial u}{\partial n} = \tilde{\psi} \) belonging \( L^2(\Gamma) \) and the required estimate (2.44).

**Step 5.** We assume that \( g \in H^1(\Gamma) \) and we will prove the estimate (2.44).

For that, let \( g_m \in H^{3/2}(\Gamma) \) such that \( g_m \to g \) in \( H^1(\Gamma) \). Let \( u_m \in H^{3/2}(\Omega) \) the unique solution of Problem \((P_H^N)\), with the Dirichlet boundary condition \( u_m = g_m \) on \( \Gamma \). From above we deduce the following estimate
\[
\| \frac{\partial u_m}{\partial n} \|_{L^2(\Gamma)} \leq C(\Omega) \left( |\lambda| \| g_m \|_{L^2(\Gamma)} + \| g_m \|_{H^1(\Gamma)} \right) \leq C(\Omega) \left( |\lambda| \| g \|_{L^2(\Gamma)} + \| g \|_{H^1(\Gamma)} \right).
\]
We get the estimate (2.44) by passing to the limit.

**Step 6.** We finally prove the estimate (2.43)

This estimate is an immediate consequence of (2.28) and (2.44). \( \square \)

**Remark 2.18** In the case where \( \Omega \) is the half-space \( \mathbb{R}^N_+ \), then an explicit solution to Problem \((P_H^N)\) is given by:
\[
u(x', x_N) = \mathcal{F}_\xi^{-1} \left( e^{-x_N \sqrt{\lambda^2 + |\xi|^2}} \mathcal{G}(\xi) \right), \quad x_N > 0.
\]
(i) Simple calculations give
\[
\| u \|_{L^2(\mathbb{R}^N_+)}^2 = \int_0^\infty \int_{\mathbb{R}^{N-1}} \frac{1}{2 \sqrt{\lambda^2 + |\xi|^2}} |\mathcal{G}(\xi')|^2 d\xi' dx_N
\]
and so the estimate
\[
|\lambda|^{1/2} \| u \|_{L^2(\mathbb{R}^N_+)} \leq \frac{1}{\sqrt{2}} \| g \|_{L^2(\mathbb{R}^{N-1})}.
\]
Likewise
\[
\| \nabla u \|_{L^2(\mathbb{R}^N_+)}^2 = \frac{1}{2} \int_{\mathbb{R}^{N-1}} \left( |\xi'|^2 + \lambda^2 \right)^{1/2} |\mathcal{G}(\xi')|^2 + \frac{1}{2} \int_{\mathbb{R}^{N-1}} \frac{|\xi'|^2}{|\xi'|^2 + \lambda^2} |\mathcal{G}(\xi')|^2
\]
and then
\[ || \nabla u ||^2_{L^2(\mathbb{R}_+^N)} \leq \frac{1}{2} \left( || g ||^2_{H^{1/2}(\mathbb{R}^{N-1})} + |\lambda| || g ||^2_{L^2(\mathbb{R}^{N-1})} + |\lambda|^{-1} || g ||^2_{H^1(\mathbb{R}^{N-1})} \right) \]
\[ \leq C \left( |\lambda| || g ||^2_{L^2(\mathbb{R}^{N-1})} + |\lambda|^{-1} || g ||^2_{H^1(\mathbb{R}^{N-1})} \right), \]
where the notation $|\cdot|_{H^s(\mathbb{R}^{N-1})}$ denotes the semi-norm in $H^s(\mathbb{R}^{N-1})$.

The third estimate is the following:
\[ \left\| \frac{\partial u}{\partial x_N} \right\|^2_{L^2(\mathbb{R}^{N-1})} = \int_{\mathbb{R}^{N-1}} (|\lambda|^2 + |\xi'|^2)|\hat{g}||\xi'|^2 d\xi', \]
i.e.,
\[ \left\| \frac{\partial u}{\partial x_N} \right\|^2_{L^2(\mathbb{R}^{N-1})} = |\lambda|^2 || g ||^2_{L^2(\mathbb{R}^{N-1})} + || g ||^2_{H^1(\mathbb{R}^{N-1})}. \]

With these relations, we can see that the estimates obtained in Theorem 2.17 are optimal.

(ii) In (2.43), the estimate is with respect the norm of $g$ in $H^1(\Gamma)$. We will see later (see Theorem 3.16) a very weak estimate with respect the norm of $g$ in $L^2(\Gamma)$ like the estimate (2.18) above.

Remark 2.19 For the validity of the Rellich identity in Lipschitz domains with minimal regularity of the solution and which is contained in Nečas’s book [19] but we note that the given proof is very incomplete and difficult to read. On the other hand we corrected some misprints in the proof given by McLean in [15] (Theorem 4.24). Unlike our choice for the boundary condition for approximate solutions (see (2.45)), Mclean has considered the following boundary condition
\[ x = (x', x_N) \in \Omega; \quad g_k(x) = u(x', \xi(x')) \] (2.51)
which unfortunately does not provide the $H^2$-regularity needed for his proof (see page 151, line 3 and also the erratum (number 151) given in the followink link https://web.maths.unsw.edu.au/~mclean/errata.pdf.

3 The resolvent estimates. Complex case

We now are interested in the case $\lambda \in \mathbb{C}$, $\text{Re} \lambda > 0$.

3.1 Neumann case

Clearly, as for Theorem 2.13, the following existence result holds.

Theorem 3.1 (Existence, Uniqueness and Regularity for $(P^H_N)$) Let $h \in L^2(\Gamma)$ and suppose $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > 0$. Then Problem $(P^H_N)$ has a unique solution which satisfies
\[ u \in H^{3/2}(\Omega), \quad \sqrt{d} \nabla^2 u \in L^2(\Omega) \text{ and } u \in H^1(\Gamma). \] (3.1)

Theorem 3.2 (Resolvent Boundary Estimates for $(P^H_N)$) Let $h \in L^2(\Gamma)$ and suppose $\lambda \in \mathbb{C}$ with $\text{Re} \lambda \geq \omega$ for some arbitrary $\omega > 0$. Then for any real number $r < 1/2$, there exists
a positive constant $C_r$, depending only on $r$, $\Omega$ and $\omega$, such that the solution given by the previous theorem satisfies the following estimate

$$|\lambda|^3 r \|u\|_{L^2(\Omega)} + |\lambda|^r \|u\|_{H^4(\Omega)} + |\lambda|^{2r} \|u\|_{L^2(\Gamma)} + \|\nabla \varphi u\|_{L^2(\Gamma)} \leq C_r \|h\|_{L^2(\Gamma)}. \quad (3.2)$$

**Proof Step 1.** Setting $\lambda = |\lambda|e^{i\varphi}$, with $|\varphi| < \pi/2$, by virtue of the previous theorem it suffices to suppose that $|\varphi|$ is close to $\pi/2$ and then $|\sin \varphi| \geq \frac{1}{2}$. We know that the solution $u$ satisfies

$$\lambda^2 \|u\|^2_{L^2(\Omega)} + \|\nabla u\|^2_{L^2(\Omega)} = \int_\Gamma \bar{u} h \quad (3.3)$$

and then

$$\|\nabla u\|^2_{L^2(\Omega)} + Re(\lambda^2) \|u\|^2_{L^2(\Omega)} = Re \left( \int_\Gamma \bar{u} h \right)$$

and

$$Im(\lambda^2) \|u\|^2_{L^2(\Omega)} = Im \left( \int_\Gamma \bar{u} h \right).$$

As

$$|Im(\lambda^2)| = |\lambda|^2 |\sin(2\varphi)| \geq |\lambda| \omega.$$  

Using now the relation (3.3), we obtain for any $\alpha > 0$

$$\|\nabla u\|^2_{L^2(\Omega)} + (Re(\lambda^2) + \alpha|Im(\lambda^2)|) \|u\|^2_{L^2(\Omega)} \leq (1 + \alpha) \|u\|_{L^2(\Gamma)} \|h\|_{L^2(\Gamma)}.$$  

Observe that there exist $\alpha$ and $c > 0$, depending only on $\omega$ such that

$$Re(\lambda^2) + \alpha|Im(\lambda^2)| \geq c|\lambda|.$$  

So we deduce that there exists a constant $C > 0$, which depends only on $\omega$ such that

$$\|\nabla u\|^2_{L^2(\Omega)} + |\lambda| \|u\|^2_{L^2(\Omega)} \leq C \|u\|_{L^2(\Gamma)} \|h\|_{L^2(\Gamma)}.$$  

(3.4)

But, we know that (see the proof of Theorem 1.5.1.10 in Grisvard [9])

$$\|u\|_{L^2(\Gamma)} \leq C \left( \|u\|^{1/2}_{L^2(\Omega)} \|\nabla u\|^{1/2}_{L^2(\Omega)} + \|u\|_{L^2(\Omega)} \right). \quad (3.5)$$

From these last relations, we get

$$\|\nabla u\|^2_{L^2(\Omega)} + |\lambda| \|u\|^2_{L^2(\Omega)} \leq C \left( \|u\|^{1/2}_{L^2(\Omega)} \|\nabla u\|^{1/2}_{L^2(\Omega)} + \|u\|_{L^2(\Omega)} \right) \|h\|_{L^2(\Gamma)}$$

$$= C \left( |\lambda|^{1/4} \|u\|^{1/2}_{L^2(\Omega)} |\lambda|^{-1/4} \|\nabla u\|^{1/2}_{L^2(\Omega)} \|h\|_{L^2(\Gamma)} + |\lambda|^{1/2} \|u\|_{L^2(\Omega)} |\lambda|^{-1/2} \|h\|_{L^2(\Gamma)} \right).$$

By Young inequality, it follows that

$$\|\nabla u\|^2_{L^2(\Omega)} + |\lambda| \|u\|^2_{L^2(\Omega)} \leq C \left( |\lambda|^{-1/3} \|\nabla u\|^{2/3}_{L^2(\Omega)} \|h\|^{4/3}_{L^2(\Gamma)} + |\lambda| \|h\|^{2}_{L^2(\Gamma)} \right)$$

$$\leq \frac{1}{2} \|\nabla u\|^2_{L^2(\Omega)} + C \left( |\lambda|^{-1/2} \|h\|^{2}_{L^2(\Gamma)} + |\lambda| \|h\|^{2}_{L^2(\Gamma)} \right)$$

and then the following estimate

$$|\lambda|^{3/4} \|u\|_{L^2(\Omega)} + |\lambda|^{1/4} \|\nabla u\|_{L^2(\Omega)} \leq C \|h\|_{L^2(\Gamma)}.$$
Now from the inequalities (3.5) and (3.1), we obtain the following estimate
\[ |\lambda|^{1/2} \| u \|_{L^2(\Gamma)} \leq C \| h \|_{L^2(\Gamma)}, \]
where all the constants above depend only on \( \Omega \) and \( \omega \). So that there exists a constant \( C_1 \) depending only on \( \Omega \) and \( \omega \) such that
\[ |\lambda|^{3/4} \| u \|_{L^2(\Omega)} + |\lambda|^{1/4} \| \nabla u \|_{L^2(\Omega)} + |\lambda|^{1/2} \| u \|_{L^2(\Gamma)} \leq C_1 \| h \|_{L^2(\Gamma)}. \]

**Step 2.** Rewrite now the relation (3.3) as follow:
\[ \lambda^2 \| u \|_{L^2(\Omega)}^2 = -\| \nabla u \|_{L^2(\Omega)}^2 + \int_\Gamma \overline{u} h \]
and take the module of the both sides of the previous equality. Using then the estimates (3.1) and (3.2), we get
\[ |\lambda|^{5/4} \| u \|_{L^2(\Omega)} \leq C \| h \|_{L^2(\Gamma)}. \]

From the inequalities (3.4), (3.5), (3.1) (3.7) and then Young inequality, we find
\[ \| \nabla u \|_{L^2(\Omega)}^2 + |\lambda| \| u \|_{L^2(\Omega)}^2 \leq C \left( |\lambda|^{-5/8} \| \nabla u \|_{L^2(\Omega)}^{1/2} \| h \|_{L^2(\Gamma)}^{3/2} + |\lambda|^{-5/4} \| h \|_{L^2(\Gamma)}^2 \right) \]
\[ \leq C \left( |\lambda|^{-5/6} + |\lambda|^{-5/4} \| h \|_{L^2(\Gamma)}^2 \right) \]
\[ \leq C |\lambda|^{-5/6} \| h \|_{L^2(\Gamma)}^2, \]
since \( |\lambda| \geq \omega \), and as consequence
\[ |\lambda|^{5/12} \| \nabla u \|_{L^2(\Omega)} \leq C \| h \|_{L^2(\Gamma)}. \]

Now from the inequalities (3.5), (3.7) and (3.8), we obtain the following estimate
\[ |\lambda|^{5/6} \| u \|_{L^2(\Gamma)} \leq C \| h \|_{L^2(\Gamma)}. \]

Repeating this reasoning, we find at Step \( k \), with \( k \geq 3 \), the following estimate
\[ |\lambda|^{3r_k} \| u \|_{L^2(\Omega)} + |\lambda|^{r_k} \| u \|_{H^1(\Omega)} + |\lambda|^{2r_k} \| u \|_{L^2(\Gamma)} \leq C_k \| h \|_{L^2(\Gamma)}, \]
with \( C_k \) depending only on \( \Omega \), \( \omega \) and \( k \) and
\[ r_k = \frac{2 \times 3^{k-1} \times 1}{4 \times 3^{k-1}} < \frac{1}{2} \quad \text{and} \quad \lim_{k \to \infty} r_k = \frac{1}{2}. \]
We deduce that for any \( r < 1/2 \), there exists a constant \( C_k \) depending only on \( \Omega \), \( \omega \) and \( k \) such that we have the following estimate
\[ |\lambda|^{3r} \| u \|_{L^2(\Omega)} + |\lambda|^r \| u \|_{H^1(\Omega)} + |\lambda|^{2r} \| u \|_{L^2(\Gamma)} \leq C_r \| h \|_{L^2(\Gamma)}. \]
Finally, using (2.38) and (3.9), we get that \( \| \nabla u \|_{L^2(\Gamma)} \leq C(\Omega, \omega) \| h \|_{L^2(\Gamma)} \) and then the required estimate.

**Remark 3.3** Now using (3.2), (2.34) and (2.25), we can prove easily that for any \( r < 1/2 \), there exists a constant \( C_r \) depending only on \( r \), \( \Omega \) and \( \omega \) such that we have following inequality
\[ \| \langle \lambda \rangle \sqrt{\rho} \nabla u \|_{L^2(\Omega)} + \| u \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 u \|_{L^2(\Omega)} \leq C_r |\lambda|^{-1-2r} \| h \|_{L^2(\Gamma)}. \]
Remark 3.4 According to (3.2) we have that
\[ |\lambda|^{2r} \|w\|_{L^2(\Gamma)} \leq C_r \|h\|_{L^2(\Gamma)}. \]

Which is optimal, according to [20] and implies in particular that there exists \( T > 0 \) such that for the corresponding solution of the wave equation:
\[
\begin{align*}
\frac{\partial^2 \psi}{\partial t^2} - \Delta \psi &= 0, \quad \text{in } \Omega \times (0, T), \\
\frac{\partial \psi}{\partial n} &= k \in L^2(0, T; L^2(\Gamma)), \\
\psi(x, 0) &= 0, \quad \partial_t \psi(x, 0) = 0, \quad \text{on } \Omega,
\end{align*}
\]
\( \partial_t \psi \notin L^2(0, T; L^2(\Gamma)) \), and consequently the lack of the open loop admissibility (see for details [1,2,13,14]).

Given \( F \in L^2(\Omega) \), consider now the following problem:
\[
(P^0_N) \quad \lambda^2 w - \Delta w = F \quad \text{in } \Omega \quad \text{and} \quad \frac{\partial w}{\partial n} = 0 \quad \text{on } \Gamma. \tag{3.11}
\]

Theorem 3.5 (Resolvent Interior Estimates I for \( (P^0_N) \)) Let \( F \in L^2(\Omega) \) and suppose \( \lambda \) satisfying the following condition:
\[
[\lambda \in \mathbb{R}^* \quad \text{with} \quad |\lambda| \geq \lambda_0 \quad \text{if} \quad \int_\Omega F \neq 0] \quad \text{or} \quad [\lambda \in \mathbb{C} \quad \text{with} \quad \text{Re} \lambda \geq \omega],
\]
with \( \lambda_0 > 0 \) and \( \omega > 0 \) arbitrary. Then Problem \( (P^0_N) \) has a unique solution \( w \) verifying the properties (3.1). Moreover, in the real case, we have the following estimate
\[
|\lambda|^2 \|w\|_{L^2(\Omega)} + |\lambda| \|w\|_{H^1(\Omega)} + |\lambda|^{1/2} \|w\|_{H^{3/2}(\Omega)} + |\lambda|^{3/2} \|w\|_{L^2(\Gamma)} + |\lambda|^{1/2} \|w\|_{H^1(\Gamma)} \leq C \|F\|_{L^2(\Omega)}. \tag{3.12}
\]

In the complex case, for any \( r < 1 \), there exists a constant \( C_r \) depending only on \( r, \Omega \) and \( \omega \) such that we have following inequality
\[
|\lambda|^{2r} \|w\|_{L^2(\Omega)} + |\lambda|^{2r - 1} \|w\|_{H^{3/2}(\Omega)} + |\lambda|^{2r - 1} \|w\|_{H^{3/2}(\Omega)} + |\lambda|^{2r - 1} \|w\|_{L^2(\Gamma)} + |\lambda|^{2r - 1} \|w\|_{L^2(\Gamma)} \leq C_r |\lambda|^{2r} \|F\|_{L^2(\Omega)}. \tag{3.13}
\]

Proof Clearly Problem \( (P^0_N) \) has a unique solution \( w \in H^1(\Omega) \). As \( \Delta w \in L^2(\Omega) \), then \( w \in H^{3/2}(\Omega) \) and \( \sqrt{\rho} \nabla w \in L^2(\Omega) \).

We give the proof only in the case where \( \int_\Omega F = 0 \). If not, we proceed as in the proof of Theorem 2.13. Extending \( F \) by 0 outside of \( \Omega \) and using the fundamental solution \( E \) of the operator \( \lambda^2 I - \Delta \), the function \( z = E * F \) belongs to \( H^2(\mathbb{R}^N) \) and satisfies
\[
\lambda^2 z - \Delta z = \widehat{F} \quad \text{in } \mathbb{R}^N \quad \text{and} \quad \hat{z}(\xi) = C_N (\lambda^2 + |\xi|^2)^{-1} \widehat{F}(\xi),
\]
where \( \hat{z} \) is the Fourier transform of \( z \).

(i) Case \( \lambda \) real. As the average of \( z \) in \( \Omega \) is equal to zero, multiplying the above equation by \( z \) and then by \(-\Delta z\) the above equation and integrating in \( \mathbb{R}^N \), we get the following estimates
\[
\text{Max}\{ |\lambda|^2 \|z\|_{L^2(\mathbb{R}^N)}, |\lambda| \|\nabla z\|_{L^2(\mathbb{R}^N)}, \frac{1}{2} \|\Delta z\|_{L^2(\mathbb{R}^N)} \} \leq \|F\|_{L^2(\Omega)}. \tag{3.13}
\]
Note that the previous estimate can be obtained by using directly the explicit expression of the solution \( z \), or by interpolation thanks to the estimate (3.13), from which we deduce that

\[
|\lambda|^{1/2} \|z\|_{H^{3/2}(\mathbb{R}^N)} \leq C \|F\|_{L^2(\Omega)}.
\] (3.14)

Recall now that if \( \varphi \in H^1(\Omega) \), for any \( \varepsilon > 0 \), we have

\[
\int_{\Gamma} |\varphi|^2 \leq C(\Omega) \left( \varepsilon^{-1} \|\varphi\|_{L^2(\Omega)}^2 + \varepsilon \|\varphi\|_{H^1(\Omega)}^2 \right).
\] (3.15)

Choosing \( \varepsilon = |\lambda|^{-1} \) and successively \( \varphi = z \) and then \( \varphi = \nabla z \), we obtain the following inequality

\[
|\lambda|^{3/2} \|z\|_{L^2(\Gamma)} + |\lambda|^{1/2} \|\nabla z\|_{L^2(\Gamma)} \leq C(\Omega) \|F\|_{L^2(\Omega)}.
\] (3.16)

Setting then \( v = z|_{\Omega} - w \), we have \( \lambda^2 v - \Delta v = 0 \) in \( \Omega \) and \( \frac{\partial v}{\partial n} = \frac{\partial z}{\partial n} \) on \( \Gamma \). Using Theorem 2.13, (3.13) and (3.16) we get

\[
|\lambda|^{3/2} \|v\|_{L^2(\Omega)} + |\lambda|^{1/2} \|v\|_{H^1(\Omega)} + \|v\|_{H^{3/2}(\Omega)} + |\lambda| \|v\|_{L^2(\Gamma)} + \|v\|_{H^1(\Gamma)} \\
\leq C \|\frac{\partial z}{\partial n}\|_{L^2(\Gamma)} \leq C |\lambda|^{-1/2} \|F\|_{L^2(\Omega)}.
\] (3.17)

The required estimate is finally a consequence of (3.13), (3.14), (3.16) and (3.17). ii) Case \( \lambda \) complex. Multiplying by \( \bar{z} \), we have the relation

\[
\lambda^2 \|z\|_{L^2(\mathbb{R}^N)}^2 + \|\nabla z\|_{L^2(\mathbb{R}^N)}^2 = \int_{\Omega} Fz,
\]

from which we deduce as in Step 1 of the proof of Theorem 3.2 that

\[
|\lambda| \|z\|_{L^2(\mathbb{R}^N)} + |\lambda|^{1/2} \|\nabla z\|_{L^2(\mathbb{R}^N)} \leq C \|F\|_{L^2(\Omega)}.
\] (3.18)

Writing the above equality as follows

\[
\lambda^2 \|z\|_{L^2(\mathbb{R}^N)}^2 = -\|\nabla z\|_{L^2(\mathbb{R}^N)}^2 + \int_{\Omega} F\bar{z},
\]

and taking the module of the both sides of the previous equality, we get thanks to (3.18) the following estimate

\[
|\lambda|^{3/2} \|z\|_{L^2(\mathbb{R}^N)} + |\lambda|^{3/4} \|\nabla z\|_{L^2(\mathbb{R}^N)} \leq C \|F\|_{L^2(\Omega)}.
\]

Repeating this reasoning, we find at Step \( k \), with \( k \geq 2 \), the following estimate

\[
|\lambda|^{r_k} \|z\|_{L^2(\mathbb{R}^N)} + |\lambda|^{r_k} \|\nabla z\|_{L^2(\mathbb{R}^N)} \leq C \|F\|_{L^2(\Omega)}
\]

with

\[
r_k = 1 + \frac{1}{2} r_{k-1}, \quad k \geq 1 \quad \text{and} \quad r_0 = 0.
\]

We verify easily that for any \( k \geq 1 \), we have \( r_k < 2 \) and \( \lim_{k \to \infty} r_k = 2 \). We deduce that for any \( r < 1 \), there exists a constant \( C_r \) depending only on \( \Omega, \omega \) and \( r \) such that we have the following estimate

\[
|\lambda|^{2r} \|z\|_{L^2(\mathbb{R}^N)} + |\lambda|^r \|\nabla z\|_{L^2(\mathbb{R}^N)} \leq C_r \|F\|_{L^2(\Omega)}.
\] (3.19)
As $\Delta z = \lambda^2 z$, we get
\[ |\lambda|^{2r} \|z\|_{L^2(\mathbb{R}^N)} + |\lambda|^r \|\nabla z\|_{L^2(\mathbb{R}^N)} + |\lambda|^{2(r-1)} \|\Delta z\|_{L^2(\mathbb{R}^N)} \leq C_r \|F\|_{L^2(\Omega)}. \]
So by interpolation,
\[ |\lambda|^{2r-\frac{2}{3}} \|z\|_{H^{\frac{5}{2}}(\mathbb{R}^N)} \leq C_r \|F\|_{L^2(\Omega)}. \]
As in Point i) we deduce from (3.15) and (3.19) that
\[ \|z\|^2_{L^2(\Gamma)} \leq C (|\lambda| |\lambda|^{-4r} + |\lambda|^{-1} |\lambda|^{-2r}) \|F\|^2_{L^2(\Omega)} \leq C |\lambda|^{1-4r} \|F\|^2_{L^2(\Omega)}. \]
Proceeding by the same way for the estimate of $\|\nabla z\|^2_{L^2(\Gamma)}$, we get finally
\[ |\lambda|^{2r-\frac{2}{3}} \|z\|^2_{L^2(\Gamma)} + |\lambda|^{r-\frac{2}{3}} \|\nabla z\|^2_{L^2(\Gamma)} \leq C \|F\|^2_{L^2(\Omega)}. \]  
(3.20)
Setting as above $v = z|_{\Omega} - w$ and using Theorem 3.2, Remark 3.3 and (3.20) we get
\[ |\lambda|^{r} \|v\|^2_{L^2(\Omega)} + |\lambda|^{\frac{3}{2}} \|v\|^2_{H^1(\Omega)} + |\lambda|^{-1} \|v\|_{H^{\frac{5}{2}}(\Omega)} + |\lambda|^{r} \|\nabla v\|^2_{L^2(\Gamma)} + \|\nabla v\|_{L^2(\Gamma)} \]
\[ \leq C_r \|\frac{\partial z}{\partial n}\|^2_{L^2(\Gamma)} \leq C_r |\lambda|^{\frac{3}{2}-r} \|F\|_{L^2(\Omega)}. \]
So
\[ |\lambda|^{\frac{3}{2}} \|v\|^2_{L^2(\Omega)} + |\lambda|^{\frac{3}{2}} \|v\|^2_{H^1(\Omega)} + |\lambda|^{2r} \|v\|^2_{L^2(\Gamma)} + |\lambda|^{-1} \|\nabla v\|^2_{L^2(\Gamma)} + |\lambda|^{2r-1} \|\nabla v\|_{H^{\frac{5}{2}}(\Omega)} \]
\[ \leq C_r |\lambda|^{\frac{3}{2}} \|F\|_{L^2(\Omega)}. \]  
(3.21)
The required estimate of $w$, which is actually obtained from that of $v$, is finally a consequence of (3.21) and the above estimates of $z$.

**Remark 3.6** Using an interpolate argument we deduce immediately that the solution of the above theorem satisfies the following estimates
\[ |\lambda|^{3/2} \|u\|^2_{H^{1/2}(\Omega)} \leq C \|F\|_{L^2(\Omega)}, \quad \text{if } \lambda \text{ is real,} \]
and for any $r < 1$
\[ |\lambda|^{2r-1/2} \|u\|^2_{H^{1/2}(\Omega)} \leq C_r \|F\|_{L^2(\Omega)}, \quad \text{if } \lambda \text{ is complex.} \]

Recall now that the following lemma (see [4]).

**Lemma 3.7** Let $\Omega$ be a bounded open subset of class $C^{1,1}$ of $\mathbb{R}^N$. Then the space $\mathcal{D}(\overline{\Omega})$ is dense in the space
\[ E(\Omega, \Delta) = \{ \varphi \in L^2(\Omega); \ \Delta \varphi \in L^2(\Omega) \}. \]
Moreover, the linear mapping $\varphi \mapsto (\varphi|_{\Gamma}, \frac{\partial \varphi}{\partial n})$ defined on $\mathcal{D}(\overline{\Omega})$ can be continuously extended to a linear and continuous mapping from $E(\Omega, \Delta)$ to $H^{-1/2}(\Gamma) \times H^{-3/2}(\Gamma)$ and we have the following Green formula: for any $\varphi \in E(\Omega, \Delta)$ and $v \in H^2(\Omega)$
\[ \int_{\Omega} \varphi \Delta v - \int_{\Omega} v \Delta \varphi = \left\{ \varphi, \frac{\partial v}{\partial n} \right\}_{H^{-1/2}(\Gamma) \times H^{1/2}(\Gamma)} - \left\{ \frac{\partial \varphi}{\partial n}, v \right\}_{H^{-3/2}(\Gamma) \times H^{3/2}(\Gamma)}. \]
Theorem 3.8 (Very Weak Estimate for \((P_N^H)\)) Let \(h \in H^{-1}(\Gamma)\) and suppose \(\lambda\) satisfying the following condition:

\[
[\lambda \in \mathbb{R}^n \text{ with } |\lambda| \geq \lambda_0 \text{ if } (h, 1) \neq 0 \text{ or } [\lambda \in \mathbb{C} \text{ with } \Re \lambda \geq \omega],
\]

(3.22) with \(\lambda_0 > 0\) and \(\omega > 0\) arbitrary. Then Problem \((P_N^H)\) has a unique solution which satisfies

\[
u \in H^{1/2}(\Omega), \quad u|_{\Gamma} \in L^2(\Gamma)
\]

with the following estimates:

\[
|\lambda|^{1/2} \|u\|_{L^2(\Omega)} + \|u\|_{H^{1/2}(\Omega)} + \|u\|_{L^2(\Gamma)} \leq C \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is real}
\]

(3.23) and for any \(r < 1\)

\[
|\lambda|^r |\lambda|^{-1/2} \|u\|_{L^2(\Omega)} + |\lambda|^{3(r-1)} \|u\|_{H^{1/2}(\Omega)} + \|u\|_{L^2(\Gamma)} \leq C_r \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is complex.}
\]

(3.24)

where \(C\) and \(C_r\) are not depending on \(\lambda\).

Proof Step 1. We suppose that \(\Omega\) is \(C^{1,1}\).

Firstly, observe that if \(u \in L^2(\Omega)\) solves Problem \((P_N^H)\), then \(\Delta u \in L^2(\Omega)\) and consequently \(u|_{\Gamma} \in H^{-1/2}(\Gamma)\) and \(\frac{\partial u}{\partial n} \in H^{-3/2}(\Gamma)\) since \(\Omega\) is \(C^{1,1}\) (see [5]). But, by hypothesis, the normal derivative of \(u\) belongs to \(H^{-1}(\Gamma)\). So we will prove that \(u \in L^2(\Gamma)\) with the estimate (3.23). Moreover, to find \(u \in L^2(\Omega)\) solution of problem \((P_N^H)\) is in fact equivalent to solve the following very weak formulation: For any \(w \in H^1(\Omega)\) such that \(\Delta w \in L^2(\Omega)\) and \(\frac{\partial w}{\partial n} = 0\) on \(\Gamma\),

\[
\int_{\Omega} u(\lambda^2 w - \Delta w) = (h, w)_{H^{-1}(\Gamma) \times H^1(\Gamma)}.
\]

(3.25)

Observe that with the assumptions concerning \(w\), from Neumann property we get \(w|_{\Gamma} \in H^1(\Gamma)\), which gives a sense for the above duality bracket. Choosing then the test function \(w\) in \(D(\Omega)\), we obtain

\[
\lambda^2 u - \Delta u = 0 \quad \text{in } \Omega.
\]

From which, after using Lemma 3.7, we deduce that for any \(w \in H^2(\Omega)\) such that \(\frac{\partial u}{\partial n} = 0\) on \(\Gamma\):

\[
\langle \frac{\partial u}{\partial n}, w \rangle_{H^{-3/2}(\Gamma) \times H^{3/2}(\Gamma)} = (h, w)_{H^{-1}(\Gamma) \times H^1(\Gamma)}
\]

and then

\[
\frac{\partial u}{\partial n} = h \quad \text{on } \Gamma.
\]

Step 2. We suppose again that \(\Omega\) is \(C^{1,1}\) and we will prove the interior estimate.

To solve our problem remains then to ensure the existence of a unique \(u \in L^2(\Omega)\) satisfying the above very weak formulation (3.25). But using Theorem 3.5, for any \(F \in L^2(\Omega)\), there exists a unique \(w \in H^{3/2}(\Omega)\) solution of Problem (3.11). Hence by (3.12)

\[
\left| \int_{\Omega} u F \right| \leq \|h\|_{H^{-1}(\Gamma)} \|w\|_{H^1(\Gamma)} \leq C |\lambda|^{-1/2} \|h\|_{H^{-1}(\Gamma)} \|F\|_{L^2(\Omega)}.
\]
if $\lambda$ is real and by (3.5), when $\lambda$ is complex, for any $r < 1$

$$\int_{\Omega} u F \leq \|h\|_{H^{-1}(\Gamma)} \|w\|_{H^1(\Gamma)} \leq C_r |\lambda|^{1/2-r} \|h\|_{H^{-1}(\Gamma)} \|F\|_{L^2(\Omega)}.$$ 

Above, the constants $C$ and $C_r$ depend only on the Lipschitz character of $\Omega$. Moreover $C$ depends also on $\lambda_0$ when $(h, 1) \neq 0$ and $C_r$ depends also on $\omega$ when $\lambda$ is a complex number. In other words, the linear form

$$T : F \mapsto \langle h, w \rangle_{H^{-1}(\Gamma) \times H^1(\Gamma)}$$

is continuous on $L^2(\Omega)$ and hence there exists a unique $u \in L^2(\Omega)$ such that for any $F \in L^2(\Omega)$,

$$T(F) = \int_{\Omega} u F$$

which means that $u$ is solution of (3.25). Moreover we have the following estimate

$$|\lambda|^{1/2} \|u\|_{L^2(\Omega)} \leq C \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is real} \quad (3.26)$$

and

$$|\lambda|^{r-1/2} \|u\|_{L^2(\Omega)} \leq C_r \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is complex}. \quad (3.27)$$

Now, we will prove that $u \in H^{1/2}(\Omega)$ with the corresponding estimate. For this, we distinguish two cases.

(i) Suppose firstly that $\langle h, 1 \rangle = 0$. So that $\int_{\Omega} u = 0$. We write now $u = v + y$ as sum of solutions of the following problems:

$$\Delta v = \lambda^2 u \quad \text{in } \Omega \quad \text{and} \quad \frac{\partial v}{\partial n} = 0 \quad \text{on } \Gamma$$

and

$$\Delta y = 0 \quad \text{in } \Omega \quad \text{and} \quad \frac{\partial y}{\partial n} = h \quad \text{on } \Gamma,$$

where on one hand $v \in H^s(\Omega) \cap L^2_0(\Omega)$ for any $s < 3/2$ and $y \in H^{1/2}(\Omega) \cap L^2_0(\Omega)$. On the other hand, using Theorem 3.5, Remark 3.6, (3.26) and (3.27) the solution $v$ satisfies the following estimate:

$$|\lambda|^{3/2} \|v\|_{H^{1/2}(\Omega)} \leq C |\lambda|^{2} \|u\|_{L^2(\Omega)} \leq C |\lambda|^{3/2} \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is real}$$

and for any $r < 1$

$$|\lambda|^{2r-1/2} \|v\|_{H^{1/2}(\Omega)} \leq C_r |\lambda|^{2} \|u\|_{L^2(\Omega)} \leq C_r |\lambda|^{2-r} \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is complex}.$$ 

So that we get

$$\|v\|_{H^{1/2}(\Omega)} \leq C \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is real}$$

and for any $r < 1$

$$\|v\|_{H^{1/2}(\Omega)} \leq C_r |\lambda|^{3(1-r)} \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is complex},$$

where the constants $C$ and $C_r$ depend only on the Lipschitz character of $\Omega$.

Concerning the estimate of the solution $y$, from Theorem 2.12 we know that

$$\|y\|_{H^{1/2}(\Omega)} \leq C \|h\|_{H^{-1}(\Gamma)}, \quad \text{if } \lambda \text{ is real or complex}.\quad \text{(3.28)}$$
(ii) Suppose now that $\langle h, 1 \rangle \neq 0$ and setting $\tilde{h} = h - \frac{1}{|\Gamma|} \langle h, 1 \rangle$. The solution $u$ is then a sum of $\tilde{u}$, solution of $(P^h_N)$ with the Neumann boundary condition $\tilde{h}$ and of $a$, solution of $(P^H_N)$ with the Neumann boundary condition $\frac{1}{|\Gamma|} \langle h, 1 \rangle$. We finally prove easily the corresponding estimates for these two solutions.

**Step 3.** We suppose always that $\Omega$ is $C^{1,1}$ and we will prove the boundary estimate.

For that, let $f \in H^{1/2}(\Gamma)$ and $z \in H^2(\Omega)$ the unique solution verifying

$$\lambda^2 z - \Delta z = 0 \quad \text{in} \quad \Omega \quad \text{and} \quad \frac{\partial z}{\partial n} = f \quad \text{on} \quad \Gamma.$$ 

From Theorem 2.13, Theorem 3.2 and Remark 3.3, the solution $z$ satisfies the estimate

$$\|\lambda^2 z\|_{L^2(\Gamma)} + \|z\|_{H^1(\Gamma)} + |\lambda|^{1/2}\|z\|_{H^{1/2}(\Omega)} + \|z\|_{H^{3/2}(\Omega)} \leq C \|f\|_{L^2(\Gamma)} \tag{3.28}$$

if $\lambda$ is real and or any $r < 1$,

$$|\lambda|^{r/2}\|z\|_{L^2(\Gamma)} + \|z\|_{H^1(\Gamma)} + |\lambda|^{r/2}\|z\|_{H^{1/2}(\Omega)} + |\lambda|^{r-1}\|z\|_{H^{3/2}(\Omega)} \leq C \|f\|_{L^2(\Gamma)}, \tag{3.29}$$

if $\lambda$ is complex, where the constant $C$ and $C_r$ depend as in Step 2 only on the Lipschitz character of $\Omega$. Thanks to Lemma 3.7, we have

$$\langle u, \frac{\partial z}{\partial n} \rangle_{H^{-1/2}(\Gamma) \times H^{1/2}(\Gamma)} = \langle h, z \rangle_{H^{-1}(\Gamma) \times H^1(\Gamma)},$$

and then from (3.28) when $\lambda$ is real:

$$\|h\|_{H^{-1}(\Gamma)} \|f\|_{L^2(\Gamma)} \leq C \|h\|_{H^{-1}(\Gamma)} \|f\|_{L^2(\Gamma)}.$$ 

By (3.29), we give the same inequality in the complex case with $C$ replaced by $C_r$. So by density of $H^{1/2}(\Gamma)$ in $L^2(\Gamma)$, we deduce that the previous estimate holds for any $f \in L^2(\Gamma)$ and then $u \in L^2(\Gamma)$ with the following estimate

$$\|u\|_{L^2(\Gamma)} \leq C \|h\|_{H^{-1}(\Gamma)} \quad \text{if} \quad \lambda \in \mathbb{R} \quad \text{and} \quad \|u\|_{L^2(\Gamma)} \leq C_r \|h\|_{H^{-1}(\Gamma)} \quad \text{if} \quad \lambda \in \mathbb{C}, \tag{3.30}$$

with $\lambda$ satisfying (3.22).

**Step 4.** As in the proof of Theorem 2.13, we can then extend the estimates (3.26), (3.27) and (3.30) to the case where $\Omega$ is only Lipschitz. \hfill \Box

**Remark 3.9** The solution $u$ given in the previous theorem satisfies probably that $\sqrt{\rho} \nabla u \in L^2(\Omega)$. But we dont give here the proof of this result.

**Corollary 3.10** Let $h \in H^{-s}(\Gamma)$, with $0 < s < 1$, and suppose $\lambda$ satisfying the condition (3.22). Then Problem $(P^H_N)$ has a unique solution which satisfies

$$u \in H^{\frac{3}{2} \left(1-s\right)}(\Omega) \quad \text{and} \quad u|\Gamma \in H^{1-s}(\Gamma) \tag{3.31}$$

with the following estimates:

$$|\lambda|^{\frac{3}{2} - s}\|u\|_{L^2(\Omega)} + |\lambda|^{\frac{1}{2}}\|u\|_{H^{1-s}(\Omega)} + |\lambda|^{\frac{3}{2}}\|u\|_{H^\frac{5}{2}(1-s)(\Omega)} + \|u\|_{H^{-\frac{1}{2}-s}(\Omega)}$$

$$+ |\lambda|^{1-s}\|u\|_{L^2(\Gamma)} + \|u\|_{H^{1-s}(\Gamma)} \leq C \|h\|_{H^{-s}(\Gamma)},$$

if $\lambda$ is real and for any $r < 1$

$$|\lambda|^{\frac{1}{2}(r(3-s)-s)}\|u\|_{L^2(\Omega)} + |\lambda|^{\frac{1}{2}(r(1+s)-s)}\|u\|_{H^{1-s}(\Omega)} + |\lambda|^{r(2s-1)-\frac{3}{2}+1}\|u\|_{H^\frac{5}{2}(1-s)(\Omega)}$$

$$+ |\lambda|^{r(4s-1)-4s+1}\|u\|_{H^\frac{3}{2}(1-s)(\Omega)} + |\lambda|^{r(1-s)}\|u\|_{L^2(\Gamma)} + \|u\|_{H^{1-s}(\Gamma)} \leq C_r \|h\|_{H^{-s}(\Gamma)},$$

if $\lambda$ is complex. As above the constants $C$ and $C_r$ are not depending on $\lambda$. 

\hfill Springer
Proof. To prove the existence of the solution $u$ satisfying (3.31), it suffices to approach the distribution $h$ by a sequence $(h_k)$ of functions belonging to $L^2(\Gamma)$, to use the estimates of the corresponding solutions $u_k$ obtained by interpolation thanks to the estimates (3.23), (2.28) when $\lambda$ is real and (3.24), (3.2) and (3.10) when $\lambda$ is complex and finally to pass to the limit. 

3.2 Dirichlet case

Given $F \in L^2(\Omega)$, consider now the following Dirichlet problem:

$$(P_D^0) \quad \lambda^2 w - \Delta w = F \quad \text{in } \Omega \quad \text{and} \quad w = 0 \quad \text{on } \Gamma.$$ 

Let us introduce the following space

$$\mathcal{S}_{-3/2}^2(\Omega) = \left\{ u \in H_0^{3/2}(\Omega); \rho^{1/2} \nabla^2 u \in \Lambda^2(\Omega) \right\},$$

which is an Hilbert space for his graph norm and the following lemma (see [4]).

Lemma 3.11. The following inequality holds:

$$\forall u \in \mathcal{S}_{-3/2}^2(\Omega), \quad \|u\|_{H_0^{3/2}(\Omega)} + \|\rho^{1/2} \nabla^2 u\|_{L^2(\Omega)} \leq C \|\rho^{1/2} \Delta u\|_{L^2(\Omega)}.$$ 

Using Theorem 2.17, we can prove with the same ideas that for Theorem 3.5 the following result.

Theorem 3.12. (Resolvent Interior Estimates I for $(P_D^0)$) Let $F \in L^2(\Omega)$ and suppose $\lambda$ satisfying the following condition:

$$\lambda \in \mathbb{R}^* \text{ or } \lambda \in \mathbb{C} \text{ with } \Re \lambda \geq \omega,$$

with arbitrary $\omega > 0$. Then Problem $(P_D^0)$ has a unique solution $w \in H_0^{3/2}(\Omega)$, with $\sqrt{\rho} \nabla^2 w \in L^2(\Omega)$, $\frac{\partial u}{\partial n} \in L^2(\Gamma)$ and satisfying the following estimate

$$|\lambda|^2 \|w\|_{L^2(\Omega)} + |\lambda|^{3/2} \|\sqrt{\rho} \nabla^2 w\|_{L^2(\Omega)} + |\lambda| \|w\|_{H^1(\Omega)} + |\lambda|^{1/2} \|w\|_{L^{3/2}(\Omega)} + |\lambda|^{1/2} \|\frac{\partial u}{\partial n}\|_{L^2(\Gamma)} \leq C \|F\|_{L^2(\Omega)},$$

(3.32)

if $\lambda$ is real. In the complex case, for any $r < 1$, there exists a constant $C_r$ depending only on $r$, $\Omega$ and $\omega$ such that we have following inequality

$$|\lambda|^{3r-1} \|w\|_{L^2(\Omega)} + |\lambda|^{2r-1} \|w\|_{H^1(\Omega)} + |\lambda|^{5r-2} \|w\|_{L^{3/2}(\Omega)}$$

$$+ |\lambda|^{5r-2} \|\sqrt{\rho} \nabla^2 w\|_{L^2(\Omega)} + |\lambda|^{3r-1} \|\frac{\partial u}{\partial n}\|_{L^2(\Gamma)} \leq C_r \|F\|_{L^2(\Omega)},$$

(3.33)

Proof. Clearly Problem $(P_D^0)$ has a unique solution $w \in H_0^1(\Omega)$. As $\Delta w \in L^2(\Omega)$, then $w \in H^{3/2}(\Omega)$ and $\sqrt{\rho} \nabla^2 w \in L^2(\Omega)$.

(i) Case $\lambda$ real. Multiplying the equation $\lambda^2 w - \Delta w = F$ successively by $w$ and $-\Delta w$, we get

$$\max \{|\lambda|^2 \|w\|_{L^2(\Omega)}, |\lambda| \|\nabla w\|_{L^2(\Omega)}, \|\Delta w\|_{L^2(\Omega)} \} \leq \|F\|_{L^2(\Omega)}.$$ 

Using Rellich equality (2.37) we deduce that

$$|\lambda|^{1/2} \left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma)} \leq C \|F\|_{L^2(\Omega)}.$$
As in the proof of Theorem 3.5, we extending $F$ by 0 outside of $\Omega$ and we consider the solution $z$ belonging to $H^2(\mathbb{R}^N)$ and satisfying $\lambda^2 z - \Delta z = \tilde{F}$ in $\mathbb{R}^N$ with the estimates (3.13), (3.14) and (3.16). Setting then $v = z_\Omega - w$, we have $\lambda^2 v - \Delta v = 0$ in $\Omega$ and $v = z$ on $\Gamma$. So by Theorem 2.17 and (2.43) we have $v \in H^{3/2}(\Omega)$, $\sqrt{\rho} \nabla^2 v \in L^2(\Omega)$, $\frac{\partial v}{\partial n} \in L^2(\Gamma)$. As a consequence the function $w$ satisfies the same properties and moreover

$$\frac{|\lambda|}{2} \left\| v \right\|_{L^2(\Omega)} + \frac{|\lambda|}{2} \left\| u \right\|_{H^1(\Omega)} + \left\| v \right\|_{H^{3/2}(\Omega)} + \left\| \sqrt{\rho} \nabla^2 v \right\|_{L^2(\Omega)} + \left\| \frac{\partial v}{\partial n} \right\|_{L^2(\Gamma)} \leq C(\Omega) \left( |\lambda| \left\| z \right\|_{L^2(\Omega)} + \left\| z \right\|_{H^1(\Omega)} \right) \leq C |\lambda|^{-1/2} \left\| F \right\|_{L^2(\Omega)}.$$  

With the above estimates on $z$ we find the required estimate (3.32).

(ii) Case $\lambda$ complex. Multiplying by $\overline{w}$, we have the relation

$$\lambda^2 \left\| w \right\|_{L^2(\Omega)}^2 + \left\| \nabla w \right\|_{L^2(\Omega)}^2 = \int_\Omega F \overline{w},$$  

from which we deduce as in Step 1 of the proof of Theorem 3.2 that

$$|\lambda| \left\| w \right\|_{L^2(\Omega)}^2 + \left\| \nabla w \right\|_{L^2(\Omega)}^2 \leq C \left\| F \right\|_{L^2(\Omega)} \left\| w \right\|_{L^2(\Omega)}$$  

and then

$$|\lambda| \left\| w \right\|_{L^2(\Omega)} + |\lambda|^{1/2} \left\| \nabla w \right\|_{L^2(\Omega)} \leq C \left\| F \right\|_{L^2(\Omega)}.$$  

(3.34)

Writing the above equality as follows

$$\lambda^2 \left\| w \right\|_{L^2(\Omega)}^2 = -\left\| \nabla w \right\|_{L^2(\Omega)}^2 + \int_\Omega F \overline{w},$$  

and taking the module of the both sides of the previous equality, we get thanks to (3.34) the following estimate

$$|\lambda|^{3/2} \left\| w \right\|_{L^2(\Omega)} + |\lambda|^{3/4} \left\| \nabla w \right\|_{L^2(\Omega)} \leq C \left\| F \right\|_{L^2(\Omega)}.$$  

Repeating this reasoning, we find at Step $k$, with $k \geq 2$, the following estimate

$$|\lambda|^{2r} \left\| w \right\|_{L^2(\Omega)} + |\lambda|^{r} \left\| \nabla w \right\|_{L^2(\Omega)} \leq C \left\| F \right\|_{L^2(\Omega)}$$  

with

$$r_k = 1 + \frac{1}{2} r_{k-1}, \ k \geq 1 \ \text{and} \ r_0 = 0.$$  

We verify easily that for any $k \geq 1$, we have $r_k < 2$ and $\lim_{k \to \infty} r_k = 2$. We deduce that for any $r < 1$, there exists a constant $C_r$ depending only on $\Omega$, $\omega$ and $r$ such that we have the following estimate

$$|\lambda|^{2r} \left\| w \right\|_{L^2(\Omega)} + |\lambda|^{r} \left\| \nabla w \right\|_{L^2(\Omega)} \leq C_r \left\| F \right\|_{L^2(\Omega)}.$$  

(3.35)

As $\Delta w = \lambda^2 w - F$, we get from (3.35)

$$|\lambda|^{2(r-1)} \left\| \Delta w \right\|_{L^2(\Omega)} \leq C_r \left\| F \right\|_{L^2(\Omega)}.$$  

From Rellich equality (2.37), we have

$$\left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma)}^2 \leq C \left\| \nabla w \right\|_{L^2(\Omega)}^2 + \left\| \nabla w \right\|_{L^2(\Omega)} \left\| \Delta w \right\|_{L^2(\Omega)}.$$  

$\square$
Theorem 3.13 (Resolvent Interior Estimates II for \( (\mathcal{P}_0^D) \)) Let \( \sqrt{\rho} F \in L^2(\Omega) \) and suppose \( \lambda \in \mathbb{R}^s \) or \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda \geq \omega \) for some arbitrary \( \omega > 0 \). Then Problem \( (\mathcal{P}_D^0) \) has a unique solution \( w \in H^{3/2}_0(\Omega) \), with \( \sqrt{\rho} \nabla^2 w \in L^2(\Omega) \), \( \frac{\partial w}{\partial \nu} \in L^2(\Gamma) \).

(i) This solution satisfies the following estimate
\[
|\lambda|^{3/2} \|w\|_{L^2(\Omega)} + |\lambda|^{1/2} \|w\|_{H^1(\Omega)} + \|w\|_{H^{3/2}(\Omega)} + \|\sqrt{\rho} \nabla^2 w\|_{L^2(\Omega)} \leq C \|\sqrt{\rho} F\|_{L^2(\Omega)}.
\]

(ii) In the complex case, for any \( r < 1 \), there exists a constant \( C_r \) depending only on \( r, \Omega \) and \( \omega \) such that we have following inequality
\[
|\lambda|^{3/2} \|w\|_{L^2(\Omega)} + |\lambda|^{1/2} \|w\|_{H^1(\Omega)} + |\lambda|^r \|w\|_{H^{3/2}(\Omega)} + \|\sqrt{\rho} \nabla^2 w\|_{L^2(\Omega)} \leq C_r \|\sqrt{\rho} F\|_{L^2(\Omega)}.
\]

If in addition \( F \in H^{-1/2}(\Omega) \), then
\[
\left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma)} \leq C |\lambda|^{1-r} \left( \|\sqrt{\rho} F\|_{L^2(\Omega)} + \|F\|_{H^{-1/2}(\Omega)} \right).
\]

Proof For the existence and the uniqueness of the solution \( w \in H^{3/2}_0(\Omega) \), with \( \sqrt{\rho} \nabla^2 w \in L^2(\Omega) \), see [4].

(i) Real case. Concerning the estimates, after multiplying by \( w \), we get
\[
|\lambda|^2 \|w\|_{L^2(\Omega)}^2 + \|\nabla w\|_{L^2(\Omega)}^2 \leq \|\sqrt{\rho} F\|_{L^2(\Omega)} \left\| \frac{w}{\sqrt{\rho}} \right\|_{L^2(\Omega)}.
\]

But, thanks to Hardy’s inequality, we have
\[
\left\| \frac{w}{\sqrt{\rho}} \right\|_{L^2(\Omega)} \leq \left\| \frac{w}{\rho} \right\|_{L^2(\Omega)}^{1/2} \|w\|_{L^2(\Omega)}^{1/2} \leq C(\Omega) \|\nabla w\|_{L^2(\Omega)}^{1/2} \|w\|_{L^2(\Omega)}^{1/2}.
\]

So, using Young’s inequality we firstly deduce that
\[
|\lambda|^{3/2} \|w\|_{L^2(\Omega)} \leq C(\Omega) \|\sqrt{\rho} F\|_{L^2(\Omega)}.
\]

Secondly, from (3.37)–(3.39), we then obtain the following estimate
\[
|\lambda|^{1/2} \|\nabla w\|_{L^2(\Omega)} \leq C(\Omega) \|\sqrt{\rho} F\|_{L^2(\Omega)}.
\]

Multiplying now by \( -\rho \Delta w \) the equation \( \lambda^2 w - \Delta w = F \), we get after integration by parts the following relation
\[
\lambda^2 \|\sqrt{\rho} \nabla w\|_{L^2(\Omega)}^2 + \|\sqrt{\rho} \Delta w\|_{L^2(\Omega)}^2 = \int_{\Omega} -F \rho \Delta w - \lambda^2 \int_{\Omega} w \nabla \rho \cdot \nabla w.
\]
It follows by (3.39) and (3.40) that
\[
|\lambda| \| \sqrt{\rho} \nabla w \|_{L^2(\Omega)} + \| \sqrt{\rho} \Delta w \|_{L^2(\Omega)} \leq C(\Omega) \| \sqrt{\rho} F \|_{L^2(\Omega)}.
\]
As \( F \in H^{-1}(\Omega) \), we see by Poincaré’s inequality that
\[
\lambda^2 \| w \|_{L^2(\Omega)}^2 + \| \nabla w \|_{L^2(\Omega)}^2 = \langle F, w \rangle \leq C(\Omega) \| F \|_{H^{-1}(\Omega)} \| \nabla w \|_{L^2(\Omega)}
\]
which yields to
\[
\| w \|_{H^1(\Omega)} \leq C(\Omega) \| F \|_{H^{-1}(\Omega)} \| \nabla w \|_{L^2(\Omega)} \leq C(\Omega) \| \sqrt{\rho} F \|_{L^2(\Omega)}.
\] (3.41)
Using (2.25), we deduce that
\[
\| w \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 w \|_{L^2(\Omega)} \leq C \| \sqrt{\rho} F \|_{L^2(\Omega)}.
\] (3.42)
For the last estimate concerning the normal derivative of \( w \), we start by use Rellich identity (2.37). It follows that
\[
\left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma)}^2 \leq C \left( \lambda^2 \| \nabla w \|_{L^2(\Omega)}^2 \| w \|_{L^2(\Omega)} + \| h \cdot \nabla w \|_{H^{1/2}(\Omega)}^2 \| F \|_{H^{-1/2}(\Omega)} + \| w \|_{L^2(\Omega)}^2 \right).
\]
The estimate (3.36) is then a consequence of the regularity \( C^\infty(\overline{\Omega}) \) of the vector field \( h \) and the estimates (3.42), (3.41), (3.40) and (3.39).

(ii) Case \( \lambda \) complex. Multiplying by \( \overline{w} \) and using (3.38), we get the following inequality
\[
|\lambda| \| w \|_{L^2(\Omega)}^2 + \| \nabla w \|_{L^2(\Omega)}^2 \leq C_\omega \| \sqrt{\rho} F \|_{L^2(\Omega)} \| \frac{w}{\sqrt{\rho}} \|_{L^2(\Omega)} \leq C_\omega \| \sqrt{\rho} F \|_{L^2(\Omega)} \| \nabla w \|_{L^2(\Omega)}^{1/2} \| w \|_{L^2(\Omega)}^{1/2}.
\]
So, using Young’s inequality we deduce that
\[
|\lambda| \| w \|_{L^2(\Omega)}^2 + \| \nabla w \|_{L^2(\Omega)}^2 \leq C_\omega \| \sqrt{\rho} F \|_{L^2(\Omega)}^{4/3} \| w \|_{L^2(\Omega)}^{2/3},
\]
and then
\[
|\lambda|^{3/4} \| w \|_{L^2(\Omega)} \leq C_\omega \| \sqrt{\rho} F \|.
\]
From this last estimate, it follows that
\[
|\lambda|^{1/4} \| \nabla w \|_{L^2(\Omega)} \leq C_\omega \| \sqrt{\rho} F \|.
\] (3.43)
In particular, we have also
\[
|\lambda|^{1/2} \left\| \frac{w}{\sqrt{\rho}} \right\|_{L^2(\Omega)} \leq C_\omega \| \sqrt{\rho} F \|_{L^2(\Omega)}.
\]
We then proceed as in the proof of Theorem 3.13. We know that
\[
\lambda^2 \| w \|_{L^2(\Omega)}^2 = -\| \nabla w \|_{L^2(\Omega)}^2 + \int_{\Omega} F \overline{w}.
\]
So taking the module of the both sides of the previous equality, we get thanks to (3.43) and (3.2) the following estimate
\[
|\lambda|^{5/4} \| w \|_{L^2(\Omega)}^2 + |\lambda|^{5/12} \| \nabla w \|_{L^2(\Omega)}^2 \leq C \| \sqrt{\rho} F \|_{L^2(\Omega)}.
\] (3.44)
Repeating this reasoning, we find the following estimate: for any $r < 1$

$$\|\lambda|^2 r \| w \|_{L^2(\Omega)} + |\lambda|^{\frac{1}{2} r} \| \nabla w \|_{L^2(\Omega)} + |\lambda|^r \| w \|_{L^2(\Omega)} \leq C_r \| \sqrt{\rho} F \|_{L^2(\Omega)}.$$

Multiplying by $-d \Delta \bar{w}$ the equation $\lambda^2 \bar{w} - \Delta \bar{w} = F$ and using the above estimates we get

$$|\lambda| \| \sqrt{\rho} \nabla \bar{w} \|_{L^2(\Omega)} + \| \sqrt{\rho} \Delta \bar{w} \|_{L^2(\Omega)} \leq C (\| \sqrt{\rho} F \|_{L^2(\Omega)} \| \sqrt{\rho} \Delta \bar{w} \|_{L^2(\Omega)} + |\lambda|^2 \| \nabla \bar{w} \|_{L^2(\Omega)} \| \nabla w \|_{L^2(\Omega)}).$$

From this last inequality, (3.44) and (2.25), we deduce that

$$\| w \|_{H^{3/2}(\Omega)} + \| \sqrt{\rho} \nabla^2 w \|_{L^2(\Omega)} \leq C |\lambda|^{1-r} \| \sqrt{\rho} F \|_{L^2(\Omega)}.$$

Proceeding as in the real case, it follows that

$$\left\| \frac{\partial w}{\partial n} \right\|^2_{L^2(\Gamma)} \leq C_r \left( |\lambda|^{2-2r} \| \sqrt{\rho} F \|^2_{L^2(\Omega)} + |\lambda|^{1-r} \| \sqrt{\rho} F \|_{L^2(\Omega)} \| F \|_{H^{-1/2}(\Omega)} \right),$$

i.e.

$$\left\| \frac{\partial w}{\partial n} \right\|_{L^2(\Gamma)} \leq C_r \left( |\lambda|^{1-r} \| \sqrt{\rho} F \|_{L^2(\Omega)} + \| F \|_{H^{-1/2}(\Omega)} \right).$$

$\square$

**Theorem 3.14** (Resolvent Boundary Estimates for $(\mathcal{P}_D^H)$) Let $g \in H^1(\Gamma)$ and suppose $\lambda \in \mathbb{C}$ with $\Re \lambda \geq \omega$ for some arbitrary $\omega > 0$. Then Problem $(\mathcal{P}_D^H)$ has a unique solution which satisfies

$$u \in H^{3/2}(\Omega), \quad \sqrt{\rho} \nabla^2 u \in L^2(\Omega) \quad \text{and} \quad \frac{\partial u}{\partial n} \in L^2(\Gamma).$$

(3.45)

**Theorem 3.15** (Resolvent Boundary Estimates for $(\mathcal{P}_D^H)$) Let $g \in H^1(\Gamma)$ and suppose $\lambda \in \mathbb{C}$ with $\Re \lambda \geq \omega$ for some arbitrary $\omega > 0$. Then for any real number $r < 1$, there exists a positive constant $C_r$, depending only on $r$, $\Omega$, and $\omega$, such that the solution given by the previous theorem satisfies the following estimate:

$$|\lambda|^{\frac{1}{2} r} \| u \|_{L^2(\Omega)} + |\lambda|^r \| u \|_{H^1(\Omega)} + \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} + |\lambda|^{r-1} (\| u \|_{H^{3/2}(\Omega)} + \| \nabla^2 u \|_{L^2(\Omega)}) \leq C_r (|\lambda| \| g \|_{L^2(\Gamma)} + \| g \|_{H^1(\Gamma)}).$$

**Proof** Clearly we have the following relation:

$$\lambda^2 \| u \|^2_{L^2(\Omega)} + \| \nabla u \|^2_{L^2(\Omega)} = \int_{\Gamma} g \frac{\partial \bar{u}}{\partial n}$$

and the estimate

$$|\lambda| \| u \|^2_{L^2(\Omega)} + \| \nabla u \|^2_{L^2(\Omega)} \leq C \| g \|_{L^2(\Gamma)} \left\| \frac{\partial \bar{u}}{\partial n} \right\|_{L^2(\Gamma)}.$$

(3.46)

Using Rellich identity (2.38) we have

$$\left\| \frac{\partial u}{\partial n} \right\|^2_{L^2(\Gamma)} \leq C \left( \int_{\Gamma} (|\lambda|^2 |g|^2 + |\nabla g|^2) + \| \nabla u \|^2_{L^2(\Omega)} + |\lambda|^2 \| u \|^2_{L^2(\Omega)} \right).$$
From this last inequality and (3.46) we get
\[ \left\| \frac{\partial u}{\partial n} \right\|_{L^2(\Gamma)} \leq C(\Omega) \left( |\lambda| \|g\|_{L^2(\Gamma)} + \|g\|_{H^1(\Gamma)} \right), \]
where the constant \( C(\Omega) \) depends only on the Lipschitz character of \( \Omega \) and \( \omega \). Using then the estimates (3.2) and (3.10), we get the inequality (3.15). \( \square \)

We consider now the following Dirichlet-to-Neumann operator: let \( g \in H^1(\Gamma) \) and \( u_g \in H^{3/2}(\Omega) \) the unique solution satisfying
\[ \lambda^2 u_g - \Delta u_g = 0 \text{ in } \Omega \text{ and } u_g = g \text{ on } \Gamma. \]
Let us define the operator
\[ S_\lambda : g \mapsto \frac{\partial u_g}{\partial n} \]
and provide the space \( H^1(\Gamma) \) with the following norm equivalent to the usual norm of \( H^1(\Gamma) \): for \( g \in H^1(\Gamma) \), we set
\[ \|||g||| = |\lambda| \|g\|_{L^2(\Gamma)} + \|g\|_{H^1(\Gamma)}. \]
We denote by \( H^1_\lambda(\Gamma) \) the space \( H^1(\Gamma) \) equipped with this norm and by \( H^{-1}_\lambda(\Gamma) \) its dual space. We know that
\[ S_\lambda : H^1_\lambda(\Gamma) \rightarrow L^2(\Gamma) \]
is continuous and there exists a constant \( C \), depending only on \( \Omega \) if \( \lambda \) is real and on \( \Omega \) and \( \omega \) if \( \lambda \) is a complex number with \( \text{Re} \lambda \geq \omega > 0 \), such that
\[ \left\| \frac{\partial u_g}{\partial n} \right\|_{L^2(\Gamma)} \leq C |||g|||. \]
We see easily that for any \( f \in H^1_\lambda(\Gamma) \) and any \( g \in L^2(\Gamma) \) we have
\[ \left\langle \frac{\partial u_g}{\partial n}, f \right\rangle_{H^{-1}_\lambda(\Gamma) \times H^1_\lambda(\Gamma)} = \left\langle g, \frac{\partial u_f}{\partial n} \right\rangle_{L^2(\Gamma) \times L^2(\Gamma)}. \]
So the operator \( S_\lambda \) is self-similar and thanks to Theorem 2.17 and Theorem 3.15 is continuous from \( L^2(\Gamma) \) into \( H^{-1}_\lambda(\Gamma) \).
Finally, proceeding as in the proof of Theorem 3.8, we can obtain the following theorem.

**Theorem 3.16 (Very Weak Estimate for \((P^H)\))** Let \( g \in L^2(\Gamma) \) and suppose \( \lambda \in \mathbb{R}^* \) or \( \lambda \in \mathbb{C} \) with \( \text{Re} \lambda \geq \omega \) for some arbitrary \( \omega > 0 \). Then Problem \((P^H)\) has a unique solution which satisfies
\[ u \in H^{1/2}(\Omega), \quad \frac{\partial u}{\partial n} \in H^{-1}(\Gamma) \]
with the following estimate:
\[ |\lambda|^{1/2} \|u\|_{L^2(\Omega)} + \|u\|_{H^{1/2}(\Omega)} + \left\| \frac{\partial u}{\partial n} \right\|_{H^{-1}_\lambda(\Gamma)} \leq C \|g\|_{L^2(\Gamma)}, \]
where \( C \) is not depending on \( \lambda \).
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