Sensitivity to external signals and synchronization properties of a non-isochronous auto-oscillator with delayed feedback
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For auto-oscillators of different nature (e.g. active cells in a human heart under the action of a pacemaker, neurons in brain, spin-torque nano-oscillators, micro and nano-mechanical oscillators, or generating Josephson junctions) a critically important property is their ability to synchronize with each other. The synchronization properties of an auto oscillator are directly related to its sensitivity to external signals. Here we demonstrate that a non-isochronous (having generation frequency dependent on the amplitude) auto-oscillator with delayed feedback can have an extremely high sensitivity to external signals and unusually large width of the phase-locking band near the boundary of the stable auto-oscillation regime. This property could be used for the development of synchronized arrays of non-isochronous auto-oscillators in physics and engineering, and, for instance, might bring a better fundamental understanding of ways to control a heart arrhythmia in medicine.

The systems with auto-oscillation properties are common in science and nature starting from a simple pendulum clock and ending with complex neural systems of animals and humans. In general, every auto-oscillator consists of an active element (source of energy) and a passive oscillating system, which converts the energy obtained from the active element to the energy of oscillations and determines the oscillation frequency. In electronics auto-oscillators are used for the generation of periodic signals and in digital systems as clocks that synchronize the system operation. Similarly, mechanical oscillators, such as quartz oscillators, play a dominant role in today’s time keeping devices¹. Auto-oscillating systems are also well known in biology², chemistry³, and even economics⁴.

In applications, one of the most important characteristics of an auto-oscillator is its generation linewidth which is determined by the auto-oscillator interaction with noise⁵. On the other hand, an equally important characteristic of an auto-oscillator is its ability to synchronize with other auto-oscillators. This property is important for the understanding of the behavior of coupled ensembles of auto-oscillators. In a broader sense, synchronization is a property of an ensemble of auto-oscillators that allows it to behave as a single entity⁶. In particular, synchronization properties are very important in biological systems, where each cell of a tissue acts as a single auto-oscillator, while the population of these cells (e.g. the entire organism, or even a group of organisms) acts as a single auto-oscillating system consisting of an array of coupled and synchronized auto-oscillators. There are, also, many examples of auto-oscillator arrays in physics and microwave electronics (see e.g. generating Josephson junctions⁷ or spin-torque nano-oscillators (STNO)⁸–¹⁰) for which synchronization properties are extremely important, because individual auto-oscillators have a relatively low output power and the action of a synchronized array is necessary for practical applications of these devices.

It should be noted, that the generation linewidth of an auto-oscillator, as well as its phase-locking bandwidth to an external periodic signal and its synchronization bandwidth with other auto-oscillators, are determined by the same property of an auto-oscillating system – its sensitivity to an external signal, be it an external noise or a periodic driving signal generated by an external driver or by other auto-oscillators in the ensemble.

To determine this sensitivity we need, at first, to qualitatively understand how a typical auto-oscillator reacts on the amplitude and phase fluctuations. In a steady-state auto-oscillation a flow of energy from an active element,
producing a nonlinear negative damping, is compensated by the absorption of this flow by a dissipative element, providing a positive damping, which, in a general case, can also be nonlinear. Thus, the condition of a zero total damping or, in other words, the condition of a dynamic equilibrium between the energy taken from an active element and absorbed by a dissipative element of an auto-oscillator, defines the stable limit cycle of an auto-oscillator. In such a situation, the fluctuations of the auto-oscillation amplitude (or of the effective radius of the limit cycle) introduced into the system may shift the system trajectory from the limit cycle, but the above mentioned dynamic equilibrium condition will return the system back to the limit cycle after a finite time. The situation is drastically different with the phase fluctuations (or shifts along the limit cycle). Since the system has no mechanism to return to the initial phase, the phase fluctuations perform a random walk and accumulate over time. Thus, the auto-oscillating systems are particularly sensitive to the phase fluctuations, and the experimentally observed generation linewidth of a typical auto-oscillator is, for the most part, determined by the phase fluctuations. Analogously, when the external signal is periodic (e.g. when it is created by an external driver or by another auto-oscillator) the phase sensitivity mostly determines the phase-locking bandwidth of an auto-oscillator – the maximum deviation of the frequency of an external driving signal from the generation frequency of the auto-oscillator at which the auto-oscillation phase still follows the phase of the external signal.

As it was explained above, the stable limit cycle and, therefore, the steady-state amplitude in an auto-oscillating system is determined by the nonlinearity of its negative and positive damping. At the same time, the equilibrium auto-oscillation frequency is determined by the passive oscillating system, which can also be nonlinear, resulting in the non-isochronous property of the auto-oscillator – dependence of the auto-oscillation frequency on the auto-oscillation amplitude. Besides, in many cases the process of the energy transfer from an active element to a passive oscillating system may take much more time then one period of oscillation. In such a situation, typical for the systems with spatially distributed parameters, the dynamics of an auto-oscillating system can be strongly influenced by the time delay existing in it.

It turns out, that many of the practically interesting auto-oscillating systems are both non-isochronous and have a delayed feedback. One such example is an optoelectronic oscillator based on a low-loss delay line. Another example of such an auto-oscillating system is a heart of a mammal. In a bloodstream of a mammal the generator in the central nervous system (CNS) of a fish produces periodic oscillations that move through the spinal cord to muscles and resemble waves propagating in a transmission line. Specific receptors capture these waves and send a feedback signal to the CNS.

In all the above presented examples it is very important to understand the detailed behavior of the sensitivity of a non-isochronous auto-oscillating system with delay to an external signal, as the abnormal values of this sensitivity could cause serious irregularities in the system function, which in biological systems manifest themselves as diseases. For example, the abnormal increase of the phase sensitivity of a human heart causes arrhythmia, while its abnormal decrease leads to serious medical conditions after the heart transplantation.

In the framework of a general theory of dynamical systems an auto-oscillator driven by an external force is described by the equation:

\[ dx(t)/dt = f(x(t)) + \zeta(t), \]  

(1)

where \( x(t) \) is the vector describing the state of an auto-oscillator, function \( f(x(t)) \) defines all the internal properties of an auto-oscillator, and \( \zeta(t) \) is a weak external driving signal. This equation can be reduced to the so-called phase model:

\[ d\phi(t)/dt = \omega_0 + X[\phi(t)]\zeta(t), \]  

(2)

where \( \phi(t) \) and \( \omega_0 \) are, respectively, the auto-oscillation phase and frequency, while \( X[\phi(t)] \) is the so-called sensitivity function or phase response function, that describes the reaction of the auto-oscillator’s phase on the external perturbation.

Unfortunately, this elegant scheme cannot be used directly to describe auto-oscillators with delayed feedback. Indeed, even in a simplest case of an oscillator with delayed feedback the function \( f \) in Eq. (1) becomes dependent on the delayed oscillator’s state \( x(t-T) \) (\( T \) is the delay time), \( f = f(x(t), x(t-T)) \). Thus, the equation for an oscillator with delay can be written in the form of Eq. (1) only by introducing an infinite-dimensional state vector \( \bar{x}(t) = [x(t), x(t-T), x(t-2T), ...] \) and an external force \( \bar{\zeta}(t) = [\zeta(t), \zeta(t-T), \zeta(t-2T), ...] \). Respectively, the vector sensitivity function \( X[\phi] \) also becomes infinitely-dimensional, which makes phase model Eq. (2) unsuitable for practical calculations.

This difficulty is the main reason why, despite a number of interesting results obtained in the theory of coupled oscillators with delay in the inter-oscillator coupling, in the majority of existing theoretical papers describing the dynamics of auto-oscillating systems (see e.g.11–13) the time delay in the feedback loop of an auto-oscillator itself is either ignored or is considered as a small correction.

In our current paper we found an auto-oscillator model which allows one to formally take into account the time delay in an auto-oscillator feedback loop. In the framework of this model an auto-oscillator consists of two parts: a linear resonant part, which defines the auto-oscillating frequency and contains linear elements providing delay in feedback, and a nonlinear part containing an active element that provides negative damping and is responsible for the auto-oscillator’s non-isochronous properties. Using this model it is possible to analytically calculate the sensitivity \( X[\phi(t)] \) to an external signal of a non-isochronous auto-oscillator with delayed feedback and to evaluate all the non-autonomous properties of such an auto-oscillator determined by this sensitivity. Although our model is less general than the model (1), it, nonetheless, describes most of non-isochronous auto-oscillators with delayed feedback that are practically important in physics, biology and electronics.

Results

A model of a non-isochronous auto-oscillator with delayed feedback. The non-autonomous behavior of a wide range of auto-oscillators can be described by a simple model of a closed auto-oscillating loop (see Fig. 1) that consists of a nonlinear amplifier (active element), a linear resonance oscillating system (which may contain an element causing the signal delay, e.g. a delay line), and a source of a relatively weak (compared to the auto-oscillation amplitude) external signal, which may be either stochastic (noise) or/and periodic (driving signal).

The nonlinear active element, described by the function \( G(p) \), where \( p \) is the oscillation power, provides the energy flow into the system, while the passive linear oscillating system, described by the linear operator \( L (i/dt) \), determines the auto-oscillation frequency and provides positive damping, or energy sink. In this approach, the active element is assumed to have an infinite frequency bandwidth, so the output signal of the active element depends only on the

\[ p(t) \rightarrow \begin{array}{l}
G(p) \rightarrow L(i/dt) \rightarrow \text{output signal}
\end{array} \]
The instantaneous value of the input signal. The corresponding operator equation written in the time domain and describing such a system has the form:

\[ L^{-1} \left( i \frac{d}{dt} c(t) \right) - G(p)c(t) = \xi(t), \]  

(3)

where the function \( c(t) \) describes the complex amplitude of the auto-oscillation at the input of the nonlinear active element, \( p = |c(t)|^2 \) is the signal power, and the function \( \xi(t) \) describes a weak external driving signal acting on the auto-oscillating loop. Please note that the dimension of the external signal \( \xi(t) \) differs from the dimension of \( c(t) \) by the dimension of the linear operator \( L \).

In the frequency domain the operator \( L (i \frac{d}{dt}) \) can be described by a transfer function \( L(\omega) \) that is defined as a Fourier transform of the impulse response function of the oscillating system and can be directly measured experimentally.

We stress, that in the model equation (3) the operator \( L (i \frac{d}{dt}) \) describing the oscillating system with delay is linear, so that the non-isochronous properties of the auto-oscillator (i.e., the dependence of the oscillation frequency \( \omega \) on the oscillation power \( p \)), as well as the nonlinear properties of the active element limiting the auto-oscillation amplitude and defining the limit cycle, are described by the nonlinear amplifier gain \( G(p) \).

The model (3) describes, either directly or after an appropriate change of variables, a vast variety of natural and artificial auto-oscillating systems. A few particular examples will be given below (see section "Examples").

In the absence of external perturbations \( (\xi(t) = 0) \) we assume the stationary auto-oscillations at a limit cycle of the auto-oscillator Fig. 1 to be harmonic, and the stationary solution for the function \( c(t) \) has the form:

\[ c_s(t) = \sqrt{p_s} e^{-i\phi_s(t)}, \]  

(4)

where \( \phi(t) = \omega_s t + \phi_0 \), \( p_s \), and \( \omega_s \) are the stationary free-running auto-oscillation power and frequency, respectively, and \( \phi_0 \) is an arbitrary initial phase of the auto-oscillation. The parameters \( p_s \) and \( \omega_s \) of the stationary auto-oscillation are determined by the following amplitude and phase conditions, which directly follow from equation (3):

\[ \text{abs}[L(\omega_o) G(p_s)] = 1, \]

\[ \text{arg}[L(\omega_o)] + \text{arg}[G(p_s)] = 2\pi n, \]  

(5)

where \( n = 1, 2, 3, \ldots \) is an integer number.

In a general case the conditions (5) for stationary auto-oscillations define many different auto-oscillation modes which reflects the multi-mode nature of the auto-oscillator loop Fig. 1 (see the mode spectrum shown in Fig. 2). Which one of the possible auto-oscillation modes will be actually generated in the auto-oscillator is determined by the relative stability properties of the stationary solutions of equation (5), which can be analyzed using the central equation of our model (3).

**Sensitivity of an auto-oscillator to external perturbations.** In the presence of a weak external signal \( \xi(t) \), both the frequency and the power of the auto-oscillation will experience slight shifts from their stationary values, and the non-autonomous properties of the perturbed auto-oscillator will depend on the behaviour of the functions \( L(\omega) \) and \( G(p) \) in the vicinity of the limit cycle, which corresponds to the stable auto-oscillation mode \( (p_s, \omega_s) \).

The parameters determining the non-autonomous dynamics of the auto-oscillator can be obtained by expanding the functions \( L(\omega) \) and \( G(p) \) in a Taylor series near the limit cycle \( (p_s, \omega_s) \):

\[ T = -i \frac{\partial L(\omega)/\partial \omega}{L(\omega)} \bigg|_{\omega = \omega_o}, \]

\[ \beta = -p_s \frac{\partial G(p)/\partial p}{G(p_s)} \bigg|_{p = p_s}. \]  

(6)

Both parameters \( T \) and \( \beta \) are, in general, complex quantities that have a simple physical meaning. The real part of \( T \) (Re\(T\)) acts as an effective delay time in the feedback loop. The imaginary part of \( T \) (Im\(T\)) characterizes the slope of the transfer function \( L(\omega) \) at the frequency \( \omega_o \) of the stationary auto-oscillation (see Fig. 2). The real part of \( \beta \) (Re\(\beta\)) -- amplifier nonlinearity, characterizes the dependence of the gain of the active element on the oscillation power. In most cases \( \beta \) is positive \( (\beta_s > 0) \) which means that the amplifier gain decreases with power and this effect limits the auto-oscillation amplitude. The imaginary part of \( \beta \) (Im\(\beta\)) -- non-linear frequency shift, determines the dependence of the auto-oscillation frequency on power, and, therefore, describes the non-isochronous properties of the auto-oscillator.

Under the influence of an external time-dependent signal the phase \( \phi(t) \) in equation (4) becomes a function of time. Assuming that the external signal \( \xi(t) \) is weak and, therefore, can only slowly change the phase and slightly vary the amplitude of the auto-oscillation, we derived the following approximate equation describing the phase dynamics of the auto-oscillation in time:

\[ \frac{d\phi(t)}{dt} = \omega_s - \text{Re}[\chi(\xi(t)e^{i\phi(t)})], \]  

(7)

where \( \chi \) can be defined as phase sensitivity of a non-isochronous auto-oscillator to an arbitrary external signal \( \xi(t) \). Such a result for the phase model of equation (2) was, of course, expected due to the simple form of equation (4), which means the circular shape of the limit cycle on the phase plane.
In the framework of the approximate phase equation (7) the finding of all the non-autonomous characteristics of an auto-osculator, such as the generation linewidth, phase-locking bandwidth to the external periodic signal, or the synchronization frequency band with other similar auto-oscillators, can be reduced to finding the auto-oscillator sensitivity $\gamma$. The solution of equation (3) near the auto-oscillation limit cycle (see "Methods") leads to the following expression for the auto-oscillator sensitivity $\gamma$:

$$\gamma = \frac{L(\omega_0)\beta}{\sqrt{p_0}\text{Re}(\beta^* T)},$$

(8)

where $\beta^*$ is the complex conjugate of $\beta$.

When the auto-oscillator sensitivity $\gamma$ is known, it is easy, using equation (7) and equation (8), to evaluate the frequency phase-locking bandwidth of an auto-oscillator to an external periodic signal of the amplitude $A$:

$$\Delta \omega_{pe} = A|\gamma| = \frac{A|\beta|L(\omega_0)|^2 S_n(\omega_0)}{2\sqrt{p_0}\text{Re}(\beta^* T)}.$$

(9)

Similarly, using equation (7) and equation (8), it is easy to evaluate the generation linewidth of an auto-oscillator. In the presence of thermal noise the auto-oscillator phase $\phi$ performs a random walk with the phase variance linearly increasing with time and the generation line of the auto-oscillator has a Lorentzian shape with the linewidth $2\Delta \omega$ (full width at half maximum (FWHM)) evaluated as:

$$2\Delta \omega = \frac{1}{2} \gamma^2 S_n(\omega_0) = \frac{\beta^2(1 + v^2)S_n(\omega_0)}{2p_0\text{Re}(\beta^* T)^2},$$

(10)

where $S_n(\omega_0)$ is the spectral density of the noise power calculated at the frequency of the stationary auto-oscillator. The spectrum of the thermal Johnson-Nyquist noise could be written as (see equation (92) in $^7$)

$$S_n(\omega_0) = 2\Gamma p_0,$$

(11)

where $p_0$ is the noise power (power of the oscillations in the system in the thermal equilibrium state) and $\Gamma$ is the damping parameter of the loop.

One interesting and non-trivial consequence of the general expression (8) is the fact that the auto-oscillator sensitivity $\gamma$ and, therefore, the phase-locking bandwidth and the generation linewidth, diverge when $\text{Re}(\beta^* T) = 0$. Thus, near this point the auto-oscillator is very sensitive to the external signal and will easily phase lock to an external driver or easily synchronize with other similar auto-oscillators. Therefore, the study of the auto-oscillator behavior in the vicinity of the point where $\text{Re}(\beta^* T) = 0$ is very important for practical applications, and, if such regimes of stable auto-oscillations exist, they can be used for the synchronization of arrays of auto-oscillators, even in the case when their auto-oscillation frequencies are not very close to one another.

Below, we present several examples of application of the general expression (8) to different auto-oscillating systems.

**Applications to simple auto-oscillating systems.** Isochronous ($\beta_i = 0$) auto-oscillator generating at resonance ($\omega_0 = \omega_0$). The model equation (3) covers a wide range of auto-oscillators of different physical nature, and it can be shown that in simple particular cases the expression for the generation linewidth (10) following from this model can be reduced to well-known results.

For the isochronous auto-oscillator where the oscillation system is a simple LCR circuit with a quality factor $Q = \omega_0/2\Gamma$, where $\Gamma$ is a damping parameter, the transfer function can be represented in a simple Lorentzian form

$$L(\omega) = \frac{1}{\Gamma - i(\omega - \omega_0)}.$$

(12)

In this case the generation frequency coincides with the resonance frequency of the oscillating system (LCR circuit), $\omega_0 = \omega_0$. Thus, the effective delay time is real and is given by $T = 1/\Gamma = 2Q/\omega_0$. If the phase shift of oscillations at the amplifier output does not depend on power, the nonlinearity $\beta$ contains only the real part, $\beta = \beta_i$, and the function $G(p)$ in the vicinity of the stationary point can be written as:

$$G(p) = K[1 - \beta_i(p - p_s)/p_s],$$

(13)

where the amplifier gain $K$ should be chosen to satisfy the amplitude condition of the stationary generation (the first condition in equation (5)), which leads to $K = \Gamma$. Thus, the general expression for the auto-oscillator generation linewidth (10) is reduced to a well-known result $^{11}$:

$$2\Delta \omega_0 = \frac{\alpha_0 p_n}{2Q p_s} = \Gamma \frac{p_n}{p_s}.$$  

(14)

Non-isochronous ($\beta_i \neq 0$) auto-oscillator generating at resonance ($\omega_0 = \omega_0$). In a non-isochronous auto-oscillator the nonlinearity parameter has both real and imaginary parts, $\beta = \beta_r + i\beta_i$, and the imaginary part $\beta_i$ describes the non-isochronous properties of the auto-oscillator. The typical example of such an auto-oscillator is a spin-torque nano-oscillator (STNO) which can be described by the equation:

$$\frac{dc(t)}{dt} + i(\omega_0 + \Gamma) c(t) + \Gamma_{tot}(p)c(t) = \zeta(t),$$

(15)

where $\Gamma_{tot}$ contains both the natural positive linear damping $\Gamma$ and the positive and negative nonlinear damping $\Gamma_{nl}(p)$. Separating linear and nonlinear parts in both $\Gamma_{tot}(p)$ and $\omega_0(p)$ one gets:

$$\Gamma_{tot}(p) = \Gamma + \Gamma_{nl}(p),$$

$$\omega_0(p) = \omega_0 + \omega_{nl}(p).$$

(16)

Then, the linear transfer function $L(\omega)$ can be represented in the Lorentzian form (12) and the “amplifier” nonlinear function has the form:

$$G(p) = -\Gamma_{nl}(p) - i\omega_{nl}(p).$$

(17)

Calculating the values for $\beta$ and $T$ from the above equations, one can get the auto-oscillator generation linewidth from equation (10) in the form:

$$2\Delta \omega = (1 + v^2)\Gamma_1 \frac{p_n}{p_s} = 2\Delta \omega_0 (1 + v^2),$$

(18)

where $v = \beta/\beta_i = (d\alpha_0/d\Delta p)/(d\Delta p/dp)$.

Non-isochronous ($\beta_i \neq 0$) auto-oscillator generating off resonance ($\omega_0 \neq \omega_0$). The qualitatively new results are obtained from equations (8–10) when both parameters $T$ and $\beta$ are complex. A simple example of solving an auto-oscillator with complex $T$ and $\beta$ can be written in the form:

$$\frac{dc(t)}{dt} + [i\omega_0 + \Gamma]c(t) - K \left[1 - \beta_i \frac{|c(t - \tau)^2 - p_s|}{p_s}\right] \times \exp \left[-i\beta_i \frac{|c(t - \tau)^2 - p_s|}{p_s}\right]c(t - \tau) = \zeta(t).$$

(19)

In the auto-oscillating system described by equation (19) the linear transfer function $L(\omega)$, compared to equation (12), has an additional multiplier which explicitly contains the delay time $\tau$ and should be written as

$$L(\omega) = \frac{\exp(i\tau\omega)}{\Gamma - i(\omega - \omega_0)},$$

(20)
while the nonlinear amplifier function $G(p)$ also contains an additional multiplier responsible for nonlinear frequency shift and has the form:

$$G(p) = K \left(1 - \beta_r \frac{p - p_i}{p} \right) \exp \left(-i\beta_i \frac{p - p_i}{p} \right).$$

(21)

Using the above presented expressions for $L(\omega)$ and $G(p)$ it is easy to calculate the auto-oscillator parameters equation (6) at the stationary frequency $\omega_i \neq \omega_0$:

$$\beta = \beta_i + i\beta_r,$$

$$T = \tau + 1/(\Gamma + i\omega_0),$$

(22)

where $\delta_0 = \omega_0 - \omega_i$. The amplifier gain $K$ is chosen to provide the stationary generation at the frequency $\omega_0 = \omega_i$ satisfying conditions equation (5). The equation (19) is also convenient for the numerical analysis of the problem.

The condition $\text{Re}(\beta^* T) = 0$ for the singularity in the expression (8) for the phase sensitivity of an auto-oscillator can be rewritten as an equation of a straight line on the plane $(\beta_r, \beta_i)$:

$$\beta_i = \frac{\beta_r}{\delta_0} \left[\Gamma + (\delta_0^2 + \Gamma^2) \tau\right].$$

(23)

The condition $\text{Re}(\beta^* T) = 0$ (see the solid red line in Fig. 3a) also defines the boundary of the auto-oscillation stability region in respect to low-frequency modulation of the generated signal. The other boundaries of the stability region (shown by black solid lines in Fig. 3a) are the boundaries of the stability region in respect to the decay into different auto-oscillation modes (see Fig. 2). These boundaries are found from the numerical solution of equation (19).

We would like to note, that normally the negative sign of the amplifier nonlinearity $\beta_r < 0$, corresponding to the case when the amplification gain increases with the increase of the oscillation power $p$, automatically leads to the instability of the auto-oscillation regime. However, if $\beta_i \neq 0$, the stable auto-oscillations can exist even if the product $\beta_i \beta_r$ is negative. On the other hand, when the real part of the auto-oscillator nonlinearity is positive $\beta_r > 0$ the region of stability of the auto-oscillations is much wider, and the stable auto-oscillations are possible for any sign of the product $\beta_i \beta_r$.

The phase-locking bandwidth of the auto-oscillator to an external signal (relative to the linear damping $\Gamma$ of the oscillating system) is shown in Fig. 4 in a logarithmic scale. It is clearly seen from Fig. 4 that as soon as the system gets close to the low-frequency boundary (23) of the stability region (shown by the solid red line in Fig. 3), the phase-locking bandwidth drastically increases. The similar behavior is demonstrated by the graph of the auto-oscillator generation linewidth (see Fig. 5). The numerical calculations confirm that the oscillations remain stable when the system approaches the boundary of the stability region.

**Two coupled auto-oscillators.** To illustrate the qualitative influence of the increase in auto-oscillator sensitivity near the line $\text{Re}(\beta^* T) = 0$ on the behavior of coupled auto-oscillator arrays we considered an elementary example of a coupled pair of practically identical auto-oscillators that have slightly different generation frequencies, separated by the interval $\delta_0 = \omega_0 - \omega_i$, and different initial phases. Both auto-oscillators in a coupled pair are described by the same model (19), where the external signal in the right-hand-side part $\xi_{1,2}(t) = a_{1,2} \xi_{1,2}(t)$ is proportional (with a coupling constant $a_{1,2}$) to the oscillation amplitude of the other oscillator. We numerically calculated the phase difference $\Delta \phi$ between the oscillations of the two coupled oscillators in two different cases (see Fig. 3a): when the parameters of the coupled auto-oscillators were close to the low-frequency boundary of the auto-oscillation stability region (left blue point in Fig. 3a) and when auto-oscillators parameters were far from that boundary (right red point in Fig. 3a). The evolution of the phase difference in the pair of coupled oscillators with time in these two cases are shown in Figs. 3b and c, respectively, where different colors correspond to different initial phase differences between the oscillators. As one can see, in the first case (Fig. 3b)
Discussion

Figs. 4 and 5 demonstrate that the divergence of the phase-locking bandwidth or the generation linewidth of a non-isochronous auto-oscillator with delayed feedback takes place only near the low-frequency boundary of the auto-oscillation stability region defined by the equation (23), while the behavior of the same quantities near all the other boundaries of the auto-oscillation stability region is regular. Thus, the low-frequency boundary of the stability region has special importance for the non-autonomous behavior of an auto-oscillator.

If in an auto-oscillator we have means to control the magnitude or/and sign of the nonlinear frequency shift $\beta_1$ (or/and the detuning $\delta\omega_0$ at which the stable auto-oscillation takes place), we could control the phase-locking bandwidth and the generation linewidth of the auto-oscillator.

The situations when the magnitude and even the sign of the non-linear frequency shift could be controlled by changing a certain external parameter of the auto-oscillator are not rare. In particular, in a spin-torque nano-oscillator it is possible to change the magnitude and the sign of $\beta_1$ simply by changing the direction of the external bias magnetic field (see Fig. 6 in31), or by changing the bias direct current driving the device (see Fig. 1d in30).

Of course, for a normal auto-oscillator with saturation nonlinearity $\beta_i > 0$ the minimum linewidth is achieved when the auto-oscillator is isochronous, $\beta_i = 0$, which is well-known from the standard auto-oscillator theory (see also Figs. 4 and 5), but if we need to synchronize many auto-oscillators with different oscillation frequencies or switch an individual oscillator from a coherent auto-oscillation regime to a regime of generation of noise-like signals having a wide frequency spectrum, we could use the above described regime of off-resonance generation in a non-isochronous auto-oscillator and bring this device close to the low-frequency boundary of the stability region defined by the condition (23).

In conclusion, we found that in a non-isochronous auto-oscillator with a time-delayed feedback it is possible to achieve an extremely high sensitivity to the external driving signal, and, therefore, to get an unusually large synchronization band near the low-frequency boundary of the auto-oscillations stability region. The understanding of the above described behavior of the auto-oscillator sensitivity could be also fundamentally important for the understanding of synchronization properties in biological systems and for the better understanding of the nature of some diseases, for example – heart arrhythmia.

Methods

Analytical calculations. To derive the effective phase equation (7) and expression (8) for the phase sensitivity, we represented the external signal $\xi(t)$ as a continuous sequence of $\delta$-kicks, $\xi(t) = \int [\xi(t')\delta(t - t')dt$, evaluated phase response of the oscillator to a single $\delta$-kick $\xi(t')\delta(t - t')$, and summed up responses from different kicks. The solution of equation (5) under the influence of one weak $\delta$-impulse is close to the free-running solution and can be easily found using standard perturbation methods, namely, by linearizing equation (3) near the unperturbed solution (4).

To calculate analytically the synchronization bandwidth $\Delta\omega_{PL}$ equation (9), we used the periodic external signal $\xi(t) = A_0e^{-it}$ in the phase equation (7) and looked for stationary phase-locked solutions of the form $\phi(t) = -\omega_0t + \Delta\phi$, where $\Delta\phi$ is an arbitrary constant phase shift. The condition for existence of such solutions can be written in the form $|\omega_0 - \omega_e| < \Delta\omega_{PL}$, where the phase-locking bandwidth $\Delta\omega_{PL}$ is given by the equation (9).

Similarly, substituting white gaussian noise with known statistical properties for the external signal $\xi(t)$ one can get the generation linewidth $\Delta\omega$ of the auto-oscillator (see Supplementary materials for details).

Numerical methods. To check the above derived analytical results the differential equation describing a nonisochronous auto-oscillator with delay (19) was solved for different forms of the weak external signal $\xi(t)$ using the method of slowly varying amplitudes, where all the frequencies were normalized to the linear damping parameter $\Gamma$ (or linear relaxation frequency). The equation was solved by a Runge-Kutta method of the 4-th order.

To calculate the phase-locking bandwidth a purely sinusoidal periodic signal of the small amplitude $A/(\Gamma\sqrt{\rho_1}) = 0.01$ has been added as the right-hand-side part $\xi(t)$ of equation (19). The phase-locking bandwidth has been obtained by varying the fre-
frequency of the external signal and determining the frequency of the auto-oscillation for each value of the external driving frequency.

To calculate the generation linewidth external white noise \( \xi(t) \) in the right-hand-side part of equation (19) was simulated by random points at regular time intervals with normal distribution of the amplitude. These points were locally interpolated by a 3-rd order polynomial for the continuity of the function. The upper cut-off frequency of the noise was chosen to be 4 times larger than the relaxation frequency \( \Gamma \) in equation (19), which is the largest characteristic frequency of the model. The correlation function for the phase of auto-oscillations was determined after solving (19) numerically, and the generation linewidth was obtained from this correlation function.

To find the region of parameters where auto-oscillations are stable we analyzed the possibility of decay of stationary auto-oscillations with the frequency \( \omega_0 \) into oscillations with the frequencies \( \omega_0 \pm \Omega \) under the action of small perturbations. As it follows from the Lyapunov criteria the auto-oscillations are stable when \( \text{Im}(\Omega) < 0 \) (see Supplementary materials).
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