Self-consistent potential correction for charged periodic systems
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Abstract
Supercell models are often used to calculate the electronic structure of local perturbations from the ideal periodicity in the bulk or on the surface of a crystal or in wires. When the defect or adsorbent is charged, a jellium counter charge is applied to maintain overall neutrality, but the interaction of the artificially repeated charges has to be corrected, both in the total energy and in the one-electron eigenvalues and eigenstates. This becomes paramount in slab or wire calculations, where the jellium counter charge may induce spurious states in the vacuum. We present here a self-consistent potential correction scheme and provide successful tests of it for bulk and slab calculations.
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Electronic structure calculations in periodic systems are often carried out in a supercell model, i.e., for a multiple of the primitive unit, which contains and also repeats any local deviation from periodicity, as, e.g., point defects or adsorbates. In many cases, like modeling charge assisted surface reactions to understand photocatalytic processes, or calculating charge transition levels to establish the electronic activity of a defect in a semiconductor, the supercell may contain a localized extra charge. To avoid the divergence of the Coulomb-energy due to repetition of the supercell, a background charge of opposite sign is always introduced to keep the supercell neutral. However, because of the spurious interaction between repeated charges, corrections are needed. This was partially solved by Coulomb cut-off techniques or a posteriori total energy correction schemes, both for bulk and lower dimensional systems. It has been pointed out, however, that the artificial repetition of the charge affects also the localized one-electron levels. Actually, correction of the electrostatic potential is required and a self-consistent potential correction scheme has been proposed for cubic bulk systems. Self-consistent potential correction for low-dimensional periodic systems is difficult because of the variation in the dielectric profile at the interface, and the methods suggested so far are restricted to special cases.

In low-dimensional charged periodic systems another problem arises, which has not been exposed before. Except for the virtual crystal approach, where the charge of the nuclei is artificially modified, the counter charge is distributed evenly in the model. Therefore, a substantial part of the countercharge is in the vacuum region. As we will demonstrate, in case of negative electron affinity surfaces, or when the thickness of the vacuum region, separating the repeated solid parts, is sufficiently wide to decouple the repeated interfaces, this leads to artificial bound states in the middle of the vacuum region. In plane-wave based calculations these states may even be erroneously occupied, but this artificial electrostatic potential influences also the results of localized basis calculations.

In this letter we introduce a general, self-consistent potential correction (SCPC) method for charged periodic systems, equally applicable to wires (1D), slabs (2D) and bulk (3D)
systems. The method has been implemented into the VASP electronic structure package, and is available for certified users as a patch. We show that the total energy converges similarly as in the previous *a posteriori* energy correction schemes, the one electron energies are corrected automatically, and the artificial ghost states in low dimensional systems disappear.

The SCPC method applies a corrective potential ($V_{\text{cor}}$), included in the Kohn-Sham (KS) equations. During the iterative solution of the latter, $V_{\text{cor}}$ is updated according to the following four steps: *i)* the distribution of the extra charge in the supercell ($\delta \rho$) is determined, *ii)* the corresponding periodic electrostatic potential ($V_{\text{per}}$) is calculated, *iii)* the potential for the same but isolated charge distribution ($V_{\text{iso}}$) is determined by using open (Dirichlet) boundary conditions, and finally, *iv)* $V_{\text{per}}$ and $V_{\text{iso}}$ are used to determine the corrective potential $V_{\text{corr}}$, which is added to the total electronic potential. It should be noted that SCPC always aligns the final potential, considering the difference between the planar-averaged electrostatic potentials of the charged and the reference system far away from the defect position (in the spirit of the method of Lany and Zunger).

Earlier energy correction methods are typically based on an approximate model representations of the defect charge density $\delta \rho$, such as point charges or Gaussian functions. The parameters of the model are tuned to reproduce the potential from the electronic structure calculation. Repeating the fitting procedure during the SCF is impractical so, in SCPC, $\delta \rho$ is built directly from the difference between the electronic density of the charged defect system ($\rho^{\text{chg}}$) and of the reference system ($\rho^{\text{ref}}$) on a real space grid:

$$\delta \rho (r) = \rho^{\text{chg}} (r) - \rho^{\text{ref}} (r).$$

The reference system can either be the pristine system (unperturbed supercell), as in the FNV (Freysoldt-Neugebauer-Van de Walle) method, or the neutral defect (at the same geometry as the charged one), as in SLABCC (slab charge correction). The latter is, in principle, the correct procedure, but the former seems to be more practical. Using the pristine system as reference in case of a self-consistent correction is especially appealing, because then $\rho^{\text{ref}}$ does not have to be updated. In the examples below, unrelaxed defects have been used and, as will be shown, using either the pristine system or the neutral defect does not make much of a difference in these cases. At the relaxed geometry of the defect, however,
the pristine system cannot be applied, since the changing position of atoms over the whole supercell would create artefacts in $\delta \rho$. (Note that in case of the FNV method the use of a single Gaussian model for $\delta \rho$ ignores those,\textsuperscript{29} but SCPC is using a more realistic $\delta \rho$). Using the neutral defect as reference instead, means, of course, the need for updating the reference density. Our preliminary experience shows that the update is not necessary at each geometry optimization step. The required frequency of updates depends on the nature of the defect. The success of \textit{a posteriori} correction methods indicates that, in case of deep-level bulk defects, SCPC need only to be applied for the final geometry. On the other hand, in slabs with ghost states, SCPC must be used during the geometry optimization process with frequent update of the reference.

When $\delta \rho$ is updated during the self-consistent procedure, the corresponding periodic electrostatic potential ($V_{\text{per}}$) is obtained by solving the Poisson equation

$$\nabla[\varepsilon(\mathbf{r})\nabla V_{\text{per}}(\mathbf{r})] = -4\pi(\delta \rho(\mathbf{r}) - \langle \delta \rho \rangle).$$

(2)

The difference between the periodic electrostatic potential of the charged defect system ($V_{\text{chg}}$) and of the reference system ($V_{\text{ref}}$) on the supercell edges is used to determine the Dirichlet boundary conditions to solve Eq. (2), using the DL\_MG\textsuperscript{30,31} open source library. The dielectric profile of the material ($\varepsilon$) is set to a homogeneous constant for charged defects in bulk systems or to a (smoothened) boxcar shape function for defects in slab models.\textsuperscript{15}

To determine $V_{\text{iso}}$ for the isolated defect charge, a self-consistent process was implemented to incorporate the macroscopic dielectric profile of the material in the calculation with open-boundary conditions, following Fisicaro \textit{et al}.\textsuperscript{32}

$$\nabla^2 V_{\text{iso}}(\mathbf{r}) = -4\pi \left[ \frac{\delta \rho(\mathbf{r})}{\varepsilon(\mathbf{r})} + \rho^{\text{iter}}(\mathbf{r}) \right]$$

(3)

with

$$\rho^{\text{iter}}(\mathbf{r}) = \frac{1}{4\pi} \nabla \ln \varepsilon(\mathbf{r}) \cdot \nabla V_{\text{iso}}(\mathbf{r})$$

(4)

The numerical solution of Eq.(3) is obtained using the open-source library PSPFFT.\textsuperscript{33} For the bulk case, the solution is simple, since $\varepsilon(\mathbf{r})$ is a constant. However, we used the iterative algorithm to obtain a reasonable approximation of $V_{\text{iso}}$ also for cases with an inhomogeneous $\varepsilon$. 

Finally, $V_{\text{cor}}$ is obtained by solving the Poisson equation for the compensating jellium background\textsuperscript{4,34}

$$\nabla[\varepsilon(r)\nabla V_{\text{cor}}(r)] = -4\pi(\delta\rho) \quad (5)$$

using the difference between $V_{\text{iso}}$ and $V_{\text{per}}$ at the edges of the supercell to determine the Dirichlet boundary conditions. While computing the difference $V_{\text{cor}} = V_{\text{iso}} - V_{\text{per}}$ directly leads to the same result, the solution of Eq.(5) presents some practical advantage. For getting the difference, separate evaluation of the potentials $V_{\text{iso}}$ and $V_{\text{per}}$ would be needed on a fine grid, and this task is particularly expensive for Eqs.(3-4). The potential $V_{\text{cor}}$ is a smooth function and the numerical solution of Eq.(5) can be obtained on a rather coarse grid; in this case the computation of $V_{\text{iso}}$ is required only at the boundaries.\textsuperscript{34}

It is important to notice that in practice the corrective potential $V_{\text{cor}}$ compensates the spurious effect of the periodicity with a model potential $V_{\text{per}}$ and replaces its contribution with the model potential $V_{\text{iso}}$ of a single isolated defect. When employed within periodic calculations, the open boundary condition potential $V_{\text{iso}}$ approaches the edges of the supercell with non-zero derivative (see Fig.S1). This non-smooth behavior might lead to an undesirable electronic density redistribution within a material during a self-consistent procedure. In practice, this effect is typically limited and does not significantly affect the final results (e.g. formation energies). In order to prevent possible instabilities during iteration, a damping procedure on the charge at the boundaries can be applied in our practical implementation (see the Supporting Material in context to Fig.S7).

Since this inconsistency between periodic and open boundary conditions decreases by increasing the cell size, potential pathological situations can be systematically detected from convergence tests.

Unlike commonly used a posteriori correction schemes for the total energy, the SCPC method corrects in a seamless way the potential, and also the charge density and the eigenvalues. As will be shown, the effect of the corrective potential is particularly significant in slab models where unphysical behavior occurs due to the compensating charge.

For testing the SCPC method, the convergence of the formation energy with supercell size was monitored and compared to the results obtained from a posteriori energy correction methods for a doubly negative vacancy in bulk diamond, $V_C(2-)$, and for a singly positive chlorine vacancy, $V_{\text{Cl}}(\text{+})$, on the surface of a NaCl (001) slab. The effect of SCPC on ghost states, which arise in the vacuum part of a slab model due to the counter charge, was checked in a hydrogen-saturated (001) diamond slab, containing a negatively charged nitrogen-
vacancy center, $V_{c}N_c(-)$, in the middle,\cite{35} and in an anatase-$TiO_2$ (101) slab with an adsorbed $O_2(-)$ molecule on the surface. All calculations were carried out with the Vienna Ab-initio Simulation Package (VASP),\cite{26} using the projector augmented wave (PAW) method,\cite{36} and the Perdew, Burke and Ernzerhof (PBE) exchange-correlation functional.\cite{37} Details, including the supercell sizes, are given in the Supporting Material.

Table 1. The formation energy of $V_c(2-)$ for different diamond supercell sizes, without correction (default), with a posteriori energy corrections ($FNV^9$ and SLABCC$^{18}$), and with SCPC. SCPC-1 and -2 correspond to using the neutral defect and the pristine system, respectively, as reference. Formation energies are given in eV and the length of the cubic supercell in Å.

| Size  | DEFAULT | FN   | SCPC-2 | SLABCC | SCPC-1 |
|-------|---------|------|--------|--------|--------|
| 7.14  | 10.60   | 12.98| 12.84  | -      | 12.13  |
| 10.71 | 11.79   | 13.21| 13.08  | 13.11  | 12.87  |
| 14.29 | 12.16   | 13.19| 13.07  | 13.19  | 13.01  |
| 17.86 | 12.38   | 13.18| 13.07  | 13.17  | 13.05  |

As an example in the bulk, Table 1 (and Fig.S2 in the Supporting Material) shows the size convergence of the formation energy in the case of $V_c(2-)$ in diamond. The convergent SCPC value is within ~0.1 eV of the result obtained by the a posteriori method with the same reference. Note that the $FNV^9$ method uses the pristine system, while SLABCC,$^{18}$ which implements the scheme of Komsa et al.,$^{15,16}$ uses the neutral defect (at the same geometry as the charged one) as reference. The convergent SCPC formation energies are consequently somewhat lower than the results with a posteriori correction. This is partly due to the fact that the latter are based on a Gaussian model of $\delta \rho$ (in this test, a single Gaussian was also used in SLABCC), while SCPC uses the actual distribution. However, the difference reflects more the effect of self-consistency. Fig.S3 in the Supporting Material compares the convergence of the Kohn-Sham gap level obtained by SCPC to the value given by the a posteriori correction of Chen and Pasquarello,$^{21}$ $\epsilon_{corr} = -2E_{corr}^{tot}/2q$ (using the FNV total energy correction). The SCPC and FNV curves are very similar, proving that the defect levels are also corrected automatically in SCPC. At the largest supercell size the SCPC gap level is 0.08 eV lower, which makes for most of the 0.12 eV difference in the total energy (see Table 1).

Table 2: The formation energy of $V_{cl}(+)$ on the NaCl (001) surface for different vacuum thicknesses, without correction (default), with a posteriori energy corrections ($FN^{17}$ and SLABCC$^{18}$), and with SCPC. Formation energies are given in eV and the thickness of the vacuum layer in Å.

| Vac. Size | DEFAULT | FN   | SCPC-2 | SLABCC | SCPC-1 |
|-----------|---------|------|--------|--------|--------|
| 23        | 1.60    | 1.95 | 1.83   | 1.89   | 1.77   |
For a charged defect in a slab, Table 2 (and Fig.S4 in the Supporting Material) shows the formation energy of $V_{\text{Cl}}(+)$ at the surface of a NaCl (001) slab. The difference of the final formation energies, between SCPC and the a posteriori correction methods is the same as in the bulk case when the neutral defect is taken as reference (SCPC-1/SLABCC) but slightly bigger when the pristine system is used (SCPC-2/FN). Here again, SCPC results in somewhat lower formation energies due to the same reasons as for the bulk case.

![Band Structure Diagram](image)

**Fig. 1.** The band structure of a hydrogen saturated diamond (001) slab, without (a) and with (b-d) a $N_{\text{C}}V_{\text{V}}$ defect in the middle of the slab. The neutral case is shown in (b), while (c) and (d) show the charged case without and with SCPC correction, respectively. Note that the spin-up and spin-down states are shown together. The dashed lines show the Fermi level for each case.

As it is well known,\textsuperscript{15} and as can be also seen in Table 2, without charge correction the formation energy of a defect in a slab calculation never converges with the thickness of the vacuum region. The reason for that is the fact that, due to the even distribution of the countercharge in the whole model and the localization of the actual charge in the solid part, the center of weight of the two charges will have an increasing distance, adding an ever increasing dipole interaction to the energy. This is corrected in the a posteriori methods, but the effect of the potential in the vacuum part still has its effect on the one-electron states. Fig.1 shows the changes in the band structure of a hydrogen saturated (001) diamond slab upon incorporation of a neutral or negatively charged $N_{\text{C}}V_{\text{C}}$ center. As it is well known,\textsuperscript{35} the neutral defect introduces three occupied and three unoccupied states into the gap. (At the
chosen slab size, these levels split into defect bands, due to the interaction of the repeated defects.) When a negative charge is added, some of that is spilling into the vacuum (see Fig.S5.a), due to potential of the countercharge there. The latter induces spurious image states, partially overlapping with the defect states, causing an erroneous occupation. Using SCPC this does not happen, because the potential is corrected self-consistently (Fig.S5.b). The band structure is reconstructed and the defect bands are clearly distinguishable (Fig.1d).

Fig.2. Planar average of the extra charge and of the Hartree potential along the surface normal for an O$_2$(−) molecule on the surface of an anatase-TiO$_2$ (001) slab, without (a) the and with SCPC.

The hydrogenated diamond (001) surface has a negative electron affinity, so the charge spilling described above occurs for any vacuum thickness. However, this happens also for positive electron affinity surfaces as the vacuum thickness increases. We consider here an absorbed O$_2$(−) molecule on the anatase-TiO$_2$ (101) surface. To study desorption of the molecule, a vacuum thickness of about 40 Å is needed (to have the minimally required 20 Å from the repeated surfaces$^{38}$ in case of the desorbed molecule in the vacuum). Fig.2 shows the distribution of the extra charge and the Hartree potential without correction, and as obtained from SCPC. As can be seen, there is a spurious potential well in the vacuum, attracting charge spill-out. Actually, this potential gives rise to “ghost states” (two-dimensional Rydberg states) in the middle of the vacuum (Fig.S6.c), and in a plane-wave calculation these get erroneously occupied (Fig.S7). Applying SCPC takes care of the problem (Fig.S6.d), while *a posteriori* energy correction methods cannot deal with this issue at all. We note, that without correction, the charge spilling may occur for a vacuum thickness below 30 Å as well.
In summary, we have devised a self-consistent potential correction (SCPC) method for electronic structure calculations in charged systems using a periodic model, and implemented it into the VASP package (implementation into Quantum Espresso will soon follow). The method works for bulk material as well as for slabs and wires, resulting not only in the correction of the total energy but also correcting the one-electron energies and wave functions self-consistently. Both in the bulk and in slabs, the total energy results for charged defects with deep gap levels are very close to the ones obtained by a posteriori correction methods (taking in account that SCPC is based on the actual distribution of the charge, while the a posteriori methods use a model charge distribution). SCPC has a special significance for low dimensional systems, where it prevents the formation of artificial states in the vacuum, due to the potential of the applied counter charge.
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