Reducing power requirement of LPWA networks via machine learning
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ABSTRACT

Recently, one of the most common needs of people are to be connected to the Internet anytime, anywhere, anyhow. The Internet of Things is a materialized paradigm in which everyday objects are implemented with Internet connectivity, enabling them to collect and interchange information. As energy is expected to be more expensive, the energy supply is often not available for IoT devices, the low power wide area networks attempt to be the solution to this problem. LoRaWAN provides radio coverage over long distances by enhancing the reach of the base stations via adapting transmission rates, transmission power, modulation, duty cycles, etc. This paper aims to decrease the power consumption using machine learning and deep neural network by applying support vector regression and deep neural network algorithms, which can support to extend the battery lifetime.
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1. INTRODUCTION

The exponential growth of using the Internet of Things (IoT) is becoming an increasingly challenging problem. IoT includes a group of devices connected to the Internet, which are usually defined by their low complexity, long-range transmission, and their low power consumption, most likely battery-powered sensors connected to the Internet [1]. IoT is a burgeoning field that could be employed in various areas, intelligent fridges to wearable devices [2, 3]. Due to amount of IoT devices increasing ubiquity and connected to Low Power Wide Area Networks (LPWANs) is forcing the network operators to enhance the scalability of their networks [4].

Moreover, a small battery that requires enduring for several years typically powers these mobile devices. Wide Area Networks (WANs) play an essential role in connecting the primary facilitation through LPWAN is enabling power-efficient wireless communication over long distances [5]. Figure 1 illustrates the comparison between LPWAN technologies.

In each approach, a trade-off between location accuracy and energy consumption must be taken into consideration. However, when investigating various studies of the same method, many other parameters need to be considered. In this concern, the efficient use of data compression and local data analysis to decrease the required transmission bandwidth is a realizable strategy, which could be emerged with the use of long-range small-bandwidth protocols [6]. One of LPWAN technologies that have reached great interest and importance is Long Range (LoRa) (a long range, low power, low bit rate wireless transmission and networking protocol). LoRa is one of the promising solutions that is significant for many IoT application scenarios, in particular smart grids, smart cities, smart metering, smart agriculture, geological monitoring, etc. [7].
Moreover, several machine-learning algorithms are evaluated in terms of power consumption and battery lifetime in [13]. This research investigates and assesses Support Vector Regression (SVR) and Deep Neural Network (DNN) algorithms applied to the LoRaWAN protocol to decrease the power consumption and extend the battery lifetime.

2. RELATED WORK

Several works have studied the impacts of different LoRa transmission configurations onto IoT networks, for instance, determining the overall network capacity of single-gateway networks [9,12]. Machine learning is being applied on the edge nodes to reduce power consumption and transmission bandwidth. Soto et al. [14] provide a theoretical framework for employing machine learning to the IoT. In [15, 16] the isolated energy requirements of the edge devices are investigated without examining the communication protocols involved. The communication protocol is a power-consuming component. Accordingly, various communication technologies for IoT devices such as LoRa, NarrowBand (NB-IoT), and Bluetooth Low Energy (BLE), which are Low Power Wide Area (LPWA), are illustrated in Figure 1. The advantage of LPWA is that it can communicate over long distances with low power consumption. Therefore, the authors in [17] investigated the LoRa application and indicated that the decreased bitrate is one of the most confusing factors in facilitating ubiquitous real-time IoT applications. [18, 19] investigated transmission parameters of each node to improve network throughput. To the best of knowledge, there is no work that evaluates the power requirements for a system that combines the low power protocol LoRa with machine learning algorithms for further decreasing power requirements, that is the main result of this paper. A solution to extend the battery lifetime of IoT devices primarily for LoRa/LoRaWAN is proposed, however, without loss of generality these results are applicable to various other LPWAN technologies.

3. PROBLEM STATEMENTS

The massive use of IoT devices, and its further rapid growth requires more focus on power consumption of these devices and these networks. The main goal of the LPWAN network is to use as low power as possible, even for long-distance transmissions. This requires to optimize the power consumption of the IoT devices and of the IoT network. This research aims to optimize the power consumption of LoRaWAN using ML (Machine Learning) algorithms. The LoRaWAN device power consumption depends on various parameters for instance user requirements, territorial limit, and resource allocation, etc. Optimizing parameters like transmit on time, tsysym, BW, tcycle, etc. is managing the demands and values of LoRaWAN limitation depending on their consumption. This research proposes two machine-learning algorithms to optimize the power consumption of the LoRaWAN device, which is the SVR and DNN model. Based on the parameters to configure the parameters of the LoRaWAN device and predict different metrics based on the needs of the user. Mathematically, x-coordinate represents the independent variables or user requirement for LoRaWAN, and y-coordinate represents the dependent variables. Thus, the correlation between dependent variables and independent variables maximizes the probability of observing the event according to the random error. Moreover, observing a simple linear relationship between the two sets of values to calculate the battery life in years of IoT devices.

3.1. Data set

In regards to optimizing the power consumption and to implement ML algorithms, data collection procedure and group of trainable data sets for LoRaWAN devices is as follow: the data set preparation takes the first step – the
implementation of machine learning algorithms is the second step. Machine learning in IoT devices takes place in this step after finding real-life data. Thirdly, simulation and implementation of LoRaWAN device is to measure the power consumption as a function of different factors. One of the challenging issues is to find real-life data and preparing the data set for the model. In this research, the proposed data set is implemented using power consumption factors formula, which is derived from The Things Network United Kingdom (TTN UK), which gives us close to the real-life data [20]. Moreover, as it is shown in Table 1, the input parameters are generated randomly using the rules and regulations of things network of Europe environmental parameters. Furthermore, in the first step, 20-power consumption factor parameters that have impact on LoRaWAN. However, to make the proposed dataset more efficient, exploring, and refining additional parameters was relevant. Afterword, the input dataset winded up with 15 main power consumption parameters and generate their value according to the TTN policy [20]. The total number of data set entries used is 35,192, which is appropriate for this purpose.

The output parameter is generated using the input parameter, by applying the formula that is provided in Table 2. Therefore, the histogram shows the calculated outcome of each parameter and its range.

Data reduction and cleaning should be done before loading the data into the model because unreliable or misleading data can lead us to inevitable or incorrect results. In other words, data cleaning and reduction means deleting or removing unnecessary parameters. The heat map correlation system is used to recognize the correlation between each parameter and remove some parameters from the dataset, which have no impact on the optimization process. The correlation of all the dependent and independent parameters is evaluated using numerical values. The value one is the highest correlation, which means the relationship between the parameters is similar. Furthermore, zero value or less than one shows how much the parameters are correlated to each other. Nevertheless, after reduction and cleaning, it winded up with 15 independent input parameters and 10 dependent output parameters.

### 3.2. Data loader

As it was mentioned in the previous section, the dataset is prepared efficiently with proportional parameters through the reduction and cleaning methods.

Before starting the implementation using the proposed ML algorithms preparing the training dataset was relevant, afterwards, using the data loader to load the dataset.

In this section, the data loading process separated into two steps, data splitting and data scaling:

1. **Data splitting**

   Since the generated data set is 35,192, in the data splitting section, the division of the data into train set and test set, 80–20% respectively for the ML model was sufficient. Let $x = \text{train set}; y = \text{test set}; z = \text{length of the dataset}$, then:

   \[ \frac{x}{z} = 0.8, \]

   \[ \frac{x}{z} = 0.2. \]

2. **Data scaling**

   In the data scaling section, the used mini-max system is in the interval of $[0...1]$ which means it takes the smallest value and the most significant value of each column in the dataset and represents than in the range of 0 and 1 respectively.
3.3. Proposed ML algorithms

3.3.1. Support vector regression. SVR algorithm was used to verify and optimize the power consumption of LoRaWAN because it is composed of the linear regression function. However, SVR is used for predictions instead of classification, which have multiple input (x-features) features and numerous output features (y-features).

\[ y = b_0 + b_1 x_1. \]  

where \( y = y_1, y_2, y_3 \ldots y_n; \) \( x = x_1, x_2, x_3 \ldots x_n; \) \( b_0 = \text{bias} \) and \( b_1 = \text{weight of the parameter}. \)

The dataset is composed of multiple input parameter (x) and a various output parameter (y), x-independent variables and y-dependent variables respectively. In the model it takes 15 independent variables and tries to map them, gives us the predicted value then compare the expected value with the real value by calculating the absolute difference.

3.3.2. Deep neural network. A DNN is an ANN with multiple layers between the input and output layers [21]. The DNN finds the correct mathematical manipulation to turn input into the output, whether it is a linear relationship or a non-linear relationship.

In this research DNN is used in addition to SVR for comparison purposes and to find more results that are efficient by optimizing the power consumption of LoRaWAN. The DNN consists of multiple linear regression functions. It has three layers, including an input layer, a hidden layer and an output layer, therefore 15 input, 100 hidden layers, and 10 output.

4. RESULTS AND SIMULATION

In the previous section, the performance of two different learning algorithms parameters in a network in which all devices use the same standard was analyzed. In this section, the ability of these two algorithms are confirmed to reduce power consumption and highlight the strength of the proposed algorithms to cope with different attributes. For that purpose, comparing the SVR model with DNN are shown in Figs 2 and 3, respectively. Through evaluating the performance of these learning algorithms, considering that the predicted columns the absolute difference of the expected value with the real value. Firstly, by analyzing the number of transmissions in each channel by setting the batch size to five, since the total number of datasets is 35,192 and choose 5-batch size is relevant for the training, every batch will have 4,689 rows of data after training. Figures 2 and 3 show the absolute difference of each batch, which means that after training it is taking five rows of the test-dataset in every epoch and demonstrate the absolute difference. The maximum absolute difference is 0.025 for SVR and 0.040 for DNN respectively, which makes DNN closer to 0 or close to real value than SVR. However, when experimenting on a random epoch number, it gives different values in every trial even with bigger epoch; it might generate a more considerable absolute difference.

Accordingly, when analyzing the evolution of power consumption using DNN and SVR ML algorithms and compare it to the real data. In addition, choosing the number randomly for the batch and epochs, we used five batches, and 200 epochs with random parameters. Figures 4 and 5 show the battery consumption in years of the real data and the predicted data using both ML algorithms. Eventually, the results in both the ML algorithm is most likely similar to the actual data’s battery consumption. However, when checking the details of predicted values versus the real values, the result was changeable, which means the battery life of the predicted is more significant than the real-life in most cases. For instance, in Fig. 4, on row 2, 4, 6, 7, and 8, the expected result is higher than the real. Furthermore, at some point, the real-life values are more notable than the predicted.
5. CONCLUSION

In this work, after an extensive analysis of the power consumption requirements, we evaluated two different Machine Learning algorithms on a dataset to optimize the power consumption of the LoRaWAN device, which is the SVR and DNN model.

Based on the parameters to configure the parameters of the LoRaWAN device and predict different metrics based on the needs of the user. Thus, the correlation between dependent variables and independent variables maximizes the probability of observing the event according to the random error. Moreover, because of the lack of power and implications on battery life for the device, preserving a simple linear relationship between the two sets of values to calculate the battery life is essential.

The future work consists of further improving the dataset representation by preprocessing the dataset using a Genetic Algorithm (GA). Finally, to integrate LoRaWAN networks with multiple gateways.
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