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Abstract. The Newton polygon of the implicit equation of a rational plane curve is explicitly determined by the multiplicities of any of its parametrizations. We give an intersection-theoretical proof of this fact based on a refinement of the Kuśnirenko-Bernšteīn theorem. We apply this result to the determination of the Newton polygon of a curve parameterized by generic Laurent polynomials or by generic rational functions, with explicit genericity conditions. We also show that the variety of rational curves with given Newton polygon is unirational and we compute its dimension. As a consequence, we obtain that any convex lattice polygon with positive area is the Newton polygon of a rational plane curve.

1. Introduction

Rational plane curves can be represented either by a parametrization or by their implicit equation. In the present text we focus on the interplay between both representations. Specifically, we study the Newton polygon of the implicit equation of a rational plane curve, which turns out to be determined by the multiplicities of any given parametrization. We give a proof of this fact by translating the problem into the counting of the number of solution of a certain system of polynomial equations, which we solve by applying a refinement of the Kuśnirenko-Bernšteīn theorem. As a consequence of this result, we determine the Newton polygon of a curve parameterized by generic Laurent polynomials or by generic rational functions, with explicit genericity conditions. We also study the variety of rational curves with given Newton polygon; we show that this variety is unirational and we compute its dimension.

Let \( \mathbb{K} \) be an algebraically closed field and set \( \mathbb{T}^n := (\mathbb{K}^\times)^n \) for the \( n \)-dimensional algebraic torus. For a plane curve \( C \subset \mathbb{T}^2 \) we consider its defining equation \( E_C \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}] \), which is an irreducible Laurent polynomial well-defined up to a monomial factor. We will be mostly interested in the Newton polygon of \( C \)

\[ N(C) \subset \mathbb{R}^2, \]

defined as the convex hull of the exponents in the monomial expansion of \( E_C \). This is a lattice convex polygon in the sense that its vertexes lie in the lattice \( \mathbb{Z}^2 \); it is well-defined up to a translation. Note that \( N(C) \) might reduce to a segment. On the other hand, let \( f, g \in \mathbb{K}(t)^\times \) be rational functions which are not simultaneously constant and consider the map

\[ \rho : \mathbb{T}^1 \longrightarrow \mathbb{T}^2, \quad t \mapsto (f(t), g(t)). \]
The Zariski closure $\overline{\rho(T^1)}$ of its image is a rational curve in $T^2$. We denote by $\deg(\rho) \in \mathbb{N}^\times$ the degree of $\rho$, that is the cardinality of the fiber of $\rho$ above a generic point in its image. The notion of Newton polygon can be naturally extended to any effective Weil divisor $Z \in \text{Div}(T^2)$: given an equation $E_Z \in \mathbb{k}[x^{\pm1},y^{\pm1}]$ for this divisor, the Newton polygon of $Z$ is just defined as the convex hull of the exponents of the monomials in $E_Z$. By the definition of the push-forward cycle we then have

$$\rho^*(T^1) = \deg(\rho) [\overline{\rho(T^1)}].$$

Let $\mathbb{P}^1$ denote the projective line over $\mathbb{k}$, then for each $v \in \mathbb{P}^1$ we consider the multiplicity of $\rho$ at $v$ defined as

$$\text{ord}_v(\rho) := (\text{ord}_v(f), \text{ord}_v(g)) \in \mathbb{Z}^2$$

where $\text{ord}_v(h)$ denotes the order of vanishing of $h$ at the point $v$. Note that $\text{ord}_v(\rho) = (0,0)$ for all but a finite number of $v$’s and that the introduced family of vectors satisfies the balancing condition

$$\sum_{v \in \mathbb{P}^1} \text{ord}_v(\rho) = (0,0)$$

because the sum of the order of the zeros and poles of a rational function is zero.

Given a family $B$ of vectors of $\mathbb{Z}^2$ which are zero except for a finite number of them and satisfy the balancing condition, we denote by $P(B)$ the lattice convex polygon constructed by rotating $-90$ degrees the non-zero vectors in $B$ and concatenating them following their directions counterclockwise. Equivalently, $P(B)$ is characterized modulo translations by the properties that its inner normal directions are those spanned by the non-zero vectors in $B$ and that for each such inner normal direction, the length of the corresponding edge of $P(B)$ equals the sum of the lengths of the vectors in $B$ in that direction.

The following result gives the Newton polygon of a rational plane curve in terms of the multiplicities of any given parameterizations.

**Theorem 1.1.** Let $\rho: T^1 \to T^2$ be a non-constant rational map, then

$$N(\rho^*(T^1)) = \deg(\rho) N(\overline{\rho(T^1)}) = P((\text{ord}_v(\rho))_{v \in \mathbb{P}^1}).$$

This result can be found in the work of A. Dickenstein, E.-M. Feichtner, B. Sturmfels and J. Tevelev [Tev07, DFS07, ST07], see Remark 2.6. We illustrate it with an example.

**Example 1.2.** Consider the parametrization $\rho = (f,g)$ with

$$f(t) = \frac{1}{t(t-1)} ; \quad g(t) = \frac{t^2 - 5t + 2}{t}.$$

We have $\text{ord}_0(\rho) = (-1,-1)$, $\text{ord}_1(\rho) = (-1,0)$, $\text{ord}_{\infty}(\rho) = (2,-1)$ and $\text{ord}_v(\rho) = (0,1)$ for each of the two zeros $v_1, v_2 \in T^1$ of $t^2 - 5t + 2$, while $\text{ord}_v(\rho) = (0,0)$ for $v \neq 0, 1, \infty, v_1, v_2$. Figure below shows these vectors and the polygon $\deg(\rho) N(\overline{\rho(T^1)})$ obtained by rotating $-90$ degrees these vectors and adequately concatenating them. Note that the resulting polygon is non-contractible in the sense that it is not a translate of a non-trivial integer multiple of any other lattice polygon. This implies that $\deg(\rho) = 1$ and so this is the Newton polygon of the curve $\overline{\rho(T^1)}$. 
The multiplicities of \( \rho \) and the Newton polygon of \( \rho^*(T^1) \)

We can verify the obtained results by contrasting them with the actual equation of the curve:

\[
E_{\rho^*(T^1)}(x,y) = 1 - 16x - 4x^2 - 9xy - 2x^2y - xy^2.
\]

The computation of the Newton polygon can always be done with no need of accessing the zeros and poles of \( f \) and \( g \). Indeed, suppose that \( F \) is a subfield of \( K \) and \( f, g \in F(t) \), then the polygon of \( N(\rho^*(T^1)) \) can be obtained from partial factorizations of the form

\[
f(t) = \alpha \prod_{p \in \mathcal{P}} p(t)^{d_p}, \quad g(t) = \beta \prod_{p \in \mathcal{P}} p(t)^{e_p}
\]

for a finite set \( \mathcal{P} \subset F[t] \) of pairwise coprime polynomials, \( d_p, e_p \in \mathbb{N} \) and \( \alpha, \beta \in F^\times \).

This principle is already illustrated in the example above and explained for the general case in Lemma 3.3. Such factorizations can be computed with gcd operations only, by applying for instance the algorithm in [PS07b, Lem. 6.2]. It simplifies the computation of the Newton polygon in concrete examples, as it allows to perform it within the field of definition of \( \rho \).

In the present text we present an alternative proof of Theorem 1.1 based on the refinement of the Kušnirenko-Bernštejn estimate due to P. Philippon and the second author [PS07a, PS07b]. Instead of explicitly dealing with the Newton polygon we study its support function \( h(N(\rho^*(T^1)); \cdot) : \mathbb{R}^2 \to \mathbb{R} \). Set \( p := \text{char}(K) \), we show that for \( \sigma_1, \sigma_2 \in \mathbb{Z} \setminus p\mathbb{Z} \), the quantity

\[
h(N(\rho^*(T^1)); (\sigma_1, \sigma_2)) + h(N(\rho^*(T^1)); (-\sigma_1, 0)) + h(N(\rho^*(T^1)); (0, -\sigma_2))
\]

equals the number of solutions of the system of equations

\[
\ell_0 + \ell_1 x + \ell_2 y = x^{\sigma_1} - f(t) = 0 = y^{\sigma_2} - g(t) = 0
\]

for generic \( \ell_0, \ell_1, \ell_2 \in \mathbb{K} \), see Proposition 2.1. We solve this counting problem by applying the Philippon-Sombra estimate, which turns out to be exact for the present application.

The study of the Newton polytope of a parameterized hypersurface is currently receiving a lot of attention. Part of the motivation is computational: a priori knowledge of the Newton polytope restricts the possible monomials appearing in the implicit equation and thus reduces its computation to Numerical Linear Algebra. Reciprocally, there are algorithms which take as input a multivariate Laurent polynomial and profit from its monomial structure in order to decide more efficiently if the corresponding hypersurface admits a parametrization, and to find one when it does have [BS07].
The problem of computing the Newton polytope of a rational hypersurface was first posed in [SY94] for generic Laurent polynomial parametrizations. The first results were obtained by I. Emiris and I. Kotsireas, who computed the Newton polygon and then the implicit equation of some specific parametrizations by determining the extremal monomials of a specialized resultant [EK03, EK05]. In [EKPT06], the case of rationally parameterized plane curves with generic coefficients is treated by applying sparse elimination theory. Their main results are contained in our Corollaries 1.3, 1.4 and 1.5 below.

Motivation for this problem comes also from tropical geometry, as the data in the polytope of an effective divisor of $\mathbb{T}^n$ is equivalent to the abstract tropical variety associated with the divisor. In this direction, Dickenstein, Feichtner, Sturmfels and Tevelev have determined the abstract tropical variety associated to the input data [Tev07]. Besides, Sturmfels, Tevelev and J. Yu have computed the abstract tropical variety of a hypersurface parameterized by generic Laurent polynomials in any number of variables [STY07, ST07, SY07]. From another direction, A. Esterov and A. Khovanski˘ı found an important connection with combinatorics, as they showed that the Newton polytope of the projection of a generic complete intersection is isomorphic to the mixed fiber polytope of the Newton polytopes associated to the input data [EKho07].

As an application of Theorem 1.1 above, we recover the Newton polygon of the generic complete intersection is isomorphic to the mixed fiber polytope of the Newton polytopes associated to the input data [EKho07].

**Corollary 1.3 (Generic Laurent Polynomials).** Let $D \geq d$ and $E \geq e$ and consider the parametrization $\rho = (p, q)$ where $p(t) = \alpha_d t^d + \cdots + \alpha_D t^D$, $q(t) = \beta_e t^e + \cdots + \beta_E t^E \in \mathbb{K}[t^\pm 1]$ such that $\alpha_d, \alpha_D, \beta_e, \beta_E \neq 0$, then

$$\deg(\rho) N(\rho) = P((D - d, 0), (0, E - e), (-D, -E), (d, e))$$

if and only if $\gcd(p, q) = 1$. If moreover the vectors $(D - d, 0), (0, E - e), (d, e)$ are not collinear, then $\deg(\rho) = 1$ for generic $p, q$.

For parametrizations with generic rational functions with the same denominator we find that $N(C)$ has at most five edges.

**Corollary 1.4 (Generic Rational Functions with the Same Denominator).** Let $D \geq d$, $E \geq e$, $F \geq 0$ and consider the parametrization $\rho = \left(\frac{p}{r}, \frac{q}{r}\right) \in \mathbb{K}(t)^2$ where $p(t) = \alpha_d t^d + \cdots + \alpha_D t^D$, $q(t) = \beta_e t^e + \cdots + \beta_E t^E$, $r(t) = \gamma_0 + \cdots + \gamma_F t^F$ such that $\alpha_d, \alpha_D, \beta_e, \gamma_0, \gamma_F \neq 0$, then

$$\deg(\rho) N(\rho) = P((D - d, 0), (0, E - e), (F - D, F - E), (d, e), (-F, -F))$$

if and only if $p, q, r$ are pairwise coprime. If moreover the vectors $(D - d, 0), (0, E - e), (d, e), (F, F)$ are not collinear, then $\deg(\rho) = 1$ for generic $p, q, r$.

In the case of different denominators, the Newton polygon has at most six edges.
Corollary 1.5 (Generic Rational Functions with Different Denominators). Let $D \geq d$, $E \geq e$, $F,G \geq 0$, and consider the parametrization $\rho = \left( \frac{p}{r}, \frac{q}{s} \right) \in \mathbb{K}(t)^2$ where

$$p(t) = \alpha_d t^d + \cdots + \alpha_D t^D, \quad q(t) = \beta_e t^e + \cdots + \beta_E t^E \in \mathbb{K}[t]$$

and

$$r(t) = \gamma_0 + \cdots + \gamma_F t^F, \quad s(t) = \delta_0 + \cdots + \delta_G t^G \in \mathbb{K}[t]$$

such that $\alpha_d, \alpha_D, \beta_e, \beta_E, \gamma_0, \gamma_F, \delta_0, \delta_G \neq 0$, then

$$\deg(\rho) \mathbb{N}(\rho(\mathbb{T}^1)) = P((D-d,0),(0,E-e),(F-D,G-E),(d,e),(-F,0),(0,-G))$$

if and only if $p,q,r,s$ are pairwise coprime. If moreover the vectors $(D-d,0),(0,E-e),(d,e),(F,0),(0,G)$ are not collinear, then $\deg(\rho) = 1$ for generic $p,q,r,s$.

Newton polygons arising from the generic cases are very special: they have at most six edges and a particular shape. It is then natural to ask which convex lattice polygons do realize as the Newton polygon of a rational plane curve.

Let $Q \subset \mathbb{R}^2$ be an arbitrary lattice convex polygon. Setting $L := \text{Card}(Q \cap \mathbb{Z}^2) - 1$ we identify the space of Laurent polynomials with support contained in $Q$ with $\mathbb{K}^{L+1}$. Consider the set

$$M_Q^2 := \{ F \in \mathbb{K}[x^{\pm 1},y^{\pm 1}] : N(F) = Q, \ V(F) \subset \mathbb{T}^2 \text{ is a rational curve} \} \subset \mathbb{P}^L$$

and let $M_Q \subset \mathbb{P}^L$ denote its Zariski closure. The set $M_Q^2$ can be regarded as the space parametrizing divisors of $\mathbb{T}^2$ of the form $\delta[C]$ where $C$ is a rational curve, $\delta \geq 1$ and $N(\delta[C]) = Q$.

A convex lattice polygon of $\mathbb{R}^2$ is said non-degenerate if it is of dimension 2 or equivalently, if it has positive area. Recall that a variety is unirational if its function field admits a finite extension which is purely transcendental. As a further consequence of Theorem 1.4, we obtain the following result.

Theorem 1.6. Let $Q \subset \mathbb{R}^2$ be a non-degenerate convex lattice polygon, then $M_Q$ is a unirational variety of dimension $\text{Card}(\partial Q \cap \mathbb{Z}^2) - 1$. If moreover $\text{char}(\mathbb{K}) = 0$, the variety $M_Q$ is rational.

Under the assumption that $Q$ is non-degenerate, the polygon has at least three edges and so $\dim(M_Q) \geq 2$. In particular, $M_Q^2$ is non-empty. Moreover, we show in Proposition 4.3 that the generic member of $M_Q^2$ has multiplicity one or equivalently, that a generic parameterization corresponding to a divisor in $M_Q^2$ is birational. In particular there always exists a rational plane curve $C$ such that $Q = N(C)$.

For a lattice segment $S \subset \mathbb{R}^2$, we show in Proposition 4.9 that $\dim(M_S) = 1$ and that the multiplicity of a general member of $M_S^2$ equals $\ell(S)$. In particular, there exists a rational plane curve $C$ such that $S = N(C)$ if and only if $S$ does not contain any lattice point except its endpoints.

We also characterize the polygons which can be realized as the Newton polygon of a curve parametrized with polynomials or with Laurent polynomials.

Theorem 1.7. Let $Q \subset \mathbb{R}^2$ be a non-degenerate lattice convex polygon, then $Q = N(\rho(\mathbb{T}^1))$ for at least one $\rho \in \mathbb{K}(t)^2$ (resp. $\rho \in \mathbb{K}[t^{\pm 1}]^2$) if and only if all but one (resp. one or two) of its inner normal directions lie in $(\mathbb{R}_{\geq 0})^2$. 

This result gives some idea of the discrepancy between general rational curves and curves parameterized by polynomials or Laurent polynomials. For instance, for the polygon in Figure 1 above, the variety $M_Q$ is a rational hypersurface of $\mathbb{P}^5$ but none of its members is a curve parameterized with polynomials or with Laurent polynomials.

The text is organized as follows: in Section 2 we give a detailed proof of Theorem 1.1. In Section 3 we prove that if $Q$ is a non-degenerate polygon, then the generic parametrization having $Q = N(\rho^*(T^1))$ is birational. We also give an algorithmic criterion in order to compute $N(C)$ and finally prove Corollaries 1.3, 1.4 and 1.5. In Section 4 we study geometric properties of $M_Q$, and give proofs of Theorems 1.6 and 1.7. We conclude by considering the case when $Q$ is a lattice segment.
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2. Proof of Theorem 1.1

All considered varieties are defined over $\mathbb{K}$, reduced and irreducible. For a family of regular functions $f_1, \ldots, f_s$ on an algebraic space, we denote by $V(f_1, \ldots, f_s)$ the algebraic set they define in this space. A property depending on parameters is said generic if it holds for all points in a dense open subset of the parameter space.

For a rational function $f \in \mathbb{K}(t)^{\times}$ we set $f_{\text{num}}, f_{\text{den}} \in \mathbb{K}[t]$ for its numerator and denominator, which are coprime polynomials such that $f = f_{\text{num}} / f_{\text{den}}$; these polynomials are well-defined up to a scalar factor. We denote by $\deg(f)$ the degree and the height of $f$, respectively.

A convex lattice polygon of $\mathbb{R}^2$ is non-degenerate if it is of dimension 2 or equivalently, if it has positive area. The lattice length $\ell(S)$ of a lattice segment $S \subset \mathbb{R}^2$ is the number of points of $\mathbb{Z}^2$ on it (including its endpoints) minus 1. We denote by $\mathbb{N}$ and $\mathbb{N}^\times$ the set of non-negative and positive integers respectively.

With notation as in the introduction, we fix a reduced equation $E_C \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]$ for the plane curve $C = \rho(T)$ and we set $N(C) := N(E_C) \subset \mathbb{R}^2$ for its Newton polygon. A possible way of fixing $E_C$ (up to a non-zero scalar) is to suppose that it lies in $\mathbb{K}[x, y]$ and that neither $x$ nor $y$ divide it or equivalently, that $N(C)$ is contained in the first quadrant and touches both the horizontal and vertical axes. Nevertheless, any other choice will be equally good for what follows.

For $\sigma = (\sigma_1, \sigma_2) \in (\mathbb{Z} \setminus \{0\})^2$ we set $G(\sigma)$ for the Zariski closure of the set

$$\{(t, x, y) : x^{\sigma_1} = f(t), y^{\sigma_2} = g(t)\} \subset T^1 \times T^2,$$

which is a pure 1-dimensional algebraic set. Let $\pi : T^1 \times T^2 \to T^2$ denote the natural projection onto the second factor and set

$$C(\sigma) := \pi(G(\sigma)) \subset T^2.$$

Note that $G := G(1, 1)$ is the graph of $\rho$, while $C(1, 1) = C$. 
We define the degree $\deg(Z)$ of a pure 1-dimensional algebraic set in the torus $\mathbb{T}^2$ as its degree with respect to the standard inclusion $\iota: \mathbb{T}^2 \hookrightarrow \mathbb{P}^2$; in other words

$$\deg(Z) = \text{Card} \,(\iota(Z) \cap L)$$

for a generic line $L \subset \mathbb{P}^2$.

Given a Laurent polynomial $F \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]$ we denote by $\deg_x(F)$ (resp. $\deg_y(F)$) its degree in the variable $x$ (resp. $y$), and $\deg(F)$ its total degree in $x$ and $y$. Its homogenization with respect to $\iota$ can then be written as $F^h(w, x, y) = w^\delta F(x/w, y/w)$ with

$$\delta = \deg(F(x, y)) + \deg_x(F(x^{-1}, y)) + \deg_y(F(x, y^{-1})).$$

Hence in case $F$ is reduced, we have

$$\deg(V(F)) = \deg(F(x, y)) + \deg_x(F(x^{-1}, y)) + \deg_y(F(x, y^{-1})).$$

The support function of a convex set $Q \subset \mathbb{R}^2$ is defined as

$$h(Q, \cdot) : \mathbb{R}^2 \to \mathbb{R}, \quad w \mapsto \max\{\langle w, u \rangle, u \in Q\}.$$ 

This is a piecewise affine convex function, which completely characterizes $Q$ as the set of points $u \in \mathbb{R}^2$ such that $\langle w, u \rangle \leq h(Q; w)$ for all $w \in \mathbb{R}^2$. Note that for $F \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]$ such that $N(F) = Q$ and $\sigma = (\sigma_1, \sigma_2) \in \mathbb{Z}$ we have $\deg(F(x^{\sigma_1}, y^{\sigma_2})) = h(Q; \sigma)$. This fact will be used in the sequel.

The following result expresses a linear combination of support functions of $N(C)$ as an intersection number. It can be regarded as some kind of extension of the “Perron’s theorem” in [Jel05, Thm. 3.3].

**Proposition 2.1.** With notation as above, set $p := \text{char}(\mathbb{K})$ and let $\sigma_1, \sigma_2 \in \mathbb{Z} \setminus p\mathbb{Z}$, then $\deg(\pi|_{G(\sigma)}) = \deg(\rho)$ and

$$\deg(h(N(C); (\sigma_1, \sigma_2)) + h(N(C); (-\sigma_1, 0)) + h(N(C); (0, -\sigma_2)) = \deg(C(\sigma_1, \sigma_2)).$$

**Proof.** Let $\pi : \mathbb{T}^1 \times \mathbb{T}^2 \to \mathbb{T}^2$ denote the natural projection onto the second factor and $\chi : \mathbb{T}^2 \to \mathbb{T}^2$ the monomial map $(x, y) \mapsto (x^{\sigma_1}, y^{\sigma_2})$. Set $\sigma := (\sigma_1, \sigma_2)$ and consider the commutative diagram

$$\begin{array}{ccc}
G(\sigma) & \xrightarrow{\text{Id}_{\mathbb{T}^1} \times \chi} & G \\
\downarrow \pi & & \downarrow \pi \\
C(\sigma) & \xrightarrow{\chi} & C
\end{array}$$

The horizontal arrows are finite coverings of the same degree $|\sigma_1\sigma_2|$. On the other hand

$$\deg(\chi) \deg(\pi|_{G(\sigma)}) = \deg(\chi \circ \pi|_{G(\sigma)}) = \deg(\chi|_G \circ (\text{Id}_{\mathbb{T}^1} \times \chi)) = \deg(\pi|_G) \deg(\text{Id}_{\mathbb{T}^1} \times \chi),$$

which implies the first part of the proposition: $\deg(\pi|_{G(\sigma)}) = \deg(\pi|_G) = \deg(\rho)$.

For the second part, we claim that $\chi^*(E_C) = E_C(x^{\sigma_1}, y^{\sigma_2})$ is a reduced equation for $C(\sigma)$. We recall that a Laurent polynomial $F \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]$ is reduced if and only if its gradient $\nabla(F) = (\partial F/\partial x, \partial F/\partial y)$ does not vanish on any of the components of $V(F)$, see for instance [Jel05, Lem. 3.1]. This condition automatically holds for $\chi^*(E_C)$, because by construction it holds for $E_C$, and $\sigma_1, \sigma_2 \notin p\mathbb{Z}$. Hence $\chi^*(E_C)$ is reduced. On the other hand, it is clear that $C(\sigma)$ coincides with the zero set of $\chi^*(E_C)$, which proves the claim.
Identity (2.31) implies then

$$
\deg(C(\sigma)) = \deg(\chi^*(E_C)(x, y)) + \deg_x(\chi^*(E_C)(x^{-1}, y)) + \deg_y(\chi^*(E_C)(x, y^{-1}))
$$

$$
= \deg(E(x^{\sigma_1}, y^{\sigma_2})) + \deg_x(E(x^{-\sigma_1}, y^{\sigma_2})) + \deg_y(E(x^{\sigma_1}, y^{-\sigma_2}))
$$

$$
= h(N(C); (\sigma_1, \sigma_2)) + h(N(C); (-\sigma_1, 0)) + h(N(C); (0, -\sigma_2)).
$$

\[ \square \]

Note that the algebraic set $G(\sigma)$ can be written as

$$
G(\sigma) = V(f_{\text{den}}(t)x^{\sigma_1} - f_{\text{num}}(t), g_{\text{den}}(t)y^{\sigma_2} - g_{\text{num}}(t)).
$$

For a generic line $L \subset \mathbb{P}^2$, we have that $G(\sigma) \cap (T^1 \times \iota^{-1}(L)) = \pi^{-1}(C(\sigma) \cap L)$ and so

$$
\text{Card} \left( G(\sigma) \cap (T^1 \times \iota^{-1}(L)) \right) = \deg(\pi|_{G(\sigma)}) \deg(C(\sigma)).
$$

Hence Proposition (2.31) implies that for $\sigma_1, \sigma_2 \in \mathbb{Z} \setminus p\mathbb{Z}$, the quantity

$$
\deg(\rho)(h(N(C); (\sigma_1, \sigma_2)) + h(N(C); (-\sigma_1, 0)) + h(N(C); (0, -\sigma_2))
$$

equals the number of solutions in $T^1 \times T^2$ of the system of equations

$$
\ell_0 + \ell_1 x + \ell_2 y = 0
$$

(2.4)

$$
\begin{align*}
&f_{\text{num}}(t) - f_{\text{den}}(t)x^{\sigma_1} = 0 \\
&g_{\text{num}}(t) - g_{\text{den}}(t)y^{\sigma_2} = 0
\end{align*}
$$

for generic $\ell_0, \ell_1, \ell_2 \in \mathbb{K}$.

The number of solutions of this system can be expressed in combinatorial terms thanks to a result of Philippon and the second author [PS07a, PS07b]. We introduce some combinatorial invariants in order to explain it better. Restricting to our setting, let

$$
H(t, x, y) = \sum_{j=0}^{M} a_j(t)x^{\alpha_j}y^{\beta_j} \in \mathbb{K}(t)[x^{\pm 1}, y^{\pm 1}]
$$

be a non-zero Laurent polynomial in the variables $x, y$ with coefficients rational functions in the variable $t$. For each $v \in \mathbb{P}^1$ consider the $v$-adic Newton polytope of $H$

$$
N_v(H) := \text{Conv} \left( ((a_0, b_0, -\text{ord}_v(a_0)), \ldots, (a_M, b_M, -\text{ord}_v(\alpha_M))) \right) \subset \mathbb{R}^3.
$$

This polytope sits above the usual Newton polygon

$$
N(H) := \text{Conv}((a_0, b_0), \ldots, (a_M, b_M)) \subset \mathbb{R}^2
$$

via the natural projection $\mathbb{R}^3 \to \mathbb{R}^2$ which forgets the last coordinate. Consider the roof function of $H$ at $v$ defined as

$$
\vartheta_v(H) : N_v(H) \to \mathbb{R}, \quad (x, y) \mapsto \max\{z \in \mathbb{R} : (x, y, z) \in N_v(H)\}
$$

that is, the concave and piecewise affine function parameterizing the upper envelope of $N_v(H)$ above $N(H)$.

For the polynomials in the system (2.4), the respective Newton polygons are

$$
P_0 := N(\ell_0 + \ell_1 x + \ell_2) = \text{Conv} \left( (0, 0), (1, 0), (0, 1) \right),
$$

$$
P_1 := N(f_{\text{num}}(t) - f_{\text{den}}(t)x^{\sigma_1}) = \text{Conv} \left( (0, 0), (\sigma_1, 0) \right),
$$

$$
P_2 := N(g_{\text{num}}(t) - g_{\text{den}}(t)y^{\sigma_2}) = \text{Conv} \left( (0, 0), (0, \sigma_2) \right),
$$

respectively.
so that $P_0$ is the standard triangle in $\mathbb{R}^2$ while $P_1$ and $P_2$ are segments. For $v \in \mathbb{P}^1$ and $i = 0, 1, 2$ we denote $P_{i,v} \subset \mathbb{R}^2$ and $\vartheta_{i,v} : P_i \to \mathbb{R}$ the $v$-adic Newton polytope and corresponding roof function for the polynomials $\ell_0 + \ell_1 x + \ell_2 y$, $f_{\text{den}}(t)x^\sigma_1 - f_{\text{num}}(t)$ and $g_{\text{den}}(t)y^\sigma_2 - g_{\text{num}}(t)$, respectively. Computing them explicitly, we get $\vartheta_{0,v} \equiv 0$, while for $i = 1, 2$ we have that $\vartheta_{i,v}$ is the affine function on $P_i$ such that

$$\vartheta_{1,v}(0,0) = -\operatorname{ord}_v(f_{\text{num}}) \quad \vartheta_{1,v}(\sigma_1,0) = -\operatorname{ord}_v(f_{\text{den}})$$

and

$$\vartheta_{2,v}(0,0) = -\operatorname{ord}_v(g_{\text{num}}) \quad \vartheta_{2,v}(0,\sigma_2) = -\operatorname{ord}_v(g_{\text{den}}).$$

Note that $\vartheta_{i,v} \leq 0$ for $v \neq \infty$ while $\vartheta_{i,v} \geq 0$ for $v = \infty$. The figure below shows the graph of these roof functions.

**Figure 2.** The $v$-adic Newton polytopes for the system (2.4)

As the polynomials in (2.4) are primitive we can apply [PS07b] Thm. 1.2, which shows that the number of solutions is bounded above by the quantity

$$(2.5) \quad \sum_{v \in \mathbb{P}^1} \operatorname{MI}_2(\vartheta_{0,v}, \vartheta_{1,v}, \vartheta_{2,v}).$$

The mixed integral MI in this expression is the natural extension to concave functions of the mixed volume of convex bodies. As such, it satisfies analogous properties. We refer to [PS04, § IV] and [PS07b, § 8] for its definition and basic properties.

The estimate (2.5) is exact in this case because none of the relevant initial systems has a root. Initial systems in this context can be interpreted as the restriction of the input system to the face of the upper envelope of the $v$-adic Newton polytopes $P_{i,v}$’s corresponding to $\tau$. We will explain them briefly here, but refer the reader interested in more details to [PS07b, § 6].

Let $H \in \mathbb{K}(t)[x^{\pm 1}, y^{\pm 1}]$ and $\tau \in \mathbb{R}^2$, then for $v \in \mathbb{P}^1 \setminus \{\infty\}$ the $\tau$-initial part of $H$ at $v$ is defined as the Laurent polynomial $\operatorname{init}_{v,\tau}(H) \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]$ such that

$$H(t, t^\tau_1 x, t^\tau_2 y) = (t - v)^c (\operatorname{init}_{v,\tau}(H)(x, y) + o(1))$$

for a $c \in \mathbb{Z}$ and $o(1)$ going to 0 as $t \to v$, while the $\tau$-initial part of $H$ at $\infty$ is just defined as the $\tau$-initial part of $H(t^{-1}, x, y)$ at 0.

By [PS07b, Prop. 1.4], if for all $v \in \mathbb{P}^1 \setminus \{\infty\}$ and $\tau \neq (0,0)$, and for $v = \infty$ and all $\tau \in \mathbb{R}^2$, the system of equations

$$\operatorname{init}_{v,\tau}(\ell_0 + \ell_1 x + \ell_2) = \operatorname{init}_{v,\tau}(f_{\text{num}}(t) - f_{\text{den}}(t)x^\sigma_1) = \operatorname{init}_{v,\tau}(g_{\text{num}}(t) - g_{\text{den}}(t)y^\sigma_2) = 0$$
has no solution in $\mathbb{T}^2$, then the estimate \((2.5)\) counts exactly the number of roots of the system in $\mathbb{A}^1 \times \mathbb{T}^2$.

In our setting, at least one of the initial polynomials
\[
(2.6) \quad \text{init}_{v,\tau}(f_{\text{num}}(t) - f_{\text{den}}(t)x^{\sigma_1}), \text{ init}_{v,\tau}(g_{\text{num}}(t) - g_{\text{den}}(t)y^{\sigma_2})
\]
reduces to a monomial (and hence the initial system has no solution in $\mathbb{T}^2$) unless
\[
\tau = \tau(v) := \left( -\frac{\text{ord}_v(f)}{\sigma_1}, -\frac{\text{ord}_v(g)}{\sigma_2} \right).
\]

We have that $\tau(v) = (0, 0)$ for all but a finite number of $v$’s and by the stated equality criterion these $v$’s need not be considered. On the other hand, the finite number of $v$’s such that $\tau(v) \neq (0, 0)$ produces a finite number of solutions for the initial system \((2.6)\), all of which are avoided by the linear form $\ell_0 + \ell_1 x + \ell_2 y$, as this last one is supposed generic.

Hence none of the relevant initial systems have solutions and so \((2.6)\) is an equality, as announced. We conclude that for $\sigma_1, \sigma_2 \in \mathbb{Z} \setminus p\mathbb{Z}$ the degree of the curve $C(\sigma)$ can be expressed as
\[
(2.7) \quad \text{deg}(C(\sigma)) = \frac{1}{\text{deg}(\rho)} \sum_{v \in \mathbb{P}^1} \text{MI}_2(\vartheta_{0,v}, \vartheta_{1,v}, \vartheta_{2,v}).
\]

We extend this formula to $\sigma \in (\mathbb{R}^\times)^2$ and make it explicit by computing the relevant mixed integrals.

**Proposition 2.2.** With notation as before, let $\sigma \in (\mathbb{R}^\times)^2$, then
\[
(2.8) \quad h(N(C); (\sigma_1, \sigma_2)) + h(N(C); (-\sigma_1, 0)) + h(N(C); (0, -\sigma_2))
\]
\[
= \frac{1}{\text{deg}(\rho)} \sum_{v \in \mathbb{P}^1} \max \left\{ 0, -\text{ord}_v(g) \text{ sign}(\sigma_1 \sigma_2) \sigma_1, -\text{ord}_v(f) \text{ sign}(\sigma_1 \sigma_2) \sigma_2 \right\}.
\]

**Proof.** Suppose first $\sigma_1, \sigma_2 \in \mathbb{Z} \setminus p\mathbb{Z}$. We compute the mixed integrals in Formula \((2.5)\) by applying the decomposition formula \([\text{PS07b} \text{ Formula (8.6)}]\): with notation as before, for each $v \in \mathbb{P}^1$ we have
\[
\text{MI}_2(\vartheta_{0,v}, \vartheta_{1,v}, \vartheta_{2,v}) = \sum_{u \in S^1} h(P_0; u) \text{MI}_1(\vartheta_{1,v}|_{P^u_1}, \vartheta_{2,v}|_{P^u_2}) + \sum_{y \in S^2_+} h(P_0; y) \text{MV}_2(P^y_{1,v}, P^y_{2,v}).
\]

Here $S^1 \subset \mathbb{R}^2$ denotes the unit circle and $S^2_+ \subset \mathbb{R}^2$ denotes the set of points in the sphere $S^2$ whose last coordinate is positive, while $P^u_1$ (resp. $P^u_{i,v}$) stands for the face (resp. the slope) in the direction $u$ (resp. $y$) of $P_1$ (resp. $P_{i,v}$).

For each $v \in \mathbb{P}^1$, set $I_v$ for the first sum. We have
\[
I_v = h(P_0; (1, 0)) \text{MI}_1(\vartheta_{1,v}|_{P^{(1,0)}_1}, \vartheta_{2,v}) + h(P_0; (0, 1)) \text{MI}_1(\vartheta_{1,v}, \vartheta_{2,v}|_{P^{(0,1)}_2}).
\]

It turns out that $P^{(1,0)}_1$ must be equal to one of the points $(\sigma_1, 0)$ or $(0, 0)$ depending on the sign of $\sigma_1$. Similarly, $P^{(0,1)}_2$ must be equal to either $(0, \sigma_2)$ or $(0, 0)$ depending on the sign of $\sigma_2$. By \([\text{PS07b} \text{ Formula (8.3)}]\)
\[
I_v = |\sigma_1| \vartheta_{1,v}(P^{(1,0)}_1) + |\sigma_2| \vartheta_{2,v}(P^{(0,1)}_2)
\]
and so $\sum_v I_v = 0$, because $\partial_{t,v}(P^{\Psi_i}_t)$ equals the order of vanishing at $v$ of a rational function $q \in \mathbb{R}(t)^x$, and the identity $\sum_{v \in \mathbb{P}^1} \text{ord}_v(q) = 0$ always holds.

Set $J_v$ for the second sum, which consists in the only term corresponding to the vector $y \in S^2_v$ such that $P^y_{1,v} = P_{1,v}$ and $P^y_{2,v} = P_{2,v}$. Setting $V := (\sigma_1, 0, \text{ord}_v(f))$ and $W := (0, \sigma_2, 0)$, their exterior product equals

$$V \times W = (\text{ord}_v(f)\sigma_2, -\text{ord}_v(g)\sigma_1, \sigma_1\sigma_2),$$

and so the only relevant $y$ is

$$y = \frac{\text{sign}(\sigma_1\sigma_2)}{||V \times W||} V \times W.$$  

We have then $MV_2(P^y_{1,v}, P^y_{2,v}) = ||V \times W||_2$, hence

$$J_v = h(P_0; y) \text{MV}_2(P^y_{1,v}, P^y_{2,v})$$

$$= \max\{0, -\text{ord}_v(f)\text{sign}(\sigma_1\sigma_2)\sigma_2, -\text{ord}_v(g)\text{sign}(\sigma_1\sigma_2)\sigma_1\}.$$  

Finally, note that both sides of the identity are continuous and homogeneous with respect to homotheties, which implies the general case $\sigma_1, \sigma_2 \in \mathbb{R}^\times$.  

For each $v \in \mathbb{P}^1$ consider a rectangular triangle $R_v$ defined as

$$R_v := \text{Conv}\left( (0,0), (-\text{ord}_v(g),0), (0,-\text{ord}_v(f)) \right)$$

if $\text{ord}_v(f)\text{ord}_v(g) \geq 0$ and

$$R_v := \text{Conv}\left( (-\text{ord}_v(g),-\text{ord}_v(f)), (-\text{ord}_v(g),0), (0,-\text{ord}_v(f)) \right)$$

if $\text{ord}_v(f)\text{ord}_v(g) \leq 0$. Both definitions coincide in case $\text{ord}_v(f)\text{ord}_v(g) = 0$. Note that $R_v = (0,0)$ for all but a finite number of $v$'s. The following result gives an explicit expression for the Minkowski difference of $N(C)$ with the minimal rectangle containing it.

**Proposition 2.3.** With the above notation, for $i = 1, 2$ let $\pi_i : \mathbb{R}^2 \to \mathbb{R}$ denote the projection to the $i$-th factor, then

$$N(C) - \pi_1(N(C)) \times \pi_2(N(C)) = \frac{1}{\text{deg}(\rho)} \sum_{v \in \mathbb{P}^1} R_v.$$  

**Proof.** Set for short

$$D := \text{deg}(\rho)(N(C) - \pi_1(N(C)) \times \pi_2(N(C))) \subset \mathbb{R}^2.$$  

It suffices to show that the support function of both $D$ and $\sum_v R_v$ coincide for all $\sigma \in (\mathbb{R}^\times)^2$.

In case $\sigma_1\sigma_2 > 0$ set $T_v := \text{Conv}\left( (0,0), (-\text{ord}_v(g),0), (0,-\text{ord}_v(f)) \right)$, so that Proposition 2.2 implies that

$$h(D; \sigma) = \sum_v h(T_v; \sigma).$$

When $\text{ord}_v(f)\text{ord}_v(g) \geq 0$ we have that $T_v = R_v$, while if $\text{ord}_v(f)\text{ord}_v(g) \leq 0$, the maximum of the scalar product of $\sigma$ over the rectangle $R_v \cup T_v$ is attained either at the point $(-\text{ord}_v(g),0)$ or at $(0,-\text{ord}_v(f))$, hence also in this case $h(T_v; \sigma) = h(R_v; \sigma)$. Thus

$$h(D; \sigma) = \sum_v h(R_v; \sigma).$$
In case $\sigma_1\sigma_2 < 0$, we use the identities

$$\sum_v \text{ord}_v(f) = \sum_v \text{ord}_v(g) = 0,$$

For $v \in \mathbb{P}^1$ set

$$U_v := \text{Conv}((-\text{ord}_v(g), -\text{ord}_v(f)), (-\text{ord}_v(g), 0), (0, -\text{ord}_v(f))),$$

Proposition 2.2 then implies that

$$h(D; \sigma) = \sum_v \max \{ \langle \sigma, (0, 0) \rangle, \langle \sigma, (\text{ord}_v(g), 0) \rangle, \langle \sigma, (0, \text{ord}_v(f)) \rangle \}$$

$$- \sum_v \langle \sigma, (\text{ord}_v(g), \text{ord}_v(f)) \rangle$$

$$= \sum_v \max \{ \langle \sigma, (-\text{ord}_v(g), -\text{ord}_v(f)) \rangle, \langle \sigma, (-\text{ord}_v(g), 0) \rangle, \langle \sigma, (0, -\text{ord}_v(f)) \rangle \}$$

$$= \sum_v h(U_v; \sigma).$$

The rest of the argument is as in the preceding case: when $\text{ord}_v(f)\text{ord}_v(g) \leq 0$ we have that $U_v = R_v$, while if $\text{ord}_v(f)\text{ord}_v(g) \geq 0$, the maximum of the scalar product of $\sigma$ over the rectangle $R_v \cup U_v$ is attained either at the point $(-\text{ord}_v(g), 0)$ or at $(0, -\text{ord}_v(f))$, hence also in this case $h(U_v; \sigma) = h(R_v; \sigma)$. We conclude that for all $\sigma \in (\mathbb{R}^\times)^2$

$$h(D; \sigma) = \sum_v h(R_v; \sigma),$$

while on the other hand $h(\sum_v R_v; \sigma) = \sum_v h(R_v; \sigma)$ by [Sch93, Thm. 1.7.5, p. 41], which concludes the proof. □

**Example 2.4.** Consider the rational functions

$$f(t) := \frac{t(t-2)}{(t-1)^2}, \quad g(t) := \frac{t(t-1)^2}{(t-2)^3}.$$  

We have $\text{ord}_0(f, g) = (1, 1)$, $\text{ord}_1(f, g) = (-2, 2)$, $\text{ord}_2(f, g) = (1, -3)$ and $\text{ord}_v(f, g) = (0, 0)$ for $v \neq 0, 1, 2$. Figure 3 below illustrates the sum of the corresponding rectangular triangles. The dashed lines indicate the Newton polygon of the implicit equation for this example.

**Figure 3.** The Minkowski sum of the $R_v$’s
The following lemma gives the minimal rectangle containing $N(C)$ and it can be found for instance, in [SW01, Thm. 6]. It is also a consequence of Proposition 2.2 above and for convenience of the reader we give its proof. For simplicity, we fix $E_C$ up to a non-zero scalar, by supposing it lies in $\mathbb{K}[x,y]$ and that neither $x$ nor $y$ divide it.

**Lemma 2.5.** With the above notation, we have

$$\deg(\rho) \deg_x(E_C) = \eta(g), \quad \deg(\rho) \deg_y(E_C) = \eta(f).$$

**Proof.** With the given choice of $E_C$, we have that

$$\deg_x(E_C) = h(N(C); (1, 0)) + h(N(C); (−1, 0)) + h(N(C); (0, 0)).$$

By Proposition 2.2 applied to $\sigma_1 = 1$ and $\sigma_2 \to 0^+$ we obtain

$$\deg(\rho) \deg_x(E_C) = \sum_{v \in \mathbb{P}^1} \max\{0, -\text{ord}_v(g)\}$$

$$= \max\{0, -\text{ord}_\infty(g)\} + \sum_{v \in \mathbb{A}^1} \max\{0, -\text{ord}_v(g)\}$$

$$= \max\{0, \deg(g_{\text{num}}) - \deg(g_{\text{den}})\} + \deg(g_{\text{den}})$$

$$= \max\{\deg(g_{\text{num}}), \deg(g_{\text{den}})\} = \eta(g).$$

The expression for $\deg_y(E_C)$ follows similarly. \(\square\)

This lemma is equivalent to

$$\pi_1(N(C)) = \frac{1}{\deg(\rho)} \text{Conv}(0, \eta(g)), \quad \pi_2(N(C)) = \frac{1}{\deg(\rho)} \text{Conv}(0, \eta(f)).$$

Now that we know the size of this minimal rectangle, we are in position to compute $N(C)$ by “extracting” it from the expression in Proposition 2.2.

**Proof of theorem 1.1.** As a first step, we determine the edge structure of the polygon

$$R := \sum_{v \in \mathbb{P}^1} R_v.$$

Let $v \in \mathbb{P}^1$. In case $\text{ord}_v(f) \text{ord}_v(g) > 0$ we have that

$$\langle \text{ord}_v(\rho), (−\text{ord}_v(g), 0) \rangle = \langle \text{ord}_v(\rho), (0, −\text{ord}_v(f)) \rangle = −\text{ord}_v(f) \text{ord}_v(g) < 0$$

while $\langle \text{ord}_v(\rho), (0, 0) \rangle = 0$. Hence for each $v$, the rectangular triangle $R_v$ contributes to $R$ with

- one edge of length $||\text{ord}_v(\rho)||$ and inner normal $\text{ord}_v(\rho)$;
- one vertical edge of length $|\text{ord}_v(g)|$ and inner normal $(\text{sign}(−\text{ord}_v(f)), 0)$;
- one horizontal edge of length $|\text{ord}_v(f)|$ and inner normal $(0, \text{sign}(−\text{ord}_v(g)))$.

In case $\text{ord}_v(f) \text{ord}_v(g) < 0$, with a similar computation we can verify that $R_v$ contributes to $R$ with

- one edge of length $||\text{ord}_v(\rho)||$ and inner normal $\text{ord}_v(\rho)$;
- one vertical edge of length $|\text{ord}_v(g)|$ and inner normal $(\text{sign}(−\text{ord}_v(f)), 0)$;
- one horizontal edge of length $|\text{ord}_v(f)|$ and inner normal $(0, \text{sign}(−\text{ord}_v(g)))$. 

This completes the proof of Theorem 1.1.
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In this section we apply our main result to the computation of the Newton polygon in the generic cases (Corollaries 1.3, 1.4 and 1.5 in the introduction). The following result gives the degree of a generic parametrization and is an important ingredient in the proof of these corollaries.

Next we list the edges of $R$ as its inner normal runs over $S^1$: for $\theta \in S^1$, $\theta \not\in (\pm 1, 0), (0, \pm 1)$ as we saw above, the corresponding edge has length $\sum_v \|\ord_v(\rho)\|$, the sum being over all $v$ such that $\ord_v(\rho) \in (\mathbb{R}_{>0}) \theta$. For $\theta = (0, 1)$, the length of the corresponding horizontal edge of $R$ equals

$$\sum_{v: \ord_v(\rho) > 0} -\ord_v(\rho) + \sum_{v: \ord_v(\rho) = 0, -\ord_v(\rho) < 0} \ord_v(\rho).$$

By Lemma 2.5 the corresponding edge in $-\deg(\rho)(\pi_1(N(C)) \times \pi_2(N(C)))$ has length $\sum_{v: \ord_v(\rho) > 0} -\ord_v(\rho)$. This shows that the horizontal edge of $R$ with normal $(0, 1)$ has length

$$\sum_{v: \ord_v(\rho) = 0, -\ord_v(\rho) < 0} \ord_v(\rho)$$

as stated. The remaining cases $(\theta = (\pm 1, 0), \theta = (0, -1))$ are treated similarly.

To conclude, we use the fact that the edges of the Minkowski sum of two polygons in $\mathbb{R}^2$, are exactly the concatenation of the edges of the given polygons, see the discussion in [Sch93] pp. 144-145].

Remark 2.6. Theorem 1.1 can easily be rephrased in the language of tropical geometry. Given an effective cycle $Z$ of $\mathbb{T}^n$, its abstract tropical variety is a pair $(T_Z, m_Z)$ where $T_Z \subset \mathbb{R}^n$ denotes the tropicalization of $Z$ with respect to the trivial valuation of $\mathbb{K}$ and $m_Z : T_Z^0 \to \mathbb{N} \setminus \{0\}$ is a locally constant function defined on the set of regular points $T_Z^0$ of $T_Z$, see [ST07] for the precise definitions. For an effective divisor $Z \in \text{Div}(\mathbb{T}^2)$ this data is equivalent to the Newton polygon: the tropicalization $T_Z$ consists in the union of the inner normal directions of $N(Z)$, $T_Z^0 = T_Z \setminus \{(0,0)\}$ and for a point $b \neq (0,0)$ in one of these directions, $m_Z(b)$ equals the lattice length of the corresponding edge. Theorem 1.1 is then equivalent to

$$T_{\rho^*(\mathbb{T}^1)} = \bigcup_{v \in \mathbb{P}^1} (\mathbb{R}_{\geq 0}) \ord_v(\rho),$$

and $m_{\rho^*(\mathbb{T}^1)}(b) = \sum_{v: \ord_v(\rho) \in (\mathbb{R}_{>0})b} \ell(\ord_v(\rho))$ for $b \in T_{\rho^*(\mathbb{T}^1)}^0$. In this form, the result can be found in the work of Dickenstein, Feichtner, Sturmfels and Tevelev: the tropicalization of $\rho^*(\mathbb{T}^1)$ is given by [DFS07, Thm. 3.1] or [Tev07, Thm. 3.1] while the corresponding multiplicities can be obtained from [ST07, Thm. 1.1], see also [DFS07, Rem. 3.2].

3. The Generic Cases

In this section we apply our main result to the computation of the Newton polygon in the generic cases (Corollaries 1.3, 1.4 and 1.5 in the introduction). The following result gives the degree of a generic parametrization and is an important ingredient in the proof of these corollaries.
Proposition 3.1. Let \((m_1, n_1), \ldots, (m_R, n_R) \in \mathbb{Z}^2\) and for \(\alpha, \beta \in \mathbb{K}^\times\) and \(v_1, \ldots, v_R \in \mathbb{K}\) set
\[
(3.1) \quad f(t) := \alpha \prod_{i=1}^M (t - v_i)^{m_i}, \quad g(t) := \beta \prod_{i=1}^M (t - v_i)^{n_i}.
\]
If there is a pair \(1 \leq i \neq j \leq R\) such that \((m_i, n_i)\) and \((m_j, n_j)\) are not linearly dependent, then the map \(T^1 \rightarrow T^2, t \mapsto (f(t), g(t))\) is birational for generic \((v_1, v_j) \in \mathbb{K}^2\).

In particular when the vectors \((m_1, n_1), \ldots, (m_R, n_R)\) are not collinear, the parametrization defined by the functions in \((3.1)\) is birational for generic \(v_1, \ldots, v_R\). The case when all of the \((m_i, n_i)\)’s are collinear is easy to handle: we then set
\[
(m_i, n_i) = k_i(m, n)
\]
for some \(m, n \in \mathbb{Z}\) with \(\gcd(m, n) = 1\) and \(k_i \in \mathbb{Z}\setminus\{0\}\). Setting \(h(t) := \prod_{i=1}^R (t - v_i)^{k_i}\), the functions in \((3.1)\) can be written as
\[
(3.2) \quad f(t) = \alpha h(t)^m, \quad g(t) = \beta h(t)^n,
\]
and hence the degree of the map \(\rho : t \mapsto (f(t), g(t))\) equals to the degree of \(t \mapsto h(t)\) and so \(\deg(\rho) = \eta(h)\). In particular, for generic \(v_1, \ldots, v_R \in \mathbb{K}\)
\[
\deg(\rho) = \max \left\{ \sum_{i: k_i > 0} k_i, -\sum_{i: k_i < 0} k_i \right\}.
\]

Lemma 3.2. Let \(p \in \mathbb{K}(t) \setminus \mathbb{K}, q \in \mathbb{K}(t)^\times\) and \(c \in \mathbb{Z} \setminus \{0\}\), then the map
\[
T^1 \rightarrow T^2, \quad t \mapsto (p(t), (t - v)^c q(t))
\]
is birational for generic \(v \in \mathbb{K}\).

Proof. Let \(x_0 \in T^1\) generic, then the number of different solutions to \(p(t) = x_0\) equals \(\eta(p)\) and we denote these solutions \(t_1, \ldots, t_{\eta(p)}\). As \(x_0\) is generic, we will have \(q(t_i), q(t_j) \neq 0\). Suppose that for some \(i \neq j\) and almost all \(v \in \mathbb{K}\) we have \((t_i - v)^c q(t_i) = (t_j - v)^c q(t_j)\) or equivalently
\[
\left( \frac{t_j - v}{t_i - v} \right)^c = \frac{q(t_j)}{q(t_i)}
\]
for almost all \(v \in \mathbb{K}\). This implies that the rational function \(v \mapsto (t_j - v)/(t_i - v)\) is constant and so \(t_i = t_j\), a contradiction. We deduce then that for each \(i \neq j\) the set
\[
\{v \in \mathbb{K} : (t_i - v)^c q(t_i) = (t_j - v)^c q(t_j)\}
\]
is finite and hence for \(v\) outside all of these finite sets, the rational function \((t - v)^c q(t)\) separates the points \(t_1, \ldots, t_{\eta(p)}\). Let \(C \subset T^2\) be the Zariski closure of the image of the map \(t \mapsto (p(t), (t - v)^c q(t))\) and \(E_C \in \mathbb{K}[x^{\pm 1}, y^{\pm 1}]\) its defining equation, the previous considerations show that
\[
\deg_y(E_C) = \Card(C \cap V(x - x_0)) = \eta(p)
\]
for generic \(x_0 \in T^1\). But on the other hand, \(\eta(p) \geq 1\) because \(p\) is not constant and Lemma 2.5 shows that \(\deg_y(E_C) = (\deg(\rho))^{-1} \eta(p)\), which concludes the proof. \(\square\)
Hence all of the multiplicities of \( f \) for a finite set \( P \subset K \) are in the hypothesis of Lemma 3.2, because \( p \notin K \) for all \( v_i \in K \) except a finite number of exceptions. For those \( v_i \)'s, this lemma shows that the map
\[
t \mapsto ((t - v_1)^\Delta F(t), (t - v_2)^\Delta G(t)) = (f^{m_1}(t)g^{-m_1}(t), f^{-m_1}(t)g^{m_1}(t))
\]
is birational except for a finite number of \( v_j \)'s, and a fortiori the same is true for \( t \mapsto (f(t), g(t)) \).

The following result shows that for a given parametrization, the Newton polygon can be computed by using partial factorizations. This can simplify the application of Theorem 1.1 in concrete situations.

**Lemma 3.3.** Let \( \rho = (f, g) \in (K(t)^\times)^2 \) and write
\[
(3.3) \quad f(t) = \alpha \prod_{p \in \mathcal{P}} p(t)^{d_p} \quad , \quad g(t) = \beta \prod_{p \in \mathcal{P}} p(t)^{e_p}
\]
for a finite set \( \mathcal{P} \subset K[t] \) of pairwise coprime polynomials, \( d_p, e_p \in \mathbb{N} \) and \( \alpha, \beta \in K^\times \), then
\[
P((\text{ord}_v(\rho))_{v \in \mathbb{P}^1}) = P(\text{deg}(p)(d_p, e_p))_{p \in \mathcal{P}}, (\text{deg}(f), \text{deg}(g)).
\]

**Proof.** Let \( p \in \mathcal{P} \) and \( v \in K \) be a root of \( p \) of multiplicity \( m_v \geq 1 \), then
\[
\text{ord}_v(\rho) = m_v(d_p, e_p) \in (\mathbb{R}_{>0})(d_p, e_p).
\]
Hence all of the multiplicities of \( p \) at roots of a given \( p \in \mathcal{P} \) lie in the same direction and so in the construction of \( P((\text{ord}_v(\rho))_{v \in \mathbb{P}^1}) \) they concatenate together into the single vector
\[
\sum_{v \in K: p(v) = 0} \text{ord}_v(\rho) = \text{deg}(p)(d_p, e_p),
\]
while on the other hand \( \text{ord}_\infty(\rho) = (\text{deg}(f), \text{deg}(g)) \). The fact that the polynomials in \( \mathcal{P} \) are pairwise coprime ensures that each non-zero vector in the family \((\text{ord}_v(\rho))_{v \in \mathbb{P}^1}\) appears exactly one time as a term of \( \text{deg}(p)(d_p, e_p) \) for \( p \in \mathcal{P} \) or as \((\text{deg}(f), \text{deg}(g))\), which concludes the proof. \( \square \)

**Proof of Corollaries 1.3, 1.4 and 1.5.** Corollary 1.3 is contained both in Corollary 1.4 and Corollary 1.5 so it suffices to prove these two statements.

Set \( \tilde{p}(t) := \alpha_d + \alpha_{d+1}t + \cdots + \alpha_D t^D - d \) and \( \tilde{q}(t) := \beta_e + \beta_1 t + \cdots + \beta_E t^E - e \) so that the parametrization \( \rho = (f, g) \) in Corollary 1.4 factorizes as
\[
(3.4) \quad f(t) = t^d \tilde{p}(t) r(t)^{-1} \quad , \quad g(t) = t^e \tilde{q}(t) r(t)^{-1}.
\]
In case $p,q,r$ are pairwise coprime, Theorem 3.1 together with Lemma 3.3 above readily imply that
\[
N(\rho^*(T^1)) = P((\text{ord}_0(f), \text{ord}_0(f,g)), (\deg(\tilde{p}), 0), (0, \deg(\tilde{q})), \\
(\deg(r) - \deg(r)), (\deg(f), \deg(g)))
\]
(3.5)
\[
= P((d,e), (D - d, 0), (0, E - e), (-F, -F), (F - D, F - E)).
\]
Reciprocally, we will show that the equality (3.5) above holds only if $p,q,r$ are pairwise coprime. To see this, note first that $\text{ord}_0(\rho) = (d,e)$ and $\text{ord}_\infty(\rho) = (F - D, F - E)$ because $\alpha_d, \alpha_e, \beta_d, \beta_e \neq 0$. For rational functions of the form (3.4), the only factor which might contribute to the direction $(1,0)$ is the polynomial $\tilde{p}$ and it does contribute with the vector $(D-d,0)$ if and only if $\tilde{p}$ is coprime with both $r$ and $\tilde{q}$. Similarly, the presence of the vector $(0, E - e)$ implies that $\tilde{q}$ is coprime with both $r$ and $\tilde{p}$ and so we conclude that $p,q,r$ are pairwise coprime.

For the second part of the statement, assume that $(D - d, 0), (0, E - e), (d,e), (F,F)$ are not collinear and for $v_1, v_2, v_3 \in \mathbb{K}$ consider the parametrization $\rho$ associated to the specialization
\[
p(t) := t^d(t - v_2)^{D-d}, \quad q(t) := t^e(t - v_3)^{E-e}, \quad r(t) := (t - v_1)^{F}.
\]
In case $(D - d, 0), (0, E - e), (d,e)$ are not collinear, Proposition 3.1 readily implies that $\rho$ is birational for generic $v_1, v_2, v_3$. If this is not the case, we have that $(d,e)$ and at least one of the vectors $(D-d,0), (0, E - e), (d,e)$ are linearly independent; we note $1 \leq i \leq 3$ the corresponding index. Letting $j \neq i$ another index, we apply Proposition 3.1 to the parametrization $\rho(t + v_j)$ and we also obtain that $\rho$ is birational for generic $v_1, v_2, v_3$. This readily implies that $\rho$ is birational for a generic choice of $p,q,r$ because $\deg(p) = 1$ is an open condition.

The proof of Corollary 3.5 is analogous and we leave it to the interested reader. \qed

4. The Variety of Rational Plane Curves with Given Newton Polygon

This section is devoted to the proof of Theorem 1.6 and more generally to the study of the variety $M_Q$. In particular, we show that every non-degenerate polygon is the Newton polygon of a rational plane curve. Similarly, we also determine which polygons can be the Newton polygon of a curve parameterized by polynomials or by Laurent polynomials.

Throughout this section we denote by $Q$ an arbitrary non-degenerate convex lattice polygon of $\mathbb{R}^2$. Setting $L := \text{Card}(Q \cap \mathbb{Z}^2) - 1$, we identify the space of Laurent polynomials with support contained in $Q$ with $\mathbb{K}^L$ and the set of effective Weil divisors of $\mathbb{P}^2$ with Newton polygon contained in $Q$, with $\mathbb{P}^L$. As defined in the introduction, the set $M_Q \subset \mathbb{P}^L$ consists in the effective divisors of $\mathbb{P}^2$ of the form $\delta[C]$ for a rational curve $C$ and $\delta \geq 1$ such that $\delta N(C) = Q$. We denote by $M_Q \subset \mathbb{P}^L$ the Zariski closure of this set.

In the sequel we construct the space of rational parametrizations corresponding to the divisors in $M_Q^\circ$. Let $(m_1, n_1), \ldots, (m_r, n_r) \in \mathbb{Z}^2 \setminus \{(0,0)\}$ be the primitive inner normal vectors of $Q$ and $\ell_1, \ldots, \ell_r \geq 1$ the lattice length of the corresponding edge.
Given a point \( p_i = (p_{i,0} : \cdots : p_{i,\ell_i}) \in \mathbb{P}^{\ell_i} \), we identify it with the associated monic polynomial \( p_i(t) \in \mathbb{K}[t] \) of degree \( \leq \ell_i \). In concrete terms,

\[
p_i(t) := p_{i,k}^{-1} p_{i,0} + \cdots + p_{i,1}^{-1} p_{i,k-1} + t^k
\]

for the maximal index \( 0 \leq k \leq \ell_i \) such that \( p_{i,k} \neq 0 \). We then consider the dense open subset

\[
U_Q \subset \mathbb{T}^2 \times \prod_{i=1}^r \mathbb{P}^{\ell_i}
\]

deep subset of points \((\alpha, \beta, p_1, \ldots, p_r)\) such that the homogeneous associated polynomials

\[
p_i^h(t_0, t_1) := t_0^\ell_i p_i(t_0^{-1} t_1) \in \mathbb{K}[t_0, t_1] \quad \text{for} \quad 1 \leq i \leq r
\]

are pairwise coprime. To each \( u = (\alpha, \beta, p_1, \ldots, p_r) \in U_Q \) we associate a parametrization \( \rho_u = (f_u, g_u) \in \mathbb{K}(t)^2 \) defined by

\[
(f_u(t) := \alpha \prod_{i=1}^r p_i(t)^{m_i}, \quad g_u(t) := \beta \prod_{i=1}^r p_i(t)^{n_i}).
\]

**Lemma 4.1.** The map \( U_Q \to \mathbb{K}(t)^2, u \mapsto \rho_u \) is a one-to-one correspondence between \( U_Q \) and the set of rational maps \( \rho : \mathbb{T}^1 \to \mathbb{T}^2 \) such that \( N(\rho^*(\mathbb{T}^1)) = Q \).

**Proof.** According to Theorem [1.1] a rational map \( \rho : \mathbb{T}^1 \to \mathbb{T}^2 \) corresponds to a member of \( M_Q^\circ \) if and only if for all \( v \in \mathbb{P}^1 \) there is and index \( i \) between 1 and \( r \) such that \( \text{ord}_v(\rho) \in (\mathbb{R}_{>0})(m_i, n_i) \) and

\[
\sum_{v} \ell(\text{ord}_v(\rho)) = \ell_i \quad \text{for} \quad 1 \leq i \leq r,
\]

the sum being over \( v \in \mathbb{P}^1 \) such that \( \text{ord}_v(\rho) \in (\mathbb{R}_{>0})(m_i, n_i) \). Every such map can be written as \( \rho_u \) for \( u = (\alpha, \beta, p_1, \ldots, p_r) \in U_Q \), with \( (\alpha, \beta) = \text{init}_\infty(\rho) \) and

\[
p_i(t) = \prod_{i \neq \infty} (t - v)^{\ell(\text{ord}_v(\rho))} \quad \text{for} \quad 1 \leq i \leq r,
\]

this time the index variable runs over \( v \in \mathbb{K} \) such that \( \text{ord}_v(\rho) \in (\mathbb{R}_{>0})(m_i, n_i) \). Reciprocally, the map \( \rho_u \) corresponding to a point \( u = (\alpha, \beta, p_1, \ldots, p_r) \in U_Q \) verifies the above conditions: we have that \( \text{ord}_v(\rho_u) \neq (0, 0) \) if and only if \( v \in V(p_i^h) \) for \( 1 \leq i \leq r \) and in that case, \( \text{ord}_v(\rho) = \text{ord}_v(p_i^h) = (m_i, n_i) \in (\mathbb{R}_{>0})(m_i, n_i) \). Moreover

\[
\sum_{v \in V(p_i^h)} \ell(\text{ord}_v(\rho_u)) = \sum_{v \in V(p_i^h)} \text{ord}_v(p_i^h) = \ell_i
\]

and so \( N(\rho_u^*(\mathbb{T}^1)) = Q \).

It only remains to show that the correspondence \( u \mapsto \rho_u \) is injective: let \( u = (\alpha, \beta, p_1, \ldots, p_r), u' = (\alpha', \beta', p'_1, \ldots, p'_r) \in U_Q \) such that \( \rho_u = \rho_{u'} \). For \( i \neq j \) set

\[
\Delta_{i,j} := \det \begin{pmatrix} m_i & m_j \\ n_i & n_j \end{pmatrix} \neq 0,
\]

so that for \( 1 \leq i \leq r \)

\[
\alpha^{m_i} \beta^{-m_i} \prod_{j \neq i} p_j^{\Delta_{i,j}} = f_u^{m_i} g_u^{-m_i} = f_u^{m_i} g_{u'}^{-m_i} = (\alpha')^{m_i} (\beta')^{-m_i} \prod_{j \neq i} (p_j')^{\Delta_{i,j}}.
\]

This shows that \( p_i(t) \) and \( p_j'(t) \) are coprime for \( i \neq j \) and so \( p_i(t) = p_j'(t) \) for all \( i \). Moreover \( (\alpha, \beta) = \text{init}_\infty(\rho_u) = \text{init}_\infty(\rho_{u'}) = (\alpha', \beta') \) and we conclude that \( u = u' \), as desired. \( \square \)
Proposition 4.1 together with this Lemma readily imply that the parametrization \( \rho_u \) is birational for generic \( u \in U_Q \).

**Corollary 4.2.** Let \( Q \) be a non-degenerate convex lattice polygon, then \( \deg(\rho_u) = 1 \) for \( u \) in a dense open subset of \( U_Q \).

Different parametrizations might define the same push-forward cycle. To avoid most of this redundancy, we introduce an equivalence relation by agreeing that two parametrizations \( \rho, \rho' : T^1 -\to T^2 \) are equivalent if there exists a birational automorphism \( \mu \) of \( T^1 \) such that \( \rho' = \rho \circ \mu \). The birational automorphisms of \( T^1 \) are the Möbius transformations, that is the maps of the form \( T^1 -\to T^1, t \mapsto \frac{at+\beta}{ct+\gamma} \) for some \( \alpha, \beta, \gamma, \delta \in K \) such that \( a\delta - \beta \gamma \neq 0 \). We then set

\[
P_Q := U_Q / \sim
\]

for the space of parametrizations of effective divisors in \( M_Q^0 \) modulo equivalence. The assumption that \( Q \) is non-degenerate implies that it has at least three different edges, that is \( r \geq 3 \). Given any three different points of \( \mathbb{P}^1 \), there is a unique Möbius transformation which brings them to 0, 1, \( \infty \) respectively. We can thus fix a system of representatives of \( P_Q \) as the set of points \( u = (\alpha, \beta, p_1, \ldots, p_r) \in U_Q \) such that the polynomials \( p_1(t), p_2(t) \) and \( p_3(t) \) have respectively 0, 1 and \( \infty \) as a root. This identifies \( P_Q \) with a subset of \( U_Q \). We can also verify that \( P_Q \) is linearly isomorphic to a dense open subset of

\[
\mathbb{T}^2 \times \prod_{i=1}^3 \mathbb{P}^{\ell_i-1} \times \prod_{i=4}^r \mathbb{P}^{\ell_i}.
\]

It is well-known that the equation of the cycle \( \rho^i(T^1) \) can be written in terms of the Sylvester resultant. Set

\[
D := \sum_{i: n_i > 0} \ell_i m_i = - \sum_{i: n_i < 0} \ell_i m_i , \quad E := \sum_{i: n_i > 0} \ell_i n_i = - \sum_{i: n_i < 0} \ell_i n_i ,
\]

these equalities being a consequence of the balancing condition \( \sum_{i=1}^r \ell_i (m_i, n_i) = (0, 0) \). We then consider the map \( U_Q \to \mathbb{K}[x^{\pm 1}, y^{\pm 1}] \) defined by

\[
(4.2) \quad \rho_u = (f, g) \mapsto x^a y^b \text{Res}_{D,E}(f_{\text{den}}(t) x - f_{\text{num}}(t), g_{\text{den}}(t) y - g_{\text{num}}(t); t)
\]

where \( \text{Res}_{D,E} \) stands for the Sylvester resultant two univariate polynomials of degree \( D \) and \( E \) respectively and \( a, b \in \mathbb{Z} \) are maximal so that \( Q - (a, b) \in (\mathbb{R}_{\geq 0})^2 \). Note that for \( u \in U_Q \) we have \( \eta(f_u) = D \) and \( \eta(g_u) = E \) and so

\[
\text{deg}_t(f_{\text{den}}(t) x - f_{\text{num}}(t)) = D , \quad \text{deg}_t(g_{\text{den}}(t) y - g_{\text{num}}(t)) = E,
\]

hence the map \( 4.2 \) is well-defined on the whole of \( U_Q \).

**Proposition 4.3.** With the above notation, Formula (4.2) induces a surjective regular map \( \Xi : P_Q \to M_Q^0 \). The fiber of \( \Xi \) at \( \delta(C) \in M_Q^0 \) is an irreducible variety of dimension \( 2\delta - 2 \).

**Proof.** Recall that for univariate polynomials \( p, q \) of degree bounded by \( D \) and \( E \) respectively, the Sylvester resultant \( \text{Res}_{D,E}(p, q) \) vanishes if and only if \( \gcd(p, q) \neq 1 \), or \( \deg(p) < D \) and \( \deg(q) < E \). Put

\[
R_u(x, y) := \text{Res}_{D,E}(f_{\text{den}}(t) x - f_{\text{num}}(t), g_{\text{den}}(t) y - g_{\text{num}}(t); t) \in \mathbb{K}[x, y].
\]
In our setting we have that \( \deg_x(f_{\text{den}}(t)x - f_{\text{num}}(t)) = D \) and \( \deg_y(g_{\text{den}}(t)y - g_{\text{num}}(t)) = E \) and they are coprime in polynomials in \( \mathbb{K}(x,y)[t] \). This implies that \( R_u \neq 0 \) and moreover \( R_u(y,0), R_u(x,0) \neq 0 \). We can conclude then that \( R_u \) is a defining equation for the divisor \( \delta(C) \), which is a Taylor polynomial neither divisible by \( x \) nor by \( y \). Hence \( N(R_u) = Q - (a, b) \) and this is equivalent to \( x^a y^b R_u \in M_Q^0 \).

This shows that Formula (4.2) defines a regular surjective map from \( U_Q \) onto \( M_Q^0 \). This map is well-defined in the quotient space \( P_Q \) because it only depends on the push-forward cycle \( \rho^*(\mathbb{T}^1) \) and moreover, it is regular on this quotient space because \( P_Q \) can be regarded as a subset of \( U_Q \).

For a given divisor \( \delta(C) \in M_Q^0 \) set

\[
\Omega_u := \{ u : N(\rho_u^*(\mathbb{T}^1)) = \delta(C) \} \subset U_Q.
\]

By Lüroth theorem [Wal50, § V.7, pp. 149-151] there exists a birational map \( \psi : \mathbb{T}^1 \dasharrow C \), and so \( \Omega_u \) is isomorphic to the space of birational endomorphism of \( \mathbb{T}^1 \) of degree \( \delta \) through the map

\[
\text{End}(\mathbb{T}^1; \delta) \to \Omega_u, \quad h \mapsto \psi \circ h,
\]

with inverse \( \rho \mapsto \psi^{-1} \circ \rho \). The group \( \text{Aut}(\mathbb{T}^1) \) of Möbius transformations acts on \( \text{End}(\mathbb{T}^1; \delta) \) by right composition and the fiber \( \Xi^{-1}((\delta(C)) \subset P_Q \) identifies with the set-theoretical quotient \( \text{End}(\mathbb{T}^1; \delta) / \text{Aut}(\mathbb{T}^1) \).

In case \( \delta = 1 \) we have that \( \text{End}(\mathbb{T}^1; 1) = \text{Aut}(\mathbb{T}^1) \) so in this case the quotient is a point. For \( \delta \geq 2 \), we affirm that the orbit of a generic element \( h \in \text{End}(\mathbb{T}^1; \delta) \) is isomorphic to \( \text{Aut}(\mathbb{T}^1) \): if we have \( h = h \circ \mu \) for \( \mu \in \text{Aut}(\mathbb{T}^1) \), the Möbius transformation \( \mu \) must fix the set of zeros and poles of \( h \). This set has at least four generic points of \( \mathbb{T}^1 \) because \( h \) is generic and \( \delta \geq 2 \), and so \( \mu = \text{Id}_{\mathbb{T}^1} \). Hence the fiber of \( \pi : \text{End}(\mathbb{T}^1; \delta) \to \text{End}(\mathbb{T}^1; \delta) / \text{Aut}(\mathbb{T}^1) \)

over a generic point \( w \) has dimension 3, and so by the theorem of dimension of fibers

\[
\dim(\text{End}(\mathbb{T}^1; \delta) / \text{Aut}(\mathbb{T}^1)) = \dim(\text{End}(\mathbb{T}^1; \delta)) - \dim(\pi^{-1}(w)) = (2\delta + 1) - 3,
\]

which concludes the proof. \( \square \)

From the proof above, we see that the fiber \( \Xi^{-1}((\delta(C)) \) is in fact isomorphic to the quotient space \( \text{End}(\mathbb{T}^1; \delta) / \text{Aut}(\mathbb{T}^1) \).

**Corollary 4.4.** The set of reduced divisors in \( M_Q^0 \) contains a dense open subset. In particular, \( \Xi \) is a bijection between some dense open subsets of \( P_Q \) and \( M_Q^0 \).

This is a direct consequence of Corollary 4.2 and the fact that the map \( \Xi : P_Q \to M_Q^0 \)

is dominant. We are now in position to prove Theorem 1.6.

**Proof of Theorem 1.6.** Set \( \ell := \sum_{i=1}^{r} \ell_i = \text{Card}(\partial Q \cap \mathbb{Z}^2) \). By Corollary 4.4 we have that \( \Xi \) is a bijection between some dense open subsets of \( P_Q \) and \( M_Q^0 \) and so the theorem of dimension of fibers implies that

\[
\dim(M_Q) = \dim(P_Q) = 2 + \sum_{i=1}^{3} (\ell_i - 1) + \sum_{i=4}^{r} \ell_i = \ell - 1.
\]

In particular \( M_Q \) is unirational, because \( P_Q \) is birational to \( \mathbb{T}^2 \times \prod_{i=1}^{3} \mathbb{P}^{\ell_i-1} \times \prod_{i=4}^{r} \mathbb{P}^{\ell_i} \) and \textit{a fortiori} to \( \mathbb{A}^{\ell-1} \).
In case char($\mathbb{k}$) = 0, the field extension $\Xi^*(\mathbb{k}(M_Q)) \subset \mathbb{k}(A^{\ell-1})$ is separable and so its degree equals the cardinality of a generic fiber [Sha94, § II.6.3, pp. 142-145]. Hence $\Xi^*(\mathbb{k}(M_Q)) = \mathbb{k}(A^{\ell-1})$ and in particular $M_Q$ is rational.

Set $c(Q)$ for the content of $Q$, defined as the maximal integer $c \geq 1$ such that $c^{-1}Q$ is a lattice polygon modulo a translation. The polygon $Q$ is non-contractible whenever $c(Q) = 1$.

For $\delta[C] \in M_Q^\circ$ we have

$$Q = N(\delta[C]) = \delta N(C)$$

and so $\delta|c(Q)$ because $N(C)$ is a lattice polygon. Hence the possible multiplicities of a divisor in $M_Q^\circ$ are exactly the divisors of $c(Q)$. In particular, $\Xi : P_Q \to M_Q^\circ$ is a bijection if and only if $Q$ is non-contractible.

Alternatively, the content of $Q$ coincides with the greatest common divisor of the lattice length of its edges. Hence in the setting of Corollary 4.2 for $u \in U_Q$ we have $\deg(\rho_u)|\gcd(\ell_1,\ldots,\ell_r)$. In particular, $\rho_u$ is birational for all $u \in U_Q$ if and only if $\gcd(\ell_1,\ldots,\ell_r) = 1$.

The following example shows that in positive characteristic, the map $\Xi$ can be generically ramified.

**Example 4.5.** Consider the polygon $Q$ in Figure 4 below. Its primitive inner normals are the vectors $(1, 2), (-2, -1), (1, -1)$. This is a non-contractible polygon and so all of the divisors in $M_Q^\circ$ are reduced. A parametrization of a rational plane curve with Newton polygon $Q$ is equivalent modulo a Möbius transformation to one of the form $\rho = (f, g)$ with

$$f = \alpha t(t - 1) \quad , \quad g = \beta \frac{t^2}{t - 1}$$

for some $\alpha, \beta \in \mathbb{k}^\times$. Hence $P_Q = T^2$ and we have that

$$\text{Res}_{2,2}(x - \alpha t(t - 1), (t - 1)y - \beta t^2; t) = \beta^2 x^2 + 3\alpha \beta xy - \alpha xy^2 + \alpha^2 \beta y.$$ 

The map $\Xi$ then explicites as

$$\Xi : T^2 \to \mathbb{P}^3 \quad , \quad (\alpha, \beta) \mapsto (\beta^2 : 3\alpha \beta : -\alpha : \alpha^2 \beta).$$

Let $z_{x^2}, z_{xy}, z_{xy^2}, z_y$ denote the homogeneous coordinates of $\mathbb{P}^3$, corresponding to the monomials whose exponents are the lattice points of $Q$. Then we have that $M_Q$ is a surface in $\mathbb{P}^3$ with homogeneous defining equation

$$z_{xy}^3 - 27z_{x^2} z_{xy^2} z_y = 0.$$
If \( \text{char}(K) \neq 3 \), this is a smooth toric surface of degree 3. On the other hand, for \( \text{char}(K) = 3 \) the map \( \Xi \) is generically ramified of degree 3. The defining equation of \( M_Q \) is \( z_{xy} = 0 \), hence it is a rational surface, but of degree 1.

In all the examples computed so far, the variety \( M_Q \) is always rational independently of the characteristic of the base field \( K \). It would be interesting to determine if this holds in general. This does not follow immediately from Lemma 4.3, as in positive characteristic there are examples of non-rational surfaces whose field of fractions admits \( K[A^2] \) as a purely inseparable extension [Shi74].

**Example 4.6.** Consider the polygon \( \tilde{Q} \) in the figure below:

![Figure 5. A second reflexive polygon and its primitive inner normals](image)

Its inner normals are the vectors \((1,1),(0,1),(-2,-1),(1,-1)\). Hence a parametrization of a rational plane curve with this Newton polygon is equivalent modulo a Möbius transformation to one of the form \( \rho = (f,g) \) with

\[
(4.3) \quad f = \alpha t(t - 1) , \quad g = \beta \frac{t(t - v)}{t - 1}
\]

for some \( \alpha, \beta \in K^\times \) and \( v \in K \setminus \{0,1\} \). Let \( z_{x^2}, z_{xy}, z_{xy^2}, z_x, z_y \) denote the homogeneous coordinates of \( \mathbb{P}^3 \), corresponding to the monomials whose exponents are the lattice points in \( Q \). We have that \( P_{\tilde{Q}} = T^2 \times (K \setminus \{0,1\}) \). By computing the corresponding resultant, the map \( \Xi \) expresses as

\[
\Xi : T^2 \times (K \setminus \{0,1\}) \to \mathbb{P}^4
\]

\[
(\alpha, \beta, v) \mapsto (\beta^2 : \alpha \beta(3 - 2v) : -\alpha : \alpha \beta^2 v(v - 1) : \alpha^2 \beta(1 - v)).
\]

In characteristic 0, the variety \( M_{\tilde{Q}} \) is a hypersurface of \( \mathbb{P}^4 \) of degree 5 with homogeneous defining equation

\[
-z_y z_{x^2} z_{xy}^3 + z_x z_{xy}^4 z_{x^2} z_{xy} = 8 z_x z_{xy}^2 z_{xy}^2 z_{x^2} + 16 z_x^3 z_{xy} z_{x^2} + 27 z_y^2 z_{xy} z_{x^2} z_{xy} + 36 z_x z_{xy} z_y z_{x^2} z_{xy} = 0.
\]

Its singular locus contains the surface defined by the equations

\[
27 z_y z_{x^2} z_{xy} z_{x^2} + 2 z_{x,y}^3 = 0 , \quad 12 z_x z_{xy}^2 + z_{xy}^2
\]

together with two lines and a conic.

For a given polygon \( Q \), the map \( \Xi \) is regular in principle only on \( U_Q \). It might be interesting to study what happens when we get to the border of \( U_Q \) and more generally, to make explicit the Zariski closure of \( M_Q \) in geometric or combinatorial terms.
In this direction, the behavior of $\Xi$ when a root of $p_i$ coincides with one of $p_j$ in (4.1) for some $i \neq j$ has a nice combinatorial description. For instance, if we set $v = 0$ in (4.3), we obtain the parametrization in Example 4.5. This gives a natural inclusion $M_Q \hookrightarrow M_{\tilde{Q}}$

which corresponds to a shrinking of the polygon $\tilde{Q}$ into the polygon $Q$ from Example 4.6, as shown in Figure 6.

![Figure 6. Polygon $\tilde{Q}$ shrinks into polygon $Q$](image)

This can be explained by the merging of the primitive inner normals $(1, 1)$ and $(0, 1)$ into its sum $(1, 2)$. These observations can be extended to other cases when a root of $p_i$ coincides with one of $p_j$ for $i \neq j$, but does not seem to suffice to explain all of the points in $M_Q \setminus M_{\tilde{Q}}$.

The following result follows immediately from Theorem 1.6.

**Corollary 4.7.** Let $Q \subset \mathbb{R}^2$ be a non-degenerate convex lattice polygon, then $M_Q = \mathbb{P}^L$ if and only if $Q$ has no interior points, and $M_Q$ is a hypersurface if and only if $Q$ has exactly one interior point.

The first part of this corollary is also a consequence of Baker’s formula for the geometric genus of a curve in a toric surface [Bak1893, Kho78, BS07], as this formula implies that the geometric genus of a generic plane curve with Newton polygon $Q$ equals $\text{Card}(Q^o \cap \mathbb{Z}^2)$.

Convex lattice polygons without interior points can be easily classified. There is an infinite number of them, and modulo lattice equivalence they are either of the form $\text{Conv}((0, 0), (0, 1), (a, 1), (b, 0))$ or

$\text{Conv}((0, 0), (0, 1), (a, 1), (b, 0))$

with $a \geq 0$ and $b \geq 1$ such that $a \leq b$.

Polygons with exactly one interior point have nice properties and have been extensively studied. A polygon has exactly one interior point if and only if it is reflexive in the sense that its polar polygon is again a lattice polygon. Reflexive polygons are important because they exactly correspond to (non necessarily smooth) Fano toric surfaces. There are 16 reflexive polygons modulo lattice equivalence and pictures of them can be found for instance in [PV00]. We used three of these polygons in our examples 1.2, 4.5 and 4.6.

A further natural question in this context is whether for a rational plane curve with given polygon $Q$, all of the monomials associated to the lattice points in $Q$ appear. In general, the answer is “no” even for the generic member of $M_Q^\circ$. In characteristic 3,
Example 4.5 actually shows that an equation with that Newton polygon defines a rational curve if and only if the coefficient of the monomial \(xy\) is zero. It would be interesting to determine whether one can produce a similar example in characteristic 0. Note that the fact that the equation of the generic member of \(M_Q\) does not depend on the monomial \(x^ay^b\) for a given \((a, b) \in Q\) is equivalent to say that \(M_Q\) is contained in the standard hyperplane \(V(z_2x^ay^b)\) of \(\mathbb{P}^L\).

It would also be interesting to determine the degree of \(M_Q\) as a projective variety and its singular locus.

Finally we prove Theorem 1.7 on the shape of the Newton polygon of plane curves parameterized by polynomials or by Laurent polynomials.

**Proof of Theorem 1.7.** Let \(Q\) be a non-degenerate convex lattice polygon such that \(Q = N(\rho(T^1))\) for \(\rho \in \mathbb{K}[t]^2\). Setting \(\delta := \deg(\rho)\) we have \(\delta Q = N(\rho^* (T^1))\) and this holds if and only if \(\rho\) corresponds to a point \(u = (\alpha, \beta, p_1, \ldots, p_r) \in U\delta Q\) with \(p_i(t) = 1\) whenever \((m_i, n_i) \notin \mathbb{N}^2\). Let \(i_0\) be any of such indexes. We have then \(V(p_{i_0}^1) = \{\infty\}\), and there is at most one of these indexes with this property, because the polynomials \(p_1^1, \ldots, p_r^1\) are pairwise coprime.

On the other hand, not all of the \((m_i, n_i)\)'s can lie in \(\mathbb{N}^2\) because of the balancing condition and so there is exactly one such index. We conclude that \((\mathbb{R}_{>0})(m_{i_0}, n_{i_0})\) is the only inner normal direction of \(Q\) which does not lie in \((\mathbb{R}_{>0})^2\).

Conversely, assume that \(Q\) has exactly one inner normal direction not lying in \((\mathbb{R}_{>0})^2\).

Then all of the points \(u = (\alpha, \beta, p_1, \ldots, p_r) \in U\delta Q\) such that \(p_i(t) = 1\) for the index \(i_0\) corresponding to that inner direction, give parametrizations \(\rho_u\) such that \(N(\rho_{i_0}^* (T^1)) = Q\). By Proposition 4.1 the map \(\rho_u\) is birational for \(u\) generic within the considered points and hence \(Q = N(\rho_u(T^1))\) for such \(u\)'s.

Similarly, \(Q = N(\rho(T^1))\) for \(\rho \in \mathbb{K}[t^{\pm 1}]^2\) if and only if \(\rho\) corresponds to a point \(u = (\alpha, \beta, p_1, \ldots, p_r) \in U\delta Q\) such that \(p_i(t) = t^{a(i)}\) for \(a(i) \in \mathbb{N}\) whenever \((m_i, n_i) \notin \mathbb{N}^2\).

For such an index \(i_0\) we have that \(V(p_{i_0}^1) \subset \{0, \infty\}\) and so there are at most two such indexes. As before, the balancing condition shows that there must be at least one such index. We conclude that in this case there are one or two inner normal directions of \(Q\) which do not lie in \((\mathbb{R}_{>0})^2\). The converse is proved with the same strategy of the previous case.

□

4.1. **The degenerate case.** We consider separately the case when \(Q\) is a lattice segment, because the corresponding results are slightly different. If this is the case, modulo a translation we have

\[
Q = \text{Conv} \left\{(0, 0), (ka, kb)\right\} \subset \mathbb{R}^2
\]

for a primitive vector \((a, b) \in \mathbb{Z}^2\) and \(k := \ell(Q) \geq 1\). The general Laurent polynomial with Newton polygon \(Q\) is of the form \(F(x, y) = p(x^ay^b)\) for a polynomial \(p(s) = p_0 + p_1s + \cdots + p_ks^k\) such that \(p_0, p_k \neq 0\). Hence

\[
V(F) = \bigcup_{\xi \in V(p)} V(x^ay^b - \xi).
\]

Each component curve \(V(x^ay^b - \xi)\) is rational, as it can be parameterized by a map \(\mathbb{T}^1 \to \mathbb{T}^2, t \mapsto (\xi^ct^b, \xi^dt^{-b})\) for integers \(c, d\) such that \(ca + db = 1\). Hence \(F \in M_Q^r\) if and
only if $p$ has only one root in $T^1$, or equivalently if and only if $F(x, y) = \nu(x^ay^b - \xi)^k$ for some $\nu, \xi \in K^\times$. We deduce that

$$M_Q^0 = \left\{ \left( \begin{array}{c} k \\ j \end{array} \right)^\ell : 0 \leq j \leq k \right\} \subset \mathbb{P}^k,$$

which shows that $M_Q$ is linearly isomorphic to the Veronese curve in case $\text{char}(K) = 0$ or $\geq k$, and linearly isomorphic to a projection of this Veronese curve, in any characteristic. Thus the following is the analog of Theorem 1.6 in our setting.

**Proposition 4.8.** Let $Q \subset \mathbb{R}^2$ be a lattice segment, then $M_Q$ is a rational curve.

Note that this dimension 1 of $M_Q$ can be interpreted as the number of points in the relative boundary of $Q$ minus 1.

On the other hand, the multiplicity of all of the divisors in $M_Q^0$ equals $\ell(Q)$, as they are of the form $F(x, y) = \nu(x^ay^b - \xi)^k$ for some $\nu, \xi \in K^\times$. Hence the lattice segment $Q$ realizes as the Newton polygon of a rational plane curve if and only if $\ell(Q) = 1$.
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