Abstract

We present the first large-scale, corpus based verification of Dowty’s seminal theory of proto-roles. Our results demonstrate both the need for and the feasibility of a property-based annotation scheme of semantic relationships, as opposed to the currently dominant notion of categorical roles.

1 Introduction

For decades researchers have debated the number and character of thematic roles required for a theory of the syntax/semantics interface. AGENT and PATIENT are canonical examples, but questions emerge such as: should we have a distinct role for BENEFICIARY? What about RECIPIENT? What are the boundaries between these roles? And so on.

Dowty (1991), in a seminal article, responded to this debate by constructing the notion of a Proto-Agent and Proto-Patient, based on entailments that can be mapped to questions, such as: “Did the argument change state?”, or “Did the argument have volitional involvement in the event?”. Dowty argued that these properties group together in the lexicon non-categorically, in a way that aligns with classic Agent/Patient intuitions. For instance, a Proto-Patient often both changes state (but might not), and often is causally affected by another participant.

Various resources have been developed for computational linguists working on ‘Semantic Role Labeling’ (SRL), largely under the classical, categorical notion of role. Here we revisit Dowty’s research as computational linguists desiring data for a new task, Semantic Proto-Role Labeling (SPRL), in which existing coarse-grained categorical roles are replaced by scalar judgements of Dowty-inspired properties. As the availability of supporting data is a critical component of such a task, much of our efforts here are focused on showing that everyday English speakers (untrained annotators) are able to answer basic questions about semantic relationships.

In this work we consider the following questions: (i) can crowdsourcing methods be used to empirically validate the formal linguistic theory of Dowty, following prior work in psycholinguistics (Kako, 2006b)? (ii) How might existing semantic annotation efforts be used in such a pursuit? (iii) Can the pursuit of Dowty’s semantic properties be turned into a practical and scalable annotation task? (iv) Do the results of such an annotation task (at various scales, including over very large corpora) continue to confirm Dowty’s proto-role hypothesis? And finally, (v) how do the resulting configurations of fine-grained role properties compare to coarser annotated roles in resources such as VerbNet[1]

We first derive a set of basic semantic questions pertaining to Dowty-inspired properties. These questions are used in two Mechanical Turk HITs that address the above issues. In the first HIT, we build on psycholinguistic work (Kako, 2006b) to directly access ‘type-level’ intuitions about a lexical item, by asking subjects property-questions using made-up (“nonce”) words in argument positions. Our results

---

1 To be clear, Dowty himself does not make direct predictions about the distribution of proto-role properties within a corpus, except insofar as a corpus is representative of the lexicon.
replicate these previous experiments, and demonstrate that what can be done in this domain in a controlled lab experiment can be done via crowdsourcing. We extend this to a large-scale MTurk annotation task using corpus data. This task presents an annotator with a particular (‘token-level’) sentence from PropBank (Palmer et al., 2005) and a highlighted argument, and asks them for a likelihood judgment about a property; for example, “How likely or unlikely is it that ARG is sentient?” By looking across many token-level instances of a verb, we can then infer type-level information about the verb.

We discuss results from this task over 11 role properties annotated by a single (trusted) annotator on approximately 5000 verb tokens. Our results represent the first large-scale corpus study explicitly aimed at confirming Dowty’s proto-role hypothesis: Proto-Agent properties predict the mapping of semantic arguments to subject and object. We show that this allows us to both capture and discover fine-grained details of semantic roles that coarser annotation schemes such as VerbNet do not: empirically, this data set shows a great degree of role fragmentation, much greater than any existing annotation scheme allows. The results of this task represent a new large-scale annotated resource, involving close to 345 hours of human effort.

2 Background

2.1 Roles in linguistics

Thematic roles have been a key analytical component in modern linguistic theory. Despite the vast literature, there is surprisingly little consensus over what a thematic role is, or how to identify or precisely characterize them. A ‘textbook’ approach, influential in linguistics and computer science, is that thematic roles, but in terms of what Dowty analogizes to ‘prototype’ concepts constructed over fine-grained thematic roles. First and foremost, if the inventory of role types is small, then it proves impossible to clearly delineate the boundaries between role types. This situation pushes researchers who want clean role boundaries towards a very large inventory of specialized, fine-grained thematic roles – what Dowty termed role fragmentation. A large, fragmented set of role-types may be useful for many purposes, but not for expressing generalizations that should be stated in terms of thematic roles. Dowty (1991) focuses on generalizations related to the mapping problem: how are syntactic arguments mapped to semantic arguments? The mapping problem is not just a linguistic puzzle, but a central problem for tasks such as SRL, semantic parsing, etc.

Dowty offers a solution to the mapping problem couched not in terms of fine-grained fragmented thematic roles, but in terms of what Dowty analogizes to ‘prototype’ concepts constructed over fine-grained role properties. In particular, the role properties are features such as whether the participant in question causes the event to happen, or whether the participant changes state. Dowty groups properties into two classes: Proto-Agent properties, and Proto-Patient properties. A semantic argument is more AGENT-like the more Proto-Agent properties it has, and more PATIENT-like the more Proto-Patient properties it has. These two sets of properties are in competition, and an argument can have some of each, or even none of the properties. Dowty’s role properties (slightly modified) are shown in Table 1; we use these as a starting point for our own choice of fine-grained features in.

Classic role types fall out from what we will...
term configurations of these properties. A ‘core’ AGENT, for example, would have all of the Proto-Agent properties. An EXPERIENCER would have Proto-Agent properties (b) and (e), and Proto-Patient property (h), and so would be less AGENT-like than a core AGENT. This idea is further developed by Grimm (2005; 2011), who points out that when combinations of proto-role properties are looked at as a lattice structure, generalized thematic roles can be identified with particular parts of the lattice. If Dowty’s proposal is right, the lexicon will instantiate a very large number of property configurations, rather than a small and constrained set.

A key result of this theory is explanation of the contrast between what Dowty terms stable and unstable predicates. A stable predicate is one like kill whose mapping behavior is similar across languages – the KILLER is mapped to subject, and the VICTIM to object. An unstable predicate is one where this is not so. Instability can also manifest within a language, in the form of lexical doublets such as buy and sell. The Proto-Patient argument for these verbs is stable, but the subject alternates: for buy it is the GOAL argument that appears as subject while for sell it is the SOURCE. Dowty’s explanation is that for transaction events, SOURCE and GOAL are very similar in their Proto-Agent properties, and so compete equally for subject position.

Dowty’s linguistic proposal, if correct, has substantial implications for human language technology (see also discussion in Palmer et al. (2005)). It suggests an approach to semantic annotation, semantic parsing, and related tasks that focuses on this fine-grained level of proto-role properties, with any more generalized thematic roles as emergent property configurations. If lexical argument structure is organized around proto-roles, then we predict that we will find this organization reflected in corpora, and that token-level annotations of verb meanings would benefit from observing this organization. In particular, an annotation strategy that takes the proto-role hypothesis seriously would annotate verbs for properties such those shown in Table 1.

Experimental work Can the proto-role hypothesis be operationalized? A starting point is experimental work by Kako (2006a,b), who took the proto-role hypothesis into the lab. Kako developed several experimental versions of the hypothesis, whereby participants were asked simplified question-based versions of Dowty’s proto-role properties about sentences of English. Kako did not use actual or attested sentences of English, but rather focused on ‘nonce’-based tasks. That is, he constructed stimuli by taking constructed sentences of English containing the target verbs, and replacing noun positions with nonce words like dax. Subjects were then presented with these nonce sentences and asked questions such as, “How likely is it that the dax moved?”.

The nonce-method is designed to access ‘type-level’ judgments about verbs across frames. Across all experiments, Kako confirms a version of the proto-role hypothesis: subject arguments across the verbs he examines have significantly more Proto-Agent than Proto-Patient properties, and vice versa for objects. Fine-grained results for individual proto-role properties from one of his experiments are shown in Figure 1: this presents an aggregate measure of the success of the proto-role hypothesis, showing the mean difference between property ratings for subject vs. object arguments. Dowty’s mapping hypothesis predicts that subjects should skew towards Proto-Agent properties, and objects towards
Proto-Patient properties, exactly Kako’s finding.

Kako’s work help lead Alishahi and Stevenson (2010) to annotate a small collection of child-directed speech with Dowty-inspired properties, used to evaluate a Bayesian model for inducing what they termed semantic profiles.

2.2 Roles in computational linguistics

PropBank PropBank (Palmer et al., 2005) layers predicate/argument annotations on the English portion of the Penn Treebank (PTB) (Marcus et al., 1994), treating semantic role annotation as a sort of slot-filling exercise: a frameset defines a set of semantic roles that a particular type of predicate may use. Every verb is assigned a frameset (roughly, a verb sense), and arguments of the verb (potentially a non-contiguous span) are labeled with a particular role. Coarse categorical labels, such as ARG0 and ARG1, allow PropBank to both capture some of Levin (1993)’s syntactic variations, and imbue this syntactic information with shallow semantics. Annotators do not cross sentence boundaries.

As every verb in the PTB was annotated, PropBank has good coverage: 4,500 framesets cover around 3,300 verb types. Additional resources have adopted and extended PropBank, e.g. (Weischedel et al., 2013 etc.), and have been multiple shared tasks centered around PropBank-style SRL (Carreras and Marquez, 2005). However, at three days (Palmer et al., 2005), the training time for an annotator is significantly higher than the crowdsourcing solution we pursue here.

VerbNet and SemLink VerbNet (Schuler, 2005) provides a class-based view of verbs. It applies Levin’s verb classes (Levin, 1993) to more than five thousand (English) verbs, categorizing them accord-


5 Probability distributions over observed configurations that capture a generalized notion of semantic (proto)-role.

6 This section is not a fully exhaustive list of resources, and we omit discussion of several important ones that are complementary to our efforts. For example, resources such as the Pattern Dictionary of English Verbs (Hanks, 2013), currently in progress, could be supplemented by our SPRL annotations. (The PDEV will contain valency patterns for thousands of verbs along with restrictions on the semantic types of their arguments based on (Pustejovsky et al., 2004)’s ontology.) Also important is early connectionist work, which proposed “semantic microfeatures” to model semantic role generalizations; see e.g. Hinton (1981) 1986 and McClelland and Kawamoto (1986).

7 For instance, the lemmas break and shatter are both members of the same class (BREAK-45.1), capturing the causative alternation. Both senses can be used transitively (“John broke/shattered the mirror”) or intransitively (“The mirror broke/shattered.”), while semantic roles assign John to AGENT and the mirror to PATIENT in both syntactic frames, capturing the logical entailment of a resulting degraded physical form.

8 Linguistic Infrastructure for Interoperable Resources and Systems (LIRICS): http://lirics.loria.fr/
tation, though there are key differences: Hartstone et al. (2013) are focused on logical entailments (what must be true) whereas we are focused on strongly suggested implications (what is likely to be true).

FrameNet The Berkeley FrameNet Project (Baker et al., 1998) is an instantiation of Fillmore’s frame semantic theory (Fillmore, 1982). FrameNet describes events via a frame, consisting of lexical triggers and semantic roles that are expected to be filled. This is similar to PropBank’s take on predicate/argument structure, though there are significant differences: (1) FrameNet triggers may be multiword, verbal or nominal expressions; (2) unlike PropBank, FrameNet defines interframe relations; (3) FrameNet is extremely fine-grained (embraces role-fragmentation), opting for semantic completeness rather than annotator ease. FrameNet has inspired semantic role labeling (Gildea and Jurafsky, 2002; Litkowski, 2004), in addition to frame semantic parsing (Baker et al., 2007; Das et al., 2010).

3 Experimental Setup

The literature review makes clear that understanding and annotating fine-grained role properties is valuable in both linguistic theory and in computational linguistics: under many sets of assumptions, such properties ground out the theory of coarse-grained roles. We follow Hartstone et al. (2013) in directly addressing fine-grained properties, here in the context of the proto-role theory. The proto-role approach gives us a set of testable questions to assess on a corpus. We focus on two main issues: (i) whether the proto-role solution to the mapping problem scales up to very large sets of data, and (ii) the prediction that there will be a very large set of property configurations attested as roles in a large data set. If the predictions from the proto-role theory are true, then we conclude that a large data set annotated with fine-grained role properties may be valuable in tasks related to semantic roles and event detection.

To assess these predictions, we broadly follow Kako (2006b) in operationalizing proto-roles using likelihood questions targeting specific role properties in sentences of English. This paper presents two experiments that implement this strategy. In the remainder of this section we describe the general setup of the experiments. In particular, we describe a process for arriving at the specific fine-grained property questions we ask, the creation of the data set that we ask the questions about, the task that Mechanical Turkers are presented with, and the manner in which we analyze and display the results.

We first inspected the role hierarchy of Bonial et al. (2011) along with the associated textual definitions: these were manually decomposed into a set of explicit binary properties. For example, we define the SemLink ACTOR role as a participant that has the binary property of INSTIGATION. From these properties we subselected those that were most similar to the original questions proposed by Dowty (see Table 1). For each such property we then generated a question in natural language to be posed to annotators given an example sentence (see Table 2). The set we report on here represents a subset of the questions we have tested; in ongoing work we are evaluating whether we can expand Dowty’s set of questions, e.g. to capture roles such as INSTRUMENT.

### Methods

Because we are interested in the potential impact of Dowty’s proto-roles theory on human language technologies, we perform a number of related crowdsourcing experiments, with the dual aim of validating the existing (psycho-)linguistic literature on proto-roles as well as piloting this highly scalable framework for future decompositional semantic annotation efforts.

All of the crowdsourcing experiments in this paper are run using Amazon Mechanical Turk, and (ex-
cept for the kappa scores reported for experiment 2) all workers were recruited from the MTurk worker pool. The basic setup of the experiments in Sections 4 and 5 is the same. The Mechanical Turk worker is presented with a single sentence with a highlighted verb and one highlighted argument of that verb. Then the worker answers all of the questions in Table 2 for that verb-argument pair using a Likert scale from 1 to 5, with the response labels: very unlikely, somewhat unlikely, not enough information, somewhat likely, and very likely (See Figure 2). Each Mechanical Turk HIT yields responses for all the questions in Table 2 applied to a single verb-argument pair. The Mechanical Turk experiments are run with two types of sentences: those with real verbs and nonsense (“nonce”) arguments, and those with entirely real English sentences. Section 4 discusses the former “type-level” HIT with nonce arguments, while Section 5 discusses the latter “token-level” annotation task with real arguments.

Figure 2: Example HIT question with nonce arguments.

Data To obtain verb-argument pairs for the task described here, we drew sentences from the subset of PropBank that SemLink annotates for VerbNet roles. From these, we removed verbs annotated as participles, verbs with trace arguments, verbs under negation or modal auxiliaries, and verbs in embedded clauses to ensure that annotators only saw verbs in veridical contexts – contexts where logical operations such as negation do not interfere with direct judgments about the verbs. For example, in John didn’t die, negation reverses the change-of-state judgment for the whole sentence, despite that being part of the meaning of the verb die. We also removed clausal arguments, as most of the questions in Table 2 do not make sense when applied to clauses; in ongoing work we are considering how to extend this approach to such arguments. A total of 7,045 verb tokens with 11,913 argument spans from 6,808 sentences remained after applying these filters.

Analysis To evaluate whether the results of the following experiments accord with Dowty’s proposal, we follow Kako (2006b) in taking the mean difference between the property ratings of the subject and object across sentences; see §2.1. We present these differences in the same format as in Figure 1. Here we stick with Kako’s evaluation of the results, in order to demonstrate the convergence of the linguistic and psycholinguistic evidence with computational linguistic approaches; our immediate goal in the present work is not to advance the methodology, but to show that these techniques can be pursued through large-scale crowdsourcing.

We perform two Mechanical Turk experiments on verbs: one with nonce arguments, and one with real data in Section 5. Because nonce arguments have no meaning in their own right, we assume that the properties that annotators assign these arguments are a function of the verb and role, not the argument itself. Hence, we assume that these annotations are at the verb-role type level. Conversely, the experiment in Section 5 are at the token level, because all arguments have real English instantiations.

4 Experiment 1: Nonce-based

The first experiment we run with nonce arguments is an attempt to replicate the results of Kako (2006b). Recall that Kako (2006b) upholds the psychological validity of Dowty (1991)’s Argument Selection Principle, by demonstrating that human subjects assign Proto-Agent and Proto-Patient properties to grammatical subject and object arguments according to Dowty’s prediction. (See Figure 1.)

In this experiment, we generate simple transitive sentences with a small set of real verbs and nonce arguments. The set of verbs are precisely those selected by Kako (2006b) in his first experiment: add, deny, discover, finish, find, help, maintain, mention, pass, remove, show, write. The questions we ask workers to answer come from a slightly expanded set of proto-role properties. There were 16 partic-

9As pointed out by a reviewer, a verb in a nonce sentence is potentially ambiguous. Because we constructed the nonce sentences from actual frames in PropBank examples, an annotator will have at least coarse cues to the intended sense. In this respect we follow Kako, and established protocol in nonce experiments in general. We leave the effect of sense ambiguity on nonce property judgments for future work.
ipants in the experiment, recruited from the MTurk worker pool, each completing 7.5 HITs on average. The results of this experiment, broadly, replicate Kako (2006b)'s earlier findings: human annotators on average indicate that, within the same sentence, the subject-position argument is more likely to have Proto-Agent properties than the object-position argument, and the object-position argument is more likely to have Proto-Patient properties than the subject-position argument. This finding is illustrated in Figure 2. In addition, the basic facts match Kako’s original finding; compare Figures 3 and 1 (Our INSTIGATION property is equivalent to Kako’s CAUSED CHANGE property, and we do not have an analogue of his CAUSED DO property.) Proto-Agent properties have a greater effect than Proto-Patient properties, and CAUSATION, VOLITION, and AWARENESS are all strong Proto-Agent properties. CREATION and STATIONARY are all weaker, but non-zero, Proto-Patient properties for these verbs. There are some differences that are apparent. First of all, where Kako did not (in this particular experiment) find an effect of CHANGE OF STATE, we did; this is broadly consistent with Kako’s overall findings. We did not get an effect for MOVEMENT or for PHYSICAL EXISTENCE in this experiment, in contrast to Kako’s results.

Our ability to replicate Kako (2006b) is significant for two reason: (i) it lends further credence to the proto-role hypothesis, and (ii) it establishes that crowd-sourcing with non-experts in a less controlled situation than a formal experiment results in reasonable annotations for this task with minimal training.

5 Experiment 2: Corpus-based

Can this result extend to real corpus data? If so, the proto-role theory can lead to a valuable source of annotation information about thematic roles. To assess this, we moved from a synthetic nonce task to a much larger scale version of the task using data from PropBank (Palmer et al., 2005). Each item in this task presents the annotator with a PropBank sentence with the predicate and argument highlighted, and asks them the same questions about that actual sentence. The sentences were sampled from PropBank as described in [3]

Our primary goal in this collection effort was to obtain internally consistent, broad-coverage annotations. Thus we worked through a number of pilot annotation efforts to determine cross-annotator reliability between annotators and with our own judgments. From the final version of our pilot[10] we selected a single annotator with strong-pairwise agreement amongst the other most prolific annotators. Compared to the five other most prolific annotators in our final pilot, the pair-wise average Cohen’s Kappa with squared metric on an ordinal interpretation of the Likert scale was 0.576[11].

In our large-scale annotation task, we have collected property judgments on over 9,000 arguments of near 5,000 verb tokens, spanning 1,610 PropBank rolesets. This represents close to 350 hours of annotation effort. The results are shown in Figure 4. Because some arguments in PropBank are abstract, for which many of the questions in Table 2 do not make sense, we added an additional response field that asks “Does this question make sense” if the worker gives a response lower than 3 (Figure 6). Figure 5 shows the results with N/A responses removed. For presentation purposes, we convert the temporal existence properties to CREATION and DESTRUCTION.

Discussion The overall results substantially resemble both Kako’s original results and our experi-

---

10Based on a set of 10 verbs selected based on frequency in the CHILDES corpus, filtering for verbs that had enough tokens in PropBank: want.01, put.01, think.01, see.01, know.01, look.02, say.01, take.01, tell.01, and give.01.

11One of those five annotators had less stable judgements than the rest, which we identified based on a pair-wise Kappa score of only 0.383 with our final annotator. If removing that annotator the average pair-wise score with the remaining four annotators then rose to 0.625.
Figure 4: Mechanical Turk results for experiment 2.

Figure 5: Experiment 2 with N/A removed.

Figure 6: An additional response field appears for questions that might not be applicable. (Example sentence for this question: “The antibody then killed the cell.”)

As predicted, the Proto-Agent properties are predictors of whether an argument will be mapped to subject position, and the Proto-Patient properties similarly predict objecthood. Not all properties are equal, and on this much larger data set we can clearly see that INSTIGATION (causation) is the strongest property. Because we have many data points and a reliable annotator, the variance on this data is much smaller. This graph confirms the role property hypothesis over a large corpus: fine-grained role properties predict the mapping of semantic roles to argument position. This data set puts us in a position to ask a wide range of followup questions about the nature of thematic roles, many of which we cannot adddress in the present paper. The central question we do address here is about property configurations: since each property configuration represents a coarse-grained role, we can ask what the distribution of property configurations is over this corpus. Dowty’s prediction is that we should see some clustering around common configurations, but a long tail representing role fragmentation. The prediction of classical approaches is that we should see only the common configurations as clusters, with no long tail. We turn to this issue in the following sections, comparing our role annotations also to roles in VerbNet and FrameNet (using SemLink as the mapping among the three data sets).

One key difference from Dowty’s predictions is that STATIONARY appears to act as a Proto-Agent property. First, we are using a slightly different notion of stationary to Dowty, who proposed that it be relative to the event – in this we follow Kako. Second, our MOVEMENT property is really about change of location (see Table 2) and so is not the negation of STATIONARY. Third, our corpus is heavily biased to non-physical events and states, where the notion of motion does not apply, and so in this respect may not be fully representative of a more naturalistic corpus. Within the relatively small proportion of data that is left, we find that objects do not tend to be stationary, and so if this is correct, it may simply be wrong to classify the absolute version of STATIONARY as a Proto-Patient property. Three examples from the data set are shown Table 3, for each case – the result is that once N/A responses are excluded, examples such as (B) are still more the norm than examples such (C).

Table 3: STATIONARY examples from experiment 2.

| Example                                      | Rtg |
|----------------------------------------------|-----|
| (A) He earned a master’s degree in architecture from Yale. | N/A |
| (B) The bridge normally carries 250,000 commuters a day. | 1   |
| (C) Baskets of roses and potted palms adorned his bench. | 5   |

Annotation quality To assess annotation quality we began with a stratified sample based on each PropBank argument ID in the set {0, 1, 2, 3, 4, 5}12. Local researchers each then answered 209 questions over this sample. One of the authors participated,

12While argument IDs are meant to be meaningful when conditioned on a roleset, the values still correlate with the “coreness” of an argument even when independent of roleset (e.g., argument IDs 0 and 1 are most likely to be AGENT and PATIENT): our stratification aimed to survey across both “core” and “peripheral” argument role types.
achieving a Kappa score of 0.619 with the annotator. Two colleagues generally familiar with thematic roles but without prior experience with the protocol or our goals achieved scores of 0.594 and 0.642. Finally, a colleague who speaks English as a second language achieved a Kappa score of 0.479. These correlations, along with our initial selection criteria for the annotator, and then combined with those correlations observed in Table 5 (discussed below), suggests our process resulted in a useful resource which we will release to the community.

In section 5 we additionally provide a qualitative indicator of annotation quality, in the form of an alignment to VerbNet roles.

6 Comparison to Other Rolesets

A prediction emerging from the proto-role hypothesis is that, when a set of role-relevant properties such as those in Table 2 are tested on a large scale, we should not find clean role-clusters. We do expect to find certain common role-types appearing frequently, but we also expect there to be a long tail of combinations of properties. This is exactly what we find when examining our results. Figure 7 shows the frequency of property configurations in the data set. Around 800 configurations are attested, with nearly 75% of those making up the tail.

The proto-role hypothesis predicts that there are natural sentences in which an argument can be AGENT/PATIENT-like, yet be missing one or more Proto-agent/patient properties. This is what gives rise to the observed long tail of property configurations: cases that would otherwise be lumped together as, e.g., AGENT, are instead placed in a more diverse set of bins. While Dowty’s theory is really about roles at the type-level, these bins are also useful for understanding role annotations at the token level, i.e. capturing exactly those properties that hold of the given argument in context.

Table 4 shows three real-world sentences taken from the Wall Street Journal involving the verb kill. Each sentence has what PropBank would call a KILL.01, ARG0-PAG, or the first argument of the roleset KILL.01, a particular sense of the word kill. Further, each of these arguments are labeled as a VerbNet AGENT and FrameNet KILLER/CAUSE through SemLink. These sentences were selected purely because they were the only instances of kill in our dataset with SemLink role annotations. Then, when examining our annotations for these arguments, we find that our motivations from §3 for this enterprise are justified. At the token level, there are robust inferences leading to different results on each example for key proto-role properties, but in each case the subject is still a better Proto-agent than the object. From this triplet, we learn that the subject of kill needn’t be volitionally involved (as in the accidental death in A), needn’t be aware of the killing, and even need not be sentient. The present annotation scheme, in contrast to the coarse label provided to these examples in VerbNet, captures this variation while still allowing inference to type-level properties of the verb kill. (These examples also clearly illustrate the degree to which noun semantics can influence thematic role-related judgments when carried out on natural data, something the fine-grained approach allows us to explore directly.) We can also clearly see from this triplet that INSTIGA-TION is constant across examples, as is PHYSICAL EXISTENCE. Interestingly, the example (B) shows that killing does not even preclude the continuation

13 PAG is a recent addition to PropBank semantics, standing for Proto-Agent but interpreted as an unweighted disjunction of features: “it acts volitionally, is sentient, or perceives, causes a changes of state, or moves” (Kübler and Zinsmeister, 2015). Another addition, PPT, stands for Proto-Patient. While motivated by Dowty’s terminology, these additions do not capture the individual property-based notion we advocate for here.
of existence after the event, so the EXISTENCE property may not be fully independent.

Table 5 makes a similar point using the verb split. These three instances of split, labeled with the same role (and verb sense) in PropBank/VerbNet, show clear differences in terms of fine-grained role properties. (Note also that in (A), a PropBank ARG1 appears in subject position.) While there is consensus on CHANGE OF STATE, there is variation in whether the argument is DESTROYED, CHANGES POSSESSION, and is AWARE of its involvement in the event.

### Alignment with VerbNet

In what follows we explore a non-exact mapping where we have taken sentences in SemLink annotated with VerbNet coarse-grain roles, and simply projected the mean 1-5 proto-role ratings (subtracting N/A) onto each role. This serves two purposes: (1) the quality of this mapping serves to verify the quality of the proto-role annotations, and (2) this alignment helps compare between coarse and fine-grained role annotations. This alignment is a proof-of-concept, and we leave a deeper exploration of ways of doing this sort of alignment for the future. Table 5 shows the full alignment. A value of 5 indicates that the role tends to determine the proto-property positively, i.e. AGENTS are extremely likely to be judged as instigators. A value close to 3 indicates that the role is neutral with respect to the proto-property, e.g. AGENTS may or may not move. A value close to 1 indicates that the arguments with that role are likely to have the negative version of the proto-property, e.g. AGENTS tend not to CHANGE POSSESSION. At a broad level the results are strong, though we will not be able to discuss every detail here.

In this alignment the judgments of N/A have been removed\textsuperscript{14}. In the case of e.g. the INSTIGATION value for THEME, this supports interpreting the role as assigning no value to instigation at all; similarly for some of the other values for THEME. In some

\footnotesize

| Property | (A) | (B) | (C) |
|----------|-----|-----|-----|
| instigated | 5 | 5 | 5 |
| volitional | 2 | 1 | 5 |
| awareness | 3 | 1 | 5 |
| sentient | 5 | 1 | 5 |
| moved | 3 | 3 | 3 |
| phys_existed | 5 | 5 | 5 |
| created | 1 | 1 | 1 |
| destroyed | 1 | 3 | 1 |
| changed_pos | 1 | 1 | 1 |
| changed_state | 3 | 3 | 3 |
| stationary | 3 | 3 | 3 |

Table 4: Comparison of role annotations for kill across resources. Ratings: 1=very unlikely, 5=very likely.

| Property | (A) | (B) | (C) |
|----------|-----|-----|-----|
| instigated | 1 | 1 | 1 |
| volitional | 1 | 1 | 1 |
| awareness | 1 | 5 | 1 |
| sentient | 1 | 1 | 1 |
| moved | 1 | 1 | 1 |
| phys_existed | 1 | 1 | 1 |
| created | 1 | 1 | 1 |
| destroyed | 1 | 5 | 1 |
| changed_pos | 1 | 5 | 5 |
| changed_state | 5 | 5 | 4 |
| stationary | 1 | 1 | 1 |

Table 5: Comparison of role annotations for split across resources.

\textsuperscript{14}This is not the only way to treat N/A ratings, and we will leave a full exploration to future work.
### Table 6: High and low frequency VerbNet roles (via SemLink) aligned with mean property ratings when excluding N/A judgments. Freq provides the number of annotations that overlapped with a role. In parenthesis is the number of cases for that property which were judged applicable (not N/A). E.g. we annotated 1,546 arguments that SemLink calls AGENT, where 1,355 of those were deemed applicable for the instigation property, with a mean response of 4.9. 12 mid-frequency roles are omitted here for space reasons; the full alignment is provided with the dataset for this paper.

| Role       | Freq | instigated | volitional | awareness | sentient | moved | existed | created | destroyed | chg poss | chg state | stationary |
|------------|------|------------|------------|-----------|----------|-------|---------|---------|-----------|----------|-----------|------------|
| Agent      | 1546 | 4.9 (1355) | 4.8 (1275) | 4.9 (1275) | 4.8 (810) | 3.1 (1897) | 4.7 (947) | 1.1 (1413) | 1.1 (1508) | 1.7 (1432) | 3.3 (1489) | 2.8 (874) |
| Theme      | 1153 | 3.4 (214)  | 3.9 (215)  | 4.6 (226)  | 4.7 (147) | 3.6 (335) | 4.3 (412) | 1.9 (986) | 1.3 (1037) | 3.3 (339) | 3.9 (999) | 2.5 (300) |
| Patient    | 312  | 3.1 (77)   | 3.2 (80)   | 4.5 (85)   | 4.4 (47)  | 3.3 (75) | 4.6 (100) | 1.1 (285) | 1.6 (293) | 3.4 (99)  | 4.5 (294) | 2.7 (69)  |
| Experimenter | 210  | 4.4 (161)  | 4.3 (167)  | 4.9 (169)  | 4.8 (128) | 3.1 (135) | 4.7 (139) | 1.0 (195) | 1.1 (204) | 1.4 (41)  | 3.6 (204) | 2.8 (137) |
| Stimulus   | 129  | 4.3 (64)   | 4.0 (33)   | 4.1 (35)   | 4.2 (26)  | 2.9 (35) | 3.7 (42) | 1.7 (107) | 1.1 (114) | 1.8 (20)  | 3.1 (115) | 2.9 (32)  |
| Topic      | 114  | 4.0 (2)    | 2.3 (3)    | 2.5 (4)    | 3.5 (4)   | 3.0 (7) | 3.7 (17) | 1.8 (29) | 1.1 (91) | 2.6 (18)  | 3.4 (74) | 3.0 (3)  |
| Destination| 91   | 1.6 (5)    | 2.9 (15)   | 4.5 (16)   | 4.8 (8)   | 2.3 (24) | 4.9 (48) | 1.5 (74) | 1.2 (75) | 2.2 (22)  | 4.2 (72) | 4.1 (39) |
| Recipient  | 88   | 1.4 (37)   | 3.6 (58)   | 4.8 (60)   | 4.9 (35) | 3.0 (46) | 4.5 (52) | 1.5 (84) | 1.0 (85) | 2.3 (30)  | 3.7 (82) | 3.0 (40) |
| Extent     | 8    | — (0)      | — (0)      | — (0)      | — (0)    | — (0)  | — (0)  | 1.0 (1)  | 1.0 (2)  | — (0)     | 3.0 (1)  | — (0)    |
| Instrument | 16   | 4.4 (9)    | 4.5 (8)    | 4.5 (8)    | 5.0 (4)  | 3.8 (5) | 4.3 (7) | 1.3 (15) | 1.0 (15) | 1.3 (6)   | 3.3 (13) | 2.0 (4)  |
| Initial Loc.| 15   | 2.2 (5)    | 2.3 (7)    | 4.2 (8)    | 3.5 (2)  | 2.5 (4) | 3.0 (4) | 1.0 (14) | 2.1 (14) | 1.8 (6)   | 4.2 (13) | 2.3 (5)  |
| Beneficiary| 13   | 3.6 (5)    | 5.0 (5)    | 5.0 (5)    | 5.0 (1)  | 3.0 (1) | 3.5 (4) | 2.2 (10) | 1.0 (13) | 3.0 (4)   | 3.7 (13) | 3.0 (1)  |
| Material   | 9    | 5.0 (1)    | 5.0 (1)    | 5.0 (1)    | 5.0 (1)  | 3.7 (3) | 5.0 (3) | 1.0 (7)  | 1.2 (8)  | 5.0 (1)   | 3.7 (7)  | 1.7 (3)  |
| Predicate  | 8    | — (0)      | — (0)      | — (0)      | — (0)    | — (0)  | — (0)  | 1.0 (8)  | 2.2 (8)  | — (0)     | 3.4 (5)  | — (0)    |
| Asset      | 7    | — (0)      | — (0)      | — (0)      | — (0)    | 3.0 (1) | 3.0 (1) | 1.0 (5)  | 1.0 (6)  | 5.0 (1)   | 4.3 (3)  | — (0)    |

### Table 7: Examples of AWARENESS: how likely is it that the bold argument is aware of being involved in the event?

| Rtg | (Role) Example                                                                 |
|-----|--------------------------------------------------------------------------------|
| A 5 | [AGENT] They worry about their careers, drink too much and suffer [...]         |
| B 5 | [BENEFICIARY] Mazda makes the Tracer for Ford.                                |
| C 5 | [DESTINATION] Commercial fishermen and fish processors filed suit in federal court [...] |
| D 3 | [DESTINATION] But the court [...] sent the cases back to federal district court in Dallas. |
| E 1 | [DESTINATION] When the good fairy [...] hovered over the cradle of Edita [...] , she sprinkled her with high E flats, [...] |
| F 5 | [INSTRUMENT] Guests bring movies on tape . , and show their favorite three-to-five minute segments on the screen [...] |

In lieu of an exhaustive discussion, we will motivate the alignment with several interesting examples of AWARENESS. AWARENESS tended to be rated highly. Table 7 gives a range of examples illustrating particular tokens of judgements relative to VerbNet roles. In (A-C) we give three straightforward examples where the bolded argument was judged to be aware of involvement in the event. Abstract entities such as companies were consistently annotated as having the potential to be aware. Consequently, in B for example, Ford is annotated as being aware that Mazda makes the Tracer for the company. In these cases, it is intuitively right at the token level that the participant is likely to be aware of their involvement in the event, but this does not mean that we can conclude anything about the role; for example, for BENEFICIARIES and INSTRUMENTS we have only a few examples of the AWARENESS property.

In C-E, we have given three examples of different ratings for AWARENESS focusing on the DESTINATION role. All three ratings are intuitively straightforward at the token level: in D the recipient of the cases (the court) may not yet be aware of the decision. In E the recipient of the sprinkling was a baby and therefore was quite unlikely to be aware of her potential future singing career (a fact about the context and argument more than the verb). F helps illustrate the quality of our annotations: personal communication with SemLink researchers verified that we discovered a rare bug via our process.\[footnote:15]{The role via SemLink should be AGENT.}

### 7 Semantic Proto-Role Labeling

SRL systems are trained to predict either: (i) a predicate or frame specific notion of role (e.g., FrameNet), or (ii) a cross-predicate, shared notion of role (e.g., PropBank). (i) allows for fine-grain distinctions specific to a single predicate, but risks data sparsity (needing many examples per predicate). (ii) allows for sharing statistics across predicates, but requires careful, manual cross-predicate
null

instigated volitional awareness sentient moved
Null 57.4 59.0 58.4 74.0 64.1
Pos 79.0 74.9 75.5 74.1 64.1
Full 82.9 74.9 75.5 75.2 67.1

Table 8: Test classification accuracies for each property.

analysis to ensure equivalent role-semantics ([Loper et al., 2007]), and as in seen Tables 4 and 5 it may not be feasible to ensure exact equivalence.

Our approach addresses this challenge by dropping the notion of categorical role entirely, replacing it with responses to proto-role questions that can be shared across all arguments [16] and predicates [17]. Further, as likelihood judgements may be interpreted as scalars, then this may provide a smoother representation for prediction and downstream use, akin to the recent push to replace categorical “1-hot” word representations with vector-space models.

As an example SPRL model, we trained separate log-linear classifiers with $L_2$ regularization on the judgments of each property in the results from Experiment 2. As in Fig. 6 we collapsed ratings to a categorical $\{1,3,5\}$, and included N/A, for a resultant 4-way classification problem [18]. The 9,778 arguments that appear in the dataset were divided into training (7,823), development (978), and test (977).

We trained three models: Null, with only an intercept feature [19], Pos, which adds as a feature the linear offset of the argument relative to the verb (as a coarse proxy for syntactic structure); and Full, which added a vector embedding of the verb [Rastogi et al., 2015]. Even with this basic model we see evidence of learning property-specific distributions across verbal predicates, such as for CHANGED STATE.

8 Conclusions and Future Work

In this paper we have adopted from theoretical linguistics the idea that thematic roles should be decomposed into more fine-grained properties that have a prototype structure – the Proto-role Hypothesis. We developed an annotation task based on this idea, and tested it both in a smale scale nonce-based version and a very large scale version using real data from PropBank(WSJ). One main result is that the proto-role hypothesis holds true at this very large scale. A second result is that, at this scale we gain evidence for a substantial amount of ‘role fragmentation’ in the lexicon of English: we find approximately 800 discrete property configurations. The proto-role approach allows us to cope with fragmentation by focusing on the fine-grained properties that make up roles. We showed this allows a greater degree of accuracy in role annotations, for example handling variability in fine-grained properties across tokens of a verb in a corpus that lead to coarse-grained categorization challenges. Finally, we have shown it practical to directly annotate a corpus with fine-grained properties and produced a large collection of such annotations, which we release to the community. We are currently expanding the annotation set beyond WSJ, and beyond English, as well as applying it to theoretical questions about verb class and argument structure [Davis and Koenig, 2000; Kako, 2006b], along with word sense. Finally, we are building on the baseline model in §7 to more broadly investigate how decompositional semantic annotations can guide linguistically motivated representation learning of meaning.
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