A Simulation Method for LIDAR of Autonomous Cars
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Abstract. Vehicle-mounted LIDAR simulation module is an important part of autonomous car simulation test platform. According to the working principle of LIDAR, its working process and interface can be simulated in the digital simulation environment. The environment includes LIDAR emulation module, high precision 3D scene model and data interface module. The LIDAR simulation module uses GPU(Graphic Processing Unit) to calculate the depth of high-precision 3D scene and output the results through data interface. On the PC workstation, 64 lines vehicle-mounted LIDAR can be implemented for real-time simulation of large-scale road scene.

1. Introduction
The autonomous car simulation test platform can greatly reduce the road test mileage, test cost and risk by building a preset virtual traffic environment, and can realize the test under complex road conditions or traffic environment, which is of great significance to the autonomous car research and development. At present, the main autonomous car manufacturers, while carrying out road tests, have carried out simulation tests several orders of magnitude higher than the actual road test. Different from the conventional vehicle simulator, the autonomous car simulation platform not only needs to simulate the vehicle dynamic performance, but also needs to simulate various types of sensing layer devices or subsystems that are unique to autonomous car. Among them, the most important is the simulation of vehicle-mounted LIDAR. This paper introduces a simulation method of vehicle-mounted LIDAR. The GPU is used to perform depth calculation on the high-precision traffic environment scene, and the obtained result is output through the simulated LIDAR interface.

2. Related Work
Before it was applied to autonomous cars, LIDAR was mainly used in aviation, aerospace, guidance and other fields. The problem of LIDAR simulation in these areas has been studied. Reference[1] introduces the simulation method of airborne LIDAR, and uses OpenGL to simulate the LIDAR imaging process(Niklas Peinecke et al.,2008). In reference[2], the area method is used to judge the visibility of LIDAR imaging for complex space objects(Wang Ying et al.,2016). In reference[3], the target model and noise model of imaging LIDAR are established and used to guidance LIDAR(Yang Bing et al.,2007). Other applications include simulation of spaceborne or airborne LIDAR for land cover analysis, etc(Wang HongZhang, Valeriano, Angela, BrettBrowning et al.). [4][5][6][7].

In recent years, with the application of LIDAR in autonomous car, the simulation problem of vehicle-mounted LIDAR has been studied. In reference[8], the LIDAR scanning characteristics of roadside vegetation are studied, and a simulation method is proposed(Jean-Emmanuel et al.,2012). In
reference[9], the interaction between the LIDAR and the terrain of UGV (unmanned ground vehicle) is simulated (Seongjo Lee et al., 2015).

3. Algorithm Flow
The basic method for implementing LIDAR simulation in this paper is: establishing a high-precision traffic scene model and using GPU to render the model and get depth data to implement LIDAR simulation. An open source 3D engine named OSG (Open Scene Graph) is employed to load and manage the scene model. In a simulation loop, the position of the virtual LIDAR is updated based on car’s position firstly. According to the position of virtual LIDAR, the relative position relationships between objects in the scene model and LIDAR are calculated by using GPU. Output data are selected based on the LIDAR scan characteristic. The overall flowchart of the algorithm is shown below.
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Figure1. Flow chart of the algorithm

High-precision traffic scene models can be stored in a common 3D file format. Since the scene model is only used for the calculation of depth values, textures, lighting materials, normal vector are not required. To improve computational efficiency, the scene model needs to be stored in a tree structure. According to the characteristics of road scene, nested quad-tree is used to organize the scene model. Considering the detection range of the LIDAR, the scene space corresponding to the last-level leaf nodes is an area of 240 meters in length and width. The structure diagram is as follows. With such a structure, it is possible to quickly eliminate scene model nodes outside the detection range of the LIDAR during cull traversal, and improve computational efficiency.
4. Rendering Algorithm

Before starting the simulation, the traffic scene model file is loaded into the computer memory by the 3D graphics engine OSG. An OSG::Camera object is created to manage the status data of the virtual LIDAR’s position and posture. The LIDAR simulation model is loaded according to the model and parameters of the simulated vehicle-mounted LIDAR. Parameters such as resolution, scanning frequency and output data format of LIDAR need to be considered.

In a simulation loop, current posture of simulated autonomous car’s will be got firstly. These parameters include XYZ 3D coordinates of the virtual vehicle centroid, velocity, acceleration, pitch angle, yaw angle, roll angle, angular velocity and angular acceleration and so on. Based on these data and the preset installation parameters of the vehicle-mounted LIDAR, the posture of the simulated LIDAR in the global coordinate system of the test scene is calculated.

Figure 2. Structure of scene model

Figure 3. Coordinate transformation of LIDAR
As shown above, the coordinates of the LiDAR in the world coordinate system \((X_L, Y_L, Z_L)\) are as follows:

\[
\begin{bmatrix}
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Y_L \\
Z_L
\end{bmatrix} = \begin{bmatrix} X_V \\
Y_V \\
Z_V \end{bmatrix} + \begin{bmatrix} X_{\text{Offset}} \\
Y_{\text{Offset}} \\
Z_{\text{Offset}} \end{bmatrix}
\] (1)

\((X_L, Y_L, Z_L)\) is the coordinates of the LiDAR in the world coordinate system;

\((X_V, Y_V, Z_V)\) is the coordinates of the car's centroid in the world coordinate system;

\((X_{\text{Offset}}, Y_{\text{Offset}}, Z_{\text{Offset}})\) is the coordinates of the LiDAR in the vehicle coordinate system in which the vehicle centroid is the origin.

The parameters of the OSG::Camera object are set according to the parameters of the simulated LiDAR. After that, the relative positional relationship between objects in test scene and the simulated LiDAR can be calculated. This calculation is done by the GPU, so Shader programming is required. In OSG, the world space coordinates of a vertex is transformed by the formula 2 in the Vertex Shader to obtain the clip coordinates (also called homogeneous coordinates) which will be used for perspective division. The calculation method is as follows.

\[
V_{\text{Clip}} = V_{\text{World}} \cdot M_{\text{View}} \cdot M_{\text{Projection}} = V_{\text{Local}} \cdot M_{\text{Model}} \cdot M_{\text{View}} \cdot M_{\text{Projection}}
\] (2)

\(V_{\text{Clip}}\) is the calculated clipping coordinates;

\(V_{\text{World}}\) is the coordinates of the world space;

\(V_{\text{Local}}\) is the coordinates of the model vertex in the model local space;

\(M_{\text{Model}}\) is the transformation matrix of the model in world space;

\(M_{\text{View}}\) is the transformation matrix of the camera in world space;

\(M_{\text{Projection}}\) is the projection matrix of the perspective projection.

After perspective division, the clip coordinates are mapped into the screen space. Objects which are invisible to the simulated LiDAR are culled and visual objects are mapped to the screen space. Therefore, the position in the world coordinate system corresponding to each pixel in the screen space is the point that the LiDAR may collect in each scan. However, due to the limited resolution of the LiDAR scanning, these pixels need to be effectively screened. The specific method is: performing inverse transformation on the coordinates in the clipping space according to Equation 3 to obtain world space coordinates corresponding to the pixels.

\[
V_{\text{World}} = V_{\text{local}} \cdot M_{\text{Model}} = V_{\text{Clip}} \cdot M_{\text{Projection}}^{-1} \cdot M_{\text{View}}^{-1}
\] (3)

Next, each pixel needs to be screened in the Fragment Shader, and the eligible points will be output. Let the number of lines of the LiDAR be \(n\), the vertical scanning range FOV be \(\alpha\), the maximum scan range be \(R_{\text{max}}\), and the vertical resolution be \(\gamma\), angle between the conical surface and the horizontal plane be \(\theta_n\) (when the conical surface is above the horizontal plane, \(\theta_n < 0\), \(n = 1, 2, 3...\)). Each laser of the LiDAR will scan along a conical surface whose conical point is the location of the LiDAR, the length of the generatrix is \(R_{\text{max}}\), apex angle is \(90° - |\theta_n|\). Thus, as shown in Fig. 4., the coordinate of the LiDAR position is \((x_0, y_0, z_0)\), LiDAR scanning deviation is \(\sigma\), when the point at coordinates \((x, y, z)\) satisfies the formula 4, the point can be scanned by the LiDAR. The coordinates of points that meet the condition will be recorded and output as the final result of the LiDAR scan.

\[
(x - x_0)^2 + (y - y_0)^2 - \frac{(z - z_0)^2}{\tan^2 \theta_n} < \sigma
\] (4)

The Fragment Shader performs parallel operations for each pixel of the screen, which is highly computationally efficient.
All calculated scan points form the simulated point cloud data. These point cloud data are stored in the texture object of the OSG. These data need to be written into the frame buffer and transferred to main memory.

The obtained virtual point cloud data is the coordinate and laser ID data. The output format of the position information is as follows:

### Table 1. Output data format

| Name     | X    | Y    | Z    | ID   |
|----------|------|------|------|------|
| Definition | x-coordinate | y-coordinate | z-coordinate | Laser ID |

5. Experimental Results

In order to experimentally verify the above method, a high-precision road scene model for testing was established. The road scene model has a range of approximately 6.5 $km \times 3.2 km$. The scene contains 45,917,504 vertices, 15,314,146 elements. And the number of final group nodes is 362. Main hardware parameters of test platform are: CPU is Intel I7 3.4GHz, graphics card is GTX1080 8GB, main memory is DDR4 16GB. The simulation object is Velodyne's mechanical 64-line LIDAR which model is HDL-64E S3. This LIDAR has an up angle of $2^\circ$ and a down angle of $25.8^\circ$. The measurement range is 0.9 to 120 meters. When the LIDAR’s scanning frame rate is 5 $Hz$, the corresponding angular resolution is 0.0864$^\circ$, which means that it needs to emit 4167 lasers per scan. Figure 5 gives the simulation results.

The measured distance is rendered in pseudo-color. Figure 5-a & 5-b show the snapshot of front view and its corresponding simulated point cloud image. Figure 5-c shows the simulation result of one time scan. Figure 5-d shows the point cloud reconstruction scene by multiple times scans. Figure 6 gives the time consumption curve of LIDAR simulation.
As can be seen from the above figure, the average Cull time in one loop during the simulation calculation is about 1.43 ms, the average Draw time is about 14.89 ms, the GPU calculation time is about 13.55 ms. The overall time consumption of simulating one time scan is about 28-35 ms. The scanning frequency of the Velodyne 64-line LIDAR is 5 Hz. It can be seen that this method can meet the real-time requirements of simulation of this type of LIDAR.
Table 2. Calculation Error

| Actual point coordinates (X,Y,Z) | Simulated point coordinates (X,Y,Z) | Absolute calculation error (X,Y,Z) |
|----------------------------------|-----------------------------------|-----------------------------------|
| (40.000000, 0.1500000, -0.1500000) | (40.000000, 0.1499990, -0.1500000) | (0.0000000, 0.0000010, 0.0000000) |
| (40.000000, 0.0500000, -0.1500000) | (40.000000, 0.0500000, -0.1500000) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, -0.0500000, -0.1500000) | (40.000000, -0.0500000, -0.1500000) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, -0.1500000, -0.1500000) | (40.000000, -0.1500000, -0.1500000) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, -0.2500000, -0.1500000) | (40.000000, -0.2500000, -0.1500000) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, 0.1500000, -0.0500000) | (40.000000, 0.1500000, -0.0499999) | (0.0000000, 0.0000001, 0.0000000) |
| (40.000000, 0.0500000, -0.0500000) | (40.000000, 0.0499992, -0.0499999) | (0.0000000, 0.0000001, 0.0000000) |
| (40.000000, -0.0500000, -0.0500000) | (40.000000, -0.0499999, -0.0499999) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, -0.1500000, -0.0500000) | (40.000000, -0.1500000, -0.0499999) | (0.0000000, 0.0000000, 0.0000000) |
| (40.000000, -0.2500000, -0.0500000) | (40.000000, -0.2500000, -0.0499999) | (0.0000000, 0.0000000, 0.0000000) |

Table 2 gives the calculation errors during the simulation. It can be seen from the table that the LIDAR simulation based on the high-precision scene model has a small calculation error in the simulation process. The main factor affecting the accuracy of LIDAR simulation is the modeling accuracy of the scene.
6. Conclusion
This paper presents a method for digital simulation of vehicle-mounted LIDAR using computer graphics. Use GPU to perform depth calculations on high-precision traffic environment scenes. Experiments show that this method can effectively simulate the working characteristics of LIDAR in real time. In the follow-up work, the simulation of LIDAR in different weather conditions will be studied to meet the all-weather digital testing requirements of autonomous cars.
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