Blazars and Optical Depth in a non-linear, time-dependent injection and cooling scenario

M. Zacharias
Landessternwarte, Universität Heidelberg, Königstuhl, D-69117 Heidelberg, Germany
m.zacharias@lsw.uni-heidelberg.de

Received ?; accepted ?

ABSTRACT
In this paper the optical depths due to photo-pair production are calculated for a non-linear, time-dependent injection model. Several target photon fields are taken into account, namely the internal synchrotron, synchrotron-self Compton and external Compton radiation, as well as a constant external soft photon field. By applying the optical depths to theoretical blazar spectra only the constant external photon field turns out to significantly influence the radiation at high energies. The impact of the internal time-dependent radiation fields is either minor or requires extreme parameter settings. Additionally, the synchrotron-self absorption turn-over energy for low synchrotron energies is calculated, which is inherently time-dependent. It would be challenging to use it to constrain free parameters, since precise knowledge of the observation time relative to the injection time is needed. In conclusion, optical depth does not significantly influence the non-linear, time-dependent injection and cooling model.
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1 INTRODUCTION
In view of the unified model of active galactic nuclei (Urry & Padovani 1995) blazars are active galaxies, where the angle between the line of sight and the jet is very small and the emission of the jet is strongly Doppler boosted outshining in some cases the host galaxy. Blazars are variable on all time scales from years down to just a few minutes. Thus, they are extremely useful to analyse the properties and physics of relativistic jets in very different emission states.

The spectral energy distribution (SED) of blazars is characterized by two broad components. The low energetic one peaks in the infrared to X-ray part of the spectrum, and is attributed to synchrotron emission of highly relativistic electrons. The high energetic component peaks in the MeV to TeV energy regime, and its origin is a matter of debate. In leptonic models (Böttcher 2007) the high energetic emission is attributed to inverse Compton radiation by the same electron population scattering the ambient photon fields, namely the self-made synchrotron emission (synchrotron-self Compton, SSC, Jones et al. 1974) or ambient external photon fields (external Compton, EC, e.g. Dermer & Schlickeiser 1993; Sikora et al. 1994; Blazejowski et al. 2000). In hadronic models the high energetic component originates from protons, either by direct proton synchrotron emission, or via by-products of photomeson production (Mannheim 1993; Böttcher et al. 2013; Cerruti et al. 2013). This paper deals with the leptonic scenario, where protons, if available, only serve as a cold background.

The standard one-zone model for blazar emission attributes the detected radiation to a homogeneous, spherical volume located somewhere in the jet. The particles are continuously injected into the blob resulting in an equilibrium situation, which has the advantage of an easy mathematical solution for the differential equation describing the electron distribution function. This model has been successfully used in many blazars to describe both quiescence and flaring modes.

In recent publications a small change of the one-zone model has been discussed, which has profound implications for the resulting spectra and light curves. Namely, the continuous injection has been replaced by a time-dependent injection.

In such a scenario the electrons cannot reach equilibrium, as long as no continuous re-acceleration is provided. Since the electron cooling due to SSC emission depends on the self-produced synchrotron photon energy density, which in turn depends on the electron distribution function itself, the SSC electron cooling becomes non-linear and time-dependent. Obviously, this has strong consequences. As was shown analytically by Schlickeiser (2003)
and Zacharias & Schlickeiser (2010) using an instantaneous injection of the radiating particles at time $t = 0$, the non-linear cooling significantly reduces the cooling time scales compared to the standard linear (and continuous) model.

Additionally, in a non-equilibrium model the cooling behaviour can change with severe impacts on the emerging radiation. On the one hand, cooling due to synchrotron and external Compton emission is linear, at least in a simple model as utilised in this work (but see for example Schlickeiser & Lerche (2007)). On the other hand, the efficiency of the SSC cooling term decreases with respect to Schlickeiser & Lerche (2007)). The following sections introduce the SSC effect, and the cooling behaviour changes compared to the standard linear model. Here, the implications on the optical depth at low energies follows the conventional time scales.

In this work the important aspect of photo-pair production in the time-dependent injection scenario is discussed. In photo-pair production a high energetic photon interacts with a low energetic photon producing an electron-positron pair. If the energy sum of both photons exceeds at least twice the electron rest energy an electron-positron pair is created, while the photons are destroyed. Hence, the source becomes optically thick and the detected flux can be significantly reduced. Here, the implications on the optical depth by the time-dependent injection model are presented and compared to the standard one-zone model.

In section 2 the photo-pair production and the necessary integral formula is described. The following sections introduce first the soft photon fields, namely the internal time-dependent synchrotron, SSC and EC radiation, followed by the calculation of the respective optical depths. In section 3 the optical depth due to the external soft photon field is calculated. The influence of all these photon fields on the SED is discussed in section 4 by applying the absorption to model SEDs. The results are summarized in section 5.

Synchrotron-self absorption is an important process for low energetic synchrotron photons. The calculations have been performed by (Zacharias 2013, ch. 3) and are briefly described in appendix 4 for the sake of completeness. The description concentrates on the synchrotron-self absorption transition energy, which can potentially be used to constrain the free parameters. Details with respect to the emerging synchrotron SED can be found in Zacharias (2013).

2 PHOTO-PAIR PRODUCTION

High energy photons can be absorbed in photo-pair production where the high energy photon couples with a low energetic target photon producing an electron-positron pair:

$$\gamma + \gamma \rightarrow e^- + e^+ .$$

The optical depth is calculated along the path of the $\gamma$-ray from its origin to the observer through a target photon field. If the target photon field is isotropically distributed in a sphere around the $\gamma$-ray radiation zone the path length equals the radius $R$ of the target photon sphere. Then, the optical depth is derived by

$$\tau_{\gamma\gamma}(\epsilon_1, t) = R \int_0^\infty n_{ph}(\epsilon, t) \sigma_{\gamma\gamma}(\epsilon, \epsilon_1) d\epsilon ,$$

with the target photon number density $n_{ph}(\epsilon, t)$, the pair production cross section $\sigma_{\gamma\gamma}(\epsilon, \epsilon_1)$, the normalized target photon energy $\epsilon$, and the normalized energy of the high energetic photons $\epsilon_1$. The energies are normalized to the electron rest energy as $\epsilon = E_{ph}/mc^2$. For internal target photon fields the path length $R$ equals the radius of the emission blob $R_b$, while for external soft target photons the path length is denoted as $R_d$, being typically larger than $R_b$. The time variable is marked as $t$.

Since the intensity of an optically thick source is corrected by the factor $e^{-\tau}$, a rule of thumb says that a source is opaque if $\tau_{\gamma\gamma}(\epsilon_1, t) > 1$. This rule is utilized below to derive the energy regime for which the source is optically thick.

The pair production cross section is given by, e.g., Aharonian et al. (2008) as

$$\sigma_{\gamma\gamma}(s) = \frac{3\pi T}{2s^2} \left[ \left( \epsilon + \frac{1}{3} \ln \frac{s - 1}{6} + \frac{1}{2s} \right) \ln \sqrt{s + \sqrt{s - 1}} - \left( \epsilon + 4 - \frac{1}{9s} \right) \sqrt{1 - \frac{1}{s}} \right] ,$$

with $s = \epsilon_{1\epsilon}$, and the Thomson cross section $\sigma_T = 6.65 \cdot 10^{-25}$ cm$^2$.

This form of the cross section is not useful for analytical calculations. A simpler form of the cross section is used below, which takes into account that the maximum of the cross section is actually very close to the minimal energy requirement $\epsilon = 2/\epsilon_1$ (in order to have sufficient energy to produce the electron-positron pair at rest). Hence, a delta-function approximation is employed, which is according to Dermer & Menon (2009, ch. 10.2)

$$\sigma_{\gamma\gamma}(\epsilon, \epsilon_1) = \frac{\sigma_T}{3} \delta \left( \epsilon - \frac{2}{\epsilon_1} \right) .$$

The target photon number density $n_{ph}(\epsilon, t)$ can be related to the target photon intensities $I(\epsilon, t)$ as follows:

$$n_{ph}(\epsilon, t) = \frac{I(\epsilon, t)}{\epsilon c} ,$$

with the speed of light $c = 3 \cdot 10^{10}$ cm/s.

Inserting equations (3) and (4) in equation (1) yields

$$\tau_{\gamma\gamma}(\epsilon_1, t) = \frac{R\sigma_T}{3c} I \left( \epsilon = \frac{2}{\epsilon_1}, t \right) ,$$

where the path length $R$ needs to be specified according to the cases considered.

Below, the optical depth is calculated for several target photon fields. First, synchrotron and SSC target photons are utilised (section 4), followed by the EC photons (section...
The parameters are $D$ and $\gamma_0$ (monochromatic electrons; $Q(\gamma, t) \propto \delta(\gamma - \gamma_0)$). The derivation of the internal synchrotron, SSC and EC intensities is presented in section 3, and briefly derived in Appendix A. Here, $\gamma$ scaled according to the rule $\gamma = 4\Gamma^2 (0 \leq \Gamma \leq 1)$ in section 6. In this case the path length becomes $R = R_{\text{ec}}$.

### 3 INTERNAL INTENSITY DISTRIBUTIONS

The derivation of the internal synchrotron, SSC and EC intensities in the outlined scenario (i.e., instantaneous injection of monochromatic electrons: $Q(\gamma, t) \propto \delta(\gamma - \gamma_0)$) has been performed by Schlickeiser et al. (2010); Zacharias & Schlickeiser (2012a,b). A short summary of the calculations and the definitions and values of the parameters is given in Appendix A. In this section, only the important results for the following calculations are quoted.

The solutions to the kinetic equation (see equation (A1)) are dependent on two parameters, namely the external Compton parameter $l_{\text{ec}}$ and the injection parameter $\alpha$. They are discussed in some detail, since they govern the cooling behaviour of the source.

The external Compton parameter $l_{\text{ec}}$ is defined as the ratio of the linear cooling terms:

$$l_{\text{ec}} = \frac{\gamma_{\text{ec}}}{\gamma_{\text{syn}}} = \frac{4\Gamma_0^2 u_{\text{ec}}}{3 u_B} . \quad (6)$$

Here, $u_B = B^2 / 8\pi$ is the magnetic energy density of a tangled magnetic field with strength $B = 6\text{Gauss}$ and $u_{\text{ec}}$ the energy density in external photons in the galactic frame. The prefactor gives the angle-averaged Lorentz transformation from the galactic to the comoving frame for an isotropic photon field traversing the emission blob. The blob moves with Lorentz factor $\Gamma_0$ (Dermer & Schlickeiser 1993).

The injection parameter $\alpha$ is defined as the square root of the ratio of the non-linear to the linear cooling terms at time of injection:

$$\alpha^2 = \frac{|\gamma_{\text{ec}}(t = 0)|}{\gamma_{\text{syn}} + |\gamma_{\text{ec}}|} = \frac{A_0 Q_0 \gamma_0^2}{D_0 (1 + l_{\text{ec}})} . \quad (7)$$

The parameters are $D_0 = 1.26 \times 10^{-9} \text{b}^2 \text{s}^{-1}$, and $A_0 = 1.15 \times 10^{-18} \text{R}_1 \text{b}^2 \text{cm}^{-1}$. The initial Lorentz factor of the electrons is $\gamma_0$. The source radius of $R_0 = 1.5 \times 10^5 \text{cm}$ is scaled according to the rule $K = 10^\Gamma K_0$ in cgs-units. The electron density is given by $Q_0$.

For $\alpha < 1$ the cooling is dominated by the linear cooling terms implying linear cooling for all times. If $\alpha > 1$, the non-linear cooling term initially dominates for times $x < x_{\text{ec}}$, where the convenient normalized time $x = D_0 (1 + l_{\text{ec}}) \gamma_0 t$ is introduced. For later times $x > x_{\text{ec}}$ the linear cooling terms control the cooling behaviour. The normalized cross-over time is defined as

$$x_{\text{ec}} = \frac{\alpha^3 - 1}{3\alpha^2} . \quad (8)$$

depending solely on the value of the injection parameter. The change in the cooling behaviour is the important consequence of the model having strong consequences for the resulting SEDs and lightcurves, as is outlined in the introduction.

Equation (7) implies that a higher density $Q_0$ of particles increases the probability of non-linear cooling, while a strong external source ($l_{\text{ec}} \gg 1$) decreases this probability. A large value of the injection parameter could be realised by a small emission region, since $\alpha \propto R_{\text{ec}}^{-1}$ (see also equation (19) of Schlickeiser et al. 2010).

Both equations (9) and (10) are strictly valid only in the Thomson regime of inverse Compton scattering, since the cooling terms as given in Appendix A neglect the influence of the Klein-Nishina effect at high electron energies. The inclusion of Klein-Nishina effects gives interesting results, such as a hardening of the emitted synchrotron spectrum at high energies or the suppression of inverse Compton radiation at high $\gamma$-ray energies (Böttcher et al. 1997; Dermer & Atoyan 2002; Moderski et al. 2007). However, the inclusion of the Klein-Nishina cooling term in the non-linear model would complicate the calculations by a lot, which is the reason why most of the studies are done numerically even for equilibrium models. For simplicity and ease of the analytical work, the Klein-Nishina cooling is neglected in the cooling terms. It is, however, included in the calculation of the SSC and external Compton intensity in Appendix A3 and A4 respectively.

The soft external photon field, which is necessary to calculate the intensity of external Compton photons, is modelled as a line-like $\delta$-function. Hence, the differential external photon density transformed to the blob frame is given by

$$u_{\text{ec}}(\epsilon) = \frac{4\Gamma_0^2}{3} u_{\text{ec}}' \delta(\epsilon - \epsilon_{\text{ec}}) , \quad (9)$$

with the normalized line energy $\epsilon_{\text{ec}}$ (Zacharias & Schlickeiser 2012b).

Performing the steps outlined in Appendix A, the synchrotron, SSC, and EC intensities become for $\alpha < 1$, respectively:

$$I_{\text{syn}}(\epsilon, x) = I_{\text{syn,0}} \left( \frac{\epsilon}{\epsilon_0} \right)^{1/3} (1 + x)^{2/3} e^{-\gamma_0 (1+x)^2} , \quad (10)$$

$$I_{\text{ssc}}(\epsilon, x) = I_{\text{ssc,0}} \left( \frac{\epsilon}{\epsilon_1} \right)^{1/3} (1 + x)^{4/3} e^{-\gamma_0 (1+x)^4} \times H \left[ \frac{\gamma_0}{1 + x} - \epsilon \right] , \quad (11)$$

$$I_{\text{ec}}(\epsilon, x) = I_{\text{ec,0}} (1 + x)^2 G(\epsilon_0, \epsilon_{\text{ec}}, x) \times H \left[ \frac{\gamma_0}{1 + x} - \gamma_{\text{min}}(\epsilon_{\text{ec}}) \right] . \quad (12)$$

Here, $H[w]$ denotes Heaviside’s step function with $H[w \geq 0] = 1$, and $H[w < 0] = 0$.

For $\alpha > 1$ the intensities are split at the normalized
time \( x = x_c \), yielding for smaller times
\[
I_{\text{syn}}(\epsilon, x < x_c) = I_{\text{syn},0} \left( \frac{\epsilon}{\epsilon_0} \right)^{1/3} (1 + 3\alpha^2 x)^{2/9} \times e^{-\frac{\gamma_0}{\epsilon}(1 + 3\alpha^2 x)^{2/3}},
\]
(13)
\[
I_{\text{ssc}}(\epsilon, x < x_c) = I_{\text{ssc},0} \left( \frac{\epsilon}{\epsilon_1} \right)^{1/3} (1 + 3\alpha^2 x)^{4/9} \times e^{-\frac{\gamma_0}{\epsilon_1}(1 + 3\alpha^2 x)^{2/3}},
\]
(14)
\[
I_{\text{ec}}(\epsilon, x < x_c) = I_{\text{ec},0} \epsilon (\epsilon + x)^{2/3} G(q_1(\epsilon, \epsilon_{ec}, x)) \times H \left[ \frac{\gamma_0}{\alpha + x} - \gamma_{\text{min}}(\epsilon_{ec}) \right],
\]
(15)
respectively. For larger times the intensities become
\[
I_{\text{syn}}(\epsilon, x > x_c) = I_{\text{syn},0} \left( \frac{\epsilon}{\epsilon_0} \right)^{1/3} (\alpha_g + x)^{2/3} \times e^{-\frac{\gamma_0}{\epsilon_0}(\alpha_g + x)},
\]
(16)
\[
I_{\text{ssc}}(\epsilon, x > x_c) = I_{\text{ssc},0} \left( \frac{\epsilon}{\epsilon_1} \right)^{1/3} (\alpha_g + x)^{4/3} \times e^{-\frac{\gamma_0}{\epsilon_1}(\alpha_g + x)} H \left[ \frac{\gamma_0}{\alpha + x} - \gamma_{\text{min}}(\epsilon_{ec}) \right],
\]
(17)
\[
I_{\text{ec}}(\epsilon, x > x_c) = I_{\text{ec},0} \epsilon (\alpha_g + x)^{2/3} G(q_2(\epsilon, \epsilon_{ec}, x)) \times H \left[ \frac{\gamma_0}{\alpha + x} - \gamma_{\text{min}}(\epsilon_{ec}) \right],
\]
(18)
respectively. The constants are
\[
I_{\text{syn},0} = 5.57 \times 10^{19} \frac{\alpha^2 (1 + l_{ec}) b}{\gamma_{0,4}^{5/2}} \text{ erg s}^{-1} \text{ cm}^{-2},
\]
(19)
\[
I_{\text{ssc},0} = 3.67 \times 10^{12} \frac{\alpha^4 (1 + l_{ec}) b}{\gamma_{0,4}^{5/2}} \text{ erg s}^{-1} \text{ cm}^{-2},
\]
(20)
\[
I_{\text{ec},0} = 6.3 \times 10^{7} \frac{\alpha^2 (1 + l_{ec}) b^{2}}{\epsilon_{ec} \gamma_{0,4}^{5/2}} \text{ erg s}^{-1} \text{ cm}^{-2},
\]
(21)
and \( \alpha_g = (1 + 2\alpha^3)/3\alpha^2 \). The characteristic normalized synchrotron photon energy is given by \( \epsilon_0 = 3.4 \times 10^{-6} b_{0,4}^2 \), while the normalized SSC-Thomson energy equals \( \epsilon_1 = 1.4 \times 10^3 b_{0,4}^2 \) and \( \gamma_{0,4} = 70/10^4 \).

The definition of the function \( G(q_i(\epsilon, \epsilon_{ec}, x)) \) is deferred to section 3 equations 37 to 40. The remaining definitions and parameter values can be found in appendix A.

4 PHOTON PAIR PRODUCTION FOR SYNCHROTRON AND SYNCHROTRON-SELF COMPTON PHOTON TARGETS

As can be seen from equations 10 to 18 in section 3, the synchrotron and the SSC intensities exhibit a similar structure, which can be summarized as follows:
\[
I_i(\epsilon, x) = I_{i,0} \left( \frac{\epsilon}{\epsilon_i} \right)^{1/3} (v + px)^{n/3} e^{-\frac{\gamma_0}{\epsilon}(v + px)^n}.
\]
(22)
The values for \( I_{i,0}, \epsilon_i, v, p, \) and \( n \) for the respective cases can be deduced from section 3 and appendix A.

With the general equation 22, the optical depth due to synchrotron and SSC radiation can be calculated in one step. From equation 13 one obtains
\[
\tau_{\gamma\gamma}(\epsilon_1, x) = \tau_1 \left( \frac{\epsilon_1}{\epsilon_{pk,i}} \right)^{-1/3} (v + px)^n e^{-\frac{\gamma_0}{\epsilon_{pk,i}}(v + px)^n},
\]
(23)
where \( \tau_1 = I_{i,0} R b \sigma_T/\epsilon_i \) and \( \epsilon_{pk,i} = 2/\epsilon_i \). The energy of maximum optical depth becomes
\[
\epsilon_{1,\text{max}}(x) = 3\epsilon_{pk,i} (v + px)^n,
\]
(24)
implying an increase of the maximum energy with respect to time. This is a first indication that the optical depth of the source is not constant for these two processes. Inserting equation 24 into equation 23 yields the maximum value of the optical depth:
\[
\tau_{\max,i} = \tau_1 \left( \frac{\epsilon_1}{\epsilon_{pk,i}} \right)^{-1/3} e^{-1/3}.
\]
(25)
Using the values for the synchrotron and SSC intensity the maximum values become, respectively:
\[
\tau_{\max, \text{syn}} = 0.2 \frac{\alpha^2 b R_{15} (1 + l_{ec})}{\gamma_{0,4}^{5/2}},
\]
(26)
\[
\tau_{\max, \text{ssc}} = 1.4 \times 10^{-8} \frac{\alpha^4 b R_{15} (1 + l_{ec})^2}{\gamma_{0,4}^{5/2}}.
\]
(27)
Having found a specific maximum value for the optical depth implies that there should be two solutions for the equation \( \tau_{\gamma\gamma}(\epsilon_{\text{tra},i}, x) = 1 \), where \( \epsilon_{\text{tra},i} \) is the transition energy from the optically thin regime to the optically thick regime. Since equation 23 can be divided into two parts (depending on the value of the exponential function), the transition energies for both parts can be found as follows. Assuming at first
\[
\left( \frac{\epsilon_1}{\epsilon_{pk,i}} \right)^{-1} (v + px)^n \ll 1
\]
(28)
the exponential can be neglected, giving
\[
\tau_{\gamma\gamma}(\epsilon_{\text{tra},i}, x) \approx \tau_1 \left( \frac{\epsilon_{\text{tra},i}}{\epsilon_{pk,i}} \right)^{-1/3} (v + px)^{n/3}
\]
(29)
Hence,
\[
\epsilon_{\text{tra},i}(x) = 3\epsilon_{pk,i} (v + px)^n.
\]
(30)
The other part is defined by
\[
\left( \frac{\epsilon_1}{\epsilon_{pk,i}} \right)^{-1} (v + px)^n \gg 1.
\]
(31)
Slightly rewriting equation 22, it can be approximated as
\[
\tau_{\gamma\gamma}(\epsilon_1, x) = \tau_1 e^{-\frac{\gamma_0}{\epsilon_{pk,i}}(v + px)^n + \frac{1}{2} \ln \left( \frac{\epsilon_1}{\epsilon_{pk,i}} \right)^{-1}(v + px)^n}
\]
\[
\approx \tau_1 e^{-\frac{\gamma_0}{\epsilon_{pk,i}}(v + px)^n}.
\]
(32)
Equating this to unity, the transition energy becomes
\[
\epsilon_{\text{tra},i}(x) = \frac{\epsilon_{pk,i}}{\ln \tau_1} (v + px)^n.
\]
(33)
The optical depths due to synchrotron and SSC target photons are significantly faster for high energies than for low energies, no more limits increase. Interestingly, since the intensities drop significantly with energy, no more photons are produced at low energies. Over time both high energy photons might still be produced when the source becomes optically thick for them. The lower energy photons are always produced in the optically thick regime at first and only at later times they can escape. While lower energy photons cannot. In both figures 1 and 2 the same parameters are used. One should note that these are extreme parameters with \( \alpha = 20 \) and \( l_{cc} = 50 \). For the synchrotron case this choice results in a high maximum optical depth of \( \tau_{\text{max,syn}} = 4080.00 \). However, only the very highest energies of the SSC intensity are affected by the optical depth. At these energies the SSC intensity is already very low, as one can deduce from the very short emission time indicated by the red dashed line. Reducing \( \alpha \) and \( l_{cc} \) would result in a reduced \( \tau_{\text{max,syn}} \), but would not significantly change the absorbed energy region. Hence, the effect of the synchrotron target field on the resulting SED is minor for the given choice of parameters. Increasing, for example, the initial electron Lorentz factor would also result in a reduction of the maximum optical depth, but would on the other hand increase the energy region affected by photo-pair production, since the lower energy limit decreases and the SSC intensity reaches higher energies.

For figure 1 the extreme parameters are necessary to
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obtain some absorption at all. The parameters $\alpha = 20$ and $l_{\text{ec}} = 50$ correspond to a Compton dominance (ratio of the maximum value of the high energetic component to the maximum value of the synchrotron component) of roughly a factor $10^4$ (Zacharias & Schlickeiser 2012b). Hence, the flux of the inverse Compton component is a factor $10^4$ higher than the flux in the synchrotron component. Such large values of the Compton dominance are not observed, and are usually $< 100$.

5 PHOTO-PAIR PRODUCTION FOR EXTERNAL COMPTON PHOTON TARGETS

As in the previous section, a general representation for the time dependence of the EC intensity can be found. Hence,

$$I_{\text{ec}}(\epsilon, x) = I_{\text{ec},0\epsilon}(v + px)^n G(q, \epsilon, x)) \times H[\epsilon_{\text{ec}, \text{max}}(x) - \epsilon],$$

with

$$G(q) = 2q_{\text{r}} \ln q + (1 + 2q_{\text{r}})(1 - q_{\text{r}}) + 2\epsilon_{\text{ec}}\epsilon q_{\text{r}}(1 - q_{\text{r}}),$$

$$q_{\text{r}}(\epsilon, x) = \frac{\epsilon(v + px)^n}{\Gamma_{\text{ec}} \gamma_0 \left(1 - \frac{\epsilon}{\gamma_0} (v + px)^{n/2}\right)},$$

$$\epsilon_{\text{ec}, \text{max}}(x) = \frac{\Gamma_{\text{ec}} \gamma_0}{\left(v + px\right)^n \left(1 + \frac{\Gamma_{\text{ec}}}{(v + px)^{n/2}}\right)},$$

$$\Gamma_{\text{ec}} = 4\epsilon_{\text{ec}} \gamma_0.$$  

The approximation in equation (38) holds, because the Heaviside function in equation (36) sets the intensity to zero before the bracket in the denominator of $q_{\text{r}}$ can deviate significantly from unity. $\Gamma_{\text{ec}}$ is the Klein-Nishina parameter for EC scattering.

Inserting equation (36) into equation (3) the optical depth can be easily computed:

$$\tau_{\gamma \gamma}(\epsilon_1, x) = \tau_{\text{ec}} \epsilon^{-1}_1 (v + px)^n G(q_1, \epsilon_1, x)) \times H[\epsilon_1 - \frac{2}{\epsilon_{\text{ec}, \text{max}}(x)}].$$

Here,

$$\tau_{\text{ec}} = 9.3 \cdot 10^{-23} \alpha^2 (1 + l_{\text{ec}}) \epsilon_{\text{ec}} R_{15} b^2 \gamma_0^4 \epsilon_{\text{ec}},$$

$$q_1(\epsilon_1, x) = \frac{2(v + px)^n}{\epsilon_1 \Gamma_{\text{ec}} \gamma_0}.$$  

From the value of $\tau_{\text{ec}}$ it is obvious that a large optical depth requires rather extreme parameter settings, although one should keep in mind that generally $\epsilon_{\text{ec}} \ll 1$.

In order to obtain some meaningful results, the function $G(q_1)$ must be approximated, since in the current form the equation $\tau_{\text{ec}}(\epsilon_{\text{tra, ec}}, x) = 1$ cannot be solved. However, for a rather large parameter range $G(q_1) \approx 1$, and therefore this approximation is used to get a rough estimate of the transition energy. Now, the inversion is quite simple, and the transition energy becomes

$$\epsilon_{\text{tra, ec}} = \tau_{\text{ec}} (v + px)^n.$$  

The lower bound in figure 3 is the application of the Heaviside function in equation (41). The optically thick band is rather narrow despite the large value of $\alpha = 400$. Therefore, the earlier statement that extreme parameter settings might be necessary has been confirmed.

The dark shaded area in figure 3 is the optically thick region for SSC photons, used again as an example for the high energy intensity. However, from the extreme parameter settings one can conclude that $\gamma - \gamma$ absorption with an EC photon target is not an issue for blazars.

6 PHOTO-PAIR PRODUCTION FOR EXTERNAL PHOTON TARGETS

In this section the photo-pair production by an external photon target is calculated. It is kept on a basic level, since the absorption by such a photon field is discussed extensively in the literature, for example Donea & Protheroe (2003); Reimer (2005); Poutanen & Stern (2010); Stern & Poutanen (2011, 2014); Dermer et al. (2009, 2014), and many more. One can think of a lot of different external photon targets, such as the accretion disk photons, the broad line region (BLR) or the dusty torus. These possibilities differ in size and energy content, and thus their contribution to the optical depth around the emission blob strongly depends on the distance of the blob to the central black hole. A strong debate continues in the literature about the location of the “blazar emission zone”, as can also be seen in the above given citations.

As mentioned in section 2 the high energy photons produced in the emission blob can be absorbed in the entire external photon region. Therefore the path length becomes
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7 INFLUENCE ON THE TOTAL SED

Having calculated the optical depth \( \tau_{\gamma\gamma} \) for the various target photon fields, the optically thin intensities \( I_i(\epsilon, x) \) of section 4 have to be modified as

\[
I_{\tau,i}(\epsilon, x) = I_i(\epsilon, x) \frac{1 - e^{-\tau_{\gamma\gamma}^{\text{int}}(\epsilon, x)} - e^{-\tau_{\gamma\gamma}^{\text{ext}}(\epsilon, x)}}{\tau_{\gamma\gamma}^{\text{int}}(\epsilon, x) - \tau_{\gamma\gamma}^{\text{ext}}(\epsilon, x)},
\]

where \( \tau_{\gamma\gamma}^{\text{int}}(\epsilon, x) \) is the sum of the internal optical depths, namely synchrotron, SSC, and EC. The optical depth due to the external photon field must be treated separately, and is denoted by \( \tau_{\gamma\gamma}^{\text{ext}}(\epsilon, x) \). The distinction between \( \epsilon \) and \( \epsilon_1 \) has been dropped.
same is true for the lower left plot, while in the lower right plot the effect is probably hidden by the strong influence of the external photon field. In the upper right plot the influence is barely discernible, because of the strong impact by the Klein-Nishina reduction.

The SSC target field becomes important for more extreme settings in the lower left plot, where $l_{ec} = 50$. The effect on intermediate energies is clearly visible. The slight shift of the dip position between the SSC and EC component can be explained by the different evolutions of the respective intensities with respect to time. The SSC intensity evolves much faster than the EC intensity, which means that the maximum of the intensity distribution of the SSC moves faster to lower energies than the maximum of the EC in any given time interval. And since the optical depths is also strongly time-dependent (at least for the synchrotron, SSC, and EC targets) the position of the dip in the total SED differs between the SSC and the EC component.

As mentioned in section 5 the influence of the EC target can be safely neglected.

The lower row in figure 5 includes the external photon field. Apart from the emerging EC component, the severe effect of the absorption by the external field is obvious. Irrespective of the initial internal parameters both SSC and EC component are cut-off at roughly $10^{24}$Hz in both plots. Hence, potential dips at higher energies caused by the internal fields are not visible.

7.1 Minimum variability and the Doppler factor

Due to retardation effects the chosen size of the emission region $R_{15} = 1$ implies a minimum variability time scale of $t_{var}' = R_0/(c\delta) \approx 55$min in the observer’s frame. Reducing the size of the emission region by 1 order of magnitude would make $t_{var}'$ comparable to the fastest observed variabilities on the order of a few minutes (Cui 2004; Aharonian et al. 2007; Albert et al. 2007). According to the results presented above, the optical depth would also be reduced. However, the observed radiation power would be re-
In an optically thin source $\tau_{\gamma\gamma}(\epsilon_1, t) < 1$, and the resulting inequality can be solved for the Doppler factor. Hence,
\[
\delta > \delta_{\min} = \left( \frac{d_I^2 \sigma_T}{3c^2} \left( \epsilon' = \frac{2 \delta^2}{\epsilon_1 (1+z)^2}, t' = t'_{\text{var}} \right) \right)^{1/4} \cdot \left( \frac{t'_{\text{var}}}{\epsilon'_{\text{var}}} \right)^{1/4} \approx 150 \left( \frac{t'_{\text{var}}}{\epsilon'_{\text{var}}} \right)^{1/4}.
\] (54)
This is the same result as in Dondi & Ghisellini (1995). Thus, the time-dependent injection model cannot resolve the strong requirement on the Doppler factor by the typical one-zone model, which is in conflict with VLBI observations where the observed Lorentz factors are on the order of a few (the so-called “Doppler factor crisis”, e.g. Henri & Sauge 2003; Begelman et al. 2008; Finke et al. 2008, and many more).

Nevertheless, due to the severe consequences of the time-dependent injection on the spectrum and the light curves, as shown in previous papers, a wide utilization is encouraged. A combination with models that try to explain the rapid variability, such as jets-in-a-jet (Giannios et al. 2009; Biteau & Giebels 2012), magneto-centrifugal acceleration (Ghisellini et al. 2009), jet-star interactions (Barkov et al. 2012), and others, might have interesting consequences justifying further studies.

### 8 SUMMARY AND CONCLUSIONS

In this paper the time-dependent character of the optical depth $\tau_{\gamma\gamma}$ in blazars subject to a time-dependent injection scenario is discussed. For high energy photons the photo-pair production optical depth is calculated using the simplifying delta-function approach for the cross section. In all cases the potentially time-dependent transition energies $\epsilon_{\text{tra}}(x)$ between the optically thin and thick regimes are calculated satisfying the relation $\tau_{\gamma\gamma}(\epsilon_{\text{tra}}(x)) = 1$.

The photo-pair production of high energy photons with a target photon field is most relevant for steady photon targets. A line-like distribution of external photons is given in this work as an example. Above a certain energy threshold the source is optically thick, just as expected, with an increasing value of $\tau_{\gamma\gamma}$ for increasing values $\epsilon_1$ of the high energy photon energies.

Apart from the external photons other possible target photon fields are abundant in the source, namely the synchrotron, the SSC and the EC photons produced by the relativistic electrons of the emission blob. Since these target photon fields are time-dependent, some at first sight strange results emerge for the optical depth. Namely, there are two solutions for the equation $\tau_{\gamma\gamma}(\epsilon_{\text{tra}}(x)) = 1$, resulting in time-dependent upper and lower energy limits for the optically thick regime. For synchrotron photons these limits are so high that only the highest energies are affected. On the other hand, these are usually beyond the cut-off energy of the high energetic component, and thus only have a minor impact.

If the limits for the optically thick regime due to an SSC target exist, they are at first at rather low energies. At later times these limits increase to higher energies. However, since

---

### Table 1. Constant parameters in figure 5.

| Parameter          | Value | Value |
|--------------------|-------|-------|
| Injection parameter | $\alpha$ | 20    |
| Magnetic field     | $b$   | 1     |
| External photon energy | $\epsilon_*$ | $10^{-5}$ |
| Blob radius        | $R_{\text{b}}$ | 1     |
| BLR radius         | $R_{\text{BLR}}$ | 1     |
| Gaussian widths    | $\sigma$ | $10^{-3}$ |
| Doppler factor     | $\delta$ | 10    |
| Red shift          | $z$   | 0.1   |
| Luminosity distance | $d_L$ | $1.43 \cdot 10^{27}$ cm |

---
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the time dependence of the respective intensities imply a decreasing cut-off time for increasing energies, no more high energetic photons are produced when the source becomes optically thick for them. Hence, high energy photons might leave the source while medium or low energetic photons cannot. This would cause a dip in the high energy component in the MeV energy regime – an energy window currently not covered by any operational telescope. This might be an interesting target for the planned ASTROMEV and GAMMA-LIGHT (Morselli et al. 2013) missions. On the other hand, a non-detection of such a feature would put further constraints on the source parameters.

The EC target requires extreme parameter values in order to cause some absorption. Hence, absorption by EC photons can be safely ignored.

To summarize, the optical depths due to the time-dependent internal photon fields is not a big issue. For purely linearly cooling sources (i.e. $\alpha < 1$) the optical depth due to photo-pair production can be neglected. Even for $\alpha > 1$ only the SSC photons might have a visible impact on the SED, as can be seen in the example SEDs in figure 5. However, even for the SSC target a high value for the parameter $\ell_{cc}$ is necessary implying an unrealistically large Compton dominance (c.f. the discussion at the end of section 4).

With respect to the so-called “Doppler factor crisis” the simple change in the one-zone model from continuous to time-dependent injection does not solve the problem. It might, however, be useful in combination with other models.

For the sake of completeness, the calculation of the synchrotron-self absorption optical depths is presented in appendix C. This applies for low synchrotron photon energies, and is observed in some blazars as a steeper spectrum at radio wavelengths compared to an optically thin spectrum. In such cases the synchrotron-self absorption turn-over energy could be used to constrain the parameters. The time-dependent injection model challenges this simple deduction, since the turn-over energy is not a constant any more but becomes strongly time dependent. From an initial low value the turn-over energy increases to a maximum and then decreases until the source becomes totally optically thin at low synchrotron energies. For a well sampled spectrum it might be possible to deduce the maximum energy. Since it depends only on three free parameters, it would certainly help to constrain the free parameters. Otherwise, precise knowledge of the time of observation with respect to the onset of the flare (i.e., time of injection) is necessary in order to make any useful statement.

In conclusion, the optical depth can potentially be used to constrain the free parameters, but is not a limitation to the time-dependent injection model itself.
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APPENDIX A: CALCULATION OF THE INTENSITIES

Here, a short summary of the calculation of the intensities from section 4 is presented. First, the electron distribution function is obtained from the kinetic equation, which is used afterwards to calculate the emerging optically thin photon intensities.

A1 Solution of the kinetic equation

Following Kardashev (1962), the electron distribution function $n(\gamma, t)$ with the electron Lorentz factor $\gamma$ and time $t$ can be calculated from the kinetic equation:

$$\frac{\partial n(\gamma, t)}{\partial t} - \frac{\partial}{\partial \gamma} \left[ \gamma \delta \left( \gamma - \gamma_0 \right) n(\gamma, t) \right] = Q(\gamma, t) \ . \quad (A1)$$

The total cooling term $|\gamma|_{tot}$ contains three terms, namely the linear synchrotron and EC cooling terms, and the non-linear, time-dependent SSC cooling term. Hence,

$$|\gamma|_{tot} = |\gamma|_{syn} + |\gamma|_{ec} + |\gamma|_{ssc},$$

where $\ell_{cc}$ combines both linear cooling terms according to equation (4). The lower limit in the integral is an approximation for large Lorentz factors.

A simple form of the injection $Q(\gamma, t)$ is chosen:

$$Q(\gamma, t) = Q_0 \delta \left( \gamma - \gamma_0 \right) \delta \left( t - t_0 \right) \ , \quad (A3)$$

that is a single burst of particles with number density $Q_0$, and Lorentz factor $\gamma_0$ at time $t = 0$. The delta-function in time might seem as a very simple form for a particle injection. It has, however, the important consequence that the particles cannot reach equilibrium, which results in the non-linearity of the SSC cooling term.

In equilibrium conditions (i.e., constant injection in time) the non-linearity is inhibited, because the integral in equation (4) yields a constant.

The derivation of the solution to equation (A1) under the given scenario has been computed by Schlickeiser et al. (2010). It turns out that the initial conditions, summarized in the injection parameter $\alpha$ (c.f. equation (7)), define the result. For $\alpha < 1$ the electron distribution function becomes

$$n(\gamma, x) = Q_0 \delta \left( \gamma - \frac{\gamma_0}{1 + x} \right) H[\gamma_0 - \gamma] \ , \quad (A4)$$

which is a purely linear solution. For $\alpha > 1$ the result is twofold:

$$n(\gamma, x < x_c) = Q_0 \delta \left( \gamma - \frac{\gamma_0}{1 + 3\alpha^2 x} \right) H[\gamma_0 - \gamma] \ , \quad (A5)$$

$$n(\gamma, x > x_c) = Q_0 \delta \left( \gamma - \frac{\gamma_0}{\alpha x} \right) H\left[ \frac{\gamma_0}{\alpha} - \gamma \right] \ , \quad (A6)$$

which is a non-linear solution for early times, and a modified linear solution for late times.
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A2 The synchrotron intensity

The optically thin synchrotron intensity is calculated by

$$I_{\text{syn}}(\epsilon, x) = \frac{R}{4\pi} \int_0^\infty n(\gamma, x)P_{\text{syn}}(\epsilon, \gamma) \, d\gamma , \quad (A7)$$

where the photon energy has been normalized to the electron rest mass energy $\epsilon = E_{\text{ph}}/mc^2$. The synchrotron emission power of a single electron is

$$P_{\text{syn}}(\epsilon, \gamma) = \frac{P_0 mc^2}{\gamma^2} CS \left( \frac{2mc^2\epsilon}{5E_0\gamma^2} \right) , \quad (A8)$$

with $P_0 = 2 \cdot 10^{24}$ erg s$^{-1}$, and $E_0 = 1.856 \cdot 10^{20}$ erg. The function $CS(w)$ can be approximated as

$$CS(w) = a_0 w^{2/3} e^{-w} , \quad (A9)$$

with $a_0 = 1.151275$ (Crusius & Schlickeiser 1986, 1988).

Inserting the respective electron distribution functions into equation (A7) gives the intensities (10), (13), and (16).

A3 The SSC intensity

The optically thin SSC intensity is calculated similarly to the synchrotron intensity, by replacing $P_{\text{syn}}$ with $P_{\text{ssc}}$ in equation (A7). The SSC emission power of a single electron is given by

$$P_{\text{ssc}}(\epsilon, \gamma) = Rmc^2 \epsilon s \int_0^\infty d\epsilon \int_{\gamma_{\text{min}}}^\infty d\gamma \frac{1}{\epsilon} n(\gamma, x) \times P_{\text{syn}}(\epsilon, \gamma) \sigma_{\text{KN}}(\epsilon s, \epsilon, \gamma) . \quad (A10)$$

Here, $\epsilon s$ is the normalized photon energy after scattering and

$$\gamma_{\text{min}} = \frac{\epsilon s}{2} \left( 1 + \sqrt{1 + \frac{1}{\epsilon s}} \right) . \quad (A11)$$

The Klein-Nishina cross section is defined as

$$\sigma_{\text{KN}}(\epsilon s, \epsilon, \gamma) = \frac{3\sigma_T}{4\epsilon\gamma} G(q(\epsilon s, \epsilon, \gamma)) , \quad (A12)$$

with the Thomson cross section $\sigma_T = 6.65 \cdot 10^{-25}$ cm$^2$, and

$$G(q) = 2q \ln(q + (1 + 2q)(1 - q)) \cdot \frac{2\epsilon s q(1 - q)}{1 + \epsilon s} . \quad (A13)$$

The normalized energy of the line is defined as

$$q(\epsilon s, \epsilon, \gamma) = \frac{\epsilon s}{4\epsilon\gamma(\gamma - \epsilon s)} . \quad (A14)$$

The resulting equation for the intensity contains three integrals, from which two can be easily solved due to the delta-functions in the electron distribution. The third integral was approximately solved by Schlickeiser (2009) using $q$ instead of $\epsilon$ as integration variable. The integral is of the form

$$J(A) = \int_0^1 \frac{1}{q} CS \left( \frac{A}{q} \right) G(q) \, dq \approx \frac{63a_0}{100} A^{-2/3} e^{-A} . \quad (A15)$$

Inserting all these definitions, the intensities (11), (13), and (16) emerge.

A4 The EC intensity

In Zacharias & Schlickeiser (2012b) the intensity of an isotropic electron distribution scattering an angle-averaged external photon distribution has been derived as

$$I_{\text{ec}}(\epsilon s, x) = \frac{Rc\epsilon s}{4\pi mc^2} \int_0^\infty d\epsilon \int_0^\infty d\gamma n(\gamma, x) \sigma_{\text{KN}}(\epsilon s, \epsilon, \gamma) . \quad (A16)$$

Here, $u(\epsilon)$ is the energy density of the external photon source in the blob frame, and $\sigma_{\text{KN}}(\epsilon s, \epsilon, \gamma)$ is the Klein-Nishina cross section as given in the previous section.

For simplicity, Zacharias & Schlickeiser (2012b) assumed a line-like distribution of external photons, which they modelled as

$$u(\epsilon) = \frac{4\Gamma_b^2}{3} u_{\text{ec}} \delta(\epsilon - \epsilon_{\text{ec}}) . \quad (A17)$$

The fraction contains the angle-averaged transformation rule from the galactic system (where the external energy density $u_{\text{ec}}$ is defined) to the blob frame. The blob moves with a Lorentz factor $\Gamma_b$. The normalized energy of the line radiation is given as $\epsilon_{\text{ec}}$, which is usually much smaller than unity.

Inserting the external photon density and the electron distribution into equation (A16) yields the respective intensities given in equations (12), (15), and (18).

APPENDIX B: SSC CUT-OFF ENERGY

Since the intensities from section 3 are time-dependent, the number of emitted photons of a specific energy $\epsilon$ depends on time, as well. According to the lightcurves calculated by Zacharias & Schlickeiser (2012) and Zacharias (2014), the cut-off energy of the lightcurve increases for decreasing photon energy. This has interesting consequences for the optical depths as is discussed in the respective sections.

In order to compare the time-dependent optical depth with the time-dependent high energy intensities, the SSC cut-off energy is shown in figures 1–4. Following Zacharias (2014), the cut-off energy is obtained as follows. Rewriting the argument of the exponential of the general intensity

$$\sum_{\epsilon_t} \frac{L}{\epsilon_t} (v + px)^n = \frac{\epsilon_t}{\epsilon_t} \sum_{\epsilon_t} [(v + px)^n - 1]$$

the cut-off energy is determined from the equation $A(\epsilon_{\text{off}}, x) = 1$, resulting in

$$\epsilon_{\text{off}}(x) = \frac{\epsilon_t}{(v + px)^n - 1} . \quad (B1)$$

This cut-off energy is shown in figures 1–4 as the red-dashed line.

APPENDIX C: SYNCHROTRON-SELF ABSORPTION

Synchrotron-self absorption is an important process at very low synchrotron energies. It cannot be treated as the previous cases. The following calculations have already been...
performed by [Zacharias 2013], and it is presented here in order to give a complete picture of the internal absorption processes. The relevant equations are well known (e.g. [Dermer & Menoz 2009, ch. 7.8]). Here, only the calculation of the transition energy is presented. The details with respect to the spectrum and its time-dependent evolution can be found in [Zacharias 2013, ch. 3].

The optical depths of synchrotron-self absorption can be written as

$$\tau_{ssa}(\epsilon, x) = \frac{R_\gamma^3}{8\pi m_e^4 e^2} \int_0^\infty \frac{n(\gamma, x)}{\gamma^2} d\gamma \left[ \gamma^2 P_{syn}(\epsilon, \gamma) \right].$$  \hspace{1cm} (C1)

Here, $h = 6.626 \cdot 10^{-27}$ erg s is Planck’s constant, and the spectral synchrotron power is given by

$$P_{syn}(\epsilon, \gamma) = \frac{P_{mc}^2}{\gamma^2} CS \left( \frac{2mc^2\epsilon}{3E_0\gamma^2} \right),$$  \hspace{1cm} (C2)

with

$$CS(w) = a_0 w^{-2/3} e^{-w}.$$  \hspace{1cm} (C3)

The specific values of the constant can be found in appendix [A2].

With these definitions, the derivative in equation (C1) can be easily computed:

$$\frac{d}{d\gamma} \left[ \gamma^{4/3} e^{\frac{2mc^2\epsilon}{3E_0\gamma^2}} \right] = \frac{4}{3} \gamma^{1/3} e^{\frac{2mc^2\epsilon}{3E_0\gamma^2}} \left[ 1 + \frac{mc^2\epsilon}{E_0\gamma^2} \right].$$  \hspace{1cm} (C4)

Due to some complications stemming from equation (C4) the optical depth cannot be evaluated in the general form as was done in sections [4] and [5]. Instead, equation (C1) has to be solved for each case of $\alpha$ individually.

## C1 The case $\alpha < 1$

Inserting the electron distribution function for the case $\alpha < 1$ [equation (A3)] into equation (C1), one immediately obtains

$$\tau_{ssa}(\epsilon, x) = I_{ssa} \left( \frac{\epsilon}{\epsilon_0} \right)^{-5/3} (1 + x)^{5/3} \times \left[ 1 + \frac{3}{2} \frac{\epsilon}{\epsilon_0} (1 + x) \right] e^{-\frac{\epsilon}{\epsilon_0}(1+x)^2},$$  \hspace{1cm} (C5)

with $I_{ssa} = 1.53 \cdot 10^{-13} \alpha^2 / b^7_{10.4}$. The relation $I_{ssa} < 1$ results in $\alpha < 2.5 \cdot 10^{-7/2} b^7_{10.4}$. Although this relation should hold in basically all circumstances, it is not a strict requirement. However, it has some consequences that become obvious below.

Setting $\tau_{ssa}(\epsilon_{tra, ssa}, x) = 1$, the time-dependent behaviour of the transition energy $\epsilon_{tra, ssa}$ can be obtained. The steps from section [4] can be used again in order to obtain approximative results. Approximating first for small values of the argument of the exponential $\epsilon(1 + x)^2 / \epsilon_0 \ll 1$, the transition energy becomes

$$1 \approx I_{ssa} \epsilon_{tra, ssa, 01}^{5/3} (1 + x)^{5/3} \Rightarrow \epsilon_{tra, ssa, 01} \approx I_{ssa}^{3/5} (1 + x),$$  \hspace{1cm} (C6)

where $\epsilon_{tra, ssa, 01}$.

![Figure C1. Transition energy $\omega_{tra}$ as a function of time $x$ for $\alpha < 1$. The black solid curve shows $\omega_{tra, 01}$, the black dot-dashed curve $\omega_{tra, 02}$, and the red dot-dashed curve $\omega_{tra, 02}$. The transition time $x_{tra, 0}$ is indicated by the black vertical dashed line. The light grey area marks the optical thick regime bounded by the approximation, while the dark area marks the optical thick regime bounded by the correct value of $\omega_{tra, 02}$. Parameters are given at the top.](https://example.com/figure_c1)

In the opposite case $\epsilon(1 + x)^2 / \epsilon_0 \gg 1$, stronger approximations are necessary:

$$1 \approx \frac{3}{2} I_{ssa} \epsilon_{tra, 02}^{2/3} (1 + x)^{11/3} \times e^{-\omega_{tra, 02}(1+x)^2} \Rightarrow \frac{3}{2} I_{ssa} (1 + x)^{5} = \left[ \omega_{tra, 02} (1 + x)^2 \right]^{2/3} e^{\omega_{tra, 02}(1+x)^2}.$$  \hspace{1cm} (C7)

The right-hand-side of this equation can be approximated as follows

$$\left[ \omega_{tra, 02} (1 + x)^2 \right]^{2/3} e^{\omega_{tra, 02}(1+x)^2} = \omega_{tra, 02}(1+x)^2 + \frac{3}{2} \ln \left[ \omega_{tra, 02}(1+x)^2 \right] \approx \omega_{tra, 02}(1+x)^2,$$  \hspace{1cm} (C8)

giving

$$\omega_{tra, 02} \approx \frac{1}{(1 + x)^2} \ln \left[ \frac{3}{2} I_{ssa}(1 + x)^5 \right] \approx (1 + x)^{-2}.$$  \hspace{1cm} (C9)

The quality of the last approximation can be checked in figure [C1].

The transition time from $\omega_{tra, 01}$ to $\omega_{tra, 02}$ is given by

$$x_{tra, 0} = \omega_{tra, 01}^{-1/2} - 1 \Rightarrow x_{tra, 0} = I_{ssa}^{1/3} - 1.$$  \hspace{1cm} (C10)

For $I_{ssa} > 1$ the transition time is negative, and only the second transition energy needs to be considered. However, as stated above, this case should not occur under normal circumstances.

As is obvious from figure [C1] the transition energy depends strongly on time. Hence, the optical depth of the source with respect to synchrotron-self absorption depends
on time, as well. The maximum energy is attained at the transition time with an energy $\epsilon_{tra,ssa,\text{max}} = I_{ssa}^2/\epsilon_0 = 2.5 \cdot 10^{-11} \alpha^2/\gamma_0^4$. In the example of figure C1 this corresponds to a wavelength on the order of a few meters.

C2 The case $\alpha > 1$

For the initial SSC cooling case $\alpha > 1$, equations (A5) and (A6) must be used in equation (A1), giving

$$\tau_{ssa}(\epsilon, x < x_c) = I_{ssa} \left( \frac{\epsilon}{\epsilon_0} \right)^{-5/3} \left( 1 + 3 \alpha^2 x \right)^{5/9}$$

$$\times \left[ 1 + \frac{3}{2} \alpha^2 \left( 1 + 3 \alpha^2 x \right)^{2/3} \right] \epsilon^{-1/6} \left( 1 + 3 \alpha^2 x \right)^{2/3},$$

(C11)

and

$$\tau_{ssa}(\epsilon, x > x_c) = I_{ssa} \left( \frac{\epsilon}{\epsilon_0} \right)^{-5/3} \left( \alpha_g + x \right)^{5/3}$$

$$\times \left[ 1 + \frac{3}{2} \alpha^2 \left( \alpha_g + x \right)^{2} \right] \epsilon^{-1/6} \left( \alpha_g + x \right)^{2} ,$$

(C12)

respectively.

Approximating as in the previous section yields obviously 4 transition energies. Using the steps outlined in the previous section, one obtains for $x < x_c$

$$\omega_{tra,11} = I_{ssa}^{2/3} \left( 1 + 3 \alpha^2 x \right)^{1/3} ,$$

(C13)

$$\omega_{tra,12} = \frac{1}{\left( 1 + 3 \alpha^2 x \right)^{2/3}} \ln \left[ \frac{3}{2} I_{ssa} \left( 1 + 3 \alpha^2 x \right)^{5/3} \right]$$

$$\approx \left( 1 + 3 \alpha^2 x \right)^{-2/3} .$$

(C14)

The transition time becomes

$$x_{tra,1} = \frac{1}{3 \alpha^2} \left( \omega_{tra,1} - 1 \right)$$

$$\Rightarrow x_{tra,1} = \frac{1}{3 \alpha^2} \left( I_{ssa} - 1 \right) .$$

(C15)

For $x > x_c$ similar steps lead to

$$\omega_{tra,21} = I_{ssa}^{2/3} \left( \alpha_g + x \right) ,$$

(C16)

$$\omega_{tra,22} = \frac{1}{\left( \alpha_g + x \right)^2} \ln \left[ \frac{3}{2} I_{ssa} \left( \alpha_g + x \right)^{5} \right]$$

$$\approx \left( \alpha_g + x \right)^{-2} .$$

(C17)

Here, the transition time is found to be

$$x_{tra,2} = \frac{1}{\omega_{tra}} - \alpha_g$$

$$\Rightarrow x_{tra,2} = I_{ssa}^{1/5} - \alpha_g .$$

(C18)

Relating both transition times to $x_c$ like $x_{tra,1,2} > x_c$, both cases result in the same relation: $I_{ssa}^{1/5} > \alpha$, implying $\alpha < 67.7^{100}\alpha^4b^{1/7}$. Hence, under normal circumstances ($\alpha \sim 10$) one obtains $x_{tra,1} > x_c$, and therefore the transition energy changes directly from $\omega_{tra,11}$ to $\omega_{tra,21}$. In the opposite case, the transition would occur from $\omega_{tra,12}$ to $\omega_{tra,22}$.

The behaviour of the optical depth is similar to the $\alpha < 1$ case, apart from the fact that more subcases are considered, as is obvious in figure C2. The maximum energy is the same as in the previous case $\epsilon_{tra,ssa,\text{max}} = I_{ssa}^2/\epsilon_0 = 2.5 \cdot 10^{-11} \alpha^2/\gamma_0^4$, which corresponds in the given example to a wavelength in the sub-mm regime.

C3 Remarks

The time dependence of the optical depth implies some interesting features, which are not possible in a steady source.

The general behaviour of the transition energies are rather similar in both cases of $\alpha$. At first the optical depth increases and after reaching the maximum energy (which is the same function in all cases, but depends on the chosen parameters) it begins to decrease, again. For $x \rightarrow \infty$ the source becomes completely optically thin. Hence, in the total SEDs of figure 5 the optically thick part of the synchrotron SED is not visible, since the integration is from zero to infinity.

There are also important differences between the two cases of $\alpha$. For $\alpha > 1$ the increase starts a factor $3\alpha^2$ earlier than in the $\alpha < 1$ case, and the first increase is not as steep. As expected, they are the same beyond $x_c$.

The SSA transition energy could be used as a proxy for the source parameters (e.g., Nalewajko et al. 2014), since in steady-state scenarios the transition energy is constant. However, in the given time-dependent injection scenario the parameters cannot be derived from the transition energy as easily, unless the observation time with respect to the onset of the flare (i.e., particle injection) is known. On the other hand, if the maximum transition energy can be deduced from the data, the parameter space can be significantly reduced, since $\epsilon_{tra,ssa,\text{max}}$ depends only on 2 free parameters (3, if the Doppler factor is taken into account).
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