Asymptotic profiles and singular limits for the viscoelastic damped wave equation with memory of type I
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Abstract

In this paper, we are interested in the Cauchy problem for the viscoelastic damped wave equation with memory of type I. By applying WKB analysis and Fourier analysis, we explain the memory’s influence on dissipative structures and asymptotic profiles of solutions to the model with weighted $L^1$ initial data. Furthermore, concerning standard energy and the solution itself, we establish singular limit relations between the Moore-Gibson-Thompson equation with memory and the viscoelastic damped wave equation with memory.
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1 Introduction

In this paper, we consider the following Cauchy problem for the viscoelastic damped wave equation with memory:

\[
\begin{align*}
\begin{cases}
u_{tt} - \Delta u - \Delta u_t + g \ast \Delta u &= 0, & x \in \mathbb{R}^n, & t > 0, \\
(u, u_t)(0, x) &= (u_0, u_1)(x), & x \in \mathbb{R}^n,
\end{cases}
\end{align*}
\]

(1)

where $g = g(t)$ stands for the time-dependent relaxation function with an exponential decay property such that

\[
g(t) := e^{-\gamma t} \quad \text{with} \quad \gamma > 1,
\]

(2)

which is one of the most relevant cases in the connection with evolution equations with memory, e.g. [15, 37, 13, 34, 9]. Here, the convolution term with respect to the time variable is denoted by

\[
(g \ast \Delta u)(t, x) := \int_0^t g(t - \eta) \Delta u(\eta, x) d\eta.
\]

(3)

According to the classification of memory in [32], the memory shown in (3) is the so-called type I, in which the integral itself suggests the non-locality in time and it somehow leads that the equation remembers information in the past history. Concerning the boundary value problem, the memory effect in semilinear viscoelastic damped wave equations has been investigated by [4, 17, 18] from the viewpoint of the unique existence of global attractors. However, so far to the best of the authors’
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knowledge, the Cauchy problem for the viscoelastic damped wave equation with memory does not
behave studied. We will answer in this paper for some qualitative properties of solutions.

Let us present a historical overview on some results for the linear evolution equations in \( \mathbb{R}^n \),
which are strongly linked with our model and the motivation for us to consider the viscoelastic
damped wave equation with memory.

In recent years, the Cauchy problem for the viscoelastic damped wave equation, namely,
\[
\begin{aligned}
  u_{tt} - \Delta u - \Delta u_t &= 0, & x &\in \mathbb{R}^n, & t &> 0, \\
  (u, u_t)(0, x) &= (u_0, u_1)(x), & x &\in \mathbb{R}^n.
\end{aligned}
\]  
(4)

have caught a lot of attention, where the pioneering work was introduced by [41] more than thirty
years ago. Concerning dissipative structures of the Cauchy problem (4), the author of [42] investi-
gated some \( L^p - L^q \) estimates not necessary on the conjecture line. Later, some \( L^2 - L^2 \) estimates
with additional \( L^1 \) regularity were derived in [24, 8, 12]. For another, carrying suitable weighted \( L^1 \)
data, a series paper [27, 23, 26, 3, 2] derived the diffusion waves type asymptotic profiles of solutions
and optimal estimates in the \( L^2 \) norm. Let us turn to our model (1). We found that by formally
taking \( g(t) \equiv 0 \), the Cauchy problem (1) will immediately become the viscoelastic damped wave
equation (4). However, as describing in [32], the more is not necessarily the better. For example,
[19] observed that the additional memory would destroy exponential stabilities of a damped wave
equation. For this reason, we are interested in the influence of memory on some qualitative prop-
erties of solutions to the viscoelastic damped wave equation, especially, dissipative structures and
asymptotic profiles. But the study of our model (1) is not a simple generalization of the study of
the memoryless model (4) because the additional memory term will arise some difficulties when we
employed Fourier analysis and energy method.

Next, we turn to a related model to the Cauchy problem (1). Let us introduce the Cauchy
problem for the Moore-Gibson-Thompson (MGT) equation in the dissipative case as follows:
\[
\begin{aligned}
  \tau u_{ttt} + u_{tt} - \Delta u - \Delta u_t + g * \Delta u &= 0, & x &\in \mathbb{R}^n, & t &> 0, \\
  (u, u_t, u_{tt})(0, x) &= (u_0, u_1, u_2)(x), & x &\in \mathbb{R}^n.
\end{aligned}
\]  
(5)

where the thermal relaxation \( \tau \in (0, 1) \) in the view of the physical context of acoustic waves.
The MGT equation mainly describes the wave propagation in viscous thermally relaxing fluids.
Concerning the memoryless case, i.e. \( g(t) \equiv 0 \), the linear MGT equation has been widely studied
in [36, 43, 28, 20, 30, 29, 35, 16, 40, 11, 6, 10] and references therein. Quite recently, some memory
effects in the MGT equation were found in [32, 33, 14, 31, 1, 13, 7, 38, 5], where the relaxation
function \( g(t) \) decays exponentially or was supposed with some general decay properties. If we
formally set \( \tau = 0 \), the MGT equation with memory (5) will automatically shift into our model (1).
Therefore, it seems interesting to study the influence from the thermal relaxation \( \tau \), particularly, the
limit relation of solutions between our model (1) and the MGT equation (5). We should emphasize
that there are a lot of differences between the cases \( \tau > 0 \) and \( \tau = 0 \), for instance, the MGT
equation is a strictly hyperbolic equation (well-posedness for the Cauchy problem is well-studied)
while the viscoelastic damped wave is classified into a 2-evolution equation.

Our first aim in the paper is to understand some qualitative properties of solutions to the
viscoelastic damped wave equation (1) with the exponential decay memory (2). Then, we will
explain dissipative structures of the model by the mean of asymptotic expansions of eigenvalues
in Section 2. Later, thanks to Fourier analysis, asymptotic profiles of solutions in a framework of weighted $L^1$ space will be deduced in Section 3, where optimal estimates of the solution in the $L^2$ norm will be derived. Furthermore, the profiles of the solution itself can be understood as a combination of the diffusion waves and the higher-order diffusion waves.

Regarding the limit case as taking $\tau = 0$ in the Cauchy problem (5), we can formally transfer the MGT equation with memory (5) to the viscoelastic damped wave with memory (1). To study the convergence between their solutions as $\tau \downarrow 0$, we will investigate the singular limit problem in Section 4. We focus on the influence from different assumptions on initial data to the convergence rate with respect to $\tau$, where the singular limit relations for standard energy and the solution itself will be established, respectively. Concerning the singular limit for the solution itself, we will construct some new energies with respect to the integral form of the solution.

**Notation:** We give some notations to be used in this paper. Later, $c$ and $C$ denote some positive constants, which may be changed from line to line. We denote that $f \lesssim g$ if there exists a positive constant $C$ such that $f \leq Cg$ and, analogously, for $f \gtrsim g$. Moreover, $\mathcal{I}$ denotes the identity operator such that $\mathcal{I} : f \rightarrow \mathcal{I} f = f$. Lastly, let us define the some zones for the Fourier space as follows:

\[ \mathcal{I}_{\text{int}}(\varepsilon) := \{ \xi \in \mathbb{R}^n : |\xi| < \varepsilon \ll 1 \}, \]
\[ \mathcal{I}_{\text{bdd}}(\varepsilon, N) := \{ \xi \in \mathbb{R}^n : \varepsilon \leq |\xi| \leq N \}, \]
\[ \mathcal{I}_{\text{ext}}(N) := \{ \xi \in \mathbb{R}^n : |\xi| > N \gg 1 \}. \]

The cut-off functions $\chi_{\text{int}}(\xi), \chi_{\text{bdd}}(\xi), \chi_{\text{ext}}(\xi) \in C^\infty(\mathbb{R}^n)$ having their supports in the zone $\mathcal{I}_{\text{int}}(\varepsilon), \mathcal{I}_{\text{bdd}}(\varepsilon/2, 2N)$ and $\mathcal{I}_{\text{ext}}(N)$, respectively, so that $\chi_{\text{int}}(\xi) + \chi_{\text{bdd}}(\xi) + \chi_{\text{ext}}(\xi) = 1$.

## 2 Asymptotic behavior of solutions

As a matter of fact, we may transfer the integro-differential equation (1) to the first-order (in time) differential coupled system. Although one may apply spectral theory associated with asymptotic analysis to derive asymptotic solution formula to that coupled system, it is still a challenging work to analyze precisely some qualitative properties of the solution itself. In order to overcome this difficulty, we will understand the Cauchy problem (1) according to a higher-order (in time) equation.

With the aim of treating the Cauchy problem (1), we firstly apply the partial Fourier transform with respect to spatial variables such that $\hat{u}(t, \xi) = \mathcal{F}_{x \rightarrow \xi}(u(t, x))$. Thus, the next initial value problem for $|\xi|$-dependent integro-differential equation appears:

\[
\begin{cases}
\hat{u}_{tt} + |\xi|^2\hat{u} + |\xi|^2\hat{u}_t - |\xi|^2g \ast \hat{u} = 0, & \xi \in \mathbb{R}^n, \ t > 0, \\
(\hat{u}, \hat{u}_t)(0, \xi) = (\hat{u}_0, \hat{u}_1)(\xi), & \xi \in \mathbb{R}^n.
\end{cases}
\] (6)

The relaxation function (2) shows that $g(0) = 1$, $g'(t) = -\gamma g(t)$ and, consequently,

\[
\frac{d}{dt} (-|\xi|^2g \ast \hat{u}) = -|\xi|^2\hat{u} + \gamma|\xi|^2g \ast \hat{u}.
\] (7)
We found that the solution \( \hat{u} = \hat{u}(t, \xi) \) to the initial value problem

\[
\begin{dcarray}
\left( \frac{d}{dt} + \gamma J \right) (\hat{u}_{tt} + |\xi|^2 \hat{u} + |\xi|^2 \hat{u}_t - |\xi|^2 g \ast \hat{u}) = 0, \quad \xi \in \mathbb{R}^n, \quad t > 0, \\
(\hat{u}, \hat{u}_t, \hat{u}_{tt})(0, \xi) = (\hat{u}_0, \hat{u}_1, \hat{u}_2)(\xi), \quad \xi \in \mathbb{R}^n,
\end{dcarray}
\]  

(8)
equipping \( \hat{u}_2(\xi) := -|\xi|^2 (\hat{u}_0(\xi) + \hat{u}_1(\xi)) \), is exactly the solution to the initial value problem (6). This statement can be proved by multiplying the equation in (8) by \( e^{\gamma t} \) and integrating the resultant equation over \([0, t]\). In other words, with the help of (7), we will study the qualitative properties of solutions to (1) by considering the next third-order initial value problem:

\[
\begin{dcarray}
\hat{u}_{ttt} + (|\xi|^2 + \gamma) \hat{u}_{tt} + (1 + \gamma)|\xi|^2 \hat{u}_t + (\gamma - 1)|\xi|^2 \hat{u} = 0, \quad \xi \in \mathbb{R}^n, \quad t > 0, \\
(\hat{u}, \hat{u}_t, \hat{u}_{tt})(0, \xi) = (\hat{u}_0, \hat{u}_1, \hat{u}_2)(\xi), \quad \xi \in \mathbb{R}^n.
\end{dcarray}
\]  

(9)

### 2.1 Asymptotic expansions of eigenvalues

One may found that the characteristic equation to the equation in the initial value problem (9) is given by

\[
\lambda^3 + (|\xi|^2 + \gamma)\lambda^2 + (1 + \gamma)|\xi|^2 \lambda + (\gamma - 1)|\xi|^2 = 0,
\]  

(10)
whose roots can be written by \( \lambda_j = \lambda_j(|\xi|) \) with \( j = 1, 2, 3 \). Although Cardano’s formula is effective to solve a cubic equation explicitly, it seems a challenging work to analyze the behavior of solutions by using these roots of complex forms. To overcome this difficulty, we will apply asymptotic expansions of eigenvalues for \( \xi \in \mathcal{X}_{\text{int}}(\varepsilon) \) as well as \( \xi \in \mathcal{X}_{\text{ext}}(N) \), respectively.

Let us explain nature of the roots of the cubic equation (10). The corresponding discriminant \( \Delta_{\text{Cub}} \) is given by

\[
\Delta_{\text{Cub}} = |\xi|^4 \left((\gamma^2 - 2\gamma + 5)|\xi|^6 - 2(\gamma^3 + \gamma^2 - \gamma + 11)|\xi|^4
+ (\gamma^4 + 8\gamma^3 - 14\gamma^2 + 36\gamma - 27)|\xi|^2 - 4\gamma^3(\gamma - 1)\right).
\]

For one thing, concerning \( \xi \in \mathcal{X}_{\text{int}}(\varepsilon) \) with \( \varepsilon \ll 1 \), due to \( -\gamma^3(\gamma - 1) < 0 \) for all \( \gamma > 1 \), we conclude \( \Delta_{\text{Cub}} < 0 \). For another, concerning \( \xi \in \mathcal{X}_{\text{ext}}(N) \) with \( N \gg 1 \), due to \( \gamma^2 - 2\gamma + 5 > 0 \) for all \( \gamma > 1 \), we claim \( \Delta_{\text{Cub}} > 0 \). It means that for small frequencies, the cubic equation (10) has one real root and two non-real complex conjecture roots, while for large frequencies, the cubic equation (10) has three distinct real roots. Finally, the case for multiple roots, i.e. \( \Delta_{\text{Cub}} = 0 \), appears when \( \xi \in \mathcal{X}_{\text{bdd}}(\varepsilon, N) \) only.

### Part 1. Asymptotic expansions for small frequencies

We derive the eigenvalues \( \lambda_j(|\xi|) \) with \( j = 1, 2, 3 \) owing the asymptotic expansions for \( \xi \in \mathcal{X}_{\text{int}}(\varepsilon) \) such that

\[
\lambda_j(|\xi|) = \lambda_j^{(0)} + \lambda_j^{(1)}|\xi| + \lambda_j^{(2)}|\xi|^2 + \lambda_j^{(3)}|\xi|^3 + \cdots,
\]  

(11)
where the coefficients \( \lambda_j^{(k)} \in \mathbb{C} \) for all \( k \in \mathbb{N}_0 \). Let us plug (11) into (10) and process lengthy but
straightforward calculations, until different characteristic roots appear. Consequently, we have
\[
\lambda_{1,2}(\xi|) = \pm i \sqrt{\frac{\gamma - 1}{\gamma}} |\xi| - \frac{\gamma^2 + 1}{2\gamma^2} |\xi|^2 + O(|\xi|^3),
\]
\[
\lambda_3(|\xi|) = -\gamma + \frac{1}{\gamma^2} |\xi|^2 + O(|\xi|^3),
\]
with \(\xi \in \mathcal{I}_{\text{int}}(\varepsilon)\). Here, \(\gamma > 1\) was used. Particularly, formally taking \(\gamma \to \infty\), the principal parts of \(\lambda_1(|\xi|)\) and \(\lambda_2(|\xi|)\) correspond to those for the viscoelastic damped wave equation without memory (see [12, 23]).

**Part 2. Asymptotic expansions for large frequencies**

In the case \(\xi \in \mathcal{I}_{\text{ext}}(N)\), the eigenvalues have the asymptotic expansions such that
\[
\lambda_j(|\xi|) = \tilde{\lambda}_j^{(0)} |\xi|^2 + \tilde{\lambda}_j^{(1)} |\xi| + \tilde{\lambda}_j^{(2)} |\xi|^{-1} + \cdots,
\]
where the coefficients \(\tilde{\lambda}_j^{(k)} \in \mathbb{C}\) for all \(k \in \mathbb{N}_0\). By substituting (12) into (10), we may arrive at
\[
\lambda_{1,2}(\xi|) = -\frac{1 + \gamma \pm \sqrt{(1 + \gamma)^2 - 4(\gamma - 1)}}{2} + O(|\xi|^{-1}),
\]
\[
\lambda_3(|\xi|) = -|\xi|^2 + 1 + O(|\xi|^{-1}),
\]
with \(\xi \in \mathcal{I}_{\text{ext}}(N)\). Particularly, formally taking \(\gamma \to \infty\), the principal parts of eigenvalues \(\lambda_2(|\xi|)\) and \(\lambda_3(|\xi|)\) for \(\xi \in \mathcal{I}_{\text{ext}}(N)\) correspond to those for the viscoelastic damped wave equation without memory (see [12, 23]), where we applied
\[
\lim_{\gamma \to \infty} \frac{1 + \gamma - \sqrt{(1 + \gamma)^2 - 4(\gamma - 1)}}{2} = \lim_{\gamma \to \infty} \frac{2(\gamma - 1)}{1 + \gamma + \sqrt{(1 + \gamma)^2 - 4(\gamma - 1)}} = 1.
\]

**Part 3. Stability of eigenvalues for bounded frequencies**

Considering frequencies localizing in the bounded zone \(\mathcal{I}_{\text{bd}}(\varepsilon, N)\), we claim that \(\text{Re } \lambda_j(|\xi|) < 0\) for all \(j = 1, 2, 3\). Let us prove this assertion by a contradiction argument. Let us assume there is a nontrivial root \(\lambda = id\) to the characteristic equation (10). Namely,
\[-(|\xi|^2 + \gamma)d^2 + (\gamma - 1)|\xi|^2 = 0 \quad \text{and} \quad -id(d^2 - (1 + \gamma)|\xi|^2) = 0.
\]
Due to \(d \neq 0\), they yield a contradiction immediately. Hence, there does not exist any pure imaginary roots to the cubic equation (10). According to the compactness of the bounded zone \(\mathcal{I}_{\text{bd}}(\varepsilon, N)\) and the continuity of the eigenvalues \(\lambda_j(|\xi|)\), we are able to assert that
\[
\text{Re } \lambda_j(|\xi|) < 0 \quad \text{for } j = 1, 2, 3
\]
(13) due to \(\text{Re } \lambda_j(|\xi|) < 0\) for \(j = 1, 2, 3\) and \(\xi \in \mathcal{I}_{\text{int}}(\varepsilon) \cup \mathcal{I}_{\text{ext}}(N)\).

**2.2 Pointwise estimates in the Fourier space**

In the last subsection, we have obtained some asymptotic behaviors and stabilities of eigenvalues in different zones, which bring some useful tools for us to derive some representations of solutions.
According to Part 1 and Part 2 in the above discussions, we may observe that the pairwise distinct eigenvalues appear for \( \xi \in \mathcal{F}_{\text{int}}(\varepsilon) \cup \mathcal{F}_{\text{ext}}(N) \). For this reason, by making use of the representation for initial data \( \hat{u}_2(\xi) \), the solution to (9) can be represented by

\[
\hat{u}(t, \xi) = \hat{K}_0(t, |\xi|)\hat{u}_0(\xi) + \hat{K}_1(t, |\xi|)\hat{u}_1(\xi),
\]

where the kernels are

\[
\hat{K}_0(t, |\xi|) := \sum_{j=1,2,3} \frac{\prod_{k=1,2,3, k \neq j} \lambda_k(|\xi|) - |\xi|^2}{\prod_{k=1,2,3, k \neq j} (\lambda_j(|\xi|) - \lambda_k(|\xi|))} e^{\lambda_j(|\xi|) t},
\]

\[
\hat{K}_1(t, |\xi|) := \sum_{j=1,2,3} \frac{-\sum_{k=1,2,3, k \neq j} \lambda_k(|\xi|) - |\xi|^2}{\prod_{k=1,2,3, k \neq j} (\lambda_j(|\xi|) - \lambda_k(|\xi|))} e^{\lambda_j(|\xi|) t}.
\]

**Remark 2.1.** If one is interested in a general assumption for the relaxation function \( g(t) \) such that

\[
g(t) > 0 \quad \text{and} \quad g'(t) \leq -\tilde{c} g(t) \quad \text{for any} \quad t \geq 0,
\]

we cannot derive the representation of solutions by following the same approach as the above discussion. At this time, one may apply the Laplace transform with respect to the time variable \( \mathcal{L}_{t \rightarrow m}(\hat{u})(m, \xi) = \mathcal{L}_{t \rightarrow m}(\hat{u}(t, \xi)) \). By this way, we get

\[
\hat{K}_m(t, |\xi|) = \mathcal{L}_{m \rightarrow t}^{-1} \left( \frac{m + |\xi|^2}{(m + 1)|\xi|^2 + m^2 - |\xi|^2 \mathcal{L}(g)(m)} \right),
\]

\[
\hat{K}_1(t, |\xi|) = \mathcal{L}_{m \rightarrow t}^{-1} \left( \frac{1}{(m + 1)|\xi|^2 + m^2 - |\xi|^2 \mathcal{L}(g)(m)} \right).
\]

Setting \( \mathcal{F}_0(m; |\xi|) := (m + 1)|\xi|^2 + m^2 - |\xi|^2 \mathcal{L}(g)(m) \) with \( m \in \mathbb{C} \), we find that \( (m + |\xi|^2)/\mathcal{F}_0(m; |\xi|) \) and \( 1/\mathcal{F}_0(m; |\xi|) \) are analytic in the range

\[
\mathbb{D} := \left\{ m \in \mathbb{C} : \Re m > \max \left\{ \frac{-(\tilde{c} + 1) + \sqrt{(\tilde{c} - 1)^2 + 4 g(0)}}{2}, 0 \right\} \right\}.
\]

Moreover, due to the assumption (15), if \( \Re m > -\tilde{c} \), there exists \( \mathcal{L}(g)(m) \), where we used

\[
|\mathcal{L}(g)(m)| \leq \frac{g(0)}{\Re m + \tilde{c}}.
\]

Finally, by following the similar procedure to those in Section 2.1 in [34], the existences of \( \hat{K}_0(t, |\xi|) \) and \( \hat{K}_1(t, |\xi|) \) can be proved.

It is well-known that dissipative properties can be characterized by pointwise estimates in the Fourier space. Let us introduce some useful pointwise estimates on \( |\hat{u}(t, \xi)| \) and \( |\hat{u}_t(t, \xi)| \), respectively.

**Proposition 2.1.** The solution \( \hat{u} = \hat{u}(t, \xi) \) to the initial value problem (9) with the relaxation function (2) fulfills the following estimates:

\[
\chi_{\text{int}}(\xi)|\hat{u}(t, \xi)| \lesssim \chi_{\text{int}}(\xi) \left( (|\cos(\gamma|\xi|)| + |\xi|) |\sin(\gamma|\xi|)| |e^{-\frac{\gamma^2 c + 1}{2\gamma^2 t}|\xi|^2t} + |\xi|^2 e^{-\gamma t}) \right) |\hat{u}_0(\xi)|
\]

\[
\quad + \chi_{\text{int}}(\xi) \left( (|\xi|^2 |\cos(\gamma|\xi|)| + \frac{|\sin(\gamma|\xi|)|}{|\xi|}) e^{-\frac{\gamma^2 c + 1}{2\gamma^2 t}|\xi|^2t} + |\xi|^2 e^{-\gamma t}) \right) |\hat{u}_1(\xi)|,
\]

(16)
where \( \tilde{\gamma} := \sqrt{(\gamma - 1)/\gamma} > 0 \), and
\[
\chi_{\text{ext}}(\xi)|\hat{u}(t, \xi)| \lesssim \chi_{\text{ext}}(\xi) \left( e^{-ct} + \frac{1}{|\xi|^2} e^{-|\xi|^2 t} \right) |\hat{u}_0(\xi)| + \chi_{\text{ext}}(\xi) \frac{1}{|\xi|^2} \left( e^{-ct} + e^{-|\xi|^2 t} \right) |\hat{u}_1(\xi)|,
\]
(17)

moreover, it holds that
\[
\chi_{\text{bdd}}(\xi)|\hat{u}(t, \xi)| \lesssim \chi_{\text{bdd}}(\xi)e^{-ct}(|u_0(\xi)| + |u_1(\xi)|)
\]
(18)

for some constants \( c > 0 \).

**Proof.** We will divide the proof into three parts with respect to the size of frequencies.

**Part 1: Estimates of solutions for small frequencies**

By using the result of asymptotic expansions of eigenvalues, we may derive for \( \xi \in \chi_{\text{int}}(\varepsilon) \) that
\[
\tilde{K}_0(t, |\xi|) = \tilde{K}_{0,1}(t, |\xi|) + \tilde{K}_{0,2}(t, |\xi|) + \tilde{K}_{0,3}(t, |\xi|),
\]
where
\[
\tilde{K}_{0,1/2}(t, |\xi|) := \frac{\pm i \sqrt{\gamma(\gamma - 1)}|\xi| + \frac{(\gamma - 1)^2}{2\gamma}|\xi|^2 + O(|\xi|^3)}{\pm 2i \sqrt{\gamma(\gamma - 1)}|\xi| - \frac{2(\gamma - 1)}{\gamma}|\xi|^2 + O(|\xi|^3)} e^{\pm i \frac{1}{\gamma}|\xi|^2 t + O(|\xi|^3) t},
\]
\[
\tilde{K}_{0,3}(t, |\xi|) := \left( \frac{1}{\gamma - \frac{\gamma + 3}{2\gamma}|\xi|^2} + \frac{1}{\gamma - \frac{\gamma + 1}{2\gamma}|\xi|^2} + O(|\xi|^3) \right) e^{-\gamma t + \frac{1}{\gamma}|\xi|^2 t + O(|\xi|^3) t}.
\]

Carrying out some direct computations, one gets
\[
\chi_{\text{int}}(\xi)|\tilde{K}_0(t, |\xi|)| \lesssim \chi_{\text{int}}(\xi) \left( \left| \cos \left( \frac{\sqrt{\gamma - 1}|\xi| t}{\gamma} \right) \right| + |\xi| \left| \sin \left( \frac{\sqrt{\gamma - 1}|\xi| t}{\gamma} \right) \right| \right) e^{-\frac{\gamma + 1}{2\gamma}|\xi|^2 t} + \chi_{\text{int}}(\xi)|\xi|^2 e^{-\gamma t}.
\]

Secondly, we also can decompose the kernel by
\[
\tilde{K}_1(t, |\xi|) = \tilde{K}_{1,1}(t, |\xi|) + \tilde{K}_{1,2}(t, |\xi|) + \tilde{K}_{1,3}(t, |\xi|),
\]
with the following components:
\[
\tilde{K}_{1,1/2}(t, |\xi|) := \frac{\gamma \pm i \frac{\sqrt{\gamma - 1}|\xi| - \frac{\gamma + 1}{2\gamma}}{2|\xi|^2 + O(|\xi|^3)}}{\pm 2i \sqrt{\gamma(\gamma - 1)}|\xi| - \frac{2(\gamma - 1)}{\gamma}|\xi|^2 + O(|\xi|^3)} e^{\pm i \frac{1}{\gamma}|\xi|^2 t + O(|\xi|^3) t},
\]
\[
\tilde{K}_{1,3}(t, |\xi|) := \left( \frac{1}{\gamma - \frac{\gamma + 3}{2\gamma}|\xi|^2} + \frac{1}{\gamma - \frac{\gamma + 1}{2\gamma}|\xi|^2} + O(|\xi|^3) \right) e^{-\gamma t + \frac{1}{\gamma}|\xi|^2 t + O(|\xi|^3) t}.
\]

Thus, the estimate holds
\[
\chi_{\text{int}}(\xi)|\tilde{K}_1(t, |\xi|)| \lesssim \chi_{\text{int}}(\xi) \left( |\xi|^2 \left| \cos \left( \frac{\sqrt{\gamma - 1}|\xi| t}{\gamma} \right) \right| + \left| \sin \left( \frac{\sqrt{\gamma - 1}|\xi| t}{\gamma} \right) \right| \right) e^{-\frac{\gamma + 1}{2\gamma}|\xi|^2 t} + \chi_{\text{int}}(\xi)|\xi|^2 e^{-\gamma t}.
\]

Finally, by applying the representation (14), we arrive at (16).
Part 2: Estimates of solutions for large frequencies

At this time, the principal parts of the eigenvalues are real number. For this reason, we may easy to deduce the following estimates:

$$\chi_{\text{ext}}(\xi)|\tilde{K}_0(t,|\xi|)| \lesssim \chi_{\text{ext}}(\xi) \left( e^{-\frac{1+\gamma+\sqrt{(1+\gamma)^2-4(\gamma-1)}}{2}t} + e^{-\frac{1+\gamma-\sqrt{(1+\gamma)^2-4(\gamma-1)}}{2}t} + \frac{1}{|\xi|^2} e^{-|\xi|^2 t} \right),$$

$$\chi_{\text{ext}}(\xi)|\tilde{K}_1(t,|\xi|)| \lesssim \chi_{\text{ext}}(\xi) \left( e^{-\frac{1+\gamma+\sqrt{(1+\gamma)^2-4(\gamma-1)}}{2}t} + e^{-\frac{1+\gamma-\sqrt{(1+\gamma)^2-4(\gamma-1)}}{2}t} + e^{-|\xi|^2 t} \right).$$

Again, combining the above two estimates with (14), we get our desired estimate (17).

Part 3: Estimates of solutions for bounded frequencies

According to our conclusion (13) and the fact that $\varepsilon < |\xi| < N$, in the cases for multiple root or non-multiple root, we can estimate

$$\chi_{\text{bdd}}(\xi)|\tilde{K}_0(t,|\xi|)| + \chi_{\text{bdd}}(\xi)|\tilde{K}_1(t,|\xi|)| \lesssim \chi_{\text{bdd}}(\xi) e^{-ct}$$

for some positive constants $c$. It allows us complete the proof. \qed

Proposition 2.2. The solution $\hat{u} = \hat{u}(t,\xi)$ to the initial value problem (9) with the relaxation function (2) fulfills the following estimates:

$$\chi_{\text{int}}(\xi)|\hat{u}_t(t,\xi)| \lesssim \chi_{\text{int}}(\xi) \left( |\xi|^2 \left| \frac{\sin(\tilde{\gamma} |\xi| t)}{\tilde{\gamma} |\xi| t} \right| + |\xi| |\sin(\tilde{\gamma} |\xi| t)| \right) e^{-\frac{2}{2\tilde{\gamma}} |\xi|^2 t} + |\xi|^2 e^{-\gamma t} |\hat{u}_0(\xi)|$$

$$+ \chi_{\text{int}}(\xi) \left( |\cos(\tilde{\gamma} |\xi| t)| + |\xi|^3 |\sin(\tilde{\gamma} |\xi| t)| \right) e^{-\frac{2}{2\tilde{\gamma}} |\xi|^2 t} + |\xi|^2 e^{-\gamma t} |\hat{u}_1(\xi)|,$$

where $\tilde{\gamma} := \sqrt{(\gamma - 1)/\gamma} > 0$, and

$$\chi_{\text{ext}}(\xi)|\hat{u}_t(t,\xi)| \lesssim \chi_{\text{ext}}(\xi) \left( e^{-ct} + e^{-|\xi|^2 t} \right) |\hat{u}_0(\xi)| + \chi_{\text{ext}}(\xi) \frac{1}{|\xi|^2} \left( e^{-ct} + |\xi|^2 e^{-|\xi|^2 t} \right) |\hat{u}_1(\xi)|,$$

moreover, it holds that

$$\chi_{\text{bdd}}(\xi)|\hat{u}_t(t,\xi)| \lesssim \chi_{\text{bdd}}(\xi) e^{-ct} (|u_0(\xi)| + |u_1(\xi)|)$$

for some constants $c > 0$.

Proof. By following the similar procedures to those in Proposition 2.1 and using

$$\partial_t \tilde{K}_j(t,|\xi|) = \sum_{k=1,2,3} \lambda_k(|\xi|) \tilde{K}_{j,k}(t,|\xi|)$$

for $j = 0, 1$, the desired estimates can be proved. \qed

3 Asymptotic profiles in a framework of weighted $L^1$ space

In this section, we will study asymptotic profiles of solutions to the viscoelastic damped wave equation (1) with weighted $L^1$ data, where, the weighted $L^1$ space is defined by

$$L^{1,1}(\mathbb{R}^n) := \left\{ f \in L^1(\mathbb{R}^n) : \|f\|_{L^{1,1}(\mathbb{R}^n)} := \int_{\mathbb{R}^n} (1 + |x|)|f(x)| dx < \infty \right\}.$$
Moreover, the notation of integral for a function is \( P_f := \int_{\mathbb{R}^n} f(x)dx \). Therefore, one observes that
\[
|P_f| \leq \int_{\mathbb{R}^n} |f(x)|dx \leq \|f\|_{L^1(\mathbb{R}^n)}.
\]

Precisely, we will deduce some estimates of upper bounds for solutions in Subsection 3.1 firstly. To show the optimality of the derived result, by using Fourier analysis, we estimate lower bounds for solution in Subsection 3.2. In the procedure, the second-order expansion of the solution to the Cauchy problem (1) will be given.

3.1 Estimates of upper bounds for solutions

Before deducing some estimates of solutions, let us introduce some useful estimates in the \( L^2 \) norm, whose proof can be found in Theorem 2.2 of [10].

**Lemma 3.1.** Let \( s \geq 0, \gamma > 1 \) and \( \tilde{\gamma} > 0 \). The following estimates hold:
\[
\left\| \chi_{\text{int}}(\xi)|\xi|^s \cos(\tilde{\gamma}|\xi|t)|e^{-\frac{\gamma^2}{2} \xi^2}|\right\|_{L^2(\mathbb{R}^n)} \lesssim (1 + t)^{-\frac{\tilde{\gamma}}{2} - \frac{n}{2}},
\]
\[
\left\| \chi_{\text{int}}(\xi)|\xi|^{s-1} \sin(\tilde{\gamma}|\xi|t)|e^{-\frac{\gamma^2}{2} \xi^2}|\right\|_{L^2(\mathbb{R}^n)} \lesssim \mathcal{G}(t; s, n),
\]
where the time-dependent function is defined by
\[
\mathcal{G}(t; s, n) := \begin{cases} (1 + t)^{1-s-\frac{n}{2}} & \text{if } 2s + n < 2, \\ (\ln(e + t))^{\frac{1}{2}} & \text{if } 2s + n = 2, \\ (1 + t)^{1-\frac{\gamma}{2} - \frac{n}{2}} & \text{if } 2 < 2s + n < 3, \\ (1 + t)^{\frac{\gamma}{2} - \frac{\tilde{\gamma}}{2} - \frac{n}{2}} & \text{if } 2s + n \geq 3. \end{cases}
\]

**Remark 3.1.** Indeed, the first three cases in the function \( \mathcal{G}(t; s, n) \) consider the lower dimensions only. To be specific, the first case includes \( n = 1 \) with \( s \in (0, 1/2) \); the second case includes \( n = 1 \) with \( s = 1/2 \) and \( n = 2 \) with \( s = 0 \); the third case includes \( n = 1 \) with \( s \in (1/2, 1) \) and \( n = 2 \) with \( s \in (0, 1/2) \). The main reason for the consideration of these cases is the singularities for the integral
\[
\int_0^\varepsilon y^{2s+n-3} |\sin(yt)|^2 e^{-yt} dy
\]
for \( 2s + n - 3 < 0 \) as \( y \downarrow 0 \).

**Theorem 3.1.** Let us assume
\[
(u_0, u_1) \in \mathcal{D}_s(\mathbb{R}^n) := \left( H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n) \right) \times \left( H^{\max\{s-2,0\}}(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n) \right),
\]
with \( s \geq 0 \). Then, the solution \( u = u(t, x) \) to the Cauchy problem (1) with the relaxation function (2) fulfills the following estimates:
\[
\|D|^s u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim (1 + t)^{-\frac{s+1}{\gamma} - \frac{n}{2}} \|u_0\|_{H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{s}{\gamma} - \frac{n}{2}} |P_{u_0}| \\
+ (1 + t)^{-\frac{s}{\gamma} - \frac{n}{2}} \|u_1\|_{H^{\max\{s-2,0\}}(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + \mathcal{G}(t; s, n) |P_{u_1}|.
\]
Remark 3.2. Providing that $|P_{u_0}| = |P_u| = 0$, e.g. $u_0(x)$ and $u_1(x)$ are odd functions with respect to $x_n$, then we can improve the decay estimates in Theorem 3.1 by
\[
\| D^s u(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim (1 + t)^{-\frac{s+1}{2} - \frac{\alpha}{2}} \| u_0 \|_{H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} \| u_1 \|_{H^{\max\{s-2,0\}}(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}
\]
for any $s \geq 0$ and $n \geq 1$.

Remark 3.3. Actually, the additional memory term $g * \Delta u$ with an exponential decay relaxation function (2) does not influence on the dissipative structure of the viscoelastic damped wave equation. Especially, the estimate of the solution itself stated in Theorem 3.1 with $s = 0$ is the same as those in the recent paper [23].

Proof. To begin with the estimate, we apply Lemma 2.1 from [22] and Proposition 2.1 for $\xi \in \mathfrak{X}_{\text{int}}(\varepsilon)$ to investigate
\[
\begin{align*}
\chi_{\text{int}}(\xi)|\xi|^s \hat{u}(t, \xi) & \lesssim \chi_{\text{int}}(\xi) \left( |\xi|^{s+1} \cos(\tilde{\gamma}|\xi|t) + |\xi|^{s+1} \sin(\tilde{\gamma}|\xi|t) \right) e^{-\frac{s+1}{2} |\xi|^2 t} \| u_0 \|_{L^{1,1}(\mathbb{R}^n)} \\
+ & \chi_{\text{int}}(\xi) \left( |\xi|^s \cos(\tilde{\gamma}|\xi|t) + |\xi|^{s+1} \sin(\tilde{\gamma}|\xi|t) \right) e^{-\frac{s+1}{2} |\xi|^2 t} |P_{u_0}| \\
+ & \chi_{\text{int}}(\xi) \left( |\xi|^{s+3} \cos(\tilde{\gamma}|\xi|t) + |\xi|^{s+1} \sin(\tilde{\gamma}|\xi|t) \right) e^{-\frac{s+1}{2} |\xi|^2 t} |u_1|_{L^{1,1}(\mathbb{R}^n)} \\
+ & e^{-\gamma t} \left( \| u_0 \|_{L^{1,1}(\mathbb{R}^n)} + |P_{u_0}| + \| u_1 \|_{L^{1,1}(\mathbb{R}^n)} + |P_{u_1}| \right).
\end{align*}
\]
Then, taking account of Lemma 3.1 and Hölder’s inequality, we obtain
\[
\begin{align*}
\| \chi_{\text{int}}(D) D^s u(t, \cdot) \|_{L^2(\mathbb{R}^n)} & \lesssim (1 + t)^{-\frac{s+1}{2} - \frac{\alpha}{2}} \| u_0 \|_{L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} |P_{u_0}| \\
+ & (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} \| u_1 \|_{L^{1,1}(\mathbb{R}^n)} + G(t; s, n) |P_{u_1}| \\
& \lesssim (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} \| u_0 \|_{L^{1,1}(\mathbb{R}^n)} + G(t; s, n) \| u_1 \|_{L^{1,1}(\mathbb{R}^n)}.
\end{align*}
\]
(20)
Next, considering the estimates for large frequencies, one has
\[
\chi_{\text{ext}}(\xi)|\xi|^s \hat{u}(t, \xi) \lesssim \chi_{\text{ext}}(\xi)e^{-ct} \left( |\xi|^s \hat{u}_0(\xi) + |\xi|^{s-2} \hat{u}_1(\xi) \right),
\]
which implies immediately
\[
\| \chi_{\text{ext}}(D) D^s u(t, \cdot) \|_{L^2(\mathbb{R}^n)} \lesssim e^{-ct} \| u_0 \|_{H^s(\mathbb{R}^n)} + e^{-ct} \| u_1 \|_{H^{s-2}(\mathbb{R}^n)}.
\]
Particularly, it holds $H^{s-2}(\mathbb{R}^n) \subseteq H^{\max\{s-2,0\}}(\mathbb{R}^n)$ for any $s \geq 0$. Finally, from the derived estimate (18), an exponential decay estimate can be found by assuming $L^2$ regularity for initial data. Thus, the proof is complete.

By processing the similar computation to the Theorem 3.1, we can prove the next result.

Theorem 3.2. Let us assume
\[
(u_0, u_1) \in \widetilde{\mathfrak{D}}_a(\mathbb{R}^n) := (H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)) \times (H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)),
\]
with $s \geq 0$. Then, the derivative of the solution $u = u(t, x)$ to the Cauchy problem (1) with the relaxation function (2) fulfills the following estimates:
\[
\begin{align*}
\| D^s u(t, \cdot) \|_{L^2(\mathbb{R}^n)} & \lesssim (1 + t)^{-\frac{s+1}{2} - \frac{\alpha}{4}} \| u_0 \|_{H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} |P_{u_0}| \\
+ & (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} \| u_1 \|_{H^s(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{s}{2} - \frac{\alpha}{4}} |P_{u_1}|.
\end{align*}
\]
Remark 3.4. Indeed, the existence result can be shown by the next way: if we assume \((u_0, u_1) \in H^{s+2}(\mathbb{R}^n) \times H^s(\mathbb{R}^n)\) for any \(s \geq 0\), then there exists a unique determine Sobolev solution to the Cauchy problem (1) such that

\[
u \in \mathcal{C}([0, T], H^{s+2}(\mathbb{R}^n)) \cap \mathcal{C}^1([0, T], H^s(\mathbb{R}^n))
\]

for any \(T > 0\). To prove this statement, we divide it into two steps. For one thing, by using Proposition 2.1 and 2.2, it holds that

\[
\hat{u} \in L^\infty([0, T], L^{2,s+2}(\mathbb{R}^n)) \quad \text{and} \quad \hat{u}_t \in L^\infty([0, T], L^{2,s}(\mathbb{R}^n)),
\]

in which \(\hat{f} \in L^2(\mathbb{R}^n)\) means \(|\xi|^s \hat{f} \in L^2(\mathbb{R}^n)\). For another, to show the continuity with respect to the time variable, we need to verify

\[
\lim_{t_1 \to t_2} \|\hat{u}(t_1, \cdot) - \hat{u}(t_2, \cdot)\|_{L^{2,s+2}(\mathbb{R}^n)} = 0 \quad \text{and} \quad \lim_{t_1 \to t_2} \|\hat{u}_t(t_1, \cdot) - \hat{u}_t(t_2, \cdot)\|_{L^{2,s}(\mathbb{R}^n)} = 0
\]

for \(t_1, t_2 \in [0, T]\). At this time, we may complete the proof by using mean value theorem. For example, from (14) combined with mean value theorem for \(t_0 \in (t_1, t_2)\), we get

\[
\left| \hat{K}_0(t_0, |\xi|) - \hat{K}_0(t_1, |\xi|) \right| \leq |t_1 - t_2| \sum_{j=1,2,3} \left| \prod_{k=1,2,3, k \neq j} \lambda_k(|\xi|) - |\xi|^2 \right| |\lambda_j(|\xi|)| e^{\lambda_j(|\xi|)t_0}.
\]

To estimate the right-hand sides in the \(L^2\) norm, the procedure is similar to those for estimating \(\hat{u}_t(t, \cdot)\) in the \(L^2\) norm without any technical difficulties. Then, our statement can be verified.

3.2 Estimates of lower bounds for solutions

Let us find the second-order expansion of the solution in the first place, which will contribute to lower bound estimates of the solution. Indeed, the crucial part is the construction of leading terms. We now define the leading terms for the kernels \(\hat{K}_{0,1/2}(t, |\xi|)\) by ignoring the higher-order terms including \(O(|\xi|^3)\) such that

\[
\hat{J}_{0,1/2}(t, |\xi|) := \frac{\pm i \sqrt{\gamma (\gamma - 1)} + \frac{(\gamma - 1)^2}{2\gamma} |\xi|}{\pm 2i \sqrt{\gamma (\gamma - 1)} - \frac{2(\gamma - 1)}{\gamma} |\xi|} e^{\pm i \sqrt{\frac{2}{\gamma} |\xi| t - \frac{2}{\gamma} |\xi|^2 t}},
\]

and analogously for the kernels \(\hat{K}_{1,1/2}(t, |\xi|)\) such that

\[
\hat{J}_{1,1/2}(t, |\xi|) := \frac{\gamma + i \sqrt{\frac{2}{\gamma} |\xi| - \frac{2}{\gamma} |\xi|^2}}{\pm 2i \sqrt{\gamma (\gamma - 1)} |\xi| - \frac{2(\gamma - 1)}{\gamma} |\xi|^2} e^{i \sqrt{\frac{2}{\gamma} |\xi| t - \frac{2}{\gamma} |\xi|^2 t}}.
\]

Moreover, we denote the sum of the previous leading terms by

\[
J_j(t, |x|) := \mathcal{F}_{\xi \to x}^{-1} \left( \hat{J}_j(t, |\xi|) \right) := \mathcal{F}_{\xi \to x}^{-1} \left( \hat{J}_{j,1}(t, |\xi|) + \hat{J}_{j,2}(t, |\xi|) \right)
\]

for \(j = 0, 1\).

Speaking about the consideration of leading terms, we omitted the examination of the kernels \(\hat{K}_{0,3}(t, |\xi|)\) as well as \(\hat{K}_{1,3}(t, |\xi|)\) because they just exert a small perturbation in the sense of exponential decay type. In other words, they will not influence on the second-order expansion.

Additionally, to show \(J_0(t, |x|)\) and \(J_1(t, |x|)\) really being the leading terms, we have to derive some error estimates which somehow will provide some gained decay rates. These gained decay rates are strongly related to the generalized diffusion phenomenon (see, for example, [39, 27]).
Theorem 3.3. Let us assume \((u_0, u_1) \in L^{1,1}(\mathbb{R}^n) \times L^{1,1}(\mathbb{R}^n)\). Then, the solution \(u = u(t, x)\) to the Cauchy problem (1) with the relaxation function (2) fulfills the following refined estimates:
\[
\|\chi_{\text{int}}(D)(u(t, \cdot) - (J_0(t, |\cdot|)P_{u_0} + J_1(t, |\cdot|)P_{u_1}))\|_{L^2(\mathbb{R}^n)} \lesssim t^{-\frac{q}{2} - \frac{3}{4}}\|u_0\|_{L^{1,1}(\mathbb{R}^n)} + t^{-\frac{3}{4}}\|u_1\|_{L^{1,1}(\mathbb{R}^n)}
\]
for \(t \gg 1\).

Remark 3.5. Comparing with the estimate (20) with \(s = 0\), we observe that the decay rates stated in Theorem 3.3 have been improved for \(t \gg 1\) if we subtract the functions \(J_0(t, |x|)P_{u_0}\) and \(J_1(t, |x|)P_{u_1}\). Precisely, concerning \(t \gg 1\), the decay rate for \(u_0(x)\) is improved by \(t^{-\frac{q}{2}}\) and the decay rate for \(u_1(x)\) is improved by \(t^{-\frac{q}{2} + \frac{3}{4}}\) if \(n = 1\), \(t^{-\frac{q}{2} + \frac{3}{4} + n\beta}t^{-\frac{1}{4}}\) if \(n = 2\), \(t^{-\frac{q}{2}} + \frac{1}{n\beta} t^{-\frac{3}{4}}\) if \(n \geq 3\). These improvements indeed indicate that \(J_0(t, |x|)P_{u_0} + J_1(t, |x|)P_{u_1}\) approximates to the solution of the viscoelastic damped wave equation with memory in the \(L^2\) norm.

Remark 3.6. Concerning the viscoelastic damped wave equation without memory, namely,
\[
\begin{aligned}
&v_{tt} - \Delta v - \Delta v_t = 0, \quad x \in \mathbb{R}^n, \ t > 0, \\
&(v, v_t)(0, x) = (v_0, v_1)(x), \quad x \in \mathbb{R}^n,
\end{aligned}
\tag{23}
\]
the recent paper [23] found that the asymptotic profile of \(v = v(t, x)\) is related to the diffusion waves. Precisely, the profile of solution to (23) in the \(L^2\) norm can be described by
\[
\mathcal{W}_{\text{diff}}(t, x) := \mathcal{F}^{-1}_{\xi \to x}\left(\cos(|\xi|t)e^{-\frac{|\xi|^2t}{2}}\right)P_{v_0} + \mathcal{F}^{-1}_{\xi \to x}\left(\frac{\sin(|\xi|t)}{|\xi|} e^{-\frac{|\xi|^2t}{2}}\right)P_{v_1}.
\]
However, due to the memory effect generated by \(g*\Delta u\) with the exponential decay relaxation function in (1), the profile of \(u = u(t, x)\) has been changed into a more complex form. Precisely, according to (21) and (22), the profile of solution to (1) in the \(L^2\) norm can be described by
\[
\begin{aligned}
&J_0(t, |x|)P_{u_0} + J_1(t, |x|)P_{u_1} \\
&= \mathcal{F}^{-1}_{\xi \to x}\left(\left(\frac{2\gamma^3 - (\gamma - 1)^2|\xi|^2}{2\gamma^3 + 2(\gamma - 1)|\xi|^2}\cos(\gamma|\xi|t) + \frac{\gamma(\gamma + 1)\sqrt{(\gamma - 1)|\xi|^2}}{2\gamma^3 + 2(\gamma - 1)|\xi|^2}\sin(\gamma|\xi|t)\right)e^{-\frac{\gamma^2 + |\xi|^2}{2\gamma^3}|\xi|^2t}\right)P_{u_0} \\
&+ \mathcal{F}^{-1}_{\xi \to x}\left(\left(\frac{(\gamma^2 + 1)|\xi|^2}{2\gamma^3 + 2(\gamma - 1)|\xi|^2}\cos(\gamma|\xi|t) + \frac{2\gamma^3 - (\gamma - 3)(\gamma + 1)|\xi|^2\sin(\gamma|\xi|t)}{2\gamma^3\gamma + 2(\gamma - 1)|\xi|^2}\right)e^{-\frac{\gamma^2 + |\xi|^2}{2\gamma^3}|\xi|^2t}\right)P_{u_1}.
\end{aligned}
\]
In the view of the asymptotic behaviors, we may find
\[
J_0(t, |x|)P_{u_0} + J_1(t, |x|)P_{u_1} \sim \mathcal{W}_{\text{diff}}(t, x) - \Delta \mathcal{W}_{\text{diff}}(t, x).
\]
It means that the exponential decay memory term provides an additional influence on the profiles of solution, i.e. second-order derivative with respect to spatial variables for the diffusion waves. In fact, the function \(-\Delta \mathcal{W}_{\text{diff}}(t, x)\) also can be understood as the solution to the higher-order diffusion waves. Finally, we conjecture a generalized diffusion phenomenon that for \((u_0, u_1) \in \mathcal{D}_0(\mathbb{R}^n)\) with \(n \geq 1\), it holds that
\[
\lim_{t \to \infty} \left(\left(G(t; 0, n)\right)^{-1} \|u(t, \cdot) - M_1\bar{w}(t, \cdot) - M_2\Delta \bar{w}(t, \cdot)\|_{L^2(\mathbb{R}^n)}\right) = 0,
\]
where $\mathcal{M}_1, \mathcal{M}_2 \in \mathbb{C}^{1 \times 2}$ and $\vec{w} = \vec{w}(t, x)$ is the vector solution to
\[
\vec{w}_t - \frac{\gamma^2 + 1}{2\gamma^2} \text{diag}(1, 1) \Delta \vec{w} + i \sqrt{\frac{\gamma - 1}{\gamma}} \text{diag}(1, -1)(-\Delta)^{1/2} \vec{w} = 0,
\]
with suitable initial data $\vec{w}(0, x) = \vec{w}_0(x)$.

**Proof.** According to the representation of the solution (14), we may observe
\[
\chi_{\text{int}}(\xi) \left| \hat{u}(t, \xi) - \hat{J}_0(t, |\xi|) \hat{u}_0(\xi) - \hat{J}_1(t, |\xi|) \hat{u}_1(\xi) \right| \lesssim \chi_{\text{int}}(\xi) \sum_{j=0,1} |\hat{K}_{j,0}(t, |\xi|) + \hat{K}_{j,1}(t, |\xi|)| |\hat{u}_j(\xi)| + \chi_{\text{int}}(\xi) \sum_{j=0,1} |\hat{K}_{j,2}(t, |\xi|)| |\hat{u}_j(\xi)|.
\]
For one thing, by direct calculations associated with the formulas
\[
\frac{(f_1(|\xi|) + \mathcal{O}(|\xi|^3)) e^{\mathcal{O}(|\xi|^3)t}}{f_2(|\xi|) + \mathcal{O}(|\xi|^3)} - \frac{f_1(|\xi|) f_2(|\xi|) (e^{\mathcal{O}(|\xi|^3)t} - 1) + (f_2(|\xi|) e^{\mathcal{O}(|\xi|^3)t} - f_1(|\xi|)) \mathcal{O}(|\xi|^3)}{(f_2(|\xi|) + \mathcal{O}(|\xi|^3)) t} = \mathcal{O}(|\xi|^3 t) \int_0^t e^{\mathcal{O}(|\xi|^3)s} ds,
\]
we have
\[
\chi_{\text{int}}(\xi) \left| \hat{K}_{0,1/2}(t, |\xi|) - \hat{J}_{0,1/2}(t, |\xi|) \right| \lesssim \chi_{\text{int}}(\xi) e^{-\frac{\gamma^2 + 1}{2\gamma^2} |\xi|^2 t} \left( \mathcal{O}(|\xi|^3) t \int_0^t e^{\mathcal{O}(|\xi|^3)s} ds + \mathcal{O}(|\xi|^2) \right).
\]
Similarly, we obtain
\[
\chi_{\text{int}}(\xi) \left| \hat{K}_{1,1/2}(t, |\xi|) - \hat{J}_{1,1/2}(t, |\xi|) \right| \lesssim \chi_{\text{int}}(\xi) e^{-\frac{\gamma^2 + 1}{2\gamma^2} |\xi|^2 t} \left( \mathcal{O}(|\xi|^2) t \int_0^t e^{\mathcal{O}(|\xi|^3)s} ds + \mathcal{O}(|\xi|) \right).
\]
In other words, we arrive at
\[
\chi_{\text{int}}(\xi) \left| \hat{u}(t, \xi) - \hat{J}_0(t, |\xi|) \hat{u}_0(\xi) - \hat{J}_1(t, |\xi|) \hat{u}_1(\xi) \right| \lesssim \chi_{\text{int}}(\xi) e^{-c|\xi|^2 t} \left( \mathcal{O}(|\xi|^2 t + \mathcal{O}(|\xi|)) \left(|\xi||\hat{u}_0(\xi)| + |\hat{u}_1(\xi)| \right) + \chi_{\text{int}}(\xi) e^{-c t} (|\hat{u}_0(\xi)| + |\hat{u}_1(\xi)|).
\]
Next, initial data can be decomposed by
\[
\hat{u}_j(\xi) = P_{u_j} + A_j(\xi) - iB_j(\xi)
\]
for $j = 0, 1$, where
\[ A_j(\xi) := \int_{\mathbb{R}^n} u_j(x)(1 - \cos(x \cdot \xi))dx \quad \text{and} \quad B_j(\xi) := \int_{\mathbb{R}^n} u_j(x)\sin(x \cdot \xi)dx. \]

According to Lemma 2.2 in [23], one may have
\[ |A_j(\xi)| + |B_j(\xi)| \lesssim |\xi| \|u_j\|_{L^{1,1}(\mathbb{R}^n)} \quad (26) \]
for $j = 0, 1$. It leads to the representation (14) which can be rewritten by
\[ \hat{u}(t, \xi) = \sum_{j=0,1} \left( \widehat{K}_j(t, |\xi|)P_{u_j} + \widehat{K}_j(t, |\xi|)(A_j(\xi) - iB_j(\xi)) \right). \quad (27) \]

By employing (24), (25), (26) and (27), the solution can be estimated by
\[
\|\chi_{\text{int}}(D)(u(t, \cdot) - (J_0(t, |\cdot|)P_{u_0} + J_1(t, |\cdot|)P_{u_1}))\|_{L^2(\mathbb{R}^n)}
\leq \|\chi_{\text{int}}(\xi)\left(\hat{u}(t, \xi) - (\widehat{K}_0(t, |\xi|)P_{u_0} + \widehat{K}_1(t, |\xi|)P_{u_1})\right)\|_{L^2(\mathbb{R}^n)}
\lesssim \|\chi_{\text{int}}(\xi)(|\xi|^3 t + |\xi|^2)e^{-c|\xi|^2t}\|_{L^2(\mathbb{R}^n)} |P_{u_0}| + \|\chi_{\text{int}}(\xi)(|\xi|^2 t + |\xi|)e^{-c|\xi|^2t}\|_{L^2(\mathbb{R}^n)} |P_{u_1}|
+ \sum_{j=0,1} \|\chi_{\text{int}}(\xi)\widehat{K}_j(t, |\xi|)(A_j(\xi) - iB_j(\xi))\|_{L^2(\mathbb{R}^n)}
\lesssim t^{-\frac{3}{4} - \frac{4}{n}} \|u_0\|_{L^{1,1}(\mathbb{R}^n)} + t^{-\frac{3}{4}} \|u_1\|_{L^{1,1}(\mathbb{R}^n)}
\]
for $t \gg 1$, where (19) was applied. The proof is complete. \(\square\)

From Theorem 3.1, in the case $|P_{u_1}| \neq 0$, upper bounds of the solution to the Cauchy problem (1) with the relaxation function (2) can be controlled by
\[ \|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \mathcal{H}(t; n)(u_0, u_1)\|_{\mathcal{S}(\mathbb{R}^n)}, \]
for any $t \gg 1$, where we used (19) and the time-dependent coefficient is
\[ \mathcal{H}(t; n) := \begin{cases} 
  t^\frac{n}{2} & \text{if } n = 1, \\
  (\ln t)^\frac{n}{2} & \text{if } n = 2, \\
  t^{\frac{n}{2} - \frac{4}{4}} & \text{if } n \geq 3.
\end{cases} \]

Here, we should underline that $\mathcal{G}(t; 0, n) \approx \mathcal{H}(t; n)$ for $t \gg 1$. For this reason, the natural question is the optimality of the previous estimate. Namely, sharp lower bound estimates for $\|u(t, \cdot)\|_{L^2(\mathbb{R}^n)}$ as $t \gg 1$. To answer this question, let us recall a useful lemma whose proofs were shown in [23, 26].

**Lemma 3.2.** Let $\gamma > 1$ and $\bar{\gamma} > 0$. The following estimates hold:
\[
\left\| \chi_{\text{int}}(\xi) \cos(\bar{\gamma}|\xi|t)e^{-\frac{\gamma^2+1}{2\gamma^2}|\xi|^2t} \right\|_{L^2(\mathbb{R}^n)} \gtrsim t^{-\frac{n}{4}}, \\
\left\| \chi_{\text{int}}(\xi)|\xi|^{-1}\sin(\bar{\gamma}|\xi|t)e^{-\frac{\gamma^2+1}{2\gamma^2}|\xi|^2t} \right\|_{L^2(\mathbb{R}^n)} \gtrsim \mathcal{H}(t; n),
\]
for any $t \gg 1$. 

Theorem 3.4. Let us assume \((u_0, u_1) \in \mathcal{D}_0(\mathbb{R}^n)\) carrying \(|P_{u_1}| \neq 0\). Then, the solution \(u = u(t, x)\) to the Cauchy problem (1) with the relaxation function (2) fulfills the following estimates:

\[ \mathcal{H}(t; n)|P_{u_1}| \lesssim \|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \mathcal{H}(t; n) \|(u_0, u_1)\|_{\mathcal{D}_0(\mathbb{R}^n)} \]

for any \(t \gg 1\).

Remark 3.7. We observe from Theorem 3.4 that for \(t \gg 1\), the upper bound and lower bound estimates for the solution itself in the \(L^2\) norm are exactly the same provided \(|P_{u_1}| \neq 0\). According to the fact (19), it means that the derived estimates in Theorem 3.4 are optimal for all \(n \geq 1\), i.e. \(\|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \sim \mathcal{H}(t; n)\) provided \(|P_{u_1}| \neq 0\).

Proof. The upper bound estimate for \(\|u(t, \cdot)\|_{L^2(\mathbb{R}^n)}\) is a trivial conclusion from Theorem 3.1. Let us just focus on the lower bound estimate. With the help of the Minkowski inequality, we derive

\[
\|\chi_{\text{int}}(D)u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \geq \|\chi_{\text{int}}(D)J_0(t, \cdot)\|_{L^2(\mathbb{R}^n)}|P_{u_0}| + \|\chi_{\text{int}}(D)J_1(t, \cdot)\|_{L^2(\mathbb{R}^n)}|P_{u_1}| - \|\chi_{\text{int}}(D) (u(t, \cdot) - (J_0(t, \cdot)|P_{u_0} + J_1(t, \cdot)|P_{u_1}))\|_{L^2(\mathbb{R}^n)}.
\]

Concerning the first term on the right-hand side of the above inequality, it is nonnegative. Let us estimate the second term on the right-hand side. Applying the Parseval equality, one derives

\[
\|\chi_{\text{int}}(D)J_1(t, \cdot)\|_{L^2(\mathbb{R}^n)} = \left\|\chi_{\text{int}}(\xi) \left(\hat{J}_{1,1}(t, |\xi|) + \hat{J}_{1,2}(t, |\xi|)\right)\right\|_{L^2(\mathbb{R}^n)} = \left\|\chi_{\text{int}}(\xi) \left(\frac{(\gamma^2 + 1)|\xi|^2}{2\gamma^4 + 2\gamma(\gamma - 1)|\xi|^2} \cos(\tilde{\gamma} |\xi| t)e^{-\frac{\gamma^2 + 1}{2\gamma^4}|\xi|^2 t} \right.ight.

\[\left. + \chi_{\text{int}}(\xi) \frac{2\gamma^3 - (\gamma - 3)(\gamma + 1)|\xi|^2}{2\gamma^3 \tilde{\gamma} + 2(\gamma - 1) \tilde{\gamma} |\xi|^2} \frac{\sin(\tilde{\gamma} |\xi| t)}{|\xi|} e^{-\frac{\gamma^2 + 1}{2\gamma^4}|\xi|^2 t}\right\|_{L^2(\mathbb{R}^n)}.
\]

Thus, by using Lemmas 2.1 and 3.2, it yields

\[
\|\chi_{\text{int}}(D)J_1(t, \cdot)\|_{L^2(\mathbb{R}^n)} \gtrsim \left\|\chi_{\text{int}}(\xi) |\xi|^{-1} \sin(\tilde{\gamma} |\xi| t)e^{-\frac{\gamma^2 + 1}{2\gamma^4}|\xi|^2 t}\right\|_{L^2(\mathbb{R}^n)} - \left\|\chi_{\text{int}}(\xi) |\xi|^2 \cos(\tilde{\gamma} |\xi| t)e^{-\frac{\gamma^2 + 1}{2\gamma^4}|\xi|^2 t}\right\|_{L^2(\mathbb{R}^n)}
\]

\[
\gtrsim \mathcal{H}(t; n) - t^{-1 - \frac{\gamma}{4}} \gtrsim \mathcal{H}(t; n)
\]

for any \(t \gg 1\). Finally, by combining the previous derived inequalities and Theorem 3.3, we claim

\[
\|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \gtrsim \|\chi_{\text{int}}(D)u(t, \cdot)\|_{L^2(\mathbb{R}^n)}
\]

\[
\gtrsim \mathcal{H}(t; n)|P_{u_1}| - \left(t^{-\frac{\gamma}{2} - \frac{\gamma}{4}} \|u_0\|_{L^{1,1}(\mathbb{R}^n)} + t^{-\frac{\gamma}{2}} \|u_1\|_{L^{1,1}(\mathbb{R}^n)}\right)
\]

\[
\gtrsim \mathcal{H}(t; n)|P_{u_1}|
\]

for any \(t \gg 1\), where we used \(\mathcal{H}(t; n) \gg t^{-\frac{\gamma}{4}}\) for large time. So, the proof of the desired theorem is complete. \(\square\)
4 Singular limit problem

We introduce the following Cauchy problem for the singular limit problem for the MGT equation with memory in the dissipative case:

\[
\begin{align*}
\tau v_{\tau,ttt} + v_{\tau,tt} - \Delta v_{\tau} - \Delta v_{\tau,t} + g * \Delta v_{\tau} &= 0, \quad x \in \mathbb{R}^n, \quad t > 0, \\
(v_{\tau}, v_{\tau,t}, v_{\tau,tt})(0, x) &= (v_0, v_1, v_2)(x), \quad x \in \mathbb{R}^n,
\end{align*}
\]

(28)

with \( \tau \in (0, 1) \) and initial data \( v_0(x) = u_0(x), \ v_1(x) = u_1(x) \) chosen in the viscoelastic damped wave equation (1), where the derivative for \( v_{\tau} = v_{\tau}(t, x) \) with respect to the time variable is denoted by \( v_{\tau,t} := \partial_t v_{\tau} \) and similarly for \( v_{\tau,tt} \) as well as \( v_{\tau,ttt} \). The relaxation function \( g = g(t) \) is an exponential decay function defined in (2). Here, we assume \( u_0(x) \) and \( u_1(x) \) are nontrivial simultaneously which are useful to guarantee a nontrivial solution to (1).

We should remark that the well-posedness and some decay properties to the Cauchy problem (28) for each \( \tau \in (0, 1] \) were given by the recent paper [5], in which the ansatz with respect to the auxiliary past history variables plays an important role.

Remark 4.1. Concerning the characteristic equation for the MGT equation (28) with the exponential decay relaxation function (2), we may write down its characteristic equation by following the approach in Section 2 as follows:

\[
\tau \mu^4 + (1 + \tau \gamma) \mu^3 + \left( |\xi|^2 + \gamma \right) \mu^2 + (1 + \gamma) |\xi|^2 \mu + (\gamma - 1) |\xi|^2 = 0.
\]

It has the roots \( \mu_j(\xi) \) for \( j = 1, 2, 3, 4 \), which can be asymptotically expanded as

\[
\mu_{1,2}(\xi) = \pm i \sqrt{\frac{\gamma - 1}{\gamma} \frac{|\xi|}{|\xi|^3}} - \frac{(1 - \tau)(1 + \gamma)^2 + \tau \gamma + 1}{2 \gamma^2} |\xi|^2 + O(|\xi|^3),
\]

\[
\mu_3(\xi) = -\frac{1}{\tau} + O(|\xi|), \quad \mu_4(\xi) = -\gamma + O(|\xi|),
\]

for \( \xi \in \mathbb{Z}_{\text{int}}(\varepsilon) \), and

\[
\mu_{1,2}(\xi) = -\frac{1 + \gamma \pm \sqrt{(1 + \gamma)^2 - 4(\gamma - 1)}}{2} + O(|\xi|^{-1}),
\]

\[
\mu_{3,4}(\xi) = \pm i \sqrt{\frac{1}{\tau} \frac{|\xi|}{|\xi|^3}} - \frac{1 - \frac{\tau}{2}}{\tau} + O(|\xi|^{-1}),
\]

for \( \xi \in \mathbb{Z}_{\text{ext}}(N) \). Comparing the results in Section 2 with the above asymptotic behaviors, we may conjecture the dissipative properties for the viscoelastic damped wave (1) and the MGT equation (28) are similar if the memory term owns the exponential decay relaxation function.

Our aim in this section is to understand the convergence of solutions for the MGT equation in the dissipative case (28) to those for the viscoelastic damped wave equation (1) as \( \tau \downarrow 0 \). In particular, we are interested in the rate of convergence under different assumptions of initial data and different norms.
4.1 Singular limit relation on standard energy

First of all, we act \( \tau \partial_t \) on the equation in (1) and then add the resultant with the equation itself. Consequently, a kind of inhomogeneous MGT equation comes as follows:

\[
\tau u_{ttt} + u_{tt} - \Delta u - \Delta u_t + g * \Delta u = F(u) := \tau \Delta u_t + \tau \Delta u_{tt} - \tau \Delta u + \gamma \tau g * \Delta u.
\]

Let us denote the difference between the MGT equation with memory and the viscoelastic damped wave equation with memory (2) such that

\[
w(t, x) := v_\tau(t, x) - u(t, x),
\]

which satisfies the Cauchy problem

\[
\begin{aligned}
\tau w_{ttt} + w_{tt} - \Delta w - \Delta w_t + g * \Delta w &= -F(u), & x \in \mathbb{R}^n, & t > 0, \\
(w, w_t, w_{tt})(0, x) &= (0, 0, w_2)(x), & x \in \mathbb{R}^n,
\end{aligned}
\]

where we denoted \( w_2(x) := v_2(x) - (\Delta u_0(x) + \Delta u_1(x)) \).

**Theorem 4.1.** Let us assume \( (u_0, u_1) \in \widetilde{\mathcal{D}}_4(\mathbb{R}^n) \) and \( v_2 \in L^2(\mathbb{R}^n) \), where \( u_0 \) and \( u_1 \) are not zero simultaneously. Then, standard energy for the difference \( w = w(t, x) \) defined in (29) fulfills the following estimate for \( 0 < \tau \ll 1 \):

\[
\tau \| w_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + \| w_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + \| w(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + \tau \| w_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + g(t-s)\| \nabla w(t, \cdot) - \nabla w(s, \cdot) \|^2_{L^2(\mathbb{R}^n)} ds
\]

\[
\leq C \tau^2 \| v_2 - \Delta u_0 - \Delta u_1 \|^2_{L^2(\mathbb{R}^n)} + C \tau^2 \| u_0 \|^2_{H^4(\mathbb{R}^n) \cap L^{1, \infty}(\mathbb{R}^n)} + C \tau^2 \kappa_n(t) \| u_1 \|^2_{H^4(\mathbb{R}^n) \cap L^{1, \infty}(\mathbb{R}^n)},
\]

where the time-dependent coefficient is defined by

\[
\kappa_n(t) := \begin{cases} 
(1 + t)^\frac{1}{n} & \text{if } n = 1, \\
\ln(e + t) & \text{if } n = 2, \\
1 & \text{if } n \geq 3.
\end{cases}
\]

Additionally, if \( |P_{u_1}| = 0 \), then the coefficient \( \kappa_n(t) \equiv 1 \) in (31) for any \( n \geq 1 \).

**Remark 4.2.** If we assume additionally \( |P_{u_1}| = 0 \) as the last statement in Theorem 4.1, according to Remark 3.2, the global (in time) convergence result can be extended to all \( u_1 \) with \( n \geq 1 \). The main change is the additional decay function \( (1 + t)^{-1} \) localizing on the time-dependent function of the norm for \( u_1 \) in (37) as well as (38). Since \( (1 + t)^{-1 - \frac{n}{2}} \in L^1((0, \infty)) \) for any \( n \geq 1 \), the above statement can be proved easily.

**Remark 4.3.** Let us analyze local (in time) convergence results as \( \tau \downarrow 0 \). Actually, the choice of initial data exerts some influence on the rate of convergence, which can be summarized in the next table (conv. means convergence):

**Remark 4.4.** Let us turn to analyze global (in time) convergence results as \( \tau \downarrow 0 \). Indeed, the choice of initial data plays an extremely important role on the results. Concerning the general case \( |P_{u_1}| \neq 0 \), to arrive at the convergence result with respect to \( \tau \downarrow 0 \) for all \( t > 0 \), we should consider higher dimensional cases \( n \geq 3 \) in Theorem 4.1. Pay attention, since \( |P_{u_1}| \neq 0 \), it holds \( u_1 \neq 0 \). Furthermore, the rates of convergence are exactly the same as those in Table 1.
We next define another energy

\[ \mathcal{E}_2[w](t) := \|w_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + 2\int_{\mathbb{R}^n} w_{tt}(t, x)w_t(t, x)\,dx + \int_0^t g(t-s)\|\nabla w(t, \cdot) - \nabla w(s, \cdot)\|_{L^2(\mathbb{R}^n)}^2\,ds + \frac{1}{\gamma}(g(t) - 1)\|\nabla w(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2, \]

Differentiating the above energy with respect to the time variable, it yields

\[
\frac{d}{dt}\mathcal{E}_2[w](t) = -2\int_{\mathbb{R}^n} F(u)(t, x)w_t(t, x)\,dx + 2\tau\|w_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 - 2\|w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 - \gamma\int_0^t g(t-s)\|\nabla w(t, \cdot) - \nabla w(s, \cdot)\|_{L^2(\mathbb{R}^n)}^2\,ds + \frac{1}{\gamma}(g(t) - 1)\|\nabla w(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2. \tag{34}
\]
Let us now introduce a total energy such that

$$\mathcal{E}_T[w](t) := \mathcal{E}_1[w](t) + k\mathcal{E}_2[w](t),$$

with a suitable positive constant $k$ (independent of $\tau$) to be determined later, which can be represented by

$$\mathcal{E}_T[w](t) = \|\nabla w_1(t, \cdot) + \nabla w(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \tau \|w_1(t, \cdot) + kw_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + k(1 - \tau k)\|w_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)}$$

$$+ (k - 1)\|\nabla w(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + (\gamma + k) \int_0^t g(t - s)\|\nabla w(t, \cdot) - \nabla w(s, \cdot)\|^2_{L^2(\mathbb{R}^n)} ds$$

$$+ \left(g(t) + \frac{k}{\gamma}(g(t) - 1)\right)\|\nabla w(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + 2\int_{\mathbb{R}^n} (g * (w_t \Delta w))(t, x) dx.$$ 

In other words, from (33) and (34) we found

$$\frac{d}{dt} \mathcal{E}_T[w](t) + (2 - 2\tau k)\|w_1(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + (2k - 2)\|\nabla w_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)}$$

$$+ (\gamma + k)g(t)\|\nabla w(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + (\gamma^2 + \gamma k) \int_0^t g(t - s)\|\nabla w(t, \cdot) - \nabla w(s, \cdot)\|^2_{L^2(\mathbb{R}^n)} ds$$

$$= -2\int_{\mathbb{R}^n} F(u)(t, x)(w_t(t, x) + kw_t(t, x)) dx. \quad (35)$$

From the equation in (1), we may rewrite

$$F(u)(t, x) = \tau \left(-\Delta u + \Delta u_t + \Delta^2 u + \Delta^2 u_t - g * \Delta^2 u + \gamma g * \Delta u\right)(t, x)$$

$$= \text{div} \left(\tau \nabla \left(-u + u_t + \Delta u + \Delta u_t - g * \Delta u + \gamma g * u\right)\right)(t, x).$$

By using integration by parts and the Cauchy-Schwarz inequality, we get

$$-2\int_{\mathbb{R}^n} F(u)(t, x)(w_t(t, x) + kw_t(t, x)) dx$$

$$\leq \frac{\tau^2}{4\varepsilon_1} \left(\sum_{j,k=0,1} \left\|\partial^j_t \Delta^{k+1} u(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)} + \gamma^2 \left\|(g * \Delta u)(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)} + \left\|(g * \Delta^2 u)(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)}\right)$$

$$+ \frac{k^2\tau^2}{4\varepsilon_1} \left(\sum_{j,k=0,1} \left\|\partial^j \nabla \Delta^k u(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)} + \gamma^2 \left\|(g * \nabla u)(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)} + \left\|(g * \nabla \Delta u)(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)}\right)$$

$$+ 6\varepsilon_1 \left(\|w_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \left\|\nabla w_t(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)}\right), \quad (36)$$

where $\varepsilon_1$ is a suitable constant (independent of $\tau$) to be fixed later.

For one thing, let us recall some estimates derived in Theorem 3.1 that

$$\sum_{j,k=0,1} \left(\left\|\partial^j_t \Delta^{k+1} u(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)} + \left\|\partial^j \nabla \Delta^k u(t, \cdot)\right\|^2_{L^2(\mathbb{R}^n)}\right)$$

$$\leq C(1 + t)^{-1} \|u_0\|^2_{H^4(\mathbb{R}^n) \cap L^{1.1}(\mathbb{R}^n)} + C(1 + t)^{-\frac{3}{2}} \|u_1\|^2_{H^4(\mathbb{R}^n) \cap L^{1.1}(\mathbb{R}^n)}, \quad (37)$$

where $C$ is a positive constant independent of $\tau$. 
For another, since Minkowski’s integral inequality and Theorem 3.1, we see
\[
\left\| (g \ast \nabla^k u)(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \left| \int_0^t g(t-s) \nabla^k u(s, x) \, ds \right|^2 \, dx
\]
\[
\leq \left( \int_0^t g(t-s) \left\| \nabla^k u(s, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} \, ds \right)^2
\]
\[
\leq C \left( \int_0^t g(t-s)(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds \right)^2 \left\| u_0 \right\|^2_{H^k(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}
\]
\[
+ C \left( \int_0^t g(t-s)(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds \right)^2 \left\| u_1 \right\|^2_{H^{max(k-2,0)}(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}
\]
for \( k = 1, 2, 3, 4 \). Again, \( C \) is a positive constant independent of \( \tau \). Next, we compute
\[
\int_0^t g(t-s)(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds = e^{-\gamma t} \int_0^t e^{\gamma s}(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds
\]
\[
= e^{-\gamma t} \int_0^{t/2} e^{\gamma s}(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds + e^{-\gamma t} \int_{t/2}^t e^{\gamma s}(1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds
\]
\[
\leq e^{-\gamma t/2} \int_0^{t/2} (1+s)^{-\frac{k-1}{2} - \frac{n}{2}} \, ds + e^{-\gamma t}(1 + t/2)^{-\frac{k-1}{2} - \frac{n}{2}} \int_{t/2}^t e^{\gamma s} \, ds
\]
\[
\leq \frac{4}{4-2k-n} e^{-\gamma t/2} \left( (1 + t/2)^{-\frac{k-1}{2} - \frac{n}{2}} - 1 \right) + \frac{1}{\gamma} (1 + t/2)^{-\frac{k-1}{2} - \frac{n}{2}} \left( 1 - e^{-\gamma t/2} \right)
\]
\[
\leq C(1 + t)^{-\frac{k-1}{2} - \frac{n}{2}}.
\]
Namely, the following estimates hold:
\[
\left\| (g \ast \nabla^k u)(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} \leq C(1 + t)^{-\frac{k-1}{2}} \left\| u_0 \right\|^2_{H^k(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}
\]
\[
+ C(1 + t)^{1-\frac{k-1}{2}} \left\| u_1 \right\|^2_{H^{max(k-2,0)}(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}.
\]
(38)
Combining with (35), (36), (37) and (38), they conclude
\[
\frac{d}{dt} \mathcal{E}_T[w](t) + (2 - 2\tau k - 6\varepsilon_1) \left\| w(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} + (2k - 2 - 6\varepsilon_1) \left\| \nabla w(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)}
\]
\[
+ (\gamma + k) g(t) \left\| \nabla w(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} + \gamma(\gamma + k) \int_0^t g(t-s) \left\| \nabla w(t, \cdot) - \nabla w(s, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} \, ds
\]
\[
\leq C \tau^2 (1 + t)^{-\frac{k-1}{2}} \left\| u_0 \right\|^2_{H^k(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + C \tau^2 (1 + t)^{-\frac{k-1}{2}} \left\| u_1 \right\|^2_{H^{max(k-2,0)} \cap L^{1,1}(\mathbb{R}^n)}.
\]
(39)
By choosing \( k \in [1 + 3\varepsilon_1, (1 - 3\varepsilon_1)/\tau) \) carrying \( \varepsilon_1 \in (0, (1 - \tau)/(3(1 + \tau))) \), we claim that
\[
2 - 2\tau k - 6\varepsilon_1 \geq 0 \quad \text{and} \quad 2k - 2 - 6\varepsilon_1 \geq 0.
\]
Here, letting \( 0 < \tau \ll 1 \), we are able to choose parameters \( k \) and \( \varepsilon_1 \) independent of \( \tau \). For example, one may choose \( k = 2, \varepsilon_1 = 1/6 \) as \( 0 < \tau \ll 1 \).

Then, integrating (39) over \([0,t]\), it shows immediately
\[
\mathcal{E}_T[w](t) + C \int_0^t \left( \left\| w(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} + \left\| \nabla w(t, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} + g(s) \left\| \nabla w(s, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} \right) \]
\[
+ C \int_0^t \int_0^s g(s-\eta) \left\| \nabla w(s, \cdot) - \nabla w(\eta, \cdot) \right\|^2_{L^2(\mathbb{R}^n)} \, d\eta \, ds
\]
\[
\leq \tau \left\| v_2 - \Delta u_0 - \Delta u_1 \right\|^2_{L^2(\mathbb{R}^n)} + C \tau^2 \left\| u_0 \right\|^2_{H^k(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + C \tau^2 \kappa_n(t) \left\| u_1 \right\|^2_{H^{max(k-2,0)} \cap L^{1,1}(\mathbb{R}^n)}
\]
(40)
In the above calculations, we employed \( E_T[w](0) = \tau \|w_2\|_{L^2(\mathbb{R}^n)}^2 \).

Finally, motivated by [32], next standard energy can be shown:

\[
E_S[w](t) := \tau \|w_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|\nabla w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|\nabla w(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \tau \|w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \gamma \int_0^t g(t-s) \|\nabla w(t, \cdot) - \nabla w(s, \cdot)\|_{L^2(\mathbb{R}^n)}^2 ds.
\]

Performing the similar computation as the proof of Lemma 3.1 in [32], there is a positive constant \( C \) independent of \( \tau \) such that

\[
C E_S[w](t) \leq E_T[w](t).
\]

Let us explain more detail for the terms including \( \tau \) in the total energy \( E_T[w](t) \). We apply Lemma 2.6 in [32] to get

\[
\tau \|w_{tt}(t, \cdot) + kw_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + k(1 - \tau k)\|w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2
= \tau \left( \|w_{tt}(t, \cdot) + kw_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \frac{1 - \tau k}{\tau k} \|kw_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 \right)
\geq C_1 \tau \left( \|w_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|w_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 \right),
\]

where

\[
C_1 = \min \left\{ 1 - \frac{2}{2 + C_0}, \frac{C_0}{2} \right\} \quad \text{and} \quad C_0 := \frac{1 - \tau k}{\tau k}.
\]

Here, we observe that

\[
C_1 \tau = \min \left\{ \tau - \frac{2k}\tau^2 \frac{1}{1 + \tau k}, \frac{1 - \tau k}{\tau k} \right\} \geq C \tau \quad \text{as} \quad 0 < \tau \ll 1.
\]

In conclusion, summarizing (40) and (41), our proof is complete.

\[
\square
\]

4.2 Singular limit relation on the solution itself

In the last subsection, we found a convergence result for standard energy, in particular, the solution of the MGT equation with memory converges to that of the viscoelastic damped wave equation with memory as \( \tau \downarrow 0 \) in the \( \dot{H}^1 \) space. The natural question is the convergence behavior in the \( L^2 \) space, which implies the singular limit for the solution itself.

Nevertheless, the singular limit for the solution itself is not a simple generalization of the previous theorem because the \( L^2 \) norm for the solution itself always does not be included in classical or standard energies, especially, for the massless models. With the aim of overcoming the difficulty, we are motivated by the papers [21, 25] to define an integral form such that

\[
W(t, x) := \int_0^t w(s, x) ds.
\]

In order to compensate the influence of memory term in (1) as well as (28), we will transfer the second- and third-order integro-differential equations to fourth-order differential equations. Due
to the structure of the relaxation function (2), the equation in (1) can be rewritten by acting the operator \( \partial_t + \gamma J \) as follows:

\[
\begin{align*}
\tau u_{ttt} - \Delta u_{tt} + \gamma u_{tt} - (\gamma + 1)\Delta u_t + (1 - \gamma)\Delta u &= 0. \\
\end{align*}
\]  
(43)

By processing the same way, the equation in (28) can be rewritten by

\[
\begin{align*}
\tau v_{r,ttt} + (1 + \gamma\tau) v_{r,tt} - \Delta v_{r,tt} + \gamma v_{r,tt} - (\gamma + 1)\Delta v_{r,t} + (1 - \gamma)\Delta v_r &= 0. \\
\end{align*}
\]  
(44)

Next, with the computations that \( \tau \partial_t \) acts on (43) and the resultant equation pluses (43), it yields

\[
\begin{align*}
\tau u_{ttt} + (1 + \gamma\tau) u_{tt} - \Delta u_{tt} + \gamma u_{tt} - (\gamma + 1)\Delta u_t + (1 - \gamma)\Delta u &= \bar{F}(u), \\
\end{align*}
\]  
(45)

where \( \bar{F}(u) = \bar{F}(u(t, x)) \) such that

\[
\bar{F}(u)(t, x) := (\Delta u_{ttt} + (\gamma + 1)\Delta u_{tt} - (1 - \gamma)\Delta u_t)(t, x). \\
\]

From (44) and (45), the unknown \( w = w(t, x) \) according to the definition (29) solves the following Cauchy problem for fourth-order (in time) evolution partial differential equation:

\[
\begin{align*}
\left\{ \begin{array}{l}
\tau w_{ttt} + (1 + \gamma\tau) w_{tt} - \Delta w_{tt} + \gamma w_{tt} - (\gamma + 1)\Delta w_t + (1 - \gamma)\Delta w = -\bar{F}(u), \quad x \in \mathbb{R}^n, \quad t > 0, \quad x \in \mathbb{R}^n, \\
(w, w_t, w_{tt}, w_{ttt})(0, x) = (0, 0, w_2, w_3)(x),
\end{array} \right.
\]
(46)

where initial data is given by

\[
\begin{align*}
w_2(x) := v_2(x) - (\Delta u_0(x) + \Delta u_1(x)), \\
w_3(x) := -\frac{1}{\tau}v_2(x) - \Delta^2 u_0(x) - \Delta^2 u_1(x) + \frac{1 - \tau}{\tau}\Delta u_1(x) + \frac{1 + \tau}{\tau}\Delta u_0(x).
\end{align*}
\]

From the new variable (42) and the equation in (46), it shows that

\[
\begin{align*}
\tau W_{ttt} + (1 + \gamma\tau) W_{tt} - \Delta W_{tt} + \gamma W_{tt} - (\gamma + 1)\Delta W_t + (1 - \gamma)\Delta W &= -\int_0^t \bar{F}(u(s, x)) \, ds - \tau J_{\text{Data}}(x), \\
\end{align*}
\]  
(47)

where the combination of initial data is independent of \( \tau \) fulfilling

\[
J_{\text{Data}}(x) := -\gamma v_2(x) + \Delta^2 u_0(x) + \Delta^2 u_1(x) + (1 + \gamma)\Delta u_1(x) - (1 - \gamma)\Delta u_0(x).
\]

For this reason, we will mainly study the equation (47) since the fact that

\[
||W_t(t, \cdot)||_{L^2(\mathbb{R}^n)}^2 = ||w(t, \cdot)||_{L^2(\mathbb{R}^n)}^2.
\]  
(48)

**Theorem 4.2.** Let \( \gamma > 5 \) and \( n \geq 3 \). Let us assume \((u_0, u_1) \in \bar{D}_4(\mathbb{R}^n) \) and \( v_2 \in L^2(\mathbb{R}^n) \) carrying \(|x|v_2 \in L^2(\mathbb{R}^n)\), where \( u_0 \) and \( u_1 \) are not zero simultaneously. Then, the difference \( w = w(t, x) \) defined in (29) fulfills the following estimate for \( 0 < \tau \ll 1 \):

\[
||w(t, \cdot)||_{L^2(\mathbb{R}^n)}^2 \leq C\tau^2 \left( ||v_2||_{L^2(\mathbb{R}^n)}^2 + |||x|v_2||_{L^2(\mathbb{R}^n)}^2 \right) + C\tau||v_2 -\Delta u_0 -\Delta u_1||_{L^2(\mathbb{R}^n)}^2 + C\tau^2 \left( ||u_0||_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}^2 + ||u_1||_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}^2 \right).
\]
Remark 4.5. Under the considerations of additional weighted $L^1$ regularity on $u_0, u_1$ and $n \geq 3$, the global (in time) convergence result can be observed for the solution itself. Precisely, concerning any $t > 0$, the following results hold:

- if $v_2 \neq \Delta u_0 + \Delta u_1$, then the rate of convergence is $O(\tau)$ as $\tau \downarrow 0$;
- if $v_2 = \Delta u_0 + \Delta u_1$, then the rate of convergence is improved by $O(\tau^2)$ as $\tau \downarrow 0$.

Proof. To derive our desired result, we need to construct several different energies for the fourth-order (in time) equation, which are quite different from the proof of Theorem 4.1. We will show this procedure by several steps.

**Step 1. Construction of the first energy by multiplying $W_{tt}$**

Let us first multiply (47) by $W_{tt}$ and integrate the resultant over $\mathbb{R}^n$. Then, we may arrive at

$$
\frac{d}{dt} \mathcal{E}_{m1}[W](t) + \mathcal{R}_{m1}[W](t) = - \int_{\mathbb{R}^n} \int_0^t \tilde{F}(u)(s, x) ds W_{tt}(t, x) dx - \tau \int_{\mathbb{R}^n} \mathcal{F}_{\text{Data}}(x) W_{tt}(t, x) dx,
$$

where

$$
\mathcal{E}_{m1}[W](t) := \frac{\tau}{2} \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \frac{1}{2} \|\nabla W_t(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \frac{\gamma}{2} \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \frac{1}{2} \|\nabla W(t, x)\|_{L^2(\mathbb{R}^n)}^2 + (\gamma + 1) \int_{\mathbb{R}^n} \nabla W(t, x) \cdot \nabla W_{tt}(t, x) dx
$$

and

$$
\mathcal{R}_{m1}[W](t) := (1 + \gamma \tau) \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 - (\gamma + 1) \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2.
$$

**Step 2. Construction of the second energy by multiplying $W_t$**

Multiplying (47) by $W_t$ and integrating it over $\mathbb{R}^n$, we may get

$$
\frac{d}{dt} \mathcal{E}_{m2}[W](t) + \mathcal{R}_{m2}[W](t) = - \int_{\mathbb{R}^n} \int_0^t \tilde{F}(u)(s, x) ds W_{tt}(t, x) dx - \tau \int_{\mathbb{R}^n} \mathcal{F}_{\text{Data}}(x) W_{tt}(t, x) dx,
$$

where

$$
\mathcal{E}_{m2}[W](t) := \tau \int_{\mathbb{R}^n} W_{tt}(t, x) W_{tt}(t, x) dx + \frac{1 + \gamma \tau}{2} \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \frac{\gamma + 1}{2} \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + (\gamma + 1) \|\nabla W(t, x)\|_{L^2(\mathbb{R}^n)}^2
$$

and

$$
\mathcal{R}_{m2}[W](t) := -\tau \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \gamma \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + (1 - \gamma) \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2.
$$

**Step 3. Construction of the third energy by multiplying $W_t$**

Similarly, by multiplying (47) by $W_t$ and integrating the equality over $\mathbb{R}^n$, one finds

$$
\frac{d}{dt} \mathcal{E}_{m3}[W](t) + \mathcal{R}_{m3}[W](t) = - \int_{\mathbb{R}^n} \int_0^t \tilde{F}(u)(s, x) ds W_{tt}(t, x) dx - \tau \int_{\mathbb{R}^n} \mathcal{F}_{\text{Data}}(x) W_{tt}(t, x) dx,
$$

and

$$
\mathcal{R}_{m3}[W](t) := -\tau \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 - \gamma \|W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2 + (1 - \gamma) \|\nabla W_{tt}(t, \cdot)\|_{L^2(\mathbb{R}^n)}^2.
$$
where
\[ \mathcal{E}_{m3}[W](t) := \tau \int_{\mathbb{R}^n} W_{tt}(t,x)W_t(t,x)dx + (1 + \gamma \tau) \int_{\mathbb{R}^n} W(t,x)W_t(t,x)dx + \frac{1}{2} \| \nabla W(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 \]
\[ - \frac{\tau}{2} \| W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \gamma \| W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \frac{\gamma - 1}{2} \| \nabla W(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2, \]
and
\[ \mathcal{R}_{m3}[W](t) := -(1 + \gamma \tau) \| W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + (\gamma + 1) \| \nabla W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2. \]

**Step 4. Construction of the total energy**

Let us now define
\[ \mathcal{E}_m[W](t) := \mathcal{E}_{m1}[W](t) + k_1 \mathcal{E}_{m2}[W](t) + k_2 \mathcal{E}_{m3}[W](t), \]
\[ \mathcal{R}_m[W](t) := \mathcal{R}_{m1}[W](t) + k_1 \mathcal{R}_{m2}[W](t) + k_2 \mathcal{R}_{m3}[W](t), \]
which lead to
\[ \frac{d}{dt} \mathcal{E}_m[W](t) + \mathcal{R}_m[W](t) = \mathcal{F}_m[W](t), \tag{49} \]
where \( k_1, k_2 \) are suitable positive constants (independent of \( \tau \)) which will be determined later, and
\[ \mathcal{F}_m[W](t) := -\int_{\mathbb{R}^n} \int_0^t \tilde{F}(u)(s,x)dx \left( k_2 W_t(t, x) + k_1 W_{tt}(t, x) + W_{ttt}(t, x) \right)dx \]
\[ - \tau \int_{\mathbb{R}^n} \mathcal{J}_{Data}(x)(k_2 W_t(t, x) + k_1 W_{tt}(t, x) + W_{ttt}(t, x))dx. \]

**Step 5. Estimates of the right-hand side**

Considering
\[ \int_0^t \tilde{F}(u)(s,x)dx = \tau (\Delta u_{tt} + (\gamma + 1)\Delta u_t - (1 - \gamma)\Delta u)(t, x) + \tau \tilde{I}_{Data}(x), \]
\[ \tilde{I}_{Data}(x) = (-\Delta^2 u_1 - \Delta^2 u_0 - (\gamma + 1)\Delta u_1 + (1 - \gamma)\Delta u_0)(x), \]
there exists a positive constant \( \varepsilon_2 \) independent of \( \tau \) such that
\[ \mathcal{F}_m[W](t) \leq \frac{C\tau^2}{4\varepsilon_2} \left( \| \nabla u_{tt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| \nabla u_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| \nabla u(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 \right) \]
\[ + \frac{C\tau^2}{2\varepsilon_2} \left( \| \Delta u_{tt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| \Delta u_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| \Delta u(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 \right) \]
\[ + 3\varepsilon_2 \left( \| \nabla W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| W_{tt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| W_{ttt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 \right) \]
\[ + \tau \gamma \int_{\mathbb{R}^n} v_2(x)(k_2 W_t(t, x) + k_1 W_{tt}(t, x) + W_{ttt}(t, x))dx. \]

where we observed that \( \mathcal{J}_{Data}(x) + \tilde{\mathcal{J}}_{Data}(x) = -\gamma v_2(x). \)

Recalling the result in Theorem 3.1 or viewing of (37) and (38), we get
\[ \mathcal{F}_m[W](t) \leq \frac{C\tau^2}{\varepsilon_2} \left( (1 + t)^{-1 - \frac{\gamma}{2}} \| u_0 \|_{H^1(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}^2 + (1 + t)^{-\frac{\gamma}{2}} \| u_1 \|_{H^1(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)}^2 \right) \]
\[ + 3\varepsilon_2 \left( \| \nabla W_t(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| W_{tt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 + \| W_{ttt}(t, \cdot) \|_{L^2(\mathbb{R}^n)}^2 \right) \]
\[ + \frac{d}{dt} \left( \tau \gamma \int_{\mathbb{R}^n} v_2(x)(k_2 W(t, x) + k_1 W_t(t, x) + W_{tt}(t, x))dx \right). \tag{50} \]
Step 6. Estimates of the energy

Let us begin with the estimate of remainder terms associated with the right-hand side. We get

\[
\mathcal{R}_m[W](t) - 3\varepsilon_2 \left( \|\nabla W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \|W(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \|W_{tt}(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} \right)
\]

\[
= (1 + \gamma + k_1 \tau - 3\varepsilon_2)\|W_{tt}(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + (\gamma k_1 - (1 + \gamma + k_2 - 3\varepsilon_2)\|W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)}
\]

\[
+ (k_1(1 - \gamma) + k_2(\gamma - 1) - 3\varepsilon_2)\|\nabla W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + (k_1 - (\gamma + 1))\|\nabla W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)}.
\]

(51)

To guarantee the nonnegativity of all coefficients on the right-hand sides of the previous identity, one should treat

\[
\begin{align*}
1 + \gamma + k_1 \tau - 3\varepsilon_2 & \geq 0, \\
\gamma k_1 - (1 + \gamma + k_2 - 3\varepsilon_2) & \geq 0, \\
k_1(1 - \gamma) + k_2(\gamma - 1) - 3\varepsilon_2 & \geq 0, \\
k_1 - (\gamma + 1) & \geq 0.
\end{align*}
\]

(52)

Indeed, let us choose \(\varepsilon_2\) to be a sufficient small and fixed positive constant, \(0 < \tau \ll 1\) and \(k_1 = \gamma + 1\). Then, it holds \(k_2 \in (1 + \gamma, \gamma + \gamma^2)\) for all \(\gamma > 1\). Simultaneously, we assert that \(\varepsilon_2, k_1, k_2\) are independent of \(\tau\).

In other words, from (49), (50) and (51), we have

\[
\frac{d}{dt} \left( \mathcal{E}_m[W](t) - \tau \gamma \int_{\mathbb{R}^n} v_2(x)(k_2 W(t, x) + k_1 W_t(t, x) + W_{tt}(t, x))dx \right)
\]

\[
\leq C\tau^2 \left( (1 + t)^{1-\frac{n}{2}} \|u_0\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + (1 + t)^{-\frac{n}{2}} \|u_1\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} \right).
\]

Integrating the last inequality over \([0, t]\), it yields

\[
\mathcal{E}_m[W](t) \leq \tau \gamma \int_{\mathbb{R}^n} v_2(x)(k_2 W(t, x) + k_1 W_t(t, x) + W_{tt}(t, x))dx + \frac{T}{2} \|v_2 - \Delta u_0 - \Delta u_1\|^2_{L^2(\mathbb{R}^n)}
\]

\[
+ C\tau^2 \left( \|u_0\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + \kappa_n(t) \|u_1\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} \right),
\]

where \(\kappa_n(t)\) was defined in (32).

Employing Hardy’s inequality for \(n \geq 3\), it holds

\[
\tau k_2 \gamma \int_{\mathbb{R}^n} v_2(x)W(t, x)dx \leq \frac{n^2 k_2^2 \gamma^2}{4(n - 2)\varepsilon_3} \|x\|v_2\|^2_{L^2(\mathbb{R}^n)} + \frac{(n - 2)\varepsilon_3}{n} \int_{\mathbb{R}^n} \frac{|W(t, x)|^2}{|x|^2} dx
\]

\[
\leq \frac{C\tau^2}{\varepsilon_3} \|x\|v_2\|^2_{L^2(\mathbb{R}^n)} + \varepsilon_3 \|\nabla W(t, \cdot)\|^2_{L^2(\mathbb{R}^n)},
\]

where \(\varepsilon_3\) is a suitably positive constant independent of \(\tau\).

Let us use Cauchy-Schwarz inequality with \(\varepsilon_3\) to arrive at

\[
\tau \gamma \int_{\mathbb{R}^n} v_2(x)(k_1 W_t(t, x) + W_{tt}(t, x))dx \leq \frac{C\tau^2}{\varepsilon_3} \|v_2\|^2_{L^2(\mathbb{R}^n)} + \varepsilon_3 \left( \|W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \|W_{tt}(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} \right).
\]

We have derived

\[
\bar{\mathcal{E}}_m[W](t) = \mathcal{E}_m[W](t) - \varepsilon_3 \left( \|\nabla W(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \|W_t(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} + \|W_{tt}(t, \cdot)\|^2_{L^2(\mathbb{R}^n)} \right)
\]

\[
\leq \frac{C\tau^2}{\varepsilon_3} \left( \|v_2\|^2_{L^2(\mathbb{R}^n)} + \|x\|v_2\|^2_{L^2(\mathbb{R}^n)} \right) + \frac{T}{2} \|v_2 - \Delta u_0 - \Delta u_1\|^2_{L^2(\mathbb{R}^n)}
\]

\[
+ C\tau^2 \left( \|u_0\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} + \|u_1\|^2_{H^4(\mathbb{R}^n) \cap L^{1,1}(\mathbb{R}^n)} \right),
\]
Eventually, we only need to give a lower bound estimate for the modified energy $\mathcal{F}_m[W](t)$. By applying Cauchy-Schwarz inequality again associated with positive constants $\varepsilon_4, \ldots, \varepsilon_9$, one may deduce
\[
(\gamma + 1) \int_{\mathbb{R}^n} \nabla W(t, x) \cdot \nabla W_t(t, x) \, dx - (1 - \gamma) \int_{\mathbb{R}^n} \nabla W(t, x) \cdot \nabla W_{tt}(t, x) \, dx \\
+ \tau k_1 \int_{\mathbb{R}^n} W_{tt}(t, x) W_t(t, x) \, dx - (1 - \gamma) k_1 \int_{\mathbb{R}^n} \nabla W(t, x) \cdot \nabla W_t(t, x) \, dx \\
+ \tau k_2 \int_{\mathbb{R}^n} W_{tt}(t, x) W_t(t, x) \, dx + (1 + \gamma \tau) k_2 \int_{\mathbb{R}^n} W_{tt}(t, x) W_t(t, x) \, dx
\geq -\frac{(\gamma + 1)^2}{4 \varepsilon_4} \| \nabla W(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \varepsilon_4 \| \nabla W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \frac{(1 - \gamma)^2}{4 \varepsilon_5} \| \nabla W(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} \\
- \varepsilon_5 \| \nabla W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \frac{\tau^2 k_1^2}{4 \varepsilon_6} \| W_{ttt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \varepsilon_6 \| W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} \\
- \frac{(1 - \gamma)^2 k_1^2}{4 \varepsilon_7} \| \nabla W(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \varepsilon_7 \| \nabla W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \frac{\tau^2 k_2^2}{4 \varepsilon_8} \| W_{ttt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} \\
- \varepsilon_8 \| W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \frac{(1 + \gamma \tau)^2 k_2^2}{4 \varepsilon_9} \| W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} - \varepsilon_9 \| W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)}.
\]

Thus, we can estimate
\[
\mathcal{F}_m[W](t) \geq \tau a_{m1} \| W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + a_{m2} \| \nabla W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + a_{m3} \| W_{tt}(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} \\
+ a_{m4} \| \nabla W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + a_{m5} \| W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)} + a_{m6} \| \nabla W(t, \cdot) \|^2_{L^2(\mathbb{R}^n)},
\]
where the coefficients are given by
\[
a_{m1} := \frac{1}{2} - \frac{\tau k_1^2}{4 \varepsilon_6} - \frac{\tau k_2^2}{4 \varepsilon_8}, \quad a_{m2} := \frac{1}{2} - \varepsilon_4 - \varepsilon_5, \\
a_{m3} := \frac{\gamma}{2} + \frac{(1 + \gamma \tau) k_1}{2} - \frac{\tau k_2}{2} - \varepsilon_3 - \varepsilon_6 - \frac{(1 + \gamma \tau)^2 k_2^2}{4 \varepsilon_8}, \\
a_{m4} := \frac{1 - \gamma}{2} + \frac{(\gamma + 1) k_1}{2} + \frac{k_2}{2} - \frac{(\gamma + 1)^2}{4 \varepsilon_4} - \varepsilon_7, \quad a_{m5} := \frac{\gamma k_2}{2} - \varepsilon_3 - \varepsilon_8 - \varepsilon_9, \\
a_{m6} := \frac{(\gamma - 1) k_2}{2} - \varepsilon_3 - \frac{(1 - \gamma)^2}{4 \varepsilon_5} - \frac{(1 - \gamma)^2 k_1^2}{4 \varepsilon_7}.
\]

As what we did in (52), we choose $\varepsilon_3, \varepsilon_6, \varepsilon_8$ to be sufficient small and fixed positive constants, $0 < \tau \ll 1$, $k_1 = \gamma + 1$ and $k_2 \uparrow \gamma + \gamma^2$. Then, in the case $\gamma > 5$, all coefficients $a_{mj}$ for $j = 1, \ldots, 6$, are positive number provided $\varepsilon_4 \downarrow 1/3, \varepsilon_5 \uparrow 1/6, \varepsilon_7 \uparrow (\gamma - 1)^2/4, \varepsilon_9 \uparrow 2\gamma(\gamma^2 + \gamma)/5$ and $\varepsilon_4 + \varepsilon_5 \leq 1/2$.

We should underline that the suitable choice of $\varepsilon_4$ is determined by the positive condition from $a_{m4}$. What's more, the choice of $k_1$ and $k_2$ are restricted by the condition (52).

All in all, for $\gamma > 5$, there exists a positive constant $C$ independent of $\tau$ such that
\[
\mathcal{F}_m[W](t) \geq C \| W_t(t, \cdot) \|^2_{L^2(\mathbb{R}^n)}.
\]

By applying (48), our proof is complete. \hfill \Box
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