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ABSTRACT: Activity prediction plays an essential role in drug discovery by directing search of drug candidates in the relevant chemical space. Despite being applied successfully to image recognition and semantic similarity, the Siamese neural network has rarely been explored in drug discovery where modelling faces challenges such as insufficient data and class imbalance. Here, we present a Siamese recurrent neural network model (Siamese-CHEM) based on bidirectional long short-term memory architecture with a self-attention mechanism, which can automatically learn discriminative features from the SMILES representations of small molecules. Subsequently, it is used to categorize bioactivity of small molecules via N-shot learning. Trained on random SMILES strings, it proves robust across five different datasets for the task of binary or categorical classification of bioactivity. Benchmarking against two baseline machine learning models which use the chemistry-rich ECFP fingerprints as the input, the deep learning model outperforms on three datasets and achieves comparable performance on the other two. The failure of both baseline methods on SMILES strings highlights that the deep learning model may learn task-specific chemistry features encoded in SMILES strings.

INTRODUCTION

Given the virtually infinite chemical space, activity prediction plays an essential role in drug discovery by focusing exploration in a relevant space. Harnessing the growing number of high-resolution protein structures and the recent development in computer hardware such as GPUs, structure-enabled free-energy perturbation approaches could predict binding affinities to a satisfactory extent. However, such methods are not applicable in the absence of relevant protein structures, and they are most computationally expensive and require careful preparation of the simulation system, making their prospective application difficult in practice. In parallel, ligand-based approaches such as quantitative structure–activity relationship (QSAR) have long been established on the basis of the similar property principle of chemical informatics, stating that small molecules with similar structures are likely to exhibit similar biological activities.

Traditional QSAR approaches seek to establish a mathematical relationship between activity and computed molecular fingerprints or handcrafted descriptors. The advances in deep neural network have inspired novel approaches which learn task-specific representations using graph convolutions. A recent comprehensive evaluation demonstrates that a graph convolution model outperforms models using fixed molecular descriptors. A Siamese neural network consists of two identical subnetworks working in parallel to find the similarity between two different input vectors from the learned features. Unlike other modern deep learning models which rely on big data to perform well, it could learn from very little data and hence has become popular in the past few years. For example, it has recently been implemented to measure the transcriptional response similarity of two compounds using computed fingerprints as the input or to rank binding affinity of compounds within a congeneric series by applying convolutional neural network to their binding poses.

Small-molecule drug discovery often starts with a lead compound, followed by a quick SAR exploration with analogues. With only a small amount of biological data available at the very beginning, the subsequent lead optimization presents a low-data problem. Lead optimization then results in one or several congeneric series where compounds differ in a few atoms around a unique scaffold. One-shot learning classification combined with graph convolu-
tional neural networks has been shown to tackle this challenging issue of low data prevailing in real drug discovery projects. The imbalance between bioactive and inactive classes presents one additional challenge, as reflected by the low hit rate of high-throughput screening assays. The Siamese neural network has a competitive edge to cope with both low data and class imbalance.

In this work, we build a Siamese recurrent neural network based on bidirectional long short-term memory (BiLSTM) architecture with a self-attention mechanism, operating on the SMILES representations of small molecules. Trained on random SMILES strings with the aim for the model to learn underlying chemical features, it performs robustly on five datasets for binary or categorical classification of bioactivities with N-shot learning. It consistently matches or outperforms the two popular baseline models, namely, random forest (RF) and support vector machine (SVM), which use chemistry-rich ECFP6 fingerprints. Taken together, the deep model called SiameseCHEM could build task-specific fingerprints and is applicable as an alternative tool for medicinal chemists in drug discovery.

### MODEL ARCHITECTURE

The SiameseCHEM deep learning model consists of a dual-branch network with shared weights and is implemented with PyTorch. The configuration consists of an embedding layer, three BiLSTM layers, an attention layer, and a final distance layer (Figure 1). The mathematical details are given in the Supporting Information.

Briefly, the embedding layer of 128 dimensions projects the discrete tokens into a continuous two-dimensional space, passed through three BiLSTM layers each of which has 128 hidden units. A dropout probability of 0.05 was used on the output weights of both the embedding layer and the BiLSTM layers. The self-attention mechanism was applied to the hidden states extracted from the last BiLSTM layer. Both the forward and backward hidden states from the last LSTM layer were concatenated to yield a hidden states matrix, which is operated by an attention matrix of 512 dimensions. The output is fed through a fully connected linear layer with the leaky ReLU activation function, resulting in an attentional vector of 256 dimensions. In the final stage, cosine similarity of the two attentional vectors of the input pair was computed and squeezed between 0 and 1 with a logistic sigmoid function.

He normal initialization was used for input-hidden weights, and hidden-hidden weights were initialized with a semi-orthogonal matrix. Biases were filled with zeros. The embedding layer weights have been initialized following a normal distribution with a mean of 0 and a standard deviation of 1. The hidden states were initialized with zeros. No batch normalization was applied as it did not improve model performance. The log-cosh loss function was chosen for its best performance among the contrastive loss, Huber loss, and L1 and L2 losses. Attempts of leveraging the triplet loss by feeding positive and negative examples to the anchor compound were unsuccessful. The model was trained using the Adam optimizer with an initial learning rate of $10^{-4}$, which was decayed with a factor of 0.1 after learning stagnated for 10 epochs. A gradient clipping of 1 was applied before updating the parameters of the optimizer in order to avoid gradient explosion. The model of each dataset was trained for 150 epochs with a batch size of 64. The training set was shuffled during each epoch. While the model performance was

![Figure 1. Siamese Recurrent Neural Network architecture.](https://doi.org/10.1021/acsomega.1c01266)
monitored on the validation set, no early-stopping was implemented.

**MATERIALS AND METHODS**

**Datasets.** Five datasets against beta-secretase 1 (BACE1), C–C chemokine receptor type 5 (CCRS), dopamine receptor 2 (DRD2), epidermal growth factor receptor (EGFR), and nuclear receptor subfamily 1 group H member 2 (NR1H2) were collected from the publicly available database ExCAPE-DB and ChEMBL (version 25). The datasets were selected because they represent highly pursued drug target families. Since datasets extracted from the scientific literature often contain few inactive compounds, they were complemented by in-house inactive compounds.

Compounds with missing biological activity (pXC50) were discarded. Compounds having elements other than H, C, N, O, F, S, Cl, and Br were filtered out. Compounds with more than 50 heavy atoms or a SMILES string length greater than 150 were excluded. Compounds were then desalted and standardized, and chirality was unsigned using RDKit (v2020.03.1). Finally, data was collated and the median pXC50 value was taken as the biological activity if duplicates were present (Table S1). Compounds were divided into active and inactive by a threshold of 5 in pXC50 and the active class was further broken down into moderately active and strongly active with a threshold of 7 for the categorical classification. Each dataset was randomly split into a training set (50%), a validation set (40%), and a test set (10%).

**Generation of Compound Pairs.** There often exists class imbalance, for example, there are more active compounds in a dataset since inactive ones are seldomly reported. In this case, the inactive class was topped up by randomly adding inactive compounds from itself one at a time. Afterward, within each class, the first half of compounds were paired up with the second half, yielding pairs having similar biological activity. Compounds in the two classes were further paired up sequentially to yield pairs having dissimilar biological activity. Duplicate pairs were finally removed. This approach avoids the combinatorial explosion which would require a huge amount of computational resources for a big dataset. Meanwhile, it ensures that each compound will appear at least twice, one in the pairs having similar bioactivity and one in the pairs having dissimilar bioactivity. The resulting pairs are relatively balanced against each class.

**Tokenization of SMILES Strings.** A master dictionary was created for all five datasets. Each atom and explicit bond type in the SMILES strings was discretized into a token. Particular attention was paid to multilettered symbols (i.e., Br, Cl) and characters flanked by brackets (i.e., [nH], [N+], etc.), which were treated as special characters and represented by one token. Additional start-of-sequence and end-of-sequence characters were added to signal the start and end of the string. The final vocabulary consisted of 58 unique alphanumeric tokens. Each token is further mapped consecutively to an integer staring from 1. The SMILES string is then represented by a vector of integers corresponding to respective tokens, padded with zeros to reach the maximum length of 150.

**Data Augmentation.** Data augmentation is a strategy to increase the training data in order to enable invariance learning and, consequently, improve the model performance. In this context, two data augmentation strategies were studied. First, the training data was augmented by taking the unsampled pairs. A second approach is to generate multiple random SMILES strings per compound in the sampled pairs as previously reported. Randomized SMILES can be thought of as permutations of canonical SMILES strings. Given a molecular graph, different SMILES strings can be generated depending on the traversing route, and this can result in multiple random SMILES strings per compound in the sampled pairs. Training data was augmented with a 3-fold increase for both approaches.

**Baseline Methods.** Two classical machine learning methods, namely, RF and SVM, were chosen for comparison with the SiameseCHEM. Both RF and SVM prove to consistently perform well on a variety of tasks. For the RF, the number of trees was set to 100, and no maximum depth for the tree was specified. The Gini Index for information gain was used. For the SVM, the radial basis function was selected as the kernel function with a regularization parameter set to 1.0.

In addition, a Siamese multilayer perceptron (MLP) model was built with each branch consisting of two linear layers with 512 and 256 neurons, respectively, each followed by a dropout with a probability of 5% and a leaky ReLU activation function.

**N-Shot Learning.** A support set of N compounds with known bioactivity was constructed. The first half N compounds was taken without replacement from the pool of actives and the second from the inactive pool. The query compound was paired up with each compound in the support set to form N pairs. The resulting pairs were fed into a trained deep model which outputs a probability of having similar biological activity (similarity score). In comparison with the one-shot learning, the query compound was assigned the same activity class as the compound in the support set which has the highest similarity score. Notably, the process can be repeated k times each with a different support set. A consensus prediction out of the k times was designated as the final prediction.

The categorical N-shot learning was lazily implemented as the proof of concept. Two deep models were trained separately on the two thresholds, namely, pXC50 of 5 and 7. The input pair was first fed to the model with the threshold of 7 and then fed to the second one only when the query compound was predicted to be inactive by the first one.

**Model Evaluation.** The Matthews correlation coefficient (MCC) ranges from −1 to 1 and is a preferred metric in bioinformatics to condense information in the confusion matrix. Where TP, TN, FP, and FN are the number of true positives, true negatives, false positives, and false negatives, respectively. In addition, precision (or positive predictive value), recall (or sensitivity), and false positive rate are used to assess mispredictions.

\[
\text{MCC} = \frac{\text{TP} \times \text{TN} - \text{FP} \times \text{FN}}{\sqrt{(\text{TP} + \text{FP}) \times (\text{TP} + \text{FN}) \times (\text{TN} + \text{FP}) \times (\text{TN} + \text{FN})}}
\]

\[
\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]

\[
\text{recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]

\[
\text{FPR} = \frac{\text{FP}}{\text{TN} + \text{FP}}
\]
Both Cohen’s weighted kappa ($\kappa$) in scikit-learn and Kendall’s coefficient ($\tau$) in SciPy are adopted as the metric for the categorical classification.

■ RESULTS AND DISCUSSION

Chemical Similarity of the Paired Compounds. The five datasets have rather diverse compounds, suggested by the high number of clusters giving rise to 5.8 compounds per cluster on average (Table 1). The clustering was performed using the Butina algorithm with a distance cutoff of 0.5 by the ECFP6 fingerprints.35 The chemical similarity of resulting pairs is centered around 0.15 across all five data sets, measured by the Tanimoto coefficient ($T_C$) using the ECFP6 fingerprints (Table 1). Chemical similarity has been used for target predictions, and a $T_C$ value greater than 0.4 between a pair of compounds may suggest their similar biological effects.36 However, the average $T_C$ value for pairs having similar bioactivity is far low. Notably, the average $T_C$ for pairs of similar bioactivity is not higher than that for pairs of dissimilar activity. The indistinguishable distribution of $T_C$ values from pairs having similar and dissimilar activities (Figure 2) indicates that similarity in the biological activity cannot be discriminated based on the chemical similarity measured by the widely used ECFP6 fingerprints.

Data Augmentation. With the aim to gain computational efficiency by training the deep model SiameseCHEM on a subset which is balanced against different activity classes, the impact of data augmentation was further evaluated. Both pair generation and randomizing SMILES data amplification strategies were pursued. Augmentation by additional unsampled pairs led to a slight decrease in performance for DRD2 and a marginal increase for both CCR5 and NR1H2 (Figure 3). Augmentation by random SMILES strings improved performance on four datasets, namely, CCR5, DRD2, EGFR, and NR1H2. The use of random SMILES strings presumably mitigates the risk for the model to capture casual correlations between the token-order and similarity labels. The combination of two approaches is comparable to the use of random SMILES strings alone. Following the finding here, subsequent models were trained with data augmentation by random SMILES strings.

Effect of Thresholds. Table 2 shows the performance of the deep model on the validation set in terms of MCC, recall, and precision using a threshold of 5 or 7 in pXC50. The performance drops significantly with a threshold of 7. The reasons are two-fold. First, there are few active compounds with a threshold of 7, and the chemical diversity is underrepresented in the training set. Second, pairs are more biased toward inactive compounds which are predominant. However, both recall and precision are generally acceptable, showcasing the good discriminative power of the deep model. Notably, the decrease in performance with a threshold of 7 was more pronounced with the two baseline machine learning methods (Table 3).

Comparison with Baseline Models. To benchmark the deep model, two popular machine learning methods,8,33 RF and SVM, were implemented with scikit-learn. The two methods were trained on the same training sets for the binary classification but taking a single compound as input using

---

**Table 1. Chemical Similarity of the Paired Compounds from the Five Datasets**

| datasets | N$^a$ | training pairs | validation pairs | $T_C$ of training set$^b$ | $T_C$ of validation set$^b$ |
|----------|-------|----------------|-------------------|---------------------------|---------------------------|
| BACE1    | 20,450 (2,490) | 14,788 | 2,954 | 0.14 (0.13) | 0.14 (0.13) |
| CCR5     | 4,998 (506) | 3104 | 616 | 0.20 (0.13) | 0.22 (0.17) |
| DRD2     | 106,341 (43,493) | 98,282 | 19,570 | 0.16 (0.14) | 0.16 (0.14) |
| EGFR     | 11,364 (2,134) | 5,932 | 1,184 | 0.21 (0.20) | 0.21 (0.20) |
| NR1H2    | 2712 (821) | 1,956 | 382 | 0.19 (0.16) | 0.20 (0.16) |

$^a$Number of compounds and clusters (in brackets).

$^b$Mean Tanimoto coefficient of paired compounds in the subset having similar or dissimilar (in brackets) bioactivity.

---

**Figure 2.** Distribution of Tanimoto coefficients of paired compounds from the dataset NR1H2. (Top) the training set and (bottom) the validation set.

**Figure 3.** Performance of the deep model SiameseCHEM on the validation set with data augmentation. The coefficients are the mean value from the last five epochs, and the error bar depicts the standard deviation.
either the ECFP6 fingerprints or the tokenized SMILES strings. Each compound in a pair from the validation set was then fed into the baseline models separately. The similarity label of a pair is determined by the predicted activity class of each individual compound. To have a robust comparison on performance, the 10-fold stratified cross-validation was performed on all models, repartitioning the training and validation sets with a 80:20 split. The results are summarized in Table 3.

The deep model SiameseCHEM shows a good performance with MCC greater than 0.65 across all five datasets for the threshold of 5. Notably, the deep model achieves better performances on BACE1, DRD2, and NR1H2 (p-value < 0.05) than the RF model which uses the ECFP6 fingerprints. For CCR5 and EGFR, it is not significantly different from the RF. The performance drops with the threshold of 7. However, the decrease in performance is even more prominent for the two baseline methods. They also have bigger variance across the datasets. The ECFP6 fingerprints are descriptors of atom-centric substructures and rich in chemistry information.37 Interestingly, the inferior performance of both baseline models which use the tokenized SMILES strings highlights that SMILES strings themselves are not discriminative of biological similarity. Hence, the deep model proves to be capable of learning relevant chemical features rather than making casual correlations. In addition, we compared to a Siamese MLP model which used the ECFP6 fingerprints as the input. The overall performance of MLP is comparable to that of SiameseCHEM, except on the DRD2 dataset (Table 3), which suggests the potential limitations of using the fixed molecular descriptors. The finding corroborates the competitive performance of deep learning-based feature representations.38–41 Alternative deep learning models, such as variational autoencoders,42 transformer,43 and seq2seq,44 therefore could be implemented within the Siamese framework to extract task-specific features.

**N-Shot Learning.** The SiameseCHEM deep model was retrained on a merged set consisting of both the training and the validation set to make full use of available compounds with known activity and then evaluated on the test set. A maximum of 5000 instances were sampled randomly without replacement per dataset from the respective original test set for evaluation of the model performance. The effect of the number of reference compounds (N) in a support set on inference of the activity label was first investigated (Figure 4). The predictive power of the deep model increases progressively with the increase in the number of reference compounds with which the query compound is paired. Concomitantly, the false positive rate declines gradually, enabling a more accurate discern of true active compounds. There is a big jump on performance (p-value < 0.05) from using two reference compounds which is essentially one-shot learning to four compounds. The performance reaches the plateau with 32 reference compounds for BACE1, DRD2, and EGFR, 16 for CCR5, and 8 for NR1H2. The number of reference compounds per dataset appears to correlate with the data size, suggesting that more diverse compound collections would require more reference compounds to be compared with. However, the number of reference compounds required is rather small in comparison with the number of clusters per dataset (Table 1), highlighting the unique merit of the Siamese neural network to cope with the scarce data and its strong discriminative power. Note-worthily, the one-shot learning (N = 2) achieves an acceptable performance on the three datasets of BACE1, DRD2, and NR1H2 with a false positive rate of 20% on average. In addition, the same procedure can be iterated k-times each with a different support set, and the improvement on performance is marginal with iterations (Table S2), presumably because the number of reference compounds has been optimized and big enough for reliable inference.

The categorical classification was further explored using two deep models, each trained with a threshold of 5 or 7 in pXC50, respectively. The Cohen’s weighted kappa (κ) indicates a good agreement on the three datasets of BACE1, CCR5, and DRD2, as well as a modest agreement on the other two datasets of EGFR and NR1H2. The Kendall’s correlation coefficients (τ) are consistent with the Cohen’s weighted kappas, revealing a similar trend (Table 4).

### Table 2. Performance on the Validation Set with a Threshold of 5 or 7 in pXC₅₀

| dataset | threshold | MCC   | recall | precision |
|---------|-----------|-------|--------|-----------|
| BACE1   | 5         | 0.77  | 0.92   | 0.84      |
|         | 7         | 0.55  | 0.61   | 0.87      |
| CCR5    | 5         | 0.83  | 0.93   | 0.91      |
|         | 7         | 0.61  | 0.83   | 0.75      |
| DRD2    | 5         | 0.78  | 0.94   | 0.84      |
|         | 7         | 0.56  | 0.90   | 0.59      |
| EGFR    | 5         | 0.67  | 0.82   | 0.86      |
|         | 7         | 0.38  | 0.48   | 0.79      |
| NR1H2   | 5         | 0.74  | 0.89   | 0.84      |
|         | 7         | 0.43  | 0.79   | 0.54      |

*The numbers are the mean values from the last five epochs.

### Table 3. Performance Comparison with Baseline Methods on the Validation Set

| dataset | threshold | SiameseCHEM | MLP (ECFP6) | RF (SMILES) | RF (ECFP6) | SVM (SMILES) | SVM (ECFP6) |
|---------|-----------|-------------|-------------|-------------|------------|--------------|-------------|
| BACE1   | 5         | 0.77        | 0.73        | 0.20        | 0.60       | −0.13        | 0.09        |
|         | 7         | 0.55        | 0.44        | −0.10       | 0.11       | −0.9         | −0.06       |
| CCR5    | 5         | 0.83        | 0.83        | 0.51        | 0.80       | −0.13        | 0.49        |
|         | 7         | 0.61        | 0.52        | 0.07        | 0.34       | −0.03        | −0.01       |
| DRD2    | 5         | 0.78        | 0.23        | −0.10       | −0.13      | −0.04        | −0.03       |
|         | 7         | 0.56        | −0.01       | −0.12       | −0.08      | −0.02        | −0.11       |
| EGFR    | 5         | 0.67        | 0.71        | 0.41        | 0.67       | 0.25         | 0.52        |
|         | 7         | 0.38        | 0.022       | −0.06       | 0.06       | −0.04        | −0.06       |
| NR1H2   | 5         | 0.74        | 0.60        | 0.14        | 0.55       | −0.15        | −0.05       |
|         | 7         | 0.43        | 0.04        | 0.0         | −0.10      | 0.0          | 0.0         |

*MCCs averaged from the 10-fold stratified cross-validation.
Nonadditivity Analysis. Nonadditivity analysis studies whether the same transformations between related molecules have the same effect by assessing the experimental uncertainties, and strong nonadditivity is indicative of potential QSAR outliers. The results of nonadditivity analysis are summarized in Table 5 and illustrated by Figure 5. The estimated experimental uncertainty ranges from 0.10 for DRD2 to 0.58 for NR1H2. The three datasets of BACE1, EGFR, and NR1H2 have the estimated uncertainty around 0.5 log unit, slightly higher than 0.3 from the in-house homogeneous data. The percentage compounds outside the 95% confidence

Table 4. Performance of the Categorical Classification via N-Shot Learning

| dataset | \( N^{a} \) | \( \kappa^{b} \) | \( \tau^{c} \) |
|---------|--------|--------|--------|
| BACE1   | 32     | 0.69   | 0.74   |
| CCR5    | 16     | 0.68   | 0.73   |
| DRD2    | 32     | 0.79   | 0.83   |
| EGFR    | 32     | 0.56   | 0.61   |
| NR1H2   | 8      | 0.57   | 0.65   |

\(^{a}\)The number of reference compounds in the support set. \(^{b}\)Cohen's weighted kappa (\( \kappa \)) measures the degree of absolute agreement between the ground truth and predictions, with the value ranging from −1 to 1. It treats all misclassifications equally. \(^{c}\)Kendall's correlation coefficient (\( \tau \)) measures the ordinal association between the ground truth and predictions, with the value ranging from −1 to 1. It penalizes ordinal misclassification more heavily than the kappa statistics.

Table 5. Nonadditivity Analysis of the Five Datasets

| nonadditivity metrics | BACE1 | CCR5 | DRD2 | EGFR | NR1H2 |
|-----------------------|-------|------|------|------|-------|
| estimated uncertainty | 0.55  | 0.28 | 0.10 | 0.48 | 0.58  |
| % Cpd outside 95% CI | 6.71  | 6.66 | 0.17 | 4.81 | 2.77  |
| mispredictions\(^{a}\) | 493   | 102  | 441  | 265  | 82    |
| mispredictions with an outlier\(^{b}\) | 23    | 2    | 0    | 10   | 1     |

\(^{a}\)Number of total pairs whose similarity labels were wrongly predicted by the deep model SiameseCHEM. \(^{b}\)Number of wrongly predicted pairs having at least one compound outside the 95% CI from the nonadditivity analysis.
The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acsomega.1c01266.

**CONCLUSIONS**

We have developed a deep model SiameseCHEM, which is a Siamese recurrent neural network based on the BiLSTM architecture with a self-attention mechanism. Trained on random SMILES strings, it is capable of classifying the bioactivity of small molecules via N-shot learning. It outperforms the baseline methods of RF and SVMs which use the precomputed chemistry-rich ECFP6 fingerprints and demonstrates that it learns task-specific chemical features encoded by the SMILES strings. It is shown to have the advantage of coping with data paucity and class imbalance, two prevailing challenges for QSAR modelling in drug discovery. The current study constitutes a stepping stone to use the Siamese neural network for regression and may open a new avenue for further exploration in QSAR. The source code is publicly available at https://github.com/MolecularAI/Siamese-RNN-Self-Attention.
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