Modified toric code models with flux attachment from Hopf algebra gauge theory
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Abstract
Kitaev’s toric code is constructed using a finite gauge group from gauge theory. Such gauge theories can be extended with the gauge group generalized to any finite-dimensional semisimple Hopf algebra. This also leads to extensions of the toric code. Here we consider the simple case where the gauge group is unchanged but furnished with a non-trivial quasitriangular structure (R-matrix), which modifies the construction of the gauge theory. This leads to some interesting phenomena; for example, the space of functions on the group becomes a non-commutative algebra. We also obtain simple Hamiltonian models generalizing the toric code, which are of the same overall topological type as the toric code, except that the various species of particles created by string operators in the model are permuted in a way that depends on the R-matrix. In the case of $Z_N$ gauge theory, we find that the introduction of a non-trivial R-matrix amounts to flux attachment.
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1. Introduction

It was proposed in [Kit03], that anyonic excitations could be utilised to implement quantum computation in a fault-tolerant manner. The model introduced there is often called the Kitaev model or the toric code, since it can be described as a stabiliser code on a toroidal geometry [BB07]. It is essentially a discrete gauge theory, based on a finite group $G$, where gauge invariance is encoded through an energy penalty for gauge violations. In
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such model the ground states are gauge invariant, while excited states can have electric or magnetic charge, in which case they transform non-trivially under gauge transformations. In recent years a renewed interest in these models has developed with the advent of quantum simulators [LB12, PWS+07]. In fact, there have recently been experimental measurements of anyonic braiding statistics in systems of qubits hosting the toric code ground state [SXZ+18, ZZW+16, SLS+21].

On the more mathematical side, these models have many interesting features. The distinct types of excitations are labelled by irreducible representations of $D(G)$, the Drinfeld double, or quantum double, of the gauge symmetry $G$. See [dB95], for an overview of how this structure arises in discrete gauge theories. Although originally defined over a finite group, as pointed out in [Kit03], the construction can be generalised to any finite-dimensional semisimple Hopf algebra [BM08, BMCA13]. Many of the tools developed in Kitaev models such as the formalism of ribbon operators have already been extended to these generalised Kitaev models [CCY21]. Although many of the developments in toric code models are based on closed manifolds, the framework has been developed to study boundaries [BK98, CCK19, BSW11] and even explicit constructions of boundary theories for generalised Kitaev models have been introduced [JKT22, CM22].

Another notable development in the area has been the introduction of axioms for Hopf algebra gauge theory, which generalise discrete group gauge theory [MW21] and the equivalence with Kitaev models, [Meu17]. In particular, a relation is established between the topological invariants of both frameworks, i.e. the space of gauge invariant flat connections in Hopf algebra gauge theory is equivalent to the space of protected states in Kitaev models.

In this work, we shall closely follow [MW21] and examine the excitations in Hopf algebra gauge theory and the relation to Kitaev models. Our focus will be on taking a simple class of Hopf algebras and calculating the relevant quantities, like $R$-symbols, from a lattice gauge theory construction. In particular, our gauge theory will be given by a quasitriangular semisimple Hopf algebra constructed on $\mathbb{C}Z_N$. With the trivial choice of quasitriangular structure, this simply reproduces the usual $\mathbb{Z}_N$ gauge theory and $\mathbb{Z}_N$ toric code. However, $\mathbb{C}Z_N$ allows for a choice of non-trivial quasitriangular structure. We will show how this choice affects the braiding of excitations in the model and leads to a notion of flux attachment.

In section 2, we provide a brief overview of some of the relevant material in [MW21]. In section 3 we will discuss our model and analyse the excitations of the operators defined in the preceding sections. We will show how the introduction of a non-trivial $R$ matrix on the Hopf algebra can lead to a different identification of the quasiparticle content when compared with the usual Kitaev models. Finally, in section 4, we draw conclusions from our results.

2. Background on Hopf algebra gauge theory

A comprehensive summary of the differences caused by generalising the input gauge object from a group to $K$, a finite-dimensional semisimple quasitriangular Hopf algebra, can be found in [MW21] and we report this schematically in table 1.

In this section we shall follow [MW21], where it is explained how to construct a Hopf algebra gauge theory on a ribbon graph from the description of the gauge theory on smaller, local constituents of the graph, called local vertex neighbourhoods. Firstly a basis for the Hilbert space in discrete group gauge theory is given by assigning group elements of the group $G$ to the edges of the graph, often referred to as ‘colouring’ the graph by $G$. The situation is analogous to Hopf algebra gauge theory, except now the graph is coloured by elements of the Hopf algebra.
Table 1. This table shows how many of the standard ingredients of lattice gauge theory are generalised to the Hopf algebra gauge theory. $E$ and $V$ indicate the collection of edges and vertices of the graph respectively. By $k^E$ ($k^V$) we denote the tensor product of all of the Hopf algebras associated with each edge (vertex).

| Lattice gauge theory                  | Hopf algebra gauge theory |
|---------------------------------------|--------------------------|
| Gauge object                          | Group $G$                |
| Connection                            | Hopf algebra $K$         |
| Collections of connections            | $G$-colouring of graph   |
|                                      | $K$—colouring of graph   |
|                                      | $k^E$                    |
| Gauge transformation on connection    | $G$-set                  |
|                                      | $k^V$—module structure on $k^E$ |
| Gauge transformation on functions     | Dual $G$ set             |
|                                      | $k^V$—module algebra structure on $k^E$ |

Figure 1. In (a) we show an example of a ciliated vertex, the edges are numbered counterclockwise starting from the cilium, which we denote by a dotted line. In (b) we show a piece of the bulk square lattice built as a ribbon graph. In general, the lattice can be considered to have periodic boundary conditions. Note that with our choice of cilia, each of the elementary plaquettes has a single cilium pointing inwards and each vertex has two incoming and two outgoing edges.

A ciliated ribbon graph is a directed graph with a cyclic ordering of the edges at each vertex and is used as a discrete representation of space. The edges are enumerated anti-clockwise starting from the cilium, as we display in figure 1(a). The cilia are not themselves edges of the graph, but can instead be thought of as a bookkeeping device that keeps track of the ordering of edges at a vertex, so that one can associate an oriented surface with a boundary to a ribbon graph. This is done by replacing edges with ribbons, vertices with disks, and gluing ribbons and disks according to the cyclic ordering defined by the cilia.

To ensure that all readers can follow along, we will now provide a concise overview of the key properties and definitions related to Hopf algebras that will be referenced throughout this article.
Explicit actions for the canonical Hopf algebra structure on a group algebra and for the algebra of functions on a finite group can be found in appendix A. A Hopf algebra $K$ is an associative unital algebra where, together with the product which defines the algebra, we have the following algebra homomorphisms:

$$\Delta: K \to K \otimes K, \quad \eta: \mathbb{C} \to K, \quad \epsilon: K \to \mathbb{C}. \quad (1)$$

The algebra homomorphism $\Delta$ is called coproduct and can be considered as a sort of ‘reverse’ of the product map. It is used to split an element into two tensored components\(^3\). The action of $\Delta$ on an element $h \in K$ is generally denoted through the Sweedler notation:

$$\Delta(h) = \sum_{(h)} h^{(1)} \otimes h^{(2)}, \quad (2)$$

which is a symbolic representation of the fact that a coproduct acting on an element can generally contain a sum of tensor products of different elements of the algebra. The summation is often left implicit and we will follow this convention in the following. This map is of particular importance in toric code models as this structure is used to form multiparticle states. The map $\eta$ is given by the following:

$$\eta(c) = c 1_K, \quad (3)$$

where $1_K$ indicates the identity element of the algebra and $c$ is an element of the field, which we take to be $\mathbb{C}$. The $\epsilon$ map, also called counit, can be considered as the equivalent of the unit for the coproduct. Another element entering the definition of a Hopf algebra is the antipode $S: K \to K$, which satisfies

$$S(ab) = S(b)S(a). \quad (4)$$

This is a generalisation of the map that inverts elements of the group and for semisimple Hopf algebra, we have $S^2 = \text{id}$. The defining compatibility conditions for any element $h \in K$ are:

$$\epsilon(h^{(1)}) h^{(2)} = h \epsilon(h^{(2)}), \quad S(h^{(1)}) h^{(2)} = h^{(1)} S(h^{(2)}) = \epsilon(h) \eta(1). \quad (5)$$

When the Hopf algebra is obtained from a group algebra there is a canonical Hopf algebra structure that takes the following form

$$\Delta(h) = h \otimes h, \quad S(h) = h^{-1}, \quad \epsilon(h) = 1_{\mathbb{C}}, \quad (6)$$

with the multiplication of elements given by the multiplication in the group algebra.

In order for a Hopf algebra to be quasitriangular, there must be an invertible element of $K \otimes K$ that we will represent as

$$R = \sum R' \otimes R''. \quad (7)$$

\(^3\) The coproduct is used to create tensor products of representations. Given two representations $\pi_1, \pi_3$ a representation for the tensor product is given as

$$\pi_1 \otimes \pi_2: h \to (\pi_1 \otimes \pi_2)(\Delta(h)).$$

E.g. for determining the representation of angular momentum for two particles, the coproduct is given by

$$\Delta(j) = j \otimes 1 + 1 \otimes j.$$
The notation is simply meant to indicate that $R$ can be made of sums of tensor products of elements in the algebra. The $R$ matrix satisfies the following properties

$$R \begin{pmatrix} h^{(1)} & \otimes & h^{(2)} \end{pmatrix} R^{-1} = h^{(2)} \otimes h^{(1)} , \quad \forall \ h \in K , \tag{8}$$

$$(\Delta \otimes id)(R) = R_{13}R_{23} , \quad (id \otimes \Delta)(R) = R_{13}R_{12}$$

where $R_{13} = R^{i} \otimes 1 \otimes R^{j}$, $R_{12} = R^{j} \otimes R^{j} \otimes 1$ and $R_{23} = 1 \otimes R^{i} \otimes R^{j}$, with the summation left implicit.

For a more detailed and formal discussion on this topic, we refer to the many books and articles on the subject, such as [Kas95, Maj95b]. We will now describe aspects of Hopf algebra gauge theory that are relevant in the present context.

2.1. Gauge transformations

In this section, we will draw a comparison between key concepts of discrete gauge theory and the analogous ones in Hopf algebra gauge theory. For details on discrete gauge theory, we refer the reader to [de 95, dB95, Wen07].

We start by recalling that for finite groups, a gauge transformation by an element $h$, acts at a vertex $v$ of the graph on the elements of the group assigned to the edges incident to that vertex. This action we denote by $\tilde{A}^{h}_{v}$ and it is defined by the following rules:

$$\tilde{A}^{h}_{v}(k) = h \cdot k \quad \tilde{A}^{h}_{v}(k) = k \cdot h^{-1} \tag{9}$$

for incoming and outgoing edges respectively. The tilde is to differentiate this operator from its dual counterpart, which we will introduce in the following. For Hopf algebra gauge theories, if the local vertex neighbourhood has more than one incident edge, we need to split the element $h$ to act on each of the connected edges, in a way that is compatible with the multiplication in the algebra and linear over $\mathbb{C}$. This is where the coproduct is used. Therefore, by direct analogy, we can define the action of gauge transformations at each edge by

$$\tilde{A}^{h}_{v}(k_i) = h^{(i)}k_i \quad \tilde{A}^{h}_{v}(k_i) = k_iS(h^{(i)}) \quad i = 1, \ldots, n \tag{10}$$

for incoming and outgoing edges respectively. For clarity, an example of this transformation is displayed in figure 2. The trivial action, for edges that are not connected to the vertex $v$, is given by

$$\tilde{A}^{h}_{v}(k) = \epsilon(h)k \quad \forall \ k \neq k_1, k_2, \ldots, k_n . \tag{11}$$

For local vertex neighbourhoods with closed edges (loops), the action of gauge transformation can be written as

$$\tilde{A}^{h}_{v}(k) = \left( h^{(i)}kS(h^{(2)}) \right) \quad \text{or} \quad \tilde{A}^{h}_{v}(k) = \left( h^{(2)}kS(h^{(1)}) \right) , \tag{12}$$

depending on whether the cilium is pointing inwards or outward to a counterclockwise loop. Similar relations hold for clockwise loops. We can therefore see how both the directedness and the cyclic ordering of the edges around a vertex play a role in Hopf algebra gauge theory and the above discussion should convince the reader of the necessity of the cilium in this framework. This concludes our discussion of gauge transformations for Hopf algebra gauge theory.

As shown in [MW21], the properties of the theory take a more appealing and simple algebraic form when working in the dual space $K^{*}$, the algebra of linear functionals over $K$. For this reason, we will now describe the gauge transformations on $K^{*}$, which can be found by
We display the gauge transformation for a local vertex neighbourhood by an element \( h \in K \), the elements \( k_i \) are assigned to \( K^E \), the Hopf algebra on the edges.

dualizing (10). This dualization is performed using two main properties, which come from the compatibility between the Hopf algebra with its dual

\[
\langle \alpha, k_1 \cdot k_2 \rangle = \langle \alpha^{(1)} \otimes \alpha^{(2)}, k_1 \otimes k_2 \rangle \quad \langle \alpha_1 \cdot \alpha_2, k \rangle = \langle \alpha_1 \otimes \alpha_2, k^{(1)} \otimes k^{(2)} \rangle .
\]  

Consider therefore a local vertex neighbourhood with \( n \) edges, such as the one shown in figure 1(a), then the gauge transformation by \( h \in K^v \) on \( \alpha_1 \otimes \cdots \otimes \alpha_n \in K^* \otimes^n \), is given by

\[
A^h_v(\alpha_1 \otimes \cdots \otimes \alpha_n) := \left( S^{\tau_1} \left( \alpha_1^{(1+\tau_1)} \right) \cdots S^{\tau_n} \left( \alpha_n^{(1+\tau_n)} \right), h \right) \left( \alpha_1^{(2-\tau_1)} \otimes \cdots \otimes \alpha_n^{(2-\tau_n)} \right),
\]

where \( \tau_i = 0, 1 \) if the \( i \)th edge is incoming to the vertex or outgoing respectively (we are assuming \( S^0 = id \)). Note that this constitutes a right \( K^v \) module action on \( K^* \otimes^n \), which is denoted \( (\alpha_1 \otimes \cdots \otimes \alpha_n) \circ h \) in [MW21] and further details can be found there (i.e. see Corollary 3.12). It can now be proved that with these definitions we have

\[
A^{h_1}_v A^{h_2}_v = A^{h_2 h_1}_v \quad \forall v \neq v, \forall h_1, h_2 \in K .
\]

Analogously to discrete gauge theory, we say that a function is gauge invariant at a vertex \( v \) when

\[
A^h_v(\alpha_1 \otimes \cdots \otimes \alpha_n) = \epsilon(h)(\alpha_1 \otimes \cdots \otimes \alpha_n) \quad \forall h \in K .
\]

It can be seen that given the Haar integral \( l \) of the Hopf algebra \( K \), the projector \( P_{inv}^v \) into the space of gauge invariant functions at a vertex \( v \) is given by the gauge action

\[
P_{inv}^v = A^l_v .
\]
Figure 3. In figure (a) we display the holonomy of elements $k_1 \cdots k_n$. In figure (b) we display the dual holonomy on the space of functions.

For a group algebra $\mathbb{C}G$ over a finite group $G$, the Haar integral is given by

$$l = \sum_{g \in G} g$$

and by substituting this formula in (17) the familiar projector into gauge invariant states of the toric code can be found [BMCA13, Meu17].

2.2. Braided tensor product and holonomy

We can now introduce the second fundamental ingredient of Hopf algebra gauge theory, the braided tensor product, which plays an important role in the construction of the plaquette operator.

Similarly to what happens in quantum field theory, the holonomy is obtained by considering parallel transport around loops. Consider therefore a plaquette $p$ turning counterclockwise, with all cilia at vertices pointing outward, except for one, as shown in figure 3(a). The holonomy on $p$, for discrete gauge theory, is then the product of elements assigned along the edges of the path starting from the unique cilium pointing into the plaquette

$$\text{Hol}(p) = (k_n k_{n-1} \cdots k_2 k_1)^{-1}.$$  \hfill (19)

To simplify the discussion we have supposed that the orientation of the plaquette’s edges agrees with that of a path turning counterclockwise. If the path goes against the directedness of an edge, the element assigned to that edge is first acted upon with the antipode $S$. When the product of the group elements around the plaquette is equal to the identity, we say that the connection is flat at that plaquette.

The plaquette operator associated with an element $f$ of the algebra of functions for plaquette $p$ is then given by

$$B^f_p(k_1 \otimes k_2 \otimes \cdots \otimes k_n) = \langle f, (k_n k_{n-1} \cdots k_2 k_1)^{-1} \rangle (k_1 \otimes k_2 \otimes \cdots \otimes k_n)$$  \hfill (20)
This algebra structure is simply given by
\[ p^\text{flat}_p = B_p^\alpha . \] (21)
Note that generally the plaquette operator \( B_p^\alpha \) is denoted by \( B_p^\alpha \) (i.e. see [Kit03, BMCA13]).

The notion of holonomy can now be readily adapted to our present context. In particular, for a counterclockwise directed plaquette, we can write
\[ \text{Hol}_p(k_1, k_2, \ldots, k_n) = S(k_n k_{n-1} \ldots k_2 k_1) . \] (22)
If we would go by analogy with discrete gauge theory, the most ‘obvious’ extension of the plaquette operator would be
\[ B_p^\alpha(k_1 \otimes k_2 \otimes \cdots \otimes k_n) = \left( f, S\left(k_n^{(1)} k_{n-1}^{(1)} \cdots k_2^{(1)} k_1^{(1)}\right)\right) (k_1^{(2)} \otimes k_2^{(2)} \otimes \cdots \otimes k_n^{(2)}) \] (23)
or similarly, in the dual space
\[ B_p^\alpha(\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_n) = \left( S(f^{(1)}) \phi_1 \otimes S(f^{(2)}) \phi_2 \otimes \cdots \otimes S(f^{(n)}) \phi_n\right) , \] (24)
This can also be written as
\[ B_p^\alpha(\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_n) = \text{Hol}_p^\alpha(f) \cdot (\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_n) , \] (25)
where \( \text{Hol}_p^\alpha(f) \) is the dual holonomy:
\[ \text{Hol}_p^\alpha(f) = \left( S(f^{(1)}) \otimes S(f^{(2)}) \otimes \cdots \otimes S(f^{(n)})\right) \] (26)
and \( \cdot \) is the canonical product structure on the tensored elements\(^4\). Similarly to what happened before, for plaquettes whose edge orientations do not agree with a path turning counterclockwise, the antipode is employed (which would effectively remove the above antipode as \( S^2 = \text{id} \) for semisimple Hopf algebras).

It is now evident that the plaquette operator is closely related to the definition of tensor product algebra. However, this product presents some issues, as it is not necessarily compatible with the action of gauge transformations [MW21, BM93]. Consider a vertex with two incoming edges. Then if we consider \( \alpha \in K^* \) to be assigned to one edge and \( \beta \in K^* \) to the other. The action of the vertex operator, for a general finite-dimensional semisimple Hopf algebra, is not compatible with the multiplication of functions, i.e.
\[ A_p^\alpha(\alpha \otimes \beta) = A_p^\alpha((\alpha \otimes 1) \cdot (1 \otimes \beta)) \neq (A_p^\alpha^{(2)}(\alpha \otimes 1)) \cdot (A_p^\alpha^{(1)}(1 \otimes \beta)) . \] (27)
The disequality, generally, holds with an equal sign only when we are working with a group algebra or, more broadly speaking, with a cocommutative Hopf algebra. This fact poses a significant issue for the consistency of the theory, as it means that holonomies of functions on multiple edges will be changed in ‘unexpected’ ways by gauge transformations. In particular, the set of functions with trivial holonomies will not be invariant under gauge transformations, so it will not be possible to consider the space of gauge invariant functions on flat connections, which is the topologically protected space. This is why the definition of the plaquette operator or, more fundamentally, the product of the functions, needs to be modified.

\(^4\) This algebra structure is simply given by
\[ (a \otimes b) \cdot (c \otimes d) = (a \cdot c \otimes b \cdot d) . \]
When the Hopf algebra is quasitriangular and therefore admits an $R$-matrix, there is a natural deformation of the tensor product that allows one to recover compatibility of the tensor product algebra with gauge transformations. This product takes the name of braided tensor product \cite{Maj92, MW21, Maj95a, Maj02, BM93}. Given \( \alpha, \beta, \alpha', \beta' \) in the algebra of functions and the $R$ matrix of a quasitriangular Hopf algebra around a vertex $v$ with two edges, this product can be written as
\begin{equation}
(\alpha \otimes \beta) \ast (\alpha' \otimes \beta') = (\alpha \cdot A^{R'}_\alpha(\alpha')) \otimes (A^{R''}_\beta(\beta') \cdot \beta')
\end{equation}
(28)
where $A^{R'}_\alpha$ ($A^{R''}_\beta$) denotes the vertex operator acting with the first (second) tensor entry of the $R$ matrix (see (7)) and we are considering the ordering of the tensored elements to agree with the ordering imposed by the cilia. More explicitly, using (14), this formula can be written as
\begin{equation}
(\alpha \otimes \beta) \ast (\alpha' \otimes \beta') = \left\langle \alpha'^{(1+\tau_i)} \otimes \beta^{(1+\tau_i);}(S^\gamma \otimes S^\gamma)(R) \right\rangle \left( \alpha \cdot \alpha'^{(2-\tau_i)} \otimes \beta^{(2-\tau_i)} \right)
\end{equation}
(29)
where the above result can be regarded as a consequence of the commutation between $\beta$ and $\alpha'$, which are sitting on edges of decreasing order (with respect to the cilia ordering).

In general, for a local vertex neighbourhood with more than two edges embedded into the lattice, the structure of the product depends not only on the relative position of the elements being multiplied but also on the edge orientations. This is to make sure that the braided tensor structure stays consistent across the lattice \cite{MW21}.\footnote{Essentially due to the fact that an edge that is incoming for a given vertex is outgoing for a neighbouring one.} Given two elements $\alpha$ and $\beta$, with $i, j$ being their edges position as defined by the cilia, the algebra structure on a bivalent local vertex neighbourhood is given by
\begin{align}
\langle (\alpha)_i \ast (\beta)_i \rangle &= \langle \beta^{(2)} \otimes \alpha^{(2)}(R) \rangle \langle \alpha^{(1)}(R) \rangle \delta_{\tau_i, 1} \\
\langle (\alpha)_i \ast (\beta)_j \rangle &= \langle \beta^{(1)} \otimes \alpha^{(1)}(R) \rangle \delta_{\tau_i, 0} \\
\langle (\alpha)_i \ast (\beta)_j \rangle &= \langle \beta^{(1)} \otimes \alpha^{(1)}(R) \rangle \delta_{i, j} \\
\langle (\alpha)_i \ast (\beta)_j \rangle &= \langle \beta^{(1+\tau_i)} \otimes \alpha^{(1+\tau_i)}(R) \rangle \delta_{\tau_i, 0} \\
\langle (\alpha)_i \ast (\beta)_j \rangle &= \langle \beta^{(1+\tau_i)} \otimes \alpha^{(1+\tau_i)}(R) \rangle \delta_{i, j} 
\end{align}
(30)
with $\tau_i = 0, 1$ if the edge is incoming into the vertex or outgoing respectively, and the subscripts indicate which element is associated with which edge.

This local algebraic structure can be extended to the full ribbon graph by stitching together the different local vertex neighbourhood algebras. The details on this procedure can be found in \cite{MW21} and we provide some description of it in appendix B.

From here we can now write down the plaquette operator for Hopf Algebra gauge theory
\begin{equation}
B^p_q(\phi_1 \otimes \phi_2 \otimes \cdots \phi_n) = Hol^p(\phi_1 \otimes \phi_2 \otimes \cdots \phi_n).
\end{equation}
(31)
In appendix B we show that this operator, when acting on a plaquette such as the one given in figure 3(b), can be written as
\begin{align}
B^p_q(\phi_1, \phi_2, \ldots, \phi_{n-1}, \phi_n, \alpha_1, \alpha_2, \ldots, \alpha_m) &= \langle \phi^{(1)}_n \otimes f^{(1)}(R) \prod_{j=1}^{m} \langle \alpha_j^{(1+\tau_j)} \otimes f^{(j+1)}(S^\gamma \otimes id)(R) \rangle \langle \phi^{(2)}_j \otimes f^{(m+2)}, R^{-1} \rangle \rangle \\
&\times B^p_q(\phi^{(1)}_1, \phi_2, \ldots, \phi_{n-1}, \phi^{(2)}_n, \alpha^{(2-\tau_j)}_1, \ldots, \alpha^{(2-\tau_m)}_m).
\end{align}
(32)
with $B^P_p$ as in (24). This formula may seem complicated, but it is simply saying that the most ‘obvious’ plaquette operator and the one that is compatible with gauge transformation differ only for some action at the starting vertex of the plaquette. A gauge transformation acting at any combination of vertices of the lattice (i.e. some product of gauge transformations on individual vertices) cannot change the holonomy unless it acts at the base point of the plaquette, and just in a canonical way for a gauge transformation acting on a single edge (a loop), with the group element on that edge being the monodromy of the plaquette. Note that equation (32) looks like an element $f$ is placed at an extra incoming edge at the cilia, and it is multiplying the functions on the lattice according to equation (30).

With this definition, it is now possible to make sense of the concept of flat connection for Hopf algebra gauge theory. In particular, given the Haar integral $\lambda$, of the algebra of functions, the following defines a projector (see [MW21]) into the space of flat connections:

$$P_{\text{flat}}^p = B^\lambda_p.$$  (33)

With this definition, plaquette operators have non-trivial commutation relations and in particular

$$B^P_p B^q_q = B^q_q B^P_p \quad p \neq q.$$  (34)

Plaquette operators and vertex operators commute at all vertices which do not contain the singular cilium pointing into the plaquette. However, at the vertex containing the plaquette’s cilia, we have

$$A^h_p B^P_p = \langle f^{(3)}, S \left( h^{(1)} \right) \rangle \langle f^{(1)}, h^{(2)} \rangle B^P_p A^h_p.$$  (35)

The proofs for the above relations can be found in appendix B. These properties can be directly compared with similar ones obtained using $B^P_p$ [BMCA13, Meu17].

$$B^P_p B^P_q = B^P_q B^P_p \quad A^h_p B^P_p = \langle f^{(3)}, S \left( h^{(1)} \right) \rangle \langle f^{(1)}, h^{(2)} \rangle B^P_p A^h_p,$$  (36)

which is saying that plaquette and vertex operators of traditional Kitaev models form a representation of the Drinfeld double of the gauge symmetry [Kit03]. Note that for cocommutative Hopf algebras, equation (35) agrees with equation (36). In particular, this also means that the particle content of the two theories is the same, as we will see in the following.

We conclude this section by mentioning that both in the original Kitaev model and in the more general Hopf algebra gauge theory, projectors onto flat connections and onto the space of gauge invariant functions commute with each other:

$$p_{p_1}^{\text{flat}} p_{p_2}^{\text{flat}} = p_{p_1}^{\text{flat}} p_{p_2}^{\text{flat}} \quad p_{v_1}^{\text{inv}} p_{v_2}^{\text{inv}} = p_{v_2}^{\text{inv}} p_{v_1}^{\text{inv}} \quad \forall \ p_1, p_2, v_1, v_2,$$  (37)

$$p_{p}^{\text{flat}} p_{v}^{\text{inv}} = p_{v}^{\text{inv}} p_{p}^{\text{flat}} \quad \forall \ p, v.$$

These results can be proved using the properties of the Haar integrals and the relations given above. In particular, this means that we have a good set of commuting projectors to define a stabilizer code (e.g. on a torus).

3. Lattice Hopf algebra gauge theory for $\mathbb{C}\mathbb{Z}_N$

In this section, we will construct Hamiltonians for Hopf algebra gauge theories on a square lattice like the one shown in figure 1(b). The displayed choice of ciliation makes all the plaquettes satisfy the definition of face path, that is each plaquette contains exactly one cilium pointing
inward. The definition of face path is crucial in defining the holonomy and different choice of ciliation can be mapped to this case through graph transformations, which induce algebra homomorphism between the theories built on different graphs \[MW21\]. On a quadrivalent lattice the current ciliation is therefore the most natural and not restrictive one.

We will follow Kitaev’s idea and encode the space of gauge invariant functions and flat connection into the ground state of some Hamiltonian, \[Kit03\]. Since all the local projectors of the Hopf algebra gauge theory commute with each other, we can define such a Hamiltonian by

\[
H = - \sum_v p_{v}^{\text{inv}} - \sum_p p_{p}^{\text{flat}}.
\]

The space of gauge invariant and flat connections is then identified with the space of ground states of this Hamiltonian and gauge invariance is implemented as an energy penalty. Considering states that break gauge invariance and flatness give rise to anyons \[Kit03, BMCA13, BM08\].

In the present context, we will consider the theory constructed over the quasitriangular Hopf algebra \(CZ_N\), the group algebra constructed over \(\mathbb{Z}_N\), the cyclic group of order \(N\). We denote the basis of \(K = CZ_N\) by \(a^p\), where \(a\) is the generator of \(\mathbb{Z}_N\) and a basis of characters for \(K^*\) by \(\chi_i\), with \(i = 0, \cdots, N - 1\). The action of the characters on \(\mathbb{Z}_N\) is defined as

\[
\chi_i(a^p) = \omega^p \quad \omega = e^{2\pi i/N}.
\]

As we discussed in section 2, the novelty of this approach comes with the introduction of the braided tensor product with a non-trivial \(R\) matrix in \(K\). We are therefore interested to see how a non-trivial \(R\)-matrix changes the gauge theory and Kitaev model in the context where the Hopf algebra is constructed over a group algebra. In this case, the gauge theory with the trivial \(R\)-matrix would be exactly the conventional lattice gauge theory and the Kitaev model would be the conventional toric code. In particular, for \(CZ_N\), there are up to \(N\) choices of quasitriangular structure. We label these by \(k = 0, 1, \cdots, N - 1\) in the \(R\) matrix, which is defined by

\[
R = \begin{cases} 
1 \sum_{p,q=0}^{N-1} \omega^{-kpq} a^p \otimes a^q & \gcd(k, N) = 1 \\
1 \otimes 1 & k = 0
\end{cases}
\]

where \(\omega\) is an \(N^{\text{th}}\) root of unity as in (39). We can now start building representations of vertex and plaquette operators.

Building a matrix representation for the Hamiltonian (38) is equivalent to considering the regular representation of vertex operators and plaquette operator over \((CZ_N)^*\) and we identify

\[
\chi_i \equiv |i\rangle.
\]

Using this basis and using (14) and (32), it is straightforward to find the regular representation of vertex operators and plaquette operators. In particular, these can be given in terms of the matrices

\[
\sigma = \begin{pmatrix} 
1 & 0 & 0 & \cdots & 0 \\
0 & \omega & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \omega^{N-2} & 0 \\
0 & 0 & \cdots & 0 & \omega^{N-1}
\end{pmatrix}, \quad \tau = \begin{pmatrix} 
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0
\end{pmatrix},
\]

(40)
which are a generalization of the Pauli matrices and reduce to the familiar $\sigma_z$, $\sigma_x$ when $N = 2$.

The commutation relations of the $\tau$ and $\sigma$ matrices are the following:

$$\tau^m \sigma^l = \omega^{ml} \sigma^l \tau^m$$
$$\sigma^l \tau^m = \omega^{-ml} \tau^m \sigma^l$$.

(43)

Let’s, therefore, start by considering the representation of a vertex operator that acts on the vertex $v_1$ under (14), as depicted in figure 4. It can be proved that this action, on the basis given in (41), corresponds to the one provided in the same figure. Using (14) it can be proved that for a general vertex $v$ we get

$$A^a_{v} = (A^a_v)^i$$, \hspace{0.5cm} (A^a_v)^N = 1, \hspace{0.5cm} (A^a_v)^{N-1} = (A^a_v)^i$$.

(44)

and reversing the edge orientations corresponds to taking the Hermitian adjoint of the above operator. This means that when considering the lattice shown in figure 1(b), the direction of the arrows around the vertex is unimportant (note that there are two types of vertices), as the form of the projector into gauge invariant space is independent of edges orientations at that vertex. Given $l = \frac{1}{N} \sum_{i=0}^{N-1} a^i$ we have

$$P_{inv}^v = \frac{1}{N} \left(1 + (A^a_v)^i + (A^a_v)^2 + \cdots + (A^a_v)^{N-1}\right).$$

(45)

We can now turn our attention to the plaquette operator. The matrix form of the plaquette operator is given by considering the representation of (32) on the basis (41). Consider therefore the plaquette shown in figure 5. It is straightforward to see that the representation of the plaquette operator associated with $\chi_1$ is then the one depicted in the same figure, where we display the action only for those edges on which the operator acts non-trivially.

Note that given the particular choice of $R$ matrix that we made, our plaquette operator differs from the plaquette operator of conventional Kitaev models by an extra vertex operator attached to the vertex with the cilium. More specifically we have

$$B^{\chi_1} = R_{\hat{k}}^{\chi_1} A^\hat{k}_{\omega^i}$$

(46)

where $R_{\hat{k}}^{\chi_1}$ is the plaquette operator arising from Kitaev models for $\mathbb{CZ}_N$ [Pac12, BM08], and $\hat{k}$ is connected to the $k$ appearing in the $R$ matrix (40) in the following way

$$\hat{k} = \begin{cases} \frac{k}{N} \mod N & \text{gcd}(k,N) = 1 \\ 0 & \text{otherwise}. \end{cases}$$

(47)
Figure 5. Here we display the decomposition of $\text{Hol}^p_\kappa (\chi_1)$ for the plaquette $p_1$. We display the resulting matrices from the regular representation of the braided tensor product. The important observation is the presence of $\sigma$ matrices at the local vertex neighbourhood with the cilia pointing inward to $p_1$, the power of $k$ is related to the choice of $R$ matrix in the braided tensor product. We can see when $k = 0$, then the plaquette operator reduces to the familiar one from the Kitaev model.

Similarly to the vertex operators, it can be proved that the plaquette operators satisfy the following relations

$$B^{\chi_j} (B^{\chi_1})^j = 1$$

$$B^{\chi_1} (B^{\chi_1})^{N-1} = (B^{\chi_1})^\dagger.$$  \hspace{1cm} (48)

In light of these properties, the form of the projector onto the space of flat connections at a general plaquette $p$, does not depend on the orientation of that particular plaquette. Given the dual Haar integral; $\lambda = \frac{1}{N} \sum_{i=0}^{N-1} \chi_i$, the projector onto flat connections is

$$P^{\text{flat}}_p = \frac{1}{N} \left(1 + (B^{\chi_1})_p + (B^{\chi_1})^2_p + \cdots + (B^{\chi_1})^{N-1}_p\right)$$

which is similar to (45). Bear in mind, however, that the introduction of the $R$ matrix is breaking the electro-magnetic duality given by the interchange of the vertex and plaquette operators [Kit03, BCKA10]. In particular, the vertex operator acts on a single vertex neighbourhood of the direct lattice, while the plaquette operator does not act on a single vertex neighbourhood of the dual lattice.

Given the above structure for the plaquette and vertex operators, they commute

$$[B^{\chi_1}_p, A^v_\kappa] = 0 \quad \forall \, p, \, v.$$  \hspace{1cm} (50)

We are now in the position to prove that the ground state of the theory coincides with the original Kitaev quantum double model. Note in fact that since all the vertex and plaquette operators entering the Hamiltonian commute with each other, the ground state of the model $|\text{GS}\rangle$ is such that

$$A^v_\kappa |\text{GS}\rangle = |\text{GS}\rangle$$

$$B^{\chi_1}_p |\text{GS}\rangle = |\text{GS}\rangle \Rightarrow B^{\chi_1}_{p_1} |\text{GS}\rangle = |\text{GS}\rangle,$$  \hspace{1cm} (51)

which are the exact same equations that one would obtain in the original Kitaev model.

This concludes the treatment of the ground state physics of Hopf algebra gauge theory based on $\mathbb{C}Z_N$. In the next section, we will consider the states with excitations. For completeness,
before undertaking this task, we will describe in some detail the braided tensor product for a local vertex neighbourhood with $\mathbb{C}Z_N$, as there are some interesting aspects to it.

Consider the braided tensor product on $\chi_I, \chi_R$, two elements on a local vertex neighbourhood similar to the one shown in figure 2, defined as

$$\chi_I = (\chi_{i_1} \otimes \chi_{i_2} \otimes \cdots \otimes \chi_{i_k}) \quad \chi_R = (\chi_{r_1} \otimes \chi_{r_2} \otimes \cdots \otimes \chi_{r_n}).$$

(53)

Using (30) it can be seen that the braided tensor product for these two general elements, is given by

$$\chi_I \ast \chi_R = \omega^{-\sum_{k=1}^n r_{ik} - \sum_{j=1}^m r_{jk}} (\chi_{i_1} \otimes \chi_{r_1} \otimes \cdots \otimes \chi_{i_k+r_n}).$$

(54)

To be concrete, consider vertex $v_i$ depicted in figure 4 using the following basis

$$\begin{align*}
(\chi_1)_1 &= (\chi_0 \otimes \chi_0 \otimes \chi_0) \\
(\chi_1)_2 &= (\chi_0 \otimes \chi_1 \otimes \chi_0) \\
(\chi_1)_3 &= (\chi_0 \otimes \chi_0 \otimes \chi_1) \\
(\chi_1)_4 &= (\chi_0 \otimes \chi_0 \otimes \chi_0).
\end{align*}$$

(55)

The product in (54) can then be summarized through the below table, where the element at row $i$ and column $j$ corresponds to $(\chi_i)_j \ast (\chi_I)_j$.

| *     | (\chi_1)_1 | (\chi_1)_2 | (\chi_1)_3 | (\chi_1)_4 |
|-------|-------------|-------------|-------------|-------------|
| (\chi_1)_1 | $\omega^{-1}(\chi_1)_1$ | (\chi_1)_1 \cdot (\chi_1)_2 | (\chi_1)_1 \cdot (\chi_1)_3 | (\chi_1)_1 \cdot (\chi_1)_4 |
| (\chi_1)_2 | $\omega^3(\chi_1)_1 \cdot (\chi_1)_2$ | $\omega(\chi_1)_2 \cdot (\chi_1)_3$ | $\omega(\chi_1)_2 \cdot (\chi_1)_4$ | $\omega(\chi_1)_2$ |
| (\chi_1)_3 | $\omega^{-3}(\chi_1)_1 \cdot (\chi_1)_3$ | $\omega^{-1}(\chi_1)_1 \cdot (\chi_1)_2$ | $\omega^{-1}(\chi_1)_1 \cdot (\chi_1)_3$ | $\omega^{-3}(\chi_1)_1 \cdot (\chi_1)_4$ |
| (\chi_1)_4 | $\omega^3(\chi_1)_1 \cdot (\chi_1)_4$ | $\omega^{-1}(\chi_1)_1 \cdot (\chi_1)_2$ | $\omega^{-1}(\chi_1)_1 \cdot (\chi_1)_3$ | $\omega^3(\chi_1)_1 \cdot (\chi_1)_4$ |

As before, by $\cdot$ we are representing the canonical algebra structure on the tensor product. The products of all the other elements of the algebra can be derived from this table and we can see that they are in general non-commutative. In discrete gauge theory, the product table on the same basis of functions would be similar, but without phases, and would therefore be isomorphic to the group algebra $(\mathbb{C}Z_N)^{\otimes 4}$, in accordance with Pontryagin duality.

The presence of these phases now leads to a natural question, that is, are they gauge invariant or can they be gauged away by some isomorphism? This question can be addressed by studying the second cohomology group of this $\mathbb{C}Z_N$-module, as non-trivial projective representations correspond to non-trivial cocycles [Che15, Cas99]. It can be proved that the phases appearing in the table are 2-cocycles, which are not 2-coboundary. So, the local algebra is a twisted group algebra or, likewise, a non-trivial projective representation of $(\mathbb{C}Z_N)^{\otimes 4}$.

So to summarise, despite the fact that we chose a cocommutative Hopf algebra, we find that the phases introduced by the $R$ matrix render the algebra of functions non-commutative.

### 3.1. Excitations in Hopf algebra lattice gauge theory

Now that we have constructed representations of our Hopf algebra lattice gauge theory operators, and defined the Hamiltonian, we can analyse excitations, which are created by violating the constraint given in equations (51) and (52). As in Kitaev models, states above the ground state can be described by quasiparticle excitations connected by strings of operators [Kit03, CCY21, Meu17, BM08].

We will see that the fusion rules of our excitations are, in fact, the same as conventional Kitaev models, but the introduction of the braided tensor product and the non-trivial $R$ matrix will change the braiding statistics.

We start by considering the magnetic excitations. A magnetic excitation is defined by an eigenstate of the Hamiltonian that does not satisfy the flatness constraint regarding the
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Figure 6. Here we show the action of $\sigma'$ on an edge generates magnetic excitations in the neighbouring plaquettes. We also show how the action of $\sigma'$ is used to translate a magnetic excitation.

plaquette operators in equation (52). Consider the state obtained by applying the operator $\sigma'_s$ at a horizontal edge $e$ for some $s \in \mathbb{Z}_N$. We name the two plaquettes adjacent to this edge $p_u$ and $p_d$ (where $u$ and $d$ stand for up and down respectively), as shown in figure 6. From equation (46), it can be seen that

$$B_{p_i}\sigma'_s|GS\rangle = \omega^{N-s}\sigma'_s|GS\rangle, \quad B_p\sigma'_s|GS\rangle = \omega^s\sigma'_s|GS\rangle.$$  \hspace{1cm} (56)

Since $1 + \omega + \omega^2 + \cdots + \omega^{N-1} = 0$, this implies

$$(1 + B_{p_i} + B_{p_i}^2 + \cdots + B_{p_i}^{N-1})\sigma'_s|GS\rangle = 0 \quad i = u, d.$$

Similarly, it can be seen that for all vertices $v$, and all plaquettes $p \neq p_u, p_d$, we get

$$A_v\sigma'_s|GS\rangle = \sigma'_s|GS\rangle, \quad B_p\sigma'_s|GS\rangle = \sigma'_s|GS\rangle.$$  \hspace{1cm} (57)

These relations imply that when acting with the Hamiltonian on this state, the only non-trivial contributions come from the upper and lower adjoining plaquettes

$$H\sigma'_s|GS\rangle = (E_{GS} + 2)|GS\rangle - \sum_{i=u,d} (1 + B_{p_i} + B_{p_i}^2 + \cdots + B_{p_i}^{N-1})\sigma'_i|GS\rangle$$

$$= (E_{GS} + 2)\sigma'_s|GS\rangle,$$

with $E_{GS}$ the energy of the ground state. Since the energy has increased by 2 units, we can interpret this state to be obtained by creating two particles sitting on the two plaquettes. By convention, we say that the particle at plaquette $p_u$ has magnetic charge $-s$ and the one at plaquette $p_d$ has magnetic charge $s$. We can separate the magnetic charges by considering strings of sigma operators, as shown in figure 6. The string must consist of alternating $\sigma'$ and $\sigma'^{-1}$, since excitations always come in pairs.

As we can see, the magnetic excitations of our model are the same as those in the conventional toric code. The electric excitations, which we consider now, will provide some novelty.
In figure (a) we show how the action of $\tau^l$ on an edge creates electric excitations at the adjacent vertices but also magnetic excitations in the neighbouring plaquettes. In comparison to the Kitaev model, the action of $\tau^l$ creates four excitations rather than two. In figure (b) we show that the action of $\sigma^{\hat{k}}$ on a perpendicular edge can annihilate the additional magnetic excitations.

Electric excitations are defined as eigenstates that do not satisfy the gauge invariance condition (51). Similarly to the magnetic excitations, it is not possible to create isolated particles and these particles are also obtained by acting on the ground state with the appropriate operators. If we were to go by direct analogy with the Kitaev model, this type of particle would be created by the action of $\tau^l$ at some edge. For example, consider the state obtained by acting with $\tau^l$ on a horizontal edge like in figure 7(a), we get

$$A_{v_l} \tau^l_e |GS\rangle = \omega^l t^l_e |GS\rangle, \quad A_{v_r} \tau^l_e |GS\rangle = \omega^{N-l} t^l_e |GS\rangle .$$

(60)

Given these relations, we can interpret this state as the one obtained by creating two electric excitations sitting at vertices $v_l$ and $v_r$, which by convention we define to have electric charges $l$ and $-l$, respectively. Acting with $\tau^l$ creates more than these two excitations though. The presence of $\sigma$ matrices attached to the edges around the plaquette cilium, in fact, gives non-trivial commutation with $\tau^l$:

$$B_{p_l} \tau^l_e |GS\rangle = \omega^{\hat{k}^l} t^l_e |GS\rangle, \quad B_{p_r} \tau^l_e |GS\rangle = \omega^{N-\hat{k}^l} t^l_e |GS\rangle .$$

(61)

It can be checked that all the other plaquettes and vertex operators around $\tau^l$ have trivial action on this state, and this means that

$$H \tau^l_e |GS\rangle = (E_{GS} + 4) \tau^l_e |GS\rangle ,$$

(62)

so we have extra magnetic excitations with charges $\hat{k}$ and $-\hat{k}$ at plaquettes $p_l$ and $p_r$, respectively, we have extra flux quanta attached to each charge. This is also depicted in figure 7(a).

We can therefore see that, compared to Kitaev's model, the $R$ matrix and the braided tensor product induces a change in the operators that create electric excitations and we will see that this has implications for the braiding properties of these particles. The correct creation operator for electric excitations is obtained by adding the action of an extra $\sigma$ operator.
In the present case, it can be checked that acting with a $\sigma^\tilde{b}$ at the bottom left edge with respect to the $\tau^l$ operator does the trick\textsuperscript{6}. Similar to the magnetic excitations we can separate electric excitations through strings of operators. However, these strings now have perpendicular ‘hairs’, made of alternating $\sigma^\tilde{b}$ and $\sigma^{-\tilde{b}}$.

It is worth pointing out that in the original Kitaev model, these types of operators would create dyonic excitations rather than elementary ones. The introduction of the $R$ matrix, therefore, is introducing a mapping between the different excitations when compared with conventional Kitaev models. Since the braiding statistics of these operators on the plane are primarily independent of the Hamiltonian that was used to introduce them, we can already anticipate that these particles will have the same dyonic braiding that they have in Kitaev’s model.

Following [Pac12], non-elementary excitations that are a combination of electric and magnetic charges are indicated by $\psi^{l,s}$, where $l$ and $s$ represent the electric and magnetic charges of the dyon. The fusion rules for the excitations are then the same as the Kitaev model

\begin{align}
    e^l \times e^l &= e^{l+l'}, \\
    m^l \times m^l &= m^{l+l'}, \\
    e^l \times m^l &= \psi^{l,s}.
\end{align}

We can see this by considering the multiplication of the operators that generate them. We will now consider the braiding between such excitations.

### 3.2. Braiding of excitations and exchange statistics

Braiding between particles in anyon models is encoded by the $\mathcal{R}$-symbols (not to be confused with the $R$ matrix), which describes the exchange statistics, [Kit06]. Given two anyons $a, b$ that fuse to $c$, their $\mathcal{R}$-symbol is denoted $\mathcal{R}_{c}^{a,b}$.

In conventional Kitaev quantum double models, the braiding of particles is found by considering paths in which particles loop around each other [Kit03]. In particular we can consider an electric particle $e^l$ looping around another electric particle $e^{l'}$ as shown in figure 8. It is understood that all the operators shown in the figure are acting upon the ground state. In order to find the braiding relations between particles, we need to move the blue and red loops across the particle creation operators, so that they can act on the ground state. Since the ground state is the same as the Kitaev model, and the two loops leave it unchanged, the state in which just the four particles are created is equivalent, up to a phase, to the state in which $e^l$ encircles $e^{l'}$. This phase difference can be found by commuting all the $\sigma$ operators to the right of the $\tau$ operators. The phase difference then corresponds to the monodromy between electric particles, and it is given by

\begin{equation}
    (\mathcal{R}_{e^l,e^{l'}}_{\psi^{l,s}})^2 = \omega^{l_2 + l_2 - l_1 - l_1} = \omega^{2l_2}.
\end{equation}

This implies that electric particles can have dyonic statistics, depending on the $\tilde{k}$ that comes from the $R$ matrix. Further, they can be mapped to the dyonic excitation of Kitaev models. However, as already pointed out, dyonic excitations are not elementary in nature, as dyonic excitations are a bound state of electric and magnetic charges that can be broken up into lower energy states. If we choose an $R$-matrix with $k = 0$, then the braiding reduces exactly to the one of conventional Kitaev models. The commutation between an electric particle $e^l$ and a magnetic particle $m^{l'}$ is the same as usual, and the braiding statistics are given by

\begin{equation}
    (\mathcal{R}_{\psi^{l,s}}^{e^l,m^{l'}})^2 = \omega^{l_2},
\end{equation}

\textsuperscript{6} Note that for a $\tau^l$ that acts on a vertical edge we need to act with a $\sigma^{-\tilde{u}}$ rather than a $\sigma^\tilde{u}$. This is shown in figure 7(b) as well.
Figure 8. The commutation relations can be found by bringing the electric particle \( e' \) around \( e'' \). When there are two operators acting on an edge, they are written in the order of occurrence, from right to left. For clarity, we have added a dashed loop where the \( \sigma \)'s act. As the loops of electric particles are trivial when acting on the ground state, the phase difference between the initial state and the final one can be obtained by commuting the loop with the action of the \( e' \) electric particles. The non-trivial commutations enter at the meeting points between the blue loops with the red loops and similarly at the edges coloured in magenta. Note that since edge orientation and cilia have played their role in the definition of the operators, we can avoid displaying them.

while magnetic particles are bosonic relative to each other

\[
(R_{m,m'}^{m',m})^2 = 1. \tag{66}
\]

Note that equations (65) and (66), are not affected by the \( \hat{k} \) parameter (and therefore by the \( R \) matrix).

We shall now succinctly display the effect of the \( \hat{k} \) dependence using the twist factors. The \( R \)-symbols are related to the twist factors \( \theta_a \) by

\[
\theta_a = \sum_c \frac{d_c}{d_a} R_{c,a}. \tag{67}
\]

For Abelian anyons, the quantum dimensions \( d_e, d_a \) are equal to one and the summation restricts to the single fusion outcome of the two \( a \) anyons, [Kit06, BM08]. It is now easy to compare the twists obtained in conventional Kitaev models with what we obtained:
θ_m
θ_e
θ_l
θ_ψ

| Hopf algebra gauge theory | θ_{ω^l} | θ_{ω^{-l}} | θ_{ω^{l'}} |
|--------------------------|--------|------------|------------|
| Kitaev models            | 1      | ω^{-l}     | ω^{l'}     |

Observe how the process that we described is reminiscent of flux attachment [Gol76, Wil82, Avd93, Rad21]. The elementary charges behave as if they have −k units of flux attached to them during the braiding. In a full exchange, we get just the Aharonov-Bohm phase factors for taking each charge around the flux of the other particle (see (64)).

To summarise, the exchange statistics are determined by the k parameter in the R matrix. The introduction of the braided tensor product (and the related R matrix) amounts to interchange particle ψ_l^k and ψ_l^{(s−k)} with respect to conventional Kitaev model. The exchange statistics are, therefore, formally the same as the original Kitaev model, but which excitations appear as elementary, with minimal energy, depends on the specific choice of the R matrix.

This construction can be readily generalised to a non-Abelian group with an Abelian normal subgroup. As an example, one could consider a toric code model constructed over say, D_3. We expect that defining a non-trivial R matrix on \( \mathbb{CZ}_3 \leq \mathbb{CD}_3 \), will induce permutations of order three of the fusion algebra of the quantum double \( D(D_3) \). Crucially, in fact, the construction of \( D(D_3) \) does not depend on the choice (or even existence) of any R matrix on \( D_3 \). Different choices of R matrices, will give differently constructed Hopf algebra gauge theories, but all should give rise to the same ground state, or protected code spaces for the corresponding Kitaev models. Knowledge of these spaces gives very powerful constraints on the excitations of the Kitaev model and their properties. This in particular implies that there exists a bijection of excitation types (that is in fact a fusion automorphism) between the different theories. This will lead again to a mixing of the dyonic and electric sectors in the model similar to what happens for \( \mathbb{CZ}_3 \). Automorphisms of the fusion algebra of \( D(D_3) \) have already been studied in [BSW11], and are connected to modular invariants of the category of representations. The technical difficulties of dealing with ribbon operators and explicit quantum states in the case of general Hopf algebras are considerable and we leave the details for future work. As a final remark, we note that in the case of a non-Abelian subgroup, the most general R matrix comes from a normal Abelian subgroup, and has a structure displayed in (A.8).

4. Conclusions

We have constructed examples of Hopf algebra lattice gauge theory models using the formalism developed in [MW21]. We have seen that the introduction of a non-trivial choice of quasitriangular structure on \( \mathbb{CZ}_N \) and the braided tensor product breaks the explicit electric-magnetic duality of the model stabilizer operators and changes the identification of braiding statistics while leaving the ground state unchanged. We find this to be a rather interesting result; since we recover the familiar fusion statistics that one would expect. Even though the self-bosonic excitations would be supported on single plaquettes in the standard toric code this does not turn out to be the case for theories with non trivial R matrices. Clearly any differences that can be measured will be just in the microscopics and not in the topological order, so these differences could also be further modified by other local perturbations which would have to be carefully shielded against in any experimental tests. The introduction of the braided tensor product and associated R matrix therefore induces a permutation on the braiding statistics on representations of the quantum double. We observe that the introduction of a nontrivial R matrix amounts to flux attachment permuting the excitation spectrum. Furthermore, one could construct a Hopf algebra gauge theory with gauge symmetry given by the dihedral group, \( D_N \),
then using an R matrix defined on \( \mathbb{Z}_N \), a normal subgroup of \( D_N \), one can expect the automorphism induced on the fusion algebra to be a generalized flux attachment transformations. It would be interesting to generalize this work to other Hopf algebras (beyond group algebras) which allow for multiple R-matrices, to see if a similar interpretation of the permutation of the excitation spectrum is possible there.
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Appendix A. Quasitriangular Hopf algebra from a finite group

In this section we will give a construction of a quasitriangular Hopf algebra from a finite group. See [BMCA13, Kas95, MW21, Dav97] and examples 1.7, 1.8 in [Maj95a] for further details. Let \( G \) be a finite, not necessarily commutative finite group, then we can construct \( \mathbb{C}G \), the free module over \( G \), also known as a group algebra. On this space, we have the following canonical Hopf algebra structure,

\[
\mu(g, h) = g \cdot h \quad \Delta(g) = g \otimes g \quad S(g) = g^{-1} \quad \eta(k \mathbb{C}) = k \mathbb{C} \quad \epsilon(g) = k \mathbb{C}
\]

(A.1)

where all of these maps are \( \mathbb{C} \) linear. A Hopf algebra constructed in this way is cocommutative and semisimple. The Haar integral is given by a sum over all of the elements of the group. So, for example, in \( \mathbb{C} \mathbb{Z}_N \) it is given by

\[
l = e + a + a^2 + \cdots + a^{N-1}.
\]

(A.2)

Now we would like to describe the dual Hopf algebra, \( K^* \), which is a Hopf algebra constructed on \( G^* = \text{Hom}(\mathbb{C}G, \mathbb{C}) \), this is a semisimple and commutative Hopf algebra. There are two standard definitions of a basis for this space which we will now describe. The basis of functions,

\[
\mu(\delta_g, \delta_h) = \delta_g(h) \delta_h \quad \Delta(\delta_g) = \sum_{uv=g} \delta_u \otimes \delta_v \quad S(\delta_g) = \delta_{g^{-1}}
\]

\[
\epsilon(\delta_g) = \delta_g(e) \quad \eta(k \mathbb{C}) = \delta_e
\]

(A.3)
where $\delta_g(h)$ is equal to 1 if $g = h$ and 0 otherwise. There is also another basis given by matrix elements of a representation of $G$,

$$\rho(\pi_{ij}, \pi_{kl})(g) = \pi_{ij}(g)\pi_{kl}(g) \hspace{1cm} \Delta(\pi_{ij}) = \sum_k \pi_{ik} \otimes \pi_{kj} \hspace{1cm} S(\pi_{ij}) = \pi_{ji}^*$$

$$\epsilon(\pi_{ij}) = \pi_{ij}(e) \hspace{1cm} \eta(\pi_{ij}) = \pi_{0}$$

(A.4)

where $\pi_{0}$ is the matrix element of the trivial representation. For $(\mathbb{CZ}_N)^*$ the characters are group like: $\Delta(\chi_i) = \chi_i \otimes \chi_i$. The Haar integral for $(\mathbb{CZ}_N)^*$ is the sum over the character ring,

$$\lambda = \chi_0 + \chi_1 + \cdots + \chi_{N-1}.$$  

(A.5)

The dual Hopf algebra $K^*$ is cocommutative if and only if the group is commutative. The definition of a quasitriangular structure is given by the $R$ matrix, which satisfies the following axioms

$$R\Delta(x)R^{-1} = (T \circ \Delta)(x) \hspace{1cm} (\Delta \otimes \text{id})(R) = R_{13}R_{23}$$

$$\text{id} \otimes (\Delta)(R) = R_{13}R_{12}$$

(A.6)

where $T : K \otimes K \rightarrow K \otimes K$ is the flip map, which exchanges tensor factors. The $R$ matrix satisfies the Yang Baxter equation,

$$R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12}.$$ 

(A.7)

The $R$ matrix for a finite group can be defined as follows

$$R = \frac{1}{N} \sum_{g_1, g_2} r(g_1, g_2) g_1 \otimes g_2$$

(A.8)

This gives $CG$ the structure of a quasitriangular Hopf algebra if $r(g_1, g_2)$ is a $g$-conjugation invariant bicharacter. This allows an $R$ matrix defined on a normal subgroup $H \subseteq G$ to be lifted to $G$. The $R$ matrix defined as such satisfies the two cocycle condition, i.e,

$$r(g_1, g_2 \cdot g_3) r^*(g_1, g_3) r(g_3, g_2) r^*(g_1 \cdot g_3, g_2) = 1.$$  

(A.9)

where $r^*$ is the complex conjugation of $r$. For example, when $G = \mathbb{Z}_N$, we gave an explicit $R$ matrix satisfying the two cocycle condition in equation (40).

In [Dav97], it is shown that this is the most general form of quasitriangular structure on a finite-dimensional cocommutative Hopf algebra. The canonical Hopf algebra structure on a group algebra is, equivalently, semisimple, cosemisimple and the antipode is of order two, $S^2 = \text{id}$ [Kas95, BMCA13, MW21].

**Appendix B. Braided tensor product and plaquette operator supplementary material**

In this appendix, we shall collect some of the proofs for the results stated in the main text. The proofs in this section are true for any quasitriangular semisimple finite dimensional Hopf algebra over an algebraically closed field. In particular, we will explain how all the different local algebra structures, as expressed in equation (30), come together to form a Hopf algebra gauge theory. This procedure is explained in [MW21], and we refer there for a more formal approach.

The procedure of stitching together all the different local algebras is related to the existence of a map that connects the elements of the algebra associated with two edges to a single
Here, we display the action of the splitting map given in equation (B.1). The $G$ map sends the two elements belonging to the edges of two local vertex neighbourhoods that correspond to the same edge ($s(e)$ and $t(e)$), to a single element on that edge. Similarly the $G^*$ map splits a function $\alpha$ assigned to an edge $e$ to functions $\alpha^{(1)}$ and $\alpha^{(2)}$ assigned to edge ends $t(e)$ and $s(e)$ respectively. We use these maps to move from the full lattice to the collection of local vertex neighbourhoods.

$$G : (k \otimes k')_{s(e),t(e)} \rightarrow (k'k)_e$$

where, here and in the following, we will call $s(e)$ ($t(e)$) the starting edge (target edge) associated with the splitting of an edge $e$.

$$G^* : (\alpha)_{s(e),t(e)} \rightarrow (\alpha^{(2)} \otimes \alpha^{(1)})_{s(e),t(e)}$$

The $G^*$ map is used to construct the braided tensor product on the whole lattice, extending it by linearity and imposing it to be a module homomorphism under the action given by the braided tensor product itself.

$$G^*((\alpha)_{e_1} \ast (\beta)_{e_2}) = G^*((\alpha)_{e_1}) \ast G^*((\beta)_{e_2})$$

for any collection of functions $\alpha, \beta$ on any collection of edges $e_1, e_2$.

This set up the stage to prove the main results of this section, which are given in (32), (34) and (35) in the main text. Note that (34) is the same as lemma 5.10 [MW21] and (35) is essentially a refinement of the second formula in theorem 5.7.

We can start now with the following

**Proposition 1.** Consider $f \in K^*$, and $R$ the R-matrix of $K$, then the following is true

$$\langle \phi^{(2-\tau)(1+\tau)} \otimes f^{(1)}, (S^\tau \otimes S)(R) \rangle \langle \phi^{(1+\tau)} \otimes f^{(2)}, (S^\tau \otimes \text{id})(R) \rangle \phi^{(2-\tau)(2-\tau)} = \epsilon^*(f) \phi$$

where $\epsilon^*$ is the counit of $K^*$, $S$ is the antipode of $K$, $\tau = 0, 1$ denotes an incoming, outgoing edge respectively and the bracketed superscripts on $\phi$ and $f$ denote Sweedler indices.

**Proof.** Since $\tau = 0, 1$ we can just check the formula directly.

*Case 1: $\tau = 0$.* In this case, the left side of the formula becomes

$$\langle \phi^{(2)(1)} \otimes f^{(1)}, (\text{id} \otimes S)(R) \rangle \langle \phi^{(1)} \otimes f^{(2)}, R \rangle \phi^{(2)(2)}.$$  

(B.4)
Figure B2. Here we display an example of an $n$-valent local vertex neighbourhood with the last two edges having consecutive directions. All the other edges can have an arbitrary orientation, which is why we do not provide any definite direction for them.

Since $(S \otimes S)(R) = R$ and dualising the action of the antipode, we get that the above function is the same as,

$$\left\langle \phi^{(2)} \otimes f^{(1)}, R^{-1} \right\rangle \left\langle \phi^{(1)} \otimes f^{(2)}, R \right\rangle \phi^{(3)} . \quad (B.5)$$

Using $(S \otimes id)(R) = R^{-1}$ and that $(S \otimes S)(R) = R$ we have

$$\left\langle \phi^{(1)} \otimes \phi^{(2)} \otimes f^{(1)} \otimes f^{(2)}, R_1 \otimes S(R_1) \otimes R_2 \otimes R_2 \right\rangle \phi^{(3)} = \left\langle \phi^{(1)} \otimes S(f), R^{-1} R \right\rangle \phi^{(2)} \quad (B.6)$$

since $R^{-1} R = 1$, the equality with the right-hand side follows from the properties of the counit.

Case 2: $\tau = 1$. In this case the left side of (B.3) becomes

$$\left\langle \phi^{(1)(2)} \otimes f^{(1)}, (S \otimes S)(R) \right\rangle \left\langle \phi^{(2)} \otimes f^{(2)}, (S \otimes id)(R) \right\rangle \phi^{(1)(1)} \quad (B.7)$$

By collecting the coefficients and relabelling the Sweedler indices accordingly, this is equal to,

$$\left\langle \phi^{(2)} \otimes \phi^{(3)} \otimes f^{(1)} \otimes f^{(2)}, R_1 \otimes R_1 \otimes S(R_2) \otimes R_2 \right\rangle \phi^{(1)} = \left\langle \phi^{(2)} \otimes f, R^{-1} R \right\rangle \phi^{(1)} , \quad (B.8)$$

where we have used $R^{-1} R = 1$ and $\epsilon^* (f) = \langle f, 1 \rangle$ and $\epsilon^* (\phi^{(1)}) \phi^{(2)} = \epsilon^* (\phi^{(2)}) \phi^{(1)} = \phi$, so this is equal to the right-hand side of proposition (B.3).

This proposition can be used to prove the next

**Proposition 2.** Consider a local vertex neighbourhood in figure B2 with the braided tensor product defined in 30. For $f \in K^*$ the following identity holds:

$$\left( f^{(1)} \otimes f^{(2)} \right)_{n-1,n} \ast (\phi_1 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{1,2,\ldots,n} = (\phi_1 \otimes \cdots \otimes f^{(1)} \cdot \phi_{n-1} \otimes f^{(2)} \cdot \phi_n)_{1,2,\ldots,n} \quad (B.9)$$

where $\cdot$ is the canonical product in $K^*$.
\textbf{Proof.} We will prove the proposition by induction over \( n \), the number of edges around the local vertex neighbourhood.

\textit{Case} \( n = 3 \): We can consider edge (1) to have an arbitrary direction, edge (2) to be outgoing, and edge (3) to be incoming.

Using the braided tensor product defined in equation (30) we have that

\[
\left( f^{(1)} \otimes f^{(2)} \right)_{2,3} \ast (\phi_1 \otimes \phi_2 \otimes \phi_3)_{1,2,3} \\
= \left\langle \phi_2^{(2)} \otimes f^{(2)} \right| R \left\langle \phi_1^{(1, \tau_1)}(1 + \tau_1) \otimes f^{(3)}, (S^{\tau_1} \otimes S)(R) \right\rangle \left\langle \phi_1^{(1, \tau_1)}(1 + \tau_1) \otimes f^{(4)}, (S^{\tau_1} \otimes \text{id})(R) \right\rangle \\
\times \left\langle \phi_2^{(3)} \otimes f^{(5)}, (S \otimes \text{id})(R) \right\rangle \left\langle \phi_1^{(1, \tau_1)(2 - \tau_1)} \otimes f^{(1)} \phi_2(1) \otimes f^{(6)} \phi_3 \right\rangle .
\]

(B.10)

Then using the result in proposition 1 on \( \phi_1 \), we get

\[
\left( f^{(1)} \otimes f^{(2)} \right)_{2,3} \cdot (\phi_1 \otimes \phi_2 \otimes \phi_3)_{1,2,3} \\
= \left\langle \phi_2^{(2)} \otimes f^{(2)} \right| R \left\langle \phi_2^{(3)} \otimes f^{(3)}, (S \otimes \text{id})(R) \right\rangle \left\langle \phi_1 \otimes f^{(1)} \phi_2(1) \otimes f^{(4)} \phi_3 \right\rangle 
\]

(B.11)

now using that \((S \otimes \text{id})(R) = R^{-1}\), we have

\[
\left( f^{(1)} \otimes f^{(2)} \right)_{2,3} \cdot (\phi_1 \otimes \phi_2 \otimes \phi_3)_{1,2,3} = \left( \phi_1 \otimes f^{(1)} \cdot \phi_2 \otimes f^{(2)} \cdot \phi_3 \right) ,
\]

(B.12)

which is what we needed to prove.

\textit{Inductive step:} Suppose equation (B.9) holds for a local vertex neighbourhood with \( n - 1 \) edges (whose last edge and second last edge orientations are still the same as the ones shown in figure B2). With this assumption, we need now to prove the statement for a local vertex neighbourhood with \( n \) edges. From direct computation we have

\[
\left( f^{(1)} \otimes f^{(2)} \right)_{n-1,n} \ast (\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{1,2,\ldots,n} \\
= \left\langle \phi_1^{(2 - \tau_1)(1 + \tau_1)} \otimes f^{(1)}, (S^{\tau_1} \otimes S)(R) \right\rangle \left\langle \phi_2^{(2 - \tau_1)(1 + \tau_1)} \otimes f^{(n-1)}, (S^{\tau_1} \otimes S)(R) \right\rangle \\
\cdots \left\langle \phi_1^{(2 - \tau_{n-2})(1 + \tau_{n-2})} \otimes f^{(3)}, (S^{\tau_{n-2}} \otimes S)(R) \right\rangle \left\langle \phi_2^{(2)} \otimes f^{(2)}, R \right\rangle \\
\times \left\langle \phi_1^{(1 + \tau_1)} \otimes f^{(n+1)}, (S^{\tau_1} \otimes \text{id})(R) \right\rangle \left\langle \phi_2^{(1 + \tau_1)} \otimes f^{(n+2)}, (S^{\tau_1} \otimes \text{id})(R) \right\rangle \\
\cdots \left\langle \phi_1^{(2)} \otimes f^{(2n-1)}, (S \otimes \text{id})(R) \right\rangle \\
\times \left\langle \phi_1^{(2 - \tau_{n-1})(2 - \tau_{n-1})} \otimes \cdots \otimes \phi_2^{(2 - \tau_{n-2})(2 - \tau_{n-2})} \otimes f^{(1)} \phi_{n-1} \otimes f^{(2n)} \phi_n \right\rangle_{1,2,\ldots,n} .
\]

(B.13)
Using proposition 1 on \( \phi_1 \) we get

\[
(f^{(1)} \otimes f^{(2)})_{n-1,n} \cdot (\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{1,2,\ldots,n} = \left( \phi_2^{(2-\tau_2)(1+\tau_2)} \otimes f^{(n-1)} \right) (S^2 \otimes R) \cdots (S_{n-2}^{2n-3} \otimes R) \left( \phi_{n-1}^{(2)} \otimes f^{(2)} \right) R \right) \times \\
\left( \phi_2^{(1+\tau_2) \otimes f^{(n)}} \right) (S^2 \otimes \text{id})(R) \cdots (S \otimes \text{id})(R) \times \\
\left( \phi_1^{(2-\tau_2)(2-\tau_2)} \otimes \cdots \otimes \phi_{n-2}^{(2-\tau_{n-2})} \otimes f^{(1)} \phi_{n-1}^{(1)} \otimes f^{(2n-2)} \phi_n \right)_{1,2,\ldots,n}.
\]  

(B.14)

we can see that the equation above is equivalent to

\[
(f^{(1)} \otimes f^{(2)})_{n-1,n} \cdot (\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{1,2,\ldots,n} = (\phi_1) \cdot (f^{(1)} \otimes f^{(2)})_{n-1,n} \cdot (\phi_2 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{2,3,\ldots,n}.
\]  

(B.15)

We now recognise the same product on a local vertex neighbourhood with one edge less, and because of the inductive hypothesis and associativity we have

\[
(f^{(1)} \otimes f^{(2)})_{n-1,n} \cdot (\phi_1 \otimes \phi_2 \otimes \cdots \otimes \phi_{n-1} \otimes \phi_n)_{2,3,\ldots,n} = (\phi_1) \cdot (\phi_2 \otimes \cdots \otimes f^{(1)} \phi_{n-1} \otimes f^{(2)} \phi_n)_{2,3,\ldots,n},
\]  

(B.16)

which is the same as (B.9).

□

This proposition will be used repeatedly in the following. As already explained in section 2.2, the holonomy associated with a function \( \alpha \) for a counterclockwise plaquette with
edges $1, 2, \cdots, n$, counting from the cilia, acts on the algebra of functions on the ciliated graph as the product by the element
\[
\left(S(\alpha^{(1)}) \otimes S(\alpha^{(2)}) \otimes \cdots \otimes S(\alpha^{(n)})\right)_{1, 2, \ldots, n}.
\] (B.17)

Proposition 2 then means that all the non-trivial aspects introduced by the $R$ matrix show up at the local vertex neighbourhood in the plaquette with the cilia pointing inwards. At all the other vertices the holonomy simply acts with the canonical product on $K^\tau$. Because of this, when trying to find the general structure of the plaquette operator, it is sufficient to do it for the plaquette shown in figure B3.\(^7\) We can now establish the following relation between the plaquette operator computed using the braided tensor product, which we denote by $B_p^f$ and the plaquette operator from conventional Kitaev quantum double models, which we denote by $B_p^c$.

**Proposition 3.** Consider the ribbon graph shown in figure B3. The plaquette operator using the braided tensor product is given by,
\[
B_p^f(\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6) = \left(\phi_2^{(1)} \otimes f^{(1)}, R\right) \left(\phi_3^{(1+\tau_3)} \otimes f^{(2)}(S^{\tau_3} \otimes id)(R)\right) \left(\phi_4^{(1+\tau_4)} \otimes f^{(3)}(S^{\tau_4} \otimes id)(R)\right) \\
\times \left(\phi_1^{(2)} \otimes f^{(4)}(R^{-1})\right) B_p^c(\phi_1^{(1)}, \phi_2^{(2)}, \phi_3^{(2-\tau_3)}, \phi_4^{(2-\tau_4)}, \phi_5, \phi_6)
\] (B.18)

where $\tau_i$ labels the directedness of the edge which has $\phi_i$ assigned to it.

**Proof.** As mentioned the plaquette operator on plaquette $p$ for Hopf algebra gauge theory is given by
\[
B_p^f(\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6) = \left(S(f^{(1)}) \otimes S(f^{(2)})\right)_{1, 2} \ast \left(\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4 \otimes \phi_5 \otimes \phi_6\right)_{1, 2, \ldots, 6}
\] (B.19)

where the numbering of edges is the same as the subscript labelling on the functions. In order to compute this product, we need to consider the splitting of the graph into local vertex neighbourhoods. Algebraically this translates into the use of $G^\ast$ map, given in equation (B.1). This is represented pictorially in figure B1. We, therefore, need to consider two local vertex neighbourhoods associated with the vertices $v$ and $w$ as shown in figure B4. For the vertex $w$, we can use proposition 2 and the product reduces to the canonical product in the algebra of functions
\[
\left(S(f^{(1)}) \otimes S(f^{(2)})\right)_{w_2, w_3} \ast \left(\phi_5 \otimes \phi_2^{(2)} \otimes \phi_1^{(1)} \otimes \phi_6\right)_{w_1, w_2, w_3, w_4} = \left(\phi_5 \otimes S(f^{(3)})\phi_2^{(2)} \otimes S(f^{(2)})\phi_1^{(1)} \otimes \phi_6\right)_{w_1, w_2, w_3, w_4}.
\] (B.20)

\(^7\) Note that this is not the simplest plaquette that can be used, but this case better shows the type of calculations involved in computing plaquette operators.
overall the two products can be written as

\[
(S(f^{(4)}) \otimes S(f^{(1)}))_{v_1,v_4} \cdot
\]

\[
(S(f^{(3)}) \otimes S(f^{(2)}))_{w_2,w_3} \cdot
\]

Figure B4. Graphical representation of the product between the two local vertex neighbourhood in \( v \) and \( w \).

On the local vertex neighbourhood associated with \( v \) we instead have

\[
\left( S(f^{(4)}) \otimes S(f^{(1)}) \right)_{v_1,v_4} \ast \left( \phi_2^{(1)} \otimes \phi_3 \otimes \phi_4 \otimes \phi_1^{(2)} \right)_{v_1,v_2,v_3,v_4} = \left( \phi_2^{(1)} \otimes S(f^{(1)})^{(2)}, R^{-1} \left( S(f^{(1)})^{(1)(2)} \right) \right) \left( S(f^{(1)})^{(1)(2)} \otimes S(R) \right) \left( S(f^{(1)})^{(1)(1)(2)} \otimes R \right) \times \left( S(f^{(4)}) \phi_2^{(2)} \phi_3^{(2-\tau_3)} \phi_4^{(2-\tau_4)} \phi_1^{(2)(1)} \otimes S(f^{(1)})^{(1)(1)(1)} \right)_{v_1,v_2,v_3,v_4}
\]

where we have used (30).

Since elements living at different local vertex neighbourhoods commute, we can see that overall the two products can be written as

\[
G^* \left( S(f^{(4)}) \otimes S(f^{(3)}) \otimes S(f^{(2)}) \otimes S(f^{(1)}) \right) = G^* \left( \phi_2^{(2)} \otimes \phi_1^{(1)} \phi_2^{(2)} \phi_3 \phi_4 \phi_5 \phi_6 \right)
\]

\[
\times \left( S(f^{(1)}) \phi_2^{(1)} \phi_3 \phi_4 \phi_5 \phi_6 \right) \left( S(f^{(2)}) \phi_2^{(1)} \phi_3 \phi_4 \phi_5 \phi_6 \right) \left( S(f^{(3)}) \phi_2^{(1)} \phi_3 \phi_4 \phi_5 \phi_6 \right) \left( S(f^{(4)}) \phi_2^{(1)} \phi_3 \phi_4 \phi_5 \phi_6 \right)
\]

where \( e = \{ v_4, w_3, w_2, v_1, v_2, v_3, w_1, w_6 \} \) and for compactness, on the first two lines, we have omitted the subscript labelling edges, since from the above discussion it should be clear which ele-
In figure (a) we show a plaquette without any external edges attached. In figure (b) the relevant graph to compute the commutation between plaquette operators.

In the last line, we can now recognise the $G^*$ map defined in equation (B.1) and we can therefore write

$$
G^* \left( S(f(4)) \otimes S(f(3)) \otimes S(f(2)) \otimes S(f(1)) \right) \ast G^* \left( \phi_1^{(1)} \otimes \phi_2^{(1)} \otimes \phi_3^{(1)} \otimes \phi_4 \otimes \phi_5 \otimes \phi_6 \right) \\
= \left\langle \phi_2^{(1)} \otimes f^{(1)}, R \right\rangle \left\langle \phi_3^{(1+\tau)} \otimes f^{(2)}, (S^{(1)} \otimes id)(R) \right\rangle \left\langle \phi_4^{(1+\tau)} \otimes f^{(3)}, (S^{(1)} \otimes id)(R) \right\rangle \left\langle \phi_5^{(2)} \otimes f^{(4)}, R^{-1} \right\rangle \\
\times G^* \left( B^f_p \left( \phi_1^{(1)}, \phi_2^{(2)}, \phi_3^{(2-\tau)}, \phi_4^{(2-\tau)}, \phi_5, \phi_6 \right) \right). \quad (B.22)
$$

So by linearity and from the fact that $G^*$ is a homomorphism, we can recognise equation (B.18) of proposition 3.

It is easy to generalise the above result for a plaquette with an arbitrary number of edges. In particular for the plaquette without any external edges, as the one shown in figure B5(a), we get

$$
B^f_p \left( \phi_1, \phi_2 \right) = \left\langle \phi_2^{(1)} \otimes f^{(1)}, R \right\rangle \left\langle \phi_1^{(2)} \otimes f^{(2)}, R^{-1} \right\rangle B^g_p \left( \phi_1^{(1)}, \phi_2^{(2)} \right). \quad (B.23)
$$

We can now start considering the commutation relations of two plaquette operators. We can distinguish between two cases, one in which the two plaquettes have coinciding starting vertices and one in which the starting vertices differ. We will consider the latter case first.

From the preceding results it is clear that the relevant graph to consider when enquiring about the commutation relation between plaquettes at different vertices is the one given in figure B5(b). Similarly to the Kitaev models, we can see that in this case plaquette operators commute.

**Proposition 4.** Consider the graph shown in figure B5(b) and consider the two plaquette operators at vertices $v$ and $w$, which act with functions $f, g \in K^*$, respectively. Then we have

$$
B^f_p B^g_p = B^g_p B^f_p. \quad (B.24)
$$
Proof. We start by considering the left hand of the equation (B.24) when acting on the general elements \( \phi_1, \phi_2, \phi_3, \phi_4 \in K^* \), as given in figure B5(b). By using (B.18) and (B.23) we have

\[
\mathcal{B}_{p_2}^\ell \mathcal{B}_{p_1}^r (\phi_1, \phi_2, \phi_3, \phi_4) = (\langle \phi_4^{(1)} \otimes g^{(1)}, R \rangle \langle \phi_2^{(3)} \otimes g^{(2)}, R^{-1} \rangle \langle \phi_1^{(1)} \otimes g^{(3)}, R \rangle \langle \phi_3^{(2)} \otimes g^{(4)}, R^{-1} \rangle) \\
\times (\langle \phi_2^{(1)} \otimes f^{(1)}, R \rangle \langle \phi_3^{(3)} \otimes f^{(2)}, R^{-1} \rangle) \\
\times (\langle S(f^{(3)}) \phi_1^{(2)} \otimes S(f^{(4)}) \phi_2^{(2)} \otimes S(g^{(5)}) \phi_3^{(1)} \otimes S(g^{(6)}) \phi_4^{(2)} \rangle).
\]  

(B.25)

We will now show that the right hand side of (B.24), when acting on \( \phi_1, \phi_2, \phi_3, \phi_4 \in K^* \), turns out to be the same as (B.25). We have in fact

\[
\mathcal{B}_{p_2}^\ell \mathcal{B}_{p_1}^r (\phi_1, \phi_2, \phi_3, \phi_4) = (\langle \phi_2^{(1)} \otimes f^{(1)}, R \rangle \langle \phi_3^{(3)} \otimes f^{(2)}, R^{-1} \rangle) \\
\times (\langle \phi_2^{(1)} \otimes g^{(1)}, R \rangle \langle S(f^{(4)}) \phi_1^{(1)} \otimes g^{(3)}, R \rangle \langle S(f^{(5)}) \phi_2^{(3)} \otimes g^{(2)}, R^{-1} \rangle) \\
\times (\langle \phi_3^{(2)} \otimes g^{(4)}, R^{-1} \rangle \langle S(f^{(3)}) \phi_1^{(2)} \otimes S(f^{(6)}) \phi_2^{(2)} \otimes S(g^{(5)}) \phi_3^{(1)} \otimes S(g^{(6)}) \phi_4^{(2)} \rangle). 
\]

Using that

\[
(\Delta \otimes id)(R) = R_{13}R_{23}, \quad (\Delta \otimes id)(R^{-1}) = (id \otimes id \otimes S)(R_{13}R_{23}),
\]  

(B.27)

we can dualize the products in \( K^* \) into coproducts of \( K \) and have as a result

\[
\mathcal{B}_{p_2}^\ell \mathcal{B}_{p_1}^r \\
= (\langle \phi_3^{(1)} \otimes f^{(1)}, R \rangle \langle \phi_2^{(3)} \otimes f^{(2)}, R^{-1} \rangle) \\
\times \langle S(f^{(4)}) \otimes \phi_1^{(1)} \otimes g^{(3)}, R_{13}R_{23} \rangle \langle S(f^{(5)}) \otimes \phi_2^{(3)} \otimes g^{(2)}, (id \otimes id \otimes S)(R_{13}R_{23}) \rangle \\
\times \langle \phi_3^{(2)} \otimes g^{(4)}, R^{-1} \rangle \langle S(f^{(3)}) \phi_1^{(2)} \otimes S(f^{(6)}) \phi_2^{(2)} \otimes S(g^{(5)}) \phi_3^{(1)} \otimes S(g^{(6)}) \phi_4^{(2)} \rangle. 
\]

(B.28)

The \( f \)'s and \( g \)'s can now be regrouped, note in fact that we can write

\[
\langle f^{(4)} \otimes f^{(3)} \otimes g^{(2)} \otimes g^{(3)}, S(R_{13}^{(1)}) \otimes S(R_{34}^{(1)}) \otimes S(R_{24}^{(1)}) \otimes R_{13}^{(2)} \otimes R_{23}^{(2)} \rangle \\
= \langle f^{(4)} \otimes g^{(2)} \otimes S(R_{13}^{(1)}R_{13}^{(2)}) \otimes S(R_{34}^{(1)}R_{24}^{(2)}) \rangle \langle S(R_{24}^{(3)}) \rangle \langle S(R_{34}^{(3)}) \rangle \langle S(R_{24}^{(4)}) \rangle \langle R_{13}^{(2)} \otimes R_{24}^{(2)} \rangle, 
\]

(B.29)

where the subscripts in the \( R \) matrices are used to avoid confusion between the elements of different \( R \) matrices and in the last step we have used that \( (id \otimes S)(R) = R^{-1} \).

Thus, using this last result, by appropriately regrouping terms, we finally have

\[
\mathcal{B}_{p_2}^\ell \mathcal{B}_{p_1}^r \\
= (\langle \phi_3^{(1)} \otimes f^{(1)}, R \rangle \langle \phi_2^{(3)} \otimes f^{(2)}, R^{-1} \rangle) \\
\times (\langle \phi_3^{(1)} \otimes g^{(1)}, R \rangle \langle \phi_2^{(3)} \otimes g^{(3)}, R \rangle \langle \phi_2^{(3)} \otimes g^{(2)}, R^{-1} \rangle) \\
\times \langle \phi_3^{(2)} \otimes g^{(4)}, R^{-1} \rangle \langle S(f^{(3)}) \phi_1^{(2)} \otimes S(f^{(6)}) \phi_2^{(2)} \otimes S(g^{(5)}) \phi_3^{(1)} \otimes S(g^{(6)}) \phi_4^{(2)} \rangle, 
\]

which is the same as (B.25) and therefore proves the claim on figure B5(b).

\[\square\]

As already mentioned the previous result holds for more general plaquettes and the proof is similar, even if more notationally involved.

Before continuing with the treatment of commutation relations between plaquettes, we need the following technical proposition:
Proposition 5. Consider \( f, g, \phi \in K^* \) and the \( R \) matrix of \( K \). Then, given \( \tau = 0, 1 \), the following equation holds:

\[
\langle \phi^{(1+\tau)} \otimes g, (S^\tau \otimes id)(R) \rangle \langle \phi^{(2-\tau)}(1+\tau) \otimes f, (S^\tau \otimes id)(R) \rangle \phi^{(2-\tau)(2-\tau)} = \langle \phi^{(1+\tau)} \otimes fg, (S^\tau \otimes id)(R) \rangle \phi^{(2-\tau)}
\]

(B.31)

Proof. We can prove the formula for the two cases directly.

Case \( \tau = 0 \). In this instance we have

\[
\langle \phi^{(1)} \otimes g, R \rangle \langle \phi^{(2)}(1) \otimes f, R \rangle \phi^{(2)(2)} = \langle \phi^{(1)} \otimes \phi^{(2)}(1) \otimes f \otimes g, R_1^i \otimes R_1^2 \otimes R_1^3 \rangle \phi^{(3)}
\]

= \langle \phi^{(1)} \otimes \phi^{(2)} \otimes g, R_{13} R_{12} \rangle \phi^{(2)}

(B.32)

where we have used the dualisation of the coproduct. Now we can use \((id \otimes \Delta)(R) = R_{13} R_{12}\) to get

\[
\langle \phi^{(1)} \otimes f \otimes g, R_{13} R_{12} \rangle \phi^{(2)} = \langle \phi^{(1)} \otimes f \otimes g, (id \otimes \Delta)(R) \rangle \phi^{(2)} = \langle \phi^{(1)} \otimes fg, R \rangle \phi^{(2)}
\]

(B.33)

which proves (B.31).

Case \( \tau = 1 \). In this case, we have

\[
\langle \phi^{(2)} \otimes g, R \rangle \langle \phi^{(1)}(1) \otimes f, (S^\tau \otimes id)(R) \rangle \phi^{(1)}(1)
\]

= \langle \phi^{(2)} \otimes \phi^{(1)}(1) \otimes f \otimes g, R_1^i \otimes R_1^2 \otimes R_1^3 \rangle \phi^{(1)} = \langle \phi^{(2)} \otimes \phi^{(1)} \otimes g, R_{13} R_{12} \rangle \phi^{(1)}

(B.34)

As before we can use the relation \((id \otimes \Delta)(R) = R_{13} R_{12}\) to simplify the result:

\[
\langle \phi^{(2)} \otimes f \otimes g, R_{13} R_{12} \rangle \phi^{(1)} = \langle \phi^{(2)} \otimes f \otimes g, (id \otimes \Delta)(R) \rangle \phi^{(1)} = \langle \phi^{(2)} \otimes f, g, R \rangle \phi^{(1)}
\]

(B.35)

which ends our proof.

We now have everything we needed to prove one of the main results, that is the product between plaquette operators at coinciding starting vertices.

Proposition 6. Consider two plaquette operators acting on the same plaquette, by functions \( f \) and \( g \) respectively. Then the following relation holds

\[
B_p^f B_p^g(\phi_1, \phi_2, \phi_3, \phi_4) = \langle \phi^{(1)} \otimes f^{(2)}, R \rangle \langle g^{(3)} \otimes f^{(4)}, R^{-1} \rangle B_p^{(n)}(\tau^{(n)})
\]

(B.36)

Proof. To prove the relation we will consider a ribbon graph as the one given in figure B6. As we have seen, vertices in the plaquette without the plaquette cilia do not play any role in the plaquette operator, so proving the formula for a plaquette with only two vertices and without external edges at \( w \) is sufficient.

The proof of the statement comes from a direct computation. Let therefore write

\[
B_p^f B_p^g(\phi_1, \phi_2, \phi_3, \phi_4)
\]

= \langle \phi_2^{(1)} \otimes g^{(1)}, R \rangle \langle \phi_3^{(1+\tau)} \otimes g^{(2)}, (S^\tau \otimes id)(R) \rangle \langle \phi_4^{(1+\tau)} \otimes g^{(3)}, (S^\tau \otimes id)(R) \rangle

\times \langle \phi_1^{(3)} \otimes g^{(4)}, R^{-1} \rangle \langle S(g^{(3)}) \phi_1^{(3)} \otimes f^{(4)}, R^{-1} \rangle \langle S(g^{(8)}) \phi_2^{(2)} \otimes f^{(1)}, R \rangle

\times \langle \phi_3^{(2-\tau)(1+\tau)} \otimes f^{(2)}, (S^\tau \otimes id)(R) \rangle \langle \phi_4^{(2-\tau)(1+\tau)} \otimes f^{(3)}, (S^\tau \otimes id)(R) \rangle

\times \langle S(f^{(5)}) S(g^{(6)}) \phi_1^{(1)} \otimes S(f^{(6)}) S(g^{(7)}) \phi_2^{(3)} \otimes S(f^{(5)}) (2-\tau_1) \otimes \phi_4^{(2-\tau_1)(2-\tau_1)} \rangle.

(B.37)
Using proposition 3 we can see that we can simplify some of the terms:

\[
B_f[B_g(\phi_1, \phi_2, \phi_3, \phi_4) = \left\langle \phi_1^{(1)} \otimes g^{(1)}, R \right\rangle \left\langle \phi_3^{(1+\tau_1)} \otimes f^{(2)} g^{(2)}, (S^\tau \otimes id)(R) \right\rangle \\
\times \left\langle \phi_4^{(1+\tau_1)} \otimes f^{(3)} g^{(3)}, (S^\tau \otimes id)(R) \right\rangle \left\langle \phi_1^{(3)} \otimes g^{(4)}, R^{-1} \right\rangle \\
\times \left\langle S(g^{(5)}) \phi_2^{(2)} \otimes f^{(4)}, R^{-1} \right\rangle \left\langle S(g^{(8)}) \phi_2^{(2)} \otimes f^{(1)}, R \right\rangle \\
\times \left\langle S(f^{(5)})S(g^{(6)}) \phi_1^{(1)} \otimes S(f^{(6)})S(g^{(7)}) \phi_2^{(2)} \otimes \phi_3^{(2-\tau_1)} \otimes \phi_4^{(2-\tau_1)} \right\rangle.
\]

Using that \((\Delta \otimes id)(R) = R_{13}R_{23}\), we can write

\[
\left\langle S(g^{(5)}) \phi_1^{(2)} \otimes f^{(4)}, R^{-1} \right\rangle = \left\langle S(g^{(5)}) \otimes \phi_1^{(2)} \otimes S(f^{(4)(2)}) \otimes S(f^{(4)(1)}), R' \otimes R'_1 \otimes R'' \otimes R''_1 \right\rangle
\]

and

\[
\left\langle S(g^{(8)}) \phi_2^{(2)} \otimes f^{(1)}, R \right\rangle = \left\langle S(g^{(8)}) \otimes \phi_2^{(2)} \otimes f^{(1)(1)} \otimes f^{(1)(2)}, R' \otimes R'_2 \otimes R'' \otimes R''_2 \right\rangle,
\]

where the indices 1, 2 are to keep track of the elements belonging to different \(R\) matrixes. We can now regroup some of the coproducts in (B.38)

\[
\left\langle \phi_1^{(2)} \otimes \phi_1^{(3)} \otimes S(g^{(4)}) \otimes S(f^{(4)(1)}), R' \otimes R' \otimes R'' \otimes R'' \right\rangle = \left\langle \phi_1^{(2)} \otimes S(f^{(4)(1)} g^{(4)}, R) \right\rangle
\]

\[
\left\langle \phi_2^{(1)} \otimes \phi_2^{(2)} \otimes f^{(1)(2)} \otimes g^{(1)}, R' \otimes R' \otimes R'' \otimes R'' \right\rangle = \left\langle \phi_2^{(1)} \otimes f^{(1)(2)} g^{(1)}, R \right\rangle
\]

where, again, we used \((id \otimes \Delta)(R) = R_{13}R_{12}\). Therefore

\[
B_f[B_g(\phi_1, \phi_2, \phi_3, \phi_4) = \left\langle g^{(5)} \otimes f^{(6)}, R \right\rangle \left\langle g^{(8)} \otimes f^{(1)}, R^{-1} \right\rangle \left\langle \phi_1^{(1)} \otimes f^{(2)} g^{(1)}, R \right\rangle \\
\times \left\langle \phi_3^{(1+\tau_1)} \otimes f^{(3)} g^{(3)}, (S^\tau \otimes id)(R) \right\rangle \left\langle \phi_4^{(1+\tau_1)} \otimes f^{(4)} g^{(4)}, (S^\tau \otimes id)(R) \right\rangle \\
\times \left\langle \phi_1^{(2)} \otimes S(f^{(5)}) g^{(4)}, R \right\rangle \left\langle S(g^{(6)}) f^{(7)}, \phi_1^{(1)} \otimes S(g^{(7)}) f^{(8)}, \phi_2^{(2)} \otimes \phi_3^{(2-\tau_1)} \otimes \phi_4^{(2-\tau_1)} \right\rangle.
\]

**Figure B.6.** Relevant plaquette used to understand the product between plaquette operators on the same plaquette with the braided tensor product.
Note the given two functions $\alpha, \beta \in K^*$ the following holds
\[
\langle \alpha^{(1)} \otimes \beta^{(1)}, R \rangle \alpha^{(2)} \beta^{(2)} = \langle \alpha^{(2)} \otimes \beta^{(2)}, R \rangle \beta^{(1)} \alpha^{(1)}
\]  
(B.40)
which follows from $R \cdot \Delta \cdot R = \Delta^{op}$ (i.e. see proposition 3.8 in [MW21]). Therefore we can write
\[
B_p^i B_p^j (\phi_1, \phi_2, \phi_3, \phi_4) = \langle g^{(7)} \otimes f^{(8)}(1), R \rangle \langle g^{(8)} \otimes f^{(1)}, R \rangle^{-1} \langle f^{(1)} \otimes g^{(4)}, R \rangle \times \phi_3^{(1+\tau_7)} \otimes f^{(2)}(3), (S^{\tau_7} \otimes id)(R) \rangle \langle f^{(4)} \otimes g^{(3)}(1), R \rangle \\
\times \langle f^{(5)} \otimes g^{(4)}, R \rangle \left( S(f^{(6)}(5)) \phi_1^{(1)} \otimes S(f^{(7)}(6)) \phi_2^{(3)} \otimes \phi_3^{(2-\tau_7)} \otimes \phi_4^{(2-\tau_7)} \right)
\]  
which shows that (B.36) holds and this concludes the proof.

We can now start considering the relationship between plaquette operators and gauge transformations, as given by the action of the vertex operator. We will first prove that vertex operators acting at a vertex not coinciding with a plaquette’s starting vertex, will commute with the plaquette operator associated with that plaquette.

**Proposition 7.** Consider the ribbon graph in figure B3 then the plaquette operator at $p$ and the gauge transformation at vertex $w$ commute
\[
B_p^i A_p^w = A_p^w B_p^j
\]  
(B.42)

**Proof.** The proof of the statement comes from a direct computation. From (14) we can write
\[
A_p^w (\phi_1 \otimes \cdots \otimes \phi_6) = \left( S^{\tau_8}(\phi_2^{(1+\tau_7)}), S(\phi_5^{(1)}), S(\alpha_6^{(1+\tau_7)}), h \right) \left( \phi_1^{(2)} \otimes \phi_2^{(1)} \otimes \phi_3 \otimes \phi_4 \otimes \phi_5^{(2-\tau_7)} \otimes \phi_6^{(2-\tau_7)} \right)
\]  
(B.43)
and therefore, by applying the plaquette operator to this equation, we find
\[
B_p^i A_p^w (\phi_1 \otimes \cdots \otimes \phi_6) = \left( S^{\tau_8}(\phi_2^{(1+\tau_7)}), S(\phi_5^{(1)}), S(\alpha_6^{(1+\tau_7)}), h \right) \left( \phi_1^{(2)} \otimes \phi_2^{(1)} \otimes \phi_3 \otimes \phi_4 \otimes \phi_5^{(2-\tau_7)} \otimes \phi_6^{(2-\tau_7)} \right)
\]  
(B.44)
On the other hand we have
\[
A_p^w B_p^j (\phi_1 \otimes \cdots \otimes \phi_6) = \left( S^{\tau_8}(\phi_2^{(1+\tau_7)}), S(\phi_5^{(1)}), S(\alpha_6^{(1+\tau_7)}), h \right) \left( \phi_1^{(2)} \otimes \phi_2^{(1)} \otimes \phi_3 \otimes \phi_4 \otimes \phi_5^{(2-\tau_7)} \otimes \phi_6^{(2-\tau_7)} \right)
\]  
(B.45)
which is the same as (B.44) once we note that $f^{(6)}(S(f^{(7)})) = \epsilon^*(f^{(6)})$. This completes the proof. Note that the general case with an arbitrary number of edges at vertex $w$ is essentially the same as the current one since the plaquette’s edges are always adjacent with respect to the ordering imposed by the cilia.
We can now consider the commutation relation between plaquette and vertex operator at the ciliated vertex. Before undertaking this task, we need to prove the one last auxiliary proposition

**Proposition 8.** Consider \( \phi, f \in K^* \), then for \( \tau = 0, 1 \), the following equation holds

\[
\begin{align*}
\left< \phi^{(1+\tau)} \otimes f^{(1)}, (S^* \otimes id)(R) \right> S^* \left( \phi^{(2-\tau)(1+\tau)} \right) f^{(2)} \\
= \left< \phi^{(2-\tau)(1+\tau)} \otimes f^{(2)}, (S^* \otimes id)(R) \right> f^{(1)} S^* \left( \phi^{(1+\tau)} \right)
\end{align*}
\]  
(B.46)

**Proof.** The above equation follows from the identity

\[
\left< \alpha^{(1)} \otimes \beta^{(1)}, R \right> \alpha^{(2)} \beta^{(2)} = \left< \alpha^{(2)} \otimes \beta^{(2)}, R \right> \beta^{(1)} \alpha^{(1)},
\]  
(B.47)
which holds for every \( \alpha, \beta \in K^* \), as a result of \( R \Delta(h) = \Delta(h) R \). We can prove the statement directly for the two cases \( \tau = 0, 1 \).

**Case 1:** \( \tau = 0 \).

\[
\begin{align*}
\left< \phi^{(1)} \otimes f^{(1)}, R \right> f^{(2)} = \left< \phi^{(1)(1)} \otimes f^{(1)}, R \right> f^{(1)(2)} \\
= \left< \phi^{(1)(2)} \otimes f^{(2)}, R \right> f^{(2)} \phi^{(1)(1)}
\end{align*}
\]  
(B.48)

which proves the first of the two equations.

**Case 2:** \( \tau = 1 \).

\[
\begin{align*}
\left< \phi^{(2)} \otimes f^{(1)}, (S \otimes id)(R) \right> S(\phi^{(1)(2)}) f^{(2)} = \left< S(\phi^{(2)(1)} \otimes f^{(1)}, R \right> S(\phi^{(2)(2)} \otimes f^{(2)} S(\phi^{(2)(1)}),
\end{align*}
\]  
(B.49)

that ends our proof.

With this technical proposition, we are finally in a position to prove the following

**Proposition 9.** Consider the ribbon graph in figure B6, then we have

\[
A_p^f B_p^f = \langle f^{(3)}, S \left( h^{(1)} \right) \rangle \langle f^{(4)}, h^{(2)} \rangle B^{f(3)} A^{f(3)}
\]  
(B.50)

**Proof.** We will prove the statement by direct computation.

Firstly we can see that

\[
\begin{align*}
B_p^f A_p^f (\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4) \\
= \left< \phi_2^{(1)} S^{\tau_2} \phi_3^{(1+\tau_3)} \right> S^{\tau_2} \left( \phi_4^{(1) - \tau_3} \right) S(\phi_1^{(3)}), h \left< \phi_2^{(2)} \otimes f^{(1)}, R \right> \\
\times \left< \phi_3^{(2-\tau_2)(1+\tau_3)} \otimes f^{(2)}, (S^* \otimes id)(R) \right> \phi_4^{(2-\tau_2)(1+\tau_3)} \otimes f^{(4)}, (S^* \otimes id)(R) \\
\times \left< \phi_1^{(2)} \otimes f^{(4)}, R^{-1} \right> S(f^{(5)}) \phi_1^{(1)} \otimes S(f^{(6)}) \phi_2^{(3)} \otimes \phi_3^{(2-\tau_3)} \otimes \phi_4^{(2-\tau_2)(2-\tau_3)}. 
\end{align*}
\]  
(B.51)

For the product on the right hand side of (B.50), we instead have

\[
\begin{align*}
A_p^f B_p^f (\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4) \\
= \left< S(f^{(8)}) \phi_2^{(2)} S^{\tau_2} \phi_3^{(2-\tau_2)(1+\tau_3)} \right> S^{\tau_2} \left( \phi_4^{(2-\tau_2)(1+\tau_3)} \right) S(\phi_1^{(2)}), h \left< \phi_2^{(1)} \otimes f^{(1)}, R \right> \\
\times \left< \phi_3^{(1+\tau_3)} \otimes f^{(2)}, (S^* \otimes id)(R) \right> \phi_4^{(1+\tau_3)} \otimes f^{(3)}, (S^* \otimes id)(R) \left< \phi_1^{(3)} \otimes f^{(4)}, R^{-1} \right> \\
\times \left< S(f^{(6)}) \phi_1^{(1)} \otimes S(f^{(7)}) \phi_2^{(3)} \otimes \phi_3^{(2-\tau_3)} \phi_4^{(2-\tau_2)(2-\tau_3)} \right). 
\end{align*}
\]  
(B.52)
Now note that
\[ \langle \phi_1^{(3)} \otimes f^{(4)}, R^{-1} \rangle S(\phi_2^{(2)}) f^{(5)} = \langle \phi_1^{(2)} \otimes f^{(5)}, R^{-1} \rangle f^{(4)} S(\phi_1^{(3)}) \]  
(B.53)
and therefore
\[ A^h B^v_\mu(\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4) = \langle S(f^{(8)}) \phi_2^{(2)} f^{(2)} S^{(3)}(\phi_3^{(1+\tau_1)}) S^{(4)}(\phi_4^{(2+\tau_2)}), h \rangle \langle \phi_1^{(1)} \otimes f^{(1)}, R \rangle \]
\[ \times \langle \phi_3^{(2+\tau_1)}(1+\tau_1), (S^{(4)} \otimes id)(R) \rangle \langle \phi_4^{(2+\tau_2)}(1+\tau_2), (S^{(3)} \otimes id)(R) \rangle \]
\[ \times \langle \phi_1^{(2)} \otimes f^{(5)}, R^{-1} \rangle \langle S(f^{(6)}) \phi_1^{(1)} \otimes S(f^{(7)}) \phi_3^{(3)} \otimes \phi_3^{(2+\tau_1)(2+\tau_2)} \otimes \phi_4^{(2+\tau_2)(2+\tau_1)} \rangle . \]  
(B.54)
We can now repeatedly apply proposition 8, to get
\[ A^h B^v_\mu(\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4) \]
\[ = \langle S(f^{(8)}) \phi_2^{(2)} f^{(2)} S^{(3)}(\phi_3^{(2+\tau_1)}), h \rangle \langle \phi_1^{(1)} \otimes f^{(1)}, R \rangle \]
\[ \times \langle \phi_3^{(2+\tau_1)}(1+\tau_1), (S^{(4)} \otimes id)(R) \rangle \langle \phi_4^{(2+\tau_2)(2+\tau_1)}, (S^{(3)} \otimes id)(R) \rangle \]
\[ \times \langle \phi_1^{(2)} \otimes f^{(5)}, R^{-1} \rangle \langle S(f^{(6)}) \phi_1^{(1)} \otimes S(f^{(7)}) \phi_3^{(3)} \otimes \phi_3^{(2+\tau_1)(2+\tau_2)} \otimes \phi_4^{(2+\tau_2)(2+\tau_1)} \rangle . \]  
(B.55)
Finally, since \[ \langle \phi_2^{(1)} \otimes f^{(1)}, R \rangle \phi_2^{(2)} f^{(2)} = \langle \phi_2^{(2)} \otimes f^{(2)}, R \rangle f^{(1)} \phi_2^{(1)} \], we can write
\[ A^h B^v_\mu(\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \phi_4) \]
\[ = \langle S(f^{(8)}), h^{(1)} \rangle \langle f^{(1)}, h^{(2)} \rangle \langle \phi_1^{(1)} \otimes f^{(1)}, R \rangle \]
\[ \times \langle \phi_3^{(2+\tau_1)}(1+\tau_1), (S^{(4)} \otimes id)(R) \rangle \langle \phi_4^{(2+\tau_2)(2+\tau_1)}, (S^{(3)} \otimes id)(R) \rangle \]
\[ \times \langle \phi_1^{(2)} \otimes f^{(5)}, R^{-1} \rangle \langle S(f^{(6)}) \phi_1^{(1)} \otimes S(f^{(7)}) \phi_3^{(3)} \otimes \phi_3^{(2+\tau_1)(2+\tau_2)} \otimes \phi_4^{(2+\tau_2)(2+\tau_1)} \rangle . \]  
(B.56)
where (B.50) can be recognised. Note that as for the other propositions of this appendix, this property can be easily generalised to ribbon graphs with an arbitrary number of edges at vertex \( v \).

\[ \square \]
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