The paper proposes the ways to apply swarm intelligence strategies to parallelize neuroevolution methods for synthesizing artificial neural networks. The proposed approaches will solve a number of problems that usually arise during designing high-performance computing related to the synthesis of neural networks. The object of research is the process of developing a parallel approach for the neuroevolution synthesis of artificial neural networks, namely, the use of swarm intelligence strategies to solve a number of problems in designing a method that would use the resources of a parallel computer system.

One of the most problematic areas is the highly adaptive nature and significant operating time of neuroevolution methods. One way to solve these problems is to use parallel computer systems and distributed computing. However, a number of questions arise when designing a parallel neuroevolution method.

During research a number of tasks were solved, which included the analysis and study of neuroevolution methods for synthesizing artificial neural networks and problems of their parallelization. Attention is also paid to swarm intelligence methods, which have gained popularity recently and show good results.

The new method developed during the work was based on strategies for organizing work with swarm particles. Thus, sub-populations distributed between threads and individuals were analyzed as individual particles that interact with each other and depend on the local environment. Classical genetic operators were modified by criterion mechanisms to improve adaptability.

During the experiments, the developed method was compared with classical methods. During the work, special attention was paid not only to the characteristics of the resulting neuromodels, but also to the load on the processor during operation. The developed method showed acceptable results for all comparisons. The new approach has significantly improved the quality level of the parallel neuroevolution synthesis method, allowing to evenly use the capabilities of computing nodes in a parallel system.
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2. The object of research and its technological audit

The object of research is the process of designing a parallel method of neuroevolution synthesis of ANN, namely, the use of swarm intelligence strategies to solve a number of problems in designing a method that would use the resources of a parallel computer system.

Most neuroevolution methods have a number of advantages over, for example, gradient methods [1—3]. However, one of the main disadvantages of such methods is their highly adaptive nature and significant operating time [4, 5]. These problems are usually explained by the stochastic nature of methods. One way to solve these problems is to use parallel computer systems and distributed computing.

A number of previous works [6—8] identify typical problems that arise in the design of parallel ANN synthesis based on evolutionary strategies. Usually, such problems are associated either with architectural features of the system, or with certain difficulties in determining free parameters of methods.

In the first case, problems can arise due to rather resource-intensive operations of information exchange between threads, which significantly increase overhead and can slow down the overall performance of work. Another common problem is the insufficiently calculated distribution of heavy calculations between lightweight threads of systems based on graphics processors (GPUs) [6, 8].

In the second case, problems are usually associated with determining the amount of information that is distributed between the system threads, and then goes to the main thread. So, sufficiently large amounts of information can significantly reduce the speed of work. Therefore, for example, it is possible to distribute certain initialization-related steps directly between threads [6, 7].

As parallel computer systems become more common today, the task of making meaningful usage of the potential of such systems is becoming particularly important.

3. The aim and objectives of research

The aim of research is to analyze the features of swarm intelligence strategies and procedures for their further use in the design of parallel neuroevolution methods. This should ensure rational use of the potential of parallel computer systems at the stage of ANN synthesis. To achieve this aim, it is necessary to complete the following objectives:

1. Explore strategies and procedures for swarm intelligence methods.
2. Using the results of the study, design a parallel neuroevolution method for the synthesis of ANN.
3. Based on the analysis of experimental results of the developed method, develop further recommendations and instructions.

4. Research of existing solutions of the problem

4.1. Neuroevolution synthesis of artificial neural networks. Neuroevolution is a form of machine learning that uses evolutionary algorithms to train a neural network [2]. This approach is used in many areas: medicine, development of intelligent systems for civil and military purposes, games, training and management of automated agents and robots. In these cases, it is quite simple to measure the performance of the neural network, while it is very difficult or almost impossible to implement training with a teacher. This training method belongs to the category of reinforcement learning methods.

There are a large number of neuroevolution algorithms that are divided into two groups. The first category includes algorithms that produce the evolution of weights for a given network topology, and the other category includes algorithms that, in addition to the evolution of weights, also produce the evolution of the network topology. Although there are no generally accepted conditions for making distinctions, it is accepted that adding or removing connections in a network in the course of evolution is called complication or simplification, respectively [2, 3].

The genetic algorithm (GA), as one of the most common and popular evolutionary methods, has become widely used for the synthesis of ANN [4, 5]. Its application makes it possible to simultaneously synthesize a population of neural networks and then produce point changes (mutation operator). After that, the population is evaluated (the best individuals of the population are selected) and the result of selection is left for crossover. As a rule, simpler types of crossover are used, which guarantee relatively good results with economical consumption of computing resources: single-point or two-point crossover. However, for more fine-tuning of the new generation or the implementation of multi-parent crossing, the uniform crossing operator is used. The new generation goes through all the previous steps – the method is performed until the most acceptable ANN is obtained.

As is clear, the use of such methods in the future provides a number of advantages [1, 3]:

- a wide variety of the obtained topologies allows to choose the most acceptable solution. So, for example, for simple tasks, it is possible to set strict limits for obtaining simple ANNs, and more complex structures (recurrent, deep, convolutional ANN, etc.) will be obtained for more complex tasks;
- adaptability of the obtained ANNs. This means that during synthesis, the method can help synthesize a more accurate and structurally acceptable ANN for a specific task and set of input data;
- versatility. Such methods can work with different input data sets or different ANN topologies, without requiring accurate data on structural features;
- possibility of using a parallel approach. This is especially important in the context of the rapid development of modern parallel computing systems using multiple processor cores (CPUs) or frivolous GPU threads.

4.2. Problems of parallelization of genetic algorithms. However, the using of a parallel approach for GAs is associated with a number of problematic issues. Let’s consider the most typical problems [6, 7]:

- selection or development of a strategy for interaction of the components of the method;
- selection of migration frequency between sub-populations;
- determination of migrating individuals and their number;
- determination of the structure of evolution of individual sub-populations.

Let’s take a closer look at the problems. The structure of a parallel system is an important factor in the performance of a parallel algorithm, since it determines how fast (or how slow) the best solution propagates between
populations [7]. If the system is strongly connected, then the best solutions will spread quickly to all streams and can quickly saturate the population. On the other hand, if the network is poorly connected, solutions will propagate more slowly and threads will be more isolated from each other. Further parallel development and crossover of different solutions can occur to obtain potentially better solutions.

A common trend in parallel genetic algorithms (PGA) is the use of static system structures that are defined before the method is started and remain unchanged [6, 7].

The frequency of migrations also has a big impact on the final decision. As it is known, too frequent migrations lead to population degeneration, and rare ones, on the contrary, lead to a decrease in convergence. Various methods are used to adjust the migration frequency, which can be divided into two types: adaptive and event-based. In the first case, adaptation methods are used to adjust the migration frequency during the algorithm’s operation. In the second case, methods are used that determine the need for migration, that is, migration is carried out only when an event occurs [8].

Selection mechanisms are used to select individuals for Migration. It is known that individual chromosomes can contain important fragments of the genetic code, but these parts can be found in chromosomes that are poorly adapted. But at the same time, excluding such solutions can lead to premature convergence, or skipping the global optimum.

The usage of different strategies imposes the main limitation – the need to form the same type of chromosome structure. However, the effect that is possible with successful formation can be much greater than with the use of a single PGA structure in all sub-populations [6, 7].

It is also worth noting that a large number of migrations and even dynamic exchange of intermediate information between threads requires additional overhead, which sometimes significantly negates the achievement of parallel execution of calculations.

4.3. Swarm intelligence. Strategies and procedures. It is noteworthy that a number of problems are related to vertical connections within a parallel system and operations for sending intermediate data between threads. The most popular evolutionary bioinspired algorithms today are the so-called particle swarm optimization (PSO) [9]. Algorithms of swarm behavior are borrowed from nature, where groups of animals (flocks, swarms) show unexpectedly good results despite the fact that each of the individuals has a rather primitive mind [9, 10]. In the last few decades, various fields of science have made unsuccessful attempts to recreate swarm mechanisms of behavior in artificial models. At the same time, many models strive to reproduce the property inherent in natural self-organizing systems. The system in the process of interaction of its elements as a whole acquires features that were not inherent in the elements separately.

The main idea of swarm methods can be presented as follows. Artificial particles moving in an N-dimensional search space can behave like a flock or swarm [10]. Representatives of the swarm are looking for something like food it is the extremum of a given objective function. By analogy with genetic calculations, it can be argued that a swarm is similar to a population, and particles (individuals) correspond to chromosomes. The particles move in the search space, changing direction according to their own experience and that of their neighbors. Each particle has a velocity vector and a position vector. When optimizing an N-dimensional function, such vectors have dimension N. As in biological life, it is assumed that each particle adjusts its position and velocity vectors according to its own experience (cognitive component), as well as information received from other swarm members. Here, the cognitive experience of a particle is understood as its knowledge of the best position in which it itself was, and the social knowledge of a particle is understood as knowledge of the best position that one of the particles in the same group with it passed through. In the optimization problem, the best position of a particle is understood as the position at which the value of the function is minimized.

Comparing the methods of GA and PSO, it is possible to note a number of similarities:

- both algorithms are stochastic;
- solution is sought based on the population of individuals;
- initial population is most often randomly generated;
- for the method to work, it is necessary to calculate the fitness function of each individual;
- areas of possible use of methods coincide. But there are and some disadvantages:
- the number of free parameters specified at the beginning in PSO methods is less than in GA;
- classical evolutionary operators are absent, and the particles themselves do not «die» – they are not removed after work.

5. Methods of research

5.1. Using swarm intelligence principles for parallelize a genetic algorithm. Let’s look at what approaches of PSO methods can help improve PGA. In the classical theory of artificial intelligence, one intelligent system is created for a certain problem, which has all the necessary resources to solve it. In the theory of multi-agent systems, the opposite principle is used. It is believed that one agent has an incomplete idea of the global problem, so they create a certain set of agents and provide effective interaction between them [9, 10]. Within the framework of «collective» intelligence, the global behavior of the entire system is considered as the result of interactions of a number of simple agents. Thus, the following principles can be drawn from swarm methods:

- a multi-agent system is a population of simple and dependent agents;
- each agent independently determines its own reactions to events in the local environment and interactions with other agents;
- connections between agents are horizontal, i.e. there is no supervisor agent who manages the interaction of other agents;
- there are no exact rules for determining the global behavior of agents;
- behavior, properties and structure at the collective level are generated only by local interactions of agents.

5.2. Design and construction of a dynamic parallel structure. Thus, it is possible to come to the design and construction of a dynamic parallel system. In this case, the flow is not limited to links to a certain fixed number of streams; instead, migrants are directed to streams that meet certain criteria. As such a criterion, the diversity degree of a population or a measure of genotype is taken, that is, the distance between two populations (or the distance from a characteristic individual of the population, for example, a favorite). With
this structure, mechanisms for tracking events in neighboring populations are necessary, and if an event has occurred in one of the neighboring populations, then events should be expected in the second population as well.

6. Research results

Fig. 1 presents a general scheme of the developed parallel neuroevolution method.
The diagram shows that as such, the main flow in the system is not expected. At the beginning, only the main and additional parameters of future sub-populations are determined. These parameters include: the size of each population, topological features, and so on. This information is distributed across parallel system threads. Already through threads sub-populations are independently formed and encoded for operation. The main genetic operators remain, but as long as the process is performed on individual threads, the simplest operators should be used, for example, dot crossover or rank selection. When the best individuals were obtained separately on the threads, they are synchronized. Selection and verification of the best individual from the obtained ones is performed. If such an individual is not yet acceptable, the mechanism of multi-parent crossover is triggered, with the determination of the fate of genetic information that will pass from each of the individuals according to the rank principle. The introduction of rank selection at this stage, with the addition of additional criteria for evaluating not only accuracy, but also topological features, and uniform crossing, is acceptable. After all, a single thread is used, so even if the system uses the GPU for parallelization, this stage will be performed on the CPU, so there will be no braking due to the complexity of operations.

If the best individual from the new generation does not meet the quality criteria, the new generation will not be deleted, but will be used to update the data to form new sub-populations. Thus the designed parallel structure of the method provides:
- simple sub-populations of ANN distributed between threads and independent of each other;
- each agent stream independently determines its own reactions (types of mutations, crosses, etc.) to events in the local environment;
- the main thread is only used to start work first and then synchronize results, and not to control the interaction of other threads;
- determining the best solutions at the general level depends only on local thread scenarios.

For the experimental study, a data set was selected from the work [11] devoted to the research of the pneumonia index to determine the disease among patients.

Table 1 shows the general characteristics of the data sample.

Table 2 compares the performance of ANN synthesis of the developed method with the usual PGA [12] and the parallel implementation of the NeuroEvolution of Augmenting Topologies (NEAT) Method [13].

Graph in Fig. 2 shows CPU usage during iterations. As can be seen from the graph (Fig. 2) during the execution of a simple PGA, the gap between the loads is significant – this is due to frequent data exchange between cores, which significantly slows down the operation process and overloads the system. Parallel NEAT is more optimized, so the gaps are not so significant, but the load still reaches 98 %. The peak load during the execution of the proposed method did not exceed 85 %, moreover, due to the insignificant share of data transfers, such significant gaps in peak values are not observed.

### 7. SWOT analysis of research results

**Strengths.** The proposed approach is based on a special class of evolutionary methods. After the study, strategies were borrowed that could help in the development and design of a new method, significantly improving the quality level of the parallel neuroevolution method of ANN synthesis.

**Weaknesses.** Certain weaknesses should still include a certain inability to completely abandon genetic operators, which to a certain extent limits the work of the proposed method.

**Opportunities.** New opportunities include a significantly expanded scope for applying parallel approaches to ANN synthesis. The new method can be implemented for various types of parallel systems without significant losses in the quality of work.

**Threats.** Certain risks are present when modifying the genetic operators of the method. It is difficult to predict how the quality of work may be affected, for example, by the complication of mutations by introducing a criterion for choosing the type of mutation.
8. Conclusions

1. Strategies and procedures of swarm intelligence methods are investigated. During the study, certain features were identified that ensure high productivity of swarm methods. Attention was focused on the tools that can be used in the design of parallel approaches to neuroevolution.

2. Using the results of the study, a parallel neuroevolution method for ANN synthesis was developed. The method made maximum use of strategies borrowed from Swarm methods, namely the structure of the method, which provides:

- simple sub-populations of ANN distributed between streams and independent of each other;
- each agent thread independently determines its own reactions (types of mutations, crossover, etc.) to events in the local environment;
- the main thread is only used to start work first and then synchronize results, and not to control the interaction of other threads;
- determining the best solutions at the general level depends only on local thread scenarios.

3. During the study of experimental results, the developed method was compared with the nearest alternative methods and the results were analyzed. The comparison showed improved characteristics of the developed method in terms of accuracy and resource usage. Further modifications and instructions are based on the introduction of additional criteria mechanisms for adaptive configuration of the method.
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