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Abstract

Computational Paninian Grammar (CPG) model helps in decoding a natural language expression as a series of modifier-modified relations and therefore facilitates in identifying dependency relations closer to language/context semantics compared to the usual stanford dependency relations. However, the importance of this CPG dependency scheme has not been studied in the context of multi-modal vision and language applications. At IIIT-H, we plan to perform a novel study to explore the potential advantages and disadvantages of CPG framework in a vision-language navigation task setting, a popular and challenging multi-modal grounding task.

1 Introduction

The Computational Paninian Grammar (CPG) framework, inspired by inflectionally rich language Sanskrit (Bharati et al., 1996; Bharati and Sangal, 1993), provides the level of syntactico-semantic interpretation of a sentence and has been successfully applied to several tasks (Gupta et al., 2012; Akula et al., 2013; Akula, 2015; Palakurthi et al., 2015). Karaka based relations are generated by this framework are known to facilitate relations between verbs and other related syntactic constituents such as nouns in a language expression/sentence. More concretely, CPG treats a language expression as a series of modifier-modified relations (Begum et al., 2008). This CPG parsing framework has been shown to be very effective for morphologically richer languages with relatively free word order such as Indian languages. In addition, there is a prior work extending CPG framework to English resulting in an elegant computational grammar (Vaidya et al., 2009). However, the benefits and limitations of this framework has not been recently studied in the context of multi-modal grounding problems (Antol et al., 2015; Akula, 2022; Akula et al., 2019c).

At IIIT-H, we critically examine the importance of CPG based karaka relations in solving the Vision-and-Language Navigation (VLN) task, a fundamental and challenging multi-modal problem (Fried et al., 2018; Anderson et al., 2018). VLN is an emerging research area aimed at building embodied agent that can communicate with humans through natural language expressions in real 3D environments. Specifically, the VLN agent navigates and interacts with the surrounding objects in the scene to complete the task according to the given input language instructions. Recent works showed that state-of-the-art models fail at comprehending the underlying semantics of language instructions and rather look at salient words such as nouns. We believe that this is one of the primary reason for observing a very low navigation performance on these datasets such as ALFRED (Shridhar et al., 2020). We plan to conduct a study to evaluate whether if the modifier-modified based syntactico-semantic karaka relations in CPG could help in grounding the deeper semantics of language expressions in VLN.

To achieve this, we pick the ET model (Pashesovich et al., 2021), a top-performing VLN model on ALFRED benchmark and plug in karaka annotations during pre-training the language tower. We compare the performance of this approach with the parts-of-speech based pre-training, syntax tree based pre-training and dependency based pre-training (see Section 2). We will draw several interesting insights with this by conducting extensive ablations and analysis on the generalization and interpretation capabilities (Akula et al., 2019b) of ET model with all these different language tower pre-training strategies.
2 Importance of Karaka Relations in Multi-modal grounding

An embodied AI agent needs to strictly comprehend the language instructions to be able to successfully solve the interaction and navigation tasks. As discussed in prior works (Zhang et al., 2020; Zhu et al., 2021), it is sometimes possible for these agents to ignore language instructions and just rely on visual images in navigating the environment. This is problematic as this fails to test the language understanding abilities of these agents. ALFRED (Shridhar et al., 2020) benchmark introduces a complex object interaction and navigation environment where it is relatively more difficult to solve the task successfully without comprehending language instructions. This is because, ALFRED consists of longer sequence of instructions with diverse set of target objects. In this work, We focus on the ALFRED environment and its defined tasks.

Transformer based architectures (Vaswani et al., 2017), have been shown to be successful in solving a wide range of multi-modal grounding problems including VLN (Akula et al., 2021b,a, 2020; Akula and Zhu, 2022). In particular, they efficiently map long horizon tasks to the target set of actions. For our analysis, we choose the ET model (Pashevich et al., 2021), a top-performing Transformer based VLN model on ALFRED leaderboard. ET model relies on attention-based multi-layer transformer encoders and observes the full history of visual observations and previous actions (in predicting next next action). More specifically, ET has separate encoders for encoding representations of language and visual information; and an additional multi-modal encoder to attend over both language and visual representations (Akula and Zhu, 2019; Gupta et al., 2016; Akula et al., 2019a, 2018). The language encoder takes the language instructions as input and outputs a sequence of contextualized language embeddings. The visual encoder projects a sequence of visual observations into its embedding. The multimodal encoder is a multi-layer transformer encoder, outputs a new embedding by taking the concatenated language and visual embeddings from the modality-specific encoders. Figure 1 demonstrates the high-level modules in ET.

Our goal is to improve the performance of ET model, which suffers greatly on navigation sub-tasks (Pashevich et al., 2021; Zhu et al., 2021), by explicitly enforcing the spatial relations from the input instructions in the language encoder pre-training. To do this, we plug in the CPG karaka annotations during pre-training the language encoder in ET. We compare the performance of this approach with the other syntax based enforcing methods such as parts-of-speech based pre-training, syntax tree based pre-training and dependency based pre-training. This allow us to observe several interesting insights by conducting extensive ablations and analysis on the generalization.
3 Conclusion

In this paper, we proposed our plan to critically examine the importance of CPG dependency scheme in the context of grounding semantics of language in multi-modal environment. Through our novel study, we explored the potential advantages and disadvantages of CPG framework in solving ALFRED tasks, a popular and challenging VLN benchmark.
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