Accuracy of 3D white light scanning of abutment teeth impressions: evaluation of trueness and precision
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PURPOSE. This study aimed to evaluate the accuracy of digitizing dental impressions of abutment teeth using a white light scanner and to compare the findings among teeth types. MATERIALS AND METHODS. To assess precision, impressions of the canine, premolar, and molar prepared to receive all-ceramic crowns were repeatedly scanned to obtain five sets of 3-D data (STL files). Point clouds were compared and error sizes were measured (n=10 per type). Next, to evaluate trueness, impressions of teeth were rotated by 10°–20° and scanned. The obtained data were compared with the first set of data for precision assessment, and the error sizes were measured (n=5 per type). The Kruskal–Wallis test was performed to evaluate precision and trueness among three teeth types, and post-hoc comparisons were performed using the Mann–Whitney U test with Bonferroni correction (α=.05). RESULTS. Precision discrepancies for the canine, premolar, and molar were 3.7 µm, 3.2 µm, and 7.3 µm, respectively, indicating the poorest precision for the molar (P<.001). Trueness discrepancies for teeth types were 6.2 µm, 11.2 µm, and 21.8 µm, respectively, indicating the poorest trueness for the molar (P=.007). CONCLUSION. In respect to accuracy the molar showed the largest discrepancies compared with the canine and premolar. Digitizing of dental impressions of abutment teeth using a white light scanner was assessed to be a highly accurate method and provided discrepancy values in a clinically acceptable range. Further study is needed to improve digitizing performance of white light scanning in axial wall. [J Adv Prosthodont 2014;6:468-73]
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INTRODUCTION

In the field of dental computer-aided design (CAD)/computer-aided manufacturing (CAM), the use of intraoral digital scanners, which directly scan the oral tissues of patients, is gaining increased attention.¹² However, the accuracy of three-dimensional shape data obtained using an intraoral scanner may be compromised because of the complex structure of the oral cavity and oral environmental factors such as saliva. To compensate for these drawbacks, scanning of impressions of the oral tissues using an extraoral scanner to obtain accurate three-dimensional shape data is being increasingly used in the clinical setting.³ Currently, two types of extraoral scanners that can scan dental impressions are available: a noncontact type and a contact type. The contact scanner may cause damage or...
deformation of the impression because of pressure exerted by direct contact of the touch probe with the impression material; furthermore, this scanner has a low relative scan rate. Therefore, this type of scanner was considered to be unsuitable for scanning dental impressions. In contrast, the noncontact type has the advantages of no mechanical contact and relatively high scan rates, thus being suitable for dental impression scanning in the current clinical setting.

Laser scanners use a one-dimensional method of scanning with a line pattern, leading to a high error rate for narrow and deep areas in anterior teeth impressions. White light scanners, on the other hand, project a two-dimensional stripe pattern for obtaining three-dimensional data. Compared with the laser scanner, the white light scanner is more accurate and faster in the scanning of plaster models. However, there is limited evidence on the accuracy of white light scanning include trueness and precision.

According to the ISO-5872-1 standard, factors predicting the accuracy of white light scanning include trueness and precision. Precision is assessed by comparing errors among data sets obtained by repeated scanning, while trueness is evaluated by comparing errors among data sets obtained by scanning of rotated models.

This study aimed to evaluate the accuracy of digitizing dental impressions of abutment teeth using a white light scanner by comparing differences in accuracy among different abutment teeth types and determine suitable reference values for use in the clinical setting.

**MATERIALS AND METHODS**

The maxillary right canine, first premolar, and first molar on a standard plastic resin model (AG-3, Frasaco GmbH, Germany) of the maxilla were selected and prepared to receive conventional all-ceramic crowns. A CAD/CAM system (Intellifit® dental restoration system, SensAble Technologies Inc., MA, USA) was used to scan and design abutment tooth shapes. The abutment teeth were prepared by cutting the labial, lingual, and axial walls by 1-1.5 mm and the occlusal and incisal surfaces by 1.5-2 mm. An occlusal convergence of 6° and a cervical chamfer margin that curved or formed by a plane at an obtuse angle to the external surface of a prepared tooth were provided.

Scanned files that obtained from prepared abutment teeth made then into a titanium model used a CAM machine (DT400, Doosan Infracore Co. Ltd, Seoul, South Korea) to achieve a smooth surface and ensure stability during subsequent procedures. Subsequently, impressions of the prepared abutment teeth on the titanium model were made using an extra-light body rubber impression material (Aquasil Ultra, Dentsply, St. York, PA, USA).

Following impression-making, the impressions were scanned using a white light scanner (Identica®, Medit, Korea) for the evaluation of trueness and precision.

First, to evaluate precision, the impression of the maxillary canine was fixed onto the table inside the scanner. Through repeated scanning, five sets of three-dimensional shape data (STL files) were obtained (C_pre1-C_pre5). Similarly, five sets of three-dimensional shape data (STL files) were obtained by repeated scanning of the first premolar (P_pre1-P_pre5) and first molar (M_pre1-M_pre5) impressions.

Then, to confirm trueness, the impression of the maxillary canine was rotated by 10°-20° on the table and scanned to obtain five sets of three-dimensional shape data (STL files; C_tru1-C_tru5). The procedure was repeated for the first premolar (P_tru1-P_tru5) and first molar impressions (M_tru1-M_tru5).

Before analysis, the images were cropped to eliminate any unnecessary structures and structures beyond the finishing margins.

Using the three-dimensional shape data obtained for the impressions of each abutment tooth, trueness and precision for each tooth were confirmed as described below.

First, the three-dimensional shape data (STL files) were converted to point clouds (ASCII files) using a Copy CAD7.350 SP3 program (Delcam plc., Birmingham, UK). Then, a report and a color-difference-map were obtained using a PowerInspect2012 (Delcam plc., Birmingham, UK) program that superimposed the three-dimensional shape 1 data (STL files) on 1 point cloud (ASCII files).

To confirm precision, the point clouds for five scans of each abutment tooth were mutually superimposed on the respective STL files, and the best fit was determined (n=10 per type). Then, a color-difference -map of the projections was obtained (Fig. 1, Fig. 2 and Fig. 3). At this time, the number of points for the canines, first premolars, and first molars were 20637, 21940, and 38801, respectively. After filtering for comparison purposes, the number of points decreased to 2083, 1103, and 1201, respectively (Fig. 4).

To confirm trueness, the scans of the rotated impressions were superimposed onto the initial scans obtained for precision evaluation, the best fit alignment was determined (n=5 per type), and color-difference maps of the projections were created (Fig. 1, Fig. 2 and Fig. 3). After filtering for comparison purposes, data for trueness were obtained for each tooth type (Fig. 4).

The nonparametric Kruskal–Wallis test was used to confirm trueness and precision for the canine, first premolar, and first molar, and post-hoc comparisons were performed using the Mann–Whitney U test with Bonferroni correction (type I error). The significance level for experiment-wise error rate was set at 0.05. All statistical analyses were performed using SPSS version 20.0 (SPSS Inc., Chicago, IL, USA; Table 1).

**RESULTS**

Table 1 illustrates the numerical values of trueness and precision for the digitized impression models of the maxillary right canine, first premolar, and first molar. Precision discrepancies for the first molar, canine, and first premolar
Fig. 1. Precision evaluation for the canine: Ten color-difference maps (A-J) of scans of the canine impression showing fit alignment of digital impression data compared among each other (C_pre1 through C_pre5). Trueness evaluation for the canine: Five color-difference maps (K-O) of scans of the canine impression showing fit alignment of digital impression data compared with the reference model data (C_tru1 to C_tru5). Green represents the exact fit, yellow to red represents a positive discrepancy, and turquoise to blue represents a negative discrepancy.

Fig. 2. Precision evaluation for the first premolar: Ten color-difference maps (A-J) of scans of the first premolar impression showing fit alignment of digital impression data compared among each other (P_pre1 through P_pre5). Trueness evaluation for the first premolar: Five color-difference maps (K-O) of scans of the first premolar impression showing fit alignment of digital impression data compared with the reference model (P_tru1 to P_tru5). Green represents the exact fit, yellow to red represents a positive discrepancy, and turquoise to blue represents a negative discrepancy.
Fig. 3. Precision evaluation for the first molar: Ten color-difference maps (A-J) of scans of the first molar impression showing fit alignment of digital impression data compared among each other (M_pre1 through M_pre5). Trueness evaluation for the first molar: Five color-difference maps (K-O) of scans of the first molar impression showing fit alignment of digital impression data compared with the reference model (M_tru1 to M_tru5). Green represents the exact fit, yellow or red represents a positive discrepancy, and turquoise to blue represents a negative discrepancy.

Fig. 4. Boxplot of discrepancies (precision and trueness) for the digitized impressions of the three types of abutment teeth obtained using a white light scanner: Precision (n=10 per type), trueness (n=5 per type).
were 7.3 μm, 3.7 μm, and 3.2 μm, respectively, with the first molar showing a significantly larger discrepancy compared with the canine and first premolar (P < .001). Trueness discrepancies for the first molar, canine, and first premolar were 21.8 μm, 6.2 μm, and 11.2 μm, respectively, with the first molar showing a significantly larger discrepancy compared with the canine and first premolar (P = .007).

With regard to the color maps, the canines mostly exhibit green color for precision in Fig. 1. With regard to trueness, negative discrepancies are mainly observed for the mesio-distal area in L, M, N, and O in Fig. 1. Similar to the canine, the first premolar mainly appears green for precision in Fig. 2. With regard to trueness, L, M, N, and O show positive discrepancies for the occlusal surface and negative discrepancies in the direction of the long axis of the tooth (Fig. 2).

The first molar mostly appears green for precision in Fig. 3, although negative discrepancies can be observed for the occlusal surface in B and D and positive discrepancies can be observed in the longitudinal axis in A, B, C, and D. With regard to trueness, K, L, M, and O show negative discrepancies for the occlusal surface and positive discrepancies in the longitudinal axis.

**DISCUSSION**

Following the introduction of scanners in the field of dentistry, the studies showed several limitations with regard to the accuracy of dental impression scanning.21,22 In previous studies, accuracy was evaluated by comparing scanned data for an impression and that for the stone model fabricated from the impression; however, the results were flawed because the error generated during model fabrication was inevitably included in analyses.5,23 Therefore, the plaster model replication step was eliminated in the present study, which involved direct scanning of the impression. Thus, the other source of error was eliminated, allowing direct assessment of the accuracy of the scanned impression.24

The rubber impression material used in this study was vinyl polysiloxane (Dentsply), which was developed and optimized for optical scanning. Use of optimized impression material has been shown to increase the validity of accuracy assessments.25

The concept of trueness and precision was introduced by ISO 5725-1,12 with the goal of ensuring the validity of measurements compliant with the process and experimental design.

Previous studies have shown a 40 μm precision discrepancy in impression scanning of abutment teeth using a contact scanner or laser scanner.5,6,26 Persson et al.6 proposed a standard precision discrepancy of 10 μm, which is considered to be a reliable error level. In the present study, white light scanning of the maxillary right canine, first premolar, and first molar showed smaller discrepancies of 3.2 μm, 3.7 μm, and 7.3 μm, respectively.

On the other hand, trueness discrepancies for the maxillary canine, first premolar, and first molar were 6.2 μm, 11.2 μm, and 21.8 μm, respectively. The canine showed the smallest discrepancy, probably because it has a larger area of inclined axial walls and a smaller angular area compared with the first premolar and molar.27 The molar showed the largest discrepancy, probably because it has the largest angular area and the most number of points in the steep portions of the axial walls.24 However, when compared with the findings of a previous study on the accuracy of impression body scanning, the results of the present study showed a greater level of trueness with less than 40 μm of discrepancy.3,4,6,24

This study has several limitations. First, by using the PowerInspect 2012 program and stacking point cloud and three-dimensional surface models, it is difficult to explain the errors in the best fit alignment process, which minimizes the error between both sets of data. It is difficult to investigate substantial errors in the best fit alignment process or errors in scanning using these models.27

Also, there are errors caused by scattering and irregular reflection of light emitted from the projector during white light scanning. Furthermore, it is difficult to obtain accuracy of scanning in the angular regions of the tooth, which may be the reason for the increased margin of errors in the axial direction of the teeth on the color-difference maps (red and blue). Future studies should consider measures to

---

### Table 1. Comparison of discrepancies in digitized impression models of the maxillary right canine, first premolar, and molar prepared to receive all-ceramic crowns (Unit: μm)

|                | Mean (95% confidence interval) | P value |
|----------------|-------------------------------|---------|
| **Precision**  |                               |         |
| Canine         | 3.7 (2.9-4.5)*                |         |
| Premolar       | 3.2 (2.2-4.2)*                | <.001   |
| Molar          | 7.3 (5.2-9.4)*                |         |
| **Trueness**   |                               |         |
| Canine         | 6.2 (3.4-9.0)*                |         |
| Premolar       | 11.2 (5.0-17.4)*              | .007    |
| Molar          | 21.8 (16.4-27.2)*             |         |

*a & b represent significant differences, with an experiment-wise alpha level of 0.05.
increase the error in the best fit alignment process in order to overcome the abovementioned limitations and increase the efficiency of the white light scanner.

**CONCLUSION**

In respect to accuracy the molar showed the largest discrepancies compared with the canine and premolar. Digitizing of dental impressions of abutment teeth using a white light scanner was assessed to be a highly accurate method and provided discrepancy values in a clinically acceptable range. Further study is needed to improve digitizing performance of white light scanning in axial wall.
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