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Abstract
This article is the first part of a two-fold study, the objective of which is the theoretical analysis and numerical investigation of new approximate corrector problems in the context of stochastic homogenization. We present here three new alternatives for the approximation of the homogenized matrix for diffusion problems with highly-oscillatory coefficients. These different approximations all rely on the use of an embedded corrector problem (that we previously introduced in [9]), where a finite-size domain made of the highly oscillatory material is embedded in a homogeneous infinite medium whose diffusion coefficients have to be appropriately determined. The motivation for considering such embedded corrector problems is made clear in the companion article [10], where a very efficient algorithm is presented for the resolution of such problems for particular heterogeneous materials. In the present article, we prove that the three different approximations we introduce converge to the homogenized matrix of the medium when the size of the embedded domain goes to infinity.

1 Introduction

Let $D \subset \mathbb{R}^d$ be a smooth bounded domain of $\mathbb{R}^d$ (with $d \in \mathbb{N}^*$), $f \in L^2(D)$ and $(A_\varepsilon)_{\varepsilon > 0}$ be a family of uniformly bounded and coercive diffusion matrix fields such that $A_\varepsilon$ varies on the characteristic length-scale $\varepsilon > 0$. We consider the family of elliptic problems

$$u_\varepsilon \in H^1_0(D), \quad -\text{div}[A_\varepsilon \nabla u_\varepsilon] = f \text{ in } D. \quad (1)$$

When $\varepsilon$ is much smaller than the characteristic size of the domain $D$, problem (1) is challenging to address from a numerical perspective. In order to obtain a sufficient accuracy, any discretization method indeed needs to resolve the oscillations of $A_\varepsilon$, which leads to a discrete problem with a prohibitively large number of degrees of freedom.

It is well-known (see e.g. [14, 13, 21]) that, if $A_\varepsilon$ is bounded and bounded away from zero uniformly in $\varepsilon$, problem (1) admits a homogenized limit. Up to the extraction of a subsequence, that we denote $\varepsilon'$, there exists a homogenized matrix-valued field $A^* \in (L^\infty(D))^{d \times d}$ such that, for any $f \in L^2(D)$, the solution $u_{\varepsilon'}$ to (1) converges, weakly in $H^1_0(D)$, to $u^*$, the unique solution to the homogenized equation

$$u^* \in H^1_0(D), \quad -\text{div}[A^* \nabla u^*] = f \text{ in } D. \quad (2)$$

Note that the homogenized matrix, and hence the function $u^*$, depends in general on the extracted subsequence.

This setting includes in particular the periodic case, where $A_\varepsilon(x) = A_{\text{per}}(x/\varepsilon)$ for a fixed $\mathbb{Z}^d$-periodic function $A_{\text{per}}$, the quasi-periodic case, where $A_\varepsilon(x) = A_{\text{q-per}}(x/\varepsilon)$ for a fixed quasi-periodic function $A_{\text{q-per}}$, and the stationary random case (see [22, 32]), where

$$A_\varepsilon(x) = A_{\text{sta}}(x/\varepsilon, \omega)$$

for some realization $\omega$ of a stationary random function $A_{\text{sta}}$. 
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In these three cases, the convergence of \( u_\varepsilon \) to \( u^* \) holds for the whole sequence (and not only up to a subsequence extraction), and the homogenized matrix field \( \mathbf{A}^* \) is actually equal to a constant and deterministic matrix in the whole domain \( D \). Once this homogenized matrix has been determined, problem (2) can be solved by standard numerical techniques with a much lower computational cost than the original problem (1).

The computation of the homogenized matrix is often a challenging task. In the quasi-periodic case and in the random stationary case, corrector problems posed over the whole space \( \mathbb{R}^d \) have to be solved. In practice, approximate corrector problems defined on truncated domains with appropriate boundary conditions (typically periodic boundary conditions) are considered to obtain approximate homogenized diffusion matrices. The larger the size of the truncated domain, the more accurate the corresponding approximation of the homogenized matrix. The use of standard finite element discretizations to tackle these corrector problems may lead to very large discretized problems, whose computational costs can be prohibitive.

In this article, we propose some alternative methods to approximate the homogenized matrix. These are based on the use of an embedded corrector problem that is again defined over the whole space \( \mathbb{R}^d \). In this new problem (see (11) below), the diffusion coefficient is equal to \( \mathbf{A}_\varepsilon \) in a bounded domain of typical size \( R \), and to a constant matrix \( \mathbf{A}_R \) outside this bounded domain, the value of which has to be properly chosen. Our motivation for considering such a family of corrector problems is the following. Recently, a very efficient numerical method has been proposed and developed in the series of works [11, 20] in order to solve Poisson problems arising in implicit solvation models. The adaptation of this algorithm, which is based on a boundary integral formulation of the problem, has enabled us to solve these embedded corrector problems in a very efficient way in situations when the considered heterogeneous medium is composed of (possibly polydisperse) spherical inclusions embedded into a homogeneous material (see Fig. 1 below). This algorithm will be presented in details in the companion article [10].

The choice of the value of the exterior constant diffusion coefficient \( \mathbf{A}_R \) is instrumental to obtain approximate effective matrices which converge to the exact homogenized matrix when \( R \) goes to infinity. In this article, we propose three different approaches to choose the value of the constant exterior diffusion matrix \( \mathbf{A}_R \) and to define effective matrices from the embedded corrector problem. We prove the convergence of these three approximations to the actual homogenized matrix \( \mathbf{A}^* \) as \( R \) goes to infinity. We also show that a naive choice of \( \mathbf{A}_R \) leads to an approximate homogenized matrix which does not converge to the exact homogenized matrix when \( R \) goes to infinity.

This article is organized as follows. In Section 2, we recall some basic elements on the theory of stochastic homogenization, and review the standard associated numerical methods. The embedded corrector problem mentioned above and the three different approaches we propose to compute effective matrices are presented in Section 3. The proofs of consistency of the proposed approximations are collected in Section 4. Two particular situations, the case of a homogeneous material and the one-dimensional case, for which analytical computations can be performed, are briefly discussed in Section 5.

The present work complements the earlier publication [9], where we briefly presented our approaches. We provide here a complete and detailed analysis of them. We refer to [10] for a detailed presentation of the algorithmic aspects along with some numerical illustrations.

## 2 Stochastic homogenization: a prototypical example

In the sequel, the following notation is used. Let \( d \in \mathbb{N}^* \), \( 0 < \alpha \leq \beta < +\infty \) and

\[
\mathcal{M} := \{ A \in \mathbb{R}^{d \times d} \, , \, A^T = A \text{ and, for any } \xi \in \mathbb{R}^d \, , \, \alpha |\xi|^2 \leq \xi^T A \xi \leq \beta |\xi|^2 \}.
\]

Let \( (e_i)_{1 \leq i \leq d} \) be the canonical basis of \( \mathbb{R}^d \). Taking \( \xi = e_i \) and next \( \xi = e_i + e_j \) in the above definition, we see that any \( A := (A_{ij})_{1 \leq i,j \leq d} \in \mathcal{M} \) satisfies \( |A_{ij}| \leq \beta \) for any \( 1 \leq i,j \leq d \). We further denote by \( \mathcal{D}(\mathbb{R}^d) \) the set of \( C^\infty \) functions with compact supports in \( \mathbb{R}^d \).

In this section, we briefly recall the well-known homogenization theory in the stationary ergodic setting, as well as standard strategies to approximate the homogenized coefficients. We refer
2.1 Theoretical setting

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \(Q := \left( -\frac{1}{2}, \frac{1}{2} \right)^d\). For a random variable \(X \in L^1(\Omega, d\mathbb{P})\), we denote by \(E[X] := \int_{\Omega} X(\omega) \, d\mathbb{P}(\omega)\) its expectation value. For the sake of convenience, we restrict the presentation to the case of discrete stationarity, even though the ideas presented here can be readily extended to the case of continuous stationarity. We assume that the group \((\mathbb{Z}^d, +)\) acts on \(\Omega\). We denote by \((\tau_k)_{k \in \mathbb{Z}^d}\) this action, and assume that it preserves the measure \(\mathbb{P}\), i.e.

\[
\forall k \in \mathbb{Z}^d, \quad \forall F \in \mathcal{F}, \quad \mathbb{P}(\tau_k(F)) = \mathbb{P}(F).
\]

We also assume that \(\tau\) is ergodic, that is,

\[
\forall F \in \mathcal{F}, \quad (\forall k \in \mathbb{Z}^d, \tau_k F = F) \implies (\mathbb{P}(F) = 0 \text{ or } 1).
\]

A function \(S \in L^1_{\text{loc}}(\mathbb{R}^d, L^1(\Omega))\) is said to be stationary if

\[
\forall k \in \mathbb{Z}^d, \quad S(x + k, \omega) = S(x, \tau_k \omega) \quad \text{for almost all } x \in \mathbb{R}^d \text{ and almost surely.} \tag{3}
\]

In that context, the Birkhoff ergodic theorem \([23, 31, 35]\) can be stated as follows:

**Theorem 2.1.** Let \(S \in L^\infty(\mathbb{R}^d, L^1(\Omega))\) be a stationary function in the sense of \((3)\). For \(k = (k_1, k_2, \ldots, k_d) \in \mathbb{Z}^d\), we set \(|k|_\infty = \sup_{1 \leq i \leq d} |k_i|\). Then,

\[
\frac{1}{(2N + 1)^d} \sum_{|k|_\infty \leq N} S(y, \tau_k \omega) \xrightarrow{N \to +\infty} E[S(y, \cdot)] \quad \text{in } L^\infty(\mathbb{R}^d), \text{ almost surely.}
\]

This implies that

\[
S \left( \frac{x}{\varepsilon}, \omega \right) \xrightarrow{\varepsilon \to 0} \frac{1}{|Q|} \int_Q S(y, \cdot) \, dy \quad \text{in } L^\infty(\mathbb{R}^d), \text{ almost surely.}
\]

Note that here \(|Q| = 1\). We kept nevertheless the normalizing factor \(|Q|^{-1}\) in the above formula to emphasize that the convergence holds toward the expectation of the mean value over the unit cell of the underlying lattice (here \(\mathbb{Z}^d\)).

We also recall the definition of \(G\)-convergence introduced by F. Murat and L. Tartar in \([30]\):

**Definition 2.2 (G-convergence).** Let \(D\) be a smooth bounded domain of \(\mathbb{R}^d\). A sequence of matrix-valued functions \((A^R)_{R \geq 0} \subset L^\infty(D, \mathcal{M})\) is said to converge in the sense of homogenization (or to \(G\)-conver ge) in \(D\) to a matrix-valued function \(A^* \in L^\infty(D, \mathcal{M})\) if, for all \(f \in H^{-1}(D)\), the sequence \((u^R)_{R \geq 0}\) of solutions to

\[
u^R \in H^1_0(D), \quad -\text{div}(A^R \nabla u^R) = f \text{ in } \mathcal{D}'(D)
\]

satisfies

\[
\begin{aligned}
u^R &\rightharpoonup u^* \text{ weakly in } H^1_0(D), \\
A^R \nabla u^R &\rightharpoonup A^* \nabla u^* \text{ weakly in } L^2(D),
\end{aligned}
\]

where \(u^*\) is the unique solution to the homogenized equation

\[
u^* \in H^1_0(D), \quad -\text{div}(A^* \nabla u^*) = f \text{ in } \mathcal{D}'(D).
\]
The following theorem is a classical result of stochastic homogenization theory (see e.g. [21]):

**Theorem 2.3.** Let \( \mathbb{A} \in L^\infty(\mathbb{R}^d, L^1(\Omega)) \) be such that \( \mathbb{A}(x, \omega) \in \mathcal{M} \) almost surely and for almost all \( x \in \mathbb{R}^d \). We assume that \( \mathbb{A} \) is stationary in the sense of \( \mathbb{3} \). For any \( R > 0 \) and \( \omega \in \Omega \), we set \( \mathbb{A}^R(\cdot, \omega) := \mathbb{A}(R\cdot, \omega) \). Then, almost surely, for any arbitrary smooth bounded domain \( D \subset \mathbb{R}^d \), the sequence \( (\mathbb{A}^R(\cdot, \omega))_{R>0} \subset L^\infty(D; \mathcal{M}) \) \( G \)-converges to a constant and deterministic matrix \( A^* \in \mathcal{M} \), which is given by

\[
\forall p \in \mathbb{R}^d, \quad A^* p = \mathbb{E} \left[ \frac{1}{|Q|} \int_Q \mathbb{A}(x, \cdot) (p + \nabla w_p(x, \cdot)) \, dx \right],
\]

where \( w_p \) is the unique solution (up to an additive constant) in

\[
\left\{ v \in L^2_{\text{loc}}(\mathbb{R}^d, L^2(\Omega)), \quad \nabla v \in \left( L^2_{\text{unif}}(\mathbb{R}^d, L^2(\Omega)) \right)^d \right\}
\]

to the so-called corrector problem

\[
\begin{aligned}
-\text{div} (\mathbb{A}(\cdot, \omega) (p + \nabla w_p(\cdot, \omega))) &= 0 \text{ almost surely in } D'(\mathbb{R}^d), \\
\nabla w_p \text{ is stationary in the sense of } \mathbb{3}, \\
\mathbb{E} \left[ \int_Q \nabla w_p(x, \cdot) \, dx \right] &= 0.
\end{aligned}
\]

In Theorem 2.3 the notation \( L^2_{\text{unif}} \) refers to the uniform \( L^2 \) space:

\[
L^2_{\text{unif}}(\mathbb{R}^d, L^2(\Omega)) := \left\{ u \in L^2_{\text{loc}}(\mathbb{R}^d, L^2(\Omega)), \quad \sup_{x \in \mathbb{R}^d} \int_{x+(0,1)^d} \| u(y, \cdot) \|_{L^2(\Omega)}^2 \, dy < \infty \right\}.
\]

The major difficulty to compute the homogenized matrix \( A^* \) is the fact that the corrector problem \( \mathbb{1} \) is set over the whole space \( \mathbb{R}^d \) and cannot be reduced to a problem posed over a bounded domain (in contrast e.g. to periodic homogenization). This is the reason why approximation strategies yielding practical approximations of \( A^* \) are necessary.

### 2.2 Standard numerical practice

A common approach to approximate \( A^* \) consists in introducing a truncated version of \( \mathbb{1} \), see e.g. \( \mathbb{7} \). For any \( R > 0 \), let us denote \( Q_R := \left(-\frac{R}{2}, \frac{R}{2}\right)^d \) and

\[
H^1_{\text{per}}(Q_R) := \left\{ w \in H^1_{\text{loc}}(\mathbb{R}^d), \quad w \text{ is } R\mathbb{Z}^d\text{-periodic} \right\}.
\]

Observing that \( Q_1 = Q \), we also introduce

\[
H^1_{\text{per}}(Q) := \left\{ w \in H^1_{\text{loc}}(\mathbb{R}^d), \quad w \text{ is } \mathbb{Z}^d\text{-periodic} \right\}.
\]

For any \( p \in \mathbb{R}^d \), let \( w_p^R(\cdot, \omega) \) be the unique solution in \( H^1_{\text{per}}(Q_R)/\mathbb{R} \) to

\[
-\text{div} (\mathbb{A}(\cdot, \omega) (p + \nabla w_p^R(\cdot, \omega))) = 0 \text{ almost surely in } D'(\mathbb{R}^d).
\]

It satisfies the variational formulation

\[
\forall v \in H^1_{\text{per}}(Q_R), \quad \int_{Q_R} (\nabla v)^T \mathbb{A}(\cdot, \omega) (p + \nabla w_p^R(\cdot, \omega)) = 0.
\]

The corresponding approximate (or apparent) homogenized matrix \( A^{*,R}(\omega) \in \mathcal{M} \) is defined by

\[
\forall p \in \mathbb{R}^d, \quad A^{*,R}(\omega) p := \frac{1}{|Q_R|} \int_{Q_R} \mathbb{A}(\cdot, \omega) (p + \nabla w_p^R(\cdot, \omega)).
\]

The matrix \( A^{*,R}(\omega) \) is constant and random. A. Bourgeat and A. Piatniski proved in [7] that the sequence of matrices \( (A^{*,R}(\omega))_{R>0} \) converges almost surely to \( A^* \) as \( R \) goes to infinity. Recent mathematical studies (initiated in [18]) by A. Gloria, F. Otto and their collaborators, have examined in details the speed of convergence (along with related questions) of \( A^{*,R}(\omega) \) to \( A^* \) (see also [31] Theorem 1.3 and Proposition 1.4). Variance reduction techniques have also been introduced to improve the approximation of \( A^* \), see e.g. [24] for a review.
Remark 2.4. In [2], A. Bourgeat and A. Piatniski also analyzed a truncated corrector problem supplied with homogeneous Dirichlet boundary conditions (in contrast to [3], where periodic boundary conditions are used) and proved similar convergence results. Likewise, in [20], C. Huet introduced a corrector problem supplied with Neumann boundary conditions.

Remark 2.5. Besides approximations based on [5], other techniques have been introduced to approximate $A^\star$. We refer to [7, 22] for optimization-based techniques, to [22] for an approach based on the heat equation associated to [1], and to [4, 6] for approaches based on filtering. We also mention [3], where a problem posed on $\mathbb{R}^d$ (which is different from our embedded problem [13]) is considered. In a slightly different context, and with a different objective than ours here, the work [27] studies the question of optimal artificial boundary condition for random elliptic media.

The proof in [7] relies on the following scaling argument. For any $R > 0$, let $A^R(\cdot, \omega) := A(R, \omega)$ and $w^R_\omega(\cdot, \omega) := \frac{1}{R} w^R(\cdot, \omega)$. Rescaling problem (4), we obtain that, for any $p \in \mathbb{R}^d$, $w^R_\omega(\cdot, \omega)$ is the unique solution in $H^1_{\text{per}}(Q)/\mathbb{R}$ to

$$- \text{div} (A^R(\cdot, \omega) (p + \nabla w^R_\omega(\cdot, \omega))) = 0 \text{ almost surely in } \mathcal{D}'(\mathbb{R}^d),$$

and that

$$A^{\star, R}(\omega)p = \frac{1}{|Q|} \int_Q A^R(\cdot, \omega) (p + \nabla w^R_\omega(\cdot, \omega)).$$

Choosing $w^R_\omega(\cdot, \omega)$ as the solution to (5) of zero average, it is easy to see that $(w^R_\omega(\cdot, \omega))_{R > 0}$ is bounded in $H^1_{\text{per}}(Q)$. In addition, we know that the sequence $(A^R(\cdot, \omega))_{R > 0}$, which belongs to $L^\infty(Q, \mathcal{M})$, $G$-converges almost surely to $A^\star$ in $Q$. Using [21] Theorem 5.2 page 151 (which is recalled below as Theorem 3.3), we are in position to pass to the limit $R \to +\infty$ in [7] and obtain the desired convergence result.

At this point, we make the following remark. If $(A^R)_{R > 0} \subset L^\infty(Q, \mathcal{M})$ is a general family of matrix-valued fields which $G$-converges to a constant matrix $A^\star$ as $R$ goes to infinity, one can define for all $R > 0$ effective approximate matrices $A^{\star, R}$ as follows. Consider, for any $p \in \mathbb{R}^d$, the unique solution $w^R_\omega$ in $H^1_{\text{per}}(Q)/\mathbb{R}$ to

$$- \text{div} (A^R(p + \nabla w^R_\omega)) = 0 \text{ almost surely in } \mathcal{D}'(\mathbb{R}^d),$$

and define the matrix $A^{\star, R}$ by

$$\forall p \in \mathbb{R}^d, \quad A^{\star, R} p = \frac{1}{|Q|} \int_Q A^R(p + \nabla w^R_\omega).$$

Then, using the same arguments as in the above stationary ergodic case, it can be proven that $A^{\star, R} \underset{R \to +\infty}{\longrightarrow} A^\star$.

Solving (8) by means of standard finite element methods requires the use of very fine discretization meshes, which may lead to prohibitive computational costs. This motivates our work and the alternative definitions of effective matrices that we propose in the next section.

3 Three alternative definitions of effective matrices

Let $B = B(0, 1)$ be the unit open ball of $\mathbb{R}^d$, $\Gamma = \partial B$ and $n(x)$ be the outward pointing unit normal vector at point $x \in \Gamma$. For any measurable subset $E$ of $\mathbb{R}^d$, we denote by $\chi_E$ the characteristic function of $E$.

The embedded corrector problem we define below (see [11]) depends on $B$. We note that all the results presented in this article do not use the fact that $B$ is a ball. They can thus be easily extended to the case when $B$ is a general smooth bounded domain of $\mathbb{R}^d$. 
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3.1 Embedded corrector problem

In this section, we introduce an embedded corrector problem, which we will use in the sequel to define new approximations of the homogenized coefficient $A^*$. 

We introduce the vector spaces 

$$V := \left\{ v \in L^2_\text{loc}(\mathbb{R}^d), \nabla v \in \left( L^2(\mathbb{R}^d) \right)^d \right\} \quad \text{and} \quad V_0 := \left\{ v \in V, \int_B v = 0 \right\}.$$  

The space $V_0$, endowed with the scalar product $\langle \cdot, \cdot \rangle$ defined by 

$$\forall v, w \in V_0, \quad \langle v, w \rangle := \int_{\mathbb{R}^d} \nabla v \cdot \nabla w,$$

is a Hilbert space.

For any matrix-valued field $\mathbb{A} \in L^\infty(B, \mathcal{M})$, any constant matrix $A \in \mathcal{M}$, and any vector $p \in \mathbb{R}^d$, we denote by $w_p^{\mathbb{A},A}$ the unique solution in $V_0$ to 

$$- \text{div} \left( A^\mathbb{A} (p + \nabla w_p^{\mathbb{A},A}) \right) = 0 \text{ in } D'(\mathbb{R}^d),$$

where (see Figure 1) 

$$A^\mathbb{A}(x) := \begin{cases} \mathbb{A}(x) & \text{if } x \in B, \\ A & \text{if } x \in \mathbb{R}^d \setminus B. \end{cases}$$

The variational formulation of (11) reads as follows: find $w_p^{\mathbb{A},A} \in V_0$ such that 

$$\forall v \in V_0, \quad \int_B (\nabla v)^T A (p + \nabla w_p^{\mathbb{A},A}) + \int_{\mathbb{R}^d \setminus B} (\nabla v)^T A \nabla w_p^{\mathbb{A},A} - \int_\Gamma (Ap \cdot n) v = 0. \tag{12}$$

Problem (11) is linear and the above bilinear form is coercive in $V_0$. This problem is thus equivalent to a minimization problem (recall that $\mathbb{A}$ and $A$ are symmetric). The solution $w_p^{\mathbb{A},A}$ to (11) is equivalently the unique solution to the minimization problem 

$$w_p^{\mathbb{A},A} = \arg\min_{v \in V_0} J_p^{\mathbb{A},A}(v), \tag{13}$$

where 

$$J_p^{\mathbb{A},A}(v) := \frac{1}{|B|} \int_B (p + \nabla v)^T A (p + \nabla v) + \frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} (\nabla v)^T A \nabla v - \frac{2}{|B|} \int_\Gamma (Ap \cdot n)v. \tag{14}$$

We define the map $J_p^{\mathbb{A}} : \mathcal{M} \to \mathbb{R}$ by 

$$\forall A \in \mathcal{M}, \quad J_p^{\mathbb{A}}(A) := J_p^{\mathbb{A},A}(w_p^{\mathbb{A},A}) = \min_{v \in V_0} J_p^{\mathbb{A},A}(v). \tag{15}$$

The linearity of the map $\mathbb{R}^d \ni p \mapsto w_p^{\mathbb{A},A} \in V_0$ yields that, for any $A \in \mathcal{M}$, the map $\mathbb{R}^d \ni p \mapsto J_p^{\mathbb{A}}(A)$ is quadratic. As a consequence, for all $A \in \mathcal{M}$, there exists a unique symmetric matrix $G^\mathbb{A}(A) \in \mathbb{R}^{d \times d}$ such that 

$$\forall p \in \mathbb{R}^d, \quad J_p^{\mathbb{A}}(A) = p^T G^\mathbb{A}(A)p. \tag{16}$$

3.2 Motivation of the embedded corrector problem

For all $R > 0$, let us denote by $B_R$ the open ball of $\mathbb{R}^d$ centered at 0 of radius $R$. We make the following remark, considering, for the sake of illustration, the stationary ergodic setting. Let $\mathbb{A}(x, \omega)$ be a stationary random matrix-valued field. A simple scaling argument shows that, in this case, for all $R > 0$ and $p \in \mathbb{R}^d$, the unique solution $\tilde{w}_p^{R,\mathbb{A},A}(\cdot, \omega)$ in $V$ to 

$$- \text{div} \left( (\mathbb{A}(\cdot, \omega) \chi_{B_R} + A(1 - \chi_{B_R})) (p + \nabla \tilde{w}_p^{R,\mathbb{A},A}(\cdot, \omega)) \right) = 0 \text{ in } D'(\mathbb{R}^d), \quad \int_{B_R} \tilde{w}_p^{R,\mathbb{A},A}(\cdot, \omega) = 0, \tag{17}$$

is quadratic. As a consequence, for all $A \in \mathcal{M}$, there exists a unique symmetric matrix $G^{R,\mathbb{A},A}(\cdot, \omega) \in \mathbb{R}^{d \times d}$ such that 

$$\forall p \in \mathbb{R}^d, \quad J_p^{R,\mathbb{A},A}(\cdot, \omega) = p^T G^{R,\mathbb{A},A}(\cdot, \omega)p.$$
Figure 1: Left: field $A(x, \omega)$. Right: field $A^{R, \omega, A}(x)$: outside the ball $B_R$, the field $A(x, \omega)$ is replaced by a uniform coefficient $A$. 

satisfies $w^{R, A}(\cdot, \omega) = \frac{1}{R} w^{R, A}_{\cdot, \omega}(R \cdot, \omega)$, where $A^R(x, \omega) := A(Rx, \omega)$ for any $x \in B$. Solving embedded corrector problems of the form (11) with $A = A^R(\cdot, \omega)$ in $B$ is then equivalent to solving (14). Figure 1 gives an illustration of the matrix-valued field $A^{R, \omega, A} := A(\cdot, \omega) \chi_{B_R} + A(1 - \chi_{B_R})$.

From now on, we consider $A^R_{R > 0} \subset L^\infty(B; M)$ a general family of matrix-valued fields which $G$-converges in the sense of Definition 2.2 to a constant matrix $A^*$ in $B$. Keep in mind that the random stationary ergodic setting provides a prototypical example of such a family of matrix-valued fields.

The rest of the section is devoted to the presentation of different methods for constructing approximate effective matrices, using corrector problems of the form (11). We first present in Section 3.3 a naive definition, which turns out to be non-convergent in general. In the subsequent Sections 3.4, 3.5 and 3.6, we present three possible choices leading to converging approximations, namely (24), (26) and (27).

The motivation for considering problems of the form (11) is twofold. First, we show below that the solution $w^{R, A}_{\cdot, \omega}$ to (11) can be used to define consistent approximations of $A^*$. We refer to Section 4 for the proof that the upcoming approximations (24), (26) and (27) converge to $A^*$ when $R \to \infty$.

Second, problem (11) can be efficiently solved. We recall that, in [11, 26], an efficient numerical method has been introduced to compute the electrostatic interaction of molecules with an infinite continuous solvent medium, based on implicit solvation models. The problem to solve there reads: find $w \in H^1(\Omega)$ solution to

$$- \Delta w = 0 \text{ in } \Omega, \quad w = g \text{ on } \partial \Omega, \quad \tag{18}$$

where $\Omega \subset \mathbb{R}^d$ is a bounded domain composed of the union of a finite but possibly very large number of balls, and $g \in L^2(\partial \Omega)$. As shown in [11, 26], Problem (18) can be efficiently solved using a numerical approach based on domain decomposition, boundary integral formulation and discretization with spherical harmonics.

Inspired by [11, 26], we have developed an efficient algorithm for the resolution of (11), which is somehow similar to the method used for the resolution of (18). This algorithm is presented in the companion article [10]. In short, Problem (11) can be efficiently solved using a boundary integral formulation, domain decomposition methods and approximation with spherical harmonics in the case when the matrix-valued field $A(x)$ models the diffusion coefficient of a material composed of spherical inclusions embedded in a uniform medium. More precisely, our algorithm is specifically...
designed to solve (11) in the case when, in $B$, \[ A(x) = \begin{cases} A_{\text{int}}^i & \text{if } x \in B(x_i, r_i), 1 \leq i \leq I, \\ A_{\text{ext}} & \text{if } x \in B \setminus \bigcup_{i=1}^I B(x_i, r_i), \end{cases} \]

for some $I \in \mathbb{N}^*$, $A_{\text{int}}^i, A_{\text{ext}} \in \mathcal{M}$ for any $1 \leq i \leq I$, $(x_i)_{1 \leq i \leq I} \subset B$ and $(r_i)_{1 \leq i \leq I}$ some set of positive real numbers such that $\bigcup_{i=1}^I B(x_i, r_i) \subset B$ and $B(x_i, r_i) \cap B(x_j, r_j) = \emptyset$ for all $1 \leq i \neq j \leq I$. We have denoted by $B(x_i, r_i) \subset \mathbb{R}^d$ the open ball of radius $r_i$ centered at $x_i$. We refer the reader to [10] for more details on our numerical method.

The approach we propose in this article is thus particularly suited for the homogenization of stochastic heterogeneous materials composed of spherical inclusions (see again Figure 1). The properties of the inclusions (i.e. the coefficients $A_{\text{int}}^i$), their center $x_i$ and their radius $r_i$ may be random, as long as $A$ is stationary. In particular, this algorithm enables to compute very efficiently the effective thermal properties of polydisperse materials.

### 3.3 A failed attempt to define a homogenized matrix

It is of common knowledge in the homogenization community that $G$-convergence is not sensitive to the choice of boundary conditions, see e.g. [11], p. 27. Thus, at first glance, one could naively think that it would be sufficient to choose a fixed matrix $A \in \mathcal{M}$, define $w^R_p$ for any $p \in \mathbb{R}^d$ and $R > 0$ as the unique solution in $V_0$ to (11) with $A = A^R$, and introduce, in the spirit of [9], the matrix $A^R_0$ defined by

$$\forall p \in \mathbb{R}^d, A^R_0 p = \frac{1}{|B|} \int_B A^R (p + \nabla w^R_p).$$

However, as implied by the following lemma, the sequence $(A^R_0)_{R>0}$ defined by (19) does not converge in general to $A^*$ as $R$ goes to infinity. Imposing the value of the exterior matrix $A$ in (11) is actually much stronger than imposing some (non-oscillatory) boundary conditions on a truncated corrector problem as in (9). It turns out that the sequence $(A^R_0)_{R>0}$ actually converges as $R$ goes to infinity, but that its limit depends on the exterior matrix $A$.

The following lemma, the proof of which is postponed until Section 4.3, is not only interesting to guide the intuition. It is also essential in our analysis, in particular for the identification of the limit of $A^R_0$.

**Lemma 3.1.** Let $(A^R)_{R>0}$ and $(A^R)_{R>0}$ be two sequences such that, for any $R > 0$, $A^R \in L^\infty(B, \mathcal{M})$ and $A^R \in \mathcal{M}$. We assume that $(A^R)_{R>0}$ $G$-converges to a matrix-valued field $A^* \in L^\infty(B, \mathcal{M})$ on $B$ and that $(A^R)_{R>0}$ converges to some $A^\infty \in \mathcal{M}$.

For any $R > 0$ and $p \in \mathbb{R}^d$, let $w^R_p$ be the unique solution in $V_0$ to

$$- \operatorname{div} (A^R \cdot A^R (p + \nabla w^R_p)) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d),$$

where

$$A^R \cdot A^R(x) := \begin{cases} A^R(x) & \text{if } x \in B, \\ A^R & \text{otherwise.} \end{cases}$$

Then, the sequence $(w^R_p, A^R)_{R>0}$ weakly converges in $\mathcal{H}^1_{\text{loc}}(\mathbb{R}^d)$ to $w^*, A^\infty$, which is the unique solution in $V_0$ to

$$- \operatorname{div} (A^* \cdot A^\infty (p + \nabla w^*, A^\infty)) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d),$$

where

$$A^* \cdot A^\infty(x) := \begin{cases} A^*(x) & \text{if } x \in B, \\ A^\infty & \text{otherwise.} \end{cases}$$

Moreover,

$$A^R \cdot A^R(p + \nabla w^R_p) \rightharpoonup A^* \cdot A^\infty(p + \nabla w^*, A^\infty)$$

weakly in $L^2_{\text{loc}}(\mathbb{R}^d)$. (22)
We now briefly show how to use the above lemma to study the limit of \( (A_0^R)_{R>0} \) defined by \((19)\). From Lemma 3.1, we immediately deduce that
\[
\lim_{R \to \infty} A_0^R p = \frac{1}{|B|} \int_B A^* \left( p + \nabla w_p^{A^*, A} \right) = A^* p + A^* \frac{1}{|B|} \int_B \nabla w_p^{A^*, A}.
\]
The above right-hand side is different from \( A^* p \) in general, unless \( A = A^* \), as stated in the following lemma, the proof of which is given in Section 4.4.

**Lemma 3.2.** Let \( A^*, A \in \mathcal{M} \) and for all \( p \in \mathbb{R}^d \), let \( w_p^{A^*, A} \) be the unique solution in \( V_0 \) to
\[
- \text{div} \left( A^{A^*, A} \left( p + \nabla w_p^{A^*, A} \right) \right) = 0 \quad \text{in } D'(\mathbb{R}^d),
\]
where
\[
A^{A^*, A}(x) := \begin{cases} A^* & \text{if } x \in B, \\ A & \text{otherwise}. \end{cases}
\]
Then,
\[
\forall p \in \mathbb{R}^d, \quad A^* p = \frac{1}{|B|} \int_B A^* \left( p + \nabla w_p^{A^*, A} \right) \quad \text{if and only if } \quad A = A^*.
\]
Thus, we have to find how to define a sequence of constant exterior matrices \( (A^R)_{R>0} \subset \mathcal{M} \) such that problem \((11)\) with \( A = A^R \) and \( A = A^R \) enables us to introduce converging approximations of \( A^* \). In Sections 3.4, 3.5, and 3.6, we present three possible choices, which yield three alternative definitions of approximate homogenized matrices that all converge to \( A^* \) when \( R \to \infty \).

### 3.4 First definition: minimizing the energy of the corrector

To gain some intuition, we first recast \((11)\) as
\[
- \text{div} \left[ \left( A + \chi_B (A - A) \right) \left( p + \nabla w_p^{A, A} \right) \right] = 0 \quad \text{in } D'(\mathbb{R}^d).
\]
Thus, in this problem, the quantity \( A - A \) can be seen as a local perturbation in \( B \) to the constant homogeneous exterior medium characterized by the diffusion coefficient \( A \). In particular, in the case of a perfectly homogeneous infinite medium (when \( A = A \)), the unique solution \( w_p^{A, A} \) to the above equation is \( w_p^{A, A} = 0 \). In the context of homogenization, when the inner matrix-valued coefficient \( A \) is fixed, a natural idea is then to define the value of the exterior matrix \( A \) as the matrix so that the energy \( J_p(A) \) of \( w_p^{A, A} \) (which is always non-positive) is as close to \( 0 \) as possible (i.e. as small as possible in absolute value). In order to define a more isotropic criterion, we consider the maximization of the quantity \( \sum_{i=1}^d J_{e_i}(A) \) rather than \( J_p(A) \). This motivates our first definition \((24)\).

We have the following result, the proof of which is postponed until Section 4.5. We recall that \( J_p^k \) and \( G^k \) are defined by \((15)\) and \((16)\).

**Lemma 3.3.** For any \( A \in L^\infty(B, \mathcal{M}) \), the function \( J^k : \mathcal{M} \ni A \mapsto \sum_{i=1}^d J_{e_i}^k(A) = \text{Tr} \left( G^k(A) \right) \) is concave. Moreover, when \( d \leq 3 \), \( J^k \) is strictly concave.

Since we are interested in practical aspects, we did not investigate the case \( d \geq 4 \), but we are confident that our arguments could be extended to higher dimensions.

We infer from Lemma 3.3 that, for any \( R > 0 \), there exists a matrix \( A^R_1 \in \mathcal{M} \) such that
\[
A^R_1 \in \arg\max_{A \in \mathcal{M}} \sum_{i=1}^d J_{e_i}^R(A) = \arg\max_{A \in \mathcal{M}} \text{Tr} \left( G^R(A) \right), \quad (24)
\]
where we recall that \( k^R = k(R) \). Moreover, in dimension \( d \leq 3 \), this matrix is unique. Such a matrix \( A^R_1 \) can be seen as a matrix which minimizes the absolute value of the sum of the energies
the corrector functions \( w^{k,R}_e \) over all possible \( A \in \mathcal{M} \). Indeed, using the equivalent expression (24) of \( \mathcal{J}_p^{k,R}(A) \) given below, we have that

\[
A^R_1 \in \text{argmin}_{A \in \mathcal{M}} \sum_{i=1}^d \left( \int_B \left( \nabla w^{k,R}_p \right)^T A R \left( p + \nabla w^{k,R}_p \right) - p^T A^R_R p \right) + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^{k,R}_p A^R_i \right)^T A \nabla w^{k,R}_p A^R_i .
\]

This provides a justification of the definition of \( A^R_1 \) by (24).

As shown in Proposition 3.4 below, \( A^R_1 \) is a converging approximation of \( A^* \).

### 3.5 Second definition: an averaged effective matrix

We present here a second natural way to define an effective approximation of the homogenized matrix using the matrix \( A^R_2 \) defined in the previous section. The idea is to define the matrix \( A^R_2 \in \mathcal{M} \) such that, formally, for any \( p \in \mathbb{R}^d \),

\[
\int_B \left( p + \nabla w^{k,R}_p A^R_i \right)^T A R \left( p + \nabla w^{k,R}_p A^R_i \right) - p^T A^R_R p \right) + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^{k,R}_p A^R_i \right)^T A^R_1 \left( p + \nabla w^{k,R}_p A^R_i \right) - p^T A^R_1 p = 0. \tag{25}
\]

Formally, we thus ask that the energy of \( p \cdot x + w^{k,R}_p A^R_i (x) \) (measured with the energy associated to \( \mathcal{A}^{k,R, A^R_i}(x) \)) is equal to the energy of \( p \cdot x \) (measured with the energy associated to \( \mathcal{A}^{k,R, A^R_i}(x) \)).

Note however that the second term in (25) is not necessarily well-defined, since we may have \( \nabla w^{k,R}_p A^R_i \notin L^1(\mathbb{R}^d \setminus B)^d \). Formally, the above relation reads

\[
\frac{1}{|B|} \int_B \left( p + \nabla w^{k,R}_p A^R_i \right)^T A R \left( p + \nabla w^{k,R}_p A^R_i \right) + \frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} \left( \nabla w^{k,R}_p A^R_i \right)^T A^R_1 \nabla w^{k,R}_p A^R_i - \frac{2}{|B|} \int_{\mathbb{R}^d \setminus B} (A^R_1 p \cdot n) w^{k,R}_p A^R_i = p^T A^R_2 p,
\]

where now all the terms are well-defined. In view of (14) and (15), the above relation reads

\[
\forall p \in \mathbb{R}^d, \quad p^T A^R_2 p = \mathcal{J}_p^{k,R}(w^{k,R}_p A^R_i) = \mathcal{J}_p^{k,R}(A^R_1), \tag{26}
\]

which implies, in view of (10), that

\[
A^R_2 = G^{k,R}(A^R_1),
\]

where \( A^R_1 \) is a solution to (24).

We prove the following convergence result in Section 4.6.

**Proposition 3.4.** Let \( (A^R_k)_{R>0} \subseteq L^\infty(B, \mathcal{M}) \) be a family of matrix-valued fields which \( G \)-converges in \( B \) to a constant matrix \( A^* \in \mathcal{M} \) as \( R \) goes to infinity.

Then, the sequences of matrices \( \left( A^R_1 \right)_{R>0} \) and \( \left( A^R_2 \right)_{R>0} \), respectively defined by (24) and (26), satisfy

\[
A^R_1 \underset{R \to +\infty}{\to} A^* \quad \text{and} \quad A^R_2 \underset{R \to +\infty}{\to} A^*.
\]

### 3.6 Third definition: a self-consistent effective matrix

We eventually introduce a third definition, inspired by [12]. Let us assume that, for any \( R > 0 \), there exists a matrix \( A^R_3 \in \mathcal{M} \) such that

\[
A^R_3 = G^{k,R}(A^R_3). \tag{27}
\]
Such a matrix formally satisfies the following equation (see (27)): for all $p \in \mathbb{R}^d$,

$$
\int_B \left[ (p + \nabla w_p^{A^R, A^3})^T A^R \left( p + \nabla w_p^{A^R, A^3} \right) - p^T A^R p \right] + \int_{\mathbb{R}^d \setminus B} \left[ (p + \nabla w_p^{A^R, A^3})^T A^R \left( p + \nabla w_p^{A^R, A^3} \right) - p^T A^R p \right] = 0.
$$

Formally, the energy of $p \cdot x + w_p^{A^R, A^3}(x)$ (measured with the energy associated to $A^{A^R, A^3}(x)$) is equal to the energy of $p \cdot x$ (measured with the energy associated to $A^R$).

This third definition also yields a converging approximation of $A^*$, as stated in the following proposition which is proved in Section 4.8.

**Proposition 3.5.** Let $(A^R)_{R>0} \subset L^\infty(B, \mathcal{M})$ be a family of matrix-valued fields which $G$-converges in $B$ to a constant matrix $A^* \in \mathcal{M}$ as $R$ goes to infinity.

Let us assume that, for any $R > 0$, there exists a matrix $A^R_3 \in \mathcal{M}$ satisfying (27). Then,

$$
A^R_3 \xrightarrow{R \to +\infty} A^*.
$$

**Remark 3.6.** It is sufficient to assume that there exists a sequence $R_n$ converging to $\infty$ and such that, for any $n \in \mathbb{N}^*$, there exists a matrix $A^{R_n}_3 \in \mathcal{M}$ satisfying (27). Then, $\lim_{n \to \infty} A^{R_n}_3 = A^*$.

In general, we are not able to prove the existence of a matrix $A^R_3$ satisfying (27). However, the following weaker existence result holds in the case of an isotropic homogenized medium. Its proof is postponed until Section 4.8.

**Proposition 3.7.** Let $(A^R)_{R>0} \subset L^\infty(B, \mathcal{M})$ be a family of matrix-valued fields which $G$-converges in $B$ to a constant matrix $A^* \in \mathcal{M}$ as $R$ goes to infinity. In addition, assume that $A^* = a^* I_d$, where $I_d$ is the identity matrix of $\mathbb{R}^{d \times d}$.

Then, for any $R > 0$, there exists a positive number $a^R_3 \in [\alpha, \beta]$ (which is unique at least in the case when $d \leq 3$) such that

$$
a^R_3 = \frac{1}{d} \text{Tr} \left( G^{A^R} \left( a^R_3 I_d \right) \right). \tag{28}
$$

In addition,

$$
a^R_3 \xrightarrow{R \to +\infty} a^* \tag{29}
$$

Again, we did not investigate whether the solution to (28) is unique in dimension $d \geq 4$.

Note that, since $A^* = a^* I_d \in \mathcal{M}$, we have that $a^* \in [\alpha, \beta]$. Note also that (27) is weaker than (27), which would read $a^R_3 I_d = G^{A^R}(a^R_3 I_d)$. However, this weaker result is sufficient to prove that $a^R_3$ is a converging approximation of $a^*$.

**Remark 3.8.** In the mechanics literature, other types of approximations have been proposed, based on the analytical solution of the so-called Eshelby problem [16]. We refer the reader to the Appendix of [20] for a pedagogical mathematical introduction to the main methods (including those presented in [4, 12, 13, 28]) that were derived from the works of Eshelby. For the sake of brevity, we do not detail them here.

## 4 Proofs of consistency

We collect in this section the proofs of the above propositions. We begin by proving some technical lemmas useful in our analysis.
4.1 Preliminary lemmas

We first recall two classical functional analysis results on the space $V_0$ defined by \[10\]. The first result can be proved using a standard contradiction argument.

**Lemma 4.1** (Poincaré-Wirtinger inequality in $V_0$). For all $r > 0$, there exists $K_r > 0$ such that
\[
\forall v \in V_0, \quad \|v\|_{L^2(B_r)} \leq K_r \|
abla v\|_{L^2(B_r)},
\]
where $B_r := B(0, r)$ is the open ball of $\mathbb{R}^d$ of radius $r$ and centered at the origin.

The next lemma is a straightforward consequence of the continuity of the trace application from $H^1(B)$ to $L^2(\Gamma)$ and of inequality \[10\] for $r = 1$.

**Lemma 4.2.** There exists $L > 0$ such that
\[
\forall v \in V_0, \quad \|v\|_{L^2(\Gamma)} \leq L \|
abla v\|_{L^2(B)}.
\]

We next recall a classical homogenization result (see e.g. \[21\] Theorem 5.2 p. 151), which plays a central role in our analysis:

**Theorem 4.3.** Let $O \subset \mathbb{R}^d$ be an open subset of $\mathbb{R}^d$ and $D$ and $D_1$ two subdomains of $O$ with $D_1 \subset D \subset O$. Consider a sequence $(A^R)_{R > 0} \subset L^\infty(O, \mathcal{M})$ and assume that $G$-converges as $R$ goes to infinity to a matrix-valued function $A^* \in L^\infty(D, \mathcal{M})$ in the domain $D$. Besides, let $p \in \mathbb{R}^d$ and let $(w^R_p)_{R > 0} \subset H^1(D_1)$ be a sequence of functions which weakly converges (in $H^1(D_1)$) to some $w_p^\infty \in H^1(D_1)$. We assume that
\[
\forall R > 0, \quad -\text{div} \left( A^R (p + \nabla w^R_p) \right) = 0 \text{ in } D'(D_1).
\]
Then,
\[
A^R (p + \nabla w^R_p) \rightharpoonup A^* (p + \nabla w^\infty_p) \text{ weakly in } L^2(D_1)
\]
and $w^\infty_p$ satisfies
\[
-\text{div} \left( A^* (p + \nabla w^\infty_p) \right) = 0 \text{ in } D'(D_1).
\]

Lastly, the following technical result will be useful in the proofs below:

**Lemma 4.4.** Let $(p_i)_{1 \leq i \leq d}$ be a basis of $\mathbb{R}^d$. Let $A_1$ and $A_2$ be two constant matrices in $\mathcal{M}$ such that, for any $1 \leq i \leq d$, we have
\[
-\text{div} \left( (A_1 \chi_B + A_2 (1 - \chi_B)) p_i \right) = 0 \text{ in } D'(\mathbb{R}^d).
\]
Then $A_1 = A_2$.

**Proof.** For any $\varphi \in D(\mathbb{R}^d)$ and any $1 \leq i \leq d$, we have
\[
0 = \int_{\mathbb{R}^d} (\nabla \varphi)^T \left( A_1 \chi_B + A_2 \chi_{\mathbb{R}^d \setminus B} \right) p_i = \int_{B} (\nabla \varphi)^T A_1 p_i + \int_{\mathbb{R}^d \setminus B} (\nabla \varphi)^T A_2 p_i = \int_{\Gamma} (A_1 p_i \cdot n) \varphi - \int_{\Gamma} (A_2 p_i \cdot n) \varphi.
\]
Since $\varphi$ is arbitrary, this implies that
\[
((A_1 - A_2) p_i) \cdot n(x) = 0 \text{ on } \Gamma.
\]
Hence $(A_1 - A_2) p_i = 0$ for any $1 \leq i \leq d$. Since $(p_i)_{1 \leq i \leq d}$ is a basis of $\mathbb{R}^d$, we get $A_1 = A_2$. \qed
4.2 Equivalent definitions of $u_p^{p,A}$

We collect here some equivalent definitions of the solution $u_p^{p,A}$ to (11). As pointed out above (see (12)), the variational formulation of (11) is

$$
\forall v \in V_0, \quad \int_B (\nabla v)^T A (p + \nabla u_p^{p,A}) + \int_{\mathbb{R}^d \setminus B} (\nabla v)^T A \nabla u_p^{p,A} - \int_\Gamma (Ap \cdot n) v = 0. \tag{32}
$$

Taking $v = u_p^{p,A}$ as a test function in (32), we obtain the following useful relation:

$$
\int_B (\nabla u_p^{p,A})^T A \nabla u_p^{p,A} + \int_{\mathbb{R}^d \setminus B} (\nabla u_p^{p,A})^T A \nabla u_p^{p,A} = - \int_B p^T A \nabla u_p^{p,A} + \int_\Gamma (Ap \cdot n) u_p^{p,A}. \tag{33}
$$

We recall, as announced in Section 3.1, that $u_p^{p,A}$ is equivalently the unique solution to the optimization problem (13–14). We then infer from (14) and (33) that

$$
\mathcal{J}_p^{\hat{A}}(A) = \frac{1}{|B|} \int_B p^T \hat{A} p - \frac{1}{|B|} \int_B (\nabla u_p^{p,A})^T \hat{A} \nabla u_p^{p,A} - \frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} (\nabla u_p^{p,A})^T A \nabla u_p^{p,A}. \tag{34}
$$

Equivalently, we also have that

$$
\mathcal{J}_p^{\hat{A}}(A) = \frac{1}{|B|} \int_B p^T \hat{A} (p + \nabla u_p^{p,A}) - \frac{1}{|B|} \int_\Gamma (Ap \cdot n) u_p^{p,A}. \tag{35}
$$

4.3 Proof of Lemma 3.1

We first show that the sequence $\left( \left\| \nabla u_p^{p,A,R} \right\|_{L^2(\mathbb{R}^d)}^{R>0} A \right)$ is bounded. The weak formulation of (20) is given by (32) with $\hat{A} = A$ and $A = A^R$. Using (33) (again with $\hat{A} = A^R$ and $A = A^R$), we have

$$
\alpha \left\| \nabla u_p^{p,A,R} \right\|_{L^2(\mathbb{R}^d)}^{2} \leq \int_B (\nabla u_p^{p,A,R})^T A^R \nabla u_p^{p,A,R} + \int_{\mathbb{R}^d \setminus B} (\nabla u_p^{p,A,R})^T A^R \nabla u_p^{p,A,R}
\begin{align*}
\quad & = \int_\Gamma (A^R p \cdot n) u_p^{p,A,R} - \int_B p^T A^R (\nabla u_p^{p,A,R}) \\
\quad & \leq \beta \left( |\Gamma|^{1/2} \left\| u_p^{p,A,R} \right\|_{L^2(\Gamma)} + |B|^{1/2} \left\| \nabla u_p^{p,A,R} \right\|_{L^2(B)} \right) \\
\quad & \leq \beta \left( |\Gamma|^{1/2} L + |B|^{1/2} \right) \left\| \nabla u_p^{p,A,R} \right\|_{L^2(\mathbb{R}^d)},
\end{align*}
$$

where, in the last line, we have used (31). We deduce that, for all $R > 0$,

$$
\left\| \nabla u_p^{p,A,R} \right\|_{L^2(\mathbb{R}^d)} \leq \frac{\beta}{\alpha} \left( |\Gamma|^{1/2} L + |B|^{1/2} \right).
$$

Let $r > 0$. Using (30), we deduce from the above bound that the sequence $\left( \left\| u_p^{p,A,R} \right\|_{H^1(\mathbb{B}_r)} \right)$ is bounded. Therefore, up to the extraction of a subsequence, there exists a function $w_p^{\infty,r} \in H^1(\mathbb{B}_r)$ such that

$$
w_p^{p,A,R} \rightharpoonup w_p^{\infty,r} \quad \text{weakly in } H^1(\mathbb{B}_r).
$$

By uniqueness of the limit in the distributional sense, we see that $w_p^{\infty,r} |_{B_r} = w_p^{\infty,r}$ for any $r' > r$. Thus, there exists a function $w_p^{\infty} \in H^1_{\text{loc}}(\mathbb{R}^d)$ such that, up to the extraction of a subsequence,

$$
w_p^{p,A,R} \rightharpoonup w_p^{\infty} \quad \text{weakly in } H^1_{\text{loc}}(\mathbb{R}^d). \tag{36}
$$

Moreover, since the sequence $\left( \left\| \nabla u_p^{p,A,R} \right\|_{L^2(\mathbb{R}^d)} \right)$ is bounded, there exists $W_p^{\infty} \in (L^2(\mathbb{R}^d))^d$ such that (up to the extraction of a subsequence) $\nabla u_p^{p,A,R} \rightharpoonup W_p^{\infty}$ weakly in $L^2(\mathbb{R}^d)$. By
uniqueness of the limit, we get that \( \nabla w_p^\infty = W_p^\infty \in (L^2(\mathbb{R}^d))^d \). As a consequence, we obtain that \( w_p^\infty \in V \). In addition, we obviously have \( \int_B w_p^\infty = 0 \) and thus \( w_p^\infty \in V_0 \).

At this point, we have shown that, up to the extraction of a subsequence, \( w_{p,R,A}^\infty \) weakly converges as \( R \to \infty \) to \( w_p^\infty \) in \( H^1(B) \). Furthermore, we know that

\[
-\text{div} \left( A p + \nabla w_{p,R,A}^\infty \right) = 0 \quad \text{in} \quad D'(B)
\]

and that the sequence \( \left(A^R\right)_{R>0} \) \( G \)-converges to \( A^\star \) in \( B \). Hence, using Theorem 4.3 with the choice \( D_1 = B \), we obtain that

\[
A^R \left( p + \nabla w_{p,R,A}^\infty \right) \to A^\star \left( p + \nabla w_p^\infty \right) \quad \text{weakly in} \quad L^2(B). \tag{37}
\]

For any compact domain \( D_1 \subset \mathbb{R}^d \setminus B \), we infer from (36) that

\[
A^R \left( p + \nabla w_{p,R,A}^\infty \right) \to A^\infty \left( p + \nabla w_p^\infty \right) \quad \text{weakly in} \quad L^2(D_1). \tag{38}
\]

This implies that

\[
A^R \left( p + \nabla w_{p,R,A}^\infty \right) \to A^\infty \left( p + \nabla w_p^\infty \right) \quad \text{weakly in} \quad L^2_{\text{loc}}(\mathbb{R}^d \setminus B). \tag{39}
\]

Collecting (37) and (38), we get the claimed convergence (22):\[A^R_{p,R,A} \left( p + \nabla w_{p,R,A}^\infty \right) \to A^\infty \left( p + \nabla w_p^\infty \right) \quad \text{weakly in} \quad L^2_{\text{loc}}(\mathbb{R}^d). \]

Multiplying the above by \( \nabla \varphi \), where \( \varphi \) is an arbitrary function in \( D(\mathbb{R}^d) \), and using (20), we deduce (21). This concludes the proof of Lemma 3.1.

### 4.4 Proof of Lemma 3.2

Assume first that \( A^\star = A \). Then, for all \( p \in \mathbb{R}^d \), \( w_{p,A}^\star \cdot A = 0 \) is obviously the unique solution in \( V_0 \) to (23). This yields that \( A^\star p = \frac{1}{|B|} \int_B A^\star(p + \nabla w_{p,A}^\star \cdot A) \).

Conversely, let us now assume that, for all \( p \in \mathbb{R}^d \), we have

\[
A^\star p = \frac{1}{|B|} \int_B A^\star(p + \nabla w_{p,A}^\star \cdot A).
\]

Since \( A^\star \) is constant and invertible, this implies that \( \int_B \nabla w_{p,A}^\star \cdot A = 0 \). Multiplying this equation by \( p^TA \), we get that \( 0 = \int_B p^TA \nabla w_{p,A}^\star \cdot A = \int_{\Gamma} (Ap \cdot n) w_{p,A}^\star \cdot A \). We now write (33) with \( \Lambda \equiv A^\star \):

\[
\int_B (\nabla w_{p,A}^\star \cdot A) \nabla w_{p,A}^\star \cdot A + \int_{\mathbb{R}^d \setminus B} (\nabla w_{p,A}^\star \cdot A)^T A \nabla w_{p,A}^\star \cdot A = -p^TA^\star \int_B \nabla w_{p,A}^\star \cdot A + \int_{\Gamma} (Ap \cdot n) w_{p,A}^\star \cdot A = 0.
\]

We thus get that \( \nabla w_{p,A}^\star \cdot A = 0 \) in \( \mathbb{R}^d \). Hence (24) yields that

\[
\forall p \in \mathbb{R}^d, \quad -\text{div} \left( [A^\star \chi_B + A(1 - \chi_B)] p \right) = 0 \quad \text{in} \quad D'(\mathbb{R}^d).
\]

Using Lemma 4.3, we get that \( A = A^\star \). This concludes the proof of Lemma 3.2.
4.5 Proof of Lemma 3.3

We first prove a technical lemma which will be used to prove the strict concavity of $\mathcal{J}^k$ when $d = 3$.

**Lemma 4.5.** Let $r > 0$ and let $S_r$ (respectively $B_r$) be the sphere (respectively the ball) of radius $r$ of $\mathbb{R}^3$ centered at the origin. Let $\sigma \in C^\infty(S_r)$ and $\Phi \in \mathbb{R}^{3 \times 3}$ be a constant symmetric matrix such that $\text{Tr} \, \Phi = 0$. Assume that

$$\forall x \in \mathbb{R}^3 \setminus B_r, \quad \int_{S_r} \frac{(x - y)^T \Phi (x - y)}{|x - y|^5} \sigma(y) \, dy = 0. \quad (39)$$

Then, it holds that either $\Phi = 0$ or $\sigma = 0$.

**Proof of Lemma 4.5.** The proof falls in two steps.

**Step 1.** The first part of the proof consists in showing that the function

$$\mathbb{R}^3 \setminus S_r \ni x \mapsto \tilde{V}(x) := \int_{S_r} \frac{(x - y)^T \Phi (x - y)}{|x - y|^5} \sigma(y) \, dy \in \mathbb{R}$$

is in fact the restriction to $\mathbb{R}^3 \setminus S_r$ of the electrostatic potential $V$ generated by the singular distribution $\rho \in \mathcal{E}'(\mathbb{R}^3)$ supported on $S_r$ and defined by

$$\forall \psi \in C^\infty(\mathbb{R}^3), \quad \langle \rho, \psi \rangle_{\mathcal{E}', \mathcal{C}^\infty} = \frac{1}{3} \int_{S_r} \langle \Phi : D^2 \psi(y) \rangle \sigma(y) \, dy. \quad (40)$$

The distribution $\rho$ can be interpreted as a smooth layer of quadrupoles on $S_r$. The link between $V$ and $\rho$ will be detailed below.

Since $\rho$ defined by (10) is compactly supported and of order 2 (for $\Phi \neq 0$), its Fourier transform is analytic, does not grow faster than $|k|^2$ at infinity, and we have

$$\hat{\rho}(0) = \frac{1}{(2\pi)^{3/2}} \langle \rho, 1 \rangle_{\mathcal{E}', \mathcal{C}^\infty} = 0, \quad \frac{\partial \hat{\rho}}{\partial k_j}(0) = -\frac{i}{(2\pi)^{3/2}} \langle \rho, x_j \rangle_{\mathcal{E}', \mathcal{C}^\infty} = 0.$$

The Poisson equation $-\Delta V = 4\pi \rho$ therefore has a unique solution $V$ belonging to $\mathcal{S}'(\mathbb{R}^3)$ and vanishing at infinity. We have $\tilde{V} \in L^\infty(\mathbb{R}^3)$ and

$$\forall k \in \mathbb{R}^3 \setminus \{0\}, \quad \tilde{V}(k) = \frac{4\pi}{|k|^2} \hat{\rho}(k).$$

Let $\phi \in \mathcal{D}(\mathbb{R}^3)$ be supported in $\mathbb{R}^3 \setminus S_r$ and $\psi = \phi * | \cdot |^{-1}$. Note that $\phi \in \mathcal{S}(\mathbb{R}^3)$, $\psi \in C^\infty(\mathbb{R}^3)$, $\hat{\psi} \in L^1(\mathbb{R}^3)$, and $|k|^2 \hat{\psi}(k) = 4\pi \hat{\rho}(k)$. However, $\psi \notin \mathcal{S}(\mathbb{R}^3)$. We write

$$\langle V, \phi \rangle_{\mathcal{D}', \mathcal{D}} = \langle V, \phi \rangle_{\mathcal{S}', \mathcal{S}} = \left\langle \tilde{V}, \hat{\phi} \right\rangle_{\mathcal{S}', \mathcal{S}} = \int_{\mathbb{R}^3} \tilde{V}(k) \hat{\phi}(k) \, dk = \int_{\mathbb{R}^3} \hat{\rho}(k) \hat{\psi}(k) \, dk = \langle \rho, \psi \rangle_{\mathcal{E}', \mathcal{C}^\infty}.$$

For any $y \in S_r$, we have

$$\psi(y) = \int_{\text{Supp} (\phi)} \frac{\phi(x)}{|x - y|} \, dx,$$

hence, for $y \in S_r$,

$$\frac{\partial^2 \psi}{\partial y_i \partial y_j}(y) = 3 \int_{\text{Supp} (\phi)} \frac{\phi(x_i - y_i)(x_j - y_j)}{|x - y|^5} \, dx - \delta_{ij} \int_{\text{Supp} (\phi)} \frac{\phi(x)}{|x - y|^3} \, dx.$$

Using next the fact that $\text{Tr} \, \Phi = 0$, we get

$$\langle V, \phi \rangle_{\mathcal{D}', \mathcal{D}} = \langle \rho, \psi \rangle_{\mathcal{E}', \mathcal{C}^\infty} = \frac{1}{3} \int_{S_r} \langle \Phi : D^2 \psi(y) \rangle \sigma(y) \, dy$$

$$= \int_{\text{Supp} (\phi)} \left( \int_{S_r} \frac{(x - y)^T \Phi (x - y)}{|x - y|^5} \sigma(y) \, dy \right) \phi(x) \, dx$$

$$= \int_{\text{Supp} (\phi)} \tilde{V} \phi.$$
Therefore $V|_{\mathbb{R}^3 \setminus S_r} = \tilde{V}$, as claimed above. Furthermore, hypothesis (39) implies that $V = 0$ in $\mathbb{R}^3 \setminus \overline{B}_r$, hence in particular that $V \in E'(\mathbb{R}^3)$.

**Step 2.** Let us denote by $\mathcal{H}_l$ the vector space of the homogeneous harmonic polynomials of total degree $l$. Recall that $\dim(\mathcal{H}_l) = 2l + 1$ and that a basis of $\mathcal{H}_l$ consists of the functions of the form $(r^l Y_{lm}(\theta, \varphi))_{-l \leq m \leq l}$, where $(r, \theta, \varphi)$ are the usual spherical coordinates and $Y_{lm}$ are the real spherical harmonics. Since $V \in E'(\mathbb{R}^3)$, we have

$$\forall l \in \mathbb{N}, \quad \forall p_l \in \mathcal{H}_l, \quad \langle \rho, p_l \rangle_{E', C^\infty} = -\frac{1}{4\pi} \langle \Delta V, p_l \rangle_{E', C^\infty} = -\frac{1}{4\pi} \langle V, \Delta p_l \rangle_{E', C^\infty} = 0. \quad (41)$$

We now assume that $\Phi \neq 0$ and we show that $\sigma = 0$. Without loss of generality, we can assume that $\Phi = \text{diag}(a_1, a_2, -a_1 - a_2)$ with $a_1$ and $a_2$ in $\mathbb{R}_+$ and $a_1 a_2 \neq 0$.

For any $l \in \mathbb{N}$, consider the map $L_l : \mathcal{H}_{l+2} \ni p_{l+2} \mapsto L_l p_{l+2} = \Phi : D^2 p_{l+2} \in \mathcal{H}_l$. We are going to prove that $L_l$ is surjective. Any $p_{l+2} \in \mathcal{H}_{l+2}$ is of the form

$$p_{l+2}(x_1, x_2, x_3) = \sum_{k=0}^{l+2} x_3^{l+2-k} q_k(x_1, x_2)$$

where the $q_k$’s are homogeneous polynomials of total degree $k$ on $\mathbb{R}^2$ satisfying

$$\forall 0 \leq k \leq l, \quad \Delta q_{k+2} + (l + 2 - k)(l + 1 - k)q_k = 0. \quad (42)$$

If additionally $p_{l+2} \in \text{Ker}(L_l)$, then there also holds

$$\forall 0 \leq k \leq l + 2, \quad \lambda \frac{\partial^2 q_k}{\partial x_1^2} + \frac{\partial^2 q_k}{\partial x_2^2} = 0 \quad \text{with} \quad \lambda = \frac{2a_1 + a_2}{a_1 + 2a_2}. \quad (43)$$

From (42), we infer that $p_{l+2}$ is completely determined by $q_{l+1}$ and $q_{l+2}$. From (43), we obtain that, for each $0 \leq k \leq l + 2$, $r_k(x_1, x_2) := q_k(\lambda^{1/2} x_1, x_2)$ is a two-dimensional harmonic homogeneous polynomial of order $k$. Consequently, we have

$$r_k(x_1, x_2) = \alpha_k \text{Re}((x_1 + i x_2)^k) + \beta_k \text{Im}((x_1 + i x_2)^k) \quad \text{for some} \quad \alpha_k \text{ and } \beta_k \in \mathbb{R}.$$ 

An element of $\text{Ker}(L_l)$ is therefore completely determined by $\alpha_{k+1}, \beta_{k+1}, \alpha_{k+2}$ and $\beta_{k+2}$. Hence, $\dim(\text{Ker}(L_l)) = 4$. It follows that

$$\text{Rank}(L_l) = \dim(\mathcal{H}_{l+2}) - \dim(\text{Ker}(L_l)) = (2l + 2) + 4 = 2l + 1 = \dim(\mathcal{H}_l).$$

Therefore $L_l$ is surjective.

For any $l \in \mathbb{N}$ and $q_l \in \mathcal{H}_l$, there thus exists $p_{l+2} \in \mathcal{H}_{l+2}$ such that $q_l = L_l p_{l+2}$. We then deduce from (40) and (41) that

$$\int_{S_r} q_l(y) \sigma(y) \, dy = \int_{S_r} L_l p_{l+2}(y) \sigma(y) \, dy = 3 \langle \rho, p_{l+2} \rangle_{E', C^\infty} = 0.$$ 

Since $(Y_{lm})_{-l \leq m \leq l}$ is a basis of $\mathcal{H}_l$, we finally obtain that

$$\forall l \in \mathbb{N}, \quad \forall -l \leq m \leq l, \quad \int_{S^2} Y_{lm}(y) \sigma(ry) \, dy = 0,$$

where $S^2$ is the unit sphere of $\mathbb{R}^3$. This implies that $\sigma = 0$ and thus concludes the proof of Lemma 4.5.

We are now in position to prove Lemma 5.5.

**Proof of Lemma 5.5.** Let $\mathcal{B} \in L^\infty(B, \mathcal{M})$. We first prove that, for all $p \in \mathbb{R}^d$, the function $\mathcal{M} \ni A \mapsto \mathcal{F}_p^\mathcal{B}(A)$ is concave. We next prove its strict concavity. The proof falls in three steps.

**Step 1.** The concavity of $\mathcal{F}_p^\mathcal{B}$ is a straightforward consequence of (13)–(14)–(15): $\mathcal{F}_p^\mathcal{B}(A)$ is the minimum of a family of functions that depend on $A$ in an affine way: it is hence concave. Because
it will be useful for the proof of strict concavity, we now proceed more quantitatively. We recall that \( w_p^{A,j} \) is defined by (11) or equivalently (13). Consider \( A_1 \) and \( A_2 \) in \( \mathcal{M} \), \( \lambda \in [0,1] \) and \( A_\lambda = \lambda A_1 + (1 - \lambda) A_2 \). We compute that

\[
|B| J_p^{A,j}(A_\lambda) = |B| J_p^{A,j}(w_p^{A,j})
\]

\[
= \int_B (p + \nabla w_p^{A,j})^T A_\lambda (p + \nabla w_p^{A,j}) + \int_{\mathbb{R}^d \setminus B} (\nabla w_p^{A,j})^T A_\lambda \nabla w_p^{A,j} - 2 \int (A_\lambda p \cdot n) w_p^{A,j}
\]

\[
\lambda \left( \int_B (p + \nabla w_p^{A,j})^T A_\lambda (p + \nabla w_p^{A,j}) + \int_{\mathbb{R}^d \setminus B} (\nabla w_p^{A,j})^T A_\lambda \nabla w_p^{A,j} - 2 \int (A_\lambda p \cdot n) w_p^{A,j} \right)
\]

\[
+ (1 - \lambda) \left( \int_B (p + \nabla w_p^{A,j})^T A_\lambda (p + \nabla w_p^{A,j}) + \int_{\mathbb{R}^d \setminus B} (\nabla w_p^{A,j})^T A_\lambda \nabla w_p^{A,j} - 2 \int (A_\lambda p \cdot n) w_p^{A,j} \right)
\]

\[
= \lambda |B| J_p^{A_1}(w_p^{A,j}) + (1 - \lambda) |B| J_p^{A_2}(w_p^{A,j}).
\]

In view of (15), we obtain that

\[
J_p^{A,j}(A_\lambda) \geq \lambda J_p^{A,j}(A_1) + (1 - \lambda) J_p^{A,j}(A_2),
\]

which means, as already pointed out above, that the function \( \mathcal{M} \ni A \mapsto J_p^{A,j}(A) \) is concave. Furthermore, since the minimizer of \( J_p^{A,j} \) is unique for any \( A \in \mathcal{M} \), we get that

\[
J_p^{A,j}(A_\lambda) = \lambda J_p^{A,j}(A_1) + (1 - \lambda) J_p^{A,j}(A_2) \implies w_p^{A,j} = w_p^{A_1,j} = w_p^{A_2,j}.
\]

We now prove the strict concavity of \( J_p^{A,j} = \sum_{i=1}^d J_{p,i}^{A,j} \) in the case when \( d \leq 3 \). To this aim, we assume that there exists two matrices \( A_1 \) and \( A_2 \) in \( \mathcal{M} \) so that

\[
\forall \lambda \in (0,1), \quad \lambda J_p^{A,j}(A_1) + (1 - \lambda) J_p^{A,j}(A_2) = J_p^{A,j}(\lambda A_1 + (1 - \lambda) A_2),
\]

and we are going to show that \( A_1 = A_2 \).

In view of (14), the assumption (46) implies that, for any \( 1 \leq i \leq d \),

\[
\forall \lambda \in (0,1), \quad \lambda J_{p,i}^{A,j}(A_1) + (1 - \lambda) J_{p,i}^{A,j}(A_2) = J_{p,i}^{A,j}(\lambda A_1 + (1 - \lambda) A_2),
\]

which implies, in view of (15), that

\[
\forall \lambda \in (0,1), \quad w_p^{A_1,j}(\lambda A_1 + (1 - \lambda) A_2) = w_p^{A_2,j} = w_p^{A_1,j}.
\]

For the sake of simplicity, we denote this function by \( w_i \) in the rest of the proof. It satisfies

\[
- \text{div} (A_1 (e_i + \nabla w_i)) = - \text{div} (A_2 (e_i + \nabla w_i)) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d \setminus \overline{\Gamma}).
\]

Since \( A_1 \) and \( A_2 \) are constant matrices, this implies that, for any \( 1 \leq i \leq d \),

\[
- \text{div} (A_1 \nabla w_i) = - \text{div} (A_2 \nabla w_i) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d \setminus \overline{\Gamma}).
\]

Standard elliptic regularity theory implies that \( w_i \) is analytic in \( \mathbb{R}^d \setminus \overline{\Gamma} \) (see e.g. [17] Sec. 2.4 p. 18).

**Step 2.** We now proceed by proving that, when \( d \leq 3 \), equation (47) implies that

either \( A_1 \) and \( A_2 \) are proportional or \( w_i \) is a constant function in \( \mathbb{R}^d \setminus \overline{\Gamma} \).

The case \( d = 1 \) is straightforward. We now consider the case \( d = 2 \). Without loss of generality, we can assume that \( A_1 = I_2 \) and \( A_2 \) is diagonal (this can be shown by a linear coordinate transform
and the unique continuation principle. If $A_1$ and $A_2$ are not proportional, it follows from $[47]$ that
\[\forall x = (x_1, x_2) \in \mathbb{R}^2 \setminus \overline{B}, \quad \frac{\partial^2 w_i}{\partial x_1^2}(x_1, x_2) \neq \frac{\partial^2 w_i}{\partial x_2^2}(x_1, x_2) = 0.\]
This implies that there exists $(a, b, c, d) \in \mathbb{R}^4$ such that $w(x_1, x_2) = ax_1x_2 + bx_1 + cx_2 + d$ in $\mathbb{R}^2 \setminus \overline{B}$. Since $\nabla w_i \in L^2(\mathbb{R}^2 \setminus \overline{B})$, it follows that $a = b = c = 0$, and hence the claim $[48]$ when $d = 2$.

We now turn to the case $d = 3$, which is more difficult. Let $r > 1$ be sufficiently large so that the following two conditions are satisfied:
\[E := A_1^{1/2} S_r \subset \mathbb{R}^d \setminus \overline{B}, \quad \text{and thus also} \quad \mathbb{R}^d \setminus \left(A_1^{1/2} \overline{B}_r \right) \subset \mathbb{R}^d \setminus \overline{B},\]
where we recall that $S_r$ (respectively $B_r$) is the sphere (respectively open ball) of radius $r$ in $\mathbb{R}^3$. As a consequence of $[47]$, there exists a function $\sigma_i \in C^\infty(E)$ so that, for all $x \in \mathbb{R}^d \setminus \left(A_1^{1/2} \overline{B}_r \right)$, we have
\[w_i(x) = C + \int_E G_{A_1}(x - e) \sigma_i(e) \, de\]
where $C$ is a constant and $G_{A_1}$ is the Green function of the operator $-\operatorname{div}(A_1 \nabla \cdot )$, which reads
\[G_{A_1}(z) = \frac{1}{4\pi \sqrt{\det(A_1)} \sqrt{z^T(A_1)^{-1}z}}\]
for all $z \in \mathbb{R}^3 \setminus \{0\}$. Using the change of variables $y := A_1^{-1/2}e$, we obtain that there exists a constant $c > 0$ so that
\[w_i(x) = C + c \int_{S_r} \frac{1}{|A_1^{1/2}x - y|} \sigma_i(A_1^{1/2}y) \, dy.\]
Let us denote $\Psi := A_2 - A_1$. For any $x \in \mathbb{R}^d \setminus \left(A_1^{1/2} \overline{B}_r \right)$, it holds that
\[0 = \operatorname{div}_x(\Psi \nabla_x w_i(x))\]
\[= e \int_{S_r} \operatorname{div}_x \left(\Psi \nabla_x \left[\frac{1}{A_1^{-1/2}x - y}\right] \sigma_i(A_1^{1/2}y) \, dy\right)\]
\[= e \int_{S_r} \operatorname{div}_x \left(- \Psi A_1^{-1/2} \left(A_1^{-1/2}x - y\right) \right) \sigma_i(A_1^{1/2}y) \, dy\]
\[= e \int_{S_r} \left[3 \frac{(A_1^{-1/2}x - y)^T A_1^{-1/2} \Psi A_1^{-1/2} (A_1^{-1/2}x - y)}{|A_1^{1/2}x - y|^5} - \operatorname{Tr} \left(A_1^{-1/2} \Psi A_1^{-1/2}\right)\right] \sigma_i(A_1^{1/2}y) \, dy\]
\[= e \int_{S_r} \left[\frac{(A_1^{-1/2}x - y)^T \Phi (A_1^{-1/2}x - y)}{|A_1^{1/2}x - y|^5}\right] \sigma_i(A_1^{1/2}y) \, dy,\]
where $\Phi := 3A_1^{-1/2} \Psi A_1^{-1/2} - \operatorname{Tr}(A_1^{-1/2} \Psi A_1^{-1/2}) I_3$ is a symmetric matrix, the trace of which vanishes. Since this equality holds true for all $x \in \mathbb{R}^d \setminus \left(A_1^{1/2} \overline{B}_r \right)$, it holds that, for all $\varphi \in \mathbb{R}^d \setminus \overline{B}$,
\[0 = \int_{S_r} \left[\frac{(\varphi - y)^T \Phi (\varphi - y)}{|\varphi - y|^5}\right] \tilde{\sigma}_i(y) \, dy,\]
where for all $y \in S_r$, $\tilde{\sigma}_i(y) = \sigma_i(A_1^{1/2}y)$. Lemma $[33]$ then implies that:

- either $\tilde{\sigma}_i = 0$, hence $\sigma_i = 0$, which implies, in view of $[49]$, that $w_i = C$ on $\mathbb{R}^d \setminus \left(A_1^{1/2} \overline{B}_r \right) \subset \mathbb{R}^d \setminus \overline{B}$. Since $w_i$ is analytic in $\mathbb{R}^d \setminus \overline{B}$, we get that $w_i = C$ on $\mathbb{R}^d \setminus \overline{B}$ (this is the unique continuation property for elliptic equations, see e.g. $[33]$).
• or Φ = 0. Then Ψ = A_2 - A_1 = μA_1 for some μ ∈ ℝ and thus A_1 and A_2 are proportional. This proves the claim \(^{15}\) when d = 3.

**Step 3.** We have shown in Step 2 that, when d ≤ 3, \(^{15}\) holds for any 1 ≤ i ≤ d. We now successively consider the two cases of \(^{15}\).

**Step 3a.** We consider the first possibility in \(^{15}\) and assume that A_1 and A_2 are proportional, that is A_2 = (1 + μ)A_1. We proceed by contradiction and assume that μ ≠ 0. Since

\[
A_1(∇w_i + p) \cdot n = A(∇w_i + p) \cdot n = A_2(∇w_i + p) \cdot n = (1 + μ)A_1(∇w_i + p) \cdot n
\]

on Γ with μ ≠ 0, these functions have to be equal to zero on Γ. The function \(u ∈ H^1(B)\) defined by

\[
u(x) := w_i(x) + p \cdot x \quad \text{for all } x ∈ B
\]

is a constant function in B. Then \(u(\Gamma) = 0\). This proves the claim (48) when μ = 0.

\[
A_2(∇w_i + p) \cdot n = (1 + μ)A_1(∇w_i + p) \cdot n
\]

on Γ. As a consequence, there exists a constant \(C ∈ ℝ\) such that \(u = C\) in B, and \(w_i(x) = -p \cdot x + C\) for all \(x ∈ B\). In particular, \(∇w_i + p = 0\) in B. Using the variational formulation \(^{12}\) of the embedded corrector problem with test function \(w_i\), we get

\[
\int_{\mathbb{R}^d \setminus B} (∇w_i)^T A_1 ∇w_i = \int_{Γ} (A_1p \cdot n) w_i,
\]

and

\[
\int_{\mathbb{R}^d \setminus B} (∇w_i)^T A_2 ∇w_i = \int_{Γ} (A_2p \cdot n) w_i.
\]

In view of \(^{11}\), this implies that

\[
J_{\mathcal{E}}^h(A_1) = -\frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} (∇w_i)^T A_1 ∇w_i
\]

and

\[
J_{\mathcal{E}}^h(A_2) = -\frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} (∇w_i)^T A_2 ∇w_i = (1 + μ)J_{\mathcal{E}}^h(A_1).
\]

Since μ ≠ 0, we obtain that \(J_{\mathcal{E}}^h(A_2) = J_{\mathcal{E}}^h(A_1) = 0\), which yields that \(∇w_i = 0\) in \(\mathbb{R}^d \setminus B\). As a consequence, there exists \(C ∈ ℝ\) such that \(w_i(x) = C\) for all \(x ∈ \mathbb{R}^d \setminus B\). The continuity of \(w_i\) on Γ implies that

\[
\forall x ∈ Γ, \quad C - p \cdot x = C,
\]

which yields the desired contradiction. We hence have shown that, if A_1 and A_2 are proportional, then \(A_2 = A_1\).

**Step 3b.** We next assume that A_1 and A_2 are not proportional. Then, in view of \(^{15}\), we know that, for any 1 ≤ i ≤ d, \(w_i\) is a constant function in \(\mathbb{R}^d \setminus B\), hence \(∇w_i = 0\) in \(\mathbb{R}^d \setminus B\). The function \(w_i\) satisfies \(^{11}\) for the tensor \(A^{h,A_1}\), which implies that

\[
n^T A(e_i + ∇w_i)|_{Γ^-} = n^T A_1(e_i + ∇w_i)|_{Γ^+} = n^T A_1e_i \quad \text{on } Γ.
\]

Since \(w_i\) also satisfies \(^{11}\) for the tensor \(A^{h,A_2}\), we have

\[
n^T A(e_i + ∇w_i)|_{Γ^-} = n^T A_2e_i \quad \text{on } Γ.
\]

We hence deduce that \(n^T A_1e_i = n^T A_2e_i\) on Γ, hence \(A_1e_i = A_2e_i\). This holds for any 1 ≤ i ≤ d, thus \(A_1 = A_2\).

This concludes the proof of Lemma \(^{13}\) \(\Box\)
4.6 Proof of Proposition 3.4

Step 1: $A^R_1$ converges to $A^*$. Since $A^R_1 \in \mathcal{M}$, all its coefficients are bounded. Up to the extraction of a subsequence (which we still denote by $(A^R_1)_{R>0}$ for the sake of simplicity), we know that there exists a matrix $A^\infty_1 \in \mathcal{M}$ such that $\lim_{R \to \infty} A^R_1 = A^\infty_1$. We now prove that $A^\infty_1 = A^*$, which implies the convergence of the whole sequence $(A^R_1)_{R>0}$ to $A^*$.

Let $p \in \mathbb{R}^d$. It follows from Lemma 3.4 that $w^{A^R_1 A^R_1}_p$ weakly converges in $H^1_{\text{loc}}(\mathbb{R}^d)$ to $w^{A^*, A^\infty_1}_p$. In addition,

$$A^{A^R_1 A^R_1}(p + \nabla w^{A^R_1 A^R_1}_p) \to (A^* \chi_B + A^\infty_1(1 - \chi_B)) (p + \nabla w^{A^*, A^\infty_1}_p) \ \text{weakly in} \ L^2_{\text{loc}}(\mathbb{R}^d). \quad (50)$$

To prove that $A^\infty_1 = A^*$, we consider a second family of functions of $V_0$, namely $(w^{A^{R, A^*}}_p)_{R>0}$.

Recall that, for all $R > 0$, $w^{A^{R, A^*}}_p$ is the unique solution in $V_0$ to

$$-\text{div} \left( A^{A^{R, A^*}} (p + \nabla w^{A^{R, A^*}}_p) \right) = 0 \ \text{in} \ D'(\mathbb{R}^d).$$

Using Lemma 3.1 again, we obtain that $(w^{A^{R, A^*}}_p)_{R>0}$ weakly converges in $H^1_{\text{loc}}(\mathbb{R}^d)$ to $w^{A^*, A^*}_p = 0$.

Furthermore, we have

$$A^{A^{R, A^*}} (p + \nabla w^{A^{R, A^*}}_p) \to A^* (p + \nabla w^{A^*, A^*}_p) = A^* p \ \text{weakly in} \ L^2_{\text{loc}}(\mathbb{R}^d). \quad (51)$$

Since $A^R_1$ is (the unique) solution to (24), we have

$$\sum_{i=1}^d \mathcal{J}_{e_i} (A^*) \leq \sum_{i=1}^d \mathcal{J}_{e_i} (A^R_1),$$

which reads, using (50), as

$$\sum_{i=1}^d \int_B e_i^T A^{A^R_1 A^R_1} \left( e_i + \nabla w^{A^{R, A^*}}_p \right) - \int_\Gamma (A^* e_i \cdot n) w^{A^{R, A^*}}_p e_i \leq \sum_{i=1}^d \int_B e_i^T A^{A^{R, A^*}} \left( e_i + \nabla w^{A^{R, A^*}}_p \right) - \int_\Gamma (A^* e_i \cdot n) w^{A^{R, A^*}}_p. \quad (52)$$

We wish to pass to the limit $R \to \infty$ in this inequality. Using (50) and (51), we first have, for any $p \in \mathbb{R}^d$,

$$\int_B p^T A^{A^{R, A^*}} (p + \nabla w^{A^{R, A^*}}_p) \to \int_B p^T A^* (p + \nabla w^{A^*, A^*}_p) \quad (53)$$

and

$$\int_B p^T A^{A^{R, A^*}} (p + \nabla w^{A^{R, A^*}}_p) \to \int_B p^T A^* p. \quad (54)$$

Second, we know that $\tilde{w}^{A^{R, A^*}}$ (respectively $\tilde{w}^{A^{R, A^*}}$) weakly converges in $H^1(B)$ to $\tilde{w}^{A^*, A^*}$ (respectively to $\tilde{w}^{A^*, A^\infty_1}$). The compactness of the trace operator from $H^1(B)$ to $L^2(\Gamma)$ yields that these convergences also hold strongly in $L^2(\Gamma)$. Thus,

$$\int_\Gamma (A^* p \cdot n) w^{A^{R, A^*}}_p \to 0 \quad (55)$$

and

$$\int_\Gamma (A^* p \cdot n) w^{A^{R, A^*}}_p \to \int_\Gamma (A^\infty_1 p \cdot n) w^{A^*, A^\infty_1}_p. \quad (56)$$

Collecting (53), (54), (55) and (56), we are in position to pass to the limit $R \to \infty$ in (52), and deduce that

$$\sum_{i=1}^d \int_B e_i^T A^* e_i \leq \sum_{i=1}^d \int_B e_i^T A^* \left( e_i + \nabla w^{A^*, A^\infty_1}_p \right) - \int_\Gamma (A^\infty_1 e_i \cdot n) w^{A^*, A^\infty_1}_p. \quad (57)$$
In view of (33), we have that, for all \( p \in \mathbb{R}^d \),
\[
\int_B p^T A^* \nabla w_p^{A^*,A_1^\infty} - \int_T (A_1^\infty p \cdot n) w_p^{A^*,A_1^\infty} = -\int_{\mathbb{R}^d \setminus B} \left( \nabla w_p^{A^*,A_1^\infty} \right)^T A_1^\infty \nabla w_p^{A^*,A_1^\infty} - \int_B \left( \nabla w_p^{A^*,A_1^\infty} \right)^T A^* \nabla w_p^{A^*,A_1^\infty},
\]
which implies that
\[
\int_B p^T A^* \left( p + \nabla w_p^{A^*,A_1^\infty} \right) - \int_T (A_1^\infty p \cdot n) w_p^{A^*,A_1^\infty} = \int_B p^T A^* p - \int_{\mathbb{R}^d \setminus B} \left( \nabla w_p^{A^*,A_1^\infty} \right)^T A_1^\infty \nabla w_p^{A^*,A_1^\infty} - \int_B \left( \nabla w_p^{A^*,A_1^\infty} \right)^T A^* \nabla w_p^{A^*,A_1^\infty}.
\]
Thus, (37) yields that
\[
0 \leq -\sum_{i=1}^d \left[ \int_B \left( \nabla w_{e_i}^{A^*,A_1^\infty} \right)^T A^* \nabla w_{e_i}^{A^*,A_1^\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w_{e_i}^{A^*,A_1^\infty} \right)^T A_1^\infty \nabla w_{e_i}^{A^*,A_1^\infty} \right],
\]
which implies that \( \nabla w_{e_i}^{A^*,A_1^\infty} = 0 \) on \( \mathbb{R}^d \) for all \( 1 \leq i \leq d \). As a consequence, for all \( 1 \leq i \leq d \),
\[
-\text{div} \left[ (A^* \chi_B + A_1^\infty (1 - \chi_B)) e_i \right] = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d).
\]
In view of Lemma 4.4, this implies that \( A_1^\infty = A^* \) and concludes the proof of the first assertion of Proposition 3.3.

**Step 2:** \( A_2^R \) converges to \( A^* \). Recall that \( A_2^R \) is defined, following (20), by \( p^T A_2^R p = J_p^{A_2^R} (A_1^R) \). Using (33) and the above arguments, we see that
\[
\lim_{R \to \infty} J_p^{A_2^R} (A_1^R) = \frac{1}{|B|} \int_B p^T A^* \left( p + \nabla w_p^{A^*,A_1^\infty} \right) - \frac{1}{|B|} \int_T (A_1^\infty p \cdot n) w_p^{A^*,A_1^\infty}.
\]
Since \( w_p^{A^*,A_1^\infty} = w_p^{A^*,A^*} = 0 \), we get that \( \lim_{R \to \infty} J_p^{A_2^R} (A_1^R) = p^T A^* p \). For any \( p \in \mathbb{R}^d \), we thus have \( \lim_{R \to \infty} J_p^{A_2^R} = p^T A^* p \), hence \( \lim_{R \to \infty} A_2^R = A^* \). This concludes the proof of the second assertion of Proposition 3.3.

### 4.7 Proof of Proposition 3.5

Since \( A_3^R \in \mathcal{M} \), all its coefficients are bounded. Hence, up to the extraction of a subsequence (that we still denote by \( (A_3^R)_{R>0} \) to simplify the notation), there exists a matrix \( A_3^\infty \in \mathcal{M} \) such that \( A_3^R \to A_3^\infty \). We show that \( A_3^\infty = A^* \).

Let \( p \in \mathbb{R}^d \). Recall that, for all \( R > 0 \), \( w_p^{A^*,A_3^R} \) is the unique solution in \( V_0 \) to
\[
-\text{div} \left( A^{h^R,A_3^R} \left( p + \nabla w_p^{h^R,A_3^R} \right) \right) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d).
\]
Using Lemma 3.4, we have that \( (w_p^{h^R,A_3^R})_{R>0} \) weakly converges in \( H^1_{\text{loc}}(\mathbb{R}^d) \) to \( w_p^{A^*,A_3^\infty} \), which is the unique solution in \( V_0 \) to
\[
-\text{div} \left( (A^* \chi_B + A_3^\infty (1 - \chi_B)) \left( p + \nabla w_p^{A^*,A_3^\infty} \right) \right) = 0 \text{ in } \mathcal{D}'(\mathbb{R}^d).
\]
Using (16) and (35), we see that
\[
p^T G^{h^R} (A_3^R)p = J_p^{h^R} (A_3^R) = \frac{1}{|B|} \int_B p^T A^{h^R} \left( p + \nabla w_p^{h^R,A_3^R} \right) - \frac{1}{|B|} \int_T (A_3^R p \cdot n) w_p^{h^R,A_3^R}.
\]
Using Lemma 3.3 and arguing as in the proof of Proposition 3.4 we deduce that
\[
\lim_{R \to \infty} p^T G^R (A^R_p) = \frac{1}{|B|} \int_B p^T A^* \left( p + \nabla w^A_{\infty} \right) - \frac{1}{|B|} \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty}.
\]

Passing to the limit \( R \to \infty \) in (27), we hence get that
\[
p^T A^\infty_{3 \cdot p} = \frac{1}{|B|} \int_B p^T A^* \left( p + \nabla w^A_{\infty} \right) - \frac{1}{|B|} \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty}.
\]  

(59)

Using the relation (33) for the problem (58), we have that
\[
\int_B \left( \nabla w^A_{\infty} \right)^T A^* \nabla w^A_{\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty} = - \int_B p^T A^* \nabla w^A_{\infty} - \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty}.
\]

We thus deduce from (60) that
\[
p^T A^\infty_{3 \cdot p} = p^T A^* p - \frac{1}{|B|} \int_B \left( \nabla w^A_{\infty} \right)^T A^* \nabla w^A_{\infty} - \frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty}.
\]

(61)

This implies that
\[
A^\infty_{3} \leq A^* \text{ in the sense of symmetric matrices.}
\]

In addition, we infer from (61) that
\[
\int_B \left( p + \nabla w^A_{\infty} \right)^T A^* p = |B| p^T A^\infty_{3} + \int_B p^T A^* \nabla w^A_{\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty}.
\]

(62)

The variational formulation of (58), tested with the test function \( w^A_{\infty} \), yields
\[
0 = \int_B \left( p + \nabla w^A_{\infty} \right)^T A^* \nabla w^A_{\infty} - \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty}.
\]

Subtracting twice the above relation from (62), we get
\[
\int_B \left( p + \nabla w^A_{\infty} \right)^T A^* p = |B| p^T A^\infty_{3} - \int_B \left( p + \nabla w^A_{\infty} \right)^T A^* \nabla w^A_{\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty} + 2 \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty},
\]

which we recast as
\[
0 = \int_B \left( p + \nabla w^A_{\infty} \right)^T A^* \left( p + \nabla w^A_{\infty} \right) - 2 \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) w^A_{\infty}^A_{\infty} + \int_{\mathbb{R}^d \setminus B} \left( \nabla w^A_{\infty} \right)^T A^\infty_{3} \nabla w^A_{\infty} \]

(63)

where we have eventually used (61). We now define, for any \( v \in V_0 \),
\[
I(v) := \frac{1}{2} \int_B \left( p + \nabla v \right)^T A^\infty_{3} \left( p + \nabla v \right) - \int_{\Gamma} (A^\infty_{3 \cdot p} \cdot n) v + \frac{1}{2} \int_{\mathbb{R}^d \setminus B} \left( \nabla v \right)^T A^\infty_{3} \nabla v - \frac{1}{|B|} \int_B p^T A^\infty_{3} p.
\]
The unique solution \( v_0 \in V_0 \) to the minimization problem
\[
v_0 = \arg\min_{v \in V_0} \mathcal{I}(v)
\]
satisfies
\[
-\text{div} \left( A_3^\infty (p + \nabla v_0) \right) = 0 \text{ in } D'(R^d),
\]
and therefore is simply \( v_0 = 0 \). Thus, for any \( v \in V_0 \),
\[
\mathcal{I}(v) \geq \mathcal{I}(v_0) = 0.
\]
(64)

We recast (63) as
\[
0 \geq 2 \mathcal{I}(\tilde{w}_p^{A^*,A_3^\infty}).
\]
Together with (64), the above inequality implies that \( w_p^{A^*,A_3^\infty} \) is the unique minimizer of \( \mathcal{I} \) on \( V_0 \), hence \( w_p^{A^*,A_3^\infty} = 0 \). This results holds for all \( p \in R^d \). In view of (65) and Lemma 4.4, we thus obtain that \( A_3^\infty = A^* \). This concludes the proof of Proposition 3.7.

### 4.8 Proof of Proposition 3.7

**Step 1: Proof of (28).** For all \( R > 0 \), \( \mathbb{A}^R \in L^\infty(B;M) \), hence, for any \( v \in V_0 \), we have
\[
J_p^{\mathcal{A}\mathcal{I}d.A}(v) \leq J_p^{\mathcal{A}\mathcal{I}d.A}(v) \leq J_p^{\mathcal{A}\mathcal{I}d.A}(v)
\]
and therefore
\[
p_T G^{\mathcal{A}\mathcal{I}d}(A)p \leq p_T G^{\mathcal{A}\mathcal{I}d}(A)p \leq p_T G^{\mathcal{A}\mathcal{I}d}(A)p.
\]
Thus, for any \( A \in M \), we have
\[
\text{Tr } (G^{\mathcal{A}\mathcal{I}d}(A)) \leq \text{Tr } (G^{\mathcal{A}\mathcal{I}d}(A)) \leq \text{Tr } (G^{\mathcal{A}\mathcal{I}d}(A)).
\]
(65)

For any \( \gamma \in [\alpha, \beta] \), we introduce \( f_{\mathcal{A}\mathcal{I}d}(\gamma) = \frac{1}{d} \text{Tr } (G^{\mathcal{A}\mathcal{I}d}(\gamma I_d)) - \gamma \). Satisfying (28) amounts to finding \( a^R_\gamma \in [\alpha, \beta] \) such that \( f_{\mathcal{A}\mathcal{I}d}(a^R_\gamma) = 0 \). Introducing \( f_{\alpha}(\gamma) = \frac{1}{d} \text{Tr } (G^{\mathcal{A}\mathcal{I}d}(\gamma I_d)) - \gamma \) and likewise for \( f_{\beta}(\gamma) \), we deduce from (65) that
\[
\forall \gamma \in [\alpha, \beta], \quad f_{\alpha}(\gamma) \leq f_{\mathcal{A}\mathcal{I}d}(\gamma) \leq f_{\beta}(\gamma).
\]
(66)

To proceed, we note that we have an explicit expression of \( f_{\alpha}(\gamma) \), using the explicit solution to Eshelby’s problem [10]. Indeed, for any \( 1 \leq i \leq d \) and any \( \alpha, \gamma > 0 \), the solution \( w_{\mathcal{A}i,\mathcal{I}d}^{\alpha,\gamma I_d} \) to (11) with \( A = \gamma I_d \) and \( K(x) = \alpha I_d \) on \( R^d \) is given by
\[
w_{\mathcal{A}i,\mathcal{I}d}^{\alpha,\gamma I_d}(x) = \left\{ \begin{array}{ll} C(\alpha, \gamma) x_i & \text{if } |x| \leq 1, \\ C(\alpha, \gamma) \frac{x_i}{|x|^d} & \text{if } |x| \geq 1, \end{array} \right. \text{ with } C(\alpha, \gamma) = \frac{\gamma - \alpha}{(d-1)\gamma + \alpha}.
\]

With (10), (35) and the above expression, we easily obtain that
\[
\text{Tr } (G^{\mathcal{A}\mathcal{I}d}(\gamma I_d)) = \sum_{i=1}^{d} J_{\mathcal{A}i,\mathcal{I}d}^{\alpha,\gamma I_d}(\gamma I_d) = d \left( \alpha + (\alpha - \gamma)C(\alpha, \gamma) \right),
\]
hence
\[
\frac{1}{d} \text{Tr } (G^{\mathcal{A}\mathcal{I}d}(\gamma I_d)) = \alpha + (\alpha - \gamma)C(\alpha, \gamma),
\]
and thus
\[
f_{\alpha}(\gamma) = (\alpha - \gamma) \left( C(\alpha, \gamma) + 1 \right) = (\alpha - \gamma) \frac{d\gamma}{(d-1)\gamma + \alpha}.
\]
We see that, when \( \gamma \in [\alpha, \beta] \), we have \( f_{\alpha}(\gamma) \leq 0 \) and the equation \( f_{\alpha}(\gamma) = 0 \) has a unique solution, \( \gamma = \alpha \). Likewise, when \( \gamma \in [\alpha, \beta] \), we have \( f_{\beta}(\gamma) \geq 0 \) and the equation \( f_{\beta}(\gamma) = 0 \) has a unique
solution, $\gamma = \beta$. The bound (66) implies that there exists $a_3^R \in [\alpha, \beta]$ such that $f_{\lambda R}(a_3^R) = 0$. This proves (28).

Besides, in the case when $d \leq 3$, Lemma 3.3 implies that, for any $R > 0$, $f_{\lambda R}$ is strictly concave. This yields the uniqueness of $a_3^R$ when $d \leq 3$.

**Step 2: Proof of (29).** We follow the same arguments as in the beginning of the proof of Proposition 3.5. Since $a_3^R \in [\alpha, \beta]$, we know that, up to the extraction of a subsequence (that we still denote by $(a_3^R)_{R > 0}$ to simplify the notation), there exists $a_3^\infty \in [\alpha, \beta]$ such that $a_3^R \to a_3^\infty$.

Passing to the limit $R \to \infty$ in (28), we get that

$$d a_3^\infty = \sum_{i=1}^d \frac{a^*}{|B|} \int_B e_i \left( e_i + \nabla w_{e_i} a_3^\infty I_d \right) - \frac{a_3^\infty}{|B|} \int_B (e_i \cdot n) w_{e_i} a_3^\infty I_d,$$

where, for any $p \in \mathbb{R}^d$, $w_{p} a_3^\infty I_d$ is the unique solution in $V_0$ to

$$- \text{div} \left( a^* \chi_B + a_3^\infty (1 - \chi_B) \right) \left( p + \nabla w_p a_3^\infty I_d \right) = 0 \text{ in } D'(\mathbb{R}^d).$$

Using the relation (33) for problem (68), we have that

$$a^* \int_B |\nabla w_p a_3^\infty I_d|^2 + a_3^\infty \int_{\mathbb{R}^d \setminus B} |\nabla w_p a_3^\infty I_d|^2$$

$$= - a^* \int_B p^T \nabla w_p a_3^\infty I_d + a_3^\infty \int \left( p \cdot n \right) w_p a_3^\infty I_d.$$

We thus deduce from (67) that

$$d a_3^\infty = d a^* - \frac{1}{|B|} \sum_{i=1}^d \left( a^* \int_B |\nabla w_{e_i} a_3^\infty I_d|^2 + a_3^\infty \int_{\mathbb{R}^d \setminus B} |\nabla w_{e_i} a_3^\infty I_d|^2 \right).$$

This implies that

$$a_3^\infty \leq a^*.$$

The sequel of the proof follows the same lines as the proof of Proposition 3.5.

## 5 Two special cases

In this section, we consider two special cases: the one-dimensional case (in Section 5.1) and the case of a homogeneous material (in Section 5.2). In the first case, we show that our three definitions yield the same approximation of $A^*$ as the standard method based on (5). In the second case, we show that our three definitions yield the value of the homogeneous material.

### 5.1 The one-dimensional case

If $d = 1$, then the solution to (11) can be analytically computed. It satisfies

$$\frac{d w_{A^*}^R}{dx} = 0 \text{ on } \mathbb{R} \setminus B, \quad \frac{d w_{A^*}^R}{dx} = \frac{A}{A^*} \text{ on } B.$$

We then get from (34) that

$$|B| J^{A^*}_R(A) = \int_B A^R - \int_B A^R \left( \frac{d w_{A^*}^R}{dx} \right)^2 - \int_{\mathbb{R} \setminus B} A \left( \frac{d w_{A^*}^R}{dx} \right)^2$$

$$= \int_B A^R - \left[ \frac{A^2 |B|}{A^R} - 2A |B| + \int_B A^R \right]$$

$$= |B| \left( 2A - \frac{A^2}{A^R} \right).$$
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where we have introduced \((A^R)_{\phi}^{-1} := \frac{1}{|B|} \int_B (A^R)^{-1}\), namely the harmonic mean of \(A^R\) on \(B\). The definitions \((24), (26)\) and \((27)\) all yield
\[
A_1^R = A_2^R = A_3^R = A^*_R.
\]

We point out that, in this one-dimensional case, the approximate coefficient \(A^*_R\) is identical to the effective coefficient \(A^{*,R}\) defined by \((9)\) (i.e. considering a truncated corrector problem supplied with periodic boundary conditions). Thus, in this context, we can see that our alternative definitions of effective coefficients are consistent with the standard one.

5.2 The case of a homogeneous material

We assume here that
\[
\text{for all } R > 0, \quad A^R = A \text{ is constant and equal to some matrix } A \in \mathcal{M}. \quad (69)
\]

We show below that \(A\) is the unique maximizer of \(A \mapsto \sum_{i=1}^d J^h_{e_i}(A)\), and hence that Definition \((24)\) yields \(A^R_1 = A\) for all \(R > 0\). We next show that Definition \((26)\) yields \(A^R_2 = A\). We eventually show that \(A^R_3 = A\) satisfies \((27)\), and that \(G^A\) has a unique fixed point.

5.2.1 Definition \((24)\)

From \((34)\) and our assumption \((69)\), we see that, for any \(A \in \mathcal{M}\),
\[
J^h_p(A) \leq \frac{1}{|B|} \int_B p^T A p = p^T A p,
\]

hence
\[
\sum_{i=1}^d J^h_{e_i}(A) \leq \sum_{i=1}^d e_i^T A e_i.
\]

If \(A = A\), we see that the diffusion matrix in \((11)\) is constant, therefore \(w^h_{e_i} A = 0\). We then deduce from \((14)\) that \(J^h_{e_i}(A) = p^T A p\), which directly implies that \(A = A\) is a maximizer of \(\mathcal{M} \ni A \mapsto \sum_{i=1}^d J^h_{e_i}(A)\).

Conversely, assume that \(A\) is a maximizer of \(\mathcal{M} \ni A \mapsto \sum_{i=1}^d J^h_{e_i}(A)\). Then, for any \(1 \leq i \leq d\),
\[
J^h_{e_i}(\hat{A}) = e_i^T A e_i.
\]

We thus infer from \((34)\) that \(\nabla w^h_{e_i} \hat{A} = 0\). Using \((11)\), we deduce that
\[
\text{div}\left( \left( A \chi_B + \hat{A} \chi_{R \setminus B} \right) e_i \right) = 0.
\]

Using Lemma \((4.4)\), we obtain that \(\hat{A} = A\).

We hence have shown that \(A\) is the unique maximizer of \(\mathcal{M} \ni A \mapsto \sum_{i=1}^d J^h_{e_i}(A)\). Our first definition therefore yields \(A^R_1 = A\) for all \(R > 0\).

5.2.2 Definition \((26)\)

We deduce from \((26)\), the fact that \(A^R_1 = A\) and the above expression of \(J^h_p(A)\) that, for any \(p \in \mathbb{R}^d\),
\[
p^T A^R_2 p = J^h_p(A^R_1) = J^h_p(A) = p^T A p.
\]

Since \(A^R_2\) and \(A\) are symmetric, this implies that \(A^R_2 = A\).
5.2.3 Definition [27]

We deduce from the above expression of \( J^A_p (A) \) that \( G^A (A) = \overline{A} \), hence \( \overline{A} \) is a fixed point of \( G^A \). The remainder of this section is devoted to showing that \( \overline{A} \) is the unique fixed point of \( G^A \). We recast (70) as

\[
\forall p \in \mathbb{R}^d, \quad p^T G^A (A)p \leq p^T \overline{A} p.
\]

If \( A \) is a fixed point of \( G^A \), then we have that

\[
A \leq \overline{A}. \tag{71}
\]

We now follow the same steps as in the proof of Proposition 3.5. Using (10) and (35), we see that

\[
p^T A p = p^T G^A (A)p = \mathcal{J}_p^A (A) = \frac{1}{|B|} \int_B p^T A (p + \nabla u_p^A, A) - \frac{1}{|B|} \int_T (A p \cdot n) u_p^A.
\]

Using (33), we deduce that

\[
p^T A p = p^T \overline{A} p - \frac{1}{|B|} \int_B (\nabla u_p^A, A)^T A \nabla u_p^A - \frac{1}{|B|} \int_{\mathbb{R}^d \setminus B} (\nabla u_p^A, A)^T A \nabla u_p^A.
\]

We infer from the above relation and (33) that

\[
\int_B (p + \nabla u_p^A)^T A \nabla u_p^A = |B| p^T \overline{A} p + \int_B p^T A \nabla u_p^A
\]

\[
= |B| p^T A p + \int_B (p + \nabla u_p^A)^T A \nabla u_p^A + \int_{\mathbb{R}^d \setminus B} (\nabla u_p^A)^T A \nabla u_p^A
\]

\[
= |B| p^T A p + \int_T (A p \cdot n) u_p^A. \tag{72}
\]

The equality (33) can also be written as

\[
0 = \int_B (p + \nabla u_p^A)^T A \nabla u_p^A - \int_T (A p \cdot n) u_p^A + \int_{\mathbb{R}^d \setminus B} (\nabla u_p^A)^T A \nabla u_p^A.
\]

Subtracting (72) from the above relation and next using (71), we get

\[
0 = \int_B (p + \nabla u_p^A)^T A (p + \nabla u_p^A) - 2 \int_T (A p \cdot n) u_p^A
\]

\[
+ \int_{\mathbb{R}^d \setminus B} (\nabla u_p^A)^T A \nabla u_p^A - |B| p^T A p \\
\geq \int_B (p + \nabla u_p^A)^T A (p + \nabla u_p^A) - 2 \int_T (A p \cdot n) u_p^A
\]

\[
+ \int_{\mathbb{R}^d \setminus B} (\nabla u_p^A)^T A \nabla u_p^A - |B| p^T A p. \tag{73}
\]

We now define, for all \( v \in V_0 \), the energy

\[
\mathcal{I}(v) := \frac{1}{2} \int_B (p + \nabla v)^T A (p + \nabla v) - \int_T (A p \cdot n) v + \frac{1}{2} \int_{\mathbb{R}^d \setminus B} (\nabla v)^T A \nabla v - \frac{1}{2} |B| p^T A p.
\]

The unique solution \( v_0 \in V_0 \) to the minimization problem

\[
v_0 = \arg\min_{v \in V_0} \mathcal{I}(v)
\]

satisfies

\[
-\text{div} \left( A (p + \nabla v_0) \right) = 0 \text{ in } D'(\mathbb{R}^d),
\]
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and therefore is simply $v_0 = 0$. Thus,

$$\forall v \in V_0, \quad I(v) \geq I(v_0) = 0.$$  \hfill (74)

We recast (73) as

$$0 \geq 2 I(w_{p,A}^A) \quad \text{with} \quad w_{p,A}^A \in V_0.$$  

Collecting the above relation with (74), we deduce that $w_{p,A}^A$ is the unique minimizer of $I$ on $V_0$, hence that $w_p^A = 0$. This results holds for all $p \in \mathbb{R}^d$. In view of Lemma 4.3 and our assumption (69), we thus obtain that $A = \overline{A}$. This is the claimed uniqueness result of the fixed point of $G^A$, under assumption (69).
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