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Abstract: With the increase in the usage of mobile technology, the rate of information is duplicated as a huge volume. Due to the volume duplication of message, the identification of spam messages leads to challenging task. The growth of mobile usage leads to instant communication only through messages. This drastically leads to hackers and unauthorized users to the spread and misuse of sending spam messages. The identification of spam messages is a research oriented problem for the mobile service providers in order to raise the number of customers and to retain them. With this overview, this paper focuses on identifying and prediction of spam and ham messages. The SMS Spam Message Detection dataset from KAGGLE machine learning Repository is used for prediction analysis. The identification of spam and ham messages is done in the following ways. Firstly, the levels of spread of target variable namely spam or ham is identified and they are depicted as a graph. Secondly, the essential tokens that are responsible for the spam and ham messages are identified and they are found by using the hashing Vectorizer and it is portrayed in the form of spam and Ham messages word cloud. Thirdly, the hash vectorized SMS Spam Message detection dataset is fitted to various classifiers like Ada Boost Classifier, Extra Tree classifier, KNN classifier, Random Forest classifier, Linear SVM classifier, Kernel SVM classifier, Logistic Regression classifier, Gaussian Naïve Bayes classifier, Decision Tree classifier, Gradient Boosting classifier and Multinomial Naïve Bayes classifier. The evaluation of the classifier models are done by analyzing the Performance analysis metrics like Accuracy, Recall, FScore, Precision and Recall. The implementation is done by python in Anaconda Spyder Navigator. Experimental Results shows that the Linear Support Vector Machine classifier have achieved the effective performance indicators with the precision of 0.98, recall of 0.98, FScore of 0.98, and Accuracy of 98.71%.
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I. INTRODUCTION

In machine learning, the usage of mobile technology leads to the large volume of duplicated information and the usage of instant short message service. The unauthorized users or hackers use the technological advancements to share the spam messages to the entire users of the various mobile service providers. Now, it is the challenging task for the mobile service providers to satisfy the customers in order to retain in their service. The customer gets disappointed if they continuously receive the spam messages from the unauthorized unknown persons. Nowadays the hackers use the spam messages to access the customer’s personal information from their mobile node.

Generally, users store all their personal secured password details in their mobile. So it is the responsibility of the user to protect the password details without making others to access. But the technological hacking advancement has made to access the personal secured information of the mobile users by just viewing the spam messages sent by the unauthorized users. The spam message program is written in such a way that some background software is made to execute when the mobile users view the spam message. If the users continuously receive the spam message, then they may switch their service provider. So it may affect the business of the service provider too. This leads to the usage of machine learning algorithms to predict the spam messages and to discard or unsubscribe those unwanted messages based on the early predictions.

The paper is organized by discussing the existing details in the related work with Section 2 followed by the proposed work in the Section 3. Implementation and the performance execution analysis are discussed in Section 4 followed by the conclusion of the paper in Section 5.

II. RELATED WORK

A. Literature Survey

The graph data mining techniques are used to differentiate the spammers and nonspammers in the messages that are assumed to be dispensable. The prediction of spammers and nonspammers in the messages are done without directly checking the original message contents [1]. The short message service spam message is the unnecessary annoyance to the mobile users. The service providers business has the problem of losing the customers subscription towards their service. A broad review of spam filtering and detection techniques is critically reviewed and analyzed [2]. The spam mobile message is harmful to the mobile node as the technology grows. The spam message detection is done based on the frequency of particular content in the mobile message. The spam message prediction is done based on the machine learning algorithms by using biasian and spam filters [3].
The volume of spam email is drastically increasing as the mobile users are in frequent use. Bayesian filters are used to stop the spam messages by entering the mobile node. The Bayesian filters are used to block the spam message and emails from our mobile [4]. The statistical data compression models can be used to filter the spam messages. Spam The spam filtering model is designed as a probabilistic text classifiers based on character-level in the message and the occurrence of binary sequences in the message content. The empirical evaluation outperforms the spam filters [5].

The machine learning feature selection and feature extraction methods can be used for the prediction of any factor in different application can be learnt through this article [6] – [30].

III. PROPOSED WORK

In this paper, we have used machine learning classification algorithm for predicting the SMS Spam message detection. Our contribution of predicting SMS Spam message transaction is done in four ways.

(i) Firstly, the levels of spread of target variable namely spam or ham is identified and they are depicted as a graph.

(ii) Secondly, the essential tokens that are responsible for the spam and ham messages are identified and they are found by using the hashing Vectorizer and it is portrayed in the form of spam and Ham messages word cloud.

(iii) Thirdly, the hash vectorized SMS Spam Message detection dataset is fitted to various classifiers like Ada Boost Classifier, Extra Tree classifier, KNN classifier, Random Forest classifier, Linear SVM classifier, Kernel SVM classifier, Logistic Regression classifier, Gaussian Naive Bayes classifier, Decision Tree classifier, Gradient Boosting classifier and Multinomial Naive Bayes classifier.

(iv) Fourth, the evaluation of the classifier models are done by analyzing the Performance analysis metrics like Accuracy, Recall, FScore, Precision and Recall.

A. System Architecture

The overall architecture model of this paper is shown in Fig. 1

IV. IMPLEMENTATION AND PERFORMANCE ANALYSIS

A. Data Set Information

The SMS Spam Message detection from KAGGLE Machine Learning database warehouse is used for execution with 1 independent attribute and 1 Spam Type Class dependent attribute with 5572 number of rows and they are as follows,

(1) Sentence
(2) Spam / Ham Type (Target- Dependent Attribute)

SMS Spam Message detection Data Set is executed to analyze the target distribution of Spam/Ham class type and is shown in Fig. 2.

B. Prediction of SMS Spam Message detection

SMS Spam Message detection Data Set is executed to categorize the level and the number of target Spam and Ham messages in the dataset and is shown in Fig. 3.
The top words of the spam and ham messages in the dataset are identified from the dataset using Hashing Vectorizer and it is shown in Fig. 4 – Fig. 5.

The hash vectorized SMS Spam Message detection dataset is fitted to various classifiers like Ada Boost Classifier, Extra Tree classifier, KNN classifier, Random Forest classifier, Linear SVM classifier, Kernel SVM classifier, Logistic Regression classifier, Gaussian Naive Bayes classifier, Decision Tree classifier, Gradient Boosting classifier and Multinomial Naive Bayes classifier and is shown in the Fig. 8–Fig. 18.
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Execution performance analysis is done by analyzing the performance metrics like Accuracy, FScore, Precision and Recall is shown in Table 1 – Table 2.

Table 1. Precision and Recall Estimation of Classifier

| Classifier Methods       | Precision | Recall |
|--------------------------|-----------|--------|
| Decision Tree classifier | 0.96      | 0.96   |
| Extra Tree classifier    | 0.95      | 0.95   |
| KNN classifier           | 0.93      | 0.94   |
| Random Forest classifier | 0.97      | 0.97   |
| Linear SVM               | 0.98      | 0.98   |
| Kernel SVM               | 0.75      | 0.87   |
| Logistic Regression      | 0.97      | 0.96   |
| Gaussian Naive Bayes     | 0.93      | 0.90   |
| Multinomial Naive Bayes  | 0.97      | 0.97   |
| Gradient Boosting        | 0.96      | 0.97   |
| Ada Boost classifier     | 0.97      | 0.97   |

Table 2. Accuracy Estimation of Classifier Parameters

| Classifier Methods       | FScore | Accuracy (%) |
|--------------------------|--------|--------------|
| Decision Tree classifier | 0.97   | 97.14        |
| Extra Tree classifier    | 0.95   | 95.42        |
| KNN classifier           | 0.93   | 93.99        |
| Random Forest classifier | 0.97   | 96.71        |
| Linear SVM               | 0.98   | 98.71        |
| Kernel SVM               | 0.80   | 86.54        |
| Logistic Regression      | 0.95   | 95.67        |
| Gaussian Naive Bayes     | 0.91   | 89.68        |
| Multinomial Naive Bayes  | 0.97   | 96.77        |
| Gradient Boosting        | 0.97   | 97.21        |
| Ada Boost classifier     | 0.97   | 97.04        |

V. CONCLUSION
This paper identifies the occurrence and the analysis of predicting the spam and ham message in SMS Spam Message detection dataset from the KAGGLE machine learning repository. The prediction of spam and ham message is done by using machine learning hash vectorizer and classification algorithms. Experimental Results shows that the Linear Support Vector Machine classifier have achieved the effective performance indicators with the precision of 0.98, recall of 0.98, FScore of 0.98 , and Accuracy of 98.71%.
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