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ABSTRACT

This paper presents a detection algorithm using normalized mutual information feature selection and cooperative evolution of multiple operators based on adaptive parallel quantum genetic algorithm (NMIFS MOP-AQGA). The proposed algorithm is to address the problems that the intrusion detection system (IDS) has lower detection speed, less adaptability, and lower detection accuracy. In order to achieve an effective reduction for high-dimensional feature data, the NMIFS method is used to select the best feature combination. The best features are sent to the MOP-AQGA classifier for learning and training, and the intrusion detectors are obtained. The data are fed into the detection algorithm to ultimately generate accurate detection results. The experimental results on real abnormal data demonstrate that the NMIFS MOP-AQGA method has higher detection accuracy, lower false negative rate, and higher adaptive performance than the existing detection methods, especially for small samples sets.
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INTRODUCTION

IDS is proved to be an effective method of network security defense (Teng et al., 2020). Many researchers have used machine learning algorithms (Alyaseen et al., 2017; Kumar et al., 2019; Li et al., 2019) to research IDS, such as deep learning, support vector machine (SVM), fuzzy sets, outliers and random forest, and genetic algorithm, and have made many breakthroughs.

On the one hand, there are a large amount of network logs for IDS to detect, so an effective algorithm should be researched to delete the redundant features to improve the detection speed. There are some features selection algorithms used to reduce the redundant features, such as rough set, fuzzy set, and so on.

Feature selection algorithm (FSA) is introduced as a pretreatment to the anomaly detection to optimize existing classifiers. FSA can eliminate irrelevant and redundant features, reduce computational complexity, and improve the accuracy of the learning algorithms (Chunhui & Wenjuan, 2021; Ying- Wu et al., 2010).

Este´vez et al. (2009) designed a Mutual Information Feature Selection (MIFS) method. However, in the MIFS algorithm, the increase of the input features can easily lead to some irrelevant feature...
selections (Lashkia et al., 2004). Peng et al. (2014) proposed a minimal- Redundancy- Maximal-Relevance (mRMR) criteria, with which the impact of parameter $\beta$ through the average of redundancy values was decreased. This criterion has a very low expense to give feature selection, but the entropy may vary considerably. Panigrahi (2021) gave an improved infinite feature selection for multiclass classification (IIFS-MC) to eliminate the superfluous attributes.

To increases the speed and deviation of mutual information among multi-valued attributes, the values of features are normalized in $[0, 1]$. The authors gave a NMIFS to reduce the algorithm complexity and obtain the optimal features. The experiment results showed that the NMIFS method has better performance on feature selection on several benchmark problems.

On the other hand, the classifier will directly affect the accuracy of anomaly detection (Yilei et al., 2021). JooHwa and KeeHyun (2019) designed an IDS with autoencoder-conditional, the generative adversarial networks and the random forest (AE - CGAN - RF), autoencoder-conditional method was adopted to reduce high-dimensional data dimension and to get a higher detection rate. Jiadong et al. (2019) gave a hybrid multilevel intrusion detection model. The outliers detection algorithm can effectively reduce some redundant attributes and improve the speed of detection. Alyaseen et al. (2017) used K - means algorithm to achieve training data set in a multilevel hybrid intrusion detection model, with which, they got better performance of classifiers. Yang et al. (2019) proposed an Effective IDS using the Modified Density Peak Clustering Algorithm and Deep Belief Networks (MDPCA-DBN). They used the Modified Density Peak Clustering Algorithm and Deep Networks to reduce the size of the training set, solve the imbalance of sample, and improve the efficiency of detection. Song et al. (2018) proposed an anti-adversarial hidden markov model for network-based intrusion detection (AA-HMM). However those algorithms had lower self-adaptability, lower detection rate, and higher false alert rate for small samples sets.

In order to improve the self-adaptability, the GA is used in IDS. Cheng et al. (2016) put forward an IDS using a new fuzzy rule-based classification system based on GA. A fuzzy rule-base classification system is used to find a compact set of fuzzy if-then classification rules. Genetic algorithm was used for rule weights specification (Varzaneh and Rafsanjani, 2021). Feng and Dou (2021) presented a weighted intrusion detection model of the dynamic selection (WIDMoDS) based on data features. The standards of classifier selection in dynamic selection were updated. Xi et al. (2021) introduced immune adaptive and feedback mechanism to build a multisource neighborhood immune detector adaptive model (MS-NIDAM). The detectors can be adaptively evolved in a more targeted search domain. But this method is greatly influenced by initial population distribution, and the crossover and mutation probability of genetic operators are fixed, which are not conducive to search the global optimal solution.

In the stage of generation of classifier, the quantum computing theory and cooperative evolution of multiple operators are applied to improve the detectors. The authors give an anomaly detection method based on a normalized mutual information and cooperative evolution of multiple operators based on adaptive parallel quantum genetic algorithm. The contributions of this paper include:

1. In the features selection stage, to improve the anomaly detection speed, the NMIFS method is used to select the optimum detection features from a given sample features set and achieve effective dimensionality reduction of high dimensional feature data.
2. In the stage of generation of classifier, combined with a strong learning generalization of genetic algorithm and the acceleration of the quantum computing, the authors give a MOP-AQGA algorithm. Synthesizing the two improved algorithms above, the authors give an anomaly detection method based on a normalized mutual information and cooperative evolution of multiple operators based on adaptive parallel quantum genetic algorithm.
3. Finally, with the benchmark of NSL-KDD and CICIDS2017, experiments are given to verify the reduction performances of NMIFS. Detection experiments are to verify the anomaly and classification performances of MOP-AQGA, especially for small sample sets. The results on
anomaly data from real network traffic indicate that this method has a higher detection accuracy and lower false positive rate compared with other existed anomaly detection algorithms.

THE NORMALIZED MUTUAL INFORMATION FEATURE SELECTION ALGORITHM

Entropy is a mathematical measure for uncertain random variables and used to describe a measure of the random variables for the average amount of information. If \( X, Y \) is denoted as the two discrete random variables with joint probability mass function \( p(x, y) \) and marginal probability \( p(x), p(y) \), the information entropy of \( X \) is defined as (Wanwei et al., 2017):

\[
H(X) = -\sum_{i=1}^{m} p(x_i) \log_2 p(x_i)
\]  

(1)

The combination entropy \( H(X, Y) \) of random variable \( X \) and \( Y \) is defined as:

\[
H(X,Y) = -\sum_{i=1}^{m} \sum_{j=1}^{n} p(x_i, y_j) \log_2 p(x_i, y_j)
\]  

(2)

\( x_i \) and \( y_j \) denote all possible values of \( X \) and \( Y \) respectively.

The combination entropy \( H(X, Y) \) is the uncertainty of measurement between \( X \) and \( Y \). The angle of \( H(X, Y) \) is \( \max\{H(X), H(Y)\} \leq H(X, Y) \leq H(X) + H(Y) \). When \( X \) depends on \( Y \), the value of \( H(X, Y) \) is the minimum, when \( X \) and \( Y \) are independent of each other, the value of \( H(X, Y) \) is the maximum.

The mutual information (MI) is the information measure of two random variables, namely common information measure of two random variables. The mutual information (MI) between \( X \) and \( Y \) is defined as:

\[
I(X;Y) = \sum_{i=1}^{m} \sum_{j=1}^{n} p(x_i, y_j) \log_2 \frac{p(x_i, y_j)}{p(x_i)p(y_j)}
\]  

(3)

Two main properties which distinguish mutual information with other related measurements are: (a) the ability to measure any kind of variables relationship and (b) invariance under space transformation. The former property is from mutual information, which is based on the combination probability density function and edge probability density function of the variables without any statistic information of variable gradient. The second property is based on the fact that the number of independent variables in Eq. (3) is dimensionless, therefore, the integral value is irrelevant to the selected coordinate (feature space transform). This feature still remains in differentiable or reversible transformation. The relation among mutual information, entropy, and combination entropy is:

\[
I(X;Y) = H(X) + H(Y) - H(X,Y)
\]  

(4)

The minimum value of entropy is the upper bound of mutual information of \( I(X;Y) \). The range of the value is: \( 0 \leq I(X;Y) \leq \min\{H(X), H(Y)\} \). FNMI algorithm adopts symmetrical uncertainty.
to measure the correlation between features and categories, features $X$ and features $Y$. The symmetric uncertainty $SU(X, Y)$ between two random variables $X$ and $Y$ is defined as:

$$SU(X, Y) = 2\frac{H(X) - H(X | Y)}{H(X) + H(Y)} = \frac{I(X; Y)}{[H(X) + H(Y)]/2}$$ (5)

Because $\min\{H(X), H(Y)\} \leq [H(X) + H(Y)]/2$, the definition of entropy can be denoted $H(X) = \log_2 \sum_{i=1}^{m} p(x_i) \frac{1}{p(x_i)} = \log_2 m$ with Jensen inequation. So we can get $0 \leq H(X) \leq \log_2 m$. $m$ and $n$ are the number of possible values of discrete random variables $X$ and $Y$ respectively. The fast-normalized mutual information is defined as:

$$NMI(X; Y) = \frac{I(X; Y)}{\min \{\log_2 m, \log_2 n\}}$$ (6)

By formula (6), the features values of anonymous logs are normalized in the range of $[0, 1]$ before executing the feature selection algorithm. Standardized process of the fast normalized mutual information feature selection is shown in table 1.

**Table 1. Standardized process of the fast normalized mutual information feature selection**

| Step | Description |
|------|-------------|
| Initialization: | Set $F = \{f_i, i = 1, \ldots, N\}$, which contains $N$ features. Make $S = \{\emptyset\}$ |
| Calculate the mutual information between features and classes: | For each $f_i \in F$, calculate $NMI(f_i; C)$ |
| Select the first feature: | Find $\hat{f} = \max_{i=1, \ldots, N} \{I(f_i; C)\}$. Set $F \leftarrow F \setminus \{\hat{f}\}, S \leftarrow \{\hat{f}\}$ |
| Greedy choices: | Repeat these steps until $|S| = k$ |
| Calculate the mutual information among features: | For each pair $(f_i, f_s) \in F$, calculate $NMI(f_i; f_s)$. Where $f_i \in F$ and $f_s \in S$ until the completion of the iteration |
| Turn to the next feature: | Choose feature $f_i \in F$ making Eq.(10) reach the maximum. Set $F \leftarrow F \setminus \{f_i\}, S \leftarrow \{\hat{f}\}$ |
| Output set $S$ with $K$ selected features |

**THE COOPERATIVE EVOLUTION OF MULTIPLE OPERATORS BASED ADAPTIVE PARALLEL QUANTUM GENETIC ALGORITHM**

GA has the adaptive mechanism, so it can be used in IDS to obtain higher detection performances. In order to generate better detectors and increase the diversity of population, the cooperative evolution of multiple operators, parallel multi-universe mechanism, and quantum theory are applied to improve the GA. GA has the ability to assign reasonable rotation Angle step length to individuals according to their fitness. GA can accelerate the algorithm convergence speed.
THE COOPERATIVE EVOLUTION OF MULTIPLE OPERATORS

This paper adopts the cooperative evolution of multiple operators to obtain the mutation probability of the individuals in the population according to the calculation values of more operator in every generation, with which we can increase the population diversity in the late period of population evolution. Hamming distance denotes the similarity of different individual species. Hamming distance is smaller, individuals have the higher similarity.

The cooperative evolution of multiple operators uses the individual similarity to measure the individual operators. The individual fitness evaluation operator and population mutation operator are applied to determine the mutation probability of the individuals in the current population.

**Individual similarity evaluation operator** $x_{\text{sim}}$: $x_{\text{sim}}$ is used to calculate the individual differences in current population and is defined in formula (7) (Zhi-jian et al., 2019).

$$x_{\text{sim}} = \begin{cases} \frac{d_{\text{avg}} - d_{\text{min}}}{d_{\text{max}} - d_{\text{min}}}, & d_{\text{max}} \neq d_{\text{min}} \\ 0, & d_{\text{max}} = d_{\text{min}} \end{cases}$$  \hspace{1cm} (7)

In formula (7), $d_{\text{max}}$ is the individual which has the maximal hamming distance with the optimal ones in the current population, $d_{\text{min}}$ is the individual which has the minimal hamming distance with the optimal ones in the current population, and $d_{\text{avg}}$ is the average hamming distance of all individuals with the optimal ones in current population. The larger the individual similarity evaluation operator is, the more different the individual is in the current population, then we can use larger mutation probability to increase population diversity; On the contrary, the smaller the $x_{\text{sim}}$ is, we can use smaller mutation probability to maintain the stability of the population.

The individual fitness evaluation operator $y'_{\text{fit}}$: $y'_{\text{fit}}$ is adopted to evaluate the $i$th individual’ fitness in current population, which is defined as formula (8):

$$y'_{\text{fit}} = \begin{cases} \frac{f_{\text{max}} - f_i}{f_{\text{max}} - f_{\text{min}}}, & f_{\text{max}} \neq f_{\text{min}} \\ 0, & f_{\text{max}} = f_{\text{min}} \end{cases}$$  \hspace{1cm} (8)

In formula(8), $f_{\text{max}}$ is the best fitness value, $f_{\text{min}}$ is the worst fitness value, and $f_i$ is the $i$th individual’s fitness. If the value of $y'_{\text{fit}}$ is higher, the fitness of the $i$th individual is closer to the worst individual in current population. We should select higher mutation probability when the individuals mutate.

**The population variation adjustment operator** $F_{\text{arc}}(n)$: $F_{\text{arc}}(n)$ is the function of the current evolution algebra $n$, we take the method by gradually increasing individual mutation probability to solve the problem of premature convergence. Population variation adjustment operators are defined as shown in formula (9):
\[
F_{\text{acc}}(n) = \begin{cases} 
F_{\text{acc}}(n-1) + C \times \frac{s-n}{s}, & f_{\text{max}}(n) = f_{\text{max}}(n-T) \land n>T \\
F_{\text{acc}}(n-1), & f_{\text{max}}(n) \neq f_{\text{max}}(n-T) \land n>T \\
0, & n \leq T
\end{cases}
\]  

\( (9) \)

\( N \) is the current evolution algebra. \( s \) denotes the biggest evolutionary algebra. Constant \( T \) is the iterations number when optimum individuals don’t change continuously in current population. Constant \( C \) (\( 0 < C \)) is the adjusting parameter. \( f_{\text{max}}(n) \) is the optimal fitness value in the nth generation populations. When the optimal fitness value of the populations does not change for \( T \) consecutive generation, and the evolution algebra doesn’t reach the maximum, the mutation probability is increased to adjust the variation probability, which is calculated by \( s, n, \) and \( C \).

Individual similarity evaluation operator \( x_{\text{sim}} \), individual fitness evaluation operator \( y'_{\text{fit}} \), and population variation adjustment operator \( F_{\text{acc}}(n) \) are used to calculate the current the mutation probability of the individuals in the population. The mutation probability is shown in formula (10).

\[
p_{n}^{i} = \begin{cases} 
p_{0} \times y_{\text{fit}}^{n} \times x_{\text{sim}} + F_{\text{acc}}(n), & f_{\text{max}} \neq f_{\text{min}} \\
0, & f_{\text{max}} = f_{\text{min}}
\end{cases}
\]

\( (10) \)

In formula (10), \( p_{n}^{i} \) is the \( i \)th individual’s mutation probability in the nth generation population and \( p_{0} \) is the initial value of mutation probability.

THE MOP-AQGA

MOP-AQGA includes three mechanisms: adaptive adjustment of rotation angle, the cooperative evolution of multiple operators, and multi-universe mechanism. Adaptive adjustment mechanism of rotation angle adjusts rotation angle step length dynamically with the individual fitness. The rotation angles are shown in Table 2 (Ada et al., 2015; Zhi-jian et al., 2019).

Table 2. Adaptive adjustment mechanism of rotation angle adjusts rotation angle

| \( x_{i}^{j} \) | \( b_{i} \) | \( f(X') \geq f(X'_{\text{best}}) \) | \( \Delta \theta_{i}^{j} \) | \( S(\alpha_{i}^{j}, \beta_{i}^{j}) \) |
|---|---|---|---|---|
| | | | \( \alpha_{i}^{j} \beta_{i}^{j} > 0 \) | \( \alpha_{i}^{j} \beta_{i}^{j} < 0 \) | \( \alpha_{i}^{j} = 0 \) | \( \beta_{i}^{j} = 0 \) |
| 0 | 0 | false | \( \theta_{1}^{j} = 0 \) | - | - | - | - |
| 0 | 0 | true | \( \theta_{2}^{j} = 0 \) | - | - | - | - |
| 0 | 1 | false | \( \theta_{3}^{j} = \theta_{i}^{j} \) | +1 | -1 | 0 | \( \pm 1 \) |
| 0 | 1 | true | \( \theta_{4}^{j} = \theta_{i}^{j} \) | -1 | +1 | \( \pm 1 \) | 0 |

Table 2 continued on next page
In table 2, $f(X)$ denotes the fitness value of individual $x$; $x^i_j$ is the $i$th gene of the $j$th individual; $b_i$ is the $i$th value of the best individual in current population; $S(\alpha^i_j, \beta^i_j)$ is the rotation direction of rotation angle in polar coordinates; and $\theta^i_j$ is the rotation angle of step length of the $j$th individual. $\theta^i_j$ is defined in formula (11).

$$\theta^i_j = \begin{cases} f_{\min}^{j} & \text{if } \alpha^i_j \beta^i_j > 0 \\ f_{\max}^{j} - f_{\min}^{j} & \text{if } \alpha^i_j \beta^i_j < 0 \\ f_{\max}^{j} - f_{\min}^{j} & \text{if } \alpha^i_j \beta^i_j = 0 \\ 0 & \text{if } \alpha^i_j \beta^i_j = 0 \end{cases}$$  \hspace{1cm} (11)$$

The relationship between rotation angle step length and the current individual fitness value is linear, individuals with higher fitness can be allocated larger rotation angle step length, and individuals with lower fitness can be allocated smaller rotation angle step length. The two methods above can make individuals change their status as soon as possible (Yuan et al., 2021; Zhang et al., 2021).

In the current population, the $i$th evolution of rotation angle step length and rotation direction of the $j$th individuals are shown in formula (12).

$$\Delta \theta^i_j = \theta^i_j \times S(\alpha^i_j, \beta^i_j)$$  \hspace{1cm} (12)$$

In order to reduce the time cost of the extra calculation and improve the efficiency of the algorithm, the authors use multi-universe mechanism in MOP-AQGA. This paper uses the model of 4 universes to finish the parallel computing algorithm.

The main universe is responsible for the communication and collaboration with other auxiliary universes. Each universe executes population evolution independently. In certain periods, some excellent individuals migrate between main universe and auxiliary universe, so some poor individuals are replaced by excellent individuals. The scale of the universe immigration is usually set in the range 10% to 20% of the population size.
The cooperative evolution of multiple operators based adaptive parallel quantum genetic algorithm is shown in Table 3.

### Table 3. MOP-AQGA

| Step                                                                 | Description                                                                 |
|----------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Initialize the population: $t \leftarrow 0$;                        | For each universe, execute following steps:                                  |
| Create $Q(t)$;                                                      | Observe $Q(t)$ and obtain the observed state $P(t)$;                        |
| Calculate and evaluate the fitness of individuals of $P(t)$;       | Select the optimal individuals into $B(t)$;                                  |
| while (the individuals’ lives are less than or equal to the maximum algebra evolution) do | For each universe, execute the following steps:                             |
| $t \leftarrow t + 1$;                                              | Observe $Q(t)$ and obtain the observed state $P(t)$;                        |
| Calculate and evaluate the new fitness of individuals of $P(t)$;   | Calculate the angle rotation step with formula (11);                        |
| Update $Q(t)$ with angle rotation step;                            | Select the optimal individuals into $B(t)$;                                  |
| Calculate collective mutation operator with formula (7) - (9);     | The optimal individuals migrate among different universes;                  |
| Calculate individuals’ variation probability calculation with formula (10); | Select the optimal individuals into $B(t)$;                                  |
| Individuals mutate with their mutation probability;                | Save the optimal individuals of all individuals into global variable $b$.    |

### THE ANOMALY DETECTION METHOD BASED ON NMIFS MOP-AQGA

The anomaly detection model based on NMIFS MOP-AQGA has two phases: off-line training and on-line detection. The detection flow based on NMIFS MOP-AQGA is shown in Figure 1.
The flow of the training phase is as follows:

1. The offline cache data are as the input origins. NMIFS module extracts the given traffic feature data and creates the training samples set.
2. Execute the NMIFS algorithm, reduce high-dimensional feature data and get the effective data set with the method that we calculate the normalized mutual information between various features and different behavior categories in the sample data to get the best combination features set.
3. Plug the above best combination feature vector into the MOP-AQGA classifier. Learn, train, and acquire the anomaly detection individuals.

The main work of the detection phase is:

1) After sampling the received data packet, extract the flow detailed records with the pre-definition features in actual applications.
2) Select d-dimensional important features from the flow detailed record through the NMIFS module. Then, compare it with the detection model in the training phase and output the accurate detection results.

SIMULATIONS AND ANALYSIS FOR NS-KDD AND CICIDS2017

To verify the effectiveness of the proposed method NMIFS MOP-AQGA, in the experiments, the authors take the intrusion scenario correlation benchmarks NS-KDD and CICIDS2017. Therefore, they use some common performance indicators as parameters to detect antigens and present comparison analysis respectively according to NSL-KDD and CICIDS2017 data set. NSL-KDD and CICIDS2017 both include small attacks samples, with which the authors research the attack classification performances of NMIFS MOP-AQGA algorithm for small samples. With CICIDS2017 data set, the purpose is to research classification performances about new attacks.

DATA SET AND SIMULATION ENVIRONMENT SETUP

The minimum rotation angle step length is $K_1 = 0.001\pi$, the maximum rotation angle step length is $K_2 = 0.05\pi$, the initial mutation probability is $P_0 = 0.8$, the variation operator adjustments constant $C$ is 0.08, and the parallel universe number is 4.

The anomaly detection algorithm NMIFS MOP-AQGA is implemented with C, simulation environment: CPU is the Intel Pentium of 4, 3.20 GHz, memory is 16 GB, and the operating system for Microsoft Windows 2016.

NSL-KDD

Lincoln laboratory provided NSL-KDD data set for experiment simulations of IDS. The training sample set KDDTrain + includes 125,973 records. The test sample set includes KDDTest - 21 and KDDTest +, which contain Normal, Dos, the Probe, and U2R and R2L five species of samples.

When the authors execute the experimental simulation, all the training samples are used to get the optimal features, and test samples KDDTest + are applied to test the NMIFS MOP-AQGA algorithm. Sample distributions of the data set are shown in Table 4.
As a result that U2R attacks samples are less than others, 67 U2R attacks of the KDDTest + data set are put as the experimental data also.

**CICIDS2017**

CICIDS2017 includes normal samples and 15 types of attacks, and contains 2,830,743 samples. In CICIDS2017, 60 percent of data are as the training samples, the rest of data are as testing ones. The distributions of samples are shown in Table 5.

| Type | Abbreviation | Number  |
|------|--------------|---------|
| Benign | Normal | 2,273,097 |
| Distributed Denial-of-service (DDos) | Ddos | 128,027 |
| Port Scan | PortS | 158,930 |
| Bot | Bot | 1,966 |
| Infiltration | Inf | 36 |
| Brute Force | XSS | 2,180 |
| Web Attack Structured Query Language (SQL) | XSS | 2,180 |
| Injection Cross-site Scripting (XSS) | XSS | 2,180 |
| File Transfer Protocol (FTP)- Patator | FTP | 7,938 |
| Secure Shell (SSH)- Patator | SSH | 5,897 |
| Denial-of-service (Dos) GoldenEye | DoSGE | 10,293 |
| DoS Hulk | DoSHu | 231,073 |
| DoS Slowhttptest | DoSSH | 5,499 |
| DoS Slowloris | DoSSL | 5,796 |
| Heartbleed | Heart | 11 |

**Table 5. CICIDS2017’ distribution**

The data preprocessing and evaluation standards

There are four stages in the detection experiment: data normalization, data reduction, training, and testing. The effectiveness of some small features values may be easily ignored, since there are large
differences among features in the data set. The features need to be normalized before we apply NMIFS to select features. The authors assumed the data set contains $n$ records and $f_{j[i]}$ represents the $i$th feature in the $j$th record. The authors first calculated its mean and standard deviation by adopting the following equations:

$$
\bar{f}_j[i] = \frac{1}{n} \sum_{j=1}^{n} f_j[i]
$$

(13)

$$
s_j[i] = \sqrt{\frac{1}{n-1} \sum_{j=1}^{n} (f_j[i] - \bar{f}_j[i])^2}
$$

(14)

Where $\bar{f}_j[i]$ and $s_j[i]$ stand for the mean and standard deviation of the $i$th feature, respectively. Then, the authors normalized all features using (15) (Imamverdiyev & Abdullayeva, 2018):

$$
\hat{f}_j[i] = \frac{f_j[i] - \bar{f}_j[i]}{s_j[i]}
$$

(15)

The evaluation criteria of the test results are as follows (Moustafa, 2017):

$$
DR = \frac{TP}{TP + FN}
$$

(16)

$$
FAR = \frac{FP}{TN + FP}
$$

(17)

$$
Pre = \frac{TP}{TP + FP}
$$

(18)

$$
Acc = \frac{TP + TN}{TP + TN + FP + FN}
$$

(19)

$$
F1-score = \frac{2 \times DR \times Pre}{DR + Pre}
$$

(20)

$TP$ denotes that the samples which belong to intrusions are correctly recognized; $TN$ denotes the samples which belong to normal data are correctly recognized; $FP$ denotes the samples which do not
belong to intrusions are wrongly recognized as behaviors which are belonging to intrusions; and FN denotes the samples which belong to normal data are wrongly recognized as behaviors which are not belonging to normal data (Tao et al., 2021; Xiaohui et al., 2019).

THE BEST FEATURES SET SELECTION BASED ON NMIFS

NMIFS algorithm is adopted to obtain the normalized mutual information between the statistical features and category labeled features. According to the normalized mutual information, the subsequent classifier combines these features by their importance. The NSL-KDD and CICIDS2017 are used to test the NMIFS. The results and comparisons are shown in following subsections.

NSL-KDD

The authors sort the features according to the normalized mutual information, so that the subsequent classifier combines different numbers of features which can be tested though the C4.5 decision tree classifier, as seen in Figure 2. They also compared the proposed algorithm with the mRMR algorithm and IIFS-MC algorithm. The convergence rates of DR and FAR are obviously faster than the mRMR and IIFS-MC algorithms.

It’s concluded from the experiments: when the number of features is 20, the difference between the NMIFS algorithm’s DR and FAR is greatest, meanwhile the DR is more than 90%. While the number of features is 25 and 20, the difference between the mRMR and IIFS-MC algorithm’s (Panigrahi et al., 2021) DR and FAR are greatest respectively. Therefore, the authors choose the top 20 most important features as the best features in the NMIFS algorithm. The can get the conclusion that among the same type of classification algorithms, NMIFS has a better feature reduction performance than mRMR. Table 6 shows the best feature subset among 3 algorithms.

Figure 2. The comparisons on feature selection of FMIS, mRMR, and IIFS-MC
The features selection process is the same with that of NSL-KDD above. The comparisons on feature selection of FMIS, mRMR, and IIFS-MC are shown in Figure 3.

Table 6. The best feature subset

| Algorithm    | The Features Number | Selected Features (Label Number) |
|--------------|---------------------|----------------------------------|
| NMIFS        | 20                  | 12,3,6,23,2,32,5,24,36,35,33,1,30,37,4,29,39,38,25 |
| mRMR         | 25                  | 32,27,23,5,3,12,13,22,11,2,9,37,28,38,1,4,6,14,29,40,39,35,33,41,30 |
| IIFS-MC      | 20                  | 2,3,17,4,5,18,12,6,15,16,8,19,11,13,14,23,28,10,22,36 |

CICIDS2017

The features selection process is the same with that of NSL-KDD above. The comparisons on feature selection of FMIS, mRMR, and IIFS-MC are shown in Figure 3.

Figure 3. The comparisons on feature selection of FMIS, mRMR, and IIFS-MC

With the number of features increasing, the DR is rising, and the FAR is decreasing. The convergence rate of NMIS is the fastest one among the three algorithms.

For NMIFS, when the number of features is 32, the difference between DR and FAR is greatest, meanwhile the DR is more than 93%. While the authors take the mRMR and IIFS-MC to simulate, the numbers of features is 37 and 34 and the differences between DR and FAR are greatest, meanwhile the DRs are about 90%. Table 7 shows the best feature subset through the two algorithms. There are 76 features in CICIDS2017, after features selection, the number of features is 32, the total time of intrusion detection is almost half of that before reduction.
In conclusion, NMIFS can get the highest convergence speed among the three algorithms. So when the authors simulate with NSL-KDD, they use features collection \{12, 3, 6, 23, 2, 32, 5, 24, 36, 35, 33, 1, 30, 37, 4, 29, 39, 38, 25\} to generate the detectors; when they simulate with CICIDS2017, they use features collection \{1, 75, 73, 18, 33, 67, 11, 35, 25, 55, 56, 57, 58, 20, 59, 60, 32, 49, 23, 45, 50, 43, 74, 76, 15, 19, 31, 14, 30, 44, 71, 16, 38\} to generate the detectors.

**THE ANOMALY DETECTION PERFORMANCE RESULTS COMPARED WITH RELATED WORKS**

In pre-section, the authors get the optimal features sets. With those features, the antibodies are put into the classifier. In the same way, NSL-KDD and CICIDS2017 are applied to verify the MOP-AQGA. The results are shown as follows.

**NSL-KDD**

The classification and anomaly detection performance results include the confusion matrix, the Receiver Operating Characteristic (ROC), classification results, and anomaly detection results.

*The Confusion Matrix*

The confusion matrix is adopted to evaluate the performances of NMIFS MOP-AQGA. The 22,544 samples in Table 4 are used to verify the NMIFS MOP-AQGA algorithm. The normal samples, Dos attacks, the Probe attacks, U2R attacks and R2L attacks are applied to test respectively, the results are shown in Table 8. The column data denote the actual classified results, the row data denote the predicted classified results.

| Algorithm | The Features Number | Selected Features (Label Number) |
|-----------|---------------------|----------------------------------|
| NMIFS     | 32                  | 1.75,73,18,33,67,11,35,25,55,56,57,58,20,59,32,49,23,45,50,43,74,76,15,19,31,14,3,0,44,71,16,38 |
| mRMR      | 37                  | 1.75,73,18,28,33,67,11,35,25,17,55,56,57,58,20,59,60,32,49,23,45,50,43,74,76,15,19,31,14,70,30,44,71,68,16,38 |
| IIFS-MC   | 34                  | 1.25,20,75,76,73,18,23,28,31,33,55,56,57,58,59,60,32,49,45,50,43,74,19,14,70,30,44,68,11,16,38,71 |

**Table 7. The best feature subset**

| Algorithm | The Features Number | Selected Features (Label Number) |
|-----------|---------------------|----------------------------------|
| NMIFS     | 32                  | 1,75,73,18,33,67,11,35,25,55,56,57,58,20,59,32,49,23,45,50,43,74,76,15,19,31,14,3,0,44,71,16,38 |
| mRMR      | 37                  | 1,75,73,18,28,33,67,11,35,25,17,55,56,57,58,20,59,60,32,49,23,45,50,43,74,76,15,19,31,14,70,30,44,71,68,16,38 |
| IIFS-MC   | 34                  | 1.25,20,75,76,73,18,23,28,31,33,55,56,57,58,59,60,32,49,45,50,43,74,19,14,70,30,44,68,11,16,38,71 |

| Actual Values | Norm | DoS | Probe | U2R | R2L |
|---------------|------|-----|-------|-----|-----|
| **Predicted Values** | Norm | DoS | Probe | U2R | R2L |
| Norm          | 9,201| 21  | 79    | 3   | 16  |
| DoS           | 110  | 7,360| 58    | 8   | 112 |
| Probe         | 98   | 72  | 2,274 | 6   | 2   |
| U2R           | 121  | 0   | 1     | 45  | 6   |
| R2L           | 180  | 5   | 10    | 5   | 2,751 |

**Table 8. The confusion matrix of NMIFS MOP-AQGA**
The ROC Curves

In order to verify the proposed algorithm, the authors compare the NMIFS MOP-AQGA algorithm with other classifiers. So they run the NMIFS MOP-AQGA algorithm with NSL-KDD and get the experiment results which are used in comparisons.

The K – means (Alyaseen et al., 2017), the AE - CGAN – RF (Jiadong et al., 2019), AA – HMM (Song et al., 2018), MDPCA- DBN (Yang et al., 2019), GA (Ying-Wu et al., 2010), and the NMIFS MOP - AQGA algorithm proposed in this paper are used to train and test with experimental data set. The ROC curves on five kinds of data set are shown in Figure 4. The results show: both with the normal data set, and the abnormal data set (DOS, the Probe, R2Land U2R), we can get a lower FAR a higher DR. Especially for R2L and U2R, the small samples set, we can get a higher detection rate and lower false detection rate. The detection rate of R2L is about 85.7% and the detection rate of U2R is about 76.3%.

From Figure 4, for the five types of samples sets, the NMIFS MOP-AQGA algorithm has higher DR and lower FAR than the other five algorithms.

The Classification Detection Performance

In order to test the classification performance of the NMIFS MOP - AQGA algorithm, especially about the detection of small samples set, such as U2R and R2L, the NMIFS MOP - AQGA algorithm
is compared with other algorithms in table 9. Algorithm detection rates according to different attack types are shown in Table 9.

Table 9. The DR comparisons of different algorithms

| Method                                  | Norm  | Dos   | Prb   | U2R   | R2L   |
|-----------------------------------------|-------|-------|-------|-------|-------|
| Mixed multilayer model (Alyaseen et al., 2017) | 98.13 | 99.54 | 87.22 | 21.93 | 31.39 |
| MDPCA-DBN (Yang et al., 2019)           | 97.38 | 81.09 | 73.94 | 17.25 | 6.50  |
| Outlier+RF (Jiadong et al., 2019)       | 97.66 | 97.32 | 95.34 | 21.05 | 31.96 |
| NMIFS MOP-AQGA                          | 94.76 | 98.69 | 93.89 | 67.17 | 95.29 |

In Table 9, it is concluded that the proposed NMIFS MOP - AQGA algorithm has the highest DR among all the algorithms for the three types of attacks: Probe, U2R, and R2L attacks. For Dos attacks, the DR is lower than Mixed multilayer model (Alyaseen et al., 2017); For normal logs, the DR is lower. The NMIFS MOP - AQGA algorithm has a higher detection rate for all types of attacks; especially, it can improve the DR of the algorithm for small samples datasets.

Literature (Yang et al., 2019) gave the MDPCA – DBN’s confusion matrix. With the results of the confusion matrix the authors calculated the DR and the Pre - and F1 scores. The results, compared with results of this paper, are shown in Table 10.

Table 10. The classification performances comparisons of different algorithms

| Type   | DR | Pre | F1-Score |
|--------|----|-----|----------|
|        | MDPCA-DBN | NMIFS MOP-AQGA | MDPCA-DBN | NMIFS MOP-AQGA | MDPCA-DBN | NMIFS MOP-AQGA |
| Norm   | 71.42 | 94.76 | 97.38 | 98.72 | 82.40 | 96.69 |
| Dos    | 96.34 | 98.69 | 81.09 | 96.23 | 88.06 | 97.44 |
| Probe  | 85.85 | 93.88 | 73.94 | 92.74 | 79.45 | 93.31 |
| U2R    | 11.82 | 67.16 | 6.50  | 26.01 | 8.39  | 37.50 |
| R2L    | 57.30 | 95.29 | 17.25 | 93.22 | 26.51 | 94.24 |
| average| 64.54 | 89.96 | 55.23 | 81.39 | 56.96 | 83.84 |

The conclusions are shown in Table 10: the NMIFS MOP - AQGA algorithm has higher DR, Pre, and F1-Score than MDPCA-DBN. Especially for the U2R and R2L, the proposed algorithm has better classification performances to small samples sets.

The Abnormal Detection Performance

Last, the authors compared the abnormal detection performance of the NMIFS MOP - AQGA algorithm with the algorithms in this paper. In order to finish the abnormal detection, all the attacks are as abnormal samples for testing. The testing samples are for testing; each group of data are run 10 times and the average values are calculated. The comparisons of the abnormal detection performance are shown in Table 11.
From table 11, the results showed that the proposed NMIFS MOP - AQGA algorithm’s false positives are 0.71% higher and detection rate is 1.43% higher than the GA + Fuzzy algorithm in Varzaneh and Rafsanjani (2021); all the detection indicators are better than other algorithms, and there is a better balance between the DR and the FAR.

**CICIDS2017**
Because CICIDS2017 has more and newer types of attacks, we take it as simulation dataset. The detection performance results include the confusion matrix, the classification results comparisons.

**The Confusion Matrix**
In Table 12, 1,132,296 testing samples are applied to simulate with the NMIFS MOP - AQGA algorithm. The testing set includes 909,239 normal samples, 51,211 samples of Ddos, 63,572 PortS samples, 786 Bot samples, 14 Inf attack samples, 872 XSS attack samples, 3,175 FTP attack samples, 2,359 SSH attack samples, 4,117 DosGE attack samples, 92,429 DosHu attack samples, 2,200 attack samples, 2,318 DoSSL attack samples, and 4 Heart attacks samples. The results are shown in Table 12.

### Table 11. The comparisons of the abnormal detection performance (N/A denotes the results are unknown)

| Algorithm                        | DR   | Acc  | FAR  | Pre  | F1-score |
|----------------------------------|------|------|------|------|----------|
| K-means (Alyaseen et al., 2017)  | 95.17| 95.75| 1.87 | N/A  | N/A      |
| AE-CGAN-RF (JooHwa & KeeHyun, 2019) | 61.57| 66.18| 13.06| 95.51| 74.87    |
| AA-HMM (Song et al., 2018)      | 91.06| 93.48| N/A  | 93.63| 92.33    |
| MDPCA-DBN (Yang et al., 2019)    | 93.55| 94.36| 2.34 | N/A  | N/A      |
| GA+Fuzzy (Varzaneh & Rafsanjani, 2021) | 95.33| N/A  | 0.18 | N/A  | N/A      |
| WIDMoDS (Feng & Dou, 2021)      | N/A  | 99.60| N/A  | N/A  | 96.00    |
| MS-NIDAM (Xi et al., 2021)      | about 92.00 | N/A  | about 5.00 | N/A  | N/A      |
| NMIFS MOP-AQGA                   | 96.76| 98.72| 0.89 | 98.72| 96.69    |
In order to verify the proposed algorithm, classification performance comparison between NMIFS MOP - AQGA and other algorithms are shown in this section.

Performance comparisons are given for the two data sets respectively. The algorithm performance indexes in this section are calculated by confusion matrix. The detection performances of Single - RF, the RAFID, and AE - CGAN - RF (JooHwa & KeeHyun, 2019) are given, so the authors compare the NMIFS MOP - AQGA algorithm’s performances with these three algorithms for CICIDS2017 data sets. The results are shown in Figure 5, Figure 6, and Figure 7.

### Table 12. The confusion matrix for CICIDS2017

| Actual Values | Normal | Ddos | PortS | Bot | Inf | XSS | FTP | SSH | DosGE | DoSHu | DoSSH | DoSSL | Heart |
|---------------|-------|------|-------|-----|-----|-----|-----|-----|-------|-------|-------|-------|-------|
| **Predict Values** | 908,527 | 32 | 5 | 136 | 1 | 13 | 2 | 3 | 3 | 193 | 6 | 5 | 0 |
| Normal | 1 | 51,165 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Ddos | 307 | 0 | 0 | 63,558 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| PortS | 79 | 0 | 0 | 647 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Bot | 0 | 0 | 0 | 12 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Inf | 0 | 0 | 0 | 0 | 3 | 0 | 857 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| XSS | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| FTP | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 3170 | 0 | 0 | 0 | 0 | 0 | 0 |
| SSH | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2354 | 0 | 0 | 0 | 0 | 0 | 0 |
| DosGE | 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4106 | 9 | 1 | 1 | 0 | 0 |
| DoSHu | 295 | 8 | 0 | 0 | 0 | 0 | 0 | 7 | 92227 | 1 | 0 | 0 | 0 | 0 |
| DoSSH | 13 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 2 | 1 | 0 | 2187 | 3 | 0 |
| DoSSL | 2 | 0 | 0 | 0 | 0 | 0 | 3 | 0 | 0 | 0 | 4 | 2308 | 0 | 0 |
| Heart | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 | 0 |
Figure 5. Comparisons of classification performances for CICIDS2017

Figure 6. Comparisons of classification performances for CICIDS2017
For DR, Pre, and F1-Score the three detection indicators, the NMIFS MOP – AQGA algorithm, are superior to single random forest algorithm, RAFID algorithm, and similar to the AE - CGAN - RF algorithm (JooHwa & KeeHyun, 2019). It has better classification performances for the 13 datasets. And for small samples sets, such as Bot and Infiltration attacks, the detection performances are improved. The synthetic detection performances of the NMIFS MOP - AQGA algorithm proposed in this paper are better than that of the Single - RF RAFID and AE - RF algorithm.

In conclusion, NSL - KDD and CICIDS2017 are obtained from the simulated network environment which is similar to the actual one. With the NMIFS MOP - AQGA algorithm, classic intrusions can be classified, new attacks can be identified, the algorithm is feasible, and the algorithm has better detection performance. The MOP - AQGA algorithm can optimize antibodies and improve the detection performance. Through the above experiments, it is concluded that the proposed algorithm is practical to the actual network intrusion detection. With the MOP - AQGA algorithm, better detectors can be generated, so it has better adaptivity.

CONCLUSION

This paper applied the NMIFS algorithm to obtain the best features for sample features sets. With NMIFS, the authors got an effective dimension reduction from high dimensional features, so that the detection speed was improved. Also, the authors developed a cooperative evolution of multiple operators based adaptive parallel quantum genetic algorithm (MOP-AQGA), in which they used individual similarity evaluation operator, individual fitness evaluation operator, and population variation adjustment operator to get individuals’ mutation probability and, at the same time, applied
adaptive parallel quantum genetic algorithm to ensure the diversity of individuals. Experimental results on anomaly data from real network traffic showed that, the proposed method, NMIFS MOP-AQGA, has a higher detection accuracy, lower false positive rate, and better adaptability, especial according to small samples sets compared with existing anomaly detection algorithms. While the defect of algorithm is for unknown attacks research. The future work is to research the zero day attacks and how to detect the unknown attacks and deploy the algorithm in the Internet-of-Things (Tewari & Gupta., 2020).
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### APPENDIX A.

#### Table 13. Abbreviations table

| Abbreviation | Full Name |
|--------------|-----------|
| AE – CGAN – RF | autoencoder - conditional, the generative adversarial networks and the random forest |
| NMIFS MOP- AQGA | normalized mutual information feature selection and cooperative evolution of multiple operators based on adaptive parallel quantum genetic algorithm |
| IDS | intrusion detection system |
| NMIFS | normalized mutual information feature selection |
| MOP- AQGA | cooperative evolution of multiple operators based on adaptive parallel quantum genetic algorithm |
| SVM | support vector machine |
| FSA | Feature selection algorithm |
| mRMR | minimal- Redundancy- Maximal- Relevance |
| MDPCA-DBN | Modified Density Peak Clustering Algorithm and Deep Belief Networks |
| AA-HMM | anti-adversarial hidden markov model for network-based intrusion detection |
| GA | Generation algorithm |
| MS-NIDAM | multisource neighborhood immune detector adaptive model |
| DDos | Distributed Denial-of-service |
| SQL | Web Attack Structured Query Language |
| XSS | Injection Cross-site Scripting |
| FTP | File Transfer Protocol |
| SSH | Secure Shell |
| Dos | Denial-of-service |
| IIIFS-MC | Improved Infinite Feature Selection for Multiclass Classification (IIIFS-MC) |
| ROC | Receiver Operating Characteristic |