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Abstract. The waive of labels in the target domain makes Unsupervised Domain Adaptation (UDA) an attractive technique in many real-world applications, though it also brings great challenges as model adaptation becomes harder without labeled target data. In this paper, we address this issue by seeking compensation from target domain prior knowledge, which is often (partially) available in practice, \textit{e.g.,} from human expertise. This leads to a novel yet practical setting where in addition to the training data, some prior knowledge about the target class distribution are available. We term the setting as Knowledge-guided Unsupervised Domain Adaptation (KUDA). In particular, we consider two specific types of prior knowledge about the class distribution in the target domain: \textit{Unary Bound} that describes the lower and upper bounds of individual class probabilities, and \textit{Binary Relationship} that describes the relations between two class probabilities. We propose a general rectification module that uses such prior knowledge to refine model generated pseudo labels. The module is formulated as a Zero-One Programming problem derived from the prior knowledge and a smooth regularizer. It can be easily plugged into self-training based UDA methods, and we combine it with two state-of-the-art methods, SHOT and DINE. Empirical results on four benchmarks confirm that the rectification module clearly improves the quality of pseudo labels, which in turn benefits the self-training stage. With the guidance from prior knowledge, the performances of both methods are substantially boosted. We expect our work to inspire further investigations in integrating prior knowledge in UDA. Code is available at \url{https://github.com/tsun/KUDA}.
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1 Introduction

Deep neural networks have shown significant performance improvement in a variety of vision tasks [8, 30, 23, 12]. However, such performance highly relies on massive annotated data, which is often expensive to obtain. Unsupervised Domain Adaptation (UDA) addresses this issue by transferring a predictive model learned from a labeled source domain to an unlabeled target domain [25, 38, 40]. Despite the advancement made in recent years, UDA remains a challenging task due to the absence of labels in the target domain. On the other hand, in
many real-world applications, prior knowledge about the target domain is often readily available. In particular, some information about class distribution is often available without bothering labeling specific target samples. For example, botanists can estimate the proportion of wild species within a reserve using historical information; economists can tell whether vans are more possessed than other vehicles based on the local industrial structure; etc. Such prior knowledge may provide valuable clues that are complementary to the unlabeled training data, and can be especially beneficial when there exists a large distribution shift between source and target domains. In fact, prior knowledge has been used to compensate the deficiency of labeled data \[33, 14\], but its systematical integration into UDA solutions remains under-explored.

Inspired by the above observation, in this paper we study a novel setting of UDA, named Knowledge-guided Unsupervised Domain Adaptation (KUDA), as illustrated in Fig. 1. Specifically, in addition to target training samples \(D_t\), a collection of prior knowledge \(\mathcal{K}\) on target class distribution \(p_t(y)\) is accessible. In particular, we consider two types of prior knowledge: \textit{Unary Bound} that describes the lower and upper bounds of individual class probability \(p_t(c)\) (\textit{e.g.}, the probability of “square” is between 0.1 and 0.3), and \textit{Binary Relationship} that describes the relations between probabilities of two classes, \(p_t(c_1)\) and \(p_t(c_2)\) (\textit{e.g.}, there are more “triangles” than “squares”). The task of KUDA is to adapt a predictive model learned from a source domain to a target domain under the guidance from such prior knowledge. It is worth mentioning that there can be many other types of prior knowledge which may help to improve UDA performance, and we choose unary and binary statistics over the class distribution for their generality and accessibility in practice.
To incorporate the prior knowledge into domain adaptation, we propose a novel rectification module to refine model generated pseudo labels. We formulate the rectification procedure using prior knowledge as a Zero-One Programming (ZOP) [41] problem, where its optimal solution returns the updated pseudo labels. Moreover, smooth regularization is applied to maintain consistency of pseudo labels in neighboring samples. This module can be easily integrated into self-training-based UDA methods. To validate its effectiveness, we choose two recent state-of-the-art UDA methods, SHOT [18] and DINE [19], and improve them with the rectification module.

The experimental validation is conducted on four commonly used UDA benchmarks, two of which have a large label distribution shift by design. The results confirm that the rectification module improves the quality of pseudo labels and hence benefits the self-training stage. Consequently, the performances of two methods under the guidance of prior knowledge, named respectively kSHOT and kDINE, are substantially boosted compared with the vanilla versions. Our work demonstrates that it is important to consider target class prior knowledge, especially when the domain gap is large.

In summary, we make the following contributions:

- We study a novel and practical setting of Knowledge-guided Unsupervised Domain Adaptation (KUDA), where prior knowledge about target class distribution available in addition to unlabeled training samples.
- We introduce a general rectification module that refines pseudo labels with the guidance from prior knowledge. It can be easily plugged into self-training based UDA methods.
- Extensive experiments on both standard and label-shifted benchmarks validate that incorporating prior knowledge can significantly boost the performance of adapted models, reducing the reliance on target training data.

2 Related Work

Incorporating Prior Knowledge. There has been a long history of incorporating prior knowledge into machine learning tasks. Using prior knowledge removes or reduces the reliance on training data. The knowledge can be expressed in various forms, such as statistical descriptions from other data or human expertise, inductive biases, physical models, etc. The most related one to our work is target prior, where the distribution of target variable $p(y)$ is known [33, 14]. In [24], the class distribution prior conditioned on certain inputs is captured by generalized expectation. Zhu et al. [46] employ class priors to set thresholds on the propagation of labels. Wang et al. [39] assume that a parametric target prior model $p_{\theta}(y)$ can be obtained from relevant subjects yet having no correspondence with training data. Inductive biases have been widely used in deep neural networks. A canonical one is translation equivariance through convolutions [10, 37, 13]. Lin et al. [20] add geometric priors based on Hough transform in line detection. Physical models of image formation have been integrated into the tasks of image decomposition [1], rain image restoration [17], day-night adaptation [15], etc.
Domain Adaptation Settings. Domain Adaptation (DA) presents under many different settings. In the vanilla Unsupervised Domain Adaptation (UDA) \cite{45, 29, 3, 35}, only labeled data from a source domain and unlabeled data from a target domain are available. Since no labeled target data is available, UDA can be a challenging task when the domain gap is large. Semi-supervised DA (SSDA) \cite{32, 11, 16} assumes a few labeled target data is available, which often greatly boosts performance compared with UDA. Active DA \cite{5, 28, 42} further selects the most informative samples to query their labels from the oracle. Then human-defined criteria like uncertainty and diversity can be injected to measure the informativeness of samples. SSDA and Active DA can be viewed as incorporating additional instance-level label information compared with UDA. Another line is to reduce the information released by source domain, usually due to some privacy issues. Source-data free UDA \cite{18, 9, 4, 2} assumes only a trained model is offered by the source domain while source data are inaccessible. To conceal model details, the black-box source model \cite{21, 43, 19} is further studied.

Our study. Our proposed KUDA methods incorporate class distribution-level information and is complementary to all of the above-mentioned settings. It is the first work along this direction, and we expect to see further studies to explore richer prior knowledge for UDA or to extend the idea to general DA scenarios.

3 Knowledge-guided UDA

Preliminaries. In this paper, we focus on $C$-way classification problem for UDA tasks. We use $\mathcal{X}$ and $\mathcal{C} = \{0, 1, \ldots, C - 1\}$ to denote the input space and the label space respectively. In a vanilla UDA task, we are given labeled samples $D_s = \{(x^s_i, y^s_i)\}_{i=0}^{n_s-1}$ from a source domain $\mathcal{P}_S(\mathcal{X}, \mathcal{C})$, and unlabeled samples $D_t = \{(x^t_i)\}_{i=0}^{n_t-1}$ from a target domain $\mathcal{P}_T(\mathcal{X}, \mathcal{C})$. The goal of UDA is to learn a labeling function $f_t = h_t \circ g_t : \mathcal{X} \rightarrow \mathcal{C}$ for target domain, where $g_t$ is the feature extractor and $h_t$ is the label predictor.

Prior Knowledge of Target Class Distribution. The class distribution of target domain, $p_t(y)$, is an important quantity while inaccessible in UDA. One way is to estimate it from model predictions on unlabeled target data \cite{22}. However, this can often be unreliable when the domain gap is large. The deficiency of labeled target samples can be compensated with prior knowledge, e.g., from human expertise. In fact, it is often possible to obtain some information about class distribution without bothering labeling specific target samples in real-world applications. Table 1 lists two types of prior knowledge considered in this paper. Unary Bound describes the lower and upper bounds of individual class probability $p_t^{(c)}$, and Binary Relationship describes the relations between probabilities of two classes, $p_t^{(c_1)}$ and $p_t^{(c_2)}$. Both statistics over the class distribution are general and easy to obtain in practice. Other types of prior knowledge beyond these can be similarly defined in terms of three or more probabilities.

Setting of KUDA. We study a novel and realistic setting termed Knowledge-guided Unsupervised Domain Adaptation (KUDA). In KUDA, in addition to $D_s$ and $D_t$, we have access to some prior knowledge $\mathcal{K}$ about the target
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Table 1. Two types of prior knowledge considered in the paper.

| Knowledge Type           | Formulation                                                                 |
|--------------------------|------------------------------------------------------------------------------|
| Unary Bound (UB)         | \[ K = \left\{ \mu^{(c)} \leq \hat{p}^{(c)} \leq \mu^{(c)} \right\} | c \in \mathcal{C} \] |
| Binary Relationship (BR) | \[ K = \left\{ p^{(c_1)} - p^{(c_2)} \geq \delta^{(c_1,c_2)} \right\} | c_1, c_2 \in \mathcal{C} \] |

class distribution \( \hat{p}_t \). Such prior knowledge may provide valuable clues that are complementary to the unlabeled training data, and can be especially beneficial when there exists a large distribution shift between source and target domains. In particular, we assume that \( \mathcal{K} \) can be expressed in a collection of inequality constraints as listed in Tab. 1. The goal is to learn an optimal target labeling function \( f_t \) under the guidance from the prior knowledge \( \mathcal{K} \).

4 Method

4.1 Rectify Pseudo Labels with Prior Knowledge

Let us consider a general situation. Suppose we have a model predicted class probability matrix \( P \in \mathbb{R}^{n_t \times C} \) of target data. The pseudo label of the \( i \)-th sample can be obtained via \( \hat{y}_t^i = \arg \max_{p_i} \), where \( p_i \) is the \( i \)-th row of \( P \). This procedure can be equivalently expressed in a more compact form using one-hot label representation \( l_i \) and its matrix form \( L \) (i.e., \( l_i \) is the \( i \)-th row of \( L \)).

\[
\hat{L} = \arg \max_L \langle L, P \rangle, \quad \text{s.t.} \quad \begin{cases} 
\sum_c L_{i,c} = 1, & \forall i \in [n_t] \\
L_{i,c} \in \{0, 1\}, & \forall c \in \mathcal{C}, i \in [n_t] 
\end{cases} 
\]

where \( \langle \cdot, \cdot \rangle \) is the inner product of two matrices, and \( [n_t] \triangleq \{0, 1, \ldots, n_t - 1\} \).

For the optimal solution \( \hat{L} \) of Eq. 1, \( \hat{L}_{i,\hat{y}_t^i} = 1 \) and \( \hat{L}_{i,c} = 0 \) \( \forall c \neq \hat{y}_t^i \). Without any prior knowledge, the optimal \( l_i \) is assigned independently for each target sample. The empirical class probability \( \hat{p}^{(c)}_t = L_{i,c}/n_t \) is expected to be close to \( p^{(c)}_t \). However, this is often violated when the model predictions are noisy. When the prior knowledge \( \mathcal{K} \) about \( p_t \) is available, we can use it to rectify pseudo labels so that \( \hat{p}_t \) is more compliant with \( p_t \).

**Hard constraint form.** Given the inequalities listed in Tab. 1, we plug in \( \hat{p}_t \) and add the constraints to the optimization problem in Eq. 1. Then the optimization problem in hard constraint form can be formulated as:

- **Unary Bound.**

\[
\hat{L} = \arg \max_L \langle L, P \rangle, \quad \text{s.t.} \quad \begin{cases} 
\sum_c L_{i,c} = 1, & \forall i \in [n_t] \\
L_{i,c} \in \{0, 1\}, & \forall c \in \mathcal{C}, i \in [n_t] \\
\sum_i L_{i,c} \geq n_t \nu^{(c)}, & \forall c \in \mathcal{C} \\
- \sum_i L_{i,c} \geq -n_t \mu^{(c)}, & \forall c \in \mathcal{C} 
\end{cases} 
\]
– Binary Relationship.

\[
\hat{L} = \arg\max_L \langle L, P \rangle, \quad \text{s.t.} \quad \begin{cases}
\sum_c L_{i,c} = 1 & \forall i \in [n_t] \\
L_{i,c} \in \{0,1\}, & \forall c \in C, i \in [n_t] \\
\sum_i (L_{i,c_1} - L_{i,c_2}) \geq n_t \delta_{(c_1,c_2)}, & \forall c_1, c_2 \in C
\end{cases}
\]  

Eq. 2 and Eq. 3 are Zero-One Programming problems [41], and can be solved with standard solvers [7]. However, using hard constraint form is not favored. When these constraints are inconsistent, the optimization problem becomes infeasible.

Soft constraint form. To overcome the drawbacks of hard constraint form, we convert prior knowledge into soft constraints by introducing slack variables:

– Unary Bound.

\[
\hat{L} = \arg\max_L \langle L, P \rangle - M \sum_c (\xi^{(\nu)}_c + \xi^{(\mu)}_c)
\]

\[
\text{s.t.} \quad \begin{cases}
\sum_c L_{i,c} = 1 & \forall i \in [n_t] \\
L_{i,c} \in \{0,1\}, & \forall c \in C, i \in [n_t] \\
\xi^{(\nu)}_c = \max (0, -\sum_i L_{i,c} + n_t \nu^{(c)}), & \forall c \in C \\
\xi^{(\mu)}_c = \max (0, \sum_i L_{i,c} - n_t \mu^{(c)}), & \forall c \in C
\end{cases}
\]  

– Binary Relationship.

\[
\hat{L} = \arg\max_L \langle L, P \rangle - M \sum_{c_1,c_2} \xi^{(c_1,c_2)}
\]

\[
\text{s.t.} \quad \begin{cases}
\sum_c L_{i,c} = 1 & \forall i \in [n_t] \\
L_{i,c} \in \{0,1\}, & \forall c \in C, i \in [n_t] \\
\xi^{(c_1,c_2)} = \max (0, -\sum_i (L_{i,c_1} - L_{i,c_2}) + n_t \delta_{(c_1,c_2)}), & \forall c_1, c_2 \in C
\end{cases}
\]  

In both Eq. 4 and Eq. 5, \(M\) is a pre-defined non-negative constant. When \(M\) is large enough, their solutions will be the same as those of Eq. 2 and Eq. 3 respectively, providing the hard constraints from prior knowledge are satisfiable. When \(M = 0\), Eq. 4 and Eq. 5 will degenerate to the vanilla problem in Eq. 1.

Smooth regularization. Previous optimization problems utilize prior knowledge about class distribution to refine pseudo labels. However, this solely relies on the model predicted probability matrix \(P\) without considering the data distribution in the feature space. In classification tasks, it is expected that the label prediction is locally smoothed. Hence, we add a smooth regularization that enforces the pseudo label of neighboring samples to be consistent.

We select a subset of target samples \(S_t \subseteq D_t\) whose model predictions are uncertain. For each \(x'_i \in S_t\), let its nearest neighbor in \(D_t \setminus S_t\) be \(x^t_{k_i}\). The smooth regularization is a collection of equality constraints, \(R = \{(l_i = l_{k_i}) | x'_i \in S_t\}\). Converting these equalities into soft constraints is non-trivial as it will bring second-order terms in the objective. Instead, we directly add them as hard constraints to the optimization problem in Eq. 4 and Eq. 5.
4.2 Knowledge-guided UDA Methods

Our proposed rectification module is general, and can be easily plugged into self-training based UDA methods. To validate its effectiveness, we choose two recent UDA algorithms, SHOT [18] and DINE [19]. This leads to knowledge-guided SHOT and DINE, dubbed as kSHOT and kDINE, respectively. The frameworks are illustrated in Fig. 2. It should be noted that the main purpose of this part is to demonstrate the benefits of considering class prior knowledge through our rectification module, rather than simply extending the two algorithms.

Knowledge-guide SHOT. SHOT [18] is a state-of-the-art self-training based UDA method. It assumes a source-data free setting, i.e., only the source hypothesis is available during adaptation. Then both self-supervised pseudo-labeling and mutual information maximization are exploited to fine-tune the feature extractor module of the source hypothesis. Since only target samples are involved, it provides us a convenient platform to observe how prior knowledge affects the performance of adapted models. The full objective is

\[ \mathcal{L}_{\text{shot}} = \mathbb{E}(x^*_t, \hat{y}^t) \ell_{ce}(h_t \circ g_t(x^*_t), \hat{y}^t) - \alpha \mathcal{L}_{\text{im}} \]

where \( \ell_{ce} \) is the cross entropy loss, \( \mathcal{L}_{\text{im}} \) is the Information Maximization loss [6, 34], and \( \alpha \) is a hyper-parameter. A critical step is to obtain the pseudo label \( \hat{y}^t \). SHOT uses the distances between samples and class centroids in the feature space to refine model predictions. While this improves the quality of pseudo labels to some extent, their empirical distribution could still be very different from the ground-truth, as shown in Fig. 5. We show how prior knowledge can be incorporated to alleviate this issue.

We plug the rectification module into SHOT. After obtaining pseudo labels \( L(\text{shot}) \) (i.e., the one-hot representation of \( \hat{y}^t \)) and feature-to-centroid distances.
from SHOT, we convert the distances into class probabilities using $\text{softmax}$ as

$$P = \text{softmax}(-D)$$

(7)

where $D \in \mathbb{R}^{n_t \times C}$, $D_{i,k} = d_f(g_t(x_t^i), c_k)$, $d_f$ is some distance metric and $c_k$ is the $k$-th class centroid.

Let the optimal solution of the Zero-One Programming in Eq. 4 and Eq. 5 under prior knowledge $\mathcal{K}$ and smooth regularization $\mathcal{R}$ be

$$L^* = \mathcal{S}(P, \mathcal{K}, \mathcal{R})$$

(8)

$\mathcal{S}(P, \emptyset, \emptyset)$ returns exactly the same pseudo labels as $L^{(\text{shot})}$. Given prior knowledge $\mathcal{K}$, we first obtain $L^{(p_k0)} = \mathcal{S}(P, \mathcal{K}, \emptyset)$. Then we create a subset $S_t = \{x_t^i | y_t^{(\text{shot})} \neq y_t^{(p_k0)} \}$ that consists of all samples whose pseudo label changed. After that the smooth regularization $\mathcal{R}$ can be constructed using $S_t$. Finally, we obtain $L^{(p_k1)} = \mathcal{S}(P, \mathcal{K}, \mathcal{R})$ and use $\hat{y}_t$ to update model with Eq. 6.

**Knowledge-guide DINE.** DINE [19] is a very recent algorithm that assumes only black-box source models (e.g., source API service) are available during adaptation. It first distills knowledge from the source predictor to a target model, and then fine-tunes the distilled model with target data. Two kinds of structural regularization, including interpolation consistency training [44] and mutual information maximization [34], are applied. The objective is

$$L_{\text{dine}} = \mathbb{E}_{x_t^i} D_{\text{kl}} \left( P^{\text{tch}}(x_t^i) \| f_t(x_t^i) \right) + \beta L_{\text{mix}} - L_{\text{im}}$$

(9)

where $D_{\text{kl}}$ denotes the Kullback-Leibler divergence, $L_{\text{mix}}$ and $L_{\text{im}}$ are two regularizers, and $\beta$ is a trade-off parameter. To obtain the teacher prediction $P^{\text{tch}}(x_t^i)$, the authors propose to revise the predictions of source model with adaptive label smoothing, and maintain an exponential moving average (EMA) prediction.

Given prior knowledge $\mathcal{K}$, we aim to rectify the teacher prediction $P^{\text{tch}}(x_t^i)$ to be more compliant with the ground-truth. We adopt a similar strategy as in kSHOT. The pseudo labels of DINE are obtained by $\hat{y}_t^{(\text{dine})} = \arg \max P^{\text{tch}}(x_t^i)$. Let the corresponding one-hot representation be $l_t^{(\text{dine})}$. We take $P^{\text{tch}}(x_t^i)$ as the $i$-th row of $P$, and obtain $L^{(p_k0)} = \mathcal{S}(P, \mathcal{K}, \emptyset)$. Then we create a subset $S_t = \{x_t^i | l_t^{(\text{dine})} \neq l_t^{(p_k0)} \}$ to construct the smooth regularization $\mathcal{R}$. Finally, we obtain $L^{(p_k1)} = \mathcal{S}(P, \mathcal{K}, \mathcal{R})$. The new objective function is

$$L_{\text{kdine}} = \mathbb{E}_{x_t^i} D_{\text{kl}} \left( \frac{P^{\text{tch}}(x_t^i) + \tilde{l}_t^{(p_k1)}}{2} \| f_t(x_t^i) \right) + \beta L_{\text{mix}} - L_{\text{im}}$$

(10)

where $\tilde{l}_t^{(p_k1)} = 0.9 \cdot l_t^{(p_k1)} + 0.1/C$ is the smoothed label.

5 Experiments

5.1 Experimental Setup

**Datasets.** We report our results on both standard UDA benchmarks and benchmarks designed with label distribution shift. **Office-Home** is an image classification dataset with 65 classes from four environments: Artistic (A), Clip Art
Table 2. Classification accuracies (%) on Office-Home RS-UT and Office.

| Method | $K$ | $\sigma$ | Office-Home RS-UT | Office |
|--------|-----|---------|------------------|--------|
|        |     |         | R–P R–C P–R P–C C–R C–P Avg. | A–DA–WD–AD–WW–AW–DAvg. |
| SHOT   | -   | -       | 77.0 50.3 75.9 47.0 64.3 64.6 63.2 | 94.0 90.1 74.7 98.4 74.3 99.9 88.6 |
| kSHOT  | UB 0.0 |        | 78.8 51.3 79.1 49.8 71.3 69.7 66.6 | 97.6 98.5 75.0 99.0 76.2 99.8 91.0 |
|        | UB 0.1 |        | 78.3 51.7 79.0 48.6 71.6 69.4 66.4 | 96.7 97.2 75.5 98.7 76.5 99.8 90.7 |
|        | UB 0.5 |        | 76.7 50.6 77.3 48.4 68.4 67.3 64.8 | 93.9 92.8 75.7 97.7 75.2 99.7 89.2 |
|        | UB 1.0 |        | 76.3 50.0 76.9 48.4 66.7 65.8 64.0 | 93.7 92.4 75.5 97.7 75.5 99.7 89.1 |
|        | UB 2.0 |        | 76.4 50.0 76.0 47.9 65.3 64.1 63.3 | 93.7 92.4 75.0 97.7 75.2 99.7 89.0 |
| BR     | -   |         | 78.6 51.6 78.7 49.3 70.1 68.8 66.2 | 96.9 97.1 74.0 98.8 76.1 99.8 90.5 |

(C), Product (P), and Real-world (R). Office [31] contains 31 classes of office objects from three domains: Amazon (A), DSLR (D) and Webcam (W). VisDA-2017 [27] is a large-scale Synthetic-to-Real dataset with 12 categories of objects. Office-Home RS-UT [36] is a subset of Office-Home created with Reverse-unbalanced Source and Unbalanced Target manner. Both source and target label distributions are long-tailed. The majority classes in source domain are minority ones in target domain. Hence, it has a big label distribution shift. DomainNet [26] is a large UDA benchmark. We use the subset [36] of 40-commonly seen classes from four domains: Clipart (C), Painting (P), Real (R), Sketch (S). It has a natural label distribution shift.

Creating prior knowledge. We create prior knowledge from ground-truth labels of target training data, $\{y^t_i\}_{i=0}^{n_t-1}$, for experimental purposes only. The noisiness and completeness of the prior knowledge are discussed in Sec. 5.3. Let $q_c = \sum_i I[y^t_i = c]/n_t$ be the empirical probability of the $c$-th class.

- **Unary Bound.** We create UB as $\{(q_c \cdot (1 - \sigma) \leq p_i^c \leq q_c \cdot (1 + \sigma))|c \in C\}$, where $\sigma$ is hyper-parameter controlling the tightness of the bounds. In the experiments, we choose $\sigma \in \{0.0, 0.1, 0.5, 1.0, 2.0\}$.

- **Binary Relationship.** We first sort all classes based on $q_c$ in descending order. Assuming the corresponding indexes are $[c_0^q, c_1^q, \ldots, c_{C-1}^q]$. Then we create BR as $\{(p_i^{c_i}) - p_i^{c_{i+1}} \geq 0)|i \in \{0, 1, \ldots, C-2\}\}$. We simply take the right hand to be 0, which makes them relatively loose constraints and more easily available in practice.

Implementation details. We solve the optimization problem of the rectification module with Gurobi Optimizer [7]. Both kSHOT and kDINE are based on the official Pytorch implementations by the authors. We use a pretrained ResNet-101 [8] backbone for VisDA-2017, and ResNet-50 [8] for others. To fairly compare with SHOT and DINE, we adopt the same hyper-parameters as used in the original papers. We run every task for 3 times and report the mean evaluation values. For standard UDA benchmarks, we report the accuracy. For benchmarks with label distribution shift (i.e., Office-Home RS-UT and DomainNet), we report per-class average accuracy, in consistent with previous works [36, 29].
Table 3. Classification accuracies (%) on Office-Home and VisDA-2017.

| Method | $K$ | $\sigma$ | Office-Home | VisDA |
|--------|-----|-----|-----------------|-------|
|        |     |     | A→C | A→R | A→C | C→P | A→P | A→R | C→R | P→A | P→C | R→C | R→P |
| SHOT   | –   | –   | 57.1 | 78.1 | 81.5 | 68.0 | 78.2 | 78.1 | 67.4 | 54.9 | 82.2 | 73.3 | 58.8 | 84.3 | 71.8 | 82.9 |
| kSHOT  | UB  | 0.0 | 58.2 | 80.0 | 82.9 | 71.1 | 80.3 | 80.7 | 71.3 | 56.8 | 83.2 | 75.5 | 60.3 | 86.6 | 73.9 | 86.1 |
|        | UB  | 0.1 | 58.1 | 79.2 | 83.2 | 70.4 | 80.0 | 80.7 | 71.4 | 56.5 | 83.0 | 75.6 | 60.8 | 86.0 | 73.7 | 85.8 |
|        | UB  | 0.5 | 57.4 | 79.1 | 82.1 | 69.4 | 78.1 | 79.5 | 69.3 | 55.2 | 81.8 | 74.0 | 60.2 | 85.1 | 72.6 | 83.9 |
|        | UB  | 1.0 | 57.0 | 79.0 | 82.1 | 68.6 | 77.8 | 79.3 | 68.4 | 55.1 | 81.7 | 73.5 | 59.3 | 84.8 | 72.2 | 83.0 |
|        | UB  | 2.0 | 56.4 | 78.7 | 82.1 | 68.3 | 77.8 | 79.3 | 67.9 | 54.2 | 81.7 | 73.3 | 58.7 | 84.8 | 71.9 | 82.6 |
| BR     | –   | –   | 57.4 | 78.8 | 82.9 | 70.7 | 80.0 | 80.5 | 70.8 | 55.0 | 82.8 | 74.6 | 59.9 | 86.0 | 73.3 | 83.6 |

Table 4. Classification accuracies (%) on DomainNet.

| Method | $K$ | $\sigma$ | Office-Home | VisDA |
|--------|-----|-----|-----------------|-------|
|        |     |     | R→C | R→P | R→S | C→R | C→P | C→S | R→P | C→P | R→C | S→P | S→C |
| SHOT   | –   | –   | 79.4 | 75.4 | 72.8 | 88.4 | 74.0 | 75.5 | 89.8 | 77.7 | 76.2 | 88.3 | 80.5 | 70.8 | 79.1 |
| kSHOT  | UB  | 0   | 83.6 | 77.5 | 75.3 | 91.5 | 76.4 | 77.0 | 91.7 | 82.3 | 76.3 | 89.7 | 80.2 | 70.3 | 81.0 |
|        | UB  | 0.1 | 82.2 | 77.6 | 75.2 | 89.5 | 76.8 | 76.9 | 91.2 | 81.7 | 76.9 | 88.5 | 79.4 | 70.1 | 80.5 |
|        | UB  | 0.5 | 80.3 | 77.2 | 73.5 | 88.8 | 75.4 | 75.3 | 89.0 | 78.4 | 76.6 | 88.3 | 78.9 | 70.4 | 79.4 |
|        | UB  | 1.0 | 79.9 | 76.8 | 72.9 | 88.8 | 73.7 | 75.3 | 88.6 | 77.6 | 76.4 | 88.0 | 80.0 | 69.9 | 79.0 |
|        | UB  | 2.0 | 79.2 | 76.3 | 73.1 | 88.8 | 75.4 | 75.5 | 88.6 | 77.8 | 76.2 | 87.9 | 80.1 | 71.1 | 79.2 |
| BR     | –   | –   | 82.1 | 76.8 | 74.3 | 89.1 | 73.7 | 76.4 | 91.7 | 80.6 | 75.9 | 88.8 | 79.1 | 70.2 | 79.9 |

5.2 Results

Results of kSHOT. Tables 2,4 list results of kSHOT on two benchmarks with label distribution shift. In UB($\sigma = 0$), it improves the accuracy by +3.4% on Office-Home RS-UT and +1.9% on DomainNet. As $\sigma$ grows, the prior knowledge becomes less informative, and consequently the improvements reduce. Interestingly in BR where only the relative order of class probabilities is known, it still improves +3.0% on Office-Home RS-UT. Since this dataset is manually created to be long-tailed, and class distributions of two domains are reversed version of each other, having prior knowledge about target class distribution would be very helpful. This conforms to our experimental results. Results on three standard benchmarks are listed in Tables 2,3. Using prior knowledge consistently improves on them. Similar trends on $\sigma$ can be observed. Compared with previous benchmarks, the phenomenon of label distribution shift is less severe. Still prior knowledge can be helpful to correct mistaken pseudo labels during training.

Results of kDINE. Since using vanilla label smoothing is sub-optimal to the adaptive label smoothing used in DINE [19], the true performance gain from prior knowledge could be reduced. To make a fair comparison, we also provide results when replacing $l_{i}^{(pk_{i})}$ with the $l_{i}^{(dine)}$ in Eq. 10, and term it as DINE*. As can be seen in Tables 6,7, DINE* indeed performs worse than DINE. Nevertheless, incorporated with prior knowledge, kDINE achieves much higher accuracy, and even better performance than DINE.

Results for PDA. We further evaluate on Office-Home for Partial-set DA (PDA), where there are totally 25 classes (the first 25 classes in alphabetical...
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Table 5. Classification accuracies (%) on Office-Home for PDA.

| Method    | K  | σ  | :A | :C | :P | :R | Avg. |
|-----------|----|----|----|----|----|----|------|
| SHOT      | –  | –  | 78.9 | 65.2 | 82.9 | 90.3 | 79.3 |
| kSHOT     | –  | 0.0 | 85.4 | 72.3 | 90.2 | 92.2 | 84.9 |
| BR        | –  | –  | 84.9 | 72.3 | 90.2 | 92.2 | 84.9 |

Table 6. Classification accuracies (%) on Office.

| Method    | K  | σ  | :A | :C | :P | :R | Avg. |
|-----------|----|----|----|----|----|----|------|
| DINE      | –  | –  | 91.6 | 86.8 | 97.2 | 96.2 | 73.3 |
| DINE*     | –  | –  | 90.6 | 86.5 | 70.6 | 95.2 | 72.0 |
| BR        | –  | –  | 93.4 | 91.1 | 70.5 | 96.4 | 72.1 |

Table 7. Classification accuracies (%) on Office-Home.

| Method    | K  | σ  | :A | :C | :P | :R | Avg. |
|-----------|----|----|----|----|----|----|------|
| DINE      | 0.0 | –  | 52.2 | 81.3 | 65.3 | 76.6 | 78.4 |
| DINE*     | 0.1 | –  | 51.8 | 79.4 | 81.5 | 66.8 | 78.6 |
| BR        | –  | –  | 54.2 | 79.4 | 81.5 | 66.8 | 78.6 |

order) in the target domain and 65 classes in the source domain. This thus can be viewed as an extreme situation where class probabilities of the rest 40 classes are all zero. Table 5 lists the results averaged over tasks with the same target domain (e.g., the :A column averages over C→A, P→A and R→A). As can be seen, using prior knowledge significantly improves in this situation.

5.3 Analysis

How prior knowledge guides UDA? To see why prior knowledge is helpful, we consider the following two aspects:

- **Ambiguous samples.** As illustrated Fig. 3 (left), our rectification module updates pseudo labels globally to match prior knowledge. This in effect moves decision boundaries in the feature space. The pseudo labels of ambiguous samples lying near the boundaries could be corrected during this process. Figure 3 (center) plots the accuracies of three set of pseudo labels, $L^{(shot)}$, $L^{(pk_0)}$ and $L^{(pk_1)}$, during the training process of kSHOT with UB(σ = 0) on Office A→W. Clearly using prior knowledge obtains more accurate pseudo labels. This in turn benefits the subsequent self-training stage.

- **Label distribution.** Figure 5 plots distributions of ground-truth labels and pseudo labels on Office-Home RS-UT P→C in one seudo-labeling step. The accuracy of pseudo labels is ~ 55%. As can be seen, the distribution of $L^{(shot)}$
Fig. 3. (Left) Prior knowledge rectifies the pseudo label of ambiguous samples; (center) accuracies of pseudo labels before and after rectification using prior knowledge during the training of kSHOT on Office A→W; (right) convergence curves on Office A→W for comparison methods (S.R. is short for Smooth Regularization).

Fig. 4. Using noisy prior knowledge in kSHOT on (left) Office-Home RS-UT and (center) Office; (right) using partial prior knowledge in kSHOT on Office-Home RS-UT.

severely deviates from the ground-truth. In contrast, distributions of pseudo labels after rectification with prior knowledge are better compliant with the ground-truth. Figure 6 plots distributions of network predictions throughout the training process. The vanilla SHOT method hardly improves the label distribution after adaptation, whereas using prior knowledge drives it to be more similar to the ground-truth distribution in kSHOT.

Noisiness of the prior knowledge. In practice, the prior knowledge might contain some level of noises. To study its effects, we manually add noises to the estimated class prior $q_c$. For UB, uniform noises are added through $\tilde{q}_c = q_c + \mathcal{U}(-q_c\phi, q_c\phi)$, where $\phi \in [0, 1]$ controls the noise level. The noises have been centered to ensure that $\tilde{q}_c$ is a valid probability. Then $\tilde{q}_c$ is used to create the unary bound discussed in Sec. 5.1. For BR, after sorting all classes based on $q_c$, we randomly swap neighboring classes. Suppose the index of class $c_k$ in the sorted order is $I_{c_k}$, uniform noises are added through $\tilde{I}_{c_k} = I_{c_k} + \mathcal{U}(-\varphi, \varphi)$, where $\varphi$ controls the neighborhood size. Then we sort all classes based on the noisy indexes $\tilde{I}_{c_k}$, and use the resorted order to create binary relationship. Figure 4 (left and center) shows that under moderate noises, incorporating prior knowledge is still helpful and improves over the SHOT baseline.

Completeness of the prior knowledge. Until then, the prior constraints are assumed to cover every class. It is straightforward to generalize to partial constraints. We randomly select a portion of constraints that corresponds to the
Fig. 5. Prior knowledge rectifies distribution of pseudo labels in one pseudo-labeling step of kSHOT (Office-Home RS-UT P→C).

Fig. 6. Label distributions of network ($f_t$) predictions in SHOT (upper) and kSHOT (lower) (Office-Home RS-UT P→C).

major (maj.), minor (min) or random (rnd) classes. Figure 4 (right) present the results under different number of selected constraints. Partial constrains imply less prior information, but still can benefit UDA training. Note that BR-rnd reduces the performance most, partially because the randomly selected binary relationship constraints hardly form the complete order of a subset of classes.

**Estimating class prior from partial data.** Table 9 presents the experimental results when estimating $q_c$ from partial target data in kSHOT with UB($\sigma = 0.0$) on VisDA-2017. As sampling ratio reduces, the estimation error (relative deviations from using full data) increases. Nevertheless, even when the average estimation error is about 15.5% at a sampling ratio of 0.5%, using prior knowledge still improves over SHOT by +1.16% (82.9% → 84.06%).

**Effects of smooth regularization.** Table 8 presents the ablation study on smooth regularization. Generally, using smooth regularization achieves comparable or better performance. The penalty depends on $|S_t| = \sum_i I[i_t^{(\text{shot})} \neq i_t^{(\text{pk})}]$, and varies across different tasks. In UB with large $\sigma$, the prior knowledge is not informative, hence $|S_t|$ is small. We underline cases where using smooth regularization increases the accuracy significantly. The amount of improvement is most significant on tasks like R→P, C→R, C→P. Comparing two types of prior knowl-
Table 8. Ablating Smooth Regularization (S.R.) in kSHOT on Office-Home RS-UT.

| Kσ | R→P | P→R | P→C | C→P | C→R | Avg. |
|-----|------|------|------|------|------|------|
| UB 0.0 | 77.9 | 52.0 | 78.8 | 50.0 | 70.3 | 68.9 | 66.3 |
| UB 0.1 | 77.9 | 51.4 | 78.7 | 49.7 | 70.5 | 68.4 | 66.1 |
| UB 0.5 | 76.6 | 50.5 | 77.0 | 48.4 | 67.7 | 67.3 | 64.6 |
| UB 1.0 | 76.5 | 50.1 | 76.7 | 48.1 | 66.4 | 65.3 | 63.8 |
| UB 2.0 | 76.4 | 49.9 | 75.8 | 47.8 | 65.1 | 64.2 | 63.2 |
| BR – | 77.9 | 51.2 | 78.1 | 49.2 | 69.0 | 67.6 | 65.5 |
| <S.R. | UB 0.0 | 78.8 | 51.3 | 79.1 | 49.8 | 71.3 | 69.7 | 66.6 |
| <S.R. | UB 0.1 | 78.3 | 51.7 | 79.0 | 48.6 | 71.6 | 69.4 | 66.4 |
| <S.R. | UB 0.5 | 76.7 | 50.6 | 77.3 | 48.4 | 68.4 | 67.3 | 64.8 |
| <S.R. | UB 1.0 | 76.3 | 50.0 | 76.9 | 48.4 | 66.7 | 65.8 | 64.0 |
| <S.R. | UB 2.0 | 76.4 | 50.0 | 76.0 | 47.9 | 65.3 | 64.1 | 63.3 |
| <S.R. | BR – | 78.6 | 51.8 | 78.7 | 49.3 | 70.1 | 68.8 | 66.2 |

Table 9. Estimating class prior from partial target data in kSHOT on VisDA-2017.

| Sampling ratio | 0.5% | 1% | 5% | 10% | 50% | 100% |
|---------------|------|----|----|-----|-----|------|
| Max. est. err (%) | 47.5 | 25.2 | 11.2 | 9.6 | 4.1 | 0.0 |
| Avg. est. err (%) | 15.5 | 12.0 | 5.4 | 3.4 | 1.9 | 0.0 |
| Avg. acc (%) | 84.06 | 84.76 | 85.77 | 85.93 | 86.12 | 86.13 |

edge, it is more helpful in BR. Since BR only tells the order of class probabilities, adding smooth regularization provides complementary information.

**Choice of constant** $M$. The prior knowledge is considered to be reliable, hence we expect the prior constraints to be satisfied in the rectified pseudo labels. To achieve this, $M$ need to be some large constant in Eq. 4.5. Figure 7 shows how $M$ affects the performance on Office-Home under PDA setting in kSHOT. When $M$ is very small, the method degenerates to SHOT. When $M$ is larger than some threshold (e.g., $10^{-3} \cdot n_t$), all soft constraints will in fact be satisfied. In our experiments, we use $M = 10 \cdot n_t$ for all tasks in both kSHOT and kDINE.

6 Conclusions

We present a new yet realistic setting termed Knowledge-guided Unsupervised Domain Adaptation (KUDA). In KUDA, in addition to labeled source data and unlabeled target data, we have access to some prior knowledge about target label distribution. We present a novel rectification module that refines pseudo labels using prior knowledge through solving a constrained optimization problem. Then we integrate it into two representative self-training based methods, SHOT and DINE. Extensive experiments show that using prior knowledge can significantly improve the performance. We expect our work to inspire further investigations along the direction.
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