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This paper provides a comprehensive explanation of the theoretical foundations of multimodal discourse analysis theory as applied to speaking instructional design. The specific application of multimodal theory in the teaching of elementary English speaking classrooms is explored through the teaching design of elementary English speaking classrooms, the teaching implementation of multimodal teaching design is carried out, and the effect of the teaching practice of elementary English speaking guided by multimodal discourse analysis theory is comprehensively evaluated through classroom observation method, questionnaire survey method, and interview method, combined with the teaching evaluation and teaching implementation effect, which is the multimodal teaching design. The paper also summarizes the findings and shortcomings of the study. Through the teaching design and implementation, the advantages of multimodal teaching are obvious; it can combine with modern advanced teaching techniques to create more realistic communicative situations in the classroom, gather and present various modal resources and information, and ensure rich and diverse language input; students can receive various sensory stimuli in the classroom, deepen their memory and experience of language, increase the interest of classroom teaching, and improve students’ participation. It also increases the interest of the classroom and enhances students’ participation and motivation. Based on multimodal theory, the author designed a multimodal teaching framework for a semester-long speaking course in the speaking classroom for reference. The fuzzy measures were constructed based on subsets of language segments containing 10 phonemes belonging to the same HDP set. Finally, linguistic scores are given by the Surgeon integral model based on the plausibility of the system and the fuzzy measures. The experimental results based on Sphinx-4 show that the evaluation model yields plausible and stable evaluation results for the 3 test sets at an average correct recognition rate of 84.7% of phonemes.

1. Introduction

In many real-life scenarios, there is a need to assess the speaker’s oral expression ability, such as Mandarin exams, oral training, language teaching evaluation, and broadcasting exams. At present, these scenarios are still evaluated by manual scoring in the form of multiple averaging, voting, or one vote, which are too subjective, are often lacking fairness, and cannot give objective feedback to the speaker; in scenarios like Mandarin exams, where the scale of candidates is huge, manual scoring is a huge workload, time-consuming, and costly for on-site scorers. For language learners, many hidden problems in the learning process are often not detected in time, thus affecting the efficiency of language learning [1]. Give speakers a linguistic score, not a specific numerical evaluation. Through this method, the problem of evaluating specific grammatical phenomena in spoken pronunciation and the pronunciation characteristics of specific groups of people has been successfully solved. The current automatic speech assessment research has many shortcomings, often only referring to the speech level information to assess the speaker; such an assessment method does not involve the semantic, grammatical, and other text-related content and does not reflect the full information of the speaker’s verbal expression; Automatic Speech Recognition (ASR) technology is now relatively mature and has been used in many applications such as instant messaging and input methods. Automatic speech assessment studies can combine...
text data with speech data to assess the speaker’s oral expression ability with the help of ASR technology. In many speech assessment scenarios, scorers often just give back an overall score to the speaker, and such a score has little meaning to the speaker [2]. In addition, most of the existing speech assessment methods still use feature engineering or simply neural networks for modeling, with a tedious feature extraction process and poor model generalization ability. The study of spoken English evaluation algorithms based on key technologies such as speech recognition and natural language processing provides the ability to interact with the user’s spoken language, automatic evaluation of the user’s spoken language, and the ability to allow the user to automatically discover the crux of his or her lack of fluency [3]. The implementation of this feature will greatly enhance the efficiency of English-speaking learning, promote the maturity of Computer Assisted Language Learning (CALL) technology, solve the current problem of insufficient English-speaking teachers, and promote the development of natural language processing which is important.

The system not only assists in oral training and helps language learners to learn anytime and anywhere but also assists scorers in automatic scoring. This approach not only gives an objective and fair assessment and ensures relative fairness among participants but also saves a lot of costs and improves overall efficiency. In response to the shortcomings of existing speech assessment methods, this paper will propose a series of optimized methods [4]. For the complex speech assessment data in many speech assessment scenarios, this paper designs a set of standardized and effective speech data preprocessing processes to improve the quality of the input data of the subsequent model; for the shortcomings of the existing automatic speech assessment models to go for model innovation, this paper is no longer limited to the traditional feature engineering and machine learning methods and adopts the latest temporal deep learning methods [5–7] for modeling, which combines the textual content of the speaker with speech information which is combined for multimodal learning, and the assessment criterion is no longer an overall score but a multidimensional assessment; for multiparameter speech assessment scenarios, the model can also be optimized by multitask learning at a later stage [8]. The main mode refers to the main mode used by the teacher in the classroom teaching process. It often assumes the mission of conveying key information in the classroom discourse communication, and it is also the focus of the teacher’s hope that the students learn. These methodological improvements will further promote the development of the field of automatic speech assessment research and better solve the problems that exist, with certain practical significance and social value.

The evaluation of the part of spoken English that is hyphenated is motivated not only by the importance of the hyphenation skill in spoken English and its ability to improve the understanding of spoken English but also by the need to address the convergence of natural language arbitrariness and the instability of existing speech recognition systems. The first step is to determine which parts of a sentence can be read together by building a library of rules for reading together and then submit the grammar annotated by reading together to the Sphinx-4 automatic speech recognition system, which uses its improved grammar builder to build a search grid for the input grammar annotated by reading together. At this point, the recognition results are evaluated using the model constructed in this paper for consecutive reading evaluation. First, the randomness of natural speech pronunciation and the instability of the speech processing system are modeled by fuzzy measures [9, 10] and plausibility, and then, they are fused into the Surgeon integral framework to evaluate the linguistic score instead of specific scores. The next step is to assess the phonemes in spoken English [11] that are easily confused by Chinese learners of English. The first task is to collect all the confusion-prone sounds of Chinese learners of English, classify these sounds into different confusion-prone sets, and build a rule base of confusion-prone sounds from this to dynamically extend the confusion-prone sounds for input utterances. Then, the grammar builder of Sphinx-4 is modified to dynamically accept grammars that have been extended with confusable sounds. The next step is to use Sphinx-4 to recognize the input speech signal and analyze the results using the easy-mix evaluation algorithm. Again, for the easy-mix evaluation algorithm, the Surgeon integral was introduced to obtain a linguistic score.

2. Current Status of Research

Traditional ASR systems based on auditory modality have been successfully applied to some relatively controllable tasks, such as dictation tasks and moderate vocabulary tasks [12]. However, since most current ASR systems are obtained in quiet laboratory environments or trained in some specific environments, while real-life obtained speech is often distorted by various factors such as different channels, different noises, far fields, and narrow bands, these ASR systems often fail to meet the needs of practical applications [13]. In recent decades, many researchers have devoted themselves to exploring a wide variety of methods to combat the interference from various external factors in real life to improve the stability and robustness of ASR systems. Among them, the combination of the Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM), referred to as the GMM–HMM framework, dominates the research field of robust speech recognition techniques. Under the GMM–HMM framework, robust speech recognition techniques can be broadly classified into two major categories: speech recognition techniques based on front-end processing and speech recognition techniques based on back-end processing [14]. The following paragraphs will elaborate on these two types of techniques. Speech recognition techniques based on back-end processing mainly include model compensation techniques and adaptive techniques. The model compensation technique mainly adjusts the parameters of the acoustic model trained in a specific environment to match the test environment to improve the recognition rate [15].

The PMC method first uses data about specific environmental influences (e.g., noise data) to train a specific model and then fuses the model with the pure speech model
parameters in the log spectral domain to compensate for the probability density function of the pure speech model and produce an acoustic model that matches the test environment [16]. The disadvantage of the PMC method is that the parameters of the acoustic model obtained in the complex environment are too many and the computational effort is huge. The VTS technique, on the other hand, approximates the nonlinear relationship between the distorted speech signal and the pure speech signal by using a linear Taylor series expansion of finite length in the logarithmic spectral domain. In contrast to the PMC method, the VTS method has the advantage of integrating the balance between computer computing power and ASR system performance, and its disadvantage of ignoring higher-order terms in the linearized approximation process, which brings a certain error estimate. For this reason, some researchers later used the polynomial approximation (VPS) or statistical linear approximation (SLA) method to approximate this nonlinear function [17]. Model-based compensation techniques require a large amount of speech data with annotations that are relevant to the test environment during model training, which limits the practical applicability of such methods.

Pronunciation error detection methods based on linguistic and distinguishing features perform well in detecting typical errors common to language learners of different language families [18]. As mentioned earlier, this is mainly due to typical errors made by learners when learning a second language due to large pronunciation differences from region to region and language to language. These error types are very limited, and most of the use of this method to detect pronunciation problems requires the creation of a library of error types into which the types of errors that might be expected are included [19]. However, due to the instability of pronunciation error types, the error type library built by the pronunciation error detection method based on discriminative features cannot include all types of the same pronunciation error, and it is very difficult to extend it to the detection of pronunciation errors for all phonemes. If the types of pronunciation errors are not in the range defined by the established pronunciation error type library, then even serious pronunciation errors cannot be detected by the system. Therefore, pronunciation error detection based on linguistic and distinguishing features is not widely applicable to the detection of all pronunciation errors. Therefore, the current pronunciation error detection methods based on speech recognition are used more than the distinguishing feature method.

3. Analysis of Automatic Assessment of Spoken English with Multimodal Feature Fusion

3.1. Design of a Multimodal Feature Fusion Model for Spoken English. Sentiment recognition algorithms recognize multiple sentiment states by learning modal sentiment features such as video, speech, and text. Firstly, three unimodal emotion recognition algorithms of video, speech, and text are introduced, and then, two multimodal fusion emotion recognition algorithms are analyzed on this basis, and the excellent performance of the tandem-based Dialoguer multimodal emotion recognition algorithm is analyzed by comparison to lay the foundation for later improvements. SVM itself is a binary classifier, i.e., the output result is positive or negative. However, in dynamic expression recognition, the output emotion states are defined as calm, happy, and disgusted, so it is necessary to use multiple SVMs together to form a multiclassifier to achieve multiple emotion recognition [20]. It is divided into early feature fusion and later feature fusion. The feature-level fusion method can not only guarantee enough target information but also remove redundant information, thereby improving system performance; the decision-level fusion method is currently the highest level of fusion but compares data analysis, data preprocessing, and feature extraction requirements which are high. The feature vectors corresponding to one of the emotional states are defined as positive sets, and the feature
vectors corresponding to the other emotional states are defined as negative sets during the recognition of calm, happy, and disgusted emotion states, then three training sets can be obtained and used to train three models. When the video images are acquired in real time, their feature vectors are calculated by the above three models, and the maximum value of the output of the three models is taken as the classification result. The selection of the teaching method needs to consider the teaching concept on the one hand and the teaching objectives in the teaching phase on the other hand. And when the multimodal literacy teaching model is used as a reference for instructional design, the choice of teaching methods is also governed by the requirements of its four teaching methods for teaching methods. According to the role played by different pedagogies, the corresponding pedagogies were adapted for the four teaching approaches of real-world practice, explicit instruction, critical framing, and transformative practice, as shown in Table 1.

We can see that each multimodal teaching approach has several pedagogies to choose from; in other words, the teaching methods in multimodal teaching approaches are flexible and varied. The teaching method is only a means to accomplish the classroom goals, and there should not be only one teaching method consistently throughout the teaching process but should be refined to different teaching sessions to choose the appropriate teaching method according to the specific teaching situation [21]. The quality of model input data should be improved, then the basic model used in this article should be introduced, which is a pure speech model based on time series structure. Multimodal vocabulary teaching expands the channels of vocabulary teaching by combining multiple modal symbolic resources, creates a natural and easy learning environment for students, and helps students acquire and perceive information knowledge by creating real language contexts through the design of multimodal symbols, promoting students’ participation in classroom interaction, stimulating students’ enthusiasm for English vocabulary learning, and strengthening learners’ vocabulary input and output ability, thus improving the effectiveness of classroom teaching.

\[ T_i^T = \{ s_i^T, sz_i^T \}, \quad (1) \]

\[ s_i^T = \{ V's_i^T, g(k, i)sz_i^T \}. \quad (2) \]

Giving speaking practitioners a numerical rating result will not be of much help in improving their speaking skills nor will it help the practitioners to identify their inherent pronunciation deficiencies. In this paper, an automatic recognition engine is chosen as the platform for the experiment, and then, by intervening in the process of building a grammar search tree, words or utterance fragments that have been extended according to a specific grammar are added as a node for the search. The result of the recognition contains characteristic content, which indicates that the pronouncer has followed a specific grammar [22]. Then, based on the inherent instability of the automatic recognition system, the scoring process is integrated under the fuzzy logic to give a linguistic score to the speaking practitioner rather than a specific numerical evaluation. With this approach, the problem of assessing specific grammatical phenomena in spoken pronunciation and the pronunciation characteristics of a specific population is successfully addressed, as shown in Figure 1.

From Figure 1, we can see that the relationships between modalities are complex. If teachers consider the different relationships among all the modalities in their instructional design, it is conceivable that the design task will be extremely large and difficult for teachers to implement, and even teachers may unconsciously shift their main attention from accomplishing the teaching objectives to pursuing the teaching methods in the process of instructional design, and the implementation of classroom teaching will be a situation where various modalities will take over the main one. Therefore, I classify the relationship between modalities used in teaching with two groups of concepts, namely, “primary modality” and “secondary modality” and “automatic modality” and “conscious choice modality.” In actual discourse communication, the role of various modalities is different, so there is a primary and secondary distinction. The primary modality is the main modality used by the teacher in the classroom, which often takes on the mission of conveying key information in classroom discourse, and is also the focus of what the teacher wants students to learn. It is not the focus of teachers’ and students’ attention in teaching, and the communicative information it represents only complements and highlights the information conveyed by the main modality, which teachers hope to use to help students understand the main communicative modality. For example, when a teacher does a model reading aloud, the oral modality is bound to be the primary modality, while other modalities such as the teacher’s body movement and facial expressions are auxiliary modalities. Audio activity detection models based on machine learning or deep learning can also be used for segmentation, etc., which can improve the accuracy of audio activity detection and obtain higher-quality audio data.

\[ \text{Acc} = \frac{TP - TN}{TP + TN + FN + FP}, \quad (3) \]

\[ \text{Pre} = \frac{TP}{TP - FP}. \quad (4) \]

The plain Bayesian classification method is simple in form and efficient in training and has high model performance. However, the model performance is less stable. Because of its independence assumption, it does not learn as much about the real situation of the data, and there is still some room for improvement. However, it is still frequently used in traditional speech automatic assessment studies with good results.

\[ h_{\text{adj}}(x) = \arg \min_p p_x \prod_{j=1}^{d} p(x, c). \quad (5) \]
Communication in the real world often involves multiple modal information, for example, human verbal speech contains both audio and textual content information, and the video we see contains both image and audio content, etc. Therefore, this topic is mainly concerned with the research direction of multimodal fusion. Multimodal fusion is the most widely used direction of multimodal fusion, which mainly combines information from multiple modalities to do various tasks, such as classification or regression tasks and target detection. For this research direction of multimodal fusion, there are different levels of fusion according to the type of data involved in data fusion: pixel-level fusion, feature-level fusion, and decision-level fusion, as shown in Figure 2. For feature-level fusion, it can be further divided into prefeature fusion and postfeature fusion according to the fusion at different positions in the network structure. The feature-level fusion method can ensure enough target information and remove redundant information, thus improving the system performance; the decision-level fusion method is the highest level of fusion at present, but it has high requirements for data analysis and data preprocessing and feature extraction. Therefore, in this paper, the feature-level multimodal fusion approach is used for the design of the speech evaluation model. The goal of the feature-level multimodal fusion approach is to fuse the feature information of multiple modalities into higher quality and useful information through some fusion algorithm and use the final fused information for the next decision-making step. The specific process of the feature-level multimodal fusion is illustrated in Figure 2.

The quality of data directly affects the performance of subsequent automatic speech assessment models. Therefore, this paper will design a set of standardized and effective speech assessment data preprocessing processes to provide an effective guarantee for the quality of the input data of the subsequent speech assessment model. This chapter first analyzes the problems in speech assessment data and improves the quality of model input data by standardizing an effective data preprocessing operation; then introduces the base model used in this paper, which is a pure speech model based on the temporal structure; finally, experiments on the effectiveness of the data preprocessing process are conducted using the previously mentioned base model, and a control variable approach is used to verify the data preprocessing process designed in this chapter. If the continuous reading rules are met, the previous work will be marked with a continuous reading mark to prepare for all possible expansions of continuous reading and the expansion of new words.

The speech data used for automatic speech evaluation modeling are often recorded in real scenarios by recording devices. The data acquisition process is not standardized enough, there are many unexpected situations, and the acquired speech data usually have a lot of noise, such as the current sound of the recording equipment, buzzing background sound, large silent segments inside the audio where no one is talking, and surrounding noise interference. These noisy data are useless for automatic speech evaluation models and even degrade the performance of the models significantly. Therefore, this paper needs to do noise reduction on the speech data to improve the speech quality and provide a reliable guarantee for the performance of the subsequent model. This is a key step in data preprocessing.

3.2. Experimental Design for Automatic Assessment of Spoken English. When analyzing specific audio data, it often found that there is usually a slight noise at the beginning and end of the audio, and there are also many irrelevant low-
volume parts in the middle of the sentence, which occupy even longer durations than the active audio [23]. Therefore, to prevent the interference of these noises, the first and last parts of the audio as well as the irrelevant parts in the middle need to be removed, which require the use of audio activity detection techniques. The exact flow of audio activity detection processing is shown in detail in Figure 3.

The audio activity detection algorithm can detect the area range of the active audio from the original audio more accurately, which is convenient for subsequent operations such as slicing and splicing [24]. At present, audio activity detection technology has been an essential part of speech tasks, and audio activity detection technology is constantly evolving. In this paper, I simply use the signal-to-noise ratio value to judge the cut-off point, but I can also use other feature values to cut-off according to the actual situation, and I can also use the audio activity detection model based on machine learning or deep learning to cut-off, etc., all of which can improve the accuracy of audio activity detection and obtain higher quality audio data. By preprocessing the audio activity detection algorithm, the quality of the audio is substantially improved, which paves the way for the subsequent performance improvement of the model.

To make Sphinx-4 be able to recognize concatenation, it first needs to be able to accept concatenated grammar and then build a search grid based on the input grammar nodes, so that when the input speech contains concatenated components, it can be detected and recognized by the system. This is achieved by adding methods to the original class that can dynamically generate new grammar nodes so that the system can accept grammar nodes processed by concatenation rules [25]. The more important parameter in the process of fundamental frequency feature extraction is the setting of the frequency range of the band-pass filter, which is set to 52 and 620, respectively, and the window function adopts Gaussian function. Then, the Sphinx-4 system itself recognizes the input speech and produces the corresponding results. Since the evaluation is to be performed for concatenation, the recognition results need to be compared with the utterances processed by the concatenation rules to give a result of the evaluation. For the continuous reading system, the core modules of this paper are continuous reading annotation and recognition result analysis. The main functions implemented in this model are, for a given grammatical utterance, to annotate all the concatenation possibilities in that grammatical text according to the existing concatenation rules, to generate all possible concatenation extensions, and to add new synthetic words to the system’s lexicon. For an input utterance, the system’s dictionary is first used to find out the phonetic symbols of each word in the utterance, and then, every two adjacent words (the last phonetic symbol of the former word and the first phonetic symbol of the latter word) are processed in turn according to the concatenation rules, and if they match the concatenation rules, the former word is marked as concatenable for all concatenation possibility expansions as well as new word expansions. The utterance that has been marked for alliteration is then extended for alliteration, i.e., the utterance is extended to the set of utterances that can contain all alliteration possibilities.

The commonly used resonance peak extraction methods are the band-pass filter bank method, inverse spectrum method, and linear prediction method. They have their advantages and disadvantages, the earliest used resonance peak extraction method is the band-pass filter bank method, the band-pass filter bank method extracts resonance peak features with good flexibility, but the performance is worse than the linear prediction method. The inverse spectrum

---

**Figure 2: Types of multimodal fusion.**
method takes advantage of the small fluctuations of the spectral curve to improve the accuracy of the resonance peak parameter estimation but requires high computing power. In contrast, the linear prediction method can simulate a very good model of the vocal tract, and although it does not match the human ear frequency sensitivity, it is still the most efficient for extracting the resonant peaks, as shown in Figure 4.

It is well known that human speech sounds are the result of the cooperation of several articulatory organs, including the power of articulation, the vibration of the vocal cords, and the resonant cavities such as the nose and mouth. The lungs are the source of articulatory dynamics, and the vocal cords vibrate because of the breathing of gas by the lungs, while the resonating cavities are the main reason humans can produce a variety of sounds. The thoracic, oral, and cephalic cavities are the three major resonating cavity organs in humans, and the pharyngeal and nasal cavities are also resonating cavities for articulation.

$$p(v, h, \theta) = \frac{\exp \left( E(v, h, \theta) \right)}{Z}. \quad (6)$$

Currently, there are two major types of common treatments for unbalanced data distribution, one from the data perspective and one from the model perspective. Processing from the data is mainly using data resampling techniques, including oversampling techniques and undersampling techniques, to balance the labels of the data set by simply adding samples or removing samples; processing from the model is mainly using integrated learning techniques of the model, including Bagging and Boosting, two common forms, in the model learning process by increasing the small sample category data weights so that the model can learn different categories of data in a balanced way. Since I am currently in the data processing process, simple resampling techniques at the data level are used to balance the dataset for the convenience of the process.

Prosody Rhyme features can indirectly reflect, to some extent, whether the speaker’s speech speed is too fast or too slow, whether the intonation is too high or too low, whether the intonation is subdued, etc. These representations will be of great assistance to the speaker’s rhythm evaluation, fluency evaluation, and evaluation of emotional performance [26]. The more important parameter in the process of fundamental frequency feature extraction is the setting of the frequency range of the band-pass filter, which is set to 52 and 620, respectively, and the window function adopts Gaussian function. The adjacent coincidence rate is reduced by 3.09% on average, and the RMSE error value has also increased by 0.1918 on average, indicating that the audio activity detection processing has a significant effect on the performance of the speech evaluation model. Therefore, I extract three speech features, namely, fundamental frequency, loudness, and pitch, and the three features are combined as rhythmic features to supplement the features of speech. The fundamental frequency, also known as the fundamental frequency, reflects the frequency between two adjacent openings and closings of the sound gate, and can truly describe and characterize the mechanism of sound production. The base-frequency extraction uses the autocorrelation method, and the more important parameters in the
base-frequency feature extraction process are the settings of the frequency range of the band-pass filter (maximum base-frequency value and minimum base-frequency value), which are set to 52 and 620, respectively, and the window function, which is a Gaussian function; the loudness feature is often used to reflect the subjective human perception of the strength of the speech signal [27]. When the frequency value of the speech signal is certain, the stronger the sound intensity value is, the greater the loudness value is; loudness is also frequency-dependent. In this paper, the loudness feature is extracted indirectly by using the sound intensity level, the unit of which is the decibel dB. The loudness feature is related to the sound intensity level and frequency of the speech, so the loudness feature can be extracted indirectly by using the fundamental frequency and the sound intensity level; the pitch is like the loudness, and is also a value that reflects the subjective perception of the human to the speech signal. Pitch features can be very helpful for both rhythmical learning. In the personal interview, 8% of the students who chose the "other" option in question 7 said that they would like the teacher to use videos in class when the videos used for teaching are interesting. This shows that students prefer videos with a coordinated combination of visual and auditory modalities, as well as music modalities that are pleasant, as shown in Figure 6. The feature extraction process is cumbersome and the generalization ability of the model is poor. Research on the spoken English evaluation algorithm based on key technologies such as speech recognition and natural language processing, so that it can interact with the user’s spoken language, automatically evaluate the user’s spoken language, and allow the user to automatically discover Ability to lie in the crux of not being fluent in spoken English.

Unlike existing studies, the clustering process is performed in the recognition model. Compared to inductive learning, the proposed adaptive model theory-based transductive learning is more suitable for application processes where individual differences are evident, as it does not focus on the overall accuracy of the model but on the individual situation. To improve the quality of subsequent model input data and to innovate the model based on the shortcomings of the existing automatic speech assessment model, this article is no longer limited to traditional feature engineering and machine learning methods and uses the latest time series.
Finally, there is also the processing of the recognition results. In line with the result processing of consecutive reading, the system’s recognition results also need to be regularized, and the algorithm of regularization is the same as the algorithm of great matching of consecutive reading; if the number of matching words is less than 60%, the system rejects the recognition. The difference is that the system only compares the recognition result with the standard phoneme string, looks for the position function inside the standard phoneme string in the recognition result, and judges whether two words are identical or not, not whether they are spelled the same, but also considers the confusable phoneme set, and the phonemes in the same HDP set can be regarded as the same phoneme. Another difference is that confusion-prone sounds are evaluated in HDP clusters, and the size of the cluster used in this experiment is 10. This subsection uses the base model of speech evaluation based on temporal structure introduced earlier for data preprocessing experiments, which is a pure speech model based on GRU (MA_SE+audio+GRU). Comparative experiments are designed to verify the effectiveness of each operation in the data preprocessing process through a control variable approach, mainly verifying the effectiveness of these two preprocessing operations of audio activity detection and data sampling, and the multimodal experiments in later chapters will verify the effectiveness of the text operation introduced by speech recognition. The experimental results for the three scoring modules are presented in Table 2.

The results of the fluency scoring module in the preprocessing process validation are shown in Table 2. Both the removal of data sampling and the removal of audio activity detection have a significant impact on the performance of the fluency module, and the removal of these two modules results in a decrease in the agreement rate, adjacent agreement rate, and root mean square error of the model, with a greater decrease for the removal of the audio activity detection process. The experimental results show that both audio activity detection and data sampling have a significant improvement on the model performance, with the audio activity detection process showing a greater improvement. Then the system collects the pronunciation of the spoken language practitioner, recognizes the speech signal, and finds the best matching recognition result.

From the overall experimental results of the preprocessing process validation, the removal of the audio activity detection processing module resulted in a significant decrease in model performance for all three metrics, with an average decrease of 20.53% in agreement rate, an average decrease of 3.09% in adjacent agreement rate, and an average increase of 0.1918 in RMSE error values, indicating that the audio activity detection processing had a significant effect on the performance of the speech assessment model. The data resampling module also had a relatively large impact on the three assessment modules, with the performance of two indicators, emotional performance and rhythm, indicating that the data distribution of these two indicators was very uneven, and the data sampling operation increased the agreement rate of the three indicators by an average of 9.02%. The average increase in the adjacent agreement rate was 1.13%. In summary, audio activity detection preprocessing has the greatest impact on the performance of the speech evaluation model, with significant improvements in all three-evaluation metrics, with the most
significant improvement in agreement rate; the performance improvement caused by data resampling is not as significant as audio activity detection; however, it also plays a role. Therefore, the data preprocessing operations designed in this paper all have some improvement on the performance of the automatic speech evaluation model, as shown in Figure 7.

From the experimental results, all three scoring modules jointly have a great improvement on the emotional performance module, with significant improvement in all three indicators of agreement rate, adjacent agreement rate, and root mean square error. Therefore, it is necessary to use multiple SVMs to form a multiclassifier to realize the recognition of multiple emotions. In the process of recognizing the three types of emotional states, calm, happy, and disgust, the feature vector corresponding to one of the emotional states is defined as a positive set, and the feature vector corresponding to the other emotional states is defined as a negative set. It shows that emotional performance is a result of many factors, so information from multiple scoring modules is needed for joint learning. Combining only the information of emotional performance and rhythm or fluency two by two, the agreement rate of both emotional performance scoring modules decreased significantly and the adjacent agreement rate increased significantly. It shows that the union of two modules is not sufficient for the emotional performance module, which tends to score adjacent scores and cannot make accurate predictions and that there is a significant decrease in the root mean square error after the union of rhythmicality and emotional performance.

5. Conclusion

This paper provides a comprehensive explanation of the theoretical foundations of multimodal discourse analysis theory as applied to the design of speaking instruction and explores the specific application of multimodal theory in the teaching of elementary English-speaking classrooms through the design of elementary English-speaking classrooms. Firstly, separate convolutional layers are used to process visual and auditory data, which not only allow independent modeling on the auditory and visual channels but also allow the transfer of audiovisual synchronicity information to occur in the convolutional layers and finally capture the mutual long-time dependencies therein using a higher-level shared fully connected layer. Multimodal vocabulary teaching expands the channels of vocabulary teaching by combining multiple modal symbol resources, creating a natural and relaxing learning environment for students, and creating a real language context by using the design of multimodal symbols to help students acquire and perceive information and knowledge and promote students to participate in classroom interaction. The advantages of multimodal teaching are obvious: it can combine modern advanced teaching technologies to create more realistic communicative situations in the classroom, gather and present resource information in various modalities, and ensure rich and diverse language input; students can receive various sensory stimuli in the classroom to deepen their memory and experience of language; it increases the interest of classroom teaching and improves students’ classroom participation and motivation.

The framework of multimodal teaching in the speaking classroom is a reference for how to use multimodal teaching in the speaking classroom. To reflect the practicality of the experimental model, I designed an automatic pronunciation correction web system, which is of great significance to improve the quality of English learners’ oral pronunciation and learning efficiency and to accelerate the transformation and upgrading of English teaching methods, considering the electronic teaching method of the Internet.
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