Detecting and Correcting for Human Obstacles in BLE Trilateration Using Artificial Intelligence
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Abstract: One of the popular candidates in wireless technology for indoor positioning is Bluetooth Low Energy (BLE). However, this technology faces challenges related to Received Signal Strength Indicator (RSSI) fluctuations due to the behavior of the different advertising channels and the effect of human body shadowing among other effects. In order to mitigate these effects, the paper proposes and implements a dynamic Artificial Intelligence (AI) model that uses the three different BLE advertising channels to detect human body shadowing and compensate the RSSI values accordingly. An experiment in an indoor office environment is conducted. 70% of the observations are randomly selected and used for training and the remaining 30% are used to evaluate the algorithm. The results show that the AI model can properly detect and significantly compensate RSSI values for a dynamic blockage caused by a human body. This can significantly improve the RSSI-based ranges and the corresponding positioning accuracies.
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1. Introduction

Application of Bluetooth Low Energy (BLE) technology for indoor positioning systems has recently gained considerable attention due to the low power and ease of deployment of BLE beacons. Radio-based indoor positioning, including BLE positioning, generally can be divided into three broad categories: proximity, Time of Flight (TOF) measurements, and Received Signal Strength Indicator (RSSI) based methods. In some cases these have also been augmented with Angle of Arrival (AOA) [1]. RSSI-based ranging and fingerprinting are two common methods that rely on the RSSI measurements for positioning. Positioning using BLE fingerprinting has the potential to achieve high accuracy provided sufficiently dense training data are available, however, this process is time-consuming and does not adapt to environmental changes. BLE RSSI-based ranging uses a path loss model to estimate ranges from RSSI values and then trilateration to compute a position.

RSSI-based ranging, like fingerprinting, also requires accurate calibration using RSSI measurements to estimate the path loss model and, again, is sensitive to changes in the propagation environment. The RSSI and the path loss between the transmitter and the receiver are often modelled assuming a 1/n model:

\[ \text{RSSI} = \text{RSSI}(d_0) - 10n \log_{10}\left(\frac{d}{d_0}\right) \]  

(1)

where \( \text{RSSI}(d_0) \) represents the RSSI value at the reference distance \( d_0 \), \( n \) is the path loss exponent value, and \( d \) is the distance between the transmitter and receiver. In free space, \( n \) is 2 while it often is greater due to other sources of attenuation, and can be less than 2 in wave-guides.
BLE uses three channels for advertising and 37 channels for the transmission of data. Because each channel has a slightly different carrier frequency, each BLE advertising channel will have different power level due to differing channel gain and multipath fading.

Many proposed BLE RSSI-based ranging and fingerprinting systems often use RSSI from all three advertising channels together to obtain an aggregate signal [2–4]. However, the signals have been shown to exhibit different overall path-loss models and are affected by multipath fading and attenuation differently. As a result, considering all channels together (aggregate) can give the appearance of large fluctuations in power level (from channel to channel) even when the individual channels’ power levels are stable. Furthermore, one or more channels may experience multipath fading while the others do not. An example of this is shown in Figure 1a, where the first 100 samples of each channel are used to compute different means with small standard deviations, while next the 100 samples are plotted in aggregate mode resulting in a single mean value with a large standard deviation. When the channels are considered separately, small fluctuations are visible in each, however these are lost when considering them in aggregate.

Reference [5] proposed fingerprinting using per-channel training data while several recent works have used individual channel data for RSSI-based trilateration. In [6] the authors make use of the diversity of BLE channels in an algorithm combining a polynomial regression model, fingerprinting, two levels of outlier detection, and extended Kalman filtering, however, the investigated scenario was an empty corridor and the effect of obstacles was not investigated. Another recent study is presented in [7], where channel information, a Kalman filter and a trilateration method are applied to improve the precision of BLE RSSI-based trilateration. In this case, one or more mobile users were transmitting and several stationary receivers were deployed where each receiver was equipped with separate hardware to monitor each of the three advertising channels in parallel and then only the single channel with the least variation on each link was then used for trilateration. A robust positioning system based on separate channels was investigated in [8]. Unlike [6–8] it begins by using training data to fit a path-loss model to each channel. Then in the operational stage, RSSI observations are taken and median values are used to estimate ranges for each channel. For each link, a weighted average range is then assembled from the ranges obtained from the available channels. This average range is then used for trilateration. Our previous work [9] has also shown that the using all three advertising channels, each with their own empirically determined path loss exponent, can provide more accurate results than using all available RSSI observations in aggregate with a single path loss mode.

![Figure 1. (a) Received Signal Strength Indicator (RSSI) samples received from the three advertising channels compared to combination (aggregate). (b) Effect of blockage on the RSSI samples received from the three advertising channels.](image-url)
In wireless propagation, fading may either be due to interference from multipath propagation or shadowing from obstacles. Due to the difficulty of modeling the signal attenuation caused by obstacles, this effect is often neglected in the literature. However, to properly model radio propagation for RSSI-based ranging, all of the obstacles between the transmitter and receiver should be considered. A common signal attenuation source is the human body which can shadow or fully obscure the signal path. Figure 1b shows an example where multipath fading can be seen on channel 38 between samples 40 and 60 while all three BLE advertising channels are attenuated by a human body blockage beginning near sample 60.

There are a variety of studies that investigate the effect of human bodies on fingerprinting-based and range-based positioning [10–12]. Early work approximated the attenuation due to body shadowing with a Rician distribution [10]. A path loss shadowing model for RSSI-based ranging based on a Markov process was introduced in [11], where shadowing effects on each propagation path were generated individually using a transition probability. In RSSI-based fingerprinting, training data are typically collected for multiple orientations to compensate for attenuation due to the person holding the mapping device. [12] showed that the signal distribution with distance takes an elliptical shape due to the presence of a human body. Then, based on the properties of the ellipse, a signal attenuation model was proposed to generate an orientation-independent fingerprinting database. Although the above mentioned works have given a comprehensive analysis of the effects of body shadowing and body orientation on RSSI-based positioning, none of these works introduced a dependency of shadowing on the distance of a body from a transceiver, nor did they consider the influence of the number of bodies. However, there are some studies that consider the number of people or their distances from the transmitters in accounting for the shadowing effects on the propagation model [13–15]. A twin cylinder model for moving human body shadowing at 60 GHz that considers the geometrical position of a human body was presented in [13]. Indoor radio channel characterization research to detect and characterize the motion of network nodes and moving objects in a network environment using the changes in RSSIs is presented in [14]. RSSI mean and variance values can be useful indicators in signal-based human detection techniques. There are many algorithms to monitor mean and variance of RSSI for detecting the presence of human bodies and other obstacles [15].

In our preliminary work [9], we proposed to exploit the fact that obstacles cause attenuation on all three channels simultaneously while multipath affects the channels individually. We suggested a BLE thresholding-based technique where the reduction in current RSSI sample is compared with the mean of a set of previous samples. If the new RSSI is attenuated by one standard deviation below the mean RSSI in that channel, and all the three advertising channels have a similar attenuation pattern, a detection event is declared.

All of these models ([9–15]) are computationally efficient and easy to implement, though less able to tackle the sudden changes in the real environment. Unlike analytical or empirical models, Artificial Intelligence (AI) networks can learn from observed data [16–18] in real environments and identify patterns that might not be captured by rule-based thresholding techniques. AI is particularly useful when the correlation between the input and output values of a system is ambiguous or subject to noise [19].

AI techniques such as neural networks can be utilized as effective methods to achieve high computational efficiency and robustness against noise and interference in indoor positioning techniques. The majority of the previous studies use AI models as tools to determine sensor locations based on general parameter information such as RSSI [5] and transmitter identification in advance [20]. Other AI studies determine the BLE RSSI values for indoor environments [21] using more specific information such as direct distance between transmitters and receivers to optimize the RSSI values. In [22] an RSSI real-time correction method based on the particle a swarm optimization—back propagation neural network is proposed, however, the method needs a gateway to collect RSSI in real time on top of the receiver measurements.
In this paper, we propose AI models to detect and compensate the obstacle shadowing effect in a dynamic indoor environment using the three BLE advertising channels. Figure 1b shows that how the three BLE advertising channels follow the same pattern in case of human body blockage. When a human body blocks the signal all three channels drop and when the human body leaves the area all three channels return to the former values. Using the advantage of this uniform reaction of the signals to the blockage lets the AI algorithm to distinguish between multipath fading and human body showing. Demonstrating the effectiveness of this strategy is the main contribution of this study. To our knowledge, there is no prior research using AI algorithms to model and enhance RSSI values due to human body shadowing by taking advantage of the three BLE advertising channels. Unlike thresholding-based techniques, our proposed algorithm applies a sliding window to compare all channels inside the AI model. The sliding window technique gives the opportunity of learning sequential patterns of RSSI to predict a possibility of human body shadowing. Moreover, the present research is evaluated in terms of a trilateration positioning solution that provides the opportunity to reduce the error by predicting propagation behavior of radio signals properly accounting for human body shadowing using the three separate BLE advertising channels.

The remainder of this paper is organized as follows: Section 2 focuses on the methodology of the algorithm and theoretical basis of the system. Section 3 evaluates the algorithm with various field experiments. Finally, the effectiveness of the method is validated and discussed in Section 4.

2. Methodology

The proposed method uses an artificial neural network to identify patterns in the RSSI observed on the three BLE advertising channels. The premise is that while the three channels will have different values and these values will vary differently due to frequency dependent fading, when an obstacle, such as a human body, is present, it should affect all of the channels simultaneously. Rather than setting a detection threshold, we propose to train an artificial neural network to learn to identify the patterns corresponding to shadowing due to human bodies.

2.1. BLE and Channel Hopping Overview

BLE is a wireless communication technology that works in the 2.4 GHz frequency Industrial Scientific and Medical (ISM) band with a total of 40 channels, each one 2 MHz wide. For discovery services, it uses three advertising channels: 37 (2402 MHz), 38 (2426 MHz) and 39 (2480 MHz). In this work, the receiver was configured to separately record the RSSI values observed on all three advertising channels. While each advertising channel has different RSSI values, noises and fading, the RSSI values on all three channels attenuate when obstacles are present.

2.2. Human Body Detection

The human body is a source of an additional propagation loss. In this paper, the similar response of the three BLE advertising channels to obstruction by a human body is used to detect and compensate the RSSI values for this effect. In particular, Figure 1b shows an obvious example of this kind of detection based on three channels. To ensure the repeatability of the attenuation due to human body obstruction repeated RSSI measurements were made over a 6-meter distance between a transmitter and receiver and a test subject was made to periodically obstruct the signal. During 450 RSSI measurement epochs, the test subject blocked the line-of-sight 2 m from the receiver five times and then moved and block the line-of-sight four additional times, this time 4 m from the receiver. The RSSI time series of this test is shown in Figure 2. All nine obstruction events are evident, however the magnitude of the effect is smaller when the obstacle is farther from the receiver. Based on these results, we have assumed that the human obstacle will be detectable using this method when it is close enough to the receiver to affect the RSSI. These tests were done in simple environments and obviously real indoor environments will be more complicated and require additional testing.
RSSI measurement epochs, the test subject blocked the line-of-sight 2... series problems and MLP and RBF were selected for this work for this reason.

Figure 2. Repeatable response of three Bluetooth Low Energy (BLE) advertising channels due to the human body.

2.3. Artificial Neural Networks (ANNs)

AI techniques can be used to process complicated and noisy input because with sufficient training data AI can learn patterns that are not obvious to conventional decision-making techniques. In this paper, a fixed number $N$ of past BLE RSSI values are used as inputs to an Artificial Neural Network (ANN). The goal of the $N$ samples in the sliding window technique is to detect the moments that human body blocks the signal or gets out of the way. To see this effect, the set of samples needs to be just long enough to detect the transition. If the sequence is too short then no pattern will be detectable while too long a sequence will require the ANN to also learn to deal with multiple transitions, which we wanted to avoid. We chose 10 samples as the window length based on this reasoning.

These inputs may or may not be affected by human body shadowing. The ANN outputs include three corrected RSSI values (one for each channel) and the blocking information state (that an obstacle is present or not). The output RSSI values represent the RSSI values corrected for the ideal situation with no shadowing. During the training phase, RSSI values with and without human body obstruction were provided for input, however, the corresponding outputs for training were sampled from only the set of RSSI values with no obstructions observed from the same receiver position. This approach was selected rather than evaluating the path loss model for that range so that the corrected RSSI values would have a similar variance to real line-of-sight RSSI values.

Several forms of ANN are often applied to signal processing problems. These include the Multi-layer Perceptron (MLP) model, the Radial Basis Function (RBF), and the Support Vector Machine (SVM) [19]. SVM outperforms MLP and RBF in classification problems, although, for regression-based problems SVM generally achieves lower accuracy [23]. A comparison between MLP, RBF and SVM models to predict a time series model has been presented in [24] where it was concluded that the MLP and RBF models performed better than SVM in time series problems and MLP and RBF were selected for this work for this reason.

2.3.1. Multi-Layer Perceptron (MLP)

This paper applies a supervised MLP learning method with error back propagation. In the back propagation algorithm the input vector is propagated with fixed weights and biases through a forward pass and the output is produced. Then synaptic weights and biases are adjusted by using the error signal that propagates backward to minimize the cost function of the neurons in the output layer:

$$ C = \frac{1}{2m} \sum_{i=1}^{m} \left\| \tilde{y}(x_i) - \bar{y}(x_i) \right\|^2 $$

(2)
where $\tilde{y}(x_i)$ and $\tilde{y}_l(x_i)$ represent the desired output and the actual output, respectively. $x_i$ represents the $i$th training example. $l$ and $m$ denote the number of layers and the number of training examples, respectively.

### 2.3.2. Radial Basis Function (RBF)

RBF is an ANN technique that identifies the activation of a hidden unit by the distance between the input vector and a prototype vector during the training. Each neuron in the hidden layer consists of a radial basis function and the output layer is a weighted sum of the outputs from the hidden layer. The hidden and output layers apply a nonlinear and a linear transformation, respectively. The training procedures in RBF networks can be significantly faster than the training procedures in MLP networks. There are two stages in the training procedure of a RBF network. The first stage involves the determination of the mean value and distance from the center of the activation function using the input data by unsupervised training methods. In the second stage, the output layer weight vector is determined. In RBF, the hidden layer uses a set of Gaussian functions given by:

$$\varphi(x, \mu) = \exp\left(-\frac{(x-\mu)^2}{2d^2}\right)$$

known as radial basis functions, where $\mu$ is the center of Gaussian function (i.e., the mean value of $x$) and $d$ is the distance from the center of the Gaussian function. The output of each hidden unit is based on the distance of the input from the center of the Gaussian radial function $\varphi(x, \mu)$. Then, data points closer to the center of the radial basis function have more effect on the results. This effect can be adjusted by controlling the distance ($d$). Parameters ($d$) and ($\mu$) are defined and adjusted separately at each RBF unit during the training procedure. Layer 3 or the output layer is a weighted linear combination of the outputs from the hidden layer:

$$\text{output} = \sum_i (\varphi_i W_i)$$

### 2.4. Distance Model and Position Estimation

A standard log-distance path loss model has been selected to convert RSSI to distance as shown in Equation (1). Usually parameter $d_0$ is fixed to 1 meter, and $\text{RSSI}(d_0)$ is the average measured RSSI when the receiver is 1 meter away from the transmitter as is required in all logarithmic models. The path loss exponent ($n$) is related to the wireless environment and it and $\text{RSSI}(d_0)$ can be determined either by fitting a line to training measurements, or by choosing standard values. Theoretically, the $n$ should be fixed, however, in reality, the BLE transmit power has time-varying characteristics, and the path loss exponent is dependent on the environment. As a result it is difficult to identify the relationship between RSSI and the distance accurately when applying the log-distance model. Researchers have used different techniques to fit the RSSI distance model more accurately such as additional gateway corrections [19], or adding random noise [6,25].

In this paper, the log-distance parameters for each channel were determined empirically from the training data in an environment without any obstructions, but performance will also be evaluated using standard (non-empirical) values.

Where this paper differs from prior work is that ANN and a training data set are used to correct the RSSI values that have been affected by obstructions leading to more accurate range estimation compared to prior studies.

Finally, the corresponding direct distance from each transmitter to the receiver is calculated for each channel by using the corresponding log-distance model and the RSSI values that may have been corrected by the AI. All available ranges are then used in the trilateration using non-linear parametric least-squares. If $m$ transmitters with known coordinates $(x_{T_{1}}, y_{T_{1}}), (x_{T_{2}}, y_{T_{2}}), \ldots, (x_{T_{m}}, y_{T_{m}})$ are
deployed, and the receiver has unknown location \((x_{Rx}, y_{Rx})\), the \(m\) distances are related to the unknown positions as

\[
d_m = \sqrt{(x_{Tx_m} - x_{Rx})^2 + (y_{Tx_m} - y_{Rx})^2}
\]  

(5)

This observation model must be linearized to obtain the design matrix \((H)\) which contains information regarding the geometry of the measurements.

\[
H_m = \left[ \begin{array}{c} -\frac{x_{Tx_m} - x_{Rx}}{d_m} \\ -\frac{y_{Tx_m} - y_{Rx}}{d_m} \end{array} \right] \bigg|_{x = x}  
\]

(6)

To make this distinction more explicit, the state vector \(X = [x_{Rx} \ y_{Rx}]^T\), is estimated using a set of observations \(z\) to minimize the sum of squares of residuals, \(z - h(X)\), where \(h(X)\) is the non-linear form of the observation model.

2.5. Implementation

Both the MLP and RBF ANNs are implemented similarly. For each transmitter, \(N\) previous RSSI samples from each channel fed as input into the ANN structure (Figure 3). The output of the ANN system consists of the optimized RSSI values and the blockage state. Output RSSI values for training are obtained from an additional calibration data set with no obstructions that was also used to determine empirical path loss exponents for each transmitter.

![Figure 3. General block diagram of detecting and compensating the obstacle shadowing effect in a dynamic indoor environment using the three BLE advertising channels.](image-url)

To design the MPL, different numbers of hidden layers (1 and 2) with different numbers of neurons (1 to 50) were investigated. Figure 4 shows the relationship between the total number of neurons and standard deviation \((\sigma_{RSSI})\) of the compensated RSSI errors. Two hidden layers generally provided more accurate prediction solutions than one. There is also no improvement in prediction accuracy
beyond 20 neurons per layer. As a result, an architecture with two hidden layers and 20 neurons was adopted for MPL and a hidden layer and 20 neurons was adopted for RBF.

![ANN Prediction Accuracy](image)

**Figure 4.** Standard deviation of output errors of Multi-layer Perceptron (MLP) in various layers and neurons.

3. Experimental Setup

In order to train, validate, and test both ANNs, two data collections were conducted in an empty medium size room at the University of Calgary with dimensions of approximately 6 m × 11 m. We deployed four BLE transmitters, one on each wall with known locations. Reference points for the receiver with one meter spacing were marked on the floor. The transmitters were DWM1001-DEV (Decawave Ltd., Dublin, Ireland) modules that include a DW1000 UWB chip (Decawave Ltd., Dublin, Ireland), a nRF-52832 (Nordic Semiconductor, Trondheim, Norway) BLE radio [26], and an accelerometer. The BLE advertising information was sent with an interval of 20 ms. In the first test, shown in Figure 6c, the test subject held a nRF52840 DK (Nordic Semiconductor, Trondheim, Norway) [27] BLE module in front of her body to measure the RSSI values on all advertising channels with a scan interval of 50 ms.

Here, a passive and connectionless scan was executed where the transmitters are not aware of how many advertising packets were actually received by the receiver. During each 50 ms scan interval the receiver is measuring one channel and will log RSSI values that are available during that interval. The receiver switches channels every scan interval [28,29]. 1500 samples of RSSI were collected from each transmitter on each of the three channels. This dataset included 750 line-of-sight epochs and 750 where one of the four lines-of-sight is obstructed by a second test subject who obstructed the line-of-sight between transmitter #4 and the receiver at a random distance between 1 and 3 m from the receiver. 10 reference points with approximately 1 meter spacing in a line between transmitters #2 and #4 were occupied. The receiver was moved to each reference point to take 150 RSSI measurements (75 with obstruction and 75 line-of-sight). It should be noted that in “unobstructed” samples, the line-of-sight from transmitter #2 to the receiver is always obstructed by the test subject holding the receiver.

Then from 750 measurements in obstructed case, 525 have been employed to train the network, 75 for validation purposes and remaining 150 non-training observations used to test its performance. The same breakdown of the 750 line-of-sight measurements was to use for training, validation and testing. Figure 5 shows the training, validation and testing performance for observations from transmitter #4 in terms of mean squared error (in RSSI) as a function of the number of iterations. The training stop criteria was chosen from the point where the validation data reached a minimum error. The model is able to converge within eight iterations and model weights are chosen based on this epoch.
In case 2, RSSI values were measured while a closed-loop trajectory was walked continuously with the operator holding the receiver on her head as shown in Figure 6d. The loop was repeated twice: once with no obstructions, and once with a second test subject walking the same trajectory one meter ahead of the test subject. In both cases, 70% of the data collected was selected randomly for training and the remaining data were used for testing.

**Figure 5.** Train, Validate and Test performance for transmitter number 4, best validation performance is 0.038404 at epoch number 8.

In case 2, RSSI values were measured while a closed-loop trajectory was walked continuously with the operator holding the receiver on her head as shown in Figure 6d. The loop was repeated twice: once with no obstructions, and once with a second test subject walking the same trajectory one meter ahead of the test subject. In both cases, 70% of the data collected was selected randomly for training and the remaining data were used for testing.

**Figure 6.** (a) Test environment (b) Sensors (c) General block diagram of detecting and compensating the obstacle shadowing effect in a dynamic indoor environment using the three BLE advertising channels test case #1 and (d) test case #2.
4. Results and Discussion

The ability of both MLP and RBF to correct the RSSI values for human body shading was evaluated in the range domain using the log-distance model with empirical path loss exponent to convert RSSI distance estimation. The AI-based results were compared to the method used in [25], referred as the classic log-distance method, where the same empirical path loss exponent was used, but a constant shadowing loss is applied to all measurements to account for possible obstruction. On the other hand, to see the effect of the empirical model in the proposed method, all three methods (classic, MLP and RBF) tested with a fixed (non-empirical) path loss exponent set to $n = 2.5$ for all channels. This number was selected based on other studies for indoor areas that used path loss exponents between 2.4 to 2.6 [30,31].

The results of the MLP algorithm on the RSSI values for transmitter #4 in the training and test data sets are presented in Figure 7. RSSI values of all three advertising channels were compensated during human body shadowing events that occur around samples 20 and 80 in the test data. In these cases the plus symbols, representing the observed RSSIs, were consistently low and the ANN was able to distinguish and compensate the shadowing effect in the output (Figure 7d). However the MLP is not perfect and generates both missed detections and false alarms. For example, it occasionally misclassified fading on one or two channels as blocking and corrected the RSSI values (while this was a classification error, was beneficial as the result was a corrected RSSI). In addition, in the first three samples of the test data, that were experiencing fading on all channels, it was unable to recognize this as there was no transition in the time series from full power to faded, resulting in an uncorrected RSSI that is then interpreted as a much larger distance. Table 1 represents the numbers of corrected and uncorrected RSSI samples and how they were classified by both the MLP and RBF methods. As discussed in Section 3, 300 test epochs in test cast #1 (150 obstructed and 150 unobstructed). Each contains RSSI measurement from the four transmitters for a total of 1200 observations (600 obstructed and 600 unobstructed samples).

| Status                        | Samples in MLP | Samples in RBF |
|-------------------------------|----------------|----------------|
| Correct detection (obstruction) | 534 89%      | 522 87%        |
| Missed detection              | 66 11%        | 78 13%         |
| False alarm                   | 36 6%         | 48 8%          |
| No detection (no obstruction) | 564 94%       | 552 92%        |

1 Multi-layer Perceptron (MLP). 2 Radial Basis Function (RBF).

MLP was able to correctly classify 89% of the epochs in the test data where human body shadowing was present while 11% were missed detections. When shadowing was not present, only 6% of these epochs were false alarms while the remaining 94% were correctly classified as line-of-sight situations. RBF performed slightly worse with 13% missed detections and 8% false alarms.

The results were compared in terms of the range and position errors in both test cases:
discussed in Section 3, 300 test epochs in test case #1 (150 obstructed and 150 unobstructed). Each contains RSSI measurement from the four transmitters for a total of 1200 observations (600 obstructed and 600 unobstructed samples).

Table 1. Artificial Neural Network (ANN) performance in terms of correct detection, missed detection and false alarm.

| Status                                          | Samples in MLP | Samples in RBF |
|-------------------------------------------------|----------------|----------------|
| Correct detection (obstruction)                 | 534 (89%)      | 522 (87%)      |
| Missed detection                                | 66 (11%)       | 78 (13%)       |
| False alarm                                     | 36 (6%)        | 48 (8%)        |
| No detection (no obstruction)                   | 564 (94%)      | 552 (92%)      |

1 Multi-layer Perceptron (MLP). 2 Radial Basis Function (RBF).

Figure 7. Blocked and not blocked RSSI values in MLP algorithm from transmitter #4 in channel 37, 38 and 39, for input training (a), output training (c), input test (b) and output test (d) (All RSSI value are presented in dB).

4.1. Test Case #1

Figure 8 exhibits the range error distribution by histograms for different BLE channels, using three different methods (classic, MLP, and RBF) and empirical path loss exponents, and four different transmitters, while, Figure 9 represents the same results with non-empirical models. When the classic log-distance algorithm with empirical path loss was used, the majority of absolute range errors were widely spread in less than 10 m in all directions. However, in both ANN methods, MLP and RBF with empirical path loss model, the range error distribution tended to concentrate around zero with spread of less than 2.5 m. Applying the empirical path loss exponent improved the classic results, but barely changed MLP and RBF ranges. All the histogram standard deviations in both figures (Figures 8 and 9) are summarized in Table 2.

Table 2. Standard deviation of range error (all in meters).

| TX ¹s     | Algorithm    | Channel 37 | Channel 38 | Channel 39 |
|-----------|--------------|-------------|-------------|-------------|
| TX1       | Classic      | 2           | 1.2         | 4.6         |
|           | MLP          | 1           | 0.7         | 2.3         |
|           | RBF          | 1.3         | 1           | 2.5         |
|           | Classic-Non Emp ² | 3         | 2           | 5           |
|           | MLP-Non Emp. | 1           | 0.8         | 2.3         |
|           | RBF-Non Emp. | 1.4         | 1           | 2.3         |

¹TX: Transmitter #
²Non Emp: Non-empirical models
Table 2. Cont.

| TX 1's | Algorithm       | Channel 37 | Channel 38 | Channel 39 |
|--------|-----------------|------------|------------|------------|
|        | Classic         | 4.2        | 6.5        | 4.4        |
|        | MLP             | 1.7        | 2          | 1.7        |
|        | RBF             | 2          | 2          | 2          |
| TX2    | Classic-Non Emp.| 4.3        | 7          | 6.8        |
|        | MLP-Non Emp.    | 2.3        | 2          | 2.5        |
|        | RBF-Non Emp.    | 2.1        | 2          | 2.2        |
|        | Classic         | 4.6        | 2.5        | 8.8        |
|        | MLP             | 0.8        | 0.8        | 0.9        |
|        | RBF             | 1.8        | 2          | 2.4        |
| TX3    | Classic-Non Emp.| 5.5        | 4          | 9          |
|        | MLP-Non Emp.    | 2.3        | 1.2        | 2.5        |
|        | RBF-Non Emp.    | 1.9        | 2          | 2.3        |
|        | Classic         | 4.6        | 2.5        | 8.8        |
|        | MLP             | 0.8        | 0.9        | 0.9        |
|        | RBF             | 1.8        | 2          | 2.1        |
| TX4    | Classic-Non Emp.| 8          | 3.2        | 11         |
|        | MLP-Non Emp.    | 0.9        | 1.1        | 1.3        |
|        | RBF-Non Emp.    | 2.1        | 2.1        | 2.1        |

1 Transmitter (TX). 2 Empirical (Emp).

Figure 8. The histogram of distance estimation errors for all the transmitters (each transmitter presented in one row) by using three different methods (classic, MLP and Radial Basis Function (RBF)) for each BLE advertising channel with empirical model.
Figure 8. The histogram of distance estimation errors for all the transmitters (each transmitter presented in one row) by using three different methods (classic, MLP and RBF) for each BLE advertising channel with empirical model.

Figure 9. The histogram of distance estimation errors for all the transmitters (each transmitter presented in one row) by using three different methods (classic, MLP and RBF) for each BLE advertising channel with non-empirical model.

In addition, Figure 10 presents the cumulative distribution functions (CDFs) of absolute values of the horizontal position error components (East-West and North-South) for the three different methods with empirical and non-empirical path loss exponents. The East-West position error with an empirical path loss was better than 1.6 m for 90% of the samples when using the MLP method, which is a 67% improvement compared to the classic log-distance with a shadowing factor (4.8 m). The RBF method also showed acceptable position error (less than 2.4 m) or an improvement of 50% compared to the classic log-distance method. The position error in the North-South direction showed similar improvement with the 90% localization error for MLP at 1.7 m and for RBF at 3.5 m, which are 68% and 34% improvements over log-distance (5.3 m), respectively.

The position error using the non-empirical path loss in the East-West direction was better than 2.2 m 90% of the time using MLP method, which is a 67% improvement compared to the non-empirical classic log-distance method (6.7 m). The RBF method also showed acceptable position error (less than 3.2 m) or an improvement of 52% compared to the non-empirical classic log-distance method. The AI-supported results were very close to those using the empirical path-loss model. The position error using the North direction with non-empirical also showed similar improvement with the 90% localization error for MLP at 2.3 m and for RBF at 4 m, which were 68% and 45% improvements over non-empirical log-distance (7.3 m), respectively. It should be noted that the classic method using the non-empirical path-loss exponent suffered in the East-West direction compared to the classic results using the empirical path-loss because the classic method applied a shadowing loss to all observations and in the test scenario the observations to transmitters 1 and 3 were never obstructed.
which shows 7.4 m in 90% the data. MLP method is decreased by 64% and RBF method 46% over the
log-distance method. In Figure 11b the positioning errors in the North direction represent 2.8 m to 4 m
positioning error in 90% for both ANN models (MLP and RBF), while the log-distance model shows
more error (6 m).

4.2. Test Case #2

The corrected RSSIs in the second test set were measured by walking inside a closed loop with
approximate size of 4 m × 5 m (Figure 6d).

Figure 11a depicts the CDF of position error in the East direction. Both ANN models (MLP and RBF) show positioning error about 2.7 m to 4 m compared with a classic log-distance method
which shows 7.4 m in 90% the data. MLP method is decreased by 64% and RBF method 46% over the
log-distance method. In Figure 11b the positioning errors in the North direction represent 2.8 m to 4 m
positioning error in 90% for both ANN models (MLP and RBF), while the log-distance model shows
more error (6 m).

Figure 11. Test #2 CDFs of absolute East-West position error (a), and North-South position error;
(b) using the three different methods (MLP, RBF, and Classic).

5. Conclusions

In this paper, we have proposed and implemented a sliding window ANN method for detecting
human body attenuation in BLE RSSI values using the three advertising channels. The method uses
a sliding window of RSSI input from all three advertising channels to distinguish attenuation due
to sudden obstacle blockage versus fading due to multipath or gradual signal level change due to
changing range and then corrects the RSSI level to match those for the unblocked case. Both ANN methods are able to correctly identify sudden blockages more than 87% of the time. The corrected RSSI values are then converted to ranges using a simple log-distance model with empirical path loss exponents also obtained from the training data and compared to those obtained using a textbook value. The ranges are used to compute position through trilateration. Our results show significant improvement in range and position accuracy compared to a previously proposed method where all RSSI measurements were adjusted for shadowing, whether it occurs or not.

It is interesting to compare our results to those reviewed in the literature. Reference [7] shows 1.82 m accuracy 90% of the time in a 6 by 9 m room and 4.6 m in a 16 by 17 m room, results which are close to ours (2.3 m in scenario #1 and 3.8 m in scenario #2, 90% of the time). Reference [6] achieved accuracies of less than 2.56 m 90% of the time, (an average of two trajectories) with a dense deployment of BLE beacons (one beacon per 9 m) but did not investigate obstacles. Finally reference [8] shows a positioning accuracy of less than 2.4 m 90% of the time using a differential correction method that requires a nearby reference receiver with known coordinates that experiences the same obstruction.

Since real environments are more complicated than those tested in this study and other papers, with real traffic and multiple obstructions, training the ANN to identify multiple human obstructions is one of the most important areas for future investigation. We hope to investigate the use of vision technology as an addition source of information about the presence of obstacles attenuating BLE RSSI while expanding our tests to more diverse indoor environments with other types of static and dynamic obstacles.

Author Contributions: Conceptualization, S.N.; Data curation, S.N.; Formal analysis, S.N. and K.O.; Funding acquisition, K.O.; Methodology, S.N.; Software, S.N.; Supervision, K.O.; Validation, S.N. and K.O.; Writing—original draft, S.N.; Writing—review & editing, K.O. All authors have read and agreed to the published version of the manuscript.

Funding: Natural Sciences and Engineering Research Council of Canada: CRDPJ 514520–17.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Correa, A.; Barcelo, M.; Morell, A.; Lopez Vicario, J. A Review of Pedestrian Indoor Positioning Systems for Mass Market Applications. Sensors 2017, 17, 1927. [CrossRef]
2. Altini, M.; Brunelli, D.; Farella, E.; Benini, L. Bluetooth Indoor Localization with Multiple Neural Networks. In Proceedings of the International Symposium on Wireless Pervasive Computing, Modena, Italy, 5–7 May 2010; pp. 295–300. [CrossRef]
3. Baronti, P.; Barsocchi, P.; Chessa, S.; Mavilia, F.; Palumbo, F. Indoor Bluetooth Low Energy Dataset for Localization, Tracking, Occupancy, and Social Interaction. Sensors 2018, 18, 4462. [CrossRef] [PubMed]
4. Mendoza-Silva, G.M.; Matey-Sanz, M.; Torres-Sospedra, J.; Huerta, J. BLE RSS Measurements Dataset for Research on Accurate Indoor Positioning. Data 2019, 4, 12. [CrossRef]
5. Powar, J.; Gao, C.; Harle, R. Assessing the impact of multi-channel BLE beacons on fingerprint-based positioning. In Proceedings of the 2017 International Conference on Indoor Positioning and Indoor Navigation (IPIN), Sapporo, Japan, 18–21 September 2017; pp. 1–8. [CrossRef]
6. Zhuang, Y.; Yang, J.; Li, Y.; Qi, L.; El-Sheimy, N. Smartphone-Based Indoor Localization with Bluetooth Low Energy Beacons. Sensors 2016, 16, 596. [CrossRef] [PubMed]
7. Cantón Paterna, V.; Calveras Augé, A.; Paradells Aspas, J.; Pérez Bullones, M.A. A Bluetooth Low Energy Indoor Positioning System with Channel Diversity, Weighted Trilateration and Kalman Filtering. Sensors 2017, 17, 2927. [CrossRef]
8. Huang, B.; Liu, J.; Sun, W.; Yang, F. A Robust Indoor Positioning Method based on Bluetooth Low Energy with Separate Channel Information. Sensors 2019, 19, 3487. [CrossRef] [PubMed]
9. Naghdi, S.; O’Keefe, K. Trilateration with BLE RSSI Accounting for Pathloss Due to Human Obstacles. In Proceedings of the 2019 International Conference on Indoor Positioning and Indoor Navigation (IPIN), Pisa, Italy, 30 September–3 October 2019; pp. 1–8. [CrossRef]
10. Bultitude, R. Measurement, characterization and modeling of indoor 800/900 MHz radio channels for digital communications. *IEEE Commun. Mag.* 1987, 25, 5–12. [CrossRef]

11. Kashiwagi, I.; Taga, T.; Imai, T. Time-Varying Path-Shadowing Model for Indoor Populated Environments. *IEEE Trans. Veh. Technol.* 2010, 59, 16–28. [CrossRef]

12. Fet, N.; Handte, M.; Marrón, P.J. A model for WLAN signal attenuation of the human body. In Proceedings of the 2015 21st Asia-Pacific Conference on Communications (APCC), Kyoto, Japan, 14–16 October 2015; pp. 188–192. [CrossRef]

13. Ang, T.; Umehira, M.; Otsu, H.; Takeda, S.; Miyajima, T.; Kagoshima, K. A twin cylinder model for moving human body shadowing in 60GHz WLAN. In Proceedings of the 2013 13th Annual ACM International Conference on Mobile, Ad Hoc and Wireless Networks, Boston, MA, USA, 26 February–2 March 2013; pp. 1–8. [CrossRef]

14. Woyach, K.; Puccinelli, D.; Haenggi, M. Sensorless Sensing in Wireless Networks: Implementation and Measurements. In Proceedings of the 2006 4th International Symposium on Modeling and Optimization in Mobile, Ad Hoc and Wireless Networks, Boston, MA, USA, 26 February–2 March 2006; pp. 1–8. [CrossRef]

15. Youssef, M.; Mah, M.; Agrawala, A. Challenges: Device-free passive localization for wireless environments. In Proceedings of the 13th Annual ACM International Conference on Mobile Computing and Networking, Montreal, QC, Canada, 14–19 March 2007.

16. Wu, B.F.; Jen, C.; Chang, K. Neural fuzzy based indoor localization by Kalman filtering with propagation channel modeling. In Proceedings of the 2013 IEEE International Conference on Systems, Man and Cybernetics, Montreal, QC, Canada, 7–10 October 2007; pp. 812–817. [CrossRef]

17. Alshami, I.H.; Ahmad, N.A.; Sahibuddin, S.; Firdaus, F. Adaptive Indoor Positioning Model Based on WLAN-Fingerprinting for Dynamic and Multi-Floor Environments. *Sensors* 2017, 17, 1789. [CrossRef] [PubMed]

18. Jiao, J.; Li, F.; Deng, Z.; Ma, W. A Smartphone Camera-Based Indoor Positioning Algorithm of Crowded Scenarios with the Assistance of Deep CNN. *Sensors* 2017, 17, 704. [CrossRef] [PubMed]

19. Hu, Y.H.; Hwang, I.N. *Handbook of Neural Network Signal Processing*; CRC Press: Boca Raton, FL, USA, 2002.

20. Mok, E.; Cheung, B.K.S. An Improved Neural Network Training Algorithm for Wi-Fi Fingerprinting Positioning. *ISPRS Int. J. Geo-Inf.* 2013, 2, 854–868. [CrossRef]

21. Amer, B.; Noureldin, A. Modeling received signal strength for indoors utilizing hybrid neuro-fuzzy network. In Proceedings of the 2017 7th International Conference on Modeling, Simulation, and Applied Optimization (ICMSAO), Sharjah, UAE, 4–6 April 2017; pp. 1–5. [CrossRef]

22. Li, G.; Geng, E.; Ye, Z.; Xu, Y.; Lin, J.; Pang, Y. Indoor Positioning Algorithm Based on the Improved RSSI Distance Model. *Sensors* 2018, 18, 2820. [CrossRef] [PubMed]

23. Munaye, Y.Y.; Lin, H.P.; Adege, A.B.; Tarekegn, G.B. UAV Positioning for Throughput Maximization Using Deep Learning Approaches. *Sensors* 2019, 19, 2775. [CrossRef]

24. Ghorbani, M.A.; Ahmad Zadeh, H.; Isazadeh, M.; Terzi, O. A comparative study of artificial neural network (MLP, RBF) and support vector machine models for river flow prediction. *Environ. Earth Sci.* 2016, 75, 476. [CrossRef]

25. Marco, G.D.; Longo, M.; Postiglione, F. Connectivity of Ad Hoc Networks with Link Asymmetries Induced by Shadowing. *IEEE Commun. Lett.* 2007, 11, 495–497. [CrossRef]

26. Nordic Semiconductor. nRF52832 SoC. Available online: https://www.nordicsemi.com/Products/Low-power-short-range-wireless/nRF52832 (accessed on 31 January 2020).

27. Nordic Semiconductor. nRF52840 Development Kit. 2017. Available online: https://www.nordicsemi.com/eng/Products/nRF52840-DK (accessed on 31 January 2020).

28. Nikodem, M.; Bawiec, M. Experimental Evaluation of Advertisement-Based Bluetooth Low Energy Communication. *Sensors* 2020, 20, 107. [CrossRef] [PubMed]

29. Tosi, J.; Taffoni, F.; Santacatterina, M.; Sannino, R.; Formica, D. Performance Evaluation of Bluetooth Low Energy: A Systematic Review. *Sensors* 2017, 17, 2898. [CrossRef] [PubMed]
30. Rappaport, T.S.; Blankenship, K.; Xu, H. Propagation and Radio System Design Issues in Mobile Radio Systems for the GloMo Project; Virginia Polytechnic Institute and State University: Blacksburg, VA, USA, 1997.

31. Andersen, J.B.; Rappaport, T.S.; Yoshida, S. Propagation measurements and models for wireless communications channels. *IEEE Commun. Mag.* 1995, 33, 42–49. [CrossRef]