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INTRODUCTION

Discrete algebraic dynamical systems theory essentially studies subsets $\mathcal{B}$, called behavior, of the set of functions from a time set $\mathbb{T}$ (usually $\mathbb{N}$, $\mathbb{Z}$) to $\mathbb{F}^{\ell}$, where $\mathbb{F}$ is a field. According to Oberst [8] and Willems [10, 11, 12, 13], systems are linear, time invariant and closed with respect to the topology of pointwise convergence. The purpose of this paper is to find and prove these properties for the mathematical structures behind these systems, and then to deduce these properties for systems. These results leads to an elegant presentation and a characterization of discrete linear algebraic dynamical systems.

This paper is organized as follows:

In Section 1, we present the basic mathematical structures $\mathbb{F}^{\omega}$ and $\mathbb{F}^{(\omega)}$. Then we define scalar products and present the duality property.
Finally, we define orthogonalities in these spaces.

In Section 2, we present the topology on $A = \mathbb{F}^{\mathbb{N}_r}$. The main theorem of the section is Theorem 2.1 which allows the construction of an 0-basis in $A$.

In Section 3, we present Theorem 3.1 which characterizes the closed subspaces of $A$.

In Section 4, we generalize the preceding results to the sets $A^l$ and $D^l$. The main results of the section are Theorem 4.5 which allows the construction of an 0-basis in $A^l$ and Theorem 4.6 which characterizes the closed subspaces of $A^l$.

In Section 5, we introduce the vector spaces of polynomials $D$, the vector spaces of formal powers series $A$ and define orthogonalities in $D^l$ and $A^l$. The main result of the section is Theorem 5.4 which gives the closed subsets of $A^l$.

In Section 6, we introduce the shift operator and the polynomial operator in the shift. These lead to the polynomial-power series multiplication, denoted by “◦”, the main tool for constructing discrete linear dynamical systems. The main results of the section are Theorem 6.3 and 6.7 characterizing the polynomial and power series multiplication.

In the last section 7, we define discrete algebraic dynamical systems, parting from our main result, Theorem 7.1 which presents various equivalent properties of systems, and present one of their main properties, Theorem 7.5.

1. Duality of vector spaces

Let $r \geq 1$ be an integer, $\leq$ the usual total ordering on the integers and $\leq_{+}$ the partial ordering on $\mathbb{N}^r$ defined by

$$\alpha = (\alpha_1, \ldots, \alpha_r) \leq_{+} \beta = (\beta_1, \ldots, \beta_r) \iff \alpha_i \leq \beta_i \quad \text{for } i = 1, \ldots, r.$$  

Let $\psi_r$ be the mapping

$$\psi_r : \mathbb{N} \rightarrow \mathbb{N}^r$$

$$n \mapsto \psi_r(n) = (n, n, \ldots, n).$$  \quad (1)

We have

$$m < n \iff \psi_r(m) <_{+} \psi_r(n).$$  \quad (2)

for $m, n \in \mathbb{N}$. Let $\Omega(\mathbb{N})$ be the set

$$\Omega(\mathbb{N}) = \mathbb{N} \bigcup_{r=1}^{+\infty} \{\mathbb{N}^r\} = \{0, 1, 2, \ldots, n, \ldots\} \bigcup \{\mathbb{N}, \mathbb{N}^2, \mathbb{N}^3, \ldots\}.$$
The letter $\omega$ will denote an element of $\Omega(\mathbb{N})$ and will be considered as an ordinal. A ordinal $\omega = n \in \mathbb{N}$ is identified with the set $\{0, 1, 2, \ldots, n-1\}$. In this case, the notation $x \in \omega$ means that $x \in \{0, 1, 2, \ldots, n-1\}$. In the following, $\omega$ will denote a non-zero ordinal. For $n \in \mathbb{N}^*$, we denote by $\Delta_n$ the set

$$\Delta = \{\alpha \in \mathbb{N}^r \mid \alpha \leq \psi_r(n)\} \subset \mathbb{N}^r.$$  

Let $\mathbb{F}$ be a field. All vector spaces will be over $\mathbb{F}$. For two vector spaces $E$ and $F$, we denote by $\text{Hom}_F(E, F)$ the set of all linear mappings from $E$ to $F$: it is again an $\mathbb{F}$-vector space. For an ordinal $\omega$, we denote by $\omega$ the vector space of all mappings $y : \mathbb{F}^\omega \rightarrow \mathbb{F}$ $\alpha \mapsto y(\alpha)$.

Let $\mathbb{F}^{(\omega)}$ be the vector subspaces of $x \in \mathbb{F}^\omega$ with finite support:

$$\mathbb{F}^{(\omega)} = \{x \in \omega \mid \{\alpha \in \omega \mid x_\alpha \neq 0\} \text{ is a finite set}\}.$$  

For $\alpha \in \omega$, let $\delta_\alpha$ be the element of $\mathbb{F}^{(\omega)}$ defined by

$$\delta_\alpha(\beta) = \begin{cases} 1 & \text{if } \alpha = \beta, \\ 0 & \text{otherwise}, \end{cases}$$

for all $\beta \in \omega$. In other words, $\delta_\alpha(\beta) = \delta_{\alpha\beta}$ where $\delta_{\alpha\beta}$ is the Kronecker’s symbol. Then $(\delta_\alpha)_{\alpha \in \omega}$ is an $\mathbb{F}$-basis of $\mathbb{F}^{(\omega)}$ and for all $x \in \mathbb{F}^{(\omega)}$, we have

$$x = \sum_{\alpha \in \omega} x_\alpha \cdot \delta_\alpha.$$  

Now, an element $y \in \omega$ is defined by $(y_\alpha)_{\alpha \in \mathbb{N}^r}$ where $y_\alpha = y(\alpha)$. We identify $y$ by the formal sum

$$y = \sum_{\alpha \in \mathbb{N}^r} y_\alpha \delta_\alpha,$$

meaning that for all $\beta \in \mathbb{N}^r$, the value of $y(\beta)$ is given by

$$y(\beta) = \sum_{\alpha \in \mathbb{N}^r} y_\alpha \delta_\alpha(\beta).$$

(This time, the sum is finite and given by $y_\beta$, thus well defined).

For $f \in \text{Hom}_\mathbb{F}(\mathbb{F}^{(\omega)}, \mathbb{F})$ and $x \in \mathbb{F}^{(\omega)}$, using the equation (9) above, we get

$$f(x) = \sum_{\alpha \in \omega} x_\alpha \cdot f(\delta_\alpha).$$
Therefore $f$ is defined by $(f(\delta_\alpha))_{\alpha \in \omega} \in \mathbb{F}^\omega$. Conversely, the element $f = (f_\alpha)_{\alpha \in \omega}$ of $\omega$ defines an element of $\text{Hom}_\mathbb{F}(\mathbb{F}(\omega), \mathbb{F})$ by $\delta_\alpha \mapsto f_\alpha$ for all $\alpha \in \omega$, i.e.

$$ \left( \forall x \in \omega \right) \left[ x \mapsto \sum_{\alpha \in \omega} x_\alpha \cdot f_\alpha \right]. $$

The following proposition is fundamental:

1.1. **Proposition.** The mapping

$$ \langle -,- \rangle : \mathbb{F}(\omega) \times \mathbb{F}^\omega \longrightarrow \mathbb{F} $$

$$(x,f) \mapsto \langle x,f \rangle = f(x) = \sum_{\alpha \in \omega} x_\alpha \cdot f(\delta_\alpha). \quad (10)$$

satisfies to the following properties:

1. The homomorphism

$$ \mathbb{F}(\omega) \longrightarrow \text{Hom}_\mathbb{F}(\mathbb{F}^\omega, \mathbb{F}) $$

$$ x \mapsto \left\{ \langle x,- \rangle : \omega \longrightarrow \mathbb{F} \right\} \quad (11) $$

and

$$ \mathbb{F}^\omega \longrightarrow \text{Hom}_\mathbb{F}(\mathbb{F}(\omega), \mathbb{F}) $$

$$ f \mapsto \left\{ \langle -,f \rangle : \mathbb{F}(\omega) \longrightarrow \mathbb{F} \right\} \quad (12) $$

are injective.

2. The monomorphism (12) is an isomorphism of vector spaces.

We say that $\langle -,- \rangle$ is a scalar product and the vector spaces $\mathbb{F}^\omega$ and $\mathbb{F}(\omega)$ are dual.

For $P \subset \mathbb{F}^\omega$ and $Q \subset \mathbb{F}(\omega)$, we define the orthogonal $P^\perp$ and $Q^\perp$ by

$$ P^\perp = \left\{ x \in \mathbb{F}(\omega) \mid f(x) = 0 \ \forall f \in P \right\} \subset \mathbb{F}(\omega), \quad (13) $$

$$ Q^\perp = \left\{ f \in \mathbb{F}^\omega \mid f(x) = 0 \ \forall x \in Q \right\} \subset \mathbb{F}^\omega. \quad (14) $$

Note that $P^\perp$ (resp. $Q^\perp$) is a vector subspace of $\mathbb{F}(\omega)$ (resp. $\mathbb{F}^\omega$). We end this section by stating the following lemma and its corollary, whose proofs are straightforward.

1.2. **Lemma.** Let $P, P'$ be subsets of $\mathbb{F}^\omega$ and $Q, Q'$ subsets of $\mathbb{F}(\omega)$. Then

$$ P \subset P' \implies P^\perp \supset P'^\perp \quad \text{and} \quad Q \subset Q' \implies Q^\perp \supset Q'^\perp \quad (15) $$

$$ P \subset P'^\perp \quad \text{and} \quad Q \subset Q'^\perp \quad (16) $$

$$ P'^{\perp\perp} = P^\perp \quad \text{and} \quad Q'^{\perp\perp} = Q^\perp. \quad (17) $$
1.3. Corollary. Consider the sets
\[ \mathcal{L} = \{ P^\perp | P \subset \mathbb{F}^\omega \} \text{ and } \mathcal{CL} = \{ Q^\perp | Q \subset \mathbb{F}^{(\omega)} \}. \]
Then the map
\[ \mathcal{L} \rightarrow \mathcal{CL} \]
\[ P^\perp \mapsto P^\perp\perp \]  \hspace{1cm} (18)
is a bijection. Its inverse is
\[ \mathcal{CL} \rightarrow \mathcal{L} \]
\[ Q^\perp \mapsto Q^\perp\perp. \]  \hspace{1cm} (19)

2. Topology on \( \mathbb{F}^{N^r} \)

By considering \( \mathbb{F}^{\omega} \) for \( \omega = N^r \), we get the vector space \( \mathbb{A} = \mathbb{F}^{N^r} \). Using Proposition 1.1, \( \mathbb{A} \) is in duality with \( \mathbb{D} = \mathbb{F}^{(N^r)} \) thanks to the scalar product (10). We therefore may consider the orthogonal \( \perp \) defined in (13) and (14), on the subsets of \( \mathbb{A} \) and \( \mathbb{D} \).

Considering \( \mathbb{F} \) as a topological vector space with the discrete topology \[ {\|} \], a fundamental system of neighborhoods of 0 (0-basis) is the set \{0\}. A sequence \((a_n)_{n \in N^r}\) of elements of \( \mathbb{F} \) converges to an element \( a \in \mathbb{F} \) if there exists an integer \( N \in \mathbb{N} \) such that
\[ n \geq N \implies a_n = a. \]

The vector space \( \mathbb{A} \) is provided with the product topology of that of the \( \mathbb{F} \)’s and becomes a topological vector space too (\[ \| \] \[ \). According to the definition of the product topology, we can present an 0-basis of \( \mathbb{A} \) which is a modification of what is mentioned in \[ \[. It uses the mapping \( \psi_r \) defined in \[ \[:

2.1. Theorem. An 0-basis of \( \mathbb{A} \) is given by the family of sets \((V_n)_{n \in N^r}\) where
\[ V_n = \{ y \in \mathbb{A} | y_\alpha = 0 \text{ for } \alpha \leq \psi_r(n) \} \text{ for } n \in N^r. \]  \hspace{1cm} (20)
It has the property
\[ V_1 \supset V_2 \supset V_3 \supset \cdots \supset V_n \supset V_{n+1} \supset \cdots. \]

Proof. We will use some notations. If \( I \) is a set of indices, \( (E_i)_{i \in I} \) a family of sets indexed by \( I \), and \( A \) a set, then \( \prod_{i \in I} A \) denotes the cartesian product \( \prod_{i \in I} E_i \) when \( E_i = A \) for \( i \in I \). It is also the set \( A^I \) of the mappings from \( I \) to \( A \): \[ A^I = \prod_{i \in I} A. \]
In particular, for $A = \mathbb{F}$ and $I = \mathbb{N}^r$, we have

$$A = \mathbb{F}^{\mathbb{N}^r} = \prod_{\alpha \in \mathbb{N}^r} \mathbb{F}.$$ 

The sets $\mathcal{O}$ defined by

$$\mathcal{O} = \prod_{\alpha \in I} \{0\} \times \prod_{\alpha \in \mathbb{N}^r \setminus I} \mathbb{F},$$

where the $I$’s are finite subset of $\mathbb{N}^r$ are open sets of $A$ containing 0 (called elementary rectangles). The other open subsets of $A$ are the union of such subsets ([8, 9]). We make the convention $\mathcal{O} = A$ if $I = \emptyset$.

If $n \in \mathbb{N}^r$ and $y \in V_n$, we have $y_\alpha = 0$ for $\alpha \leq_{+} \psi_r(n)$. Let $\mathcal{O}$ be the set defined by

$$\mathcal{O} = \prod_{\alpha \leq_{+} \psi_r(n)} \{0\} \times \prod_{\alpha \leq_{+} \psi_r(n)} \mathbb{F},$$

If $z \in \mathcal{O}$, it verifies $z_\alpha = 0$ for $\alpha \leq_{+} \psi_r(n)$, so that $z \in V_n$. It follows that

$$V_n \supset \mathcal{O}. \quad (22)$$

Let $\Delta_n$ be the set defined by

$$\Delta_n = \{\alpha \in \mathbb{N}^r | \alpha \leq_{+} \psi_r(n)\} \subset \mathbb{N}^r. \quad (23)$$

We have

$$\mathcal{O} = \prod_{\alpha \in \Delta_n} \{0\} \times \prod_{\alpha \in \mathbb{N}^r \setminus \Delta_n} \mathbb{F},$$

so that $\mathcal{O}$ is then of the form (21). By (22), the set $V_n$ is a neighborhood of 0.

If $\mathcal{U}$ another neighborhood of 0, there exists a finite subset $I$ of $\mathbb{N}^r$ such that

$$\mathcal{O} = \prod_{\alpha \in I} \{0\} \times \prod_{\alpha \in \mathbb{N}^r \setminus I} \mathbb{F} \subset \mathcal{U}.$$

Let $n$ be an integer which is strictly greater than the maximum of the coordinates of the $\alpha$’s in $I$:

$$\left( \forall \alpha \in I \right) \left[ \alpha <_{+} \psi_r(n) \right].$$

Using again the set $\Delta_n$ as in (23), we have

$$I \subset \Delta_n \quad \text{and} \quad \mathbb{N}^r \setminus \Delta_n \subset \mathbb{N}^r \setminus I,$$
so that

\[ y \in V_n \implies y_\alpha = 0 \quad \text{for} \quad \alpha \leq_{+} \psi_r(n), \]

\[ \implies y \in \prod_{\alpha \leq_{+} \Delta_n} \{0\} \times \prod_{\alpha \in N^r \setminus \Delta_n} F \subseteq \prod_{\alpha \in I} \{0\} \times \prod_{\alpha \in N^r \setminus I} F = \mathcal{O}. \]

It follows that \( V_n \subset \mathcal{O} \) and therefore \( V_n \subset \mathcal{U} \). We have shown that the family \((V_n)_{n \in N^r}\) consists of neighborhoods of 0 such that any other neighborhood of 0 contains an element of this family. It is obvious that the sequence \((V_n)_{n \in N^r}\) is decreasing. \( \square \)

2.2. Corollary. A sequence \((f_n)_{n \in N}\) of elements of \( A \) converges to an element \( f \in A \) if and only if for \( \alpha \in N^r \), the sequence \((f_{n\alpha})_{n \in N}\) converges to \( f_\alpha \) in \( F \).

Proof. Suppose that the sequence \((f_n)_{n \in N}\) of elements of \( A \) converges to an \( f \in A \) and let \( \alpha \) be an element of \( N^r \). There exists \( m \in N \) such that \( \alpha \leq_{+} \psi_r(m) \). Let \( n \in N^r \) such that \( n \geq m \) and \( V_n \) the corresponding neighborhood of 0 in \( A \). There exists an \( N \in N \) such that

\[ k \geq N \implies (f_k - f) \in V_n \]

\[ \implies f_{k\beta} = f_\beta \quad \text{for} \quad \beta \leq_{+} \psi_r(n). \quad (24) \]

Applying the second equation of \((24)\) for the case \( \beta = \alpha \), we have

\[ k \geq N \implies f_{n\alpha} = f_\alpha, \]

i.e. the sequence \((f_{n\alpha})_{n \in N}\) converges to \( f_\alpha \) in \( F \).

Conversely, suppose that for \( \alpha \in N^r \), the sequence \((f_{n\alpha})_{n \in N}\) converges to \( f_\alpha \) in \( F \). Given \( \alpha \in N \), there exists an \( N \in N \) such that

\[ k \geq N \implies f_{k\alpha} - f_\alpha = 0. \quad (25) \]

Let \( V_n \) be a neighborhood of 0 in \( A \) and \( \Delta_n \) the set

\[ \Delta_n = \{ \alpha \in N^r \mid \alpha \leq_{+} \psi_r(n) \} \subset N^r. \quad (26) \]

Let \( m \) be the cardinality of \( \Delta_n \) and \( \alpha_1, \ldots, \alpha_m \) the elements of \( \Delta_n \). Applying \((25)\) for each of the elements of \( \Delta_n \), there exist \( N_1, \ldots, N_m \in N \) such that

\[ k \geq N_i \implies f_{k\alpha_i} - f_{\alpha_i} = 0. \]

for \( i = 1, \ldots, m \). Taking \( N = \max\{N_1, \ldots, N_m\} \), we have

\[ k \geq N \implies f_{k\alpha_i} - f_{\alpha_i} = 0 \]

for \( i = 1, \ldots, m \). In other words,

\[ k \geq N \implies f_{k\alpha} = f_\alpha \quad \text{for} \quad \alpha \leq_{+} \psi_r(n). \]
We then have shown that
\[ k \geq N \implies (f_k - f) \in V_n. \]
Thus \((f_n)_{n \in \mathbb{N}}\) converges to \(f\) in \(\mathbb{A}\).
\[ \Box \]

The topology of \(\mathbb{A}\) is then the topology of the pointwise convergence.

3. Closed subspaces of the vector space of multi-indexed sequences over a field

We are now going to investigate the closed subspaces of \(\mathbb{A}\).

3.1. Theorem. An \(\mathbb{F}\)-vector subspace \(V\) of \(\mathbb{A}\) is closed if and only if there exists \(G \in \mathbb{D}\) such that
\[ V = G^\perp. \] (27)

Proof. Let \(G\) be a non-empty subset of \(\mathbb{D}\). We have to show that \(G^\perp\) is closed in \(\mathbb{A}\). Let \((f_n)_{n \in \mathbb{N}}\) a sequence in \(G^\perp\) which converges to \(f \in \mathbb{A}\), with respect to the topology of \(\mathbb{A}\). Given \(x \in G\), the following property holds: for \(k \in \mathbb{N}\), there exists \(N \in \mathbb{N}\) such that for \(n \geq N\), one has \((f_n - f) \in V_k\), i.e. \((f_n - f)_\alpha = 0\) whenever \(\alpha \leq \psi_r(k)\).

Since \(f_n\) is with finite support, we may choose \(k\) sufficiently large so that
\[ 0 = f_n(x) = \sum_{\alpha \leq \psi_r(k)} x_\alpha f_n\alpha. \]
It follows that
\[ f(x) = \sum_{\alpha \notin \psi_r(k)} x_\alpha f_\alpha. \]

But \(x\) being with finite support, we may increase \(k\), if necessary, so that \(x_\alpha = 0\) for \(\alpha\) verifying \(\alpha \leq \psi_r(k)\), which implies \(f(x) = 0\). Since it is true for an arbitrary \(x \in G\), we finally have \(f \in G^\perp\).

Conversely, suppose that \(V\) is closed in \(\mathbb{A}\). We will show that
\[ V^{\perp\perp} = V = \overline{V}, \] (29)
where \(\overline{V}\) is the closure of \(V\) with respect to the topology of \(\mathbb{A}\). It suffices to show the non-trivial inclusion \(V^{\perp\perp} \subset V\) (see (23)). Let \(\{f_\lambda \mid \lambda \in \Lambda\}\)
a generating set of $V$:

$$f_\lambda : \mathbb{N}^r \rightarrow \mathbb{F} \quad \alpha \mapsto f_{\lambda \alpha}.$$ 

Let $q = (q_\alpha)_{\alpha \in \mathbb{N}^r} \in V_{\perp \perp}$, $n \in \mathbb{N}$ and $G_n$ be the finite-dimensional vector subspace of $\mathbb{D}$ defined by

$$G_n = \bigoplus_{\alpha \in \Delta_n} \mathbb{F} \delta_\alpha$$

(30)

where $\Delta_n = \{ \alpha \in \mathbb{N}^r \mid \alpha \leq^+_\psi_r(n) \}$ ($G_n$ is the subspace of $\mathbb{D}$ generated by $\{ \delta_\alpha \mid \alpha \leq^+_\psi_r(n) \}$). From classical linear algebra, we have the isomorphism

$$\mathbb{F}^{\Delta_n} \leftarrow \text{Hom}_\mathbb{F}(G_n, \mathbb{F})$$

$$x = (x_\alpha)_{\alpha \in \Delta_n} \mapsto \begin{cases} \varphi : G_n \rightarrow \mathbb{F} \\ \delta_\alpha \mapsto x_\alpha \end{cases}.$$ 

For $\beta \in \Delta_n$, we define the element $\gamma_\beta \in \text{Hom}_\mathbb{F}(G_n, \mathbb{F})$ by

$$\gamma_\beta : G_n \rightarrow \mathbb{F} \quad \delta_\alpha \mapsto \gamma_\beta(\delta_\alpha) = \delta_{\beta \alpha},$$

where $\delta_{\beta \alpha}$ is the Kronecker’s symbol. The family $\{ \gamma_\beta \mid \beta \in \Delta_n \}$ is an $\mathbb{F}$-basis of $\text{Hom}_\mathbb{F}(G_n, \mathbb{F})$. Therefore, if $\varphi \in \text{Hom}_\mathbb{F}(G_n, \mathbb{F})$ then $\varphi$ may be written as

$$\varphi = \sum_{\beta \in \Delta_n} \varphi_\beta \gamma_\beta$$

(31)

with $\varphi_\beta \in \mathbb{F}$.

Again, we have the isomorphism:

$$\Phi : \mathbb{F}^{\Delta_n} \leftarrow \text{Hom}_\mathbb{F}(\text{Hom}_\mathbb{F}(G_n, \mathbb{F}), \mathbb{F})$$

$$y = (y_\alpha)_{\alpha \in \Delta_n} \mapsto \begin{cases} \Phi(y) : \text{Hom}_\mathbb{F}(G_n, \mathbb{F}) \rightarrow \mathbb{F} \\ \gamma_\alpha \mapsto \Phi(y)(\gamma_\alpha) = y_\alpha \end{cases}.$$ 

(32)

Consider the restrictions

$$f_\lambda|_{G_n} = f^{(n)}_\lambda \quad \text{with} \quad f^{(n)}_\lambda(\delta_\alpha) = f_{\lambda \alpha};$$

$$q|_{G_n} = q_n \quad \text{with} \quad q(\delta_\alpha) = q_\alpha$$

(33)

for $\alpha \in \Delta_n$. We will need the following lemma:

3.2. **Lemma.** $q_n \in \langle (f^{(n)}_\lambda)_{\lambda \in \Lambda} \rangle$.

*Proof.* We have $q_n \in \text{Hom}_\mathbb{F}(G_n, \mathbb{F})$; suppose that $q_n \notin \langle (f^{(n)}_\lambda)_{\lambda \in \Lambda} \rangle$. In this case, we know that there exists $\Theta \in \text{Hom}_\mathbb{F}(\text{Hom}_\mathbb{F}(G_n, \mathbb{F}), \mathbb{F})$ with $\Theta(f^{(n)}_\lambda) = 0$ for $\lambda \in \Lambda$ and $\Theta(q_n) = 1$. By the isomorphism (30), there
exists \( y = (y_\alpha)_{\alpha \in \Delta_n} \in \mathbb{P}^{\Delta_n} \) such that \( \Phi(y) = \Theta \), i.e. \( \Theta(\gamma_\alpha) = y_\alpha \) for \( \alpha \in \Delta_n \). Take
\[
g = \sum_{\alpha \in \Delta_n} y_\alpha \delta_\alpha \in G_n.
\]

Then
\[
f_\lambda^n(g) = f_\lambda|G_n(g) = f_\lambda(\sum_{\alpha \in \Delta_n} y_\alpha \delta_\alpha)
\]
\[
= \sum_{\alpha \in \Delta_n} f_\lambda(y_\alpha \delta_\alpha) = \sum_{\alpha \in \Delta_n} y_\alpha f_\lambda(\delta_\alpha) = \sum_{\alpha \in \Delta_n} y_\alpha f_{\lambda \alpha}
\]
\[
= \sum_{\alpha \in \Delta_n} \Theta(\gamma_\alpha) f_{\lambda \alpha}
\]
\[
= \sum_{\alpha \in \Delta_n} \Theta(f_{\lambda \alpha} \gamma_\alpha) = \Theta(\sum_{\alpha \in \Delta_n} f_{\lambda \alpha} \gamma_\alpha) = \Theta(f_\lambda^{(n)}) = 0.
\]

(34)

We then get
\[
(\forall \lambda \in \Lambda) \quad f_\lambda(g) = 0,
\]
which proves that \( g \in V^\perp \). But we also have
\[
q(g) = q|G_n(g) = q_n(g) = q_n(\sum_{\alpha \in \Delta_n} y_\alpha \delta_\alpha)
\]
\[
= \sum_{\alpha \in \Delta_n} y_\alpha q_\alpha = \sum_{\alpha \in \Delta_n} \Theta(\gamma_\alpha) q_\alpha = \Theta(\sum_{\alpha \in \Delta_n} \gamma_\alpha q_\alpha),
\]

and by (35),
\[
q_n = \sum_{\alpha \in \Delta_n} \gamma_\alpha q_{n\alpha} = \sum_{\alpha \in \Delta_n} \gamma_\alpha q_\alpha,
\]
so that
\[
q(g) = \Theta(q_n) = 1.
\]

This implies that \( g \notin V^{\perp \perp} = V^\perp \), which is a contradiction. We conclude that necessarily \( q_n \in \langle (f_\lambda^{(n)})_{\lambda \in \Lambda} \rangle \).

Proof of theorem 3.1 (continued). For \( n \in \mathbb{N}^* \), there is then a family \( (\mu_\lambda^{(n)})_{\lambda \in \Lambda} \) with finite support such that
\[
q|G_n = q_n = \sum_{\lambda \in \Lambda} \mu_\lambda^{(n)} f_\lambda^{(n)}.
\]
Consider the element
$$q'_n = \sum_{\lambda \in \Lambda} \mu_{\lambda} f_{\lambda} \in V,$$
which is an extension of
$$q_n$$
on $$A$$. For $$\alpha \in \Delta_n$$, we have, by (57)
$$q(\alpha) = q'_n(\alpha),$$
so that
$$q - q'_n \in V_n.$$ Therefore, the sequence $$(q'_n)_{n \in \mathbb{N}}$$ converges to
$$q$$ in $$A$$. Finally, we have $$q \in \overline{V}$$. Hence
$$V^{\perp} \subset \overline{V}$$
and the equality holds. Taking $$G = V^{\perp}$$, we get
$$G^{\perp} = V^{\perp\perp} = V$$
and the theorem is proved. \(\square\)

4. Generalization to the case of vectors of multi-indexed sequences

We use the notations in the preceding sections. For an integer $$l \geq 1$$,
we denote by $$A^l$$ the set of column-vectors of elements of $$A$$ with $$l$$ rows
and $$D^l$$ the set of row-vectors of elements of $$D$$ with $$l$$ columns:
$$A^l = \left\{ w = \begin{pmatrix} w_1 \\
\vdots \\
w_l \end{pmatrix} \mid w_i \in A \text{ for } i = 1, \ldots, l \right\},$$
$$D^l = \left\{ d = (d_1, \ldots, d_l) \mid d_i \in D \text{ for } i = 1, \ldots, l \right\}.$$

For $$w \in A^l$$, with the components $$w_i \in A$$, we write
$$w_i = (w_{i\alpha})_{\alpha \in \mathbb{N}^r}$$
and for $$d \in D^l$$, with the components $$d_i \in D$$, we write
$$d_i = (d_{i\alpha})_{\alpha \in \mathbb{N}^r}$$
with $$d_{i\alpha} = 0$$ except for a finite number of $$\alpha$$’s. As in Proposition 1.1,
we define the following scalar product:

4.1. Proposition. The $$F$$-bilinear mapping
$$\langle -, - \rangle : \mathbb{D}^l \times \mathbb{A}^l \longrightarrow \mathbb{F},$$
$$\langle d, w \rangle \mapsto \langle d, w \rangle = \sum_{i=1}^{l} \left( \sum_{\alpha \in \mathbb{N}^r} d_{i\alpha} \cdot w_{i\alpha} \right)$$
is a scalar product.

We then have the vector spaces isomorphism
$$A^l \cong \text{Hom}_F(D^l, \mathbb{F})$$
$$w \mapsto \langle -, w \rangle.$$ (36)

As in (13) and (14), we define orthogonals:
4.2. Definition. For $P \subset A^l$ and $Q \subset D^l$, the orthogonals $P^\perp$ and $Q^\perp$ are
\begin{align*}
P^\perp &= \{ d \in D^l \mid \langle d, w \rangle = 0 \ \forall w \in P \} \subset D^l, \quad (38) \\
Q^\perp &= \{ w \in A^l \mid \langle d, w \rangle = 0 \ \forall d \in Q \} \subset A^l. \quad (39)
\end{align*}

For $P \subset A^l$, the set $P^\perp$ is a vector subspace of $D^l$ and for $Q \subset D^l$, the set $Q^\perp$ is a vector subspace of $D^l$. We also have the following results, as in Lemma 1.2 and Corollary 1.3:

4.3. Lemma. Let $P, P'$ be subsets of $A^l$ and $Q, Q'$ subsets of $D^l$. Then
\begin{align*}
P \subset P' \implies P^\perp \supset P'^\perp \quad \text{and} \quad Q \subset Q' \implies Q^\perp \supset Q'^\perp \\
P \subset P'^{\perp\perp} \quad \text{and} \quad Q \subset Q'^{\perp\perp} \\
P'^{\perp\perp} = P^\perp \quad \text{and} \quad Q'^{\perp\perp} = Q^\perp. \quad (40)
\end{align*}

4.4. Corollary. Consider the sets
\begin{align*}
\mathcal{L} &= \{ P^\perp \mid P \subset A^l \} \quad \text{and} \quad \mathcal{CL} = \{ Q^\perp \mid Q \subset D^l \}.
\end{align*}

Then the map
\begin{align*}
\mathcal{L} \longrightarrow \mathcal{CL} \\
P^\perp \longmapsto P'^\perp
\end{align*}

is a bijection. Its inverse is
\begin{align*}
\mathcal{CL} \longrightarrow \mathcal{L} \\
Q^\perp \longmapsto Q'^\perp.
\end{align*}

As in section 2, the field $F$ is provided with the discrete topology. The topology on $F^l$ is the product topology, therefore is also the discrete topology. A sequence $(a_n)_{n \in \mathbb{N}}$ of elements of $F^l$ converges to an element $a \in F^l$ if there exists an $N \in \mathbb{N}$ such that
\begin{align*}
n \geq N \implies a_n = a. \quad (45)
\end{align*}

The topology on $A$ is the product of the discrete topology on $F$, with the 0-basis given by Theorem 2.1 and the topology on $A^l$ is the product of the topology on $A$.

4.5. Theorem. An 0-basis of $A^l$ is given by the family of sets $(\mathcal{O}_N)_{N \in \mathbb{N}^*}$, where
\begin{align*}
\mathcal{O}_N = \left\{ w = \begin{pmatrix} w_1 \\ \vdots \\ w_l \end{pmatrix} \in A^l \mid w_\alpha = 0 \text{ for } \alpha \leq^+ \psi_r(N) \right\} \\
\text{for } N \in \mathbb{N}^*.
\end{align*}
It has the property
\[ O_1 \supset O_2 \supset O_3 \supset \cdots \supset O_n \supset O_{n+1} \supset \cdots. \]

**Proof.** According to the definition of the product topology on \( A^l \), the sets \( V \) defined by
\[ V = \prod_{i=1}^{l} V_i \]  
(47)
where the \( V_i \) are elementary rectangles of \( A \) are open sets containing 0 and the other open sets of \( A^l \) containing 0 are the union of such subsets (4, 8, 9).

Using Theorem 2.1, the set \( V_i \) is of the form
\[ V_i = \prod_{\alpha \leq \psi_r(n_i)} \{0\} \times \prod_{\alpha \notin \psi_r(n_i)} F, \]  
(48)
for \( i = 1, \ldots, l \), where \( n_i \in \mathbb{N}^* \).

Using these notations, we have
\[ O_N = \prod_{i=1}^{l} V_N = V_N^l, \]
so that the sets \( O_N \) are indeed open sets of \( A^l \) containing 0 (they are even elementary rectangles).

Now, let \( V \) an elementary rectangle of \( A^l \) containing 0, as in (47), where \( V_i \) is given by (48). Let \( N \) be the maximum of the \( n_i : \)
\[ N = \max\{n_i \mid i = 1, \ldots, l\}. \]
Then \( V_N^l \subset V \). Indeed, if \( w \in V_N^l \), then \( w_{i\alpha} = 0 \) for \( \alpha \leq \psi_r(N) \). But
\[ \alpha \leq \psi_r(n_i) \implies \alpha \leq \psi_r(N), \]
so that \( w_{i\alpha} = 0 \) whenever \( \alpha \leq \psi_r(n_i) \). It follows that \( w_i \in V_i \) for \( i = 1, \ldots, l \), i.e. \( w \in V \).

We then have shown that the family of sets \( O_N \) are open sets containing 0, thus neighborhoods of 0 in \( A^l \) such that every other neighborhood of 0 contains an element of this family. In other terms, the family \( O_{N \in \mathbb{N}^*} \) is an 0-base of \( A^l \). □

Let \( (w_n)_{n \in \mathbb{N}} \) a sequence of elements of \( A^l \) which converges to an element \( w \in A^l \), with \( w_n = (w_{n\alpha})_{\alpha \in \mathbb{N}^r} \) where \( w_{n\alpha} \in F^l \) and \( w = (w_\alpha)_{\alpha \in \mathbb{N}^r} \), where \( w_\alpha \in F^l \). Fix \( \alpha \in \mathbb{N}^r \); there exists \( k \in \mathbb{N} \) such that
\( \alpha \leq_{+} \psi_r(k) \). Fix \( N \in \mathbb{N} \) with \( N \geq k \); there exists \( M \in \mathbb{N} \) such that
\[
n \geq M \implies w_n - w \in \mathcal{O}_N \implies w_n\beta = w_\beta \quad \text{for } \beta \leq_{+} \psi_r(N) \implies w_n\alpha = w_\alpha \quad \text{since } \alpha \leq_{+} \psi_r(k) \leq \psi_r(N).
\]
It follows that \((w_n)_n \in \mathbb{N}\) converges to \( w_\alpha \) in \( F^l \).

Conversely, suppose that for \( \alpha \in \mathbb{N}^r \), the sequence \((w_n)_n \in \mathbb{N}\) of \( F^l \) converges to \( w_\alpha \) in \( F^l \). Let \( V_N \) be an element of the 0-basis of \( A^l \), as in 2.1.

Given \( \alpha \in \mathbb{N} \), there exists an \( M \in \mathbb{N} \) such that
\[
k \geq M = \implies w_{ka} - w_\alpha = 0.
\] (49)

As in 23 let \( \Delta_N \) be the set
\[
\Delta_N = \{ \alpha \in \mathbb{N}^r \mid \alpha \leq_{+} \psi_r(N) \} \subset \mathbb{N}^r.
\] (50)

Let \( m \) be the cardinality of \( \Delta_N \) and \( \alpha_1, \ldots, \alpha_m \) the elements of \( \Delta_N \). Applying (49) for each of the elements of \( \Delta_N \), there exist \( M_1, \ldots, M_m \in \mathbb{N} \) such that
\[
k \geq M_i = \implies w_{ka_i} - w_{\alpha_i} = 0.
\] for \( i = 1 \ldots, m \). Taking \( N = \max\{M_1, \ldots, M_m\} \), we have
\[
k \geq N = \implies w_{ka} - w_\alpha = 0
\] for \( i = 1 \ldots, m \). In other words,
\[
k \geq N \implies w_{ka} = w_\alpha \quad \text{for } \alpha \leq_{+} \psi_r(N).
\]

We then have shown that
\[
k \geq N \implies w_k - w \in V_N.
\]

Thus \((w_n)_n \in \mathbb{N}\) converges to \( w \) in \( A^l \).

We are now going to investigate the closed subspaces of \( A^l \).

4.6. Theorem. An \( F \)-vector subspace \( V \) of \( A^l \) is closed if and only if there exists \( G \in D^l \) such that
\[
V = G^\perp.
\] (51)

Proof. Let \( G \) be a non-empty subset of \( D^l \). We have to show that \( G^\perp \) is closed in \( A^l \). Let \((w_n)_n \in \mathbb{N}\) a sequence in \( G^\perp \) which converges to \( w \in A^l \), with respect to the topology of \( A^l \). Write \( w_n = (w_{ni})_{1 \leq i \leq l} \in A^l \) for \( i \in \mathbb{N} \) and \( w = (w_i)_{1 \leq i \leq l} \in A^l \). Given \( d \in G \), we have \( \langle d, w_n \rangle = 0 \) for
$n \in \mathbb{N}$. For $k \in \mathbb{N}$, there exists $N \in \mathbb{N}$ such that for $n \geq N$, one has $(w_n - w) \in V_k$, i.e. $(w_n - w)_{\alpha} = 0$ whenever $\alpha \preceq \psi_r(k)$. According to the notations in (4.1) we have

$$\langle d, w \rangle = \sum_{i=1}^{l} \left( \sum_{\alpha \preceq \psi_r(k)} d_{i\alpha} w_{i\alpha} + \sum_{\alpha \not\preceq \psi_r(k)} d_{i\alpha} w_{i\alpha} \right) = \sum_{i=1}^{l} \left( \sum_{\alpha \preceq \psi_r(k)} d_{i\alpha} (w_{n_i})_{\alpha} + \sum_{i=1}^{l} \left( \sum_{\alpha \not\preceq \psi_r(k)} d_{i\alpha} w_{i\alpha} \right) \right).$$

(52)

Since $w_n$ is with finite support, we may choose $k$ sufficiently large so that

$$0 = \langle d, w_n \rangle = \sum_{i=1}^{l} \left( \sum_{\alpha \preceq \psi_r(k)} d_{i\alpha} w_{n_i\alpha} \right).$$

It follows that

$$\langle d, w \rangle = \sum_{i=1}^{l} \left( \sum_{\alpha \not\preceq \psi_r(k)} d_{i\alpha} w_{i\alpha} \right).$$

But $w$ being with finite support, we may increase $k$, if necessary, so that $w_{\alpha} = 0$ for $\alpha$ verifying $\alpha \not\preceq \psi_r(k)$, which implies $\langle d, w \rangle = 0$. Since it is true for an arbitrary $d \in G$, we finally have $w \in G^\perp$.

Conversely, suppose that $V$ is closed in $\mathbb{A}^l$. We will show that

$$V^{\perp \perp} = V = \overline{V},$$

(53)

where $\overline{V}$ is the closure of $V$ with respect to the topology of $\mathbb{A}^l$. It suffices to show the non-trivial inclusion $V^{\perp \perp} \subset V$ (see (4.1)). Let $\{w_\lambda \mid \lambda \in \Lambda\}$ a generating set of $V$:

$$w_\lambda : \mathbb{N}^r \rightarrow \mathbb{F}$$

$$\alpha \mapsto w_{\lambda\alpha}. \quad \text{Let } q = (q_\alpha)_{\alpha \in \mathbb{N}^r} \in V^{\perp \perp}, \ n \in \mathbb{N} \text{ and } G_n \text{ be the finite-dimensional vector subspace of } \mathbb{D}^l \text{ defined by}$$

$$G_n = \bigoplus_{(\alpha, i) \in \Delta_n} \mathbb{F} \delta_\alpha e_i$$

(54)

where $\Delta_n = \{\alpha \in \mathbb{N}^r \mid \alpha \preceq \psi_r(n)\} \times \{1, \ldots, l\}, \ \delta_\alpha = (\delta_{\alpha\beta})_{\beta \in \mathbb{N}^r}, \ \delta_{\alpha\beta} \text{ the Kronecker' symbol and}$

$$e_i = (0, \ldots, 1, \ldots, 0), \quad \delta_\alpha e_i = (0, \ldots, \delta_\alpha, \ldots, 0) \in \mathbb{D}^l$$

1 at the $k$-th position $\delta_\alpha$ at the $k$-th position
\( G_n \) is the subspace of \( \mathbb{D}^n \) generated by \( \{ \delta_{\alpha} e_i \mid (\alpha, i) \in \Delta_n \} \). From classical linear algebra, we have the isomorphism
\[
\mathbb{F}^{\Delta_n} \leftrightarrow \text{Hom}_F(G_n, \mathbb{F})
\]
\[
x = (x_{(\alpha, i)})_{(\alpha, i) \in \Delta_n} \leftrightarrow \left\{ \varphi : G_n \to \mathbb{F} \mid \delta_{\alpha} e_i \mapsto x_{(\alpha, i)} \right\}.
\]

For \((\beta, j) \in \Delta_n\), we define the element \( \gamma_{(\beta, j)} \in \text{Hom}_F(G_n, \mathbb{F}) \) by
\[
\gamma_{(\beta, j)} : G_n \to \mathbb{F}, \quad \delta_{\alpha} e_i \mapsto \gamma_{(\beta, j)}(\delta_{\alpha} e_i) = \delta_{(\beta, j)(\alpha, i)},
\]
where \( \delta_{(\beta, j)(\alpha, i)} \) is the Kronecker’s symbol. The family \( \{\gamma_{(\beta, j)} \mid (\beta, j) \in \Delta\} \) is an \( \mathbb{F} \)-basis of \( \text{Hom}_F(G_n, \mathbb{F}) \). Therefore, if \( \varphi \in \text{Hom}_F(G_n, \mathbb{F}) \) then \( \varphi \) may be written as
\[
\varphi = \sum_{(\beta, j) \in \Delta_n} \varphi_{(\beta, j)} \gamma_{(\beta, j)} \quad (55)
\]
with \( \varphi_{(\beta, j)} \in \mathbb{F} \).

Again, we have the isomorphism :
\[
\Phi : \mathbb{F}^{\Delta_n} \leftrightarrow \text{Hom}_F(\text{Hom}_F(G_n, \mathbb{F}), \mathbb{F})
\]
\[
y = (y_{(\beta, j)})_{(\beta, j) \in \Delta_n} \leftrightarrow \left\{ \Phi(y) : \text{Hom}_F(G_n, \mathbb{F}) \to \mathbb{F} \mid \gamma_{(\beta, j)} \mapsto \Phi(y)(\gamma_{(\beta, j)}) = y_{(\beta, j)} \right\}. \quad (56)
\]

Consider the restrictions
\[
w_{\gamma}\big|_{G_n} = w^{(n)}_{\lambda} \quad \text{with} \quad \langle \delta_{\alpha} e_i, w^{(n)}_{\lambda} \rangle = w_{\lambda(\alpha, i)},
\]
\[
q|_{G_n} = q_n \quad \text{with} \quad \langle \delta_{\alpha} e_i, q_n \rangle = q_{(\alpha, i)} \quad (57)
\]
for \( n \in \mathbb{N}, \gamma \in \Lambda \) and \( (\alpha, i) \in \Delta_n \). We will need the following lemma :

4.7. Lemma. \( q_n \in \langle (w^{(n)}_{\lambda})_{\lambda \in \Lambda} \rangle \).

Proof. We have \( q_n \in \text{Hom}_F(G_n, \mathbb{F}) \); suppose that \( q_n \notin \langle (w^{(n)}_{\lambda})_{\lambda \in \Lambda} \rangle \). In this case, we know that there exists \( \Theta \in \text{Hom}_F(\text{Hom}_F(G_n, \mathbb{F}), \mathbb{F}) \) with \( \Theta(w^{(n)}_{\lambda}) = 0 \) for \( \lambda \in \Lambda \) and \( \Theta(q_n) = 1 \). By the isomorphism (56), there exists \( y = (y_{(\alpha, i)})_{(\alpha, i) \in \Delta_n} \in \mathbb{F}^{\Delta_n} \) such that \( \Phi(y) = \Theta \), i.e \( \Theta(\gamma_{(\alpha, i)}) = y_{(\alpha, i)} \) for \( (\alpha, i) \in \Delta_n \). Take
\[
g = \sum_{\alpha \in \Delta_n} y_{(\alpha, i)} \delta_{\alpha} e_i \in G_n.
\]
Then
\[
\langle g, w_\lambda \rangle = \sum_{(\alpha,i) \in \Delta_n} y_{(\alpha,i)} w^{(n)}_{\lambda(\alpha,i)} \\
= \sum_{(\alpha,i) \in \Delta_n} \Theta(\gamma(\alpha,i)) w^{(n)}_{\lambda(\alpha,i)} \\
= \sum_{(\alpha,i) \in \Delta_n} \Theta(w^{(n)}_{\lambda(\alpha,i)} \gamma(\alpha,i)) \\
= \Theta(\sum_{(\alpha,i) \in \Delta_n} w^{(n)}_{\lambda(\alpha,i)} \gamma(\alpha,i)) \\
= \Theta(w^{(n)}_{\lambda}) = 0.
\]

(58)

We then get
\[
(\forall \lambda \in \Lambda) \left[ \langle g, w_\lambda \rangle = 0 \right],
\]
which proves that \( g \in V^\perp \). But we also have
\[
\langle g, q \rangle = \sum_{(\alpha,i) \in \Delta_n} y_{(\alpha,i)} q_{(\alpha,i)} \\
= \sum_{(\alpha,i) \in \Delta_n} \Theta(\gamma(\alpha,i)) q_{(\alpha,i)} = \Theta(\sum_{(\alpha,i) \in \Delta_n} \gamma(\alpha,i) q_{(\alpha,i)}),
\]
and by (55),
\[
q_n = \sum_{(\alpha,i) \in \Delta_n} \gamma(\alpha,i) q_{n(\alpha,i)} = \sum_{(\alpha,i) \in \Delta_n} \gamma(\alpha,i) q_{(\alpha,i)},
\]
so that
\[
\langle g, q \rangle = \Theta(q_n) = 1.
\]
Since \( q \in V^\perp \), this implies that \( g \notin V^{\perp \perp} = V^\perp \), which is a contradiction. We conclude that necessarily \( q_n \in \langle (w^{(n)}_{\lambda})_{\lambda \in \Lambda} \rangle \).

Proof of theorem 3.1 (continued). For \( n \in \mathbb{N}^* \), there is then a family \( (\mu^{(n)}_{\lambda})_{\lambda \in \Lambda} \) with finite support such that
\[
q|_{\mathcal{G}_n} = q_n = \sum_{\lambda \in \Lambda} \mu^{(n)}_{\lambda} w^{(n)}_{\lambda}.
\]

Consider the element \( q'_n = \sum_{\lambda \in \Lambda} \mu^{(n)}_{\lambda} w_{\lambda} \in V \), which is an extension of \( q_n \) on \( \Lambda^l \). For \( (\alpha,i) \in \Delta_n \), we have, by (57),
\[
q_{(\alpha,i)} = q'_{n(\alpha,i)}.
\]
so that \( q - q' \in \mathbb{V}_n \). Therefore, the sequence \((q'_n)_{n \in \mathbb{N}^r}\) converges to \( q \) in \( \mathbb{A}_l \). Finally, we have \( q \in \mathbb{V} \). Hence \( \mathbb{V}^\perp \subset \mathbb{V} \) and the equality holds. Taking \( G = \mathbb{V}^\perp \), we get \( G^\perp = \mathbb{V}^\perp = \mathbb{V} \) and the theorem is proved. \( \square \)

5. Use of polynomials and power series

Let \( r \geq 1 \) be an integer. For \( \rho = 1 \ldots , r \), let \( X_\rho \) (resp. \( Y_\rho \)) be letters (or variables). For \( \alpha \in \mathbb{N}^r \) we define \( X^\alpha \) (resp. \( Y^\alpha \)) by

\[
X^\alpha = X_1^{\alpha_1} \cdots X_r^{\alpha_r} \quad \text{(resp. } Y^\alpha = Y_1^{\alpha_1} \cdots Y_r^{\alpha_r}) \tag{59}\]

Let \( \mathbb{D} = \mathbb{F}[X_1, \ldots , X_r] \) be the \( \mathbb{F} \)-vector space of the polynomials with the \( r \) variables \( X_1, \ldots , X_r \) and \( \mathbb{A} = \mathbb{F}[[Y_1, \ldots , Y_r]] \) the \( \mathbb{F} \)-vector space of the formal power series with the \( r \) variables \( Y_1, \ldots , Y_r \). The family \( (X^\alpha)_{\alpha \in \mathbb{N}^r} \) is \( \mathbb{F} \)-base of \( \mathbb{D} \), thus an element of \( \mathbb{D} \) can be written uniquely as

\[
d(X) = \sum_{\alpha \in \mathbb{N}^r} d_\alpha X^\alpha \quad \text{with } d_\alpha \in \mathbb{F} \quad \text{for all } \alpha \in \mathbb{N}^r,
\]

where \( d_\alpha = 0 \) except for a finite number of \( \alpha \). An element \( W(Y) \) of \( \mathbb{A} \) can be expressed uniquely as

\[
W(Y) = \sum_{\alpha \in \mathbb{N}^r} W_\alpha Y^\alpha \quad \text{with } d_\alpha \in \mathbb{F} \quad \text{for all } \alpha \in \mathbb{N}^r.
\]

Therefore, using the sets \( \mathbb{A} \) and \( \mathbb{D} \) introduced in Section 2, we obtain the following vector spaces isomorphisms

\[
\mathbb{D} : \mathbb{D} = \mathbb{F}[X_1, \ldots , X_r] \cong \mathbb{D} \\
d(X) = \sum_{\alpha \in \mathbb{N}^r} d_\alpha X^\alpha \longleftrightarrow (d_\alpha)_{\alpha \in \mathbb{N}^r},
\]

\[
\mathbb{A} : \mathbb{A} = \mathbb{F}[[Y_1, \ldots , Y_r]] \cong \mathbb{A} \\
W(Y) = \sum_{\alpha \in \mathbb{N}^r} W_\alpha Y^\alpha \longleftrightarrow W = (W_\alpha)_{\alpha \in \mathbb{N}^r}.
\tag{60}\]

By these isomorphisms, we may identify \( X^\alpha \) (resp. \( Y^\alpha \)) with the element \( \delta_\alpha \) of \( \mathbb{D} \) (resp. of \( \mathbb{A} \)). If \( d(X) \in \mathbb{D}^l \) with \( d(X) = \sum_{\alpha \in \mathbb{N}^r} d_\alpha X^\alpha \) for \( \lambda = 1, \ldots , l \), we then may write the equalities

\[
d(X) = \sum_{\alpha \in \mathbb{N}^r} d_\alpha X^\alpha \vdash (d_\alpha)_{\alpha \in \mathbb{N}^r}, \tag{61}\]

and for \( W(Y) = \sum_{\alpha \in \mathbb{N}^r} W_\alpha Y^\alpha \in \mathbb{A} \), we may write the equalities

\[
W(Y) = W = (W_\alpha)_{\alpha \in \mathbb{N}^r}. \tag{62}\]
Using (??) and proposition [1.1] we obtain the scalar product
\[
\langle - , - \rangle : D \times A \rightarrow \mathbb{F}
\]
\[
(d(X), W(Y)) \mapsto \langle d(X), W(Y) \rangle = d(X) \cdot W(Y) = \sum_{\alpha \in \mathbb{N}^r} d_\alpha W_\alpha.
\]
(63)

and the isomorphism
\[
A \cong \text{Hom}_\mathbb{F}(D, \mathbb{F}), \quad W(Y) \mapsto \langle -, W(Y) \rangle_\mathbb{F}.
\]
(64)

Considering \(W \in A\) as element of \(\text{Hom}_\mathbb{F}(D, \mathbb{F})\), we have
\[
\langle d(X), W \rangle = W(d(X)).
\]
(65)

In other terms, with the identification \(A = \text{Hom}_\mathbb{F}(D, \mathbb{F})\), we may view \(W\) as acting on \(X^\alpha\) by
\[
W(X^\alpha) = W(\alpha) = W_\alpha.
\]
(66)

For an integer \(l \geq 1\), the set \(D^l\) is those of the polynomial vector with \(l\) columns, with entries in \(D\) and \(A^l\) is those of the column-vector formal powers series with \(l\) rows, with entries in \(A\). An element of \(D^l\) is of the form
\[
d(X) = (d_1(X), \ldots, d_l(X)) \quad \text{with} \quad d_\lambda(X) = \sum_{\alpha \in \mathbb{N}^r} d_{\lambda\alpha} X^\alpha \in D,
\]
(67)

for \(\lambda = 1, \ldots, l\) and an element of \(A^l\) is of the form
\[
W(Y) = \begin{pmatrix} W_1(Y) \\ \vdots \\ W_l(Y) \end{pmatrix} \quad \text{with} \quad W_\lambda(Y) = \sum_{\alpha \in \mathbb{N}^r} W_{\lambda\alpha} Y^\alpha \in A
\]
(68)

for \(\lambda = 1, \ldots, l\).

We have the isomorphism of vector spaces
\[
D : D^l \cong \mathbb{D}^l
\]
\[
d(X) = (d_1(X), \ldots, d_l(X)) \leftrightarrow ((d_1\alpha)_{\alpha \in \mathbb{N}^r}, \ldots, (d_l\alpha)_{\alpha \in \mathbb{N}^r})
\]
\[
A : A^l \cong \mathbb{A}^l
\]
\[
W(Y) = \begin{pmatrix} W_1(Y) \\ \vdots \\ W_l(Y) \end{pmatrix} \leftrightarrow W = \begin{pmatrix} (W_1\alpha)_{\alpha \in \mathbb{N}^r} \\ \vdots \\ (W_l\alpha)_{\alpha \in \mathbb{N}^r} \end{pmatrix}.
\]
(69)

Note that \(D^l\) is a \(D\)-module, with the multiplication
\[ d(X) \cdot (d_1(X), \ldots, d_l(X)) = (d(X)d_1(X), \ldots, d(X)d_l(X)), \]  
for \( d(X) \in \mathbb{D}^l \) and \( (d_1(X), \ldots, d_l(X)) \in \mathbb{D}^l \).

By (4.1) and (??), we obtain the scalar product
\[ \langle \cdot, \cdot \rangle : \mathbb{D}^l \times \mathbb{A}^l \rightarrow \mathbb{F}, \]
\[ (d(X), W(Y)) \mapsto \langle d(X), W(Y) \rangle = \sum_{\lambda=1}^{l} (\sum_{\alpha \in \mathbb{N}^r} d_{\lambda\alpha} \cdot W_{\lambda\alpha}) \]  
and then the vector spaces isomorphism
\[ \mathbb{A}^l \cong \text{Hom}_{\mathbb{F}}(\mathbb{D}^l, \mathbb{F}) \]
\[ W(Y) = \left( \begin{array}{c} W_1(Y) \\ \vdots \\ W_l(Y) \end{array} \right) \mapsto \langle \cdot, W(Y) \rangle. \]  

For \( P \subset \mathbb{A}^l \) and \( Q \subset \mathbb{D}^l \), we define the orthogonals \( P^\perp \) and \( Q^\perp \) by
\[ P^\perp = \{ d(X) \in \mathbb{D}^l \mid \langle d(X), W(Y) \rangle = 0 \forall W(Y) \in P \} \subset \mathbb{D}^l, \]  
\[ Q^\perp = \{ W(Y) \in \mathbb{A}^l \mid \langle d(X), W(Y) \rangle \forall d(X) \in Q \} \subset \mathbb{A}^l. \]

Let \( P \subset \mathbb{D}^l \) a non-empty subset, \( \mathcal{D} \) and \( \mathcal{A} \) the vector spaces isomorphisms in 69. Set \( P_0 = \mathcal{D}(P) \subset \mathbb{D}^l \), with
\[ P_0 = \left\{ (d_1(X), \ldots, d_l(X)) \mid \left( \sum_{\alpha \in \mathbb{N}^r} d_{1\alpha}X^\alpha, \ldots, \sum_{\alpha \in \mathbb{N}^r} d_{l\alpha}X^\alpha \right) \in P \right\}. \]

Then the mapping
\[ P \leftrightarrow P_0 \]
\[ (d_1(X), \ldots, d_l(X)) \leftrightarrow (d_1(X), \ldots, d_l(X)) \]  
is an isomorphism of vector spaces.

5.1. **Proposition.** With the above notations, one has \( P_0^\perp = \mathcal{A}(P^\perp) \), which leads to the following vector spaces isomorphism
\[ P^\perp \leftrightarrow P_0^\perp = \mathcal{A}(P^\perp). \]

\[ W(Y) = \left( \begin{array}{c} W_1(Y) \\ \vdots \\ W_l(Y) \end{array} \right) \leftrightarrow W = \left( \begin{array}{c} (W_{1\alpha})_{\alpha \in \mathbb{N}^r} \\ \vdots \\ (W_{l\alpha})_{\alpha \in \mathbb{N}^r} \end{array} \right). \]
Proof. It is left to the reader. \(\square\)

Now, we are going to introduce a topology in \(A^I\).

5.2. **Definition** (Convergence in \(A^I\)). A sequence \((W_n(Y))_{n \in \mathbb{N}}\) of elements of \(A^I\) converges to the element \(W(Y) \in A^I\) if the sequence of elements \((W_n)_{n \in \mathbb{N}}\) of \(A^I\), where \(W_n = (W_n)_{\alpha \in \mathbb{N}^r}\) converges to the element \(W = (W)_{\alpha \in \mathbb{N}^r}\) of \(A^I\).

5.3. **Definition** (Topology on \(A^I\)). The topology of \(A^I\), which is the topology of the pointwise convergence is defined as follows: a subset \(F\) of \(A^I\) is closed if \(F = \emptyset\) or \(F = A^I\) or it verifies the following property: if a sequence \((W_n(Y))_{n \in \mathbb{N}}\) of elements of \(F\) converges to \(W(Y) \in A^I\), then \(W(Y) \in F\).

One can verify that the sets \(F\)'s in Definition 5.3 verify the axioms of closed spaces (closure under finite union and arbitrary intersection), so that one can indeed define a topology whose closed sets are these sets.

5.4. **Theorem.** A subset \(V\) of \(A^I\) is closed if and only if it is of the form \(P^\perp\) where \(P\) is a subset of \(D^I\).

**Proof.** Suppose that \(V \neq \emptyset\) is closed in \(A^I\). Then \(V_0 = \mathcal{A}(V)\) is closed in \(A^I\). We know, by 4.6, that \(V_0\) is of the form \(G_0^\perp\), where \(G_0 \subset D^I\). By 5.1, there exists \(P \subset D^I\) such that \(G_0 = D(G)\), so that \(V_0 = G_0^\perp = \mathcal{A}(G^\perp)\). We conclude that \(V = G^\perp\).

Conversely, let \(P\) be a subset of \(D^I\). If \(P = \emptyset\), then \(P^\perp = \emptyset\) is closed in \(A^I\). Suppose that \(P \neq \emptyset\). Let \((W_n(Y))_{n \in \mathbb{N}}\) a sequence of elements of \(P^\perp\) which converges to \(W(Y) \in A^I\). Using the notations in 5.1, this means that, the sequence \((W_n)_{n \in \mathbb{N}}\) of \(P_0^\perp\) converges to \(W\) in \(A^I\). Since \(P_0^\perp\) is closed in \(A^I\), it follows that \(W \in P_0^\perp\). Hence, \(W(Y) \in P^\perp\). We have shown that \(P^\perp\) contains all the limits of all its convergent sequences, i.e. \(P^\perp\) is closed. \(\square\)

6. **Shift operator, polynomial operator in the shift and polynomial-power series multiplication**

Let \(\text{Vect}(\mathbb{F})\) the category whose object consists of all \(\mathbb{F}\)-vector spaces and for two objects \(E, F \in \text{Vect}(\mathbb{F})\), the set of morphism from \(E\) to \(F\)
is $\text{Hom}_F(E, F)$, which consists of all linear mappings from $E$ to $F$. We then have the covariant functor $\text{Hom}_F(-, F)$ defined by

$$\text{Hom}_F(-, F) : \text{Vect}(F) \to \text{Vect}(F)$$

$$E \mapsto \text{Hom}_F(E, F)$$

$$(f : E \to F) \mapsto \left\{ \begin{array}{c}
\text{Hom}_F(f, F) : \text{Hom}_F(F, F) \to \text{Hom}_F(E, F) \\
u \mapsto u \circ f,
\end{array} \right.$$  

(75)

This leads to the following definition:

6.1. Definition (5). Let $E, F \in \text{Vect}(F)$ and $f \in \text{Hom}_F(E, F)$. The functorial adjoint of $f$ is the linear mapping $\text{Hom}_F(f, F)$.

Now we are going to look the adjoints of particular linear mappings: take $E = F = D$ and take $d(X) \in D$. We get the multiplication by $d(X)$, which is the linear mapping

$$d(X) : D \to D, \ c(X) \mapsto c(X) \cdot d(X)$$

which we also denoted by $d(X)$. For the case $d(X) = X^\beta$ and $\beta \in \mathbb{N}$. We get the “multiplication by $X^\beta$”:

$$X^\beta : D \to D, \ c(X) \mapsto c(X) \cdot X^\beta.$$  

The adjoint of the multiplication by $X^\beta$ is given by the following lemma:

6.2. Lemma. The functorial adjoint of the multiplication by $X^\beta$

$$X^\beta : D \to D$$

$$c(X) \mapsto c(X) \cdot X^\beta,$$

is the $F$-endomorphism

$$A \to A$$

$$W(Y) = \sum_{\alpha \in \mathbb{N}} W_\alpha Y^\alpha \mapsto \sum_{\alpha \in \mathbb{N}} W_{\alpha + \beta} Y^\alpha.$$  

(76)

Proof. Using (64), we obtain $\text{Hom}_F(D, F) = A$. Since for $W \in A$, the map $\text{Hom}_F(X^\beta, F)(W) = W \circ X^\beta$ is an element of $A$ and

$$(W \circ X^\beta)(\alpha) = W \circ X^\beta(X^\alpha) = W(X^\beta \cdot X^\alpha) = W(X^{\alpha + \beta}) = W_{\alpha + \beta} \quad \text{(77)}$$

for $\alpha \in \mathbb{N}$ (see (65) and (66)), this completes the proof of (76). \qed

The adjoint of the multiplication by $X^\beta$ is the shift operation, $[8, 10, 11, 12, 13]$, and also denoted by $X^\beta$. We use symbol “$\circ$” to mean that actually, $X^\beta$ operates on a power series. Thus,

$$X^\beta \circ W(Y) = \text{Hom}_F(X^\beta, F)(W(Y)) = \sum_{\alpha \in \mathbb{N}} W_{\alpha + \beta} Y^\alpha \in A.$$
6.3. Example. Fix $\alpha \in \mathbb{N}^r$ and take $W(Y) = Y^\alpha$. For $\beta \in \mathbb{N}^r$, we have

$$X^\beta \circ Y^\alpha = \begin{cases} Y^{\alpha - \beta} & \text{if } \beta \leq_+ \alpha, \\ 0 & \text{otherwise,} \end{cases}$$

(78)

where $\beta \leq_+ \alpha$ means that $\beta_i \leq \alpha_i$ for all $i = 1, \ldots, r$.

We have the following fundamental property:

$$(X^\alpha \cdot X^\beta) \circ W(Y) = X^\alpha \circ (X^\beta \circ W(Y))$$

(79)

for all $\alpha, \beta \in \mathbb{N}^r$ and $W(Y) \in A$.

Now consider the general case of the polynomial multiplication by $d(X) \in D$:

$$d(X) : D \longrightarrow D, \quad c(X) \longmapsto c(X) \cdot d(X).$$

If $d(X) = \sum_\beta d_\beta X^\beta$, we may view $d(X)$ as a linear combination of $X^\beta$. Taking the adjoint, we have

$$\text{Hom}_F(d(X), F) = \sum_\beta d_\beta \text{Hom}_F(X^\beta, F),$$

and using (76), we have

$$\begin{aligned} \text{Hom}_F(d(X), F)(W(Y)) &= \sum_\beta d_\beta \text{Hom}_F(X^\beta, F)(W(Y)) \\ &= \sum_\alpha \left( \sum_\beta (d^\beta W_{\alpha+\beta}) Y^\alpha \right). \tag{80} \end{aligned}$$

We may view this last equation as a generalisation of the shift operation and consider it as an operation of $d(X)$ on $W(Y)$: this is the polynomial operator in the shift, [8, 10, 11, 12, 13]. We have proved the following theorem:

6.4. Theorem. The functorial adjoint of the polynomial multiplication by $d(X)$

$$d(X) : D \longrightarrow D$$

$$c(X) \longmapsto c(X) \cdot d(X),$$

is the polynomial operator in the shift, also denoted by $d(X)$ and defined as

$$d(X) : A \longrightarrow A$$

$$W(Y) \longmapsto d(X) \circ W(Y) = \sum_\alpha \left( \sum_\beta (d^\beta W_{\alpha+\beta}) Y^\alpha \right).$$

(82)

This leads to an operation of $D$ on $A$, given as follows:
6.5. **Definition.** The polynomial-power series *multiplication* \( \circ \) is the operation

\[
D \times A \longrightarrow A \\
(d(X), W(X)) \longmapsto d(X) \circ W(Y)
\]  

(83)

where

\[
d(X) \circ W(Y) = \text{Hom}_F(d(X), F)(W(Y)) = \sum_{\alpha} (\sum_{\beta} d_{\beta} W_{\alpha + \beta}) Y^\alpha.
\]

Using the fundamental property (79), \( \circ \) is indeed an external operation of \( D \) on \( A \). Moreover, it has a more interesting properties, whose proofs are left to the reader:

6.6. **Proposition.** The multiplication \( \circ \) provides \( A \) and \( A^l \), for all integer \( l \geq 1 \), with a \( D \)-module structure.

In [1, 2], a generalization of the definition 6.5 by taking matrices of polynomials and powers series is given. For this, we introduce the following notations: for integers \( k, l \geq 1 \), the \( D_{k,l} \) is those of the polynomial matrices with \( k \) rows and \( l \) columns, with coefficient in \( D \). An element of \( D_{k,l} \) is of the form

\[
R(X) = (R_{\kappa\lambda}(X))_{1 \leq \kappa \leq k, 1 \leq \lambda \leq l}
\]  

(84)

with

\[
R_{\kappa\lambda}(X) = \sum_{\alpha \in \mathbb{N}^r} R_{\kappa\lambda\alpha} X^\alpha \in D
\]  

(85)

for \( \kappa = 1, \ldots, k \) and \( \lambda = 1, \ldots, l \). For simplicity, the set of row vectors with \( l \) columns \( D^l \) is simply denoted by \( D^l \).

6.7. **Theorem** ([1 2 3]). Fix \( R(X) = (R_{\kappa\lambda}(X))_{1 \leq \kappa \leq k} \in D_{k,l} \) where \( R_{\kappa\lambda}(X) \in D \) is as in (85). The functorial adjoint of the polynomial-polynomial matrix multiplication

\[
R(X)^T : D^k \longrightarrow D^l \\
c(X) \longmapsto c(X) \cdot R(X),
\]  

(86)
denoted by $R(X)$ is the $D$-linear mapping

$$R(X) : A^l \rightarrow A^k$$

$$W(Y) \mapsto R(X) \circ W(Y) = \left( \sum_{\lambda=1}^{l} \sum_{\beta} (\sum_{\alpha} R_{1\lambda\alpha} W_{\lambda(\beta+\alpha)}) Y^\beta \right)$$

The mapping $R(X)$ is also the algebraic adjoint of the mapping $R(X)^T$. This means that the $F$-linear mapping (75) is the unique linear mapping from $A^l$ to $A^k$ which verifies

$$\langle d(X)R(X), W(Y) \rangle = \langle d(X), R(X) \circ W(Y) \rangle$$

By (87), the $\kappa$-th row of the vector of power series $R(X) \circ W(Y)$ is

$$[R(X) \circ W(Y)]_\kappa = \sum_{\beta} (\sum_{\lambda=1}^{l} \sum_{\alpha} R_{\kappa\lambda\alpha} W_{\lambda(\beta+\alpha)}) Y^\beta$$

and the coefficient of $Y^\beta$ is

$$[R(X) \circ W(Y)]_{\kappa\beta} = \sum_{\lambda=1}^{l} \sum_{\alpha} R_{\kappa\lambda\alpha} W_{\lambda(\beta+\alpha)}.$$

The following corollary is immediate:

6.8. **Corollary.** The mapping

$$\circ : D^{k \times l} \times A^l \rightarrow A^k$$

$$(R(X), W(Y)) \mapsto R(X) \circ W(Y).$$

is bilinear.

Setting $k = 1$ in the above corollary, we get the $D$-bilinear mapping

$$D^l \times A^l \rightarrow A$$

$$(d(X), W(Y)) \mapsto \langle d(X), W(Y) \rangle_A = d(X) \circ W(Y)$$

which is also a scalar product (88). Thus, we can also define orthogonals with respect to this bilinear mapping which we denote by $\perp_A :$ for a subset $P$ (resp. $Q$) in $D^l$ (resp. $A^l$), we have

$$P^{\perp_A} = \{ W(Y) \in A^l | p(X) \circ W(Y) = 0 \ \forall p(X) \in P \} \subset A^l,$$

$$Q^{\perp_A} = \{ p(X) \in D^l | p(X) \circ W(Y) = 0 \ \forall W(Y) \in Q \} \subset D^l.$$
6.9. Remark. (1) Let $\langle P \rangle$ (resp. $\langle Q \rangle$) the $\mathcal{D}$-submodule of $\mathcal{D}^l$ (resp. of $\mathcal{A}^l$ generated by $P$ (resp. by $Q$). Then

$$P^\perp = \langle P \rangle^\perp \quad (\text{resp. } Q^\perp = \langle Q \rangle^\perp).$$  \hspace{1cm} (93)

Note that $P^\perp$ (resp. $Q^\perp$) is an $\mathcal{D}$-submodule of $\mathcal{A}^l$ (resp. of $\mathcal{D}^l$).

(2) Given $R(X) \in \mathcal{D}^l$ with $R(X) = (R_\lambda(X))_{\lambda = 1, \ldots, l}$ (a polynomial vector; where the index $\kappa$ is omitted in (84)), according to (89) the coefficient of $Y^\beta$ is

$$[R(X) \circ W(Y)]_\beta = \sum_{\alpha} \sum_{\lambda=1}^l R_{\lambda \alpha} W_{\lambda (\beta + \alpha)}.$$  \hspace{1cm} (94)

(3) For $d(X) \in \mathcal{D}^l$ and $W(Y) \in \mathcal{A}^l$, comparing (71) with (94) and (91) yields

$$\langle d(X), W(Y) \rangle = [d(X) \circ W(Y)]_0 = \langle d(X), W(Y) \rangle_{\mathcal{A}}.$$  \hspace{1cm} (95)

(4) If $P \subset \mathcal{D}^l$, then the above equation (95) yields

$$P^\perp \subset P^\perp.$$  \hspace{1cm} (96)

The following proposition gives a condition for the converse of (96):

6.10. Proposition. If $P \subset \mathcal{D}^l$ and $P^\perp$ is a $\mathcal{D}$-submodule of $\mathcal{A}^l$, then $P^\perp = P^\perp_{\mathcal{A}}$.

Proof. We know from (96) that $P^\perp_{\mathcal{A}} \subset P^\perp$. Now, fix $W(Y) \in P^\perp$. Since $P^\perp$ is a $\mathcal{D}$-submodule of $\mathcal{A}^l$, it also verifies $X^\gamma \circ W(Y) \in P^\perp$ for $\gamma \in \mathbb{N}^r$, so that for $d(X) \in P$, we have

$$d(X) \cdot (X^\gamma \circ W(Y)) = 0.$$  \hspace{1cm} (97)

Write $d(X) = (d_1(X), \ldots, d_l(X))$ with $d_\lambda(X) = \sum_\alpha d_{\lambda \alpha} X^\alpha$ for $\lambda = 1, \ldots, l$ and

$$W(Y) = \begin{pmatrix} W_1(Y) \\ \vdots \\ W_\lambda(Y) \\ \vdots \\ W_l(Y) \end{pmatrix} \quad \text{with} \quad W_\lambda(Y) = \sum_{\alpha \in \mathbb{N}^r} W_{\lambda \alpha} Y^\alpha.$$
Rewriting (97) yields
\[ 0 = d(X) \cdot (X^\gamma \circ W(Y)) = \langle d(X), X^\gamma \circ W(Y) \rangle \]
\[ = \langle (d_1(X), \ldots, d_t(X)), \left( \sum_{\alpha \in \mathbb{N}^r} W_{1(\alpha+\gamma)} Y^\alpha \right) \rangle \]
\[ = \sum_{\alpha \in \mathbb{N}^r} \sum_{\lambda=1}^t d_{\lambda\alpha} W_{\lambda(\gamma+\alpha)}. \]

The comparison with (89), where \( R(X) \) is set to \( d(X) \) (\( k = 1 \) and \( \kappa \) is omitted) yields
\[ 0 = d(X) \cdot (X^\gamma \circ W(Y)) = [d(X) \circ W(Y)]_\gamma. \]

Since it is true for \( \gamma \in \mathbb{N}^r \), we have \( d(X) \circ W(Y) = 0 \) for \( d(X) \in P \), so that \( W(Y) \in P_{\perp A} \). It follows that \( P \perp \subset P_{\perp A} \) and the equality holds.

6.11. **Proposition.** Given \( R(X) \in D^{k,l} \), the kernel of the \( D \)-linear mapping
\[ R(X) : A^l \longrightarrow A^k \]
\[ W(Y) \longmapsto R(X) \circ W(Y) \]
(98)
is the \( D \)-module
\[ \text{Ker } R(X) = \{ W(Y) \in A^l \mid R(X) \circ W(Y) = 0 \} \subset A^l. \]

These modules were given a special name.

6.12. **Definition.** A \( D \)-submodule of \( A^l \) of the form \( \text{Ker } R(X) \) where \( R(X) \in D^{k,l} \) is called **autoregressive module**.

The next proposition gives characterizes the autoregressive modules.

6.13. **Proposition.** For a nonempty subset \( P \) of \( D^l \), the module \( P_{\perp A} \) is autoregressive. Conversely, an autoregressive module is of the form \( P_{\perp A} \), where \( P \subset D^l \) for some nonnegative integer \( l \).

**Proof.** According to the Hilbert basis theorem (6), the submodule \( \langle P \rangle \) of \( D^l \) is finitely generated: there exists \( k \in \mathbb{N}^r \) and a polynomials \( R_1(X), \ldots, R_k(X) \in D^l \) (with \( R_\kappa(X) = (R_{\kappa\lambda}(X))_{1 \leq \lambda \leq l} \) for \( \kappa = 1, \ldots, k \)) such that \( \langle P \rangle \) is generated by these polynomials:
\[ \langle P \rangle = \langle R_1(X), \ldots, R_k(X) \rangle. \]
It follows that
\[ P^\perp_A = \langle R_1(X), \ldots, R_k(X) \rangle^\perp_A. \]

But, according to (6.9), we get
\[ P^\perp_A = \langle P \rangle^\perp_A = \langle R_1(X), \ldots, R_k(X) \rangle^\perp_A. \]

Finally, we have
\[ P^\perp_A = \{ W(Y) \in A^l | R_\kappa(X) \circ W(Y) = 0 \ \forall \kappa = 1, \ldots, k \} \]
\[ = \{ W(Y) \in A^l | R(X) \circ W(Y) = 0 \} \]
\[ = \ker R(X) \quad \text{(see (99))}. \]

Conversely if \( M = \ker R(X) \) with \( R(X) \in D^{k,l} \) is an autoregressive module, then the above proof shows that \( M = P^\perp_A \), where \( P \) is the set of the rows of \( R(X) : P = \{ R_1(X), \ldots, R_k(X) \} \).

\[ \square \]

7. Discrete dynamical systems with \( r \) shifts

We present here a synthesis of the various definitions of discrete algebraic systems given in [8, 10, 11, 12, 13].

7.1. Theorem. Let \( \mathcal{B} \) be a subset of \( A^l \). Then the following properties are equivalent:

1. There exists \( R(X) \in D^{k,l} \) such that \( \mathcal{B} = \ker R(X) \).
2. There exists a non-empty finite subset \( P \) of \( D^l \) such that \( \mathcal{B} = P^\perp_A \).
3. The set \( \mathcal{B} \) is a \( D \)-submodule of \( A^l \) which is closed for its topology.

Proof. (1) \( \iff \) (2) : this is Proposition 6.13.
(2) \( \implies \) (3): If \( \mathcal{B} = P^\perp_A \) with \( P \subset D^l \), we know by (1), Remark 6.9 that \( P^\perp_A \) is a \( D \)-submodule of \( A^l \). We will show that it is close in \( A^l \). Let \( (W_n(Y))_{n \in \mathbb{N}} \) be a sequence of elements of \( \mathcal{B} \) which converges to an element \( W(Y) \) of \( A^l \). Using the notations in [62] the sequence \( (W_n)_{n \in \mathbb{N}} \) converges to \( W \) in \( A^l \). Fix \( d(X) = (d_1(X), \ldots, d_l(X)) \in P \). We have
\[ d(X) \circ W(Y) = \sum_{\alpha \in \mathbb{N}^l} \sum_{\lambda = 1}^l d_{\lambda \alpha} W_{\alpha}. \]

But, the \( d_{\lambda}(X) \)'s being with finite support, there exists \( N \in \mathbb{N} \) such that \( \alpha \leq \psi(N) \) for \( \alpha \) in the union of the supports of the \( d_{\lambda}(X) \)'s. We then have
\[ d(X) \circ W(Y) = \sum_{\alpha \in \psi_r(N)} \sum_{\lambda = 1}^l d_{\lambda \alpha} W_{\alpha}. \]
Let $V_N$ the element of the 0-basis of $A^l$ corresponding to $N$. There exists $M \in \mathbb{N}$ such that

\[ n \geq M \implies W_n - W \in V_N \]

\[ \implies W_n = W_\alpha \quad \text{for} \quad \alpha \leq \psi_r(N). \]

It follows that

\[ d(X) \circ W(Y) = \sum_{\alpha} \sum_{\lambda=1}^l d_{\lambda \alpha} W_{n\alpha} \]

\[ = d(X) \circ W_n(Y) = 0. \]

Therefore, $W(Y) \in P^{\perp_A}$ and $P^{\perp_A}$ is closed in $A^l$.

(3) $\implies$ (2): By 5.4 $B = P^{\perp}$ for a subset $P$ of $D^l$. But, $B$ being a submodule of $A^l$, we know, by 6.10 that $P^{\perp} = P^{\perp_A}$ So that $B = P^{\perp_A}$. \hfill \Box

7.2. Definition (Systems). A discrete algebraic dynamical system of $A^l$ (or simply system of $A^l$) is a subset of $A^l$ which verifies one of the equivalent conditions of Theorem 7.1.

In order to characterize systems, we introduce again more categorical notations: let Mod($D$) be the category of $D$-modules. For two modules $M, N$ of Mod($D$), a morphism $f : M \rightarrow N$ is an $D$-homomorphism, thus an element of $\text{Hom}_D(M, N)$. The subcategory of Mod($D$) whose objects are the finitely generated is denoted by Modf($D$). We will need the following lemma:

7.3. Lemma (Finitely generated module, [8]). Let be $M$ an objet of Modf($D$). Then, there exist integers $k, l \geq 1$ and a matrix $R(X) \in D^{k,l}$ such that the following isomorphism of $D$-modules holds:

\[ D^l / D^k R(X) \cong M. \] (100)

The element $M$ of Modf($D$) is then isomorphic to an element of Mod($D$) of the form $D^l / P$ where $l \geq 1$ and $P$ is a $D$-submodule of $D^l$. So, we will have a closer look at these modules.

The following corollary is similar to (91).

7.4. Corollary ([8]). For a $D$-submodule $P \subset D^l$, the map

\[ D^l / \langle P \rangle \times P^{\perp} \rightarrow A \]

\[ (d(X), W(Y)) \mapsto d(X) \circ W(Y) \]

is again a scalar product. Thus we have the isomorphism
\[ P^\perp \cong \text{Hom}_D(D^l / \langle P \rangle, A) \]
\[ W(Y) \mapsto \begin{cases} \langle - , W(Y) \rangle_A : D^l / \langle P \rangle \to A \\ d(X) \mapsto d(X) \circ W(Y) \end{cases} \tag{102} \]

in \text{Mod}(D).

7.5. \textbf{Theorem (8)}. A system \( B \) is also on the form
\[ \text{Hom}_D(M, A) \tag{103} \]
where \( M \in \text{Modf}(D) \).

\textit{Proof.} Let \( B = P^\perp \) be an system where \( P \in M_I \). By (102), we can write
\[ B = \text{Hom}_D(D^l / \langle P \rangle, A) \]
with \( D^l / \langle P \rangle = M \in \text{Modf}(D) \). Conversely, if \( M \in \text{Modf}(D) \), then, according to lemma 7.3, there exists \( P \in \text{Modf}(D) \) such that we can write \( M = D^l / P \). Then, using again (102), we have \( \text{Hom}_D(M, A) = P^\perp \) and it is a system. \( \square \)

\textbf{Conclusion}

Main tools for our theory are the orthogonal \( \perp \), constructed with the scalar product \( \langle -, - \rangle \) with value in \( \mathbb{F} \) and the orthogonal \( \perp_A \), constructed with the scalar product \( \langle -, - \rangle_A \) with value in \( A \) and the functors \( \text{Hom}_\mathbb{F}( -, \mathbb{F}) \) and \( \text{Hom}_D( -, A) \). We have constructed and used 0-bases in the vector spaces \( A \) and \( A^l \) in our proof for finding closed subspaces. If \( \subset D^l \), then \( P^\perp \) is a closed subspace of \( A^l \) and \( P^\perp_A \) is a closed submodule of \( A^l \). The functors were respectively used to explain the polynomial-power series multiplication "\( \circ \)" and to characterize systems.
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