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Abstract

Seismic impedance inversion can be performed with a semi-supervised learning algorithm, which only needs a few logs as labels and is less likely to get overfitted. However, classical semi-supervised learning algorithm usually leads to artifacts on the predicted impedance image. In this article, we improve the semi-supervised learning from two aspects. First, by replacing 1-d convolutional neural network (CNN) layers in deep learning structure with 2-d CNN layers and 2-d maxpooling layers, the prediction accuracy is improved. Second, prediction uncertainty can also be estimated by embedding the network into a Bayesian inference framework. Local reparameterization trick is used during forward propagation of the network to reduce sampling cost. Tests with Marmousi2 model and SEAM model validate the feasibility of the proposed strategy.

1 Introduction

Traditional strategies for seismic impedance inversion includes full waveform inversion, AVO inversion and functional optimization \cite{6, 21, 31}. Meanwhile, seismic impedance inversion can be seen as a kind of supervised learning problem in machine learning, and a lot research has applied various machine learning algorithm in seismic impedance inversion, including linear and nonlinear regression \cite{29} and symbolic regression \cite{28}.

Deep learning is one of the machine learning strategies, which is based on deep neural network (DNN). Deep learning has also been widely used in seismic impedance inversion. The use of fully-connected linear layers is proved to be effective in improving the accuracy of inversion result \cite{17, 18}. Das et al. and Wu et al. utilize convolutional neural network (CNN) to extract features along the seismic traces \cite{10, 34}. Alfarraj et al. apply recurrent neural network (RNN) in seismic impedance inversion by dealing with seismic traces as time series \cite{1}. There are many studies applying other practical deep learning structures in impedance inversion, such as convolutional residual network and transfer learning \cite{32}, generative adversarial network (GAN) \cite{25} and joint learning \cite{26}.

One tricky problem is that supervised learning needs abundant labeled data for training. To alleviate this problem, Alfarraj and AlRejib propose semi-supervised learning for seismic impedance inversion to infer acoustic impedance (AI) and elastic impedance (EI) \cite{2, 3}. It only needs a few logs as labels and is less likely to get overfitted. A lot subsequent research aims to develop this strategy. Mustafa et al. improve this work by extracting both spatial and temporal features of seismic data profile \cite{27}. Wu et al. and Meng et al. use GAN instead of original network structure of \cite{2} in semi-supervised learning \cite{24, 33}, which leads to a better result. Also, there are many studies that extend semi-supervised learning to other geological fields, such as reservoir properties estimation \cite{12} and subsurface properties estimation \cite{11}.

Uncertainty estimation is also useful in impedance inversion, since it provides a reference for the confidence of the inversion results. Traditional research includes using Markov-chain Monte Carlo (MCMC) to analyse the uncertainty of inverse model \cite{8}. For deep learning algorithms, one
way is to embed the existing neural network into a Bayesian framework and to find the posterior distribution \[5\]. Siahkoohi et al. make use of deep prior to randomly initialize CNN for seismic imaging and uncertainty quantification \[30\]. Choi et al. introduce variational dropout as a Bayesian approximation for neural network and evaluate prediction uncertainty \[9\]. Ma et al. apply deep evidential regression \[4\] in semi-supervised learning to realize uncertainty estimation \[22\]. However, Deep evidential regression places priors directly over the likelihood function, instead of placing priors on network weights as is usually done in Bayesian neural network. Although deep evidential regression saves the cost of sampling, its neural network is still deterministic and does not provide a convincing estimation of uncertainty.

In this work, we propose a semi-supervised framework based on Bayesian neural network. Each parameter in the network is assumed to follow a prior of Gaussian, and our aim is to infer the posterior distribution for these parameters. We use pre-training and a local reparameterization trick \[20\] to reduce the computational cost. This framework provides uncertainty estimation for semi-supervised impedance inversion with good interpretability from a Bayesian perspective. The rest of this paper is organized as follows. In section 2 we introduce the deep learning algorithms used in this article, including original semi-supervised learning and Bayesian neural network. In section 3 the details of our framework are displayed, especially the strategy to realize uncertainty estimation. Section 4 presents and analyzes the experimental results based on Marmousi2 model and SEAM model. Section 5 summarizes the whole passage.

2 Related Work

2.1 Semi-supervised learning

In practice, it is not easy to obtain the true value of impedance associated with the seismic data, since it needs well drilling wherever impedance information is unknown. Therefore, supervised learning is hard to be exerted unless we use other geological data for training. Semi-supervised learning for impedance inversion is proposed by Motaz Alfarraj and Ghassan AlRegib \[2, 3\]. It is designed for realizing impedance inversion with seismic data and a small proportion of true labels.

In semi-supervised learning problem, suppose the dataset is \(D = \{X, Y\} = \{x_i, y_i\}\), where \(x_i\) is seismic data of the \(i\)-th trace, and \(y_i\) is the corresponding AI trace. A subset of AI is assumed to be observed from well logs, which is denoted by \(y'_i\), and the corresponding seismic data is denoted by \(x'_i\). The network structure of semi-supervised learning resembles the AutoEncoder in artificial intelligence. A parameterized function (neural network) from \(X\) to \(Y\) is called an inverse model, denoted by \(f_{\theta_1}(x)\). Similarly a forward model from \(Y\) to \(X\) is denoted by \(g_{\theta_2}(y)\), where \(\theta_1\) and \(\theta_2\) are the function (network) parameters. When training the model, we update \(\theta_1\) and \(\theta_2\) to minimize the loss function

\[
L = \alpha_1 \sum_{i'} L_1(f_{\theta_1}(x'_i), y'_i) + \alpha_2 \sum_i L_2(g_{\theta_2}(f_{\theta_1}(x_i)), x_i),
\]

where \(\alpha_1, \alpha_2\) are trade-off weights, and \(L_1, L_2\) are loss functions defined on \(x\)-space and \(y\)-space.

Semi-supervised learning is very useful when there is no adequate information about impedance. Nevertheless, this method has several drawbacks. Just as most of the deep learning methods, semi-supervised learning has poor robustness and usually produces artifacts on predicted AI images.

2.2 Bayesian neural network

Bayesian neural network is a kind of deep learning method which embeds the existing neural network into a Bayesian framework and aims to find the posterior distribution \[5\]. In typical deep learning methods, neural network can be seen as a function with parameters \(\theta\). Given the training dataset \(D = \{x_i, y_i\}_i\), the parameters \(\theta\) are determined by maximum likelihood estimation:

\[
\theta_{\text{MLE}} = \arg \max_{\theta} \log P(D|\theta) = \arg \max_{\theta} \sum_i \log P(y_i|x_i, \theta),
\]

\[\text{(2)}\]
where \( P(D|w) \) is the likelihood function.

In Bayesian neural network, the parameters are initially assigned a prior \( P(w) \) and we aim to infer the posterior distribution \( P(w|D) \). Computation and inference are therefore more robust under perturbation of the weights. In addition, the output of Bayesian neural network is not deterministic, which provides an uncertainty estimation for the prediction result.

However, it is intractable to solve \( P(w|D) \) directly, especially when the network structure is complicated. We instead use a relatively simple distribution \( q(w|\theta) \) to approximate the real posterior \( P(w|D) \), where \( \theta \) are hyperparameters governing \( w \). During the training process, \( \theta \) is updated to minimize the KL divergence between \( q(w|\theta) \) and \( P(w|D) \):

\[
\theta = \arg\min_{\theta} \text{KL}[q(w|\theta)||P(w|D)]
\]

\[
= \arg\min_{\theta} \text{KL}[q(w|\theta)||P(w)] - \mathbb{E}_{q(w|\theta)}[\log P(D|w)].
\]

In most case \( q(w|\theta) \) and \( P(w) \) are set to be Gaussian, so that the first term \( \text{KL}[q(w|\theta)||P(w)] \) could be calculated analytically. The second term \( \mathbb{E}_{q(w|\theta)}[\log P(D|w)] \) could be evaluated by Monte Carlo (MC) method.

There have been many variants of Bayesian neural network. Local reparameterization trick is used in Bayesian neural network to reduce the computational cost of sampling \cite{20}. Dropout is another way to realize Bayesian deep learning, in which the parameters of network follow the Bernoulli distribution \cite{15}. Relevant studies have developed Bayesian version of many other typical deep learning structures, such as RNN \cite{19} and CNN \cite{14}.

Despite its advantages such as strong robustness and providing prediction uncertainty, Bayesian neural network also has some drawbacks. In most cases, the prediction result of Bayesian neural network is less accurate than that of non-Bayesian network. In addition, Bayesian neural network takes much more time and computational resources to be trained compared with non-Bayesian version.

### 3 Methodology

#### 3.1 Overall workflow

In this section, we talk about the methodology of constructing semi-supervised Bayesian neural network. We continue to use the notation in section 2 and assume that the priors of \( w_1 \) and \( w_2 \) are Gaussian with zero means:

\[
P(w_k) = \mathcal{N}(w_k|0, \sigma_k^2), \quad k = 1, 2.
\]

In addition, the likelihood functions are Gaussian as well:

\[
P(Y|X, w_1) = \prod_i \mathcal{N}(y_i|f_{w_1}(x_i), \beta^{-1}),
\]

\[
P(X|Y, w_2) = \prod_i \mathcal{N}(x_i|g_{w_2}(y_i), \beta^{-1}).
\]

where \( \beta^{-1} \) is the variance of the likelihood functions. Since it is intractable to solve the Bayesian posterior \( P(w_k|D) \), we need to find a variational approximation \( q(w_k|\theta_k) \) which is parameterized by \( \theta_k \). Suppose \( q(w_k|\theta_k) \) has the form:

\[
q(w_k|\theta_k) = \prod_j q(w_{kj}|\theta_{kj}),
\]

\[
q(w_{kj}|\theta_{kj}) = \mathcal{N}(w_{kj}|\mu_{kj}, \sigma_{kj}^2),
\]

where \( w_{kj} \) represents the \( j \)th component of \( w_k \) \((k = 1, 2)\). The parameters in the model are thought to be independent \cite{5}. In addition, let

\[
\sigma_{kj} = \log(1 + \exp(\rho_{kj}))
\]
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to ensure that $\sigma_{kj}$ remains non-negative [19]. $\rho_{kj}$ is updated instead of $\sigma_{kj}$.

To reduce the computational cost and improve the prediction accuracy, the model is trained in two steps. In the first step, the model is pre-trained in order to determine the value of $\mu_{kj}$. In this step $w_1, w_2$ could be viewed as deterministic parameters: $w_{kj} = \mu_{kj}$, and we update $\mu$ by minimizing the loss function as follows:

$$
\hat{\mu}_{1,2} = \arg \min_{\mu_{1,2}} \alpha_1 \sum_{i} \| y_i - f_{\mu_1}(x_i) \|^2 + \alpha_2 \sum_{i} \| x_i - g_{\mu_2}(f_{\mu_1}(x_i)) \|^2.
$$

(8)

In the second step, $\mu_{kj}$ remains unchanged. Suppose $\hat{\mu}_{kj}$ is the mean of $w_{kj}$ obtained by pre-training and $\bar{\mu}_kj = (\hat{\mu}_{kj}, \rho_{kj})$. We update $\rho_{kj}$ to minimize the KL divergence between $q(w_{kj}|\bar{\mu}_k)$ and $P(w_k|D)$:

$$
\hat{\rho}_{1,2} = \arg \min_{\rho_{1,2}} \sum_{k=1,2} \text{KL}[q(w_{kj}|\bar{\mu}_k)||P(w_k|D)]
$$

$$
= \arg \min_{\rho_{1,2}} \sum_{k=1,2} \text{KL}[q(w_{kj}|\bar{\mu}_k)||P(w_k)] - E_{q(w_{kj}|\bar{\mu}_k)}[\log P(D|w_k)],
$$

(9)

where

$$
q(w_{kj}|\bar{\mu}_k) = \prod_j \mathcal{N}(w_{kj}|\mu_{kj}, \sigma_{kj}^2).
$$

(10)

In the end, the approximated posterior distribution $q(w_{kj}|\hat{\mu}_k)$, where $\hat{\mu}_k = (\hat{\mu}_{kj}, \rho_{kj})$, is obtained. For a new value $x$, the predictive distribution of impedance $\hat{y}$ can be calculated as:

$$
p(\hat{y}|x, w_1, X, Y) = \int q(w_1|\hat{\mu}_1) P(\hat{y}|x, w_1) dw_1.
$$

(11)

The mean and variance of this integral could be evaluated by Monte Carlo sampling. The overall workflow of the proposed method is shown in Figure 1.

3.2 Pre-training

In pre-training, we assume that parameters $w$ in Bayesian neural network are deterministic. In other words, each parameter $w_{kj}$ follows a Gaussian with mean $\mu_{kj}$ and variance 0, and we minimize the loss in equation (5) with respect to $\mu_{kj}$.

Our pre-training is based on the semi-supervised learning network structure proposed by Alfarraj and AlRegib [2]. The inverse model of the network is composed of four submodules: sequence modeling, local pattern analysis, upsampling and regression. Sequence modeling consists of three layers of Gate Recurrent Unit (GRU). Local pattern analysis consists of three parallel layers of 1-d CNN with different dilations and subsequent three layers of 1-d CNN with different kernel sizes. There is also a group norm layer between two connected CNN layers. The input seismic is processed by these two submodules at the same time to capture the data features. The two outputs from CNN layers and GRU layers are added up and sent to upsampling, which is to ensure the final outputs and the labels having the same dimension by using two deconvolution layers. In the end, regression submodules map the unscaled data from features space to the target space, using a GRU layer and a linear layer. The structure of the inverse model is shown in Figure 2(a). The forward model of this network contains a 2-layer CNN to calculate seismic from AI. The network achieves good performance even when there are less than 1% of AI labels are observed.

The original semi-supervised learning algorithm is by nature a trace-by-trace prediction method, which may result in lateral discontinuities as shown in Figure 3(c). To alleviate this problem, we merge the network structure proposed by Mustafa et al. [27] into the inverse model of Alfarraj and AlRegib [2]. First, for a certain trace of seismic data $x_i \in \mathbb{R}^{T \times 1}$ ($i = 1, \cdots, N$) and a positive integer $h > 0$, we collect its adjacent traces $x_{i-h}, \cdots, x_{i+h}$ and concatenate them together to form a data matrix $X_i$ with a shape $(T, 2h + 1)$. On the boundaries, let $x_{i-j} = 0$ if $j \geq i$ and $x_{i+j} = 0$ if $j \geq N - i + 1$. Next, data matrix $X_i$ is input into the CNN layers of inverse model. The CNN layers is modified by changing the three parallel 1-d convolutions and the first subsequent 1-d convolution with 2-d convolutions. Besides, we add a 2-d maxpooling layer after every convolutional
operations. GRU layers in the model is designed to capture the sequential relationship of seismic data. Therefore, the data is input into GRU layers trace by trace. The proposed structure of inverse model is shown in Figure 2(b), and the detailed structure of CNN layers in the proposed inverse model is shown in Figure 3.

3.3 Uncertainty estimation

In uncertainty estimation, we update $\rho$ to minimize the right side of equation 9. Since the form of the prior, likelihood and the approximated posterior have been defined in equation 11, 5 and 6, the right side of 9 can be calculated by

$$\text{KL}[q(\mathbf{w}_k|\theta_k)]\|P(\mathbf{w}_k)] = -\frac{1}{2} \sum_j \{ \log \sigma_k^2 - \frac{\sigma_k^2}{\sigma_0^2} \} + \text{const}$$  \hfill (12)

and

$$E_{q(\mathbf{w}_k|\theta_k)}[\log P(\mathcal{D}|\mathbf{w}_k)]$$

$$= -\frac{1}{\beta} E_{q(\mathbf{w}_k|\theta_k)}[\sum_i \| \mathbf{y}_i - f_{\mathbf{w}_k}(\mathbf{x}_i) \|^2 + \sum_{i'} \| \mathbf{x}_i - g_{\mathbf{w}_k}(f_{\mathbf{w}_k}(\mathbf{x}_i)) \|^2] + \text{const}$$  \hfill (13)

$$\approx -\frac{1}{\beta M} \sum_{m=1}^M \left[ \sum_i \| \mathbf{y}_i - f_{\mathbf{w}_k^{(m)}}(\mathbf{x}_i) \|^2 + \sum_{i'} \| \mathbf{x}_i - g_{\mathbf{w}_k^{(m)}}(f_{\mathbf{w}_k^{(m)}}(\mathbf{x}_i)) \|^2 \right] + \text{const}.$$  \hfill (14)

The final step uses Monte Carlo approximation to evaluate the expectation, where $\mathbf{w}_1^{(m)}$ and $\mathbf{w}_2^{(m)}$ are the $m$-th sample drawn from $q(\mathbf{w}_1|\theta_1)$ and $q(\mathbf{w}_2|\theta_2)$. Therefore, the objective function is:

$$\mathcal{F}(\rho, \mathcal{D}) = -\frac{1}{\beta M} \sum_{m=1}^M \left[ \sum_i \| \mathbf{y}_i - f_{\mathbf{w}_1^{(m)}}(\mathbf{x}_i) \|^2 + \sum_{i'} \| \mathbf{x}_i - g_{\mathbf{w}_2^{(m)}}(f_{\mathbf{w}_1^{(m)}}(\mathbf{x}_i)) \|^2 \right] - \frac{1}{2} \sum_{k=1,2} \sum_j \{ \log \sigma_k^2 - \frac{\sigma_k^2}{\sigma_0^2} \}.$$  \hfill (15)

In practice, we apply the local reparameterization trick instead of sampling the Gaussian weights and bias to calculate the objective function 14. Consider a linear operation

$$\mathbf{Y} = \mathbf{XW} + \mathbf{b},$$  \hfill (16)

where $\mathbf{W}$ and $\mathbf{b}$ are parameters. Suppose for any $w_{ij} \in \mathbf{W}, b_i \in \mathbf{b},$

$$w_{ij} \sim \mathcal{N}(w_{ij}|\mu_{ij}, \sigma_{ij}^2), \quad b_i \sim \mathcal{N}(b_i|\mu'_i, \sigma_{i}^2),$$  \hfill (17)

then for any $y_{mj} \in \mathbf{Y},$

$$y_{mj} \sim \mathcal{N}(y_{mj}|\gamma_{mj}, \delta_{mj}^2),$$  \hfill (18)

where

$$\gamma_{mj} = \sum_i x_{mi} \mu_{ij} + \mu'_i, \quad \delta_{mj}^2 = \sum_i x_{mi}^2 \sigma_{ij}^2 + \sigma_i^2.$$  \hfill (19)

In the inverse model, the convolution layers, deconvolution layers and group norm layers could be seen as linear operations as in 15 and 16. Before uncertainty estimation, we have fixed the value of $\mu$ and $\mu'$. So we can get the objective function as follows. First, for each layer, we initialize the hyperparameters $\rho$ and $\rho'$ for every weights and biases, and calculate the KL divergence between the approximated posterior and prior of this layer by 12. Second, calculate the value of $\gamma$ and $\delta$ by 13, where $\mu_{ij} = \mu_{ij}$ and $\mu'_{ij} = \mu'_{ij}$ are from pre-training. Third, sample a standard Gaussian random variable $\epsilon_{mj} \sim \mathcal{N}(0, 1)$ and calculate the output $\mathbf{Y}$ by

$$y_{mj} = \gamma_{mj} + \delta_{mj} \epsilon_{mj}, \quad \forall y_{mj} \in \mathbf{Y}.$$  \hfill (20)

The GRU layer in the inverse model, denoted by $f_{\mu}(\mathbf{X})$, is a non-linear operation. Nevertheless it could be approximated by a linear operation:

$$f_{\mu}(\mathbf{X}) \approx \mathbf{XW} + \mathbf{b},$$
So that we construct another two parameters $\tilde{W}$ and $\tilde{b}$ of form (16) for each GRU layer. Then get the corresponding $\delta_{m,j}$ by (18) and compute the output:

$$y_{m,j} = f_{m,j} + \delta_{m,j}\epsilon_{m,j}, \forall y_{m,j \in Y}, \quad (20)$$

where $f_{m,j}$ is the $(m,j)$ element of $f_{\mu}(X)$.

Finally, after the output of the last layer is obtained, the expectation is calculated by (13). We add up the KL divergence from each layer, together with the result in (13) to get the result of $F(\rho, D)$. After that, it needs to update hyperparameters $\rho$ by minimizing $F(\rho, D)$. Then $\rho$ is optimized iteratively until convergence. The complete computational process is shown in Algorithm 1.

**Algorithm 1** Algorithm for updating hyperparameters $\rho$

- **Input:** $\mu$ and $\mu'$ for every weights and biases in each layer, prior variance $\sigma^2$, seismic data $X_0$, observed AI $Y_0$.
- **Output:** updated $\rho$ and $\rho'$ for every weights and biases in each layer.

1. **while** $\rho$ and $\rho'$ do not converge **do**
2. **for** each layer in inverse model **do**
3. $\sigma_{ij} \leftarrow \log(1 + \exp(\rho_{ij})), \sigma'_{ij} \leftarrow \log(1 + \exp(\rho'_j)).$
4. $KL \leftarrow KL - \sum_{i,j} \{\log \sigma_{ij} - \sigma^2_{ij}/(2\sigma^2_{0})\} - \sum_{i} \{\log \sigma'_{i} - \sigma'^2_{i}/(2\sigma'^2_{0})\}.$
5. **if** not a GRU layer **then**
6. $\gamma_{m,j} \leftarrow \sum_{i} x_{m,i} \mu_{ij} + \mu'_{i};$
7. **else**
8. $\gamma_{m,j} \leftarrow f_{m,j}.$
9. $\delta^2_{m,j} \leftarrow \sum_{i} x^2_{m,i} \sigma^2_{ij} + \sigma^2_{i}.$
10. Sample standard Gaussians $\epsilon_{m,j} \sim N(0, 1).$
11. $y_{m,j} \leftarrow \gamma_{m,j} + \delta_{m,j}\epsilon_{m,j}.$
12. **if** not in the last layer **then**
13. $X \leftarrow Y;$
14. **else**
15. $Y_{\text{pred}} \leftarrow Y.$
16. **for** each layer in forward model **do**
17. $\sigma_{ij} \leftarrow \log(1 + \exp(\rho_{ij})), \sigma'_{ij} \leftarrow \log(1 + \exp(\rho'_j)).$
18. $KL \leftarrow KL - \sum_{i,j} \{\log \sigma_{ij} - \sigma^2_{ij}/(2\sigma^2_{0})\} - \sum_{i} \{\log \sigma'_{i} - \sigma'^2_{i}/(2\sigma'^2_{0})\}.$
19. $\gamma_{m,j} \leftarrow \sum_{i} y_{m,i} \mu_{ij} + \mu'_{i};$
20. $\delta^2_{m,j} \leftarrow \sum_{i} y^2_{m,i} \sigma^2_{ij} + \sigma^2_{i}.$
21. Sample standard Gaussians $\epsilon_{m,j} \sim N(0, 1).$
22. $x_{m,j} \leftarrow \gamma_{m,j} + \delta_{m,j}\epsilon_{m,j}.$
23. **if** not in the last layer **then**
24. $Y \leftarrow X;$
25. **else**
26. $X_{\text{pred}} \leftarrow X.$
27. Calculate the expectation $E$ in (13) using $X_{\text{pred}}, Y_{\text{pred}}, X_0$ and $Y_0'$.
28. $F \leftarrow KL + E.$
29. **Update** $\rho$ and $\rho'$ in order to minimize $F.$
30. **return** $\rho$ and $\rho'.$

Since it is intractable to calculate the integral in (11), We evaluate the mean and the variance of predictive distribution by Monte Carlo method. It only needs to make several predictions by the
inverse model and calculate the sample mean and variance:

$$
\mathbb{E}(\hat{y}|\hat{x}, w_1, X, Y) \approx \frac{1}{N} \sum_{n=1}^{N} f_{w_1(n)}(\hat{x})
$$

$$
\text{var}(\hat{y}|\hat{x}, w_1, X, Y) \approx \frac{1}{N} \sum_{n=1}^{N} (f_{w_1(n)}(\hat{x}) - \frac{1}{N} \sum_{n'=1}^{N} f_{w_1(n')}(\hat{x}))^2
$$

(21)

where $w_1(n) \sim q(w_1|\hat{\theta}_1)$ is the $n$-th sample of $w_1$. In practice, we just use the result of the pre-training as the sample mean, since the means of parameters in the model are unchanged during uncertainty estimation.

4 Experiments

4.1 Marmousi2 model

In this part, the proposed strategy is tested on the Marmousi2 model [23]. The data is generated by the open source code of Alfarraj and AlRegib [2]. It contains seismic data profile of 2721 traces, each has 470 time samples, and the corresponding AI has 1880 time samples.

First, we carry out the pre-training on Marmousi2 model. As in Alfarraj and AlRegib [2], we choose 20 traces of AI as observed labels, evenly distributed on the data field. The loss function in (8) is set to be

$$
L = \frac{1}{N_l} \sum_{i'} L_1(f_{\mu_1}(x_{i'}), y_{i'}) + \frac{1}{5N_u} \sum_{i} L_2(g_{\mu_2}(f_{\mu_1}(x_i)), x_i),
$$

(22)

where $N_l = 20$ is the number of data points whose labels are observed, and $N_u = 2721$ is the total number of data points. We train the inverse model and the forward model for 1000 epochs, and use the inverse model to get the approximated mean posterior prediction of the AI.

For comparison, we reproduce the results of Alfarraj and AlRegib [2] and Blundell et al. [5]. Instead of first pre-training and then estimating uncertainty, Blundell et al. [5] updates the mean $\mu$ and the variance $\sigma^2$ of the approximated posterior distribution $\mathcal{N}(w|\mu,\sigma^2)$ simultaneously. We use the Pytorch package Blitz [13] to build the Bayesian neural network in Blundell et al. [5].

In Figures 4(a) and 4(b) we show the seismic data for inversion and the target true AI. The mean posterior prediction of proposed method, results of Alfarraj and AlRegib [2] and Blundell et al. [5] are plotted in Figures 4(c), 4(e) and 4(g) respectively. Meanwhile, the absolute difference between true AI and the results of the three methods are plotted in Figures 4(d), 4(f) and 4(h) respectively. It can be seen that the modified network improves the prediction accuracy, especially for the gas channel around trace number 500. Moreover, our method reduces the artifacts in the AI image, which is the main advantage of using 2-d CNN in pre-training.

We choose five different metrics to measure the performance of the three methods: mean squared error (MSE), Pearson’s correlation coefficient (PCC), coefficient of determination ($r^2$), peak signal-to-noise ratio (PSNR/dB) and structural similarity index (SSIM) between true AI and the mean posterior prediction. The result is shown in Table 1. All the metrics of proposed method show superiorities over another two methods.

| Methods               | MSE    | PCC    | $r^2$  | PSNR (dB) | SSIM  |
|-----------------------|--------|--------|--------|-----------|-------|
| Proposed Method       | 0.0387 | 0.9851 | 0.9556 | 28.9894   | 0.8896 |
| Alfarraj and AlRegib  | 0.0581 | 0.9785 | 0.9333 | 27.2635   | 0.8483 |
| Blundell et al. [5]   | 0.1577 | 0.9495 | 0.8232 | 22.8809   | 0.7558 |

After pre-training, we estimate the uncertainty of the predictions on the Marmousi2 model. The prior variance $\sigma_0$ in (4) is set to be $1 \times 10^{-6}$, and the variance of the likelihood functions $\beta$ in
is set to be 1. From the form of objective function (14), \( \beta \) controls the trade-off between the prediction accuracy and the perturbation degree of network parameters. The number of sampling \( M \) in (13) is just set to be 1, in order to simplify the computation \[19\]. In the prediction step, the number of sampling \( N \) in (21) is set to be 40. The Bayesian neural network is trained for 3000 epochs.

We use the standard variance of predictions to represent the uncertainty. The prediction uncertainty is shown in Figure 5(a), together with the absolute difference between true AI and the mean posterior prediction as is shown in Figure 5(b). From the figures, the prediction uncertainty indicates where the predictive deviations are relatively large. High uncertainty is observed mainly at impedance boundaries.

The prediction result of Trace No. 500, 1000, 1500 and 2000 is shown in Figure 6, which shows the comparison of true AI, mean posterior prediction, prediction uncertainty and absolute difference. It also shows the two-sigma confidence interval \((x - 2\sigma, x + 2\sigma)\), where \( \sigma \) is the standard variance of prediction. In Figure 6, most part of true AI is covered by \((x - 2\sigma, x + 2\sigma)\). The overall coverage of true AI is 96.33\%, which is 93.29\% if using Alfarraj and AlRegib \[2\] as pre-training, and is 10.75\% if using methods in Blundell et al. \[5\].

### 4.2 SEAM model

We further test the proposed strategy on SEAM model, which is widely used in geophysical studies \[7, 27\]. The data is from the open source code of Mustafa et al. \[27\], which contains seismic data of 501 traces, each has 701 time samples. The target AI has the same shape as the seismic data.

In pre-training, we choose 10 AI traces as target labels, also evenly distributed on the data field. The loss function are the same as (22) in section 4.1, except \( N_l = 10 \) and \( N_u = 501 \). Since the seismic data and AI have the same shape, the upsampling submodule in the inverse model is dropped, and the forward model is modified by decreasing the kernel size of convolutions. The inverse model and forward model are together trained for 1000 epochs.

This time we reproduce the result of Alfarraj and AlRegib \[2\] as a baseline. From Figure 7, the result predicted by our method is much more coherent horizontally. As in Table 2, all the metrics of our method exceeds the baseline method on SEAM model.

| Methods                          | MSE   | PCC   | \( r^2 \) | PSNR  | SSIM  |
|----------------------------------|-------|-------|-----------|-------|-------|
| Proposed Method                  | 0.1617| 0.9187| 0.7009    | 19.8696| 0.5890|
| Alfarraj and AlRegib \[2\]       | 0.2809| 0.8944| 0.5850    | 17.4664| 0.4165|

In uncertainty estimation, the prior variance \( \sigma_0 = 1 \times 10^{-8} \) and the variance of likelihood \( \beta = 1 \). The number of sampling \( M \) in (13) and \( N \) in (21) is set to be 1 and 40 as in section 4.1. The Bayesian neural network is trained for 1000 epochs.

Figure 8(a) shows the prediction uncertainty of proposed method, and Figure 8(b) shows the absolute difference between true AI and mean posterior prediction. As in section 4.1, the prediction uncertainty tends to increase where the mean posterior prediction diverges from true AI.

### 4.3 Code availability

An open-source implementation of our method can be downloaded from [https://github.com/Tom-900/Bayesian-Semi-supervised-Impedance-Inversion](https://github.com/Tom-900/Bayesian-Semi-supervised-Impedance-Inversion).

### 5 Conclusion

In this work, we use 2-d CNN layers and 2-d maxpooling layers in semi-supervised learning to improve the accuracy of impedance inversion result. The semi-supervised neural network is embedded into a Bayesian inference framework to estimate the prediction uncertainty. The hyperparameters
in this framework are updated to minimize the KL divergence between approximated posterior
distribution and the true posterior. Local reparameterization trick and linear approximation for
GRU layers are used to reduce the computational cost. Numerical analysis based on Marmousi2
model and SEAM model demonstrates that our mean posterior prediction performs better in
different measurements compared with original semi-supervised learning method. Furthermore,
the prediction uncertainty indicates where the mean posterior prediction is relatively inaccurate.
The way we used for uncertainty estimation has a concrete mathematical background and good
interpretability from a Bayesian perspective.
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Figure 1: Overall workflow of the proposed method.
Figure 2: Comparison of two structures of inverse model: (a) structure of inverse model in Alfarraj and AlRegib [2]; (b) proposed structure.
Figure 3: Structure of CNN layers in the proposed inverse model.
Figure 4: Seismic data, true AI, predicted AI and absolute difference of the Marmousi2 model test: (a) seismic data for inversion; (b) true AI; (c) AI predicted by proposed method; (d) the absolute difference between (b, c); (e) AI predicted by Alfarraj and AlRegib [2]; (f) the absolute difference between (b, e); (g) AI predicted by Blundell et al. [5]; (d) the absolute difference between (b, g).
Figure 5: Comparision of prediction uncertainty and absolute difference of the Marmousi2 model test: (a) the prediction uncertainty; (b) impedance absolute difference of proposed method.
Figure 6: Prediction result of Marmousi2 model on Trace No. 500, 1000, 1500 and 2000.
Figure 7: Seismic data, true AI, predicted AI and absolute difference on STAM model: (a) seismic data for inversion; (b) true AI; (c) AI predicted by proposed method; (d) AI predicted by Alfarraj and AlRegib [2].
Figure 8: Comparison of prediction uncertainty and the absolute difference of the test on SEAM model: (a) the prediction uncertainty; (b) impedance absolute difference of proposed method.