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Abstract

We study the inverse problem of recovering Sturm–Liouville operators on the half-line with a Bessel-type singularity inside the interval from the given Weyl function. The corresponding uniqueness theorem is proved, a constructive procedure for the solution of the inverse problem is provided, also necessary and sufficient conditions for the solvability of the inverse problem are obtained.
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1. Introduction

Consider the differential equation

$$\ell y = -y'' + \left(\frac{\nu_0}{(x-a)^2} + q(x)\right)y = \lambda y, \quad x > 0,$$

on the half-line with a Bessel-type singularity at an interior point $a > 0$. Here $q(x)$ is a complex-valued function and $\nu_0$ is a complex number. Let $\nu_0 = \nu^2 - 1/4$ and to be definite, we assume that $\Re \nu > 0, \nu \neq 1, 2, \ldots$ (the other cases require minor modifications). We also assume that $q(x)|x-a|^{\min(0,1-2\Re \nu)} \in L(0,T)$ for some $T > a$ and $q(x) \in L(T,\infty)$. We denote the class of such functions $q(x)$ by $W$.

The paper deals with the boundary value problem $\mathcal{L} = \mathcal{L}(q)$ for differential equation (1) with the Dirichlet boundary condition $y(0) = 0$ and an additional matching conditions near the singular point $x = a$. We consider in some sense arbitrary matching conditions with a transition matrix $A = [a_{jk}]_{j,k=1,2}$, that connects solutions of (1) in a neighbourhood of the singular point (for details, see Section 2). In the special case without singularities ($\nu_0 = 0$) the above-mentioned matching conditions correspond to the conditions

$$\begin{bmatrix} y \\ y' \end{bmatrix}(a+0) = A \begin{bmatrix} y \\ y' \end{bmatrix}(a-0).$$

The goal of the present paper is to study the inverse problem of reconstructing $\mathcal{L}$ from the given Weyl function. Inverse problems for differential equations with singularities inside an interval are important in mathematics and its applications. A wide class of differential equations with turning points can be reduced to equations with singularities. For example, inverse problems for such equations occur in electronic engineering in designing heterogeneous transmission channels with given characteristics [1]. Boundary value problems with a discontinuity at an interior point also arise in geophysical models of the Earth’s crust [2]. Inverse problems for equations with singularities and turning points are used in investigations of the discontinuous solutions of some integrable nonlinear equations of mathematical physics [3]. Note that in different problems of natural sciences, various matching conditions for solutions with the corresponding transition matrices $A$ are used.
Direct and inverse problems for the classical Sturm-Liouville operators without singularities were studied fairly completely (see [4–8] and references therein). In the case of \( \nu_0 = 0 \), self-adjoint operators with the conditions of the form (2) were studied in [9–11]. The case in which a singularity lies at an endpoint of the interval (i.e., \( a = 0 \)) was considered in [12–15]. In [16], the equation (1) under the Robin boundary condition was considered and the inverse problem of recovering equation (1) from the given spectral data under spectrum simplicity restriction was studied. The uniqueness theorem for the higher-order equation on the half-line having nonintegrable singularity was proved in [17].

Spectral analysis of the singular non-self-adjoint boundary value problem \( \mathcal{L} \) on the half-line with arbitrary matching conditions produces essential qualitative modifications in the analytic techniques, especially in inverse spectral problems. For the boundary value problem with discontinuities, the behaviour of the spectrum is more complicated than for classical Sturm–Liouville operators. In particular, the discrete spectrum can be unbounded and partially lie on the continuous spectrum. In contrast to the work [16] in this paper we investigate the inverse problem of recovering equation (1) under the Dirichlet boundary condition from the given Weyl function and we will not require any conditions on the spectrum. The method of transformation operators applied in [5, 6, 9, 10] to classical Sturm–Liouville operators is inconvenient for problem \( \mathcal{L} \). The analysis of the inverse problem in the present paper is based on the ideas of the method of the spectral mappings [18].

In Section 2, we study spectral properties of the boundary value problem \( \mathcal{L} \) and introduce for the problem \( \mathcal{L} \) so-called Weyl function which is a generalization of the notion of the Weyl function for the classical Sturm-Liouville operators [5–7]. In Sections 3 and 4, we investigate the inverse problem of recovering \( \mathcal{L} \) from the given Weyl function. The uniqueness theorem is proved and a constructive procedure for the solution of the inverse problem is obtained in Section 3. Necessary and sufficient conditions for the solvability of the inverse problem are obtained in Section 4.

2. Spectral properties

Let \( \lambda = \rho^2 \) and \( \text{Im} \rho \geq 0 \). Consider the functions

\[
C_j(x, \lambda) = (x - a)^{\mu_j} \sum_{k=0}^{\infty} c_{jk}(\rho(x - a))^{2k}, \quad j = 1, 2,
\]

where \( c_{10}c_{20} = (2\nu)^{-1} \),

\[
\mu_j = (-1)^j \nu + 1/2, \quad c_{jk} = (-1)^k c_{j0} \left( \prod_{s=1}^{k} ((2s + \mu_j)(2s + \mu_j - 1) - \nu_0) \right)^{-1}.
\]

Here and below \( z^\mu = \exp(\mu(\ln|z| + i \arg z)) \), \( \arg z \in (-\pi, \pi] \). If \( x > a \) or \( x < a \) then the functions \( C_j(x, \lambda) \) are solutions of (11) with \( q(x) \equiv 0 \). Let the functions \( s_j(x, \lambda) \), \( j = 1, 2 \) be solutions of the following integral equations for \( x > a \) and \( x < a \):

\[
s_j(x, \lambda) = C_j(x, \lambda) + \int_x^a g(t, \lambda)q(t)s_j(t, \lambda) \, dt,
\]

where \( g(t, \lambda) = C_1(t, \lambda)C_2(x, \lambda) - C_1(x, \lambda)C_2(t, \lambda) \). For each fixed \( x \) the functions \( s_j(x, \lambda) \) are entire in \( \lambda \) of order 1/2 and form a fundamental system of solutions of (11). Moreover

\[
\det[s_j^{(m-1)}(x, \lambda)]_{j,m=1}^{\infty} \equiv 1. \tag{3}
\]
Let $A = [a_{jk}]_{j,k=1,2}$, $\det A \neq 0$ be a given matrix with complex numbers $a_{jk}$. We introduce the functions $\{\sigma_j(x, \lambda)\}_{j=1,2}, x \in J_- \cup J_+, J_+ = \{ \pm(x - a) > 0 \}$ by the formula

$$\sigma_j(x, \lambda) = \begin{cases} s_j(x, \lambda), & x \in J_-, \\ \sum_{k=1}^2 a_{kj} s_k(x, \lambda), & x \in J_+. \end{cases}$$

The fundamental system of solutions $\{\sigma_j(x, \lambda)\}$ is used to match solutions in a neighborhood of the singular point $x = a$. It follows from (3) that

$$\det[\sigma_j^{(m-1)}(x, \lambda)]_{j,m=1,2} \equiv \begin{cases} 1, & x \in J_-, \\ \det A, & x \in J_+. \end{cases} \quad (4)$$

We introduce numbers $\xi_{jk}$, $j, k = 1, 2$ by

$$\begin{bmatrix} \xi_{11} & \xi_{12} \\ \xi_{21} & \xi_{22} \end{bmatrix} = \frac{1}{2 \sin \pi \nu} \begin{bmatrix} -a_{11} e^{2\pi i \nu} + a_{22} e^{-2\pi i \nu} & -i(a_{11} e^{\pi i \nu} - a_{22} e^{-\pi i \nu}) \\ -i(a_{11} e^{\pi i \nu} - a_{22} e^{-\pi i \nu}) & a_{11} - a_{22} \end{bmatrix}. \quad (5)$$

The behaviour of the spectrum of the boundary value problem $L$ depends on the numbers $\xi_{jk}$. We consider the most difficult special case in which $|\xi_{jj}| > |\xi_{12}| > 0$, since in this case the discrete spectrum is unbounded and essential qualitative modifications in the investigation of the direct and inverse problems are arised. To be definite we set $a_{12} = 0$ (the other case requires minor modifications).

We set

$$\begin{align*}
\varphi_1(x, \lambda) &= \sigma_2'(0, \lambda) \sigma_1(x, \lambda) - \sigma_1'(0, \lambda) \sigma_2(x, \lambda), \\
\varphi_2(x, \lambda) &= \sigma_1(0, \lambda) \sigma_2(x, \lambda) - \sigma_2(0, \lambda) \sigma_1(x, \lambda).
\end{align*} \quad (6)$$

The functions $\varphi_j(x, \lambda), j = 1, 2$, are solutions of equation (1) for $x \in J_+$, and satisfy the initial conditions

$$\varphi_j^{(m-1)}(0, \lambda) = \delta_{jm}, \quad j, m = 1, 2,$$

where $\delta_{jm}$ is the Kronecker delta. By virtue of (1) and (6),

$$\det[\varphi_j^{(m-1)}(x, \lambda)]_{j,m=1,2} \equiv \begin{cases} 1, & x \in J_-, \\ \det A, & x \in J_+. \end{cases} \quad (7)$$

Denote $[1]_a = 1 + O\left(|\rho(x - a)|^{-1} + |\rho|^{-1}\right)$, when $|\rho(x - a)| \geq 1$, $|\rho| \to \infty$. The following Lemmas were proved in [16].

**Lemma 1.** If $|\rho(x - a)| \geq 1$, $m = 0, 1$, $|\rho| \to \infty$, then the asymptotic formulas

$$\begin{align*}
\varphi_j^{(m)}(x, \lambda) &= \frac{1}{2} \left( (-i\rho)^{m-j+1} \exp(-i\rho x)[1]_a + (i\rho)^{m-j+1} \exp(i\rho x)[1]_a \right), \ x \in J_-, \\
\varphi_j^{(m)}(x, \lambda) &= \frac{1}{2} \left( (-i\rho)^{m-j+1} (\xi_{12} \exp(-i\rho x)[1]_a + (-1)^{j-1}\xi_{22} \exp(-i\rho(x - 2a))[1]_a) + \\
&\quad + (i\rho)^{m-j+1} (\xi_{21} \exp(i\rho x)[1]_a + (-1)^{j-1}\xi_{11} \exp(i\rho(x - 2a))[1]_a) \right), \ x \in J_+, \end{align*} \quad (8)$$

are valid, where the numbers $\xi_{jk}$ are defined in (5).

By $\Pi_+$ we denote the $\lambda$-plane with the two-sided cut $\Pi_0$ along the ray $\Lambda_+ := \{ \lambda : \lambda \geq 0 \}$ and we set $\Pi := \Pi_+ \setminus \{0\}$. Under the mapping $\rho \to \rho^2 = \lambda$ the sets $\Pi_+, \Pi_0$ and $\Pi$ correspond to the sets $\Omega_+ = \{ \rho : \ \Im \rho > 0 \}$, $\Omega_0 = \{ \rho : \ \Im \rho = 0 \}$ and $\Omega = \{ \rho : \ \Im \rho \geq 0, \ \rho \neq 0 \}$ respectively.
We introduce the so-called \textit{discontinuous Jost solution} $e(x, \rho)$, $x \geq 0$, $\text{Im} \rho \geq 0$ of equation \((\Pi)\), which can be expressed as

\[
e(x, \rho) = \sum_{k=1}^{2} A_k(\rho)\sigma_k(x, \lambda), \quad x \in J_{\pm},
\]

and satisfies the condition

\[
\lim_{x \to \infty} e(x, \rho) \exp(-i\rho x) = 1. \quad (10)
\]

\textbf{Lemma 2.} The function $e(x, \rho)$ has the following properties:

\((i_1)\) for each $x$ the functions $e^{(m)}(x, \rho)$, $m = 0, 1$, are analytic in $\rho \in \Omega_+$ and continuous for $\rho \in \Omega$;

\((i_2)\) the following asymptotic formulas are valid for $|\rho(x-a)| \geq 1$, $m = 0, 1$, $|\rho| \to \infty$ as $|\rho| \to \infty$:

\[
e^{(m)}(x, \rho) = (i\rho)^m \exp(i\rho x)[1]_a, \quad x \in J_+, \quad \text{Im} \rho \geq 0,
\]

\[
e^{(m)}(x, \rho) = (i\rho)^m (\det A)^{-1} \left(\xi_{12} \exp(i\rho x)[1]_a + (-1)^{m+1} \xi_{1j} \exp(i\rho(2a - x))[1]_a\right), \quad x \in J_-, \quad \rho \in S_{2,-j}, \quad j = 1, 2; \quad (12)
\]

\((i_3)\) for real values of $\rho \neq 0$, $x \in J_{\pm}$ the functions $e(x, \rho)$ and $e(x, -\rho)$ form a fundamental solution system of \((\Pi)\); moreover,

\[
\langle e(x, \rho), e(x, -\rho) \rangle = \begin{cases} -2i\rho(\det A)^{-1}, & x \in J_-, \\ -2i\rho, & x \in J_+, \end{cases}
\]

where $\langle y, z \rangle := y'z' - y'z$.

Denote $S_{k_0} = \left\{ \rho : \text{arg} \rho \in \left(\frac{k_0\pi}{2}, \frac{(k_0+1)\pi}{2}\right) \right\}$, $k_0 = 0, 1$ and

\[
\Delta(\rho) = e(0, \rho), \quad \text{Im} \rho \geq 0. \quad (13)
\]

The function $\Delta(\rho)$ is called the \textit{characteristic function} of the boundary value problem $\mathcal{L}$. It follows from Lemma 2 that the function $\Delta(\rho)$ is analytic for $\rho \in \Omega_+$ and continuous for $\rho \in \Omega$. Moreover,

\[
\Delta(\rho) = (\det A)^{-1} \left(\xi_{12} - [\xi_{jj}] \exp(2i\rho a)\right), \quad |\rho| \to \infty, \quad \rho \in S_{2,-j}, \quad j = 1, 2, \quad (14)
\]

where $[1] = 1 + O(\rho^{-1})$, $|\rho| \to \infty$. For sufficiently large $|\rho|$ the function $\Delta(\rho)$ has countable set of zeros of the form

\[
\rho_k = \rho_k^\pm + O(k^{-1}), \quad k \to \pm\infty,
\]

where the numbers $\rho_k^\pm = \frac{\pi}{a}(k + \theta_\pm)$ are the zeros of the functions

\[
\Delta^\pm(\rho) = \xi_{12} - \xi_{jj} \exp(2i\rho a), \quad \rho \in S_{2,-j}, \quad j = 1, 2
\]

and

\[
\theta_\pm = -\frac{i}{2\pi} \ln \left|\frac{\xi_{12}}{\xi_{jj}}\right| + \frac{1}{2\pi} \text{arg} \left(\frac{\xi_{12}}{\xi_{jj}}\right)
\]

(“−” corresponds to $j = 1$ and “+” corresponds to $j = 2$). Obviously, $\text{Im} \theta_\pm > 0$. To be definite, we assume that $\text{arg} \left(\frac{\xi_{12}}{\xi_{jj}}\right) \in [0, 2\pi)$. We set $\Lambda = \{\lambda = \rho^2 : \rho \in \Omega, \Delta(\rho) = 0\}, \quad (15)$. 
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\[ \Lambda' = \{\lambda = \rho^2 : \rho \in \Omega_+, \Delta(\rho) = 0\}, \Lambda'' = \{\lambda = \rho^2 : \rho \in \Omega_0, \rho \neq 0, \Delta(\rho) = 0\}. \] Obviously, \( \Lambda = \Lambda' \cup \Lambda'' \), \( \Lambda' \) is a countable unbounded set and \( \Lambda'' \) is a bounded set. Denote

\[ \Phi(x, \lambda) = e(x, \rho)/\Delta(\rho), \quad M(\lambda) := \Phi'(0, \lambda). \] (15)

The function \( \Phi(x, \lambda) \) is a solution of \( (14) \) and satisfies the conditions \( \Phi(0, \lambda) = 1, \Phi(x, \lambda) = O(\exp(ipx)), x \to \infty, \rho \in \Omega \). Function \( \Phi(x, \lambda) \) is called the Weyl solution for \( \mathcal{L} \). The function \( M(\lambda) \) is called the Weyl function for \( \mathcal{L} \). Let fixed matrix \( A \) and number \( \nu_0 \) be given.

**Problem 1.** Recover \( q(x) \) by the given Weyl function \( M(\lambda) \).

Here and in the sequel, \( \varphi(x, \lambda) := \varphi_2(x, \lambda) \). Clearly,

\[ M(\lambda) = \varphi_1(x, \lambda) + M(\lambda)\varphi(x, \lambda). \] (16)

Then by (7), we have

\[ \langle \Phi(x, \lambda), \varphi(x, \lambda) \rangle = \begin{cases} 1, & \text{for } x \in J_-, \\ \det A, & \text{for } x \in J_+. \end{cases} \] (17)

Relations (13) and (15), in combination with Lemma 2, lead to the following assertion.

**Theorem 1.** The Weyl function \( M(\lambda) \) is analytic in \( \Pi_+ \setminus \Lambda' \) and continuous in \( \Pi \setminus \Lambda \). The set of singularities of \( M(\lambda) \) (as an analytic function) coincides with the set \( \Lambda_0 := \Lambda_+ \cup \Lambda \).

**Definition 1.** The set of singularities of the Weyl function \( M(\lambda) \) is called the spectrum of \( \mathcal{L} \) and is denoted by \( sp \mathcal{L} \). The values of \( \lambda \), for which equation (14) has a nontrivial solution of the form \( y(x) = \sum_{k=1}^{2} \alpha_k \sigma_k(x, \lambda) \), satisfying the conditions \( y(0) = 0, y(\infty) = 0 \) (i.e., \( \lim_{x \to \infty} y(x) = 0 \)), are called the eigenvalues of \( \mathcal{L} \), and the corresponding solutions are called eigenfunctions.

**Theorem 2.** If \( \lambda > 0 \) then the boundary value problem \( \mathcal{L} \) has no eigenvalues. Moreover, if \( \lambda_0 = \rho_0^2 > 0 \) and \( \Delta(\rho_0) = 0 \), then \( \Delta(-\rho_0) \neq 0 \).

**Proof.** Suppose that \( \lambda_0 = \rho_0^2 > 0 \) is an eigenvalue and \( y_0(x) \) is the corresponding eigenfunction. Since the functions \( \{e(x, \rho_0), e(x, -\rho_0)\} \) form a fundamental solution system of (14) in \( J_+ \), we have \( y_0(x) = C_1 e(x, \rho_0) + C_2 e(x, -\rho_0) \). As \( x \to \infty \) we have \( y_0(x) \sim 0, e(x, \pm \rho_0) \sim \exp(\pm ip_0 x) \). But this is possible only if \( C_1 = C_2 = 0 \). Further, if \( \lambda_0 = \rho_0^2 > 0 \) and \( \Delta(\rho_0) = 0 \), then \( 0 \neq \langle e(x, \rho_0), e(x, -\rho_0) \rangle_{x=0} = -e'(0, \rho_0)\Delta(-\rho_0) \), and consequently \( \Delta(-\rho_0) \neq 0 \). The proof is complete.

**Theorem 3.** The set \( \Lambda' = \{\lambda_k\} \) coincides with the set of nonzero eigenvalues of problem \( \mathcal{L} \), and

\[ e(x, \rho_k) = \beta_k \varphi(x, \lambda_k), \quad \beta_k \neq 0, \quad \lambda_k = \rho_k^2. \] (18)

**Proof.** Let \( \lambda_k \in \Lambda' \). It follows from (13) that \( e(0, \rho_k) = \Delta(\rho_k) = 0 \), and relation (10), implies that \( \lim_{x \to \infty} e(x, \rho_k) = 0 \). Therefore, \( e(x, \rho_k) \) is an eigenfunction, and \( \lambda_k = \rho_k^2 \) is an eigenvalue. In addition, it follows from (15) and (17) that \( \langle e(x, \rho_k), \varphi(x, \lambda_k) \rangle = 0 \), i.e., relation (18) holds.

Conversely, let \( \lambda_k = \rho_k^2, \) \( Im\rho_k > 0 \) be an eigenvalue and \( y_k(x) \) be an eigenvalue. Obviously, \( y_k(0) \neq 0 \). Without loss of generality, we can assume that \( y_k'(0) = 1 \). Whence it follows that \( y_k(x) \equiv \varphi(x, \lambda_k) \). Since \( \lim_{x \to \infty} y_k(x) = 0 \), we have \( y_k(x) = \beta_k e(x, \rho_k), \beta_k^0 \neq 0 \). This
implies (18). Therefore, $\Delta(\rho_k) = e(0, \rho_k) = 0$, and $\varphi(x, \lambda_k)$ and $e(x, \rho_k)$ are eigenfunctions. The proof is complete. $\square$

We set

$$G_\delta := \{ \rho : \text{Im} \rho \geq 0, |\rho - \rho_k| \geq \delta, \rho_k \in \Lambda \}.$$ 

Using (14), (15) and Lemma 2, we obtain for $|\lambda| \to \infty$, $\rho \in G_\delta \cap \overline{S}_{2-j}$,

$$M(\lambda) = i\rho \left( M_0^+(\lambda) + O\left(\frac{1}{\rho}\right) \right),$$

$$M_0^+(\lambda) = \frac{\xi_{12} + \xi_{jj} \exp(2i\rho a)}{\xi_{12} - \xi_{jj} \exp(2i\rho a)},$$

where “−” corresponds to $j = 1$ and “+” corresponds to $j = 2$.

### 3. Solution of the inverse problem

In this section we prove the uniqueness theorem for the solution of this inverse problem. For this purpose we use ideas of the contour integral method. In the analysis of the inverse problem, along with $\mathcal{L}$ we consider a boundary value problem $\tilde{\mathcal{L}}$ of the same form but with different coefficients $\tilde{q}$. If a certain symbol $\gamma$ denotes an object related to $\mathcal{L}$, then the corresponding symbol $\tilde{\gamma}$ with tilde will denote the analogous object related to $\tilde{\mathcal{L}}$, and $\tilde{\gamma} := \gamma - \tilde{\gamma}$.

**Theorem 4.** If $M(\lambda) = \tilde{M}(\lambda)$, then $q(x) = \tilde{q}(x)$ a.e. for $x > 0$. Thus, the Weyl function uniquely determines the boundary value problem $\mathcal{L}$.

**Proof.** Define matrix $P(x, \lambda) = [P_{kj}(x, \lambda)]_{k,j=1,2}$ by formulas

$$P_{k1}(x, \lambda) = -\frac{1}{\eta(x)} \left( \varphi^{(k-1)}(x, \lambda) \tilde{\Phi}'(x, \lambda) - \Phi^{(k-1)}(x, \lambda) \tilde{\varphi}'(x, \lambda) \right),$$

$$P_{k2}(x, \lambda) = -\frac{1}{\eta(x)} \left( \Phi^{(k-1)}(x, \lambda) \tilde{\varphi}(x, \lambda) - \varphi^{(k-1)}(x, \lambda) \tilde{\Phi}(x, \lambda) \right),$$

where $\eta(x) = 1$ if $x \in J_-$, and $\eta(x) = \det A$ if $x \in J_+$. In virtue of (14) it follows, that

$$\varphi(x, \lambda) = P_{11}(x, \lambda) \tilde{\varphi}(x, \lambda) + P_{12}(x, \lambda) \tilde{\varphi}'(x, \lambda),$$

$$\Phi(x, \lambda) = P_{11}(x, \lambda) \tilde{\Phi}(x, \lambda) + P_{12}(x, \lambda) \tilde{\Phi}'(x, \lambda).$$

It follows from (15), Lemma 1 and Lemma 2 that

$$|\varphi^{(m)}(x, \lambda)| \leq C|\rho|^{m-1}|\exp(-i\rho x)|,$$

$$|\Phi^{(m)}(x, \lambda)| \leq C_\delta |\rho|^{m-1}\exp(i\rho x)|, \quad \rho \in G_\delta,$$

$$|\varphi^{(m)}(x, \lambda) - \tilde{\varphi}^{(m)}(x, \lambda)| \leq C|\rho|^{m-2}|\exp(-i\rho x)|,$$

$$|\Phi^{(m)}(x, \lambda) - \tilde{\Phi}^{(m)}(x, \lambda)| \leq C_\delta |\rho|^{m-1}|\exp(i\rho x)|, \quad \rho \in G_\delta \cap \tilde{G}_\delta.$$ 

for $x > 0$ and $m = 0, 1$. Using (17), (20) and (22) we obtain

$$P_{jk}(x, \lambda) - \delta_{jk} = O(\rho^{-1}), \quad j \leq k; \quad P_{21}(x, \lambda) = O(1),$$

for $x \geq 0$ and $\rho \in G_\delta$, $|\rho| \to \infty$. By the assumptions we have $M(\lambda) = \tilde{M}(\lambda)$. Then, from (20) and (16), we conclude, that for each fixed $x$ functions $P_{jk}(x, \lambda)$ are entire functions of
Taking into account (23), we obtain \( P_{11}(x, \lambda) \equiv 1, \ P_{12}(x, \lambda) \equiv 0 \). Substituting these relations into (21), we find that \( \varphi(x, \lambda) \equiv \tilde{\varphi}(x, \lambda), \Phi(x, \lambda) \equiv \tilde{\Phi}(x, \lambda) \) for all \( x \) and \( \lambda \), whence it follows that \( L = \tilde{L} \), which completes the proof of Theorem 4.

Now we are going to construct the solution of the inverse problem. We say that \( L \in V \), if \( q(x) \in W \). The inverse problem we will be solved in the class \( V \).

Let \( \tilde{L} = L(\tilde{q}) \) is chosen such, that \( \tilde{M}(\lambda) = O(1) \) (it can always be done due to (19)). Denote

\[
D(x, \lambda, \mu) = \frac{1}{\eta(x)} \frac{(\varphi(x, \lambda) - \varphi(x, \mu))}{\lambda - \mu}, \quad r(x, \lambda, \mu) = D(x, \lambda, \mu)\tilde{M}(\mu).
\]

It follows from Lemma 1 that if \( \lambda = \rho^2, \mu = \theta^2, \ 0 \leq \text{Im} \rho \leq C, \ 0 \leq \text{Im} \theta \leq C \), then for fixed \( x \in J_\pm \) the following estimates are valid:

\[
|D(x, \lambda, \mu)| \leq \frac{C}{|\rho||\theta|(|\rho \mp \theta| + 1)}, \quad |\varphi(x, \lambda)| \leq C, \quad \pm \text{Re} \rho \text{Re} \theta \geq 0.
\]

Functions \( \tilde{r} \) and \( \tilde{D} \) are defined similarly, but with \( \tilde{\varphi} \) instead of \( \varphi \). Let us take \( h > 0 \) such, that \( \text{Im} \rho_k < h, \ \text{Im} \tilde{\rho}_k < h \) for each \( \rho_k \in \Lambda, \ \tilde{\rho}_k \in \tilde{\Lambda} \). Let \( \gamma = \{ \lambda = u + iv : \ u = (2h)^{-2}v^2 - h^2 \} \) is image of the set \( \text{Im} \rho = h \) by the mapping \( \lambda = \rho^2 \). We set \( J_\gamma = \{ \lambda : \lambda \notin \gamma \cup \text{int} \gamma \} \).

**Theorem 5.** The following relations hold

\[
\tilde{\varphi}(x, \lambda) = \varphi(x, \lambda) - \frac{1}{2\pi i} \int_\gamma \tilde{r}(x, \lambda, \mu)\varphi(x, \mu) \, d\mu, \quad (24)
\]

\[
r(x, \lambda, \mu) - \tilde{r}(x, \lambda, \mu) - \frac{1}{2\pi i} \int_\gamma \tilde{r}(x, \lambda, \xi)r(x, \xi, \mu) \, d\xi = 0, \quad (25)
\]

\[
\tilde{\Phi}(x, \lambda) = \Phi(x, \lambda) - \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_\gamma \frac{\langle \tilde{\Phi}(x, \lambda), \tilde{\varphi}(x, \mu) \rangle}{\lambda - \mu} \tilde{M}(\mu)\varphi(x, \mu) \, d\mu, \quad \lambda \in J_\gamma. \quad (26)
\]

Here (and further when it is necessary) the integral is treated in the sense of principal value:

\[
\int = \lim_{R \to \infty} \int_{\gamma}.
\]

**Proof.** We choose positive numbers \( r_N = ((N + \chi/\pi)\pi/a)^2 \) so, that circles \( \theta_N := \{ \lambda : |\lambda| = r_N \} \) are lying in \( G_\delta \) for sufficient small \( \delta > 0 \). We set \( \theta_{N,0} = \{ \lambda : |\lambda| \leq r_N \}, \ \gamma_N = (\gamma \cap \theta_{N,0}) \cup \{ \lambda : |\lambda| = r_N, \ \lambda \in \text{int} \gamma \} \) (with counterclockwise orientation). According to Cauchy’s integral formula we have

\[
P_{1k}(x, \lambda) = \delta_{1k} + \frac{1}{2\pi i} \int_{\gamma_N} \frac{P_{1k}(x, \mu)}{\lambda - \mu} \, d\mu + \frac{1}{2\pi i} \int_{\theta_N} \frac{P_{1k}(x, \mu) - \delta_{1k}}{\lambda - \mu} \, d\mu, \quad \lambda \notin \text{int} \gamma_N.
\]

Using (23), we get

\[
\lim_{N \to \infty} \frac{1}{2\pi i} \int_{\theta_N} \frac{P_{1k}(x, \mu) - \delta_{1k}}{\lambda - \mu} \, d\mu = 0,
\]

and, therefore

\[
P_{1k}(x, \lambda) = \delta_{1k} + \frac{1}{2\pi i} \int_{\gamma} \frac{P_{1k}(x, \mu)}{\lambda - \mu} \, d\mu, \quad \lambda \in J_\gamma. \quad (27)
\]

By virtue of (21) and (27)

\[
\varphi(x, \lambda) = \tilde{\varphi}(x, \lambda) + \frac{1}{2\pi i} \int_{\gamma} \frac{\tilde{\varphi}(x, \lambda)P_{11}(x, \mu) + \tilde{\varphi}^\prime(x, \lambda)P_{12}(x, \mu)}{\lambda - \mu} \, d\mu, \quad \lambda \in J_\gamma.
\]
Using (20), we obtain
\[
\varphi(x, \lambda) = \tilde{\varphi}(x, \lambda) - \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_\gamma \left( \tilde{\varphi}(x, \lambda) \left( \varphi(x, \mu) \tilde{\Phi}'(x, \mu) - \Phi(x, \mu) \varphi'(x, \mu) \right) + 
+ \varphi'(x, \lambda) \left( \Phi(x, \mu) \tilde{\varphi}(x, \mu) - \varphi(x, \mu) \tilde{\Phi}(x, \mu) \right) \right) \frac{d\mu}{\lambda - \mu}.
\]

Hence, and from (16) it follows (24), since terms with \( \varphi(x, \mu) \) are equal to nil by the Cauchy’s theorem.

Relations (25) and (26) can be derived in a similar way. Theorem 5 is proved.

For each given \( x \geq 0 \), relation (24) can be treated as a linear equation with respect to \( \varphi(x, \lambda) \). We will call (24) the main equation of inverse problem.

Consider the Banach space \( C(\gamma) \) of continuous bounded functions \( z(\lambda), \lambda \in \gamma \) with the norm \( \|z\| = \sup_{\lambda \in \gamma} |z(\lambda)| \).

**Theorem 6.** For each fixed \( x \geq 0 \) the main equation (24) has the unique solution \( \varphi(x, \lambda) \in C(\gamma) \).

**Proof.** For fixed \( x \geq 0 \) we consider the following linear bounded operators in \( C(\gamma) \):

\[
\tilde{A}z(\lambda) = z(\lambda) - \frac{1}{2\pi i} \int_\gamma \tilde{r}(x, \lambda, \mu) z(\mu) d\mu,
A z(\lambda) = z(\lambda) + \frac{1}{2\pi i} \int_\gamma r(x, \lambda, \mu) z(\mu) d\mu.
\]

Then
\[
\tilde{A}\tilde{A} z(\lambda) = z(\lambda) + \frac{1}{2\pi i} \int_\gamma \left( r(x, \lambda, \mu) - \tilde{r}(x, \lambda, \mu) \right) \frac{1}{2\pi i} \int_\gamma \tilde{r}(x, \lambda, \xi)r(x, \xi, \mu) d\xi z(\mu) d\mu.
\]

In view of (25) this yields \( \tilde{A}\tilde{A}z(\lambda) = z(\lambda), z(\lambda) \in C(\gamma) \). Swapping \( \mathcal{L} \) and \( \tilde{\mathcal{L}} \), we similarly get \( A\tilde{A}z(\lambda) = z(\lambda) \). Thus \( \tilde{A}\tilde{A} = A\tilde{A} = E \), where \( E \) is identity operator. Therefore, the operator \( \tilde{A} \) has a bounded inverse operator and the main equation (24) can be uniquely solved for each \( x \geq 0 \).

Thus, we have obtained the following algorithm for the solution of the inverse problem.

**Algorithm 1.** Let the function \( M(\lambda) \) be given.
1) We choose \( \tilde{\mathcal{L}} \in V \).
2) We find \( \varphi(x, \lambda) \) from the main equation (24).
3) We construct \( q(x) \) by the formula
\[
q(x) = \lambda + \frac{\varphi''(x, \lambda)}{\varphi(x, \lambda)} - \frac{\nu_0}{(x-a)^2}.
\]

4. Necessary and sufficient conditions

In this section we formulate necessary and sufficient conditions for the solvability of the inverse problem. To simplify calculations we suppose that the model boundary value problem \( \tilde{\mathcal{L}} = \mathcal{L}(\tilde{q}) \) is chosen such, that for \( |\rho| \to \infty \),
\[
\tilde{M}(\lambda) = O\left(\frac{1}{\rho^2}\right).
\]
In particular, if potentials have additional smoothness than condition (28) is valid for any model boundary value problem \( \tilde{L} \).

We set
\[
\varepsilon_0(x) = \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \bar{\varphi}(x, \mu) \varphi(x, \mu) \widehat{M}(\mu) \, d\mu, \quad \varepsilon(x) = -2\varepsilon'(x),
\]
(29)
\[
p(x) := \frac{\nu_0}{(x - a)^2} + q(x).
\]

**Theorem 7.** The following relation holds
\[
q(x) = \bar{q}(x) - \varepsilon(x).
\]
(30)

**Proof.** Differentiating (24) twice by \( x \), and using (29) and the relation
\[
d\langle \varphi(x, \lambda), \varphi(x, \mu) \rangle \lambda - \mu = \varphi(x, \lambda) \varphi(x, \mu),
\]
we get
\[
\tilde{\varphi}'(x, \lambda) + \varepsilon_0(x) \tilde{\varphi}(x, \lambda) = \varphi'(x, \lambda) - \frac{1}{2\pi i} \int_{\gamma} \tilde{r}(x, \lambda, \mu) \varphi'(x, \mu) \, d\mu,
\]
(31)
\[
\tilde{\varphi}''(x, \lambda) = \varphi''(x, \lambda) - \frac{1}{2\pi i} \int_{\gamma} \tilde{r}(x, \lambda, \mu) \varphi''(x, \mu) \, d\mu -
\]
\[
- \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} 2\tilde{\varphi}(x, \lambda) \tilde{\varphi}(x, \mu) \widehat{M}(\mu) \varphi'(x, \mu) \, d\mu -
\]
\[
- \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} (\tilde{\varphi}(x, \lambda) \tilde{\varphi}(x, \mu))' \widehat{M}(\mu) \varphi(x, \mu) \, d\mu.
\]
(32)

Substituting in (32) derivative of the second order from the equation (11), and then substituting \( \varphi(x, \lambda) \), using (24) we get
\[
\tilde{p}(x) \tilde{\varphi}(x, \lambda) = p(x) \tilde{\varphi}(x, \lambda) + \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \langle \tilde{\varphi}(x, \lambda) \tilde{\varphi}(x, \mu) \rangle \widehat{M}(\mu) \varphi(x, \mu) \, d\mu +
\]
\[
+ \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} 2\tilde{\varphi}(x, \lambda) \tilde{\varphi}(x, \mu) \widehat{M}(\mu) \varphi'(x, \mu) \, d\mu +
\]
\[
+ \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} (\tilde{\varphi}(x, \lambda) \tilde{\varphi}(x, \mu))' \widehat{M}(\mu) \varphi(x, \mu) \, d\mu.
\]

Hence we get (30). \( \Box \)

Let us formulate necessary and sufficient conditions for the solvability of the inverse problem. Denote as \( W \) the set of functions \( M(\lambda) \) such that
(i) \( M(\lambda) \) is analytic in \( \Pi_+ \) excluding a countable set of poles \( \Lambda' \) and continuous in \( \Pi \setminus \Lambda \) (\( \Lambda \) and \( \Lambda' \) are depend of each function \( M(\lambda) \)).
(ii) holds (19) when \( |\lambda| \to \infty \).

**Theorem 8.** The function \( M(\lambda) \in W \) is the Weyl function for \( L \in V \) then and only then, when the following conditions are hold:
1) (asymptotics) there exists \( \tilde{L} \in V \) such, that (28) holds;
2) (S-condition) for each fixed \( x \geq 0 \) equation (24) has a unique solution \( \varphi(x, \lambda) \in C(\gamma) \);
3) \( \varepsilon(x) \in W \), where the function \( \varepsilon(x) \) is defined by (29).

Under these conditions the function \( q(x) \) can be constructed by formula (30).

The necessity of Theorem 8 is proved above. We prove the sufficiency. Let the function \( M(\lambda) \in W \) be given, and it satisfies conditions from Theorem 8, and let the function \( \varphi(x, \lambda) \) be the solution of the main equation (24). Then (24) gives analytic continuation for \( \varphi(x, \lambda) \) in the whole \( \lambda \)-plane, moreover for each fixed \( x \geq 0 \), the function \( \varphi(x, \lambda) \) is entire in \( \lambda \) of order 1/2. It can be shown that the functions \( \varphi^{(\nu)}(x, \lambda) \), \( \nu = 0, 1 \), are absolutely continuous on the compacts if \( |x - a| \geq \varepsilon \), for each fixed \( \varepsilon > 0 \), and

\[
|\varphi^{(\nu)}(x, \lambda)| \leq C|\rho|^{\nu-1}\exp(|\tau|x), \quad \lambda \in \gamma. \tag{33}
\]

We construct the function \( \Phi(x, \lambda) \) from the relations (26), and \( L = L(q) \) by formula (30). It is clear, that \( L \in V \).

**Lemma 3.** The following relations hold

\[
\ell \varphi(x, \lambda) = \lambda \varphi(x, \lambda), \quad \ell \Phi(x, \lambda) = \lambda \Phi(x, \lambda).
\]

**Proof.** Differentiating (24) twice by \( x \) we get (31) and (32). It follows from (32), (24) and (30) it follows

\[
\begin{align*}
\tilde{\ell} \tilde{\varphi}(x, \lambda) &= \ell \varphi(x, \lambda) - \frac{1}{2\pi i} \int_{\gamma} \tilde{r}(x, \lambda, \mu) \ell \varphi(x, \mu) \, d\mu - \\
&- \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \langle \tilde{\varphi}(x, \lambda), \tilde{\varphi}(x, \mu) \rangle \tilde{M}(\mu) \varphi(x, \mu) \, d\mu. \tag{34}
\end{align*}
\]

Using (26), we similarly obtain

\[
\begin{align*}
\tilde{\Phi}^\prime(x, \lambda) + \varepsilon_0(x) \tilde{\Phi}(x, \lambda) = \Phi^\prime(x, \lambda) - \\
- \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \langle \tilde{\Phi}(x, \lambda), \tilde{\varphi}(x, \mu) \rangle \lambda - \mu \tilde{M}(\mu) \varphi(x, \mu) \, d\mu, \tag{35}
\end{align*}
\]

\[
\begin{align*}
\tilde{\ell} \tilde{\Phi}(x, \lambda) &= \ell \Phi(x, \lambda) - \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \langle \tilde{\Phi}(x, \lambda), \tilde{\varphi}(x, \mu) \rangle \lambda - \mu \tilde{M}(\mu) \ell \varphi(x, \mu) \, d\mu - \\
&- \frac{1}{2\pi i} \frac{1}{\eta(x)} \int_{\gamma} \langle \tilde{\Phi}(x, \lambda), \tilde{\varphi}(x, \mu) \rangle \tilde{M}(\mu) \varphi(x, \mu) \, d\mu. \tag{36}
\end{align*}
\]

It follows from (34), that

\[
\begin{align*}
\lambda \tilde{\varphi}(x, \lambda) &= \ell \varphi(x, \lambda) - \frac{1}{2\pi i} \int_{\gamma} \tilde{r}(x, \lambda, \mu) \ell \varphi(x, \mu) \, d\mu - \\
&- \frac{1}{2\pi i} \int_{\gamma} (\lambda - \mu) \tilde{r}(x, \lambda, \mu) \varphi(x, \mu) \, d\mu.
\end{align*}
\]

Taking (24) into account, we find, that for fixed \( x \geq 0 \)

\[
\eta(x, \lambda) + \frac{1}{2\pi i} \int_{\gamma} \tilde{r}(x, \lambda, \mu) \eta(x, \mu) \, d\mu = 0, \quad \lambda \in \gamma, \tag{37}
\]
where $\eta(x, \lambda) = \ell \varphi(x, \lambda) - \lambda \varphi(x, \lambda)$. According to (33) we have for fixed $x \geq 0$

$$|\eta(x, \lambda)| \leq C|\rho|, \quad \lambda \in \gamma. \quad (38)$$

Using estimates (38) and (37) we arrive to estimate $|\eta(x, \lambda)| \leq C$ for $\lambda \in \gamma$. By virtue of S-condition from Theorem 8 the homogeneous equation (37) have only trivial solution $\eta(x, \lambda) \equiv 0$. Therefore,

$$\ell \varphi(x, \lambda) = \lambda \varphi(x, \lambda).$$

Hence and from (36) together with (26) we get $\ell \Phi(x, \lambda) = \lambda \Phi(x, \lambda)$.

Let us continue the proof of Theorem 8. We set $x = 0$ in (24), (31). Then we have

$$\varphi(0, \lambda) = \tilde{\varphi}(0, \lambda) = 0, \quad \varphi'(0, \lambda) = \tilde{\varphi}'(0, \lambda) = 1. \quad (39)$$

Using (26) and (35), we calculate

$$\Phi(0, \lambda) = \tilde{\Phi}(0, \lambda) = 1, \quad \Phi'(0, \lambda) = \tilde{\Phi}'(0, \lambda) + \frac{1}{2\pi i} \int_{\gamma} \frac{\hat{M}(\mu)}{\lambda - \mu} d\mu. \quad (40)$$

We fix $\lambda \in J_\gamma$. From (26), (39) taking into account the estimates

$$|\tilde{\varphi}^{(m)}(x, \mu)| \leq C|\theta|^{m-1}|\exp(-i\theta x)|, \quad \mu = \theta^2, \quad x \geq 0, \quad m = 0, 1,$$

$$|\tilde{\Phi}^{(m)}(x, \lambda)| \leq C_\delta|\rho|^m|\exp(i\rho x)|, \quad x \geq 0, \quad \rho \in G_\delta,$$

we get that

$$\Phi(x, \lambda) = O(\exp(i\rho x + 2hx)), x \to \infty.$$ 

Hence, and since $\Phi(0, \lambda) = 1$, it follows, that the function $\Phi(x, \lambda)$ is a Weyl solution. Further, from (40) we have

$$\Phi'(0, \lambda) = \hat{M}(\lambda) + \frac{1}{2\pi i} \int_{\gamma} \frac{\hat{M}(\mu)}{\lambda - \mu} d\mu,$$

According to Cauchy’s integral formula

$$\hat{M}(\lambda) = \frac{1}{2\pi i} \int_{\gamma} \frac{\hat{M}(\mu)}{\lambda - \mu} d\mu + \frac{1}{2\pi i} \int_{\theta N} \frac{\hat{M}(\mu)}{\lambda - \mu} d\mu, \quad \lambda \notin \text{int } \gamma_N.$$

Then for $N \to \infty$ we get

$$\hat{M}(\lambda) = \frac{1}{2\pi i} \int_{\gamma} \frac{\hat{M}(\mu)}{\lambda - \mu} d\mu, \quad \lambda \in J_\gamma.$$ 

Therefore, $\Phi'(0, \lambda) = \hat{M}(\lambda) + \hat{M}(\lambda) = M(\lambda)$, i.e. $M(\lambda)$ is the Weyl function for $L$. \hspace{1cm} \Box

**Remark 1.** Similar results for the Robin boundary condition $y'(0) - hy(0) = 0$ are obtained in [19].
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