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Abstract

For a stochastic system, its evolution from one state to another can have a large number of possible paths. Non-uniformity in the field of system variables leads the local dynamics in state transition varies considerably from path to path and thus the distribution of the paths affects statistical characteristics of the system. Such a characteristic can be referred to as path-dependence of a system, and long-time correlation is an intrinsic feature of path-dependence systems. We employed a local path density operator to describe the distribution of state transition paths, and based on which we derived a new kinetic equation for path-dependent systems. The kinetic equation is similar in form to the Kramers-Moyal expansion, but with its expansion coefficients determined by the cumulants with respect to state transition paths, instead of transition moments. This characteristic makes it capable of accounting for the non-local feature of systems, which is essential in studies of large scale systems where the path-dependence is prominent. Short-time correlation approximation is also discussed. It shows that the cumulants of state transition paths are equivalent to jump moments when correlation time scales are infinitesimal, as makes the kinetic equation derived in this paper has the same physical consideration of the Fokker-Planck equation for Markov processes.

1 Introduction

Complex systems, for instance, flows from small scale diffusion [1] to large scale geophysical currents [2], are often found to exhibit a high degree of uncertainty, which makes deterministic prediction a difficult task. In addition to sophisticated work on improving deterministic prediction from every angle, statistical mechanical approaches are developed [3-6] and becomes one of the prominent theories to cope with uncertainties as an intrinsic feature of complex systems [2 7 11].
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Usually, evolution of a stochastic system is decomposed into two parts, a deterministic one and stochastic one; as a common way, the stochastic part is assumed Markovian, so that it is described readily by the well-known Fokker-Planck equation (FPE) [4]. Statistical characteristics of a stochastic process described by FPE is determined by its state transition moments, the averages of powers of state differences between two successive states over all possible transitions [4]. Because the state transition moments rely completely on the state differences in the phase space of two successive states over a small time interval, the Markovian FPE is unable to consider long-time correlation [4], an essential feature found in systems with multiple time scales. There are a number of improvements made on the Markovian FPE to account for long-time correlation problems [5, 6, 12–19].

The memory effect arising from long-time correlation can be viewed from a different angle. The states of a system are described by its general coordinates as a set of points on the phase space and thus each of the variation in the state marks a path leading from one point to another in the phase space. On the one hand, if the variation in a system is of strong rate-dependence on internal or external system variables, memory effect becomes significant and presents itself along the entire state transition paths on the phase space, possessing a typical non-Markovian nature. On the other hand, random forcing, from internal fluctuations of a system as well as from that of its environment, makes its evolution from one state to another can have a large number of possible paths. Moreover, non-homogeneity in the field of system variables can make the local dynamic behaviors in state transition differs significantly from path to path. Apparently, the distribution of state transition paths affect ultimately the statistical properties of the system. Such a relationship between statistical properties of a system and the probability distribution of state transition paths can be referred to as path-dependence, of which memory effect is intrinsic.

The path-dependence is a general property of systems with multiple time scales and long-time correlation in state transition, in which the time rates of changes of the system variables in states are so significant that they cannot be neglected any more, and cannot be estimated linearly as the differences between adjacent states either. For instance, in studies of turbulent flows by means of statistical mechanics, macro flows are regarded as collections of motion of eddies with different temporal and spatial scales. It has been demonstrated that motion of large eddies is usually non-local [20, 21], resulting in that all actions that eddies experience along the different paths of state transition affect ultimately the statistical properties of turbulent flows. Such a property is not peculiar to turbulent flows, but occurs in many systems with multiple time scales.

The Markovian FPE focuses on a small segment of a path for state transition during a short time interval, and thus fails to account for the influences that take place all along the entire path due to long-time correlation. In other words, from a point of view of statistical mechanics, the ensemble average defined in the Markovian FPE is on the states of a system and their statistical distribution; differently, the ensemble for a path-dependent stochastic process is required to be defined as a set of the state variables along with their evolution paths and corresponding distributions. Apparently, classical formulation of Markovian FPE applies well if a stochastic process depends only on the changes of state variables; on the contrary, when a system relies strongly not only on the changes of its state variables, but also on its transition paths, or more specifically, if the problems of interest are path-dependent, then Markovian FPE is insufficient. Therefore, how to explicitly take into account multiple possibilities in the paths of each transition step of a non-equilibrium system becomes crucial; especially, when we focus our attention
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to the effect on the evolution of a system arising from uncertainties in transition paths. This paper is aimed to provide a formulation of a kinetic equation for path-dependent systems.

From the point of view of statistical mechanics, state transition paths together with their distribution constitute a statistical ensemble, by which we can formulate a new kinetic equation for path-dependent systems. Certainly, this requires a-priori knowledge about the paths, but it brings about no more essential difficulty than FPE, except that we need to develop a new mechanism to identify the paths. In fact, in many practical problems, state transition paths can be observed, which helps us have a general view of statistical properties about the state transition paths. In this study, we employed a local path density operator to determine the distribution of state transition paths. In the following sections, we firstly give a detailed derivation of the kinetic equation, then its approximation for short time correlation problems is discussed, and followed by a simple example of the present study. Concluding remarks are presented in the last. This study shows that the kinetic equation derived in this paper is similar in form to the Kramers-Moyal expansion, but with the expansion coefficients expressed in terms of the cumulants with respect state transition paths, rather than jump moments. This characteristic makes it capable of accounting for the non-local feature of systems, which is essential in studies of large scale systems where path-dependence is prominent.

2 Formulation

2.1 Local path density operator

In statistical mechanics, a macroscopic state is regarded to correspond to a huge number of different microscopic configurations compatible with their macroscopic constraints [3], which leads any possible realization of the macroscopic state, as well as its transition paths in the phase space, to exhibit a certain degree of uncertainty. This uncertainty, especially that observed in state transition paths, is what we concerned in this study. In order to formulate this uncertainty and its impact on the distribution of macroscopic states of a system, we must define a distribution function for state transition paths to constitute a statistical ensemble.

Considering a system described by the state variable $X = \{X_j\}$ with $N$ components, and each component $X_j$ ($j = 1, \cdots, N$) can be either a vector or a scalar depending on specific problems we are interested in. The path for state transition is elaborated as a curve on the phase space along which system state changes from $X(s)$ at the time $s$ to arrive at $X(t)$ at the time $t$ and denoted as $X(t) = X(t|X(s), s)$. Furthermore, we assume that $X(t)$ is differentiable, or at least piecewise differentiable, with respect to time $t$, and it observes that

$$\dot{X} \equiv \frac{dX}{dt} = H(X),$$

where $H$ is an arbitrary integrable function of the variable $X$. In addition, we assume the first order system of Eq. (1) has an initial state (value) of

$$X(s) = X(s|X(s), s).$$

Considering a special case that the system is at the state $x$ at the time $t$, conditioned it is in the state of $y = \{y_1, y_2, \cdots, y_N\}$ at the time $s$, i.e., $X(s) = y$. In this case, the state
transition curve is \( X(t) = X(t|y, s) \) with \( X(s|y, s) = y \). In order to identify those paths arriving at \( x = \{x_1, \cdots, x_N\} \) at the time \( t \), we introduce a local (fine-grained) operator \( \chi \) which describes the density of state transition paths that passes \( y \) at the time \( s \) to \( x \) at the time \( t \) given by Eq. \( (1) \). It is:

\[
\chi(t) = \chi(|x - X(t|y, s)|) = \prod_{j=1}^{N} \chi(|x_j - X_j(t|y, s)|). \tag{3}
\]

The local path density operator \( \chi \) is assumed to have a sharp value at \( x = X(t|y, s) \) while it is zero elsewhere. The most simple choice of \( \chi \) is the Dirac-\( \delta \) function, but for the sake of generality, we still keep it as a general functional of the state difference \( |x - X(t|y, s)| \) as it in Eq. \( (3) \).

From the definition of the local path density operator, we inferred that \( \chi \) depends on the path \( X(t) = X(t|y, s) \) which change with time. The time rate of change of \( \chi \) along the curve \( X(t|y, s) \) is

\[
\frac{\partial \chi(|x - X(t|y, s)|)}{\partial t} = \dot{X} \nabla_x \chi(|x - X(t|y, s)|).
\]

Since \( \chi = \chi(|x - X(t|y, s)|) \) is a function of \( |x - X(t|y, s)| \), it is straightforward to verify the identity \( \nabla_x \chi = -\nabla_x \dot{\chi} \). Denoting \( \mathcal{L} = \dot{X} \nabla_x = \sum_{j=1}^{N} X_j \partial / \partial x_j \), Eq. \( (4) \) is written in a compact form as

\[
\frac{\partial \chi}{\partial t} = -\mathcal{L} \chi. \tag{5}
\]

Eq. \( (4) \) is a Liouville equation for local path density operator \( \chi \), which has an operator solution along the path \( X(t) = X(t|y, s) \) as \[3, 6, 22\]

\[
\chi(|x - X(t|y, s)|) = \mathcal{U}(t|s) \chi(|x - X(s|y, s)|) = \mathcal{U}(t|s) \chi(|x - y|), \tag{6}
\]

where \( \mathcal{U}(t|s) \) is a time evolution operator defined by (see Refs. \[3, 22\])

\[
\mathcal{U}(t|s) = \mathcal{T} e^{-\int_{s}^{t} \mathcal{L} d\tau},
\]

\[
= \mathcal{T} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \left( \int_{s}^{t} d\tau \mathcal{L}(\tau) \right)^n, \tag{7}
\]

with \( \mathcal{T} \) denoting the time-ordering operator by which the integrations in

\[
\left( \int_{s}^{t} d\tau \mathcal{L} \right)^n = \int_{s}^{t} d\tau_1 \cdots \int_{s}^{t} d\tau_n \mathcal{L}(\tau_1) \cdots \mathcal{L}(\tau_n),
\]

for \( n = 1, 2, \cdots \) are correctly ordered so that the earlier times in the products of the integrand stand to the left of those with later times (\( \tau_1 > \tau_2 > \cdots > \tau_n \)).

### 2.2 Probability density function

In the previous studies, for a Markov process, the possibility to find the system having the macroscopic state of \( x \) in a coarse-grained level at the time \( t \) is given by the Chapman-Kolmogorov equation, which maps the state \( y \) at the time \( s \) to the state \( x \) at the time
by means of the transition probability function \( f(x, t|y, s) \). In the previously reported studies, the transition probability \( f(x, t|y, s) \) is formally expanded as a Taylor series, which purely depends on changes of states and thus is a function of transition moments \[4\]; meanwhile, it is limited to the cases that the jump time scale \(|t-s|\) must be infinitesimal to make the transition moments exit. However, if we care about path-dependent stochastic processes, a statistical ensemble constitutes of paths through which systems change their microscopic states together with their distributions is necessary to derive a transition probability for path-dependent stochastic processes.

A macroscopic state, in the context of statistical mechanics, can be regarded as function of micro configurations compatible with macroscopic constraints \[3\]. Considering a system is in the state \( X \) corresponding to a realization of the microscopic configuration \( \Gamma \), denoted as \( X(\Gamma) = X(t|y, s; \Gamma) \). Let \( F(\Gamma) \) to be the distribution of the micro-state \( \Gamma \), which satisfies \( \int d\Gamma F(\Gamma) = 1 \), then \( F(\Gamma) d\Gamma \) is the possibility to find a system in the micro state of \((\Gamma, \Gamma + d\Gamma)\). The ensemble average on the local path density function leads to the coarser-grained probability density to find the system at the state \( x \) at the time \( t \), given that it is at the state \( y \) at the time \( s \):

\[
f(x, t|y, s) = \int d\Gamma F(\Gamma) \chi(|x - X(t|y, s)|)
= \langle \chi(|x - X(t|y, s)|) \rangle,
\]

where a variable closed by a pair of angles “\( \langle \rangle \)” is its ensemble average defined by:

\[
\langle A \rangle = \int d\Gamma F(\Gamma) A(\Gamma).
\]

Eq. (9) indicates that, the local path density operator \( \chi \) assumes the function of picking up those paths leading from a given point \( y \) at the time \( s \) to arrive at \( x \) at the time \( t \) from all of state transition paths. This definition is different from classical statistical mechanics, in which a local density function is usually employed to pick up points of interest on the phase space \[3\]. Nevertheless, both the local path density operator defined in this study and the local density function adopted in classical statistical mechanics are designed to obtain a coarser-grained distribution function.

By substituting Eq. (6) into Eq. (9), the conditional probability density function \( f(x, t|y, s) \) can be written in an equivalent form as:

\[
f(x, t|y, s) = \int d\Gamma F(\Gamma) \chi(|x - X(t|y, s)|)
= \langle \mathcal{U}(t|s) \rangle \chi(|x - y|),
\]

where \( \langle \mathcal{U}(t|s) \rangle \) is the averaged time evolution operator and is expanded in detail as follows:

\[
\langle \mathcal{U}(t|s) \rangle = \int d\Gamma F(\Gamma) \mathcal{U}(t|s)
= \exp \left( \int_0^T \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \left\langle \left\langle \left( \int_s^t d\tau L \right)^n \right\rangle \right\rangle \right),
\]

in which \( \langle \langle \rangle \rangle \) represents the cumulant, for instance, \( \langle \langle A \rangle \rangle = \langle A \rangle \) and \( \langle \langle AB \rangle \rangle = \langle \langle A - \langle A \rangle \rangle \langle B - \langle B \rangle \rangle \rangle \) are, respectively, first and second order cumulant regarding the ensemble.
In the derivation of Eq. (12), we have used the result of the ensemble average of an exponent function [4, 5]. Noticing that \( f(x, s | y, s) = \chi(|x - y|) \), Eq. (11) is a cumulant expansion of \( f(x, t | y, s) \) at the time \( s \); whereas the Kramers-Moyal expansion in deriving FPE is a moment expansion.

\( f(x, t | y, s) \) is a conditional distribution function for path-dependent systems. It is advisable to derive a probability density function for \( x \) in many circumstances. As usual, it can be obtained by the relation:

\[
f(x, t) = \int dy f(x, t | y, s) f(y, s).
\]

However, Eq. (13) requires integration on the coarser-grained scale (\( y \) is a coarser-grained state), which makes the present study lose the capability to account for path-dependence on fine-grained scale as we expected. For this reason, it is necessary to define the distribution function for \( x \) through a different way.

Multiplying both sides of Eq. (9) with a Dirac \( \delta \)-function of \( |y - X(s)| \), where \( X(s) \) is a known point on an arbitrary transition path \( X(t) = X(t | X(s), s) \) at the time \( s \), we find that

\[
\int dy f(x, t | y, s) \delta(|y - X(s)|) = \langle \chi(|x - X(t)|) \rangle.
\]

Eq. (14) helps us extend the focus on the state transition path from a specific point \( y \) to all the possible paths arriving at \( x \). The major differences between \( \langle \chi(|x - X(t | y, s)|) \rangle \) and \( \langle \chi(|x - X(t)|) \rangle \) are depicted in Fig. 1. It shows that \( \langle \chi(|x - X(t | y, s)|) \rangle \) is an ensemble average on the paths from a given state \( y \) at the time \( s \) to arrive at \( x \) at the time \( t \); whereas \( \langle \chi(|x - X(t)|) \rangle \) is an ensemble average taken on all of the paths leading to \( x \). \( \langle \chi(|x - X(t)|) \rangle \) is in essence the distribution function for \( x \) at the time \( t \), i.e.,

\[
f(x, t) \equiv \langle \chi(|x - X(t)|) \rangle = \langle \mathcal{U}(t | s) \rangle \chi(|x - X(s)|).
\]

It must be noticed that, the time evolution operator \( \langle \mathcal{U}(t | s) \rangle \) in Eq. (11) involves the ensemble average on integral cures starting from a given state \( y \) of coarser-grained scale, while in Eq. (15), the ensemble average is taken on integral cures having an initial state \( X(s) \) of fine-grained scale.

### 2.3 Kinetic equation for path-dependent systems

Differentiating Eq. (11) with respect to \( t \), inserting \( \mathcal{L} = \hat{X}\nabla_x = \sum_{j=1}^N \hat{X}_j \partial / \partial x_j \) into the resulting equation, we derive a path-averaged kinetic equation for \( f(x, t | y, s) \) including an infinite number of terms as follows:

\[
\frac{\partial f(x, t | y, s)}{\partial t} = \sum_{n=1}^\infty (-1)^n \nabla_x^n \langle \mathcal{D}^{(n)}(x, t | y, s) \rangle f(x, t | y, s),
\]

where the coefficient \( \langle \mathcal{D}^{(n)}(x, t | y, s) \rangle \) is given by

\[
\langle \mathcal{D}^{(n)}(x, t | y, s) \rangle = \frac{1}{n!} \frac{\partial}{\partial t} \left[ T \left( \int_s^t d\tau \mathcal{X} \right)^n \right].
\]

The operator \( \nabla_x^n \langle \mathcal{D}^{(n)}(x, t | y, s) \rangle \) in Eq. (16) is defined as

\[
\nabla_x^n \langle \mathcal{D}^{(n)}(x, t | y, s) \rangle = \frac{\partial^n}{\partial x_{j_1} \cdots \partial x_{j_n}} \langle \mathcal{D}^{(n)}_{j_1 \cdots j_n}(x, t | y, s) \rangle,
\]
Figure 1: A schematic diagram of differences between $\langle \chi(|x - X(t)|) \rangle$ and $\langle \chi(|x - X(t)|) \rangle$. It shows that $\langle \chi(|x - X(t)|) \rangle$ is an ensemble paths from a given state $y$ at the time $s$ to arrive at $x$ at the time $s$, while $\langle \chi(|x - X(t)|) \rangle$ is an ensemble taken on all of the paths leading to $x$. Correspondingly, the time evolution operator $\langle \mathcal{U}(t|s) \rangle$ in Eq. (11) involves the ensemble average on integral cures starting from a given state $y$ of coarser-grained scale, while in Eq. (15), the ensemble average is taken on integral cures having an initial state $X(s)$ of fine-grained scale.

in which the summation convention with respect to repeated subscript $j_\nu (j_\nu = 1, 2, \cdots, N$ and $\nu = 1, \cdots, n)$ is used, and the partial differential operators apply on all of the following variables.

Furthermore, using the result given by Eq. (14), multiplying both sides of Eq. (16) with $\delta(|y - X(s)|)$, integrating the resulting equation with respect to $y$, we had a generalized kinetic equation for $f(x, t)$ as:

$$\frac{\partial f(x, t)}{\partial t} = \sum_{n=1}^{\infty} (-1)^n \nabla_x^2 \langle \mathcal{D}^{(n)}(x, t) \rangle f(x, t),$$  

(19)

where the coefficient $\langle \mathcal{D}^{(n)}(x, t) \rangle$ involves the ensemble average on integral cures starting from an initial state $X(s)$ on fine-grained scale, instead of a given state $y$ on coarser-grained scale as in Eq. (16). Eq. (19) can also be obtained by directly differentiating Eq. (15).

It shows that Eq. (16) (or Eq. (19)) contains an infinite number of terms as the Kramers-Moyal expansion. According to the Pawula theorem, if the Kramers-Moyal expansion does not truncated at the second order, it must contain an infinite number of terms [4, 23]. This is true for the present study, although the expansion coefficients are function of cumulants [23]. When Eq. (19) is truncated at $n = 2$, we had a kinetic equations as follows:

$$\frac{\partial f(x, t)}{\partial t} + \nabla_x \langle \mathcal{D}^{(1)}(x, t) \rangle f(x, t) = \nabla_x^2 \langle \mathcal{D}^{(2)}(x, t) \rangle f(x, t),$$  

(20)

which resembles FPE derived by truncating the Kramers-Moyal expansion at the second order. However, it shows that the first order expansion coefficient $\langle \mathcal{D}^{(1)} \rangle$ is no longer a simple drift velocity; instead, it is a state transition velocity. Similarly, the second order expansion coefficient $\langle \mathcal{D}^{(2)} \rangle$ in not simply a diffusion coefficient but a measurement of
dispersion of state transition paths. Because the significance of information contained by high-order cumulants deceases much quickly, unlike high-order moments which contain information about lower moments \[4, 23\], it is expected that the current study converges faster than the Kramers-Moyal expansion. Nevertheless, a generalized kinetic equation truncated at a higher order \((n \geq 3)\) is useful in some special cases \[4, 24\].

2.4 Expansion coefficient for the first order systems

The coefficient \(\langle \mathcal{G}^{(n)} \rangle\) in Eq. \((19)\) is a function of the integration of \(\dot{X}\) along the curve \(C:\ X(t) = X(t|X(s), s)\) leading from \(X(s)\) to \(x\). Denoting \(S\) to be the integral curve of the state transition path, then it is

\[
S = \int_s^t d\tau \dot{X} = \int_C dX(t) = \left\{ \int_C dX_1, \ldots, \int_C dX_N \right\}.
\]

Eq. \((17)\) shows that \(\langle \mathcal{G}^{(n)} \rangle\) is completely determined by the statistical information about the state transition paths \(S\). Therefore, if the distribution of the state transition paths are available, it can be solved in the same ways as that for FPE. However, the expression for \(\langle \mathcal{G}^{(n)} \rangle\) is too formal to be used; we need to express it as an explicit function of state transition paths.

For the first order system given by Eq. \((\Pi)\), assuming that the \(n^{th}\) order derivative of \(H(y)\) exists \((n \geq 1)\), then \(H(X(t))\) can be expanded at \(y\) along the path \(X(t) = X(t|y, s)\) as

\[
H(X(t)) = \sum_{n=0}^{\infty} \frac{S^n(t)}{n!} \nabla^\gamma_y H(y) = e^{S(\tau)\nabla_y} H(y) = \mathcal{Y}^-(y, \tau) H(y),
\]

where \(S(\tau) = \int_s^\tau d\xi \dot{X}(\xi) = \int_C dX\), and \(\mathcal{Y}^-(y, \tau) = e^{S(\tau)\nabla_y}\) is a backwards-shifting operator which pushes the state of the system from \(X(\tau)\) back to its initial state \(y\). Thus,

\[
\langle \mathcal{G}^{(n)}(x, t|y, s) \rangle = \frac{1}{n!} \frac{\partial}{\partial t} T \left\langle \left\langle \left( \int_s^t d\tau \dot{X}(\tau) \right)^n \right\rangle \right\rangle = \frac{1}{n!} \frac{\partial}{\partial t} T \left\langle \left\langle \left( \int_s^t d\tau H(X(\tau)) \right)^n \right\rangle \right\rangle = \frac{1}{n!} \frac{\partial}{\partial t} T \left\langle \left\langle \left( \int_s^t d\tau \mathcal{Y}^-(y, \tau) H(y) \right)^n \right\rangle \right\rangle. \tag{23}
\]

As to \(\langle \mathcal{G}^{(n)}(x, t) \rangle\), it is

\[
\langle \mathcal{G}^{(n)}(x, t) \rangle = \frac{1}{n!} \frac{\partial}{\partial t} T \left\langle \left\langle \left( \int_s^t d\tau \mathcal{Y}^+(x, \tau) H(x) \right)^n \right\rangle \right\rangle, \tag{24}
\]

where \(\mathcal{Y}^+(x, \tau) = e^{-S(\tau)\nabla_x}\) is a forwards-shifting operator with \(S(\tau) = \int_s^\tau d\xi \dot{X}(\xi)\). The differences between \(\langle \mathcal{G}^{(n)}(x, t|y, s) \rangle\) and \(\langle \mathcal{G}^{(n)}(x, t) \rangle\) is obvious and details can be found in section 2.3.

Eq. \((23)\) \((or (24))\) shows that \(\langle \mathcal{G}^{(n)} \rangle\) is a function of the cumulants with respect to the integral curves of transition paths. For this reason, \((10)\) \((or Eq. \((19)\)) can be referred to as the path-averaged kinetic equations. In addition, the ensemble average of integral curves \(\langle S \rangle = \int d\Gamma F(\Gamma) S(\Gamma)\) is essentially implemented on an ensemble composed
of all possible state transition paths, and \( \langle \langle S^n \rangle \rangle \), the \( n \)-th-order cumulants with respect to \( S \), was also termed as the correlation function \([23]\); it can be interpreted, therefore, as a variable to reflect the statistical structure constructed by state transition paths of a system. Consequently, the expansion coefficient \( \langle D^{(n)} \rangle \) is the result of changes of the structure of state transition paths in the phase space. Expressing \( \langle D^{(n)} \rangle \) in terms of the correlation function \( \langle \langle S^n \rangle \rangle \) provides us with a new angle to view how a system evolves: it is the variation in statistical structures of state transition paths that drives statistical properties of a system to evolve.

### 3 Short-time correlation approximation

On the one hand, in this study, there is no limitation imposed on \( t - s \), i.e., it is unnecessary to assume the time scales of the state transition to be infinitesimal, and therefore, the present study can be applied to those systems with long-time correlations. This is because the expansion coefficient as a function of the integral cure \( S = \int^t_x \dot{X}(\xi) \), which naturally contains the information along the state transition paths.

On the other hand, if our concern of the time interval \( \Delta t = t - s \) is small, so that

\[ \lim_{\Delta t \to 0} \mathcal{Y}^+(x, \tau = t - \Delta t) = \mathcal{Y}^+(x, t) = 1, \]

by which we had that

\[
\langle D^{(n)}(x, t) \rangle = \lim_{\Delta t \to 0} \frac{1}{n!} \frac{\partial^n}{\partial t^n} \left< \left< \left( \int^{t+\Delta t}_t \mathcal{Y}^+(x, \tau) H(x) \right)^n \right> \right> \\
= \frac{1}{n!} \lim_{\Delta t \to 0} \left< \left< (\Delta t H(x))^n \right> \right> \\
= \frac{1}{n!} \lim_{\Delta t \to 0} \left< \left< \Delta^n S \right> \right>.
\]

Therefore, for instance, for \( n = 1 \) and \( n = 2 \), we had, respectively,

\[
\langle D^{(1)}(x, t) \rangle = \lim_{\Delta t \to 0} \frac{\Delta S}{\Delta t},
\]

and assuming a long-term stable state is reached so that \( \langle \dot{X} \rangle \to 0 \),

\[
\langle D^{(2)}(x, t) \rangle = \frac{1}{2} \lim_{\Delta t \to 0} \frac{\Delta^2 S}{\Delta t}.
\]

As a comparison, the coefficient of the Kramers-Moyal expansion, a function of the transition moments, is given by \([4]\):

\[
D^{(n)} = \frac{1}{n!} \lim_{\Delta t \to 0} \frac{\Delta^n X}{\Delta t} = \frac{1}{n!} \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t)|_{x})^n \rangle,
\]

which gives that, for \( n = 1 \)

\[
\langle D^{(1)} \rangle = \lim_{\Delta t \to 0} \frac{\Delta X}{\Delta t} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t)|_{x}) \rangle,
\]

and for \( n = 2 \)

\[
\langle D^{(2)} \rangle = \lim_{\Delta t \to 0} \frac{\Delta^2 X}{\Delta t} = \frac{1}{2} \lim_{\Delta t \to 0} \frac{1}{\Delta t} \langle (X(t + \Delta t) - X(t)|_{x})^2 \rangle.
\]
with the ensemble average defined as \( \langle A \rangle = \int dX(t + \Delta t)Af(X(t + \Delta t), t + \Delta t|x, t) \).

It shows that, when \( \Delta t = t - s \) is infinitesimal to make \( \Delta S \approx \Delta X \), and thus \( \langle \mathcal{D}^{(1)}(x, t) \rangle \) and \( \langle \mathcal{D}^{(2)}(x, t) \rangle \) are, respectively, similar in form to \( \mathcal{D}^{(1)} \) and \( \mathcal{D}^{(2)} \) for FPE, as indicates that the cumulation expansion with respect to state transition paths is reduced to moment expansion about state jumps for short-time correlation problems. This is easy to understand that, for an infinitesimal time interval \( \Delta t \), the integral cure \( \Delta S \) can be well represented by a small segment \( \Delta X \), a linear approximation of the integral cures.

Nevertheless, differences still exist. Firstly, the ensemble average in the present study is defined on the fine-grained level, while that for FPE is defined on the coarser-grained level. Secondly, the first order expansion coefficient \( \langle \mathcal{D}^{(1)} \rangle \) (see Eq. (27)) measures the state transition velocity averaged on all the possible state transition path passing \( x \) at the time \( t \); similarly, the second order expansion coefficient \( \langle \mathcal{D}^{(2)} \rangle \) (see Eq. (28)) is a measurement of dispersion degree of transition paths; large diffusion implies wide distribution of the transition paths. In comparison, the drift coefficient (Eq. (30)) and diffusion coefficient (Eq. (31)) in FPE are determined by the first and second order moments calculated on the coarse-grained level.

### 4 A simple example

Considering a simple one-dimensional linear case of Eq. (1):

\[
\frac{dX(t)}{dt} = -\mu(X(t) - X_e(t)),
\]

where \( \mu \) is a positive constant; \( X_e(t) \) is a system variable, which is regarded the equilibrium state of the system. Although Eq. (32) is simple, yet it is a useful model equation representing important natural processes in alluvial systems [25, 26].

Eq. (32) can be transformed into an equivalent form to simplify the following derivation. By substitution of \( Z = X - X_e \), Eq. (32) is written as:

\[
\frac{dZ(t)}{dt} = -\mu Z(t) - \dot{X}_e,
\]

which help us to understand how the system given by (32) to response to external excitations.

Denoting \( H(Z(t)) = -\mu(Z(t) + \mu^{-1}\dot{X}_e) \) and expanding it at \( z + \mu^{-1}\langle \dot{X}_e \rangle \), we derived the expansion coefficient \( \langle \mathcal{D}^{(n)} \rangle \) for \( n = 1 \) and \( n = 2 \) as

\[
\langle \mathcal{D}^{(1)}(z, t) \rangle = \frac{\partial}{\partial t} \left\langle \int_s^t d\tau \mathcal{Y}^+(z, \tau)H(z) \right\rangle = \langle \mathcal{Y}^+(z, t)H(z) \rangle = 1 \cdot H(z) = -\mu z - \langle \dot{X}_e \rangle,
\]

and

\[
\langle \mathcal{D}^{(2)}(z, t) \rangle = \frac{1}{2!} \left\langle \frac{\partial}{\partial t} \left\langle \left( \int_s^t d\tau Z(\tau) \right)^2 \right\rangle \right\rangle = \frac{1}{2!} \left\langle \frac{\partial}{\partial t} \left\langle \left( \int_s^t d\tau H(Z(\tau)) \right)^2 \right\rangle \right\rangle.
\]
In the last line of Eq. (37), the solution of Eq. (33) for $Z$ is 

Using Eq. (39), one arrives that

Thus, the kinetic equation derived in this paper for Eq. (33), with the first two terms kept, is written as

\[
\frac{\partial f(z, t)}{\partial t} = \frac{\partial(\mu z + \langle X_e \rangle_0 f(z, t))}{\partial z} + D \frac{\mu + \nu}{\mu + \nu} \frac{\partial^2 f(z, t)}{\partial z^2}.
\]  

(41)
Eq. (41) has a stationary solution for \( \langle \dot{X}_e \rangle = 0 \) as

\[
f(z) = \sqrt{\frac{\mu}{2\pi D\beta}} \exp\left(-\frac{\mu z^2}{2D\beta}\right),
\]

where \( \beta = \nu (\mu + \nu)^{-1} \).

It is found that the coefficient \( \beta \) \((=1/(1+\mu/\nu))\) is inversely proportional to correlation time \( T_L(=\nu^{-1}) \) of the colored noise. Therefore, longer correlation time \( T_L(=\nu^{-1}) \) of the colored noise leads to weaker diffusion. Differently, for the cases that \( \nu \to \infty \), \( \langle \langle \dot{X}_e(\tau'_1)\dot{X}_e(\tau'_2) \rangle \rangle \to 2D\delta(\tau_1-\tau_2) \), implies it is reduced to a simple white noise, leading to a stronger diffusion.

Fig. 2 shows the distributions of \( z \) given by Eq. (42) for different \( \mu \) and \( \nu \). For comparison, the simulated distributions are also plotted Fig. 2 which are determined by solving Eq. (33) numerically regarding \( \dot{X}_e \) as a colored Gaussian noise (Eq. (38)) [4]. It shows that Eq. (42) agrees well with simulations.

5 Concluding Remarks

Evolution of a complex system from one state to another can have a large number of possible paths. Moreover, non-uniformity in field variables leads the local dynamics in state transition differs considerably from path to path, which ultimately affects statistical characteristics of the system. This study aimed to provide a kinetic equation for the path-dependent system. Also, because long-time correlation is an intrinsic feature of path-dependent systems, this study is expected to be helpful in research regarding stochastic nature of systems affected by memory effect.

This study started from a fundamental postulation in statistical mechanics. It is said that, a macroscopic state of a system belongs to a statistical ensemble composed of a huge number of different microscopic configurations compatible with their macroscopic constraints, and thus any possible realizations of the macroscopic state, as well as its transition paths in the phase space, exhibits a certain degree of uncertainty. This uncertainty,
especially that in state transition paths, is what we focus on and the path-average kinetic equation is derived, rather than randomness due to system noises as in the Langevin equation.

In order to account for the uncertainty in state transition paths, we introduced a local path density function to determine their distribution to constitute a statistical ensemble for state transition paths. Upon this state transition ensemble, we developed a new kinetic equation for path-dependent systems. The kinetic equation is derived by a cumulant expansion with respect to state transition path. The kinetic equation shares the similarity in form to the Kramers-Moyal expansion, but with significant differences. The most obvious one is that the expansion coefficients of the Kramers-Moyal expansion are the functions of jump moments; while in our study, they are functions of cumulants with respect to state transition paths. It also shows that, for short-time correlations, the path-averaged kinetic equation is reduced to the Fokker-Planck equation.

The improvement made in this study enables the present study can be applied to the circumstances where the path-dependence and accompanied long-time correlation play a major part in system evolution. Also, the present study is expected to provide an alternative approach to discuss memory effect which is an essential feature of path-dependent systems.
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