Data-Driven Charging Demand Prediction at Public Charging Stations Using Supervised Machine Learning Regression Methods

Ahmad Almaghrebi *, Fares Aljuheshi, Mostafa Rafaie, Kevin James and Mahmoud Alahmad

Durham School of Architectural Engineering and Construction, University of Nebraska–Lincoln, Omaha, NE 68182, USA; faljuheshi@gmail.com (F.A.); mostafa@huskers.unl.edu (M.R.); krjames@umich.edu (K.J.); malahmad2@unl.edu (M.A.)

* Correspondence: aalmaghrebi@unomaha.edu

Received: 24 July 2020; Accepted: 14 August 2020; Published: 16 August 2020

Abstract: Plug-in Electric Vehicle (PEV) user charging behavior has a significant influence on a distribution network and its reliability. Generally, monitoring energy consumption has become one of the most important factors in green and micro grids; therefore, predicting the charging demand of PEVs (the energy consumed during the charging session) could help to efficiently manage the electric grid. Consequently, three machine learning methods are applied in this research to predict the charging demand for the PEV user after a charging session starts. This approach is validated using a dataset consisting of seven years of charging events collected from public charging stations in the state of Nebraska, USA. The results show that the regression method, XGBoost, slightly outperforms the other methods in predicting the charging demand, with an RMSE equal to 6.68 kWh and $R^2$ equal to 51.9%. The relative importance of input variables is also discussed, showing that the user’s historical average demand has the most predictive value. Accurate prediction of session charging demand, as opposed to the daily or hourly demand of multiple users, has many possible applications for utility companies and charging networks, including scheduling, grid stability, and smart grid integration.
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1. Introduction

Climate change has been a serious issue around the world for a long time, and innumerable resolutions have been offered to decrease the issues caused by global warming [1]. In the outcome of the Paris Agreement of 2015, each country was required to decrease emission levels in a dynamic action to oppose climate change [2]. Most countries started to reduce the emissions in their transportation division by encouraging people to use electric vehicles instead of conventional vehicles [3]. Many apparent difficulties impede the widespread adoption of electric vehicles, including purchase cost, range anxiety due to limitation of battery size, and the need for public charging infrastructure and associated Electric Vehicle Supply Equipment (EVSE) [4,5]. The development of battery technology leads to more affordable and longer-range electric vehicle models, addressing the first two difficulties in widespread adaption. However, the rapid development of electric vehicles requires a reasonable strategy in building charging infrastructures on the roads to meet the demand for all users, as well as encourage others to use electric vehicles instead of conventional ones [6]. Many challenges appear due to the variation in charging demands as well as battery sizes. Limited information is available about the effect of charging behavior on the distribution network and its reliability at public charging stations in any given area. Both the analysis of current user behavior and the prediction of future behavior provide
important information for the operation of existing charging stations, the deployment of additional stations, and utility infrastructure and planning. In this research, charging behavior is analyzed on a session-by-session basis, using a dataset consisting of seven years of charging events collected from public charging stations in the state of Nebraska, USA. Three well-known supervised machine learning regression methods (as well as linear) are applied to a subset of these data, to explore the dependence of session energy demand on various features of both the session and the user. The accuracy of the resulting predictive models is tested on the most recent data, and the performance of each regression method is evaluated using established metrics.

This paper is organized as follows: Section 2 gives an overview of existing research on PEV user charging behavior and its impact on the electric grid. Section 3 presents machine learning methods as well as the performance metrics used in this research. Section 4 discusses the methodology used to predict the charging demand, including data processing. Section 5 shows the preliminary results. Section 6 offers conclusions and plans for future work.

2. Literature Review

PEV user charging has a significant influence on the distribution network and its reliability [7,8]. Many researchers have published review articles analyzing the charging event data in existing charging stations in both residential and public locations to study PEV user charging and its impact on the power grid. These papers gathered and examined data from charging point aggregators, GPS installed in PEVs, or surveys asking about the preferences of PEV drivers [9–18].

In the field of impact on the electric grid, both studies that analyze existing networks, and those that predict the effects of future penetration, anticipate significant effects of expanded PEV use on the grid. The authors of [19] formulated a methodology to predict the influence of PEV charging on the power network by analyzing PEV sales and the speedy penetration of PEVs in the transportation sector, as well as the charging and usage behaviors of owners. Parameters considered to analyze the impact of charging PEVs include the size and time of peak demand, the shape of the load curve, the total energy needed, and the load characteristics. Based on the results, the authors concluded that the charging demand would not consistently increase in the entire grid area, rather the increase would be anticipated in specific areas, such as residential areas. In addition, battery modules demand special charging features that can likely diminish the flexibility regarding displacing the charging loads to off-peak.

In addition to pure demand concerns, the authors of [20] found that PEV penetration will cause major conflict in the low-voltage system. Because of this, they used a rural and urban and also, generic network. It was found that about 40% penetration would exceed thermal limits of the low-voltage network. They also mention that their real-world PEV charging data would be more useful if there was a larger dataset to estimate the penetration levels.

Another impact of increased PEV penetration is transformer Loss of Life (LoL), studied in [21]. The benchmark was based on a normal load without PEVs. Once PEVs were introduced, a 10X increase in LoL was shown. Over one year, a LoL in urban areas can increase from 0.002 to 0.014. The main difference shown between scenarios is whether the PEVs are fast charging or slow charging. When slow charging, the PEV normally charges at home during peak afternoon hours. When fast charging, the vehicle charges during off-peak hours of commuting. Because of this relationship, slow charging puts more strain on power equipment than fast charging, which is the opposite of what is expected. PEV usage can also affect the aging of a Distribution Transformer (DT), analyzed in [22], for an apartment complex with PEV chargers. Stochastic characterization of vehicle usage profiles and user charging patterns were generated to capture realistic PEV charging demand profiles. They found that the DT aging could be expedited by up to 40%, compared to the situation without PEV charging at the PEV penetration ratio of up to 30%. They found that a notable addition to DT reliability could be accomplished via the development of PV sources. Finally while most studies into how the PEV load will affect the grid treat charging as a static load, the authors of [23] examine the effects of real
charging profiles, with the main interest in the peaks, to effectively analyze how and where the charging occurs. These concerns were echoed in [24], where authors showed that charging PEVs frequently throughout the day could cause a serious issue by raising or reducing the distribution transformer performance. Moreover, adding more public fast charge could easily cause the overloading of a distribution transformer, even with the low number of PEVs penetrated in the transportation sector.

Given the significant potential impact of PEV charging on the grid, many different approaches have been considered for both anticipating the demand and overcoming the resulting challenges. The authors of [25] designed an urban fast charging demand forecasting model based on a data-driven method and human decision-making behavior. Combining the designed models with the statistical analysis of the data, an ‘Electric Vehicles–Power Grid–Traffic Network’ fusion architecture was constructed. The authors’ model is able to effectively predict the spatiotemporal distribution characteristics of urban fast charging demands. The authors of [26] presented a multi-objective model, built to both maximize the traffic flow in traffic networks and minimize the power loss in distribution networks. While the optimal placement of charging stations differs for each subobjective, a framework is presented for obtaining an optimal compromise of captured traffic flow and power loss.

Several proposed solutions involve the coordinated scheduling of charging sessions, or the integration of charging infrastructure with other loads. The authors of [27] suggested an intelligent charging control algorithm that actively determines the most appropriate charging station for PEV drivers, reduces the charging expenses, and limits the overloading of transformers. With a similar goal, the authors of [28] propose an algorithm to better schedule an online request in the charging stations according to the user’s need and preferred charging locations. In [29], a Model Predictive Control (MPC)-based smart charging strategy is proposed to schedule PEV charging, which considers the uncertainty related to future EV charging demands in terms of the charging starting time and the energy demand. Their analysis showed that scheduling, which accounts for these factors, can reduce the peak electricity demand by as much as 39% at an office parking space. Finally, the authors of [30] conducted research to alleviate the stress that a large PEV penetration will have on the grid. Currently, power generation must have enough power to supply peak use but is not used efficiently during off-peak hours. On the other hand, the large PEV penetration can help make current generation more efficient while not having to build new generation facilities to fulfil the needs if off-peak charging is encouraged. The authors believe that in the future, charging stations will be able to implement vehicle-to-grid (V2G), variable charging, and a normal charging rate. Finally, the authors of [31] studied the effect of forming employer–employee ‘coalitions’ to schedule charging and discharging of PEVs, using cooperative game theory. The results show that such scheduling can reduce the annual power costs for both parties.

One important prerequisite for the implementation of many of these solutions is the prediction of PEV charging demand on various scales. For several applications, this demand must be anticipated or controlled on a session-by-session basis. Understanding current and future PEV demand at such scales requires the analysis of existing PEV user behavior.

In the field of charging behavior, the authors of [32] studied the hourly electricity demand profile by analyzing the users’ charging behaviors. They focused on the time and location of the charging sessions. An algorithm was developed to predict the changes in PEV charging demand over time. Moreover, the authors of [33,34] utilized information from traveling surveys to generate a load profile for charging electric vehicles, considering that PEVs are traveling like conventional vehicles. The authors of [35] conducted research to find the correlations, if any, of the behavior of PEV drivers to how they charge their car. About 3 million charging sessions were analyzed, and it was found that the time of day that the session starts determines (for the most part) how long a session will last. In similar methodology, the authors in [36,37] found that the location and the start time of the charging session have the greatest influence on the charging behavior, due to parking behavior aligning with charging behavior.
The authors of [38] determined the PEV charging behavior on weekdays and weekends through analyzing multiple charging stations and interpreting the travel data of six European countries. The authors used the data available in charging stations as well as the travel data to predict the capacity of electricity needed to charge PEVs. In a similar study, the authors of [39] employed data from charging points to predict the challenges in the electric network created by charging PEVs. The data were analyzed to track the charging and travel behavior such as starting time, charging location, and duration of the charging events for real PEV users over a period of more than two years. Focusing on the charging infrastructure level, the authors of [40] developed a data-driven method using predictors gathered from Geographic Information Systems data, and ranking charging infrastructure by popularity. It was found that the popularity of the charging infrastructure can be predicted from the underlying indicators.

Many other papers have gone beyond the analysis of user behavior and have attempted to predict various charging outcomes. A model proposed in [41] attempts to represent the resultant common behavior of PEV drivers in an area using real PEV data collected from a major North American campus network and part of the London urban area. The results of the model show that variances in the behavioral parameters change the statistical characteristics of charging duration, vehicle connection duration, and EV demand profile, which has a substantial effect on congestion status in charging stations. The authors of [42] created a probabilistic charging model by using data from PEVs to simulate the driving behavior of electric vehicles with regard to their required power. The authors’ work was focused on trips starting and ending at home. The model is used in grid integration with electric vehicles. The methodology that integrates users’ driving behavior, charging behavior, charging price, and charging time was developed in [43] by analyzing the charging and traveling behavior of PEV users to study the effect of their behavior on the power grid. The authors of [44] proposed a ternary symmetric Kernel Density Estimator (KDE) to accurately model the EVs charging behaviors in different areas using the actual data obtained. Other types of KDEs were explored in [45], where authors proposed a hybrid kernel density estimator (HKDE) that uses both Gaussian- and Diffusion-based KDE (GKDE and DKDE) to predict the stay duration and charging demand of PEVs. Their conclusion is that since DKDE has higher accuracy in general and GKDE tends to result in better estimation for users who charge the PEV irregularly, the HKDE evaluates and categorizes the charging pattern regularity of a user, and determines which KDE to use by a novelty detection method based on the user’s historical data.

Finally, the authors of [46] looked at three different regression methods to find the most accurate one in determining the idle time of vehicles, using data from the Netherlands. They found that XGBoost produced the most accurate predictions for this dataset.

The present work seeks to build on this existing research by focusing on the analysis of charging demand on a session-by-session basis, with the goal of facilitating various scheduling or V2G solutions that rely on the prediction of demand, often in real time. By utilizing regression methods, the parameters that impact the charging demand of each session can be assessed, and this relationship can be used to predict the demand of future sessions.

3. Project Description and Analysis of Collected Data

Data were collected and analyzed from available Level 2 charging stations located throughout the state of Nebraska from January 2013 to December 2019. The charging stations are single phase 40 A, 240 V with single or dual charging ports. The total dataset has 27,481 charging sessions, and for each session, the following information is considered: the ID and location of the station, connection port, start and end time, connection duration, charging duration, kWh consumed, and unique driver ID. Yearly usage statistics of the charging stations are shown in Table 1.
Table 1. Summary of the usage of charging stations.

| Year | Cumulative Number of Charging Ports | Number of Unique Users | Number of Sessions | Energy (MWh) |
|------|-------------------------------------|------------------------|-------------------|--------------|
| 2013 | 10                                  | 20                     | 552               | 3.4          |
| 2014 | 18                                  | 45                     | 947               | 4.9          |
| 2015 | 32                                  | 97                     | 1822              | 14.2         |
| 2016 | 70                                  | 211                    | 2825              | 23.9         |
| 2017 | 78                                  | 431                    | 4692              | 34.8         |
| 2018 | 90                                  | 787                    | 7389              | 61.2         |
| 2019 | 97                                  | 1118                   | 9254              | 106.1        |

As Table 1 shows, the number of unique users, the number of charging sessions, and the total energy demand of PEV charging are all rising. Figure 1a shows the energy demand for each month in the dataset, and Figure 1b shows the daily energy demand. While there is a clear increase in demand over time, the daily data show a large amount of variability on any given day.

![Figure 1a](image1.png)  
**Figure 1a.** Charging demand in all stations each month.

![Figure 1b](image2.png)  
**Figure 1b.** Charging demand in all stations each day.

In addition to rise in daily energy demand, Figure 2 shows the energy demand per session has risen over the course of the study as well. Although there are still many sessions that do not have a large energy usage, the overall trend shows that more PEVs are beginning to use more energy. With the rapid penetration of the Tesla 3 and other new modern vehicles with larger batteries, the upper limit for energy used in a single charging session is rising. This trend may also be affected by behavioral factors, such as decreased user range anxiety, or the willingness to drive longer distances between charging sessions.
The subsequent analysis in this research focuses on the energy demand of each charging session, rather than aggregate demand over some period of time, or multiple locations. While knowledge of daily or hourly demand is important at the utility level, anticipation of individual session demand is important at the charging station level, as well as for applications, discussed in Section 2, such as scheduling and vehicle-to-grid integration. In addition, predictions of session behavior can be combined with predictions about the temporal and spatial distribution of sessions in area to generate daily demand predictions.

In order to more accurately analyze and predict trends in charging behavior, several data points were removed from the set. In total, 8.5% of the total sessions used 0 kWh, indicating connection errors or technical problems with the stations. In addition, in order to focus on the trends of long-term PEV use and avoid overfitting the data, sessions from users who charged less than 10 times over the course of the study were omitted. After cleaning, the final dataset consisted of 22,231 charging sessions. Figure 3 shows the histogram of charging demand per session, at 1 kWh intervals.

For each charging session, a total of twelve parameters are used to predict the charging demand \( \hat{E}_s \). These parameters were chosen from a combination of what information was available in the data, and what features have been hypothesized to be correlated to demand, or shown to be correlated in research on other datasets discussed in Section 2.
First, the location category of the station \( (L_c) \) as four groups: Education (universities and schools), which included a total of 14 ports; Workplace (charging stations owned by companies), with 4 ports; Shopping Center (malls and other retail centers), with 4 ports; Public Parking (downtown and other public parking lots), with 75 ports. Note that the cumulative port count for each group is the count as of 2019. Four different time variables are considered; a numeric time series \( (T_s) \) describing the absolute time, a numeric time of day \( (T_d) \), and two categorical variables indicating the season \( (S_s) \) and day of week \( (D_w) \). Fee policy \( (F_s) \) indicates whether the session was free or paid. Port number \( (P_n) \) is included as each station may have up to two ports.

The unique user ID is not used as a variable, in order to explore the dependence of energy demand on available statistics of an arbitrary user, rather than find a functional relationship specific to each user. This approach potentially yields lower accuracy than user-specific modeling, but is much more easily generalized to large populations, fast enough for real-time prediction applications, and allows for the exploration of charging behavior patterns that are common between users. Instead, for each session, statistics are calculated about the past behavior of each user: the mean energy \( (E_{S\text{ mean}}) \), the maximum energy \( (E_{S\text{ max}}) \), the minimum energy \( (E_{S\text{ min}}) \), the number of previous sessions \( (U_{sc}) \), and the time in days since the last session ended \( (D_{uc}) \). The prediction of charging demand \( (\hat{E}_s) \) can, thus, be expressed as a function of these twelve parameters, shown in Equation (1) and Table 2:

\[
\hat{E}_s = f(L_c, T_s, T_d, S_s, D_w, F_s, P_n, E_{S\text{ mean}}, E_{S\text{ max}}, E_{S\text{ min}}, U_{sc}, D_{uc})
\]  

**Table 2.** Parameters of interest for each charging session.  

| Parameters                  | Symbol | Type      | Description                                                                 |
|-----------------------------|--------|-----------|-----------------------------------------------------------------------------|
| Charging Demand             | \( (E_s) \) | Numeric   | The energy consumed during the charging session in kWh                      |
| Time of Day                 | \( (T_d) \) | Numeric   | The time of day when the electric vehicle plugs in                           |
| Time Seq                    | \( (T_s) \) | Numeric   | The absolute time series of the session start                               |
| User Sessions Count         | \( (U_{sc}) \) | Numeric   | The count of previous sessions for each user                               |
| User Energy Max             | \( (E_{S\text{ max}}) \) | Numeric   | The energy max for each user, for previous sessions                         |
| User Energy Mean            | \( (E_{S\text{ mean}}) \) | Numeric   | The energy mean for each user, for previous sessions                        |
| User Energy Min             | \( (E_{S\text{ min}}) \) | Numeric   | The energy min for each user, for previous sessions                         |
| Number of days since the last charge | \( (D_{uc}) \) | Numeric   | The number of days since the last recorded charge ended                     |
| Season                      | \( (S_s) \) | Categorical | Winter, Spring, Summer, and Fall                                            |
| Weekday                     | \( (D_w) \) | Categorical | Mon, Tue, Wed, Thu, Fri, Sat, and Sun                                       |
| Location Category           | \( (L_c) \) | Categorical | The location category of the EVSE used.                                    |
| Port Number                 | \( (P_n) \) | Categorical | The port number used each session (1 or 2)                                 |
| Fee                         | \( (F_s) \) | Categorical | The fee required to charge, either paid or free                             |

Figure 4 displays the distribution of the charging sessions over several categories of interest. Figure 4a shows the amount of sessions that began on each day of the week. It is apparent that there is a significant drop in public charging usage on Saturday and Sunday compared with the weekdays, which could show that most electric vehicles in this study are used for commuting to and from work. Figure 4b shows that port number two (on the right side, facing the wall) was used 19.6% more often than port number one. Figure 4c shows the distribution by time of day; 89.7% of the total sessions occurred between 6 a.m. and 6 p.m. Figure 4d shows that free stations were utilized 32.8% more than paid stations. In Figure 4e, slightly more sessions occur in summer and autumn that in spring and winter. Finally, Figure 4f shows that the majority of the charging sessions in this study come from public parking lots.
4. Charging Demand Prediction Framework

The objective of this research is to assess the feasibility of predicting the energy demand of a charging session, using only information available at the start of charging. If this energy demand is assumed to be a function of the twelve input parameters in Equation (1), the inputs and outputs of this function are known for every session in the dataset. Regression analysis can then be used to approximate an underlying function that maps a given set of input parameters (the information known at charging) to the output parameter (the recorded energy demand). This approximated function (model) can then be used to predict the energy demand of future sessions, based on the input parameters of those sessions. The overall framework is illustrated in Figure 5.

There are many established regression techniques, with various advantages and disadvantages. Because the prediction of session energy demand has possible real-time applications, three machine learning algorithms with a balance of accuracy and computational speed are investigated: Gradient Boosting (XGBoost), Random Forest (RF), and Support Vector Machine (SVM). The following subsection explains more about the methods used in this research.

In addition to the machine learning methods, a linear regression, typically the fastest and least accurate, is performed for reference. For this method, Equation (1) for $\hat{E}_n$ is simply assumed to be linear, with each input parameter having its own constant coefficient. The appropriate coefficients are derived by finding the linear relationship that best fits the energy demand’s dependence on each input parameter.
Figure 5. Charging Demand Prediction framework.

4.1. Machine Learning Methods

1. Gradient Boosting

Boosting frameworks are often chosen due to their effortlessness and extraordinary outcomes on average size datasets. XGBoost, in particular, has seen widespread use in data science due to its high accuracy, flexibility, speed, and efficiency [47]. It is used to solve regression, classification, and ranking problems [48]. XGBoost’s concept is to improve the performance of computational power for boosted tree algorithms. This algorithm is considered to be one of the fastest to incorporate tree ensemble approaches, using information from all data points in a leaf to decrease the search space of potential feature splits [46,49].

2. Random Forest (RF)

Random forests, also known as random decision forests, are a highly utilized ensemble training method. It is commonly applied for both classification and regression and functions by building an aggregation of decision trees at training time and outputting the class that is the mode of the classes (classification) or mean prediction (regression) of the individual trees’ leverage [50]. Ensemble methods use multiple learning models to gain better predictive results. In the case of a random forest, the model creates an entire forest of random uncorrelated decision trees to arrive at the best possible answer. Random forest aims to overcome the correlation issue by picking only a subsample of the feature space at each split. Fundamentally, it aims to decorrelate the trees and cut the trees by setting stopping criteria for node splits. The random forest algorithm offers an excellent accuracy among current algorithms, and runs efficiently on large datasets. It can manipulate thousands of input variables without variable deletion. It creates an inner straight estimate of the generalization error as the forest building progresses [51].

3. Support Vector Machine (SVM)
Commonly, support vector machines are recognized as a classification method; however, they can be used in both classification and regression problems. SVMs build a hyperplane in multidimensional space to separate different classes, creating an optimal hyperplane through an iterative process, which is applied to reduce the error. The ultimate output of SVM is a maximum marginal hyperplane that best separates the dataset into classes. SVMs offer very high accuracy compared to other classifiers such as logistic regression and decision trees. It is known for its kernel trick to handle nonlinear input spaces and is used in a variety of applications such as face detection, intrusion detection, classification of emails, and handwriting recognition [52].

For the purpose of generating a predictive model of this dataset, SVM (regression) can be considered a direct improvement to linear regression, with slack variables introduced to cope with infeasible constraints [53].

4.2. Machine Learning Methods’ Accuracy Evaluations

A model’s accuracy is evaluated by examining the differences between the predictions of the model and the actual observations in the test set. Because there are thousands of observations in the test set, these differences are summarized by common statistical evaluation metrics, and these metrics are compared for each of the four regression methods. The following subsection explains more about the evaluation metrics used in this research:

1. Coefficient of determination ($R^2$)

$R^2$ is an important performance metric for any regression analysis. Used in statistical models for many applications, it provides a quantification of how well the model predicts the relationship between the input data and the generated output. A model that always generates a perfect prediction would have an $R^2$ of one, while a model whose predictions do not respond at all to input parameters would have an $R^2$ of zero.

Formally, $R^2$ is defined by Equation (2), where the numerator is the sum of squares of the residuals ($SS_{RES}$), divided by the sum of squares for the test set ($SS_{TOT}$). This can also be understood as a ratio of variances, indicating what portion of the variance in the result is accurately predicted by the model.

$$R^2 = 1 - \frac{SS_{RES}}{SS_{TOT}} = \frac{\sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$

where, $y_i$ is the actual value from the test set, $\hat{y}_i$ is the predicted value of $y_i$, and $\bar{y}_i$ is the mean of the $y_i$ values.

2. Root Mean Square Error (RMSE)

Root Mean Square Error (RMSE) is another common statistical metric, quantifying the average amount of error between a prediction and a test set. RMSE has the same units as the variable being predicted. It is defined by Equation (3) and is simply the standard deviation of the residuals or errors. RMSE provides information on how far, on average, a model’s predictions are from their expected values.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}$$

where $n$ is the number of observations.

3. Mean Absolute Error (MAE)

Like the RMSE, mean absolute error (MAE) is also commonly used to quantify the average amount of error between a prediction and a test set. Instead of calculating the standard deviation of residuals,
the MAE is simply the average of the absolute value of the residuals, as seen in Equation (4). While RMSE and MAE are similar, RMSE gives a higher weight to larger errors before averaging. When the MAE is significantly lower than the RMSE, it can indicate a larger spread in the values of the residuals.

\[
\text{MAE} = \frac{\sum_{i=1}^{n}|y_i - \hat{y}_i|}{n}
\]  

(4)

4.3. Data Splitting

To perform the regression analysis, tune the model, and test the performance, the full dataset is divided into three subsets: Training, Validation, and Test. The choice of which set to place each session in is important, as this determines which sessions the model learns from, and which sessions the model is tested on. A strict split by time, for instance, would create a model that learns from past behavior, and predicts future behavior. However, an extreme example could be considered where there are only two users in a dataset—one user charging from 2013 to 2018, and a different user charging in 2019. A model split by time might then only learn from one user, and make predictions for a different user with entirely different input parameters and energy demand. Therefore, to train the model in such a way that it learns from all users in the dataset, while still testing against ‘future’ behavior, the following steps are performed:

1. Sort the dataset by user, and discard the first session from each user. This session is used as the starting point for calculating that user’s mean, max, and min energy demand of previous sessions, as well as the days since last charge.
2. Place the first (chronologically) 60% of each user’s charging sessions into the training set.
3. Place the next 20% of each user’s charging sessions into the validation set.
4. Place the final 20% of each user’s charging sessions into the test set.

It is important to emphasize that this approach does not attempt to predict the behavior of a new, unknown user—rather, it isolates the question of whether each user’s future behavior can be predicted based on their past behavior (as well as other variables), having studied the past behavior of many users. In practice, this tests whether a dynamic implementation of this framework converges toward accurate prediction, given enough historical information of each user, rather than testing the model’s ability to predict the early sessions of a user.

In total, there are 13,115 sessions in the training set, 4405 in the validation set, and 4483 in the test set. Figure 6 displays the distribution of charging demands in each set, and Table 3 presents statistics of each set. It can be seen that the overall distribution of each set is relatively similar, with a slight increase in average demand in the validation and test sets. This increase is well below the overall increase in session demand over the course of the study, shown previously in Figure 2, indicating that while the average user in this study charges for slightly more energy the longer they use public charging stations, the majority of the increase in energy demand per session is due to new users and vehicles.

| Dataset       | Min.  | 1st Qu. | Median | Mean  | 3rd Qu. | Max.  |
|---------------|-------|---------|--------|-------|---------|-------|
| Train Data    | 0.001 | 4.287   | 6.822  | 9.245 | 12.072  | 100.530 |
| Validation Data | 0.001 | 4.476   | 7.346  | 10.076| 13.176  | 103.118 |
| Test Data     | 0.001 | 4.984   | 8.765  | 10.950| 14.736  | 100.388 |
The R programming language is used to implement each model. In addition, RStudio is the integrated development environment (IDE) utilized to organize the R code [54]. The Caret package [55] is used for the Linear, XGBoost, and SVM methods. However, the Ranger package [56] is used for Random Forest due to its speed.

Each regression method contains several tuning parameters. Proper tuning parameter selection is an important issue for predictive performance [57]. The validation set is used to test the performance of the model using different combinations of tuning parameters. The optimal tuning parameters for this framework and dataset are provided in Table 4.

| Regression Method          | Function | Tuning Parameters                  | Package |
|----------------------------|----------|------------------------------------|---------|
| Random Forest (RF)         | rf ()    | Mtry = 2, ntree = 1000, NodeSize = 20, Eta = 0.1, max depth = 2 | Ranger  |
| Gradient Boosting (XGBoost)| xgbTree () | Nrounds = 104, gamma = 0, colsample_bytree = 0.5, min_child_weight = 1 | Caret    |
| Support Vector Machine (SVM)| svmLinear () | C = 1 | Caret |
5. Charging Demand Prediction Results

The predicted and observed values in the test set are shown for each method in Figure 7. Figure 8 displays the residuals for each charging session prediction, with the indices sorted by user, and then, by time. Finally, Figure 9 displays the histograms for the residuals of each method, in 1 kWh increments.

Figure 7. Predicted vs. Observed values for each method.
Figure 8. Residuals for each method—indices are grouped by user, then time.

Figure 9. Histograms for the residuals of each method, in 1 kWh increments.
The statistics of these results can be summarized using the standard metrics outlined in Section 4, as shown in Table 5, for both the test and validation cases. For ease of comparison, these same metrics are plotted in Figure 10.

Table 5. Accuracy Metrics for Each Method, in kWh.

| Validation Results | Methods | R$^2$ | MAE | RMSE | Mean |
|--------------------|---------|------|-----|------|------|
| Linear             | 0.538   | 4.25 | 6.33 | 10.36|
| XGBoost            | 0.567   | 4.10 | 6.12 | 10.31|
| RF                 | 0.57    | 4.07 | 6.08 | 10.59|
| SVM                | 0.518   | 4.12 | 6.46 | 9.57 |

| Test Results       | Methods | R$^2$ | MAE | RMSE | Mean |
|--------------------|---------|------|-----|------|------|
| Linear             | 0.484   | 4.65 | 6.92 | 10.72|
| XGBoost            | 0.519   | 4.57 | 6.68 | 11.11|
| RF                 | 0.476   | 4.87 | 6.97 | 11.64|
| SVM                | 0.444   | 4.64 | 7.18 | 9.84 |

Figure 10. Accuracy metric comparisons including (a) R$^2$, (b) MAE, and (c) RMSE for each method.

Of the methods explored in this study, XGBoost yields the most accurate predictions, with an R$^2$ of 0.519, a mean absolute error of 4.57 kWh, and an RMSE of 6.68 kWh. This value of R$^2$ indicates
that nearly 50% of the variance in the test data is unaccounted for by the model. As the mean energy demand in the test data is 10.95 kWh, the MAE is roughly 42% of the average demand. As discussed in Section 4.2, the fact that the RMSE is significantly higher than the MAE indicates that there is a large spread in the residuals, as can be seen in Figures 8 and 9.

The visible gaps between high kWh predicted values in the linear and SVM cases in Figure 7 indicate that for sessions with high predicted energy demand, the predictions of these methods are clustered around certain values. These values are the average demands of the small number of users that charged for large amounts, indicating that these methods did not make predictions far from the user means.

The choice of sorting the residuals in Figure 8 by user illustrates some important information. The prediction error for the last users in the set are much larger than those of most users. This is not simply due to less available data for these users, as they had a similar total number of sessions to the majority of users studied, rather their charging behavior was more erratic than other users in the study, and not well correlated to any of the available features. The sessions of these users make up about 7% of the sessions in the study—omitting them from the test set and using the predictions of XGBoost indicates that for 93% of the users, the model has an $R^2$ of 0.61, and MAE of 4.19 kWh, and an RMSE of 5.75 kWh, a significant increase in accuracy. In practice of course, without any further identifying information about such anomalous users or a correlation between this behavior and some known input parameter, there is no way to distinguish them. For the purpose of assessing the feasibility of session energy prediction, it is important not to consider such sessions ‘outliers’, but the relatively higher prediction accuracy for 93% of sessions is worth noting.

To further understand the relationship between the charging demand and the 12 variables used to classify each charging session, the feature dependence of each model can be analyzed. Figure 11 illustrates the relative importance of each variable in predicting charging demand (using the nomenclature in Table 2), for each method.

![Figure 11. Feature importance comparisons for each method.](image-url)
For all four methods, the most significant predictor of charging demand is the user’s average demand for past sessions. Excluding this variable from the model (which could be necessary if it is not available, or to predict the charging demand of a new user) results in a much less accurate prediction [6]. The second most important variable for each method is the user’s maximum demand in past sessions. In addition to providing a ceiling for prediction, for many users, this variable is somewhat correlated with mean demand. The relative importance of the remaining variables varies significantly for each method. For Random Forest, the minimum past demand, absolute time, and user session count contribute significantly, and all features except day of week have a visible effect on the prediction. This is partially due to Random Forest’s tendency to follow the training data too closely, or overfit, as many of these features were not important in other methods. It is noteworthy that for the most accurate method, XGBoost, the feature importance drops off sharply after the maximum past demand, followed distantly by the days since last charge and time of day. Time of day, in particular, has been noted in past research to have some correlation to both energy demand and idle time [6,35], but in this dataset, the dependence is very weak. It should be noted that while many of the above features are not correlated well to demand, their exclusion from the model also does not significantly affect prediction accuracy, so they are preserved in the presented results to illustrate their relative importance.

One implication of these results is that, from the definition of $R^2$, roughly 48% of the variance in charging demand by session cannot be accounted for by the aforementioned variables—rather, it represents the remaining ‘randomness’ in user behavior. More precisely, it indicates that the energy demand of an arbitrary session is a function of far more variables than are considered here, because it is information that will never be available to a charging station. Examples include all factors that might influence parking behavior at any of the public stations in this study, as well as driving behavior between recorded sessions. Nevertheless, all four prediction methods, XGBoost in particular, but linear regression as well, offer predictions of reasonable accuracy for many users.

### 6. Conclusions and Future Work

In analyzing the charging behavior of PEV users, the dependence of charging session consumption on various user and session features is explored using a data-driven energy prediction framework. Accurate prediction of session charging demand has many possible applications, including scheduling [58–60], grid stability [61,62], and smart grid integration [63,64]. By formulating the energy prediction as a multiple regression problem, several statistical machine learning regression methods are applied to predict how much energy the PEV user will consume after plugging-in. This approach is validated using a dataset collected from public charging stations in the state of Nebraska.

The results show that the regression algorithm, XGBoost, outperforms the other algorithms in predicting energy consumption, but all methods offer only moderate accuracy, accounting for roughly 50% of the variance in user behavior. In this dataset, the primary statistic of predictive value is the user’s average demand for past sessions, and a large portion of the predictive error is concentrated in a small portion of erratic users.

While in this study, the predictive framework has been applied ambitiously to data from many different stations, the same framework could be applied to data from a smaller area or even a single station, in which it is possible that the input parameters have an even higher correlation to the energy demand, resulting in better predictions for a smaller subset of users. The feature space considered is small enough, and the algorithms fast enough, for implementation in a dynamic real-time model that continually learns from user behavior and updates future predictions.

A hurdle in this research is the analysis of a large amount of semi-random data, which leads to difficulties in finding a predictive model to describe the charging and parking behaviors. Further analysis can be performed with other regression models, deep learning, and neural networks. Analysis of input parameters not currently recorded by charging point operators could yield new correlations between user behaviors and charging demand. An extension to this work can be done by analyzing the charging behavior in both public and residential charging stations. V2G technique could be
applied to manage the electric grid and customer energy use during peak demand using the predicted energy values.
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