The transcriptional elongation factor CTR9 demarcates PRC2-mediated H3K27me3 domains by altering PRC2 subtype equilibrium
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ABSTRACT

CTR9 is the scaffold subunit in polymerase-associated factor complex (PAFc), a multifunctional complex employed in multiple steps of RNA Polymerase II (RNAPII)-mediated transcription. CTR9/PAFc is well known as an evolutionarily conserved elongation factor that regulates gene activation via coupling with histone modification enzymes. However, little is known about its function to restrain repressive histone markers. Using inducible and stable CTR9 knockdown breast cancer cell lines, we discovered that the H3K27me3 levels are strictly controlled by CTR9. Quantitative profiling of histone modifications revealed a striking increase of H3K27me3 levels upon loss of CTR9. Moreover, loss of CTR9 leads to genome-wide expansion of H3K27me3, as well as increased recruitment of PRC2 on chromatin, which can be reversed by CTR9 restoration. Further, CTR9 depletion triggers a PRC2 subtype switch from the less active PRC2.2, to the more active PRC2.1 with higher methyltransferase activity. As a consequence, CTR9 depletion generates vulnerability that renders breast cancer cells hypersensitive to PRC2 inhibitors. Our findings that CTR9 demarcates PRC2-mediated H3K27me3 levels and genomic distribution provide a unique mechanism that explains the transition from transcriptionally active chromatin states to repressive chromatin states and sheds light on the biological functions of CTR9 in development and cancer.

INTRODUCTION

The polymerase-associated factor complex (PAFc) was originally identified as a RNA Polymerase II (RNAPII)-interacting complex in Saccharomyces cerevisiae over 20 years ago. PAFc has emerged as a highly conserved complex regulating multiple steps of RNA polymerase II (RNAPII)-mediated transcription (1). In budding yeast, PAFc consists of five subunits, including PAF1, CTR9, CDC73, LEO1 and RTF1. In higher eukaryotic organisms, RTF1 is loosely attached to PAFc, and SKI8/WDR61 is a new subunit of PAFc (2). PAFc regulates multiple phases of transcription, including transcription elongation, transcription termination and RNA 3'-end polyadenylation (1). Recent studies show that PAF1 and CTR9 are essential for PAFc integrity (3–5). PAFc promotes RNAPII pause release (5) and regulates gene expression by controlling multiple transcription coupled histone modifications, including H2BK123ub, H3K4me2/3 and H3K36me2/3, via interaction with different histone modification enzymes (6). The defined functions of PAFc in chromatin modification and transcription elongation control have marked PAFc as an essential regulator of RNAPII-mediated transcription. Inactivation or overexpression of different subunits in PAFc has been found in various cancer types, and the oncogenic or tumor suppressor function of individual subunits appears to be context-dependent (7). For example, germline mutations in CTR9 were identified in Wilms tumor families, implicating CTR9 as a Wilms tumor predisposition gene (8). We have found
that CTR9 is enriched in estrogen receptor α (ERα) positive breast cancers, and high expression of CTR9 correlates with poor prognosis and tamoxifen resistance (9). Knocking down CTR9 in ERα+ breast cancer cells erased >90% of estrogen-regulated transcriptional response, demonstrating CTR9's function in promoting breast cancer progression (10).

Polycomb repressive complex 2 (PRC2), the sole mammalian multi-subunit complex responsible for H3K27me3, is essential for maintaining cellular identity and development of multicellular organisms (11). PRC2 is comprised of the core subunits EZH1/2, EED, SUZ12 and RbAp46/48, as well as several sub-stoichiometric proteins (12,13). Though EZH2 is the catalytic subunit of PRC2, the physical interaction of EZH2 with EED and SUZ12 is necessary for full H3K27 methylation activity, as well as for modulating complex stability, and nucleosome binding ability. In the absence of EED or SUZ12, EZH2 is autoinhibited (14–16). Distinct stimulatory models of PRC2 including allosteric activation by its own catalysis (17) as well as auto-methylation of EZH2 at several lysine residues (18) have been reported. Emerging evidence supports the existence of two different PRC2 complex subtypes in vertebrate. The subtype is determined by the auxiliary proteins associated with the core PRC2 complex (11,12). EPOP or PAL1 and one of the Polycumb-like (PCL) proteins (either MTF2, PHF1 or PHF19) are found in PRC2.1, while AEBP2 and JARID2 are found in PRC2.2 (19). The auxiliary proteins are known to either promote PRC2 activity, facilitate its stability on chromatin or both. For example, JARID2, a PRC2.2-specific subunit, is methylated by EZH2, and methylated JARID2 mimics the methylated H3 tail to stimulate PRC2 activity (20). MTF2, a protein that forms the PRC2.1 sub-complex, is required for sufficient recruitment of PRC2 to CpG islands in mouse embryonic stem cells (mESCs) (21). Although PRC2.1 seems to have higher enzymatic capacity to catalyze H3K27me3 propagation across the genome than PRC2.2 during the de novo establishment of H3K27me2/3 repressive domains (22), the mechanisms of PRC2 recruitment to CpG islands in humans, especially in the context of cancer, remain unclear (11). The overall H3K27me3 levels are thought to be deliberately balanced by PRC2.1 and PRC2.2, to achieve an optimized H3K27me3 concentration either at nucleation or proximal/distal spreading sites (23).

The mutations in PRC2 members are frequently found in human cancers, which are often accompanied by the alteration of global levels of H3K27me2/3 (24). Elevated EZH2 levels in breast cancer are associated with poor prognosis. Pharmacological inhibition of EZH2 is under intensive investigation for combating cancers with aberrant PRC2 activity (25). Tazemetostat, an EZH2 inhibitor, was recently approved by the FDA for the treatment of adult patients with relapsed follicular lymphoma (26). Single-cell analysis showed that loss of H3K27me3 was associated with treatment-resistant breast cancer (27), highlighting the need to further understand how chromatin states affect drug sensitivity. This study uncovers that H3K27me3 levels are precisely controlled by CTR9 levels in breast cancer cells. Global quantitative analyses of histone modifications reveal a significant increase in genome-wide H3K27me3 levels upon depletion of CTR9. This is partially attributed to the moderate increase of PRC2 recruitment, but more significantly, to the switch from PRC2.2 to PRC2.1, of which PRC2.1 has stronger H3K27me3 methylation activity and propagation capability when transcription is ablated by CTR9 depletion. Genes harboring CTR9 binding sites are often found to gain H3K27me3 repressive signals upon loss of CTR9. Finally, CTR9-depleted cells become addicted to H3K27me3 and are hypersensitive to PRC2 inhibition. Collectively, our study uncovers a unique mechanism by which a transcriptional elongation factor demarcates the PRC2-mediated H3K27me3 domains in breast cancer cells and provides a molecular basis for therapeutically targeting CTR9-low breast tumors with EZH2 inhibitors.

MATERIALS AND METHODS

Cell lines and cell culture

HEK293T, MCF7 and T47D cell lines were obtained from the American Type Culture Collection (ATCC) and maintained in Dulbecco’s modified medium (DMEM) (Gibco) supplemented with 10% fetal bovine serum (FBS) (VWR) and 1% Penicillin-Streptomycin (P/S) (Gibco). BT474 cell lines were obtained from ATCC and maintained in RPMI 1640 medium (Gibco) supplemented with 10% FBS and 1% P/S. MCF7-tet-on-parental cells and MCF7-tet-off-shCTR9 cells were generated previously (9) and maintained in DMEM supplemented with 10% FBS and 1% P/S. All cells were cultured at 37°C and 5% CO2 in a humidified incubator.

Generation of the MCF7-3xFLAG-KI-CTR9 cell line

Guide RNAs (gRNAs) targeting Exon1 of CTR9 were prepared by mixing CRISPR RNA (crRNA) and transactivating CRISPR RNA (tracrRNA) at equimolar concentrations in a sterile microcentrifuge tube for a final duplex concentration of 100 μM. RNAs were heated at 95°C for 5 min and allowed to cool to room temperature (15–25°C) on the bench top. Ribonucleoprotein particles (RNP) were prepared by mixing Cas9 enzyme and gRNAs targeting Exon1 of CTR9 (Supplementary Table S1) and incubating at room temperature for 10 min. MCF7 cells were transfected with RNPs and 3xFLAG ssDNA (Supplementary Table S1) using the Lonza 4D-Nucleofector system. Single cells were plated in 96-well plates. Following single colony formation, genomic DNA from each clone was extracted, and PCR was performed to detect whether a 3xFLAG tag was knocked-in at the N-terminus of CTR9. The PCR products were also sequenced using Sanger sequencing. To further confirm that a 3xFLAG tag was successfully knocked-in, protein was extracted from MCF7-FLAG-KI-CTR9 cells and MCF7 parental cells, and IP was performed using a FLAG antibody. The results showed that CTR9, as well as other PAF complex components, could be pulled down in MCF7-3xFLAG-KI-CTR9 cells, but not in the parental cells.

3D spheroid formation

A total of 100 000–300 000 cells of MCF7-shCTR9#3/shCTR9#5 were fully resuspended...
in 200–250 μl of DMEM media and seeded in a 96-well round bottom ultralow attachment plate (Corning, Product# 4515), followed by centrifugation at 500 × g for 10 min. 3D spheroid cultures were grown at 37°C and 5% CO2 for up to 4 days in a humidified incubator.

**Virus packaging, infection and preparation of stable knockdown cell line**

Stable knockdown cell lines were generated by lentivirus infection. The viral packaging vectors pME-VSVG and psPAX2 were purchased from Open Biosystems. For lentiviral packaging, 4 μg pME-VSVG, 4 μg psPAX2 and 8 μg of lentiviral shRNA expression vectors were co-transfected into HEK293T cells cultured in one 10 cm dish using TransIT-LT1 reagent (Mirus Bio) according to the manufacturer’s protocol. Medium was replaced with fresh medium was changed. Cells were infected overnight, followed by changing of culture medium. Cells were selected with 2 μg/ml puromycin for at least one week to generate stable cell lines.

**Preparation of chromatin fractions**

Cells were harvested after trypsinization. After washing with 1× PBS, two to five volumes of lysis buffer were added to the cell pellet [10 mM HEPES, pH 7.4, 10 mM KCl and 0.05% NP-40, 1× protease inhibitor cocktail (Sigma-Aldrich), phosphatase inhibitor (1 mM NaVO4) and deacetylase (5 mM TSA, Sigma-Aldrich)], and then incubated on ice for 20 min. Nuclei pellets were separated by centrifugation at 14 000 rpm at 4°C for 10 min. Subsequently, nuclei pellets were washed once with lysis buffer, resuspended in two to five volumes of low salt buffer [10 mM Tris-HCl, pH 7.4, 0.2 mM MgCl2, 1× protease inhibitor cocktail, phosphatase inhibitor (1 mM NaVO4), deacetylase (5 mM TSA) and 1% Triton X-100], and incubated on ice for 15 min. Chromatin fractions were separated by centrifugation at 14 000 rpm at 4°C for 10 min, resuspended with two to five volumes of 0.2 N HCl and incubated on ice for 20 min. After centrifugation, the supernatant containing chromatin-associated proteins was neutralized with an equal volume of 1 M Tris-HCl pH 8.0.

**Histone extraction and purification**

MCF7/BT474/T47D cells were harvested after trypsinization. After washing with 1× PBS, cell pellets were resuspended in two volumes of lysis buffer [50 mM Tris-HCl, pH 7.4, 150 mM NaCl, 10% glycerol, and 0.05% NP-40]. Protease Inhibitors (1× protease inhibitor cocktail) and an HDAC inhibitor (10 mM sodium butyrate) were added before use. The cell pellets were incubated on ice for 30 min, followed by a brief sonication. After 15 min of centrifugation at 13 000 rpm at 4°C, the supernatant was saved as whole cell lysate and the pellet was used for histone extraction. Pellets were washed twice using NIB buffer [10 mM Tris-HCl, pH 7.5, 2 mM MgCl2, 3 mM CaCl2 and 1% NP-40] containing 100 mM NaCl, and once with NIB buffer containing 400 mM NaCl. The pellet was then resuspended in NIB buffer (400 mM NaCl) without NP-40. For acid extraction of histones, two volumes of 0.2 N HCl were added and incubated overnight at 4°C. After centrifugation at 13 000 rpm for 15 min at 4°C, solubilized histones in the supernatant were dialyzed in ddH2O overnight at 4°C using 10K MWCO Dialysis tubing (Thermo). Histones were lyophilized and dissolved in ddH2O.

**Liquid chromatography and quantitative histone mass spectrometry (LC-MS/MS)**

Chemical derivatization of histones and trypsic digestion. About 25 μg of purified histone was dissolved in 100 μl 100 mM TEAB buffer (pH 8.0). About 4 μl 4% 13CD2O (w/v) and 4 μl 600 mM NaBD3CN were added to the samples, and vortexed at room temperature for 1 h to label the free and mono-methylated lysine with heavy isotopic methyl. The reaction was terminated by acidifying the sample with TFA. The samples were then transferred to a 10K MWCO ultracentrifuge tube (Millipore) and centrifuged for 15 min at 14 000 g at 4°C to remove the reaction reagents. The samples were washed twice by adding 200 μl 100 mM TEAB buffer and centrifuging the samples for 15 min at 14 000 g at 4°C. About 100 μl 100 mM TEAB buffer and 1 μg trypsin were added to the ultracentrifuge tube, and the samples were incubated at 37°C for 16 h. The digested samples were collected by centrifugation for 15 min at 14 000 g at 4°C. The samples were washed twice with 100 μl 100 mM TEAB buffer and 1 μg trypsin were added to the ultracentrifuge tube, and the samples were incubated at 37°C for 16 h. The digested samples were collected by centrifugation for 15 min at 14 000 g at 4°C. The samples were washed twice with 100 μl 100 mM TEAB buffer and 1 μg trypsin were added to the ultracentrifuge tube, and the samples were incubated at 37°C for 16 h. The digested samples were collected by centrifugation for 15 min at 14 000 g at 4°C. The samples were washed twice with 100 μl 100 mM TEAB buffer, and the flow-through and digested samples were combined and dried down. The dried down samples were resolved with 100 μl 50 mM TEAB buffer, and 15 μl 25% propionic anhydride buffer (v/v in ACN), as well as 10–15 μl 28% NH4OH, were added to maintain a pH of ~8.0. The samples were vortexed for 20 min to label the N-termini of the digested histone peptides with propionyl. After propionylation, the samples were desalted with Sep-Pak cartridges (Waters) and lyophilized.

**LC-MS/MS for histone modification.** Lyophilized histone peptides were resuspended in 0.1% formic acid (FA) and analyzed on a Dionex U3000 ultra performance liquid chromatography system coupled to a Q-Exactive HF quadrupole orbitrap mass spectrometer (Thermo Fisher Scientific). A Waters BEH 300A C18 reversed phase capillary column (150 mm × 75 μm, 1.7 μm) was used for separation. Water with 0.1% FA and acetonitrile with 0.1% FA were used as mobile phases A and B, respectively. The flow rate was set to 0.300 μl/min. About 2 μl of peptide sample was injected onto the column and separated over a 120-min gradient as follows: 0–1 min 3–10% B; 1–90 min 10–35% B; 90–92 min 35–95% B; 92–102 min 95% B; 102–105 min
95–3% B; 105–120 min 3% B. The data were acquired under data dependent acquisition mode (DDA, top 20). Mass spectrometric conditions were as follows: spray voltage of 2.8 kV, no sheath and auxiliary gas flow; heated capillary temperature of 275 °C, normalized high-energy collision dissociation (HCD) collision energy of 33%, resolution of 120 000 for full scan, resolution of 60 000 for MS/MS scan, automatic gain control of 2e5, maximum ion injection time of 100 ms, isolation window of 1.6 and fixed first mass of 110 m/z.

Data analysis and relative quantification of histone PTMs. Because histones possess multiple post-translational modifications, and heavy isotopic di-methylation and propionylation further modify these histones, several isoforms for the same peptide sequence with different modifications exist, making it challenging to identify all the different histone modification peptides. Here in this work, the most frequently observed modifications, including mono-, di- and tri-methylation, as well as acetylation on lysine residues of histone H3, were analyzed. The same histone peptides possessing different modifications can be distinguished according to their difference in mass over charge (m/z). Then the peptides can be additionally distinguished according to their retention time difference on the RP-HPLC column (trimethylated peptide ≈ unmodified, possesses two heavy isotopic methyl. Mono possesses one heavy isotopic methyl, and di-methylated peptide < acetylated peptides). To relatively quantify the abundance of histone PTMs, we used the area of each identified peptide peak in the MS chromatogram for comparison. Normally same peptide may have different charge state ions in LC-MS analysis. We only choose the highest intensity ions to measure their peak area. The total peak area of a histone peptide with all different PTM forms is regarded as 100%, and the percentage of each PTM on the peptide is calculated by dividing the area of the PTM peak area by the total peak area. To further distinguish histone peptide isoforms, we also investigated the MS/MS spectrum to calculate the ratios of b and/or y ions that were different between two or more peptide isoforms, and the ratio is used to continually calculate the relative quantity of the peptide isoforms.

Preparation of nuclear lysates
Nuclear lysates were prepared as described (28) and used for co-immunoprecipitation and peptide pulldown experiments. Briefly, cells were harvested in ice-cold PBS and extracted at 4 °C in buffer containing 50 mM Tris-HCl, pH 7.5, 5 mM EDTA, 250 mM NaCl and 0.1% NP-40 supplemented with protease and phosphatase inhibitors, for 30 min. After centrifugation at 13 000 rpm at 4 °C for 1 h, the supernatant was collected, and mixed with two volumes of 50 mM Tris-HCl, pH 7.5, 5 mM EDTA, 100 mM NaCl, 0.1% NP-40 and 10% glycerol.

Co-immunoprecipitation using nuclear extracts
Co-IP was performed as previously described (29). Briefly, immunoprecipitation was performed in IP buffer [50 mM Tris-HCl, pH 7.5, 150 mM NaCl, 2 mM MgCl2, 0.5% NP-40 and 10% glycerol] supplemented with protease and phosphatase inhibitors before use. Approximately 1.5–2 mg nuclear protein extract, as quantified by a Bradford assay, was mixed with 5 μg of antibody and 50 μl of protein A magnetic Dynabeads (Invitrogen, washed 3 times in IP buffer before incubation) per IP reaction for a total volume of 750 μl. Beads were washed three times with IP buffer, and once with PBST [PBS + 0.5% Tween-20] the following day. Proteins were eluted in 75 μl 2× SDS loading buffer with 50 nM DTT and incubated at 95 °C for 15 min before loading onto an SDS-PAGE gel.

Peptide pulldown using nuclear extract
Peptide pulldown was adapted from published protocol (29). Lysine methylated peptide with a C-terminal biotin tag ATKAAR-Kme3-SAPSTGGVKKPHRYRGKK(Biotin)-NH2 was synthesized by Active Motif®. For each peptide pulldown, 50 μg of magnetic streptavidin beads (Medchem Express) were incubated with 5 μg of peptide in 500 μl of binding buffer [50 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM EDTA and 1% NP-40] for 3 h, rotating at room temperature. Peptide bound beads were washed three times in binding buffer followed by incubation with ~500 μg nuclear extracts (pre-cleared with blank streptavidin beads) at 4 °C overnight. Discard the supernatant the following day and the streptavidin beads was sequentially washed three times in wash buffer I [50 mM Tris-HCl, pH 7.5, 150 mM NaCl, 1 mM EDTA and 0.05% Triton X-100], and twice in wash buffer II [50 mM Tris-HCl, pH 7.5, 150 mM NaCl and 1 mM EDTA]. Pulled-down proteins were eluted by vibrating the beads on a vortexer twice in 50 μl U/T buffer [6 M urea, 2 M thiourea, 150 mM NaCl, 30 mM biotin in 10 mM HEPES, pH 8.0] at room temperature for 10 min and at 95 °C for 15 min. The two eluates were combined for western blot analysis.

In vitro histone methyltransferase assay (HMT) using nuclear extract as the enzyme source
About 10 μg of biotinylated histones or poly-nucleosomes were bound to pre-equilibrated streptavidin beads for 1 h at room temperature. The beads were washed with reaction buffer [50 mM Tris-HCl, pH 8.6, 0.02% Triton X-100, 2 mM MgCl2, 1 mM TCEP] twice after incubation. Pre-bound biotinylated histones or poly-nucleosomes were equally aliquoted to each HMT reaction. The nuclear extract was pre-cleared with 1/500 volume of blank streptavidin beads, followed by buffer exchange to reaction buffer using 3 KDa Ultra centrifuge filter. The concentration of the pre-cleared nuclear extract was then measured by Bradford assay. Ascending amounts of pre-cleared nuclear extracts were incorporated in the HMT reactions, supplemented with 100 nM ATP and 100 μM S-adenosyl methionine. The reaction mixture was incubated at 37 °C for 1 h. The supernatant was discarded, and the streptavidin beads were sequentially washed with 2 times of reaction buffer and 3 times of strong wash buffer [2 M Urea in 10 mM Tris-HCl pH 8.0]. Biotinylated histones or poly-nucleosome were eluted with an equal volume of 2× SDS loading buffer with 50 nM DTT and heated at 95 °C for 15 min before loading on an 12% SDS-PAGE gel.
Glycerol gradient sedimentation

To prepare a glycerol gradient in a 5 ml polyallomer tubes (Beckman), pre-filtered K150 buffer [50 mM HEPES pH 7.9, 1 mM EGTA, pH 8.0, 2 mM MgCl₂, 600 mM KCl, and freshly added protease inhibitors] containing 30–50% glycerol (v/v) was layered from bottom to top. Freshly prepared nuclear extracts were concentrated and resuspended in K150 buffer without glycerol. After Bradford quantification, about 150–200 μg (<200 μl) of nuclear extract was gently layered on the top of the glycerol gradient. The 5 ml polyallomer tubes were inserted in a pre-chilled SW28 rotor and ultracentrifuged at 25 000 × g for 14.5 h at 4°C (Beckman Optima XPN). The glycerol gradient was fractionized by repeatedly removing 200 μl from the top to the bottom without disturbing the tube. One volume of 2× SDS loading dye was added to each fraction before SDS-PAGE analysis.

Western blotting and Ponceau S staining

Cells were harvested after trypsinization, washed with 1× Dulbecco’s phosphate buffer saline (DPBS) (Life Technologies) and lysed in lysis buffer [50 mM Tris-HCl pH 8.0, 400 mM NaCl, 10% glycerol, 0.5% Triton X-100 and 1× protease inhibitor cocktail (Sigma-Aldrich)]. After a brief sonication, total lysate was centrifuged, and the supernatant was quantified using the BioRad Protein Assay (BioRad). Approximately 30 μg protein was resolved by SDS-PAGE. Proteins were transferred to a nitrocellulose membrane for 1.5 h at 350 mA. Membranes were blocked with 5% non-fat milk or 5% BSA at room temperature for 1 h and incubated overnight with diluted primary antibody at 4°C. Membranes were then washed and incubated with HRP-conjugated goat-anti-rabbit or mouse IgG secondary antibody for 1 h. After washing with 1% BSA in DPBS, cells were harvested by centrifugation. Cells were then fixed in fixative buffer (provided in the kit) at room temperature for 15 min. After washing with 1% BSA in DPBS twice, cells were resuspended in saponin-based permeabilization buffer (provided in the kit) at room temperature for 15 min. After washing with 1% BSA in DPBS twice, cells were resuspended in saponin-based permeabilization buffer (provided in the kit) at room temperature for 15 min. About 500 μl of DMSO was added. The absorbance was measured with a 540-nm filter on a VictorX5 microplate reader (Perkin Elmer), and data were plotted and analyzed using GraphPad Prism 8 software (GraphPad Software, Inc.).

Edu staining-based cell proliferation analysis was performed by using the Click-it™ Plus Edu Flow Cytometry Assay Kit (Invitrogen) according to manufacturer’s protocol. In brief, cells were labeled with 10 μM Edu staining buffer in culture medium for 2 h. After a brief wash with 1% BSA in DPBS, cells were harvested by centrifugation. Cells were then fixed in fixative buffer (provided in the kit) at room temperature for 15 min. After washing with 1% BSA in DPBS twice, cells were resuspended in saponin-based permeabilization buffer (provided in the kit) at room temperature for 30 min. Cells were washed with permeabilization buffer, wash buffer (provided in the kit), and then subjected to flow cytometry analysis.

ELISA assays for quantification of histone modifications

ELISA measurement of specific Histone H3 modifications was performed using the Histone H3 Modification Multiplex Assay Kit (abcam) according to manufacturer’s protocol. In brief, extracted histone mixture in Antibody Buffer (provided in the kit) was aliquoted to wells coated with specific Histone H3 modification antibodies. After incubation at 37°C for 2 h, the solution in the wells was removed, and wells were washed 3× in wash buffer (provided in kit). Diluted detection antibody solution (provided in the kit) was added and incubated at room temperature for 1 h. After two brief washes in wash buffer, developer solution was added followed by incubation at room temperature for 2–10 min, until wells sufficiently turned blue, while blank wells with no histone extract added remained transparent. The reaction was stopped using stop solution (provided in the kit). The absorbance of each well was read on a microplate reader at 450 nm with an optional reference wavelength of 655 nm. Background absorbance was subtracted, as measured by the blank wells, and the readings were subsequently normalized by the corresponding absorbance in the control wells coated with H3-total antibody.

Cell proliferation and cell cycle analyses

For cell counting-based proliferation assays, 1 × 10⁵ cells were seeded into six 3.5 cm dishes for compound treatment. MCF7-tet-on–shCt9 cells were pretreated with vehicle or 500 ng/ml Dox for 5 days before seeding to 3.5 cm Petri dishes. Media were changed every 48 h. Cells were trypsinized and counted after trypan blue exclusion using an automated cell counter (Bio-Rad).

For 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium (MTT)-based (Sigma-Aldrich) proliferation assays, 2 × 10³ cells were seeded into 96-well plates for compound treatment. About 15 μl MTT (5 mg/ml in DPBS) was added to the cells followed by incubation at 37°C for 1 h. After removing cell culture medium, 50 μl of DMSO was added. The absorbance was measured with a 540-nm filter on a VictorX5 microplate reader (Perkin Elmer), and data were plotted and analyzed using GraphPad Prism 8 software (GraphPad Software, Inc.).

Annexin V and PI staining

A total of 1–5 × 10⁵ trypsinized cells were collected by centrifugation. Cells were washed with 1× cold PBS, and the supernatant was carefully removed. The cells were resuspended in binding buffer [10 mM HEPES, pH 7.4, 140 mM NaCl and 2.5 mM CuCl₂] at a concentration of ~1 × 10⁴ cells/ml. After brief centrifugation, cells were resuspended and incubated for 10 min with 0.5 μg/ml Annexin V-FITC and 2 μg/ml PI in 400 μl binding buffer. The cells were immediately placed on ice and analyzed by flow cytometry. Cell fragments were removed by morphological gating. Cells negative for annexin V-FITC and PI were considered viable, annexin V-FITC positive and PI negative cells were considered apoptotic, and annexin V-FITC positive and PI positive cells were considered necrotic.
Cytotoxicity assay of 3D spheroids

The cytotoxicity assay was performed according to manufacturer’s instructions (Invitrogen, Cat# L3224). In brief, calcein AM, ethidium homodimer-1, as well as 1 μM Hoechst 33342 were added to DMEM and incubated with spheroids at 37°C for 30 min. After incubation, the spheroids were immediately subjected to confocal imaging (Nikon W1 confocal) in a live cell incubation chamber. The area of the spheroids was measured using NIS-A1R Advanced Research Imaging Software (Nikon - Mager Science) with nuclei annotation.

Immunofluorescence staining of H3K27me3

Cells were seeded on 3.5 cm dishes with glass bottom before fixation in 4% formaldehyde for 15 min and then washed with DPBS three times. Subsequently, cells were permeabilized in 0.3% Triton X-100 in PBS for 10 min, blocked with 3% BSA in PBST [PBS + 0.1% Triton X-100] for 1 h and incubated with H3K27me3 primary antibody (Cell Signaling Technology) at room temperature for 2 h. Cells were then washed with PBST for 3 times, followed by incubation with secondary antibody (Cy5-goat anti-rabbit IgG (H + L), 1:250; Bethyl) for 30 min at room temperature. After being washed 3 times in PBST, cells were incubated with 50 nM Alexa Fluor 555 Phalloidin (Cell Signaling Technology) and 1 μg/ml of Hoechst 33342 (Cell Signaling Technology) at 37°C for 15 min, then washed twice in DPBS. Fluorescence was detected using a Nikon A1R confocal microscope at appropriate wavelengths at the UW imaging core. Signal intensity was analyzed in NIS-A1R Advanced Research Imaging Software (Nikon - Mager Science).

Immunofluorescence staining of PRC2 subtype proteins

Cells were seeded on 3.5 cm glass bottom dishes, fixed in 4% formaldehyde for 15 min and then washed with DPBS three times. Subsequently, cells were permeabilized in 0.3% Triton X-100 in PBS for 10 min, blocked with 3% BSA in PBST [PBS + 0.1% Triton X-100] for 1 h and incubated with JARID2 primary antibody (Cell Signaling Technology) at room temperature for 3 h. Cells were then washed with PBST for 3 times, followed by incubation with secondary antibody (Cy5-goat anti-rabbit IgG (H + L), 1:250; Jackson ImmunoResearch) at room temperature for 2 h. Cells were then washed with PBST for three times, followed by incubation with secondary antibody (Cy3 AffiniPure Fab Fragment Goat Anti-Rabbit IgG (H + L), 1:250; Jackson ImmunoResearch) for 1 h at room temperature. After being washed for three times in PBST, cells were briefly rinsed with blocking buffer. Cells were incubated with MTF2 primary antibody (ProteinTech) diluted in blocking buffer overnight at 4°C. Cells were then washed with PBST, followed by incubation with secondary antibody (Cy5-goat anti-rabbit IgG (H + L), 1:250; Bethyl) for 1 h at room temperature. After being washed three times in PBST, cells were incubated with 1 μg/ml of Hoechst 33342 (Cell Signaling Technology) at 37°C for 15 min, then washed twice in DPBS.

Quantification of H3K27me3 intensity

The Dox treatment of MCF7-tet-on-shCTR9 cells was performed as previously described above. Cells were harvested after trypsinization, washed in PBS and fixed in 4% paraformaldehyde for 15 min. Subsequently, cells were permeabilized with 0.3% Triton X-100 in PBS for 10 min blocked with 3% BSA in PBST for 1 h and incubated with Cy5 conjugated H3K27me3 antibody (Abcam) in 1% BSA in PBST for 1 h. After washing with PBST, cells were subjected to flow cytometry analysis.

Quantitative real-time PCR

Total RNA was extracted using E.Z.N.A Total RNA kit (Omega Bio-tek). About 2 μg of RNA was reverse transcribed using Superscript II RT according to the manufacturer’s instructions (ThermoFisher), and quantitative PCR was performed using SYBR Green dye (Roche) and the CFX96 Touch Real-Time PCR Detection System (BioRad). Primer sequences used in this study are listed in DYRAD.

Chromatin immunoprecipitation with exogenous reference genome (ChIP-Rx)

Cells in 15 cm dishes were washed once with PBS before cross-linking with PBS containing 1% formaldehyde for 15 min at room temperature. Cross-linking was quenched with 0.125 M glycine for 5 min at room temperature before two washes with ice-cold PBS. Cells were scraped, harvested by centrifugation and subjected to ChIP assays. Cross-linked cells were lysed with lysis buffer 1 [10 mM HEPES pH 7.0, 10 mM EDTA, 0.5 mM EGTA, 0.25% Triton X-100, supplemented with 0.5 mM PMSF before use] with rotation at 4°C for 10 min. The crude nuclear pellets were collected by centrifugation at 1500 rpm for 4 min at 4°C. The supernatant was discarded, and the chromatin was washed with lysis buffer 2 [10 mM HEPES, pH 7.0, 200 mM NaCl, 1 mM EDTA, 0.5 mM EGTA, supplemented with 0.5 mM PMSF before use] for 10 min at 4°C with rotation. Nuclear pellets were collected by centrifugation (1500 rpm, 4°C, 4 min), resuspended in nuclear lysis buffer [50 mM Tris-HCl pH 8.1, 10 mM EDTA, 1% SDS, supplemented with 1 mM PMSF and 1× protease inhibitor cocktail (Sigma-Aldrich) before use] and incubated on ice for 10 min. Chromatin was sheared to approximately 100–1000 bp fragments by sonication in an ice-water bath at 4°C using a Branson Sonifier 450 with a microtip (40% amplitude, 3 s on, 10 s off, 5 min total pulse time). Sonicated chromatin was centrifuged at 15 000 rpm for 15 min at 10°C, and the concentration of nucleic acids was determined using the BioRad Protein Assay (BioRad). Equal amounts of total nuclear proteins were used for ChIP. Nuclear proteins were supplemented with nuclear lysis buffer to achieve equal volumes for different samples and then diluted 1:10 with dilution buffer [20 mM Tris-HCl, pH 8.1, 150 mM NaCl, 2 mM EDTA, 1% Triton X-100, supplemented with 1× protease inhibitor cocktail (Sigma-Aldrich) before use]. About 20 μg of sheared Drosophila chromatin derived from S2 cells plus 2 μg H2A.V antibody were supplied. Five percent of the chromatin fraction was removed and saved as input, and the rest was pre-cleared with a normal IgG control before incubating with the antibody of interest overnight at 4°C.

The following day, immune complexes were incubated with Dynabeads™ Protein A/G or Dynabeads™ M-280 Sheep anti-Mouse IgG (Life Technologies) (beads were
pre-washed with ChIP dilution buffer three times before use) while rotating at 4°C for 2 h. The immunoprecipitated materials were subsequently washed once with low salt wash buffer [20 mM Tris-HCl, pH 8.1, 150 mM NaCl, 2 mM EDTA, 0.1% SDS, 1% Triton X-100], once with high salt wash buffer [20 mM Tris-HCl, pH 8.1, 500 mM NaCl, 2 mM EDTA, 0.1% SDS, 1% Triton X-100], once with LiCl wash buffer [10 mM Tris-HCl, pH 8.1, 0.25 M LiCl, 1 mM EDTA, 1% NP-40, 1% deoxycholate] and twice with TE buffer [10 mM Tris-HCl, pH 8.0, 1 mM EDTA pH 8.0]. Each wash was done with rotation at 4°C for 5 min followed by separation on a magnetic stand. The immunoprecipitated material was eluted twice in freshly prepared elution buffer [1% SDS, 0.1 M NaHCO3] with shaking on a vortexer for 20 min at room temperature. The eluted and input materials were then digested with proteinase K (200 μg/ml final concentration) at 55°C for 2 h. The cross-linking materials were reversed by incubating at 65°C in a hybridization oven overnight. DNA was purified using a Qiagen PCR Purification Kit per manufacturer’s protocol.

ChIP-seq library preparation

Prior to ChIP-seq library preparation, the concentration and size distribution of the ChIPed DNA samples was determined using a Qubit Fluorometer (Thermo Fisher Scientific) and an Agilent High Sensitivity DNA Kit (Agilent Technologies), respectively at the Sequencing Facility at Northwestern University (NUseq core). Approximately 10–100 ng of ChIPed DNA from each condition was used to generate the ChIP-seq library using the Ovation Ultralow System V2 1–16 Kit (NuGEN Technologies), according to the manufacturer’s protocol. Briefly, the DNA was end-repaired and ligated to Illumina sequencing adaptors. The ligated DNA was purified using Agencourt RNAClean XP beads (Beckman Coulter). A subsequent PCR amplification step (8–15 cycles) was performed to add a linker sequence to the purified fragments for annealing to the Genome Analyzer flow-cell. Following PCR amplification, the library was separated on a 2% agarose gel (120 V, 1.5 h) to select a narrow range of fragment sizes, and bands between 200 and 500 bp were excised. The library was purified from the excised agarose gel using the Qiagen MiniElute PCR Purification Kit following the manufacturer’s protocol. Quality control for the size, purity, and concentration of the final ChIP-seq libraries was performed at the Sequencing Facility at University of Wisconsin-Madison Biotechnology Center. Qualified libraries were deep sequenced using an Illumina HiSeq 4000 or NextSeq 500 per the manufacturer’s instructions at Northwestern University (NUseq core).

Bioinformatic analyses of ChIP-Rx datasets

Trimmed ChIP sequencing reads that passed quality score were aligned to the human reference genome (hg38) using Bowtie2 (v2.4.1) (30). Default output of SAM file were then transformed into BAM format by using samtools (v1.1.3). Only unique alignments that passed high mapping quality (MAPG > 30) were retained for downstream analysis. Duplicated reads and reads residing in hg38 blacklist regions (https://github.com/Boyle-Lab/Blacklist/tree/master/lists) were eliminated by sambamba tools (v0.7.1). Sequencing reads were also aligned to the Drosophila genome (dm6) and normalization factors (Rx factor) were calculated after removing multi-mapping and duplicated reads. Bigwig files were generated at a resolution of 20 bp using the bamCoverage utility from the deepTools (v3.4.3) suits (31), and data were subsequently visualized as ChIP-Rx normalized tracks using IGV genome browser (v2.8.9). Wiggletools (v1.2.3) and wigToBigWig (v377) was used to generate the mean of bigwig files from two biological replicates. Peaks were called using MACS2 (v2.1.4) (32) with FDR < 0.01 for narrow peaks and FDR < 0.05 for broad peaks. Peak intersection and sorting were performed by bedtools (v2.29.2) and bedops (v2.4.40). Overlapping peaks shorter than the sequencing tag were discarded. Average ChIP-Rx signal on particular regions or genes were calculated by multibamSummary/ multiBigWigSummary utility from the deepTools (v3.4.3) suits. All heatmap and average line-profile plots were made using the plotHeatmap/ plotProfile utility also in deepTools (v3.4.3) suits.

Peaks annotation was performed by the ChIPseeker (v1.26.0) package in R. Peak associated genes were assigned to a nearest peak if it was within the range of a TSS-TES ± 2.5 kb. Pathway enrichment (GO) and Motif analysis were performed using the functional annotation tool in DAVID Bioinformatics Resources (v6.8) and Homer Motif Analysis in Homer software (v4.11). Cis-regulatory factors prediction was performed by importing peak associated genes into BART software (v2.0).

mRNA expression correlation analysis using published breast tumor RNA-seq data from TCGA

For Figure 5C, TCGA Breast Cancer clinical records and RNA-seq datasets were downloaded from cBioPortal (https://www.cbioportal.org) (33). Estrogen receptor (ER) status was determined by the entry ‘breast_carcinoma_estrogen_receptor_status’ in the patient’s clinical record. There are 817 ER positive patients with primary tumor RNA-seq data. RNA-Seq by Expectation Maximization (RSEM) to all samples was used to study gene expression levels. Pearson correlation was calculated between two genes’ log2(RSEM). P-values were adjusted using the Benjamini and Hochberg procedure to account for multiple hypothesis testing.

Statistical analysis

Statistical comparisons between two groups for ChIP-Rx data were performed with Graphpad Prism software 8.0 using an unpaired two-tailed t-test with a Welch correction or paired two-tailed Student’s t-test. The sample size (n) is indicated in the figure legends and represents peak or gene numbers. Details for sequence data analyses and statistical significance are described in the specific Materials and Methods section.

RESULTS

CTR9 is a determinant of cellular H3K27me3 levels

CTR9/PAFc has been shown to regulate ERα mediated transcription via coupling multiple histone modifications
in breast cancer cells. We sought to achieve a comprehensive understanding of how the global histone modification landscape is altered, as well as whether specific histone modifications are more sensitive to CTR9 depletion than others. To address these questions, we employed a Dox-inducible CTR9 knockdown cell line (i.e., MCF7-tet-on-shCTR9) where shRNA expression can be monitored by expression of eGFP (Figure 1A and Supplementary Figure S1A). Western blotting results showed that treatment with Dox for 7 days (+Dox 7D) was sufficient to deplete CTR9. Beginning on day 8, Dox was removed for 0 day (-Dox 0D) and up to 7 days (-Dox 7D) to allow CTR9 to recover to basal levels (Figure 1A and Supplementary Figure S1A). To measure the levels of histone modifications, total histones were extracted from the nuclear pellets of MCF7-tet-on-shCTR9 cells after treatment with Dox on Day 0 and Day 7, followed by liquid chromatography and tandem mass spectrometry (LC-MS/MS). The transcription-coupled histone modifications such as H3K4me3 and H3K36me3 were decreased by CTR9 depletion, as we reported previously (9). Surprisingly, H3K27me2 and H3K27me3, two transcriptional repressive histone markers, were robustly increased (Figure 1B and Supplementary Table S2). The histone modification changes in response to CTR9 KD were validated by western blotting (Figure 1C) where a significant increase of H3K27me3 was observed after a 7-day Dox treatment. This result suggests that loss of CTR9 results in a global increase of H3K27me3 levels in MCF7 cells. Furthermore, a similar observation was made in MCF7, T47D and BT474 cells stably expressing two distinct CTR9-targeting shRNAs (shCTR9#3 or #5) (Supplementary Figure S1B), as measured by western blotting of purified histones and ELISA assays (Figure 1D and Supplementary Figure S1C). To interrogate whether elevation of H3K27me3 levels in CTR9 KD cells can be reversed by re-expressing CTR9 when Dox was removed, we performed a time-course Dox addition and removal experiment as described above (Figure 1A). Figure 1E shows that H3K27me3 levels increased when CTR9 was depleted, and that H3K27me3 returned to its original levels when CTR9 levels were restored. The dynamic changes of H3K27me3 in response to CTR9 levels were further confirmed by flow cytometry using an Alexa Fluar® 647-labeled H3K27me3 antibody (Supplementary Figure S1D) as well as an H3K27me3 ELISA assay (Supplementary Figure S1E). To visualize the H3K27me3 changes in individual cells, we performed immuno-fluorescence staining of H3K27me3 using confocal microscopy (Figure 1F). The results showed that, although the response of individual cells varies, possibly due to the heterogeneous expression of shCTR9 (expression indicated by eGFP), the overall intensity of H3K27me3 staining was inversely correlated with CTR9 levels in a dynamic manner (Figure 1G). Together, these data strongly suggest that CTR9 is a bona fide regulator of cellular H3K27me3 levels.

CTR9 confines the intensities and genome-wide distribution of H3K27me3 peaks

PRC2 deposits H3K27me3 marks in spatially defined chromatin domains to repress gene expression. Since CTR9 KD leads to a global increase of H3K27me3 levels, we examined whether CTR9 demarcates the enrichment and distribution of H3K27me3 on chromatin. To quantify the histone modification changes precisely in MCF7-tet-on-shCTR9 cells under the treatment conditions depicted in Figure 1A, we performed chromatin immunoprecipitation followed by high-throughput sequencing with incorporation of a reference genome (ChIP-Rx) using an antibody against H3K27me3.

In response to the decrease of CTR9 to a non-detectable level after a 7-day Dox treatment (Supplementary Figure S1A), total H3K27me3 peak numbers increased nearly two-fold (Figure 2A). The H3K27me3 peaks under the ‘-Dox 0D’ condition significantly overlapped with those of the ‘+Dox 7D’ condition (Figure 2A), explained by their similar CTR9 KD status. Notably, the H3K27me3 peak numbers decreased to nearly basal levels in response to CTR9 restoration by removing Dox for another 7 days (-Dox 7D) (Figure 2A). The increased H3K27me3 peaks in response to CTR9 depletion did not display a genome-specific enhancement, but rather, the peaks distributed across broad chromatin regions (i.e., promoter, exon, intron and intergenic regions) (Supplementary Figure S2A). The H3K27me3 ChIP-Rx results demonstrate that the peak numbers of H3K27me3 are inversely and dynamically regulated by CTR9 levels. Next, we interrogated the peak distribution around transcription start sites (TSS) and found that H3K27me3 peaks in ‘+Dox 7D’ condition have a higher frequency to cluster near the TSS or TSS proximal regions as compared to the ‘-Dox 0D’ condition, implying that CTR9 depletion might trigger H3K27me3 nucleation near the TSS (Supplementary Figure S2B). By overlapping H3K27me3 peaks under the basal and CTR9 KD conditions (+Dox 0D versus +Dox 7D), we categorized H3K27me3 peaks into three clusters based on the peak intersection (Figure 2B). Cluster I contains 10,563 H3K27me3 peaks that only exist in the ‘+Dox 0D’ group. Cluster II encompasses overlapping H3K27me3 peaks (71,098) of both groups. Cluster III contains H3K27me3 peaks (93,180) that are unique to the ‘+Dox 7D’ group. It is noteworthy that the number of peaks in Cluster III is significantly higher than in Cluster I. Figure 2C depicts clustered heatmaps (left) and line plots (right) of the average ChIP-Rx signals around the peak center with ± 5.0 kb expansion. Representative snapshots of the genome browser for each cluster are shown in Supplementary Figure S2C. The H3K27me3 peak intensities in cluster I (Supplementary Figure S2C, depicted in blue triangles) are similar between the ‘+Dox 0D’ and ‘+Dox 7D’ groups, even though those peaks are only detected in the ‘+Dox 0D’ group by the peak calling algorithm. In contrast, the intensities of H3K27me3 peaks were significantly increased in cluster II (Supplementary Figure S2C, black triangles) upon CTR9 knockdown (+Dox 7D). In addition, new peaks with robust H3K27me3 ChIP-Rx signal emerged and were classified as cluster III (red triangles). To determine if H3K27me3 peak intensity and peak width are responsive to the dynamic changes in CTR9 levels, we normalized read counts across all three clusters of H3K27me3 peaks in MCF7 CTR9 inducible KD cells. A scatter plot (Supplementary Figure S2D) showed that CTR9 loss had negligible effect on cluster I peaks when comparing the basal (+Dox 0D) and CTR9 KD state (+Dox 7D), indicat-
Figure 1. Loss of CTR9 leads to increased H3K27me3 levels in breast cancer cells. (A) Schematic workflow of inducible CTR9 knockdown in MCF7 cells by treatment with doxycycline (Dox) for 0 to 7 days and Dox removal for 0 to 7 days. (B) Heatmap showing the Log1.5 relative fold-change of histone methylation levels on ‘+Dox7D (7 days)’ over ‘+Dox0D (0 day)’ measured by liquid chromatography tandem mass spectrometry (LC-MS/MS) in MCF7-tet-on-shCTR9 cells. (C) Western blot analyses of extracted histones after treatment with Dox for 0 day or 7 days in MCF7-tet-on-shCTR9 cells (top). Ponceau S staining of histones (bottom). Each sample is loaded in two-fold dilution. The bands intensity of H3K27me3 were quantified using ImagePro after normalizing with H3 loading controls. (D) Western blot analyses of H3K27me1,2,3 levels in MCF7 (top), T47D (middle) and BT474 (bottom) cells stably expressing shControl, shCTR9#3, or shCTR9#5. The bands intensities of H3K27me3 were quantified using ImagePro after normalizing with H3 loading controls and shown in two-fold dilution. (E) Western Blot analyses of H3K27me1,2,3 in MCF7-tet-on-shCTR9 cells under treatment scheme in Figure 1A (top). Ponceau S staining of histones are shown in two-fold loading ratio (bottom). The bands intensity of H3K27me3 were quantified using ImagePro after normalizing with H3 loading controls. (F) Representative images of immuno-fluorescence staining of H3K27me3 (cyan), nuclei (blue) and F-actin in MCF7-tet-on-shCTR9 cells under treatment scheme in Figure 1A. 100× scale bar shown at the bottom right applies to all images. (G) Ratios of H3K27me3 to nuclei staining intensity in 20 selected cells with complete nuclei. Difference in ratios were significant (*P < 0.05; **P < 0.01; ***P < 0.001) by a two-tailed t-test with Welch’s correction; error bars show the standard deviation across triplicate.
Figure 2. Inducible CTR9 depletion induces a genome-wide gain of H3K27me3 peaks and peak-associated genes, which are reversed by CTR9 re-expression. (A) H3K27me3 peak numbers in MCF7-tet-on-shCTR9 cells after addition and removal of Dox for 0 day and 7 days. Peak numbers and percent of intersection between groups are shown. (B) Venn Diagram of H3K27me3 peaks between ‘+Dox 0D’ and ‘+Dox 7D’ groups and the designated Clusters. (C) Heatmap of Rx-normalized H3K27me3 ChIP-seq profiles at peak center ±5.0 kb regions after addition and removal of Dox for 0 day and 7 days in the designated clusters (left). Composite profile of Rx-normalized H3K27me3 ChIP-seq signals in ±5.0 kb range of peak centers for different clusters (right). (D) Average profiles of Rx-normalized H3K27me3 ChIP-seq signals at ±2.5 kb of TSS-TES regions of the strong H3K27me3 peak associated genes. (E) Notched boxplot of relative Rx-normalized H3K27me3 ChIP-seq signals of strong H3K27me3 peak genes (n = 2). Paired Student’s t test was used to calculate statistical significance among groups. (F) Ranked dot plot of cis-regulatory factor prediction of 11483 strong H3K27me3 peak associated genes by BART (Binding Analysis for Regulation of Transcription). The top ranked transcription factors and epigenetic modulators were highlighted in red and blue.
ing that these H3K27me3 peaks represent basal H3K27me3 levels in both conditions. In contrast, cluster II/III peaks were skewed towards the CTR9 KD state (+Dox 7D), revealing a significant increase of H3K27me3 levels in the CTR9 KD state (+Dox 7D) as compared to the basal level (+Dox 0D) (Supplementary Figure S2D). In addition to the two-fold increase of H3K27me3 peak numbers and the increased peak intensities upon CTR9 depletion, the peak widths were broadened (Supplementary Figure S2E). Importantly, these changes were all reversible upon CTR9 recovery. These results demonstrate that loss of CTR9 results in significant expansion of steady state H3K27me3 domains, as well as increased H3K27me3 peak intensities on chromatin, and these changes can be reversed by CTR9 re-expression.

**CTR9-responsive H3K27me3 peak genes are likely regulated by PRC2**

Despite the genome-wide enhancement of H3K27me3 upon CTR9 depletion, the tendency of H3K27me3 peaks to cluster in the TSS proximal regions (Supplementary Figure S2B) prompted us to analyze genes putatively regulated by H3K27me3. Because H3K27me3 peaks are in general broad, we assigned each individual H3K27me3 peak merged from ‘+Dox 0D’ and ‘+Dox 7D’ groups to the nearest genes within the range of TSS-TES ± 2.5 kb (34). Among ∼14 000 H3K27me3 peak genes that meet these criteria, 11483 genes displayed at least a two-fold increase in normalized H3K27me3 ChIP-Rx signals after CTR9 knockdown (+Dox 7D/+Dox 0D, Supplementary Figure S2F, Supplementary Table S3). Further examination revealed a significant increase of H3K27me3 ChIP-Rx signals from TSS-2.5 kb to TES+2.5 kb on these genes upon CTR9 loss, as well as a decrease in H3K27me3 ChIP-Rx signals upon CTR9 restoration. We thus classified them as strong H3K27me3 peak associated genes (Figure 2D,E). Notably, over 75% of these genes code for proteins (Supplementary Figure S2G) whose functions are related to general transcriptional regulation, such as transcriptional activator/repressor activity and RNA Polymerase II mediated DNA binding (Supplementary Figure S2H). To deduce their regulation by potential transcription factors (TFs) as well as epigenetic modulators, we performed a cis-regulatory factor prediction for the strong H3K27me3 peak associated genes using BART tool (Binding Analysis for Regulation of Transcription) (35) (Figure 2F and Supplementary Table S4). Among over 900 TFs and epigenetic modulators, YBX1 (Y-box binding protein 1) and REST (RE1 silencing transcription factor) were the two top predicted TFs, and both have been implicated in breast cancer progression (36,37). Interestingly, several PRC2 subunits including EED, EZH2, SUZ12 and JARID2 were identified among the top hits. These results indicate that CTR9 manifests a strong effect on genes that are regulated by PRC2 complex and H3K27me3.

**Loss of CTR9 results in enhanced PRC2 chromatin association**

H3K27me3 is mainly established by the PRC2-EZH2 complex in human. Given that cis-regulatory factor prediction identified several PRC2 subunits at H3K27me3 regulated genes, we examined if CTR9 loss affects PRC2 chromatin recruitment. We performed ChIP-Rx using an antibody against SUZ12, the core subunit of PRC2, in MCF7-tet-on-shCTR9 cells, under the aforementioned treatment conditions (Figure 1A). We found that the peak numbers of SUZ12 increased by 4-fold from ‘+Dox 0D’ to ‘+Dox 7D’ in response to CTR9 depletion (Figure 3A), which resembles the changes of H3K27me3 (Figure 2A). Notably, ∼90% of SUZ12 peaks found in ‘+Dox 0D’ condition were also detected in the ‘+Dox 7D’ group (Supplementary Figure S3A), suggesting that the new PRC2 binding sites may expand from the pre-existing binding sites. As observed with the change of H3K27me3, CTR9 re-expression (+Dox 7D) led to decreased SUZ12 peak numbers (Figure 3A). Importantly, around 50–70% of SUZ12 peaks overlapped with H3K27me3 peaks under each condition (Figure 3B), demonstrating a strong genome-wide association between PRC2 (enzyme) and H3K27me3 (product). To determine how CTR9 refines global H3K27me3 distribution on chromatin, we allocated the SUZ12 ChIP-Rx signal on H3K27me3 peaks as well as the putative H3K27me3 regulated genes annotated in Supplementary Figure S2F. H3K27me3 peak regions (Figure 3C) and over 11000 strong H3K27me3 peak genes concurrently displayed dynamic SUZ12 changes in response to CTR9 levels by Dox treatment (Figure 3D and E), as depicted by an example captured from genome-browser (Figure 3F). We noted, however, that the magnitude of changes of SUZ12/PRC2 binding intensities were less pronounced as compared to those of H3K27me3 (compare Figure 3E with Figure 2E), especially around the newly gained H3K27me3 peak regions (Figure 3F), when CTR9 was knocked down or re-expressed. Similar to our analyses of H3K27me3 peak associated genes, we found that CTR9 loss led to increased SUZ12 peak width (Supplementary Figure S3B), which further consolidates the idea that increased PRC2 binding, at least in part, accounts for increased H3K27me3 deposition. Using the peak-annotation method (Supplementary Figure S2F) to assign SUZ12 peaks to the putative regulated genes, we identified >17 000 putative SUZ12 peak genes (Supplementary Table S5), among which 85% are protein-coding genes (Supplementary Figure S3C). Moreover, 9368 SUZ12 peak genes overlapped with H3K27me3 peak genes (Supplementary Figure S3D). Notably, a significant number of genes (2115) were identified as H3K27me3 peak genes but lacked SUZ12 binding peaks (Supplementary Figure S3D). The reason for 2155 genes harboring strong H3K27me3 signal but weak SUZ12 signals is unclear. Nevertheless, the significant overlap between SUZ12 and H3K27me3 peak associated genes underscores the concordant PRC2 complex binding and histone H3K27me3 deposition that occurs in a CTR9-dependent manner.

**CTR9 regulated genes are subjected to epigenetic regulation by PRC2, and CTR9 counteracts the establishment of H3K27me3 repressive domains**

To investigate if genes harboring CTR9 binding sites are more likely to be subjected to H3K27me3 regulation than genes without CTR9 binding, we sought to map CTR9 ge-
Figure 3. Concomitant genome-wide increase of H3K27me3 and SUZ12 peaks in response to CTR9 depletion. (A) SUZ12 peak numbers in MCF7-tet-on-shCTR9 cells under the indicated treatment conditions. (B) SUZ12 peak numbers (bar graph, left Y-axis) and percentage% (dot-plot, right Y-axis) of total SUZ12 peaks that overlapped with H3K27me3 peaks under each treatment condition. Peak numbers were indicated on the top of each bar. (C) Heatmap of Rx-normalized SUZ12 ChIP-seq profiles at ±5.0 kb regions after addition and removal of Dox for 0 day and 7 days in the designated clusters (left). Composite profile of Rx-normalized SUZ12 ChIP-seq signals in ±5.0 kb range of H3K27me3 peak centers for different clusters (right). (D) Average profiles of Rx-normalized SUZ12 ChIP-seq signals at ±2.5 kb of TSS-TES regions of 11483 strong H3K27me3 peak genes. (E) Notched boxplot of relative Rx-normalized SUZ12 ChIP-seq signals of strong H3K27me3 peak genes (n = 2). Paired Student’s t-test was used to calculate statistical significance among groups. (F) Representative genome-browser snapshot of Rx-normalized H3K27me3 (top) and SUZ12 (bottom) ChIP-seq signals in MCF7-tet-on-shCTR9 cells under treatment conditions indicated. Each signal-track represents the mean of two biological replicates.
monic binding sites and derive CTR9 regulated genes from ChIP-Rx binding peaks. Because ChIP-grade CTR9 antibody is not available, we first generated a 3xFlag knock-in MCF7 clonal cell line using CRISPR/Cas9 (Figure 4A). PCR and sequencing results confirmed the correct insertion of 3xFlag epitope tag before the translation start codon of CTR9 loci (MCF7-3xFlag-KI-CTR9; Clone#5) (Supplementary Figure S4A). To verify that the Flag-tagged CTR9 protein was successfully incorporated into PAFc, we performed pulldown using an anti-Flag antibody. The results showed that Flag-CTR9 was enriched in chromatin extracts and co-immunoprecipitated with other PAFc subunits (Figure 4B). The Flag-tag knock-in does not appear to affect cell growth, since the growth rate of the MCF7-3xFlag-KI-CTR9 clone was similar to that of the parental MCF7 cells (Supplementary Figure S4B). To identify highly confident genes regulated by CTR9, we performed ChIP-Rx using two different, commercial Flag antibodies (Cell Signaling Technology and Sigma Aldrich) and annotated peaks using identical parameter settings. A total of 6750 genes were identified by overlapping Flag-CTR9 binding peaks associated genes from ChIP-Rx datasets using two Flag antibodies (Supplementary Figure S4C and Supplementary Table S6), over 85% of which are protein-coding genes (Figure 4C). Interestingly, PRC2 proteins (i.e., SUZ12 and EZH2) were predicted as cis-regulatory factors enriched on the putative CTR9 regulated genes (Figure 4D and Supplementary Table S7), resembling the regulatory pattern of strong H3K27me3 peaks associated genes (Figure 2F). Around 50% of genes with Flag-CTR9 binding sites overlap with those harboring strong H3K27me3 peaks (Figure 4E). Moreover, the level of H3K27me3 was responsive to CTR9 level changes on the genes containing Flag-CTR9 binding peaks, as shown in an example (Figure 4F). In addition, pathway enrichment analysis revealed that genes harboring high confidence Flag-CTR9 binding sites are often linked to pathways of transcriptional regulation (Supplementary Figure S4D), in keeping with the known functions of CTR9. TF motif analyses further identified COUP-TFII and FOXO3, both of which are known TFs that regulate gene expression of multiple pathways in breast cancer (Supplementary Figure S4E) (38,39). Together, our results reveal a potential link between CTR9 binding and PRC2 regulation. To directly examine if CTR9 regulated genes are subjected to PRC2 and H3K27me3 regulation, we analyzed the ChIP-Rx signals of H3K27me3 and SUZ12, as well as transcriptional active histone marks (H3K4me3 and H3K36me3) on previously identified 240 CTR9 regulated genes (Supplementary Table S8) (10). These genes were derived from our integrated analysis of microarray gene expression (over 1.5-fold decrease of expression upon Dox treatment) and RNA Polymerase II (RNAPII) ChiP-seq signal changes (significant interrupted RNAPII binding upon Dox treatment) in MCF7-tet-on-shCTR9 cell line, and thus are classified as high-confident CTR9 target genes. The results showed that CTR9 target genes are highly responsive to H3K27me3 and PRC2 regulation (Figure 4G). In accordance with reduced RNAPII binding and decreased gene expression, these 240 putative CTR9 target genes exhibited increased H3K27me3/SUZ12 ChIP-Rx signals which were accompanied by decreased H3K4me3/H3K36me3 signals upon CTR9 depletion (Figure 4G and Supplementary Figure S4F), and conversely, H3K27me3/SUZ12 binding on these genes were diminished by re-expression of CTR9, along with the concomitant increase of H3K4me3 and H3K36me3 signals. The H3K27me3, H3K4me3 and H3K36me3 ChIP-Rx signal intensities as well as RNAPII ChiP-seq profiles on an example gene in response to CTR9 loss was illustrated in Supplementary Figure S4G. Together, our results strongly support the notion that the CTR9 and PRC2 intricately counteract each other to establish transcriptionally active or repressive domains. This epigenetic regulation engages multiple histone modifications (e.g., H3K27me3, H3K4me3 and H3K36me3), and is reversible and highly dependent on CTR9 levels.

**CTR9 level is a determinant of PRC2 complex subtype**

The increased total H3K27me3 levels and broadened H3K27me3 peak-width (Figure 2C and Supplementary Figure S2E) in CTR9 KD cells are in conformity with increased PRC2 recruitment and enhanced PRC2 activity. Although SUZ12 changes coincide with H3K27me3 in response to CTR9 levels, the extent of increase of SUZ12/PRC2 peak intensity was modest as compared to the increased H3K27me3 intensities (Figure 2D versus 3D). Hence, we postulated that CTR9 knockdown might also lead to enhanced PRC2 activity. There are two mutually exclusive subtypes of PRC2: PRC2.1 and PRC2.2, which have been shown to antagonize each other and elicit different capacity for H3K27me3 deposition and propagation. For instance, loss of PRC2.2 specific subunit AEBP2 led to an increase in the amount of PALI1-containing PRC2.1 (23). Moreover, H3K27me3 levels are greatly decreased in either MTF2 single KO or PCL proteins triple KO ESCs (40). Because the levels of JARID2, a PRC2.2-specific subunit, are positively correlated with CTR9 expression in our transcriptome studies (10), we surmise that CTR9 KD may cause a PRC2 subtype switch through affecting the expression of PRC2 facultative components. Indeed, depleting CTR9 in MCF7 cells resulted in a dramatic increase in PRC2.1 facultative subunits MTF2, PHF19 and EPOP, and a decrease in JARID2, AEBP2, the PRC2.2 facultative subunits (Figure 5A) in total cell lysates and chromatin fractions, whereas the levels of four core subunits remained unchanged. Similar observations were made in two stable MCF7 CTR9 KD cell lines (Supplementary Figure S5A). To investigate if the regulation of PRC2 facultative subunits by CTR9 is reversible, we measured the expression of five facultative subunits of respective PRC2 subtypes in MCF7-tet-on-shCTR9 cells. The expression of PRC2 facultative subunits, and CTR9 protein levels was strongly correlated (Figure 5B). The decrease of PRC2.2-specific subunits JARID2 and AEBP2 could be partially restored by CTR9 re-expression and was accompanied by the opposite changes in PRC2.1-specific MTF2, PHF19 and EPOP proteins (Figure 5B). The negative correlation between CTR9 and PRC2.1 facultative subunits (PHF1/MTF2/PHF19 and EPOP) at the mRNA level was also observed in 817 ER-positive primary breast tumor samples in TCGA (Figure 5C). To test if loss of CTR9 is
Figure 4. CTR9 regulated genes are subjected to epigenetic regulation by PRC2. (A) Scheme of 3xFlag knock-in CTR9 in MCF7 cells. (TSS: translation start site). (B) Western blotting demonstrates the expression of Flag-tagged CTR9 protein. HSP90 and histone H3 were used as loading controls for total lysates and chromatin extracts, respectively (left). CTR9 was pulled down using Flag antibody in MCF7-3xFlag-KI-CTR9 cells. Western blotting results showed co-immunoprecipitation of other subunits of PAFc with CTR9. MCF7 parental cells served as negative control (right). (C) Genomic distribution of high confident genes ($n = 6750$) regulated by CTR9 based on Flag ChIP-Rx signals in MCF7-3xFlag-KI-CTR9 cells. (D) Ranked dot plot of cis-regulatory factors prediction for Flag-CTR9 binding genes by B4RT. Top transcription factors and epigenetic modulators were highlighted in red and blue. (E) Venn Diagram showing the overlap between the 6750 genes harboring Flag-CTR9 binding sites and 11483 strong H3K27me3 peak associated genes identified in Supplementary Figure S2F. (F) Representative genome-browser snapshot of the averaged Flag (CST/Sigma) ChIP-Rx signals ($n = 2$) in MCF7-3xFlag-KI-CTR9 cells (top) and H3K27me3 ChIP-Rx signals ($n = 2$) in MCF7-tet-on-shCTR9 cells (bottom). (G) Box plot of relative Rx-normalized H3K27me3, SUZ12, H3K4me3 and H3K36me3 ChIP-Rx signals of 240 CTR9 regulated genes. Difference in ratios were significant (* $P < 0.05$; ** $P < 0.01$; *** $P < 0.001$) by two-tailed t-test with Welch’s correction.
Figure 5. Loss of CTR9 results in a switch from PRC2.2 to PRC2.1. (A) Western blot analyses of PRC2 core subunits (i.e., EZH2, SUZ12, EED and RbAp48) and facultative subunits EPOP/MTF2/PHF19 for PRC2.1 and JARID2/AEBP2 for PRC2.2 in total lysates and chromatin fractions in MCF7-tet-on-shCTR9 cells treated with Dox for 0 day or 7 days. β-Actin and histone H3 were used as loading controls for total lysates and chromatin extracts, respectively. (B) Western blot analyses of PRC2 core subunits and facultative components in chromatin extracts from MCF7-tet-on-shCTR9 cells under indicated treatment conditions. Histone H3 served as a loading control. (C) Bar chart showing the Pearson correlation of CTR9 and PRC2 core and facultative subunit expression in 817 primary ER-positive breast tumor samples from TCGA. Adjusted P-values were transformed in -log10 manner and shown as red scale bars. (D) Glycerol gradient sedimentation to separate PRC2.1 and PRC2.2 subtypes in nuclear extracts of MCF7-tet-on-shCTR9 cells after 0 day or 7 days of Dox treatment (left). Molecular weight of individual PRC2 subunits were shown (right). (E) Co-immunoprecipitation of PRC2 auxiliary components with the core subunits (EZH2 or SUZ12) using nuclear extracts from MCF7-tet-on-shCTR9 treated with Dox for 0 day or 7 days. β-Actin was used as a loading control for input. (F) Composite profile of SUZ12, JARID2, MTF2 and H3K27me3 ChIP-Rx signals in ±5.0 kb range of SUZ12 peak centers.
sufficient to alter PRC2 subtype equilibrium, we performed glycerol gradient sedimentation to separate two PRC2 subcomplexes from nuclear fractions, based on their differences in molecular weight (i.e., calculated PRC2.2 molecular weight is nearly 100 kDa larger than PRC2.1). When CTR9 was knocked down (+Dox 7D), the PRC2 complex changed from PRC2.2 to PRC2.1, as detected by subtype-specific subunit levels by western blotting (Figure 5D). Co-immunoprecipitation using antibodies against EZH2 and SUZ12, the core subunits of the PRC2, was able to pull-down other core and auxiliary proteins from nuclear extract, and the results agree with PRC2.2 to PRC2.1 subtype switching in response to depletion of CTR9. Specifically, PRC2 core subunits tended to co-precipitate PRC2.2-specific JARID2 and AEAP2 proteins when CTR9 was expressed. Knocking down CTR9 resulted in enrichment of PRC2.1-specific subunits MTF2/PHF19 and EPOP (Figure 5E). Biotinylated H3K27me3 peptide pulldown (Supplementary Figure S5B) further confirmed the PRC2.2 to PRC2.1 switch. Thus, we conclude that this PRC2 subtype switch is likely due to the relative abundance of facultative subunits, which are highly responsive to CTR9 levels. Because PRC2.1 was proposed to elicit higher histone methylation activity than PRC2.2, we prepared nuclear extract from CTR9 inducible KD MCF7 cells with and without Dox treatment and used them as enzyme sources for the in vitro methylation assay. Biotinylated recombinant human histone H3.1 or recombinant human poly-nucleosome were used as substrates (Supplementary Figure S5C). The results showed that nuclear extract from ‘+Dox 7D’ cells elicited higher histone methyltransferase (HMT) activity than that from ‘+Dox 0D’ cells on H3K27, regardless of the substrates used (Supplementary Figure S5C). In addition to HMT activity changes in vitro, we performed ChIP-Rx for JARID2, a PRC2.2 specific subunit, and MTF2, a PRC2.1 specific subunit. Upon CTR9 depletion (+Dox 7D), decreased JARID2 and increased MTF2 genomic association were observed across the SUZ12 peaks (Figure 5F). Despite the inverse intensities of JARID2 and MTF2 ChIP-Rx, their binding peaks overlap with those of SUZ12 and H3K27me3, as shown by an example gene (Supplementary Figure S5D). Further analyses of the global SUZ12, JARID2, MTF2 and H3K27me3 normalized read counts across all SUZ12 peaks confirmed a substantial shift from JARID2-containing PRC2.2 to MTF2-containing PRC2.1 in response to CTR9 depletion, as illustrated in the scatter plot (Supplementary Figure S5E).

We further investigated whether CTR9 regulates the expression of PRC2 auxiliary proteins in a direct or indirect manner by employing two different approaches. First, we performed RT-qPCR to examine the mRNA levels of PRC2 core and subtype accessory genes in CTR9 inducible knockdown MCF7 cells with or without Dox treatment. The mRNA levels of PRC2.2 subunits (JARID2/AEBP2) were significantly decreased, whereas the mRNA levels of two PRC2.1 genes (MTF2/EPOP) increased when CTR9 was knocked down (Supplementary Figure S6A). Second, we examined whether these PRC2 accessory subunits contain Flag-CTR9 binding peaks in our ChIP-Rx analysis. We used two different commercial Flag antibodies for ChIP-Rx. The results showed that Flag-CTR9 binding signals were undetectable in PRC2.1 genes such as PHF1 and EPOP, but high in PRC2.2 accessory genes (JARID2 + AEBP2) (Supplementary Figure S6B and S6C). JARID2 is among the 240 putative CTR9 regulated genes we had previously identified since JARID2 gene expression and RNAPII binding on JARID2 are positively correlated with CTR9 levels (9,10). One exception of PRC2.1 accessory genes is PHF19 (PCL3), as we observed Flag-CTR9 binding near PHF19 (Supplementary Figure S6B and S6C), yet the PHF19 mRNA is not regulated by CTR9 levels (Supplementary Figure S6A). Previous studies showed that PHF19-associated PRC2.1 is at least 10-fold less abundant as compared with MTF2-containing PRC2.1 in most cell types (41,42). The reason for having Flag-CTR9 ChIP-Rx signal near PHF19, whereas mRNA levels are not regulated by CTR9, is unclear. Nonetheless, based on the combined data from Flag-CTR9 ChIP-Rx and RT-qPCR, we concluded that the PRC2.2 subunits are direct targets of CTR9, while genes encoding PRC2.1 accessory subunits are unlikely to be direct targets of CTR9. Interestingly, several studies have also reported the upregulation of PRC2.1 subunits in response to the loss of PRC2.2 subunits (23,40,43–45). However, the molecular mechanism underlying compensation of PRC2.1 in response to loss of PRC2.2 remains unknown.

These data collectively support the model that CTR9 loss triggers the abundance changes of PRC2 facultative subunits by directly decreasing the mRNA levels of PRC2.2 subunits (JARID2/AEBP2), leading to a switch from the less active PRC2.2 to more active PRC2.1, which facilitates the propagation of H3K27me3 repressive domains.

PRC2 subtype switching partially phenocopies the genome-wide increase of H3K27me3 caused by CTR9 knockdown but does not affect cell growth or transcription

To examine if switching of PRC2 subtypes phenocopies the genome-wide increase of H3K27me3 caused by knocking down CTR9, we knocked down PRC2.2 or overexpressed PRC2.1 using a lentiviral based duo-target shRNAs delivery system (46,47) and a polycistronic overexpression (OE) system (48) in MCF7 cells (Supplementary Figure S7A). After two rounds of lentiviral infection, two PRC2.2 subunits—JARID2 and AEBP2 could be simultaneously knocked down in shPRC2.2 cells (group 2). Group 3 represents PRC2.1-OE cells simultaneously overexpressing two PRC2.1 subunits—Flag-tagged MTF2 and HA-tagged EPOP. As a control, we used the same strategy to knockdown CTR9 by expressing two validated shRNAs cistronically (group 4). All groups express eGFP to normalize for infection efficacy. Western blot results confirmed the successful knockdown of JARID2 and AEBP2 in shPRC2.2 (group 2) as well as overexpression of Flag-MTF2 and HA-EPOP in PRC2.1-OE (group 3) in total lysates and chromatin extracts. Notably, like shCTR9 (group 4 in Figure 6A), knocking down PRC2.2 subunits led to increased expression of MTF2 and EPOP, two PRC2.1 specific subunits. On the contrary, PRC2.1 subunit overexpression resulted in a modest decrease of JARID2 and AEBP2, two PRC2.2-specific subunits. The expression of PRC2 subtype-specific subunits
Figure 6. PRC2 subtype switching results in a less robust increase in H3K27me3 compared to CTR9 depletion. (A) Western blot analyses of PRC2 core subunits (i.e., EZH2, SUZ12, EED and RbAp48) and facultative subunits (HA)-EPOP/ (3xFlag)-MTF2 for PRC2.1 and JARID2/AEBP2 for PRC2.2 in total lysates and chromatin fractions of MCF7 cells. The four engineered cell lines are Control KD (1: shControl + eGFP), PRC2.2 KD (2: shPRC2.2 + cGFP), PRC2.1 overexpression (3: shControl + PRC2.1-OE) and CTR9 KD (4: shCTR9 + eGFP). HSP90 and histone H3 were used as loading controls for total lysates and chromatin extracts, respectively. (B) Representative images of immuno-fluorescence staining of PRC2.2-JARID2 (37), PRC2.1-MTF2 (cyan) and nuclei (blue) in cell lines in Figure 6A. eGFP (green) was served as a reporter control. 100× scale bar shown at the bottom right applies to all images. (C) Proliferation measured by four-day cell counting of cell lines in Supplementary Figure S7A. Data are represented as mean ± SD (n = 6). (D) Western blot analyses of indicated proteins in chromatin fractions of cell lines in Supplementary Figure S7A. H3 were used as loading controls. (E) Western blot analyses of H3K4me3, H3K36me3 and H3K27me1, 2, 3 levels in cell lines in Supplementary Figure S7A (top). Ponceau S staining of histones are shown in two-fold loading ratio (bottom). The band intensities of H3K4me3/H3K36me3/H3K27me3 were quantified using ImagePro after normalizing with H3 loading controls. (F) H3K27me3 levels measured by ELISA assays. Data were normalized to the respective total histone H3 levels and are represented as mean ± SD (n = 6). P-values were calculated using a two tailed t-test with Welch’s correction. (G) H3K27me3 (left) and SUZ12 (right) peak numbers (bar graph, left Y-axis) and percentage% (dot-plot, right Y-axis) of total H3K27me3 (left) or SUZ12 (right) peaks from each group that overlapped with H3K27me3 or SUZ12 peaks in shControl group. Peak numbers and percentage% of overlapping peaks are shown on the top of each bar. (H) Average profiles of Rx-normalized H3K27me3 (top) and SUZ12 (bottom) ChIP-seq signals at ±2.5 kb of TSS-TES regions of 11483 strong H3K27me3 peak genes identified in Supplementary Figure S2F in cell lines in Supplementary Figure S7A. (I) Representative genome-browser snapshot of the averaged H3K27me3 (top) and SUZ12 (bottom) ChIP-Rx signal (n = 2) in Control KD, PRC2.2 KD, PRC2.1 OE and CTR9 KD MCF7 cells. Each signal-track represents the mean of two biological replicates.
was visualized by immunofluorescence staining of JARID2 and MTF2 (Figure 6B). Neither PRC2.1 KD nor PRC2.1-OE appeared to affect MCF7 growth rate in culture (Figure 6C) or colony formation (Supplementary Figure S7B) as compared to the shControl group. This contrasts with the growth inhibitory effects induced by knocking down CTR9 (Figure 6C and Supplementary Figure S7B). We posit that the impaired cell growth caused by knocking down CTR9 is likely attributed to ablation of transcription, causing growth defects (9,10). Transcription factor II B (TFIIB), TATA-binding protein (TBP) and serine 5 phosphorylated C-terminal domain (CTD) of RNAPII (S5P) are all involved in the formation of the RNA polymerase II preinitiation complex (PIC), which is a prerequisite for transcription initiation (49–51). The serine 2 phosphorylated CTD of RNAPII (S2P), in combination with SPT5 phosphorylated CTD of RNAPII (S2P), in combination to a dramatic increase of H3K27me3, as well as a decrease of H3K4me3 and H3K36me3, two transcriptionally active histone marks, remain stable (Figure 6E). Stable CTR9 KD or PRC2.1-OE partialed rescue of H3K27me3 or SUZ12 peaks was observed in the inducible CTR9 KD system (Figure 2). The WB results were confirmed by an H3K27me3 ELISA assay (Figure 6F) and immunofluorescence staining (Supplementary Figure S7C). To investigate if PRC2 subtype switching alone can affect PRC2/H3K27me3 chromatin binding, as observed in CTR9 inducible KD cells, we performed ChIP-Rx using antibodies against H3K27me3 and SUZ12 (PRC2 core subunit) using the aforementioned cell lines. Quantification of peak numbers showed that H3K27me3 and SUZ12 peak numbers were higher in PRC2.2 KD and PRC2.1-OE cells as compared to the shControl group (1.2- to 1.3-fold), and the majority of peaks overlapped among these groups (>70%) (Figure 6F). A greater increase in H327me3 (~2-fold) and SUZ12 (>2-fold) peaks was detected in CTR9 stable KD cells, and around 50% of those H3K27me3 or SUZ12 peaks identified in CTR9 KD cells were not found in shControl cells (Figure 6G). To interrogate how PRC2 subtype switching affects the distribution of H3K27me3 and PRC2 on chromatin, we allocated the H3K27me3 and SUZ12 ChIP-Rx signals to 11483 putative H3K27me3 regulated genes identified in Supplementary Figure S2F. The results show that either PRC2.2 KD or PRC2.1-OE partially rescued H3K27me3 or SUZ12 ChIP-Rx signals on H3K27me3 peak genes as compared to CTR9 KD (Figure 6H and Supplementary Figure S7D). H3K27me3 and SUZ12 profiles of an example gene in shControl, shPRC2.2, PRC2.1-OE and shCTR9 cells are shown in Figure 6I. In summary, depleting CTR9 stalled transcription, affected cell growth and caused PRC2 subtype switching from PRC2.2 to PRC2.1. Manipulating the subtype of PRC2 (i.e. PRC2.2 KD or PRC2.1-OE) alone can partially phenocopy CTR9 KD, as seen through PRC2 and H3K27me3 chromatin profiling, but does not affect general transcription and cell growth.

**CTR9 depletion sensitizes breast cancer cells to PRC2 complex inhibitors**

High levels of EZH2 and H3K27me3 in ER-negative breast cancer patients predict poor overall survival, and EZH2 inhibitor GSK343 has been shown to elicit robust inhibition of ER-negative breast tumor growth in a preclinical model (54). The remarkable increase of total H3K27me3 levels upon depletion of CTR9 implies an addiction of cells to H3K27me3 for survival. If this were true, we expect that CTR9 knockdown cells would elicit higher sensitivity to EZH2 inhibitors than the parental cells. Cell viability was measured after treatment with UNC1999, a chemical inhibitor targeting both EZH2 and EZH1, and UNC2400, a structurally similar but inactive analog compound, to exclude the possibility of off-target effects (55). As expected, CTR9 KD MCF7 cells were more sensitive to UNC1999 than parental MCF7 cells, as shown by MTT assays. EZH2 KD MCF7 cells (shEZH2) were included as a negative control (Figure 7A), and, indeed, were insensitive to UNC1999. To exclude a drug-specific effect, we examined two additional mechanistically distinct PRC2 inhibitors, GSK343 and EED 226 (56,57). The results were similar to those of UNC1999 (Figure 7B). In addition to MTT assays, we counted EdU positive proliferating cells in the presence of DMSO, UNC1999 and UNC2400. The results confirmed that CTR9 KD MCF7 cells were more sensitive to EZH2 inhibitors than parental cells (Figure 7C). Collectively, our results demonstrate that depletion of CTR9 leads to increased sensitivity toward PRC2 inhibitors. Consistent with the partial rescue of CTR9 KD phenotypes (Figure 6) by PRC2 subtype switching, MCF7 cells with PRC2.2 KD or PRC2.1 overexpression showed a modest increase in sensitivity to UNC1999 as compared to CTR9 KD (Figure 7D). To investigate whether loss of CTR9 renders cells more sensitive to EZH2 inhibitors due to H3K27me3 addiction, we examined changes in H3K27me3 levels in response to increasing concentrations of UNC1999 in the presence or absence of CTR9 in Dox-inducible CTR9 KD cells (Figure 7E). Indeed, a more rapid loss of H3K27me3 was observed in CTR9 KD cells (+Dox) as compared to CTR9 expressing cells (-Dox) when treated with UNC1999, indicating that CTR9 KD cells become addicted to H3K27me3. The dose-dependent decrease of H3K27me3 levels in response to increasing concentrations of UNC1999 was validated by H3K27me3 ELISA (Figure 7F). Treatment with DMSO and UNC1999 negative paralog UNC2400 served as background and negative controls. The increased H3K27me3 levels and sensitivity to EZH2 inhibitors prompted us to investigate whether UNC1999 causes elevated apoptosis or necrosis upon CTR9 depletion. We performed flow cytometry analyses after labeling cells with propidium iodide (PI) and annexin V-FITC and the results showed that both apoptotic and necrotic cells were detected in CTR9 KD
Figure 7. Depletion of CTR9 sensitizes MCF7 cells to PRC2 inhibitors. (A) Cell viability measured by MTT assays after treating MCF7-shEZH2 or MCF7-tet-on-shCTR9 cells (Vehicle or Dox) with increasing doses of UNC1999. Data are represented as mean ± SD (n = 6). IC50 were calculated through non-linear regression against log(inhibitor) response model. (IC50: Vehicle = 4.6 ± 0.3 μM; +Dox = 1.0 ± 0.1 μM). (B) Cell viability measured by MTT assays after treating MCF7-shEZH2 or MCF7-tet-on-shCTR9 cells (Vehicle or Dox) with increasing doses of GSK343 (left) or EED226 (right). Data are represented as mean ± SD (n = 6). (C) Quantification of % EdU positive cells from control shRNA or shCTR9 (#3 and #5) MCF7 cells treated with DMSO, UNC1999 or UNC2400. Data are represented as mean ± SD (n = 3). The difference of % EdU positive cells between DMSO and each group of UNC1999 treatment were calculated and corresponding *P-value of Welch’s t-test were shown (*: P < 0.05; **: P < 0.01). (D) Cell viability measured by MTT assays after treating Control KD, PRC2.2 KD, PRC2.1 OE and CTR9 KD MCF7 cells with increasing doses of UNC1999. Data are represented as mean ± SD (n = 6). (E) Western blot analyses of H3K27me1,2,3 levels in MCF7-tet-on-shCTR9 cells (+Dox 0D or +Dox 7D) treated with increasing doses of UNC1999 or UNC2400, a negative paralog. Histone H3 was used as a loading control (top). (F) H3K27me3 levels measured by ELISA in MCF7-tet-on-shCTR9 cells (+Dox 0D or +Dox 7D) treated with increasing doses of UNC1999. Data were normalized to the respective total histone H3 levels and are represented as mean ± SD (n = 6). (G) Representative confocal images of 3D spheroids of shControl or shCTR9 expressing MCF7 cells after treatment with DMSO or increasing doses of UNC1999 for 24 h. UNC2400 (negative paralog) serves as a negative control. Nuclei (blue), live cells with ubiquitous esterase activity (green) and dead cells with impaired cell membrane were shown by immunofluorescence staining. 10× scale bar shown at the bottom right applies to all images. (H) Quantification of the cytotoxic response of shRNA or shCTR9 expressing MCF7 cells grown in 3D spheroids against UNC1999. The difference of live cells percentage and dead cells percentage were measured by fluorescence absorbance of calcein AM and EthD-1, respectively. Data are shown in mean ± SD; (n = 3) *P < 0.05; ** P < 0.01.
cells, but not in the shControl cells after 1–5 μM UNC1999 treatment for 3 days (Supplementary Figure S8A). When the concentration of UNC1999 increased to 12.5 μM, nearly all the CTR9 KD MCF7 cells became apoptotic or necrotic; however, ~30% of control KD cells remained viable (Supplementary Figure S8A). Next, we employed a duo-fluorescence based cell cytotoxicity kit to quantify the differential cytotoxic response between Control KD and CTR9 KD cells towards UNC1999, both in 2D monolayer (Supplementary Figure S8B) and in 3D tumor spheroids (Figure 7G). When treated with ascending concentrations of UNC1999 from 1 to 50 μM for 24 h, CTR9 KD MCF7 3D spheroids (shCTR9#3/shCTR9#5) elicited stronger cytotoxic response (more red cells and less green cells) than the control group (shControl). UNC2400 (50 μM) serves as a negative control, and no cytotoxic effect was detected (Figure 7G). Similar results were observed in 2D cultured cells (Supplementary Figure S8B). Differences in the percentage of live and dead cells in both 2D monolayer and 3D spheroids were quantified, respectively (Supplementary Figure S8C and Figure 7H). These results reinforced that CTR9 KD cells are more sensitive to EZH2 inhibitors. Collectively, our results suggest that CTR9 depletion causes cells to become addicted to H3K27me3, rendering them more sensitive to EZH2 inhibitors, as measured by inhibition of growth/proliferation, as well as induction of apoptosis and necrosis in MCF7 cells.

**DISCUSSION**

In this study, we reported that CTR9 governs the establishment of H3K27me3 repressive domains, beyond its well-characterized functions in transcriptional regulation and modulation of transcription-coupled histone modifications (i.e., H2Bub, H3K4me3, H3K36me3). This discovery provides an explanation for the discrepancy between the phenotypes observed in lower eukaryotes (i.e., yeast) and multicellular organisms when CTR9 is depleted. While CTR9 is not an essential gene in *S. cerevisiae* (58,59), CTR9 knock-out causes early embryonic lethality in higher eukaryotic organisms such as *Drosophila* (60), zebrafish (61) and mouse (62). The requirement of CTR9 in preimplantation development of mice resembles the phenotypes that result from lacking core PRC2 subunits SUZ12, EZH2 and EED (63). While PRC2 and H3K27me3 play crucial roles in establishing repressive chromatin regions, and safeguarding cell identity in multicellular organisms (12), neither PRC2 nor histone H3K27me3 exists in yeast. Our results indicate that while CTR9 maintains transcriptional control across species, controlling PRC2-repressive domains is a new function acquired over the course of evolution. We surmise that the embryonic lethality of CTR9-null metazoans is more likely attributed to deregulated H3K27me3 than the transcription inhibition per se.

CTR9 is not among the 148 PRC2 interaction partners that are enriched in EZH2 and SUZ12 immunoprecipitants in ESCs (64). Therefore, the significantly elevated levels and genome-wide distribution of H3K27me3 upon loss of CTR9 is unexpected, which implies that, despite no physical interaction, CTR9 is functionally related to PRC2. Given that CTR9 is the scaffold protein of PAFc which regulates multiple steps of transcription, and that the switch of PRC2 subtypes is accompanied by loss of CTR9, we envision that at least three mechanisms may collectively contribute to the establishment of H3K27me3 domains: inhibition of transcription, enhanced PRC2 recruitment and alteration of PRC2 activity.

First, inhibition of transcription alone has been shown to be sufficient for gain of H3K27me3 in the gene bodies (65,66). In mouse ESCs, transcriptional inhibition by RNAi inhibits 5,6-dichloro-1-beta-D-ribofurano-sylbenzimidazole riboside (DRB), and triptolide, induces genome-wide ectopic PRC2 recruitment (65). Hosogane et al. also reported that abrogation of transcription start sites by CRISPR/Cas9 induces accumulation of H3K27me3 in the gene bodies (66). Emerging evidence has shown that the active histone marks inhibit PRC2 activity in transcribed regions (67) and that both H3K4me3 and H3K36me2/3 are inhibitory to PRC2 activity (68,69). Because H3K4me3 and H3K36me3 are associated with actively transcribed genes, transcription inhibition by loss of CTR9 could result in H3K27me3 accumulation in gene bodies. Indeed, we have previously shown that RNAi binding, H3K4me3 and H3K36me3 are significantly decreased by knocking down CTR9 in MCF7 cells (9,10). In this study, we further confirmed a dramatic decrease in proteins involved in the preinitiation complex (RNAi-SSP, TFIIB and TBP), as well as in the active elongation complex (RNAi-SSP and SPT5/6) upon CTR9 KD (Supplementary Figure S9A and S9C). Concordantly, H3K4me3 and H3K36me3, two transcriptional active histone marks, were also decreased when CTR9 was depleted (Supplementary Figure S9B and S9C). On H3K27me3 responsive genes, reduction of H3K4me3 and H3K36me3 ChiP-Rx signals by Dox treatment in inducible CTR9 KD cells inversely correlated with gains of H3K27me3 (Supplementary Figure S10), supporting that ablation of transcription and eviction of active histone marks are prerequisites for H3K27me3 deposition in the gene proximal regions. Stable levels of H3K4me3 and H3K36me3, but increased levels of H3K27me3 in PRC2.2 KD and PRC2.1-OE cells indicate that inhibition of transcription by CTR9 depletion precedes PRC2 subtype switching. Our data support that CTR9 depletion blocked transcription, which is proceeded by PRC2 subtype switching from PRC2.2 to PRC2.1 to increase genome wide H3K27me3 levels and distribution.

Second, H3K27me3 levels are correlated with PRC2 duration on chromatin. PRC2 alone exhibits the lowest residency time on chromatin through a hit and run mechanism, but PRC2-chromatin association could be stabilized when complexed with JARID2 when forming PRC2.2 or stabilized by MTF2 in the PRC2.1 at an even greater level (22). As expected, our ChiP-Rx results showed that although >50% of genes harboring SUZ12/PRC2 binding sites overlap with those containing H3K27me3, some genes contain only H3K27me3 or SUZ12 (Supplementary Figure S3D). Those potent H3K27me3 responsive regions without an obvious increase of SUZ12/PRC2 binding could be due to the dissociation of SUZ12 after marking H3K27me3, the efficacy of ChiP-Rx using SUZ12, or corresponding to the distal spreading sites with attenuated PRC2 binding. Additional H3K27me3 and SUZ12 ChiP-Rx experiments
with the gradual decline of CTR9 expression will help distinguish the initiation or propagation of PRC2 association events.

Third, we envision that the PRC2 subtype switching is a major mechanism accounting for the global H3K27me3 increase. JARID2, a PRC2.2-specific subunit, contains a Jumonji-C domain, but it has no enzymatic activity of its own (70). A previous study showed that depletion of AEBP2 results in up-regulation of PALI1/2 (23), and conversion from JARID2-containing PRC2.2, to the MTF2-containing PRC2.1 complex (44). Interestingly, a recent study reported that chromatin occupancy of PRC2 and H3K27me3 increased dramatically when PRC2.1 was forced to form in human induced pluripotent stem cells (71). Moreover, JARID2 knockout in differentiated ESCs causes aberrant deposition of H3K27me3 in intergenic regions of the genome (72). This is analogous to the effects of loss of CTR9, where a decrease in JARID2 and AEBP2 levels is accompanied by an increase of H3K27me3 domains in the intergenic regions (Supplementary Figure S11), and concomitantly, PRC2 subtype switching from PRC2.2 to PRC2.1 (Figure 5). Knocking down PRC2.2 or overexpressing PRC2.1 can promote PRC2 binding and H3K27me3 expansion, although this effect is not as robust as knocking down CTR9 (Figure 6). Therefore, we reason that the loss of CTR9 resulted in a decrease of JARID2 and AEBP2 expression, leading to the formation of the more active PRC2.1 complex, and thus the elevated H3K27me3 levels. In support of this model, MTF2 and other PCL proteins have been shown to bind CpG-rich DNA, and knockout of MTF2 in mESCs leads to reduced SUZ12 binding at CpG islands and concomitant depletion of H3K27me3 (73). Our data infer a chromatin surveillance mechanism: In the presence of CTR9, the predominant form of PRC2 is PRC2.2 to maintain the basal levels of H3K27me3. When CTR9 is removed, PRC2.1 replaces PRC2.2 to effectively establish and expand the H3K27me3 repressive domains, including regions with stalled transcriptional machinery due to the loss of CTR9. Collectively, our studies reveal the complex mechanisms by which CTR9 demarcates PRC2-mediated H3K27me3 domains, and the previously unidentified interplay between transcriptional activation machinery and transcriptional repressive complexes. In our scenario, transcriptional blockade was introduced by depletion of CTR9, followed by increased H3K27me3 levels and expansion of H3K27me3 domains, which are likely results of enhanced recruitment of PRC2 to chromatin, as well as PRC2.2 to PRC2.1 switching. Although these findings were made in breast cancer cell lines, the general principal for the establishment of H3K27me3 domains governed by CTR9 is likely conserved in other biological systems (e.g., ESCs).

Mutations in subunits of PRC2 have been increasingly identified in multiple cancers, resulting in changes in the global levels, as well as the genome-wide distribution of H3K27me3 (24). These changes in cancer cells often confer context-dependent blocks to cellular differentiation and promote oncogenic signaling pathways. Either overexpression of EZH2 or inactivation of negative regulators of PRC2 augments the dependency of cancer cells on H3K27me3 and PRC2, indicating that PRC2 inhibition can augment the therapeutic vulnerability of cancer cells (74). For example, acute myeloid leukemia and multiple myeloma cell lines with KDM6A mutations are more sensitive to EZH2 inhibitors than KDM6A wild-type expressing lines (75,76). We found that either inducible or permanent CTR9 KD MCF7 cells elicit increased sensitivity to PRC2 inhibition, indicating that loss of CTR9 renders cells more addicted to H3K27me3 and PRC2. GSK126 and EPZ-6438, two EZH2 specific inhibitors, are under clinical investigation for treating lymphomas (25). In 2020, a first-in-class, orally bioavailable EZH2 inhibitor, tazemetostat, received accelerated approval by FDA, for treatment of epithelioid sarcoma. Furthermore, tazemetostat appears to be promising to treat patients with B-cell NHL and other solid tumors (77). Because depletion of EZH2 suppressed ER-negative tumor growth and metastasis in preclinical models (78), EZH2 has emerged as a potential therapeutic target for triple-negative breast cancer (TNBC). Our data that TNBC cell lines display higher levels of EZH2, H3K27me3 as well as PRC2.1-specific subunits (Supplementary Figure S12) support the application of PRC2 inhibitors in treating TNBC. In addition, depletion of CTR9 in ER-positive cells increase sensitivity of cells to PRC2 inhibition by nearly 10-fold, which suggests that EZH2 inhibitors may also be applicable to CTR9 low expressing, ER-positive breast cancer. We speculate that CTR9 levels, rather than ER status, is a predictive biomarker for PRC2 dependency in breast cancer cells. Since CTR9 depletion generates therapeutic vulnerability to pharmacological inhibition of PRC2, the CTR9 expression levels may be used as a biomarker for predicting PRC2 dependency and EZH2 inhibitor sensitivity in broad cancer types.

Our findings that CTR9 demarcates PRC2-mediated H3K27me3 levels and genomic distribution provide unique insights as to how transcriptionally active states are converted to repressive chromatin regions. CTR9 silencing results in the loss of imprinted genes during preimplantation development in mice (62), which may cause genome instability. Exon 9 deletion of CTR9 were recently discovered in Wilms tumors (8). Whether H3K27me3 is elevated in CTR9-mutated Wilms tumors, and whether CTR9-mutant expressing tumors are sensitive to EZH2 inhibitors, awaits investigation. The new function of CTR9 in regulating PRC2-repressive H3K27me3 domains opens new avenues for understanding the biological functions of CTR9 in development and broad cancer types, and for exploring the possibility of using CTR9 as a biomarker to select cancer patients who are responsive to epigenetic therapies targeting PRC2 complex.
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