AN ANALOGUE OF THE RADEMACHER FUNCTION FOR GENERALIZED DEDEKIND SUMS IN HIGHER DIMENSION
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Abstract. We consider generalized Dedekind sums in dimension $n$, for fixed $n$-tuple of natural numbers, defined as sum of products of values of periodic Bernoulli functions. This includes the higher dimensional Dedekind sums of Zagier and Apostol-Carlitz’ generalized Dedekind sums as well as the original Dedekind sums. These are realized as coefficients of Todd series of lattice cones and satisfy reciprocity law from the cocycle property of Todd series. Using iterated residue formula, we compute the coefficient of the decomposition of of the Todd series corresponding to a nonsingular decomposition of the lattice cone defining the Dedekind sums. We associate a Laurent polynomial which is added to generalized Dedekind sums of fixed index $i$ to make their denominators bounded. We give explicitly the denominator in terms of Bernoulli numbers. This generalizes the role played by the rational function given by the difference of the Rademacher function and the classical Dedekind sums. We associate an exponential sum to the generalized Dedekind sums using the integrality of the generalized Rademacher function. We show that this exponential sum has a nontrivial bound that is sufficient to fulfill Weyl's equidistribution criterion and thus the fractional part of the generalized Dedekind sums are equidistributed. As an example, for a 3 dimensional case and Zagier’s higher dimensional generalization of Dedekind sums, we compute the Laurent polynomials associated.
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1. Introduction

1.1. Dedekind sums and Rademacher’s $\phi$-function. Dedekind sums are rational numbers $s(a, c)$ defined for a pair of relatively prime integers $(a, c)$. It was introduced by R. Dedekind\(^{[11]}\) to describe modular transformation of his $\eta$-function:

$$
\eta(\tau) = e^{\frac{2i\pi}{12}} \prod_{n=1}^{\infty} (1 - e^{2\pi in\tau}), \quad \tau \in \mathbb{H}
$$

Its modular transform under the action of $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$ is given by

$$
\log \eta(A\tau) = \log \eta(\tau) + \frac{1}{4} \log \{- (c\tau + d)^2\} + \pi i \phi(A),
$$

where $\phi : \text{SL}_2(\mathbb{Z}) \to \mathbb{Q}$ is the Rademacher’s $\phi$-function

$$
\phi \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) = \begin{cases} 
\text{sign}(c) \cdot s(a, c) - \frac{1}{12} \frac{a+d}{c}, & \text{if } c \neq 0 \\
\frac{b}{d}, & \text{if } c = 0
\end{cases}
$$

The Dedekind sum $s(a, c)$ is defined by above formula.
Since $\eta(\tau)$ is the 24th root of the modular discriminant $\Delta(\tau)$ which is a cusp form of weight 12, it is easy to see that $\phi(A)$ is valued in $\frac{1}{12}\mathbb{Z}$. In other words, the Rademacher's $\phi$-function measures the failure of $\eta(\tau)$ being a modular form of weight $1/2$ and Dedekind sum is the transcendental part of the Rademacher's $\phi$-function.

$\eta(\tau)$ has many applications in diverse disciplines of mathematics such as mathematical physics, arithmetic, geometry and low dimensional topology (eg. [3], [19], [20], [24], [27], [31], [33]). Dedekind sums and Rademacher's $\phi$-function appear almost in the same way. Actually, many nontrivial properties of Dedekind sums are explained in terms of Rademacher's $\phi$-function.

It is our motivation that partial zeta values of totally real fields at nonpositive integers have expression involving Dedekind sums and their generalization. The partial zeta function of an ideal $b$ of a number field $K$ is defined as

$$\zeta(s, b) = \sum_{a \sim b} Na^{-s}, \quad \text{Re}(s) > 1$$

where $a$ runs over integral ideals equivalent to $b$. It is well-known that this function has a meromorphic continuation to entire complex plane admitting only a simple pole at $s = 1$. The partial zeta function of an ideal is invariant in the class. The sum of the partial zeta functions over the class group of a number field is the Dedekind zeta function.

For totally real fields, it is a celebrated theorem of Klingen-Siegel ([33]) that the values $\zeta(1-n, b)$ for an ideal $b$ of a totally real field $K$ is a rational. Let us first restrict our interest on real quadratic fields. An ideal $b$ can be chosen in its class in such a way that $b^{-1} = [1, \omega]$, where $\omega$ is reduced element in the sense of Gauss (i.e. $\omega > 1$ and $0 < \omega' < 1$. Here $\omega'$ denotes the conjugate of $\omega$). Equivalently, $\omega$ has purely periodic negative continued fraction expansion:

$$\omega = \left[ b_0, b_1, \ldots, b_{\ell-1} \right] := b_0 - \cfrac{1}{b_1 - \cfrac{1}{b_2 - \cfrac{1}{\cdots - \cfrac{1}{b_{\ell-1} - \frac{1}{\omega}}}}}$$

In [27], a theorem of C. Meyer tells integrality of the partial zeta values at $s = 0$. Namely,

$$\zeta(0, b) = \frac{1}{12} \sum_{i=0}^{\ell-1} (b_i - 3).$$
On the other hand, Siegel obtains another formula for partial zeta values in terms of Dedekind sums and their generalization. In particular, for $s = 0$ we have

$$\zeta(0, b) = s(a, c) - \frac{a + d}{12c}$$

where $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$ is the matrix representing the multiplication by the totally positive fundamental unit $\epsilon$ w.r.t. the basis $[1, \omega]$. Meyer's theorem is obtained directly by evaluating $s(a, c)$ using the reciprocity law of Dedekind sums. Since Dedekind sum is highly nonintegral, it is not apparent to deduce the integrality from Siegel's theorem unlike Meyer's. Actually, fractional part of Dedekind sums are equidistributed on the unit interval (cf. [23], [26], [38]).

However, if one notices that Siegel's theorem reads simply from (1)

$$\zeta(0, b) = -\phi \left( \begin{array}{cc} a & b \\ c & d \end{array} \right),$$

then the integrality follows trivially from that of the $\phi$-function.

1.2. Generalization of Dedekind sums in higher degree. Dedekind sums have generalization by taking periodic Bernoulli function $\tilde{B}_i(x)$ of higher degree instead of $((x)) = B_i(x)$. For $i, j \geq 1$ and $a, c$ relatively prime, we define

$$s_{ij}(a, c) := \sum_{k=0}^{c-1} \tilde{B}_i \left( \frac{k}{c} \right) \tilde{B}_j \left( \frac{ak}{c} \right).$$

These sums are introduced through works of Apostol and Carlitz in study of modular transformation of certain Lambert series (cf. [1], [8]). Clearly, these sums are rational. $i + j$ is called the weight of $s_{ij}(a, c)$. It is not difficult to see that these sums survive only if the weight is even (Prop 3.4. See also Cor. 4.2. of [23]).

For an ideal $b$ of a real quadratic field, Siegel gives an explicit formula of $\zeta(1 - n, b)$ for $n \in \mathbb{N}$ in terms of the higher degree generalization of Dedekind sums of weight $2n$ in [33]. Thus the rationality of $\zeta(1 - n, b)$ is achieved automatically from that of Dedekind sums. What about the integrality? Again the integrality is not clear at all from Siegel's formula. However there is still similar integrality result that the denominator of $\zeta(-n, b)$ is given independently of $b$ investigated through works of many authors (cf. [10], [13], [22], [17], [36], [41]).

For example, one can check directly the integrality from the following formula of Zagier ([41]):

$$\zeta(-n, b) = \sum_{k=1}^{r} \sum_{s=0}^{2n} d^{(k)}_{s,n} \left( \frac{B_{2n+2}}{2n + 2} \frac{B_{2n-s+1}}{2n + 2n - s + 1} - \frac{B_{s+1}}{s + 1} \frac{B_{2n-s+1}}{2n - s + 1} \right),$$
where \(d_{k,n}^{(k)}\) is a coefficient of certain power of certain quadratic form with integer coefficient determined by \(b\) and \(b_k\) is the \(k\)-th element of the continued fraction of \(\omega\).

This is done by nonsingular decomposition of Shintani cone of the ideal and by explicitly writing the generalized Dedekind sums. Later in this article, we emphasize that this is again the consequence of relating a higher degree analogue of the Rademacher’s \(\phi\)-function to generalized Dedekind sums. It is worth to note that the same reasoning explains the fractional part of \(R_{i+j}q^{i+j-2}a(c)\) is equidistributed for some integer \(R_{i+j}\) determined by the weight([23]).

1.3. **Cocycle property.** These explicit formulae are all involving the terms of continued fraction of a reduced element representing the ideal. The classical Dedekind sum and the Rademacher’s \(\phi\)-function can be recovered from the area cocycle or the signature cocycle(eg. [2], [24], [31]). These are cocycles defined for \(SL_2(\mathbb{Z})\) and a continued fraction can be taken as sequence of \(SL_2(\mathbb{Z})\) moves. A continued fraction is a particular nonsingular decomposition of a lattice cone in \(\Lambda = \mathbb{Z}^2\). A lattice cone corresponds to a 1-simplex in \(\mathbb{Z}^2\), whose 0-faces are primitive lattice vectors. So it is natural to reconstruct the reciprocity and other properties of classical and generalized Dedekind sums from the cocycle property over singular complex consisting of lattice cones in \(\mathbb{Z}^2\). Since the slope of a lattice vector corresponds to a cusp of \(\mathbb{H}\) the upper-half plane, one can consider these cocycles defined for modular symbols of Manin([25]) and Stevens([36]). Similar approaches are taken in papers by Solomon and Sczech thru diverse context([35], [31]). The singular cocycle is obtained by assigning Todd power series in 2 variables to a lattice cone. It is a 2-variable generalization of the classical Todd series which generate the Bernoulli numbers (up to sign):

\[
\text{Todd}(z) := \sum_{i=0}^{\infty} \frac{B_i}{i!} (-z)^i = \frac{z}{1 - e^{-z}}, \quad |z| < 2\pi.
\]

Replacing \(z\) with \(\partial_z\), one obtains a differential operator of infinite order which gives the Euler-Maclaurin summation formula. For lattice cones, Todd series is generalized to have several variables where the number corresponds to the rank of the lattice, in such a way to yield the Euler-Maclaurin formula for a lattice polytope in higher dimension in effort to count the number of geometric quantizations. The definition we follow appears in a paper by Brion and Vergne([7]). To be precise, we refer the
reader to Sec. 2. Then the following assignment is a \((n - 1)\)-cocycle:

\[
\sigma \mapsto S_\sigma = \frac{\text{Todd}_\sigma}{\prod_{i=1}^{n} \langle \sigma_i, (\cdot) \rangle} \circ \sigma^{-1}
\]

The cocycle condition is nothing but additivity w.r.t. barycentric decomposition of lattice cones (See [29]). For 2-dimensional cones, barycentric decomposition coincides with concatenation of two lattice cones sharing a ray.

The Todd series in 2 variables generates the Dedekind sums of higher degree as well as the classical ones. If \(\sigma\) is equivalent to the cone generated by \((1, 0)\) and \((p, q)\) by change of basis of \(\mathbb{Z}^2\) (indeed, any two dimensional lattice cone can be made so),

\[
\text{Todd}_\sigma(x, y) = \sum_{i,j \geq 0} \frac{t_{ij}(\sigma)}{i!j!} x^i y^j
\]

where

\[
t_{ij}(\sigma) = \begin{cases} 
(-q)^{i+j-1} (s_{ij}(p, q) + B_i B_j), & \text{if } i = 1 \text{ or } j = 1 \\
(-q)^{i+j-1} s_{ij}(p, q), & \text{otherwise.}
\end{cases}
\]

In this context, the classical reciprocity formula for swapping \(a\) and \(c\) is nothing but writing down the cocycle condition for the decomposition of the 1st quadrant as lattice cone generated by \((1, 0)\) and \((0, 1)\) into two by putting the lattice vector \((a, c)\).

1.4. Distribution of Dedekind sum. It is Rademacher who posed a question about distribution of Dedekind sums ([30]). In loc. cit., it is asked if the set \(\left\{ \left(\frac{a}{q}, s(p, q)\right) \in \mathbb{R}^2 \mid (p, q) = 1 \right\}\) is dense in \(\mathbb{R}^2\). The density result is proved by Hickerson ([18]). Much later, Vardi in [38] proves for any nonzero real \(\kappa\) the fractional part of \(\{\kappa \cdot s(a, c)\}\) are equidistributed on the unit interval \(I = [0, 1)\) in the sense of H. Weyl ([39]). In [26], Myerson shows that the fractional part of \(\{(\frac{a}{q}, s(p, q)) \in \mathbb{R}^2 \mid (p, q) = 1\}\) is equidistributed in \(I \times I\) using similar method as Vardi. They identify exponential sum of Dedekind sums with (generalized) Kloosterman sums, which has a sufficiently good bound of Weil type thanks to a work of Selberg ([32]). This fulfills the Weyl's criterion for equidistribution. In particular, for \(\kappa = 12\), it is easily done by the integrality of the Rademacher’s \(\phi\)-function. From

\[
\phi \left( \frac{a}{c} \right) = s(a, c) - \frac{a + d}{12c} \in \frac{1}{12} \mathbb{Z},
\]
we have identified the exponential sum of Dedekind sums with the Kloosterman sum:

\[
\sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp(2\pi i (12s(a,c))) = \sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp\left(\frac{2\pi i}{c} (a + a^{-1})\right).
\]

We emphasize that this has the same origin as the previously mentioned integrality result of the partial zeta values at \(s = 0\) of Meyer. Here \(\kappa = 12\) turns out to be the universal denominator of partial zeta values of ideals of real quadratic fields for \(s = -1\).

In a recent work of Jun-Lee (\[23\]), they extend the universal denominator to Dedekind sums generalized to higher degree. Namely, for even integer \(N = i + j\) the weight of generalized Dedekind sums, there exists a certain integer \(R_N\) determined by \(N\) such that

\[
\sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp\left(\frac{2\pi i}{c} (R_N c^{N-1} s_i(a,c))\right) = \sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp\left(2\pi i \frac{\alpha_N r_N}{5} \frac{N-1}{i} a^i + \frac{N-1}{j} a^j\right) \in \frac{1}{R_N} \mathbb{Z}.
\]

Here \(a'\) is a multiplicative inverse of \(a\) modulo \(c\). \(\alpha_N, r_N\) are integers given by \(N\). A representative of \(a'\) in \(\mathbb{Z}\) uniquely determines another integer \(b\) such that \(aa' - bc = 1\). One may take the formula (6) as definition of \(\phi_{ij}(A)\): “higher degree generalization of the Rademacher’s \(\phi\)-function” for \(A = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right) \in \text{SL}_2(\mathbb{Z})\). Again we have a formula analogous to (4) and can associate an exponential sum similar to the Kloosterman sum to higher degree Dedekind sums as follows:

\[
\sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp\left(2\pi i R_N c^{N-1} s(a,c)\right) = \sum_{a \in (\mathbb{Z}/c\mathbb{Z})^*} \exp\left(2\pi i \frac{\alpha_N r_N}{5} \frac{N-1}{i} a^i + \frac{N-1}{j} a^j\right) \in \frac{1}{R_N} \mathbb{Z}.
\]

Thanks to work of Denef and Loeser on the weight of the \(\ell\)-adic cohomology giving the exponential sum(\[14\]), this sort of exponential sum has good Weil bound. Again the equidistribution in \([0, 1)\) of the fractional part of \(R_N c^{N-1} s(a,c)\) turns out to be a consequence of the integrality as (6).

1.5. Higher dimensional generalization. In this paper we are interested in higher dimensional generalization of Dedekind sums as well as the higher degree generalization, aiming to study partial zeta values of totally real fields. We will investigate the relevant integrality as we see from the coefficients of Todd series in 2 variables. Recently, in [9], similar line of integrality is investigated by Charollois and Dasgupta: they show the integrality of \(\ell\)-smoothed version of higher dimensional
Dedekind sums on the way to showing that of \(\ell\)-smoothed partial zeta values at negative integers for totally real number fields.

Higher dimensional Dedekind sums arised first in topological situation. The following cotangent sum associated to a lattice vector \((p_1, \ldots, p_{n-1}, q)\) such that \((p_i, q) = 1\) for \(i = 1, 2, \ldots, n-1\):

\[
d(q; p_1, p_2, \ldots, p_{n-1}) = (-1)^{\frac{n}{2}} \sum_{k=1}^{q-1} \frac{\pi k}{q} \cot \frac{\pi p_1 k}{q} \cdots \cot \frac{\pi p_{n-1} k}{q}. \tag{8}
\]

appear as the defect of Hirzebruch’s signature formula for a manifold with a finite group action on it (cf. \([19], [4]\)).

This trigonometric sum is called higher dimensional Dedekind sum by Zagier (\([40]\)). For even \(n\), the rationality is obvious. Also this sum vanishes for \(n\) odd due to oddity of cotangent function. Their arithmetic properties especially the bound for denominators are studied in detail in loc. cit. If \(n = 2\), this sum is identified with the classical Dedekind sum here in the following way:

\[
d(q; p) = 4q \cdot s(p, q)
\]

Using the periodic Bernoulli function \(\tilde{B}_1(x) = ((x))\), we can relate cotangent sums to higher dimensional generalization of Dedekind sums as defined below:

\[
s_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) := \sum_{k_1, \ldots, k_{n-1} \in \mathbb{Z}/q \mathbb{Z}} \tilde{B}_{i_1} \left( \frac{k_1}{q} \right) \cdots \tilde{B}_{i_{n-1}} \left( \frac{k_{n-1}}{q} \right) \left( \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right) = \frac{(-1)^{\frac{n}{2}+1}}{2^n q} d(q; p_1, \ldots, p_{n-1}) \tag{9}
\]

The subscript \(1, 1, \ldots, 1\) will be justified soon below.

Replacing \(\tilde{B}_1(x)\) with \(\tilde{B}_i(x)\), we define its higher degree generalization. Generalized Dedekind sums in higher dimension are defined as follows:

**Definition 1.1.** Let \((i_1, \ldots, i_n) \in \mathbb{N}^n\) and \((p_1, \ldots, p_{n-1}, q) \in \mathbb{Z}^n\) such that \((p_i, q) = 1\) for every \(i\). The generalized Dedekind sum of \((p_1, \ldots, p_{n-1}, q)\) of index \((i_1, \ldots, i_n)\) is a rational number

\[
s_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) := \sum_{k_1, \ldots, k_{n-1} \in \mathbb{Z}/q \mathbb{Z}} \tilde{B}_{i_1} \left( \frac{k_1}{q} \right) \cdots \tilde{B}_{i_{n-1}} \left( \frac{k_{n-1}}{q} \right) \tilde{B}_{i_n} \left( \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right).
\]

These sums are recovered as coefficient of the Todd series of a lattice cone in higher dimension. For precise definition, we refer the reader
to §2. The lattice cone is given by \( e_1, \ldots, e_{n-1}, (p_1, \ldots, p_{n-1}, q) \). Let us denote by \( \text{Tod}_d(q;p_1,\ldots,p_{n-1})(x_1,\ldots,x_n) \) the corresponding Todd series:

\[
\text{Tod}_d(q;p_1,\ldots,p_{n-1})(x_1,\ldots,x_n) := \sum_{i_1,\ldots,i_n \in \mathbb{N}} t_{i_1,\ldots,i_n}(q;p_1,\ldots,p_{n-1}) x_1^{i_1} \cdots x_n^{i_n}
\]

Then

\[
t_{i_1,\ldots,i_n}(q;p_1,\ldots,p_{n-1}) = s_{i_1,\ldots,i_n}(q;p_1,\ldots,p_{n-1}), \quad \text{for } i_1,\ldots,i_n > 1.
\]

If some \( i_k = 1 \), this should be corrected by generalized Dedekind sums in lower dimension (see Thm 3.5). Again, their reciprocity law (e.g., [15, 40]) is a consequence of the cocycle property of the Todd series.

1.6. Main result. The main result in this paper is to find the fractional part of the generalized Dedekind sums in higher dimension so that we have analogue of the Rademacher’s function in full generality. We obtain a formula of the form of (6) relevant to \( s_{i_1,\ldots,i_n}(q;p_1,\ldots,p_{n-1}) \). As earlier, it is given as the difference of generalized Dedekind sum and a certain rational function. The difference turns out to have bounded denominator depending not on the argument but on the weight only as we see 12 from the classical Dedekind sums and the Rademacher’s \( \phi \)-function. We are going to compute explicit bound for the denominator of the difference for the generalized Dedekind sums of arbitrary index. Namely, the denominator \( d_N \) is given by the formula:

\[
d_N := \operatorname{lcm}_{m_1,\ldots,m_n \geq 0} \left\{ \text{denominator of } \prod_{i=1}^{n} B_{m_i}^{m_i - r_i + m_i N} \right\}
\]

Then \( d_N \) fits into our main theorem:

**Theorem 1.2.** Let \( (r_1, \ldots, r_n) \in \mathbb{N}^n \) and \( N = \sum_{i=1}^{n} r_i \). Let \( (q;p_1,\ldots,p_{n-1}) \in \mathbb{Z}^n \) satisfying \( (p_i,q) = 1 \) for \( i = 1,\ldots,n-1 \). Then there exists a constant \( d \) depending only on \( N \) (the weight) and \( n \) (the dimension) such that \( s_{r_1,\ldots,r_n}(q;p_1,p_2,\ldots,p_{n-1}) \) multiplied by \( dq^{N-n+1}/(r_1! \cdots r_n!) \) is an integer and we have

\[
dq^{N-n+1}/r_1! \cdots r_n! s_{r_1,\ldots,r_n}(q;p_1,\ldots,p_{n-1}) \equiv \sum_{m} (-d) \prod_{i=1}^{n} B_{m_i}^{m_i - r_i + m_i N} \prod_{i=1}^{n} p_i^{m_i - r_i} \mod q.
\]

Here the summation is over the set of \( n \)-tuples \( m = (m_1,\ldots,m_n) \) of non-negative even integers with \( \sum_{i=1}^{n} m_i = N \) such that at least one of its coordinates is zero. (We have put \( p_n = -1 \) for ease of notation and \( B_m \) denotes the \( m \)-th Bernoulli number.)
Basically, our method is pretty the same as in [23] beside some non-triviality arising in dealing with higher dimension. We identify the generalized Dedekind sums in higher dimension as coefficient of the Todd series of a lattice cone in a ‘normal form’ (See Sec 3). Then we make explicit computation of the Todd series for a nonsingular decomposition of the cone using its cocycle property. The normalized Todd series has poles along the hyperplanes generated by the facets. While we decompose the cone, the normalized Todd series written for the decomposition acquires new poles supported on the hyperplanes generated by inner facets of the decomposition. These poles are ‘removable singularities’ and will cancel themselves. The contribution of the inner cones to the generalized Dedekind sum is trivial by mod \(q\) reduction. Explicit value is obtained by computing the coefficient of the monomial of each normalized Todd series of the boundary cones of nonsingular decomposition. As we are dealing with higher dimension, unlike to 1-variable case, we don’t have well-defined notion of residue at a point. But in this case, we have to replace the point with Parshin point given by fixing the order of the coordinate hyperplanes (cf. [5, 28, 37]). The ‘iterated coefficient’ does not depend on this choice of Parshin point as the Todd series is meromorphic with poles along the coordinate hyperplanes. As we are taking the residue modulo \(q\), the validity of iterated residue for rational functions with general commutative ring coefficient need to be discussed in App. B. In this way, we will prove the main theorem.

As a corollary of the main theorem, we associate an exponential sum of certain Laurent polynomial to the generalized Dedekind sums in higher dimension. The main theorem is rephrased as

\[
\left\langle \frac{dq^{N-n}}{r_1! \cdots r_n!} s_{r_1, \ldots, r_n}(q; p_1, \ldots, p_{n-1}) \right\rangle = \left\langle \frac{1}{q} f_{r_1, \ldots, r_n}(p_1, \ldots, p_{n-1}) \right\rangle
\]

where \((t) = t - [t]\) and \(f_{r_1, \ldots, r_n}(p_1, \ldots, p_{n-1})\) is a Laurent polynomial in \(p_1, \ldots, p_{n-1}\) \((\text{mod } q)\).

This enables us to check the equidistribution of the left hand side by estimating the exponential sum of the right hand side. Again it is the dimension that makes the estimate nontrivial. We need to estimate the exponential sum of the Laurent polynomial obtained above, which we denote by \(K(f, q)\):

\[
K(f, q) = \sum_{p_1, \ldots, p_{n-1} \in (\mathbb{Z}/q\mathbb{Z})^n} \exp \left( \frac{2\pi i}{q} f(p_1, \ldots, p_{n-1}) \right).
\]

For \(n = 2\), when we find the Kloosterman sum and its generalizations, we could apply the purity theorem of Denef-Loeser ([14], see also [23]).
The crucial part of applying Denef-Loeser is the nondegeneracy of the Newton polytope at infinity associated to the Laurent polynomial, which turns out to be highly nontrivial condition to check in higher dimension. Nonetheless, we have a crude estimate that is far bigger than the best possible (Prop.6.4):

$$|K(f, p)| \leq C p^{(n-1)-\frac{1}{2}} \quad \text{for } p \text{ prime.}$$

This estimate relies on the condition (H) above Thm.6.2. By (H), the nondegeneracy condition is replaced with much milder one but checkable at a glance of the Newton polytope. Namely, the condition (H) is the nondegeneracy of $[14]$ in codimension 1 for certain variable. Fortunately, this bound turns out to be sufficient to fulfill the Weyl’s equidistribution criterion for generalized Dedekind sums in higher dimension (Thm.6.2):

$$\lim_{x \to \infty} \frac{1}{|I_n(x)|} \sum_{(p_1, \ldots, p_{n-1}, q) \in I_n(x)} \exp \left( \frac{2\pi ik}{q} f(p_1, \ldots, p_{n-1}) \right) = 0.$$  

Here, $I_n(x)$ is the set $\{(p_1, \ldots, p_{n-1}, q) \in \mathbb{N}^n | p_i < q, (p_i, q) = 1, q \leq x\}$.

As the Laurent polynomial $f_{r_1, \ldots, r_n}(p_1, \ldots, p_n)$ associated to

$$d q^{N-n} \frac{s_{r_1, \ldots, r_n}(q; p_1, \ldots, p_{n-1})}{r_1! \cdots r_n!}$$  

fulfils the condition (H), a priori, the equidistribution theorem (Thm.6.3) is obtained.

A particular case tells that the Zagier-Dedekind sums of (9), if nontrivial, after multiplication of some integer, are equidistributed in the unit interval when we take the fractional part.

This paper is composed as follows: The definition of Todd series of lattice cones and the formulation of Todd cocycle are given in §2. A precise relation between coefficients of Todd series and generalized Dedekind sums are given in §3, which will be used in the subsequent sections to deduce properties of latter inductively from those of former. The integrality of Todd coefficients and generalized Dedekind sums are shown in §4. A formula for reduction mod $q$ of generalized Dedekind sums is given in §5. In §6, we prove the equidistribution of fractional parts of generalized Dedekind sums by estimating the exponential sum of associated Laurent polynomial. Finally, in §7 we write explicitly the Laurent polynomials for two cases: a case of generalized Dedekind sums in 3-dimension and Dedekind-Zagier sums.
Notations

- $i! := (i_1)! (i_2)! \cdots (i_n)!$, $\bar{x}^i := x_1^{i_1} x_2^{i_2} \cdots x_n^{i_n}$ for $i = (i_1, i_2, \ldots, i_n) \in \mathbb{Z}_+^n$.
- $|i| := i_1 + i_2 + \cdots + i_n$, $\bar{1} := (1, 1, \ldots, 1)$.
- $(t) := t - \lfloor t \rfloor$, the fractional part of $t$.
- $I_n := \{(q; p_1, \ldots, p_{n-1}) \in \mathbb{Z}_+^n \mid p_1, \ldots, p_{n-1} < q$ relatively prime to $q\}.$
- $C(q; p_1, \ldots, p_{n-1})$: cone corresponding to $(q; p_1, \ldots, p_{n-1}) \in I_n$ (Ex2.1).
- $M_C, \Lambda_C, \Gamma_C, \chi_C, \rho_C$ for a lattice cone $C$ (§2.1).
- $s_{r_1, r_2, \ldots, r_n}(q; p_1, p_2, \ldots, p_{n-1})$: generalized Dedekind sum (Def1.1).
- $t_{r_1, r_2, \ldots, r_n}(q; p_1, p_2, \ldots, p_{n-1})$: Todd coefficient (Def3.2).
- Todd$_C(x_1, \ldots, x_n)$: Todd series of a cone $C \subset \mathbb{R}^n$ (Eq.(14)).
- Todd$^N_C(x_1, \ldots, x_n)$: the homogeneous part of total degree $N$ of the above.
- Todd$(x_1, \ldots, x_n)$, Todd$^N(x_1, \ldots, x_n)$: the above two objects corresponding to a nonsingular lattice cone (Eq.(15), (16)).
- $d_{n,n}$: the denominator of Todd$^N(x_1, \ldots, x_n)$ (Def3.3).
- $S_C(x_1, \ldots, x_n)$: normalized Todd series of a cone $C \subset \mathbb{R}^n$ (Def2.2).
- $S^N_C(x_1, \ldots, x_n)$: the homogeneous part of total degree $N - n$ of the above.
- $T(C)$, $S(C)$: functions given by (normalized) Todd series (Def2.3).
- $T^N(C)$, $S^N(C)$: their homogeneous part of total degree $N$ and $N - n$, respectively (Def2.3).
- $S^N_C$, $S^N_0(C)$: decomposition of $S^N(C)$ corresponding to a subdivision of $C$ (Eq. (22)).
- $(\_)_B$: Let $f$ is a rational function on a vector space $V$. For an ordered basis $B$ of $V$, $f_B$ denotes the rational function given in coordinates with respect to $B$.
- Bernoulli numbers $B_k$ are fixed by the generating function

$$B(z) = \frac{z}{e^z - 1} = \sum_{k=0}^\infty \frac{B_k}{k!} z^k.$$ 

- $B_i := B_{i_1} B_{i_2} \cdots B_{i_n}$ for $i = (i_1, i_2, \ldots, i_n) \in \mathbb{Z}_+^n$.
- Bernoulli polynomials are defined by the generating function

$$B(x)(z) := \frac{z e^{xz}}{e^z - 1} = \sum_{k=0}^\infty \frac{B_k(x)}{k!} z^k.$$  (13)

$B_k(x)$ is a polynomial of degree $k$ and $B_n(0) = B_n$. 


• The $k$-th periodic Bernoulli function $\widetilde{B}_k(t)$ for $k \geq 0$ is defined to be a function on $\mathbb{R}$ of period 1 by putting the values on $[0, 1)$ as

$$\widetilde{B}_k(t) = \begin{cases} B_k(t), & \text{for } t \in (0, 1) \\ B_k(0), & \text{for } t = 0 \text{ and } k > 1 \\ 0, & \text{for } k = 1 \text{ and } t = 0. \end{cases}$$

2. Todd series

2.1. Lattice cones. Consider the standard lattice $\mathbb{Z}^n$ in $\mathbb{R}^n$. We will introduce the notion of lattice cones with simplicial structure. A $m$-simplicial lattice cone is an ordered $m$-tuple $(v_1, v_2, \ldots, v_m)$ of primitive lattice vectors in $\mathbb{Z}^n$ such that the convex hull of $\{v_1, \ldots, v_m\}$ does not contain the origin. We denote the simplicial cone of $(v_1, v_2, \ldots, v_m)$ by $\text{Cone}(v_1, v_2, \ldots, v_m)$. Since we will deal only with lattice cones in this paper, we often abbreviate lattice cones to cones. Nonetheless, note that many of definitions below apply to general cones which are not necessarily lattice cones. The underlying topological space of $C = \text{Cone}(v_1, v_2, \ldots, v_m)$ is a closed subset of $\mathbb{R}^n$

$$|C| = \left| \text{Cone}(v_1, v_2, \ldots, v_m) \right| := \mathbb{R}_{\geq 0} v_1 + \ldots + \mathbb{R}_{\geq 0} v_m.$$

Note that $|C|$ is a manifold with corner and $|C|$ does not determine $C$. The $i$-th face of $C$ is the $(m-1)$-simplicial cone

$$C(i) := \text{Cone}(v_1, \ldots, \hat{v}_i, \ldots, v_m).$$

A $m$-dimensional cone $C$ is said to be degenerate (resp. nondegenerate) if $\dim C < m$ (resp. $\dim C = m$). If $m > n$, then a $m$-simplicial cone is necessarily degenerate by dimension reason. We have an obvious action of $g \in \text{GL}_n(\mathbb{Z})$ on the set of lattice cones, by $(v_1, \ldots, v_m) \mapsto (g v_1, \ldots, g v_m)$. Nondegeneracy is preserved under $\text{GL}_n(\mathbb{Z})$-action.

Let $C = \text{Cone}(v_1, v_2, \ldots, v_n)$ be a nondegenerate $n$-simplicial lattice cone. We define following objects corresponding to $C$.

- An $(n \times n)$ integral matrix $M_C = (v_1 | v_2 | \cdots | v_n)$ where we take $v_i$ as column vectors in $\mathbb{Z}^n$
- A sublattice $\Lambda_C = \sum_{i=1}^n \mathbb{Z}v_i$ of $\mathbb{Z}^n$ and the quotient group $\Gamma_C = \mathbb{Z}^n / \Lambda_C$
- An $n$-tuple of characters $(\chi_1^C, \ldots, \chi_n^C)$ on $\mathbb{Z}^n$ (or on $\Gamma_C$): $\chi_j^C(v) := \exp(2\pi i a_j)$ if $v = \sum_{j=1}^n a_j v_j$
The fundamental parallelepiped $P_C$ of the torus $\mathbb{R}^n/\Lambda_C$:

$$P_C := \left\{ \sum_{i=1}^{n} a_i v_i \mid a_i \in [0,1) \text{ for } i = 1, \ldots, n \right\}$$

In this notation, a simple cone is said to be \textit{nonsingular} if $|\det(M_C)| = 1$ or equivalently $\Lambda_C = \mathbb{Z}^n$. Note that nonsingularity is preserved and the characters $\chi_i^C$ of $C$ are invariant under $\text{GL}_n(\mathbb{Z})$-action. The orientation of $C$ is the sign of $\det(M_C)$.

If there appears only a single simple cone $C$, we will often abbreviate $M_C$, $\Lambda_C$, $\chi_i^C$ and $\Gamma_C$ to $M$, $\Lambda$, $\chi_i$ and $\Gamma$, respectively.

### 2.2. Chain complex of lattice cones.

Let $\mathcal{C}_k$ be the free abelian group of lattice cones generated by $k$-simplicial cones in $\mathbb{R}^n$. By a $k$-dimensional lattice cone, we mean an element of $\mathcal{C}_k$. The set of lattice cones make chain complex with obvious boundary operation. Namely, for a $(k+1)$-simplicial cone $C = \text{Cone}(v_1, \ldots, v_{m})$, its boundary is a $(m-1)$-dimensional cone

$$\partial C := \sum_{i=1}^{m} (-1)^{i+1} C(i).$$

The boundary operation extends to $\mathcal{C}_\bullet = \bigoplus_{m} \mathcal{C}_m$. Then $(\mathcal{C}_\bullet, \partial)$ is a chain complex:

$$\cdots \to \mathcal{C}_{k+1} \xrightarrow{\partial} \mathcal{C}_k \xrightarrow{\partial} \mathcal{C}_{k-1} \xrightarrow{\partial} \cdots, \quad (\partial^2 = 0)$$

Let $A$ be an abelian group. As in a standard text in algebraic topology, by a $k$-cocycle of simplicial cones with values in $A$, we mean an additive functional $\Phi : \mathcal{C}_k \to A$, which vanishes on boundaries (i.e. $\Phi|_{\partial(\mathcal{C}_{k+1})} = 0$).

A subdivision of a $k$-simplicial cone $C$ by a primitive lattice vector $v$ means the following $k$-chain:

$$\text{sbdiv}(C, v) := C + (-1)^k \partial(C, v)$$

Here $(C, v)$ means a $(k+1)$-simplicial lattice cone generated by the basis of $C$ and $v$. Thus $\Phi$ being a cocycle is equivalent to saying that

$$\Phi(C) = \Phi(\text{sbdiv}(C, v)).$$

It is well known that a nondegenerate $n$-simplicial lattice cone $C$ admits a subdivision into sum of nonsingular lattice cones. In other words, applying the above procedure consecutively, we can express $C$ in $\mathcal{C}_n$ as a linear combination of nonsingular cones modulo $\partial(\mathcal{C}_{n+1})$. We remark that this notion is more general than the usual set theoretic subdivision. A standard procedure to obtain such a (set theoretic) subdivision is explained in [16]: If $C$ is singular (i.e. if $|\det(M_C)| > 1$), then the fundamental parallelepiped $P_C$ contains a nonzero (primitive) lattice vector.
Subdividing $C$ using this vector, we obtain cones with smaller determinants. We repeat this until individual cones have smallest possible size.

### 2.3. Dual cones.

For a nondegenerate lattice cone $C = \text{Cone}(v_1, \ldots, v_n)$ in $\mathbb{R}^n$, let us define its dual lattice cone $\hat{C} = \text{Cone}(u_1, \ldots, u_n)$ lying in $\text{Hom}(\mathbb{R}^n, \mathbb{R}) \cong \mathbb{R}^n$. Geometrically, $u_i$ is given as the primitive inward normal vector to the $i$-th face $C(i) = \text{Cone}(v_1, \ldots, \hat{v}_i, \ldots, v_n)$. We will write the dual vectors $u_i$ as row vectors in $\mathbb{Z}^n$, and similarly we define the matrix $M_{\hat{C}}$ of $\hat{C}$ as the $(n \times n)$-matrix whose $i$-th row is $u_i$. It can be written as a product of a diagonal matrix with positive diagonal entries and $M_{\hat{C}}^{-1}$.

**Example 2.1.** Let $(q; p_1, p_2, \cdots, p_{n-1}) \in I_n$. To identify the generalized Dedekind sums, we need to consider the cone $C = \text{Cone}(v_1, v_2, \ldots, v_n)$ with $v_i = e_i$ for $i = 1, \ldots, n-1$ and $v_n = (p_1, p_2, \ldots, p_{n-1}, q)$ where $e_i$ is the $i$-th standard unit vector in $\mathbb{R}^n$. To fix notations for later use, let us denote this cone by $C(q; p_1, p_2, \cdots, p_{n-1})$. Note that $v_i$ are primitive and the generators of the dual cone $\hat{C} = \text{Cone}(u_1, \ldots, u_n)$ are

$$ u_1 = (q, 0, 0, \ldots, 0, -p_1) $$
$$ u_2 = (0, q, 0, \ldots, 0, -p_2) $$
$$ \vdots $$
$$ u_{n-1} = (0, 0, 0, \ldots, q, -p_{n-1}) $$
$$ u_n = (0, 0, 0, \ldots, 0, 1). $$

### 2.4. Todd series.

Let $C = \text{Cone}(v_1, v_2, \ldots, v_n)$ be a nondegenerate lattice cone in $\mathbb{R}^n$. Define the **Todd series** of $C$ as

$$ \text{Todd}_C(x_1, \ldots, x_n) := \sum_{\gamma \in \Gamma_C} \prod_{i=1}^n \frac{x_i}{1 - \chi_i^C(\gamma)e^{-x_i}}. \tag{14} $$

Then $\text{Todd}_C(x_1, \ldots, x_n)$ is holomorphic at a neighborhood of 0 in $\mathbb{C}^n$. The variables $x_1, \cdots, x_n$ in (14) should be viewed as coordinates with respect to $\{v_1, \cdots, v_n\}$ (See §2.5 below). For a degenerate cone $C$, $\text{Todd}_C(x_1, \ldots, x_n)$ is set to be 0.

The Todd series is invariant under $\text{GL}_n(\mathbb{Z})$-action on cones due to the invariance of the characters of the cone. In particular, the Todd series of nonsingular lattice cones in $\mathbb{R}^n$ are all equal to the **Todd power series in $n$ variables**:

$$ \text{Todd}(x_1, x_2, \cdots, x_n) = \prod_{i=1}^n \frac{x_i}{1 - e^{-x_i}} = \sum_{r} (-1)^{|r|} \frac{B_r}{r!} x^r. \tag{15} $$
where the second summation is over \( \pi = (r_1, r_2, \cdots, r_n) \in \mathbb{Z}_{\geq 0}^n \) (See \( \text{N}OTATIONS \)).

Since the summation of the values of \( \chi_i^C \) has galois invariance, it is easy to see that the Taylor series of \( \text{Todd}_C \) has coefficients in \( \mathbb{Q} \).

\[
\text{Todd}_C(x_1, \ldots, x_n) = \sum_{\pi} \frac{\mathcal{S}_\pi(C)}{\pi!} \vec{x}^\pi
\]

with the summation over \( \pi = (r_1, r_2, \cdots, r_n) \in \mathbb{Z}_{\geq 0}^n \). In the following section, we will see that \( \mathcal{S}_\pi(C) \) is closely related to the higher dimensional generalized Dedekind sums.

For a nonnegative integer \( N \), let \( \text{Todd}_C^N(x_1, \cdots, x_n) \in \mathbb{Q}[x_1, \cdots, x_n] \) be the homogeneous part of the total degree \( N \) of \( \text{Todd}_C(x_1, \ldots, x_n) \). It is called the \( N \)-th \( \text{Todd polynomial} \) of \( C \). It is the partial sum over \( |\pi| = N \) of the above sum and is given by

\[
\text{Todd}_C^N(x_1, \cdots, x_n) = \frac{1}{N!} \frac{\partial^N}{\partial t^N} \text{Todd}_C(tx_1, tx_2, \cdots, tx_n) \bigg|_{t=0}.
\]

The homogeneous part \( \text{Todd}_C^N(x_1, \cdots, x_n) \) of total degree \( N \) of \( \text{Todd}(x_1, \cdots, x_n) \) is defined similarly. It is called the \( N \)-th \( \text{Todd polynomial in n variables} \).

(16) \[
\text{Todd}_C^N(x_1, x_2, \cdots, x_n) = (-1)^N \sum_{|\pi| = N} \frac{B_\pi}{\pi!} \vec{x}^\pi
\]

2.5. \( \text{Todd cocycle} \).

**Definition 2.2.** The normalized \( \text{Todd series} \) of an \( n \)-simplicial lattice cone \( C \) in \( \mathbb{R}^n \) is the meromorphic function around 0

\[
S_C(x_1, \ldots, x_n) := \frac{\text{Todd}_C(x_1, \ldots, x_n)}{(\det M_C)x_1x_2\cdots x_n} \quad \text{in } \mathbb{C}^n \text{ with poles along the coordinate hyperplanes}.
\]

For a nonnegative integer \( N \), let \( S_C^N(x_1, \cdots, x_n) \) be the homogeneous part of total degree \( N - n \). Of course, it is given by

\[
S_C^N(x_1, \ldots, x_n) = \text{Todd}_C^N(x_1, \ldots, x_n)/(\det M_C)x_1x_2\cdots x_n.
\]

To deal with \( \text{Todd series} \) for various cones in \( V = \mathbb{R}^n \) simultaneously, it is necessary to view \( T_C(x_1, \cdots, x_n) \) and \( S_C(x_1, \cdots, x_n) \) as functions on \( V \) (or on \( V \otimes \mathbb{C} \)) by taking variables \( x_1, x_2, \cdots, x_n \) in the above definition as coordinates on \( V \) with respect to the ordered basis \( \{v_1, v_2, \cdots, v_n\} \) if \( C = \text{Cone}(v_1, v_2, \cdots, v_n) \) is nondegenerate. Let us denote these functions by \( T(C) \) and \( S(C) \), respectively:
**Definition 2.3.** Let $C = \text{Cone}(v_1, v_2, \ldots, v_n)$ be an $n$-simplicial nondegenerate lattice cone in $V = \mathbb{R}^n$. Define meromorphic functions $T(C)$ and $S(C)$ on $V_C = V \otimes \mathbb{C}$ by

$$T(C) : x_1v_1 + \cdots + x_nv_n \mapsto \text{Todd}_C(x_1, \ldots, x_n)$$

$$S(C) : x_1v_1 + \cdots + x_nv_n \mapsto S_C(x_1, \ldots, x_n)$$

For a nonnegative integer $N$, the homogeneous polynomial $T^N(C)$ and the homogeneous rational function $S^N(C)$ on $V$ are defined similarly.

$$T^N(C) : x_1v_1 + \cdots + x_nv_n \mapsto \text{Todd}^N_C(x_1, \ldots, x_n)$$

$$S^N(C) : x_1v_1 + \cdots + x_nv_n \mapsto S^N_C(x_1, \ldots, x_n)$$

We remark that $S^N(C)$ can be obtained from $S(C)$ (in a coordinate-free way): for $v \in V$, $S^N(C)(v)$ is the coefficient of $t^{N-n}$ of the Laurent polynomial $S(C)(tv)$ in one variable $t$.

**Remark 2.4.** Let $y_1, y_2, \ldots, y_n$ be coordinates with respect to the standard basis of $V$. Then the function $S(C)$ is given by $S_C((y_1, \ldots, y_n)(M_C^{-1})^T) \in \mathbb{Q}((y_1, \ldots, y_n))$ in terms of these coordinates.

The following proposition, which we call “the cocycle property of Todd series”, is a restatement of [29, Thm.3] in frame of this article.

**Proposition 2.5** (Pommersheim). The association $\Phi : C \mapsto S(C)$ is an $n$-cocyle of simplicial lattice cones in $V = \mathbb{R}^n$ with values in the space of meromorphic functions on $V_C$.

**Corollary 2.6.** Let $N$ be a nonnegative integer. The association $\Phi : C \mapsto S^N(C)$ is an $n$-cocyle of simplicial lattice cones in $V = \mathbb{R}^n$ with values in the space of rational functions on $V_C$.

### 3. Dedekind sums and Todd coefficients

Let $(q; p_1, \ldots, p_{n-1}) \in I_n$ (See Notations). Consider the cone $C = C(q; p_1, \ldots, p_{n-1})$ and its dual lattice cone $\bar{C} = \text{Cone}(u_1, \ldots, u_n)$ as given in Example [2.1]. Recall the generators of $C$ are $v_i = e_i$ for $i = 1, \ldots, n-1$ and $v_n = (p_1, p_2, \ldots, p_{n-1}, q)$. In this case, we have $u_i = qv_i^*$ for $1 \leq i \leq n$ where $\{v_1^*, \ldots, v_n^*\}$ is the basis dual to $\{v_1, \ldots, v_n\}$ (i.e. $\langle v_i^*, v_j \rangle = \delta_{ij}$).

We would like to identify the coefficient of the Todd series of $C$ using generalized Dedekind sums. Expanding the denominators in (14), we have

$$\text{Todd}_C(x_1, \ldots, x_n) = x_1x_2 \cdots x_n \sum_{m \in \Gamma_C} \sum_{\ell_1, \ldots, \ell_n = 0}^{\infty} \chi_1(m)^{\ell_1} \cdots \chi_n(m)^{\ell_n} e^{-\ell_1x_1} \cdots e^{-\ell_nx_n}.$$
This series converges absolutely for totally positive \((x_1, \ldots, x_n)\), but can be continued analytically to a neighborhood of 0, since the Todd series itself is analytic at 0.

Notice that \(m \mapsto \chi_1(m)^{\ell_1} \cdots \chi_n(m)^{\ell_n}\) is again a character on \(\Gamma_C\). Let us denote this character by \(\chi_{\ell_1 \cdots \ell_n}\). As \(\chi_i(m) = \exp \left(2\pi i \langle m, \frac{u_i}{q} \rangle \right)\), we have

\[
\chi_{\ell_1 \cdots \ell_n}(m) = \exp \left(2\pi i \left\langle m, \sum_{i=1}^n \ell_i \frac{u_i}{q} \right\rangle \right).
\]

In the summation over \(m \in \Gamma_C\) in (17), we will use a common trick of exponential sums:

\[
\sum_{m \in \Gamma_C} \chi_{\ell_1, \ldots, \ell_n}(m) = \begin{cases} |\Gamma_C| = q, & \text{if } \chi_{\ell_1, \ldots, \ell_n} \text{ is trivial} \\ 0, & \text{otherwise} \end{cases}
\]

Note \(\chi_{\ell_1, \ldots, \ell_n}\) is trivial if and only if \(\sum_{i=1}^n \ell_i \frac{u_i}{q}\) is a lattice vector in \(\mathbb{Z}^n\). Since we have

\[
\left\{ \sum_{i=1}^n \ell_i \frac{u_i}{q} \mid \ell_i \in \mathbb{Z}_{\geq 0} \right\} = \frac{1}{q} \Lambda \subseteq |C^\vee| \cap \mathbb{Z}^n \supset \Lambda_c,
\]

by summing over \(m \in \Gamma_C\) first in (17), we may rewrite \(\text{Todd}_C\) as summation over the lattice points inside \(C^\vee\):

\[
(18) \quad \text{Todd}_C \left(x_1, x_2, \cdots, x_n\right) = q x_1 x_2 \cdots x_n \sum_{m \in |C^\vee| \cap \mathbb{Z}^n} e^{-\sum_{i=1}^n \langle m, u_i \rangle x_i},
\]

**Remark 3.1.** Similar argument shows that the above equation holds for any nondegenerate lattice cone \(C = \text{Cone}(v_1, \cdots, v_n)\) if we replace \(q\) in the equation by \(|\det M_C| = |\Gamma_C|\).

The right hand side of (18) is defined for \((x_1, \ldots, x_n) \in \mathbb{R}_{\geq 0}^n\) and is analytically continued to a neighborhood of 0. Any lattice point \(u \in |\check{C}| \cap \mathbb{Z}^n\) can be written uniquely as \(u = w + i_1 u_1 + \cdots + i_n u_n\) with \(w \in P_{\check{C}} \cap \mathbb{Z}^n\) and \(i_1, \cdots, i_n \in \mathbb{Z}_{\geq 0}\). The set of lattice points in the fundamental parallelepiped for \(\Lambda_{\check{C}}\) is given by

\[
P_{\check{C}} \cap \mathbb{Z}^n = \left\{ \sum_{i=1}^{n-1} \frac{k_i}{q} u_i + \left( \frac{p_1 k_1 + \cdots + p_{n-1} k_{n-1}}{q} \right) u_n \mid \text{for } k_i = 0, 1, \ldots, q - 1 \right\},
\]
and we can write the right hand side of (18) as

\[
q x_1 \cdots x_n \sum_{u \in \mathbb{P}^n} e^{-\sum_{i=1}^{n} (u_i x_i)} \sum_{i_1, \ldots, i_n = 0}^{\infty} e^{-i_1 q x_1} e^{-i_2 q x_2} \cdots e^{-i_n q x_n}
\]

\[
= q^{-n+1} \sum_{k_1, \ldots, k_n-1 = 0}^{q-1} \left( \frac{q x_1 e^{-k_1 q x_1}}{1 - e^{-q x_1}} \right) \left( \frac{q x_2 e^{-k_2 q x_2}}{1 - e^{-q x_2}} \right) \cdots \left( \frac{q x_n e^{-k_{n-1} q x_{n-1}}}{1 - e^{-q x_{n-1}}} \right) \left( q x_n \right)
\]

\[
= q^{-n+1} \sum_{k_1, \ldots, k_n-1 = 0}^{q-1} \mathbb{B} \left( \frac{k_1}{q} \right) (-q x_1) \mathbb{B} \left( \frac{k_2}{q} \right) (-q x_2) \cdots \mathbb{B} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right) (-q x_n)
\]

where \(\mathbb{B}(x)(z)\) denotes the generating function of Bernoulli polynomials given by (13). Expanding the above further using Bernoulli polynomials, we obtain another expression of the Todd series

\[
= q^{-n+1} \sum_{j \in \mathbb{Z}^n} \sum_{k_1, \ldots, k_{n-1} = 0}^{q-1} B_{j_1} \left( \frac{k_1}{q} \right) \cdots B_{j_{n-1}} \left( \frac{k_{n-1}}{q} \right) B_{j_n} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right) \mathbb{B} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right) (-q x_1)^{j_1} \cdots (-q x_n)^{j_n}
\]

\[
= \sum_{N=0}^{\infty} \sum_{|j| = N} \sum_{k_1, \ldots, k_{n-1} = 0}^{q-1} (-1)^N q^{N-n+1} \sum_{j \in \mathbb{Z}^n} \sum_{k_1, \ldots, k_{n-1} = 0}^{q-1} B_{j_1} \left( \frac{k_1}{q} \right) \cdots B_{j_{n-1}} \left( \frac{k_{n-1}}{q} \right) B_{j_n} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right) \mathbb{B} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right) x^j
\]

whose coefficients are very closed to the generalized Dedekind sums.

Here, \(j = (j_1, \ldots, j_n)\).

**Definition 3.2.** For \(j = (j_1, \ldots, j_n) \in \mathbb{Z}^n_{\geq 0}\) and \((q; p_1, \ldots, p_{n-1}) \in I_n\), we define the Todd coefficient by

\[
t_j(q; p_1, \ldots, p_{n-1}) = \sum_{k_1, k_2, \ldots, k_{n-1} = 0}^{q-1} B_{j_1} \left( \frac{k_1}{q} \right) \cdots B_{j_{n-1}} \left( \frac{k_{n-1}}{q} \right) B_{j_n} \left( \left\langle \frac{\sum_{i=1}^{n-1} p_i k_i}{q} \right\rangle \right).
\]

Thus the Todd series of \(C\) is written as

\[
\text{Todd}_C(x_1, \ldots, x_n) = \sum_{N=0}^{\infty} \sum_{|j| = N} (-1)^N q^{N-n+1} t_j(q; p_1, \ldots, p_{n-1}) x^j.
\]

Note that \(t_j(q; p_1, \ldots, p_{n-1})\) remains unchanged if we replace \(p_i\) by any number in the same congruence class modulo \(q\). Also we have the vanishing of Todd coefficients of odd weight in the next two propositions. These generalize Cor.4.2 in [23] to arbitrary dimension \(n\).

**Proposition 3.3.** If the total degree \(N = |j|\) is odd, then we have

\[
t_j(q; p_1, \ldots, p_{n-1}) = 0.
\]
Proof: The proof is similar to that of Cor.4.2 in [23]. We can write the function appearing in the definition (14) of Todd series as
\[ \frac{x}{1 - e^{-x}} = \frac{x}{2} + L^x(x) \]
where \( L^x(x) = \frac{1 + \lambda e^{-x}}{1 - \lambda e^{-x}}. \)

If \( \lambda \neq 1, \) then \( L^x(x) \) is not an even function. But since \( L^x(-x) = L^{x+1}(x), \) the sum \( \sum_{\gamma \in \Gamma_c} L^{x}(x) \) is even. So is the sum of products
\[ \sum_{\gamma \in \Gamma_c} L^{x}(x_1) \cdots L^{x}(x_k). \]
By expanding the product in (14), we see that the odd part of \( \text{Tod}_c \) is the sum of
\[ 2^{-k} x_1 x_2 \cdots x_k \times \sum_{\gamma \in \Gamma_c} L^{x}(x_{i_1+1}) \cdots L^{x}(x_{i_k}). \]
with \( k \) odd and \( \{i_1, \cdots, i_k\} \) a permutation of \( \{1, \cdots, n\} \). Notice that \( k \) is the number of \( x_i \)'s of multiplicity 1. Thus the odd part is supported on monomials \( x_1^{j_1} \cdots x_n^{j_n} \) with some \( j_k = 1. \) This finishes the proof.

Compared to \( t_{j_1, \cdots, j_n} \), the generalized Dedekind sums \( s_{j_1, \cdots, j_n} \) in Def[1.1] are defined using periodic Bernoulli functions \( \widetilde{B}_j(t) \) in place of Bernoulli polynomials \( B_j(t) \). Since \( \widetilde{B}_j(t) = B_j(t) \) on \([0, 1)\) if \( j > 1 \), we have
\[ s_{j_1, \cdots, j_n}(q; p_1, p_2, \cdots, p_{n-1}) = t_{j_1, \cdots, j_n}(q; p_1, p_2, \cdots, p_{n-1}) \text{ if } j_1, \cdots, j_n > 1. \]
Unlike Todd coefficients, all generalized Dedekind sums of odd total degree vanish.

**Proposition 3.4.** If the total degree \( N = j_1 + j_2 + \cdots + j_n \) is odd, then the generalized Dedekind sum \( s_{j_1, \cdots, j_n}(q; p_1, p_2, \cdots, p_{n-1}) \) vanishes.

Proof: We will use induction on \( n \). Cor.4.2 in [23] is the case when \( n = 2 \). In Def[1.1] \( s_{j_1, \cdots, j_n}(q; p_1, p_2, \cdots, p_{n-1}) \) is defined as a summation over the set \( K \) of \((n-1)\)-tuples of non-negative integers less than \( q \). For each \( I \subset \{1, \cdots, n-1\} \), let \( K(I) \) be the set of \((k_1, \cdots, k_{n-1}) \in K \) such that \( k_i = 0 \) for \( i \in I \) and \( k_i \neq 0 \) if \( i \notin I \). Then \( K \) is the disjoint union of \( K(I) \)'s. We claim that the partial sum (of the sum in Def[1.1]) over each \( K(I) \) vanishes.

The \( j \)-th periodic Bernoulli function \( \widetilde{B}_j(x) \) is even (odd, respectively) if \( j \) is even (odd, respectively). Hence in the summation over \( K(0) \), the terms corresponding to \((k_1, \cdots, k_{n-1}) \) and \((q - k_1, \cdots, q - k_{n-1}) \) cancel each other. Suppose \( I \neq 0 \). If there exist \( i \in I \) such that \( j_i \) is odd, then the summation over \( K(I) \) is zero simply because \( \widetilde{B}_{j_i}(0) = 0. \) Otherwise, i.e. if \( j_i \) is even for each \( i \in I \), then the summation over \( K(I) \) is a generalized Dedekind sum of odd total degree in fewer variables. Hence it vanishes by induction assumption. \( \Box \)
When \( j = 1 \), we still have \( \tilde{B}_1(t) = B_1(t) \) on \((0, 1)\) but \( \tilde{B}_1(0) = 0, B_1(0) = B_1 = -1/2 \). Hence \( t_{i_1, \ldots, i_n} \) and \( s_{i_1, \ldots, i_n} \) may be different if \( 1 \in \{i_1, \ldots, i_n\} \). A precise relation is given inductively as follows. Let \((i_1, i_2, \ldots, i_n) \in \mathbb{Z}_{>0}^n \) and \((q; p_1, \ldots, p_{n-1}) \in \mathbb{I}_n \). We set \( p_n = -1 \). (This convention will be also used in later sections. It makes statements, not proofs, of several theorems easier.) Let \( J = \{ j \mid i_j = 1 \} \). Given a nonempty subset \( T \) of \( J \), let \( \{j_1, \ldots, j_r\} = \{1, 2, \ldots, n\} \setminus T \) ordered so that \( j_1 < \cdots < j_r \). For each \( j_k \), choose an integer \( p^T_{j_k} \) such that \( p^T_{j_k} \equiv -p^{-1}_{j_k} \mod q \). (Hence if \( n \in \{1, \ldots, n\} \setminus T \), then we can and will set \( p^T_{j_k} = p_{j_k} \).

**Theorem 3.5.** With notations as in the above paragraph, we have

\[
s_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) = t_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) + \sum_{\emptyset \neq T \subset J} \left( \frac{1}{2} \right)^{|T|} t_{i_1, \ldots, i_r}(q; p^T_{j_1}, \ldots, p^T_{j_{r-1}}),
\]

\[
t_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) = s_{i_1, \ldots, i_n}(q; p_1, \ldots, p_{n-1}) + \sum_{\emptyset \neq T \subset J} \left( -\frac{1}{2} \right)^{|T|} s_{i_1, \ldots, i_r}(q; p^T_{j_1}, \ldots, p^T_{j_{r-1}}).
\]

The second summation is over nonempty subsets \( T \subset J \) with \(|T| \equiv N \mod 2\) where \( N = i_1 + \cdots + i_n \) is the total degree.

**Proof.** Apply \( \tilde{B}_j(x) = B_j(\{x\}) + \frac{1}{2} \delta_{1,j} \delta(\{x\}) \) to the definition of \( s_{i_1, \ldots, i_n} \).

We omit the details. The statement on the second summation follows from the last proposition. \( \square \)

**Remark 3.6.** It is convenient to define Todd coefficients and generalized Dedekind sums when \( n = 0, 1 \) as follows, so that the above equations in the theorem hold. When \( n = 1 \), we define \( t_j(q) = B_j(0) = B_j \) and \( s_j(q) = \tilde{B}_j(0) \) for \( j \geq 1 \). When \( n = 0 \), we define \( t = s = 1 \).

### 4. Integrality of generalized Dedekind sums

Let \( V \) be a \( n \)-dimensional vector space over \( \mathbb{R} \) and let \( S(V^+) \) and \( R(V^+) \) be the symmetric algebra of \( V^+ \) and its field of fractions, respectively. These are identified with the ring of polynomial functions and the field of rational functions on \( V \), respectively. If we choose an ordered basis \( B \) for \( V \), then they are identified with the sets of polynomials and rational functions in coordinates with respect to \( B \). When we need to specify the basis, we will denote by \( (\ )_B \). For example, if \( v^* \in V^* \) and \( B = \{w_1, \ldots, w_n\} \) is a basis for \( V \), then \((v^*)_B = \sum_{i=1}^n (v^*, w_i) x_i \in \mathbb{R}[x_1, \cdots, x_n] \).
Let $C = \text{Cone}(v_1, \cdots, v_n)$ be a lattice cone in $V$ w.r.t. a lattice associated to $V$. So $v_i$ are primitive lattice vectors in $V$. The functions $T^N(C) \in S(V^*)$ and $S^N(C) \in R(V^*)$ given in Def.2.3 can be written as

$$T^N(C) = \text{Todd}^N_C(v_1^*, v_2^*, \cdots, v_n^*)$$
$$S^N(C) = \frac{T^N(C)}{(\det M_C) v_1^* v_2^* \cdots v_n^*}$$

where $\{v_1^*, \cdots, v_n^*\}$ is the basis for $V^*$ dual to $\{v_1, \cdots, v_n\}$. For $v^* \in V^*$, we will denote the hyperplane $(v^*)^\perp = \{v : \langle v^*, v \rangle = 0\}$ in $V$ by $v^* = 0$ for simplicity.

Let $C = \text{Cone}(w_1, \cdots, w_n) \subset V$ be a simplicial lattice cone. The cone $C$ admits a subdivision $C = \bigcup_{D \in \mathcal{P}} D$ into nonsingular lattice cones, all of which are of the same orientation as $C$. (See §2.2.) Then we have by Cor.2.6

$$S^N(C) = \sum_{D \in \mathcal{P}} S^N(D). \tag{21}$$

In particular, the only possible singularities of this rational function are poles along the hyperplanes $w_j^* = 0$ ($1 \leq j \leq n$).

**Remark 4.1.** The individual rational functions in the right hand side of (21) have poles along hyperplanes generated by facets of $D \in \mathcal{P}$. (A facet is a face of codimension 1.) The second statement says that most of these poles cancel each other except the outermost ones. This fact can be proven without recourse to the cocycle property. Really, it is easy to prove the following.

Let $C$ and $D$ be two nonsingular lattice cones in $V$ having a common facet. Suppose $C$ and $D$ are of the same (resp. opposite) orientation if they are in the opposite (resp. same) sides of the hyperplane $H$ generated by the common facet. Then the rational function $S^N(C) + S^N(D)$ does not have a pole along $H$.

From now on, we suppose that any proper subset of $\{w_1, \cdots, w_n\}$ can be extended to a basis of $\mathbb{Z}^n$. Under this assumption, there exists a subdivision $\mathcal{P}$ (actually, one obtained by the above mentioned procedure in [16]) such that each facet of $C$ is contained in a unique $D \in \mathcal{P}$, i.e. facets of $C$ are not subdivided. Really, the fundamental parallelepiped of each facet of $C$ does not contain a non-zero lattice vector. For $1 \leq j \leq n$, let $D_j \in \mathcal{P}$ be the cone in the subdivision $\mathcal{P}$ that contains the $j$-th facet $C(j) = \text{Cone}(w_1, \cdots, \hat{w}_j, \cdots, w_n)$ of $C$. Thus we can divide the subdivision into two disjoint parts:

$$\mathcal{P} = \mathcal{D} \cup \mathcal{I}$$
where \( \mathcal{O} = \{D_1, \ldots, D_n\} \subset \mathcal{P} \) and \( \mathcal{J} = \mathcal{P} \setminus \mathcal{O} \). Namely, \( \mathcal{O} \) (resp. \( \mathcal{J} \)) is the set of outer (resp. inner) cones in \( \mathcal{P} \). According to this decomposition, we decompose the sum (21) into two parts:

\[
S^N(C) = S^N_{\text{inner}}(C) + S^N_{\text{outer}}(C),
\]

where \( S^N_{\text{inner}}(C) = \sum_{D \in \mathcal{O}} S^N(D) \) and \( S^N_{\text{outer}}(C) = \sum_{D \in \mathcal{J}} S^N(D) \).

**Proposition 4.2.** The only possible singularities of the rational function \( S^N_{\text{inner}}(C) \) are simple poles along the hyperplanes generated by facets of \( D \in \mathcal{O} \) except \( w^*_j = 0 \) (1 ≤ \( j \) ≤ \( n \)).

**Proof.** We have \( S^N_{\text{inner}}(C) = S^N(C) - S^N_{\text{outer}}(C) \) and the only possible singularities of \( S^N_{\text{outer}}(C) \) are poles along hyperplanes generated by facets of \( D \in \mathcal{O} \). It remains to show that if \( H \) is the hyperplane \( w^*_j = 0 \) generated by the \( j \)-th facet \( C(j) = \text{Cone}(w_1, \ldots, w_j, \ldots, w_n) \) of \( C \) for 1 ≤ \( j \) ≤ \( n \), then \( S^N_{\text{inner}}(C) \) does not have a pole along \( H \). Suppose otherwise. Then \( H \) must be generated by a facet \( F \) of some \( D \in \mathcal{J} \). Since \( D \) is in \( \mathcal{J} \), \( F \) is not a face of \( C \) and is shared by a unique \( D' \neq D \in \mathcal{P} \). This implies \( D' \) and \( D \) are in the opposite sides of \( H \), which is a contradiction. \( \square \)

**Definition 4.3.** Let \( d_{N,n} \) be the least common multiple of the denominators of coefficients of \( \text{Todd}^N(x_1, \ldots, x_n) \), the \( N \)-th Todd polynomial (16).

**Remark 4.4.** It is well known that the primes dividing the denominator of the \( k \)-th Bernoulli number (\( k \) even) are precisely those \( p \) such that \( p - 1 \) divides \( k \).

Let \( (q; p_1, \ldots, p_{n-1}) \in I_n \). Let \( E = \{e_1, \ldots, e_n\} \) be the standard basis of \( V = \mathbb{R}^n \) and let \( B = \{w_1, \ldots, w_n\} \subset \mathbb{Z}^n \) where \( w_1 = e_1, \ldots, w_{n-1} = e_{n-1}, w_n = (p_1, \ldots, p_{n-1}, q) \). Any subset of \( B \) can be extended to a basis of \( \mathbb{Z}^n \). Hence the cone \( C = \text{Cone}(w_1, \ldots, w_n) \) (which we have denoted by \( C(q; p_1, \ldots, p_{n-1}) \) in Ex[2.1]) admits a subdivision \( \mathcal{P} = \mathcal{J} \cup \mathcal{O} \) as described in the paragraph before the last proposition. The coordinates with respect to the basis \( B \) will be denoted by \( x_1, \ldots, x_n \). Hence \( (w^*_j)_B = x_j \) for 1 ≤ \( j \) ≤ \( n \). To keep the notations simple, we will omit \( (\ )_B \) and write \( w^*_j = x_j \) if it is clear from the context.

We have the following result on the integrality of its coefficients of \( \text{Todd}^N_c(x_1, \ldots, x_n) = T^N(C)_B \).

**Theorem 4.5.** For a nonnegative integer \( N \) and \( (q; p_1, \ldots, p_{n-1}) \in I_n \), let \( d = d_{N,n} \) and let \( C = C(q; p_1, \ldots, p_{n-1}) \). Then we have

\[
\text{Todd}^N_c(x_1, \ldots, x_n) = qx_1 \cdots x_n S^N(C)_B \in \frac{1}{d}\mathbb{Z}[x_1, x_2, \ldots, x_n].
\]
Proof: We keep the notations of this section. Recall that for $1 \leq j \leq n$, $D_j \in \mathcal{O}$ is the unique nonsingular lattice cone in the subdivision $\Psi$ of $C$ which has $C(j)$ as a facet. We order the generators of $D_j = \text{Cone}(v_1^{(j)}, \ldots, v_n^{(j)})$ such that $v_i^{(j)} = w_i$ for $i \neq j$. Since $D_j$ is a nonsingular lattice cone, $v_1^{(j)} \wedge \cdots \wedge v_n^{(j)} = \pm e_1 \wedge \cdots \wedge e_n$. The sign must be $+1$ since $w_1 \wedge \cdots \wedge w_n = qe_1 \wedge \cdots \wedge e_n$ with $q \geq 2$ and $w_j$ and $v_j^{(j)}$ are in the same side of the hyperplane generated by the facet $C(j)$. Let \( \{v_1^{(j)*}, \ldots, v_n^{(j)*}\} \) be the basis of $V^*$ dual to \( \{v_1^{(j)}, \ldots, v_n^{(j)}\} \). We claim that $v_j^{(j)*} = qw_j^*$. By definition, $(v_j^{(j)*}, w_i) = 0$ if $i \neq j$. Since $w_j = \sum_i v_i^{(j)}(v_i^{(j)*}, w_j)$, we have $w_1 \wedge \cdots \wedge w_n = (v_j^{(j)*}, w_j)v_1^{(j)} \wedge \cdots \wedge v_n^{(j)}$. So $(v_j^{(j)*}, w_j) = q$, in other words, $(v_j^{(j)*})_B = qx_j$ for $1 \leq j \leq n$.

If $D = \text{Cone}(v_1, \ldots, v_n)$ is a nonsingular lattice cone in $V = \mathbb{R}^n$, then both of the numerator and the denominator of $dS^N(D)_E = dT^N(D)_E/(v_1^* \cdots v_n^*)_E$ are integral polynomials. In coordinates w.r.t. \( \{v_1, \ldots, v_n\} \), it holds by definition, and then we change the variables to coordinates with respect to $E$. Since \( \{v_1, \ldots, v_n\} \) is a basis for $\mathbb{Z}^n$, $(v_j^*)_E$ ($1 \leq j \leq n$) are primitive (linear) polynomials hence are irreducible objects in the integral polynomial ring. The terms in the right hand side of

$$dS^N(C)_E = \sum_{D \in \Psi} dS^N(D)_E$$

are such rational functions. Since the integral polynomial ring is a UFD, if we factor out the right hand side of the above equation, only $(v_1^{(1)*} \cdots v_n^{(n)*})_E$ is left in the denominator by (21). In other words, $d(v_1^{(1)*} \cdots v_n^{(n)*})^N(C)_E$ is an integral polynomial. In coordinates with respect to $B$, we have

$$d(v_1^{(1)*} \cdots v_n^{(n)*})^N(C)_B = dq^n x_1 \cdots x_n S^N(C)_B \in \mathbb{Z}[x_1, \cdots, x_n].$$

Let $r_q : \mathbb{Z}[x_1, \cdots, x_n] \to \mathbb{Z}/q\mathbb{Z}[x_1, \cdots, x_n]$ be the the reduction modulo $q$ map and let $\mathcal{G} = \mathcal{G}_q \subset \mathbb{Z}[x_1, \cdots, x_n]$ be the inverse image of the set of non-zerodivisors in $\mathbb{Z}/q\mathbb{Z}[x_1, \cdots, x_n]$. (A non-zero integral polynomial belongs to $\mathcal{G}$ if and only if the greatest common divisor of its coefficients is relative prime to $q$.) The reduction modulo $q$ map can be extended to a homomorphism $r_q$ from $\mathcal{G}^{-1} \mathbb{Z}[x_1, \cdots, x_n]$ to the total quotient ring of $\mathbb{Z}/q\mathbb{Z}[x_1, \cdots, x_n]$.

We will prove $dq x_1 \cdots x_n S^N(C)_B \in \mathcal{G}^{-1} \mathbb{Z}[x_1, \cdots, x_n]$. This will complete the proof of the theorem since

$$\mathcal{G}^{-1} \mathbb{Z}[x_1, \cdots, x_n] \cap q^{-(n-1)} \mathbb{Z}[x_1, \cdots, x_n] = \mathbb{Z}[x_1, \cdots, x_n].$$
Exploiting the decomposition $S^N(C) = S^N_{inner}(C) + S^N_{outer}(C)$, we will show suitable multiplication of $S^N_{inner}(C)_B$ and $S^N_{outer}(C)_B$ belong to $\mathfrak{S}^{-1}\mathbb{Z}[x_1, \ldots, x_n]$, respectively.

First, we claim that

\begin{equation}
    dS^N_{inner}(C)_B \in \mathfrak{S}^{-1}\mathbb{Z}[x_1, \ldots, x_n].
\end{equation}

By Prop.4.2 and the same arguments as above, $dS^N_{inner}(C)_E$ can be written as a quotient of two integral polynomials with denominator $\prod_{k \neq j}(v^{(j)*}_k)_E$ where the product is over all pairs $1 \leq j, k \leq n$ with $k \neq j$. Changing the basis from $E$ to $B$, it is enough to show that $(v^{(j)*}_k)_B$ is a primitive polynomial for $k \neq j$. The coefficients of $(v^{(j)*}_k)_B = \sum_l (v^{(j)*}_k, w_l)x_l$ are the $k$-th row of the integral matrix $((v^{(j)*}_k, w_l))_{k,l}$ of determinant $q$. Since $v^{(j)*}_j = qw^*_j$, the $j$-th row of this matrix is a multiple of $q$. Hence other rows must be primitive. This last statement that $(v^{(j)*}_k)_B$ is primitive for $k \neq j$ also shows that

\begin{equation}
    d(v^{(j)*}_k S^N(D_j))_B = dq x_j S^N(D_j)_B \in \mathfrak{S}^{-1}\mathbb{Z}[x_1, \ldots, x_n]
\end{equation}

since $(v^{(j)*}_k)_B$’s are the polynomials appearing in the denominator of $dS^N(D_j)_B$. Therefore

$$
dq x_1 \cdots x_n S^N_{outer}(C) = dq x_1 \cdots x_n \sum_{j=1}^n S^N(D_j) \in \mathfrak{S}^{-1}\mathbb{Z}[x_1, \ldots, x_n].$$

\[\square\]

**Corollary 4.6.** For $\varepsilon = (r_1, r_2, \ldots, r_n) \in \mathbb{Z}^n$, let $N = |\varepsilon|$ and $d' = \frac{d_{N,n}}{\varepsilon!}$. Then $d'q^{N-n+1}t_\varepsilon(q; p_1, \ldots, p_{n-1})$ is an integer for any $(q; p_1, \ldots, p_{n-1}) \in I_n$.

**Proof.** We use induction on $n$. By the last theorem, $d'q^{N-n+1}t_\varepsilon$ is an integer. Since $2^kd_{N-k,n-k}$ divides $d_{N,n}$ for any integer $0 \leq k \leq n$, applying induction hypothesis to the second equation (multiplied by $d'q^{N-n+1}$) in Thm[3.5] completes the proof. \[\square\]

5. **Reduction mod $q$ of Generalized Dedekind Sums**

Let $C = \text{Cone}(w_1, \ldots, w_n)$ be the lattice cone in $V = \mathbb{R}^n$ generated by $w_1 = e_1, \ldots, w_{n-1} = e_{n-1}, w_n = (p_1, \ldots, p_{n-1}, q) \in \mathbb{Z}^n$ as in the paragraphs before Thm[4.5] and let $B = \{w_1, \ldots, w_n\}$.

Our next task is to consider the mod-$q$ reduction of the integral polynomial $d \text{Todd}^N_C(x_1, \ldots, x_n) = dq x_1 \cdots x_n S^N(C)_B$, where $d = d_{N,n} \in \mathbb{Z}$ is the constant given in Def[4.3]. We keep other notations of last section.
Recall that the reduction mod $q$ map can be extended to $\mathcal{S}^{-1}\mathbb{Z}[x_1, \ldots, x_n]$. Since $dS_i^N(C)_B$ is already in this subring (23), $d\sum x_1 \cdots x_n S_i^N(C)_B$ (mod $q$) vanishes and we have

$$d\sum x_1 \cdots x_n S_i^N(C)_B \equiv d\sum x_1 \cdots x_n S_i^N(D_j)_B \pmod{q},$$

where $D_1, \cdots, D_n$ are given in the paragraph before Prop[4.2]. Fix $1 \leq j \leq n$ and recall that the generators of $D_j = \text{Cone}(v_1^{(j)}, \ldots, v_n^{(j)})$ are ordered such that $v_i^{(j)} = w_i$ for $i \neq j$. Let $v_j^{(j)} = (b_1, \ldots, b_n)$. It was shown $v_j^{(j)*} = qw_j^*$ in the proof of Thm[4.5] and some calculation yields for $i \neq j$,

$$v_i^{(j)*} = \begin{cases} w_i^* + (b_np_i - b_qw_j^*) & \text{if } i \neq n, \\ w_i^* - b_nw_j^* & \text{if } i = n. \end{cases}$$

We have shown that $v_1^{(j)} \wedge \cdots \wedge v_j^{(j)} = e_1 \wedge \cdots \wedge e_n$ and this implies $b_q - b_n p_j = 1$ if $j \neq n$ and $b_n = 1$ if $j = n$. Hence we have $(v_j^{(j)*})_B = qx_j$ and for $i \neq j$,

$$(v_i^{(j)*})_B \equiv \begin{cases} x_i - p_ip_j^{-1}x_j \pmod{q} & \text{if } j \neq n \text{ and } i \neq n \\ x_i + p_j^{-1}x_j \pmod{q} & \text{if } j \neq n \text{ and } i = n \\ x_i + p_ix_j \pmod{q} & \text{if } j = n \end{cases}$$

It is convenient to put $p_n = -1$. Then the above equation can be written as

$$\left(v_i^{(j)*}\right)_B \equiv x_i - p_ip_j^{-1}x_j \pmod{q} \quad \text{for any } i \neq j.$$

Note the reduction mod $q$ of $(v_i^{(j)*})_B$ for $i \neq j$ does not depend on the lattice vector $v_j^{(j)}$. Let us write $t_\pi(C)$ for $t_{r_1, \cdots, r_n}(q; p_1, p_2, \ldots, p_{n-1})$ in Def[3.2]. Hence we have

$$\text{Todd}_C(x_1, \ldots, x_n) = \sum_{N=0}^\infty q x_1 \cdots x_n S_i^N(C)_B = \sum_{N=0}^\infty \sum_{\pi} (-1)^{q} q^{N-n+1} \frac{t_\pi(C)}{\pi!} x^\pi.$$

**Theorem 5.1.** For $(q; p_1, \ldots, p_{n-1}) \in \mathbb{I}_n$ and $\pi = (r_1, r_2, \cdots, r_n) \in \mathbb{Z}_+^n$, let $N = |\pi|$, $d = d_{N,n}$ and $C = C(q; p_1, \cdots, p_{n-1})$. Then $d q^{N-n+1} t_\pi(C)/\pi!$ is an integer and

$$\frac{d q^{N-n+1}}{\pi!} t_\pi(C) \equiv \sum_{m} (-d) B_{m} \frac{B_{m}}{m!} \prod_{i=1}^{n} \left( m_i - 1 \right) p_i^{m_i - r_i} \pmod{q}.$$
The summation is over the set of \( n \)-tuples \( \mathbf{m} = (m_1, \cdots, m_n) \in \mathbb{Z}_{\geq 0}^n \) with \( |\mathbf{m}| = N \) such that at least one of its coordinates is zero. (Recall we have put \( p_n = -1 \).)

**Remark 5.2.** Because of vanishing of some Bernoulli numbers and binomial coefficients, we can restrict the summation in the above statement over \( \mathbf{m} \) such that \( m_i \) is even if \( m_i > 1 \) and \( m_i \geq r_i \) if \( m_i \neq 0 \).

**Remark 5.3.** \( \frac{\partial B}{\partial \mathbf{m}} \) in (27) are integers by the definition of \( d \).

**Proof.** The first statement is proved in Thm 4.5. It remains to prove (27). Let \( \mathbf{r} = (r_1, r_2, \cdots, r_n) \in \mathbb{Z}_{\geq 1}^n \) and let \( N = |\mathbf{r}| = \sum r_i \). Let \( M_N \) be the set of \( \mathbf{m} \in \mathbb{Z}_{\geq 0}^n \) with \( |\mathbf{m}| = N \).

The left hand side of (27) is \((-1)^N\)-times the coefficient of \( \mathbf{x}^\mathbf{r} = x_1^{r_1} \cdots x_n^{r_n} \) in the power series expansion of

\[
d \text{Todd}^N_c(x_1, \ldots, x_n) = d q x_1 \cdots x_n S^N(C_B).
\]

It can be computed as the iterated constant term of

\[
d q x_1 \cdots x_n S^N(C_B)/(x_1^{r_1} \cdots x_n^{r_n})
\]

with respect to \( \mathfrak{A} = \{x_1, \ldots, x_n\} \) (c.f. App.B). In general, iterated constant term depends on the order of the hyperplanes in the flag. As \( d q x_1 \cdots x_n S^N(C)/(x_1^{r_1} \cdots x_n^{r_n}) \) is a Laurent polynomial in \( x_1, \cdots, x_n \), the iterated constant term is simply the constant term and the order in \( \mathfrak{A} \) does not matter. We calculate the iterated constant terms of rational functions (the Todd polynomials of cones appearing in the nonsingular decomposition) which are not Laurent polynomials in \( x_1, \cdots, x_n \), and the order of hyperplanes should be fixed once. However, before summing up, individual iterated constant term is dependent on the order.

We know that the homogeneous rational function \( dq x_1 \cdots x_n S^N(D_j)_B \) belongs to \( \mathcal{G}^{-1}\mathbb{Z}[x_1, \cdots, x_n] \) by (24). From (26) and (16), we see that for \( 1 \leq j \leq n \)

\[
d q x_1 x_2 \cdots x_n S^N(D_j)_B \equiv (-1)^N q x_1 x_2 \cdots x_n \times \\
\sum_{\mathbf{m} \in M_N} d \frac{B_{\mathbf{m}}}{\mathbf{m}!} \prod_{1 \leq i \leq n, \ i \neq j} (x_i - p_i p_j^{-1} x_j)^{m_i - 1} \cdot (q x_j)^{m_j - 1} \pmod{q}.
\]

We will apply this to (25). First, note that the term corresponding to \( \mathbf{m} = (m_1, \cdots, m_n) \) in the above summation belongs to \( \mathcal{G}^{-1}\mathbb{Z}[x_1, \cdots, x_n] \) if \( m_j \geq 1 \). When multiplied by \( q x_1 \cdots x_n \), it vanishes as a rational function with coefficient in \( \mathbb{Z}/q\mathbb{Z} \). Hence the above remains the same if we
restrict the summation over terms with \( m_j = 0 \):

\[
(28) \quad dq x_1 x_2 \cdots x_n S^N(D_j)_B \equiv (-1)^N x_1 \cdots \hat{x}_j \cdots x_n \times \sum_{m \in M^N} \frac{B_m}{m!} \prod_{1 \leq i \leq n, i \neq j} (x_i - p_j^{-1} x_j)^{m_i - 1} \pmod{q}
\]

So in view of (25) we have to calculate the iterated constant term with respect to \( \mathcal{A} \) of the right hand side of the following congruence equation \( \pmod{q} \):

\[
(29) \quad dq x_1 \cdots x_n S^N(C)_B \equiv \sum_{j=1}^n (-1)^N \sum_{m \in M^N} \frac{B_m}{m!} \prod_{1 \leq i \leq n, i \neq j} (x_i - p_i p_j^{-1} x_j)^{m_i - 1} \cdot \frac{1}{x_j^{r_j}}.
\]

Let \( F_j \) denote the \( j \)-th rational function in the summation of the right hand side of (29):

\[
F_j := \sum_{m \in M^N} \frac{B_m}{m!} \prod_{1 \leq i \leq n, i \neq j} \frac{(x_i - p_i p_j^{-1} x_j)^{m_i - 1}}{x_i^{r_i - 1}} \cdot \frac{1}{x_j^{r_j}}.
\]

We compute the iterated constant term of \( F_j \). For each \( m \in M^N \) with \( m_j = 0 \), we have

\[
(30) \quad \text{CT}_{x_{j+1}} \cdots \text{CT}_{x_n} \prod_{1 \leq i \leq n, i \neq j} \frac{(x_i - p_i p_j^{-1} x_j)^{m_i - 1}}{x_i^{r_i - 1}} \cdot \frac{1}{x_j^{r_j}} = \prod_{i=1}^{j-1} \frac{(x_i - p_i p_j^{-1} x_j)^{m_i - 1}}{x_i^{r_i - 1}} \cdot \prod_{i=j+1}^n \frac{(m_i - 1)}{r_i - 1} (-p_i p_j^{-1})^{m_i - r_i} \cdot \sum_{e \geq j} m_j - r_i.
\]

Here individual constant term is computed by obtaining the Laurent series of \( (x_i - p_i p_j^{-1} x_j)^{m_i - 1} \) w.r.t. \( x_i \) through binomial expansion. Now the constant term with respect to \( x_j \) of the above depends on the sign of \( e = \sum_{i \geq j} m_i - r_i \). If \( e > 0 \), then \( \text{CT}_{x_j} \) of (30) vanishes. If \( e \leq 0 \), then \( \text{CT}_{x_j} \)
of (30) is equal to

\[
(31) \quad \text{CT}_{x_j} \left( \prod_{i=1}^{j-1} \frac{(x_i - p_j^{-1}x_j)^{m_i-1}}{x_i^{r_i-1}} \right) \cdot \prod_{i=j+1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) (-p_j p_{j-1})^{m_i-r_i} x_j^{\sum_{i \geq j} m_i - r_i}
\]

\[
= \sum_{a_1, \ldots, a_{j-1}} \prod_{i=1}^{j-1} \left( \frac{m_i - 1}{a_i} \right) (-p_j p_{j-1})^{a_i} x_i^{m_i - r_i - a_i} \cdot \prod_{i=j+1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) (-p_j p_{j-1})^{m_i - r_i},
\]

where the summation is over non-negative integers \(a_1, \ldots, a_{j-1}\) with \(a_1 + \cdots + a_{j-1} = -e = \sum_{i \geq j} r_i - m_i\). Now it is direct to see that \(\text{CT}_{x_j} \circ \text{CT}_{x_{j-1}} \cdots\circ \text{CT}_{x_1}\) of (31) is supported at \(a_i = m_i - r_i\) for \(1 \leq i \leq j - 1\). This can be satisfied only if \(m_i \geq r_i\) for \(1 \leq i \leq j - 1\). A priori unless \(m_i > 0\) for \(1 \leq i \leq j - 1\), the iterated constant term vanishes. We will be in need of this later. Hence if \(m \in M^N\) is such that (a) \(\sum_{i \geq j} m_i - r_i \leq 0\) and (b) \(m_i \geq r_i\) for \(1 \leq i \leq j - 1\), then we have

\[
i\text{CT}_{x_1, x_2, \ldots, x_n} \prod_{1 \leq i \leq n, i \neq j} \frac{(x_i - p_j^{-1}x_j)^{m_i-1}}{x_i^{r_i-1}} \cdot \frac{1}{x_j^{r_j-1}} = \prod_{1 \leq i \leq n, i \neq j} \left( \frac{m_i - 1}{r_i - 1} \right) (-p_j p_{j-1})^{m_i - r_i}
\]

\[
= \prod_{1 \leq i \leq n, i \neq j} \left( \frac{m_i - 1}{r_i - 1} \right) p_i^{m_i - r_i} \cdot (-p_j p_{j-1})^{\sum_{i \neq j} m_i - r_i} = (-1) \prod_{i=1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) p_i^{m_i - r_i},
\]

where the last equality comes from \(\sum_{i \neq j} m_i - r_i = r_j - m_j\) and \(m_j = 0\). Note (b) implies (a) since \(\sum_{i=1}^{n} m_i - r_i = 0\). Taking the summation of above iterated constant terms, we have

\[
i\text{CT}_{x_1, x_2, \ldots, x_n}(F_j) = \sum_{m \in M_j} (-d) \frac{B_m}{m!} \prod_{i=1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) p_i^{m_i - r_i},
\]

where the summation is over the set \(M_j\) of \(n\)-tuples \(m = (m_1, \ldots, m_n)\) of non-negative integers such that \(|m| = N, m_j = 0\) and \(m_i \geq r_i\) for \(1 \leq i \leq j - 1\).

Notice that the sets \(M_1, \ldots, M_n\) are disjoint to each other since \(m = (m_1, \ldots, m_n)\) belongs to \(M_j\) iff \(m_j = 0\) and \(m_i > 0\) for \(i < j\). Since \(\cup_{j=1}^{n} M_j\) is seen to be the set over which the summation of (27) is taken, we see that the righthand side of (27) is given as

\[
\sum_{j=1}^{n} i\text{CT}_{x_1, x_2, \ldots, x_n}(F_j) = \sum_{m \in M} (-d) \frac{B_m}{m!} \prod_{i=1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) p_i^{m_i - r_i}.
\]
We have calculated the iterated constant terms of rational functions $F_j$ with coefficients in $\mathbb{Q}$. But these calculations are still valid if we view $F_j$ as rational functions with coefficients in $\mathbb{Z}/q\mathbb{Z}$. They are $\mathbb{A}$-admissible in the sense of App.~B. This implies that iterated constant terms with respect to $\mathbb{A}$ of both sides of (29) are congruents modulo $q$, which completes the proof. □

**Theorem 5.4.** For $x = (r_1, r_2, \cdots, r_n) \in \mathbb{Z}^n_{\geq 1}$, let $N = |x|$ and $d = d_{N,n}.$ Then for $(q; p_1, \cdots, p_{n-1}) \in I_n$ we have

$$ dq^{N-n+1} \prod_{j=1}^{n} s_x(q; p_1, \cdots, p_{n-1}) \in \mathbb{Z} $$

and

$$ dq^{N-n+1} \prod_{j=1}^{n} s_x(q; p_1, \cdots, p_{n-1}) \equiv \sum_{m} (-d) \frac{B_{m}}{m!} \prod_{i=1}^{n} \left( \frac{m_i - 1}{r_i - 1} \right) p_{r_i}^{m_i} \mod q. $$

The summation is over the set of $n$-tuples $m = (m_1, \cdots, m_n)$ of non-negative even integers with $|m| = N$ such that at least one of its coordinates is zero. (Recall we have put $p_n = -1$.)

**Remark 5.5.** As in Remark 5.2, we can restrict the summation in the above statement over $m$ such that $m_i \geq r_i$ if $m_i \neq 0$

**Proof.** The first statement is proven in Cor. 4.6. If $N$ is odd, both sides of (32) vanish by Prop 3.4. Hence we assume $N$ is even. As in the proof of the same proposition, we will use induction on $n$. Let $d' = d_{N,n}/x!$.

When $n = 1$ (so $N = r_1$), we have $s_{r_1}(q) = B_{r_1}$ by definition (Remark 3.6). In this case, (32) is $d_{N,1}qB_N/N! \equiv 0 \mod q$, which is obvious since $d_{N,1}B_N/N!$ is an integer by definition of $d_{N,1}$. The case when $n = 2$ is Thm. 1.1 in [23].

Let $M$ be the set of $m = (m_1, \cdots, m_n) \in \mathbb{Z}^n_{\geq 0}$ with $|m| = N$ such that at least one of its coordinates is zero and satisfies the conditions given in Remark 5.2. In particular, if the $i$-th coordinate of an $m \in M$ is odd, then $r_i = 1$ and $m_i = 1$.

Let $J = \{ 1 \leq j \leq n \mid r_j = 1 \}$. For $T \subset J$ with $|T|$ even, let $M(T)$ be the set of $(m_1, \cdots, m_n) \in M$ such that $m_i = 1$ for $j \in T$ and $m_j \neq 1$ (hence is even) if $j \not\in T$. Note that the summation in (32) is over $M(\emptyset)$ while the summation in (27) is over $M$.

If $|J| \leq 1$, then $s_x = t_x$ by Thm 3.5 and $M(\emptyset) = M$. Hence the above corollary is a restatement of the last theorem. In general, let $T$ be a nonempty subset of $J$ of even order $k$. Then we have by induction assumption that the partial sum over $M(T)$ of the sum in (27) is congruent to $B_1^k = (-1/2)^k$ times $d'q^{N-n+1}s_{j_1, \cdots, j_{n-k}}(q; p_{j_1}, \cdots, p_{j_{n-k-1}})$ modulo $q$. In
the notation of Thm\[3,5\] (so that \(\{j_1,\ldots,j_{n-k}\} = \{1,\ldots,n\} \setminus T\)). Since \(M\) is the disjoint union of \(M(\emptyset)\) and \(M(T)\)'s for \(T\) ranging over nonempty subsets of \(J\) of even order, we see from Thm\[5,1\] and the second equation (multiplied by \(d'q^{N-n+1}\)) in Thm\[3,5\] that \(d'q^{N-n+1}s_x(q; p_1, \ldots, p_{n-1})\) is congruent mod \(q\) to the partial sum over \(M(\emptyset)\), which proves \(32\). □

6. Equidistribution of generalized Dedekind sums and exponential sums

Given \(\pi = (r_1, \ldots, r_n) \in \mathbb{Z}^n_{>0}\), let \(N = |\pi|\). Let \(f_{\pi}(p_1, \ldots, p_{n-1})\) be the right hand side of \(32\) considered as a Laurent polynomial in \(p_1, \ldots, p_{n-1}\) with integral coefficients. For \((q; p_1, \ldots, p_{n-1}) \in I_n\), we have by Thm\[5,4\]

\[
\left(\frac{d_{N,n}q^{N-n}}{\pi!}s_\pi(q; p_1, \ldots, p_{n-1})\right) = \left(\frac{1}{q}f_{\pi}(p_1, \ldots, p_{n-1})\right)
\]

where \(\langle t \rangle = t - \lfloor t \rfloor \in [0,1)\) denotes the fractional part of \(t\) and in the right hand side we take \(p_i^{-1}\) to be an inverse modulo \(q\) (i.e. any integer such that \(p_i^{-1}p_i \equiv 1 \mod q\)).

The goal of this section is to show the equidistribution of this sequence of numbers for varying \((q; p_1, \ldots, p_{n-1})\) with fixed \(\pi\) following the line of \[23\]. Since these sums are multi-indexed, the classical definition of equidistribution of sequence of numbers in \([0,1)\) can not be applied directly. Instead, we take a variant of Weyl’s equidistribution criterion as our definition. For \(x \in \mathbb{R}_{>0}\), let \(I_n(x)\) be the set of \((q; p_1, \ldots, p_{n-1}) \in I_n\) with \(q < x\) (For definition of \(I_n\), see Notations). Again the limit of the average of the point mass weakly converges to the probability measure on \([0,1)\) which is the restriction of the standard Lebesgue measure.

**Definition 6.1** (Weyl’s equidistribution). Let \(A\) be a set of numbers \(a_{(q; p_1, \ldots, p_{n-1})}\) indexed by \((q; p_1, \ldots, p_{n-1}) \in I\). We say the set \(A\) is equidistributed in \([0,1)\) if for any nonzero integer \(k\), we have

\[
\lim_{x \to \infty} \frac{1}{|I_n(x)|} \sum_{(q; p_1, \ldots, p_{n-1}) \in I_n(x)} \exp\left(2\pi i k \cdot a_{(q; p_1, \ldots, p_{n-1})}\right) = 0.
\]

More generally, given any Laurent polynomial \(f(x_1, \ldots, x_{n-1})\) with integral coefficients, we may consider the fractional parts of \(f(p_1, \ldots, p_{n-1})/q\) as in the first paragraph of this section. We will prove that this set of numbers in \([0,1)\) is equidistributed in the above sense if \(f\) satisfies the condition (H) given below. For each \(i\), \(f\) can be written as \(f = \sum_{j} g_j(x_1, \ldots, \hat{x}_i, \ldots, x_{n-1})x_i^j\), a Laurent polynomial in \(x_i\) with coefficients in the ring of Laurent polynomials in other variables.

In the remaining section, we suppose that \(f\) satisfies the following:
There exists \( i \) such that when written as a Laurent polynomial in \( x_i \) as above, the coefficient of the highest degree (in \( x_i \)) term is a monomial in the other variables \( x_1, \ldots, \widehat{x_i}, \ldots, x_{n-1} \).

Note that the Laurent polynomial \( f_\varpi \) of (32), which gives the fractional part of generalized Dedekind sums \( s_\varpi \) satisfies this assumption: for each variable \( x_i \), the coefficient of the highest degree term \( x_i^{N-r_i} \) is a monomial.

**Proposition 6.2.** Let \( f(x_1, \ldots, x_{n-1}) \in \mathbb{Z}[x_1^\pm, x_2^\pm, \ldots, x_{n-1}^\pm] \) satisfying the assumption \((H)\). Then the fractional parts of \( f(p_1, \ldots, p_{n-1})/q \) are equidistributed in the sense of Def[6.1]: for any nonzero integer \( k \),

\[
\lim_{x \to \infty} \frac{1}{|I_n(x)|} \sum_{(q;p_1,\ldots,p_{n-1}) \in I_n(x)} \exp \left( \frac{2\pi i k}{q} f(p_1, \ldots, p_{n-1}) \right) = 0.
\]

**Theorem 6.3.** Let \( \varpi = (r_1, \ldots, r_n) \in \mathbb{Z}_{>0}^n \) and suppose \(|\varpi|\) is even. Then fractional parts of generalized Dedekind sums given as

\[
\frac{d_{N,n}q^{N-n}}{\varpi!} s_\varpi(q;p_1,\ldots,p_{n-1})
\]

are equidistributed in \([0, 1)\).

The proof consists of three steps. At each step, we estimate the following exponential sums for \( q \) a prime, a prime power and any composite number, respectively. Then this together with the estimation of the order of \( I_n(x) \) completes the proof.

For a positive integer \( q \), let \( K(f, q) \) be the following exponential sum, which is a partial sum of the above over \( n \)-tuples with given \( q \). (Replacing \( f \) by \( kf \), we may consider only the case when \( k = 1 \) in the theorem.)

\[
K(f, q) = \sum_{p_1,\ldots,p_{n-1}} e_q(f(p_1, \ldots, p_{n-1})),
\]

where the summations are over \((p_1, \ldots, p_{n-1}) \in \mathbb{Z}^{n-1} \) with \( 1 \leq p_j < q \) relatively prime to \( q \) (\( 1 \leq j \leq n-1 \)) and \( e_q(x) := \exp(2\pi i x/q) \).

**Proposition 6.4.** There exists a constant \( C_1 \) depending only on \( f \) such that we have for almost all prime \( q \) (hence for any prime \( q \) if we enlarge \( C_1 \)),

\[
|K(f, q)| \leq C_1 q^{(n-1) - \frac{1}{2}}.
\]

**Proof.** Note the trivial counting gives the estimate \( \leq q^{n-1} \). When \( f \) is a polynomial, this is Prop.3.8 in [12] with \( C_1 = \deg(f) - 1 \). But the same proof can be applied to Laurent polynomials with slight modification. Really, from (3.5.2) in loc.cit. with \( X_0 = \mathbb{P}^1 \), we obtain the desired
estimate when \( f \) is a Laurent polynomial in one variable: we can take 
\[ C_1 = v_0(f) + v_\infty(f) \]
where \( v_z(f) \) denotes the order of pole at \( z \) and we put \( v_z(f) = 0 \) if \( f \) is regular at \( z \). (Let us call this integer \( C_1 = C_1(f) \) the \textit{width} of the one variable Laurent polynomial \( f \).)

In general, suppose \( n - 1 \geq 2 \) and \( f \) satisfies (H) with \( i = 1 \). Then for generic \( q \), the reduction mod \( q \) of \( f(x_1, p_2, \cdots, p_{n-1}) \) is a nonconstant Laurent polynomial in \( x_1 \) for any \( p_2, \cdots, p_{n-1} \in (\mathbb{Z}/q\mathbb{Z})^* \). Clearly, the exponential sum of this one variable Laurent polynomial can be bounded by \( \sqrt{q} \) times a constant \( C_1 \) which depends only on \( f \). Hence we have

\[
|K(f, q)| \leq \sum_{p_2, \cdots, p_{n-1}} \left| \sum_{p_1} e_q(f(p_1, \cdots, p_{n-1})) \right| \leq C_1 q^{\frac{n-2}{2}} q^\frac{\nu}{2}.
\]

Next, we consider the case when \( q \) is a power of a prime \( p \).

**Proposition 6.5.** There exist a constant \( C_2 \) and integers \( d > 0, D \) depending only on \( f \) such that for any prime power \( q \) relatively prime to \( D \), we have

\[
|K(f, q)| \leq C_2 q^{(n-1)-\frac{1}{d}}.
\]

**Proof.** Let \( q = p^\alpha \) with \( p \) a prime. We assume \( \alpha \geq 2 \) since the other case is treated in the last proposition. As in the proof of it, we assume \( f \) satisfies (H) with \( i = 1 \). First, suppose \( \alpha = 2\beta \) is even. Then by applying Lemma 12.2 of [21] to the one variable Laurent polynomial \( f(x_1, p_2, \cdots, p_{n-1}) \), we have

\[
(35) \quad K(f, p^{2\beta}) = \sum_{p_2, \cdots, p_{n-1}} p^{\beta} \sum_{p_1} e_{p^{\beta}}(f(p_1, p_2, \cdots, p_{n-1})),
\]

where the first summation is over \( p_2, \cdots, p_{n-1} \in (\mathbb{Z}/q\mathbb{Z})^* \) and the second summation is over the set \( A_1 \) of \( p_1 \in (\mathbb{Z}/p^{\beta}\mathbb{Z})^* \) with \( \partial f(p_1, p_2, \cdots, p_{n-1}) \equiv 0 \) mod \( p^{\beta} \). (\( \partial_1 \) denotes the partial derivative w.r.t. the variable \( x_1 \).) Let \( d \) be the width with respect to \( x_1 \) of the Laurent polynomial \( \partial f(x_1, x_2, \cdots, x_{n-1}) \). (The width of a Laurent polynomial was defined in the proof of last proposition.) By Cor[12,2]in Appendix[A] we have

\[
|K(f, p^{2\beta})| \leq q^{n-2} p^\beta |A_1| \leq d q^{(n-2)} p^{2\beta-\frac{\beta}{\pi}} = dq^{(n-1)-\frac{1}{d}}.
\]

To apply the corollary, the coefficient \( D \) of the highest degree (with respect to \( x_1 \)) term in \( \partial_1 f(x_1, x_2, \cdots, x_{n-1}) \) should be relatively prime to \( p \). This excludes a finite number of primes dividing \( D \).
The case when \( q = p^{2\beta+1} \) with \( \beta \geq 1 \) can be treated similarly. We have by Lemma 12.3 of loc.cit. (with \( p \) denoting \((p_1, p_2, \cdots, p_{n-1})\)),
\[
K(f, p^{2\beta+1}) = \sum_{p_2, \cdots, p_{n-1}} p^{\beta} \sum_{p_1} e_{p^{2\beta+1}}(f(p)) G_p(p),
\]
where the first summation is over \( p_2, \cdots, p_{n-1} \in (\mathbb{Z}/q\mathbb{Z})^* \) and the second summation is over the same subset \( A_1 \) of \( (\mathbb{Z}/p^\beta \mathbb{Z})^* \) as above. And we have put
\[
G_p(p) = \sum_{y \in \mathbb{Z}/p\mathbb{Z}} e_{p} \left( d(p)y^2 + h(p)p^{-\beta}y \right)
\]
with \( d(p) = \partial_1^2 f(p)/2 \) and \( h(p) = \partial_1 f(p) \). Since \( |G_p(x)| \leq p \), we obtain
\[
|K(f, p^{2\beta+1})| \leq q^{n-2} p^{\beta+1} |A_1| \leq dq^{(n-2)} p^{2\beta+1 - \frac{\beta}{2}} \leq dq^{(n-1)} - \frac{1}{2} \beta
\]
since \( 3\beta \geq \alpha = 2\beta + 1 \). This completes the proof with \( C_2 = d \) when \( \alpha \geq 2 \).

Let us consider the case when \( q \) has several prime factors. We have the following effect of the Chinese remainder theorem for the exponential sums.

**Lemma 6.6.** Let \( f \) be an integer coefficient Laurent polynomial and \( q_1, q_2 > 1 \) be relatively prime integers. Then we have
\[
K(f, q_1 q_2) = K(f, q_1) K(f, q_2).
\]

**Proof.** This is an easy consequence of Fubini theorem. \( \square \)

From the lemma, the following proposition follows immediately.

**Proposition 6.7.** Let \( C_2, d \) and \( D \) be as in Prop.6.5 Then for any integer \( q > 1 \) relatively prime to \( D \)
\[
|K(f, q)| \leq (C_2)^{\omega(q)} q^{(n-1) - \frac{1}{\omega(q)}},
\]
where \( \omega(q) \) is the number of prime factors of \( q \).

Note that \( \omega(q) \) has a well-known estimate
\[
\omega(q) \sim \log \log q.
\]

For sufficiently large \( q \), we have that
\[
C_2^{\omega(q)} \leq C_2^c \log \log q \leq (\log q)^c \log C_2.
\]

Thus, we obtain that for any \( \epsilon > 0 \),
\[
C_2^{\omega(q)} \ll q^\epsilon.
\]

Therefore, we have the following bound:
**Proposition 6.8.** Let $d$ and $D$ be as in Prop.6.5 Then for any $\epsilon > 0$ and any integer $q > 1$ relatively prime to $D$, we have

$$|K(f, q)| \ll q^{(n-1)-\frac{1}{3d}+\epsilon}$$

For $x > 1$ let $\phi(x) := |\mathbb{Z}/[x]\mathbb{Z}^*|$ be the Euler's phi function.

**Proposition 6.9.** For any $\epsilon > 0$, we have

$$|I_n(x)| = \sum_{q < x} \phi(q)^{n-1} \gg x^{n-\epsilon}.$$  

**Proof.** It is known that for all but finitely many positive integers $q$,  

$$\phi(q) \geq \frac{q}{e^{\epsilon} \log \log q}.$$ 

Since for any $\epsilon > 0$, there is a positive number $C_\epsilon$ such that  

$$\log \log q \leq C_\epsilon q^\epsilon,$$ 

we have that

$$\sum_{q < x} \phi(q)^{n-1} \gg \sum_{q < x} \left(\frac{q}{e^{\epsilon} \log \log q}\right)^{n-1} \gg \sum_{q < x} q^{(1-\epsilon)(n-1)} \gg x^{n-\epsilon}.$$  

□

Now we come to the proof of Prop.6.2. This will be done by combining previous estimates.

**Proof of Prop.6.2.** To estimate $\sum_{0 < q < x} |K(f, q)|$, we need to extend the result of Prop.6.8 to arbitrary integer $q > 1$. For $D, d$ given as in Prop.6.5 we define a multiplicative arithmetic function $\chi_D$ by

$$\chi_D(q) := \prod_{p | D} p^{\text{ord}_p q}$$

where the product is over the set of primes dividing $D$. Since we have a trivial estimate $|K(f, q)| \leq q^{n-1}$, if we multiply the right hand side of inequalities in Prop.6.5 and Prop.6.7-6.8 by $\chi_D(q)^{1/3d}$, then the inequalities hold for any $q > 1$. By (1.79) in [21], for sufficiently large $x$, we have

$$\sum_{q < x} \chi_D(q)^{1/3d} \leq x \prod_{p | D} \left(1 - p^{-1+\frac{1}{3d}}\right)^{-1}.$$ 

By the partial summation, we have

$$\sum_{q < x} q^{(n-1)-\frac{1}{3d}+\epsilon} \cdot \chi_D(q)^{1/3d} \ll x^{n-\frac{1}{3d}+\epsilon}.$$
From this estimate and the last two propositions, we have
\[
\frac{1}{|I_n(x)|} \sum_{0 < q < x} |K(f, q)| \to 0,
\]
as \(x \to \infty\). This completes the proof of Prop.6.2.

7. Examples

In the following, we present the Laurent polynomials associated to some cases of generalized Dedekind sums for small indices (thus including small dimension). Note \(n = 2\) case is thoroughly studied in [23]. The cases considered here are generalized Dedekind sums in 3-dimension (i.e. \(n = 3\)) and Dedekind-Zagier sums (i.e. \(r = (1, 1, \ldots, 1)\)) in [40].

7.1. Three dimensional Dedekind sums. Let \(n = 3\) and \(N\) be even. Example. Let \((r_1, r_2, r_3) = (6, 4, 2)\). We have \(d = 2^{12} \cdot 3^6 \cdot 5^3 \cdot 7^2 \cdot 11 \cdot 13\). Let
\[
A_{1,2} = 15202p_1^{-6}p_2^{-4}, \quad A_{2,3} = 638484p_1^6p_2^{-4}, \quad A_{1,3} = 228030p_1^{-6}p_2^6
\]
\[
A_1 = 382200p_1^{-6}p_2^6 + 315315p_1^{-6}p_2^4 + 143000p_1^{-6}p_2^2 + 21021p_1^{-6}
\]
\[
A_2 = 573300p_1^4p_2^{-4} + 189189p_1^2p_2^{-4} + 14300p_2^{-4}
\]
\[
A_3 = 63063p_1^2 + 28600p_2^2.
\]

Then \(f_z\) is the sum of all the Laurent polynomials above. The Laurent polynomials supported on faces of \(\Delta_\infty(f_z)\) are (minus of) \(A_{1,2}, A_{2,3}, A_{1,3}, A_{1,2} + A_2 + A_{2,3}, A_{1,3} + A_1 + A_{1,2}\) and \(A_{2,3} + A_3 + A_{1,3}\).

7.2. Dedekind-Zagier sums. The Dedekind-Zagier sum \(d(q; p_1, \ldots, p_{n-1})\) of (8) is related to the generalized Dedekind sum \(s_{1,\ldots,1}(q; p_1, \ldots, p_{n-1})\) [40, 6]:
\[
(37) \quad s_{1,\ldots,1}(q; p_1, \ldots, p_{n-1}) = \frac{(-1)^{\frac{n}{2}+1}}{2^n q} d(q; p_1, \ldots, p_{n-1}).
\]

Recall that this sum is related to the coefficient \(t_{1,\ldots,1}(q; p_1, \ldots, p_{n-1})\) of \(x_1 \cdots x_n\) in the Todd series of \(C\) by Thm.3.5. Since \((r_1, \ldots, r_n) = (1, \ldots, 1)\) fixed here, let us drop it from the notation and simply write \(s(q; p_1, \ldots, p_{n-1})\) for \(s_{1,\ldots,1}(q; p_1, \ldots, p_{n-1})\) and \(t(q; p_1, \ldots, p_{n-1})\) for \(t_{1,\ldots,1}(q; p_1, \ldots, p_{n-1})\). From (37) and Thm.5.4 we deduce immediately the following.

**Proposition 7.1.** Let \(n \geq 2\) be even and let \(d = d_{n,n}\). Then
\[
\frac{d}{2^n} d(q; p_1, \ldots, p_{n-1}) \in \mathbb{Z}.
\]
Moreover,

\[ \frac{d}{2^n} d(q; p_1, \ldots, p_{n-1}) \equiv (-1)^{\frac{n}{2}+1} \sum_{m} d \frac{B_m}{m!} \prod_{i=1}^{n-1} p_i^{m_i-1} \pmod{q} \]

where the summation is over the set of \( n \)-tuples \( m = (m_1, \ldots, m_n) \) of non-negative even integers with \( \sum_{i=1}^{n} m_i = n \).

**Remark.** Let \( \text{Todd}^N_{ev}(x_1, \cdots, x_k) \) be the totally even part of \( N \)-th Todd polynomial in \( k \) variables (i.e. sum of terms which are of even degree in each variable). Then the above equation can be written as

\[ \frac{d}{2^n} d(q; p_1, \ldots, p_{n-1}) \equiv (-1)^{\frac{n}{2}+1} \frac{\text{Todd}^N_{ev}(p_1, \cdots, p_{n-1}, 1)}{p_1 \cdots p_{n-1}} \pmod{q}. \]

Note that the result on the denominator of \( d(q; p_1, \cdots, p_{n-1}) \) here is not sharp. A more precise result is given in [40]: \( d_n = d_{n,n} \) for small \( n \) can be:

\[ d_2 = 2^2 \cdot 3, d_4 = 2^4 \cdot 3^2 \cdot 5, d_5 = 2^6 \cdot 3^3 \cdot 5 \cdot 7, d_6 = 2^8 \cdot 3^4 \cdot 5^2 \cdot 7, d_{10} = 2^{10} \cdot 3^5 \cdot 5^2 \cdot 7 \cdot 11 \]

**Example.** For \( n = 4 \), \( d_{n,n} = 720 \) and we have

\[ p_1 p_2 p_3 f(p_1, p_2, p_3) = p_1^4 + p_2^4 + p_3^4 - 5p_1^2 p_2^2 - 5p_2^2 p_3^2 - 5p_3^2 p_1^2 - 5p_1^2 - 5p_2^2 - 5p_3^2 + 1. \]

**Appendix A. Number of Congruence Solutions Modulo a Prime Power**

In this appendix, we prove a simple estimate of the number of solutions of a polynomial congruence equation modulo a prime power.

**Proposition A.1.** Let \( f \in \mathbb{Z}[x] \) be an polynomial of degree \( d > 0 \) and let \( p \) be a prime which does not divide the coefficient of \( x^d \). If \( r \in \mathbb{Z}/p\mathbb{Z} \) is a root of \( f(x) \equiv 0 \pmod{p} \) of multiplicity \( m \), then for \( n \geq 2 \) we have

\[ \left| \{ z \in \mathbb{Z}/p^n\mathbb{Z} \mid f(z) \equiv 0 \pmod{p^n}, z \equiv r \pmod{p} \} \right| \leq p^{n-[\frac{n}{d}]}, \]

where \( [a] \) denotes the smallest integer greater than or equal to \( a \).

**Proof:** When \( m = 1 \), this is a usual version of Hensel’s lemma. We assume \( m \geq 2 \). And by replacing \( f(x) \) by \( f(x + \bar{r}) \) (\( \bar{r} \in \mathbb{Z} \) being a lift of \( r \)), we may assume \( r = 0 \). By the polynomial form of Hensel’s lemma, there exists a decomposition \( f(x) = g(x) h(x) \) in \( \mathbb{Z}/p\mathbb{Z}[x] \) lifting \( f(x) = x^m h(x) \) in \( \mathbb{Z}/p\mathbb{Z}[x] \). In other words, there exists polynomials \( g(x), h(x) \in \mathbb{Z}_p[x] \) with \( f(x) = g(x) h(x) \) such that \( g(x) \) is monic, relatively prime to \( h(x) \) and \( g(x) \equiv x^m \pmod{p} \).

Let \( g(x) = g_1(x)^{m_1} \cdots g_k(x)^{m_k} \) be the decomposition as a product of irreducible polynomials in \( \mathbb{Q}_p[x] \) (we can take them in \( \mathbb{Z}_p[x] \)) and for each \( i \), let \( \alpha_{i,1}, \alpha_{i,2}, \cdots, \alpha_{i,d_i} \) be the roots of \( g_i(x) \) in an algebraic closure \( \mathbb{Q}_p \) of \( \mathbb{Q}_p \) (\( d_i = \deg g_i \)). Recall that the nonarchimedean norm \( | \cdot |_p \) on \( \mathbb{Q}_p \).
is canonically extended to \( \overline{\mathbb{Q}}_p \) and the same is true for \( \text{ord}_p = -\log_p |\cdot|_p \).

For \( \alpha \in \mathbb{Z}_p \) with \( \alpha \equiv 0 \mod p \), we have \( |h(\alpha)|_p = 1 \) and

\[
|f(\alpha)|_p = \prod_{i=1}^{k} |(\alpha - \alpha_{i,1}) \cdots (\alpha - \alpha_{i,d_i})|_p = \prod_{i=1}^{k} |\alpha - \alpha_i|_p^{d_i m_i},
\]

where we have put \( \alpha_i = \alpha_{i,1} \). Hence if \( \text{ord}_p f(\alpha) \geq n \), then there exists \( 1 \leq i \leq k \) with

\[
\text{ord}_p (\alpha - \alpha_i) \geq \frac{n}{d_i m_1 + \cdots + d_k m_k} = \frac{n}{m}.
\]

This determines \( \alpha \) modulo \( p^{\lceil \frac{n}{m} \rceil} \). Hence the set \( A \) of \( \alpha \in \mathbb{Z}_p / p \mathbb{Z}_p \) satisfying the above inequality is stable under the translation action of \( p^n \mathbb{Z}_p \) and \( |A/p^n \mathbb{Z}_p| \leq p^{n-\lceil \frac{n}{m} \rceil} \). This completes the proof. \( \square \)

**Corollary A.2.** Let \( f \in \mathbb{Z}[x] \) be a polynomial of degree \( d > 0 \) and let \( p \) be a prime which does not divide the coefficient of \( x^d \). Then we have for \( n \geq 2 \)

\[
\left| \left\{ z \in \mathbb{Z}/p^n \mathbb{Z} \mid f(z) \equiv 0 \mod p^n \right\} \right| \leq c p^{n-\lceil \frac{n}{m} \rceil} \leq d p^{n-\lceil \frac{n}{m} \rceil},
\]

where \( c \) is the number of distinct roots of \( f(x) \equiv 0 \mod p \) and \( l \) is the maximum of multiplicity of these roots.

**Appendix B. Iterated Constant Term and Multidimensional Residue in General Coefficient**

The goal of this appendix is to introduce the notion of rational function with coefficient of arbitrary commutative ring and to check definability of iterated residue of a rational function in several variables in the sense of Parshin([28]). The result presented here is fairly direct and we will state brief idea how it works and won’t give any formal proof.

Let \( R \) be a commutative ring with 1. We may identify a polynomial \( f(x_1, \ldots, x_n) \) in variables \( (x_1, \ldots, x_n) \) with functions on \( \mathbb{A}^n_R = \text{Spec}(R[x_1, \ldots, x_n]) \).

The constant term of \( f(x_1, \ldots, x_n) \) at 0 is well-defined by putting \( (x_1, \ldots, x_n) = 0 \). Notice this is independent of the choice of the variables. The constant term is a well-defined \( R \)-linear map on \( R[x_1, \ldots, x_n] \).

\[
\text{CT} : R[x_1, \ldots, x_n] \longrightarrow R
\]

(39)

\[
f(x_1, \ldots, x_n) = \sum_{l} a_l x^l \mapsto f(0, \ldots, 0) = a_{0, \ldots, 0}
\]

This extends to the ring of formal power series \( R[[x_1, \ldots, x_n]] \) since \( \text{CT} \) is continuous w.r.t. \( m = (x_1, \ldots, x_n) \)-adic topology and

\[
R[[x_1, \ldots, x_n]] = \varprojlim R[x_1, \ldots, x_n].
\]
It can be rephrased as multivariable version of the Cauchy integral formula:

\[ \text{CT}(f) = a_{0...0} = \text{Res}_{x=0} f(x_1, \ldots, x_n) \frac{dx_1}{x_1} \wedge \ldots \wedge \frac{dx_n}{x_n} \]

This identification may be taken as the definition of the residue at 0 for polynomials in several variables.

However, for a rational function, the above definition is not extended as the evaluation map \((x_1, \ldots, x_n) \mapsto 0\) cannot be extended.

Let us define first a rational function with coefficient in a commutative ring \(R\).

**Definition B.1.** A rational function in variable \(x_1, \ldots, x_n\) with coefficient in \(R\) is an element of the localized ring of \(R[x_1, \ldots, x_n]\) by the multiplicative system of nonzero divisor polynomials. We denote the ring of rational functions by \(R(x_1, x_2, \ldots, x_n)\).

In one variable case, the Cauchy integral formula, if it makes sense, can be used to define the constant term:

\[ \text{CT}(f) := a_0 = \text{Res}_{x=0} f(x) \frac{dx}{x}. \]

Furthermore, the coefficients of nonconstant terms are defined by

\[ a_n := \text{Res}_{x=0} x^{-n} f(x) \frac{dx}{x}. \]

Thus we may identify a rational function \(f(x)\) with

\[ \sum_{n \in \mathbb{Z}} a_n x^n \in R[[x]][x^{-1}]. \]

for \(a_n\) defined as above. This enables us to embed

\[ R(x) \quad \text{“} \leftarrow \text{”} \quad R((x)) := R[[x]][x^{-1}]. \]

Notice that CT is defined on \(R((x))\) by taking \(\sum_{i=-N}^{\infty} a_i x^i \mapsto a_0\). If \(R\) is a field, every rational function admits Laurent series expansion at 0. However if we take the coefficients of rational functions from a general commutative ring, this need not hold. We will say a rational function is admissible if it has a Laurent series. For an admissible function, the constant term is well-defined by the Cauchy integral formula. Here we present a condition for a rational function in a single variable to be admissible without proof.

**Lemma B.2.** A nonzero rational function \(f(x) = \frac{g(x)}{h(x)}\) is admissible if and only if it has a factorization

\[ f(x) = \frac{1}{x^n} a(x). \]
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• $a(x)$ polynomial such that $a(0) \neq 0$.
• $u(x)$ polynomial such that $u(0) \in R^\times$.

The above can be stated to a ratio $\frac{g(x)}{h(x)}$ of two power series $g(x), h(x) \in R[[x]]$. One should be aware that the condition is equivalent to saying $u(x) \in R[[x]]^\times$. It is the reason why any rational function with coefficient in a field admits Laurent series expansion.

Now we consider the several variable case. This is the Parshin’s residue. We begin by relating a formal distribution to a rational function:

$$\iota : f(x_1, \ldots, x_n) \mapsto \sum_{I \in \mathbb{Z}^n} a_I x^I \in R[[x_1^\pm, \ldots, x_n^\pm]]$$

Then we define the constant term, through a multivariable version of Cauchy integral formula.

$$\text{CT}_\iota (f) = a_{0_\ldots 0} = \text{Res}_0 \iota (f(x_1, \ldots, x_n)) \frac{dx_1}{x_1} \cdots \frac{dx_n}{x_n}$$

Here the image lies in the additive group of formal distributions, where we don’t have multiplication of two elements. Such an embedding is defined for Parshin’s point at 0. It is a tower of 1-dimensional local fields when $R = k$ is a field. For simplicity we consider only flags given by hyperplane arrangement. A (central) hyperplane arrangement is an ordered tuple $\mathfrak{A} = (H_1, H_2, \ldots, H_n)$ of hyperplanes $H_i = V(\alpha_i)$ for linear form $\alpha_i$ defined on $\mathbb{A}^n$. For $\mathfrak{A}$ to be associated with a flag of varieties at 0, $\mathfrak{A}$ needs necessarily essential (i.e. $m = n$ and $H_i$ are in general position so that $\cap_{i=1}^n H_i = 0$). Consider the flag of linear spaces associated to $\mathfrak{A} = (H_1, H_2, \ldots, H_n)$:

$$\mathcal{F}_\mathfrak{A} = (V_0, V_1, V_2, \ldots, V_{n-1})$$

where $V_i = V(\alpha_{i+1}, \alpha_{i+2}, \ldots, \alpha_n)$. In this way, we define a Parshin point at 0.

From now on, suppose for simplicity $\alpha_i = x_i$. This is not a big deal as we can always change the variable without loss of generality.

When $R = k$ a field, for this Parshin point (i.e. the flag of linear subspaces given by the hyperplane arrangement $\mathfrak{A} = (H_x, \ldots, H_{x_n})$), we have unique embedding

$$\iota : k(x_1, \ldots, x_n) \mapsto k((x_1))((x_2)) \cdots ((x_n)) \left( \subset k[[x_1^\pm, \ldots, x_n^\pm]] \right).$$

This embedding is defined by iterating the following completion at each stage:

$$k(x_1, \ldots, x_i) \xrightarrow{\iota_i} k(x_1, \ldots, x_{i-1})(x_i).$$
\( \tau_i \) yields the constant map \( CT_{x_i=0} \) w.r.t. \( x_i \):

\[
CT_{x_i} f(x_1, \ldots, x_i) := CT_{x_i} \tau_i(f(x_1, \ldots, x_i)) = \text{Res}_{x_i=0} \tau(f) \frac{dx_i}{x_i} = a_0(x_1, \ldots, x_{i-1}),
\]

where \( \tau_i(f(x_1, \ldots, x_i)) = \sum_{k=-\infty}^{\infty} a_k(x_1, \ldots, x_{i-1}) x_i^k \).

The iterated constant term w.r.t. \( \mathfrak{A} \) is defined by iterating the residue map at each variable \( x_i \). Namely,

\[
iCT_{\mathfrak{A}}(f(x_1, x_2, \ldots, x_n)) := CT_{x_1} \circ CT_{x_1} \circ \cdots \circ CT_{x_n} f(x_1, x_2, \ldots, x_n)
\]

(41)

\[
= \text{Res}_{x_1=0} \circ \cdots \circ \text{Res}_{x_n=0} f(x_1, \ldots, x_n) \frac{dx_1}{x_1} \wedge \cdots \wedge \frac{dx_n}{x_n}
\]

One should note here that the iterated constant term depends heavily on the order of the variables or equivalently the order of the hyperplanes giving the flag. For example, we may consider the two embeddings of \( k(x, y) \) into \( k[[x^\pm, y^\pm]] \):

(42) \quad \tau_{x,y} : k(x, y) \to k((x))((y))

(43) \quad \tau_{y,x} : k(x, y) \to k((y))((x))

Then

\[
\tau_{x,y} \left( \frac{1}{x - y} \right) = \frac{1}{x} + \frac{y}{x^2} + \frac{y^2}{x^3} + \ldots,
\]

while

\[
\tau_{y,x} \left( \frac{1}{x - y} \right) = -\frac{1}{y} - \frac{x}{y^2} - \frac{x^2}{y^3} - \ldots.
\]

Thus \( iCT_{x,y} \left( \frac{1}{x - y} \right) = 1 \) but \( iCT_{y,x} \left( \frac{1}{x - y} \right) = -1 \).

Now we consider rational functions in variables \( x_1, \ldots, x_n \) with coefficient in a general commutative ring \( R \):

\[
r(x_1, \ldots, x_n) = \frac{f(x_1, \ldots, x_n)}{g(x_1, \ldots, x_n)}
\]

for \( f(x_1, \ldots, x_n), g(x_1, \ldots, x_n) \neq 0 \in R[x_1, \ldots, x_n] \). Here we assume that \( g(x_1, \ldots, x_n) \) is not a zero-divisor.

**Definition B.3.** Let \( \mathfrak{A} \) be a Parshin point at 0. A rational function with coefficient in a commutative ring is called \( \mathfrak{A} \)-admissible, if it has a well-defined iterated residue (or equivalently iterated constant term) w.r.t. \( \mathfrak{A} \).

Note that \( \mathfrak{A} \)-admissibility is not preserved if the order of hyperplanes defining \( \mathfrak{A} \) is changed.
We are going to check the possibility to define the constant term of $r(x_1,\ldots,x_n)$ w.r.t. $\mathfrak{A}$ as above. We can rewrite $g(x_1,\ldots,x_n)$ in a unique way:

$$g(x_1,\ldots,x_n) = a_0 + a_1(x_1)x_1 + a_2(x_1,x_2)x_2 + a_3(x_1,x_2,x_3)x_3 + \cdots + a_n(x_1,\ldots,x_n)x_n$$

for $a_i(x_1,\ldots,x_i) \in R[x_1,\ldots,x_i]$.

Now we check the $\mathfrak{A}$-admissibility of $r(x)$ in terms of the above form of $g(x_1,\ldots,x_n)$. The simplest case is when $a_0$ is a unit in $R$. In this case, $g(x_1,\ldots,x_n)$ is already invertible in $R[[x_1,\ldots,x_n]]$. Thus $r(x_1,\ldots,x_n)$ lies in $R[[x_1,\ldots,x_n]]$ and is $\mathfrak{A}$-admissible for trivial reason. The most general case is depicted by the following theorem:

**Theorem B.4.** Let $r(x_1,\ldots,x_n) = \frac{f(x_1,\ldots,x_n)}{g(x_1,\ldots,x_n)}$ and $g(x_1,\ldots,x_n) = a_0 + a_1(x_1)x_1 + a_2(x_1,x_2)x_2 + a_3(x_1,x_2,x_3)x_3 + \cdots + a_n(x_1,\ldots,x_n)x_n$. Then $r(x_1,\ldots,x_n)$ is admissible iff for the smallest $i$ such that $a_i(x_1,\ldots,x_i)$ is not zero-divisor, $a_0,a_1(x_1),\ldots,a_{i-1}(x_1,\ldots,x_{i-1})x_{i-1}$ are nilpotent and $\frac{1}{a_i(x_1,\ldots,x_i)}$ is $\mathfrak{A}$-admissible.

It is a direct consequence of the previous theorem which states the condition for a rational function in a variable to be admissible. We simply iterate the 1-variable criterion to the Parshin point to obtain the higher dimensional result.
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