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Abstract—Derivatives of differential equation solutions are commonly for parameter estimation, fitting neural differential equations, and as model diagnostics. However, with a litany of choices and a Cartesian product of potential methods, it can be difficult for practitioners to understand which method is likely to be the most effective on their particular application. In this manuscript we investigate the performance characteristics of Discrete Local Sensitivity Analysis implemented via Automatic Differentiation (DSAAD) against continuous adjoint sensitivity analysis. Non-stiff and stiff biological and pharmacometric models, including a PDE discretization, are used to quantify the performance of sensitivity analysis methods. Our benchmarks show that on small stiff and non-stiff systems of ODEs (approximately < 100 parameters+ODEs), forward-mode DSAAD is more efficient than both reverse-mode and continuous forward/adjoint sensitivity analysis. The scalability of continuous adjoint methods is shown to be more efficient than discrete adjoints and forward methods after crossing this size range. These comparative studies demonstrate a trade-off between memory usage and performance in the continuous adjoint methods that should be considered when choosing the technique, while numerically unstable backsolve techniques from the machine learning literature are demonstrated as unsuitable for most scientific models. The performance of adjoint methods is shown to be heavily tied to the reverse-mode AD method used for the vector-Jacobian product calculations, with tape-based AD methods shown to be 2 orders of magnitude slower on nonlinear partial differential equations than static AD techniques. In addition, these results demonstrate the out-of-the-box applicability of DSAAD to differential-algebraic equations, delay differential equations, and hybrid differential equation systems where the event timing and effects are dependent on model parameters, showcasing an ease of implementation advantage for DSAAD approaches. Together, these benchmarks provide a guide to help practitioners to quickly identify the best mixture of continuous sensitivities and automatic differentiation for their applications.

I. INTRODUCTION

In the literature of differential equations, local sensitivity analysis is the practice of calculating derivatives to a differential equation’s solution with respect to model parameters. For an ordinary differential equation (ODE) of the form

\[ \dot{u} = f(u, p, t), \]

where \( f \) is the derivative function and \( p \) are the model parameters, the sensitivity of the state vector \( u \) with respect to model parameter \( p_i \) at time \( t \) is defined as \( \frac{\partial u(p,t)}{\partial p_i} \). These sensitivities have many applications. For example, they can be directly utilized in fields such as biological modeling to identify parameters of interest for tuning and experimentation [1]. Recent studies have utilized these sensitivities as part for training neural networks associated with the ODEs [2], [3]. In addition, these sensitivities are indirectly utilized in many disciplines for parameter estimation of dynamical models. Parameter estimation is the problem of finding parameters \( p \) such that a cost function \( C(p) \) is minimized (usually some fit against data) [4], [5], [6], [7], [1], [8], [9]. Gradient-based optimization methods require the computation of gradients of \( C(p) \). By the chain rule, \( \frac{dC}{dp} \) requires the calculation of \( \frac{du(t)}{dp} \) which are the model sensitivities. Given the high computational cost of parameter estimation due to the number of repeated numerical solutions which are required, efficient and accurate computation of model sensitivities is an important part of differential equation solver software.

The simplest way to calculate model sensitivities is to utilize numerical differentiation which is given by the formula

\[ \frac{\partial u(t)}{\partial p_i} = \frac{u(p + \Delta p_i, t) - u(p, t)}{\Delta p_i} + \mathcal{O}(\Delta p_i), \]

where \( \Delta p_i \) is a small perturbation of \( p_i \) and \( \mathcal{O}(\Delta p_i) \) indicates the order of magnitude of the error term.
where $p + \Delta p_i$ means adding $\Delta p_i$ to only the $i$th component of $p$. However, this method is not efficient (it requires two numerical ODE solutions for each parameter $i$) and it is prone to numerical error. If $\Delta p_i$ is chosen too large, then the error term of the approximation is large. In contrast, if $\Delta p_i$ is chosen too small, then calculations may exhibit floating point cancellation which increases the error \[10\].

To alleviate these issues, many differential equation solver softwares implement a form of sensitivity calculation called continuous local sensitivity analysis (CSA) [11], [12]. Forward-mode continuous sensitivity analysis calculates the model sensitivities by extending the ODE system to include the equations:

$$
\frac{d}{dt} \left( \frac{\partial u}{\partial p_i} \right) = \frac{\partial f}{\partial u} \frac{\partial u}{\partial p_i} + \frac{\partial f}{\partial p_i} 
$$

(3)

where $\frac{\partial f}{\partial u}$ is the Jacobian of the derivative function $f$ with respect to the current state, and $\frac{\partial f}{\partial p_i}$ is the derivative of the derivative function with respect to the $i$th parameter. We note that $\frac{\partial f}{\partial u} v$ is equivalent to the directional derivative in the direction of $v$, which can thus be calculated Jacobian-free via:

$$
\frac{\partial f}{\partial u} v \approx f(u + \epsilon v, p, t) - f(u, p, t)
$$

(4)

or by equivalently pre-seeding forward-mode automatic differentiation with $v$ in the dual space. Since the sensitivity equations for each $i$ are dependent on the current state $u$, these ODEs must be solved simultaneously with the ODE system $u' = f$. By solving this expanded system, one can ensure that the sensitivities are computed to the same error tolerance as the original ODE terms, and only a single numerical ODE solver call is required.

However, since the number of ODEs in this system now scales proportionally with the number of parameters, the scaling of the aforementioned method is $\mathcal{O}(np)$ for $n$ ODEs and $p$ parameters, forward-mode CSA is not practical for a large number of parameters. Instead, for these cases continuous adjoint sensitivity analysis (CASA) is utilized. This methodology is defined to directly compute the gradient of a cost function of the solution with scaling $\mathcal{O}(n + p)$. Given a cost function $c$ on the ODE solution which is evaluated as discrete time points (such as an $L^2$ loss)

$$
C(u(p), p) = \sum_i c(u(p, t_i), p)
$$

(5)

this is done by solving a backwards ODE known as adjoint problem

$$
\frac{d\lambda'}{dt} = -\lambda' \frac{\partial f(u(t), p, t)}{\partial u}
$$

(6)

where at every time point $t_i$, this backwards ODE is perturbed by $\frac{\partial c(u(p, t_i), p)}{\partial u}$. Note $u(t)$ is generated by a forward solution. The gradient of the cost function is then given by the integral:

$$
\frac{dC}{dp} = \lambda'(t_0) \frac{\partial f(u(t_0), p, t_0)}{\partial u} + \sum_i \int_{t_i}^{t_{i+1}} \lambda_i \frac{\partial f(u(t), p, t)}{\partial p} + \frac{\partial c(u(p, t_i), p)}{\partial p} dt
$$

(7)

This integral may be solved via quadrature on a continuous solution of the adjoint equation or by appending the quadrature variables to perform the integration as part of the backsolve. The former can better utilize quadrature points to reduce the number of evaluation points required to reach a tolerance, but requires enough memory to store a continuous extension of the backpass. We note that the backsolve technique is numerically unstable, which will be noted in benchmarks where it produces a divergent calculation of the gradient. We note that, similarly to forward-mode, the crucial term $\lambda'(t) \frac{\partial f(u(t), p, t)}{\partial p}$ can be computed without building the full Jacobian. However, in this case this computation $v'J$ cannot be matrix-free computed via numerical or forward-mode differentiation, but instead is the primitive of reverse-mode automatic differentiation. Thus efficient methods for CASA necessarily mix a reverse-mode AD into the generated adjoint pass, and thus we will test the Cartesian product of the various choices.

In contrast to CSA methods, discrete sensitivity analysis calculates model sensitivities by directly differentiating the numerical method’s steps [11]. However, this approach requires specialized implementations of the first order ODE solvers to propagate said derivatives. Instead, one can achieve the same end by using automatic differentiation (AD) on a solver implemented entirely in a language with pervasive AD, also known as a differentiable programming approach [13]. Section [1] introduces the discrete sensitivity analysis through AD (DSAAD) approach via type-specialization on a generic algorithm. Section [II] compares the performance of DSAAD against continuous sensitivity analysis and numerical differentiation approaches and shows that DSAAD consistently performs well on the tested models. Section [V] describes limitations of the continuous sensitivity analysis approach and describes how these cases are automatically handled in the case of DSAAD. Together, this manuscript shows that the ability to utilize AD directly on numerical integrator can be advantageous to existing approaches for the calculation of model sensitivities, while at times can be disadvantageous in terms of scaling performance.

Currently, continuous sensitivity techniques are commonly used throughout software such as SUNDIALS [12], while some software like FATODE [11] allow for discrete sensitivity analysis. No previous manuscript performs comprehensive benchmarks on the Cartesian product of discrete/continuous forward/adjoint sensitivity analysis with the various automatic differentiation modes (tape vs static). This study uses DiffEqSensitivity.jl [14], the sensitivity analysis extension to DifferentialEquations.jl and the first comprehensive package which includes all mentioned differentiation choices, to do such a full comparison of the space. The results showcase the efficiency gains provided by discrete sensitivity analysis on
sufficiently small models, and establishes a heuristic range ($\approx$ 30-100 ODEs) at which the scalability of continuous adjoint sensitivity analysis overcomes the low overhead of DSAAD. This study can thus be a central to helping all users of ODE solvers to choose the method that will be effective on their specific problem.

II. DISCRETE SENSITIVITY ANALYSIS VIA AUTOMATIC DIFFERENTIATION (DSAAD)

The core feature of the Julia programming language is multiple dispatch [15]. It allows a function to compile to different outputs dependent on the types of the inputs, effectively allowing choices of input types to trigger forms of code generation. ForwardDiff.jl provides a Dual number type which performs automatic differentiation on differentiable programs by simultaneously propagating a derivative along with the computed value on atomic (addition, multiplication, etc.) and standard mathematical (sin, exp, etc.) function calls [16]. By using the chain rule during the propagation, any function which is composed of differentiable calls is also differentiable by the methodology. Such a program is known as a differentiable program. Since this exactly differentiates the atomics, the numerical error associated with this method is similar to the standard evaluation of the function, effectively alleviating the errors seen in numerical differentiation. In addition, this method calculates derivatives simultaneously with the function’s evaluation, making it a good candidate for fast discrete sensitivity analysis. It can be thought of as the analogue to continuous forward-mode sensitivity analysis on the set of differentiable programs. Similarly, reverse-mode AD from packages like ReverseDiff.jl [17] and Flux.jl [18] use Tracker numerical types which builds a tape of the operations and utilizes the reverse of the chain rule to “backpropogate” derivatives and directly calculate the gradient of some cost function. This implementation of AD can be thought of as the analogue of CASA on the set of differentiable programs.

The DifferentialEquations.jl package provides many integration routines which were developed in native Julia [19]. These methods are type-generic, meaning they utilize the numeric and array types that are supplied by the user. Thus these ODE solvers serve as a generic template whose internal operations can be modified by external packages via dispatch. When a generic DifferentialEquations.jl integrator is called with a Dual number type for the initial condition, the combination of these two programs results in a program which performs discrete sensitivity analysis. This combination is what we define as forward-mode DSAAD, and this combination with reverse-mode ReverseDiff.jl AD Tracker types is reverse-mode DSAAD.

To test the correctness of the DSAAD and continuous sensitivity methods, we check the outputted sensitivities on four models. For our tests we utilize nonlinear reaction models which are representative of those found in biological and pharmacological applications where these techniques are commonly used [20], [21]. The models are:

1) The non-stiff Lotka-Volterra equations (LV).

2) An $N \times N$ finite difference discretization of the two-dimensional stiff Brusselator reaction-diffusion PDE (BRUSS).

3) A stiff pollution model (POLLU).

4) A non-stiff pharmacokinetic/pharmacodynamic system (PK/PD).

These cover stiff and non-stiff ODEs, large systems and small systems, and include a PDE discretization with a dimension $N$ for testing the scaling of the methodologies. Details of the four models are presented in the Appendix.

Figure 1 shows the output of the first two models’ sensitivities that are computed by the DSAAD method compared to CSA. The two methods align in their model sensitivity calculations, demonstrating that the application of AD on the generic ODE solver does produce correct output sensitivities. From these tests we note that the differences in the model sensitivities between the two methods had a maximum norm of $1.14 \times 10^{-5}$ and $3.1 \times 10^{-4}$ which is roughly the chosen tolerance of the numerical integration. These results were again confirmed at a difference of $1 \times 10^{-12}$ when ran with sufficiently low ODE solver tolerance.

III. BENCHMARK RESULTS

A. Forward-Mode Sensitivity Performance Comparisons

To test the relative performance of discrete and continuous sensitivity analysis, we utilized packages from the Julia programming language. The method for continuous sensitivity analysis is implemented in the DiffEqSensitivity.jl package by directly extending a user-given ordinary differential equation. This is done by extending the initial condition vector and defining a new derivative function $f$ which performs $f$ on the first $N$ components and adds the sensitivity equations. For performance, construction of the Jacobian can be avoided by utilizing AD for vector-Jacobian and Jacobian-vector products.
TABLE I
FORWARD SENSITIVITY ANALYSIS PERFORMANCE BENCHMARKS. THE LOTKA-VOLTMERRA MODEL USED BY THE BENCHMARKS IS THE SAME AS IN FIGURE 1, WHILE THE BRUSSERATOR BENCHMARKS USE A FINER 5 × 5 GRID WITH THE SAME SOLUTION DOMAIN. INITIAL VALUES AND PARAMETERS. THE TSIT5 INTEGRATOR IS USED FOR THE LOTKA-VOLTMERRA AND THE PKPD MODEL. THE RODAS5 INTEGRATOR IS USED FOR THE BRUSSELATOR AND POLLU.

| Method/Method | LV (µs) | BRUS (µs) | POLLU (ms) | PKPD (ms) |
|---------------|---------|-----------|------------|-----------|
| DSAAD         | 151     | 136       | 16.2       | 2.56      |
| CASA User-Jacobian (quadrature) | 394     | 375       | 15.3       | 2.13      |
| CASA AD-Jacobian (quadrature) | 394     | 375       | 15.3       | 2.13      |
| CASA User-Jacobian (backsolve) | 394     | 375       | 15.3       | 2.13      |
| CASA AD-Jacobian (backsolve) | 394     | 375       | 15.3       | 2.13      |
| Numerical Differentiation | 394     | 375       | 15.3       | 2.13      |

By seeding the Dual numbers to have partials \( v \) and applying forward applications of \( f \), the resulting output is the desired \( \frac{\partial f}{\partial v} \). Similarly, seeding on Tracked reals for reverse-mode autodifferentiation results in \( \frac{\partial v}{\partial f} \), which is the other desired quantity. As a comparison, full Jacobian implementations were also explored, either via a user-given analytical solution or automatic differentiation. We also include numerical differentiation performed by the FiniteDiff.jl package.

The test problems were solved with the various sensitivity analysis methods and the timings are given in Table I. In all of these benchmarks DSAAD performs well, being the fastest or nearly the fastest in all cases. While continuous sensitivity analysis does not necessarily require building the Jacobian, inspection of the generated LLVM from the forward mode reveals that the compiler is able to fuse more operations between the Jacobian-vector product and the other parts of the calculation, effectively improving common subexpression elimination (CSE) at the compiler level further than implementations which call functions for the separate parts of the calculation. Thus, given the equivalence of discrete forward sensitivities and forward-mode AD, these results showcase that sufficiently optimized forward-mode AD methods will be preferable in most cases.

B. Adjoint Sensitivity Performance Comparisons

For adjoint sensitivity analysis, adjoint DSAAD programs were produced using a combination of the generic DifferentialEquations.jl integrator with the tape-based automatic differentiation implementation of ReverseDiff.jl. DiffEqSensitivity.jl provides an implementation of CASA which saves a continuous solution for the forward pass of the solution and utilizes its interpolant in order to calculate the requisite Jacobian and gradients for the backwards pass. While this method is less memory efficient than checkpointing or re-solving schemes \([12]\), it only requires a single forward numerical solution and thus was demonstrated as more runtime optimized for sufficiently small models. Thus while DifferentialEquations.jl contains a checkpointed adjoint implementation, checkpointing was turned off for the interpolating and backsolve schemes to allow them as much performance as possible.

The timing results of these methods on the test problems are given in Table I. These results show a clear performance advantage for forward-mode DSAAD over the other choices on sufficiently small models.

C. Adjoint Sensitivity Scaling

The previous tests all showed that on small models forward-mode via AD was advantageous to reverse-mode and adjoint methods. However, the advantage of adjoint methods comes in their ability to scale, with additive scaling with respect to the number of ODEs and parameters instead of multiplicative. Thus we decided to test the scaling of the methods on the Brusselator partial differential equation. For an \( N \times N \) discretization in space, this problem has \( 2N^2 \) ODE terms and \( 4N^2 \) parameters. The timing results for the adjoint methods and forward-mode DSAAD are shown in Figure 2. Figure 2A demonstrates that as \( N \) increases, there is a point at which CASA becomes more efficient than DSAAD. This cutoff point seems to be around 50 ODEs+parameters when \( v^t J \) seeding is used and around 100 ODEs+parameters when \( v^t J \) seeding is not used with quadrature adjoints, to around 150 ODEs+parameters without \( v^t J \) seeding with interpolating adjoints (noted in the discussion section as the method equivalent to SUNDIALS \([12]\)). This identifies a ballpark range of...
around 100 combined ODEs+parameters at which practitioners should consider changing from forward sensitivity approaches to adjoint methods. The most efficient CASA method is the quadrature-based method. This aligns with the theoretical understanding of the method. Stiff ODE solvers scale like \(\mathcal{O}(n^3)\) where \(n\) is the number of ODEs. For the adjoint calculation, the quadrature based method has \(n = 2N^2\), the number of ODEs of the forward pass. For the interpolating adjoint method, \(n = 6N^2\), or the number of parameters plus the number of ODEs, which is then amplified by the cubic scaling of the linear solving. We note in passing that the backsolve technique requires \(n = 8N^2\), or double the number of ODEs plus the number of parameters, but is unstable on stiff equations and thus is not effective on this type of problem (indeed, on these benchmarks it was unstable and thus omitted). We note that the inability for the reverse-mode DSAAD to scale comes from the tape generation performance on nonlinear models. The Tracker types in the differential equation solvers have to utilize scalar tracking instead of tracking array primitives, greatly increasing the size of the computational graph and the memory burden. When array primitives are used, mutation is not allowed which decreases the efficiency of the solver more than the gained efficiency. This is a general phenomena of tape-based automatic differentiation methods and has been similarly noted in PyTorch [23] and TensorFlow Eager [23], demonstrating that the effective handling of this approach would require alternative AD architectures. These issues may be addressed in the next generation reverse-mode source-to-source AD packages like Zygote [24] or Enzyme [25] by not relying on tape generation.

Figure [3] further highlights the importance of the reverse-mode architecture by comparing between different reverse-mode choices used for the \(v^tJ\) calculation internal to the CASA. By default, ReverseDiff.jl is a tape-based AD which has trouble scaling to larger problems. Compiled ReverseDiff.jl does a single trace through the program to generate a static description of the code which it optimizes and compiles (this is thus not compatible with code that is non-static, such as having branches which change due to \(u\) or \(t\)). Enzyme.jl compiles a static SSA-form LLVM representation of the user’s \(f\) function and uses compiler passes to generate the \(v^tJ\) calculation. By acting at the lowest level, it can generate code after other code optimizations have been applied, which leads to noticeable performance gains of around an order of magnitude on this nonlinear partial differential equation application.

D. Parameter Estimation Performance Comparisons

To test the effect of sensitivity analysis timings in applications, we benchmarked parameter estimation performed with an \(L^2\) loss function on generated data for each of the models. The data was generated by solving the ODE with the parameters defined in the Appendix and sampling at evenly spaced time points (100 points for Lotka-Volterra, 20 for Brusselator, 10 for POLLU, and 41 for PK/PD). Each of the parameter estimations were done using the BFGS local optimizer from Optim.jl [26] and were run until the optimizer converged to the optima to a tolerance of \(10^{-6}\) (results were checked for proper convergence). Each method started from the same initial condition which was a perturbation of the true parameters. For Lotka-Volterra, the initial parameter values were \(\frac{1}{2}\) the true values, for PK/PD \(0.95p_0 + 0.001\), and for the other models \(\frac{1}{2}\). The timings are shown in Table III. While not as pronounced as the pure sensitivity calculations, these benchmarks show that utilizing a more efficient sensitivity analysis calculation does give a performance advantage in the application. Additional performance disadvantages for numerical differentiation could be attributed to the increased numerical error in the gradient which notably caused more iterations for the optimizer.

IV. DSAAD GENERALIZES TO HYBRID, DELAY, AND DIFFERENTIAL-ALGEBRAIC DIFFERENTIAL EQUATIONS

We compared the flexibility of sensitivity analysis approaches in order to understand their relative merits for use in a general-purpose differential equation package. First we analyze the ability for the sensitivity analysis approaches to work with event handling. Event-handling is a feature of differential equation packages which allows users to provide a rootfinding function \(g(u,p,t)\) at which a discontinuity (of the user’s choice) is applied at every time point where \(g(u,p,t) = 0\) (such equations are also known as hybrid differential equations). Automatic differentiation approaches to discrete sensitivity analysis directly generalize to handling this case by propagating Dual numbers through the event handling code. On the other hand, continuous sensitivity analysis approaches can require special handling in order to achieve correctness. There are two ways which sensitivities will not propagate:

1. Standard continuous sensitivity analysis does not take into account the sensitivity of the time point of the discontinuity to the parameters.
2) Standard continuous sensitivity analysis does not take into account the possibility of the discontinuity’s amount being parameter-dependent.

These points can be illustrated using a single state linear control problem where $x$ is the signal responsible for the control of $y$. This results in a first-order linear hybrid ordinary differential equation system:

$$\frac{dx}{dt} = -a,$$

$$\frac{dy}{dt} = b,$$  \hspace{1cm} (8)

where $a, b > 0$ are parameters, and the rootfinding function is $g(x, y, p, t) = x$. At zero-crossings the parameter $b$ is set to 0, effectively turning off the second equation. For the initial condition $(x(0), y(0)) = (1, 0)$, the system’s analytical solution is

$$x(t) = 1 - at,$$

$$y(t) = \begin{cases} bt & (t < t^*) \\ bt^* = \frac{b}{a} & (t \geq t^*) \end{cases},$$  \hspace{1cm} (9)

where $t^* = 1/a$ is the crossing time, which depends on the parameters. Furthermore, the amount of jump for the discontinuity of $dy/dt$ is also parameter dependent.

The sensitivity analysis results are compared to the true derivative at time $t = 1$ utilizing the analytical solution of the system (Equation 8) in Table IV. These results show that continuous sensitivity analysis as defined in Equation 3 does not properly propagate the sensitivities due to discontinuities and this results in incorrect derivative calculations for hybrid ODE systems. Extensions to continuous sensitivity analysis are required in order to correct these errors [27]. These have been implemented in DiffeqSensitivity.jl, though we remark from experience that such corrections are very non-trivial to implement and thus demonstrate an ease of implementation advantage for DSAAD.

Additionally, the continuous sensitivity analysis equations defined in Equation 3 only apply to ordinary differential equations. It has been shown that a different set of equations is required for delay differential equations (DDEs) [28]

$$\frac{du(t)}{dt} \frac{\partial G}{\partial p_i} = \frac{\partial G}{\partial u} \frac{\partial u}{\partial p_i}(t) + \frac{\partial G}{\partial \hat{u}} \frac{\partial \hat{u}}{\partial p_i}(t) + \frac{\partial G}{\partial p_i}(t),$$  \hspace{1cm} (10)

where $du(t)/dt = G(u, \hat{u}, p, t)$ is the DDE system with a single fixed time delay $\tau$, and differential-algebraic equations (DAEs) [12]

$$\frac{\partial F}{\partial u} \frac{\partial u}{\partial p_i} + \frac{\partial F}{\partial \hat{u}} \frac{\partial \hat{u}}{\partial p_i} + \frac{\partial F}{\partial p_i} = 0,$$  \hspace{1cm} (11)

where $F(\hat{u}, u, p, t) = 0$ is the DAE system. On the other hand, the discrete sensitivity analysis approach implemented via automatic differentiation is not specialized to ordinary differentiation equations since it automatically generates the sensitivity propagation at the compiler-level utilizing the atomic operations inside the numerical integration scheme. Thus these types of equations, and expanded forms such as DDEs with state-dependent delays or hybrid DAES, are automatically supported by the connection between DifferentialEquations.jl and Julia-based automatic differentiation packages. Tests on the DDE and DAE solvers confirm this to be the case.

V. DISCUSSION

Performant and correct sensitivity analysis is crucial to many applications of differential equation models. Here we analyzed both the performance and generalizability of the full Cartesian product of approaches. Our results show a strong performance advantage for automatic differentiation based discrete sensitivity analysis for forward-mode sensitivity analysis on sufficiently small systems, and an advantage for continuous adjoint sensitivity analysis for sufficiently large systems. Notably, pure tape-based reverse-mode automatic differentiation did not perform or scale well in these benchmarks. The implementations have been generally optimized for the usage in machine learning models which make extensive use of large linear algebra like matrix multiplications, which decrease the size of the tape with respect to the amount of work performed. Since differential equations tend to be defined by nonlinear functions with scalar operations, the tape handling to work ratio thus decreases and is no longer competitive with other forms of derivative calculations. This technical detail affects common frameworks such as ReverseDiff.jl, PyTorch [22], and TensorFlow Eager [23], which leads to the recommendation of CASA for most frameworks. In addition, some frameworks, such as Jax [29], cannot JIT optimize the non-static computation graphs of a full ODE solver, which further leads to performance improvements of CASA in current reverse-mode implementations. Future work should investigate adjoint DSAAD with approaches which allow for low overhead compilation of the reverse path, such as that of Zygote [24], for which the static handling of control flow may be what is needed for this application.

One major result to note is that, in many cases of interest, runtime overhead of the adjoint methods can be larger than the theoretical scaling advantages. Forward-mode automatic differentiation does not exhibit the best scaling properties but on small systems of ODEs with small numbers of parameters, both stiff and non-stiff, the forward mode methods benchmarks as advantageous. On problems like PDEs, the scaling of adjoint methods does confer an advantage to them when the problem is sufficiently large but also a disadvantage when the problem...
is small. Additionally, the ability to seed automatic differentiation for the Jacobian vector multiplications was demonstrated as very advantageous on the larger problems, showing that integrating the implementation of sensitivity analysis with automatic differentiation tools is necessary for achieving the utmost efficiency. In addition, the choice of automatic differentiation for the $v'J$ calculation was shown to be a major factor in performance, with the static Enzyme-based implementation giving a two order of magnitude performance advantage over the tape-based implementation even when confined to this one calculation. Together, these results show that having the ability to choose between these different methods is essential for a software wishing to support these distinct use cases.

Future research should look into the comparative performance of DiffEqSensitivity.jl [14] with the native adjoint techniques of SUNDIALS [12] and PETSc TS [30] to see how much this result generalizes. The results here would suggest the performance difference may be around three orders of magnitude since SUNDIALS uses a method similar to the interpolating CASA with (numerical) forward-mode Jacobians. A follow-up study on multiple PDEs comparing between the software suites could be very useful to practitioners.

While runtime performance of these methods is usually of interest, it is important to note the memory scaling for the various adjoint sensitivity analysis implementations. The quadrature CASA implementation benchmarks as the fastest for stiff ODEs, but uses a continuous solution to the original ODE in order to generate the adjoint Jacobian and gradients on-demand. This setup only requires a single forward ODE solve but makes a tradeoff due to the high memory requirement to save the full timeseries solution and its interpolating function. For example, with the chosen 9th order explicit Runge-Kutta method due to Verner, the total memory cost is $26NM$ since 26 internal derivative calculations of size $N$ are utilized to construct the interpolant where $M$ is the number of time points. The DSAAD reverse-mode AD approaches require constructing a tape for the entire initial forward solution and thus has memory scaling similar to the quadrature CASA, though in theory checkpointing AD systems AD could alleviate these memory issues. In contrast, checkpointing-based adjoint sensitivity analysis implementations [12] re-solve the forward ODE from a saved time point (a checkpoint) in order to get the $u$ value required for the Jacobian and gradient calculation, increasing the runtime cost by at most 2x while decreasing the memory cost to $NC$ where $C$ is the number of checkpoints. These results show that the DiffEqSensitivity.jl interpolating checkpointing CASA approach may have around a 5x performance deficit over the more optimal quadrature CASA, which is can be a useful price to pay if memory concerns are the largest factor. The backsolve CASA approach, while the most memory efficient, was shown to be too unstable to be useful in most usecases and is thus only recommended if the dynamical system is known to be non-stiff in advance.

These results show many advantages for the AD-based discrete sensitivity analysis for small systems. However, there are significant engineering challenges to the development of such integration schemes. In order for this methodology to exist, a general function automatic differentiation tool must exist for the programming language and the entire ODE solver must be compatible with the AD software. This works for the Julia-based DifferentialEquations.jl software since it contains a large number of high performance native-Julia solver implementations. However, many other solver ecosystems do not have such possibilities. For example, common open source packages for solving ordinary differential equation systems include deSolve in R [31] and SciPy for Python [32]. While general automatic differentiation tools exist for these languages ([33], [34]), both of these package call out to Fortran-based ODE solvers such as LSODA [35], and thus AD cannot be directly applied to the solver calls. This means DSAAD techniques may stay limited to specific software due to technical engineering issues.

When considering the maintenance of large software ecosystems, the DSAAD approach gives many advantages if planned from the start. For one, almost no additional code was required to be written by the differential equation community in order for this implementation to exist since it directly works via code generation at compile-time on the generic functions of DifferentialEquations.jl. But an additional advantage is that this same technique applies to the native hybrid, delay, and differential-algebraic integrators present in the library. DifferentialEquations.jl also allows for many other actions to occur in the events. For example, the user can change the number of ODEs during an event, and events can change solver internals like the current integration time. Continuous sensitivity analysis require a separate implementation for each of these cases with could be costly to developer time. For DiffEqSensitivity.jl, the performant and correct implementation of corrections for hybrid differential equations and differential-algebraic equations took around 6 months of split between two developers (part time). This ease of implementation aspect may be worth considering for smaller organizations.
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VI. APPENDIX

A. Models

The first test problem is LV, the non-stiff Lotka-Volterra model

\[ \frac{dx}{dt} = p_1 x - p_2 x y, \]
\[ \frac{dy}{dt} = -p_3 y + x y. \]

with initial condition \([1.0, 1.0]\) and \(p = [1.5, 1.0, 3.0]\) [5]. The second model, BRUSS, is the two dimensional \((N \times N)\) Brusselator stiff reaction-diffusion PDE:

\[ \frac{\partial u}{\partial t} = u_2 + u^2 v - (p_1 + 1) u + p_2 \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + f(x, y, t), \]
\[ \frac{\partial v}{\partial t} = p_1 u - u^2 v + p_3 \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}, \]

where

\[ f(x, y, t) = \begin{cases} 5 & \text{if } (x - 0.3)^2 + (y - 0.6)^2 \leq 0.1^2 \text{ and } t \geq 1.1 \\ 0 & \text{else} \end{cases} \]

with no-flux boundary conditions and \(v(0, x, y) = 22(y(1-y))^2/2\) with \(v(0, x, y) = 2T(x(1-x))^2/2\). This PDE is discretized to a set of \(N \times N \times 2\) ODEs using the finite difference method. The parameters are spatially-dependent, \(p_1 = p_3(x, y)\), making each discretized \(p_1 \times N \times N\) set of values at each discretization.
point, giving a total of $4N^2$ parameters. The initial parameter values were the uniform
$p_i(x, y) = [3.4, 1.0, 10.0, 10.0]$.

The third model, PKLLU, simulates air pollution. It is a stiff non-linear ODE system
which consists 20 ODEs:

\[
\begin{align*}
\frac{du_1}{dt} &= -p_1 u_1 + p_{10} u_{11} u_1 - p_{14} u_1 u_6 - p_{23} u_1 u_4 - p_{24} u_{19} u_1 + p_{22} u_4 u_4 + p_{35} u_5 u_2 + p_{50} u_1 u_2 + p_{11} u_1 + p_{12} u_{10} u_2 + p_{22} u_1 + p_{25} u_2, \\
\frac{du_2}{dt} &= -p_{22} u_2 - p_{33} u_5 u_2 - p_{34} u_1 u_2 - p_{12} u_1 u_2 + p_{14} u_1 + p_{21} u_1, \\
\frac{du_3}{dt} &= -p_{15} u_3 + p_{11} u_1 + p_{17} u_4 + p_{19} u_1 + p_{21} u_1, \\
\frac{du_4}{dt} &= -p_{24} u_4 - p_{16} u_4 - p_{17} u_4 - p_{23} u_1 u_4 + p_{15} u_3, \\
\frac{du_5}{dt} &= -p_{33} u_5 u_2 + p_{41} u_7 + p_{43} u_7 + p_{6} u_7 u_6 + p_{79} u_9 + p_{13} u_1 + p_{20} u_1 u_6, \\
\frac{du_6}{dt} &= -p_{43} u_6 - p_{8} u_9 u_6 - p_{14} u_1 u_6 - p_{20} u_1 u_6 + p_{35} u_2 u_2 + p_{18} u_1 + p_{18} u_1, \\
\frac{du_7}{dt} &= -p_{44} u_7 - p_{5} u_7 - p_{6} u_7 u_6 + p_{13} u_1, \\
\frac{du_8}{dt} &= -p_{5} u_7 + p_{5} u_7 + p_{6} u_7 u_6 + p_{79} u_9, \\
\frac{du_9}{dt} &= -p_{79} u_9 - p_{8} u_9 u_6, \\
\frac{du_{10}}{dt} &= -p_{33} u_1 u_2 + p_{79} u_9 u_2, \\
\frac{du_{11}}{dt} &= -p_{9} u_1 u_2 - p_{10} u_1 u_1 + p_{8} u_9 u_6 + p_{11} u_1, \\
\frac{du_{12}}{dt} &= p_{9} u_1 u_2, \\
\frac{du_{13}}{dt} &= -p_{11} u_3 + p_{10} u_1 u_1, \\
\frac{du_{14}}{dt} &= -p_{13} u_4 + p_{12} u_1 u_2, \\
\frac{du_{15}}{dt} &= p_{14} u_1 u_6, \\
\frac{du_{16}}{dt} &= -p_{18} u_4 - p_{19} u_4 + p_{18} u_4, \\
\frac{du_{17}}{dt} &= -p_{20} u_1 u_6, \\
\frac{du_{18}}{dt} &= p_{20} u_1 u_6, \\
\frac{du_{19}}{dt} &= -p_{21} u_1 - p_{22} u_1 - p_{24} u_1 u_1 + p_{23} u_1 u_4 + p_{25} u_2, \\
\frac{du_{20}}{dt} &= -p_{25} u_2 + p_{21} u_1 u_1. 
\end{align*}
\]

with the initial condition of $u_0 = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]$. and parameters [.35, 26.6, 12, 300, .000086, .000082, 15, 0000, .00013, 24, 0000, 16, 5000, 9, 0000, .022, 12, 000, 1.88, 16, 300, 4, 800, 000, .00035, .0175, 10^3, .444e12, 1, 240, 2.1, .578, .0474, 1, 780, 3.12].

The fourth model is a non-stiff pharmacokinetic/pharmacodynamic model (PKPD) which is in the form of

\[
\begin{align*}
\frac{dDepot}{dt} &= -k_a Depot, \\
\frac{dCent}{dt} &= k_a Depot + (CL + V_{max}/(K_m + (Cent/V_c)) + Q_1(Cent/V_c) + Q_2(Periph_{1}/V_{p1}) - Q_2(Cent/V_c) + Q_2(Periph_{2}/V_{p2}), \\
\frac{dPeriph_{1}}{dt} &= Q_1(Cent/V_c) - Q_1(Periph_{1}/V_{p1}), \\
\frac{dPeriph_{2}}{dt} &= Q_2(Cent/V_c) - Q_2(Periph_{2}/V_{p2}), \\
\frac{dResp}{dt} &= k_{in}(1 - (I_{max}(Cent/V_c)/(IC_{50} + (Cent/V_c)^3)) - k_{out} Resp. 
\end{align*}
\]

with the initial condition of $[100, 0, 0, 0, 0, 0, 0, 0, 0, 0, 5, 0]$. $k_a = 1$ is the absorption rate of drug into the central compartment from the dosing compartment. $CL = 1$ is the clearance parameter of drug elimination, $V_c = 20$ is the central volume of distribution, $Q_1 = 2$ is the inter-compartmental clearance between central and first peripheral compartment, $Q_2 = 0.5$ is the inter-compartmental clearance between central