ABSTRACT

Permutation Entropy (PE) is a powerful tool for quantifying the complexity of a signal which includes measuring the regularity of a time series. Additionally, outside of entropy and information theory, permutations have recently been leveraged as a graph representation, which opens the door for graph theory tools and analysis. Despite the successful application of permutations in a variety of scientific domains, permutations requires a judicious choice of the delay parameter $\tau$ and dimension $n$. However, $n$ is typically selected within an accepted range giving optimal results for the majority of systems. Therefore, in this work we focus on choosing the delay parameter, while giving some general guidance on the appropriate selection of $n$ based on a statistical analysis of the permutation distribution. Selecting $\tau$ is often accomplished using trial and error guided by the expertise of domain scientists. However, in this paper, we show how persistent homology, a commonly used tool from Topological Data Analysis (TDA), provides methods for the automatic selection of $\tau$. We evaluate the successful identification of a suitable $\tau$ from our TDA-based approach by comparing our results to both expert suggested parameters from published literature and optimized parameters (if possible) for a wide variety of dynamical systems.
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1 Introduction

Shannon entropy, which was introduced in 1948 [1], is a summary statistic measuring the regularity of a dataset. Since then, several new forms of entropy have been popularized for time series analysis. Some examples include approximate entropy [2], sample entropy [3], and permutation entropy (PE) [4]. While all of these methods measure the regularity of a sequence, PE does this through the motifs or permutations found within the signal. This allows for PE to be related to predictability [5, 6], which is useful for detecting dynamic state changes. Similar to Shannon Entropy, PE [4] is quantified as the summation of the probabilities of a data type (see Eq. (1)), where the data types for PE are permutations (see Fig. [1]), which we represent as $\pi$. Permutations have recently been used in other applications such as ordinal partition networks [7, 8] and the conditional entropy of these networks [9]. The permutation parameters $n$ and $\tau$ represent the permutation size and spacing, respectively. More specifically, $\tau$ is the embedding delay lag applied to the series and $n$ is a natural number that describes the dimension of the permutation. In this study we focus on selecting $\tau$ using methods based in Topological Data Analysis (TDA) since the dimension is typically chosen in the range $3 < n \leq 7$ for most applications [10]. However, we still provide a novel and simple guidance on the automatic selection of $n$ based on a statistical analysis of the permutations.

Currently, the most common method for selecting PE parameters is to adopt the values suggested by domain scientists. For example, Li et al. [11] suggest using $\tau = 3$ and $n = 3$ for electroencephalographic (EEG) data, Zhang and Liu [12]
suggest \( \tau = 3 \) or 5 and \( n \in [3, 5] \) for logistic maps, and Frank et al. \cite{13} suggest \( \tau = 2 \) or 3 and \( n \in [3, 7] \) for heart rate applications. One main disadvantage of using suggested parameter values for an application is the high dependence of PE on the sampling frequency. As an example, Popov et al. \cite{14} showed the importance of considering the sampling frequency when selecting \( \tau \) for an EEG signal. Another limitation is the need for application expertise in order to determine the needed parameters. This can hinder using PE in new applications that have not been sufficiently explored. Consequently, there is a need for an automatic, application-independent parameter selection algorithm for PE.

Several methods have been developed for estimating \( \tau \) for phase space reconstruction via Takens embedding \cite{15}. Some of which include mutual information \cite{16}, autocorrelation \cite{17}, and phase space methods \cite{18}. There has also been recent work in determining if these methods are suitable for the delay parameter selection for permutations \cite{19}. Outside of this, a general framework for selecting both \( n \) and \( \tau \) was introduced in \cite{10}. In this manuscript our goal is to determine other, TDA-based methods for selecting \( \tau \) for PE and to draw a connection between permutations and state space reconstruction. Specifically, in Section 3.2 we relate permutations to state space reconstruction to provide a justification for using the lag parameter from the latter to select \( \tau \) for the former. We then present a novel TDA-based tool for finding \( \tau \). For our approach we compute the 0-D sublevel set persistence in both time and frequency domains to obtain approximations of the maximum significant frequency. We then utilize Nyquist’s sampling theorem to find an appropriate \( \tau \) value.

To determine the viability of our methods, PE parameters are generated and compared to expert suggested values, optimal parameters based on maximizing the difference between permutation entropy for periodic and chaotic signals, and the delay corresponding to the first minima of mutual information. The method of mutual information was chosen as a basis for comparison based on its accuracy in selecting \( \tau \) for PE as demonstrated in \cite{19}.

The paper is organized as follows. In Section 1.1 we describe PE and show its computation using a simple example. Section 2 provides an overview of the tools that we use from TDA. In Section 3 we review the method of mutual information for embedding delay parameter selection (Section 3.1) and the 0-D sublevel set persistence methods for selecting \( \tau \) (Section 3.3). In Section 4 we introduce our novel approach for selecting the permutation dimension \( n \) using the statistics of permutations and highlight the comparison to standard Takens’ embedding techniques which, from our analysis, are not appropriate for permutation dimension selection. The results of each method for a variety of systems are then presented in Section 5 and the concluding remarks are presented in Section 6.

1.1 Permutation Entropy Example

Permutation entropy \( H(n) \) for permutation dimension \( n \) is calculated according to \cite{4} as

\[
H(n) = -\sum p(\pi_i) \log p(\pi_i),
\]

where \( p(\pi_i) \) is the probability of a permutation \( \pi_i \), and \( H(n) \) has units of bits when the logarithm is of base 2. The permutation entropy parameters \( \tau \) and \( n \) are used when selecting the permutation size: \( \tau \) is the number of time steps between two consecutive points in a uniformly sub-sampled time series, and \( n \) is the permutation length or motif dimension. Using a real-valued data set \( X \) and a measurement of the set \( x_i \in X \), we can define the vector \( v_i = [x_i, x_{i+\tau}, x_{i+2\tau}, \ldots, x_{i+(n-1)\tau}] \), which has the permutation \( \pi_i \). To better understand the possible permutations, consider an example with third degree \((n = 3)\) permutations. This results in six possible motifs as shown in Fig. 1.

\[
\begin{array}{ccc}
(0,1,2) & (0,2,1) & (1,0,2) \\
(2,0,1) & (1,2,0) & (2,1,0)
\end{array}
\]

Figure 1: All possible permutation configurations (motifs) for \( n = 3 \), where \( [\pi_1 \ldots \pi_6] = [(0, 1, 2) \ldots (2, 1, 0)] \).

Next, to further demonstrate PE with an example, consider the sequence \( X = [4, 7, 9, 10, 6, 11, 3] \) with third order permutations \( n = 3 \) and time delay \( \tau = 1 \). The sequence can be broken down into the following permutations: two \((0, 1, 2)\) permutations, one \((1, 0, 2)\) permutation, and two \((1, 2, 0)\) permutations for a total of 5 permutations. Applying
Eq. (1) yields
\[ H(3) = -2 \frac{\log 2}{5} - 2 \frac{\log 5}{5} - 1 \frac{\log 1}{5} = 1.522 \text{ bits}. \]

The permutation distribution can be visually understood by illustrating the probabilities of each permutation as separate bins. To accomplish this, Fig. 2 was created by taking the same series \( X \) (Fig. 2a) and placing the abundance of each permutation into its respective bin (Fig. 2b). PE is at a maximum when all \( n! \) possible permutations are evenly distributed or, equivalently, when the permutations are equiprobable with \( p(\pi_i) = p(\pi_1), p(\pi_2), \ldots, p(\pi_n) = \frac{1}{n!} \).

From this, the maximum permutation entropy \( H_{\text{max}} \) is quantified as
\[ H_{\text{max}}(n) = -\sum p(\pi_i) \log p(\pi_i) \]
\[ = -\log \frac{1}{n!} = \log n!. \]

Applying Eq. (2) for \( n = 3 \) yields a maximum PE of approximately 2.585 bits. Using the maximum possible entropy \( \log_2 n! \), the normalized permutation entropy is calculated as
\[ h_n = -\frac{1}{\log_2 n!} \sum p(\pi_i) \log_2 p(\pi_i). \]

Applying Eq. (3) to the example series \( X \) results in \( h_3 \approx 0.5888 \).

2 An overview of tools from TDA

Our TDA-based approaches for finding the delay dimension employs two types of persistence applied to two different types of data. Specifically, in our approach we combine the 0-D sublevel persistence of one-dimensional time series with the z-score. This section provides a basic background of the topics needed to intuitively understand the subsequent analysis. More specifics can be found in [20, 21, 22, 23].

2.1 Simplicial complexes

An abstract \( k \)-simplex \( \sigma \) is defined as a set of \( k + 1 \) indices where \( \dim(\sigma) = k \). If we apply a geometric interpretation to a \( k \)-simplex, we can think of it as a set \( V \) of \( k + 1 \) vertices. Using this interpretation, a 0-simplex is a point, a 1-simplex is an edge, a 2-simplex is a triangle, and higher dimensional versions can be similarly obtained.

A simplicial complex \( K \) is a set of simplices \( \sigma \subseteq V \) such that for every \( \sigma \in K \), all the faces of \( \sigma \), i.e., all the lower dimensional component simplices \( \sigma' \subset \sigma \) are also in \( K \). For example, if a triangle (2-simplex) is in a simplicial complex \( K \), then so are the edges of the triangle (1-simplices) as well as all the nodes in the triangle (0-simplices). The dimension of the resulting simplicial complex is given by the largest dimension of its simplices according to
The filtration of a simplicial complex \( K^{(n)} \) is the restriction of the latter to its simplices of degree at most \( n \), i.e., \( K^{(n)} = \{ \sigma \in K \mid \dim(\sigma) \leq n \} \).

Given an undirected graph \( G = (V, E) \) where \( V \) are the vertices and \( E \) are the edges, we can construct the clique (or flag) complex
\[
K(G) = \{ \sigma \subseteq V \mid uv \in E \text{ for all } u \neq v \in \sigma \}.
\]

### 2.2 Homology

If we fix a simplicial complex \( K \), then homology groups can be used to quantify the 1-dimensional topological features of the structure in different dimensions. For example, in dimension 0, the rank of the 0-dimensional homology group \( H_0(K) \) is the number of connected components. The rank of the 1-dimensional homology group \( H_1(K) \) is the number of loops, while the rank of \( H_2(K) \) is the number of voids, and so on. The homology groups are constructed using linear transformations termed boundary operators.

To describe the boundary operators, we let \( \{ \alpha_\sigma \} \) be coefficients in a field \( F \) (in this paper we choose \( F = \mathbb{Z}_2 \)). Since we are using the field \( \mathbb{Z}_2 \) we do not need to consider the orientation of the simplicial complex. Then \( K^{(n)} \), the \( n \)-skeleton of \( K \), can be used as a generating set of the \( F \)-vector space \( \Delta_n(K) \). In this representation, any element of \( \Delta_n(K) \) can be written as a finite formal sum \( \sum_{\sigma \in K^{(n)}} \alpha_\sigma \sigma \) called an \( n \)-chain. Further, elements in \( \Delta_n(K) \) are added by adding their coefficients. The group of all \( n \)-chains is the \( n \)th chain group \( \Delta_n(K) \), which is a vector space. Given a simplicial complex \( K \), the boundary map \( \partial_n : \Delta_n(K) \to \Delta_{n-1}(K) \) is defined by
\[
\partial_n([v_0, \ldots, v_n]) = \sum_{i=0}^{n} (-1)^i [v_0, \ldots, \hat{v}_i, \ldots, v_n],
\]
where \( \hat{v}_i \) denotes the absence of element \( v_i \) from the set. This linear transformation maps any \( n \)-simplex to the sum of its codimension 1 (codim-1) faces. The geometric interpretation of the boundary operator is that it yields the orientation-preserved boundary of a chain.

By combining boundary operators, we obtain the chain complex
\[
\ldots \to \Delta_{n+1}(K) \xrightarrow{\partial_{n+1}} \Delta_n(K) \xrightarrow{\partial_n} \Delta_{n-1}(K) \xrightarrow{\partial_{n-1}} \ldots \to \Delta_0(K) \xrightarrow{\partial_0} 0,
\]
where the composition of any two subsequent boundary operators is zero, i.e., \( \partial_n \circ \partial_{n+1} = 0 \). An \( n \)-chain \( \alpha \in \Delta_n(K) \) is a cycle if \( \partial_n(\alpha) = 0 \); it is a boundary if there is an \( n+1 \)-chain \( \beta \) such that \( \partial_{n+1}(\beta) = \alpha \). Define the kernel of the boundary map \( \partial_n \) using \( Z_n(K) = \{ c \in \Delta_n(K) : \partial_n c = 0 \} \), and the image of \( \partial_{n+1} \) \( B_n(K) = \{ c \in \Delta_n(K) : c = \partial_{n+1} c' \} \subseteq \Delta_{n+1}(K) \). Consequently, we have \( B_{k}(K) \subseteq Z_{k}(K) \). Therefore, we define the \( n \)th homology group of \( K \) as the quotient group \( H_n(K) = Z_n(K)/B_n(K) \). In this paper, we only need 0-dimensional persistent homology, and we always assume homology with \( \mathbb{Z}_2 \) coefficients which removes the need to keep track of orientation. In the case of 0-dimensional homology, there is a unique class in \( H_0(K) \) for each connected component of \( K \). For 1-dimensional homology, there is one homology class in \( H_1(K) \) for each hole in the complex and so on for higher dimensional invariants.

### 2.3 Filtration of a simplicial complex

Now, we are interested in studying the structure of a changing simplicial complex. We introduce a real-valued filtration function on the simplicies of \( K \) such that \( f(\tau) \leq f(\sigma) \) for all \( \tau \leq \sigma \) simplices in \( K \). If we let \( \{ y_1 < y_2 < \ldots < y_t \} \) be the set of the sorted range of \( f \) for any \( y \in \mathbb{R} \), then the filtration of \( K \) with respect to \( f \) is the ordered sequences of its subcomplexes
\[
\emptyset \subseteq K(y_1) \subseteq K(y_2) \subseteq \cdots \subseteq K(y_t) = K.
\]

The sublevel set of \( K \) corresponding to \( y \) is defined as
\[
K(y) = \{ \sigma \in K \mid f(\sigma) \leq y \},
\]
where each of the resulting \( K(y) \) is a simplicial complex, and for any \( y_1 \leq y_2 \), we have \( K(y_1) \subseteq K(y_2) \).

The filtration of \( K \) enables the investigation of the topological space under multiple scales of the output value of the filtration function \( f \). In this paper we consider a filtration function which corresponds to 0D sublevel persistence applied to 1-D time series data.
0-D persistence applied to 1-D time series: Let $\chi$ be the time-ordered set of the critical values of a time series. Here, we can think of the simplicial complex $K = G(V, E)$ containing a number of vertices $|V|$ equal to the number of critical values in the time series and only the edges $E$ that connect adjacent vertices. i.e., vertices $\{v_i \mid 1 \leq i \leq n\}$, and edges $\{v_i v_{i+1} \mid 1 \leq i \leq n - 1\}$. Therefore, we have a one-to-one correspondence between the critical values in $\chi$ and the vertices of the simplicial complex $V$. We define the filtration function for every face $\sigma$ in $K$ according to

$$f(\sigma_i) = \begin{cases} \chi_i & \text{if } \sigma_i \in V, \\ \max(u, v) & \text{if } \sigma_i = uv \in E. \end{cases}$$

Using this filtration function in Eq. (4), we can define an ordered sequence of subcomplexes where $y \in [\min(\chi), \max(\chi)]$.

2.4 Persistent homology

Persistent homology is a tool from topological data analysis which can be used to quantify the shape of data. The main idea behind persistent homology is to watch how the homology changes over the course of a given filtration. Fix a dimension $n$, then for a given filtration

$$K_1 \subseteq K_2 \subseteq \cdots \subseteq K_N$$

we have a sequence of maps on the homology

$$H_n(K_1) \to H_n(K_2) \to \cdots \to H_n(K_N).$$

We say that a class $[\alpha] \in H_n(K_i)$ is born at $i$ if it is not in the image of the map $H_n(K_{i-1}) \to H_n(K_i)$. The same class dies at $j$ if $[\alpha] \neq 0$ in $H_n(K_{j-1})$ but $[\alpha] = 0$ in $H_n(K_j)$.

This information can be used to construct a persistence diagram as follows. A class that is born at $i$ and dies at $j$ is represented by a point in $\mathbb{R}^2$ at $(i, j)$. The collection of the points in the persistence diagram, therefore, give a summary of the topological features that persists over the defined filtration. See the example of Fig. 3 for $n = 0$ and time series data.

![Figure 3: Example formulation of a persistence diagram based on 0-D sublevel sets.](image)

3 Permutation Delay

To form permutations from a time series a delay embedding is applied to a uniform subsampling of the original time series according to the embedding parameter $\tau$. For example, the subsampled sequence $X$ with elements $\{x_i : i \in \mathbb{N} \cup 0\}$ subject to the delay $\tau$ is defined as $X(\tau) = [x_0, x_\tau, x_{2\tau}, \ldots]$. Riedl et al. [10] showed that PE is sensitive to the time delay, which prompts the need for a robust method for determining an appropriate value for $\tau$. For estimating the optimal $\tau$, we will be investigating the following methods in the subsequent sections: Mutual Information (MI) in Section 3.1 and combining 0-D persistence with the frequency and time domains (Section 3.3). We recognize, but do not investigate, some other commonly used methods for finding $\tau$. These include the autocorrelation function [17] and the phase space expansion [18].

Before introducing the TDA-based methods, in Section 3.2 we elucidate a connection between the permutation delay parameter and the state space reconstruction delay parameter for Takens’ embedding to justify the use of methods such as MI and the TDA-based methods.
3.1 Mutual Information

A common method for selecting the delay $\tau$ for state space reconstruction is through a measure of the mutual information between a time series $x(t)$ and its delayed version $x(t + \tau)$ [16]. Mutual information is a measurement of how much information is shared between two sequences, and it was first realized by Shannon et al. [1] as

$$I(X;Y) = \sum_{x\in X} \sum_{y\in Y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)},$$

(5)

where $X$ and $Y$ are separate sequences, $p(x)$ and $p(y)$ are the probability of the element $x$ and $y$ separately, and $p(x,y)$ is the joint probability of $x$ and $y$. Fraser and Swinney [16] showed that for a chaotic time series the mutual information between the sequence $x(t)$ and $x(t + \tau)$ will decrease as $\tau$ increases until reaching a minimum. At this delay $\tau$, the individual data points share minimum amount of information, thus indicating that the data points are sufficiently separated. While this delay value was specifically developed for phase space reconstruction from a single time series, we show in Section 3.2 how this delay parameter selection method is also appropriate for permutation entropy. Due to this relationship and the result in [19] suggesting the use of MI for PE delay selection, we benchmark the delays $\tau$ obtained from our methods against their MI counterparts.

3.2 Relating Permutations to Delay Reconstruction

The goal in this section is to relate the distribution of permutations formed from a given delay $\tau$ to the state space reconstruction with the same delay $\tau$. This connection will show the time delay for both permutations and state space reconstruction are related.

Let us first start by describing the process for state space reconstruction and its similarity to permutations. As described by Takens’ [15], we can reconstruct an attractor that is topologically equivalent to the original attractor of a dynamical system through embedding a 1-D signal into $\mathbb{R}^n$ by forming a cloud of delayed vectors as $v_i = [x(t_i), x(t_i+\tau), x(t_i+2\tau), \ldots, x(t_i+(n-1)\tau)]$ for $i \in [0, L - n\tau]$, where $L$ is the length of the discretely and uniformly sampled signal. Permutations are formed in a very similar fashion where we take our vectors $v_i$ and find their symbolic representation based on their ordinal ranking as explained in Section 1.1. The different permutation types can be viewed as an inequality-based binning of the $\mathbb{R}^n$ vector space of the reconstructed dynamics as shown in Fig. 4 for dimension $n = 3$. For example, consider the region in Fig. 4 labeled $\pi_1$. All points on the trajectory shown in this region have the
property that $x(t + 2\tau) > x(t + \tau) > x(t)$ meaning that points in this region are placed into the group $\pi_1$ where all nodes in the permutation are increasing. Similarly, the other sections of the trajectory are appropriately binned to the remaining permutations. This provides a first intuitive understanding of the connection between permutation and state space reconstruction; however, we need to determine if the optimal $\tau$ parameter used in $v_i$ is related to the optimal delay in PE.

Takens’ embedding theorem explains that, theoretically, any delay $\tau$ would be suitable for reconstructing the original topology of the attractor; however, this has the requirement of unrestricted signal length with no additive noise in the signal [15]. Since this is rarely a condition found in real-world signals, a $\tau$ is chosen to unfold the attractor such that noise has a minimal effect on the topology of the reconstructed dynamics.

Let us now explain what we mean by the correspondence between $\tau$ and the unfolding of the dynamics and what effect this has on the corresponding permutations. If the delay $\tau$ is too small (e.g. $\tau = 1$ for a continuous dynamical system with a high sampling rate) the delay embedded reconstructed attractor will be clustered around the hyper-diagonal in $\mathbb{R}^n$. Additionally, the corresponding permutations will be overwhelmingly dominated by the permutation types $\pi_1$ and $\pi_n!$ with these two permutations being of the all increasing and all decreasing ordinal patterns, respectively. The dominance of these two permutations for a delay $\tau$ that is too small was termed by Casdagli et al. [24] as the “redundancy effect.” For an example of this see the permutation distribution and clustering about the hyper-diagonal in $\mathbb{R}^3$ in Fig. 5 when $\tau = 1$. We see that for $\tau = 1$, the trajectory is dominated by $\pi_1$ and $\pi_6$ permutations, and for this case each group makes up a probability of 50% of the embedded attractor. As the delay increases, the probabilities of the remaining groups begin to increase and the $\pi_1$ and $\pi_6$ probabilities decrease. These probabilities are generally calculated by computing the fraction of the trajectory that is occupied by each ordinal pattern. This example is based on the $x$-solution to the periodic Rossler dynamical system as described in Section A.2. As the delay increases beyond the redundancy effect, the reconstructed attractor begins to unfold to have a similar shape and topology as the true attractor. Correspondingly, as the delay increases the permutation distribution tends towards a more equiprobable distribution (See Fig. 5 at $\tau \approx 14$).

A way of summarizing the permutation probability distribution is actually through PE itself and more specifically the analysis of Multi-scale Permutation Entropy (MsPE). Riedl et al. [10] showed how after the redundancy effect

![Figure 5: Example comparing first minima of mutual information and first maxima of multi-scale permutation entropy, which demonstrates the correspondence between the two. On the left are the $n = 3$ time delayed state space reconstructions with an inaccurately chosen $\tau = 1$ and appropriate $\tau = 14$. On the right shows the permutation distribution as $\tau$ increases and the associated multi-scale permutation entropy and mutual information plots.](image-url)
there is a suitable delay for PE, which we related to the first maxima of the MsPE plot [19]. The MsPE plot for our periodic Rossler example is shown in Fig. 5. Let us also look at the MI plot as a comparison. The idea behind MI is that at the first minima of the mutual information between \( x(t_i) \) and \( x(t_{i+\tau}) \) the delay \( \tau \) accurately provides a suitable delay for state space reconstruction. A quick investigation of the MI function reveals a high degree of correlation between the MI function and the MsPE function with the first maxima of MsPE being approximately at the same \( \tau \) as the first minima of MI. When the delay becomes significantly larger than the first minima of MI or maxima of MsPE, the permutation distribution begins to fluctuate as shown in Fig. 5. This effect was termed the “irrelevance effect” by Casdagli et al. [24]. This increasing of \( \tau \) beyond the the first minima also correlates with what Kantz and Schreiber [25] describe as the reconstruction filling an overly large space with the vectors already being independent. Additionally, at a minima beyond the first minima, Fraser and Swinney [16] showed how the reconstructed attractor shape will no longer qualitatively match the shape of the true state space.

In summary, we have shown a main heuristic result we need to move forward: tools for delay parameter selection for PE can be suitable for state space reconstruction and vice-versa. While we do not provide a proof that PE and state space reconstruction use the same \( \tau \), it has recently been shown that a connection between co-homology, information theory, and probability does exist [26], which strengthens our qualitative analysis of this connection. In the following sections we leverage tools from TDA to determine the optimal \( \tau \) associated with the unfolding of the attractor.

### 3.3 Finding \( \tau \) Using Sublevel Set Persistence

In this section our goal will be to leverage sublevel set persistence for the selection of \( \tau \) for both state space reconstruction and permutation entropy. Specifically, our goal is to automate the frequency analysis method [27] for selecting \( \tau \) for state space reconstruction by analyzing both the time and frequency domain of the signal using sublevel set persistence. Melosik and Marszalek [27] leveraged Shannon-Nyquist sampling criteria and used the maximum significant frequency \( f_{max} \) and the sampling frequency \( f_s \) to select an appropriate \( \tau \) according to

\[
\tau = \frac{f_s}{\alpha f_{max}},
\]

where \( \alpha \in [2, 4] \). The value \( \alpha = 2 \) is associated to the Nyquist sampling rate, while \( \alpha > 4 \) produces an oversampling. Since this method was developed using the Nyquist sampling rate, it is applicable for continuous, band-limited signals. This frequency based approach was used to find suitable delays for the 0/1 test on chaos and heuristically compare the Lorenz attractor and its time-delay reconstruction [27]. The heuristic comparison showed that this frequency approach actually provided more accurate delay parameter selections for state space reconstruction than the mutual information function when trying to replicate the shape of the attractor. Unfortunately, a major drawback of this method is the non-trivial selection of \( f_{max} \). In Melosik’s and Marszalek’s original work [27] the maximum frequency was manually selected using a normalized Fast Fourier Transform (FFT) cutoff of approximately 0.01, which does not address the possibility of additive noise.

In [19] the maximum “significant” frequency was approximated in a time series using the FFT and defining a power spectrum cutoff based on the statistics of additive noise in the FFT. An issue with this method for non-linear time series is that the Fourier spectrum does not easily yield itself to selecting the maximum “significant” frequency for chaotic time series even with an appropriately selected cutoff to ignore additive noise. Additionally, the method was only developed for Gaussian White Noise (GWN) contamination of the original time series.

The following sections improve the selection of the maximum significant frequency using two novel methods based on 0-D sublevel set persistence. We chose to use 0-D sublevel set persistence due to its computational efficiency and stability for true peak selection [28, 29]. The first method is based on a time domain analysis of the sublevel set lifetimes (see Section 3.3.1), and the second implements a frequency domain analysis using sublevel set persistence and the modified z-score (see Section 3.3.2).

#### 3.3.1 Time Domain Approach

The first approach we implement for estimating the maximum significant frequency of a signal is based on a time domain analysis of the sublevel set persistence. This process uses the time ordered lifetimes from the sublevel set persistence diagram. Time ordered lifetimes and a cutoff separating the sublevel sets associated with noise were previously introduced in [30]. Here we use those methods and results to find the time \( t_B \) in which all the significant sublevel sets are born. Figure 6 shows an example time order lifetimes plot where the time between two adjacent lifetimes is defined as \( T_B \). If we use \( T_B \) as an approximation of a period in the time series, then we can calculate the associated frequencies as \( f_i = 1/T_B \) Hz. If we then look at the distribution of \( f_i \), the maximum “significant” frequency can be approximated using the 75% quantile of the distribution of the frequencies as \( f_{max} \approx Q_{75}(f) \). This
quantile allows for a few outlier frequencies to occur without having a significant effect on the estimate of the maximum significant frequency.

Applying this method to the periodic Rossler system described in Eq. (18) results in $\tau = 23$ with the corresponding state space reconstruction for $n = 2$ shown in Fig. 7. This suggested delay is larger than that of mutual information ($\tau = 16$), but relatively close. We also see in Fig. 7 that the attractor appears to be circular. Embedding this signal using the suggested delay from [31] resulted in an attractor that was more elliptical in shape which is not ideal for attractor reconstruction. This suggests that the time-domain analysis for selecting the maximum frequency and corresponding delay functions can automatically suggest an appropriate delay for permutation entropy and state space reconstruction resulting in a more optimal unfolding of the attractor in both periodic and chaotic cases.

Figure 6: Example demonstrating process from time series $x$ (periodic Rossler system) to sublevel set persistence diagram to time ordered lifetimes on the bottom left. Additionally, on the bottom left shows a sample time periodic between sublevel sets as $T_{B_i}$.

Figure 7: Example demonstrating the time delay $\tau = 23$ result for the periodic and chaotic Rossler example time series shown in the top figures and the resulting $n = 2$ Takens’ embeddings. The bottom right figures show the embeddings using the delays from [31] ($\tau = 9$) and the sublevel persistence method ($\tau = 23$) for both periodic (left) and chaotic (right) signals.

3.3.2 Fourier Spectrum Approach

In this section we present a novel TDA based approach for finding the noise floor in the Fourier spectrum for selecting the maximum significant frequency $f_{\text{max}}$ to be used for selecting $\tau$ for PE through Eq. (6). Specifically, we show how the 0-dimensional sublevel set persistence, a tool from TDA discussed in Section 2, can be used to find the significant
lifetimes and the associated frequencies in the frequency spectrum. Although it would be ideal to separate the significant lifetimes based on propagating the FFT of a random process into the persistence space, this task is not trivial. There have been studies on pushing forward probability distributions into the persistence domain [32,33,34], but it is difficult to obtain a theoretical cutoff value in persistence space; therefore, we instead separate the noise lifetimes from significant lifetimes through the use of the modified $z$-score. This separation allows us to find the noise floor and the maximum significant frequency via a cutoff. This process for finding the cutoff and associated maximum frequency is illustrated in Fig. 8. The following paragraphs give an overview of the modified $z$-score and cutoff analysis.

Modified $z$-score The modified $z$-score $z_m$ is essential to understanding the techniques used for isolating noise from a signal [35]. The standard score, commonly known as the $z$-score, uses the mean and the standard deviation of a data set to find an associated $z$-score for each data point and is defined as

$$z = \frac{x - \mu}{\sigma} \tag{7}$$

where $x$ is a data point, $\mu$ is the mean, and $\sigma$ is the standard deviation of the data set, respectively. The $z$-score value is commonly used to identify outliers in the data set by rejecting points that are above a set threshold, which is set in terms of how many standard deviations away from the mean are acceptable. Unfortunately, the $z$-score is susceptible to outliers itself with both the mean and the standard deviation not being robust against outliers [36]. This led Hampel [37] to develop the modified $z$-score as an outlier detection method that is robust to outliers. The logic behind the modified $z$-score or median absolute deviation (MAD) method is grounded on the use of the median instead of the mean. The MAD is calculated as

$$\text{MAD} = \text{median}(|x - \tilde{x}|) \tag{8}$$

where $x$ is an array of data points and $\tilde{x}$ is its median. The MAD is substituted for the standard deviation in Eq. (7). To improve the modified $z$-score, Iglewicz and Hoaglin [38] suggested to additionally substitute the mean with the median. The resulting equation for the modified $z$-score is then

$$z_m = 0.6745 \frac{x - \tilde{x}}{\text{MAD}} \tag{9}$$

where the value 0.6745 was suggested in [38]. We can now use the modified $z$-score $z_m$ for evaluating the “significance” of each point in the sublevel set persistence diagram of the Fourier spectrum. A threshold for separating noise in the persistence domain is discussed in the following paragraph.

Threshold and Cutoff Analysis To determine the noise floor in the normalized Fast Fourier Transform (FFT) spectrum, we compute the 0-dimensional persistence of the FFT. This provides relatively short lifetimes for the noise, while the prominent peaks, which represent the actual signal, have comparatively long lifetimes or high persistence. To separate the noise from the outliers we calculate the modified $z$-score for the lifetimes in the persistence diagram. We can then determine if the lifetime is associated to noise or signal based on a $z_m$ cutoff as $D$, where we can label a lifetime as significant (an outlier) if $z_m > D$. Iglewicz and Hoaglin [38] suggest a $z_m$ threshold of $D = 3.5$ based on an analysis of 10,000 random-normal observations. However, we apply both the FFT and 0-D sublevel set persistence to the original signal so we need to determine if this cutoff is also suitable for data that has been processed in this way. To do this we used a signal of 10,000 random-normal observations and applied FFT. We then calculated the 0-D sublevel set persistence and computed the modified $z$-score $z_m$ using the resulting lifetimes. For an accurate cutoff we would expect to label all of the lifetimes as noise with $z_m < D$ since each signal is composed of pure noise. As shown in Fig. 8 a threshold of approximately $D = 4.8$ labels all of the lifetimes as noise. This threshold was rounded up to 5 for simplicity. We can now simply define a cutoff based on the labeling of each lifetime from the modified $z$-score with $\text{Cutoff} = \max(\text{lifetime}_{\text{noise}})$. We emphasize that this threshold is only appropriate for additive Gaussian white noise and a different cutoff may need to be obtained with a different noise distribution.
We can now find the maximum significant frequency $f_{\text{max}}$ as the highest frequency in the Fourier spectrum with an amplitude greater than the specified cutoff. For this method to accurately function, it is required that there is some additive noise in the time series. This is due to the fact that our pipeline in Fig. 8 does not distinguish between signals with and without noise so if a noise-free signal is used, the outliers will drastically alter the results and the cutoff will not be accurate. Adding noise to the signal is meant to increase the contrast between outliers and the true signal to allow for a proper cutoff to be obtained. Further, it is uncommon to have a signal without noise in real-world situations. To accommodate this for our simulations, additive Gaussian noise with Signal-to-Noise Ratio of 30 dB is added to the time series before calculating the FFT. If we apply this method to the example periodic Rossler system time series we find a suggested delay of $\tau = 15$. Which is close to the delay estimated using mutual information. We will further investigate its accuracy on several other systems in Section 5 to make more general conclusions on the functionality of this method for selecting $\tau$.

### 4 Permutation Dimension

In this section we will show that, contrary to the delay selection, the dimension for permutation entropy is not related to that of Takens’ embedding. Additionally, we will provide a simple method for selecting an appropriate permutation dimension based on the permutation distribution.

Permutation entropy is often used to differentiate between the complexity of a time series when there is a dynamic state change (e.g., periodic compared to chaotic), so the dimension should be chosen such that it is large enough to capture these changes. To accomplish this we suggest that permutations of the time series do not occupy all of the possible permutations, but rather only a fraction of the permutations when an appropriate delay is selected. This criteria is set so that a change can be captured by an increase/decrease in the number of permutations and their associated probabilities. Because of this, we suggest a dimension where, at most, only 50% of the permutations are used. However, it may be more suitable to select a dimension where a lower percentage is used (e.g., 10%).

To begin this method for determining if the dimension is high enough to capture the time series complexity we will define $N_\pi$ as the number of permutation types where the probability of that permutation type is significant. Specifically, we will consider the probability of that permutation to be significant if the number of occurrences of permutation $\pi$ is greater than 10% of the maximum number of occurrences of any permutation type of dimension $n$. The permutation delay $\tau$ was selected from the expert suggested values provided in [19, 10]. We can now express our needed dimension as the ratio and inequality

$$\frac{N_\pi}{n!} \leq R,$$

where $R = 0.50$ for the suggested maximum 50% criteria.
To compare this dimension to the standard Takens' embedding tools for selecting $n$ we will implement four examples:

\[ \begin{align*}
    x_1(t) &= t / 10 \\
    x_2(t) &= \sin(t) \\
    x_3(t) &= \sin(t) + \sin(\pi t) \\
    x_4(t) &\sim \mathcal{N}(\mu = 0, \sigma^2 = 1),
\end{align*} \tag{11} \]

where $t \in [0, 100]$ with a sampling rate of 20 Hz and $\mathcal{N}$ is Gaussian additive noise. By applying Eq. (10) to the time series in Eq. (11), we can suggest dimensions of 2 for $x_1(t)$, 4 for $x_2(t)$, 6 for $x_3(t)$, and 7 for $x_4(t)$ as shown in Fig. 10.

In comparison to Takens’ embedding, for time series $x_2(t)$ dimension $n = 2$ would be sufficient, but if this was used for permutation entropy, no increase in complexity could be detected. Additionally, this result suggests an upper bound on the dimension for permutation entropy as $n \approx 9$ as the ratio in Eq. (10) is approximately 0 for dimensions $n > 9$. As a rule of thumb from this result, a dimension of 8 would be suitable for almost all applications, but it would be optimal to minimize the dimension to reduce the computation time of PE. In Section 5 we will show the resulting suggested dimensions using this method for a wide variety of dynamical systems.

![Figure 10](image-url)

Figure 10: Percent of permutations used $R = N_π/n!$ for each example time series (see Eq. (11)) as the dimension is incremented.

5 Results

This section provides the results of the parameter selection methods. First, in Section 5.1 we calculate the delay parameter for a wide variety of dynamical systems and data sets using mutual information and the automatic TDA-based methods described in this manuscript. Unfortunately, the optimal parameters cannot be decided based on a simple entropy value comparison since there is no direct equivalence between PE and other entropy approximations of
To determine a range of approximately optimal PE parameters we quantify the difference between PE values for a wide range of delays and dimensions with the difference for a given $\tau$ and $n$ calculated as

$$\Delta h_n(\tau) = h_n^{(\text{Ch.})}(\tau) - h_n^{(\text{Pe.})}(\tau),$$

where the superscripts Ch. and Pe. represent the PE calculation on the chaotic and periodic time series for the given dynamical system. The specific parameters used to generate periodic and chaotic responses for each system are described in Appendix A. If we apply Eq. (12) to the Rossler system for $\tau \in [1, 15]$ and $n \in [3, 10]$ we find that $\Delta h_n(\tau)$ is significant when $\tau \in [9, 15]$ and $n \in [6, 10]$ as shown in Fig. 11. However, as mentioned previously in Section 4, dimensions greater than 8 can be computationally expensive. We consider this range where $\Delta h_n(\tau)$ is relatively large as the range of optimal PE parameters to be compared to. We repeated this process for finding the optimal parameter ranges for PE using a similar procedure to this Rossler example as shown in Table 1.

To verify our TDA-based methods for determining $\tau$, Table 1 compares our results to the values from a wide variety of systems for both the first minima of the mutual information function and from expert suggestions, including several listed by Riedl et al. [10]. The table also shows the resulting permutation dimensions suggested from the permutation statistics as described in Section 4 for both $R = 0.1$ and $R = 0.5$ from Eq. (10). For these systems we have also included, where applicable, the delay and dimension parameter estimates for both periodic and chaotic responses to validate each method’s robustness to chaos and non-linearity. However, for the medical data section we instead included a healthy/control and unhealthy (arrhythmia for ECG and seizure for EEG) as a substitute for a periodic and chaotic response, respectively. A detailed description of each dynamical system or data set used, including parameters for periodic and chaotic responses, is provided in the Appendix.
In Table 1 we have highlighted the methods that failed to provide an accurate delay \( \tau \) in red. This does not mean the embedding is not optimal it simply means it fell outside of the range of expert suggested delays. We will now go through the methods and highlight the advantages and drawbacks as well as provide general suggestions for which method to use based on the category.

**Noise Models:** We only have one expert suggestion of parameters for the noise models category, which is for Gaussian white noise (Gauss.) as \( \tau = 1 \) and \( n \in [3, 6] \). In regards to the delay, all TDA based methods show an accurate selection of \( \tau = 1 \), however the suggestion of \( \tau = 3 \) from Mutual Information (MI) is slightly higher than suggested. We found that the expert suggested dimensions of 3 to 6 is significantly lower than the minimum dimension suggested by our permutation statistics method of \( n = 7 \). As mentioned in Section 4, we believe it is necessary to have the number of permutations used to be at least less than 50% of all the permutations available, which corresponds to a dimension \( n = 7 \) for Gaussian noise. Additionally, as shown in Fig. 10 if a dimension of even \( n = 6 \) is used approximately 95% of the permutations are already in use for Gaussian noise, which would make dynamic state changes difficult or statistically insignificant if there is a complexity increase. From this logic we can then conclude that a suitable dimension should actually be at least \( n = 7 \) if any increase in the time series complexity is expected. If only decreases in complexity are expected, then a dimension of \( n = 6 \) may be suitable.

**Continuous Flows:** The next category is of continuous flows described by systems of non-linear differential equations. As shown in Table 1 both the time domain analysis via sublevel set persistence and mutual information provide accurate delay suggestions for many of the examples. We can also conclude that the frequency domain analysis using sublevel set persistence often provided delays that were too small. In regards to the dimension, the suggested dimensions from the permutation statistics agreed with the delay suggested by experts for all of the continuous flow systems. This suggests
that our method for selecting a dimension for permutation entropy in Section 4 is accurate for simulations of continuous differential equations.

Periodic Functions: For periodic functions, including a simple sinusoidal function (periodic) and two incommensurate sinusoidal functions (quasiperiodic), our results in Table 1 show that all methods, including mutual information, provide accurate selections of $\tau$ except the Fourier spectrum analysis via sublevel sets. This method results in a significantly larger suggestion for $\tau$. In regards to the dimension selection, our results using the permutation statistics method described in Section 4 agree with the expert suggested minimum dimension of $n = 4$. For the quasiperiodic function tested, there is no reference or expert suggested delay; however, a discrepancy was observed in the obtained time delays where the frequency domain methods yielded a delay of 49 and the time domain and mutual information approaches resulted in delays of about 25. Therefore the results for the quasiperiodic system are inconclusive.

Maps: When selecting the delay parameter for permutations and Takens’ embedding for maps we found that all of the topological methods suggested accurate delay parameters, while the standard mutual information method selected overly large delay parameters when the maps are chaotic. Therefore, we suggest the use of one of the topological methods when estimating the delay parameter for maps. For the permutation dimension we found a suggested dimension $n \in [4, 7]$, in comparison to the expected suggested dimension ranging from 2 to 16. While the range suggested from the permutations statistics as described in Section 4 falls within the range suggested by experts, their range is too broad. Specifically, a dimension greater than 9 can be computationally cumbersome, and a dimension lower than 4 would not show significant differences for dynamic state changes. Therefore, we suggest the use of our narrower range of dimension from $n \in [5, 6]$ for maps, which agrees with our optimal PE parameter range.

Medical Data: The medical data used in this study inherently has some degree of additive noise, which provides a first glimpse into the noise robustness of the delay parameter selection methods investigated. However, a more thorough investigation will be provided in Section 5.3. From our analysis, we disagree with the expert suggested delay $\tau \in [1, 3]$, but rather suggest the delay selected from either mutual information or the time domain analysis of sublevel set persistence. The general selection for delays between 1 and 3 does not account for the large variation in possible sampling rates. If a small delay is used in conjunction with a high sampling rate, an inaccurate delay could be selected resulting in indistinguishable permutation entropy values as the dynamic state changes. In regards, to the permutation dimension $n$, we believe that a more appropriate dimension, in comparison to the values suggested by experts, should range between 5 and 7 for medical data applications.

5.2 A Note on Forecasting Performance

In Table 1 we show that a significant proportion of the obtained embedding parameters align with expert suggested values. However, some of the systems resulted in parameters outside of these suggested ranges. This section aims to demonstrate that using the embedding parameters from our TDA-based methods can still provide accurate time series forecasting. To perform the forecasting, an AutoRegressive (AR) model was used to learn from simulation data and fit a model of the form,

$$x_t = \sum_{i=1}^{p} \varphi_i x_{t-i} + \varepsilon_t,$$

(13)

where $\varphi_i$ are learned coefficients from the simulation data, $p$ is the order of the model and $\varepsilon_t$ is Gaussian white noise [44]. Note also that more sophisticated forecasting models also exist such as the AutoRegressive Moving Average (ARMA) model [44], but for this analysis we consider the simplest such case to demonstrate the accuracy of the estimated embedding parameters and in practice these complex models were found to learn significantly slower compared to the AR model. We assume that we only have access to one state of the system and embed the signal using the appropriate delay and dimension. The embedded signal is then regarded as the ground truth because in practice we do not have access to the remaining states, and Takens’ theorem only guarantees a topological equivalence in the reconstructed attractor.

We then fit the autoregressive model to the time series choosing a sufficiently large model order and embed the forecasted signal over a range of delays. These reconstructed attractors are then compared with the embedded attractor from the simulation using the sum of the Root Mean Square Errors (RMSE) across all embedded states of the system and plotted with respect to the embedding delay $\tau$ similar to what is done in [25]. If the embedding delay is sufficient for forecasting, we expect that its error will be reasonably close to the error when using the expert suggested delay.

5.2.1 Periodic Bi-Directional Rossler System

Using the sublevel persistence method in the frequency domain, the delay for the periodic bi-directional Rossler system was computed to be $\tau = 9$ while the expert suggested delay is $\tau = 15$. This system was simulated using the
specifications in Sec. [A.4] and the AR model was used to forecast the embedded system states between $t = 930$ to $t = 980$. The AR model was trained on simulation data at an initial condition of $x_1 = -0.4, y_1 = 0.6, z_1 = 5.8$, $x_2 = 0.8, y_2 = -2.0, z_2 = -4.0$, and the model was tested by changing $x_1$ to 1.0 and $y_1$ to 0.4. This process was performed for $\tau$ values between 1 and 25 to generate a RMSE error plot with respect to the system delay and a dimension of $n = 6$ was used for embedding. The forecast error for this system is shown in Fig. 12(a) where we see that the error for the two delays of interest are relatively close with the sublevel persistence method giving an approximately 10% larger forecast error compared to the expert suggested value. This implies that our method can provide embedding parameters that give accurate forecasting results for periodic signals. We also see that the forecast error for some small delays can be low so it is important to emphasize that this plot does not provide a measure of the optimal delay for attractor reconstruction.

5.2.2 Periodic Chua Circuit

The optimal delay using sublevel persistence with the frequency domain method for the periodic chua circuit was determined to be $\tau = 11$ while the expert suggested delay is $\tau = 20$. Autoregressive model forecasting was also applied to this system to demonstrate that our methods provide parameters that result in similar forecasting errors compared to expert suggested parameters. We trained a 300 term AR model on simulation data as in Sec. [A.5]. The model was used to forecast the system states between $t = 138$ to $t = 180$ with training initial conditions of $x = 1.0, y = 0.0, z = 0.0$, and testing initial conditions were set by changing $y = 1.0$ and $z = 1.0$. A dimension of $n = 7$ was used for all simulations of this system and the delay was varied between 1 and 25. The RMSE errors for this system are shown in Fig. 12(b) where we see that for this specific initial condition, the total error for the expert suggested parameter forecast is nearly identical to the result from our method, and because both errors are close this gives further evidence that our method is robust to forecasting.

![Figure 12: RMSE forecast error plot for the bi-directional periodic rossler system (a) and periodic chua circuit (b) with respect to the embedding delay using an AR forecast model with 300 terms to estimate the embedded system states. The emphasized values and ranges in the plot are from Table 1.](image)

5.3 Robustness to Additive Noise

To determine the noise robustness of the delay parameter selection methods investigated in this work we will use an example time series. Specifically, we will use the $x$ solution to the periodic Rossler system as described in Section [A.2]. Note that the simulation parameters for these results differ from those in [31]. We will use additive Gaussian noise $N(\mu = 0, \sigma^2)$, where $\sigma$ is determined from the Signal-to-Noise Ratio (SNR). The SNR is a measurement of how much noise there is in the signal with units of decibels (dB) and is calculated as

$$\text{SNR}_{\text{dB}} = 20 \log_{10} \left( \frac{A_{\text{signal}}}{A_{\text{noise}}} \right),$$

(14)

where $A_{\text{signal}}$ and $A_{\text{noise}}$ are the Root-Mean-Square (RMS) amplitudes of the signal and additive noise, respectively. If we manipulate Eq. (14) we can solve for $A_{\text{noise}}$ as

$$A_{\text{noise}} = A_{\text{signal}} 10^{-\frac{\text{SNR}_{\text{dB}}}{20}}.$$  

(15)

16
Because $x(t)$ is a discrete sampling from a continuous system with $t = [t_1, t_2, \ldots, t_N]$, we calculate $A_{\text{signal}}$ as

$$A_{\text{signal}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} [x(t_i) - \bar{x}]^2},$$

(16)

where $\bar{x}$ is the mean of $x$ and is subtracted from $x(t)$ to center the signal about zero. With $A_{\text{noise}}$ calculated, we set the additive noise standard deviation as $\sigma = A_{\text{noise}}$.

We applied a sweep of the SNR from 1 to 40 in increments of 1 with each SNR being repeated for 30 unique realizations of the noise distributed as $\epsilon \sim N(0, A^2_{\text{noise}})$. For each realization of $x(t) + \epsilon$ the delay parameters were calculated using all 3 methods: sublevel set persistence of the frequency domain $\tau_{\text{SLf}}$, sublevel set persistence of the time domain $\tau_{\text{SLt}}$, and mutual information $\tau_{\text{MI}}$. The mean and standard deviation of the 30 trials at each SNR were calculated for each method as shown in Fig. 13. In Fig. 13, it is clear that the methods are robust to noise down to a SNR of approximately 10 dB. While this does show a limit for the sublevel set persistence methods, SNR values below 10 dB indicate extremely noisy signals.

5.4 Robustness to Signal Length

A common issue with signal processing and time series analysis methods is their limited functionality with smaller sets of data available, which has been used to analyze the sensitivity of the delay parameter selection [45]. Here we will investigate the limitations of these methods in the face of short time series. We will do this analysis by incrementing the length of the time series with the PE parameters calculated at each increment. For our analysis we will again use the Rossler system as described in Section A.2. Specifically, we increment the length of the signal from $L = 75$ to 1000 in steps of 25 (see Fig. 14). However, if this type of analysis is not available for the data set being analyzed, for time series analysis applications it is commonly suggested to have a data length of $L = 4000$ for continuous dynamical systems and $L = 500$ for maps [46].

In Fig. 14 we see that all of the methods reach a larger value of $\tau$, in comparison to the expert suggested $\tau = 9$ when the time series contains at least 300 data points. However, we see that the time domain method seems to be more robust to signal length compared to mutual information and the frequency domain method. An important note to make is that this result is not general for all continuous dynamical systems. The required length of the signal is going to vary significantly depending on the sampling rate of the time series. To determine a general requirement for the methods we repeated this analysis method for all of the systems shown in Table 1. Our result from this analysis found that, in general, a signal of $L \geq 15\tau$ allows selecting an appropriate PE and state space reconstruction delay $\tau$ using the TDA-based methods described in this manuscript.
Figure 14: Signal length robustness analysis of the delay parameter selection using the Rossler system with incrementing signal length from 75 to 1000 in steps of 25. The delay parameters were calculated at each $L$ using set persistence of the frequency domain $\tau_{SL_f}$, sublevel set persistence of the time domain $\tau_{SL_t}$ and mutual information $\tau_{MI}$.

6 Conclusion

We described a novel TDA-based approach for automatically determining the PE delay parameter $\tau$ given a sufficiently sampled/over-sampled time series. We investigated the sublevel set persistence in both the time and frequency domains to determine the maximum significant frequency, which was then used to estimate an appropriate delay based on the Shannon-Nyquist sampling criteria [27].

In regards to the permutation dimension $n$, in Section 4 we developed a simple statistical analysis method for selecting an appropriate permutation dimension $n$ based on the need for only a portion of the permutations to be used in the time series to capture complexity changes. This method also revealed that the permutation dimension and Takens’ embedding dimension are not necessarily related and tools for the Takens’ embedding dimension cannot generally be used for the permutation dimension.

To determine the accuracy of these methods, the resulting delays were compared to each of the standard MI approach of Fraser and Swinney [16], expert suggested parameters of various categories of dynamical systems and data sets, and optimal parameters calculated if the dynamical system model allowed for various differing dynamical states to be simulated. This result showed that the sublevel set persistence of the time domain method provided the most accurate delays for all of the systems analyzed except for EEG data. However, due to the differing sampling rates for different EEG data sets, the expert suggested delay of 1–3 may not be accurate for the EEG data investigated in this work. We do not recommend using the sublevel set persistence of the frequency domain as this method consistently provided delays that were too small for continuous flow differential equations and too large for periodic functions. Our noise robustness analysis revealed that the methods we developed here were robust to additive noise up to the SNR values as low as 10 dB. We also analyzed the robustness of the methods to signal length and found they provide an accurate delay even for short time series with the general suggestion of signal length $L > 15\tau$.

In comparison to the expert suggested dimensions and the optimal dimensions from comparing chaotic and periodic signals, our dimension parameter selection method accurately provided similar results for nearly all of the systems investigated in this work. Additionally, the range suggested using our method was more precise than the dimensions suggested by experts giving the user a more definite answer to an appropriate permutation dimension as these results can vary based on simulation parameters. We hypothesize that using techniques such as a weighted average to combine the parameters from the different methods based on knowledge of the system could lead to even more optimal results. However, this is a topic for future research.
Acknowledgments

This material is based upon work supported by the Air Force Office of Scientific Research under award number FA9550-22-1-0007. This work is supported in part by Michigan State University and the National Science Foundation Research Traineeship Program (DGE-2152014) to Max Chumley.

References

[1] Claude E Shannon, Warren Weaver, and Arthur W Burks. The mathematical theory of communication. 1951.
[2] Steven M Pincus. Approximate entropy as a measure of system complexity. Proceedings of the National Academy of Sciences, 88(6):2297–2301, 1991.
[3] Joshua S Richman and J Randall Moorman. Physiological time-series analysis using approximate entropy and sample entropy. American Journal of Physiology-Heart and Circulatory Physiology, 278(6):H2039–H2049, 2000.
[4] Christoph Bandt and Bernd Pompe. Permutation entropy: a natural complexity measure for time series. Physical review letters, 88(17):174102, 2002.
[5] Joshua Garland, Ryan James, and Elizabeth Bradley. Model-free quantification of time-series predictability. Physical Review E, 90(5), nov 2014.
[6] Frank Pennekamp, Alison C. Iles, Joshua Garland, Georgina Brennan, Ulrich Brose, Ursula Gaedke, Ute Jacob, Pavel Kratina, Blake Matthews, Stephan Munch, Mark Novak, Gian Marco Palamara, Björn C. Rall, Benjamin Rosenbaum, Andrea Tabi, Colette Ward, Richard Williams, Hao Ye, and Owen L. Petchey. The intrinsic predictability of ecological time series and its potential to guide forecasting. Ecological Monographs, 89(2), mar 2019.
[7] Michael McCullough, Michael Small, Thomas Stemler, and Herbert Ho-Ching Iu. Time lagged ordinal partition networks for capturing dynamics of continuous dynamical systems. Chaos: An Interdisciplinary Journal of Nonlinear Science, 25(5):053101, 2015.
[8] Audun Myers, Elizabeth Munch, and Firas A. Khasawneh. Persistent homology of complex networks for dynamic state detection. Physical Review E, 100(2), aug 2019.
[9] Zahra Shahriari and Michael Small. Permutation entropy of state transition networks to detect synchronization. International Journal of Bifurcation and Chaos, 30(10):2050154, aug 2020.
[10] Müller Riedl, A Müller, and N Wessel. Practical considerations of permutation entropy. The European Physical Journal Special Topics, 222(2):249–262, 2013.
[11] Duan Li, Zhenhu Liang, Yinghua Wang, Satoshi Hagihira, Jamie W Sleigh, and Xiaoli Li. Parameter selection in permutation entropy for an electroencephalographic measure of isoflurane anesthetic drug effect. Journal of clinical monitoring and computing, 27(2):113–123, 2013.
[12] Hong Zhang and Xuncheng Liu. Analysis of parameter selection for permutation entropy in logistic chaotic series. In Intelligent Transportation, Big Data & Smart City (ICITBS), 2018 International Conference on, pages 398–402. IEEE, 2018.
[13] Birgit Frank, Bernd Pompe, Uwe Schneider, and Dirk Hoyer. Permutation entropy improves fetal behavioural state classification based on heart rate analysis from biomagnetic recordings in near term fetuses. Medical and Biological Engineering and Computing, 44(3):179, 2006.
[14] Anton Popov, Oleksii Avilov, and Oleksii Kanaykin. Permutation entropy of eeg signals for different sampling rate and time lag combinations. In Signal Processing Symposium (SPS), 2013, pages 1–4. IEEE, 2013.
[15] Floris Takens. Detecting strange attractors in turbulence. In Dynamical Systems and Turbulence, Warwick 1980: proceedings of a symposium held at the University of Warwick 1979/80, pages 366–381. Springer, 2006.
[16] Andrew M Fraser and Harry L Swinney. Independent coordinates for strange attractors from mutual information. Physical review A, 33(2):1134, 1986.
[17] Peter Grassberger and Itamar Procaccia. Measuring the strangeness of strange attractors. Physica D: Nonlinear Phenomena, 9(1-2):189–208, 1983.
[20] Robert Ghrist. Barcodes: The persistent topology of data. *Bulletin of the American Mathematical Society*, 45:61–75, 2008. Survey.

[21] Gunnar Carlsson. Topology and data. *Bulletin of the American Mathematical Society*, 46(2):255–308, January 2009. Survey.

[22] Herbert Edelsbrunner and John L. Harer. *Computational topology: an introduction*. American Mathematical Society, Rhode Island, 2009.

[23] S. Y. Oudot. *Persistence theory: from quiver representations to data analysis*, volume 209 of AMS Mathematical Surveys and Monographs. American Mathematical Society, Rhode Island, 2015.

[24] Martin Casdagli, Stephen Eubank, J Doyne Farmer, and John Gibson. State space reconstruction in the presence of noise. *Physica D: Nonlinear Phenomena*, 51(1-3):52–98, 1991.

[25] Holger Kantz and Thomas Schreiber. *Nonlinear Time Series Analysis*. Cambridge University Press, Cambridge, nov 2003.

[26] Pierre Baudot and Daniel Bennequin. Topological forms of information. In *AIP Conference Proceedings*, volume 1641, pages 213–221. American Institute of Physics, 2015.

[27] Michal Melosik and W Marszałek. On the 0/1 test for chaos in continuous systems. *Bulletin of the Polish Academy of Sciences Technical Sciences*, 64(3):521–528, 2016.

[28] Firas A. Khasawneh and Elizabeth Munch. Topological data analysis for true step detection in periodic piecewise constant signals. *Proceedings of the Royal Society A: Mathematical, Physical and Engineering Science*, 474(2218):20180027, oct 2018.

[29] David Cohen-Steiner, Herbert Edelsbrunner, and John Harer. Stability of persistence diagrams. *Discrete & Computational Geometry*, 37(1):103–120, dec 2006.

[30] Brittany T. Fasy Audun D. Myers, Firas A. Khasawneh. Separating persistent homology of noise from time series data using topological signal processing. *arXiv:2012.04039 [math.AT]*, 2020.

[31] Mei Tao, Kristina Poskuvienie, Nizar Alkayem, Maosen Cao, and Minydas Ragulskis. Permutation entropy based on non-uniform embedding. *Entropy*, 20(8):612, 2018.

[32] Robert J. Adler, Omer Bobrowski, Matthew S Borman, Eliran Subag, and Shmuel Weinberger. Persistent homology for random fields and complexes. In *Borrowing strength: theory powering applications—a Festschrift for Lawrence D. Brown*, volume 6, pages 124–144. Institute of Mathematical Statistics, Ohio, 2010.

[33] Robert J. Adler, Omer Bobrowski, and Shmuel Weinberger. Crackle: The homology of noise. *Discrete & Computational Geometry*, 52(4):680–704, aug 2014.

[34] Matthew Kahle and Elizabeth Meckes. Limit theorems for betti numbers of random simplicial complexes. *Homology, Homotopy and Applications*, 15(1):343–374, 2013.

[35] Songwon Seo. *A review and comparison of methods for detecting outliers in univariate data sets*. PhD thesis, University of Pittsburgh, 2006.

[36] Christophe Leys, Christophe Ley, Olivier Klein, Philippe Bernard, and Laurent Licata. Detecting outliers: Do not use standard deviation around the mean, use absolute deviation around the median. *Journal of Experimental Social Psychology*, 49(4):764–766, 2013.

[37] Frank R Hampel. The influence curve and its role in robust estimation. *Journal of the american statistical association*, 69(346):383–393, 1974.

[38] Boris Iglewicz and David Hoaglin. *Volume 16: how to detect and handle outliers. The ASQC basic references in quality control: statistical techniques*, Edward F. Mykytka. PhD thesis, Ph. D., Editor, 1993.

[39] Karsten Keller, Teresa Mangold, Inga Stolz, and Jenna Werner. Permutation entropy: New ideas and challenges. *Entropy*, 19(3):134, mar 2017.

[40] Luciano Zunino, Miguel C Soriano, Ingo Fischer, Osvaldo A Rosso, and Claudio R Mirasso. Permutation-information-theory approach to unveil delay dynamics from time-series analysis. *Physical Review E*, 82(4):046212, 2010.

[41] He Shaobo, Sun Kehui, and Wang Huihai. Modified multiscale permutation entropy algorithm and its application for multiscroll chaotic systems. *Complexity*, 21(5):52–58, nov 2014.

[42] Matthäus Staniek and Klaus Lehnertz. Parameter Selection for Permutation Entropy Measurements. *International Journal of Bifurcation and Chaos*, 17(10):3729–3733, oct 2007.
Appendix A  Summary of the used data and models

A.1  Lorenz System

The Lorenz system used is defined as

\[
\frac{dx}{dt} = \sigma(y - x), \quad \frac{dy}{dt} = x(\rho - z) - y, \quad \frac{dz}{dt} = xy - \beta z. \tag{17}
\]

The Lorenz system had a sampling rate of 100 Hz. This system was solved for 100 seconds and the last 20 seconds were used. For a periodic response parameters \(\sigma = 10.0, \beta = 8.0/3.0,\) and \(\rho = 100\) were used. For a chaotic response parameters \(\sigma = 10.0, \beta = 8.0/3.0,\) and \(\rho = 105\) were used.

A.2  Rössler System

The Rössler system used was defined as

\[
\frac{dx}{dt} = -y - z, \quad \frac{dy}{dt} = x + ay, \quad \frac{dz}{dt} = b + z(x - c), \tag{18}
\]

with parameters of \(a = 0.10, b = 0.20\) for periodic and \(b = 0.1\) for chaotic, and \(c = 14\), which was solved for 1000 seconds with a sampling rate of 15 Hz. Only the last 2500 data points of the solution were used.

A.3  Coupled Rössler-Lorenz System

The coupled Lorenz-Rössler system is defined as

\[
\frac{dx_1}{dt} = -y_1 - z_1 + k_1(x_2 - x_1), \\
\frac{dy_1}{dt} = x_1 + ay_1 + k_2(y_2 - y_1), \\
\frac{dz_1}{dt} = b_2 + z_1(x_1 - c_2) + k_3(z_2 - z_1), \\
\frac{dx_2}{dt} = \sigma(y_2 - x_2), \\
\frac{dy_2}{dt} = \lambda x_2 - y_2 - x_2 z_2, \\
\frac{dz_2}{dt} = x_2 y_2 - b_1 z_2, \tag{19}
\]

where \(b_1 = 8/3, b_2 = 0.2, c_2 = 5.7, k_1 = 0.1, k_2 = 0.1, k_3 = 0.1, \lambda = 28, \sigma = 10,\) and \(a = 0.25\) for a periodic response and \(a = 0.51\) for a chaotic response. This system was simulated at a frequency of 50 Hz for 500 seconds with the last 30 seconds used.
A.4 Bi-Directional Coupled Rössler System

The Bi-directional Rössler system is defined as

\[
\begin{align*}
\frac{dx_1}{dt} &= -w_1 y_1 - z_1 + k(x_2 - x_1), \\
\frac{dy_1}{dt} &= w_1 x_1 + 0.165 y_1, \\
\frac{dz_1}{dt} &= 0.2 + z_1(x_1 - 10), \\
\frac{dx_2}{dt} &= -w_2 y_2 - z_2 + k(x_1 - x_2), \\
\frac{dy_2}{dt} &= w_2 x_2 + 0.165 y_2, \\
\frac{dz_2}{dt} &= 0.2 + z_2(x_2 - 10),
\end{align*}
\]

with \(w_1 = 0.99\), \(w_2 = 0.95\), \(k = 0.25\) for periodic and \(k = 0.3\) for chaotic. This was solved for 1000 seconds with a sampling rate of 10 Hz. Only the last 150 seconds of the solution were used.

A.5 Chua Circuit

Chua’s circuit is based on a non-linear circuit and is described as

\[
\begin{align*}
\frac{dx}{dt} &= \alpha(y - f(x)), \\
\frac{dy}{dt} &= \gamma(x - y + z), \\
\frac{dz}{dt} &= -\beta y,
\end{align*}
\]

where \(f(x)\) is based on a non-linear resistor model defined as

\[
f(x) = m_1 x + \frac{1}{2}(m_0 + m_1) \left[ |x + 1| - |x - 1| \right].
\]

The system parameters were set to \(\beta = 27\), \(\gamma = 1\), \(m_0 = -3/7\), \(m_1 = 3/7\), and \(\alpha = 10.8\) for a periodic response and \(\alpha = 12.8\) for a chaotic response. The system was simulated for 200 seconds at a rate of 50 Hz and the last 80 seconds were used.

A.6 Mackey-Glass Delayed Differential Equation

The Mackey-Glass Delayed Differential Equation is defined as

\[
x(t) = -\gamma x(t) + \beta \frac{x(t - \tau)}{1 + x(t - \tau)}
\]

with \(\tau = 2\), \(\beta = 2\), \(\gamma = 1\), \(n = 7.75\) for periodic and \(n = 9.65\) for chaotic. This was solved for 400 seconds with a sampling rate of 50 Hz. The solution was then downsampled to 5 Hz and the last 200 seconds were used.

A.7 Periodic Sinusoidal Function

The sinusoidal function is defined as

\[
x(t) = \sin(2\pi t)
\]

This was solved for 40 seconds with a sampling rate of 50 Hz.

A.8 Quasiperiodic Function

This function is generated using two incommensurate periodic functions as

\[
x(t) = \sin(\tau t) + \sin(t).
\]

This was sampled such that \(t \in [0, 100]\) at a rate of 50 Hz.
A.9 EEG Data
The EEG signal was taken from Andrzejak et al. [47]. Specifically, the first 5000 data points from the EEG data of a healthy patient from set A (file Z-093) was used and the first 5000 data points of a patient experiencing a seizure from set E (file S-056) was used.

A.10 ECG Data
The Electrocardiogram (ECG) data was taken from SciPy’s misc.electrocardiogram data set. This ECG data was originally provided by the MIT-BIH Arrhythmia Database [48]. We used data points 3000 to 5500 during normal sinus rhythm and 8500 to 11000 during arrhythmia.

A.11 Logistic Map
The logistic map was generated as
\[ x_{n+1} = rx_n(1 - x_n), \]
with \( x_0 = 0.5 \) and \( r = 3.95 \). Equation 26 was solved for the first 500 data points.

A.12 Hénon Map
The Hénon map was solved as
\[
\begin{align*}
    x_{n+1} &= 1 - ax_n^2 + y_n, \\
    y_{n+1} &= bx_n,
\end{align*}
\]
where \( b = 0.3 \), \( x_0 = 0.1 \), \( y_0 = 0.3 \), and \( a = 1.4 \). This system was solved for the first 500 data points of the x-solution.

A.13 Double Pendulum
The double pendulum is a staple benchtop experiment for investigated chaos in a mechanical system. A point-mass double pendulum’s equations of motion are defined as
\[
\begin{align*}
    \frac{d\theta_1}{dt} &= \omega_1, \\
    \frac{d\theta_2}{dt} &= \omega_2, \\
    \frac{d\omega_1}{dt} &= \frac{N_1}{\ell_1(2m_1 + m_2 - m_2 \cos(2\theta_1 - 2\theta_2))}, \\
    \frac{d\omega_2}{dt} &= \frac{N_2}{\ell_2(2m_1 + m_2 - m_2 \cos(2\theta_1 - 2\theta_2))},
\end{align*}
\]
where the system parameters \( g = 9.81 \text{ m/s}^2 \), \( m_1 = 1 \text{ kg} \), \( m_2 = 1 \text{ kg} \), \( \ell_1 = 1 \text{ m} \), and \( \ell_2 = 1 \text{ m} \). The system was solved for 200 seconds at a rate of 100 Hz and only the last 30 seconds were used with initial conditions \([\theta_1, \theta_2, \omega_1, \omega_2] = [0.4 \text{ rad}, 0.6 \text{ rad}, 1, 1]\) for periodic and \([\theta_1, \theta_2, \omega_1, \omega_2] = [0, 3 \text{ rad}, 0, 0]\) for chaotic. This system will have different dynamic states based on the initial conditions, which can vary from periodic, quasiperiodic, and chaotic.