Group Decision-Making Support for Sustainable Governance of Algal Bloom in Urban Lakes
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Abstract: Algal bloom is a typical pollution of urban lakes, which threatens drinking safety and breaks the urban landscape. It is pivotal to select a reasonable governance approach for sustainable management. A decision-making support method was studied in this paper. First, a general framework was designed to organize the rational decision-making processes. Second, quantitative calculation methods were proposed, including expert selection and opinion integration. The methods can determine the vital decision elements objectively and automatically. Third, the method was applied in Yuyuantan Lake in Beijing, China. The monitoring information and decision-making process are presented and the rank of governance alternatives is given. The comparison and discussion show that the group decision-making method is feasible and effective. It can assist the sustainable management of algal bloom.
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1. Introduction

Water is pivotal in the ecological environment and is a living resource for human beings. However, the water environment still faces a severe situation due to its limited volume and recurring pollution. Algal bloom is a typical pollution in urban lakes and reservoirs. Taking Beijing, China, as an example, algal bloom has occurred in Beihai Lake, Shichahai Lake, and Beihucheng River in recent years. Today, 30.7% of lakes are in the middle eutrophic degree [1] where algal bloom is highly likely. Algal bloom occurs when the eutrophication level is high. It generates foul smells and toxins which seriously affect the urban landscape and threaten the health of citizens. Various categories of governance approaches have been carried out to clear algal bloom, including physical, chemical, biological, and ecological approaches [2,3]. The advantages and application conditions of each approach are different. It has been a crucial task to select the correct governance approach according to the current conditions and management preferences, which is an issue that has to do with decision making.

In traditional decision making of algal bloom governance, decisions are made by the administrator directly based on his or her personal experience, which is quite subjective and unreliable. For modern sustainable management, a decision-making support system and technique have been developed through extensive research [4–6]. Some studies [7–9] were conducted on algal bloom governance mainly based on multi-attribute decision making. Moreover, some intelligent methods have been
proposed that make use of a correlation analysis and multi-source information fusion [10–12]. In these methods, more influence factors are considered for a comprehensive decision. The decision-making process becomes calculable and automatic and therefore, can be applied in information systems.

For the methods mentioned above, the core issue is the source and processing of the decision information. On the one hand, experts are an important decision information source. Many management factors, such as governance efficiency, elimination degree, secondary pollution possibility, etc., are evaluated by experts. The specialization level of experts directly impacts decision making. Group decision making [13] has been proposed to improve the specialized skills of professionals and reduce the impact of personal bias. However, the existing studies do not focus on the rational recognition and selection of experts. On the other hand, decision opinions should reflect experts’ original meaning as much as possible. The decision-making calculation should rely on the original knowledge expression and computable format.

Based on the unresolved problems above, a group decision-making method is proposed. In this method, experts can be classified and selected automatically based on machine learning. Their decision opinions are expressed and calculated in a two-tuple linguistic form. Here, Yuyuantan Lake in Beijing is studied using the proposed method. The decision-making process and result are analyzed and discussed later in this paper.

The rest of this paper is organized as follows. Related works are introduced in Section 2. Section 3 introduces the problem, source information, and the main method. In Section 4, the whole decision-making process is presented, along with the case study of Yuyuantan Lake. The method and results are discussed in Section 5. Finally, the conclusions are presented in Section 6.

2. Related Works

2.1. Algal Bloom Governance and Sustainable Management

As mentioned in the introduction, algal bloom pollution threatens drinking safety and causes damage to the urban landscape. Therefore, modern management methods need to be introduced into the decision-making process related to algal bloom governance.

In a previous study, Wang et al. [7] proposed some constraint conditions to select the algal bloom governance alternatives with the fuzzy Bayes method. Liu et al. [8] introduced information entropy and grey theory into the decision-making computing in order to give the weight to the objective data. Bai et al. [9] used the Vague set to express an evaluation of opinions for multiple management objectives. Most of the proposed methods are based on multi-attribute decision making. In the literature, additional types of information are introduced, including nature language processing and data fusion [10,11].

Sustainable management has also attracted attention [14,15]. Any selected governance approach should be conducted according to sustainable principles, which requires more factors and limitations in management and decision making. With the development of information technology, more techniques can help with modern sustainable management, including machine learning [16–18], information fusion [19,20], sensor networks [21–23], and Internet of Things [24,25].

The methods and techniques above make it possible for decision making to automatically take place online. The vital issue is the processing of the multi-source information. Various decision information data should be integrated with calculable methods. The decision-making process should also be embedded into information systems. Then, the decision support techniques can help decision makers reach an appropriate conclusion.

2.2. The Decision Support Technique

For rational decision making, various classical methods have been studied, including multi-attribute decision making [6,26] and multi-criteria decision making [27]. The attributes and criteria can be regarded as decision factors; therefore, these two categories are consistent from a theoretical perspective. Because decision making is closely related to human actives, the expression of human
thought becomes a vital issue. To address this issue, different formats have been explored, including fuzzy set, grey theory, and linguistic variable [5,28,29]. Meanwhile, the group decision-making [13] has been studied to reduce personal bias impact. The expert library and knowledge management form the new trend.

For decision information processing and understanding, the semantic web can store and evaluate the cyberspace data intelligently [4,30]. Some semantic web standards have been proposed for unified data management. However, much online content does not accord with the rules. It has been a problem to extract semantic information from unstructured and semi-structured data. For the self-learning ability, machine learning develops fast in-text analysis and natural language understanding [11]. Semantic web and machine learning have been applied in the decision support systems.

For the problem in this paper, the experts desired to be classified and selected with their features. The expert scale is not so large, and their feature factors can be transformed into the structured type. Therefore, machine learning was chosen as the primary technique with a more accessible and simpler calculation than the semantic web.

3. Materials and Methods

3.1. Problem Description

For the sustainable governance of algal bloom in urban lakes, a suitable and optimal approach should be selected first. The optimal selection of approaches is the decision-making problem being studied in this paper.

Concretely, a lake can be monitored in real-time, including water quality, hydrologic data, and meteorological status. By judging the monitoring data, the state of algal bloom can be determined. If the algal bloom generates or will occur in a high probability, some experts and administrators are invited to make the decision on how to govern the algal bloom. They give opinions on various aspects, considering the current environment status. The opinions are integrated to form the final decision-making result. The decision-making problem above can be described and expressed as follows.

There are $K$ decision experts to be selected and the expert set is $E = \{e_1, e_2, \cdots, e_K\}$. There are $m$ governance methods that can be selected and they form the alternative set $A = \{a_1, a_2, \cdots, a_m\}$. Experts will assess the alternatives from multiple aspects, and the elements are named as attributes. The attribute set is $B = \{b_1, b_2, \cdots, b_n\}$. For each expert, opinions can be organized in a decision matrix:

$$R^k = \begin{bmatrix} r^k_{11} & \cdots & r^k_{1j} \\ \vdots & \ddots & \vdots \\ r^k_{i1} & \cdots & r^k_{ij} \end{bmatrix}$$

(1)

where $k$ is the serial number of experts, $1 \leq k \leq K$, $1 \leq i \leq m$, $1 \leq j \leq n$. The matrix element $r_{ij}$ denotes the $i$-th solution’s impact degree on the $j$-th attribute. Experts give the evaluation degree $r$ in the grade forms. Moreover, the grade in this paper is expressed with 2-tuple linguistic. The 2-tuple linguistic method can reflect the grade with a definite similarity, which will be introduced concretely in Section 3.3.3.

There are two main tasks in this paper. First, experts should be selected quantificationally with their features, which will help to determine their weights. Second, the opinions in the matrix (1) should be integrated for the final decision-making result. The solutions to these two tasks are described in Section 3.3.

3.2. Study Area and Experimental Data

In this paper, Yuyuantan Lake in Beijing was analyzed as an example. The decision-making method can be clear and intuitive with the instance, and it can be applied in other similar management.
Yuyuantan Lake is endowed with the function of a landscape by the Beijing government. Its area is 44 hm² and the target level of water quality is III in the Chinese national standard. It is located at the West-Third-Ring Road in Beijing. The range of Yuyuantan Lake is shown in Figure 1, and the studied area is in the yellow block.

![Figure 1. Studied area and range of Yuyuantan Lake in Beijing, China.](image)

Automatic monitoring equipment was installed on the bank of the studied lake. This consists of a small weather station and a self-integrated water quality sensor (YSI 6600v2 and other independent sensors). These obtain the water quality and hydrologic data once an hour. The real-time data are judged with the local standard of algal bloom [31,32]. An early warning threshold was set for the activation of governance decision-making. The real-time monitoring data of the instance are listed in Table 1. In the monitoring data, DO (Dissolved Oxygen) and Chl_a (Chlorophyll a) are the main character indexes of algal bloom. Decision-making should be conducted once the real-time concentration of DO and Chl_a (at 14:00) has reached the warning threshold.

### Table 1. Real-time monitoring data of the studied area in Yuyuantan Lake on 23rd June, 2015.

| Time  | Temperature (°C) | DO (mg/L) | TP (mg/L) | TN (mg/L) | Chl_a (µg/L) | Illumination (lx) | pH   | Flow Rate (m³/s) | Wind Speed (m/s) |
|-------|------------------|-----------|-----------|-----------|--------------|-------------------|------|------------------|------------------|
| 5:00  | 20.28            | 7.21      | 0.021     | 2.09      | 28.5         | 3.01              | 7.09 | 0.12             | 3.2              |
| 6:00  | 20.32            | 7.84      | 0.021     | 2.05      | 27.4         | 8.39              | 7.09 | 0.11             | 3.1              |
| 7:00  | 20.6             | 8.35      | 0.021     | 0.96      | 29.6         | 15.35             | 7.05 | 0.12             | 3.3              |
| 8:00  | 21.11            | 8.65      | 0.021     | 1.41      | 30.3         | 21.29             | 7.09 | 0.14             | 3.8              |
| 9:00  | 21.83            | 8.95      | 0.021     | 1.28      | 32.6         | 25.5              | 7.04 | 0.11             | 3.2              |
| 10:00 | 21.73            | 9.16      | 0.021     | 1.09      | 30.6         | 28.51             | 7.09 | 0.1              | 2.9               |
| 11:00 | 22.78            | 9.52      | 0.022     | 1         | 32.5         | 32.9              | 7.09 | 0.15             | 3.1              |
| 12:00 | 23.96            | 9.82      | 0.023     | 1.91      | 35.8         | 34.28             | 7.09 | 0.09             | 2.8               |
| 13:00 | 25.18            | 10.09     | 0.024     | 2.13      | 37.5         | 33.54             | 7.09 | 0.09             | 2.9               |
| 14:00 | 24.16            | 10.05     | 0.025     | 2.56      | 38.2         | 24.21             | 7.05 | 0.11             | 2.8               |

For the machine learning method used in this paper, the necessary information of experts was collected manually in the previous research work. The resumes of experts were preprocessed artificially to extract the main factors. In this study, 57 sheets of expert information were collected and converted into the table shown in Table 2. Each expert was described with nine factors, such as education degree, professional title, and number of papers. The meanings of the factors are listed in Table 3.
Table 2. Structured data of experts to be selected for the formal decision-making process.

| Expert | f1 | f2 | f3 | f4 | f5 | f6 | f7 | f8 | f9 |
|--------|----|----|----|----|----|----|----|----|----|
| Exp1   | 1  | 57 | 1  | 1  | 28 | 22 | 6  | 20 | 16 |
| Exp2   | 1  | 43 | 1  | 1  | 17 | 21 | 7  | 9  | 13 |
| Exp3   | 2  | 36 | 1  | 2  | 10 | 9  | 3  | 3  | 2  |
| ...    | ...| ...| ...| ...| ...| ...| ...| ...| ...|
| Exp56  | 4  | 23 | 2  | 1  | 3  | 1  | 0  | 1  | 0  |
| Exp57  | 3  | 30 | 1  | 2  | 8  | 12 | 4  | 3  | 6  |

Table 3. Factors and optional values in the structured data of experts.

| No. | Expert Feature Factors | Optional Values |
|-----|------------------------|-----------------|
| f1  | professional title     | 1: professor/researcher; 2: associate professor/researcher; 3: middle; 4: other |
| f2  | age                    | real number     |
| f3  | highest education degree | 1: doctor; 2: master; 3: bachelor; 4: other |
| f4  | major of environment   | 1 true; 2 false |
| f5  | number of papers in CNKI | real number |
| f6  | number of papers in WOS | real number |
| f7  | number of patents      | real number     |
| f8  | number of papers about algal bloom | real number |
| f9  | number of patents about algal bloom | real number |

3.3. Group Decision-Making Method

As mentioned in Section 3.1, there are two main tasks in the decision-making of algal bloom governance. One is the expert selection and the other is the integration of decision opinions. The solutions are introduced in Sections 3.3.2 and 3.3.3, and the general decision-making framework is interpreted first in Section 3.3.1.

3.3.1. Group Decision-Making Framework

Based on the field research and literature survey [5,13], traditional decision-making usually relies on opinions from one source. It is subjective and prone to be biased because of one’s limited knowledge and experience. Therefore, group decision-making has received attention as it avoids bias. The usual methods lack the objective appraisal and classification of the experts, which brings about the problem of weight definition. The weights are pivotal for decision opinion integration. The experts’ weights should be different according to their professional level. Based on the determination of the experts, the decision-making process can be carried out by providing and integrating opinions. The whole process mentioned above is concluded in Figure 2.

The decision-making process mainly consists of three parts, namely lake monitoring with sensors, the selection of experts, integration of decision opinions, marked with yellow blocks in Figure 2. The sub-processes of the main actions are in white blocks. For expert selection, the machine learning model includes training and application. The training of the model is shown in the green blocks. The model can be applied in decision-making when it is trained and fixed.
3.3.2. Method of Expert Selection and Weight Definition

As the subjects of decision-making, experts can be described with some factors, as shown in Tables 2 and 3. The structured variables can contribute to the classification. In this paper, a machine learning method was introduced to classify and select the experts automatically.

For the various classifiers, it was proved that the integration and cross-validation can obtain better results [33,34]. Therefore, scholars put forward integrated learning methods to combine single classifiers. AdaBoost is the most representative method in the Boosting tree classifiers which can improve the weak learning algorithm to a strong learning algorithm. For the studied issue, the input variables are relatively numerous, and the sample scale is not so large. AdaBoost is suitable because of its ensemble learning ability and controllable calculation scale. AdaBoost follows the basic framework of the Boosting algorithm, including the linear addition model and the forward iteration algorithm, as shown in Figure 3.

Figure 2. General process of group decision-making for algal bloom governance.

Figure 3. AdaBoost algorithm framework.
In the algorithm framework in Figure 3, $D_m = \left\{ \omega_1^{(M)} \right\}$ is the distribution of the input samples. $F_m(x)$ and $F_m(x, \alpha_m)$ are the single weak classifiers, where $\alpha_m$ is the optimal inner parameter of the classifier, $\beta_m$ is the weight of the classifier, and $p$ is the set of parameters $\alpha$ and $\beta$.

For the linear addition model in AdaBoost, multiple weak classifiers are combined with the weights. The weights are determined mainly by the error of each classifier. The linear addition model is expressed with the green arrow in Figure 3, as well as with the expression:

$$F(x; p) = \sum_{m=1}^{n} \beta_m F_m(x; \alpha_m) \quad (2)$$

where the weight of the classifier is defined as

$$\beta_m = \frac{1}{2} \log \frac{1 - e_m}{e_m} \quad (3)$$

where $e_m$ is the error of the classifier and $e_m = \sum_{i=1}^{N_i} \omega_1^{(m)}(F_m(x_i) \neq y_i)$. $I(\cdot)$ is the judgment function. $I(\cdot) = 1$ if the judgment condition is true, otherwise $I(\cdot) = 0$.

For the forward iteration algorithm in AdaBoost, the classifiers in the next generation rely on the previous generation, which is expressed with the blue arrow in Figure 3, as well as the expression:

$$F_m(x) = F_{m-1}(x) + \beta_m F_m(x; \alpha_m) \quad (4)$$

where the exponential loss function is adopted in the iteration.

Based on the AdaBoost classifier, the method of expert selection is proposed. The training algorithm is as follows.

**Algorithm 1: Classifier training for expert selection**

**Input**: structured expert information (shown in Table 2), 9 variables of each expert form a sample set $X_k = (x_1^k, x_2^k, \ldots, x_9^k)$. $y_k \in Y = \{1, 2, 3, 4, 5\}$, and $y_k$ is the category label of the expert. $y_k$ is corresponding to the sample set $X_k$, and the values of 1-5 represent the descending professional grades.

**Output**: classifier $F(x)$ used to classify and select experts.

**Procedure**

% Initialize the weights of samples
for $i = 1$; $i \leq N$; $i++$
  $\omega_{1,i} = 1/N$; % $\omega_{1,i}$ is the initialized sample weight
end for

% Train weak classifiers iteratively
for $m = 1$; $m \leq M$; $m++$
  for $i=1$; $i \leq N$; $i++$
    $F_m(x) \leftarrow \{\omega_{m,i}\}$
    $e_m = \sum_{i=1}^{N_i} \omega_{m,i} I(G_m(x_i) \neq y_i)$
    $\alpha_m = (1/2) \cdot \log(1 - e_m / e_m)$
    $z_m = \sum_{i=1}^{N_i} \omega_{m,i} \exp(-\beta_m y_i F_m(x_i))$
    $\omega_{m+1,i} = (\omega_{m,i} / z_m) \exp(-\beta_m y_i F_m(x_i))$
  end for
end for

% Obtain the final classifier
$F(x) = f(\text{sign}(\sum_{i=1}^{N} \alpha_m G_m(x)))$ % sign is the activation function.

**End Procedure**

The classifier can output the category and professional level of the expert. The result can help to determine the decision experts finally.
Moreover, the weights of the experts are vital in the opinion integration. Based on the output of
the classifier, the expert weight can be calculated as

$$\omega_k = \frac{y_k}{\sum_{k=1}^{K} y_k}$$

(5)

3.3.3. Method of Decision Opinion Integration

Based on Section 3.3.2, some experts can be chosen according to the category result. Following the
decision-making framework in Figure 2, the selected experts will provide decision opinions to form
the matrix $R^k$ in Equation (1).

The rows of the matrix $R^k$ are the governance alternatives, and the columns are the decision
attributes. For the alternative set $A = \{a_i\}$, seven governance approaches are selected as the alternatives,
including aeration oxygenation, water scour, algicide, coagulating sedimentation, electrochemistry,
algophagous, hydrophyte, respectively. For the attribute set $B = \{b_j\}$, five management objectives and
decision factors are selected, including the cost, time to take effect, removal degree, impact on the
surrounding environment, secondary pollution level, respectively.

The matrix element $r_{ij}$ indicates the impact degree of the $i$-th alternative on the $j$-th attribute. The opinions denote the assessment grades, expressed with the two-tuple linguistic form [35] in
this paper. The two-tuple linguistic is denoted as $r_{ij} = (p, s)$, where $p$ is the assessment grade, and
$p = \{AL, VL, L, RL, M, RH, H, VH, AH\}$. The grade is divided into nine levels, and the abbreviations
are L for Low, M for Middle, H for High, A for Absolutely, V for Very, R for Relatively, respectively. The sign $s$ indicates the similarity degree between the opinion and the grade variables.

For real arithmetic, a transfer function $\Delta$ and its inverse function are introduced to convert the
two-tuple linguistic and real number in both ways [11]. $\beta$ is set as the real number converted from the
two-tuple linguistic, and $\beta \in [0, T]$. $T$ is the number of grade variables, and it is equal to 9 in this paper. The transfer function $\Delta$ is defined as

$$\Delta : [0, T] \rightarrow p \times [0, 1]$$

$$\Delta(\beta) = \begin{cases} p_k, k = \text{round}(\beta) \\ s = \beta - k, s \in [0, 1] \end{cases}$$

(7)

where $k$ is the serial number of the grade variable, round is the rounding off operator. $\Delta^{-1}$ is the inverse
function of $\Delta$, and

$$\Delta^{-1} : p \times [0, 1] \rightarrow [0, T]$$

$$\Delta^{-1}(p, s) = k + s = \beta$$

(9)

The elements in the decision matrix $R^k$ should be integrated into two steps. First, the inner elements in each matrix are integrated. The weighted harmonic average operator (WHA) is introduced
to synthesize the elements $r_{ij}^k = (p_{ij}^k, s_{ij}^k)$ in the $i$-th row. Then the general evaluation of alternatives $a_i$
from the expert $c_k$ can be obtained:

$$z_{ij}^k = (p_{ij}^k, s_{ij}^k) = \Delta \left( 1/\sum_{j=1}^{m} \frac{w_j}{\Delta^{-1}(p_{ij}^k, s_{ij}^k)} \right)$$

(10)

where $w = (w_1, w_2, \ldots, w_n)$ is the weights of decision attributes.

Second, the evaluation values of alternatives $z_{ij}^k = (p_{ij}^k, s_{ij}^k)$ from multiple experts are synthesized. The WHA operator can be applied again to integrate the values, and the final evaluation of the
alternative is obtained:

$$z_i = (p_i, s_i) = \Delta \left( 1/\sum_{k=1}^{K} \frac{\omega_k}{\Delta^{-1}(p_i^k, s_i^k)} \right)$$

(11)
where \( \omega \) is the weights of experts, calculated following Equation (5).

Finally, \( z_i = (p_i, s_i) \) can be converted to the real number with the function \( \Delta^{-1} \). The alternatives can be ranked by the evaluation values. The ranking can help the decision of algal bloom governance.

4. Results

As introduced in Section 3.2, the decision-making process starts because the real-time data have reached the warning threshold. Following the proposed decision-making framework, some experts are selected with the classification method first. Then, they provide opinions according to the current lake condition. The opinions are integrated to rank the governance alternatives. The intermediate and final results are presented in this section.

4.1. Expert Selection

In the study of Yuyuantan Lake, 57 sheets of expert information were collected manually beforehand. For the AdaBoost classifier, a training process is needed to build an available model. Therefore, the original samples were divided into two parts, namely the training set (27 sheets) and the test set (30 sheets).

The training samples should be enough for the convergence status of a stable model. The existing 27 samples are extended to 180 samples with Monte Carlo simulation [36]. Monte Carlo simulation can capture the geometric quantities and characteristics of the object data. It uses mathematical methods to simulate the probability distribution of the data. There is a category label corresponding to each sheet of expert information. For the 180 training samples, their categories are shown in Figure 4.

![Figure 4. Categories of the training samples, in which 180 experts are labeled with “1-5” to represent their professional level.](image)

The training algorithm in Section 3.3.2 was conducted to obtain an available AdaBoost classifier. Then the test samples were imported into the classifier. The classification output is shown in Table 4.

| Class 1 | Class 2 | Class 3 | Class 4 | Class 5 |
|---------|---------|---------|---------|---------|
| Exp1, Exp2, Exp8, Exp12, Exp17 | Exp3, Exp9, Exp11, Exp15, Exp24, Exp26 | Exp4, Exp10, Exp18, Exp19, Exp25, Exp27, Exp28, Exp30 | Exp7, Exp13, Exp14, Exp20, Exp21, Exp29, Exp22 | Exp5, Exp6, Exp16, Exp23 |

For the results in Table 4, Class 1 is the highest professional level, and Class 5 is the lowest. In the instance, four experts were finally selected from the categories of Class 1 and Class 2. The selected experts include Exp 1, 2, 9, 15. Meanwhile, their weights can be calculated based on their categories. Their weights are 0.278, 0.278, 0.222, 0.222, respectively.
4.2. Opinion Integration

The four experts selected analyzed the current status of Yuyuantan Lake with the monitoring data and base materials. They assessed the alternatives from multiple aspects. As mentioned in Section 3.3.3, the alternatives include aeration oxygenation, water scour, algicide, coagulating sedimentation, electrochemistry, algophagous, hydrophyte. The attributes include the cost, time to take effect, removal degree, impact on the surrounding environment, and secondary pollution level. They are symbolized with \( a \) and \( b \) in the following text. Expert opinions are expressed with the two-tuple linguistic \((p, s)\), where \( p \) is the nine evaluation grades, and \( s \in (0, 1] \) is the similarity degree between the opinion and the grade variable. The original opinions of the four experts are listed in Table 5.

|   | \( b_1 \) | \( b_2 \) | \( b_3 \) | \( b_4 \) | \( b_5 \) |
|---|---|---|---|---|---|
| Exp 1 | \( a_1 \) | (RH,0.88) | (VH,0.24) | (RH,0.48) | (AH,0.04) | (AH,0.31) |
|     | \( a_2 \) | (AH,0.21) | (AH,0.41) | (VH,0.69) | (AH,0.56) | (AH,0.96) |
|     | \( a_3 \) | (AH,0.97) | (AH,0.77) | (VH,0.96) | (AL,0.77) | (AL,0.42) |
|     | \( a_4 \) | (RL,0.64) | (RL,0.09) | (L,0.73) | (M,0.71) | (VL,0.67) |
|     | \( a_5 \) | (VL,0) | (L,0.88) | (RH,0.84) | (VH,0.39) | (H,0.34) |
|     | \( a_6 \) | (VH,0.56) | (AL,0.05) | (VL,0.29) | (VH,0.18) | (VH,0.48) |
|     | \( a_7 \) | (AH,0.42) | (AL,0.65) | (AL,0.91) | (AH,0.63) | (VH,0.84) |
| Exp 2 | \( a_1 \) | (H,0.96) | (AH,0.49) | (M,0.14) | (VH,0.32) | (AH,0.46) |
|     | \( a_2 \) | (VH,0.62) | (AH,0.36) | (RH,0.23) | (VH,0.31) | (VH,0.67) |
|     | \( a_3 \) | (VH,0.14) | (VH,0.58) | (H,0.51) | (VL,0.65) | (VL,0.11) |
|     | \( a_4 \) | (M,0.25) | (M,0.27) | (RL,0.65) | (L,0.42) | (L,0.58) |
|     | \( a_5 \) | (L,0.66) | (RL,0.49) | (M,0.8) | (H,0.87) | (VH,0.75) |
|     | \( a_6 \) | (H,0.51) | (VL,0.19) | (L,0.35) | (H,0.93) | (H,0.22) |
|     | \( a_7 \) | (VH,0.04) | (VL,0.29) | (L,0.58) | (VH,0.36) | (VH,0.9) |
| Exp 9 | \( a_1 \) | (VH,0.1) | (VH,0.77) | (RL,0.4) | (AH,0.73) | (AH,0.85) |
|     | \( a_2 \) | (RL,0.14) | (RL,0.92) | (VL,0.45) | (M,0.79) | (M,0.26) |
|     | \( a_3 \) | (L,0.11) | (L,0.32) | (M,0.57) | (M,0.69) | (M,0.5) |
|     | \( a_4 \) | (M,0.52) | (RL,0.75) | (RL,0.58) | (VL,0.22) | (AL,0.13) |
|     | \( a_5 \) | (VL,0.73) | (RL,0.46) | (L,0.57) | (H,0.91) | (VH,0.14) |
|     | \( a_6 \) | (VL,0.31) | (AL,0.09) | (VL,0.53) | (VL,0.74) | (RL,0.42) |
|     | \( a_7 \) | (L,0.68) | (AL,0.58) | (AL,0.1) | (M,0.83) | (M,0.59) |
| Exp 15 | \( a_1 \) | (M,0.81) | (RL,0.02) | (VL,0.82) | (VH,0.06) | (H,0.12) |
|      | \( a_2 \) | (AH,0.63) | (AH,0.72) | (VH,0.28) | (VH,0.01) | (AH,0.86) |
|      | \( a_3 \) | (AH,0.54) | (VH,0.52) | (M,0.06) | (AL,0.21) | (AL,0.05) |
|      | \( a_4 \) | (VL,0.87) | (L,0.72) | (RL,0.36) | (RL,0.85) | (M,0.25) |
|      | \( a_5 \) | (AL,0.26) | (AL,0.22) | (M,0.99) | (RH,0.87) | (RH,0.63) |
|      | \( a_6 \) | (M,0.89) | (RL,0.15) | (VL,0.8) | (VH,0.16) | (AH,0.7) |
|      | \( a_7 \) | (M,0.79) | (RL,0.08) | (AL,0.69) | (VH,0.23) | (AH,0.13) |

The decision opinions were integrated internally in each expert matrix following Equation (10). Then, they were synthesized again and converted to the real number following Equation (11). The assessing values of the alternatives are 0.89, 0.95, 0.37, 0.10, 0.35, 0.25, 0.37, respectively. The final rank of the governance alternatives is shown in Figure 5.

The rank of governance alternatives is \( a_2 \succ a_1 \succ a_3 \succ a_7 \succ a_5 \succ a_6 \succ a_4 \). Concretely, the governance approaches from the most suitable to the most inappropriate are water scour, aeration oxygenation, algicide, hydrophyte, electrochemistry, algophagous, and coagulating sedimentation. The physical approaches perform better than others, of which the water scour method is the most appropriate. The result above is concluded by considering the approach features and management objectives, such as expenditure, efficiency, and the possibility of secondary pollution.
Figure 5. Rank of the governance alternatives for the algal bloom in Yuyuantan Lake.

5. Discussion

5.1. Comparison of Expert Classification

As an essential decision-making component, the selection of experts impacts the decision result severely. The selection and classification of experts should be rational and comprehensive. The performance of the proposed method was compared with other classifiers.

Because AdaBoost is an integration of single classifiers, the typical single classifiers are set as the contrast, including the support vector machine (SVM) [37] and decision tree (DT) [38]. The same training set of 180 samples is used for the classifier construction. A total of 30 samples were tested, and the classification results are shown in Figure 6.

Figure 6. Expert classification results of the three methods, including AdaBoost proposed in this paper, SVM, and DT.

(a) Result of AdaBoost.

(b) Result of SVM.

Figure 6. Cont.
Figure 6. Expert classification results of the three methods, including AdaBoost proposed in this paper, SVM, and DT.

For the classification results of the 30 samples, the precision ratio is introduced as the evaluation indicator. The precision ratio \( pr = Tp/Tn \), where \( Tp \) is the number of correct classification samples, and \( Tn \) is the total number of samples. The precision ratio of the three methods is shown in Figure 7. Moreover, the mean obfuscation matrix is calculated with the result of the proposed method, shown in Table 6. The matrix means the ratio of one category to another. Concretely, the values indicate the ratio of the categories of rows classified into the categories of columns.

![Classification Results](image)

Figure 7. Precision ratio of expert classification results of the three methods.

Table 6. Mean obfuscation matrix of the classification results of AdaBoost.

| Classifiers | Class 1 | Class 2 | Class 3 | Class 4 | Class 5 |
|-------------|---------|---------|---------|---------|---------|
| Class 1     | 100%    | 0       | 0       | 0       | 0       |
| Class 2     | 0       | 100%    | 0       | 0       | 0       |
| Class 3     | 0       | 14.29%  | 85.71%  | 0       | 0       |
| Class 4     | 0       | 0       | 20%     | 70%     | 10%     |
| Class 5     | 0       | 0       | 0       | 0       | 100%    |

According to the results in Figure 6, the classifications are of a high accuracy because the expert factors selected in this paper have a high correlation with the category. As shown in Figure 7, the classification precisions of various methods are over 70%. The precision of the proposed method is higher than that of the traditional methods because it is a synthesis and improvement of the basic classifiers.

As shown in Figure 6a, the samples misclassified are in adjacent categories, which means that the proposed method has a certain fault tolerance. The misclassified situation can also be seen from
Table 6. Most of the misclassified samples are in one or two adjacent categories. For example, 14.29% of samples in Class 3 are misclassified into Class 2. In total, 20% and 10% of samples in Class 4 are misclassified into Classes 3 and 5. The classification performance of the proposed method is better than the basic classifiers and it can help to select experts with quantized categories.

5.2. Comparison of Decision-Making Results

The proposed decision-making method mainly integrates the opinions from multiple experts. The integrated result was compared with the personal result of each expert, as shown in Figure 8. The grades of results are in different colors. The yellow block on the lines shows the membership degree of the evaluation in the grade.

![Integrated decision result and the discrete decision result of each expert.](image)

The red line in Figure 8 shows the integration of the four experts. It can reflect the primary preference trend of different experts. Moreover, it can avoid the bias of an individual expert. For example, the result of Exp 9 differs from others distinctly. The integrated result decreases the effect of Exp 9, and the final result is consistent with most experts’ opinions.

In Figure 8, the yellow block on the lines indicates the membership degree, which is the refined expression of the evaluation. For example, although $a_3$, $a_5$ and $a_7$ are in the same grade of “M”, their membership degrees are distinct. In general, the group decision result is of high comprehensiveness, which supports the sustainable management of the algal bloom pollution with a quantitative solution.

5.3. Extension and Improvement of Group Decision-Making

In modern management, the governance of water pollution should be professional and sustainable. The group decision-making in this paper provides a feasible solution. For superior and comprehensive management, group decision-making can be improved from the following aspects.

On the one hand, the real-time monitoring information should play a more prominent role in decision support. The experts comprehend the monitoring data in the proposed method. The data can be more direct for the decision-making calculation. Moreover, the prediction of the water quality [39] should be introduced to pre-judge the trend. The prediction models [40–43] and data estimation methods [44,45] can help data analysis in the beforehand decision-making.

On the other hand, the expression of decision opinions can be more humanized. The grade variable in the paper is relatively convenient and intuitive. However, some details and precise information
may lose in the fixed variable frame. The natural language understanding can better comprehend the experts' thoughts. The technique has been explored in [11] with simple processing. Advanced natural language understanding will help the automatic operation of the decision-making process.

6. Conclusions

Algal bloom is a typical type of pollution in urban lakes, which threatens drinking water safety and destroys the urban landscape. Sustainable governance should be carried out with a professional and rational decision. A group decision-making method is studied in this paper. It realizes the automatic and quantitative selection of experts and comprehensively synthesizes the opinions. The experiment in Yuyuantan Lake of Beijing shows that the classification method can help to determine the expert category and weight. The decision result can meet the water environment condition and management objectives. In future work, more information can be introduced into decision-making, such as real-time and prediction data. The advanced natural language processing can also be studied for intelligent decision support.
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