Infrared observation of ballooning and burst of nuclear fuel cladding tubes
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A B S T R A C T

Nuclear fuel claddings can balloon and rupture at high temperatures under internal gas pressure in case of design basis accidents like loss-of-coolant-accident (LOCA). The thermal phenomena surrounding the ballooning and cracking was investigated in a series of experiments performed using zirconium alloy cladding tubes at the Centre for Energy Research in Hungary. The experiments were recorded using a high-speed infrared camera in the intermediate infrared range and the temperatures were measured in-situ. It was found that before the rupture of the cladding tube, the ballooned cladding surface forms a bulge and heats up locally, a hot spot appears. During crack propagation, the crack tip temperature is significantly warmer than the rest of the tube. The hot spot temperature and the rate of temperature increase was determined. The infrared emission coefficient of the slightly oxidized zirconium cladding samples in the intermediate infrared range was also determined. The emissivity coefficient that fit our measurements was found to be around $\varepsilon = 0.89$.

1. Introduction

A nuclear fuel cladding should maintain good performance without serious degradation under normal operating conditions, and also under various accident conditions, such as loss-of-coolant accident (LOCA). Understanding the failure mechanism of traditional and the new accident tolerant fuel claddings is key to safety in case of accidents. It is very important to investigate the behaviour of fuel claddings under simulated accident conditions, especially after the severe accident at Fukushima Daiichi Nuclear Power Plant (The Fukushima Daiichi Accident).

The integrity of fuel cladding can be compromised by ballooning (diameter increment with wall thickness reduction) and burst (crack formation and propagation) caused by the pressure difference between the inner and outer sides of the cladding. First the wall thickness decreases uniformly, then an area on the cladding experiences runaway expansion and the rapid weakening of the wall eventually results in burst. Local regions close to the crack could become oxidized and hydridized in reactors.

The ballooning and burst of nuclear cladding tubes has been investigated for decades. Several integral tests were carried out on single fuel rods or cladding tubes to determine the failure pressure with respect to either the temperature or the pressure increment rate (Hözer, 2005; Hözer et al., 2015; Wiesenack, 2013; Yegorova et al., 2005; Erbacher and Leistikow, 1985; Erbacher et al., 1982; Powers and Meyer, 1980; Billone, 2008; Billone et al., 2008; Brachet et al., 2017; Wu et al., 2018, Shevfelt, 1988). Two methods were used to induce the burst, isothermal or isobar conditioning. Multi-rod fuel assemblies with inserted heating elements were also investigated for experimental simulation of accident scenarios, coolability and assembly failures (Hözer et al., 2006; Stuckert et al., 2013). The effect of dissolved hydrogen (Suman, 2020), secondary hydridization (Hözer et al., 2018) and hydrogen distribution around the burst (Kozsda-Barsy et al., 2018) were also investigated, some of the samples were subjected to metallographic measurements (Stuckert et al., 2013).

A ballooning and burst test rig was developed (R. Nagy, M. Király, T. Szepesi: Optical measurement of the high temperature ballooning of nuclear fuel claddings. Review of Scientific Instruments, Vol. 89, Issue 12, 2018) at the Centre for Energy Research in Hungary (EK, formerly KFKI AEKI). E110Opt Zr1%Nb cladding tube samples were used for the tests. The E110 cladding, that has been used in VVER reactors for many decades in different countries (Shebalov et al., 2000; Novikov et al., 2011, Design and Performance of WWER Fuel, 1996), is traditionally produced on electrolytic basis material. The Russian fuel manufacturer has introduced the newly developed alloy E110opt (sometimes called E110G) based on sponge zirconium material with reduced hafnium content and up to 500 ppm iron (Nikulin et al., 2011; Király et al., 2019).

The previous measurements (Nagy et al., 2017, 2018) gave an extensive and accurate picture of thermo-mechanical phenomena during the ballooning and burst. The increase in cladding diameter during the ballooning was measured based on the contour line of the samples captured by standard DSLR cameras at 50 frames/s. It was observed that the high-pressure argon caused an asymmetric bulge formation on the
fuel cladding tube at around 75–80% of the maximum pressure before burst. The sample tube bent during bulge formation (ballooning), and this permanent deformation occurred before the crack formation (burst). The crack formation and propagation always occurred on the convex side of the bend. A high-speed optical camera with speeds up to 100,000 frames/s was also used in our previous tests. Using this camera, it was found that the surface of samples brightened near the bulge before the crack formation. After the burst, the edge of the rupture remained lighter/hotter than its environment (Fig. 1). The purpose of the infrared camera measurements detailed below was to confirm the existence of hot spot that appears before the crack opening. This information would be useful to support numerical and analytical theories to describe the ballooning and burst phenomena.

2. Experimental

The tests were conducted at isothermal conditions. The samples were heated up to high temperatures in inert atmosphere in a three-zone tube furnace that was designed with two telescopes mounted on its sides. The quartz lens telescopes were able to operate at up to 1000 °C with minimal picture error. A self-developed National Instruments LabView Virtual Instrument (VI) was used to control the pressure increment and also for data acquisition using a 12-channel A/D converter (MC-2408-2AO) as seen in Fig. 2. A calibrated pressure transducer provided analogue signal to the program, which calculated the average pressure increment in time and controlled a stepper motor to operate the needle valve. The internal pressure increment rate was set between 2 kPa/s and 600 kPa/s, the pressure increase was linear (Nagy et al., 2018).

These samples made of E110opt alloy cladding tubes (9.1 mm external diameter and 0.67 mm wall thickness) were prepared as follows: the samples were cut by lathe to 85 mm and were plugged at one end by a welded zirconium plug. An iron sealing adapter was welded to the other end of the tubes, which were then connected to an argon feeder tube by a cutting ring tube connector. 99.999% pure argon gas was used for the internal pressure increment during these tests. During the measurements, samples were hanging into the vertical, three-zone, electrically heated, stainless steel tube furnace within a flowing argon atmosphere. Temperature measurements were performed using K-type thermocouples. These were used to control the internal temperature of the furnace and the samples were also equipped with thermocouples to measure their surface temperature at different positions. The thermocouples were attached to the samples by stainless steel wire near the upper and lower ends of the samples, 10 mm and 30 mm from the ends of the samples, respectively.

For the purpose of investigating the hot spot on the surface of cladding tube samples, our electrically heated three-zone tube furnace was paired with a high-speed, high resolution infrared camera. This article reports on the development on this new test, then describes calibrations and the results of the measurements. The goal of this measurement was to determine the actual temperature increase of the hot-spot that appears prior to the crack formation and the temperature increase of the crack tip after the burst.

An infrared camera is a device that combines the benefits of thermographic and video measurements. A fast and high-resolution device is used to collect thermal information that cannot be measured so quickly by another device. The camera can be used for non-contact thermal and quantitative thermographic measurements, as well as for measuring the spatial distribution of the surface temperature of the object being measured. Changes in the temperature of the surface can be measured and can also be recorded over time.

The furnace had two camera holes on its sides, positioned opposite to each other. On one side the heat resistant lens was focused and a DSLR camera was used to capture the whole test at fullHD resolution. An InfraTec ImageIR 5300 HP, remote PC-driven camera was mounted to the side of the furnace. This camera had a germanium lens with antireflecting metal film coating. Effective focal length of the objective lens was 570 ± 10 mm, the focal ratio was f/3, the object distance was 300 mm. The depth of field was more than 10 mm, larger than the diameter of the samples. The wavelength of the spectra captured by the camera was 2.0 to 5.7 μm (intermediate infrared range, MWIR). The detector was a quantum well infrared photodetector (QWIP, InSb) chip with resolution of 640 × 512. This type of detector is the most sensitive in the range of MWIR. The sensor was cooled by thermo-electric Peltier-device (doped bismuth telluride) that was monitored with an off-chip sensor.

For the camera, on-chip dark correction was integrated. The manufacturer has set the same working point for each pixel, which gives the same photon gain factor. This setting depended on the surface temperature of the chip, so that the dark current correction was performed according to our detector temperature. The A/D converter had a 16-bit resolution. The chip could record up to 350 images in one second, which could be easily read by using snap-shot technology. The pixels simultaneously integrate the signal per pixel over the entire chip surface in the exposure time interval. This allowed to get a sharp image of a fast-
moving subject. Thermal resolution was around 100 mK at 800 °C. There was no internal memory in this camera. On-chip binning was not used either. The computer could register and record at 350 frames/s for up to 3 min, which was enough to capture the whole test for all the samples.

As the quartz lenses couldn’t be used for the infrared camera, the camera hole on the side of the furnace was open. During the burst, small pieces of metal broke off from the samples. These pieces could have damaged either the anti-reflective coating or the lens of the infrared camera. In order to protect the camera, a thin protective polyethylene film was used. This protective film also helped to keep an inert atmosphere inside the furnace. This film was mostly transparent in the infrared range we measured. Calibration measurements were made in order to eliminate the effect of the protective film and to determine the emission coefficients of the samples.

Eight samples were prepared for the tests. The pressure increment rate and the temperature were chosen to induce large scale ballooning of the samples. The samples were placed into the furnace so that the lower third of the sample was in view of the cameras. Based on previous measurements (Nagy et al., 2018), the crack formation was expected in this lower region. The results are summarized in Table 1. The first two samples were used to test the assembly and the cameras and only the following six tests were analysed in detail.

### Table 1
Experimental data of samples.

| Sample       | Pressure increment rate (kPa/s) | Temperature (°C) | Burst pressure (kPa) |
|--------------|--------------------------------|------------------|----------------------|
| Test 1       | 42                             | 790              | 6510                 |
| Test 2       | 48                             | 795              | 5450                 |
| Sample 1     | 49                             | 800              | 6570                 |
| Sample 2     | 53                             | 800              | 8070                 |
| Sample 3     | 53                             | 795              | 7220                 |
| Sample 4     | 218                            | 860              | 5650                 |
| Sample 5     | 100                            | 827              | 3960                 |
| Sample 6     | 91                             | 853              | 4660                 |

3. Calibration

The infrared camera sends raw intensity data to the computer. Three key parameters have to be given to the camera’s image conversion software (IRBIS-3 by InfraTec GmbH. [https://www.infratec.eu/thermography/thermographic-software/irbis3/] ) to transform the saved intensity data into temperature data: the background radiation temperature, the average emissivity of the sample and the transmissivity of the media between the camera and the sample. The goal of our calibration was to find an emissivity coefficient to achieve a good fit between the measured and the calculated temperatures.

The infrared image of the object is generated by the exitances of two sources, namely self-emission and background reflection. The background consists of two components: the laboratory background and the reflective radiation from the inner wall of the furnace. First, the background infrared radiation had to be taken into account as it was reflected...
from the surface of the samples. This radiation originated in the furnace. The steel retort tube surface radiating heat was reflected from the samples. The temperature of the retort tube was determined by the K-type thermocouple data of the PID controller of the furnace.

Furthermore, the captured infrared images showed a clearly visible brighter band through the middle of the samples (see Fig. 3). This band had the same temperature as the rest of the sample, but it reflected the largest intensity of the 22 °C laboratory background radiation that entered into the furnace via the camera hole. This scattered laboratory background reflection caused a seemingly cooler central region on the tube, but this was negligible at the sides. In order to avoid this reflection, we only took measurements to the sides of this central band. The camera gave a sharp image of about 32 mm of the sample. The sides of the image show much colder temperatures as these were not directly visible through the camera hole.

The intensity measured by the infrared detector is a function of the temperature of the radiating element and the emissivity. The emission coefficient depends on the material and the direction of observation. During the tests, an emission distribution was considered according to Fig. 4. This samples were considered as ideal, cylindrical, isothermal radiating black bodies with uniform surface temperatures. The camera was defined to be infinite distance away in paraxial approximation. The surface of the cylinder radiates into every angle with equal luminosity (energy integral of its Planck function). The video frames were considered as a luminosity integral of the entire sample in the field of view of the camera.

As it can be seen on Fig. 4, the effective emission from the cylindrical sample in the direction of the camera decreases rapidly at the edges of the sample. This effect was detected on the recorded frames as cooler stripes at the very edges of the sample (as seen on Fig. 3). Therefore, the edges were also excluded from the temperature measurement, and only those points were used where the shape effect caused minimal distortion. The emission parameter is considered to be the same in the experiment in the interval of $-30 ^\circ \text{C} < \alpha < 30 ^\circ \text{C}$ and the error is small up to $\pm 60 ^\circ$. This was confirmed at the beginning on the tests as the surface temperature of the samples (excluding the edges and the central band) was found to be relatively uniform (left side of Fig. 3).

The formation of a thin zirconium-oxide layer is very rapid at high temperatures on the cladding tubes. As the furnace was not well sealed on the side of the infrared camera, oxygen or water vapor might have entered into the inert atmosphere, so it was expected that as the surface oxide layer thickens, the non-metallic emission coefficient becomes increasingly dominant. The expected emissivity of the metal and the ceramic oxide was very different in the infrared range of the camera. In the literature, the emission coefficient for most metals is very low, $\varepsilon = 0.2$, while the emission of non-metals is $\varepsilon = 0.7$ in the MWIR. In general, the emissivity of fresh cladding is low, and when oxidation proceeds, the emissivity is higher. Therefore, it was expected for the emissivity of the metallic sample to be much lower than the emissivity of the oxidized surface, but in this experimental programme we found it to be otherwise. In order to have the same surface temperature of the sample in the converted images as the values measured by the thermocouples, we had to input high emissivity coefficients in the IRBIS software.

The very low level of oxidation of the metallic samples (a few µm of oxide) may have been enough to obscure the pure metal completely, and in fact we have never been able to measure the emissivity of the pure metal. However, in this setup we could not achieve completely inert atmosphere as the infrared camera needed direct line of sight of the samples with no material other than a thin protective film in between. It was not seen as a crucial problem, as in a LOCA scenario, the claddings aren’t expected to be pure, as normal corrosion and oxidation in high temperature steam also produces oxide on the surface.

After the series of tests were completed, two samples were sent to InfraTec GmbH, the company that developed the IR camera we used. One sample was part of this series, and was only minimally oxidized, while the other one was an older test sample, which had a white oxide layer of around 20 µm. The emission coefficient was measured in direct and indirect setup. In the direct measurement, the samples were in contact with an electric heater, and were partially covered in graphite-based paint, as seen in Fig. 5. These measurements were done at temperatures between 80 °C and 300 °C. In the indirect measurement the infrared light reflected from a heat radiator was measured on the room-temperature samples. The results are collected in Table 2. The purpose of this measurement was to estimate the error of the temperature measurement during the tests caused by the possible change in the infrared emission coefficients.

The results showed that the emissivity doesn’t depend on the sample temperature, and that the emissivity of the slightly-oxidized and the heavily-oxidized samples are close. It shows that the emissivity doesn’t change too much during the tests, so we could use the same emissivity coefficient for the whole test. On the converted IR image (right-hand side of Fig. 5) it can be seen that the oxidized sample is hotter than

| Sample | Metallic sample | Oxidized sample |
|--------|-----------------|-----------------|
| Setup  | measured $\varepsilon$ (direct) | measured $\varepsilon$ (indirect) | measured $\varepsilon$ (direct) | measured $\varepsilon$ (indirect) |
| Emissivity | 0.91–0.98 | 0.89–0.94 | 0.74–0.93 | 0.8–0.93 |
the metallic sample, while the two were heated to the same temperature. As the emissivity of the oxide is lower, the oxidized sample cools down more slowly. This is due to the different thicknesses of the oxide layer, as where the oxide is chipped and the metal comes to the surface, the local temperature measured is similar to the metallic sample. This method could also be used to estimate the thickness of the oxide on the surface of the tubes.

This effect was also seen in the captured burst tests, as the temperature of the inner metallic surface of the opened samples was 5–10 °C lower than the temperature measured on the slightly oxidized outer surface, depending on the extent of oxidation. The direct emissivity was considered in our measurements as the research question investigated here was the local heat-up of the samples, while the indirect reflection remained about the same.

To estimate the error in our measurement due to the inaccuracy of the emissivity coefficient, a simple calculation was used. In the image conversion software, the emission coefficient of the sample was investigated in the interval of $\varepsilon = 0.7–0.95$ using real captured data. The temperature of the surface of the samples changed by the change in emissivity, but the temperature difference between parts of the image remained similar, meaning the temperature difference was not sensitive to the error in the emissivity coefficient. The maximum error in temperature difference between $\varepsilon = 0.7–0.95$ was 25%, meaning if for $\varepsilon = 0.7$ the $\Delta T$ between two points was measured as 20 °C, then using $\varepsilon = 0.95$ the $\Delta T$ was 15 °C. As the real emission coefficients in our tests did not differ so much, we could clearly state that the measured temperature differences were real and were only slightly influenced by the errors in emissivity. Furthermore, a reasonable uncertainty of $\pm 3$ °C for each measured temperature could be derived from this calculation.

The infrared transmission of the protective film was also determined. The film decreased the intensity of the radiation passing through, so the measured temperature of the samples was below their true temperature. To compensate for this difference, we performed a calibration measurement using an as-received tube sample and an already ballooned Fig. 6. Calibration measurement using Sample 5 (left) and an as-received tube (right). The colour scale was set to 0–600 °C temperature range. The bottom half of the image shows the effect of the protective film.
sample (Sample 5) that had a thin oxide layer (Fig. 6). These were heated to 800 °C in the furnace simultaneously. The measurement was performed by removing the samples from the furnace and placing them outside into the camera field of view. The field of view was divided into two parts, the lower half was covered by the thin polyethylene film, the other half was measured directly. The samples were equipped with thermocouples. The thermocouple data acquisition was synchronized to the infrared camera and the measured temperature series were compared. Even distribution of temperature and even cooling rate was considered on the surfaces of both samples in the area of interest. The transmissivity of the protective film was determined to be around 80%. The infrared video measurements were then corrected by the transmissivity of the protective film using the conversion software.

4. Results

In Fig. 7 the burst of Sample 6 can be seen, broken down into individual frames. The room temperature as background noise was at 22 °C, reflection background was set to 950 °C and the emission coefficient of the sample was set to \( \varepsilon = 0.89 \) in the software to fit the value given by the thermocouples. The thermocouples attached to the sample indicated 853 ± 5 °C, the average temperature of the sample in this frame was 855.5 °C using this emission coefficient. This emissivity is halfway between the previous metallic and oxidized samples, therefore this sample could be considered as slightly oxidized.

To examine the temperature change, small measurement regions were placed on the sequence of images in the software. The location of pixel with the highest temperature was marked in each region. The largest region (R1) covers the whole crack formation area and gives the maximal temperature of the sample. There is a slight rise in temperature during the inflation/ballooning stage. The hottest point was always near the position where the crack later occurred. After the rupture, the sudden outflow of argon gas adiabatically cooled the tube, and small torn-off pieces of the cladding could be identified (as seen in previous measurements (Nagy et al., 2018).

When Sample 6 split open, the inner surface certainly could not be oxidized in such a short time. We also assumed that due to the good thermal conductivity of metal, the surface of the tube wall had the same average temperature inside and outside. The local heating of the samples before and during the burst was not caused by an optical phenomenon resulting from a change in the curvature of the tube, nor by an altered emission coefficient of the slightly oxidized outer surface. The evolution of the temperature change correlated with the local increase in tube...
radius, which also supports the fact that the heating can be attributed to the change in stress and the mechanical work in the metal, caused by the high-pressure gas.

It can be seen in Fig. 7 that the average outside temperature of the sample was between 854 and 859 °C, while the temperature inside the tube was measured as 856 °C one frame after the cracking, while the adiabatic cooling effect of the escaping gas could not be felt. The local heat-up before the crack opening was around 869 °C, which is at least 10 °C higher than the average surface temperature measured on the other side of the bulge. It can also be seen that the tip of the crack right after the burst is 25 °C warmer than the average (maximum temperature on region R1 was 881 °C), significantly higher than the rest of the sample. Fig. 8 shows the temperature variation of the hottest point in region R1 (hot spot) and a ‘control’ region on the other side of the sample before the burst. It shows that the temperature increase is significant, higher than the range of accuracy and uncertainty of the measurement. The highest temperature in the burst region is the crack tip at the point of burst, the sudden decrease in temperature afterwards was caused by the adiabatic cooling effect of the escaping argon gas. In Fig. 9 the estimated outer diameter of Sample 6 is shown based on the video captured by the infrared camera. The calibration reference for the pixel scale to mm was based on the unloaded sample (diameter 9.1 mm) at the beginning of the test. The time scale on Figs. 8 and 9 are similar, which means 2 mm diameter increase in the last 0.3 s before the burst (about 100 video frames) corresponds to the local heap-up of approximately 8 °C.

It is not likely that the heat-up was caused by increased oxidation as though the samples did oxidize slightly during the tests, the atmosphere was still mostly inert. Furthermore, increased oxidation would require fresh metal to be available, but we did not see such high temperatures in the uniform swelling phase, even though during this phase the diameter increase was slow, but also significant, up to 30%. The same phenomenon of local heat-up was observed at two measurement temperatures, though the bulge formation was different. We propose that the local heat-up, that is localized to the area of the non-uniform bulge formation, was caused by the fast mechanical work done by the inner pressure on the cladding wall, similarly to the intense heat-up of the crack tip.

Every measured sample behaved similarly, but the crack opening was different in each test. The approximate azimuthal position of the crack and the burst opening relative to the position of the IR camera was determined based on the captured images, as seen in Fig. 10. The results of the temperature measurements (without the additional uncertainty of ±3 °C) are shown in Table 3. Sample 5 ruptured in the opposite direction to the infrared camera, therefore the measured heat-up of this sample was not significant. For those samples that ruptured away from the camera, the exact temperature of the local heat-up of the bulge or the maximal temperature of the crack tip could not be determined, only Samples 2 and 6 provided good measurements in this regard. However, the burst of the other samples revealed other interesting phenomena, like the evolution of the diameter of the sample in the last seconds before the burst and the maximal pressure before the burst at different temperatures and pressure increments.

Determination of the hoop stress on the samples is not trivial, because the ballooning reduces the wall thickness of the tubes. As the bulge formation is not uniform, wall thickness variation was not predictable. Therefore, the hoop stress was calculated only at the beginning of the bulge formation – a few seconds before the burst – assuming circular cross section. The maximum circular diameter was measured where the bulge formation starts, based on the captured infrared images. The wall thickness was calculated with the assumption of constant sample length and therefore constant cross section area. The local maximum hoop stress (σh) was calculated by the following formula (1) used for thin walled tubes:

\[
\sigma_h = \frac{pD}{2t}
\]  

Table 3
Sample average and maximum temperature during ballooning and burst. The azimuthal position of the crack relative to the IR camera is also indicated.

| Sample No. | 1   | 2   | 3   | 4   | 5   | 6   |
|------------|-----|-----|-----|-----|-----|-----|
| Measured T by thermocouple (°C) | 800 | 800 | 795 | 860 | 827 | 853 |
| Measured T by IR camera (°C)    | 805.2 | 808.1 | 801.2 | 865.0 | 828.2 | 855.5 |
| Maximum T at burst (°C)         | 810.9 | 836.4 | 813.6 | 876.0 | 832.2 | 881.0 |
| Approx. crack position (°)      | 90  | 80  | 230 | 110 | 180 | 60  |

Fig. 9. The maximum diameter of Sample 6 before the burst, based on the frames captured by the infrared camera, with the corresponding error bars.

Fig. 10. The approximation of the azimuthal position of the crack and the burst opening relative to the position of the IR camera.
where \( s \) is the calculated minimum wall thickness (mm), \( D \) is the inner diameter (mm) and \( p \) is the internal gas pressure (kPa) based on the measured data. The results of the approximated hoop stresses are shown in Table 4. As it can be seen, the hoop stress right before the burst was around 100 MPa at 800°C and around 50 MPa at 850°C. This difference corresponds well with the literature (Yegorova et al., 1999), as the LUTS of Zr1%Nb material is around 29 MPa at 800°C and 16 MPa at 850°C.

### 5. Summary

The thermal phenomena surrounding the ballooning and cracking was investigated in a series of experiments performed using nuclear fuel cladding samples. The experiments were recorded using a high-speed infrared camera and the surface temperatures were measured. In the infrared range of 2–5.7 μm wavelength (MWIR) the direct emission coefficient of the non-oxidized zirconium cladding tube was found to be around \( \varepsilon = 0.94 \), but this emission coefficient decreases slightly as the tube is oxidized.

We were able to measure the temperature changes on the surface of the samples. The local hot spot on the ballooning cladding surface, that was assumed from a previous series of tests, was successfully measured. This local heat-up was not a reflection error due to the deformation of the sample, or the result of the change in the emission coefficient due to the formation of a thin oxide layer. The samples typically warmed up 10–15°C at the position of bulge formation. The rate of temperature increase was also determined. According to the captured data, the crack tip warmed up to 30°C above the rest of the sample at the time of the burst.
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