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Abstract

In this work, we present a new learning-based pipeline for the generation of 3D shapes. We build our method on top of recent advances on the so called shape-from-spectrum paradigm, which aims at recovering the full 3D geometric structure of an object only from the eigenvalues of its Laplacian operator. In designing our learning strategy, we consider the spectrum as a natural and ready to use representation to encode variability of the shapes. Therefore, we propose a simple decoder-only architecture that directly maps spectra to 3D embeddings; in particular, we combine information from global and local spectra, the latter being obtained from localized variants of the manifold Laplacian. This combination captures the relations between the full shape and its local parts, leading to more accurate generation of geometric details and an improved semantic control in shape synthesis and novel editing applications. Our results confirm the improvement of the proposed approach in comparison to existing and alternative methods.

1. Introduction

Controlling the generation of 3D shapes is a fascinating problem which unifies geometry and statistics at their finest. The interest is both theoretical and practical; we aim to understand better the rules lying “under the surface”, and, as a direct consequence, to solve real-world problems like automatic content generation, 3D shape reconstruction, body tracking [5, 11], among many others. This problem is as compelling as brave, and the research in the field has a long history. For several decades, many linear statistical approaches have been proposed [35, 23, 36], until deep learning methods took the stage unleashing powerful non-linear methods [5]. However, even if the results are getting more detailed every day, many underlying properties remain mysterious, hardly interpretable and controllable. Recently, a parallel arising trend is shedding new light on the study of geometric learning. Inverse spectral methods [8, 32] have shown that the eigenvalues of differential operators may uniquely represent a 3D object given a limited context (e.g., in the object class). One of the last advances in this field [26, 25] brings together for the first time the spectra with deep learning techniques. However, several points remain open and elicit our curiosity. First of all, it is not clear if an autoencoder architecture is needed as in [26, 25]. Nevertheless, what is indeed true, is that it blurs the relationship between the spectra and the generated models. Secondly, we believe that measuring the reconstruction quality just by using extrinsic reconstruction measures, misses the true nature of the link between 3D geometry and its spectrum. Thirdly, all the previous methods do not discuss how to include high-frequency information, and, lastly, all of them study a single differential operator.

In this work, we address all these questions by proposing a minimal, decoder-only architecture to generate shapes from their spectra directly. We show that this simple architecture produces convincing results and lets us better analyze the relationship between spectra and the associated 3D objects. Furthermore, we use this architecture to evaluate...
global and local spectra relations from both theoretical and practical perspectives. Our key observation is that local low frequencies encode global high frequencies, and can be used on characteristic regions to study semantics in our population. This is a crucial aspect of our work: we are not aiming to disentangle information, but to find relations between geometrical information.

We perform an extensive analysis on three different local operators and their combinations with the standard global Laplacian, concentrating our efforts (in contrast with previous works in the field) on two main tasks: direct shape-from-spectrum, and semantic control. An example of the latter is visualized in Fig. 1, where we combine the Laplacian spectrum of a male shape (in blue) with the eigenvalues of a local operator on the head of a female shape (in red), generating a new shape that globally reflects the semantic features of the blue shape (height and robustness) while possessing the local features of the red one (female). We remark that, being fully spectral, our method can deal with shapes that do not share the same connectivity. As a final point, we will show that this statistical correlation between local spectra and geometry is so strong that it holds even on unorganized point clouds, i.e., with noisy spectrum approximation and without known correspondence.

To summarize, our contribution is threefold:

1. We propose a decoder-only architecture that directly connects the spectrum to the 3D geometry. We do not only show that this simple approach outperforms previous more sophisticated methods, but also that this is more interpretable, giving us new theoretical insight on inverse spectral geometry problems;

2. For the first time, we address local semantic detail control in a shape-from-spectrum setup by proposing generation from multiple spectra. The combination of global and local information is also a novelty of our work, showing that this representation is capable of providing not only better reconstruction but also new application possibilities;

3. We propose a new dataset designed for analyzing inverse spectral methods, together with several extrinsic and intrinsic measures to give a novel point of view on the performance of this family of approaches.

All the data and the code will be made publicly available.

2. Related work

Generative models. 3D objects may have different representations depending on the application and, furthermore, each representation may carry large variety (e.g., vertex density). Researchers follow two main roads to learn from such data: simplify the data representation, or design models with invariance to such absence of structure. Among the endless list of proposed representations, we cite the most popular: voxels [41], triangle meshes [33, 39, 14], implicit functions [3, 4], and point clouds [31, 1]. However, each requires a specific architecture capable to take into account the domain characteristics. Even more complex is considering objects which undergo non-rigid deformations, and in particular the class of human bodies received great focus in the generative literature [43, 3, 15, 16]. Several of these methods are mainly focused on the shape (i.e., identity), rather than the pose; relying on standard animation techniques (such as linear blend skinning [20]) guarantees usability into standard computer graphics software. However, while previous works focus on reconstruction quality, few investigated the control and semantic generation of shapes. [2] proposes an autoencoder with a disentangled latent space, enabling a separate control of intrinsic and extrinsic deformations; [7] shows that plausibility of the generated shapes can be improved by promoting metric preservation in the loss function; [45] proposes an unsupervised technique to disentangle shape and pose in the latent space representation. Other related works address the generation of rigid composite-objects[22, 12, 42, 28] exploiting hierarchical neural network architectures to guide the control of shape-parts.

Shape from spectrum. Recently, the Laplacian eigenvalues have been used as a compact representation to recover and manipulate 3D geometry. According to a physical interpretation, the eigenfunctions of the Laplace operator on a surface relate to the evolution of waves over it, and the associated eigenvalues are the frequencies of such waves. These are determined uniquely by the intrinsic geometry of the shape, and are fully invariant to isometric deformations. However, the inverse problem (i.e., determining the intrinsic geometry from a set of Laplacian eigenvalues) has been an open question for a long time [17], with the negative result of Gordon and colleagues [13] posing a theoretical tombstone to the problem. The vision community has recently rediscovered interest in this problem from a practical perspective, with [8, 32] showing that this inverse problem can be solved through a complex optimization. The recent work [26], and its extension [25], replace the costly optimization with a data-driven framework, where a latent encoding is connected with the Laplacian spectrum via trainable maps. At test time, the network can instantaneously recover a shape from its spectrum. While we consider these works the closest to ours for its data-driven nature, [26, 25] limit their analysis to the standard Laplacian, without investigating localized operators [27, 6]. Importantly, the bandwidth used in [26, 25] (30 lowest eigenvalues) does not contain enough information on the shape geometry, and this information is spread by the network in an unclear way. Finally,
[26, 25] propose to solve the problem as a block of a complex and hard to interpret network, hiding the correlation between the input and the output.

**Our method.** Our method is straightforward as it relies on a simple decoder-only network, and considers a combination of different spectra. The only loss we use is a standard reconstruction loss. Without any other architectural component, our network discovers by itself the hidden pattern that links a spectrum to the 3D object. Hence, the statistical relations in our object class become prominent, providing better control of the generative process.

3. Background and notation

**Smooth setting.** In this setting, a 3D shape corresponds to a compact and connected Riemannian surface (2-dimensional manifold) \( \mathcal{X} \) embedded in \( \mathbb{R}^3 \) [10]. A ubiquitous tool in geometry processing is the Laplace-Beltrami Operator (LBO). Given a surface \( \mathcal{X} \), its LBO \( \Delta_{\mathcal{X}} \) is the generalization of the differential Laplacian operator to non-Euclidean domains. From now on, we will refer to this operator as Laplacian to streamline our notation. The Laplacian \( \Delta_{\mathcal{X}} \) is a positive semi-definite operator. From its eigendecomposition we obtain the eigenvalues \( \{\lambda_i\} \) with \( \lambda_i \in \mathbb{R} \), \( 0 \leq \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{\infty} \), and associated orthogonal eigenfunctions \( \{\phi_i\} \). When \( \mathcal{X} \) is a manifold with boundary \( \partial \mathcal{X} \), we consider Dirichlet boundary conditions as done in [32]:

\[
\phi_i(x) = 0, \quad \forall x \in \partial \mathcal{X}.
\]

The ordered discrete sequence of Laplacian eigenvalues of \( \mathcal{X} \) is usually referred to as the spectrum of \( \mathcal{X} \). When \( \mathcal{X} \) is a 1D Euclidean domain, the eigenvalues coincide with the squares of frequencies of Fourier basis functions. Following this analogy, as a band-limited representation, only a truncated spectrum corresponding to the \( k \) eigenvalues with the smallest absolute values is considered. Usually, in geometry processing applications, \( k \) belongs to the interval \([30, 100]\). In this paper, we test different \( k \) in the range from 10 to 80. The Laplacian operator \( \Delta_{\mathcal{X}} \) is invariant to isometries, that is: \( \Delta_{\mathcal{X}} = \Delta_{(T,\mathcal{X})} \) for every isometry \( T \) (*i.e.* a deformation that preserves the metric). The spectrum inherits this invariance, since it is fully determined by \( \Delta_{\mathcal{X}} \).

In this work, we also consider a connected submanifold \( \mathcal{R} \subset \mathcal{X} \). \( \mathcal{R} \) is again a compact and connected Riemannian surface with boundary \( \partial \mathcal{R} \) (see inset figure for an illustration). \( \mathcal{R} \) inherits the metric from the complete manifold \( \mathcal{X} \) and could be similarly equipped with the Laplacian \( \Delta_{\mathcal{R}} \).

**Discrete setting.** We discretize smooth surfaces, submanifolds, and Laplacians in two alternatives ways: (i) **Triangle meshes:** \( \mathcal{M} = (X, F) \) with \( n \) vertices \( X \) and \( m \) triangular faces \( F \). As submanifold, we consider a subset of vertices with their local connectivity and preserve the faces. We adopt the cotangent formula to discretize the Laplacian [29].

(ii) **Unorganized point clouds:** \( P = (X) \). A submanifold is a subset of its points. We compute the Laplacian using the implementation of [38]

4. Method

A visualization of our pipeline is given in Fig. 2. This section outlines the proposed method providing details about its implementation and theoretical insights.

**Motivations.** As shown before, the spectrum of different operators (*e.g.*, the Laplacians) is compact, almost independent of the 3D representation, and stores informative geometric properties [34, 8, 32, 26, 25]. However, exploiting the Fourier analogy, considering only truncated subsets of the global Laplacian spectrum is limited by the low-pass representation. Including higher frequencies would be infeasible since they may dramatically differ even among similar objects. Instead, our intuition is to unify the global truncated spectrum with a *local low-band* spectrum. Our main insight is that restricting the computation of eigenvalues to a local region, even a low-band spectrum can reliably capture global high frequencies. Indeed, as depicted in Fig. 3, the aggregation of global and local spectra has a natural hierarchy given by the order of the eigenvalues of each operator and by the explicit subdivision in two subsets.

In our model, we avoid the use of an autoencoder (as done, instead, in [26, 25]) for two main reasons. First, we keep the neural architecture simple to save computational complexity. Secondly, we preserve the structural properties of our encoding, which is not trivial to obtain in the latent space of an autoencoder.

**Remark.** Our direct map from spectrum to 3D embedding emphasizes the statistical correlation between shape deformations and their impact on the spectra. In the next section, we show how crucial is this aspect to better control the generative expressiveness of the decoder, in comparison with the architecture proposed in [26, 25].

4.1. The proposed model

Given an input shape \( \mathcal{X} \), we aim to recover its 3D embedding and its geometric features directly from a combination of global and local spectra. The global truncated spectrum \( \Lambda_{\mathcal{X}} \) is computed from the Laplacian discretization. The local spectrum computation requires two steps: 1) retrieve an informative local region, coherently selected across all the shapes involved in training and test phases; 2) define a local operator and estimate its truncated spectrum.

\[ \text{https://github.com/nmwsharp/robust-laplacians-py} \]
tonian operator (PAT) the full shape (the Laplacian operator defined on the patch disjointed from the region $R \subset \mathcal{X}$). The model is mainly composed of a network $\Pi$ trained in a data-driven fashion (in red) that maps the spectral encoding to the 3d coordinates of the shapes.

Figure 2. The proposed model. We aim to recover a shape and its local characteristics directly from a combination of a global and local spectrum analytically computed from the input data (in gray). The model is mainly composed of a network $\Pi$ trained in a data-driven fashion (in red) that maps the spectral encoding to the 3d coordinates of the shapes.

Figure 3. Two examples of the computation of the proposed spectral encoding. From left to right: the shapes and the extracted sub-manifold depicted in red; the global and the local spectra respectively in blue and in red; the bar plot that represents the differences that compose our encoding.

Local region. We perform the first step by applying an automatic patch extractor to each shape defining a semantic sub-manifold $\mathcal{R} \subset \mathcal{X}$ specifically designed for each class of shapes (depicted on the left of Fig. 2). The desired region should be handy to retrieve on unseen data, and informative about the geometry and the details that characterize the objects of the class. For general objects, such as airplanes, some well-established segmentation approaches could solve this task both in a data-driven fashion [18, 37] or with more classical algorithms [9, 19]. This is possible also in more articulated cases like humans, identifying local regions like the head extractor proposed in [24].

Localized operator. Once we have retrieved the local region $\mathcal{R} \subset \mathcal{X}$, we localize an operator on this patch and compute its truncated spectrum $\Lambda_{\mathcal{R}}$. The most natural choice is the Laplacian operator defined on the patch disjointed from the full shape (PAT). We additionally consider the Hamiltonian operator (HAM) with a sharp potential localized in the submanifold [6], and the localized manifold harmonics (LMH) [27], a Hamiltonian-like operator whose eigenfunctions are orthogonal to the global Fourier basis.

Spectra encoding and aggregation. The values in the truncated global spectrum $\Lambda_\mathcal{X} \in \mathbb{R}^k$ are sorted non-decreasingly. We compute the differences:

$$d\lambda_\ell = \lambda_\ell - \lambda_{\ell-1}, \forall \ell \in \{2, \ldots, k\},$$

where $d\lambda_\ell \geq 0, \forall \ell$, and store them in a vector:

$$d\Lambda_\mathcal{X} = [d\lambda_2, \ldots, d\lambda_k] \in \mathbb{R}^{k-1}.$$  \hfill (2)

We do the same for $\Lambda_{\mathcal{R}} \in \mathbb{R}^h$, with $h \in \mathbb{N}^+$ obtaining $d\Lambda_{\mathcal{R}} \in \mathbb{R}^{h-1}$. Once we have the two vectors $d\Lambda_\mathcal{X}$ and $d\Lambda_{\mathcal{R}}$, we aggregate them generating our spectral encoding:

$$d\Lambda = [d\Lambda_\mathcal{X}; d\Lambda_{\mathcal{R}}] \in \mathbb{R}^{(k-1)+(h-1)}$$  \hfill (3)

A scheme of this computation is depicted in Fig. 3 and represented in green in the middle of Fig. 2. This encoding exploits the natural hierarchy owned by each set of eigenvalues. Moreover, differences between subsequent eigenvalues are more bounded with respect to their absolute values, which is a desirable property for the training.

Training phase. We aim to learn the decoder $\Pi$ which receives as input an aggregated spectrum $\Lambda$ and outputs the 3D embedding of the shape $\mathcal{X}$ that has $\Lambda$ as spectrum. Given a collection of training shapes, belonging to the same class, $\{\mathcal{X}_i\}_{i \in \mathcal{I}}$ for a certain list of indices $\mathcal{I}$, we can associate to each of them the spectral encoding $\{d\lambda_i\}_{i \in \mathcal{I}}$ following the process described above (depicted with gray color in Fig. 2). We implement the decoder $\Pi$ as a fully-connected network and train it to minimize a standard reconstruction loss:

$$Loss = \frac{1}{n} \sum_{i \in \mathcal{I}} \|\Pi(d\lambda_i) - X_i\|_F^2.$$  \hfill (5)

When we deal with point clouds, we substitute the Frobenius norm with the Chamfer distance defined in [1]. On the right of Fig. 2 we draw a high level scheme of this network (highlighted in red). We remark that while local regions are involved in the computation of the spectral encoding, we are not using any specific loss to guide the reconstruction of the corresponding local geometry.

Test phase. Once the model is trained, we can input to the network a previously unseen spectral encoding $d\Lambda$. The obtained 3D geometry reflect the one associated to the $\Lambda$ eigenvalues, but with the discretization of the training set.

Network architecture. The proposed network is composed of 4 fully connected layers. We report all the additional details about our implementation and training choices in the supplementary materials.
5. Results

5.1. Datasets

**Cube.** The CUBE dataset comprises 1000 meshes with 7350 vertices, which show 125 different local patterns and 8 scales, providing a controlled setup with orthogonal variations. Each sample was generated from a cube mesh combining a pattern variation and a scale variation. As submanifold $\mathcal{R}$ on each of these samples we select the face of the cube where we apply local variations.

**SURREAL.** To challenge our model on more realistic data, we collect 2337 human shapes from SURREAL [40]. As $\mathcal{R}$ on these human bodies we choose the head for three reasons: 1) it encodes the identity characteristics; 2) it is unique in the body and does not suffer from ambiguities and symmetries; 3) in contrast with cubes, we believe that head and body correlate. We are interested in verifying how this impacts our learning process.

**Airplanes.** The above datasets have a common discretization. To test if our model can discover the underlying pattern between spectra and deformation even in more general cases, we selected 448 airplanes from ShapeNet [44], we sampled 500 points from each one, producing unorganized point clouds for which the order of points does not correspond. As $\mathcal{R}$ we selected the tail segment.

We report all the additional details about the datasets we used in the supplementary materials.

5.2. Evaluation metrics

In our analysis, we consider two types of measures: **extrinsic** measures, which evaluate the Euclidean reconstruction error, and **intrinsic** measures, which are independent of the pose. These are computed between the ground truth target shapes and the ones generated by the model.

As extrinsic measures, we compute the same error optimized by the loss, referred to as $\text{MSE}$. With $\text{MSE-}$-$\mathcal{R}$ and $\text{MSE-}$-$\mathcal{R}^C$ we denote the same measure computed inside or outside $\mathcal{R}$. As intrinsic measures, we consider:

**Area:** the average difference of the area elements of each vertex, which relates to surface stretch.

**Metric:** the vertex-wise metric distortion, computed as the difference in the geodesic distances from a fixed set of 100 uniformly sampled points to all the points in the mesh.

**Align:** the MSE reconstruction error of the local region after the best rigid alignment, obtained by solving the Procrustes problem between the local patches.

The $\text{Area-}$-$\mathcal{R}$ and $\text{Metric-}$-$\mathcal{R}$ are the same as above, computed for the local region. We directly compare each method against the nearest-neighbor baseline; as done in [26], given the spectrum of a new test shape, we look in the training set for the spectrum which is the nearest in the L2 sense. Then, we consider as baseline output the training shape associated with this spectrum. To compare with this baseline we include $\text{ENN}$ which measures the MSE of the baseline, and $\text{EM} < \text{ENN}$ which indicates the percentage in which our results outperform the baseline.

5.3. Shape from spectrum

We test our method under different conditions to study in depth its generation from spectrum capability.

In Tables 1 and 2, for the Cube and the SURREAL dataset respectively, we collect the evaluation metrics (one per column) varying the local operator and the number of eigenvalues $k$ and $h \in \mathbb{N}$ (one per row). For the local region we propose three different operators: $\text{PAT } k+h$, $\text{HAM } k+h$, and $\text{LMH } k+h$, which concatenate $k$ LBO global eigenvalues to $h$ eigenvalues of a localized operator. In Figs. 4 and 5 we report qualitative comparisons respectively for the Cube and SURREAL datasets. Further, we summarize the main insights of our analysis:

**Global versus Local.** The standard eigenvalue representation of [26] is outperformed by mixed PAT encoding, regardless of different $k+h$ values. Nevertheless, even in the presence of orthogonal transformations, introducing a local representation helps the global reconstruction as well. We believe this is possible only if the network can relate each operator spectrum with a shape variation.

**Different localized operators.** We see that maximizing the locality of the considered representation is beneficial. PAT emerges as the best representation, tightly followed by HAM which is almost equivalent. LMH performs the worst. The discussion on this point is further detailed in Section 5.4.

**Locality proportion.** Our experiments suggest that a balanced mix of global and local information provides the best representation for the inverse spectral problem. Also, increasing the number of eigenvalues is more beneficial in a mixed setup than in the standard LBO setup. We think the information rapidly faints in subsequent eigenvalues, while new operators provide a clearer pattern for the network to harvest.

**Autoencoder vs decoder-only.** We compare our architecture (32M parameters) against the one proposed in [26] (9M parameters) also by empowering its decoder and, coherently, its encoder (namely [26]$_{\text{img}}$ in the table, 90M parameters). We trained [26] using the absolute value of eigenvalues, as proposed in the original paper. Results show not only that our decoder approach is better than the full architecture even in the LBO setting, but that [26] is not equally capable of combining local information with its latent space.

As a final remark, we emphasize that extrinsic metrics are not always reflected in the intrinsic ones. While the extrinsic measures directly test the network on the purpose of
### Table 1. Reconstruction error on the CUBE dataset. All the numbers should be multiplied by 1e-6. For each column, we highlighted the top three results in red with decreasing intensity.

| Method | MSE | MSE-\(R\) | MSE-\(R\) | ENN | EM < ENN | Area \((\times 10^4)\) | Metric \((\times 10^3)\) | Align | Area-\(R\) \((\times 10^4)\) | Metric-\(R\) \((\times 10^3)\) |
|--------|-----|-----------|-----------|-----|---------|----------------|----------------|-------|----------------|----------------|
| LBO 30 | 16.5 | 0.65 | 15 | 60% | 1.96 | 6.63 | 60.3 | 6.80 | 3.38 |
| LBO 50 | 10.7 | 62 | 15 | 65% | 1.80 | 6.41 | 60.2 | 6.76 | 3.33 |
| LBO 80 | 11.1 | 63.5 | 0.63 | 14 | 61% | 1.73 | 6.54 | 61.1 | 6.59 | 3.37 |
| PAT 20+10 | 6.65 | 37.8 | 0.42 | 309 | 88% | 1.78 | 4.81 | 37 | 6.25 | 2.42 |
| PAT 15+13 | 5.66 | 27.1 | 1.36 | 1090 | 95% | 2.31 | 3.96 | 25.5 | 6.01 | 1.75 |
| PAT 10+20 | 4.91 | 26.3 | 0.63 | 1720 | 100% | 1.43 | 3.59 | 24.7 | 5.37 | 1.79 |
| PAT 40+10 | 6.76 | 38.5 | 0.42 | 79 | 86% | 1.59 | 4.89 | 37.6 | 6.13 | 2.49 |
| PAT 25+25 | 3.59 | 19.1 | 0.5 | 2060 | 100% | 1.33 | 2.76 | 18.1 | 4.52 | 1.39 |
| PAT 10+40 | 6.70 | 23.4 | 3.36 | 1860 | 100% | 1.51 | 3.63 | 16.9 | 4.62 | 1.32 |

### Table 2. Reconstruction error on the SURREAL dataset. All the numbers should be multiplied by 1e-6. For each column, we highlighted the top three results in red with decreasing intensity.

| Method | MSE | MSE-\(R\) | MSE-\(R\) | ENN | EM < ENN | Area \((\times 10^4)\) | Metric \((\times 10^3)\) | Align | Area-\(R\) \((\times 10^4)\) | Metric-\(R\) \((\times 10^3)\) |
|--------|-----|-----------|-----------|-----|---------|----------------|----------------|-------|----------------|----------------|
| LBO 30 | 1.7 | 2.12 | 1.61 | 15.4 | 99.57% | 8.19 | 2.62 | 11 | 10.1 | 5.23 |
| PAT 25+5 | 1.1 | 1.42 | 1.03 | 19.6 | 100% | 15 | 2.21 | 4.8 | 23.9 | 3.32 |
| PAT 20+10 | 0.77 | 0.75 | 0.77 | 28.8 | 100% | 5.24 | 1.87 | 2.28 | 5.09 | 2.25 |
| PAT 15+13 | 0.71 | 0.5 | 0.76 | 39.1 | 100% | 4.28 | 1.81 | 2.42 | 4.94 | 2.27 |
| HAM 25+5 | 0.98 | 1.13 | 0.95 | 19 | 100% | 5.33 | 1.93 | 3.18 | 5.65 | 2.47 |
| HAM 20+10 | 0.73 | 0.67 | 0.75 | 27.4 | 100% | 5.11 | 1.86 | 2.43 | 5.09 | 2.29 |
| HAM 15+15 | 0.86 | 0.57 | 0.92 | 38.9 | 100% | 5.10 | 2.11 | 2.36 | 5.21 | 2.37 |
| LMH 25+5 | 2.7 | 2.49 | 2.75 | 29.9 | 100% | 10.6 | 3.37 | 14 | 11.7 | 5.71 |
| LMH 20+10 | 2.4 | 2.06 | 2.47 | 32.5 | 100% | 9.64 | 3.26 | 8.52 | 8.62 | 3.97 |
| LMH 15+15 | 1.5 | 0.98 | 1.61 | 31.2 | 100% | 7.15 | 2.02 | 3.96 | 6.16 | 2.67 |
| [26] PAT 15+15 | 3.1 | 3.89 | 2.92 | 51.3 | 100% | 19.81 | 4.46 | 19.37 | 32.93 | 8.44 |
| [26]\big PAT 15+15 | 2.51 | 1.8 | 2.67 | 51.3 | 100% | 16.9 | 4.32 | 19.20 | 22.25 | 9.28 |
| [26]\big LBO 30 | 2.51 | 2.26 | 2.56 | 15.09 | 99.96% | 15.74 | 4.35 | 15.26 | 22.87 | 7.24 |

5.4. Localized operators analysis

In Tables 1 and 2, we also report the performance of our method with different localized operators that differ in their support and dependence from the LBO. PAT is the only localized operator that we consider with local support and is independent of the LBO. The other two, HAM and LMH, have both global support and are computed localizing the LBO on a specific region. Moreover, LMH has an additional term of orthogonality that increases its dependency on the LBO. We claim that the different performances are due to their relationship with the LBO. PAT, being disjointed from the global geometry, can better express the local geometry behaviours giving the best results. On the contrary, HAM and LMH may experience some leaks of frequencies outside the local region. [32] has already shown that the HAM operator can approximate the LBO operator computed on a path with Dirichlet conditions. Our experiments confirm this relation: HAM gives only slightly worst results than PAT. Completely different is the case of LMH that strongly depends on the LBO spectrum. Its additional orthogonal condition may introduce information in the spectrum that our neural network considers redundant since it can be already extracted from the global spectrum. Even if the results in Tables 1 and 2 support our claim, a deeper analysis is required that we left as future direction.
5.5. Semantic Control by correlation discovery

We showed that introducing a local component in the representation helps reconstruct the local region as well as the entire shape. We believe this is due to three main facts: first, the network discovers a pattern between the local input representation and the local output geometry; second, the global part of the representation is less related to details and can correlate with the global 3D shape deformations; third, and most importantly: variations on the selected region occur together with nonlocal variations of other shape features; we learn this correlation. For example, several facial features of a human relate to body characteristics (e.g., male and female heads have different proportions, a wider face is more frequent in robust subjects, etc.). There is no limit in our fully-connected network to associate them to the local part of our input, if such a relation exists.

To stress this point we performed the experiment shown in Fig. 6. Given two shapes, $A$ and $B$, equipped with global spectra (rows) and local ones (columns), we recombine these representations into four combinations. Using our PAT15+15 network trained over SURREAL, in the top left and bottom right corners we reconstruct $A$ and $B$ from their original spectral encoding. In the other entries, we generate the new combined encodings: in the top right, we aggregate the local spectra of $B$ with the global one from $A$, while we do the opposite in the bottom left. While $A$ is a shape from SURREAL in T-pose, $B$ is from a different dataset (DYNA [30]) and also has a different pose. As can be seen, PAT15+15 performs well in the original reconstruction as well as in the head reconstruction even when swapped. However, we remark how the local and the global parts interact in their semantics: the head of $A$ glued on $B$ causes a thinner body (bottom-left) that is more robust than the original $A$. Instead, the head of $B$ on the body of $A$ generates a modification localized in the upper part of the body, to create a coherent body (top-right).

In Fig. 7, we perform a comparison with LBO 30 on
this task. We split the 30 given eigenvalues into 15 global frequencies and 15 local frequencies, and then we perform the same operations. The main difference is in the head reconstruction: PAT 15 + 15 creates the head according to the local spectrum, while LBO 30 follows the low frequency information (compare $A + A_R$ with $A + B_R$ in Fig. 7). Moreover, LBO 30 generates smoother shapes with less geometric details.

5.6. Applicability
In literature, spectral methods have been widely exploited. One of their main advantages is independence from the discrete representation. This property does not only solve the costly requirement of a point-to-point correspondence at interference time, but it also gives rise to high fidelity results from low-resolution shapes. We report a first example in Fig. 1 where we consider the spectra computed from shapes with a different connectivity encoded by two low resolution meshes. The output of our model is a mesh with a high resolution that respects the features of both the input shapes. In the supplementary material, we further stress this aspect of our approach showing more examples of reconstruction from shapes with different discrete representations (such as point clouds) and resolutions. Moreover, we show various examples of multi-spectral interpolation and interactive manipulation as done in [26, 25, 8].

5.7. Unorganized point clouds
During training, we request all the shapes to be in full point-to-point correspondence, which is of great help for the network to discover patterns in the data. To investigate if the relationship between the variation on the input eigenvalues and the variation of every point coordinate is strong enough to arise even without providing point correspondences, we remove the mesh connectivity and consider a noisy scenario of unordered point clouds of airplanes.

We considered the tail segment as the local region. The tails of airplanes are interesting because their size and shape vary, and identify specific categories (jet, passenger transport aircraft, etc.). Note that [26] requires redesigning the encoder to handle unsorted point clouds, while our model does not require any modification.

In Fig. 8, we propose a spectra swap similar to Fig. 6. For each of the first 15 global ($\lambda^g$) and local ($\lambda^l$) eigenvalues we consider the maximum and minimum values existing in our dataset. We denote these spectrum as $\Lambda_{\lambda^g}^{\max}$, $\Lambda_{\lambda^g}^{\min}$, $\Lambda_{\lambda^l}^{\max}$, $\Lambda_{\lambda^l}^{\min}$ respectively for the global and the local regions. We then compose 4 new spectra as the possible different combinations of the local and global parts. Modifying the global part (rows) changes the type of airplane (mainly the shape of wings and tail), but preserves the size of the tail (while its shape change to fit the different airplane). Touching the local part (columns), we obtain a smaller tail (due to the use of higher frequencies) but adherent to the type of airplane. Further examples with point clouds can be found in the supplementary materials.

6. Conclusions
This paper presented a novel approach to generate 3D shapes from a canonical and ubiquitous spectral representation. We highlighted several properties of local spectral operators and their relation with the standard Laplacian in this task. For the first time, a shape from spectrum pipeline has been performed from a mix of spectra of different operators. We have also shown the close relationship between spectra and the geometry from which they come, even in a noisy and unsupervised setup. We consider this theoretically exciting and helpful for shape manipulation especially in combining semantic characteristics of local and global parts. Dealing with multi-regions localization would be an interesting direction, considering parts with different semantic and proportions. While a complete analysis is beyond the scope of this paper, we include some preliminary analysis in the supplementary due to lack of space.

The main theoretical limitations of our study rely in not considering the spectra of extrinsic operators, like the Dirac operator [21]. This could be successfully injected into our pipeline, providing a mixture of intrinsic and extrinsic information. Also, we do not consider inter-class experiments since the spectrum may be ambiguous among different classes. We believe that our work may elicit discussion in the community on these topics. The main applicative limitations arise from the limitation of the intrinsic spectral representations in the presence of shapes with different
topology, significant noise or outliers. The research on these aspects is quite active in the community, and our method lends itself well to methodological progress in this respect. Finally, we consider our insight on the semantic shape composition as a promising starting point for future directions in shape synthesis.
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Supplementary Material

Abstract

As mentioned in the main manuscript, we report further details on our experiments and additional results in this document. We organize the supplementary material as follows: in Section 1 we report details about the data used in our experiments and architectures; in Section 2 we show results when the chosen local region has less semantic meaning (the forearm in the human bodies); in Section 3 we perform further experiments on the semantic control by local and global switching and interpolations; in Section 4 we show a static Figure of the interactive application shown in the attached video; in Section 5 we report more results on unorganized point clouds training.

1. Experimental Setup

1.1. Dataset

Here we report additional details about the datasets involved in our experiments.

**Cube.** In the CUBE dataset, the local variations are extrusions of simple geometric patterns (circle, ellipsis, square, and rectangle) applied on a selected face same for all cuboids. We vary dimensions and rotations of these patterns avoiding isometric shapes (that are indistinguishable by their eigenvalues). For the global variations, we scaled the cube along the dimension orthogonal to the face with local variation by a factor in the range $[0.6, 2]$, obtaining cuboids with different depths. In the inset figure, we visualize some of these examples.

**SURREAL.** The shapes in SURREAL are generated by SMPL [23], a standard generative template with 6890 vertices and two sets of parameters: one for the subject identity and one for its pose. Since pose changes generate near-isometric shapes, we set all the individuals in the same T-pose. The shape parameters are sampled from the ones available from SURREAL dataset [40].

**Airplanes.** In the Airplanes dataset we chose the segment of the tail as the local region because we think that the tail is a semantically significant region of the airplane: it is related to the airplane type (e.g., Boeing, Jet, Fighter) and its size.

1.2. Architecture and training details

Our architecture is a simple decoder composed of 4 fully connected layers. All the hidden layers use batch normalization followed by a selu activation, while the last layer has a linear activation. We report the number of nodes for each layer in Tab. 3. For the SURREAL dataset we add a dropout layer with a 0.1 drop rate to all hidden layers. We trained our network on 90% of the dataset and used the remaining 10% for testing. During training we used Adam optimizer with a learning rate of $2 \times 10^{-3}$ for the first 1000 epochs and then we reduce it to $1.8 \times 10^{-3}$ for the rest of the training. We fixed the maximum number of epoch in each dataset making sure each method reached convergence. In the second part of Table 3 we show the training parameters.

![Figure 9. Training loss comparison: our method in blue; in red the method proposed by [26].](image)

### Table 3. Networks parameters for the different datasets involved in our experiments.

|          | CUBE | SURREAL | Airplanes |
|----------|------|---------|-----------|
| Layer 1  | 258  | 258     | 258       |
| Layer 2  | 1024 | 512     | 1024      |
| Layer 3  | 2048 | 1536    | 2048      |
| Layer 4  | 22050| 20670   | 1500      |
| Output size | 7350 x 3 | 6890 x 3 | 500 x 3 |
| Number of epochs | 2000 | 1000    | 4500      |
| Batch size | 64   | 32      | 8         |

1.3. Comparison to the autoencoder of [26]

One of the main advantage of our method is the simplicity of the model: a single decoder composed of fully connected layers. This allows us to perform a more direct analysis of the linkage between spectral geometry processing and semantic modeling. On the contrary the model proposed by [26] is composed of an autoencoder enhanced with an invertible module blurring a similar analysis. In fact, the correspondence between the spectrum and the object geometry established by [26] passes through a latent space impacted by other components. Moreover, our specialized architecture performs better than the architecture proposed in [26] in synthesizing shapes from the spectrum. An other advantage of our model choice is the training. Fig. 9 shows the training loss curves of our model (in blue) and of [26] (in red). It emerges that our model not only reaches lower errors but has also a more stable training.
2. Does the selected region matters?

In the main manuscript, we defined a region for each class, claiming that they characterize the objects. In particular, we stated that this selection lets the network correlate between local geometric pattern and global features of the shape and that this relation has semantic meaning. As a counter-check of this, we report a result obtained by selecting an arbitrary region with few features, i.e., in which the details are less characterizing. In this experiment, we choose the right forearm as local region on the human body (visualized in the inset figure), and we trained the same model $PAT_{15+15}$ used on other SURREAL experiments. We refer to this method as $PAT_{F_{15+15}}$. In Fig. 10, we show the mean squared and the area error for an example of shape reconstruction comparing $PAT_{F_{15+15}}$ with $LBO_{30}$ and $PAT_{15+15}$. Concerning the $LBO_{30}$, we see that $PAT_{F_{15+15}}$ presents a similar intrinsic error on the head, while the error on the fore-arms is slightly improved (and also on other regions which may relate with the arm length as the hands and the feet). Extrinsically, the reconstruction error of $PAT_{F_{15+15}}$ is emphasized on the stomach. This area is well addressed by $LBO_{30}$, but also shows interesting correlation with the head region, as we show in Fig. 15. In all cases, $PAT_{15+15}$ performs significantly better. This experiment emphasizes the importance of the input representation and that some local regions contain more information on the whole shape than others.

2.1. Multiple regions

An other interesting direction to explore is the possibility to introduce more than one local spectra in our model. Our method naturally extends to this setting without the need of any modification, even if it introduces a further complexity (i.e., the relation between two local regions). In Fig. 11 we show a first results of reconstruction based on multiple regions: $PAT_{H_{10}+T_{10}+H_{10}'}$ considers both the head and the torso as regions and concatenate $k$ LBO global eigenvalues with $h$ local eigenvalues computed on the head and $h'$ local eigenvalues computed on the torso. The combination $10+10+10$ perform slightly worst w.r.t. $PAT_{15+15}$, while $15+15+15$ performs slightly better. The results show that the right balance on the involved eigenvalues is a component that needs further investigation and that we will inspect in future works.
Figure 10. Error comparison in shape reconstruction between LBO30, PAT15 + 15 and PAT15 + 15.

Figure 11. MSE comparison in shape reconstruction between LBO30, PAT15 + 15, PATH + T10 + 10 + 10 and PAT15 + 15.
3. Semantic Control

In Fig. 12 we report an additional result on semantic control. We start from a sparse point cloud (3445 vertices), depicted on the left, from which we compute the global spectrum with the robust Laplacian [38] and combine it with the local spectrum from a mesh representing a different subject in a different pose, visualized in the middle. On the right we show the resulting shape, which maintains the identity of the second one, but with a thinner body like the first shape. We remark that the network is trained only on meshes; thus we appreciate the robustness of our model also to unseen and noisy data.

3.1. Semantic interpolation

In this section, we show additional interpolation results for cubes and humans. Given a pair of shapes we perform 3 different interpolations: 1) on the whole spectral encoding $\Lambda$ that we propose; 2) on the global part of the representation $\Lambda_X$; 3) on the local part of the encoding referred to as $\Lambda_R$. We show a first example with the CUBE dataset in Fig. 13. We chose two shapes, visualized on the first row, with different depths and different local patterns. The interpolation of the whole encoding (second row) generates a smooth variation of both depth and pattern. When we change only the global part of the encoding (third row), this reflects only on the global scale by preserving the same pattern from the start shape. Finally, the local interpolation (last row) changes only the local pattern maintaining the same depth of the start shape. This experiment fully matches the underlying theory: the pattern and scale variation generated in the CUBE dataset are almost unrelated, and so their representations; the network learned the right association from the input representation without any hint and without mixing the two. We perform the same experiment on the SURREAL dataset in Fig. 14. We start from the mesh of a tall and thin male and interpolate it to the mesh of a shorter robust woman. The two shapes have different discretizations: the first shape has 2634 vertices, while the second has 1744 vertices. In the figure, we include a ruler in the rendering to emphasize the height variations. We observe that the $\Lambda$ interpolation (first row) changes the whole body. On the other hand, the $\Lambda_X$ interpolation (second row) changes only the height and the body structure without modification of the head. Finally, the local interpolation (third row) changes the head physiognomy and a portion of the body. This example shows that a head modification causes a change in the entire shape to keep a more consistent body structure. The main difference from the previous experiment on the cubes is the partial correlation between the local region and global body that our method naturally discovered.
Figure 13. Interpolation results for a pair of cubes. We also plot the spectral encoding associated with each shape as a bar plot. In the first row, we show the two input cubes. In the second row, the interpolation of the whole encoding. In the third row, the interpolation of only the global part (blue in the bar plots). In the last row, we only interpolate the local one (red in the bar plots). We highlight in green the part of the encoding that we are interpolating in each row and in red the values that we keep fix.

Figure 14. Different interpolations between two input human shapes (first row): Global+Local (A-second row), only Global(A_\Lambda-third row) and only Local(A_\mathcal{R}-fourth row). We add a ruler behind each shape to emphasise the height variation.
4. Interactive manipulation

Our method can be efficiently used in real-time to synthetize shapes and control their deformations by acting on the different parts of our representation. An example can be seen in the video attached to this document. In that short sequence, we have two sliders that modify the different components of the proposed spectral encoding. On the left side of the video, we show the spectrum that we input to the network, highlighting with brighter color the part subject to the current modification. In gray, we kept the original spectrum as a reference. On the right side of the video, we visualize the shape produced by our model. The color depicted on the surface encodes the difference between two subsequent modification frames; this visualization helps to identify where the modification represented by the sliders is acting on the 3D geometry. Moreover, in Fig. 15 we report an illustrative image of free manipulation provided by our model. We chose a reference shape and modified its global and local encoding separately. Similarly to the video, for each shape, we highlight on the surface the area variations encoded by the colors. In the first row, we decrease the global part of the encoding generating alterations scattered on the body, but with minimal interaction with the head. In the second row, we increase the values of the local part of our encoding obtaining a more feminine physiognomy and variations localized on the head and thorax, while the legs are almost left unchanged. This example shows similar behavior to Fig. 14 where modifications of the local part cause changes also on the body part correlated with the head, such as the stomach.
Figure 15. Free manipulation of the input. Given a shape (on the left), we decrease the global values ($\Lambda_X$-first row) and increase the local values ($\Lambda_R$-second row) separately. For each shape, we plot the area variations for each vertex and show the correspondent encoding as barplot (blue:global, red:local). We highlight in green the values that changes and in red the values that we keep constant.
Figure 16. A spectrum switch, similar to the interpolation shown in the main manuscript. On the left: the starting airplane and the corresponding output generated by our network. On the right, the second airplane. In the middle, from the top there are the reconstruction generated: using the whole second spectrum (\(\lambda\)); concatenating the global spectrum of the second with the local one of the first (\(\Lambda_X\)); concatenating the global spectrum of the first with the local spectrum of the second (\(\Lambda_R\)). Notice how the first two impact the whole plane, while the third changes the tail and preserves the global structure (e.g., wings and turbines).

Figure 17. The first (left) and the last (right) steps for the \(\Lambda_R\) interpolation depicted in Figure 19, with a close-up on the tails.

5. Unorganized pointclouds

Here we present other examples of our airplane experiments (Fig. 8 in the main paper).

In Fig. 18 we test our model by looking at the shape generated from the spectra obtained by interpolating the input spectral encoding of two shapes (depicted on the left). In the first row, we report the results from the interpolation of the whole spectral encoding. We can see that the deformation is smooth both in size (i.e., length of the structure) and features (i.e., turbines appearing, tail morphing). In the second row, we fix the local part of the encoding, and interpolate the global. Coherently, changing the whole structure also requires changing the tail structure (different kinds of airplanes have different tails). Finally, in the third row, we only manipulate the local part maintaining the global one. The local interpolation mainly impacts the tail region (a close-up is depicted in Fig. 17), which follows the interpolation pattern of other rows. Remarkably, other global aspects of the airplanes are only slightly modified (i.e., the turbines and the shapes of the wings are almost left unchanged). We consider this result significant, since the spectrum of the tail seems representative enough to relate with different airplanes. Moreover, our global plus local spectral encoding provides nice interpolation results.

In Fig. 16 we perform a spectrum switch. The two input planes have a similar tail but a different structure. Even in this subtle case, when we change only the local encoding, our method interpolates the two tails without modifying the airplane length, the presence of the turbines, and keeping the wings loyal to the starting plane. On the contrary, the global switch affects the whole plane like in the others interpolations experiments.

In Fig. 19 we report the same example of Fig. 18, but using a 20+10 network instead of a 15+15 one. The results are consistent, showing a certain resilience to different settings.
Figure 18. Casting different kinds of spectra interpolation into our network gives us different degrees of control. On the left, the models used as initial and final steps; on the right, we interpolated the entire spectral encoding ($\Lambda$-first row), only the global frequencies ($\Lambda_X$-second row), and only the local ones ($\Lambda_R$-third row).

Figure 19. Casting different kinds of spectra interpolation into our 20+10 network. On the left, the models used as initial and final steps; on the right, we interpolated the entire spectral encoding ($\Lambda$-first row), only the global frequencies ($\Lambda_X$-second row), and only the local ones ($\Lambda_R$-third row).