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ABSTRACT

Employee engagement in unhygienic cyber practices (UCP) is a concern for organizations across the world. The purpose of this paper is to explore the effects of personal and environmental factors in decreasing workers’ engagement in UCP in a developing country. A personal-environment-behavior model was adapted for the study. Data was collected from working MBA students in Ethiopia. The key results show that the personal factor of self-regulation related to acceptable cyber practices decreases workers’ engagement in UCP, while self-efficacy did not. The environmental factor of computer monitoring (CM) decreases workers’ engagement in UCP, while the availability of security education and training awareness (SETA) programs did not. Both CM and SETA have positive effects in improving self-efficacy. Only SETA programs positively impact self-regulation. This study adds to the understanding of end-user security behavior by focusing on UCP with insights from a developing country.
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1. INTRODUCTION

The diffusion of the Internet has boosted cyber-based operations for private and public organizations across the world. Internet-adopting organizations entrust workers to use the tool to perform work-related tasks; however, employees often deviate from organizational rules on prescribed cybersecurity
practices and measures (Farshadkhah et al., 2021; Ogbanufe, 2021; Hamidi & Moradi, 2017; The ePolicy Institute, 2017; Ifinedo, 2019; Wang et al., 2020). Organizations that use the Internet for operations, including storing customer data, employee information, and financial records, as well as transmitting data and information to clients and partners, must accept that they share in its increased vulnerability because security incidents and breaches do occur (Anderson & Agarwal, 2010; CyberEdge Group Report, 2020). Unfortunately, the aftermath of security incidents can be devastating for affected organizations (Optimum Security, 2021).

Security incidents with origins in global networks, including the Internet, are indeed pervasive. A survey of 1,200 information systems (IS) security professionals based in 17 countries revealed that 76.7% of participants admitted their organizations experienced one or more successful cyber attacks in 2019, and 81.7% of them predicted that at least one incident would occur in 2020 (CyberEdge Group Report, 2020). Threats to organizational IS, including the Internet, emanate from internal and external sources (Blue Coat Systems Inc., 2015; Ponemon Institute, 2012; Verizon Business Systems, 2019). According to Verizon Business Systems' (2019) report of 41,686 security incidents in private and public organizations worldwide, 34% of such attacks involved an insider.

Insiders are current employees, part-time workers, former employees, and other business associates who have—or have had—access to an organization’s IS resources in the course of performing their work responsibilities (Burns et al., 2018). A report published by the Ponemon Institute (2020) identified three primary insider-threat profiles: employee or contractor negligence, criminal and malicious insiders, and credential theft or imposter risk. The report notes that the global average cost of an insider threat is USD 11.45 million across the three primary insider threat profiles. Furthermore, the percentage of incidents caused by employee or contractor negligence, criminal and malicious insiders, and imposter risk is 63%, 23%, and 14%, respectively (Ponemon Institute, 2020). The high percentage of incidents attributable to employees or contractors suggests a need to focus on their security practices and behaviors.

This study focuses on negligent employees who participate in unsafe or unhygienic cyber practices, such as downloading unauthorized software from the Internet onto work computers and logging into the Internet via unsecured WIFI networks. A recent cybersecurity report on some African countries (KNOWBE4, 2019, p. 6) notes, “more than a quarter of respondents connected their devices to the internet using a free Wi-Fi connection in a public space.” Although these actions seem harmless, they can be exploited by cybercriminals, who may leverage such lapses to harm an organization’s digital resources. Cyber hygiene practices are the precautions and steps users of online digital tools take to maintain, safeguard, and secure data resources from intrusions and external attacks (McAfee.com, 2020; National Cyber Security Alliance 2007, 2020). Here, the term ‘cyber hygiene practices’ refers to the acceptable or favorable notion of the phenomenon, while the term unhygienic cyber practices (UCP) connotes unfavorable and ill-advised acts.

To mitigate employee participation in UCP and related IS-security misbehavior, organizations often deploy technological tools, which practitioners (Barlock et al., 2014; The Security Culture Report, 2017) and researchers (Anderson & Agarwal, 2010; Crossler et al., 2013; Ng et al., 2009; Rhee et al., 2009; Warkentin et al., 2011; Warkentin et al., 2016; Warkentin & Willson, 2009; Workman et al., 2008; Ifinedo, 2014) have since realized are inadequate in containing such concerns. The Security Culture Report (Barlock et al., 2014) notes that “despite the latest technological improvements in security, it is still the employees who often unknowingly invite security breaches through carelessness” (p. 32). Consequently, the role of technical or behavioral approaches to studying IS security issues and safe online practices have been touted (Anderson & Agarwal, 2010; Barlock et al., 2014; Crossler et al., 2013; Ng et al., 2009; Rhee et al., 2009; The Security Culture Report, 2017; Warkentin et al., 2011; Warkentin et al., 2016; Warkentin & Willson, 2009; Workman et al., 2008; Ognaufe, 2021).

Prior research has identified and shown that knowledge of individual characteristics, personal dispositions, and personal factors are pertinent to understanding individuals’ motivation to engage in unacceptable IS security practices and behaviors (Bulgurcu et al., 2010; Hu et al., 2011; Rhee et
al., 2009; Warkentin et al., 2011; Warkentin et al., 2016; Warkentin & Willison, 2009; Workman et al., 2008). Similarly, the reinforcing roles of organizational controlling mechanisms, such as security education and training awareness (SETA) programs (Burns et al., 2018; D’Arcy et al., 2009; Yoo et al., 2018; Yaokumah et al., 2019) and security surveillance technology or computer monitoring (CM) to reinforce the desired security behaviors have been highlighted in prior studies (Chen et al., 2015; D’Arcy et al., 2009; D’Arcy & Hovav, 2008).

Previous research on end-user security behavior has primarily been carried out in the context of IS policy compliance (Cram et al., 2019). Commonly used theoretical perspectives in prior studies include fear appeals and sanctions derived from protection motivation theory (PMT) and general deterrence theory (GDT) (Cram et al., 2019). We did not consider sanctions because previous IS security studies have revealed that GDT is not always effective in reducing violations of IS security rules (Son, 2011; Hu et al., 2011). Instead, intrinsic factors, such as self-control, were more effective than GDT (Son, 2011; Hu et al., 2011). Moreover, IS policy compliance studies have not differentiated between non-malicious and malicious security acts, and few researchers have acknowledged this vital reality (Guo et al., 2011; Lowry et al., 2015). Indeed, researchers (e.g., Warkentin and Willison, 2009; Crossler et al., 2013) have asserted that the management and control of insider threats could be more effective when specific attention is paid to each group’s actions. However, the motivations of insider threat profiles (i.e., negligent, criminal, and imposter) differ (Ponemon Institute, 2020).

Notably, studies examining the direct effects of self-regulation, CM, and SETA programs on IS security behavior or UCP are rare. Our study aims to fill these gaps in the research on end-user security behavior. Specifically, we seek to contribute to the literature by investigating the effects of two individual cognitive factors (i.e., self-efficacy and self-regulation) and two organizational factors (i.e., SETA programs and CM) in reducing employee involvement in UCP. The two related cognitive factors were selected because the literature suggests both effectively enhance behavioral modification and change in individuals (Bandura, 1977; Wood & Bandura, 1989). Additionally, self-efficacy has been identified as an essential predictor of intentions to enact online security measures (LaRose et al., 2005; Ng et al., 2009; Rhee et al., 2009), and it generally facilitates adherence to IS security policies, as a recent meta-analytic study in the area has shown (Cram et al., 2019). Furthermore, self-regulation reduces IS security violations (Hu et al., 2011) and moderates the cost-benefit calculus regarding Internet use compliance (Li et al., 2018). The two organizational security reinforcing mechanisms chosen for this study ensure employees get formal access to necessary information regarding IS security threats, and organizations can monitor or review workers’ computing actions and cyber practices to stimulate desired security behaviors (Chen et al., 2015; D’Arcy & Hovav, 2008; Lowry et al., 2015).

Most of the research in the extant literature enriches our understanding of end-user security behavior, mainly from the perspectives developed or advanced countries. Insights from developing countries in Africa have not been widely represented. It is argued that the diversification of views enhances knowledge. However, only a few studies have explored UCP issues in Africa. For example, Butler and Butler (2015) studied UCP issues in the Republic of South Africa. Likewise, van Rensburg (2021) investigated end-user perceptions on information security issues in the Republic of South Africa. Bongonko (2017) reported that self-efficacy and SETA programs positively influence end-user security behavior in Kenya. Ifinedo et al.’s (2019) study indicates that workers’ positive attitudes toward cyber hygiene decrease participation in UCP, and so do the construct of subjective norms. Ifinedo and Akinnuwesi (2015) compared employees’ engagement in UCP in Nigeria and Canada and found that socio-economic conditions and national cultural factors explain differences in workers’ perceptions. Others have also shown that national factors affect workers’ perceptions of IS security and privacy issues (e.g., Bellman et al., 2004; Ifinedo, 2009; Ameen et al., 2021). Against such a backdrop, it can be argued that findings related to employees’ end-user security behaviors reported in advanced countries may not sufficiently reflect the realities in developing countries. Indeed, researchers have suggested that contexts should be duly considered in research (Fernandez, 2016; Johns, 2017), and their advice was heeded in this research project.
Thus, the current study contributes to the body of research on this topic in the following ways: (a) distinguishing between end-user non-malicious and malicious security practices or acts; (b) enriching the literature with a focus on non-malicious insider behavior in Ethiopia, a developing country in Africa; (c) applying Bandura’s theory of reciprocal determinism (triadic reciprocality), which incorporates the relationships among personal, environment, and behavior factors in the study of end-user security behavior; (d) presenting findings showing that self-regulation and computer monitoring are important in controlling workers’ engagements in UCP; (e) explaining contradictory results in research related to the role of self-efficacy in decreasing worker’s involvement in UCP (Ng et al., 2009; Rhee et al., 2009; Ameen et al., 2021).

Based on the preceding discussion, this paper attempts to answer the following research questions:

1. **Research question one (RQ1):** What effect do the personal factors of self-efficacy and self-regulation have on decreasing employee involvement in unhygienic cyber practices?

2. **Research question two (RQ2):** What effect does the environmental reinforcing mechanisms of SETA programs and computer monitoring have on decreasing employee involvement in unhygienic cyber practices?

3. **Research question three (RQ3):** What relationships exist among personal and environmental factors in the context of employee involvement in unhygienic cyber practices?

The remainder of the paper is organized as follows. Section 2 has the literature review, which presents background information on end-user IS security behaviors. Section 3 presents the theoretical framework, research model, and formulated hypotheses. Next, Section 4 presents the research methodology, followed by an explanation of the data analysis results in Section 5. Finally, Section 6 includes a discussion of the results and conclusions.

2. **LITERATURE REVIEW**

Recent research has focused attention on cyber-related end-user IS security behaviors by developing taxonomies for categorizing such behaviors (Egelman & Peer, 2015; Lee et al., 2008; Posey et al., 2013; Ifinedo, 2019; Vishwanath et al., 2020). For example, Posey et al. (2013) proposed a scheme classifying IS protection-motivated behaviors, and Egelman and Peer (2015) developed a security behavior intentions scale. Ifinedo (2019) developed a non-malicious IS security deviant behavior taxonomy, and Vishwanath et al. (2020) presented a cyber hygiene inventory. It is noteworthy that these frameworks have items covering unsafe online computing and unhygienic cyber practices.

Previous investigations of antecedents of end-user security behaviors are available (Aytes & Connolly, 2004; Boehmer et al., 2015; Rhee et al., 2009). For instance, Aytes and Connolly (2004), who examined undergraduate students’ risky computing practices (e.g., sharing and changing passwords, not backing up files regularly, and opening emails from unknown senders), found that experience (efficacy) can reduce such practices. Boehmer et al. (2015) showed that the personal responsibility norm—described as self-regulation in their study—was positively related to college students’ online safety behavior (e.g., performing anti-spyware scans and installing a virus from downloaded files). Using a sample of graduate students, Rhee et al. (2009) confirmed that self-efficacy in information security issues explained end-user security practice behaviors (e.g., using anti-virus and anti-spyware software, sending sensitive information via e-mails, backing up files, and using strong passwords).

Studies of safe online security behaviors of home computer users found self-efficacy to be a critical antecedent for intention to perform security-related behavior on the Internet (Anderson & Agarwal, 2010; Liang & Xue, 2010). A study conducted by Liang and Xue (2010), which used business students to represent home users, revealed that participants are more motivated to avoid the threat of spyware if they have confidence (self-efficacy) in using spyware tools. Other studies have used
samples consisting of working professionals and students; for example, Ugrin et al. (2008) found that individuals who have difficulty with self-regulation have higher propensities to use the Internet for non-work-related purposes. Johnston and Warkentin (2010) identified self-efficacy as a determinant for intention to use anti-malware software. Ng et al. (2009) reported that the IS security behavior of “exercising care when reading emails with attachments” of 134 working students in Singapore was positively influenced by self-efficacy.

A survey of computer end-users in the workplace by Guo and colleagues (2011), who used a scenario-based approach with examples, such as installing unauthorized software and using unauthorized portable devices for storing and carrying organizational data, found that the personal factor of perceived identity matching was negatively linked to workers’ intentions to engage in such non-malicious security practices. Using employees based in the U.S., Chen et al. (2015) demonstrated that SETA programs and security monitoring help improve an organization’s security culture. Likewise, D’Arcy and colleagues (2008, 2009), using data samples of working professionals in the U.S. established the indirect effects of SETA programs and CM through sanctions in deterring misuse of organizational IS resources. Another study of workers in South Korea (Yoo et al., 2018) demonstrated that SETA programs positively influence their self-efficacy, which impacts their security compliance intentions. Burns et al. (2018), who surveyed organizational insiders within the U.S., found that SETA initiatives indirectly affect intentions to protect organizational information assets, and a study of full-time employees in the same country (Lowry et al., 2015) revealed that SETA has an effect on computer abuse through organizational trust.

Past studies have elucidated the effects of personal- and organizational-related factors in diminishing the sanctioned security behaviors in which end-users engage. However, more empirical information on the impact of personal- and organizational-related antecedent factors on end-user security behavior relating to UCP in developing countries is needed to contextualize these insights. The present study seeks to fill such gaps in the research on end-user security behavior. In summary, no previous research has employed the selected personal cognitive factors and organizational reinforcing mechanisms in one nomological network, as is done herein, to explore employee involvement in UCP.

3. THEORETICAL FRAMEWORK, RESEARCH MODEL, AND HYPOTHESES

3.1 Theoretical Framework

This study draws from a simplified version of Bandura’s (1986) theory of reciprocal determinism (triadic reciprocity), a model signifying the interrelationships among three factors: personal (how an individual feels), environmental (the context in which the individual exists), and behavioral (how an individual acts). The theoretical model posits that personal cognitive factors and the environment impact a person’s behavior. Bandura’s (1986) conceptualization of complete triadic reciprocal determinism is displayed when a behavior also influences environmental and personal factors. However, this study’s focus is not on complete triadic reciprocal determinism.

Only the unidirectional relationships highlighting the influences of personal and environmental (external reinforcing factors) on behavior are considered in this study. Other researchers (Ng et al., 2009; Rhee et al., 2009) have done likewise. Thus, Figure 1a depicts the triadic interacting determinants of personal, environmental, and behavioral factors in a bidirectional fashion (Wood & Bandura, 1989). As previously indicated, this study’s focus is on the effects of select personal and environmental factors (i.e., self-efficacy, self-regulation, SETA, and computer monitoring) on behavior (i.e., workers’ engagement in UCP; Figure 1b).

The study’s constructs are described as follows. First, self-efficacy refers to one’s ability to organize and execute courses of action required to produce or perform a specific behavior (Bandura, 1977, 1986). Self-efficacy indicates confidence in one’s ability to exercise control over one’s motivation and behavior. Self-regulation refers to an individual’s purposive self-adjustment to achieve a goal (Carver & Scheier, 2004); it is the process of taking control of and evaluating one’s behavior (Wood &
According to Bandura’s (1991) theory of self-regulation, self-regulative mechanisms operate through three subfunctions (i.e., self-monitoring of one’s behavior, self-judging one’s behavior related to personal and environmental standards, and self-reaction to one’s behavior based on these standards). Likewise, Zimmerman’s (2002) three phases of self-regulation include forethought, performance, and self-reflection. Generally, self-regulative processes enhance learning and behavioral adjustments (Bandura, 1991; Carver & Scheier, 2004; Wood & Bandura, 1989; Zimmerman, 2002).

Bandura (1986) signifies the importance of environmental factors in effecting behavioral change. Reinforcements from an individual’s environment can increase personal cognitive beliefs regarding accomplishing a task or goal (Bandura, 1986; Wood & Bandura, 1989). We contend that the provision of SETA programs and CM offers such with respect to encouraging the desired outcome, which, in this study, is diminished involvement in UCP. In the study, behavior is represented by workers’ self-reported involvement in UCP instead of actual behavior because researchers (Corral-Verdugo, 1997) have demonstrated that self-reported behaviors adequately predict actual behaviors. Furthermore, the practical choice to utilize self-reported responses for the study was informed by the reported difficulty in obtaining security-related information from organizations (Guo et al., 2011).

3.2 Research Model and Hypotheses

The study’s research model is shown in Figure 2. Relevant control variables considered in previous academic studies and reports (Ifinedo, 2014; Lowry et al., 2015; The Security Culture Report, 2017) are included. The study’s hypotheses are discussed in the following subsections.

3.2.1 Effect of Personal Factors on Involvement in Unhygienic Cyber Practices

In tune with the dictates of the theory of self-regulation, individuals who can self-monitor, self-reflect, self-judge, and self-react to set standards are more likely to produce desired outcomes (Bandura, 1991; Zimmerman, 2002). Brown (1998) argues that deficits in self-regulatory processes can heighten behavioral disorders. Past studies from diverse disciplines, including healthcare (Bandura, 2005), education (Zimmerman, 1989), and psychology (Brown, 1998), have shown that individuals with high self-regulation are more capable of facilitating goal-directed behavior and achieving desired outcomes than individuals low on such attributes. Similar insights have been offered in the IS security literature. For example, Hu et al. (2011) demonstrated that individuals with high self-control are less likely to violate organizational IS security rules. Li et al. (2018) and Ugrin et al. (2008) found that individuals with high levels of self-regulation are less inclined to misuse the Internet at work. LaRose et al. (2008) showed that higher perceptions of self-regulation regarding online safety are associated with a higher likelihood of performing online protective actions. Accordingly, workers who can self-
regulate regarding UCP would likely view such practices as contrary to personal and organizational standards and less likely to participate in them. Thus, the following hypothesis is proposed:

**H1:** Higher levels of self-regulation regarding acceptable cyber practices decrease employee involvement in unhygienic cyber practices.

Bandura and Adams (1977) note that “the stronger the perceived self-efficacy, the more active the coping efforts.” People with low self-efficacy are generally less likely to complete a task than those with high self-efficacy (Schunk, 1990). In several disciplines, self-efficacy is effective in electing desired outcomes. For example, it increases self-regulated learning (Bandura, 1986; Zimmerman, 1989), promotes favorable health practices (Bandura, 2005; Dolan et al., 2008), and improves work-related performance (Stajkovic & Luthans, 1998). A study conducted by Dolan et al. (2008) showed that higher self-efficacy predicts lower levels of drug abuse. IS researchers (e.g., Compeau et al., 1999) have demonstrated that self-efficacy impacts an individual’s behavioral reactions to IT, and IS security researchers have also shown that self-efficacy facilitates the intention to comply with IS security rules (Bulgurcu et al., 2010; Ifinedo, 2014). Self-efficacy influences favorable computer security behaviors, as well as safe computing and online practices (Anderson & Agarwal, 2010; Ng et al., 2009; Rhee et al., 2009; Workman et al., 2008), and impacts intention to adopt online protective technologies (Lee & Larsen, 2009). Overall, these findings indicate that an individual’s urge to participate in sanctioned cyber practices will be low where self-efficacy is high. Thus, the following hypothesis is proposed:

**H2:** Higher levels of self-efficacy regarding acceptable cyber practices decrease employee involvement in unhygienic cyber practices.

### 3.2.2 Effect of Environmental Reinforcing Mechanisms on Involvement in Unhygienic Cyber Practices

CM is used to track and review employees’ computing activities to ensure that only authorized tasks are performed (D’Arcy & Hovav, 2008), and this organizational reinforcing mechanism ultimately
strengthens compliance (D’Arcy et al., 2009). Prior researchers have highlighted the critical role of CM in controlling workers’ security behaviors (Urbaczewski & Jessup, 2002). Studies have shown that CM deters employees’ misuse of organizational IS resources (D’Arcy et al., 2009; D’Arcy & Hovav, 2008) and enhances positive corporate security culture (Chen et al., 2015). CM was also found to discourage employees’ unauthorized modification of data (D’Arcy & Hovav, 2008). It is expected that UCP will be low when workers know their computing and cyber activities are being regularly reviewed. Thus, the following hypothesis is proposed:

**H3:** Computer monitoring decreases employee involvement in unhygienic cyber practices.

Observations from related management and social psychology fields have shown that awareness programs, campaigns, and training generally facilitate behavioral change. For instance, Noar (2006) reported that awareness programs and campaigns improve health-related behavioral changes, and Tannenbaum et al. (1991) showed that training improves workers’ expectations and commitment. Formal SETA programs are effective and reinforcing insofar as they educate employees about their roles and expectations regarding IS security requirements (Burns et al., 2018), train workers on why IS security rules compliance is essential (D’Arcy & Hovav, 2008; Yaokumah et al., 2019), change their attitudes toward IS security compliance (Bulgurcu et al., 2010), and enforce IS security rules (D’Arcy et al., 2009; Straub & Welke, 1998). Thus, SETA programs direct workers’ attention to safeguarding organizational IS assets. Therefore, it is expected that employees who have access to SETA programs will more accurately recognize the dangers posed by UCP to organizational IS resources (Lowry et al., 2015). As such, they will be less likely to participate in such practices. Past IS security studies have established that SETA programs are effective in reducing sanctioned computer security practices and intentions to misuse IS (D’Arcy et al., 2009; D’Arcy & Hovav, 2008; Posey et al., 2015; Yoo et al., 2018; Yaokumah et al., 2019) and enhance overall security culture (Chen et al., 2015). Thus, the following hypothesis is proposed:

**H4:** SETA programs decrease employee involvement in unhygienic cyber practices.

### 3.2.3 Relationships Among Personal and Environmental Factors

Self-efficacy can be engendered by training and awareness campaigns, and findings from diverse disciplines have affirmed this claim (Bandura, 2005; Gist et al., 1989; Noar, 2006; Stajkovic & Luthans, 1998; Tannenbaum et al., 1991). For example, Gist et al. (1989) found that individuals with higher levels of self-efficacy perform better on a computer software training program than those with lower self-efficacy. The IS security trade press has also indicated that SETA initiatives improve workers’ competence with safe cybersecurity practices and desirable IS security behaviors (IIROC, 2012; Morgan, 2019). Likewise, findings from academia have shown that SETA initiatives enhance workers’ self-efficacy related to intentions to adhere to prescribed IS privacy and security practices (Posey et al., 2015; Warkentin et al., 2011; Park et al., 2017). Thus, the following hypothesis is proposed:

**H5a:** SETA programs increase workers’ self-efficacy regarding acceptable cyber practices.

Self-efficacy revolves around individuals’ abilities to leverage coping efforts in accomplishing challenging tasks (Bandura, 1977; Bandura & Adams, 1977). This insight implies that an individual’s self-efficacy increases when internal or external coping mechanisms are present. Therefore, when tools like CM deployed to reinforce desired outcomes (e.g., avoid UCP) are in place, an individual’s self-efficacy in such areas is expected to improve. Observations from educational psychology and health education (Gleeson-Kreig, 2006) indicate that self-efficacy is positively related to monitoring (Moos & Azevedo, 2008; Nietfeld et al., 2006). For instance, Nietfeld et al. (2006) revealed that
interventions designed to improve students’ metacognitive monitoring significantly improves their self-regulated learning self-efficacies. Moreover, the management literature shows that performance monitoring positively influences subordinate performance and managerial effectiveness (Larson & Callahan, 1990). Thus, the following hypothesis is proposed:

**H5b:** Computer monitoring increases workers’ self-efficacy regarding acceptable cyber practices.

Individuals’ self-regulative processes (e.g., self-monitoring and self-judgment) are critical for accomplishing challenging goals (Bandura, 1991; Wood & Bandura, 1989); accordingly, mechanisms capable of stimulating such thought processes should enhance an individual’s self-regulation. We contend that training, guidance, awareness programs, and monitoring can generally enhance self-regulation. *Ceteris paribus*, the same supposition should hold for workers’ self-regulation related to engaging in sanctioned cyber practices. Concerning technology-based training, Bell and Kozlowski (2002) found that adaptive guidance and training substantially affect the nature of trainees’ self-regulation. Park et al. (2017) revealed that nursing students’ health information security awareness significantly affects their self-control, a concept related to self-regulation, to protect against disclosing patients’ health information. Insights gleaned from an IS security ethics study (D’Arcy & Hovav, 2008) that CM sensitizes individuals’ judgment and reaction towards engagement in acceptable practices. Thus, the following set of predictions are proposed.

**H6a:** SETA programs increase workers’ self-regulation regarding acceptable cyber practices.

**H6b:** Computer monitoring increases workers’ self-regulation regarding acceptable cyber practices.

4. RESEARCH METHODOLOGY

4.1 Research Context, Study Design, and Participants

To test the research model, we used the survey method, and data were collected in Ethiopia. According to a World Bank Report (2021), “with more than 112 million people [in 2019], Ethiopia is the second-most populous nation in Africa after Nigeria and the fastest growing economy in the region. However, it is also one of the poorest, with a per capita income of $850.” The Internet has diffused widely in the country, and organizations’ use of the tool is increasing (CIA-World Factbook, 2020). It is critical for insights from the country to be investigated; as the Africa Cyber Security Report (2017) noted, “most of the African countries including Ethiopia are now moving to E-services without” (p. 41) adequately considering security issues that could arise from such platforms. At the outset, we discussed IS security issues that could occur when workers ignore cybersecurity guidelines and rules.

In designing the research study, we used items validated in prior research to represent the study’s reflective constructs. For the dependent construct, 37 examples of cyber practices were drawn from three sources (McAfee.com, 2020; National Cyber Security Alliance 2007, 2020). A list containing these items was given to seven individuals (i.e., the three IS professors and four IT professionals acknowledged in the paper) knowledgeable about cybersecurity issues in the research setting. They were asked to choose ten items from the list they believe are prevalent in the country or region. Fifteen highly ranked items from the exercise are shown in Appendix A. However, only ten were included in the study, and four were subsequently dropped due to low item-loadings. The final number of items used to represent UCP in this study was comparable to those reported in closely related works (e.g., Ng et al., 2009; Guo et al., 2011).

A pilot survey of the developed research instrument was pre-tested among twenty students and five professors to enhance the content and face validity of the items. The feedback received improved the wording of items used in the final questionnaire; a suggestion was also made to define unfamiliar terms (e.g., UCP), which we followed in the main survey. For the main study, we collected data from
working professionals enrolled in the MBA programs of two universities (one large and one small) in the nation’s capital, Addis Ababa. To eliminate potential teacher-student relationship bias, two research assistants distributed and collected the questionnaires in the classroom. Participation in the study was voluntary, and students were awarded no academic or other incentives for participating in our study project.

At one location, 150 questionnaires were distributed and 103 returned, and at the other location, 60 of the 90 distributed questionnaires were returned; thus, the combined response rate was 77.6%. We were interested in gauging end-user cyber practices in organizational settings, and home users’ or individuals’ cyber practices were not within the scope of this study. Responses from participants who indicated that they were full-time students were not included. Furthermore, poorly completed (i.e., patterned responses and those too many missing answers) questionnaires were excluded. Responses with more than 20% missing data were excluded per recommendations in the literature (Brick & Kalton, 1996).

A total of 150 valid responses were used for data analysis, and this sample size is comparable to those of other studies investigating similar topics (Ng et al., 2009). To assess the statistical power and minimum sample size required for the study, we used the inverse square root method with a power level of 0.8 and significance level of 0.05 (Kock, 2020); the results indicated that a sample size of 150 observations would suffice.

Participants in the study came from diverse industries, including media, banking, healthcare, education, food, manufacturing, and retail. Some of their job titles include accountant, associate project advisor, branch manager, lead health safety officer, engineer, lecturer, human resources director, and sales manager. There were missing entries in the sample, but, 96 (64%) respondents were male, and 52 (34.7%) were female. Furthermore, 37 (24.7%) of them had already earned other post-graduate degrees. Their average time since starting to use computers was 12.1 years (SD = 5.3). Other characteristics of the participants are shown in Table 1.

4.2 Measurement Development

For UCP (Appendix A), whose sources and inclusion rationale were succinctly discussed in the preceding paragraph, we instructed each participant to “please indicate how often you participate in the [item] listed in Appendix A.” We assessed their responses using a seven-point Likert scale, ranging from “Almost never” (1) to “Almost always” (7), with a not applicable (N/A) option. The measures for self-efficacy were adapted from a previous study (Lin & Huang, 2008), and self-regulation contained items adapted from studies conducted by Bandura (1991) and Williams et al. (1996). The measures used for SETA programs and CM were adapted from a study performed by D’Arcy et al. (2009). The measurement items used for these constructs were assessed on a seven-point Likert scale, ranging from “Strongly disagree” (1) to “Strongly agree” (7), with an N/A option. Mackenzie et al.’s (2005) recommendations for specifying constructs as either reflective or formative were followed. Accordingly, all the constructs in the study were delineated as reflective constructs. The constructs and their items are shown in Table 2 and Appendix A.

4.3 Common Method Bias

Common method bias (CMB) was assessed using three techniques: correlation matrix assessment (Pavlou et al., 2007), assessment of full collinearity variance inflation factors (VIFs; Kock, 2015), and Harman’s single-factor test (Podsakoff and Organ, 1986). First, given that none of the study’s constructs are highly correlated (i.e., close to 0.90) in the correlation matrix (Table 3), CMB is unlikely to be a problem for the data. Second, the results show that the full collinearity VIFs for self-efficacy, self-regulation, SETA programs, computer monitoring, and self-reported participation in UCP are 1.37, 1.16, 1.36, 1.52, and 1.12, respectively. These values are below the threshold of 3.3, which is used to indicate the presence of CMB in a model (Kock, 2015). As the constructs’ full collinearity VIFs are below the threshold value, CMB is not problematic for the study’s data. Third, Harman’s
single-factor test was performed using an exploratory factor analysis. The results showed that the variance explained by the largest factor was 37.5%. No single factor explained more than half of the variance in the model. This approach also shows that CMB is not a problem for the data.

5. DATA ANALYSIS

We used partial least squares (PLS), a component-based structural equation modeling technique, for estimation (Gefen & Straub, 2005; Hair et al., 2017). PLS is more appropriate for exploratory studies emphasizing hypothesis testing than covariance-based approaches, which are more suitable for studies highlighting theory development and confirmatory analyses (Gefen & Straub, 2005). We used WarpPLS 7.0 software to perform PLS estimation (Kock, 2014). PLS does not require large sample size or normally distributed data (Hair et al., 2017). However, a sample size of 150 may not be large enough, so we conducted a Shapiro-Wilk test for data normality. The results show that the study’s measures were not normally distributed, thus confirming PLS’s suitability for this study (Hair et al., 2017). PLS recognizes two models (i.e., measurement and structural), which are discussed in the following subsections.

| Variable | Category | Number | Percent | Variable | Category | Number | Percent |
|----------|----------|--------|---------|----------|----------|--------|---------|
| Age      | Less than 20 years | 1 | 0.7% | 21 - 30 years | 77 | 51.3% |
|          | 21 - 30 years     | 77 | 51.3% |          | 41 - 50 years | 15 | 10.0% |
|          | 41 - 50 years     | 15 | 10.0% |          | 51 - 60 years | 5 | 3.3% |
|          | 51 - 60 years     | 5 | 3.3% |          | 61 years and above | 0 | 0.0% |
|          | 61 years and above | 0 | 0.0% |          | Missing   | 1 | 0.7% |
| Work tenure | Less than 1 year | 0 | 0.0% | 1-3 years | 71 | 47.3% |
|          | 1-3 years         | 71 | 47.3% |          | 4-6 years    | 41 | 27.3% |
|          | 4-6 years         | 41 | 27.3% |          | 7-10 years   | 22 | 14.7% |
|          | 7-10 years        | 22 | 14.7% |          | 11 years and above | 6 | 4.0% |
|          | 11 years and above | 6 | 4.0% |          | Missing     | 10 | 6.7% |
| Education | Secondary education | 0 | 0.0% | ISSP | Yes | 39 | 26.0% |
|          | Vocational education | 0 | 0.0% |      | No | 45 | 30.0% |
|          | Bachelor's degree | 112 | 74.7% |      | Don't know | 59 | 39.3% |
|          | Master's degree | 37 | 24.7% |      | Missing | 7 | 4.7% |
|          | Missing | 1 | 0.7% |      |      |      |         |
| Size     | Less than 10 | 17 | 11.3% |      | Very low | 7 | 4.7% |
|          | 11 - 50 | 12 | 8.0% |      | Low | 3 | 2.0% |
|          | 51 - 250 | 15 | 10.0% |      | Somewhat low | 19 | 12.7% |
|          | 251 - 500 | 29 | 19.3% |      | Undecided | 26 | 17.3% |
|          | 501 - 1000 | 16 | 10.7% |      | Somewhat high | 54 | 36.0% |
|          | 1001 - 4999 | 13 | 8.7% |      | High | 19 | 12.7% |
|          | More than 5000 | 21 | 14.0% |      | Very high | 15 | 10.0% |
|          | Do not know | 18 | 12.0% |      | Missing | 7 | 4.7% |
|          | Missing | 9 | 6.0% |      |      |      |         |
5.1 Measurement Model Assessment

In assessing item reliability, a Cronbach’s alpha of 0.70 is considered adequate (Gefen & Straub, 2005; Hair et al., 2017; Kock, 2014). The values reported in Table 3 show that the study’s item reliabilities are sufficient. To assess convergent validity, the following criteria are used. First, item loading values should be 0.7 (Fornell & Larcker, 1981); however, 0.6 is acceptable (Gefen & Straub, 2005). Second, composite reliability indicators should be 0.7 or greater. Third, individual items should load more strongly on intended constructs than on other constructs. Fourth, the construct’s average variance extracted (AVE) should be at least 0.5 to confirm that the construct-related variance is higher than the error variance (Hair et al., 2017). All entries in Tables 3 and 4 indicate satisfactory levels of convergent validity, except for the AVE for UCP (0.46), which is close to 0.5.

To achieve discriminant validity, it is recommended that the square root of AVE for a construct be larger than all other cross-correlations (Fornell & Larcker, 1981). Entries in Table 3 meet these requirements. Additionally, recommended robust checks were used. We used the heterotrait-monotrait ratio of correlations (HTMT) to assess the robustness of discriminant validity (Henseler et al., 2015). HTMT ratios lower than 0.90 are considered good and best if the ratios are above 0.85. Furthermore, p-values (one-tailed) for HTMT ratios are good if values lower than 0.05 are obtained. The results shown in Appendix B offer further support for the discriminant validity of the study’s constructs.

Table 2. Constructs and Measurement Items

| Construct          | Identification | Item                                                                 |
|--------------------|----------------|----------------------------------------------------------------------|
| Self-efficacy      | Sef1           | I have basic knowledge on how to avoid *unhygienic cyber practices*. |
|                    | Sef2           | I find it easy to implement preventive measures against *unhygienic cyber practices*. |
|                    | Sef3           | I have the skills and expertise to avoid engaging in *unhygienic cyber practices*. |
| Self-regulation    | Sre1           | I take it upon myself not to engage in *unhygienic cyber practices*. |
|                    | Sre2           | I self-monitor my activities to make sure I do not inadvertently engage in *unhygienic cyber practices*. |
|                    | Sre3           | If I found myself engaging in *unhygienic cyber practices*, I would be very upset. |
|                    | Sre4           | Engagements in *unhygienic cyber practices* are unacceptable to me. |
| Computer monitoring| Mon1           | I believe that my organization monitors its employees’ cyber practices and engagements. |
|                    | Mon2           | I believe that employee work-related computing activities are monitored by my organization. |
|                    | Mon3           | I believe that my organization monitors computing activities to ensure that employees are performing only explicitly authorized tasks. |
|                    | Mon4           | I believe that my organization reviews logs of employees’ computing activities on a regular basis. |
| SETA programs      | Set1           | My organization provides training to help employees improve their awareness of computer and information security issues. |
|                    | Set2           | My organization provides employees with education on computer issues. |
|                    | Set3           | My organization educates employees on their computer security responsibilities. |
|                    | Set4           | In my organization, employees are briefed on the consequences of engaging in *unhygienic cyber practices*. |
Table 3. Descriptive Statistics, Item Reliability, AVEs, and Inter-construct Correlations

|       | Mean  | SD   | COM  | CRA   | AVE   | SEFF | SREG  | SETA  | MONI  | UCP   |
|-------|-------|------|------|-------|-------|------|-------|-------|-------|-------|
| SEFF  | 4.51  | 1.54 | 0.90 | 0.84  | 0.75  | 0.87 | 0.16  | 0.32  | 0.29  | -0.15 |
| SREG  | 5.08  | 1.70 | 0.86 | 0.79  | 0.62  | 0.16 | 0.79  | 0.13  | -0.03 | -0.07 |
| SETA  | 3.75  | 1.87 | 0.94 | 0.91  | 0.78  | 0.32 | 0.13  | 0.88  | 0.46  | -0.13 |
| MONI  | 4.21  | 1.83 | 0.93 | 0.90  | 0.76  | 0.29 | -0.03 | 0.46  | 0.87  | -0.23 |
| UCP   | 3.28  | 2.01 | 0.84 | 0.78  | 0.46  | -0.15| -0.07 | -0.13 | -0.23 | 0.68  |

Note: SEFF = Self-efficacy, SREG = Self-regulation, MONI = Computer monitoring, SETA = SETA programs, COM = composite reliability; CRA = Cronbach’s alpha; AVE = average variance extracted; SD = Standard deviation

Table 4. Item Loadings and Cross-loadings

|       | Self-efficacy | Self-regulation | SETA programs | Computer monitoring | UCP |
|-------|---------------|-----------------|---------------|---------------------|-----|
| Seff1 | 0.868         | 0.16            | 0.281         | 0.286               | -0.22|
| Seff2 | 0.904         | 0.206           | 0.272         | 0.288               | -0.124|
| Seff3 | 0.828         | 0.036           | 0.267         | 0.187               | -0.03|
| Sreg1 | 0.172         | 0.854           | 0.108         | 0.025               | -0.058|
| Sreg2 | 0.192         | 0.832           | 0.142         | 0.059               | -0.148|
| Sreg3 | 0.081         | 0.772           | 0.029         | -0.113              | 0.023|
| Sreg4 | 0.026         | 0.701           | 0.122         | -0.081              | -0.035|
| Seta1 | 0.273         | 0.188           | 0.864         | 0.335               | -0.102|
| Seta2 | 0.269         | 0.097           | 0.887         | 0.344               | -0.043|
| Seta3 | 0.291         | 0.084           | 0.883         | 0.483               | -0.12|
| Seta4 | 0.282         | 0.085           | 0.908         | 0.448               | -0.205|
| Mon1  | 0.317         | 0.013           | 0.393         | 0.855               | -0.265|
| Mon2  | 0.281         | 0.016           | 0.422         | 0.903               | -0.236|
| Mon3  | 0.201         | 0.021           | 0.38          | 0.906               | -0.223|
| Mon4  | 0.231         | -0.159          | 0.398         | 0.831               | -0.077|
| UCP_3 | -0.139        | -0.171          | -0.085        | -0.175              | 0.664|
| UCP_4 | -0.166        | -0.083          | -0.115        | -0.16               | 0.756|
| UCP_5 | -0.051        | 0.004           | -0.005        | -0.102              | 0.69|
| UCP_6 | -0.185        | -0.036          | -0.09         | -0.146              | 0.634|
| UCP_9 | 0.013         | 0.029           | -0.188        | -0.186              | 0.656|
| UCP_2 | -0.061        | -0.034          | -0.063        | -0.176              | 0.67|
| UCP_1 | 0.032         | -0.172          | 0.024         | 0.048               | 0.445|
| UCP_7 | 0.118         | -0.075          | 0.025         | 0.046               | 0.325|
| UCP_8 | 0.031         | 0.084           | -0.107        | -0.11               | 0.44|
| UCP_10| -0.008        | -0.083          | -0.194        | -0.054              | 0.381|

Note: The UCP items are presented in loadings table to demonstrate their distinct nature from the items used to represent the reflective constructs.
5.2 Structural Model Assessment

After assessing the measurement model validity, the hypotheses were tested using WarpPLS software, which provides information on several model fit and quality indices (Kock, 2020). To obtain satisfactory predictive and explanatory quality, it is recommended that the p-values of the average path coefficient, average $R^2$, and average adjusted $R^2$ should be below 0.05 (Kock, 2020). Furthermore, the average full collinearity VIF and average block VIF should be 3.3 or lower (Kock, 2020). The global fit measure of Tenenhaus’ goodness of fit (GoF) should be satisfactory; namely, GoF is large if it is equal to or greater than 0.36, medium if it is equal to or greater than 0.25, and small if it is equal to or greater than 0.1 (Wetzels et al., 2009). The values presented in Table 5 show that the proposed research model exhibits adequate predictive and explanatory power.

The results of the structural model, including the amount of variance explained ($R^2$), path coefficients ($\beta$), and path significance (p-value), are presented in Figure 3. The results show that SETA programs and CM explain 16% and 6% of self-efficacy and self-regulation, respectively. Self-efficacy, self-regulation, SETA programs, CM, and the control variables explain 21% of the variance in employee self-reported involvement participation in UCP. An $R^2$ of 0.20 and above is adequate (Hair et al., 2017). Five out of eight hypotheses were supported. Namely, the results of the analysis indicate that hypotheses H1, H3, H5a, H5b, and H6a are supported, while H2, H4, and H6b are unsupported by the data. A summary of the hypothesis tests is presented in Table 6.

Regarding the control variables, the results indicate that the frequency of UCP involvement of workers in small-sized organizations is higher than in larger organizations. Males and workers with

Table 5. Structural Model Fit and Quality Indices

| Measure                          | Obtained value | Assessment criteria |
|----------------------------------|----------------|--------------------|
| Average path coefficient (APC)   | 0.148, $p = 0.016$ | p-value should be below 0.05 |
| Average $R^2$                    | 0.142, $p = 0.019$ | p-value should be below 0.05 |
| Average adjusted $R^2$           | 0.115, $p = 0.038$ | p-value should be below 0.05 |
| Average block VIF                | 1.122           | Acceptable if less than 3.3 |
| Average full collinearity VIF    | 1.290           | Acceptable if less than 3.3 |
| Tenenhaus GoF                    | 0.339           | Small if $\leq 0.1$; Medium if $\leq 0.25$; Large if $\leq 0.36$ |

Figure 3. The PLS results (Note: * significant at $p < 0.05$ level; ** significant at $p < 0.01$ level; ns = not significant)
more computer knowledge are more likely to engage in UCP. The availability of formal IS policies, data collection locations, age, and computer usage years did not appear to influence UCP engagement for the study’s participants.

6. DISCUSSIONS AND CONCLUSION

6.1 Findings

By focusing on viewpoints from a developing country in Africa, this study empirically investigated how personal cognitive factors and organizational reinforcing mechanisms can reduce workers’ involvement in UCP. Our data analysis produced both expected and unexpected results; we will begin by discussing the unsupported hypotheses.

To some degree, inconsistent results may indicate the potential effect of context (Johns, 2017). The result showing that SETA programs do not decrease workers’ involvement in UCP (H4) is counterintuitive because such programs are initiated to accomplish such an objective (D’Arcy et al., 2009). We believe this unexpected result in our study may be due to extraneous influences. Indeed, a post hoc analysis of the data shows that SETA programs reduced involvement in UCP for participants from organizations with IS security policies (N = 39); the presence of IS security policies in organizations, to an extent, indicate the availability of security awareness and education (D’Arcy et al., 2009; KNOWBE4, 2019; Lowry et al., 2015; Posey et al., 2015). Furthermore, the relationships between SETA programs and UCP engagement were not statistically significant for participants who indicated they did not have IS policies or were unaware of the existence of such in their organizations (N = 104).

Thus, the preponderance of participants with no IS policies in their organizations, as well as the respondents’ low average score of 3.75 for SETA programs availability compared to the other constructs’ scores (Table 3), might have caused the low explanatory power in the relationship between SETA programs and the dependent construct. Abraha (2015), who conducted a study in the research context of Ethiopia, noted that the “majority of the respondents (77.1%) also said that they do not have any organizational structure specifically dedicated to dealing with cybercrime threats,” which supports our explanation. Broadly, our result in this aspect seems to affirm observations suggesting that a lack of resources in developing countries does not bode well for cyber and IS security postures (Ifinedo, 2009; Ifinedo & Akinnuwesi, 2015; Ameen et al., 2021). This is because SETA programs are expensive (Morgan, 2019), and organizations in Ethiopia, which is not considered a rich country (World Bank Report, 2021), may struggle to implement such programs.

| Hypotheses | Path coefficient | Significance (p-value) | Status |
|------------|-----------------|------------------------|--------|
| H1: Self-regulation (-)→ UCP | -0.17 | 0.05 | Supported |
| H2: Self-efficacy (-)→ UCP | -0.11 | 0.09 | Not supported |
| H3: Computer monitoring (-)→ UCP | -0.23 | 0.01 | Supported |
| H4: SETA programs (-)→ UCP | 0.04 | 0.16 | Not supported |
| H5a: SETA programs → Self-efficacy | 0.24 | 0.01 | Supported |
| H5b: Computer monitoring → Self-efficacy | 0.25 | 0.01 | Supported |
| H6a: SETA programs → Self-regulation | 0.20 | 0.01 | Supported |
| H6b: Computer monitoring → Self-regulation | -0.13 | 0.10 | Not supported |

Note: (-)→ = Negative relationship; → = Positive relationship
Admittedly, self-efficacy is widely reported to be imperative for favorable IS security behaviors in developed contexts (Ng et al., 2009; Rhee et al., 2009; Lee & Larsen, 2009; Ifinedo, 2014). The result in our research context indicating that the participants’ self-efficacy relating to acceptable cyber practices does not reduce workers’ engagement in UCP is not unexpected (e.g., Abraha, 2015; KNOWBE4, 2019). Indeed, recent reports (KNOWBE4, 2019; The African Report, 2021) have indicated that end-users on the African continent do not possess sufficient knowledge of UCP and related IS security issues. A cross-cultural study of cybersecurity compliance among workers in developing and developed countries carried out by Ameen et al. (2021) showed that national contexts matter, and employees in developing countries do not believe they have “confidence in their ability to deal with a security threat… and they do not feel comfortable with doing so without assistance” (p. 13). This background information helps to explain the lack of support for H2.

Another interesting finding of this study concerns the lack of support for the relationship between CM and self-regulation (H6b). Hair et al. (2010) suggests that it is possible to accept the hypothesized path’s coefficient (β) of -0.13 at the p < 0.10 level; had we done so, the prediction would have been supported. However, as the beta’s direction is inconsistent with our prediction, we did not accept the result. This particular result suggests that workers with low self-regulation regarding acceptable cyber practices are more likely to be positively impacted by CM than their high self-regulation counterparts. This proposition is in line with observations made by Urbaczewski and Jessup (2002), who indicated that electronic monitoring tends to yield differing outcomes for high- and low-performance individuals. Zimmerman (2002) described self-regulation in terms of performance, among other elements. Regardless, more research is needed to ascertain the nature of this relationship in the context of UCP involvement.

Regarding RQ1, the result shows that higher levels of self-regulation regarding acceptable cyber practices decrease employee involvement in UCP, which supports H1. Thus, employees who possess higher levels of purposive self-evaluation and adjustment towards acceptable cyber practices and can self-judge their behavior are less likely to participate in UCP. This finding is similar to observations reported elsewhere (LaRose et al., 2008; Li et al., 2018; Ugrin et al., 2008).

Regarding RQ2, H3 is supported, suggesting that CM decrease employee involvement in UCP. This finding affirms the viewpoint indicating that workers’ participation in ill-advised cyber-related practices can be controlled by a mechanism ensuring that their computing and cyber practices are being routinely monitored. This finding lends credence to evidence in studies highlighting the importance of CM in improving security culture postures (Chen et al., 2015), discouraging sanctioned computing practices, and reducing IS security violations (D’Arcy et al., 2009; D’Arcy & Hovav, 2008; Urbaczewski & Jessup, 2002).

Regarding RQ3, the results show that employee self-efficacy related to acceptable cyber practices is increased by SETA programs and CM, which supports H5a and H5b, respectively. Thus, workers’ self-efficacy regarding acceptable cyber practices positively benefitted from the provision of SETA programs in their organizations (Burns et al., 2018; D’Arcy et al., 2009). This insight shows that workers’ perceptions of their self-efficacy regarding cyber-related practices was enhanced by reinforced training, awareness, and other guidance on the issue. Our finding agrees with espoused insights in the trade press and academic publications, signifying the critical role of SETA initiatives in increasing employee cybersecurity knowledge (KnowBe4, 2018; Posey et al., 2015). Hence, an individual worker’s cognitive beliefs about avoiding UCP is enhanced when his or her computing and cyber activities are regularly monitored. This result concurs with similar findings and observations in the extant literature (Larson & Callahan, 1990; Moos & Azevedo, 2008; Nietfeld et al., 2006).

As hypothesized in H6b, SETA programs improved self-regulation regarding acceptable cyber practices. This result implies that employees’ self-regulative processes related to engagement in UCP are significantly impacted by SETA programs, suggesting that such training, awareness, exposure, and guidance helps adjust workers’ cognitive beliefs about such concerns. Hence, self-evaluation of acceptable cyber practices in the organization, self-judgment on such matters, and self-reaction to
ensure commitment to acceptable standards are favorably nurtured by SETA programs. Our finding for the effect of SETA initiatives on self-regulation is similar to observations made by others (Bell & Kozlowski, 2002; Park et al., 2017).

6.2 Theoretical Contributions

Our study contributes to research on motivational antecedents of acceptable end-user security behavior using the example of workers’ involvement in UCP. We introduce Bandura’s (1986) theory of reciprocal determinism with its personal-environment-behavior conceptualization as a viable theoretical framework to study end-user security behavior related to UPC. Our results provide partial support for the suitability of Bandura’s theory of reciprocal determinism to end-user security research. This study demonstrates that other than sanctions and fear appeals, personal cognitive factors and organizational reinforcing tools could effectively manage and control UCP.

We empirically demonstrate that personal cognitive factors of self-efficacy and self-regulation are important in reducing employee involvement in UCP. To the best of our knowledge, this study is among the first to examine the effect of self-regulation on UCP engagement. Our findings are pertinent given that prior IS security studies have amplified the critical roles of sanctions and fear appeals in driving compliance. Our study shows that personal cognitive beliefs related to one’s competence, skills, and abilities to self-evaluate, self-judge, and self-adjust in the area of acceptable cyber engagement can motivate or shape employees’ end-user security behavior.

Our study provides empirical evidence supporting the significance of CM in reducing employee involvement in UCP. Although the construct of SETA programs was not found to reduce UCP involvement directly, it does so indirectly through their cognitive beliefs of self-efficacy and self-regulation related to acceptable cyber engagement. Our study provides initial evidence to support the importance of CM in elevating a worker’s self-regulative process in the context of UCP involvement. We also demonstrate that CM and SETA programs positively enhance employee self-efficacy on the subject. This study is among the first of its kind to explore these hypothesized relationships in the context of employee involvement in UCP.

Using empirical data from an under-researched region, we broaden perspectives, thereby enriching insights in the IS security sub-domain. For example, our data analysis offered an insight suggesting that an employee’s self-efficacy related to engagement in acceptable cyber practices might hinge on contextual influences. Similarly, SETA programs’ availability and their impact on reducing workers’ involvement in UCP might be contextual. Thus, where an individual is located might have a bearing on his or her ability to deal with UCP and related IS security issues (e.g., Bellman et al., 2004; Ifinedo, 2019; KNOWBE4, 2019; The African Report, 2021; Ameen et al., 2021).

Methodologically, we used self-reported behavior, compared to the putative construct of “intention” commonly used in most of the previous studies (Cram et al., 2019). Our utilization of multiple examples of UCP for the study could guide researchers seeking to explore similar phenomena; more precisely, our UCP examples offer a foundation for future inquiries to build upon and expand.

6.3 Practical Implications

The findings of our study also have implications for practitioners. Our results advance the viewpoint suggesting that technical (e.g., employing technology to monitor employee cyber activities at work) and personal cognitive factors (e.g., self-regulation and self-efficacy) are viable alternatives for organizations to consider where other approaches (e.g., sanctions) do not successfully prevent or reduce ill-prescribed security practices. Undoubtedly, CM has several issues (e.g., ethical, legal, and privacy concerns) associated with its use (Gumbus & Grodzinsky, 2008; Miller & Weckert, 2000); nonetheless, our result shows that managers could benefit from investing and deploying such tools to monitor workers’ cyber engagements in work environments.

Given the importance of self-regulation in the study, managers could evaluate their workers’ self-regulative attributes to determine who has low or high self-regulation with acceptable cyber-related
engagements. Those found to have low self-control could be provided with specialized psychological training to improve their cognitive belief deficits. Likewise, high self-control workers could be trusted to perform more delicate and sensitive tasks in the organization (e.g., work with intellectual property data stored online) since their high self-regulative processes would guide them against engaging in ill-advised cyber practices that could harm organizational interests.

This study also suggests that organizations could continue to use the two reinforcing mechanisms of SETA programs and CM to help reduce employee involvement in UCP. Security training and awareness programs enhance self-efficacy, so they are needed in organizations where workers engage in any form of UCP. Given the importance of rewards—monetary or non-monetary—in enhancing compliant security behavior (Chen et al., 2012), they could be provided to workers to stimulate their self-efficacy related to acceptable cyber practices. Furthermore, given the increasing importance of team-based approaches in controlling cybersecurity incidents (IIROC, 2012), workers with high self-efficacy in cyber practices could be given memberships in such teams or tasked to take leadership roles in such sub-groups. Our study indicates that the need exists for cyber and IS security awareness knowledge to be transferred from regions of the world where it is available to parts of the world (e.g., Sub-Saharan Africa) lacking such knowledge. The provision of financial resources to improve cyber security awareness and education in the region could also be considered (The African Report, 2021).

Small businesses face resource constraints. Our data suggest that small-sized organizations in the research location or comparable settings could seek various forms of assistance (e.g., financial or technical) to help manage the disproportionate occurrence of UCP among their workers. Instituting SETA programs incurs financial costs (Morgan, 2019), which small firms may not be able to afford. The need also exists for male workers to be carefully sensitized to the dangers of UCP. Our results suggest that practitioners should pay more attention to managing the cyber and computing activities of workers more knowledgeable about computers because such workers are more likely to engage in UCP.

### 6.4 Limitations and Future Study

This study has limitations. For parsimony, we used four constructs to represent personal and environmental factors; admittedly, other antecedent factors (e.g., outcome expectancy and peer influence) that may affect workers’ involvement in UCP were not selected. Future research could incorporate such factors to fill this gap. We used self-reported responses for analysis because of the difficulty in obtaining security-related information in organizations. We cannot ascertain whether social desirability bias exists in the collected data. Future research could use workers’ actual computer logs, if possible, to mitigate such concerns.

Data were collected from one cohort of insiders (i.e., employees). It is unlikely that the findings reported herein could be generalized to all categories of insiders. Future studies could use different groups of workers to improve the generalizability of conclusions. As the data were collected in one country, we caution against generalizing the study’s findings to all countries in its region or elsewhere. Comparative studies could be commissioned in the future to enrich the insights gained from this study. We used cross-sectional data, which is known to have shortcomings; future inquiries in the area could use longitudinal data to offer additional insights. Workers’ tasks and job complexities may affect the types of UCP to which workers are exposed; however, we did not control for them in the study. Attention should be paid to such concerns in future work. Using the Delphi study approach could be more rewarding for generating UCP in research locations; others could consider utilizing such an approach in the study. We did ask participants whether they had SETA programs in their work environments; future studies should consider asking such a question.

To generate further insights, Bandura’s triadic reciprocal determinism with bidirectional paths could be used in future studies. For example, it could be illuminating to know whether UCP prevalence in an organization lessens workers’ self-efficacy regarding such matters and if UCP prevalence might reflect contexts where security training or monitoring are lacking. Results from our study call for
future research to be conducted to determine whether deploying CM to control employee involvement in UCP is less effective for workers with high self-regulation.

7. CONCLUSION

Curbing workers’ involvement in UCP is a critical issue for managers worldwide, including those in Sub-Sahara Africa. Although research from other parts of the world has examined the influence of personal cognitive and environmental factors on UCP engagement, studies from the African continent, such as the current effort, are rare. We drew from a simplified version of Bandura’s triadic reciprocality theory. Our results show that workers’ self-regulation decreases the urge to engage in UCP. Employees are less likely to be involved in UCP when their organizations monitor their computers or other work-related IT tools. The findings also reveal that workers’ self-efficacy regarding acceptable cyber practices do not decrease UCP engagement, a result highlighting reality in the research context, which departs from perspectives reported in advanced countries.

The favorable roles of computer monitoring and the availability of SETA programs in enhancing workers’ self-efficacy related to acceptable cyber practices were demonstrated by our study. Likewise, our results show that SETA programs positively impact workers’ self-regulation regarding acceptable cyber security practices. Few researchers have investigated such relationships in end-user security behavior research. This study draws managers’ attention to relevant personal cognitive and organizational reinforcing tools to consider in controlling and managing workers’ behaviors regarding acceptable cyber security practices. Future studies are needed to examine the roles of other pertinent sub-factors, such as social norms, rewards, national IT policies, personal attitudes, and outcome expectancy. Overall, this study contributes to the growing body of research on UCP and end-user security behavior with viewpoints from an under-explored region of the world.
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APPENDIX A

UCP items and their descriptive statistics

| ID   | Item                                                      | Mean | SD  |
|------|-----------------------------------------------------------|------|-----|
| UCP_1 | Using weak passwords at work                             | 3.23 | 1.95 |
| UCP_2 | Not updating work-related passwords regularly            | 3.87 | 2.10 |
| UCP_3 | Not logging out of secure systems after use              | 3.21 | 1.94 |
| UCP_4 | Not always treating sensitive organization data carefully | 3.06 | 1.88 |
| UCP_5 | Allowing others to use one’s work laptop                 | 2.59 | 2.03 |
| UCP_6 | Downloading unauthorized software onto work computer     | 3.20 | 2.11 |
| UCP_7 | Disclosing work-related passwords to others              | 2.56 | 2.11 |
| UCP_8 | Not backing up work files                                | 3.87 | 2.08 |
| UCP_9 | Logging into unsecure networks outside work, e.g. WIFI   | 3.77 | 2.13 |
| UCP_10| Using unauthorized or personal USB at work                | 3.94 | 2.05 |
| UCP_11| Storing work files in cloud without authorization        |      |     |
| UCP_12| Opening attachments in unsolicited emails                |      |     |
| UCP_13| Pasting or sticking computer passwords on office desks   |      |     |
| UCP_14| Visiting non-related websites at work                    |      |     |
| UCP_15| Not updating anti-virus and/or anti-spyware software at work |      |     |

Note: a) The items in *italics* are not included in the data analysis.
b) The items in **bold** font are used in final data analysis.
### APPENDIX B

| HTMT ratios   | p values (one-tailed) for HTMT ratios |
|---------------|---------------------------------------|
| **SELF**      | **SELF**                              |
| SREG          | SREG <0.001                           |
| SETA          | SETA <0.001 <0.001                    |
| MONI          | MONI <0.001 <0.001 <0.001             |
| UCP           | UCP <0.001 <0.001 <0.001 <0.001       |
| **(good if < 0.90, best if < 0.85)** | **(good if < 0.05)** |
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