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Abstract—Graph convolutional networks (GCNs) are widely used in graph-based applications such as graph classification and segmentation. However, current GCNs have limitations on implementation such as network architectures due to their irregular inputs. In contrast, convolutional neural networks (CNNs) are capable of extracting rich features from large-scale input data, but they do not support general graph inputs. To bridge the gap between GCNs and CNNs, in this paper we study the problem of how to effectively and efficiently map general graphs to 2D grids that CNNs can be directly applied to, while preserving graph topology as much as possible. We therefore propose two novel graph-to-grid mapping schemes, namely, graph-preserving grid layout (GPGL) and its extension Hierarchical GPGL (H-GPGL) for computational efficiency. We formulate the GPGL problem as integer programming and further propose an approximate yet efficient solver based on a penalized Kamada-Kawai method, a well-known optimization algorithm in 2D graph drawing. We propose a novel vertex separation penalty that encourages graph vertices to lay on the grid without any overlap. Along with this image representation, even extra 2D maxpooling layers contribute to the PointNet, a widely applied point-based neural network. We demonstrate the empirical success of GPGL on general graph classification with small graphs and H-GPGL on 3D point cloud segmentation with large graphs, based on 2D CNNs including VGG16, ResNet50 and multi-scale maxout (MSM) CNN.

Index Terms—graph neural network, convolutional neural network, graph classification, 3D point cloud segmentation

INTRODUCTION

Graph data processing using neural networks has been broadly attracting more and more research interests recently. Graph convolutional networks (GCNs) [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39] are a family of graph-based neural networks that extend convolutional neural networks (CNNs) to extract local features in general graphs with irregular input structures. The irregularity of a graph, including the orderless nodes and connections, however, makes the GCNs difficult to design as well as training from local patterns. In general, a GCN has two key operations to compute feature representations for the nodes in a graph, namely aggregation and transformation. That is, the feature representation of a node is computed as an aggregate of the feature representations of its neighbors before it is transformed by applying the weights and activation functions. To deal with graph irregularity the adjacency matrix is fed into the aggregation function to encode the topology. The weights are shared by all the nodes to perform convolutions to their neighborhood nodes.

CNNs, equipped with tens or hundreds of layers and millions of parameters thanks to their well designed operators upon 2D grid inputs, succeed in many research areas such as speech recognition [40] and computer vision [41]. In the grid inputs such as images, the highly ordered adjacency and unique layout bring the ability of designing accurate, efficient and salable convolutional kernels.
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![Figure 1: Illustration of differences between (a) a graph, (b) a graph-preserving grid layout (GPGL) of the graph, and (c) an image. The black color in (b) denotes no correspondence to any vertex in (a), and other colors denote non-zero features on the grid vertices.](image)
the 2D grid with graph topology preservation.

In fact, the visualization of graphs in 2D space has been well studied in graph drawing, an area of mathematics and computer sciences whose goal is to present the nodes and edges of a graph on a plane with some specific properties (e.g. minimizing edge crossings [42], [43], minimizing the graph-node distance between graph domain and 2D domain [44], [45], showing possible clusters among the nodes [46]). In the literature, the Kamada-Kawai (KK) algorithm [44] is one of the most widely-used undirected graph visualization techniques. In general, the KK algorithm defines an objective function that measures the energy of each graph layout w.r.t. some theoretical graph distance, and searches for the (local) minimum that gives a reasonably good 2D visualization of the graph regardless the distances among the nodes.

As described above, we can see that graph drawing algorithms may play an important role in connecting graph applications with CNNs for geometric deep learning (GDL), in general. To the best of our knowledge, however, such graph drawing algorithms have never been explored for GDL. One possible reason is that graph drawing algorithms often work in continuous spaces, while our case requires discrete spaces (i.e. grid) where CNNs can be deployed. Overall, how to project graphs onto the grid with topology preservation for GDL is still elusive in the literature.

**Contributions.** To address the problem above, in this paper we propose a novel graph-preserving grid layout (GPGL), an integer programming problem that minimizes the topological loss on the 2D grid so that CNNs can be used for GDL on undirected graphs. Technically solving such a problem is very challenging because potentially one needs to solve a highly nonconvex optimization problem in a discrete space. We manage to do so effectively by proposing a penalized KK method with a novel vertex separation penalty, followed by the rounding technique. As a result, our GPGL algorithm can approximately preserve the irregular structural information in a graph on the regular grid as graph layout, as illustrated in Fig. 1. To further improve the computational efficiency of GPGL, we also propose a hierarchical GPGL (H-GPGL) algorithm as an extension to handle large graphs.

In summary, our key contributions of this paper are as follows:

- We are the first, to the best of our knowledge, to explicitly explore the usage of graph drawing algorithms in the context of GDL, and accordingly propose a novel GPGL algorithm and its variance H-GPGL to project graphs onto the 2D grid with minimum loss in topological information.

- We demonstrate the empirical success of GPGL on graph classification with small graphs, and H-GPGL on 3D point cloud segmentation with large graphs. In the experiment, we clearly shows that PointNet with 2D max-pooling layers and 2D CNNs including VGG16, ResNet50 and multi-scale maxout(MSM) CNN benefit from the GPGL image representation and gain a large improvement over PointNet, a point-wised neural network.

## 2 Related Work

### Graph Drawing & Network Embedding.

Graph drawing can be considered as a subdiscipline of network embedding [47], [48], [49] whose goal is to find a low dimensional representation of the network nodes in some metric space so that the given similarity (or distance) function is preserved as much as possible. In summary, graph drawing focuses on the 2D/3D visualization of graphs [50], [51], [52], [53], [54], while network embedding emphasizes the learning of low dimensional graph representations. Despite the research goal, similar methodology has been applied to both areas. For instance, the KK algorithm [44] was proposed for graph visualization as a force-based layout system with advantages such as good-quality results and strong theoretical foundations, but suffering from high computational cost and poor local minima. Similarly [55] proposed a global geometric framework for network embedding to preserve the intrinsic geometry of the data as captured in the geodesic manifold distances between all pairs of data points. There are also some works on drawing graphs on lattice, e.g. [56].

In contrast to graph drawing, our focus is to project an existing graph onto the grid with minimum topological loss so that CNNs can be deployed efficiently and effectively to handle graph data. In such a context, we are not aware of any work in the literature that utilizes the graph drawing algorithms to facilitate GDL, to the best of our knowledge.

### Graph Synthesis & Generation.

Methods in this field, e.g. [57], [58], [59], [60], often aim to learn a (sophisticated) generative model that reflects the properties of the training graphs. Recently, [61] proposed learning an encoder-decoder for the graph layout generation problem to systematically visualize a graph in diverse layouts using deep generative model. [62] proposed jointly learning the graph structure and the parameters of GCNs by approximately solving a bilevel program that learns a discrete probability distribution on the edges of the graph for classification problems.

In contrast to such methods above, our algorithm for GPGL is essentially a self-supervised learning algorithm that is performed for each individual graph and requires no training at all. Moreover, we focus on re-deploying each graph onto the grid as layout while preserving its topology. This procedure is separate from the training of CNNs later.

### Geometric Deep Learning.

In general GDL studies the extension of deep learning techniques to graph and manifold structured data (e.g. [2], [4], [63], [64]). In particular in this paper we focus on graph data only. Broadly GDL methods can be categorized into spatial methods (e.g. [63], [65], [66]) and spectral methods (e.g. [1], [67], [68]). Some nice survey on this topic can be found in [4], [8], [47], [69].

[13] proposed a framework for learning convolutional neural networks by applying the convolution operations to the locally connected regions from graphs. We are different from such work by applying CNNs to the grids where graphs are projected to with topology preservation. [19] proposed an ad-hoc method to project graphs onto 2D grid and utilized CNNs for graph classification. Specifically each node is embedded into a high dimensional space, then mapped to 2D space by PCA, and finally quantized into a grid. In [70], graphs were represented in 2D by approximating the Laplacian kernel mean map. In [36], spanning trees were utilized to project a graph onto the image domain. Ho et al. [71] converted adjacency matrices into more Column Ordering Free (COF) matrices and then built a deep network to learn high level representations from these matrices for graph classification. In contrast, we propose a principled and systematic way based on graph drawing, i.e. a nonconvex integer programming formulation, for mapping graphs onto 2D grid. Besides, our graph classification performance is much better than both works. On MUTAG and IMDB-B datasets we can achieve 94.18% and 74.9% test accuracy with 5.23% improvement over [13] and 4.5% improvement over...
3D Point Cloud Processing. Point clouds can be treated as graphs with undetermined connections. In point cloud processing, several existing works such as [72] built the adjacency matrix using the K-nearest-neighbor search and then applied GCNs to the generated graph. Some other works like [73] used adaptive search ranges to generate the adjacency matrix and then applied GCNs to it. Point cloud processing, same as graph processing, suffers from the limited size and efficiency of GCN operators.

3D point cloud segmentation, as one of the key applications using point clouds, has attracted increasing research attention in the recent past. The existing works can be summarized into two major groups: point-based approaches and graph-based approaches. In point-based approaches, the pioneering work PointNet [74] applied fully connected layers to each single point and then extracted the global features by aggregating all the point-wise features. By its design, PointNet effectively gathers the global features from all points and broadcasts them back to all point for point-wise semantic prediction. However, the accuracy is limited due to the lack of local feature extraction. Later on, some other solutions are proposed to introduce the local feature extractions. PointNet++ [75], the succeeding work of PointNet, hierarchically grouped the points in local regions and extracted the local features along the hierarchy. PointCNN [76], SpiderCNN [77], So-Net [78], RS-CNN [79], PointConv [80], ψ-CNN [81], A-CNN [82], ShellNet [83], DensePoint [84], SPLATNet3D [85] proposed their local point grouping and feature extraction operators, resulting in high accuracy.

The graph-based approaches, on the other hand, construct a connected graph from each point cloud and then apply GCNs to it. Kd-Net [86], RGCNN [73], FeaStNet [87], KC-Net [88], DGCNN [89], LDGCNN [72] are some good works in this branch. However, the complexity of graph neural convolution kernels limits their capability of achieving outstanding accuracy.

Besides, there are several works trying to project the point clouds into 2D grid maps and apply 2D convolution to it. SFCNN [90] projected each point cloud into a spherical surface and applied a fractal convolution operation to it. InterpConv [91] creatively interpolated the graph convolution into a 2D convolution upon the adjacent grid cells. Our recent work [92] solves the point cloud segmentation problem by transferring the point cloud into its 2D grid layout for the same graph.

In our approach, we follow the graph-based approaches to construct a connected graph upon each point cloud. In contrast, we further project the graph nodes onto a 2D grid map using H-GPGL. In this way each point in the point cloud is assigned to one of the nodes in the 2D grid and we can now apply CNNs to the 2D graph layouts as we do on images.

3 GRAPH-PRESERVING GRID LAYOUT (GPGL)

3.1 Problem Setup

Let $G = (V, E)$ be an undirected graph with a vertex set $V$ and an edge set $E \subseteq V \times V$, and $s_{ij} \geq 1$, $\forall i \neq j$ be the graph-theoretic distance such as shortest-path between two vertices $v_i, v_j \in V$ on the graph that encodes the graph topology.

Now we would like to learn a function $f : V \to \mathbb{Z}^2$ to map the graph vertex set to a set of 2D integer coordinates on the grid so that the graph topology can be preserved as much as possible given a metric $d : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ and a loss $\ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$. As a result, we are seeking for $f$ to minimize the following objective:

$$\min f \sum_{i \neq j} \ell(d(f(v_i), f(v_j)), s_{ij}).$$

Now letting $x_i = f(v_i) \in \mathbb{Z}^2$ as reparametrization, we can rewrite Eq. 1 as the following integer programming problem:

$$\min x \in \mathbb{Z}^2 \sum_{i \neq j} \ell(d(x_i, x_j), s_{ij}),$$

where the set $X = \{x_i\}$ denotes the 2D grid layout of the graph, i.e. all the vertex coordinates on the 2D grid.

Self-Supervision. Note that the problem in Eq. 2 needs to be solved for each individual graph, which is related to self-supervision as a form of unsupervised learning where the data itself provides the supervision [95]. This property is beneficial for data augmentation, as every local minimum will lead to a grid layout for the same graph.

2D Grid Layout. In this paper we are interested in learning only 2D grid layouts for graphs, rather than higher dimensional grids (even 3D) where we expect that the layouts would be more compact in volume and would have larger variance in configuration, both bringing more challenges into training CNNs properly later. We confirm our hypothesis based on empirical observations. Besides, the implementation of 3D basic operations in CNNs such as convolution and pooling are often slower than 2D counterparts, and the operations beyond 3D are not available publicly.

Relaxation & Rounding for Integer Programming. Integer programming is NP-complete and thus finding exact solutions is challenging, in general [96]. Relaxation and rounding is a widely used heuristic for solving integer programming due to
its efficiency [97], where the rounding operator is applied to the solution from the real-number relaxed problem as the solution for the integer programming. In this paper we employ this heuristic to learn 2D grid layouts. For simplicity, in the sequel we will only discuss how to solve the relaxation problem (i.e. before rounding).

3.2 Penalized Kamada-Kawai Algorithm for GPGL

In this paper we set $\ell$ and $d$ in Eq. 2 to the least-square loss and Euclidean distance to preserve topology, respectively, so that we can develop new algorithms based on the classic KK algorithm.

3.2.1 Preliminary: Kamada-Kawai Algorithm

The KK graph drawing algorithm [44] was designed for a (relaxed) problem in Eq. 2 with a specific objective function as follows:

$$
\min_{X \subset \mathbb{R}^2} L_{KK} = \sum_{i \neq j} \left( \frac{d_{ij}}{s_{ij}} - 1 \right)^2, \tag{3}
$$

where $d_{ij} = \|x_i - x_j\|_2$, $\forall (i, j)$ denotes the Euclidean distance between vertices $v_i$ and $v_j$. Note that there is no regularization/penalty to control the distribution of nodes in 2D visualization.

Fig. 2 illustrates the problems using the KK algorithm when projecting the fully-connected graph onto 2D grid. Eventually KK learns a circular distribution with equal space among the vertices as in Fig. 2(a) to minimize the topology preserving loss in Eq. 3. When taking a close look at these 2D locations we find that after transformation all these locations are within the square area $[0, 1] \times [0, 1]$, leading to the square pattern in Fig. 2(b) after rounding. Such behavior totally makes sense to KK because it does not care about the grid layout but only the topology preserving loss. However, our goal is not only to preserve the topology but also to make graphs visible on the 2D grid in terms of vertices.

3.2.2 Our Algorithm

To this end, we propose a penalized KK algorithm as listed in Alg. 1, which tries to minimize the following penalized KK loss:

$$
\min_{X \subset \mathbb{R}^2} L_{GPGL} = L_{KK} + L_{sep}. \tag{4}
$$

**Vertex Separation Penalty.** We propose a novel vertex separation penalty to regularize the vertex distribution on the grid. The intuition behind it is that when the minimum distance among all the vertex pairs is larger than a threshold, say 1, it will guarantee that after rounding every vertex will be mapped to a unique 2D location with no overlap. But when any distance is smaller than the threshold, it should be considered to enlarge the distance, otherwise, no penalty. Moreover, we expect that the penalties will grow faster than the change of distances and in such a way the vertices can be re-distributed more rapidly. Based on these considerations we propose the following penalty:

$$
L_{sep} = \lambda \sum_{i \neq j} \max \left\{ 0, \frac{\alpha}{d_{ij}} - 1 \right\}, \tag{5}
$$

where $\alpha \geq 0$, $\lambda \geq 0$ are two predefined constants. From the gradient of $L_{sep}$ w.r.t. an arbitrary 2D variable $x_i$, that is,

$$
\frac{\partial L_{sep}}{\partial x_i} = -\lambda \sum_{i \neq j} \frac{x_i - x_j}{d_{ij}^3} 1_{\{d_{ij} < \alpha\}}, \tag{6}
$$

where $1_{\{\cdot\}}$ denotes the indicator function returning 1 if the condition is true, otherwise 0, we can clearly see that $\alpha$ as a threshold controls when penalties occur, and $\lambda$ controls the trade-off between the two losses, leading to different step sizes in gradient based optimization.

**Initialization.** Note that both KK and our algorithms are highly nonconvex, and thus good initialization is needed to make both work well, i.e. convergence to good local minima.

To this end, we first utilize the KK algorithm to generate a vertex distribution. To do so, we employ the implementation in the Python library NETWORKX [98] which uses a circular layout as initialization by default. By default setting, L-BFGS-B Nonlinear Optimization is implemented to optimize Eqn. 4. As discussed above, KK has no control on the vertex distribution. This may lead to serious vertex loss problems in the 2D grid layout where some of vertices in the original graph merge together as a single vertex on the grid after rounding due to small distances (see our experiments).

**Topology Preservation with Penalty.** As we observe, the key challenge in topology preservation comes from the node degree, and the lower degree the easier for preservation. Since there are only 8 neighbors at most in the 2D grid layout, it will induce a penalty for a graph vertex whose degree is higher than 8. Fig. 2 illustrates such a case where the original graph is full-connected with 32 vertices. With the help of our proposed penalty, we manage to map this graph to a ball-like grid layout, as shown in Fig. 2(c) and (d). Besides we have the following proposition to support such observations:

**Proposition 1.** An ideal 2D grid layout with no vertex loss for a full-connected graph with $|V|$ vertices is a ball-like shape with radius of $\left\lceil \left( \frac{|V|}{\pi} \right)^{\frac{1}{2}} \right\rceil$ that minimizes Eq 2 with relaxation of the penalized Kamada-Kawai loss. Here $\left\lceil \cdot \right\rceil$ denotes the ceiling operation.

**Proof.** Given the conditions in the proposition above, we have $s_{ij} = 1, d_{ij} \geq 1, \forall i \neq j$ and $L_{sep} = 0$. Without loss of generalization, we uniformly deploy the graph vertices in a circle and set the circular center $A$ to a node on the 2D grid. Now imagine the gradient field over all the vertices as a sandglass centered at $A$ where each vertex is a ball with a unit diameter. Then it is easy to see that by the “gravity” (i.e. gradient) all the vertices move towards the center $A$, and eventually are stabilized (as a local minimum) within an $r$-radius circle whose covering area should satisfy $|V| \leq \pi r^2$, i.e. $r = \left\lceil \left( \frac{|V|}{\pi} \right)^{\frac{1}{2}} \right\rceil$ as the smallest sufficient radius to cover all the vertices with guarantee. We now complete our proof.

Note that Fig. 2(d) exactly verifies Prop. 1 with a radius $r = \left\lceil \left( \frac{32}{\pi} \right)^{\frac{1}{2}} \right\rceil = 4$. In summary, our algorithm can (approximately) manage to preserve graph topology on the 2D grid even when the node degree is higher than 8.

**Computational Complexity.** The KK algorithm has the com-
plexity of, at least, $O(|V|^2)$ [45] that limits the usage of KK to medium-size graphs (e.g. 50-500 vertices). Since our algorithm in Alg. 1 is based on KK, it unfortunately inherits this limitation as well. To accelerate the computation for large-scale graphs, we potentially can adopt the strategy in multi-scale graph drawing algorithms such as [99]. However, such an extension is out of scope of this paper, and we will consider it in our future work.

3.3 Experiments: Small Graph Classification

3.3.1 Data Sets & Data Augmentation

We evaluate our method, i.e. GPGL + (multi-scale maxout) CNNs, on four medium-size benchmark data sets for graph classification, namely MUTAG, IMDB-B, IMDB-M and PROTEINS. Table 1 summarizes some statistics of each data set. Note that the max node degree on each data set is at least 8, indicating that ball-like patterns as discussed in Prop. 1 may occur, especially for IMDB-B and IMDB-M.

As mentioned in self-supervision, each local minimum from our penalized KK algorithm in Alg. 1 will lead to a grid layout for the graph, while each minimum depends on its initialization. Therefore, to augment grid layout data from graphs, we do a random shuffle on the circular layout when applying Alg. 1 to an individual graph. Fig. 3 illustrates two augmented image representations from a graph sample in MUTAG dataset.

![Illustration of augmented representations from a graph using GPGL](image)

Figure 3: Illustration of augmented representations from a graph using GPGL.

3.3.2 Grid-Layout based 3D Representation

Once a grid layout is generated, we first crop the layout with a sufficiently large fixed-size window (e.g. $32 \times 32$), and then associate each vertex feature vector from the graph with the projected node within the window. All the layouts are aligned to the top-left corner of the window. The rest of nodes in the window with no association of feature vectors are assigned to zero vectors.

Once vertex loss occurs, we take an average, by default, of all the vertex feature vectors (i.e. average-pooling) and assign it to the grid node. We also compare average-pooling with max-pooling for merging vertices, and observe similar performance empirically in terms of classification.

3.3.3 Classifier: Multi-Scale Maxout CNNs (MSM-CNNs)

We apply CNNs to the 3D representations of graphs for classification. As we discussed above, once the node degree is higher than 8, the grid layout cannot fully preserve the topology, but rather tends to form a ball-like compact pattern with larger neighborhood. To capture such neighborhood information effectively, the kernel sizes in the 2D convolution need to vary. Therefore, the problem now boils down to a feature selection problem with convolutional kernels.

Considering these, here we propose using a multi-scale maxout CNN as illustrated in Fig. 6. We use consecutive convolutions with smaller kernels to approximate the convolutions with larger kernels. For instance, we use three $3 \times 3$ kernels to approximate a $7 \times 7$ kernel. The maxout [100] operation selects which scale per grid node is good for classification and outputs the corresponding features. Together with other CNN operations such as max-pooling, we can design deep networks, if necessary.

![Multi-scale maxout convolution (MSM-Conv)](image)

Figure 6: Multi-scale maxout convolution (MSM-Conv).

3.3.4 Implementation

By default, we set the parameters in Alg. 1 as $\alpha = 1.25, \lambda = 1000$. We crop all the grid layouts to a fixed-size $32 \times 32$ window. Also by default, for the MSM-CNNs we utilize three consecutive $3 \times 3$ kernels in the MSM-Cov, and design a simple network of “MSM-Conv(64)$\rightarrow$max-pooling$\rightarrow$MSM-Conv(128)$\rightarrow$max-pooling$\rightarrow$MSM-Conv(256)$\rightarrow$global-pooling$\rightarrow$FC(256)$\rightarrow$FC(128)” as hidden layers with ReLU activations, where FC denotes a fully connected layer and the numbers in the brackets denote the numbers of channels in each layer. We employ Adam [101] as our optimizer, and set batch size, learning rate, and dropout ratio to 10, 0.0001, and 0.3, respectively.

3.3.5 Ablation Study

Effects of $\alpha, \lambda$ on Grid Layout and Classification. To understand their effects on the 2D grid layout generation, we visualize some results in Fig. 4 using different combinations of $\alpha, \lambda$. We can see that:

- From Fig. 4(a)-(c), the diameters of grid layouts are $5 \times 5, 6 \times 6, 7 \times 7$ for $\alpha = 1.00, 1.25, 1.50$, respectively. This strongly indicates that a smaller $\alpha$ tends to lead to a more compact layout at the risk of losing vertices.
- From Fig. 4(c)-(e), similarly the diameters of grid layouts are $5 \times 5, 6 \times 6, 6 \times 6$ for $\lambda = 200, 1000, 5000$, respectively. This indicates that a smaller $\lambda$ tends to lead to a more compact layout at the risk of losing vertices as well. In fact in Fig. 4(d) node 1 and node 5 are merged together. When $\lambda$ is sufficiently large, the layout tends to be stable.

Such observations follow our intuition in designing Alg. 1, and occur across all the four benchmark data sets.

We also test the effects on classification performance. For instance, we generate 21x grid layouts using data augmentation on MUTAG, and list our results in Table 2. Clearly our default setting achieves the best test accuracy. We also observe that in case $\lambda = 0$ where $L_{sep} = 0$ and the KK algorithm works without vertex separation penalty, the classification accuracy is much worse than those with vertex separation penalty.

| Data Set | Num. of Graph | Num. of Class | Avg. Node | Avg. Edge | Avg. Degree | Max Degree | Feat. Dim. |
|----------|---------------|---------------|-----------|-----------|-------------|------------|------------|
| MUTAG    | 188           | 2             | 17.93     | 19.79     | 1.10        | 8          | 7          |
| IMDB-B   | 1000          | 2             | 19.77     | 96.53     | 4.88        | 270        | 136        |
| IMDB-M   | 1500          | 3             | 13.00     | 65.94     | 5.07        | 176        | 89         |
| PROTEINS | 1113          | 2             | 39.06     | 72.82     | 1.86        | 50         | 3          |

Table 1: Statistics of benchmark data sets for graph classification.
Vertex Loss, Graph Topology & Misclassification. To better understand the problem of vertex loss, we visualize some cases in Fig. 5. The reason for this behavior is due to the small distances among the vertices returned by Alg. 1 that cannot survive from rounding. Unfortunately we do not observe a pattern on when such loss will happen. Note that our Alg. 1 cannot avoid vertex loss with guarantee, and in fact the vertex loss ratio on each data set is very low, as shown in Table 3.

Further we test the relationship between vertex loss and misclassification, and list our results in Table 4 where $\mathcal{G}_{v.l.}$, $\mathcal{G}_{n.v.l.}$, and $\mathcal{G}_{mis.}$ denote the sets of graphs with vertex loss, no vertex loss, and misclassification, respectively, $\cap$ denotes the intersection of two sets, $\cdot | \cdot$ denotes the cardinality of the set, and the numbers in the brackets denote the numbers of grid layouts per graph in data augmentation. From this table, we can deduce that vertex loss cannot be the key reason for misclassification, because it takes only tiny portion in misclassification and the ratios of misclassified graphs with/without vertex loss are very similar, indicating that misclassification more depends on the classifier rather than vertex loss.

As discussed before, a larger node degree is more difficult for preserving topology. In this test we would like to verify whether such topology loss introduces misclassification. Compared with the statistics in Table 1, it seems that topology loss does cause trouble in classification. One of the reasons may be that the variance of the grid layout for a vertex with larger node degree will be higher due to perturbation. Designing better CNNs will be one of our future works to improve the performance.

CNN based Classifier Comparison. We test the effectiveness of our GPGL algorithm on MUTAG dataset with PointNet [76], PointNet with 2D max-pooling, VGG16 [93], ResNet50 [41], and our MSM-CNN. In those networks, PointNet is a point-based network that has no 2D convolution or pooling except for a global max-pooling at last; by applying an image representation, we add a 2D max-pooling after each point-wise convolution layer to introduce 2D integration to image pixels. VGG16, ResNet50 are widely used 2D CNNs for image classification. Our MSM-CNN is also a 2D CNN for image classification. In all tests we use the same augmented data. From Table 5 we observe that 2D CNNs are significantly better than the PointNet with large margins of 21.66%, and PointNet improves 19.68% in accuracy by simply adding 2D max-pooling layers. The observation clearly shows that 2D CNNs benefit from our GPGL algorithm.

Table 2: Mean accuracy (%) using different combinations of $\alpha, \lambda$.

| Data Set  | $\alpha = 1.00 \lambda = 0$ | $\alpha = 1.00 \lambda = 1000$ | $\alpha = 1.50 \lambda = 1000$ | $\alpha = 1.25 \lambda = 1000$ | $\alpha = 1.25 \lambda = 200$ | $\alpha = 1.25 \lambda = 5000$ |
|------------|-----------------------------|---------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| MUTAG (21x) | 80.51 | 85.14 | 83.04 | 86.31 | 85.26 | 85.26 |

Table 3: Vertex loss ratio (%) on each data set using different initialization methods. Vertex loss ratio is the percentage between the number of overlapped vertices and the total number of vertices on average of each graph in the dataset.

| Initialization | MUTAG | IMDB-B | IMDB-M | PROTEINS |
|----------------|-------|--------|--------|----------|
| Circular       | 1.06  | 0.99   | 0.40   | 0.90     |
| Spectral       | 10.09 | 9.30   | 12.50  | 18.99    |
| Random         | 1.88  | 1.48   | 1.04   | 1.07     |

Table 4: Ratios (%) between vertex loss and misclassification.

| Data Set  | $|\mathcal{G}_{v.l.}|/|\mathcal{G}_{mis.}|$ | $|\mathcal{G}_{n.v.l.}|/|\mathcal{G}_{mis.}|$ | $|\mathcal{G}_{v.l.} \cap \mathcal{G}_{mis.}|/|\mathcal{G}_{n.v.l.}|$ |
|------------|---------------------------------|-------------------------------|-------------------------------|
| MUTAG (21x) | 1.06  | 20.00 | 16.70 |
| IMDB-B (3x) | 0.99  | 16.18 | 37.41 |
| PROTEINS (3x) | 0.90  | 24.32 | 29.89 |

Table 5: Mean accuracy (%) using different CNN classifiers. In Network parameters, K denotes thousand and M denotes million.

| Network       | PointNet | PointNet with 2D pooling | VGG16 | ResNet50 | MSM |
|---------------|----------|--------------------------|-------|----------|-----|
| MUTAG (101x) | 66.55    | 86.23                    | 88.21 | 91.02    | 94.18 |
| Network Parameters | 86.0K    | 86.0K                    | 23.7M | 32.6M    | 1.2M |
As we discussed before, the computational complexity of the KK algorithm is at least $O(|V|^2)$ where $|V|$ denotes the number of nodes in a graph. Also empirically from Fig. 7 we verify that even for small graphs the computational bottleneck of our method from GPGL (even this procedure can be offline) is significant that prevents ours from large-graph applications. For instance, the running time of GPGL on a simple graph (low node degree) with 2048 nodes takes about 90s. Therefore, in order to apply our method to large graphs we need to overcome this computational challenge. This motivates our hierarchical GPGL algorithm.

4 Hierarchical GPGL (H-GPGL)

As we discussed before, the computational complexity of the KK algorithm is at least $O(|V|^2)$ where $|V|$ denotes the number of nodes in a graph. Also empirically from Fig. 7 we verify that even for small graphs the computational bottleneck of our method from GPGL (even this procedure can be offline) is significant that prevents ours from large-graph applications. For instance, the running time of GPGL on a simple graph (low node degree) with 2048 nodes takes about 90s. Therefore, in order to apply our method to large graphs we need to overcome this computational challenge. This motivates our hierarchical GPGL algorithm.

4.1 Algorithm Overview

Our basic idea is to partition each graph into a set of subgraphs that can be organized in a hierarchy such as (complete) $m$-way tree where each node presents a subgraph and each level preserves the original graph connectivity among the subgraphs at the level. In this way we can preserve the original graph information as much as possible. To do so, an intuitive way is to partition a graph recursively, as listed in Alg. 2. We also illustrate an example of two-level GPGL generation procedure in Fig. 10. Here we first partition the graph with 2048 nodes into 32 subgraphs and map the connectivity graph of these subgraphs onto a $16 \times 16$ grid using the GPGL algorithm in Alg. 1. Then we project each subgraph again onto a $16 \times 16$ grid, leading to a $256 \times 256$ grid layout shown on the right side.

Notations. We define $N \in \mathbb{R}$ (resp. $N_i, \forall i$) as the number of nodes that GPGL can easily deal with. In the hierarchy, $a_{p, q}, \forall q \in \mathbb{R}^2$ denotes the 2D spatial location of a parent node in the grid $X^* \subseteq \mathbb{R}^2$ and $A_{p, q} \subseteq \mathbb{R}^2$ denotes the set of 2D spatial locations of the child nodes of the parent node. $H$ denotes the set of partitioned subgraphs satisfying $\bigcup H = G$, and $X_H, X_{H, i}, H, A_H, \forall i \in H$ denote the grid layout and the spatial location set for subgraph connectivity graph $G_H$ of $H$. $H_{i, j} \subseteq \mathbb{R}^2, A_{H, i, j} \subseteq \mathbb{R}^2, \forall i$ denote the $i$-th subgraph in $H$ and its spatial location, respectively. Note that there is one more output of $GPGL$ in Alg. 2 than Alg. 1, which is the 2D location set for the input nodes. This operation can be easily implemented by adding an extra traversal on the grid.

Fitting a Graph Node into the Grid Layout. Let $P_v$ denote the path from a leaf $v$ (i.e. a graph node) to the root in the tree hierarchy through $M$ internal nodes. Then the 2D location of $v$, $a_v$, on the grid layout $X^*$ can be easily computed as follows:

$$a_v = \tilde{a}_{p(v)} + s_c \sum_{m=1}^{M} \tilde{a}_{p(m)} \times (s_p)^m,$$

where $\tilde{a}_{p(m)}, \forall m$ denotes the relative location of the child node in the parent grid layout at the $m$-th level, and all the operators here are entry-wise. Note that in Alg. 2 such localization calculation is done in a recursive way for the function $FitIntoGrid$.

We illustrate this fitting procedure on the right side of Fig. 10.

Constructing Undirected Connectivity Graph of Subgraphs. To build the connectivity graph $G_H$ in Alg. 2, we first take each subgraph as one node in $G_H$. Next we verify in the original graph whether there exists any edge that connects two subgraphs. If so, we add an edge between the two nodes in $G_H$, otherwise, no edge.

We illustrate this fitting procedure on the right side of Fig. 10. Firstly, we separated the 2048 points from the input point cloud into 32 clusters, and applied the GPGL algorithm to the cluster centers to create the high level layout. As shown in Fig. 10, the

![Figure 7: Running time at inference for GPGL and MSM-CNN.](image)

![Figure 8: Illustration of data augmentation on classification.](image)
clusters labeled from 0 to 31 are projected to a 16 × 16 grid cell. For each cluster e.g. cluster 8, we apply the GPGL algorithm to the cluster nodes and generate a low level image representation with size 16 × 16, which is shown as the purple graph in the figure. Finally, we embedded the low level image into the cell in the high level grid, e.g. embedded the low level image of cluster 8 to the cell of cluster 8 in the high level grid. The grid cell without any cluster will be embedded with an empty 16 × 16 image. In that way we convert the 2048-node point cloud to a 256 × 256 image representation as illustrated on the right of Fig. 10.

4.2 Normalized Cuts [102] for Graph Partitioning

Improving the computational efficiency of GPGL is our concern in developing H-GPGL, where the partition function is the key. Recall that the computational complexity of GPGL is (at least) proportional to the square of the number of nodes in the graph. Now given an undirected graph \( G = (V, E) \), the partition function should generate a set of \( J \) subgraphs \( \{G_j = (V_j, E_j)\}_{j=1, \ldots, J} \) that minimize the following problem:

\[
\min_{\{G_j\}} \sum_{j=1}^{J} ||V_i||^2, \quad s.t. \quad \bigcup_{j=1}^{J} V_j = V. \tag{8}
\]

The solution of the optimization problem above suggests that ideally the sizes of subgraphs should be equal.

This motivates us to employ the normalized graph cut algorithm as our partition function, because the algorithm aims to produce the subgraphs (given the number of subgraphs) with minimum cost as well as approximately equal sizes. Locating normalized cuts need to solve a generalized eigenvalue problem, whose computational complexity is essentially super-linear to the size of adjacency matrix of the graph [103]. Theoretically this complexity is no better than that of GPGL. Empirically, however, we do find that using normalized cut our H-GPGL performs much faster than GPGL alone. Fig. 11 illustrates our running speed comparison result. With a proper number of cuts like 16 or 32 in our case, H-GPGL can process the graph within 5.5s, while GPGL needs about 90s. With more cuts, the running time of normalized cutting is longer and starts to dominate that of H-GPGL, leading to slower running speed.

4.3 Experiment: Point Cloud Semantic Segmentation

Consider a point cloud \( \mathcal{P} \subseteq \mathbb{R}^3 \) that contains a set of 3D points scanned from a single object. Each point \( p \in \mathcal{P} \) contains three geometry attributes \( x, y, z \) representing its location in the 3D space.
space, and a part label \( c \in C \) that the point \( p \) belongs to. Fig. 13(a) shows a point cloud with 2048 points scanned from a skateboard. The problem of point cloud semantic segmentation is defined as predicting the part labels for all the 3D points in a point cloud.

In this section we will show how to apply our H-GPGL algorithm to the point cloud semantic segmentation problem. To do so, we first construct a graph for each point cloud, then map each graph onto a grid using H-GPGL, and finally utilize a variant of multi-scale maxout CNN to conduct the segmentation.

**Data Set.** For demonstration we use the ShapeNet [104] part segmentation benchmark, which contains 16881 object samples and each object sample has 2048 point scans associated to one of the 50 part categories. The benchmark is split into an 14007-object training set and a 2874-object testing set.

### 4.3.1 Graph Construction from Point Cloud

Graph construction from point cloud is the first step in graph-based approaches for point cloud applications. The graph in the literature is usually generated by connecting the \( K \) nearest neighbors (K-NN). However, the graph generation by K-NN often comes with difficulties in selecting a suitable \( K \). On one hand, when \( K \) is too small, the points are intended to form small subgraphs (clusters) with no guarantee of connectivity among the subgraphs. This makes graph-convolution fail to pass through all graph nodes. On the other hand, when \( K \) is large, points are densely connected, leading to high processing load using graph kernels and large noise in local feature extraction.

In contrast to the K-NN based graph construction, our work employs the Delaunay triangulation [105], a widely-used triangulation method in computational geometry, to create graphs based on the positions of points. The triangulation graph has three advantages: (1) The connection of all the nodes in the graph is guaranteed, which makes graph-based network feasible on all constructed graphs from the point clouds; (2) All the local nodes are directly connected, which helps the local feature extraction; (3) The total number of graph connections is relatively low comparing to the graphs built by K-NN with a large \( K \). Delaunay triangulation also returns better graphs that leads to better segmentation results (mIoU & miIoU: 83.8%, 85.7%) than 5-NN (mcIoU & miIoU: 82.5%, 84.3%) using our MSM-CNN.

The worst-case computational complexity of Delaunay triangulation is well-known to be \( O(n^{1.5}) \) [106], which in the 3D space is \( O(n^2) \). Table 6 lists the running time of graph construction algorithms followed by each key component in H-GPGL. Although Delaunay triangulation indeed needs significantly longer time, the overall running time is essentially better than 5-NN, because of better generated graphs.

### 4.3.2 Implementation Details

**H-GPGL.** The 2048 points in each object sample is first mapped to a graph using Delaunay triangulation. Then we conduct two-level H-GPGL to generate 32 subgraphs using normalized cut at the parent level whose connectivity graph is mapped to a \( 16 \times 16 \) grid. Each subgraph is mapped to a \( 16 \times 16 \) grid as well, leading to a \( 256 \times 256 \) grid layout for each point cloud. Finally we generate 14007 training samples and 2874 test samples for further usage. Note that for this task we do not use data augmentation, due to the computational bottleneck.

**CNN for Segmentation.** In the experiment, we implement the following neural networks: (1) PointNet, (2) PointNet with 2D max-pooling and upsampling, (3) U-Net with VGG16 backbone, (4) U-Net with ResNet50 backbone, and (5) U-Net with MSM backbone. The architecture of PointNet with 2D max-pooling and upsampling is presented in Fig 12. The U-Net based networks are implemented using the segmentation-models package [107]. At the end of the network, a mask filter is applied to label the void pixels as ignored category, which do not participate in loss calculation and gradient backpropagation.

We train the network for 30 epochs using Adam [101] with learning rate 0.0001 and batch-size 1. The training takes 15 hours for each neural network model on an NVidia 2080Ti GPU machine. We use two common metrics to evaluate the accuracy, mean instance intersection over union (miIoU) and mean class intersection over union (mcIoU).

**Segmentation on overlapped points.** The H-GPGL on a point cloud may lead to part of the points overlapped in the same grid cell. Once overlapped points occur, we take an average, by default, of all the points and assign it to the grid cell. After network inference, the grid cell is labeled with a predicted semantic category, which is then assigned to all the overlapped points associated to that cell. In that way, we fuse the features of overlapped points and distribute the grid cell labels to those points.

| Method    | Graph construction | Normalized cut | GPGL | Total    |
|-----------|--------------------|----------------|------|----------|
| 5-NN      | 74.02              | 2036.37        | 3621.70 | 5732.09  |
| Delaunay  | 1918.77            | 1703.07        | 1792.52 | 5414.36  |

Table 6: Running time (ms) comparison on a 2048 point cloud with 5-NN and Delaunay triangulation, followed by our H-GPGL.
4.3.3 Results

Table 7 presents the mIoU and mIoU of all the neural network models on ShapeNet point cloud segmentation task. From the table we observe that the PointNet model achieves similar performance as in [74], while PointNet with 2D max-pooling and upsampling gains an improved performance with a large margin of 1.9% on mIoU and 1.9% on mIoU. We also observe that all U-Net based models achieve an improved performance against the PointNet model, which indicates that 2D CNNs benefit from the GPGL image representations in point cloud feature learning.

Table 7: Results of ShapeNet point cloud segmentation using different CNN models. The mIoU denotes mean class intersection over union, and the mIoU denotes mean instance intersection over union.

| Network       | PointNet | PointNet with 2D pooling | VGG16 | ResNet50 | MSM     |
|---------------|----------|--------------------------|-------|----------|---------|
| mIoU          | 80.1     | 82.0                     | 82.6  | 83.1     | 84.2    |
| mIoU          | 80.4     | 82.3                     | 82.8  | 84.0     | 86.0    |

We visualize our segmentation result in Fig. 13 comparing with the ground truth as well as the one using PointNet. As we see, our result is much closer to the ground truth, especially on the top-left wheel and the axis between the two bottom-wheels. Although we have some wrong predictions among the points between the two top-wheels, we think that these mistakes are acceptable because the shape is symmetric that makes the prediction harder to differentiate the top and bottom parts.

We then summarize the state-of-the-art segmentation results on ShapeNet in Fig. 14. Clearly our results using MSM-CNN, both mIoU and mIoU, are comparable to the literature. Further we list the ShapeNet part segmentation IoU of each object class in Table 8 for more detail comparison, and ours are the best among 8 of the 16 classes.

Impact of overlapped points. To understand the impact of overlapped points in point cloud segmentation, we analyze the segmentation accuracy of all points and overlapped points on the ShapeNet test set. Among the 2874 test samples with 5,885,952 points, 17616 points are overlapped to the same grid cell, which covers 0.299% of the points. In the test, 62.7% of the overlapped points are mislabeled, which leads to a 0.22% decrease in mIoU and 0.21% in mIoU. This observation shows that the MSM-CNN have difficulty in segmenting the overlapped points, which needs further study to overcome. However, since the overlapped points take only a tiny portion of the point cloud, they have a minor impact on the accuracy of point cloud segmentation.

5 Conclusion

In this paper we answer the question positively that CNNs can be used directly for graph applications by projecting graphs on grids properly. To this end, we propose a novel graph drawing problem, namely graph-preserving grid layout (GPGL), which is an integer programming to learn 2D grid layouts by minimizing topology loss. We propose a penalized Kamada-Kawai algorithm to solve the integer programming and a multi-scale maxout CNN to work with GPGL. We manage to demonstrate the success of GPGL on small graph classification. To improve the computational efficiency of GPGL, we propose hierarchical GPGL (H-GPGL) that utilizes graph partitioning algorithms such as normalized cut to generate subgraphs which GPGL is applied to. We demonstrate that H-GPGL is much more suitable than GPGL to large graph applications such as 3D point cloud semantic segmentation, where we achieve the state-of-the-art on ShapeNet part segmentation benchmark. As future work we are interested in applying this method to real-world problems such as LiDAR data processing.
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