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Abstract: With the rapid development of Internet, the medical Q&A community has become an important channel for people to obtain and share medical and health knowledge. Online medical entity recognition (OMER), as the foundation of medical and health information extraction, has attracted extensive attention of researchers in recent years. In order to further improve the research progress of Chinese OMER, LSTM-Att-Med model is proposed in this paper to capture more external semantic features and important information. First, Word2vec is used to generate the character-level vectors with semantic features on the basis of the unlabeled corpus in the medical domain and open domain respectively. Then, the two character-level vectors are embedded into BiLSTM-CRF as features to construct LSTM-Wiki and LSTM-Med models. Finally, Self-Attention mechanism is introduced into LSTM-Med model, and the performance of the model is validated by using the self-labeled data. The 10-fold cross-validation experiment shows that LSTM-Att-Med with Self-Attention mechanism introduced achieves the best performance and the F-value can be up to 91.66%, which is 0.72% higher than that of BiLSTM-CRF. In addition, the experiment result demonstrates that the improvements of F-value are inconsistent for different corpora based on LSTM-Att-Med. The paper also analyzes the recognition performance and error results of different medical entities.
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1 Introduction

With the rapid development of Internet, the medical Q&A community has become an important channel for people to acquire and share medical and health knowledge. A Pew Research Center survey found that 72% American adults had searched medical and health information online [1]. In a 2016 survey, about 195 million Chinese people stated that they had used online medical services [2]. In recent years, a large amount of medical and health Q&A data has been accumulated on the Internet. In this context, the...
medical and health community has become an important data source for patient requirements analysis [3,4], epidemiological surveillance [5–7], adverse drug reaction detection [8], and disease prediction [9,10].

Compared with electronic medical records (EMRs) and medical literatures, user-generated content in the medical Q&A community is more arbitrary, and the use of terminology therein is more irregular. In addition, the descriptions of the same disease from ordinary users and professional doctors are always inconsistent. Therefore, how to effectively extract medical entities from the online Q&A community is very challenging. In this study, we proposed a method by combining self-attention mechanism and deep learning model. The method effectively improved the performance of medical entity recognition (MER) for the Q&A community by capturing more external semantic features and important information.

2 Literature Review

Generally, medical entities include diseases, symptoms, medications, examinations, and treatments. OMER, as the foundation of medical and health information extraction, is also a critical step of NLP. Despite lots of attention it has been paid, there still exist many challenges in the study of OMER. Firstly, there is no reference standard for naming medical entities in the Q&A community. Secondly, abbreviations, acronyms, and variations are extremely common in the medical field. In addition, medical entities usually contain more complex word structures. These problems are the main obstacles to MER.

Due to the importance of its application, OMER has attracted considerable attention. Based on patient descriptions in online medical forums, medical entities were extracted through the lexico-syntactic patterns [11]. Jimeno-Yepes et al. [12,13] developed Micromed, an OMER tool for online texts, which was more effective than the MetaMap and Stanford NER for the general texts. Using Twitter data, Magumba et al. [14] comparatively analyzed the performance of different deep learning models on disease recognition. Yao et al. [15] used CRF to recognize medical entities. Yang et al. [16] extracted medical entities from Chinese online health consultations using deep neural networks. Liu et al. [17] found that BiLSTM-CRF could achieve an optimal performance for OMER.

Recent studies have shown that embedding features in neural networks can effectively extract medical entities and classify entity relationships. Luo [18] verified the effects of word embeddings in relationship classifications based on LSTM model and found that word embeddings from the medical domain were better than those from the open domain. Using i2b2/VA, DrugBank, and Medline datasets, Unanue et al. [19] found that character-level embeddings could improve the performance of MER. By embedding the randomly initialized word vectors and pretrained word vectors of biomedical texts, Cho et al. [20] found that the pretrained embeddings of biomedical texts performed best in MER.

In recent years, attention mechanism has been widely used in NLP tasks, especially in deep learning models. In 2014, attention mechanism was firstly added to recurrent neural network for image classification [21]. Subsequently, Bahdanau et al. [22] applied attention mechanism to machine translation. In 2017, self-attention mechanism was used to learn text representations [23]. Meanwhile, a new approach for MER which combines attention mechanism with neural network model was proposed. This approach exhibited state-of-the-art results in MER studies. Li et al. [24] introduced attention mechanism into the BiLSTM-CRF model, and F-values on EMRs of CCKS1 2017 and CCKS 2018 reached 90.48% and 86.11% respectively. For entity recognition on EMRs, researchers found that the experiment performance could be improved by introducing attention mechanism into neural network model [25]. Based on existing research, it can be found that BiLSTM-CRF is the best model on sequence tasks. For better use of external semantics and important information, this paper embedded the character vectors generated from the external corpora into BiLSTM-CRF. Moreover, self-attention mechanism was introduced to capture potential semantic features to further improve the performance of OMER.

---
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3 Materials and Methods

3.1 Data Source and Preprocessing

The Q&A data used in this study consists of communications between doctors and patients. Since most patients have no medical background and medical knowledge, they usually use colloquial language to describe their problems. For a more comprehensive experiment comparison, we obtained data from 39ask.net\(^2\) and qiuyi.cn\(^3\). The two websites are well-known Chinese medical Q&A communities. On 39ask.net, patients’ expressions are less colloquial, doctors’ answers are more professional. In contrast, the descriptions of entities on qiuyi.cn are more casual, especially in the patient question section. In total, 1,197 questions and 4,651 answers from 39ask.net and 831 questions and 2,398 answers from qiuyi.cn were crawled. Hereafter, a rule-based method was used for text extraction, data cleaning and sentence segmentation.

3.2 Data Annotation

This paper referred to the definition of medical entity in UMLS; followed the principles of non-overlapping, non-nesting between entities, and no punctuation in entities. Moreover, the BIO labeling system was used to annotate entities. The specific format is B-X, I-X, and O, where X represents the type of entity, B-X is used to mark the beginning of entity X, I-X is used to mark the interior of entity X, and O is used to indicate a non-entity. Referring to previous researches, we annotated disease, symptom, body part, treatment, and examination entities. The definition and annotation rules as well as examples of corresponding entities are presented in Tab. 1. The quantities of different entities are shown in Tab. 2.

| Entity       | Definition/Annotation rule                              | Example                                                                 |
|--------------|--------------------------------------------------------|-------------------------------------------------------------------------|
| Disease      | Mainly corresponds to the disease term defined in UMLS  | colds, diabetes, piriformis syndrome, hypertension, cardiopathy, hemorrhagic fever with renal syndrome |
| Symptom      | Discomfort or abnormal manifestations due to disease, abnormal examination results showing expression, which may include body parts | fever, headache, cough, palpitation, hypotension, epigastric pain, diarrhea, vomiting |
| Body Part    | The anatomical parts of the human body where diseases and symptoms occur | eyes, ears, legs, arms, liver, kidney, lung, heart                       |
| Treatment    | Treatment procedures, interventions, drugs, etc. applied to the patient | insulin, azithromycin, reduce blood pressure, resolving cough, puncture treatment, cholecystectomy |
| Examination  | Examination procedures, equipment, etc. applied to a patient to confirm a disease or symptom, including examination items | B-scan ultrasonography, blood routine examination, urine routine examination, gastroscopy, CT examination, EEG, MRI |
| O            | Any character that does not belong to the entity category | ? . !                                                                   |

To improve efficiency and ensure annotation quality, the labeling tool YEDDA\(^4\) was used [26]. YEDDA, a text span annotation tool with lightweight collaboration, is commonly used to label natural language text. In addition, YEDDA is highly effective for manually annotating text.

\(^2\) https://www.39ask.net/.
\(^3\) http://www.qiuyi.cn/.
\(^4\) https://github.com/jiesutd/YEDDA.
The data was annotated in multiple rounds to ensure the quality of the corpora. In addition, the consistency of annotation had been checked. One example of BIO annotation is listed in Tab. 3.

### 3.3 Character Embeddings

In this section, we verified the influence of character embeddings from different fields on OMER. Specifically, Word2vec [27] was used to train character vectors and then the vectors were converted into character-level embeddings. Hereafter, the skip-gram model was chosen to generate 100-dimensional character vectors. In addition, the window length was set to 5, min_count was set to 5, and the remaining parameters were set to the default values.

In the experiment, a total of 2.2 GB open-domain texts were crawled from Chinese Wikipedia website, while 815 MB medical-domain texts were crawled from the two Chinese Q&A communities for training character vectors. The scale of open-domain vectors is greater than that of medical-domain vectors.

### 3.4 Model Architecture

The architecture of this study is shown in Fig. 1. Firstly, the crawled data was preprocessed by text extraction and deduplication. Secondly, medical entities were annotated with YEDDA. Thirdly, CRF, BiLSTM-CRF, LSTM-Wiki (the BiLSTM-CRF with character embeddings from Chinese Wikipedia), and LSTM-Med (the BiLSTM-CRF with character embeddings from medical data) were adopted to conduct comparative experiments. Finally, LSTM-Att-Med with self-attention mechanism introduced was constructed to further improve the performance of OMER.

### Table 2: Entity statistics of two corpora

| Corpus    | Disease | Symptom | Body Part | Treatment | Examination | All     |
|-----------|---------|---------|-----------|-----------|-------------|---------|
| 39ask.net | 4539    | 4000    | 5241      | 3997      | 1047        | 18824   |
| Qiuyi.cn  | 7378    | 5824    | 4852      | 4305      | 2706        | 25065   |
| Total     | 11917   | 9824    | 10093     | 8302      | 3753        | 43889   |

### Table 3: One example of BIO annotation

| Sentence                                                                 | BIO tags                                                                 |
|--------------------------------------------------------------------------|--------------------------------------------------------------------------|
| 心窝偏左近来也有刺痛，晚上睡眠质量很差，怎么解决呢？(The heart socket has been stinging to the left recently, and the sleep quality at night is very poor. How to solve it?) | 心(O)窝(O)偏(O)左(O)近(O)来(O)也(O)有(O)刺(B-Symptom)痛(I-Symptom)，晚(O)上(O)睡(O)眠(O)量(O)差(O)，(O)怎(O)么(O)解(O)决(O)呢(O)? (O) |
| 建议就诊专科医院检查胸片、24小时动态心电图。(It is recommended to go to the specialist hospital for the chest radiograph and 24-hour dynamic electrocardiogram.) | 建(O)议(O)就(O)诊(O)专(O)科(O)医(O)院(O)检(O)查(O)胸(B-Examination)片(I-Examination)、(O)24(B-Examination)时(I-Examination)动(I-Examination)态(I-Examination)心(O)电(O)图(I-Examination)。(O) |
3.4.1 BiLSTM-CRF Model

RNN is a recurrent neural network used to process sequence data, such as automatic speech recognition and machine translation. The structure of RNN is displayed in Fig. 2. $x_t$ is the input at time $t$, and $h_t$ and $o_t$ are the hidden layer and output layer respectively, corresponding to time $t$.

![Figure 2: The structure of recurrent neural network](image)

The RNN structure dictates that the output value of RNN at the next moment is affected by the input values at multiple previous moments. However, the output value will be affected by the input value of the later moment. For example, for the text “小明最近感冒了，今天准备去医院检查一下____，看看中性粒细胞是否在正常范围内” (“Ming has caught a cold recently, and today he is going to the hospital to take ____ to check if the number of neutrophils is within the normal range”), it may be impossible to accurately determine the specific examination item by simply analyzing the content before the space. Therefore, it is necessary to learn representations from future time steps in order to better understand the context. Bidirectional RNN (BiRNN) could learn representations from future time steps [28]. The structure of BiRNN is shown in Fig. 3.

![Figure 1: The architecture of this research](image)

In theory, RNN can better capture long-term dependencies. However, RNN cannot learn long-term dependencies of the sequences for the affection of the latest vectors in practical applications [29], indicating that RNN has the problem of gradient disappearance or gradient explosion. More concretely, RNN has an insufficiency in storage capacity such that it cannot solve the problem of long-term
dependencies. Accordingly, LSTM is designed to overcome this problem. The difference between LSTM and RNN lies in the state of the cell. The specific structure of a LSTM neuron is shown in Fig. 4, where $C$ is the memory information stored by the cell. In LSTM, three gate structures (the input gate, forget gate, and output gate) are used to selectively forget part of the historical information, add part of the current input information, and finally integrate all the information to generate the output.

![Figure 4: The structure of a LSTM neuron](image)

Forget gate:

$$f_i = \sigma(W_f \times [h_{t-1}, x_i] + b_f)$$  \hspace{1cm} (1)

Input gate:

$$i_i = \sigma(W_i \times [h_{t-1}, x_i] + b_i)$$  \hspace{1cm} (2)

Calculate updated value:

$$C'_i = tanh(W_c \times [h_{t-1}, x_i] + b_c)$$  \hspace{1cm} (3)
Update cell status:
\[ C_t = f_t \times C_{t-1} + i_t \times C'_t \]  
\( t \) (4)

Output gate:
\[ o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \]  
\( t \) (5)

Calculate output value:
\[ h_t = o_t \times \tanh(C_t) \]  
\( t \) (6)

In the above formulas, \( W \) and \( b \) represent the weight matrix and offset vector. The network structure of BiLSTM is similar to BiRNN. The BiLSTM is composed of a forward LSTM and a backward LSTM to ensure the forward and backward information stored in the cell at the same time. Correspondingly, BiLSTM [30] can learn long-term dependencies and simultaneously capture bidirectional information about characters. However, BiLSTM cannot directly use the predicted labels, which leads to invalidity of the predicted label sequence. For example, in predicted result, the label “I-Treatment” will be followed by the label “B-Disease”. In addition, CRF has a transfer feature which uses the order of the output labels to ensure the rationality of predictions. The combination of BiLSTM and CRF can not only effectively save the information of the entire sentence but also can use contextual information to achieve highly accurate sequence labeling.

The long-term dependency phenomenon is extremely common in the text of medical Q&A communities, especially in patient-contributed content. Although BiLSTM can take advantage of long-term contextual information, it is prone to local optimization rather than global optimization. This problem can be solved by CRF. In light of this, BiLSTM-CRF was adopted for OMER. The architecture of BiLSTM-CRF is shown in Fig. 5. Moreover, a dropout layer was added between the embedding layer and the BiLSTM layer to improve the generalizability. The red arrow in Fig. 5 indicates that the dropout layer has been used.

![Figure 5: The main architecture of BiLSTM-CRF model](image-url)
3.4.2 Self-Attention Mechanism

As a selection mechanism, attention mechanism focuses on more important information in semantic information [31]. Self-attention is a type of attention mechanism [23], and it is used to capture the relationship between weight and sequence position when calculating the same sequence representation. Specifically, attention focuses on the weight of input to output, but self-attention focuses on the weight within itself. Thus, self-attention can better capture the semantic features of words in a sentence [32]. The advantage of self-attention mechanism is that it can directly calculate dependent relationships between words, learn the internal structure of the sentence, and obtain long-term dependencies regardless of the distance between words.

Although LSTM can retain long-term information through the gate mechanism, it still shows inconsistencies in labels of long sentences [22]. For long-term dependencies, LSTM need to accumulate information step by step. The greater the distance, the less likely LSTM is to capture features effectively. Therefore, aiming to directly calculate dependencies between words regardless of distance, this research adopted a deep learning model named BiLSTM-Att-CRF combining BiLSTM-CRF neural network with self-attention mechanism. Specifically, the self-attention layer is added between the BiLSTM layer and the CRF layer. The model’s framework is shown in Fig. 6.

![Figure 6: The framework of BiLSTM-Att-CRF model](image)

In BiLSTM-Att-CRF, the input sentence is represented as a vector sequence $X(x_1, x_2, x_3, \ldots, x_n)$ through the pretrained character embedding table, where $n$ is the length of the sentence. What’s more, the vector is used as the input for the BiLSTM layer. The BiLSTM can obtain a representation $h_t$ at each time step $t$ and combine another representation $h_{t'}$ of another time step in the same sequence to calculate the attention vector $h_a$. The calculation function is as follows:

$$f_{t, t'} = \sigma(W_a\text{tanh}(W_f h_t + W_r h_{t'} + b_f) + b_a)$$

(7)
In formula (7), $W_a$, $W_t$, and $W_t^0$ are the weight matrices, $b_t$ and $b_a$ are the offset vectors, and $\sigma$ is the sigmoid function. Then, each normalized attention weight $a^k_t$ is calculated using the softmax function:

$$a^k_t = \frac{e^{f^k_t}}{\sum_{j=1}^{N} e^{f^j_t}}$$  \hspace{1cm} (8)

The attention weight is used to generate a weighted sum for each time step:

$$h^a_t = \sum_{i=1}^{N} a^i_t h_i$$  \hspace{1cm} (9)

In formula (9), $a^i_t$ is the attention weight of time step $i$; a different $h_i$ corresponds to a different $a^i_t$. Furthermore, $h_t$ and the attention vector $h^a_t$ are concatenated to form the output of the self-attention layer.

$$s_t = \tanh(W_{st}[h^a_t; h_t])$$  \hspace{1cm} (10)

Finally, a CRF layer is added to decode the best marked path among all possible marked paths. The score from state $i$ to $j$ is represented by the probability transfer matrix $T_{ij}$, and the matrix element $P_{ij}$ is the score of the $j$th label of the $i$th character in the sentence. The maximum likelihood estimate is used as the loss function, and the Viterbi algorithm is used to calculate the optimal label sequence for inference. The calculation formula for the output state sequence $Y(y_1, y_2, \ldots, y_n)$ is:

$$S(X, Y) = \sum_{i=0}^{n} T_{y_i,y_{i+1}} + \sum_{i=1}^{n} P_{h,y_i}$$  \hspace{1cm} (11)

$$\log(P(Y|x)) = S(X, Y) - \log \sum_{y'} e^{S(X,y')}$$  \hspace{1cm} (12)

4 Experiment

4.1 Dataset

In the experiment, 10-fold cross-validation, a commonly used method in the small-scale dataset, was used to reduce the impact of insufficient data. This method is commonly used in the small-scale dataset [33–35]. The data was divided into 10 parts, and the cross-validation was repeated 10 times. Training, testing, and model selection were carried out on the datasets, and the average result of 10 times was taken as the final experiment result. Specifically, after the model training was completed, the test set was used to test the model, and then the parameters were adjusted according to the results. However, there is a potential problem in deep learning models. The more times the test set is evaluated, the higher the risk of overfitting is. Hence, it is necessary to add a validation set to assist the construction of model. Subsequently, the weights were trained on the training set, and the training effect of the model was evaluated on the validation set. This process is shown in Fig. 7.

In the experiment, the data used for the CRF model was randomly divided into training and test sets according to the ratio of 7:3, and the data used for the BiLSTM-CRF model was randomly divided into training, test, and validation sets according to the ratio of 7:2:1.

4.2 Experiment Setting

All neural network models in this paper were implemented on the Windows operating using Python version 3.5 and the TensorFlow framework version 1.2.1. The open-source Python tool CRF++ version 0.58 was used to construct the CRF model. The hardware environment is as follows: Intel i5 CPU, 8 GB memory, and NVIDIA GeForce MX150 graphics card. Tab. 4 shows the hyperparameter settings of the deep learning models in the experiment.
4.3 Experiment Metrics

Referring to existing research, precision (P), recall (R), and $F$-value were used in the experiments. In OMER, there are four possible performance classifications: a true positive (TP) means that a positive label is predicted as positive (i.e., correctly identified); a false positive (FP) means that a negative label is predicted as positive (i.e., incorrectly identified); a false negative (FN) means that a positive label is predicted as negative (i.e., incorrectly rejected); and a true negative (TN) means that a negative label is predicted as negative (i.e., correctly rejected). Based on these four classification cases, the calculation formulas for precision, recall, and $F$-value are defined as follows:

\[
\text{Precision (P)} = \frac{TP}{TP + FP} \tag{13}
\]

\[
\text{Recall (R)} = \frac{TP}{TP + FN} \tag{14}
\]

\[
F\text{-value} = \frac{2 \times P \times R}{P + R} \tag{15}
\]

Since the combination of precision and recall can fully reflect the effectiveness of the model, the $F$-value is used as the main evaluation criterion.
4.4 Results

Existing researches indicate that BiLSTM-CRF has excellent performance in sequence tasks. Therefore, BiLSTM-CRF was constructed as a comparison with the CRF model. In this paper, three main issues were explored. The first one is the performance of an OMER model that integrates the external semantic features. The second one is the impact of corpora from different sources on OMER. The last one is the difference in improvement by introducing self-attention mechanism into the model. In view of the above three subjects, the CRF model was used as a baseline and three control experiments were designed as follows.

Experiment 1: Verify the performance of four models and the external semantic features. CRF, BiLSTM-CRF, LSTM-Wiki, and LSTM-Med were used to conduct a control experiment.

Experiment 2: Verify the impact of corpora from different sources on OMER. Using medical Q&A data from 39ask.net and qiuyi.cn, we compared the experiment results of four models and analyzed the influence of corpora from different sources on the experiment results.

Experiment 3: Verify the performance of self-attention mechanism. We introduced self-attention mechanism into the optimal performance model, conducted the experiments on different corpora, and analyzed the experiment results.

4.4.1 Comparison with Benchmark Model: CRF

As shown in Table 5, the overall F-value of CRF reaches 89.62%, indicating that the quality of experiment data is generally higher after multiple rounds of annotations. In four models, BiLSTM-CRF performs slightly better than CRF; LSTM-Wiki and LSTM-Med with external semantic features further improve the performance of OMER. LSTM-Med achieves the best performance with F-value of 90.17%, 0.55% higher than the benchmark model. Similarly, LSTM-Wiki has an F-value of 0.44% higher than CRF, showing that embedding external semantic vectors can improve the performance of OMER.

Table 5: F-values of four models for various entities (unit: %)

| Entity      | CRF   | BiLSTM-CRF | LSTM-Wiki | LSTM-Med |
|-------------|-------|------------|-----------|----------|
| Body Part   | 92.55 | 92.10      | 92.43     | 92.42    |
| Examination | 89.80 | 90.30      | 90.48     | 90.24    |
| Disease     | 91.24 | 91.64      | 91.76     | 92.08    |
| Symptom     | 90.15 | 90.66      | 90.90     | 90.98    |
| Treatment   | 82.78 | 82.85      | 83.62     | 83.72    |
| Overall     | 89.62 | 89.75      | 90.06     | 90.17    |

Tab. 5 also indicates that LSTM-Med performs slightly better than LSTM-Wiki. It is worth noting that the scale of medical-domain vectors is smaller than that of open-domain vectors, meaning that the embeddings from same field have a better performance. In addition, the result also shows that embedding external semantic vectors can not only help the model learn similarities between input characters but also can capture more contextual information. Therefore, the introduction of external semantic features from the same field is more effective for OMER.

In order to more intuitively present the experiment results, Fig. 8 shows the F-values of five entities. In deep learning models, the F-values of body part, disease, symptom, and examination entities all exceed 90%; F-value of the treatment entity is the lowest. Further analysis of the experiment corpus indicates that body
part, disease, and examination entities in the Q&A community generally with the fixed expressions and the descriptions of symptoms are less colloquial, while the treatment entities involve many characters and complex structures. These differences result in the recognition of treatment entities is more difficult than other types. The average character length of the treatment entity is 3.80, and the longest entity contains 21 characters. Besides, the important semantic features of treatment entity are fewer than other entities. Furthermore, the treatment entity can be easily interfered by other entities. The phenomenon can cause entity boundary recognition errors and entity type recognition errors. For example, the quantity of “局部麻醉扁桃体切除术” (“Treatment”) is small so that it is easily affected by marked entities, and it will be recognized as “局部麻醉” (“Treatment”) \ “扁桃体” (“Body part”) \ “切除” (“Treatment”) \ “术” (“O”). These phenomena may have a negative effect on the experiment results.

4.4.2 Comparison with Different Sources of Corpora

As shown in Tab. 6, LSTM-Med achieves the best performance with F-value of 91.64% on 39ask.net and 90.98% on qiuyi.cn respectively, and followed by LSTM-Wiki. This is consistent with the results of the merged corpus.

![Figure 8: F-values of five entities in four models](image)

Table 6: Experiment results of four models on different corpora (unit: %)

| Model       | 39ask.net | qiuyi.cn |
|-------------|-----------|----------|
|             | P    | R    | F | P    | R    | F  |
| CRF         | 92.90| 89.03| 90.92| 91.83| 87.74| 89.74|
| BiLSTM-CRF  | 90.80| 91.55| 91.18| 90.05| 90.38| 90.21|
| LSTM-Wiki   | 91.13| 91.75| 91.44| 90.35| 91.23| 90.79|
| LSTM-Med    | 91.22| 92.07| 91.64| 90.50| 91.47| 90.98|

In addition, as can be seen in Tab. 6, CRF has the highest precision and lowest recall among four models, illustrating that the CRF model can be used for tasks with high precision requirements. In contrary, three deep learning models have higher recall than precision. In addition, it can be found that the precision and recall of three deep learning models exceed 90%. LSTM-Med has the best overall performance, indicating that deep learning models have better overall effects for OMER.

As shown in Fig. 9, the experiment results of four models on 39ask.net are better than those on qiuyi.cn. According to the previous analysis of two corpora, descriptions on 39ask.net are more professional, and the
experiment result of 39ask.net is better than qiuyi.cn. In addition, the improvement effect is more obvious on qiuyi.cn. The $F$-value of LSTM-Med is 1.24% higher than that of CRF on qiuyi.cn, while the $F$-value of LSTM-Med is 0.72% higher than that of CRF on 39ask.net. Further analysis finds that qiuyi.cn contains lots of colloquial sentences, abbreviations and irregular statements. Through comparative analysis, it can be inferred that more information will be learned from the colloquial corpora by embedding character vectors from the same field.

4.4.3 Performance of Self-Attention Mechanism

Through the previous experiments, it is showed that LSTM-Med with medical character embeddings has the best performance for OMER. Hence, self-attention mechanism is introduced into BiLSTM-CRF and LSTM-Med to construct BiLSTM-Att-CRF and LSTM-Att-Med models.

To compare the information storage capabilities of CRF, BiLSTM-CRF, and BiLSTM-Att-CRF, the recall is used for analysis in this section. A higher recall indicates that the model can store more detailed information about the entities. As shown in Fig. 10, BiLSTM-Att-CRF has the optimal recall, with the highest improvement achieved on qiuyi.cn.

| Model          | 39ask.net | qiuyi.cn | merged corpus |
|----------------|-----------|----------|---------------|
| CRF            | 89.74%    | 90.21%   | 90.79%        |
| BiLSTM-CRF     | 91.18%    | 91.64%   | 91.98%        |
| LSTM-Wiki      | 90.92%    | 91.44%   | 91.18%        |
| LSTM-Med       | 92%       | 92%      | 92%           |

**Figure 9:** $F$-values of four models on two corpora

**Figure 10:** The recall of three models on three corpora

Tab. 7 shows the recall of three basic models without any additional features on qiuyi.cn. BiLSTM-Att-CRF has significantly improved the recall, especially for treatment entity. Compared with other entities, treatment entity usually contains more characters and complex structures, which can easily lead to recognition errors, such as “行结肠镜下息肉切除术” (“undergo polypectomy under colonoscopy”), “3%盐水和1:5000呋喃西林溶液反复漱口” (“rinse mouth repeatedly with 3% saline and 1:5000 Furacin...
solution”), and so on. However, there are fixed rules for the descriptions in treatment entities. For example, some regular boundary characters often appear on both sides of treatment entity, such as “行…” (“undergo…”) and “…术/手…” (“…surgery”). If the boundary character is close to the entity, three models can predict the entity, but CRF cannot capture the contextual information at a long distance. Although BiLSTM can solve the problem of long-term dependencies through the gate control mechanism, the latter word is more dominant than the former word in terms of semantics, which makes it difficult to recognize long entities. Consequently, the greater the distance between the boundary character and the keyword of the entity, or the more characters an entity contains, the better the effect of introducing self-attention mechanism.

Table 7: The recall of three models on qiuyi.cn (unit: %)

| Model       | Entity    | CRF  | BiLSTM-CRF | BiLSTM-Att-CRF |
|-------------|-----------|------|------------|----------------|
| Body Part   | 90.45     | 91.66| 91.77      |                |
| Examination | 87.80     | 91.10| 91.00      |                |
| Disease     | 89.92     | 92.07| 92.69      |                |
| Symptom     | 88.14     | 90.25| 90.96      |                |
| Treatment   | 80.40     | 86.36| 87.13      |                |

Tab. 8 displays the $F$-values of five entities before and after the introduction of self-attention mechanism into BiLSTM-CRF and LSTM-Med. It can be seen that LSTM-Att-Med achieves the best performance. The overall $F$-values of LSTM-Att-Med are 91.66%, 91.43%, and 90.47% on 39ask.net, qiuyi.cn, and the merged corpus respectively. The experiment results show that LSTM-Att-Med has an $F$-value improvement of 0.45% compared with LSTM-Med on qiuyi.cn. However, the improvements are 0.02% and 0.30% on 39ask.net and the merged corpus respectively. The main reason for the result is that there are many long sentences in qiuyi.cn. After introducing self-attention mechanism, the distance between characters in long sentences can be ignored, and correlations will be automatically learned so as to obtain more potential features. The expressions in 39ask.net are more professional. Accordingly, the experiment result tends to be stable, and the improvements are not obvious. Furthermore, it is found that the $F$-value on the merged corpus is lower than that on 39ask.net and qiuyi.cn. The main reason might be the complex contexts in the merged corpus. Subsequently, the interference of entities will appear.

Table 8: $F$-values of four models on different corpora (unit: %)

| Corpus     | Entity        | BiLSTM-CRF | BiLSTM-Att-CRF | LSTM-Med | LSTM-Att-Med |
|------------|---------------|------------|----------------|----------|--------------|
| 39ask.net  | Body Part     | 95.08      | 95.42          | 95.41    | 95.46        |
|            | Examination   | 88.87      | 88.97          | 89.65    | 89.20        |
|            | Disease       | 92.23      | 92.13          | 92.21    | 92.45        |
|            | Symptom       | 92.01      | 92.48          | 92.57    | 92.45        |
|            | Treatment     | 84.66      | 84.44          | 85.68    | 85.73        |
|            | Overall       | 91.18      | 91.31          | 91.64    | 91.66        |

(Continued)
As shown in Tab. 8, F-value of body part is the highest among five entities on 39ask.net. However, the performance of body part is improved most obviously after the introduction of self-attention mechanism on qiuyi.cn, with F-value reaching 94.04%—the best result among five entities. As we can see that LSTM-Att-Med can obtain long-term dependencies, learn the sentence structure, and capture the relationship between the labels to improve the experiment result in a colloquial corpus.

### 4.4.4 Error Analysis

In order to deeply understand the experiment results, the error cases are analyzed and summarized, and the hidden reasons are explored. Tab. 9 presents the types and examples of errors as well as the possible reasons.

| Error Type               | Annotated Label          | Predicted Label          | Possible Reason                                      |
|--------------------------|--------------------------|--------------------------|------------------------------------------------------|
| Entity type prediction error | 三房心(Disease) cor triatriatum | 三(O)房(O)心(Body Part) | Lack of contextual semantics                         |
| Boundary recognition error | 急性上呼吸道感染(Disease) acute upper respiratory tract infection | 急(O)性(O)上呼吸道感染(Disease) | Modifiers used in entity                             |
| Single entity split error | 干燥及鼻粘膜干燥破损伴有出血(Symptom) | 鼻(Body Part)粘(O)膜(O)干燥(Symptom)干燥(Symptom)破损 (Symptom)伴(O)有(O)出血 (Symptom) | The structure of the entity is verbose and complicated, or it may be interfered by the marked data |
Through the analysis of results, errors are summarized as follows.

(1) Entity type prediction error: This error is mainly caused by lack of contextual semantics. The data was randomly divided by 10-fold cross-validation, which will result in the unreasonable separation of sentences, as shown in Tab. 9.

(2) Boundary recognition error: For example, “阵发性痉挛性咳嗽” (“paroxysmal spastic cough”) should be predicted as a symptom entity, but the model only predicts “咳嗽” (“cough”) as a symptom entity.

(3) Single entity split error: For example, “行结肠镜下息肉切除术” (“undergo polypectomy under colonoscopy”) should be predicted as a treatment entity, but “结肠镜” (“colonoscopy”) and “息肉切除术” (“polypectomy”) are split and predicted as an examination entity and a treatment entity respectively.

5 Conclusion

In this paper, LSTM-Att-Med model is proposed to extract disease, symptom, body part, treatment, and examination entities from Chinese Q&A communities. Firstly, in order to verify the impact of introducing external semantic features on OMER, the character vectors with semantic features from open domain and medical domain are embedded in BiLSTM-CRF respectively. Secondly, the differences in OMER for two sources of Q&A data are compared and analyzed. Finally, LSTM-Att-Med model is constructed to further improve the performance of OMER. The research finds that:

(1) Deep learning models embedded with external semantic feature vectors can improve the performance of OMER, and small-scale embeddings from medical domain are more effective than large-scale embeddings from open domain.

(2) The professionalism of Q&A community expressions has a significant impact on the experiment results. For more colloquial corpora, the neural network model embedded with external semantic feature vectors shows more prominent improvement in the performance.

(3) The proposed LSTM-Att-Med model can further improve the performance of OMER. This improvement effect is more obvious in the colloquial corpora, indicating that the model can obtain long-term dependencies and learn sentence structure to capture the semantic associations between different labels after introducing self-attention mechanism.

In this study, although our models achieved comparatively high F-values compared with existing studies, there are still some limitations. For instance, large-scale annotated data is necessary in deep learning models. However, in this experiment, the scale of annotated data from the online Q&A community is relatively small. In order to achieve better performance, transfer learning and semi-supervised learning methods will be used to reduce reliance on manual annotation.
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