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ABSTRACT In order to coordinate the economy and voltage quality of a meshed AC/VSC-MTDC system, a new corrective security-constrained multi-objective optimal power flow (SC-MOPF) method is presented in this paper. A parallel SC-MOPF model with \( N-1 \) security constraints is proposed for corrective control actions of the meshed AC/DC system, in which the minimization of the generation cost and voltage deviation are used as objective functions. To solve this model, a novel parallel bi-criterion evolution indicator based evolutionary algorithm (BCE-IBEA) algorithm is developed to seek multiple well-spread Pareto-optimal solutions through the introduction of parallel computation. In this process, a least absolute shrinkage and selection operator (Lasso)-based \( N-1 \) contingency filtering scheme with a composite security index is developed to efficiently screen out the most severe cases from all contingencies. And thereby, the best compromise solutions reflecting the preferences of different decision makers are automatically determined via an integrated decision making technique. Case studies in the modified IEEE 14- and 300-bus systems demonstrate that the presented approach manages to address this SC-MOPF problem with significantly improved computational efficiency.
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NOMENCLATURE

- \( Y_{i} \): admittance between AC grid and converter station \( i \)
- \( B_{i} \): AC filter of the \( i \)th converter station
- \( U_{s i} \): voltage phasor of the PCC bus at converter \( i \)
- \( U_{ci} \): voltage phasor of the converter bus at converter \( i \)
- \( U_{dc i} \): voltage amplitude of DC bus \( i \)
- \( I_{i} \): current injected into the converter \( i \)
- \( S_{ai} \): injected apparent power of converter \( i \)
- \( P_{s i} \): active power injected from AC grid to converter \( i \)
- \( Q_{s i} \): reactive power injected from AC grid to converter \( i \)
- \( P_{ci} \): active power injected into converter \( i \)
- \( Q_{ci} \): reactive power injected into converter \( i \)
- \( P_{dc i} \): active power injected into the DC grid
- \( P_{loss,i} \): loss of the converter \( i \)
- \( I_{c i} \): current magnitude of converter \( i \)
- \( R_{i} \): slope of converter \( i \)

- \( I_{dc i} \): injected current of bus \( i \) in the DC grid
- \( P_{dc i} \): injected active power of bus \( i \) in the DC grid
- \( I_{dc ij} \): current flow between bus \( i \) and \( j \) in the DC grid
- \( S_{dc i} \): power flow of the \( i \)th branch in the DC grid
- \( F_{0} \): objective function set
- \( g \): equality constraint
- \( h \): inequality constraint
- \( x \): vector of state variables
- \( u \): vector of control variables
- \( C \): considered \( N-1 \) contingency set
- \( C^{*} \): critical \( N-1 \) contingency set
- \( f_{1} \): function of generation cost
- \( f_{2} \): function of voltage deviation index
- \( N_{G} \): number of generators
- \( N_{ac} \): total buses in the AC grid
- \( P_{Gi} \): active power of generator \( i \)
- \( U_{i} \): voltage amplitude of AC bus \( i \)
- \( U_{set,i} \): preset voltage amplitude of AC bus \( i \)
- \( U_{set,dc i} \): preset voltage amplitude of bus \( i \) in the DC grid
On the other hand, mono-objective OPF is becoming unable to prevent unplanned operation conditions from occurring, this action normally incurs higher costs due to its inherent conservativeness [13]. Meanwhile, CC has been considered as an effective means for alleviating post-contingency system violations with lower costs [14]. As a result, it is a preferable choice to use CC as a possible control action [11]. The latter is designed for corrective types, in which the former corresponds to a preventive control action, and the latter is designed for corrective control (CC) [11]. Although the preventive control can enable the system to prevent unplanned operation conditions from occurring, this action normally incurs higher costs due to its inherent conservativeness [13].

A. BACKGROUND AND MOTIVATION

VSC-MTDC network is capable of providing a cost-effective solution for optimizing the operation of an AC/VSC-MTDC system due to its powerful controllability of power flows. Optimal power flow (OPF) proposed in the 1960s is a classical issue in power systems [4]–[7], but traditionally it only considers normal operating limits as the constraints. How to ensure the secure operation of power systems has become even more challenging in recent years due to the growing uncertainty resulting from the large-scale integration of new components, such as high-penetration of renewable generations [8] and electric vehicles [9], [10]. As an extension of OPF, security constrained-OPF (SC-OPF) has been considered as a significant tool to balance economy and security of power systems [11], which aims to achieve the economic operation by adjusting the available control variables while stratifying not only normal operating limits, but also violations that would occur during contingencies [12]. In general, SCOPF can be divided into preventive and corrective types, in which the former corresponds to a preventive control action, and the latter is designed for corrective control (CC) [11].

The following table lists the key notations used in this paper:

Abbr. | Description
--- | ---
$U_G$ | generator terminal voltage
$T$ | transformer tap-ratio
$Q_C$ | reactive power compensation capacity
$P_{B_i}$ | injected active power of bus $i$
$Q_{C_i}$ | injected reactive power of bus $i$
$P_{d_i}$ | active load of bus $i$
$Q_{d_i}$ | reactive load of bus $i$
$G_{ij}$ | conductance between bus $i$ and $j$.
$B_{ij}$ | susceptance between bus $i$ and $j$
$\theta_{ij}$ | phase-angle difference between bus $i$ and $j$
$Q_{G_i}$ | reactive power of generator $i$
$\delta_i$ | voltage angle of bus $i$
$P_{Li}$ | active power flow of line $i$
$N_{PC}$ | number of reactive power compensation equipment
$N_T$ | number of transformers
$N_{ACT}$ | number of AC lines
$N_{DC}$ | number of DC lines
$N_{obj}$ | number of objective functions
$FV(\cdot)$ | fitness value of an individual
$PI_c$ | composite security index
$A_i$ | alarm limit of the $i$th bus’s voltage
$H_i$ | security limits of the $i$th bus’s bus voltage
$P_A$ | upper alarm limit of power flows
$P_H$ | security limit of power flows
$L$ | response vector
$X$ | matrix consisting of input vectors
$J$ | loss function of fuzzy C-means
$N_p$ | numbers of Pareto-optimal solutions
$N_c$ | numbers of clusters
$d$ | priority membership of grey relational projection

ABBREVIATION

VSC: voltage source converter
HVDC: high voltage direct current
MTDC: multi-terminal high voltage direct current
OPF: optimal power flow
PCC: point of common coupling
SC-OPF: security constrained optimal power flow
CC: corrective control
MOPF: multi-objective optimal power flow
SC-MOPF: security-constrained multi-objective optimal power flow
MOO: multi-objective optimization
MOEA: multi-objective evolutionary algorithm
BCE: bi-criterion evolution
IBEA: indicator based evolutionary algorithm
BCE-IBEA: bi-criterion evolution indicator based evolutionary algorithm
PBCE-IBEA: parallel bi-criterion evolution indicator based evolutionary algorithm
NSGA-II: non-dominated sorting genetic algorithm II
MOPSO: multi-objective particle swarm optimization
Lasso: least absolute shrinkage and selection operator

RPC: reactive power compensation
FCM: fuzzy C-means
GRP: grey relational projection
BCS: best compromise solutions
PC: Pareto criterion
NPC: non-Pareto criterion

I. INTRODUCTION

With increasingly serious energy and environmental problems, it has become a global consensus to promote and advance the transition away from current fossil fuels-based energy pattern to clean, renewable energy sources coupled with greater energy efficiency [1]. For implementing this transition, as an emerging and powerful transmission technology, the voltage source converter (VSC) based high voltage direct current (HVDC) (VSC-HVDC for short) has attracted ever-growing attention since the 1990s and the amount of VSC-HVDC projects dramatically increases in recent years [2]. Compared with conventional current source converter based HVDC, the VSC-HVDC has some significant advantages, such as independent control of active and reactive powers, and controlled islanding [3]. Most importantly, VSC-HVDC offers good prospects for construction of multi-terminal HVDC (MTDC), which makes it suitable for the integration of high-penetration renewable energy sources into smart grids.
to meet the diverse needs of optimal operation of power systems. In this context, multi-objective OPF (MOPF) has attracted growing concerns [15]–[17], since it can coordinate multiple and possibly conflicting objectives. Therefore, this work focuses on the corrective security-constrained MOPF (SC-MOPF) for the AC/VSC-MTDC system.

B. RELATED WORK

To make full use of VSC-MTDC networks to optimize the power flow the AC/DC system, lots of studies have been performed related to the modeling and optimal operation.

1) System modeling: Modeling work of VSC-MTDC was originated in [18], which presented two mathematical models of VSC-MTDC. In [19], a generalized steady state VSC-MTDC model was proposed by Beerten et al. for solving a sequential AC/DC power flow. An open source software for calculating the power flow was developed by the same authors in [20].

2) Optimal Power Flow: There have been extensive studies on the OPF problems in VSC-type AC/DC systems [21]–[24]. The OPF problem was formulated to minimize the transmission loss based on VSC-HVDC system in reference [21]. In [22], the OPF of AC/VSC-HVDC grids was addressed by using the second-order cone programming. Reference [23] has utilized an extended OPF model incorporating VSC-MTDC for the operational cost-benefit analysis. In [24], the information gap decision theory was employed to resolve the OPF issue with consideration of wind farm integration. More recently, some important pioneering works have been reported to address SC-OPF issues in the meshed AC/DC system. In [25], both preventive and corrective SC-OPF have been investigated compared with each other, and the results suggested that the latter yields a cheaper economic dispatch than the former. In [26], an improved corrective SC-OPF was proposed by taking into account N-1 security constraints for AC/DC grids, in which a hybrid solution approach was developed. In [14], a hierarchical SCOPF model was developed for a hybrid AC/VSC-MTDC system with high wind penetration. A mixed AC-HVDC test system was presented for the evaluation of SC-OPF algorithms in [27]. Unfortunately, the above works were focused on mono-objective OPF for the AC/DC system.

With the rapid development of artificial intelligence, nature-inspired intelligent computation is becoming a powerful tool for solving many complex power system optimization problems, such as distribution networks [28] and microgrid dispatch [29]. Most recently, multi-objective evolutionary algorithms (MOEAs) have been introduced into solving the MOPF issue of the AC/VSC-MTDC system. As a pioneering work, a MOPF model of the meshed system was developed and the non-dominated sorting genetic algorithm II (NSGA-II) was adopted to solve this model in [30]; and then, this approach was further extended as a two-stage MOPF methodology that incorporates decisions analysis into the multi-objective particle swarm optimization (MOPSO)-based optimization process in [31]. However, the security constraints were not taken into account in these works. In [32], a SC-MOPF algorithm using NSGA-II was proposed to minimize the generation cost and power loss of the AC/MTDC system by considering N-1 security constraints.

C. LIMITATIONS AND CONTRIBUTIONS

Although significant studies in the existing literature have been performed on modeling and control of VSC-MTDC networks to optimize the operation of the meshed AC/VSC-MTDC system, there are still some research gaps in this field as follows. (1) Regarding optimized objectives, recent research suggests that voltage quality is of paramount importance for ensuring secure operation of the system since power flow between VSC-MTDC terminals is determined by DC voltage [14], however, until recently, the issue of coordinating economy and voltage quality of the AC/VSC-MTDC system has attracted rather little attention. (2) For solution methodologies, MOEAs such as NSGA-II in [30], [32] can handle complex multi-objective optimization (MOO) issues, however they, as typical heuristics stochastic optimization algorithms, generally require amounts of computational time, which limits their real-world applications to some extent. (3) Contingency filtering is an important but very challenging task due to the inherent high dimensionality in observations [33]–[35], especially for a hybrid AC/VSC-MTDC system with numerous elements.

The contributions of this work are mainly as follows.

1) In order to accelerate the computational efficiency when using intelligent optimization algorithms to solve OPF issues, a parallel SC-MOPF model is proposed for a hybrid AC/VSC-MTDC system in this paper through the introduction of parallel computation.

2) An integrated decision making technique is adopted in this work for automatically determining the best compromise solutions reflecting the preferences of different decision makers.

3) The proposed Lasso-based contingency filtering strategy with a composite security index manages to efficiently screen out the most severe cases from all contingencies, and thereby reducing computational load during optimization.

4) The presented approach outperforms other commonly-used MOEAs such as NSGA-II and MOPSO with better optimization performance and significantly higher computational efficiency, which will be demonstrated by using the modified IEEE 14- and 300-bus systems.

D. ORGANIZATIONAL ARRANGEMENTS

The rest is structured as follows. In Section II, the modeling of VSC-MTDC is briefly introduced. Moreover, the AC/DC SC-MOPF model is formulated in Section III. Section IV presents details of the proposed approach. Case studies are carried out in Section V, and Section VI gives the conclusion.
II. MODELING OF VSC-MTDC
A simplified model of a meshed AC/VSC-MTDC system with multiple converter stations is shown in Fig. 1 [19].

In this model, \( Y_i = G_i + jB_i \) represents the admittance between the AC grid and converter station; \( B_i \) represents the AC filter, which is usually omitted in power flow analysis [19], [20]; \( \dot{U}_{ci} = U_{ci} \angle \delta_{ci} \) denotes the voltage phasor of the point of common coupling (PCC) bus at converter \( i \); \( \dot{U}_{i} = U_{i} \angle \delta_{i} \) is the voltage phasor of the converter bus at converter \( i \); and \( U_{dc_i} \) is the voltage amplitude of DC bus \( i \).

The current injected into the converters is
\[
\dot{I}_i = (\dot{U}_{si} - \dot{U}_{ci}) \cdot Y_i
\]

The injected apparent power is given by
\[
\dot{S}_i = P_{si} + jQ_{si} = \dot{U}_i \dot{I}_i^* \tag{2}
\]

A. POWER CHARACTERISTIC OF VSC-MTDC
The active power \( P_{si} \) and reactive power \( Q_{si} \) injected from the AC grid are
\[
P_{si} = U_{si}^2 G_i - U_{si} U_{ci}[G_i \cos(\delta_{si} - \delta_{ci}) + B_i \sin(\delta_{si} - \delta_{ci})]
\]
\[
Q_{si} = -U_{si}^2 B_i - U_{si} U_{ci}[G_i \sin(\delta_{si} - \delta_{ci}) - B_i \cos(\delta_{si} - \delta_{ci})] \tag{3}
\]

Similarly, the active power \( P_{ci} \) and the reactive power \( Q_{ci} \) injected into converter \( i \) are
\[
P_{ci} = -U_{ci}^2 G_i + U_{ci} U_{ci}[G_i \cos(\delta_{ci} - \delta_{si}) + B_i \sin(\delta_{ci} - \delta_{si})]
\]
\[
Q_{ci} = U_{ci}^2 B_i - U_{ci} U_{ci}[G_i \sin(\delta_{ci} - \delta_{si}) + B_i \cos(\delta_{ci} - \delta_{si})] \tag{4}
\]

The relationship between \( P_{ci} \) and the active power injected into the DC grid \( P_{dc_i} \) can be formulated as
\[
P_{ci} - P_{dc_i} - P_{loss,i} = 0 \tag{5}
\]

where \( P_{loss,i} \) is the loss of converter station \( i \), which is
\[
P_{loss,i} = a_i + b_i \cdot I_{ci}^2 + c_i \cdot I_{ci}^2 \tag{6}
\]

where \( a_i, b_i \) and \( c_i \) are the loss coefficients, \( I_{ci} \) denotes current magnitude of converter \( i \) [19].

B. CONVERTER CAPACITY LIMIT
To guarantee safe operation, the operating points of converter stations must be situated within the \( PQ \)-capability chart [19]. The current and voltage limits of converter station \( i \) is
\[
r_{i,max}^2 \leq (P_{si} - P_{\theta})^2 + (Q_{si} - Q_{\theta})^2 \leq r_{i,min}^2 \tag{7}
\]

where \( S_0(P_{\theta}, Q_{\theta}) \) is the circle’s center, \( r_{i,min} \) and \( r_{i,max} \) are the minimum and maximum limits of the radius \( r_i \).

C. CONTROL OF VSC-MTDC
For a VSC-MTDC terminal, there are several available control modes such as the constant power control, the constant DC voltage control and the droop DC voltage control. In this work, the droop control is chosen since it gives the most satisfactory results in practice [36].

When using this strategy, the slope \( R_i \) of converter \( i \) needs to be controlled. The slope can be switched to the constant DC voltage or constant power control strategies if it is set to \( \infty \) or 0.

D. DC GRID MODEL
In the DC grid, the injected current \( I_{dc_i} \) of bus \( i \) is [19]
\[
I_{dc_i} = \sum_{j=1,j\neq i}^{N_{dc}} Y_{dc_{ij}} \cdot (U_{dc_i} - U_{dc_j}) \tag{8}
\]

where \( N_{dc} \) is the number of DC buses, \( Y_{dc_{ij}} \) denotes the admittance between DC buses \( i \) and \( j \).

The injected active power of bus \( i \) is
\[
P_{dc_i} = U_{dc_i} I_{dc_i} \tag{9}
\]

The currents and voltages obey the following constraints,
\[
I_{dc_{ij},min} \leq I_{dc_{ij}} \leq I_{dc_{ij},max}
\]
\[
U_{dc_{i},min} \leq U_{dc_i} \leq U_{dc_{i},max} \tag{10}
\]

where \( I_{dc_{ij}} \) is the current flow between bus \( i \) and \( j \), its upper and lower limits are respectively \( I_{dc_{ij},max} \) and \( I_{dc_{ij},min} \); \( U_{dc_{i},min} \) and \( U_{dc_{i},max} \) are the lower and upper limits of \( U_{dc_i} \).

The power flow of a DC line obeys the following constraint:
\[
P_{dc_{i},min} \leq P_{dc_i} \leq P_{dc_{i},max}, \quad i = 1, \ldots, N_{dcL} \tag{11}
\]

where \( P_{dc_i} \) is the power flow of line \( i \) in the DC grid; \( P_{dc_{i},min} \) and \( P_{dc_{i},max} \) are respectively the lower and upper limits of \( P_{dc_i} \); \( N_{dcL} \) is the total number of DC lines.
III. PROBLEM FORMULATION

The corrective SC-MOPF formulation of AC systems, originally proposed in [37], is here utilized. The used corrective SC-MOPF model that governs the CC actions is

\[
\begin{align*}
\min \ F_0(x_0, u_0) \\
\text{s.t.} \ g_0(x_0, u_0) &= 0, \\
h_0(x_0, u_0) &= 0, \\
g_k(x_k, u_k) &= 0, \quad k \in C, \\
h_k(x_k, u_k) &= 0, \quad k \in C, \\
|u_k - u_0| &\leq \Delta u_k^{\text{max}}, \quad k \in C, \\
u_0^{\text{min}} &\leq u_0 \leq u_0^{\text{max}}.
\end{align*}
\]

where \(F_0\) is the objective function set; \(g\) and \(h\) are the equality and inequality constraints; \(x\) is the vector of state variables and \(u\) is the vector of control variables; \(C = \{1, 2, \ldots, c\}\) represents the N-1 contingencies which considers all the outages of AC and DC lines; the subscripts ‘0’ and ‘\(k\)’ denote pre-contingency and post-contingency states; \(\Delta u_k^{\text{max}}\) is the vector of maximally allowed adjustment control variables; \(u_0^{\text{min}}\) and \(u_0^{\text{max}}\) are the lower and upper limits of the pre-contingency control vector \(u_0\).

Strictly speaking, the operating point is correctly secure only if all contingencies are feasible for all of the constraints in (12). However, it is a challenging task to incorporate security constraints in large-scale optimization problems due to their inherently high nonlinearities. For this reason, most of the SC-OPF approaches only consider and examine the severe contingencies, rather than all cases, to reduce the computational complexity. In this work, a critical contingency set \(C^*\) is obtained by using contingency filtering [34, 35], and then each contingency in set \(C^*\) is checked to determine the feasibility of CC actions. It’s worth pointing out that the set \(C^*\) is dynamically regulated in term of the change of the operation point.

A. OBJECTIVE FUNCTIONS

As a major concern in OPF, the popular generation cost is adopted as an objective function [11], [14], [30]–[32]. In addition, minimizing voltage deviation is handled as another objective, since for AC/VSC-MTDC systems, it is of the utmost importance to maintain adequate DC voltages during the actual operations [31], [38]. Consequently, the objective function set \(F_0\) consists of the generation cost \(f_1\) and the voltage deviation index \(f_2\), which are

\[
\begin{align*}
&\min f_1(x, u) = \sum_{i=1}^{N_G} (a_iP_{G_i}^2 + b_iP_{G_i} + c_i), \\
&\min f_2(x, u) = \sum_{j=1}^{N_{dc}} (U_j - U_{\text{set}, j})^2 + \sum_{k=1}^{N_{dc}} (U_{\text{dc}, k} - U_{\text{set}, \text{dc}, k})^2
\end{align*}
\]

where \(N_G\) and \(N_{dc}\) are the number of generators and total buses in the AC grid; \(P_{G_i}\) denotes the \(i\)th generator’s active power; \(a_i, b_i\) and \(c_i\) are the cost coefficients of generator \(i; U_j\) denotes the \(j\)th bus’s voltage; \(U_{\text{set}, j}\) and \(U_{\text{set}, \text{dc}, k}\) indicate the preset voltages. The control vector \(u\) is formulated as

\[
u = [P_G, U_G, T, Q_C, P_s, Q_s, U_{\text{dc}}, R]
\]

where \(U_G, T\) and \(Q_C\) are respectively the generator voltage, transformer tap-ratio, and reactive power compensation (RPC) capacity. Note that, only \(T\) and \(Q_C\) are discrete variables, while all other control variables in vector \(u\) are continuous variables.

B. CONSTRAINTS

This section gives the related constraints in the AC grid.

\[
\begin{align*}
P_{G_i} - P_{dc_i} - U_j \sum_{j=1}^{N_{ac}} U_j \left(G_{ij} \sin \theta_{ij} + B_{ij} \cos \theta_{ij}\right) &= 0, \\
i = 1, \ldots, N_{ac}, \\
Q_{G_i} - Q_{dc_i} - U_j \sum_{j=1}^{N_{ac}} U_j \left(G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}\right) &= 0, \\
i = 1, \ldots, N_{ac}
\end{align*}
\]

where \(P_{G_i}\) and \(Q_{G_i}\) are the active and reactive power inputs of bus \(i; P_{dc_i}\) and \(Q_{dc_i}\) are the active and reactive loads of bus \(i; U_i\) and \(U_j\) are respectively the voltage amplitudes of bus \(i\) and \(j; G_{ij}, B_{ij}\) and \(\theta_{ij}\) are respectively the conductance, susceptance and phase-angle difference between bus \(i\) and \(j\).

The inequality constraints are

\[
\begin{align*}
P_{G_i,\text{min}} &\leq P_{G_i} \leq P_{G_i,\text{max}}, \quad i = 1, \ldots, N_G, \\
Q_{G_i,\text{min}} &\leq Q_{G_i} \leq Q_{G_i,\text{max}}, \quad i = 1, \ldots, N_G, \\
U_{i,\text{min}} &\leq U_i \leq U_{i,\text{max}}, \quad i = 1, \ldots, N_{ac}, \\
\delta_{i,\text{min}} &\leq \delta_i \leq \delta_{i,\text{max}}, \quad i = 1, \ldots, N_{ac}, \\
T_{i,\text{min}} &\leq T_i \leq T_{i,\text{max}}, \quad i = 1, \ldots, N_T, \\
Q_{C_i,\text{min}} &\leq Q_{C_i} \leq Q_{C_i,\text{max}}, \quad i = 1, \ldots, N_C, \\
P_{L_i,\text{min}} &\leq P_{L_i} \leq P_{L_i,\text{max}}, \quad i = 1, \ldots, N_{\text{ac}L}
\end{align*}
\]

where \(Q_{G_i}\) is the reactive power of generator \(i; \delta_i\) is the voltage angle of bus \(i; P_{L_i}\) is the active power flow of AC line \(i; \) the subscripts ‘min’ and ‘max’ are the minimum and maximum limits; \(N_C, N_T\), and \(N_{\text{ac}L}\) are the number of reactive power compensation equipment, transformers, and AC lines.

IV. SOLUTION METHOD

To solve this SC-MOPF model, a new mixed-coded parallel bi-criterion evolution indicator based evolutionary algorithm (BCE-IBEA), PBC-EIBEA for short, with Lasso-based contingency filtering is proposed for finding the set of Pareto-optimal solutions; and then, an integrated decision making technique combining fuzzy C-means (FCM) clustering with grey relational projection (GRP) is utilized for identifying the best compromise solutions (BCSSs) in [31].

A. PRINCIPLES OF BCE-IBEA

The BCE-IBEA proposed in [39] is based on the bi-criterion evolution (BCE) framework with indicator based...
evolutionary algorithm (IBEA) embedded into its Non-Pareto criterion (NPC) evolution part. During evolution, the population is guided to evolve fast toward Pareto fronts while maintaining its diversity. It is because this algorithm can utilize the advantages of Pareto criterion (PC) and NPC and compensates for each other’s disadvantages, it is chosen to solve the MOPF issue.

The procedures of IBEA and BCE are introduced as follows.

1) INDICATOR BASED EVOLUTIONARY ALGORITHM

As a powerful MOEA, IBEA utilizes a performance indicator to optimize the desired property of the evolutionary population [40]. The main procedures of IBEA are listed as follows.

Step 1: **Initialization**: Initialize the AC/DC system parameters, the population \( Pop \) and its size \( s \), and assign the current iteration \( I_t \) to 0.

Step 2: **Population formation**: Calculation of the objective function values of all individuals. Calculate the OPF of the AC/DC system via the alternating iterative method proposed in [19], and thereby obtain the values of the objective functions \( F = \{f_1, f_2, \ldots, f_{N_{obj}}\} \), where \( N_{obj} \) is the number of the objective functions.

Step 3: **Fitness evaluation**: Different from conventional MOEAs, the fitness evaluation is performed on the basis of a binary additive \( \varepsilon \)-indicator \( I_{+e} \) in the IBEA, which can be utilized for guiding the evolutionary process by measuring the relative approximations of two Pareto sets.

Given two sets \( Po_1 \) and \( Po_2 \), \( I_{+e}(Po_1, Po_2) \) is defined by [40]

\[
I_{+e}(Po_1, Po_2) = \arg \min_{\varepsilon} \{a^2 \in Po_2, \exists a^1 \in Po_1 : f_i(a^1) - \varepsilon \leq f_i(a^2), i = 1, \ldots, N_{obj}\} \quad (17)
\]

where \( a^1 \) and \( a^2 \) are two individuals, and they respectively belong to \( Po_1 \) and \( Po_2 \).

And thereby, the fitness value of the individual \( a^1 \) is [40]

\[
FV(a^1) = \sum_{a^2 \in Pop \setminus \{a^1\}} -e^{-I(|a^2|, |a^1|)}/\kappa \quad (18)
\]

where \( FV(\cdot) \) is the fitness value, and \( \kappa \) is a scaling factor.

Step 4: **Environmental selection**: Iterate the following selection until the size of the newly generated population is not greater than \( s \): choose an individual in \( Pop \) with the smallest fitness value and remove it; update the fitness values of the remaining individuals.

Step 5: **Termination judgment**: If the termination criterion is met, then output the Pareto-optimal solution set, and terminate the process. Here the criterion is whether \( I_t \) exceeds the pre-given maximum iteration number, i.e., \( I_t \geq I_{max} \).

Step 6: **Mating selection**: Execute the binary tournament selection on the population to form the mating pool \( Pop' \).

Step 7: **Variation**: The resulting offspring are added to \( Pop \) after crossover and mutation operators on \( Pop' \). Increase the counter \( I_t \) by 1 (\( I_t = I_t + 1 \)) and return to Step 2.

2) BI-CRITERION EVOLUTION

In BCE, evolutionary populations are divided into the PC and NPC population, which frequently exchange and share information while evolving on the basis of their own criterion. There are four key operations: PC and NPC selection, population maintenance, and individual exploration. The flowchart of the BCE is illustrated in Fig. 2.

As illustrated in Fig. 2, BCE includes the NPC and PC evolution parts. The termination criterion here is whether the iteration number reaches a pre-assigned number of evaluations or not. The more details of BCE-IBEA are described in [39].

B. CONTINGENCY FILTERING

A Lasso-based contingency filtering approach is proposed to screen out the most severe cases from the contingency list. The composite security index \( P_L \) is used for security assessment of the outage of all AC lines [34], which is defined as

\[
P_L = \left[ \sum_i \left( q_{U_i}^{max} \right)^2 + \sum_i \left( q_{U_i}^{min} \right)^2 + \sum_j \left( q_{P_{j}} \right)^2 \right]^{\frac{1}{2n}}
\]

s.t. \( q_{U_i}^{max} = \begin{cases} \frac{U_i - H_i^{max}}{A_i^{max} - H_i^{max}}, & \text{if } U_i > H_i^{max} \\ 0, & \text{otherwise} \end{cases} \)

\( q_{U_i}^{min} = \begin{cases} \frac{H_i^{min} - U_i}{H_i^{min} - A_i^{min}}, & \text{if } U_i < H_i^{min} \\ 0, & \text{otherwise} \end{cases} \)

\( q_{P_{j}} = \begin{cases} \frac{|P_j| - P_{H_j}}{P_{H_j} - P_{A_j}}, & \text{if } |P_j| > P_{H_j}; \\ 0, & \text{otherwise} \end{cases} \) (19)
where $n$ denotes the exponent ($n = 2$); $A_{\min}$ and $A_{\max}$ are the minimum and maximum alarm limits of the $i$th bus’s voltage $U_i$; $H_{\min}^d$ and $H_{\max}^d$ are the minimum and maximum security limits of bus voltage $U_i$; $P_{\delta}$ and $P_{H}$ are the upper alarm limit and the security limit of power flow $P_j$ through each line. If $P_{Lc} > 1$, the system is insecure; if $0 < P_{Lc} \leq 1$, it is in an alarm state; if $P_{Lc} = 0$, it is secure.

The Lasso is based on the following linear model [41]:

$$
L = X\sigma + \xi
$$

where $L = \{L_1, ..., L_N\}^T$ is the response vector; $X$ is the $N_o \times N_g$ design matrix which consists of the input vectors $X_1, \ldots, X_{N_g}$, and each vector corresponds to one response; $\xi$ is the innovation process modeled as a sequence of random variables. To obtain the $\sigma = \{\sigma_1, \ldots, \sigma_{N_g}\}$, the convex optimization problem needs to be solved:

$$
\min_{\sigma} \left( N_o^{-1} \left\| L - X\sigma \right\|^2 + \lambda \sum_{j=1}^{N_g} |\sigma_j| \right)
$$

where $\lambda \geq 0$ is the shrinkage tuning parameter.

In this study, the outage line numbers and the control variables in (14) are used as the inputs, while the corresponding index $P_{Lc}$ is the output. Once the Lasso is trained, it can predict $P_{Lc}$ according to the control vector $u$. The AC lines in an insecure state and all DC lines are selected to constitute the set $C^*$ in this study. By doing so, the most severe cases can be screened out from the entire contingency list.

**C. PARALLEL BCE-IBEA WITH LASSO**

In order to accelerate the computation, the PBCE-IBEA is developed by introducing parallel computing technology, where multiple processes perform the following optimization process in a coordinated manner:

Processor 0 is responsible for task assignment and coordination, and executes initialization, selections and variation, and termination judgment.

Processors 1 to $m$-1 execute calculation tasks, where $m$ is the number of processors. In each iteration, once an individual’s fitness needs to be calculated, the task is assigned to processors 0 to $m$-1. For each one of these processors, the following operations are executed in parallel:

- Calculate AC/DC power flow and obtain the objective function values;
- Calculate the fitness values of the assigned individuals;
- Screen out the critical contingency set $C^*$ from the entire contingency list by predicting with Lasso;
- Check contingency to determine the feasibility of CC actions. Specifically, calculate power flows considering each post-contingency in $C^*$, and check whether all the constraints in (12) are satisfied based on the results.

By adopting Lasso for contingency filtering, the parallel mechanism with $m$ processors is shown in Fig. 3.

**D. DECISION ANALYSIS**

The obtained Pareto-optimal solutions are divided into different clusters via FCM clustering, and thereby the BCs in each cluster are determined via the GRP. This decision process is described in more detail in [31].

FCM clustering is modeled as the following issue:

$$
\min J = \sum_{i=1}^{N_p} \sum_{j=1}^{N_c} \mu_{ij} \left\| w_j - v_i \right\|^2
$$

s.t. \( \sum_{j=1}^{N_c} \mu_{ij} = 1, \quad i = 1, \ldots, N_p \) (22)

where $J$ denotes the loss function, $N_p$ and $N_c$ are the numbers of the Pareto-optimal solutions and clusters, $\mu_{ij} \in [0, 1]$ is the membership degree between solution $w_j$ and clustering center $v_i$, $m \in [1, \infty]$ is a fuzziness control parameter. Here, $N_c$ is taken as 2, which corresponds to the two objective functions.

The GRP method is then utilized to assess the solutions belonging to the same cluster. For a solution $l$, the priority membership $d_l$ is calculated by [31]

$$
(d_l) = \frac{(V_0 - V_l^-)^2}{(V_0 - V_l^-)^2 + (V_0 - V_l^+)^2}, \quad 0 \leq d_l \leq 1
$$

$$
V_l^{+(-)} = \sum_{k=1}^{N_i} \gamma_k^{+(-)} \frac{\omega_k^2}{\sqrt{\sum_{k=1}^{N_i} (\omega_k)^2}}, \quad \gamma_k^{+(-)} \in [0, 1] \quad \text{is the grey relational coefficient; } N_i \text{ is the number of indicators; } \omega_k \text{ is the weight of } k\text{th objective function in the solution. To simplify the analysis, the two objectives have the same weight in this study. Note that for two solutions, the membership } d_l \text{ with a higher value represents a better quality.}
$$

**V. CASE STUDIES**

To examine the performance of the proposed approach, two test cases have been performed. All programs are developed under the MATLAB environment on a computer with Intel Core i5-4590 3.3 GHz four-core processors and 4 GB RAM.
FIGURE 4. Modified IEEE 14-bus system.

A. CASE 1-IEEE 14-BUS SYSTEM

The well-known IEEE 14-bus system in the literature [14], [22], [25], [26], [30], [31] is modified as the test case, which comprises 5 generators, 11 loads, 20 branches (including 17 AC lines, 3 DC lines), 1 RPC (connected to bus 9) and three modular multilevel converters, as shown in Fig. 4.

1) PARAMETER SETTING

The ranges of control variables are set as follows. The bus voltage is within the range 0.90 to 1.10 p.u.; \( T \) is in the range from 0.9 to 1.1 with the step 0.0125; the RPC capacity is in the range 0 to 0.5 p.u. with the step 0.01 p.u.; both the \( P_s \) and \( Q_s \) range from -1.0 to 1.0 p.u.; and \( U_{dc} \) is in the range from 0.90 to 1.10 p.u.. The droop slope \( R \) in each converter is in the range \([-10, 10] \). For PBCE-IBEA, the population size and the maximum number of iterations are respectively 100 and 50.

2) RESULTS AND DISCUSSION

First, PBCE-IBEA is used to find the Pareto-optimal solutions. One representative set of Pareto-optimal solutions is chosen in 30 independent runs, and its distribution in the objective function space is illustrated in Fig. 5.

FIGURE 5. Distribution of Pareto-optimal solutions in case 1.

Fig. 5 suggests that the PBCE-IBEA manages to yield the multiple well-distributed Pareto-optimal solutions. As a result, one can draw a conclusion that the economy and voltage quality can be effectively coordinated by using the proposed method.

And then, FCM clustering is utilized to cluster the representative Pareto optimals into different clusters, as demonstrated in Fig. 6. Note that the points representing \( f_1 \) and \( f_2 \) are respectively marked with the red and green color.

From Fig. 6, it can be observed that the Pareto optimals are separated into two clusters by the FCM clustering. The GRP is then applied to evaluate the priority membership \( d \), and the solutions with the highest membership in the two groups are chosen as the BCSs, as listed in Table 1.

In order to examine the efficacy of the Lasso-based contingency filtering scheme, taking the set \( C^* \) that corresponds to BCS I for example, all contingencies (except for secure states) are ranked in the order of severity according to indicator \( \Pi_c \) predicted by the Lasso in Table 2, where the prediction error \( \text{Err} \) is calculated by the following formula:

\[
\text{Err} = \left( \frac{\Pi_{c,1} - \Pi_{c,2}}{\Pi_{c,2}} \right) \times 100
\]

where \( \Pi_{c,1} \) and \( \Pi_{c,2} \) are the \( \Pi_c \) values, which are respectively obtained by using the Lasso approach and the direct computation according to (19).

Table 2 indicates that the ranking results of contingencies are consistent by using the two methods, and there are no
Table 3. Generator variables before and after optimization.

| Generators | Before optimization | After optimization |
|------------|---------------------|--------------------|
|            | $P_g$/pu | $Q_g$/pu | $U_g$/pu | $P_d$/pu | $Q_d$/pu | $U_d$/pu |
| G1         | 2.324    | -0.165   | 1.060    | 1.6281   | -0.098   | 1.060    |
| G2         | 0.400    | 0.436    | 1.045    | 0.5759   | 0.252    | 1.045    |
| G3         | 0        | 0.251    | 1.010    | 0.2999   | 0.017    | 1.010    |
| G4         | 0        | 0.127    | 1.070    | 0.2097   | 0.173    | 1.070    |
| G5         | 0        | 0.176    | 1.090    | 0.0971   | 0.232    | 1.090    |

Table 4. Variables in the DC grid before and after optimization.

| VSCs       | Before optimization | After optimization |
|------------|---------------------|--------------------|
|            | $P_s$/pu | $Q_s$/pu | $U_s$/pu | $P_h$/pu | $Q_h$/pu | $U_h$/pu |
| VSC$_1$    | -0.8620  | 0.0111   | 1.000    | 0.0050   | -0.7776  | 0.0023   |
| VSC$_2$    | 0.9680   | -0.1237  | 1.000    | 0.0050   | 0.8712   | -0.1539  |
| VSC$_3$    | -0.1296  | 0.1353   | 1.000    | 0.0050   | -0.1426  | 0.1429   |

Table 5. Objective function values before and after optimization.

| Optimization status | $f_1$($/h)$ | $f_2$(p.u.) |
|---------------------|-------------|-------------|
| Before optimization | 12602.30    | 0.0204      |
| After optimization  | 8375.49     | 0.0147      |

significant differences between the obtained security indexes. Therefore, the Lasso is suitable for $N$-1 contingency filtering.

Taking BCS I as an example, the key variables in the system before and after optimization are shown in Tables 3-5. From Tables 3-5, it can be observed that the distribution of power flow becomes much better after optimization, which embodies both objectives after optimization are superior to their corresponding values before optimization. Therefore, these results verify our approach’s effectiveness on this issue.

3) COMPARISON WITH OTHER ALGORITHMS

To properly evaluate the performance of our approach, comparison tests with other popular algorithms, such as the original BCE-IEBA, NSGA-II [30] and MOPSO [31], have been performed. To facilitate comparison, the common parameters of these algorithms, such as the population size, are set in the same way.

Particularly, each algorithm has its specific parameters. In BCE-IEBA and PBCE-IEBA, the specific parameter $\kappa$ is 0.05. The crossover probability and mutation probability, which are the specific parameters of NSGA-II, are respectively 0.9 and $1/L_c$ ($L_c$ is the length of a chromosome). The inertia weight, the learning coefficient, and the divisions for the adaptive grid, which are the specific parameters of MOPSO, are respectively 0.73, 1.5 and 30.

The most representative Pareto fronts in 30 independent runs of each algorithm are shown in Fig. 7. Fig. 7 shows that the PBCE-IEBA has the better optimization performance than all comparison algorithms, embodying that its Pareto front dominates the others’ fronts in most cases. To reasonably assess the execution times of these algorithms, 30 independent runs are performed for each algorithm due to the inherent randomness of MOEAs [15], and the obtained average running times are illustrated in Fig. 8.

Fig. 8 shows that the solution efficiency of the proposed PBCE-IEBA is far superior to that of other alternatives. More specifically, the running time of the PBCE-IEBA is reduced to 56.09%, 54.48% and 52.49% of the original BCE-IEBA, NSGA-II, and MOPSO. It can be expected that if more processors are used, the computational efficiency will be further improved. Therefore, this evidence clearly indicates that parallel computation manages to accelerate the computation.

B. CASE 2–IEEE 300-BUS SYSTEM

A four-terminal MTDC network is embedded into the modified IEEE 300-bus system [18], [30], [31], which has 69 generators, 68 loads and 411 branches. For ease of presentation, only the MTDC network of this system is illustrated in Fig. 9.

The ranges of control variables and the algorithm parameters of the PBCE-IEBA in Case 2 are the same as those in Case 1. For solving the SC-MOPF problem, all insure contingencies and DC lines are considered. And the distribution of Pareto- optimal solutions obtained by PBCE-IEBA is shown in Fig. 10.

The GRP method is then applied to evaluate the priority memberships of the two groups clustered by FCM, and the solutions with the highest membership are chosen as the BCSs, and the BCSs of this system are shown in Table 6.
Table 8 suggests that the generation cost $f_1$ and the voltage deviation index $f_2$ are respectively reduced by 38.42% and 4.20% by using the proposed optimization methodology. The above results suggest that the proposed approach manages to address the SC-MOPF problem of this system, and thereby its applicability to larger power systems is verified.

VI. CONCLUSION

To balance economy and voltage quality, a SC-MOPF model is presented for a meshed AC/VSC-MTDC system, together with a Lasso-based contingency filtering scheme. Moreover, a solution approach based on PBCE-IBEA is developed to seek well-spread Pareto-optimal solutions via parallel computing, and thereby the integrated decision making is utilized to identify the BCs. Studies performed on IEEE test systems reveal that our approach is capable of effectively achieving the trade-off between the economy and security for the meshed AC/DC system, and furthermore that the required computational time can be significantly shortened.

Future research will focus on considering dynamic indexes, such as the maximum of transient stability margin, as optimization objectives to cope with the dynamic security problems of the system. Besides, it is another interesting topic to investigate the MOPF for distribution systems with consideration of renewable generation and load uncertainties. What’s more, considering the information of network is confidential when the VSC-HVDC link employed in the power exchanges between islands, the method for solving OPF problem with the data of DC networks remaining unknown is another interesting research study.
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Taking the BCS I as an example, the considered outage AC lines are listed in Table 7, and the optimization results are shown in Table 8.
