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Abstract

This work focuses on non-compact groups and their applications to quantum gravity, mainly through the use of tensor operators. Non-compact groups appear naturally if the space-time is of Lorentzian signature, but can also have an important role in the Euclidean case, as will be shown.

First, the mathematical theory of tensor operators for a Lie group is recast in a new way which is used to generalise the Wigner–Eckart theorem to non-compact groups. The result relies on the knowledge of the recoupling theory between finite-dimensional and infinite-dimensional irreducible representations of the group; here the previously unconsidered cases of the 3D and 4D Lorentz groups are investigated in detail. As an application, the Wigner–Eckart theorem is used to generalise the Jordan–Schwinger representation of SU(2) to both groups, for all representation classes.

Next, the results obtained for the 3D Lorentz group are applied to (2 + 1) Lorentzian loop quantum gravity to develop an analogue of the well-known spinorial approach used in the Euclidean case. Tensor operators are used to construct observables and to generalise the Hamiltonian constraint introduced by Bonzom and Livine (2012) for 3D gravity to the Lorentzian case. The Ponzano–Regge amplitude is shown to be a solution of this constraint by recovering the (opportunistly generalised) Biedenharn–Elliott relations.

Finally, the focus is shifted on the intertwiner space based on SU(2) representations, widely used in loop quantum gravity. When working in the spinorial formalism, it has been shown that the Hilbert space of n-valent intertwiners with fixed total area is a representation of U(n). Here it is shown that the full space of all n-valent intertwiners forms an irreducible representation of the non-compact group SO+(2n). This fact is used to construct a new kind of coherent intertwiner state (in the sense of Perelomov). Although some of these states were known already, the majority of them was not until now; moreover, the underlying group structure was completely unknown. Hints of how these coherent states can be interpreted in the semi-classical limit as convex polyhedra are provided.
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Introduction

Lie groups are undoubtedly one of the most useful tools in mathematical and theoretical physics, especially in quantum theory. Although compact Lie groups play a more prominent role in physics, non-compact ones have important applications too: many of the dynamical groups are non-compact', and, as a matter of fact, the systematic study of the representation theory of non-compact Lie groups started in 1947 with Bargmann, 'Irreducible Unitary Representations of the Lorentz Group', which was motivated by the importance of the Lorentz group in physics.

Non-compact groups are the main theme of this work, which focuses both on their mathematical properties and on their application to physics. Part of this thesis—mostly Chapter 2—is very mathematical in nature, as it deals with a rigorous construction of some important definitions and results in the representation theory of non-compact groups. The rest of the work focuses on two distinct but related applications of non-compact groups to quantum gravity; the link between the two applications is the use—either explicitly or implicitly—of tensor operators. The three main topics covered in the following chapters are described in the sections below, together with a brief overview of loop quantum gravity.

1.1 Tensor operators and Wigner–Eckart theorem for non-compact groups

Among the many applications of Lie groups and Lie algebra to physics, tensor operators play a prominent role. Initially arising in the study of the quantum theory of angular momentum, these operators are a generalisation of the notion of classical tensors, in the sense that they transform "well" under the action of a group (SO(3) or its double cover SU(2) for angular momentum); this statement can be formalised in terms of representation theory by requiring that tensor operators transform, under the adjoint action of the group, as vectors in one of its irreducible representations. Notable examples are the position and momentum operators \(q\) and \(p\) (vector operators) and their "norms squared" \(q^2\) and \(p^2\) (scalar operators): the latter are particularly important as, in general, scalar operators are exactly those which are invariant under the action of the group.
Tensor operators are extensively used in quantum mechanics, especially in atomic and nuclear physics, essentially for two reasons: two tensor operators can be combined to obtain another one (for example we can construct $\mathbf{q} \times \mathbf{p}$ and $\mathbf{q} \cdot \mathbf{p}$ from $\mathbf{q}$ and $\mathbf{p}$), and in general the matrix elements of a tensor operator are easy to calculate, due to the result known as the Wigner–Eckart theorem. The theorem states that, when the group is compact (e.g., SU(2)), the matrix elements of a tensor operator are proportional to the Clebsch–Gordan coefficients—quantities that appear in the study of the decomposition of a product of two representations into irreducible ones—with the proportionality constant independent of the specific component of the tensor operator and of the basis elements being considered: as a consequence, only one matrix element has to be explicitly calculated to know all of the others, of which, depending on the rank of the tensor and on the dimension of the vector spaces on which it acts, there can be quite a large number!

A generalisation to non-compact groups exists, although it is only for tensor operators transforming as unitary representations of the group, which are necessarily either 1-dimensional (trivial representation) or infinite-dimensional. In addition to the obvious drawback of having to work with infinitely many components, the latter have the disadvantage that, in general, they cannot be composed to obtain scalar operators, which as noted before are the only ones invariant under the action of the group and thus, depending on the context, may be the only true observables of the theory.

In this thesis, a new generalisation of the Wigner–Eckart theorem which allows tensor operators transforming as finite-dimensional (non-unitary) representation of non-compact groups is introduced. To do so, the theory of tensor operators will be revisited, introducing a basis-free definition which will make the proof of the theorem straightforward. As we will see, however, the theorem itself is quite useless without the explicit expression of the Clebsch–Gordan coefficients, which for non-compact groups require the knowledge of the recoupling theory of finite-dimensional (non-unitary) and infinite-dimensional (unitary) representations, which is not known in general and has to be studied case by case. Here such a study will be presented for the particular cases of Spin(2,1) and Spin(3,1), the double covers of the 3D and 4D Lorentz groups, which are of great importance in physics. In both cases, the recoupling theory between finite and infinite-dimensional representations was either only partially known or completely unknown. As we will see, despite these being amongst the simplest examples of non-compact groups, the study of their Clebsch–Gordan decompositions is far from easy.

As an application, the Wigner–Eckart theorem will be used to obtain a generalisation of the Jordan–Schwinger representation of SU(2) to infinite-dimensional representations of Spin(2,1) and Spin(2,1); in both cases this result was completely unknown for representations in the continuous series, which for the 4D Lorentz group contains all the non-trivial unitary representations. The Jordan–Schwinger representation is a way to construct the generators of infinitesimal rotations—the $\mathfrak{su}(2)$ generators, which can be seen as the components of a vector operator—in terms of smaller building blocks, namely a pair of uncoupled quantum harmonic oscillators, which are the components of two spinor operators. The generalisation to the Lorentz groups exhibits similar features to the Euclidean counterpart, but in the case of continuous series representations the spinor operators can no longer be interpreted as harmonic oscillators, despite satisfying

---

3 Messiah, *Quantum Mechanics*, chap. XIII.

3 Barut and Rąźka, *Theory of Group Representations and Applications*, chap. 9.

4 Klímyk, ‘Wigner–Eckart theorem for locally compact groups’.

5 Mathematically, this is a consequence of the fact that the trivial representation does not appear in the decomposition of the product of two infinite-dimensional ones.

6 The 3D case was considered only for representations in the discrete series in Ui, ‘Clebsch–Gordan Formulas of the SU(1,1) Group’, but even in these cases some results we are going to prove here are missing.
the same commutation relations.

1.2 Applications to quantum gravity

1.2.1 Overview of loop quantum gravity

An introductory overview of the most important aspects of loop quantum gravity is presented here, following Rovelli and Vidotto, *Covariant Loop Quantum Gravity*. Loop quantum gravity (LQG) is a tentative approach to the quantisation of gravity whose main feature is that the quantisation is non-perturbative, i.e., the full metric is quantised, not just the excitations of a fixed background metric. LQG focuses on the quantum properties of geometrical quantities such as areas and volumes; the main result of the theory is that space is fundamentally discrete, in the sense that the spectra of the operators associated to the geometrical observables are discrete.

Loop quantum gravity attempts to quantise general relativity in the Palatini formalism: instead of the metric, the *vielbein*\(^7\) and the *connection* are used as variables, without assuming that the latter is necessarily the Levi–Civita connection. The quantisation is obtained in two steps: first the classical theory is discretised, then the resulting phase space is canonically quantised. The quantum theory obtained with this procedure is obviously a *truncation* of the full theory; to recover the latter a *continuum limit* has to be considered, where the discretisation is increasingly refined.

Discretisation of classical boundary phase space

First, space-time is *discretised* by introducing a triangulation, i.e., by approximating it with *d-simplices\(^8\)*. The triangulation of a region of space-time induces a triangulation of its boundary, to which we associate its *dual graph* (Fig. 1): to each node of the graph we associate a “chunk of space”—a triangle for 3D gravity or a tetrahedron for 4D gravity—and to each link coming out of the node we associate one of the \((d − 2)\)-simplices bounding it—lines in 3D or triangles in 4D (Fig. 2). Two nodes are connected when their two associated tetrahedra/triangles are adjacent.

The connection and the vielbein are discretised by assigning an SU(2) group element and an SU(2) algebra element to each link, known respectively as the *holonomy* and *flux*. This way the classical boundary phase space of the theory becomes \(\left(\text{su}(2) \times \text{SU}(2)\right)^L \cong T^* \text{SU}(2)^L\), where \(L\) is the number of links in the graph. Note that the group SU(2) is only used in 3D Euclidean gravity and 4D gravity (both Euclidean and Lorentzian); as already mentioned, the non-compact group Spin(2,1) is needed in the 3D Lorentzian case.

Hilbert space and spin networks

Given a discretisation, or equivalently a boundary graph, the Hilbert space describing the quantum states of the boundary geometry is given by canonically quantising *T*\(^*\) \text{SU}(2)^L\) and taking into account the local SU(2) invariance at each node of the graph. A basis for the Hilbert space is provided by *spin networks*, i.e., graphs with irreducible SU(2)
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Figure 1: Section of the dual graph associated to the boundary triangulation.

Figure 2: We associate to each node a triangle (a) in 3D and a tetrahedron (b) in 4D.

representations (labelled by half-integer spins) attached to each link and *intertwiners* attached to each node; the latter are mathematical objects needed to ensure that the sum of the SU(2) generators (angular momenta) of the links connected to each node is zero—in other words they implement the local SU(2) invariance. The geometrical observables are constructed from the SU(2) generators of each link. In particular, the operators associated to the area/length of the triangle/segment dual to a link are proportional to the Casimir operator of its representation, and consequently have a discrete spectrum.

One should note that this Hilbert space is kinematical, i.e., the *Hamiltonian constraint* has to be implemented to obtain the physical Hilbert space.

**Open problems**

Loop quantum gravity still has some issues that need to be resolved. Of particular importance are the following:

- *Hamiltonian constraint*: the dynamics of the theory, i.e., the construction of the physical Hilbert space, is not fully understood yet, especially in the 4D case. The difficulty lies in finding the solutions to the Hamiltonian constraint.

- *Semi-classical limit*: it is not yet known if loop quantum gravity has the right semi-classical limit, that is general relativity is recovered in the limit $\hbar \to 0$.

The results of this thesis are related to both these problems: in Chapter 3 a solvable Hamiltonian constraint is introduced for the 3D *Lorentzian* theory, while Chapter 4 deals with a new kind of coherent states in loop quantum gravity, which could be used to achieve a better understanding of the semi-classical limit of the theory.
1.2. Applications to quantum gravity

1.2.2 Spinorial approach to 3D Lorentzian loop quantum gravity

3D quantum gravity is a useful “theoretical laboratory” to explore and test some of the issues met in the 4D theory. For example, it is possible to solve the Hamiltonian constraint and to relate loop quantum gravity (LQG) to the relevant spinfoam model: this was done in the Euclidean case, with either a vanishing or negative cosmological constant. 3D Euclidean LQG uses SU(2) as a gauge groups, and its Hilbert space is spanned by spin networks, graphs whose edges are labelled by irreducible representations of SU(2) and whose vertices are associated to intertwiners of the representations of the edges meeting at the vertex. These states diagonalise the operators describing geometrical quantities, such as lengths and angles, which are constructed out of the $\text{su}(2)$ algebra generators, and whose spectrum turns out to be discrete.

An important tool in the description of 3D Euclidean LQG is given by what is known as the spinorial framework, which uses the Jordan–Schwinger representation to introduce a new family of SU(2)-invariant observables, which can be used to construct all the usual geometrical observables and have the advantage of forming a closed algebra. Among the other things, these new observables can be used to construct a solvable Hamiltonian constraint. As mentioned above, the Jordan–Schwinger representation can be recast in terms of tensor operators: this key realisation makes the generalisation of the spinorial framework to different gauge groups possible; for example, it was used to generalise it to the quantum group $U_q(\text{su}(2))$ in Dupuis and Girelli, 'Observables in Loop Quantum Gravity with a cosmological constant', in order to introduce a non-zero cosmological constant in the theory.

Having an equivalent of the Jordan–Schwinger representation for Spin(2,1) allows one to extend the spinorial formalism to the 3D Lorentzian case, of which it is the gauge group; this generalisation is one of the main topics of this thesis. As a first step, the classical LQG phase space is constructed by introducing classical tensors and, in particular, classical spinors. The spinors are used as fundamental building blocks, as they can be used to reconstruct both the flux and the holonomy variables of the phase space, similarly to the Euclidean case; moreover, following an approach similar to the one in Bonzom and Livine, 'A New Hamiltonian for the topological BF phase with spinor networks', the spinors and the group elements constructed with them are used to rewrite the flatness constraint of the classical space in terms of a new set of variables, namely the classical equivalent of the observables constructed out of the spinor operators.

The quantisation of the classical phase space needs to be treated carefully, as there are subtleties involved due to the non-compacticity of the gauge group. For example, the quantum spinorial observables can take intertwiners between unitary representations to intertwiners involving some (infinite-dimensional) non-unitary representation. Nevertheless, these observables can be used to construct an Hamiltonian constraint as the quantisation of the spinorial flatness constraint. Focusing on a triangular face of a spin network, it is shown how the Lorentzian Ponzano–Regge amplitude, given by a Racah coefficient, is a solution of the Hamiltonian constraint.

9Carlip, *Quantum Gravity in 2 + 1 Dimensions*.

10Noui and Perez, 'Dynamics of loop quantum gravity and spinfoam models in three dimensions'; Bonzom and Freidel, 'The Hamiltonian constraint in 3d Riemannian loop quantum gravity'; Bonzom, Dupuis and Girelli, 'Towards the Turaev-Viro amplitudes from a Hamiltonian constraint'.

11In contrast, the length and angle operators do not form a closed algebra.

12Bonzom and Livine, 'A New Hamiltonian for the topological BF phase with spinor networks'.

13Freidel, Livine and Rovelli, 'Spectra of length and area in (2+1) Lorentzian loop quantum gravity'.
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1.2.3 Intertwiner space as an SO*(2n) representation

This last topic deals with applications of non-compact groups to quantum gravity again, but it does so in the Euclidean setting. When working with the spinorial formalism in loop quantum gravity with SU(2) gauge group, an additional structure appears on the space of n-valent intertwiners with a fixed total area: this space is finite dimensional, and it provides an irreducible unitary representation of the compact group U(n), whose generators are constructed as SU(2)-invariant quadratic polynomials in the 2n harmonic oscillators appearing in the Jordan–Schwinger decomposition of each leg. Here it will be shown how, even when working with a compact gauge group, the spinorial formalism naturally introduces a non-compact group in the theory: in fact, the full space of n-valent intertwiners, with all possible areas, is shown to have the structure of an SO*(2n) representation. This group, which is non-compact for all \( n > 1 \), is a lesser-known real form of SO(2n, \( \mathbb{C} \)); we will show how, using the fact that it is a subgroup of the symplectic group Sp(4n, \( \mathbb{R} \)), it can be identified with the subgroup of Bogoliubov transformations on the 2n harmonic oscillators that leaves the SU(2) invariance of the intertwiners intact.

One of the most important consequences of this new result is that, as will be shown, the invariance of intertwiner space under SO*(2n) can be used to construct a new kind of coherent intertwiner, just as U(n) coherent intertwiners were introduced for fixed-area intertwiner space. These are Gilmore–Perelomov coherent states, a generalisation of the well-known harmonic oscillator coherent states—living in a unitary representation of the Heisenberg group—to arbitrary Lie groups. In this work the new kind of coherent states is introduced and analysed; in particular, the expectation values and variances of the physical observables measuring areas are calculated in these states, and in some specific cases it is shown how the full probability distribution can be calculated. Moreover, their semi-classical limit is investigated: when the areas involved are large, it is shown that the expectation values of the SO*(2n) generators can be endowed with a Poisson algebra structure, which leads to the original space upon quantisation. This semi-classical limit can be related to a classical geometry by introducing n vectors that can be interpreted as the normals to the faces of a convex polyhedron in \( \mathbb{R}^3 \), although more works need to be done to fully understand this process.

One should note that, although the understanding of the group structure underlying these coherent states is completely new, some of them have been considered before, for example in Freidel and Hnybida, ‘On the exact evaluation of spin networks’. Nevertheless, these form only a small subset of the full family of coherent states: in fact, as we will see, the SO*(2n) coherent intertwiners are labelled by antisymmetric matrices satisfying some additional constraints; of these, only the ones with rank(\( \zeta \)) = 2 have been considered, as these are exactly the ones that can be obtained as a linear combination of the U(n) coherent intertwiners.

1.3 Organisation of the thesis

The thesis is divided in three main chapters, based on the topics discussed above. Chapter 2 starts with a brief review of the theory of (g, K)-modules, needed to rigorously treat infinite-dimensional group representations with algebraic methods, and a

\footnote{Freidel and Livine, ‘The fine structure of SU(2) intertwiners from U(N) representations’.}

\footnote{Freidel and Livine, ‘U(N) Coherent States for Loop Quantum Gravity’.}

\footnote{In which case \( \zeta \) is sometimes said to satisfy the Plücker relations.}
section dedicated to the study of tensor operators and the Wigner–Eckart theorem for arbitrary groups; subsequently, the results on recoupling theory of finite and infinite-dimensional representations and on the Jordan–Schwinger representation are presented separately for Spin(2, 1) and Spin(3, 1). Chapter 3 is roughly divided in two parts: first the classical description of LQG is considered, then the focus is shifted to the quantum theory, with the description of the Lorentzian intertwiner space and the study of the quantum Hamiltonian constraint built out of the spinor operators. Chapter 4 starts with an introduction of the Lie group $\text{SO}^*(2n)$ and its Lie algebra, followed by a section describing their action on intertwiners space; the rest of the chapter is focused on the study of $\text{SO}^*(2n)$ coherent states and their properties.

A number of appendices are included at the end of the thesis: Appendix A lists some useful properties of tridiagonal and antisymmetric matrices, Appendix B contains a table of the Clebsch–Gordan coefficients used throughout the thesis and the proof of some of their properties, and Appendix C provides some results on the groups $\text{SO}^*(2n)$ and $\text{Sp}(2n, \mathbb{R})$ and their action on bounded symmetric domains, which are used to label the coherent states of Chapter 4.
Chapter 2

Wigner–Eckart theorem and Jordan–Schwinger representation for the 3D and 4D Lorentz group

The key question of this chapter is the following: does the Wigner–Eckart theorem admit a generalisation for non-compact groups? It is already known that this is possible if we use the theorem for tensor operators transforming as (infinite-dimensional) unitary representations\(^1\), so we will focus on tensor operators transforming as finite-dimensional (non-unitary) representations\(^2\). As is common in physics, we will work throughout the chapter with algebraic methods, i.e., we will consider everything from the Lie algebra perspective; in order to do this rigorously for infinite-dimensional representations, we will need the mathematical machinery of \((\mathfrak{g}, K)\)-modules, so we will start by reviewing them in Section 2.1. We will then show in Section 2.2 how tensor operators can be defined in a basis-independent way, and use this new definition to prove the Wigner–Eckart theorem for a generic Lie group.

As mentioned in Chapter 1, to actually use the theorem in the case on non-compact groups it is necessary to study the recoupling theory of the product of a finite-dimensional representation and an infinite-dimensional one. We will study in detail the cases of the 3D and 4D Lorentz groups, respectively in Section 2.3 and Section 2.4. In both cases, as an application, we will use the Wigner–Eckart theorem to generalise the Jordan–Schwinger representation, known for only some representation classes\(^3\), to all irreducible representations; the results for the 3D case will be the basis for Chapter 3.

The contents of this chapter are based on the results presented in the articles Sellaroli, ‘Wigner–Eckart theorem for the non-compact algebra \(\mathfrak{sl}(2, \mathbb{R})\)’ and Sellaroli, Wigner–Eckart theorem and Jordan–Schwinger representation for infinite-dimensional representations of the Lorentz group.

2.1 Infinite-dimensional Lie group representations and \((\mathfrak{g}, K)\)-modules

When working with non-compact groups, as we are about to do in this thesis, we often have to deal with infinite-dimensional representations; we will see in this section how

\(^1\)Klimyk, ‘Wigner–Eckart theorem for locally compact groups’.

\(^2\)As noted in Chapter 1, these are also more relevant from the physical point of view.

\(^3\)Finite-dimensional and discrete series representations in the 3D case, finite-dimensional only in the 4D case.
We will always assume that representations are on complex vector spaces. \(^4\)

\(^5\)i.e., a representation of the Lie algebra \(g\) of \(G\).

\(^6\)See Wallach, *Real Reductive Groups I*, chap. 3.

\(^7\)i.e., only sums of finitely many vectors are considered.

to rigorously treat them with algebraic methods, making use of the notion of \((g, K)\)-modules. Recall that a continuous Lie group representation, which we will also refer to as a (topological) \(G\)-module, is a topological vector space\(^6\) \(V\) with a continuous action \(G \times V \to V\) such that

\[
g(v + w) = gv + gw, \quad g\alpha v = \alpha g v, \quad \forall g \in G, \quad \forall v, w \in V, \quad \forall \alpha \in \mathbb{C};
\]

as common when working with the module notation, we will denote the representation/module by its underlying vector space \(V\). When working with finite-dimensional representation, we can obtain a \(g\)-module\(^5\) with the same vector space by defining

\[
Xv := \left. \frac{d}{dt} \right|_{t=0} e^{tX} v, \quad X \in g, \quad \forall v \in V,
\]

and we can often obtain all the information we need about the \(G\)-module by working on the corresponding Lie algebra representation: for example the \(G\)-module is irreducible if and only the associated \(g\)-module is.

These algebraic methods are extremely useful, and they are widely used in applications of representation theory to physics. However, when \(V\) is infinite-dimensional, the requirement that the group action be continuous makes things considerably more difficult; for example, an infinite-dimensional representation \(V\) is irreducible if there are no closed invariant subspaces other than \(\{0\}\) and \(V\) itself, so that pure algebraic methods are a priori not enough to establish the irreducibility of \(V\). Moreover, working with the Lie algebra is not as straightforward as the finite-dimensional case: one cannot always obtain a \(g\)-module from \(V\) as in \(2.2\), since the RHS may not be defined for a generic \(v\).

In order to overcome these difficulties, we will work with \((g, K)\) modules\(^6\):

**Definition 2.1.** Let \(G\) be a real Lie group with Lie algebra \(g\) and maximal compact subgroup \(K\). A \((g, K)\)-module is a vector space \(V\) that is both a \(g\)-module and a \(K\)-module, where we ignore the topology of \(K\), which satisfies the compatibility conditions

1. \(k \cdot X \cdot v = \text{Ad}(k)X \cdot k \cdot v\) for all \(v \in V, k \in K, X \in g\);

2. if \(v \in V\), \(Kv = \{kv \mid k \in K\}\) spans a finite-dimensional subspace of \(V\) on which the action of \(K\) is continuous;

3. if \(v \in V\) and \(Y \in \mathfrak{k}\) then \(\left. \frac{d}{dt} \right|_{t=0} e^{tY} v = Yv\).

The first condition is technical and is needed to extend the definition to disconnected groups; the second conditions is equivalent to saying that \(V\) is the algebraic direct sum\(^7\) of finite-dimensional irreducible \(K\)-modules, while the third condition ensures that the infinitesimal action of \(K\) agrees with that of its Lie algebra \(\mathfrak{k} \subseteq g\).

Although this definition may seem very technical, these objects have reasonable properties: they are essentially \(g\)-modules with some additional compatibility with the group. In order to understand how \((g, K)\)-modules provide the right tool to study infinite-dimensional representations with algebraic methods, we can take a look at some of the results from Wallach, *Real Reductive Groups I*: 

---

\(4\)We will always assume that representations are on complex vector spaces.

\(5\)i.e., a representation of the Lie algebra \(g\) of \(G\).

\(6\)See Wallach, *Real Reductive Groups I*, chap. 3.

\(7\)i.e., only sums of finitely many vectors are considered.
• every topological $G$-module $H$ induces a $(\mathfrak{g}, K)$-action on the space of $K$-finite vectors

$$H_K := \{ v \in V \mid \dim \text{span}\{Kv\} < \infty \},$$

which is also referred to as the underlying $(\mathfrak{g}, K)$-module of $H$; the action of $\mathfrak{g}$ on $H_K$ is given by (2.2) as expected.

• An admissible $G$-module $H$ is irreducible if and only if it is infinitesimally irreducible, i.e., $H_K$ is irreducible$^4$.

• Two unitary representation on the Hilbert spaces $H, H'$ are unitarily equivalent if and only if they are infinitesimally equivalent, i.e., $H_K \cong H'_K$, both as a $\mathfrak{g}$-module and as a $K$-module.

Here a $(\mathfrak{g}, K)$-module $V$ is an admissible if each irreducible representation of $K$ appears only finitely many times in $V$, while a $G$-module $H$ is admissible if $H_K$ is. Admissible representations are those that, in some sense, behave “nicely”: for example, they include all irreducible unitary representations. We will implicitly assume that all representations we work with are admissible.

## 2.2 Tensor operators and Wigner–Eckart theorem

Tensor operators are a class of operators that transform particularly well under the adjoint action of the group $G$, namely they transform as vectors in a representation of $G$. They are usually defined relative to a basis, i.e., a tensor operator is identified with the set of its components; here we will consider a basis-free definition instead. Moreover, we will distinguish between the concept of weak and strong tensor operators$^5$ to allow for a rigorous treatment at the Lie algebra level for infinite-dimensional representations by using $(\mathfrak{g}, K)$-modules.

**Definition 2.2** (strong tensor operator). Let $V_0$, $V$ and $V'$ be (topological) $G$-modules of a Lie group $G$, with $V_0$ finite-dimensional. A strong tensor operator for $G$ is an intertwiner between $V_0 \otimes V$ and $V'$, i.e., a continuous linear map

$$T : V_0 \otimes V \to V'$$

such that

$$T \circ g = g \circ T, \quad \forall g \in G.$$ 

If $V_0$ is irreducible, $T$ is called an irreducible strong tensor operator.

**Definition 2.3** (weak tensor operator). Let $V_0$, $V$ and $V'$ be $(\mathfrak{g}, K)$-modules of a Lie group $G$, with $V_0$ finite-dimensional. A weak tensor operator for $G$ is an intertwiner between $V_0 \otimes V$ and $V'$, i.e., a linear map$^6$

$$T : V_0 \otimes V \to V'.$$

$^4$No need to check if the invariant subspaces are closed!

$^5$This distinction is not found in the literature.

$^6$In this weaker definition $T$ is not required to be continuous, as there is no topology specified on the $(\mathfrak{g}, K)$-modules.
such that
\[ T \circ X = X \circ T, \quad \forall X \in \mathfrak{g} \quad \text{and} \quad T \circ k = k \circ T, \quad \forall k \in K, \]
where \( \mathfrak{g} \) and \( K \) act on the product module as
\[ X(v_0 \otimes v) = (Xv_0) \otimes v + v_0 \otimes (Xv), \]
\[ k(v_0 \otimes v) = (kv_0) \otimes (kv). \]

If \( V_0 \) is irreducible \( T \) is called an irreducible weak tensor operator.

Note that this nomenclature is appropriate, as weak tensor operators are more general than strong ones; in fact

**Proposition 2.1.** An intertwiner \( T : V \to V' \) between \( G \)-modules is also an intertwiner between the corresponding \((\mathfrak{g}, K)\)-modules. As a consequence, a strong tensor operator is also a weak tensor operator.

**Proof.** Recall that the subspace \( V_K = V \) of \( K \)-finite vectors, i.e., the set of all vectors \( v \) such that \( \text{span}\{kv, k \in K\} \) is finite-dimensional, is the \((\mathfrak{g}, K)\)-module associated to \( V \), with
\[
X_v := \frac{d}{dt} \bigg|_{t=0} \exp(tX)v, \quad \forall X \in \mathfrak{g}, \quad \forall v \in V_K.
\]
(2.3)

We have, since \( T \) commutes with the action of \( K \subseteq G \),
\[
\dim \text{span}\{kTv \mid k \in K\} = \dim \text{span}\{Tv \mid k \in K\} = \dim T(\text{span}\{kv \mid k \in K\}) < \infty
\]
(2.4)

for each \( v \in V_K \), that is \( T(V_K) \subseteq V' \). Moreover, for each \( X \in \mathfrak{g} \) and \( v \in V_K \),
\[
XTv = \frac{d}{dt} \bigg|_{t=0} \exp(tX)Tv = \frac{d}{dt} \bigg|_{t=0} T \exp(tX)v = T \frac{d}{dt} \bigg|_{t=0} \exp(tX)v = TXv,
\]
(2.5)

where the fact that \( T \) is continuous was used. It follows that \( T|_{V_K} \) is an intertwiner between the \((\mathfrak{g}, K)\)-modules \( V_K \) and \( V'_K \).

As weak tensor operators are more general, in the following chapters we will refer to them simply as tensor operators, unless otherwise noted. It is often preferable to have operators between \( V \) and \( V' \); this can be achieved by defining the “components” of a tensor operator \( T \) in a basis \( \{e_i\}_{i \in I} \subseteq V_0 \) as
\[
T_i : v \in V \mapsto T(e_i \otimes v) \in V';
\]
(2.6)

the definitions of strong and weak tensor operators become respectively
\[
gT_ig^{-1} = \sum_{j \in I} \langle e^j, ge_i \rangle T_j, \quad \forall g \in G,
\]
(2.7)

and
\[
\begin{align*}
[X, T_i] &= \sum_{j \in I} \langle e^j, Xe_i \rangle T_j, \quad \forall X \in \mathfrak{g} \\
kT_i k^{-1} &= \sum_{j \in I} \langle e^j, ke_i \rangle T_j, \quad \forall k \in K,
\end{align*}
\]
(2.8)
where $\langle \cdot , \cdot \rangle$ is the dual pairing of $V_0^*$ and $V_0$ and \{e^j\}_j \subseteq V_0^*$ is the dual basis\(^{11}\) defined by

$$\langle e^j, e_i \rangle = e^j(e_i) = \delta^j_i. \quad (2.9)$$

The definition of weak tensor operators can be simplified when $K$ is connected, since one can simply require the the operator commutes with every element of $g$. In fact we have\(^{12}\)

**Proposition 2.2.** If $K$ is connected, a linear map $T : V \rightarrow V'$ is a $(g, K)$-module homomorphism, i.e., an intertwiner between $V$ and $V'$, if

$$T \circ X = X \circ T, \quad \forall X \in g.$$

**Proof.** Let $\mathfrak{t} \subseteq g$ be the Lie algebra of $K$. For any $X \in \mathfrak{t}, \nu \in V, \alpha \in V^*$ one has

$$\left. \frac{d}{dt} \right|_{t=0} \langle \alpha, (T \circ \exp(tX) - \exp(tX) \circ T)\nu \rangle = \langle \alpha, (T \circ X - X \circ T)\nu \rangle = 0. \quad (2.10)$$

Since the derivative vanishes, it must be

$$\langle \alpha, (T \circ \exp(X) - \exp(X) \circ T)\nu \rangle = \langle \alpha, (T \circ \exp(0) - \exp(0) \circ T)\nu \rangle \quad (2.11)$$

for each $\nu \in V, \alpha \in V^*$, so that

$$T \circ \exp(X) = \exp(X) \circ T, \quad \forall X \in \mathfrak{t}; \quad (2.12)$$

however, if $K$ is connected, $\exp(\mathfrak{t}) \subseteq K$ generates it\(^{13}\), hence

$$T \circ k = k \circ T, \quad \forall k \in K. \quad (2.13)$$

One of the most useful properties of irreducible tensor operators is the Wigner–Eckart theorem, originally proved for compact groups\(^{14}\) and later extended to non-compact groups\(^{15}\) only for the particular case of tensor operators transforming as (infinite-dimensional) unitary representations, which we do not consider. Here we generalise it to tensor operators transforming as (possibly non-unitary) finite-dimensional representations of arbitrary Lie groups. The theorem itself is trivial to prove, as it is essentially a corollary of Schur’s lemma\(^{16}\); in fact we have

**Lemma 2.1.** Let $V_0, V, V$ be irreducible $(g, K)$-modules for a Lie group $G$, with $V_0$ finite-dimensional. If a decomposition into irreducible modules for $V_0 \otimes V$ exists, a non-zero intertwiner

$$T : V_0 \otimes V \rightarrow V'$$

is possible if and only if $V'$ appears (at least once) in the decomposition. If $\mathcal{T}$ is the vector space of all such intertwiners, $\dim \mathcal{T}$ equals the multiplicity of $V'$ in the decomposition, and a basis is provided by the projections in each of the submodules $W_\alpha \subseteq V_0 \otimes V, W_\alpha \cong V'$, with $\alpha$ keeping track of the multiplicities.

\(^{11}\)Here $V^*$ denotes the continuous dual space to $V$, that is the space of continuous linear maps $V \rightarrow \mathbb{C}$.

\(^{12}\)The proof is based on Webster, *Equivalence of Lie group and Lie algebra intertwiner*.

\(^{13}\)In the sense that every $k \in K$ can be obtained as a product of elements of $\exp(\mathfrak{t})$. Kosmann-Schwarzbach, *Groups and Symmetries: From Finite Groups to Lie Groups*, chap. 4.

\(^{14}\)Barut and Rążka, *Theory of Group Representations and Applications*.

\(^{15}\)Klimyk, ‘Wigner–Eckart theorem for locally compact groups’.

\(^{16}\)We continue referring to it as a theorem solely for consistency with existing literature.
Proof. Let \( T : V_0 \otimes V \rightarrow V' \) be a \((\mathfrak{g}, K)\)-module homomorphism. Schur’s Lemma for irreducible \((\mathfrak{g}, K)\)-modules\(^{17}\) guarantees that, if \( W \subseteq V_0 \otimes V \) is a submodule,

\[
T|_W \propto \begin{cases} 
1 & \text{if } W \cong V' \\
0 & \text{otherwise.} 
\end{cases} \tag{2.14}
\]

It is then trivial to see that any such \( T \) can be written as a linear combinations of the independent maps \( T^a \) that project \( V_0 \otimes V \) on each \( W_a \cong V' \).

It trivially follows that

**Theorem** (Wigner–Eckart). Let \( T : V_0 \otimes V \rightarrow V' \) be an irreducible tensor operator, with \( V, V' \) irreducible. If a decomposition for \( V_0 \otimes V \) exists, \( T \) is a linear combination of the projections \( T^a : V_0 \otimes V \rightarrow W_a \) into each irreducible component \( W_a \cong V' \). If \( V' \notin V_0 \otimes V \) the tensor operator must necessarily vanish.

The reason why this theorem is so useful is that it implies that a tensor operator \( T : V_0 \otimes V \rightarrow V' \) is fully specified\(^{18}\) by the decomposition of the product module \( V_0 \otimes V \). The non-trivial step is to study the decomposition of this product, when \( G \) is non-compact, for \( V_0 \) finite-dimensional and \( V \) infinite-dimensional. In the following sections we will tackle all possible such representations for the specific case of the 3D and 4D Lorentz groups, which were previously unconsidered; in both cases the results will be used, with the aid of the Wigner–Eckart theorem, to generalise the Jordan–Schwinger representation of SU(2) to the respective non-compact group.

### 2.3 3D Lorentz group

This section focuses on the recoupling theory of a finite and an infinite-dimensional representation of the double cover of the 3D Lorentz group, Spin(2,1). First we will review the representation theory of the group in the language of \((\mathfrak{g}, K)\)-modules, then we will study the Clebsch–Gordan decomposition for all classes of infinite-dimensional representations. Finally the recoupling theory results are used, in conjunction with the Wigner–Eckart theorem to generalise the Jordan–Schwinger representation to all representation classes of Spin(2,1).

#### 2.3.1 Irreducible representations of Spin(2,1)

The proper orthochronous 3D Lorentz group \( SO_0(2,1) \) is the identity component of the subgroup of GL(3, \( \mathbb{R} \)) that preserves the indefinite quadratic form

\[
S(x) = -(x_0)^2 + (x_1)^2 + (x_2)^2, \quad x = (x_0, x_1, x_2) \in \mathbb{R}^3. \tag{2.15}
\]

To allow for spin representations, we will work with its double cover Spin(2,1), which is isomorphic to

\[
SU(1,1) = \left\{ g \in SL(2, \mathbb{C}) \left| g^* \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} g = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \right. \right\} \\
= \left\{ \begin{pmatrix} \alpha & \beta \\ \bar{\beta} & \bar{\alpha} \end{pmatrix} \in M_2(\mathbb{C}) \left| \alpha^2 - |\beta|^2 = 1 \right. \right\}. \tag{2.16}
\]
Its maximal compact subgroup is given by
\[
K = \left\{ \begin{pmatrix} e^{i\theta} & 0 \\ 0 & e^{-i\theta} \end{pmatrix} \in M_2(\mathbb{C}) \bigg| \ 0 \leq \theta < 2\pi \right\} \cong \mathbb{U}(1). \tag{2.17}
\]

We will only consider complex representations, so we can work with the complexified Lie algebra \(\mathfrak{spin}(2,1)_{\mathbb{C}}\), generated by
\[
J_0 = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad J_1 = \frac{1}{2} \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad J_2 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \tag{2.18}
\]
with commutation relations
\[
[J_0, J_1] = \imath J_2, \quad [J_1, J_2] = -\imath J_0, \quad [J_2, J_0] = \imath J_1. \tag{2.19}
\]
The Casimir operator is given in this basis by\(^{19}\)
\[
Q = -(J_0)^2 + (J_1)^2 + (J_2)^2. \tag{2.20}
\]
It will prove useful to work with the \textit{ladder operators}
\[
J_\pm := J_1 \pm \imath J_2 \tag{2.21}
\]
satisfying
\[
[J_0, J_\pm] = \pm J_\pm, \quad [J_+, J_-] = -2J_0, \tag{2.22}
\]
so that the Casimir becomes
\[
Q = -J_0(J_0 + 1) + J_- J_+ \equiv -J_0(J_0 - 1) + J_+ J_- \tag{2.23}
\]
The \((\mathfrak{g}, K)\)-modules induced by the irreducible admissible Hilbert space representations of \(\mathfrak{spin}(2,1)\) exhaust all the possible irreducible \((\mathfrak{g}, K)\)-modules\(^{20}\), and the generators act on them as
\[
\begin{cases} 
J_0 |j, m\rangle &= m |j, m\rangle \\
J_+ |j, m\rangle &= \Gamma_+ (j, m) |j, m + 1\rangle \\
Q |j, m\rangle &= -j(j+1) |j, m\rangle,
\end{cases} \tag{2.24}
\]
where
\[
\Gamma_+ (j, m) := \imath \sqrt{j + m} \sqrt{j + m + 1}. \tag{2.25}
\]
The vectors \(|j, m\rangle\) form an orthogonal basis\(^{21}\) for the vector space of the representation, with \(j\) being a label for the representation and \(m\) enumerating the vectors; their possible values depend on the representation class, which can be one of the following\(^{22}\):

- \textit{Positive discrete series} \(D^+_j\): infinite-dimensional lowest weight (with a lower bound on \(m\)) modules, with
  \[
  j \in \left\{ -\frac{1}{2}, 0, \frac{1}{2}, 1, \ldots \right\} \quad \text{and} \quad m \in \{ j + 1, j + 2, j + 3, \ldots \}.
  \]
2. WE theorem and JS representation for the 3D and 4D Lorentz group

- **Negative discrete series** $D_j^{-}$: infinite-dimensional highest weight (with an upper bound on $m$) modules, with
  
  \[ j \in \left\{ -\frac{1}{2}, 0, \frac{1}{2}, 1, \ldots \right\} \quad \text{and} \quad m \in \left\{ -j - 1, -j - 2, -j - 3, \ldots \right\}. \]

- **Continuous series** $C_j^\varepsilon$: infinite-dimensional modules of parity $\varepsilon \in \{0, \frac{1}{2}\}$, with
  
  \[ m \in \varepsilon + Z \quad \text{and} \quad j \in \mathbb{C}; \]

  when $j$ is (half-)integer, there is the additional constraint
  
  \[ j - \varepsilon \notin \mathbb{Z}. \]

  Moreover, the representations $C_j^\varepsilon$ and $C_{-j}^{-\varepsilon}$ are isomorphic.

- **Finite-dimensional series** $F_j$: isomorphic to the unitary SU(2)-modules\(^{23}\), with
  
  \[ j \in \{0, \frac{1}{2}, 1, \ldots\} \quad \text{and} \quad m \in \{-j, -j + 1, \ldots, j - 1, j\}. \]

  They are the only finite-dimensional modules, with dimension $2j + 1$.

  Of these representations, the only unitary ones are the whole discrete (positive and negative) series, the continuous series with either
  
  \[ j \in \left\{ -\frac{1}{2} + i s \mid s \neq 0 \right\}, \quad \varepsilon = 0, \frac{1}{2}, \quad (2.26) \]

  known as the **principal series**, or
  
  \[ j \in (-1, 0), \quad \varepsilon = 0, \quad (2.27) \]

  known as the **complementary series**, and, among the finite-dimensional ones, only the **trivial representation** $F_0$. Of these, the only ones appearing in the **Plancherel decomposition**\(^{24}\) are the principal series and the discrete series with $j \geq 0$. Note that the inner product on the Hilbert space of non-unitary representations, such as the $F_j$, is **not preserved** by the action of spin(2,1).

2.3.2 Product of finite and discrete modules

Consider the coupling $F_j \otimes D_j^+$ of a finite-dimensional module and one from the discrete positive series, with $j \geq \frac{1}{2}$. The generators of spin(2,1) act on this module as

\[ J_0 \equiv J_0 \otimes 1 + \mathbb{1} \otimes J_0, \quad J_\pm \equiv J_\pm \otimes \mathbb{1} \otimes J_\pm. \quad (2.28) \]

**Remark.** The **discrete negative module** $D_j^-$ is the dual module to $D_j^+$, i.e., they are related by the change

\[ J_0 \rightarrow -J_0, \quad J_\pm \rightarrow -J_\pm, \quad |j, m\rangle \rightarrow (-1)^m |j, -m\rangle. \]

Conversely, $F_j$ is dual to itself, i.e., it remains unchanged under the same change. For this reason, the results in this section will be proved for $D_j^+$ only: the analogues for the negative module trivially follow by transforming operators and vectors for both the finite and the discrete series.

---

\(^{23}\)As $\text{spin}(2,1)_c \equiv \text{su}(2)_c$ representations.

\(^{24}\)i.e., those with non-zero Plancherel measure.
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Such a module is not generally irreducible. In order to find out if $F_\gamma \otimes D^+_j$ can be decomposed in terms of irreducible modules of spin(2,1)—a non-trivial task, since the module is not unitary—we will consider the algebraically equivalent problem of diagonalising (if possible) the Casimir $Q$. Solving the eigenvalue equation for generic $\gamma$ is not easy; instead, the approach will be to explicitly find the eigenvectors and then show that, under certain conditions, they provide a basis for the product space.

To avoid confusion, the basis elements of the finite-dimensional series will be denoted by

$$|\gamma, \mu\rangle, \quad \mu \in \{-\gamma, \ldots, \gamma\}$$

from now on. Since both $F_\gamma$ and $D^+_j$ are lowest weight modules, i.e., $J_-$ annihilates one of their basis elements, their tensor product has to be as well. In fact, the vector

$$|\psi_{(-\gamma)}\rangle := |\gamma, -\gamma\rangle \otimes |j, j + 1\rangle$$

satisfies

$$J_-|\psi_{(-\gamma)}\rangle = 0;$$

an element of $F_\gamma \otimes D^+_j$ satisfying this property will be called a lowest weight vector. $|\psi_{(-\gamma)}\rangle$ is trivially a $Q$-eigenvector: from (2.32) follows that

$$Q|\psi_{(-\gamma)}\rangle = -J_0(J_0 - 1)|\psi_{(-\gamma)}\rangle = -(j - \gamma)(j - \gamma + 1)|\psi_{(-\gamma)}\rangle,$$

since

$$J_0 |\gamma, \mu\rangle \otimes |j, m\rangle = (m + \mu)|\gamma, \mu\rangle \otimes |j, m\rangle.$$

This is not the only lowest weight vector; in fact, we have

**Proposition 2.3.** For the coupling $F_\gamma \otimes D^+_j$, the vectors

$$|\psi_{(\mu)}\rangle = \sum_{v = -\gamma}^\mu (-1)^{v+\gamma} \prod_{\sigma = -\gamma}^{v-1} \frac{\Gamma_+(j, j + \mu - \sigma)}{\Gamma_+(\gamma, \sigma)} |\gamma, v\rangle \otimes |j, j + 1 + \mu - v\rangle,$$

with $\mu \in \{-\gamma, \ldots, \gamma\}$ are lowest weight vectors and $Q$-eigenvectors, with respective eigenvalues

$$q_{(\mu)} := -(j + \mu)(j + \mu + 1).$$

**Proof.** First notice that each $|\psi_{(\mu)}\rangle$ is non-vanishing. Acting on it with $J_-$, we get

$$\sum_{v = -\gamma}^\mu (-1)^{v+\gamma} \prod_{\sigma = -\gamma}^{v-1} \frac{\Gamma_+(j, j + \mu - \sigma)}{\Gamma_+(\gamma, \sigma)} |\gamma, v - 1\rangle \otimes |j, j + 1 + \mu - v\rangle +$$

$$\sum_{v = -\gamma}^\mu (-1)^{v+\gamma} \prod_{\sigma = -\gamma}^{v-1} \frac{\Gamma_+(j, j + \mu - \sigma)}{\Gamma_+(\gamma, \sigma)} |\gamma, v\rangle \otimes |j, j + \mu - v\rangle,$$

where the property

$$\Gamma_+(j, m - 1) = \Gamma_-(j, m)$$

(2.35)
was used. Relabelling the dummy index \( v \) in the first sum and noticing that the term \( v = \mu \) vanishes in the second one, we can rewrite this as

\[
\sum_{v=-y}^{\mu-1} (-1)^{y+v} \prod_{\sigma=-y}^{v} \frac{\Gamma_+(j, j + \mu - \sigma)}{\Gamma_+(y, \sigma)} \Gamma_+(y, v) |j, j + \mu - v\rangle = 0. \tag{2.36}
\]

Again, the action of the Casimir is trivially given by

\[
Q|\psi(\mu)\rangle = -J_0(J_0 - 1)|\psi(\mu)\rangle = -(j + \mu)(j + \mu + 1)|\psi(\mu)\rangle. \tag{2.37}
\]

The fact that a finite number of eigenvectors exist does not mean \( Q \) is diagonalisable. Instead of working in an infinite-dimensional setting, however, we can take advantage of the tensor product basis vectors of \( F_+ \otimes D_+^\dagger \) being \( J_0 \)-eigenvectors: the space can be decomposed as \[F_+ \otimes D_+^\dagger = \bigoplus_{M=j+1-y}^\infty V_M, \tag{2.38}\]

where the \( V_M \) are the orthogonal subspaces spanned by

\[
| (\mu) M \rangle := | y, \mu \rangle \otimes | j, M - \mu \rangle, \quad \mu \in \{-y, \ldots, \min(y, M - j - 1)\}. \tag{2.39}
\]

Each \( V_M \) is finite-dimensional and, since \([ Q, J_0 ] = 0\), we can work with the restriction \( Q_M := Q|_{V_M} \), satisfying

\[
Q_M(V_M) \subseteq V_M. \tag{2.40}
\]

The total Casimir \( Q \) will be diagonalisable if and only if each \( Q_M \) is. In order to prove whether \( Q \) is diagonalisable or not and under which conditions, the following two lemmas will be needed.

**Lemma 2.2.** If \( j > y - 1 \), then the repeated action of \( J_+ \) on a lowest weight vector never vanishes; that is, for every \( \mu \),

\[
(J_+)^n|\psi(\mu)\rangle \neq 0 \quad \forall n \in \mathbb{N}.
\]

**Proof.** Suppose the lemma is not true for an arbitrary \( \mu \), and let \( n \geq 1 \) be the smallest integer such that

\[
(J_+)^n|\psi(\mu)\rangle = 0; \tag{2.41}
\]

then we have \((J_+)^{n-1}|\psi(\mu)\rangle \neq 0\) and, since \( Q \) and \( J_+ \) commute,

\[
Q(J_+)^{n-1}|\psi(\mu)\rangle = (J_+)^{n-1}Q|\psi(\mu)\rangle = q(\mu)(J_+)^{n-1}|\psi(\mu)\rangle. \tag{2.42}
\]

On the other hand

\[
Q(J_+)^{n-1}|\psi(\mu)\rangle = -J_0(J_0 + 1)(J_+)^{n-1}|\psi(\mu)\rangle + J_-(J_+)^n|\psi(\mu)\rangle = q(\mu+n)(J_+)^{n-1}|\psi(\mu)\rangle, \tag{2.43}
\]

\[2^{\text{nd}} \text{WE theorem and JS representation for the 3D and 4D Lorentz group}\]
since
\[(J_+)^{n-1}\psi_{(\mu)} \in V_{j+\mu+n}.\] (2.44)
This is only possible if \(q_{(\mu)} = q_{(\mu+n)}\), that is
\[(j + \mu)(j + \mu + 1) = (j + \mu + n)(j + \mu + n + 1),\] (2.45)
which is equivalent to
\[n(n + 2j + 2\mu + 1) = 0.\] (2.46)
However, since \(\mu \geq -\gamma\) and \(j > \gamma - 1\), we have
\[
\begin{cases}
  n \geq 1 \\
  n + 2j + 2\mu + 1 > 1 + 2(\gamma - 1) - 2\gamma + 1 = 0,
\end{cases}
\] (2.47)
which leads to a contradiction. 
\[\square\]

**Lemma 2.3.** The values
\[q_{(\mu)} = -(j + \mu)(j + \mu + 1), \quad \mu \in \{-\gamma, \ldots, \gamma\}, \quad j \in \mathbb{C}\]
are all distinct if and only if
\[j \notin \mathbb{Z}/2 \quad \text{or} \quad \begin{cases}
  j \in \mathbb{Z}/2 \\
  j \in (-\infty, -\gamma) \cup (\gamma - 1, \infty).
\end{cases}\]

*Proof.* Consider arbitrary \(\mu \neq v\). One can easily check that
\[q_{(\mu)} = q_{(v)} \iff (\mu - v)(\mu + v + 2j + 1) = 0.\] (2.48)
Since \(\mu\) and \(v\) are different, this is equivalent to solving
\[\mu + v = -2j - 1.\] (2.49)
The LHS is an integer number, so if \(j \notin \mathbb{Z}/2\) there is no solution, i.e., the \(q_n\)’s are all different. Suppose now that \(j \in \mathbb{Z}/2\). The LHS is subject to the constraint (remember \(\mu \neq v\))
\[|\mu + v| < 2\gamma,\] (2.50)
so that a solution exists if and only if
\[|2j + 1| < 2\gamma.\] (2.51)
Since \(j\) can only change by half-integer steps, it follows that coinciding \(q_{(\mu)}\)’s exist if and only if \(j \leq \gamma - 1\) and \(j \geq -\gamma\). Consequently, they are all different if and only if \(j > \gamma - 1\) or \(j < -\gamma\). 
\[\square\]

We can now prove, under certain conditions, the diagonalisability of \(Q\).
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**Proposition 2.4.** When \( j > y - 1 \), the operator \( Q_M \) is diagonalisable, with distinct eigenvalues

\[
q_\mu = -(j + \mu)(j + \mu + 1), \quad \mu \in \{-y, \ldots, \min(y, M - j - 1)\}.
\]

It follows that \( Q \) is overall diagonalisable.

**Proof.** Define, up to a normalisation factor, the vectors

\[
|j + \mu, M\rangle := (J_+)^{M-j-1-\mu}|\psi(\mu)\rangle \in V_M, \quad \mu \in \{-y, \ldots, \min(y, M - j - 1)\};
\]

owing to Lemma 2.2, they are all non-vanishing. Moreover, since \( Q \) commutes with \( J_+ \), they are \( Q_M \)-eigenvectors, with eigenvalues \( q_\mu \). Finally, it follows from Lemma 2.3 that the eigenvalues are all distinct: since the number of eigenvalues equals the dimension of \( V_M \), \( Q_M \) is diagonalisable.

**Proposition 2.5.** When \( j \leq y - 1 \), the operator \( Q_{j+1+y} \) is not diagonalisable. It follows that \( Q \) is overall not diagonalisable.

**Proof.** The proof is divided in two parts: first we show that the only possible eigenvalues of \( Q_{j+1+y} \) are the \( q_\mu \)'s, then we use this fact to prove that \( Q_{j+1+y} \) is not diagonalisable.

(i) Suppose there is a non-zero eigenvector \( |\varphi\rangle \in V_{j+1+y} \), with eigenvalue

\[
\varphi \neq q_\mu, \quad \mu \in \{-y, \ldots, y\}.
\]

It must be

\[
(J_-)|\varphi\rangle = 0
\]

for some

\[
n \in \{1, 2, \ldots, 2y + 1\},
\]

since there is only one vector in \( V_{j+1+y} \), and it is annihilated by \( J_- \). Let \( N \) be the smallest such number; then \( (J_-)^{|N-1}|\varphi\rangle \neq 0 \) and

\[
Q(J_-)^{|N-1}|\varphi\rangle = (J_-)^{|N-1}Q|\varphi\rangle = \varphi(J_-)^{|N-1}|\varphi\rangle,
\]

while at the same time

\[
Q(J_-)^{|N-1}|\varphi\rangle = -J_0(J_0 - 1)(J_-)^{|N-1}|\varphi\rangle + J_+(J_-)^{|N}|\varphi\rangle = q_{(y-N-1)}(J_-)^{|N-1}|\varphi\rangle.
\]

It follows that \( \varphi \) equals one of the \( q_\mu \)'s, which is a contradiction.

(ii) Notice that, since \( j \geq -\frac{1}{2} \), it is always \( j \geq -y \). Then, since \( j \leq y - 1 \), it follows from Lemma 2.3 that there are at most \( 2y \) distinct eigenvalues. However, by acting with \( Q_{j+1+y} \) on the basis vectors

\[
|\{\mu\} j + 1 + y\rangle = |y, \mu\rangle \otimes |j, j + 1 + y - \mu\rangle \in V_{j+1+y},
\]

we find that the matrix elements\(^{26}\)

\[
Q_{\mu \nu} := (|\{\mu\} j + 1 + y\rangle|\nu\rangle j + 1 + y\rangle)
\]

---

\(^{26}\)Here \((e_i|A|e_j)\) denotes a matrix element of the operator \( A \) in the (possibly non-orthonormal) basis \( \{e_i\}_i \). If the basis is orthonormal then \((e_i|A|e_j) \equiv (e_i|A|e_j). \)
vanish unless
\[ \mu = \nu \quad \text{or} \quad \mu = \nu \pm 1; \] (2.60)
in other words, \( Q_{\mu\nu} \) are the entries of a tridiagonal matrix (see Appendix A.1). In particular, since the superdiagonal entries
\[ Q_{\mu,\mu+1} = \Gamma_+ (j, \mu \Gamma_-(j, j+1 + \gamma - \mu), \quad \mu \leq \gamma - 1 \] (2.61)
are all non-zero, it follows from Proposition A.1 that the eigenspaces of \( Q_{j+1\gamma} \) are all 1-dimensional. As a consequence, there are at most \( 2\gamma \) eigenvectors, which means \( Q_{j+1\gamma} \) is not diagonalisable, as \( \dim V_{j+1\gamma} = 2\gamma + 1 \). Since \( Q_M \) is non-diagonalisable for at least one \( M, Q \) will not be diagonalisable as well.

\[ \square \]

**Summary**

The coupling \( F_j \otimes D_j^+ \) can be decomposed in irreducible modules if and only if \( j > \gamma - 1 \). An eigenbasis for \( Q \) can be constructed by defining recursively
\[ |J, M+1\rangle = \frac{1}{\Gamma_+(J, M)} J_+ |J, M\rangle, \quad J \in \{ j - \gamma, \ldots, j + \gamma \}, \] (2.62)
starting from\(^27\)
\[ |J, J+1\rangle \propto |\psi_{J-j}\rangle, \] (2.63)
which satisfy
\[ Q|J, M\rangle = -J(J+1)|J, M\rangle, \quad J_0|J, M\rangle = M|J, M\rangle. \] (2.64)
Lemma 2.2 guarantees that these vectors are all non-zero, so that each \( Q \)-eigenspace behaves as the discrete positive module\(^28\) \( D_j^+ \). In terms of the the old basis elements, the change of basis must be of the form
\[ |j + \mu, M\rangle = \sum_{\nu=-\gamma}^{\Omega_M} A^M_{\nu\mu}(j, \gamma) |\nu\rangle |M\rangle, \quad \mu \in \{-\gamma, \ldots, \Omega_M\}, \] (2.65)
where
\[ \Omega_M := \min (\gamma, M - j - 1), \] (2.66)
with the \( A^M_{\nu\mu} \)'s forming an invertible matrix; they will be called Clebsch–Gordan coefficients, in analogy with \( su(2) \) representation theory. More generally, we can write
\[ |J, M\rangle = \sum_{\mu=-\gamma}^{\gamma} \sum_{m=J+1}^{\infty} A(\gamma, \mu; j, m|J, M) |\gamma, \mu\rangle \otimes |j, m\rangle, \] (2.67)
where\(^29\)
\[ A(\gamma, \mu; j, m|J, M) := A^M_{\mu, J-j}(j, \gamma) \delta_{m+\mu, M} \] (2.68)
will also be called Clebsch–Gordan coefficients.

Analogous results are easily found for the coupling with \( D_j^- \). We can write the result in a compact form as
\[ F_j \otimes D_j^\pm = \bigoplus_{j=j-\gamma}^{j+\gamma} D_j^\pm, \quad j > \gamma - 1, \] (2.69)
where we use the symbol \( \oplus \) to emphasise that this (algebraic) direct sum of modules is not an orthogonal direct sum\(^30\).

\(^27\) Up to a normalisation factor.
\(^28\) Note that \( J_0|J, J+1\rangle = 0 \) as \( |J, J+1\rangle \) is a lowest weight vector.
\(^29\) Note that \( |\gamma, \mu\rangle \otimes |j, M-\mu\rangle \) vanishes for \( \mu \geq \Omega_M \).
\(^30\) In fact, one can check that \( Q \) is not Hermitian, as \( F_j, \gamma \geq \frac{1}{2} \) is non-unitary, so there is no reason to expect the \( Q \)-eigenbasis to be orthogonal.
2.3.3 Product of finite and continuous modules

Consider now the coupling \( F_y \otimes C^e_j \) of a finite-dimensional module and a generic one from the continuous series, not necessarily unitary. The technique used for the discrete series will not work here since the spectrum of \( J_0 \) is unbounded, hence a different approach is needed.

We will work again individually on each \( J_0 \)-eigenspace \( V_M, M \in \varepsilon + \gamma + \mathbb{Z} \), with basis vectors

\[
|\( \mu \rangle M \rangle = |\gamma, \mu \rangle \otimes |j, M - \mu \rangle, \quad \mu \in \{-\gamma, \ldots, \gamma\},
\]

and try to diagonalise \( Q_M \). Explicitly, we are interested in finding a change of basis

\[
|I_{(\mu)} \rangle M \rangle = \sum_{\nu = -\gamma}^{\gamma} A^M_{\nu \mu}(j, \gamma) |(\nu) M \rangle, \quad \mu \in \{-\gamma, \ldots, \gamma\},
\]

with

\[
Q |I_{(\mu)} \rangle M \rangle = -I_{(\mu)} (I_{(\mu)} + 1) |I_{(\mu)} \rangle M \rangle.
\]

Remark. Since any non-trivial \( F_y \) is not unitary, the total Casimir is not Hermitian; moreover, one can easily check that it is not a normal operator either, i.e.

\[
[Q^\dagger_M, Q_M] \neq 0.
\]

As a consequence, not only the spectral theorem cannot be used to diagonalise it, but its eigenvectors will be non-orthogonal and the matrix \( A^M(j, \gamma) \) non-unitary.

Solving the eigenvalue equation explicitly for arbitrary \( \gamma \) is too difficult; however, one can easily do it for the 2-dimensional case \( \gamma = \frac{1}{2} \): each \( Q_M \) is diagonalisable if and only if \( j \neq -\frac{1}{2} \), with eigenvalues \( q_{(\pm \frac{1}{2})} \) (the corresponding Clebsch–Gordan coefficients are listed in Table B.1). Using this information, we can prove by induction that, when \( j \notin \mathbb{Z}/2 \), \( Q \) is diagonalisable for all \( \gamma \geq \frac{1}{2} \). The case \( j \in \mathbb{Z}/2 \) will be treated later with a different method.

**Proposition 2.6.** When \( j \notin \mathbb{Z}/2 \), the eigenvalues of \( Q_M \) for the coupling \( F_y \otimes C^e_j \) are

\[
q_{(\mu)} = -(j + \mu)(j + \mu + 1), \quad \mu \in \{-\gamma, \ldots, \gamma\},
\]

that is

\[
I_{(\mu)} = j + \mu.
\]

These are all distinct and do not depend on \( M \), so \( Q \) is diagonalisable.

**Proof.** (i) The proof proceeds by induction on half-integer \( \gamma \geq \frac{1}{2} \). As the statement is true for \( \gamma = \frac{1}{2} \), suppose that it is true for \( \gamma = \frac{1}{2} \) and consider the coupling \( F_y \otimes C^e_j \). The finite-dimensional modules are isomorphic to the irreducible unitary modules of \( \mathfrak{su}(2) \), seen as representations of the complexification \( \text{spin}(2, 1)_C \cong \mathfrak{su}(2)_C \). Consequently, the well-known result of \( \mathfrak{su}(2) \) recoupling theory

\[
F_y = F_{\gamma} \otimes F_{-\gamma + 1} \cong F_{-\gamma - 1} \otimes F_{\gamma}
\]
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can be used; explicitly,

$$|y, \mu\rangle \equiv \sum_{\sigma=-\frac{1}{2}}^{\frac{1}{2}} \sum_{\lambda=-\frac{1}{2}}^{\frac{1}{2}} \langle \frac{1}{2}, \sigma; y - \frac{1}{2}, \lambda | y, \mu \rangle | \frac{1}{2}, \sigma \rangle \otimes | y - \frac{1}{2}, \lambda \rangle,$$  

(2.74)

where

$$\langle \frac{1}{2}, \sigma; y - \frac{1}{2}, \lambda | y, \mu \rangle$$

(2.75)

are the $\text{su}(2)$ Clebsch–Gordan coefficients. We can then write, since $F_{\gamma - \frac{1}{2}} \otimes C^f_j$ is decomposable by induction hypothesis,

$$|y, \mu\rangle \otimes |j, M - \mu\rangle = \sum_{\sigma, \lambda} \langle \frac{1}{2}, \sigma; y - \frac{1}{2}, \lambda | y, \mu \rangle | \frac{1}{2}, \sigma \rangle \otimes \left( | y - \frac{1}{2}, \lambda \rangle \otimes | j, M - \mu \rangle \right)$$

$$= \sum_{\sigma, \lambda} \langle \frac{1}{2}, \sigma; y - \frac{1}{2}, \lambda | y, \mu \rangle | \frac{1}{2}, \sigma \rangle \otimes \sum_{\kappa=-\gamma+\frac{1}{2}}^{\gamma-1} B^M_{\kappa \lambda} (j, y - \frac{1}{2}) | j + \kappa, M - \sigma \rangle$$

(2.76)

where the $B^M_{\kappa \lambda}$ are the inverse Clebsch–Gordan coefficients, i.e., $B^M$ is the inverse of the matrix $A^M$. In particular, when $\mu = -y$, the only non-zero $\text{su}(2)$ coefficient is $^\text{33}$

$$\langle \frac{1}{2}, -\frac{1}{2}; y - \frac{1}{2}, -y + \frac{1}{2} | y, -y \rangle = 1$$

(2.77)

so that

$$|y, -y\rangle \otimes |j, M + y\rangle = \sum_{\rho=-\frac{1}{2}}^{\frac{1}{2}} \sum_{\kappa=-y+\frac{1}{2}}^{y-\frac{1}{2}} B^{M+\frac{1}{2}}_{\rho \kappa} (j, y - \frac{1}{2})$$

$$\times B^M_{\rho - \frac{1}{2}} (j + \kappa, \frac{1}{2}) (j + \rho + \kappa, M),$$

(2.78)

where the $(j + \kappa)$ label in the vector indicates it comes from the coupling

$$| \frac{1}{2}, -\frac{1}{2} \rangle \otimes | j + \kappa, M + \frac{1}{2} \rangle.$$  

(2.79)

There are exactly $4y$ vectors on the RHS of (2.78): they are

$$\left\{ |(j - y + \frac{1}{2}) j - y, M\rangle, |(j + \mu + \frac{1}{2}) j + \mu, M\rangle \quad \text{for} \quad \mu \in \{-y + 1, \ldots, y - 1\} \right\}$$

(2.80)

their $Q$-eigenvalues are

$$q(\mu) = -(j + \mu)(j + \mu + 1), \quad \mu \in \{-y, \ldots, y\},$$

(2.81)

which are all distinct$^\text{33}$, and they form a basis for the $M$ eigenspace in $V_{\frac{1}{2}} \otimes V_{-\frac{1}{2}} \otimes C^f_j$, i.e., they are independent.
As shown in Appendix B.1, Clebsch–Gordan coefficients satisfy the property
\begin{equation}
B^M_{\nu+1,-\nu}(j, \gamma) = \alpha_\nu(j, \gamma) \frac{\sqrt{j + \nu - M + 1}}{\sqrt{j + \nu + M + 1}} B^M_{\nu,-\nu}(j, \gamma),
\end{equation}
where \( \alpha_\nu \) is fixed by the normalisation convention and does not depend on \( M \). Using this formula and the fact that (see Table B.1)
\begin{equation}
B^M_{\rho,-\frac{1}{2}}(j + \kappa, \frac{1}{2}) = \begin{cases}
\frac{\sqrt{j + \kappa + M + \frac{1}{2}}}{\sqrt{2j + 2\kappa + 1}} & \text{if } \rho = -\frac{1}{2} \\
\frac{\sqrt{j + \kappa - M + \frac{1}{2}}}{\sqrt{2j + 2\kappa + 1}} & \text{if } \rho = \frac{1}{2},
\end{cases}
\end{equation}
we can write
\begin{equation}
|(-\gamma)M| = |\gamma, -\gamma \rangle \otimes |j, M + \gamma\rangle = \sum_{\nu = -\gamma}^{\gamma} B^M_{\nu,-\nu}(j, \gamma)|j + \nu, M\rangle
\end{equation}
for some coefficients \( B^M_{\nu,-\nu} \), where the vectors on the RHS are defined up to a normalisation factor as
\begin{equation}
|J, M\rangle \propto \begin{cases}
|(J + \frac{1}{2})J, M\rangle & \text{if } J = j - \gamma \\
|(J - \frac{1}{2})J, M\rangle & \text{if } J = j + \gamma \\
\frac{1}{\sqrt{2}}(J - \frac{1}{2})J, M\rangle - \frac{\beta(j)}{\sqrt{2\gamma + 1}}(J + \frac{1}{2})J, M\rangle & \text{otherwise},
\end{cases}
\end{equation}
with
\begin{equation}
\beta(j + \kappa + \frac{1}{2}) = \alpha_\kappa(j, \gamma - \frac{1}{2}).
\end{equation}
Since these vectors live in different \( Q \)-eigenspaces, they are necessarily independent.

(ii) Suppose now that the vectors \( |J, M\rangle \) defined in (2.85) belong to \( V_M \); then they would be \( 2\gamma + 1 \) independent eigenvectors in \( V_M \), i.e., an eigenbasis, which proves the proposition. It only remains to show that this is indeed true; it can be done by induction as well. We can easily check that, for \( \mu < \gamma \),
\begin{equation}
Q|\mu\rangle \in \text{span}\{|(\mu - 1)M\rangle, |(\mu)M\rangle, |(\mu + 1)M\rangle\},
\end{equation}
with
\begin{equation}
((\mu + 1)M|Q|\mu\rangle = \Gamma_+\langle \gamma, \mu\rangle \Gamma_-(j, M - \mu) \neq 0;
\end{equation}
consequently, it must be
\begin{equation}
|(\mu + 1)M\rangle \in \text{span}\{|(\mu - 1)M\rangle, |(\mu)M\rangle, Q|\mu\rangle\}.
\end{equation}
Now suppose that
\begin{equation}
|(\mu - 1)M\rangle, |(\mu)M\rangle \in \text{span}\{|J, M\rangle \mid J = j - \gamma, \ldots, j + \gamma\};
\end{equation}
\footnote{Recall that \( Q|J, M\rangle \propto |J, M\rangle \).}
so that, as a consequence of (2.89), it must be

\[(\mu + 1)M \in \text{span}\{[J, M] \mid J = j - \gamma, \ldots, j + \gamma\}\]

(2.92)
as well. Since when \(\mu = -\gamma\) the hypothesis is valid\(^{35}\), it follows by induction that every basis vector \([\mu]M\) can be written as a linear combination of the independent \([J, M]\) vectors. As their number matches, the latter must form a basis for \(V_M\), so that they are, in fact, eigenvectors for \(Q_M\).

When \(j \in \mathbb{Z}/2\), \(Q_M\) is not always diagonalisable. In order to prove when it can be done, the following Lemma is needed.

**Lemma 2.4.** When \(j \in \mathbb{Z}/2\), the eigenvalues of \(Q_M\) for the coupling \(F_\gamma \otimes C^j_\epsilon\) are given by

\[q(\mu) = -(j + \mu)(j + \mu + 1), \quad \mu \in \{-\gamma, \ldots, \gamma\}\]

Proof. The result follows by continuity from Proposition 2.6. First notice that the function\(^{36}\)

\[d^M_\lambda : j \in \mathbb{R} \mapsto \text{det}(Q_M(j) - \lambda \mathbb{1}) \in \mathbb{C},\]

(2.93)
is continuous since it is a product of continuous functions\(^{37}\) of \(j\). Moreover, for \(j \notin \mathbb{Z}/2\), it is given by

\[d^M_\lambda(j) = \prod_{\mu = -\gamma}^{\gamma} [-(j + \mu)(j + \mu + 1) - \lambda],\]

(2.94)
as a consequence of Proposition 2.6. Now let \(k \in \mathbb{Z}/2\); since \(d\) is continuous, it must be

\[d^M_\lambda(k) = \lim_{j \to k} d^M_\lambda(j) = \prod_{\mu = -\gamma}^{\gamma} [-(k + \mu)(k + \mu + 1) - \lambda]\]

(2.95)
so that the eigenvalues of \(Q_M\) are the \(q(\mu)\)'s.

It is now possible to prove that

**Proposition 2.7.** When \(j \in \mathbb{Z}/2\), \(Q\) is diagonalisable for the coupling \(F_\gamma \otimes C^j_\epsilon\) if and only if \(j > \gamma - 1\) or \(j < -\gamma\).

Proof. We know from Lemma 2.3 that the eigenvalues of each \(Q_M\) (given by Lemma 2.4) are all distinct if and only if \(j > \gamma - 1\) or \(j < -\gamma\). However, like in the discrete case (see proof of Proposition 2.5), \(Q_M\) is represented in the \([\mu]M\) basis by a tridiagonal matrix with non-zero superdiagonal entries. It follows from Proposition A.1 that the \(Q_M\) are diagonalisable if and only if the eigenvalues are all different, i.e., \(j > \gamma - 1\) or \(j < -\gamma\), as required.

\(^{35}\)Note that \([(-\gamma - 1)M] \equiv 0\).

\(^{36}\)Here \(Q_M(j)\) is the matrix representing \(Q_M\) in the coupling \(F_\gamma \otimes C^j_\epsilon\), where \(\gamma\) is fixed.

\(^{37}\)One can easily check that the entries of \(Q_M(j)\) are continuous in \(j\).
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Summary

The coupling $F_j \otimes C_j^\epsilon$ can be decomposed in irreducible modules if and only if $j \notin \mathbb{Z}/2$ or when $j$ is (half-)integer, if $j > \gamma - 1$ or $j < -\gamma$. One can check directly that each $Q$-eigenspace behaves as a continuous module: in fact, either

\[ j \notin \mathbb{Z}/2 \quad \Rightarrow \quad J \notin \mathbb{Z}/2 \quad (2.96) \]

or

\[ \begin{cases} j \in \mathbb{Z}/2 \\ j - \epsilon \notin \mathbb{Z} \end{cases} \quad \Rightarrow \quad \begin{cases} j \in \mathbb{Z}/2 \\ J - E \notin \mathbb{Z}, \end{cases} \quad (2.97) \]

where

\[ E := \begin{cases} 0 & \text{if } \epsilon + \gamma \in \mathbb{Z} \\ \frac{1}{2} & \text{if } \epsilon + \gamma \in \frac{1}{2} + \mathbb{Z}; \end{cases} \quad (2.98) \]

in both cases

\[ \Gamma_x (J, M) \neq 0, \quad \forall J \in \{ j - \gamma, \ldots, j + \gamma \}, \quad \forall M \in E + \mathbb{Z}. \quad (2.99) \]

The Clebsch–Gordan coefficients can be found by solving the eigenvalue problem for the matrix representation of $Q_M$, with $M$ arbitrary; the coefficients for the specific cases of $\gamma = \frac{1}{2}, 1$ with arbitrary $C_j^\epsilon$ can be found respectively in Tables B.1 and B.2.

As with the coupling with discrete representations, we can write the result in the compact form

\[ F_j \otimes C_j^\epsilon = \bigoplus_{j = \pm \gamma} C_j^E, \quad (2.100) \]

with the restriction that, if $j \notin \mathbb{Z}/2$, $j > \gamma - 1$ or $j < -\gamma$.

2.3.4 Jordan–Schwinger representation

An application of the Wigner–Eckart theorem to the non-compact group Spin(2, 1) will be presented here. It is well known in the quantum theory of angular momentum, where the Lie group SU(2) is used, that the generators of the algebra (physically corresponding to infinitesimal rotations) can be expressed in terms of a pair of uncoupled quantum harmonic oscillators; this result is known as Jordan–Schwinger representation. Explicitly, the $su(2)_L$ generators $K_z, K_\pm$ and $K_\mp$ with commutation relations

\[ [K_z, K_\pm] = \pm K_\pm, \quad [K_+, K_-] = 2K_z \quad (2.101) \]

can be expressed as

\[ K_z = \frac{1}{2}(a^\dagger a - b^\dagger b), \quad K_+ = a^\dagger b, \quad K_- = b^\dagger a, \quad (2.102) \]

where $a$ and $b$ are quantum harmonic oscillators, i.e., satisfy

\[ [a, a^\dagger] = [b, b^\dagger] = 1, \quad (2.103) \]
and all the other commutators vanish. More generally, $a, a^\dagger, b, b^\dagger$ and $\mathbb{1}$ form a complex unitary representation of the 5-dimensional Heisenberg algebra $\mathfrak{h}_2(\mathbb{R})$.

One may ask if a similar result holds for the $(g, K)$-modules of Spin$(2, 1)$: the answer is positive for the discrete and finite-dimensional series, but an analogous construction for the continuous series is not easily guessed and, in fact, was not available until recently\(^{40}\). It will be shown here how the Wigner–Eckart theorem can be used to find an analogue of the Jordan–Schwinger representation for Spin$(2, 1)$, which covers all representation classes.

First notice that the Wigner–Eckart theorem for a Spin$(2, 1)$ tensor operator\(^{41}\)

$$\tau : F_\gamma \otimes V_j \to V_{j'},$$

with components

$$\tau_\mu : |j, m\rangle \in V_j \to \tau(|j, m\rangle \otimes |j, m\rangle) \in V_{j'},$$

(2.104)

takes the form

$$(j', m'|\tau\rangle j, m) = (j\parallel\tau\parallel j) B(j', m'|, y, \mu; j, m),$$

(2.105)

where $(j\parallel\tau\parallel j)$ (usually called the reduced matrix element) does not depend on $m, m'$ or $\mu$ and $B(j', m'|, y, \mu; j, m)$ are the inverse Clebsch–Gordan coefficients\(^{42}\)

$$B(j', m'|, y, \mu; j, m) : = B^m_{j'-j, \mu}(j, y) \delta_{m+m',\mu}.$$ (2.106)

Now note that a tensor operator

$$V : F_1 \otimes V_j \to V_j$$ (2.108)

can be constructed out of the algebra generators, with components

$$V_{\pm t} = \mp i J_\pm, \quad V_0 = -\sqrt{2} J_0;$$ (2.109)

in fact

$$[J_0, V_\mu] = \mu V_\mu, \quad [J_\pm, V_\mu] = \Gamma_\pm (1, \mu).$$ (2.110)

An alternative way to look at the Jordan–Schwinger construction is to look for two tensor operators

$$T : F_\frac{1}{2} \otimes V_j \to V_{j-\frac{1}{2}}, \quad \overline{T} : F_\frac{1}{2} \otimes V_j \to V_{j+\frac{1}{2}}$$ (2.111)

that can be combined to obtain $V$. Explicitly, we make the ansatz

$$V_\mu = \sum_{\mu_1=-\frac{1}{2}}^{\frac{1}{2}} \sum_{\mu_2=\frac{1}{2}}^{\frac{1}{2}} (\frac{1}{2}, \mu_1; \frac{1}{2}, \mu_2; 1, \mu) T_{\mu_1} \overline{T}_{\mu_2}.$$ (2.112)

It can be shown\(^{43}\) that the RHS (2.112) is indeed a tensor operator $F_1 \otimes V_j \to V_j$; the Clebsch–Gordan coefficients appearing in it are\(^{44}\)

$$\langle \frac{1}{2}, \mu_1; \frac{1}{2}, \mu_2; 1, \mu \rangle = \frac{\sqrt{(1-\mu)! (1+\mu)!}}{\sqrt{2}}$$ (2.113)

\(^{40}\)Sellaroli, ‘Wigner–Eckart theorem for the non-compact algebra $sl(2, \mathbb{R})$’.

\(^{41}\)Here $V_j$ is an irreducible $(g, K)$-module of Spin$(2, 1)$, on which the Casimir acts as $Q \equiv -j(j+1)\mathbb{1}$. Moreover, we assume the module $F_\gamma \otimes V_j$ is decomposable.

\(^{42}\)Barut and Rązka, Theory of Group Representations and Applications, chap. 9.

\(^{43}\)Varshalovich, Moskalev and Khersonskii, ‘Clebsch–Gordan Coefficients and 3jm Symbols’.
so that, in terms of the generators,

\[ J_\pm = \pm i T_\pm \tilde{T}_\pm, \quad J_0 = -\frac{1}{2}(T_- \tilde{T}_+ + T_+ \tilde{T}_-), \]

with the shorthand notation

\[ T_\pm := T_\pm^{\frac{1}{2}}. \]

We know from the Wigner–Eckart theorem that the matrix elements of \( T \) and \( \tilde{T} \) are

\[ (j - \frac{1}{2}, m'|T_\mu|j, m) = f(j) B(j - \frac{1}{2}, m'|\frac{1}{2}, \mu; j, m) \]  
\[ (j + \frac{1}{2}, m'|\tilde{T}_\mu|j, m) = \tilde{f}(j) B(j + \frac{1}{2}, m'|\frac{1}{2}, \mu; j, m), \]

where \( f \) and \( \tilde{f} \) are arbitrary functions. The matrix elements of the generators are known: using the ansatz, we get

\[ \Gamma_\pm(j, m) = \langle j, m + 1|T_\pm|j, m \rangle = \langle j, m + 1|T_\pm|j + \frac{1}{2}, m + \frac{1}{2} \rangle \]

\[ \Gamma_\pm(j, m) = \langle j, m + 1|T_\pm|j + \frac{1}{2}, m + \frac{1}{2} \rangle \tilde{T}_\pm|j, m \rangle. \]

The RHS can be evaluated, assuming the decomposition exists of \( F_\frac{1}{2} \oplus V_j \) exists, with the Clebsch–Gordan coefficients from Table B.1, which give

\[ \langle j, m + 1|J_\pm|j, m \rangle = \frac{f(j + \frac{1}{2})\tilde{f}(j)}{\sqrt{2j + 1}} \Gamma_\pm(j, m), \]

so that it must be

\[ \frac{f(j - \frac{1}{2})\tilde{f}(j)}{\sqrt{2j + 1}} = 1. \]

Similarly

\[ (j, m - 1|J_\pm|j, m) = \frac{f(j + \frac{1}{2})\tilde{f}(j)}{\sqrt{2j + 1}} \Gamma_\pm(j, m) \]

and

\[ (j, m|J_0|j, m) = \frac{f(j + \frac{1}{2})\tilde{f}(j)}{\sqrt{2j + 1}} m, \]

which means the ansatz is true whenever (2.119) holds. The choice

\[ f(j) = \tilde{f}(j) = \sqrt{2j + 1} \]

will be used here. The action of \( T \) and \( \tilde{T} \) is thus

\[ T_-|j, m\rangle = -\sqrt{j + m}|j - \frac{1}{2}, m - \frac{1}{2}\rangle \]
\[ T_+|j, m\rangle = \sqrt{j - m}|j - \frac{1}{2}, m + \frac{1}{2}\rangle \]
\[ \tilde{T}_-|j, m\rangle = \sqrt{j - m + 1}|j + \frac{1}{2}, m - \frac{1}{2}\rangle \]
\[ \tilde{T}_+|j, m\rangle = \sqrt{j + m + 1}|j + \frac{1}{2}, m + \frac{1}{2}\rangle, \]
from which it follows that
\[ [T_+, T_-] = [\bar{T}_-, T_-] = \mathbb{1}, \]
with all other commutators vanishing.

These commutation relations closely resemble those of the harmonic oscillator and, in fact, generalise them. For example, when the representation considered is \( F_j \) we find by inspection
\[ \bar{T}_\pm = \mp T_\pm. \]  
(2.125)

Renaming
\[ T_- = -a, \quad T_+ = b \]
we get
\[ J_+ = \frac{1}{2} \dot{a} b^\dagger - \frac{1}{2} b a^\dagger, \quad J_- = \frac{1}{2} (a^\dagger a - b b^\dagger), \]  
(2.126)

with \( a \) and \( b \) satisfying the harmonic oscillator commutation relation. Analogously, for the discrete series \( D_j^\pm \) with \( j \geq 0 \) we have
\[ \tilde{T}_\pm = \begin{cases} -T_\pm \quad & \text{for } D_j^+; \\ T_\mp \quad & \text{for } D_j^-; \end{cases} \]  
(2.128)

with the choice
\[ \begin{cases} T_- = a, \quad T_+ = \frac{1}{2} b^\dagger & \text{for } D_j^+ \\ T_- = a^\dagger, \quad T_+ = b & \text{for } D_j^- \end{cases} \]  
(2.129)

we get
\[ \begin{cases} J_+ = a^\dagger b^\dagger, \quad J_- = a b, \quad J_0 = \frac{1}{2} (a^\dagger a + b b^\dagger) + 1 & \text{for } D_j^+ \\ J_+ = -a b^\dagger, \quad J_- = -a^\dagger b & \text{for } D_j^- \end{cases} \]  
(2.130)

Note that, despite the fact that the Clebsch–Gordan decomposition of \( F_j^\pm \otimes D_j^\pm \) does not exist\(^{45}\), the Jordan–Schwinger representation in terms of harmonic oscillators also works for \( D_j^\pm \); in fact the action of \( \tilde{T} \) is well defined even when \( j = -\frac{1}{2} \), while \( T \) only acts on \( D_j^\pm \), on which it is defined.

The continuous series generators cannot be rewritten in terms of harmonic oscillators because, while
\[ (j + \frac{1}{2}, m \pm \frac{1}{2}|T_\pm|j, m) = \mp (j, m|T_\pm|j + \frac{1}{2}, m \pm \frac{1}{2}), \]  
(2.131)

these matrix elements are never always real or imaginary, as that depends on the value of \( m \). This is to be expected, as if the generators could be written in terms of harmonic oscillators, the Casimir element \( Q \) would be expressible in terms of the number operators
\[ N_a = a^\dagger a, \quad N_b = b^\dagger b, \]  
(2.132)

which have discrete spectrum\(^{46}\): this contradicts the fact that the eigenvalues of \( Q \) are continuous. Nevertheless, thanks to the Wigner–Eckart theorem, we constructed an analogue of the Jordan–Schwinger representation that works even in this case. This,

\(^{45}\)Recall that it must be \( j > \gamma - 1 \).

\(^{46}\)Messiah, Quantum Mechanics.
2. WE theorem and JS representation for the 3D and 4D Lorentz group

Together with the Clebsch–Gordan decomposition of $F_j \otimes C_j^\varepsilon$, is the most important result of this chapter, as it will allow us to generalise the spinorial formalism of loop quantum gravity to 3D Lorentzian space-time in such a way that continuous representations can be considered, as we will see in Chapter 3. One should note that, despite the fact that the components of $T$ and $\bar{T}$ are not harmonic oscillators, the commutation relations (2.124) are still those of a Heisenberg algebra representation, where one of the generators acts as the identity, so that for each $j$, $\varepsilon$ the space

$$\bigoplus_{k \in \mathbb{Z}} C_{j+k/2}^{\varepsilon_k},$$

(2.133)

where $\varepsilon_k$ changes parity every time $k$ increases by 1 and $\varepsilon_0 \equiv \varepsilon$, carries the structure of a (non-unitary) $\mathfrak{h}_2(\mathbb{R})_\mathbb{C}$-module.

2.4 4D Lorentz group

In this section we are going to study the recoupling theory of finite and infinite-dimensional representations of the double cover of the 4D Lorentz group, Spin(3,1), using the results of the 3D case as a guideline. The results we obtain are very similar to the Spin(2,1) case, but their proofs are more elaborate due to the more sophisticated nature of the representations. We will first review the Spin(3,1) representation theory, then study the product of a finite dimensional representation and an infinite-dimensional one. As for the 3D case, we are then going to use the Wigner–Eckart theorem to generalise the Jordan–Schwinger representation, known only for the finite-dimensional modules, to infinite-dimensional representations.

2.4.1 Irreducible representations of Spin(3,1)

The proper orthochronous Lorentz group $SO_0(3,1)$, henceforth simply referred to as the Lorentz group, is the identity component of the subgroup of $GL(4, \mathbb{R})$ that preserves the quadratic form

$$Q(x) = -(x_0)^2 + (x_1)^2 + (x_2)^2 + (x_3)^2, \quad x = (x_0, x_1, x_2, x_3) \in \mathbb{R}^4.$$

(2.134)

To allow for spin representations, the double cover $\text{Spin}(3,1) \cong \text{SL}(2, \mathbb{C})_\mathbb{R}$ of $SO_0(3,1)$ will be used here; moreover, only complex representations will be considered, so that one may work with a complexified Lie algebra.

The Lie algebra $\mathfrak{spin}(3,1)_\mathbb{C}$ has 6 generators

$$J = (J_0, J_1, J_2), \quad K = (K_0, K_1, K_2),$$

(2.135)

with commutation relations

$$[J_a, J_b] = i\varepsilon_{ab}^{} c^c, \quad [J_a, K_b] = i\varepsilon_{ab}^{} K_c, \quad [K_a, K_b] = -i\varepsilon_{ab}^{} J_c.$$

(2.136)

The $J$s generate the subalgebra $\mathfrak{spin}(3) \cong \mathfrak{su}(2)$ (i.e., spatial rotations), while the $K$s are the generators of boosts. The algebra has two Casimirs

$$C_1 = J \cdot K, \quad C_2 = J^2 - K^2$$

(2.137)

---

47 Although $F_\frac{1}{2} \otimes C_j^\varepsilon$ is not decomposable when $j = -\frac{1}{2}$ and $\varepsilon = 0$, the Jordan–Schwinger representation works even in this case, as with the discrete series.

48 Here $\varepsilon_{ab}^c$ is the Levi–Civita tensor, and we use the Einstein convention of summation over repeated indices.
which, introducing the operators

\[ J_\pm := J_1 \pm iJ_2, \quad K_\pm := K_1 \pm iK_2 \]  

(2.138)

and making use of (2.136), can be rewritten as

\[ C_1 = J_0 K_0 + \frac{1}{2}(J_- K_+ + J_+ K_-), \quad C_2 = J^2 - (J_0 + K_0^2 + K_0 K_0). \]  

(2.139)

As in Section 2.3, we will work with the \((\mathfrak{g}, K)\)-modules induced by irreducible admissible Hilbert space representations\(^{49}\), with \(\mathfrak{g} = \text{spin}(3,1)\) and \(K = SU(2)\); for \(\text{Spin}(3,1)\) these exhaust all the possible irreducible \((\mathfrak{g}, K)\)-modules\(^{50}\). The general irreducible admissible \((\mathfrak{g}, K)\)-module\(^{51}\), labelled by a pair \((\lambda, \rho) \in \mathbb{Z}/2 \times \mathbb{C}\), is the algebraic direct sum

\[ V_{\lambda, \rho} = \bigoplus_{j=|\lambda|}^{j_{\text{max}}} V_{\lambda, \rho}^j \]  

(2.140)

of unitary irreducible \(SU(2)\)-modules \(V_{\lambda, \rho}^j\), where the sum is in integer steps and, depending on the values of \(\lambda\) and \(\rho\), it is either \(j_{\text{max}} \in |\lambda| + \mathbb{N}_0\) or \(j_{\text{max}} = \infty\) (see later discussion). The (complex) vector space \(V_{\lambda, \rho}^j\) is spanned by the basis

\[ |(\lambda, \rho) j, m\rangle, \quad m \in \mathcal{M}_j := \{-j, -j+1, \ldots, j-1, j\}, \]  

(2.141)

on which the \(su(2)_C\) generators act as\(^{52}\)

\[
\begin{align*}
J_0 |(\lambda, \rho) j, m\rangle &= m |(\lambda, \rho) j, m\rangle \\
J_\pm |(\lambda, \rho) j, m\rangle &= C_\pm |(\lambda, \rho) j, m \pm 1\rangle \\
J^2 |(\lambda, \rho) j, m\rangle &= j(j+1) |(\lambda, \rho) j, m\rangle,
\end{align*}
\]

(2.142)

with

\[ C_\pm |(\lambda, \rho) j, m\rangle := \sqrt{j \mp m} \sqrt{j \pm m + 1}, \]  

(2.143)

i.e., they are eigenvectors for \(J_0\) and \(J^2\); since \(SU(2)\) is simply connected, its action on \(V_{\lambda, \rho}^j\) is completely determined by the corresponding Lie algebra action. The \((\mathfrak{g}, K)\)-module will be given an inner product by requiring the \(SU(2)\)-modules to be orthogonal to each other and the vectors in (2.141) to be orthogonal to each other\(^{53}\).

The possible matrix elements\(^{54}\) of the boost generators are

\[
\begin{align*}
(j + 1, m \pm 1|K_\pm j, m\rangle &= \mp P_{\lambda, \rho}^+(j) \sqrt{j \pm m + 1} \sqrt{j \mp m + 2} \quad (2.144a) \\
(j + 1, m|K_0 j, m\rangle &= P_{\lambda, \rho}^+(j) \sqrt{j + m + 1} \sqrt{j - m + 1} \quad (2.144b) \\
(j, m \pm 1|K_\pm j, m\rangle &= P_{\lambda, \rho}(j) C_\pm (j, m) \quad (2.144c) \\
(j, m|K_0 j, m\rangle &= P_{\lambda, \rho}(j) m \quad (2.144d) \\
(j - 1, m \pm 1|K_\pm j, m\rangle &= \pm P_{\lambda, \rho}^-(j) \sqrt{j \mp m} \sqrt{j \pm m - 1} \quad (2.144e) \\
(j - 1, m|K_0 j, m\rangle &= P_{\lambda, \rho}^-(j) \sqrt{j + m} \sqrt{j - m}, \quad (2.144f)
\end{align*}
\]

\(^{50}\)The maximal compact subgroup is \(SU(2)\).

\(^{51}\)See Knapp, *Representation Theory of Semisimple Groups: An Overview Based on Examples*, chap. II for the explicit expression of the group representations.

\(^{52}\)Gelfand, Minlos and Shapiro, *Representations of the rotation and Lorentz groups and their applications*.

\(^{53}\)\(J^2 = J \cdot J\) is the \(su(2)\) Casimir.

\(^{54}\)As in Section 2.3, we cannot guarantee they are of norm 1 unless the module is unitary or finite-dimensional.

\(^{55}\)All the other matrix elements necessarily vanish. In fact, the boost generators \(K_0, K_\pm\) are (proportional to) the components of an \(SU(2)\) tensor operator, so that all other possibilities are excluded by the Wigner–Eckart theorem.
where
\[
P_{\lambda, \rho}^{-}(j) = \frac{\sqrt{j + \lambda} \sqrt{j - \lambda} \sqrt{j + \rho} \sqrt{j - \rho}}{\sqrt{2j + 1} \sqrt{2j - 1}}, \quad P_{\lambda, \rho}^{+}(j) = P_{\lambda, \rho}^{-}(j + 1) \tag{2.145}
\]
and
\[
P_{\lambda, \rho}(j) = \begin{cases} \frac{\iota \lambda \rho}{j(j+1)} & \text{if } j \neq 0 \\ 0 & \text{if } j = 0. \end{cases} \tag{2.146}
\]

The Casimirs act on \( V_{\lambda, \rho} \) as
\[C_1 = \iota \lambda \rho \mathbb{1}, \quad C_2 = (\lambda^2 + \rho^2 - 1) \mathbb{1}. \tag{2.147}\]

The values \( j \) can take have an upper bound \( j_{\text{max}} \in |\lambda| + \mathbb{N}_0 \) if and only if
\[
P_{\lambda, \rho}^{+}(j_{\text{max}}) = 0 \quad \text{and} \quad P_{\lambda, \rho}^{-}(j) \neq 0 \quad \forall j < j_{\text{max}}, \tag{2.148}
\]

\( \text{Recall that } j \geq |\lambda|. \)

\[\rho = \pm (j_{\text{max}} + 1). \tag{2.149}\]

It follows that \( V_{\lambda, \rho} \) is finite-dimensional when \( \rho \in \pm(|\lambda|+\mathbb{N}) \) and it is infinite-dimensional in all other cases.

**Remark** (isomorphic modules). *The values of the Casimirs and of \( P_{\lambda, \rho}(j), P_{\lambda, \rho}^{+}(j) \) and \( P_{\lambda, \rho}^{-}(j) \) are invariant under the change \( (\lambda, \rho) \rightarrow (-\lambda, -\rho) \); moreover, whether the module is finite-dimensional and the value of \( j_{\text{max}} \) are unaffected by the change as well. It follows that the modules \( V_{\lambda, \rho} \) and \( V_{-\lambda, -\rho} \) are isomorphic.*

Unitary modules are those for which
\[
K_0^{\pm} = K_0, \quad K_+^{\pm} = K_-, \tag{2.150}
\]

with respect to the inner product on \( V_{\lambda, \rho} \). Explicitly, it must be
\[
P_{\lambda, \rho}(j) \in \mathbb{R}, \quad P_{\lambda, \rho}^{-}(j) \in \mathbb{R}, \tag{2.151}
\]

which is satisfied by three possible classes of modules:

- **principal series**: \( \lambda \in \mathbb{Z}/2 \) and \( \rho \in \mathbb{I}\mathbb{R} \);
- **complementary series**: \( \lambda = 0 \) and \( \rho \in (-1, 0) \cup (0, 1) \);
- **trivial representation**: \( \lambda = 0 \) and \( \rho = \pm 1 \).
Finite-dimensional modules

It was shown that the \((g, K)\)-module with \(\rho = B(\omega + 1), \omega \in |\lambda| + \mathbb{N}_0, B = \pm 1\) is finite-dimensional. We will assume, for finite-dimensional modules (and for those only), that \(\lambda \geq 0\). It is then easy to check that

\[
\dim V_{\lambda, \rho} = \sum_{j=\lambda}^{\infty} (2j + 1) = (\omega - \lambda + 1)(\omega + \lambda + 1).
\]  

(2.152)

Finite-dimensional modules can be given an alternative construction using the fact that

\[
\text{spin}(3, 1)_\mathbb{C} \cong \text{su}(2)_{\mathbb{C}} \oplus \text{su}(2)_{\mathbb{C}},
\]  

(2.153)

i.e., by changing to the basis

\[
M^A := \frac{1}{2}(J - iAK), \quad A = \pm 1,
\]  

(2.154)

with commutation relations

\[
[M^A_a, M^B_b] = i\epsilon_{abc} M^c_c \delta_{AB};
\]  

(2.155)

one can easily show that, for finite-dimensional modules,

\[
K^+_0 = -K_0, \quad K^+_\pm = -K_\mp,
\]  

(2.156)

so that each \(M^A_a\) is self-adjoint, i.e., each \(\text{su}(2)_{\mathbb{C}}\) subalgebra acts as a unitary \(\text{su}(2)\) representation.

From \(\text{su}(2)\) representation theory we know that, if \(V_j\) is the \((2j + 1)\)-dimensional unitary irreducible \(\text{su}(2)\)-module,

\[
\bigoplus_{j=\lambda}^{\infty} V_j \cong V_{\omega+\lambda} \otimes V_{\omega-\lambda} \cong V_{\omega-\lambda} \otimes V_{\omega+\lambda}.
\]  

(2.157)

Since \(J = M^{(-)} + M^{(+)\prime}\), we can then change the basis to

\[
|j_1, m_1 \rangle \otimes |j_2, m_2 \rangle = \sum_{j=\lambda}^{\infty} \sum_{m=-j}^{j} \langle j, m|j_1, m_1; j_2, m_2\rangle (\lambda, \rho) j, m),
\]  

(2.158)

where \(\langle j, m|j_1, m_1; j_2, m_2\rangle\) are the \(\text{su}(2)\) Clebsch–Gordan coefficients\(^{56}\) and

\[
\begin{align*}
\frac{j_1}{2} &= \frac{\omega+\lambda}{2}, & \frac{j_2}{2} &= \frac{\omega-\lambda}{2};
\end{align*}
\]  

(2.159)

it is assumed that \(M^{(-)}\) and \(M^{(+)\prime}\) only act respectively on \(|j_1, m_1\rangle\) and \(|j_2, m_2\rangle\). The dimension of the new basis is

\[
(2j_1 + 1)(2j_2 + 1) = (\omega + \lambda + 1)(\omega - \lambda + 1),
\]  

(2.160)

\(^{56}\) Varshalovich, Moskalev and Khersonski˘ı, 'Clebsch–Gordan Coefficients and 3jm Symbols'.
as expected. The choice of \(j_1, j_2\) depends on the sign of \(\rho\): in fact, we have
\[
\mathcal{C}_1|j_1, m_1\rangle \otimes |j_2, m_2\rangle = \dfrac{\lambda}{2} B (\omega + 1) |j_1, m_1\rangle \otimes |j_2, m_2\rangle,
\]
but also
\[
\mathcal{C}_1 = \sum_A \dfrac{1}{4} A (M_A^2),
\]
so that (2.161) is consistent if and only if
\[
j_1 = \frac{\omega - B \lambda}{2}, \quad j_2 = \frac{\omega + B \lambda}{2}.
\]
Conversely, one can show that every product of \(\mathfrak{su}(2)\)-modules
\[
V_{j_1} \otimes V_{j_2}, \quad j_1, j_2 \in \mathbb{N}_0/2
\]
gives rise to a Lorentz group \((\mathfrak{g}, K)\)-module with
\[
\lambda = |j_1 - j_2|, \quad \rho = \begin{cases} 
(j_1 + j_2 + 1) & \text{if } j_1 < j_2 \\
-(j_1 + j_2 + 1) & \text{if } j_1 \geq j_2.
\end{cases}
\]
As a consequence, every finite-dimensional irreducible \((\mathfrak{g}, K)\)-module can be specified by a pair \((j_1, j_2) \in \mathbb{N}_0/2 \times \mathbb{N}_0/2\); it is customary to use the pair to denote the module itself.

Examples of finite-dimensional modules are
\begin{itemize}
\item \((0, 0)\): the scalar module (trivial representation);
\item \((\frac{1}{2}, 0)\) and \((0, \frac{1}{2})\): respectively the left and right Weyl spinor modules;
\item \((\frac{1}{2}, \frac{1}{2})\): the (complexified) vector module;
\item \((\frac{1}{2}, 0) \oplus (0, \frac{1}{2})\): the Dirac spinor module (not irreducible).
\end{itemize}

It is not difficult to infer the decomposition of the product of two finite-dimensional modules from \(\mathfrak{su}(2)\) results; we have
\[
(j_1, k_1) \otimes (j_2, k_2) \cong \bigoplus_{j=|j_1-j_2|}^{j_1+j_2} \bigoplus_{k=|k_1-k_2|}^{k_1+k_2} (j, k),
\]
and, in particular,
\[
(j_1, j_2) \cong (j_1, 0) \otimes (0, j_2).
\]
We will refer to modules of the kind \((j, 0)\) and \((0, j)\) respectively as left and right modules; it follows from (2.167) that any other irreducible module can be constructed from the product of a left and right one. To allow to easily specify if a module is left or right, the notation
\[
F^A_j := \begin{cases} 
(j, 0) & \text{if } A = -1 \\
(0, j) & \text{if } A = 1
\end{cases}
\]
will be used in the following sections. A basis for \( F_j^A \) is given by

\[
|j_A, \mu\rangle, \quad \mu \in \mathcal{M}_j,
\]

with

\[
\begin{align*}
\{j_0|j_A, \mu\rangle &= \mu|j_A, \mu\rangle \\
\{j_\pm|j_A, \mu\rangle &= C_\pm (j, \mu)|j_A, \mu \pm 1\rangle
\end{align*}
\]

and

\[
\begin{align*}
K_0|j_A, \mu\rangle &= i\mu|j_A, \mu\rangle \\
K_\pm|j_A, \mu\rangle &= iAC_\pm (j, \mu)|j_A, \mu \pm 1\rangle.
\end{align*}
\]

### 2.4.2 Product of finite and infinite-dimensional modules

In order to use the Wigner–Eckart theorem with infinite-dimensional modules, we need to study the Clebsch–Gordan decomposition of the tensor product of a non-trivial finite-dimensional module (necessarily non-unitary) and an infinite-dimensional one (either unitary or non-unitary), which was previously unconsidered. In light of the consequences of (2.167) mentioned above, we will start by considering couplings of the kind \( P_y^A \otimes V_{\lambda, \rho} \), where \( y \geq \frac{1}{2} \) and \( \lambda, \rho \) are such that

\[
P_{\lambda, \rho}^j (j) \neq 0, \quad \forall j \in |\lambda| + N_0.
\]

A Clebsch–Gordan decomposition exists if and only if it is possible to simultaneously diagonalise the two Casimirs in the product module\(^57\), where the generators act as

\[
J = J \otimes 1 + 1 \otimes J, \quad K = K \otimes 1 + 1 \otimes K
\]

on the basis elements

\[
|y_A, \mu\rangle \otimes |(\lambda, \rho) j, m\rangle, \quad j \in |\lambda| + N_0, \quad m \in \mathcal{M}_j, \quad \mu \in \mathcal{M}_j.
\]

Instead of working with an infinite dimensional vector space, we can decompose the product space into a sum of finite-dimensional spaces by diagonalising \( J_0 \) and \( J^2 \) first. Using su(2) recoupling theory, we find that the vectors

\[
|(j, M) := \sum_{\mu \in \mathcal{M}_j} \sum_{m \in \mathcal{M}_j} \langle y, \mu; j, m|J, M\rangle |y_A, \mu\rangle \otimes |(\lambda, \rho) j, m\rangle,
\]

\[
j \in |\lambda| + N_0, \quad j \in \{|j - y|, \ldots, j + y\}, \quad M \in \mathcal{M}_j
\]

provide an orthogonal basis of \((J_0, J^2)\)-eigenvectors for the product space.

**Proposition 2.8.** The set of possible values \( J \) can take for the vectors \( (j, M) \) is

\[
\mathcal{J}(\lambda, y) = \max(\mathcal{E}, |\lambda| - y) + N_0, \quad \mathcal{E} = \begin{cases} 0 & \text{if } \lambda + y \in \mathbb{Z} \\ \frac{1}{2} & \text{if } \lambda + y \in \frac{1}{2} + \mathbb{Z}. \end{cases}
\]

**Proof.** (i) First consider the case \( |\lambda| \geq y \). As \( j \geq |\lambda| \geq y \), the possible values \( J \) can take for fixed \( j \) are

\[
j - y, \ldots, j + y,
\]

\(^57\) One can check explicitly that the Casimirs acting on the product space are neither self-adjoint nor normal operators, i.e., they do not commute with their adjoint, so that the spectral theorem cannot be used.
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so that

\[
\mathcal{J}(\lambda, y) \equiv \bigcup_{j=|\lambda|+\mathbb{N}_0} \{ j - y, \ldots, j + y \} = |\lambda| - y + \mathbb{N}_0 \equiv \max(\epsilon, |\lambda| - y) + \mathbb{N}_0, \tag{2.176}
\]

as $|\lambda| - y \geq \epsilon$.

(ii) Now let $y > |\lambda|$; in this case, we have

\[
J \in \begin{cases} 
\{ j - y, \ldots, j + y \} & \text{if } j \geq y \\
\{ y - j, \ldots, y + j \} & \text{if } j < y.
\end{cases}
\tag{2.177}
\]

It follows that, with $\epsilon$ defined as in the statement,

\[
\mathcal{J}(\lambda, y) = \bigcup_{j=|\lambda|}^{y+\epsilon-1} \{ y - j, \ldots, y + j \} \cup \bigcup_{j=y+\epsilon}^{\infty} \{ j - y, \ldots, j + y \}
= \bigcup_{j=|\lambda|}^{y+\epsilon-1} \{ y - j, \ldots, y + j \} \cup (\epsilon + \mathbb{N}_0)
= \epsilon + \mathbb{N}_0 \equiv \max(\epsilon, |\lambda| - y) + \mathbb{N}_0,
\tag{2.178}
\]

Note that $y - j \geq 1 - \epsilon \geq \epsilon$ when $|\lambda| \leq j \leq y + \epsilon - 1$.

as $\bigcup_{j=|\lambda|}^{y+\epsilon-1} \{ y - j, \ldots, y + j \}$ is necessarily a subset of $\epsilon + \mathbb{N}_0$.

The eigenspace $V_M^I$, defined by

\[
J_0|\psi\rangle = M|\psi\rangle, \quad J^2|\psi\rangle = J(J+1)|\psi\rangle, \quad \forall |\psi\rangle \in V_M^I,
\tag{2.179}
\]

is spanned by the basis vectors\textsuperscript{59} of the form $\Omega_f(\lambda, y)$ can be evinced from Table 2.1.

\[
\begin{align*}
\left| (j) J, M \right>, \quad j \in \Omega_f(\lambda, y) := & \begin{cases} 
\{ \max(|\lambda|, J - y), \ldots, J + y \} & \text{if } J \geq y - |\lambda| \\
\{ y - J, \ldots, y + J \} & \text{if } J < y - |\lambda|.
\end{cases}
\tag{2.180}
\end{align*}
\]

so that

\[
\dim V_M^I = \begin{cases} 
\min(J + y - |\lambda| + 1, 2y + 1) & \text{if } J \geq y - |\lambda| \\
2J + 1 & \text{if } J < y - |\lambda|.
\end{cases}
\tag{2.181}
\]

Note that, when $|\lambda| \geq y$, it is always true that $J \geq 0 \geq y - |\lambda|$, so that the case $J < y - |\lambda|$ need only be considered when $|\lambda| < y$.

Since the Casimirs commute with both $J_0$ and $J^2$, we can work with their restriction on the finite-dimensional subspaces $V_M^I$ and diagonalise those; moreover, it suffices to consider the restrictions to $V^J_f := V_f^I$ thanks to the following

**Proposition 2.9.** Let $J \in \mathcal{J}(\lambda, y)$. The eigenvalues of the Casimirs $C_1$ and $C_2$ are the same on each $V_M^I$, $M \in \mathcal{M}_f$. 
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| $j$ | possible values of $J$ | $J$ | possible values of $j$ |
|-----|------------------------|-----|------------------------|
| $|\lambda| + n$ | $n + \frac{1}{2}, \ldots, 2y - n + \frac{1}{2}$ | $\frac{1}{2}$ | $|\lambda| + n, |\lambda| + n + 1$ (or $|\lambda| + n + 1, \ldots, |\lambda| + n + 2$) (or $|\lambda| + n + 1$) |
| $|\lambda| + 1$ | $n - \frac{1}{2}, \ldots, 2y - n + \frac{1}{2}$ | $\frac{1}{2}$ | $|\lambda| + n - 1, \ldots, |\lambda| + n + 2$ (or $|\lambda| + n + 2$) |
| $|\lambda| + n$ | $\frac{1}{2}, \ldots, 2y - \frac{1}{2}$ | $n + \frac{1}{2}$ | $|\lambda|, \ldots, |\lambda| + 2n + 1$ (or $|\lambda|, \ldots, |\lambda| + 2n + 2$) (or $|\lambda|, \ldots, |\lambda| + 2n + 2$) |
| $|\lambda| + n + 1$ | $\frac{1}{2}, \ldots, 2y + \frac{1}{2}$ | $\frac{1}{2}$ | $|\lambda| + n + 1, \ldots, |\lambda| + 2n + 2$ (or $|\lambda| + n + 2$) |
| $|\lambda| + n + 2$ | $\frac{1}{2}, \ldots, 2y + \frac{3}{2}$ | $2y - n - \frac{1}{2}$ | $|\lambda|, \ldots, |\lambda| + 2y$ (or $|\lambda|, \ldots, |\lambda| + 2y$) (or $|\lambda|, \ldots, |\lambda| + 2y$) |

Table 2.1: Possible values of $J$ given $j$ (left) and of $j$ given $J$ (right) when $y > |\lambda|$. 

**Proof.** The basis vectors of $V_M^J$ satisfy

$$J_a|((j)J, M) = C_a(J, M)|((j)J, M \pm 1),$$

so that

$$J_a(V_M^J) \subseteq V_{M+1}^J, \quad \begin{cases} \ker J_a|_{V_M^J} = \{0\}, & \forall M < J \\ \ker J_a|_{V_M^J} = \{0\}, & \forall M > -J. \end{cases}$$

Since $J_a$ commutes with the Casimirs, given a $C_a$-eigenvector $|\alpha_a\rangle \in V_M^J$ with eigenvalue $\alpha_a \in \mathbb{C}$ we have

$$0 \neq J_a|\alpha_a\rangle \in V_{M+1}^J, \quad C_a J_a|\alpha_a\rangle = J_a C_a|\alpha_a\rangle = \alpha_a J_a|\alpha_a\rangle$$

whenever $V_M^J$ is defined\(^{60}\), so that each $V_M^J$ has the same eigenvalues. \(\square\)

\(^{60}\)Respectively when $M < J$ and $M > -J$.

The action of the Casimirs on the basis vectors of $V_J$

$$|((j)J) := |((j)J), \quad j \in \Omega_J(\lambda, \gamma)$$

(2.185)
is given by
\[
C_1((j)J) = \left[J(J + 1) + P_{A,\rho}(j) - (j + 1) - y(y + 1) \right]((j)J)
+ \frac{P_{A,\rho}(j)}{2} \frac{\sqrt{J + j + y + 2\sqrt{J + j - y + 1}} \sqrt{J - j + y}}{(J + j - y + 1)}
+ \frac{P_{A,\rho}(j)}{2} \frac{\sqrt{J + j + y + 1 \sqrt{J - j + y}}}{(J + 1)J})
\]

(2.186a)

\[
C_2((j)J) = \left[J(J + 1) - (j + 1) \right] \left[1 - \frac{\lambda^2 + \rho^2 - 1}{2} \right]((j)J)
+ \gamma(y + 1) \left[1 + \frac{\lambda^2 + \rho^2 - 1}{2} \right]((j)J)
- \frac{\lambda^2 + \rho^2 - 1}{2} \frac{\sqrt{J + j + y + 2\sqrt{J + j - y + 1}} \sqrt{J - j + y}}{(J + j - y + 1)}
- \frac{\lambda^2 + \rho^2 - 1}{2} \frac{\sqrt{J + j + y + 1 \sqrt{J - j + y}}}{(J + 1)J})
\]

(2.186b)

where it is implicitly assumed that \((j)J = 0\) if \(j \notin \Omega_J(\lambda, y)\). Note that the matrix form of each \(C_a\) is tridiagonal (see Appendix A.1) and that, for the subdiagonal entries,

\[
((j + 1)J)C_a((j)J) = 0 \quad \iff \quad j = j + y = \max \Omega_J(\lambda, y),
\]

(2.187)

Note that when \(j = J + y\) the vector \((j + 1)J\) vanishes.

i.e., they are all non-zero\(^6\); it then follows from Proposition A.1 that the eigenspaces of \(C_a\) are all 1-dimensional, so that it is diagonalisable if and only if it has \(V_f\) distinct eigenvalues. Explicitly, the Casimirs are simultaneously diagonalisable on \(V_f\) if and only if there is a basis

\[
((\Lambda, P)J) = \sum_{j \in \Omega_f} A\{y_{A, j}(\lambda, \rho) \}((\Lambda, P)J)\{(j)J\}, \quad (\Lambda, P) \in C_f^{(\lambda, \rho, y)} \subseteq \mathbb{C}^2,
\]

(2.188)

with

\[
|C_f^{(\lambda, \rho, y)}| = \dim V_f,
\]

(2.189)

such that

\[
C_1((\Lambda, P)J) = \lambda \Lambda P((\Lambda, P)J)
\]

\[
C_2((\Lambda, P)J) = (\lambda^2 + \rho^2 - 1) ((\Lambda, P)J)
\]

(2.190a)

and for every \((\Lambda, P), (\Lambda', P') \in C_f^{(\lambda, \rho, y)}\)

\[
\begin{cases}
\Lambda P = \Lambda' P'
\lambda^2 + \rho^2 = (\lambda')^2 + (P')^2
\end{cases}
\quad \iff \quad (\Lambda', P') = (\Lambda, P);
\]

(2.191)

note that at this stage \(\Lambda\) is allowed to be any complex number, to ensure that any pair of eigenvalues of the Casimirs can be written as in (2.190). The coefficients of the change of basis \(A\{y_{A, j}(\lambda, \rho) \}((\Lambda, P)J)\) will be called as usual Clebsch–Gordan coefficients. Conversely, the inverse change of basis is

\[
((j)J) = \sum_{(\Lambda, P) \in C_f} B\{(\Lambda, P)J\} y_{A, j}(\lambda, \rho) \{(\Lambda, P)J\}, \quad j \in \Omega_f(\lambda, \rho),
\]

(2.192)
where the $B\{(\Lambda, P)|\gamma_A; (\lambda, \rho) j\}$ are the inverse Clebsch–Gordan coefficients. As a consequence of Proposition 2.9, the eigenvectors in $V_M^J$, $M < J$ will be

$$|(\Lambda, P)J, M\rangle := \sum_{j \in \Omega_J} A\{\gamma_A; (\lambda, \rho) j(\Lambda, P)J\}|(j) J, M\rangle$$

(2.193)

so that, more generally,

$$|(\Lambda, P)J, M\rangle = \sum_{j \in \Omega_J} \sum_{\mu \in M_J} \sum_{m \in M_J} A\{\gamma_A; (\lambda, \rho) j(\Lambda, P)J\} \times |y, \mu; j, m| J, M\rangle|\gamma_A, \mu\rangle \otimes |(\lambda, \rho) j, m\rangle.$$  

(2.194)

Solving the eigenvalue equations for arbitrary $y$ is not an easy task: instead, we will solve explicitly the case $y = \frac{1}{2}$ and proceed by induction for the other cases. When $y = \frac{1}{2}$, we have

$$\mathcal{J} (\lambda, \frac{1}{2}) = \begin{cases} \frac{1}{2} + \mathbb{N}_0 & \text{if } \lambda = 0 \\ |\lambda| - \frac{1}{2} + \mathbb{N}_0 & \text{if } \lambda \neq 0 \end{cases} \quad \text{and} \quad \dim V_J = \begin{cases} 1 & \text{if } J = |\lambda| - \frac{1}{2} \\ 2 & \text{if } J = |\lambda| + \frac{1}{2} \end{cases},$$

(2.195)

and it can be explicitly checked by solving the eigenvalue problem for (2.186) that, when $\lambda \neq -A\rho$,

$$C_J^A (\lambda, \rho, \frac{1}{2}) = \begin{cases} \{(\lambda - \frac{1}{2}, \rho - \frac{1}{2})\} & \subseteq \mathbb{Z}/2 \times \mathbb{C} & \text{if } J \geq |\lambda| + \frac{1}{2} \\ \{(\lambda - \frac{1}{2} \text{ sgn}(\lambda), \rho - \frac{1}{2} \text{ sgn}(\lambda))\} & \subseteq \mathbb{Z}/2 \times \mathbb{C} & \text{if } J = |\lambda| - \frac{1}{2} \end{cases}$$

(2.196)

the corresponding Clebsch–Gordan coefficients can be found in Table B.3 (Appendix B). When $\rho = -A\lambda$ the eigenvalues for $J \geq |\lambda| + \frac{1}{2}$ coincide, so that, as pointed out earlier, the Casimirs cannot be diagonalised.

As the eigenvalues do not depend on $J$ and

$$C_J^A (\lambda, \rho, \frac{1}{2}) \subseteq C_{J + 1}^A (\lambda, \rho, \frac{1}{2}), \quad \forall J \in \mathcal{J} (\lambda, y),$$

(2.197)

the eigenvectors can be extended to an eigenbasis

$$|(\Lambda, P)J, M\rangle, \quad (\Lambda, P) = (\lambda \pm \frac{1}{2}, \rho \pm \frac{1}{2}), \quad J \in |\lambda| + \mathbb{N}_0, \quad M \in M_J,$$

(2.198)

as it follows from (2.196) that when $\lambda \geq \frac{1}{2}$

$$\begin{align*}
\Lambda = \lambda - \frac{1}{2} & \quad \Rightarrow \quad J \geq |\lambda| - \frac{1}{2} = |\Lambda| \\
\Lambda = \lambda + \frac{1}{2} & \quad \Rightarrow \quad J \geq |\lambda| + \frac{1}{2} = |\Lambda|
\end{align*}$$

(2.199)

and when $\lambda \leq -\frac{1}{2}$

$$\begin{align*}
\Lambda = \lambda - \frac{1}{2} & \quad \Rightarrow \quad J \geq |\lambda| + \frac{1}{2} = |\Lambda| \\
\Lambda = \lambda + \frac{1}{2} & \quad \Rightarrow \quad J \geq |\lambda| - \frac{1}{2} = |\Lambda|
\end{align*}$$

(2.200)

One can check, for all eigenvalue pairs\footnote{Assuming $\rho \notin (|\lambda| + \mathbb{N})$.}, that

$$P \notin \pm (|\lambda| + \mathbb{N}),$$

(2.201)
so that $F^A_T \otimes V_{\lambda, \rho}$ splits in two infinite-dimensional irreducible modules

$$V_{\Lambda, P}, \quad (\Lambda, P) = (\lambda \pm \frac{1}{2}, \rho \pm \frac{A}{2}). \quad (2.202)$$

These modules are never both unitary: a list of the possible pairs $(\lambda, \rho)$ such that there is one unitary module in the decomposition can be found in Table 2.2. Notice that there are, up to isomorphisms, only two unitary modules that coupled with $F^A_T$ have a unitary one in the decomposition.

| $\lambda$         | $\rho$               | $V_{\lambda, \rho}$ unitary if |
|-------------------|----------------------|---------------------------------|
| principal series  | any                  | $\pm \frac{1}{2} + i\mathbb{R}$ | $(\lambda, \rho) = (0, \pm \frac{1}{2})$ |
| complementary series | $\pm \frac{1}{2}$ | $\text{sgn}(\lambda) \frac{A}{2} + (-1, 0) \cup (0, 1)$ | $(\lambda, \rho) = (\pm \frac{1}{2}, 0)$ |

Table 2.2: The possible pairs $(\lambda, \rho)$ such that one $V_{\lambda, P}$ is unitary (principal or complementary series).

A generalisation of the case $\gamma = \frac{1}{2}$ to arbitrary $\gamma$ is provided by the following Propositions:

**Lemma 2.5.** Let $\gamma \in \mathbb{N}/2$, $A = \pm 1$ and $(\lambda, \rho) \in \mathbb{Z}/2 \times \mathbb{C}$, with $\rho \notin \{\lfloor |\lambda| + \mathbb{N} \rfloor \}$. Then

$$\begin{cases} i(\lambda + \mu)(\rho + A\mu) \neq i(\lambda + \nu)(\rho + A\nu) \\ (\lambda + \mu)^2 + (\rho + A\mu)^2 - 1 + (\lambda + \nu)^2 + (\rho + A\nu)^2 - 1 \end{cases}$$

\forall \mu + \nu \in \mathcal{M}_\gamma

if and only if $\rho + A\lambda \notin (-2\gamma, 2\gamma) \cap \mathbb{Z}$.

**Proof.** Let $\mu \neq \nu \in \mathcal{M}_\gamma$. The statement reduces to

$$\mu^2 + \mu(\lambda + Ap) \neq \nu^2 + \nu(\lambda + Ap), \quad (2.203)$$

Recall that $\mu \neq \nu$.

which is equivalent to

$$(\mu - \nu)(\lambda + Ap + \mu + \nu) \neq 0 \quad \Leftrightarrow \quad \lambda + Ap + \mu + \nu \neq 0. \quad (2.204)$$

The possible values the sum $\mu + \nu$ can take are

$$\{ \mu + \nu \mid \mu \neq \nu \in \mathcal{M}_\gamma \} \equiv \{-2\gamma + 1, -2\gamma + 2, \ldots, 2\gamma - 2, 2\gamma - 1\}, \quad (2.205)$$

so that (2.204) is true if and only if $\rho + A\lambda \notin (-2\gamma, 2\gamma) \cap \mathbb{Z}$. \hfill $\square$

**Proposition 2.10.** Consider the product $F^A_T \otimes V_{\lambda, \rho}$, with $\gamma \geq \frac{1}{2}$ and $V_{\lambda, \rho}$ infinite-dimensional. When $\rho + A\lambda \notin (-2\gamma, 2\gamma) \cap \mathbb{Z}$ the Casimirs are simultaneously diagonalisable, with

$$(\Lambda, P) \in \{(\lambda + \nu, \rho + A\nu) \mid \nu \in \mathcal{M}_\gamma \}.$$
Proof. The proof proceeds by induction on $y \in \mathbb{N}/2$. Assume that the statement is true for $y - \frac{1}{2}$, and consider the product $F^A_y \otimes V_{\lambda, \rho}, y > \frac{1}{2}$. It is known from $\text{su}(2)$ representation theory that
\[ F^A_{y - \frac{1}{2}} \otimes F^A_{y + \frac{1}{2}} = F^A_{y - 1} \oplus F^A_y, \] (2.206)
so that
\[ |y_A, \mu\rangle = \sum_{\sigma \in \mathcal{M}_y} \sum_{\tau \in \mathcal{M}_{y - \frac{1}{2}}} \langle \frac{1}{2}, \sigma; y - \frac{1}{2}, \tau | y, \mu \rangle |\frac{1}{2}, \sigma \rangle \otimes |(y - \frac{1}{2}), \tau \rangle; \] (2.207)
in particular
\[ |y_A, y\rangle = |\frac{1}{2}, \frac{1}{2}\rangle \otimes |(y - \frac{1}{2}), y - \frac{1}{2}\rangle. \] (2.208)
Consider now the $J^2$-eigenspace $V_J, J \geq |\lambda| + y$, so that $J - y \in \Omega_J(\lambda, y)$ and the vector
\[ |(J - y)J\rangle = |y_A, y\rangle \otimes |(\lambda, \rho)J - y, J - y\rangle \] (2.209)
exists. Using (2.208), $|(J - y)J\rangle$ can be rewritten as
\[ |(J - y)J\rangle = |\frac{1}{2}, \frac{1}{2}\rangle \otimes \left( |(y - \frac{1}{2}), A; y - \frac{1}{2}\rangle \otimes |(\lambda, \rho)J - y, J - y\rangle \right) = \sum_{\tau \in \mathcal{M}_{y - \frac{1}{2}}} B\{(\lambda + \tau, \rho + A\tau)J - \frac{1}{2}|(y - \frac{1}{2}), A; (\lambda, \rho)J - y\} \times |\frac{1}{2}, \frac{1}{2}\rangle \otimes |(\lambda + \tau, \rho + A\tau)J - \frac{1}{2}\rangle, \] (2.210)
where we used the inductive hypothesis and the fact that
\[ \rho + A\lambda \not\in (-2y, 2y) \cap \mathbb{Z} \Rightarrow \rho + A\lambda \not\in (-2y + 1, 2y - 1) \cap \mathbb{Z}. \] (2.211)
Since in particular $\rho \neq -A\lambda$, the results of the case $y = \frac{1}{2}$ can be used, so that
\[ |(J - y)J\rangle = \sum_{\sigma \in \mathcal{M}_{\frac{1}{2}}} \sum_{\tau \in \mathcal{M}_{\frac{1}{2}}} B\{(\lambda + \tau + \sigma, \rho + A\tau + A\sigma)J\frac{1}{2}, A; (\lambda + \tau, \rho + A\tau)J - \frac{1}{2}\} \times B\{(\lambda + \tau, \rho + A\tau)J - \frac{1}{2}|(y - \frac{1}{2}), A; (\lambda, \rho)J - y\}|[\lambda + \tau]|(\lambda + \tau + \sigma, \rho + A\tau + A\sigma)J\} \] (2.212)
where $[\sigma]$ keeps track of the fact that $(\lambda + \tau + \sigma, \rho + A\tau + A\sigma)$ comes from $(\lambda + \tau, \rho + A\tau)$. There are exactly $4y$ (independent) vectors on the RHS of (2.212), namely
\[ \begin{cases} \left| \frac{1}{2}\right|(\lambda + y, \rho + Ay)J \right) \\ \left| -\frac{1}{2}\right|(\lambda + v, \rho + Av)J \right) \text{ and } \left| +\frac{1}{2}\right|(\lambda + v, \rho + Av)J, \end{cases} \; v \in \mathcal{M}_{y - 1} \] (2.213)
with $2y + 1 \equiv \dim V_J$ distinct eigenvalue pairs (see Lemma 2.5).
As shown in Proposition B.2, when $J \geq |\lambda| + y$ the Clebsch–Gordan coefficients satisfy
\[ \frac{B\{(\Lambda + 1, P + A)J - \frac{1}{2}|(y - \frac{1}{2}), A; (\lambda, \rho)J - y\}}{B\{(\Lambda, P)J - \frac{1}{2}|(y - \frac{1}{2}), A; (\lambda, \rho)J - y\}} = \alpha(\Lambda, P)\frac{\sqrt{J + \Lambda + \frac{1}{2}}\sqrt{J + AP + \frac{1}{2}}}{\sqrt{J - \Lambda - \frac{1}{2}}\sqrt{J - AP - \frac{1}{2}}}. \] (2.214)
where $\alpha$ is fixed by the normalisation convention and is independent of $J$. Using this formula and the $y = \frac{1}{2}$ Clebsch–Gordan coefficients from Table B.3

$$B\{(\Lambda + \sigma, P + A\sigma)\Lambda_{\frac{1}{2}A}; (\Lambda, P)J - \frac{1}{2}\} = \begin{cases} iA \frac{\sqrt{J - \Lambda + \frac{1}{2}} \sqrt{J - AP + \frac{1}{2}}}{\sqrt{2J + 1} \sqrt{\Lambda + AP}} & \text{if } \sigma = -\frac{1}{2} \\ \frac{\sqrt{J + \Lambda + \frac{1}{2}} \sqrt{J + AP + \frac{1}{2}}}{\sqrt{2J + 1} \sqrt{\Lambda + AP}} & \text{if } \sigma = +\frac{1}{2}, \end{cases} \tag{2.215}$$

it is possible to write

$$|(J - y)J\rangle = \sum_{\nu \in \mathcal{M}_y} B\{(\lambda + \nu, \rho + A\nu)\Lambda_{\frac{1}{2}A}; (\lambda, \rho)J - \gamma\} |(\lambda + \nu, \rho + A\nu)J\rangle, \tag{2.216}$$

where the vectors on the RHS are defined (up to a normalisation factor) as

$$|(\Lambda, P)J\rangle \propto \left[ \pm \frac{1}{2} \right] (\Lambda, P)J \quad \text{if } (\Lambda, P) = (\lambda + y, \rho \pm Ay) \tag{2.217}$$

and

$$|(\Lambda, P)J\rangle \propto \frac{1}{\sqrt{\Lambda + AP + 1}} \left[ \pm \frac{1}{2} \right] (\Lambda, P)J + iA \frac{\alpha(\Lambda - \frac{1}{2}, P - \frac{1}{2})}{\sqrt{\Lambda + AP + 1}} \left[ \mp \frac{1}{2} \right] (\Lambda, P)J \tag{2.218}$$

otherwise. As these vectors live in different $(\mathcal{C}_1, \mathcal{C}_2)$-eigenspaces, they are necessarily independent. Moreover, they form a basis of $V_J$; in fact, we know from (2.186) that

$$\mathcal{C}_1 |j\rangle \in \text{span}\{|(j - 1)\rangle, |(j)\rangle, |(j + 1)\rangle\}, \tag{2.219}$$

with

$$|(j - 1)\rangle |\mathcal{C}_1 |(j)\rangle\rangle = 0 \iff j = J + y, \tag{2.220}$$

so that

$$|(j + 1)\rangle \in \text{span}\{|(j - 1)\rangle, |(j)\rangle, \mathcal{C}_1 |(j)\rangle\}. \tag{2.221}$$

Since $|(J - y)J\rangle$ is a linear combination of the $|(\Lambda, P)J\rangle$ vectors, it follows recursively that

$$|(j)\rangle \in \text{span}\{|(\lambda + \nu, \rho + A\nu)J\rangle | \nu \in \mathcal{M}_y\}, \quad \forall j \in \Omega_J(\lambda, y). \tag{2.222}$$

It follows from Proposition 2.9 that all the results obtained for $V_J$ hold for each $V_M^J, M \in \mathcal{M}_J$. One can then extend them to every $J \in \mathcal{J}(\lambda, y)$ by defining recursively (once the Clebsch–Gordan coefficients and the vectors have been appropriately normalised, so that the generators act on the $(\mathcal{C}_1, \mathcal{C}_2)$-eigenvectors as (2.144))

$$|(\Lambda, P)J - 1, J - 1\rangle \propto K_\gamma |(\Lambda, P)J, J\rangle - P_{\Lambda, P}(J)(\Lambda, P)J, J - 1\rangle - P_{\Lambda, P}^*(J)(\Lambda, P)J + 1, J - 1\rangle, \tag{2.223}$$

for $J \leq |\lambda| - y$, which are trivially still eigenvectors. Since a basis of eigenvectors has been constructed for the whole product space, it follows that the Casimirs are diagonalisable. \qed
The results of Proposition 2.10 does not apply when \( \rho + A\lambda \in (-2\gamma, 2\gamma) \cap \mathbb{Z}; \) in this case we have

**Proposition 2.11.** Consider the product \( F_\gamma^A \otimes V_{\Lambda, \rho}, \) with \( \gamma \geq \frac{1}{2} \) and \( V_{\Lambda, \rho, \gamma} \) infinite-dimensional. When \( \rho + A\lambda \in (-2\gamma, 2\gamma) \cap \mathbb{Z} \) the Casimirs are not diagonalisable on the product module.

**Proof.** Consider the \( f^2 \)-eigenspace \( V_f, f \geq |\lambda| + \gamma. \) The function

\[
d_k^\lambda : \rho \in \mathbb{R} \mapsto \det(C_{\lambda} |_{V_f} - kI) \in \mathbb{C}, \quad k \in \mathbb{C}
\]

is continuous, as it is a product of continuous functions of \( \rho \) (see eq. (2.186)). From Proposition 2.10 we have that, for \( \rho + A\lambda \notin (-2\gamma, 2\gamma) \cap \mathbb{Z} \),

\[
d_k^\lambda(\rho) = \prod_{\nu \in M_\gamma} \left[ \det(C_{\lambda + \nu}(A\lambda + \nu)) - k \right].
\]

it follows from continuity that, for each fixed \( \lambda \in \mathbb{Z}/2, n \in \{-2\gamma + 1, \ldots, 2\gamma - 1\}, \)

\[
d_k^-(-A\lambda + n) = \lim_{\rho \to -A\lambda + n} d_k^\lambda(\rho) = \prod_{\nu \in M_\gamma} \left[ \det(C_{\lambda + \nu}(-A\lambda + n + A\nu)) - k \right].
\]

From Lemma 2.5 we know that there are at most \( 2\gamma \) distinct eigenvalues in this case, while \( \dim V_f = 2\gamma + 1 \). As pointed out earlier, the matrix form of \( C_{\alpha} |_{V_f} \) satisfies the assumptions of Proposition A.1, so that it has at most \( 2\gamma \) eigenvectors, i.e., it is not diagonalisable on \( V_f \) (and hence on the whole product space).

Finally, the result for left and right modules can be generalised to arbitrary finite-dimensional ones with the following

**Corollary 2.1.** The Casimirs are simultaneously diagonalisable in \( (\gamma_1, \gamma_2) \otimes V_{\Lambda, \rho}, \) with \( \gamma_1, \gamma_2 \geq \frac{1}{2} \) and \( V_{\Lambda, \rho, \gamma} \) infinite-dimensional, if and only if \( \rho - \Lambda \notin (-2\gamma_1, 2\gamma_1) \cap \mathbb{Z} \) and \( \rho + \lambda \notin (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z}, \) with

\[
(\Lambda, \rho) \in \{(\lambda + v_1 + v_2, \rho - v_1 + v_2) \mid v_1 \in M_{\gamma_1}, v_2 \in M_{\gamma_2}\};
\]

the eigenvalue pairs are not necessarily distinct.

**Proof.** As already noted, one has \( (\gamma_1, \gamma_2) \approx F_{\gamma_1}^- \otimes F_{\gamma_2}^+, \) so that we may diagonalise the Casimirs in \( F_{\gamma_2}^+ \otimes V_{\Lambda, \rho} \) first, and then, for each resulting eigenspace \( V_{\Lambda, \rho} \), in \( F_{\gamma_1}^- \otimes V_{\Lambda, \rho}. \) We can distinguish 3 cases:

(i) if \( \rho + \lambda \notin (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z} \) the product \( F_{\gamma_2}^+ \otimes V_{\Lambda, \rho} \) admits a decomposition. The second decomposition exists if and only if, for each \( \nu \in M_{\gamma_2}, \)

\[
\rho + \nu = (\lambda + \nu) = \rho - \lambda \notin (-2\gamma_1, 2\gamma_1) \cap \mathbb{Z}.
\]
(ii) If \( \rho + \lambda \in (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z} \) but \( \rho - \lambda \notin (-2\gamma_1, 2\gamma_1) \cap \mathbb{Z} \) the product \( F^+_{\gamma_2} \otimes V_{\lambda, \rho} \) is not decomposable, but we can use the fact that \( F^+_{\gamma_1} \otimes F^+_{\gamma_2} \cong F^+_{\gamma_2} \otimes F^+_{\gamma_1} \) and decompose the product \( F^+_{\gamma_1} \otimes V_{\lambda, \rho} \) first. Following the same reasoning of the previous case, the product of each resulting submodule with \( F^+_{\gamma_2} \) will not be decomposable, as for each \( v \in \mathcal{M}_{\gamma_1} \)
\[
\rho + v + (\lambda - v) = \rho + \lambda \in (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z}.
\]
(2.228)

(iii) Finally, if \( \rho - \lambda \in (-2\gamma_1, 2\gamma_1) \cap \mathbb{Z} \) and \( \rho + \lambda \in (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z} \), both \( F^+_{\gamma_1} \otimes V_{\lambda, \rho} \) and \( F^+_{\gamma_2} \otimes V_{\lambda, \rho} \) are non-decomposable. The only results we have are on the product of \( F^+_\gamma \) with irreducible modules, so we are not in a position to say anything in this case. However, as we saw in the proof of Proposition 2.11, the eigenvalues of \( C_1 \) and \( C_2 \) on \( F^+_{\gamma_2} \otimes V_{\lambda, \rho} \) are still respectively
\[
i(\lambda + v)(\rho + v) \quad \text{and} \quad (\lambda + v)^2 + (\rho + v)^2 - 1, \quad v \in \mathcal{M}_{\gamma_1},
\]
(2.229)
albeit they are not all distinct. Moreover, as each \( C_1, C_2 \)-eigenspace is 1-dimensional, in each \( (J_0, J^2) \)-eigenspace \( V_M^{\gamma_1} \) there is exactly one vector \([(\lambda + \gamma_2, \rho + \gamma_2)J, M]\) such that
\[
C_1[(\lambda + \gamma_2, \rho + \gamma_2)J, M] = i(\lambda + \gamma_2)(\rho + \gamma_2)(\lambda + \gamma_2, \rho + \gamma_2)J, M)
\]
(2.230a)
\[
C_2[(\lambda + \gamma_2, \rho + \gamma_2)J, M] = [(\lambda + \gamma_2)^2 + (\rho + \gamma_2)^2 - 1](\lambda + \gamma_2, \rho + \gamma_2)J, M).
\]
(2.230b)

64 We are assuming for simplicity, and without loss of generality, that \( \lambda \geq 0 \).

65 As \( (\lambda + \gamma_2) - (\rho + \gamma_2) = \lambda - \rho \).

It is easy to see that\(^64\) \[
\text{span}\{(\lambda + \gamma_2, \rho + \gamma_2)J, M) \mid J \in \lambda + \gamma_2 + \mathbb{N}_0, M \in \mathcal{M}_J\}
\]
(2.231)
behaves as a Lorentz group \((g, K)\)-module under the action of \( J \) and \( K \), that is \( F^+_{\gamma_2} \otimes V_{\lambda, \rho} \), although not completely reducible, has at least one submodule \( V_{\lambda+\gamma_2, \rho+\gamma_2} \). Since the product \( F^+_{\gamma_1} \otimes V_{\lambda+\gamma_2, \rho+\gamma_2} \) is not decomposable\(^65\), \( (\gamma_1, \gamma_2) \otimes V_{\lambda, \rho} \cong F^+_{\gamma_1} \otimes V_{\lambda+\gamma_2, \rho+\gamma_2} \) will be indecomposable as well.

The values of the Casimirs follow from Proposition 2.10, and it can be checked explicitly that they need not be all distinct: for example, when \( \gamma_1 = \gamma_2 = 1 \), two possible pairs are \((\lambda, \rho)\) and \((\lambda - 2, \rho)\), which are equivalent if \((\lambda, \rho) = (1, 0)\).

\[
\square
\]

**Summary**

A Clebsch–Gordan decomposition of the product \( F^\gamma \otimes V_{\lambda, \rho} \), with \( V_{\lambda, \rho} \) infinite-dimensional, is possible if and only if \( \rho + A\lambda \notin (-2\gamma, 2\gamma) \cap \mathbb{Z} \), with the modules in the decomposition having
\[
(\Lambda, P) \in \{(\lambda + v, \rho + Av) \mid v \in \mathcal{M}_{\gamma_1}\};
\]
(2.232)
we can write this result in the compact form
\[
F^\gamma \otimes V_{\lambda, \rho} = \bigoplus_{v \in \mathcal{M}_\gamma} V_{\lambda + v, \rho + Av}.
\]
(2.233)

Likewise, the product \( (\gamma_1, \gamma_2) \otimes V_{\lambda, \rho} \) is decomposable if and only if \( \rho - \lambda \notin (-2\gamma_1, 2\gamma_1) \cap \mathbb{Z} \) and \( \rho + \lambda \notin (-2\gamma_2, 2\gamma_2) \cap \mathbb{Z} \), in which case
\[
(\gamma_1, \gamma_2) \otimes V_{\lambda, \rho} = \bigoplus_{v \in \mathcal{M}_{\gamma_1}} V_{\lambda + v_1 + v_2, \rho - v_1 + v_2}.
\]
(2.234)
2.4.3 Jordan–Schwinger representation

Just as in the 3D case, we can use the Wigner–Eckart theorem to generalise the SU(2) Jordan–Schwinger representation to infinite-dimensional Spin(3,1) representations. Recall that the $\mathfrak{su}(2)_C$ generators can be rewritten, when acting on unitary irreducible SU(2) representations, as

$$J_0 = \frac{1}{2}(a^a a - b^a b), \quad J_+ = a^a b, \quad J_- = b^a a; \quad (2.235)$$

the extension of this result to finite-dimensional Spin(3,1) representations trivially follows from the fact that $\text{spin}(3,1)_C \cong \mathfrak{su}(2)_C \oplus \mathfrak{su}(2)_C$ (see Section 2.4.1). A generalisation to infinite-dimensional $(\mathfrak{g}, K)$-modules can be obtained by making use of tensor operators as follows.

**Proposition 2.12.** Let $M^A = \frac{1}{2}(J_+ I - J_- I)$, $A = \pm 1$ be the generators of $\mathfrak{su}(2)_C \oplus \mathfrak{su}(2)_C \cong \text{spin}(3,1)_C$. There exist four tensor operators

$$T^A : F^A_{2j} \otimes V_{\lambda, \rho} \rightarrow V_{\lambda - \frac{1}{2}, \rho - \frac{1}{2}}, \quad \tilde{T}^A : F^A_{2j} \otimes V_{\lambda, \rho} \rightarrow V_{\lambda + \frac{1}{2}, \rho + \frac{1}{2}}, \quad A = \pm 1,$$

where $V_{\lambda, \rho}$ is an arbitrary infinite-dimensional $(\mathfrak{g}, K)$-module with

$$\rho \neq \pm \lambda, \quad \rho \neq \pm(\lambda + 1), \quad (2.236)$$

such that

$$M_0^A = -\frac{1}{2}(T^{-A}_- \tilde{T}^A + T^A_+ \tilde{T}^{-A})_+, \quad M_+^A = \pm T^A_+ \tilde{T}^A,$$

when acting on $V_{\lambda, \rho}$, where

$$T^A_+(\lambda, \rho, j, m) := T^A_+|_{\frac{1}{2}, \lambda, \rho, A} \otimes (\lambda, \rho, j, m).$$

Their action on $V_{\lambda, \rho}$ is

$$T^A_+(\lambda, \rho, j, m) = \pm \sqrt{\frac{j + m + j + \lambda + j + A \rho + 1}{2j + 2}} \langle \lambda - \frac{1}{2}, \rho + \frac{1}{2}, j \rangle_{j - \frac{1}{2}, m + \frac{1}{2}}$$

$$+ \sqrt{\frac{j + m + j - \lambda + j - A \rho + 1}{2j + 2}} \langle \lambda - \frac{1}{2}, \rho - \frac{1}{2}, j \rangle_{j + \frac{1}{2}, m + \frac{1}{2}},$$

and they satisfy the commutation relations

$$[T^A_+, \tilde{T}^B] = [\tilde{T}^A_+, T^B_-] = \delta^{AB}, \quad [T^A_+ T^B_+ + T^B_+ T^A_+] = [\tilde{T}^A_+, \tilde{T}^B_+] = 0.$$
2. WE theorem and JS representation for the 3D and 4D Lorentz Group

Proof. Consider the tensor operators $T^A, \bar{T}^A$ described above. As a consequence of the Wigner–Eckart theorem, it must be

$$ T^A_\mu(\lambda, \rho, j, m) = t^A(\lambda, \rho) \sum_{j=\frac{1}{2}}^{j=\frac{1}{2}} B\{(\lambda - \frac{1}{2}, \rho - \frac{3}{2})|j \frac{1}{2} A_\lambda \rho \} (\lambda, \rho, j) \left( \langle J, M|\frac{1}{2}, \mu, j, m\rangle (\lambda - \frac{1}{2}, \rho - \frac{3}{2}) J, M \right) $$

(2.238a)

$$ \bar{T}^A_\mu(\lambda, \rho, j, m) = \bar{t}^A(\lambda, \rho) \sum_{j=\frac{1}{2}}^{j=\frac{1}{2}} B\{(\lambda + \frac{1}{2}, \rho + \frac{3}{2})|j \frac{1}{2} A_\lambda \rho \} (\lambda, \rho, j) \left( \langle J, M|\frac{1}{2}, \mu, j, m\rangle (\lambda + \frac{1}{2}, \rho + \frac{3}{2}) J, M \right) $$

(2.238b)

with $t^A, \bar{t}^A$ arbitrary functions of $\lambda$ and $\rho$. Let now

$$ V^A_0 := -\sqrt{2} M^A_0, \quad V^A_{\pm 1} := \pm M^A_{\pm 1}; $$

(2.239)

one can check that they are the components in the basis $|1_A, \mu\rangle$ of a tensor operator $V^A : F^A_1 F^A_L \rightarrow V^A_{\lambda, \rho}$; in fact

$$ [M^B_0, V^A_\mu] = \mu \delta_{AB} V^A_\mu, \quad [M^B_\pm, V^A_\mu] = C_{\pm}(1, \mu) \delta_{AB} V^A_{\mu \pm 1}. $$

(2.240)

Suppose, as an ansatz, that

$$ V^A_\mu = \sum_{\mu \in M_\frac{1}{2}} \sum_{\mu \in M_{\frac{1}{2}}} (\frac{1}{2}, \mu_1; \frac{1}{2}, \mu_2|1, \mu) T^A_{\mu_1} \bar{T}^A_{\mu_2}, $$

(2.241)

it is a standard result for SU(2) tensor operators\footnote{Barut and Rązka, Theory of Group Representations and Applications, chap. 9.} that the RHS is indeed the $\mu$ component of a tensor operator transforming like $F^A_1$, so that the ansatz is consistent. Evaluating the Clebsch–Gordan coefficients, one can rewrite (2.241) as

$$ M^A_0 = -\frac{1}{4} \left( T^A_+, T^A_- + T^A_-, T^A_+ \right), \quad M^A_{\pm 1} = \pm \frac{1}{2} T^A_\pm T^A_\mp. $$

(2.242)

Comparing the possible matrix elements of both sides of (2.241) one can explicitly check that they agree, i.e., the ansatz is verified, if and only if\footnote{Remember that $F^A_{1}$ is also an SU(2) representation.}

$$ t^A(\lambda + \frac{1}{2}, \rho + \frac{3}{2}) \bar{t}^A(\lambda, \rho) = \sqrt{\lambda + A\rho} \sqrt{\lambda + A\rho + 1 \pm 0}. $$

(2.243)

We choose here the particular solution

$$ t^A(\lambda, \rho) = \bar{t}^A(\lambda, \rho) = \sqrt{\lambda + A\rho}; $$

(2.244)

with this choice we recover the required matrix elements\footnote{Notice that the RHS is non-zero if and only if $\rho \neq \pm \lambda$ and $\rho \neq \pm (\lambda + 1)$.} and, after some tedious but simple calculations, the required commutation relations. □

Note that the matrix elements of the $T^A, \bar{T}^A$ operators satisfy

$$ ((\lambda - \frac{1}{2}, \rho - \frac{3}{2}) j_{-\frac{1}{2}}, m \pm \frac{1}{2}) T^A_{\pm 1}(\lambda, \rho, j, m) = \pm ((\lambda, \rho, j, m) T^A_{\pm 1}(\lambda - \frac{1}{2}, \rho - \frac{3}{2}) j_{-\frac{1}{2}}, m \pm \frac{1}{2}) $$

(2.245)
and

\[(\lambda - \frac{1}{2}, \rho - \frac{A}{2}) j + \frac{1}{2}, m \pm \frac{1}{2} | T_A^A(\lambda, \rho) j, m) = \mp ((\lambda, \rho) j, m | \overline{T}_A^A(\lambda - \frac{1}{2}, \rho - \frac{A}{2}) j + \frac{1}{2}, m \pm \frac{1}{2}),\]

and, like in the 3D case for continuous representations, they are never always real or always imaginary if \(V_{\lambda, \rho}\) is infinite-dimensional, so the components of the tensor operators are not harmonic oscillators. Nevertheless, the commutation relations from Proposition 2.12 are still those of the Lie algebra \(h_2(\mathbb{R})_C \oplus h_2(\mathbb{R})_C\), the same as the finite-dimensional case; in the infinite-dimensional case, however, since \(M^A\) does not act on \(V_{\lambda, \rho}\) as a unitary \(su(2)\) representation, the \(T^A, \overline{T}_A^A\) (with \(A\) fixed) operators will not act unitarily as a Heisenberg algebra either. This result is analogous to the one for the continuous series in Section 2.3.4, and was similarly unknown until now. Let us emphasise that, unlike the case of \(Spin(2,1)\), in the 4D case there is no discrete series, so that this is the first version of the Jordan–Schwinger representation that works for unitary representations.

### 2.5 Concluding remarks

We have seen in this chapter how the well-known Wigner–Eckart theorem admits a simple generalisation to arbitrary Lie groups, possibly non-compact. Despite the simplicity of the proof, it is still important to remember that, to actually gain any useful information from the theorem, it is necessary to know which representations appear in the Clebsch–Gordan decomposition of the product of the representation the tensor operator transforms as and the representation it acts on, as well as the Clebsch–Gordan coefficients themselves for the explicit values of the matrix elements. When the representation acted on is infinite-dimensional—as it happens when the group in non-compact—not only are these results not known in general, but as we have seen they are not easy to obtain. We have studied the particular cases of \(Spin(2,1)\) and \(Spin(3,1)\) for their potential applications to physics, an example of which we will see in Chapter 3, and in the hope that the techniques we used will prove useful to investigate more complicated cases.

Regarding the Jordan-Schwinger representation, we have discovered the new result that, even when the representation is in the continuous principal series, it is possible to express the algebra generators in terms of two spinor operators, which generalise the harmonic oscillators. Although for continuous representations the spinors are not harmonic oscillators anymore, it is interesting that they still have the commutation relations of a Heisenberg algebra.
Chapter 3

Spinor operators in 3D Lorentzian loop quantum gravity

With this chapter we start investigating the applications of non-compact groups to quantum gravity; in particular, we will construct a model of 3D Lorentzian loop quantum gravity, and make use of the results of Section 2.3—particularly the Jordan–Schwinger representation—to implement the Lorentzian version of the spinorial framework used in the Euclidean case. Our main goal is to generalise to Lorentzian signature the results of Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’, where the spinorial framework is used in the 3D Euclidean case (with $\text{SU}(2)$ as gauge group) to construct a solvable Hamiltonian constraint. In the Lorentzian case the gauge group is given by $\text{Spin}(2, 1)$; as we should expect by now, the treatment will be considerably more complicated than the compact case.

We will first work at the classical level. In Section 3.1 we will define classical tensors, which are essentially the equivalent of tensor operators for Poisson algebras; in particular we will use classical spinors to obtain a classical analogue of the Jordan–Schwinger representation. In Section 3.2 we will then use the spinors to construct a set of observables, which we will use to express the classical Hamiltonian constraint. The rest of the chapter is dedicated to the study of the quantised model. We start by constructing the space of quantum states in Section 3.3; in Section 3.4 we will then quantise the classical Hamiltonian constraint, and we will show that the Lorentzian Ponzano–Regge amplitude, given by the Racah coefficient, is in its kernel. Finally, we will see in Section 3.5 that our formalism is general enough that it can be used to cover the Euclidean case as well.

The content of this chapter is based on the results presented in the article Girelli and Sellaroli, ‘3D Lorentzian loop quantum gravity and the spinor approach’.

3.1 Classical tensors and tensor operators for $\text{SU}(1, 1)$

This section focuses on the notion of classical tensors. We will first define these quantities, then show how, upon quantisation, they become the tensor operators we defined in Section 2.2.
3. Spinor operators in 3D Lorentzian loop quantum gravity

3.1.1 Classical tensors

Classical Spin(2, 1) tensors are the Poisson analogue of the tensor operators we defined in Section 2.2. Explicitly, a tensor is a set of functions \( r_\mu \) that transform as the vectors in a Spin(2, 1) representation, where the infinitesimal Spin(2, 1) action is implemented as a Poisson bracket\(^3\), i.e.,

\[
\{ x_0, r_\mu \} = -i \mu r_\mu, \quad \{ x_\pm, r_\mu \} = -i \Gamma_\mu (y, \mu) r_\mu.
\]  

(3.1)

The Poisson structure on \( \mathbb{R}^3 \) analogous to the spin(2, 1) commutation relations is given by

\[
\{ x_0, x_\pm \} = \pm i x_\pm, \quad \{ x_+, x_- \} = 2i x_0,
\]  

(3.2)

where the algebra is parametrised by \( x_0 \in \mathbb{R}, x_\pm \in \mathbb{C} \) with \( x_- = \overline{x}_+. \) We will only consider tensors transforming like finite-dimensional representations: as we will see they are the only ones that can be contracted together to obtain Spin(2, 1)-invariant quantities. We will call respectively vectors, spinors and scalars the tensors transforming like \( F_1, F_2 \) and \( F_0 \). We will also define contravariant tensors, i.e., tensors \( r^\nu \) transforming as the dual representation \( F^*_\nu \). Recall that the Lie algebra acts on the dual space \( F^*_\nu \) as

\[
X(y, \mu) := -\langle y, \mu | X, \quad X \in \text{spin}(2, 1)_\mathbb{C}.
\]  

(3.3)

One can easily show that \( F^*_\nu \cong F_\nu \) as representations, with the isomorphism given by

\[
\varphi_\nu : \langle y, \mu | \in F^*_\nu \mapsto (-1)^\nu-\mu | y, -\mu \rangle \in F_\nu;
\]  

(3.4)

consequently, we define the components of the tensor dual to \( r^\nu \) as

\[
r^\nu_\mu := (-1)^\nu-\mu r^\nu_{-\mu},
\]  

(3.5)

which satisfy

\[
\{ x_0, r^\nu_\mu \} = i \mu r^\nu_\mu, \quad \{ x_\pm, r^\nu_\mu \} = i \Gamma_\mu (y, \mu) r^{\nu}_{\pm 1}.
\]  

(3.6)

Analogously to tensor operators, tensors can be composed to obtain new tensors using the Clebsch–Gordan coefficients; in fact\(^3\),

\[
r^\nu = \sum_{\mu_1, \mu_2} A(y_1, \mu_1; y_2, \mu_2 | y, \mu) r^{\nu}_{\mu_1} r^{\nu}_{\mu_2}
\]  

(3.7)

is the \( \mu \) component of a tensor transforming as \( F_\nu \), as long as \( F_\nu \subseteq F_{y_1} \otimes F_{y_2} \). We can use this fact to construct \( x_0, x_\pm \) out of two spinors, retracing our steps from Section 2.3.4 (Jordan–Schwinger representation), i.e., we consider two spinors \( \tau = \left( \frac{\tau_+}{\tau_-} \right), \tau = \left( \frac{\tau_-}{\tau_+} \right) \) such that

\[
x_0 = -\frac{1}{2} (\tau_- \tau_+ + \tau_+ \tau_-), \quad x_\pm = \pm i \tau_\pm \tau_\mp,
\]  

(3.8)

with

\[
\{ \tau_+, \tau_- \} = \{ \overline{\tau}_+, \tau_- \} = -\frac{i}{2}
\]  

(3.9)

---

\(^3\) Barut and Rączka, *Theory of Group Representations and Applications*, chap. 9.
and all other Poisson brackets vanishing. At this stage we are working with a symplectic structure on $\mathbb{C}^4$, which we have to reduce by imposing the reality constraints $\bar{x}_0 = x_0$, $\bar{x}_+ = x_-$; two natural choices to implement these constraints are

$$
\bar{\tau}_+ = \tau_+ \quad \text{and} \quad \bar{\tau}_- = -\tau_-,
$$

(3.10)

which reduce $\mathbb{C}^4$ to $\mathbb{C}^2$ equipped with the canonical symplectic form.

We can concatenate the spinors to form scalars using (3.7): using the Clebsch–Gordan coefficients

$$
A(\frac{1}{2}, \mu_1; \frac{1}{2}, \mu_2|0, 0) = \frac{(-1)^{\frac{1}{2}-\mu_1}}{\sqrt{2}} \delta_{\mu_1+\mu_2, 0},
$$

(3.11)

we define a bilinear form

$$
B(\tau, \bar{\tau}) := -\sqrt{2} \sum_{\mu_1, \mu_2} A(\frac{1}{2}, \mu_1; \frac{1}{2}, \mu_2|0, 0) \sigma_{\mu_1} \tau_{\mu_2} = \sigma_- \tau_+ - \sigma_+ \tau_-,
$$

(3.12)

which assigns a scalar to two spinors $\tau, \bar{\tau}$.

It will be useful to introduce a bra–ket notation for the spinors. We define

$$
|\tau\rangle := \tau, \quad |\bar{\tau}\rangle := \bar{\tau}
$$

(3.13)

and

$$
\langle \tau| := B(\tau, \cdot) = (-\tau_+, \tau_-), \quad \langle \bar{\tau}| := B(\bar{\tau}, \cdot) = (-\bar{\tau}_+ , \bar{\tau}_-);
$$

(3.14)

note that $\langle \tau|$ and $\langle \bar{\tau}|$ are respectively the dual spinors of $|\tau\rangle$ and $|\bar{\tau}\rangle$. With this notation we can write the spin(2,1) generators in the compact form

$$
x_a = \frac{1}{2} \langle \tau| \sigma_a |\tau\rangle,
$$

(3.15)

where

$$
x_1 := \frac{x_+ + x_-}{2}, \quad x_2 := \frac{x_+ - x_-}{2i}
$$

(3.16)

and

$$
\sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
$$

(3.17)

are the equivalent of the Pauli matrices.

An interesting feature of the spinors is the possibility to use them to construct $\text{SU}(1,1) \cong \text{Spin}(2,1)$ group elements

$$
g = \begin{pmatrix} \alpha & \beta \\ \bar{\beta} & \bar{\alpha} \end{pmatrix}, \quad |\alpha|^2 - |\beta|^2 = 1.
$$

(3.18)

using tensor products of spinors and contravariant spinors; explicitly, we introduce another pair of spinors $w, \bar{w}$ and define

$$
g = \frac{|w\rangle\langle \tau| - |\bar{w}\rangle\langle \bar{\tau}|}{\sqrt{\langle \tau|\tau\rangle\langle w|w\rangle}} = \frac{1}{\sqrt{\langle \tau|\tau\rangle\langle w|w\rangle}} \begin{pmatrix} \bar{w}_- \tau_+ - w_- \bar{\tau}_+ \\ \bar{w}_+ \tau_+ - w_+ \bar{\tau}_+ \\ \bar{w}_- \tau_- + w_- \bar{\tau}_- \\ \bar{w}_+ \tau_- + w_+ \bar{\tau}_- \end{pmatrix},
$$

(3.19)

4One should note that this definition differs from the one presented in Girelli and Selleri, ‘3D Lorentzian loop quantum gravity and the spinor approach’, as an inconsistency was later discovered in the old definition. The rest of the content in the chapter has also been adapted to fit the change.
with the normalisation factor ensuring that $\det(g) = 1$. We also require that $g_{11} = \bar{g}_{22}$ and $g_{12} = \bar{g}_{21}$; one can easily check that these conditions are satisfied when using one of the constraints from (3.10) for the spinors. The inverse group element is given by

$$g^{-1} = \frac{\tau\langle w| - \langle \tau| w]}{\sqrt{\langle \tau| \tau \rangle \langle w| w]}}.\quad (3.20)$$

Note that $g$ acts on spinors by interchanging $\tau$ with $w$; in fact, introducing the matching constraint\(^5\)

$$\langle w|w] = \langle \tau| \tau\rangle,\quad (3.21)$$

we have

$$\begin{cases} g|\tau\rangle = |w\rangle, & g|\tau\rangle = |w\rangle, \\
\langle w| g = \langle \tau|, & \langle w| g = \langle \tau| \\
ge^{-1}|w\rangle = |\tau\rangle, & g^{-1}|w\rangle = |\tau\rangle, \\
\langle \tau| g^{-1} = \langle w|, & \langle \tau| g^{-1} = \langle w|.\quad (3.22)\end{cases}$$

We will see in Section 3.2 that we can use this fact to interpret the group element $g$ as the parallel transport between the spinors on the edge of a graph.

### 3.1.2 Quantisation of classical tensors

Let us now consider the quantisation of the phase space we constructed. The $\text{spin}(2,1)$ generators become the operators $J_0$, $J_+$ acting on an irreducible representation; the reality constraints $\bar{x}_0 = x_0$ and $\bar{x}_\pm = x_\pm$ are quantised as

$$J_0^\dagger = J_0, \quad J_+^\dagger = J_-\,,$$$$
\text{i.e., the representation is unitary. If we quantise the spinors as}$$

$$\tau_\pm \to T_\pm, \quad \bar{\tau}_\pm \to \bar{T}_\pm.$$

and the Poisson brackets as $\{\cdot,\cdot\} \to -\hbar[\cdot,\cdot]$, we obtain the tensor operators we defined when we treated the Jordan–Schwinger representation in Section 2.3.4, satisfying

$$[T_+, \bar{T}_-] = [\bar{T}_+, T_-] = \mathbb{I}$$

and such that

$$J_\pm = \frac{\pm i}{2} [T_\pm, \bar{T}_\pm], \quad J_0 = \frac{1}{2} (T_- \bar{T}_+ + T_+ \bar{T}_-);$$

we will thus henceforth refer to them as spinor operators.

Recall that we have a constraint on the spinors imposed by the reality conditions. A priori, we have a choice: we can first implement the reality constraints, then quantise, or alternatively first quantise and then implement a quantum version of the reality constraints. The quantisation of the two natural reality constraints (3.10)

$$\bar{\tau}_\pm = \begin{cases} -\bar{T}_\pm \\
\bar{T}_\pm \end{cases} \quad \to \quad T_\pm = \begin{cases} -\bar{T}_\pm^\dagger \\
\bar{T}_\pm^\dagger \end{cases}\,.$$

5 Following Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’.
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leads to the spinor operators acting on the discrete series \( D^+_j \) as harmonic oscillators, as we saw in Section 2.3.4. However, there is no natural reality condition at the classical level that upon quantisation leads to an action on the continuous series, as in this case

\[
\left( j + \frac{1}{2}, m \pm \frac{1}{2} \right) T_{\pm} | j, m \rangle = \mp \left( j, m | T_{\pm} | j + \frac{1}{2}, m \pm \frac{1}{2} \right), \quad (3.28)
\]

i.e., in some sense\(^6\), \( T'_{\pm} = \mp T_{\pm} \), which does not have a classical analogue. Despite this, the quantum constraints \( J^0_+ = J^0_0 \) and \( J^0_- = J^- \) are still satisfied. For this reason, we will adopt the second quantisation scheme (first quantise, then implement the reality constraints), which allows us to have continuous representations at the quantum level; in other words, we will treat \( \tau \) and \( \bar{\tau} \) as independent variables until we quantise them.

The quantisation of the spinors \( | w \rangle \) and \( | \bar{w} \rangle \) appearing in the spinorial description of the SU(1,1) group elements is analogous, i.e.,

\[
w_\pm \rightarrow T_\pm, \quad \bar{w}_\pm \rightarrow \bar{T}_\pm, \quad (3.29)
\]

with the difference that we will have them act on covectors (bras). It should be noted that there is an ambiguity in the quantisation of \( \langle \tau | \tau \rangle \) and \( \langle w | w \rangle \), as the operators appearing in their naïve quantisation do not commute; we will choose the symmetric quantisation

\[
\bar{\tau}_- \tau_+ + \bar{\tau}_+ \tau_- \rightarrow \frac{1}{2} \left( \bar{T}_- T_+ - \bar{T}_+ T_- + T_+ \bar{T}_- - T_- \bar{T}_+ \right) \equiv \bar{T}_- T_+ - \bar{T}_+ T_- + : E : = E, \quad (3.30)
\]

which has the double advantage of regularising the denominator of the (quantised) group element when \( j = 0 \) and, as we will see later, closing the Lie algebra of scalar operators we can build from the spinor ones. Note that with this choice the quantised versions of \( \langle \tau | \tau \rangle \) and \( \langle w | w \rangle \) satisfy respectively\(^7\)

\[
E | j, m \rangle = (2j + 1) | j, m \rangle \quad \text{and} \quad E \langle j, m | = (2j + 1) \langle j, m |, \quad (3.31)
\]

which is the quantum version of the matching constraint (3.21).

3.2 Classical description of Lorentzian 3D loop quantum gravity

We recall now the standard construction of the loop quantum gravity phase space\(^8\), specialising it to the Spin(2,1) case. The triad and connection \( (e, \omega) \) are discretised into the holonomy and flux variables \( (g, X) \in T^* \text{Spin}(2,1) \). More precisely, we consider a graph \( \Gamma \) and to each edge \( e \) we associate two fluxes \( X, \bar{X} \) and a group element \( g \); the fluxes sit respectively at the source and target vertex, and the group element parallel transports \( X \) to \( \bar{X} \) (Fig. 3). The idea behind the spinorial framework is to replace the fluxes and holonomies by attaching a pair of spinors \( | \tau \rangle, | \bar{\tau} \rangle \) at each vertex. For each edge the two pairs of spinors provide the full information about \( T^* \text{Spin}(2,1) \), since we can reconstruct from them both the flux and the holonomy\(^9\).

The dynamics of gravity is encoded by two constraints, the Gauß constraint and the flatness constraint. The Gauß constraint is discretised at the vertices of \( \Gamma \), and corresponds to an (infinitesimal) Spin(2,1) invariance at the vertex; due to the proportionality

\(^6\)The notion of transpose here is basis dependent: there is no guarantee that the matrix elements in a different basis satisfy the same conditions.

\(^7\)Using the action of the spinor operators from Section 2.3.4.

\(^8\)See for example Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’.

\(^9\)see (3.15) and (3.19).
between the fluxes and the $\text{su}(1,1)$ generators, this invariance can be interpreted as the requirement that the total flux at each vertex is zero\(^{10}\), i.e.,

$$\sum_i X_i = 0. \quad (3.32)$$

Given a vertex $v$, we can construct a set of functions which commute with the Gauß constraint, and as such they will be called observables. They are defined in terms of the spinors living on different legs of the vertex in such a way that they are $\text{Spin}(2,1)$ invariant; these functions are

$$f_{ab} := \mathcal{B}(\tau_a, \tau_b) = [\tau_a | \tau_b], \quad \tilde{f}_{ab} := \mathcal{B}(\overline{\tau}_a, \overline{\tau}_b) = \langle \tau_a | \tau_b \rangle, \quad e_{ab} := \mathcal{B}(\tau_a, \tau_b) = \langle \tau_a | \tau_b \rangle = -e_{ba}. \quad (3.33)$$

The observables $f_{ab}$ and $\tilde{f}_{ab}$ are not all independent when reality conditions are implemented: for example, if we use either $\overline{\tau}_a = -\overline{\tau}_x$ or $\overline{\tau}_a = \overline{\tau}_z$ on both of the legs $a$ and $b$, we get that $\tilde{f}_{ab} = f_{ab}$. If instead we use $\overline{\tau}_a = -\overline{\tau}_y$ on leg $a$ and $\overline{\tau}_a = \overline{\tau}_z$ on leg $b$ (or vice versa), we get $\tilde{f}_{ab} = -\tilde{f}_{ab}$. The functions $e$, $f$, and $\tilde{f}$ satisfy the closed Poisson relations

$$\{e_{ab}, e_{cd}\} = -i(\delta_{cb}e_{ad} - \delta_{ad}e_{cb}) \quad (3.34a)$$
$$\{e_{ab}, f_{cd}\} = -i(\delta_{ad}f_{bc} - \delta_{ac}f_{bd}) \quad (3.34b)$$
$$\{e_{ab}, \tilde{f}_{cd}\} = -i(\delta_{bc}\tilde{f}_{ad} - \delta_{bd}\tilde{f}_{ac}) \quad (3.34c)$$
$$\{f_{ab}, f_{cd}\} = -i(\delta_{db}e_{ca} + \delta_{ca}e_{db} - \delta_{cb}e_{da} - \delta_{da}e_{cb}) \quad (3.34d)$$
$$\{f_{ab}, \tilde{f}_{cd}\} = \{f_{ab}, \tilde{f}_{cd}\} = 0. \quad (3.34e)$$

These quantities are equivalent to the spinorial observables of the Euclidean case\(^{11}\), and in fact satisfy the same Poisson algebra: the only difference is in the choice of real structure, i.e., which variables are conjugate to each other. As it is well-known in the Euclidean case, we can use these observables to generate all the standard LQG observables.

The flatness constraint is discretised by requiring that the product of the holonomies around each face $f$ of the graph is the identity, i.e.,

$$\prod_{e \in f} g_e = \mathbb{1}. \quad (3.35)$$

In the Euclidean case it was discovered that this constraint can be recast in a natural constraint involving either the fluxes\(^{12}\) or the spinors\(^{13}\), according to the initial choice of variables on the graph. In the spinorial framework, one essentially projects the flatness constraints on the basis provided by the spinors, to obtain a set of scalar constraints.

---

\(^{10}\)One should be aware that this is merely a coincidence: when dealing with quantum groups, the invariance under the quantum group cannot be interpreted as the requirement that the equivalent of the fluxes sum to zero. See Bonzom, Dupuis and Girelli, ‘Towards the Turaev-Viro amplitudes from a Hamiltonian constraint’.

\(^{11}\)These will be analysed in detail in Chapter 4, where we will work in the Euclidean regime.

\(^{12}\)Bonzom and Freidel, ‘The Hamiltonian constraint in 3d Riemannian loop quantum gravity’.

\(^{13}\)Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’.

---

Figure 3: The information about fluxes is now encoded by a pair of spinors.
The physical interpretation is that the scalar product of two spinors at a vertex is left invariant when parallel transporting the spinors along the edges around the relevant face. To generalise this result to the Lorentzian case, we will focus on a triangular face of the graph, such as in Fig. 4, following Bonzom and Livine. Sitting at the vertex between $g_2$ and $g_3$ and proceeding clockwise (i.e. along the cycle (342)), the constraints are given by

$$H_{342}: = \langle w_2 | (\mathbb{1} - g_2 g_4^{-1} g_3) | \tau_3 \rangle | w_2 \rangle | w_3 \rangle$$

where the factors on the right, e.g., $| w_2 \rangle | \tau_3 \rangle$, are introduced for convenience, as they will be important when we quantise these constraints.

The constraint (3.35) is actually a set of 3 real scalar constraints: in fact $g_2 g_4^{-1} g_3$, as an $SU(1,1) \cong Spin(2,1)$ group element, is parametrised by 3 real parameters, so that the constraint

$$\mathbb{1} - g_2 g_4^{-1} g_3 = 0$$

has 3 (real) degrees of freedom. The four complex constraints in (3.36), being proportional to the matrix elements of (3.37), are equivalent to it and thus carry the same degrees of freedom. Using the parallel transport of the spinors we can simplify the expression of the previous Hamiltonian constraints, namely we can express them in terms of the vertex observables $e_{ab}, f_{ab}, \tilde{f}_{ab}$. For example, using (3.22) for $\langle w_2 | g_2$ and $g_3 | \tau_3 \rangle$, we have that

$$H_{342}: = \langle w_2 | (\mathbb{1} - g_2 g_4^{-1} g_3) | \tau_3 \rangle | w_2 \rangle | w_3 \rangle$$

$$= \langle w_2 | \tau_3 \rangle | w_2 \rangle | \tau_3 \rangle - \langle \tau_3 | g_4^{-1} w_3 \rangle | w_2 \rangle | \tau_3 \rangle$$

$$= \langle w_2 | \tau_3 \rangle | \tau_2 \rangle | \tau_3 \rangle - \langle \tau_2 \rangle \left( \frac{\tau_4 (\langle w_4 \rangle - | \tau_4 \rangle | w_4 \rangle)}{\sqrt{\langle \tau_4 \rangle | \tau_4 \rangle}} \right) | w_3 \rangle | w_2 \rangle | \tau_3 \rangle$$

$$= \tilde{f}_{23} f_{23} - (e_{24} \tilde{f}_{24} - \tilde{f}_{43} e_{43}) e_{41} f_{23},$$

one should be aware that this construction should be generalised to any face. This was done for vector constraints (using the fluxes) by Bonzom, in an unpublished work.
where we define that $e_4 := e_{44} = \langle \tau_4 | r_4 \rangle = \langle w_4 | w_4 \rangle$.

Different sets of constraints can be obtained by considering the other possible cycles; the general expression for them is

$$
H^{(l)}_{abc} = e_{ca} e_{ca} - (e_{cb} e_{ba} - f_{cb} f_{ba}) e_{ca}^{-1} e_{ca} \quad (3.39a)
$$

$$
H^{[l]}_{abc} = e_{ca} e_{ca} - (f_{cb} f_{ba} - e_{cb} e_{ba}) e_{ca}^{-1} e_{ca} \quad (3.39b)
$$

$$
H^{(l)}_{abc} = f_{ca} f_{ca} - (e_{cb} f_{ba} - f_{cb} e_{ba}) e_{ca}^{-1} f_{ca} \quad (3.39c)
$$

$$
H^{[l]}_{abc} = f_{ca} f_{ca} - (f_{cb} e_{ba} - e_{cb} f_{ba}) e_{ca}^{-1} f_{ca} \quad (3.39d)
$$

where $(abc)$ is any permutation of $(342)$. Note that it suffices to consider even permutations only\(^\text{1}\), as it is easy to check that

$$
H^{(l)}_{e_{ca}} \equiv H^{[l]}_{abc}, \quad H^{(l)}_{e_{ca}} \equiv H^{[l]}_{abc}, \quad H^{(l)}_{e_{ca}} \equiv H^{[l]}_{abc} \quad (3.40)
$$

One can check by direct computation that

$$
H^{(l)}_{abc} + H^{[l]}_{abc} - H^{(l)}_{abc} - H^{[l]}_{abc} = e_a e_c \text{tr}(\mathbb{1} - g_a g_b g_c), \quad (3.41)
$$

where the trace is calculated using the fact that, for two column vectors $x$ and $y$,

$$
\text{tr}(x \otimes y^\dagger) \equiv y^\dagger x, \quad (3.42)
$$

so that for example

$$
\text{tr}(\langle \tau_a | \tau_b \rangle) = \langle \tau_b | \tau_a \rangle = e_{ba}, \quad (3.43)
$$

and the identity

$$
f_{ca} f_{ca} - e_{ca} e_{ca} = (\tau_+ \tau_+^a + \tau_+ \tau_-^d)(\tau_- \tau_+^d - \tau_+ \tau_-^d) - (\tau_+ \tau_-^d - \tau_+ \tau_-^d)(\tau_- \tau_+^d - \tau_+ \tau_-^d)
$$

$$
= (\tau_- \tau_+^a - \tau_+ \tau_-^d)(\tau_- \tau_+^d - \tau_+ \tau_-^d)
$$

$$
= e_a e_c \quad (3.44)
$$

is used.

### 3.3 Relativistic spin networks

Our goal in this section is to quantise the classical LQG space we constructed in 3.2. We will first recall some notions of Spin(2, 1) recoupling theory that we will need to proceed, then construct the space of Spin(2, 1) intertwiners, which we will use as building blocks of our quantum theory. It should be noted that, due to the non-compactness of the group, *closed* spin networks, which are proportional to the intertwiner which maps the trivial representation to itself, are generally divergent; spin networks for non-compact groups have been studied in detail in Freidel and Livine, 'Spin networks for noncompact groups', where it was shown how to deal with these divergencies. We will mostly focus on 3-valent intertwiners, but we will also consider 4-valent ones to introduce the notion of Racah coefficients. In the last subsection we will introduce an inner product in the space of intertwiners.
3.3.1 Spin(2, 1) recoupling theory

Some results of Spin(2, 1) representation theory, namely the known recouplings between irreducible \((g, K)\)-modules are reviewed here. The ones we discovered in Section 2.3 are recalled as well.

**Coupling of finite-dimensional representations**

The finite-dimensional representations of Spin(2, 1) coincide with those of SU(2). In particular, their recoupling will have the same Clebsh–Gordan decomposition, i.e.

\[
F_j \otimes F_{j'} = \bigoplus_{|j - j'|} F_{j''},
\]

(3.45)

**Coupling of unitary representations**

The known recouplings for unitary representations are\(^{16}\)

\[
D_j^\pm \otimes D_{j'}^\pm = \bigoplus_{j = j' + 1}^\infty D_j^\pm
\]

(3.46a)

\[
D_j^\pm \otimes D_{j'}^\pm = \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \int_{\mathbb{R}_+} C_{e_{1/2} + 1s} dS, \quad J_{min} = \varepsilon = \varepsilon(j + j')
\]

(3.46b)

\[
D_j^\pm \otimes C_{e_{1/2} + 1s} = \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \int_{\mathbb{R}_+} C_{e_{1/2} + 1s} dS, \quad J_{min} = E = \varepsilon(j + \varepsilon)
\]

(3.46c)

\[
C_{e_{1/2} + 1s} \otimes C_{e'_{1/2} + 1s'} = \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \bigoplus_{j = j' + 1}^\infty D_j^\pm \pm \bigoplus_{j = j' - 1}^\infty D_j^\pm \pm \int_{\mathbb{R}_+} C_{e_{1/2} + 1s} dS, \quad J_{min} = E = \varepsilon(\varepsilon + \varepsilon')
\]

(3.46d)

where \(j, j' \geq \frac{1}{2}\) and \(s, s' > 0\), the function \(\varepsilon(x)\) is defined by

\[
\varepsilon(x) = \begin{cases} 
0 & \text{if } x \in \mathbb{Z}, \\
\frac{1}{2} & \text{if } x \in \frac{1}{2} + \mathbb{Z} 
\end{cases}
\]

(3.47)

and it is to be understood that \(\bigoplus_{j = a}^b\) vanishes if \(b < a\). Notice in particular that only representations in the Plancherel decomposition appear in the Clebsh–Gordan decomposition, even when we consider couplings involving discrete representations with \(j = -\frac{1}{2}\). Moreover, the trivial representation \(F_0\) does not appear in any of the representations. The factor 2 in (3.46d) denotes that each continuous representation appears twice in that decomposition.

**Coupling of finite and infinite-dimensional representations**

Recall from Section 2.3 that for the coupling of a finite-dimensional representation and one from the discrete or continuous series we have

\[
F_y \otimes D_j^\pm = \bigoplus_{j - y} D_j^\pm
\]

(3.48)

\(^{16}\)Mukunda and Radhakrishnan, Clebsh-Gordan problem and coefficients for the three-dimensional Lorentz group in a continuous basis. I'.
with the restriction \( j > y - 1 \) and
\[
F_j \otimes C^E_j = \bigoplus_{j=j-y}^{j+y} C^E_j, \quad E = \zeta(y + \varepsilon), \tag{3.49}
\]
with the restriction that, if \( j \in \mathbb{Z}/2 \), \( j > y - 1 \) or \( j < -y \).

### Clebsch–Gordan coefficients and label notation

So far our results of recoupling theory are very heterogeneous. In order to have a uniform notation across different cases, we will introduce a new convention: the quantum number \( j \in \mathbb{C} \) will become a label, i.e., we will, with abuse of notation, continue to call \( j \) the pair \((j, \alpha)\), where
\[
\alpha \in \{D^+, D^-, C^0, C^2, F\} \tag{3.50}
\]
is a symbol denoting the representation class. The label \( j \) now completely determines the module, which we denote by \( V_j \), spanned by the standard basis \(|j, m\rangle\). The set of possible \( m \) values will be denoted by \( \mathcal{M}_j \).

Consider now a generic coupling \( V_j \otimes V_{j'} \). If a decomposition exists, we are going to denote by \( \mathcal{D}(j, j') \) the set containing the labels of all representations appearing in it. We then have
\[
|J, M\rangle = \sum_{m, m'} A(j, m; j', m'|J, M)|j, m\rangle \otimes |j', m'\rangle, \quad J \in \mathcal{D}(j, j'), \quad M \in \mathcal{M}_j, \tag{3.51}
\]
where the \( A(j, m; j', m'|J, M) \)'s are the Clebsch–Gordan coefficients of the decomposition. To account for the case \( F_j \otimes V_{j'} \), in which this map is generally not unitary, we will write
\[
|j, m\rangle \otimes |j', m'\rangle = \int_{\mathcal{D}(j, j')} d\xi(J) \sum_{M \in \mathcal{M}_J} B(J, M|j, m; j', m'|J, M), \tag{3.52}
\]
where the \( B(J, M|j, m; j', m') \)'s are the components of \( A^{-1} \), i.e., the inverse Clebsch–Gordan coefficients. The integral is taken with respect to a measure \( \xi \) defined as follows: if \( \mathcal{D}_a(j, j') \subseteq \mathcal{D}(j, j') \) is the subset of labels with representation class \( \alpha \), then\footnote{Here \(|S|\) denotes the cardinality of a set \( S \).}
\[
\xi|_{\mathcal{D}_a} = \begin{cases} 
\lambda & \text{if } |\mathcal{D}_a| = |\mathbb{R}| \\
\sum_{J \in \mathcal{D}_a} \delta_J & \text{if } |\mathcal{D}_a| = |\mathbb{N}|,
\end{cases} \tag{3.53}
\]
where \( \lambda \) is the Lebesgue measure on \( \mathbb{C} \) and \( \delta_J \) is the Dirac measure defined by
\[
\delta_J(A) = \begin{cases} 
1 & \text{if } J \in A \\
0 & \text{if } J \notin A.
\end{cases} \tag{3.54}
\]

Clebsch–Gordan coefficients possess many interesting properties. It follows from their definition that they satisfy the orthogonality relations
\[
\int d\xi(J) \sum_M A(j, m; j', m'|J, M) B(J, M|j, n; j', n') = \delta_{m,n} \delta_{m',n'}, \tag{3.55a}
\]
\[
\sum_{m, m'} B(J, M|j, m; j', m'|J', M') A(j, m; j', m'|J', M') = \delta(J, J') \delta_{M, M'}, \tag{3.55b}
\]
where
\[
\delta_{\mathcal{D}_{\alpha} \times \mathcal{D}_{\beta}} = \begin{cases} 
\text{is a Dirac delta} & \text{if } \alpha = \beta \text{ and } |\mathcal{D}_{\alpha}| = |\mathcal{R}| \\
\text{is a Kronecker delta} & \text{if } \alpha = \beta \text{ and } |\mathcal{D}_{\alpha}| = |\mathbb{N}| \\
\text{identically vanishes} & \text{if } \alpha \neq \beta.
\end{cases}
\] (3.56)

Moreover, they can be normalised so that
\[
A(j, m; j', m' | J, M) \equiv B(J, M | j, m; j', m'),
\] (3.57)
so that we may refer to both of them as Clebsch–Gordan coefficients. With this normalisation, they satisfy the recursion relations
\[
\Gamma_{\pm}(J, M) A(j, m; j', m' | J, M \pm 1) = \Gamma_{\pm}(j, m \mp 1) A(j, m \mp 1; j', m' | J, M) \\
+ \Gamma_{\pm}(j', m' \mp 1) A(j, m; j', m' \pm 1 | J, M),
\] (3.58)
which easily follow by acting with \( J_{\pm} \) on both sides of (3.51).

### 3.3.2 Intertwiners

Recall that an intertwiner between \((g, K)\)-modules for Spin(2, 1), \(V\) and \(W\), is a linear map \( \psi : V \to W \) satisfying
\[
\psi \circ X = X \circ \psi, \quad \forall X \in \text{spin}(2, 1).
\] (3.59)

The set of all possible intertwiners from \( V \) to \( W \) forms a vector space, which will be denoted by \( \text{Hom}(V, W) \). We will only work with intertwiners between representations that are either irreducible or a tensor product of irreducible ones\(^\dagger\). An intertwiner
\[
\psi : \bigotimes_{a=1}^{k} V_{j_a} \to \bigotimes_{b=\ell+1}^{n} V_{j_b}
\] (3.60)
will be called \( n \)-valent and, for reasons that will become clear shortly, we will say it has \( k \) incoming legs and \((n - k)\) outgoing ones.

Of particular interest are the 3-valent intertwiners. If the decomposition of \( V_{j_1} \otimes V_{j_2} \) exists, the vector space \( \text{Hom}(V_{j_1} \otimes V_{j_2}, V_{j_3}) \) is completely specified by it, as a non-vanishing intertwiner only exists if \( V_{j_3} \) appears in the decomposition; the number of independent intertwiners equals the multiplicity of \( V_{j_3} \) in the decomposition (1 or 2 for the known decompositions). These basis elements will be denoted by
\[
\sum_{m_3 \in M_{j_3}} B(j_3, m_3 | j_1, m_1; j_2, m_2) |j_3, m_3 \rangle,
\] (3.61)
where we assume \( j_3 \) also includes an appropriate label for multiplicities, when necessary. On the LHS we used a graphical notation for the map, which will turn out to be very useful. It is to be read this way: incoming representations (legs) are on the left, while outgoing ones are on the right; an arrow will be used to make the direction clear if needed.

\(^\dagger\)When speaking of products we assume that none of the representations involved is the trivial one, for obvious reasons.
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Analogously, the basis elements for $\text{Hom}(V_{j_3}, V_{j_1} \otimes V_{j_2})$ are given by the intertwiners

$$j_3 \xleftarrow{j_1} \otimes \sum_{m_1 \in \mathcal{M}_{j_1}} \sum_{m_2 \in \mathcal{M}_{j_2}} A(j_1, m_1; j_2, m_2; j_3, m_3) |j_1, m_1\rangle \otimes |j_2, m_2\rangle.$$  

Moreover the unique intertwiner in the 1-dimensional space $\text{Hom}(V_j, V_j)$ will be denoted by

$$j \xrightarrow{j} j \equiv \mathbb{1}_V.$$  

The two kinds of 3-valent intertwiners can be used as building blocks of all the others, provided that the necessary Clebsch–Gordan decomposition exists: this can be achieved by composing intertwiners, to obtain maps on bigger representations; with our graphical notation, this amounts to “glueing” them together. We will call any such composition of intertwiners a spin network. Note that, when working with unitary representations, there is no way to obtain a closed spin network with this glueing procedure, as the trivial representation $F_0$ does not appear in any recoupling of infinite-dimensional representations. Closing a spin network by tracing, which graphically amounts to connecting an incoming leg with an incoming one of the same intertwiner, leads to divergencies, which will have to be dealt with; here however we are only interested in the nodes inside a spin network, which would be unaffected by any regularisation procedure.

3.3.3 Racah coefficients

Consider a 4-valent intertwiner $\psi$ with 3 incoming legs $V_{j_1} \otimes V_{j_2} \otimes V_{j_3}$ and a single outgoing one $V_{j}$: it will generally not be unique, unless one of the representations involved is the trivial one. Two possible bases of intertwiners, whose linear combinations can be used to construct any 4-valent one of this type can be obtained by exploiting the associativity of tensor products, i.e.

$$V_{j_1} \otimes V_{j_2} \otimes V_{j_3} \cong (V_{j_1} \otimes V_{j_2}) \otimes V_{j_3} \cong V_{j_1} \otimes (V_{j_2} \otimes V_{j_3}).$$  

Assuming the decomposition in irreducible representations of $V_{j_1} \otimes V_{j_2}$ exists, the generic $\psi$ can be written as a linear combinations of the intertwiners

$$j_1 \xleftarrow{j_2} j, \quad j_{12} \in \mathcal{D}(j_1, j_2);$$  

analogously, if $V_{j_2} \otimes V_{j_3}$ is decomposable, the intertwiners

$$j_1 \xleftarrow{j_2} j, \quad j_{23} \in \mathcal{D}(j_2, j_3)$$  

form a basis as well. We will now study how the two bases are related to each other.
3.3. Relativistic spin networks

First notice that
\[
\sum_{j_1, j_2, j_3} j_1 \frac{j_1}{j} j_2 \frac{j_2}{j} j_3 \frac{j_3}{j} = \sum_{j_1, j_2, j_3} j_1 \frac{j_1}{j} j_2 \frac{j_2}{j} j_3 \frac{j_3}{j} \frac{j_1}{j_2}, \quad (3.67)
\]
as can be checked explicitly using the properties of Clebsch–Gordan coefficients. This
equation can be “glued” to the basis elements (3.65) to obtain
\[
\frac{j_1}{j_2} \frac{j_2}{j_3} j = \sum_{j_1, j_2, j_3} j_1 \frac{j_1}{j} j_2 \frac{j_2}{j} j_3 \frac{j_3}{j} \frac{j_1}{j_2}, \quad (3.68)
\]

The intertwiner
\[
\frac{j_1}{j_2} \frac{j_2}{j_3} j = \delta(j, j') j, \quad (3.69)
\]
having only one incoming and outgoing representation, must necessarily be proportional
to the unique intertwiner between \(j'\) and \(j\). Since the latter vanishes when \(j \neq j'\), it must be
\[
\frac{j_1}{j_2} \frac{j_2}{j_3} j = \frac{j_1}{j_2} \frac{j_2}{j_3} j = \delta(j, j') j, \quad (3.70)
\]
where the \(\delta\) is to be considered a Dirac delta over continuous subsets in both \(\mathcal{D}(j_1, j_3)\)
and \(\mathcal{D}(j_1, j_2, j_3)\), and a Kronecker delta otherwise. The proportionality factor in (3.70),
which we will call Racah coefficient, is given by
\[
\begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{bmatrix} = \sum_{m_1, m_2, m_3, m_{12}, m_{23}} A(j_1, m_1; j_2, m_2; j_3, m_3 | j, m) A(j_2, m_2; j_3, m_3 | j_{23}, m_{23}) \times B(j_{12}, m_{12}; j_1, m_1; j_2, m_2) B(j, m; j_{12}, m_{12}; j_3, m_3), \quad (3.71)
\]
with \(m \in \mathcal{M}_j\); one can check using the Clebsch–Gordan recursion relations that the
result does not depend on which \(m\) is chosen. We finally get that
\[
\frac{j_1}{j_2} \frac{j_2}{j_3} j = \sum_{j_{12}, j_{23}} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{bmatrix} \begin{bmatrix} j_{12} & j_1 \mid j_{23} \end{bmatrix} j, \quad (3.72)
\]
i.e., the Racah coefficients are the components of the elements of one basis in terms of
the other. An analogous argument can be made for the basis elements (3.66). With our
convention for the Clebsch–Gordan coefficients, we can check that
\[
\frac{j_1}{j_{12}} \frac{j_{12}}{j_3} j = \frac{j_1}{j_{12}} \frac{j_{12}}{j_3} j = \frac{j_1}{j_{12}} \frac{j_{12}}{j_3} j, \quad (3.73)
\]
so that
\[
\frac{j_1}{j_{12}} \frac{j_{12}}{j_3} j = \sum_{j_1, j_2, j_{12}} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j & j_3 \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{12} \mid j_3 \end{bmatrix} j, \quad (3.74)
\]
Remark. Note how there was no mention of unitary representations in the discussion of Racah coefficients: what was presented is well-defined any time the appropriate Clebsch–Gordan decomposition exists. This means in particular that we can consider Racah coefficients involving both unitary and non-unitary representations, which be relevant when discussing the quantum version of the observables $e$, $f$ and $ar{f}$.

3.3.4 Inner product space structure

We already saw that $\text{Hom}(V, W)$ is a vector space; we will now see how an inner product can be defined naturally on it. This time we will only use unitary irreducibly representations from the Plancherel decomposition.

The space of intertwiners can inherit an inner product by requiring that

$$\text{Hom}(\otimes_a V_{j_a} \otimes \otimes_b V_{j_b}, \otimes_c V_{j_c}) \equiv \text{Hom}(\otimes_a V_{j_a}, \otimes_c V_{j_c}) \otimes \text{Hom}(\otimes_b V_{j_b}, \otimes_c V_{j_c}).$$

(3.75)

It is then easy to convince ourselves that the composition of two intertwiners belongs to (a space isomorphic to) the tensor product of their respective intertwiner spaces, so that, for example,

$$\text{Hom}(V_{j_1} \otimes V_{j_2}, V_{j_3} \otimes V_{j_4}) = \int d\xi(j) \text{Hom}(V_{j_1}, V_{j_2}) \text{Hom}(V_{j_3}, V_{j_4}) \text{Hom}(V_{j_1} \otimes V_{j_2}, V_{j_3} \otimes V_{j_4})$$

(3.76)

or

$$\text{Hom}(V_{j_1} \otimes V_{j_2} \otimes V_{j_3}, V_{j_4}) = \int d\xi(j_{12}) \text{Hom}(V_{j_1} \otimes V_{j_2}, V_{j_3}) \text{Hom}(V_{j_2} \otimes V_{j_3}, V_{j_4}).$$

(3.77)

We can repeat this process until we only have sums of products of 3-valent spaces, so that it only remains to define the inner product on the latter. This is easily achieved:

- when the space is one dimensional there is only one basis vector which we may normalise to 1;
- when the space is two dimensional, i.e., there is multiplicity, we choose the two basis elements to be orthonormal.

One can check explicitly that this is consistent with the possibility of using different decompositions for the same space, e.g.

$$\text{Hom}(V_{j_1} \otimes V_{j_2} \otimes V_{j_3}, V_j) = \int d\xi(j_{23}) \text{Hom}(V_{j_2} \otimes V_{j_3}, V_{j_{23}}) \text{Hom}(V_{j_1} \otimes V_{j_{23}}, V_j),$$

(3.78)

so that the procedure is well defined.

Restricting ourselves to representations in the Plancherel decomposition makes our construction possible, as it guarantees that the direct sums in the Clebsch–Gordan decomposition are orthogonal. Note, however, that if we only use finite-dimensional representations the same would be true, and the inner product would still be well defined: in fact, the total Casimir acting on a product of finite-dimensional representations is self-adjoint, so that the modules appearing in the decomposition are orthogonal to each other.
3.4 3D Lorentzian loop quantum gravity and Lorentzian Ponzano–Regge model

In this final section we will construct a quantum version of the spinorial observables, and determine their action on intertwiners. We will then discuss some properties of the Racah coefficients, which are defined even when both unitary and non-unitary representations are coupled; in particular, we will show that the Biedenharn–Elliott relation—also known as pentagon identity—holds, even when one of the representations involved are finite-dimensional. Finally, we will quantise the Hamiltonian constraints defined in Section 3.2, and show that the intertwiner associated to the Racah coefficients, which generates the Lorentzian Ponzano–Regge model, is in their kernel; the proof consists in showing that the action of each constraint is implemented as a recursion relation (the Biedenharn–Elliott relation), whose solution is the Racah coefficient.

3.4.1 Intertwiner observables

We want observables in loop quantum gravity to be invariant under the action of the gauge group Spin(2,1): this is exactly what scalar operators (tensor operators transforming as $F_0$) are. The usual observables we consider are those built from the algebra generators, which are essentially the components of the vector operator $V$ defined in (2.109). When acting on a product of representations $\otimes_d V_{j_d}$ they are defined as

$$Q_{ab} := \frac{\sqrt{3}}{2} \sum_\mu A(1, \mu; 1, -\mu|0, 0) V^a_\mu V^b_{-\mu} = -J^a_0 J^b_0 + \frac{1}{2}(J^a_+ J^b_+ + J^a_- J^b_-),$$

where $V^a_\mu$ denotes the operator acting only on representation $a$; equivalently, we can write them in the suggestive form

$$Q_{ab} = \eta^{ij} J^a_i J^b_j, \quad \eta = \text{diag}(-1,1,1),$$

where $i$ and $j$ are space-time indices.

When working in the spinorial setting, we can construct scalar operators by combining the two spinor operators $T$ and $\overline{T}$. The four kinds of operators we can get are

$$E_{ab} = -\sqrt{2} \sum_\mu A(\frac{1}{2}, \mu; \frac{1}{2}, -\mu|0, 0) \frac{1}{2}(\overline{T}^a_\mu T^b_{-\mu} + T^a_\mu \overline{T}^b_{-\mu}) = \overline{T}^a_+ T^b_+ - \overline{T}^a_- T^b_-, \quad (3.81a)$$

$$F_{ab} = -\sqrt{2} \sum_\mu A(\frac{1}{2}, \mu; \frac{1}{2}, -\mu|0, 0) T^a_\mu T^b_{-\mu} = T^a_+ T^b_- - T^a_- T^b_+, \quad (3.81b)$$

$$\overline{F}_{ab} = -\sqrt{2} \sum_\mu A(\frac{1}{2}, \mu; \frac{1}{2}, -\mu|0, 0) \overline{T}^a_\mu \overline{T}^b_{-\mu} = \overline{T}^a_+ \overline{T}^b_- - \overline{T}^a_- \overline{T}^b_+, \quad (3.81c)$$

which are the quantum analogues of the classical observables (3.33). Note that an ordering factor was introduced in the quantisation of $e_{ab}$; this particular ordering was chosen to ensure that these operators form a closed Lie algebra. The commutation relations of
these operators are
\[
\begin{align*}
[E_{ab}, E_{cd}] &= \delta_{cb}E_{ad} - \delta_{ad}E_{cb} \\
[E_{ab}, \bar{F}_{cd}] &= \delta_{bc}\bar{F}_{ad} - \delta_{bd}\bar{F}_{ac} \\
[F_{ab}, F_{cd}] &= \delta_{ad}F_{bc} - \delta_{ac}F_{bd} \\
[F_{ab}, \bar{F}_{cd}] &= \delta_{db}E_{ca} + \delta_{cb}E_{da} - \delta_{db}E_{ac} \\
[F_{ab}, \bar{F}_{cd}] &= [\bar{F}_{ab}, \bar{F}_{cd}] = 0.
\end{align*}
\]

Note that, when acting on the continuous class, the operators \( E, F, \bar{F} \) take unitary representations (in the Plancherel decomposition) to non-unitary ones\(^{23}\). As such, they are not proper observables when acting on continuous representations; however, one can choose quadratic functions of these observables such that the representation is sent to itself.

Due to the relation between \( T \) and \( \bar{T} \), the operators we defined are not all independent. One has, in general\(^{24}\),
\[
F^t_{ab} = \bar{F}_{ab}, \quad E^t_{ab} = E_{ba}.
\]

In particular cases the transposes can be converted to adjoints; for example, if \( a \) and \( b \) both denote a representation in the discrete positive (negative) class \( F^t_{ab} = \bar{F}_{ab} \), while if one is them is discrete positive and the other discrete negative \( F^t_{ab} = -\bar{F}_{ab} \).

The operators we defined act on representations; their action can be extended to intertwiners as follows. Let
\[
\psi : \bigotimes_{a=1}^{k} j_a, m_a \to \sum_{m_{n+1}} \cdots \sum_{m_1} \alpha(m_1, \ldots, m_n) \bigotimes_{b=k+1}^{n} |j_b, m_b\rangle
\]
be a generic \( n \)-valent intertwiner\(^{25}\), where \( \alpha \) is a function depending on Clebsch–Gordan coefficients; this intertwiner can be also expressed in the form
\[
\psi^* := \sum_{m_1} \cdots \sum_{m_n} \alpha(m_1, \ldots, m_n) \bigotimes_{b=k+1}^{n} |j_b, m_b\rangle \otimes \bigotimes_{a=1}^{k} |j_a, m_a\rangle,
\]
which does indeed return the same values when acting on \( \bigotimes_{a} V_{j_a} \). However, (3.85) is not necessarily an element of the space \( \bigotimes_{b} V_{j_b} \otimes \bigotimes_{a} V_{j_a}^* \), since it does not generally have finite norm for infinite-dimensional representations\(^{26}\): it is only to be regarded as a formal expression, similarly to the usual way of representing the identity of a separable Hilbert space as
\[
\sum_{i \in I} |i\rangle \langle i|,
\]
where \( \{ |i\rangle \}_{i \in I} \) is an orthonormal basis.

One can easily check, using (3.59), that \( \psi \) is in intertwiner if and only if
\[
J_0 \psi^* = 0, \quad J_\pm \psi^* = 0,
\]
where the generators act on dual vectors as the dual representation (see equations (3.3) and (3.4)), i.e.
\[
J_0 \langle j, m | = -m \langle j, m |, \quad J_\pm \langle j, m | = -C_\pm \langle j, m | (j, m \neq 1).
\]
The action of an operator of the form

\[ T : \bigotimes_{b=k+1}^{n} V_{j_b} \otimes \bigotimes_{a=1}^{k} V_{j_a}^* \rightarrow \bigotimes_{b=k+1}^{n} V_{j'_b} \otimes \bigotimes_{a=1}^{k} V_{j'_a}^* \]  

(3.89)

is then defined by inverting transformation (3.85) for \( T\psi^* \). One can check that the resulting map is an intertwiner if and only if \( T \) is a scalar operator.

The \( E, F \) and \( \tilde{F} \) operators can be expressed as a sum of operators of the form (3.89) by having \( T^a \) and \( \tilde{T}^a \) act as the identity on anything but the \( a \)-th leg (incoming or outgoing) and by extending their action to dual vectors as

\[ T_\bullet \langle j, m \rangle := \langle j, m | T_\bullet , \quad \tilde{T}_\bullet \langle j, m \rangle := \langle j, m | \tilde{T}_\bullet , \]  

(3.90)

that is

\[ T_\bullet \langle j, m \rangle = -\sqrt{j + m + 1}(j + 1, m + 1) \]  

(3.91a)

\[ T_\bullet \langle j, m \rangle = \sqrt{j - m + 1}(j + 1, m - 1) \]  

(3.91b)

\[ \tilde{T}_\bullet \langle j, m \rangle = \sqrt{j - m}(j - 1, m + 1) \]  

(3.91c)

\[ \tilde{T}_\bullet \langle j, m \rangle = \sqrt{j + m}(j - 1, m - 1) \]  

(3.91d)

The actions of the scalar operators on some 3-valent intertwiners of interest are listed here, where the notation

\[ D(j) := \sqrt{2j + 1} \]  

(3.92)

is used; these actions are\(^{27}\)

\[ E_{12} \begin{array}{c} j_1 \cr j_2 \end{array} \rightarrow j_1 = D(k_1)D(j_2) \begin{array}{c} \frac{1}{2} \cr j_2 \end{array} \frac{1}{2} \delta_{k_1,j_1+j_1} \delta_{k_2,j_2+j_1} j_1 \]  

(3.93a)

\[ E_{21} \begin{array}{c} j_1 \cr j_2 \end{array} \rightarrow j_1 = -D(k_1)D(j_2) \begin{array}{c} \frac{1}{2} \cr j_2 \end{array} \frac{1}{2} \delta_{k_1,j_1+j_1} \delta_{k_2,j_2-j_1} j_1 \]  

(3.93b)

\[ F_{12} \begin{array}{c} j_1 \cr j_2 \end{array} \rightarrow j_1 = -D(k_1)D(j_2) \begin{array}{c} \frac{1}{2} \cr j_2 \end{array} \frac{1}{2} \delta_{k_1,j_1+j_1} \delta_{k_2,j_2+j_1} j_1 \]  

(3.93c)

\[ \tilde{F}_{12} \begin{array}{c} j_1 \cr j_2 \end{array} \rightarrow j_1 = -D(k_1)D(j_2) \begin{array}{c} \frac{1}{2} \cr j_2 \end{array} \frac{1}{2} \delta_{k_1,j_1+j_1} \delta_{k_2,j_2-j_1} j_1 \]  

(3.93d)

\(^{27}\)Note that we have \( F_{ba} = -F_{ab} \) and \( \tilde{F}_{ba} = -\tilde{F}_{ab} \) by definition.
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\[ E_{12} j_1 ^{j_1} j_2 ^{j_2} = - D(k_1) D(j_2) \left[ k_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \end{array} \right] \delta_{k_1,j_1+\frac{1}{2}} \delta_{k_2,j_2-\frac{1}{2}} j_3 ^{j_3} k_2 ^{k_2} \]  
\[ (3.93e) \]

\[ E_{21} j_1 ^{j_1} j_2 ^{j_2} = + D(k_1) D(j_2) \left[ k_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \end{array} \right] \delta_{k_1,j_1-\frac{1}{2}} \delta_{k_2,j_2+\frac{1}{2}} j_3 ^{j_3} k_2 ^{k_2} \]  
\[ (3.93f) \]

\[ F_{12} j_1 ^{j_1} j_2 ^{j_2} = - D(k_1) D(j_2) \left[ k_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \end{array} \right] \delta_{k_1,j_1-\frac{1}{2}} \delta_{k_2,j_2-\frac{1}{2}} j_3 ^{j_3} k_2 ^{k_2} \]  
\[ (3.93g) \]

\[ \overline{F}_{12} j_1 ^{j_1} j_2 ^{j_2} = - D(k_1) D(j_2) \left[ k_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \end{array} \right] \delta_{k_1,j_1+\frac{1}{2}} \delta_{k_2,j_2+\frac{1}{2}} j_3 ^{j_3} k_2 ^{k_2} \]  
\[ (3.93h) \]

\[ E_{23} j_1 ^{j_1} j_2 ^{j_2} j_3 ^{j_3} = D(j_2) D(j_3) \left[ j_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \\ k_3 \end{array} \right] \delta_{k_2,j_2-\frac{1}{2}} \delta_{k_3,j_3-\frac{1}{2}} j_3 ^{j_3} k_3 ^{k_3} \]  
\[ (3.93i) \]

\[ E_{32} j_1 ^{j_1} j_2 ^{j_2} j_3 ^{j_3} = D(j_2) D(j_3) \left[ j_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \\ k_3 \end{array} \right] \delta_{k_2,j_2+\frac{1}{2}} \delta_{k_3,j_3+\frac{1}{2}} j_3 ^{j_3} k_3 ^{k_3} \]  
\[ (3.93j) \]

\[ F_{23} j_1 ^{j_1} j_2 ^{j_2} j_3 ^{j_3} = D(j_2) D(j_3) \left[ j_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \\ k_3 \end{array} \right] \delta_{k_2,j_2+\frac{1}{2}} \delta_{k_3,j_3-\frac{1}{2}} j_3 ^{j_3} k_3 ^{k_3} \]  
\[ (3.93k) \]

\[ \overline{F}_{23} j_1 ^{j_1} j_2 ^{j_2} j_3 ^{j_3} = - D(j_2) D(j_3) \left[ j_1 \begin{array}{c} \frac{1}{2} \\ j_2 \\ j_3 \\ k_2 \\ k_3 \end{array} \right] \delta_{k_2,j_2-\frac{1}{2}} \delta_{k_3,j_3+\frac{1}{2}} j_3 ^{j_3} k_3 ^{k_3} . \]  
\[ (3.93l) \]

The Racah coefficients we have used may involve both unitary and non-unitary representations; as discussed in Section 3.3.3, they are still defined in this case.

### 3.4.2 Biedenharn–Elliott relations and symmetries of the Racah coefficients

Some useful properties of the Racah coefficients are presented here, namely some symmetries and the Biedenharn–Elliott relations, essential to our goal.

#### Symmetries

When at least one of \( V_{j_1}, V_{j_2} \) and \( V_{j_3} \) is the finite-dimensional representation \( F_{\frac{j}{2}} \), the Racah coefficients possess the symmetries\(^ {28} \)

\(^{28}\)This is not by any means the only case in which some symmetries arise, but explicit knowledge of the Clebsch–Gordan coefficients is needed in order to prove them.
\[
\begin{align*}
\begin{bmatrix}
  j_1 & 1 & 1  \\
  j_2 & J & k_1 \\
\end{bmatrix}
&= (-1)^{j_i+j_2-k_1-k_2} \frac{D(k_1) D(k_2)}{D(j_1) D(j_2)} \begin{bmatrix}
  k_1 & 1 & J_1 \\
  k_2 & J & J_2 \\
\end{bmatrix} \\
\begin{bmatrix}
  1 & j_1 & k_1 \\
  j_2 & k_2 & k_1 \\
\end{bmatrix}
&= (-1)^{j_1+j_2-k_1-k_2} \frac{D(k_1) D(k_2)}{D(j_1) D(j_2)} \begin{bmatrix}
  k_1 & 1 & j_1 \\
  k_2 & J & j_2 \\
\end{bmatrix} \\
\begin{bmatrix}
  J & j_1 & j_2 \\
  1 & k_2 & k_1 \\
\end{bmatrix}
&= (-1)^{j_1+j_2-k_1-j_2} \frac{D(k_1) D(k_2)}{D(j_1) D(j_2)} \begin{bmatrix}
  J & k_1 & k_2 \\
  J & j_1 & j_2 \\
\end{bmatrix};
\end{align*}
\]

note that the numbers on the exponents are always in \( \mathbb{Z}/2 \): for example, in the first equation, it must be \( k_i \in D(\frac{1}{2}, j_i) \) so that \( j_i - k_i = \pm \frac{1}{2} \). The proof of these symmetries is straightforward, and can be checked by inserting the explicit values of the Clebsch–Gordan coefficients from Table B.1 in (3.71).

**Biedenharn–Elliott**

Racah coefficients, regardless of the representation classes involved, satisfy the *Biedenharn–Elliott relations* or *pentagon identity*, which can be represented graphically as in Fig. 5: one can go from the leftmost intertwiner to the rightmost one by repeated Racah transformations in two possible ways; equating the Racah coefficients appearing in the two transformations we get that

\[
\sum_{j_{23}} \begin{bmatrix}
  j_1 & j_2 & j_{123} \\
  j_3 & j_{123} & j_{23} \\
\end{bmatrix}
\begin{bmatrix}
  j_3 & j_4 & j_{234} \\
  j_{123} & j_{234} & j_{34} \\
\end{bmatrix}
= \begin{bmatrix}
  j_1 & j_2 & j_{12} \\
  j_3 & j_{12} & j_{23} \\
\end{bmatrix}
\begin{bmatrix}
  j_{12} & j_3 & j_{123} \\
  j_{23} & j_{34} & j_{234} \\
\end{bmatrix} \begin{bmatrix}
  j_{123} & j_3 & j_4 \\
  j_{234} & j_{34} & j_{34} \\
\end{bmatrix}. \tag{3.95a}
\]
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Analogously, we can repeat the process starting from one of the other 4 intertwiners, to get the remaining identities

\[
\sum_{j_{123}} \begin{bmatrix} j_1 & j_2 & j_{123} \\ j_4 & j_{123} & j_{234} \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{123} \\ j_4 & j_{123} & j_{234} \end{bmatrix} = \begin{bmatrix} j_2 & j_3 & j_{23} \\ j_4 & j_{234} & j_{34} \end{bmatrix} \begin{bmatrix} j_2 & j_3 & j_{23} \\ j_4 & j_{234} & j_{34} \end{bmatrix},
\] (3.95b)

\[
\sum_{j_{312}} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_{34} & j_{12} & j_{234} \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_{34} & j_{12} & j_{234} \end{bmatrix} = \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_{34} & j_{12} & j_{234} \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_{34} & j_{12} & j_{234} \end{bmatrix},
\] (3.95c)

\[
\sum_{j_{34}} \begin{bmatrix} j_2 & j_3 & j_{23} \\ j_{123} & j_{23} & j_{34} \end{bmatrix} \begin{bmatrix} j_2 & j_3 & j_{23} \\ j_{123} & j_{23} & j_{34} \end{bmatrix} = \begin{bmatrix} j_3 & j_{23} & j_{23} \\ j_{123} & j_{23} & j_{34} \end{bmatrix} \begin{bmatrix} j_3 & j_{23} & j_{23} \\ j_{123} & j_{23} & j_{34} \end{bmatrix},
\] (3.95d)

\[
\sum_{j_{234}} \begin{bmatrix} j_1 & j_{12} & j_{123} \\ j_{34} & j_{123} & j_{34} \end{bmatrix} \begin{bmatrix} j_1 & j_{12} & j_{123} \\ j_{34} & j_{123} & j_{34} \end{bmatrix} = \begin{bmatrix} j_1 & j_{12} & j_{123} \\ j_{34} & j_{123} & j_{34} \end{bmatrix} \begin{bmatrix} j_1 & j_{12} & j_{123} \\ j_{34} & j_{123} & j_{34} \end{bmatrix}.
\] (3.95e)

One can equivalently obtain all relations from the first one by repeatedly applying the Racah coefficients orthogonality relations

\[
\sum_{j_{12}} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j_{12} & j_{23} \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j_{12} & j_{23} \end{bmatrix} = \delta(j_{23}, j_{23}) D(j_{1}, j_{2}|j_{12}) D(j_{2}, j_{3}|j_{23}),
\] (3.96a)

\[
\sum_{j_{123}} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j_{12} & j_{23} \end{bmatrix} \begin{bmatrix} j_1 & j_2 & j_{12} \\ j_3 & j_{12} & j_{23} \end{bmatrix} = \delta(j_{12}, j_{12}) D(j_{1}, j_{2}|j_{12}) D(j_{2}, j_{3}|j_{23}),
\] (3.96b)

where

\[
D(j_{1}, j_{2}|j_{12}) := \begin{cases} 1 & \text{if } j_{12} \in D(j_{1}, j_{2}) \\ 0 & \text{if } j_{12} \notin D(j_{1}, j_{2}). \end{cases}
\] (3.97)

3.4.3 Recovering the Lorentzian Ponzano–Regge model from the Hamiltonian constraint

We have now all the tools to discuss the quantum Hamiltonian constraint and the Lorentzian Ponzano–Regge model. The classical Hamiltonians given in (3.39) can be quantised using the quantum observables $E, F$ and $\overline{F}$; we will choose the ordering exactly as it appears in the classical equations. The quantum Hamiltonians are given by

\[
\hat{H}_{abc}^{(-)} = E_{ca} \overline{F}_{ca} - (E_{cb} E_{ba} - \overline{F}_{cb} F_{ba}) \frac{\overline{E}_{ca}}{E_{b}}
\] (3.98)

\[
\hat{H}_{abc}^{(-)} = E_{ca} \overline{E}_{ca} - (F_{cb} E_{ba} - \overline{F}_{cb} \overline{E}_{ba}) \frac{E_{ca}}{E_{b}}
\] (3.99)

\[
\hat{H}_{abc}^{(-)} = F_{ca} \overline{F}_{ca} - (E_{cb} \overline{F}_{ba} - \overline{F}_{cb} \overline{E}_{ba}) \frac{F_{ca}}{E_{b}}
\] (3.100)

\[
\hat{H}_{abc}^{(-)} = F_{ca} \overline{E}_{ca} - (F_{cb} E_{ba} - \overline{F}_{cb} F_{ba}) \frac{\overline{F}_{ca}}{E_{b}}
\] (3.101)
Note that there is no ordering ambiguity in the fractional term, as $E_b$ and, say, $E_{ab}$, act on different nodes. On the other hand, there is an ordering ambiguity between $E_b^{-1}$ and the other terms where one of the indices is $b$: this particular ordering was chosen to ensure that the Lorentzian Ponzano–Regge amplitude, given by the Lorentzian Racah coefficient, is a solution of these constraints. To prove this we restrict ourselves to a triangular subgraph, given by the spin network\(^{10}\)

$$\psi(j_2, j_3, j_4) := \psi(j_1, j_2, j_3, j_4; j_5, j_6); \quad (3.102)$$

we made explicit only the dependence on $j_2, j_3$ and $j_4$ as these are the only legs that can be changed by $H_{abc}$, when $(abc)$ is a permutation of $(342)$.

Let us consider the particular quantum Hamiltonian constraint given by

$$\hat{H}_{(a)}^{(1)} = \tilde{F}_{23} F_{23} - \left( E_{24} \tilde{F}_{24} - \tilde{F}_{24} \tilde{F}_{43} \right) \frac{F_{23}}{E_4} = \tilde{F}_{23} F_{23} + \left( E_{24} \tilde{F}_{24} - \tilde{F}_{24} E_{34} \right) \frac{F_{23}}{E_4}; \quad (3.103)$$

all the other cases can be treated in the same way. The proof that $\psi$ it is annihilated by the operator $\hat{H}_{(a)}^{(1)}$ consists in showing that the action of $\hat{H}_{(a)}^{(1)}$ on $\psi$ provides a recursion relation for the Racah coefficient, essentially the Biedenharn–Elliott relation. This was already discussed at length, for both the (undeformed and deformed) vector case\(^{11}\) and the spinor case\(^{12}\) in the Euclidean framework; we will see here that this is also happening in the Lorentzian case\(^{13}\). Note that this new result relies on the knowledge of recoupling theory between finite and infinite-dimensional representations investigated in Section 3.3: without it the Racah coefficients appearing in (3.93) would not be defined.

Making use of equations (3.93) we can compute the explicit action of $\hat{H}_{(a)}^{(1)}$ on $\psi$. For the first part of $\hat{H}_{(a)}^{(1)}$ we get

$$\tilde{F}_{23} F_{32} \psi(j_2, j_3, j_4) = -D(j_2) D(j_3) D(j_2 + \frac{1}{2}) D(j_3 - \frac{1}{2}) \times \left[ j_1 j_2 j_3 j_4 \right] \left[ j_1 + \frac{1}{2} j_2 + \frac{1}{2} j_3 - \frac{1}{2} j_4 \right] \psi(j_2, j_3, j_4), \quad (3.104)$$

while for the other 2 parts we have\(^{14}\)

$$E_{24} \tilde{F}_{34} F_{23} \psi(j_2, j_3, j_4) = D(j_2) D(j_3) D(j_2 + \frac{1}{2}) D(j_3 - \frac{1}{2}) \times \left[ j_3 - \frac{1}{2} j_3 + \frac{1}{2} j_3 j_4 - \frac{1}{2} j_4 \right] \left[ j_2 + \frac{1}{2} j_3 + \frac{1}{2} j_3 + \frac{1}{2} j_4 \right] \psi(j_2 + \frac{1}{2}, j_3 - \frac{1}{2}, j_4 - \frac{1}{2}) \quad (3.105)$$

and

$$\tilde{F}_{24} E_{34} F_{23} \psi(j_2, j_3, j_4) = -D(j_2) D(j_3) D(j_2 + \frac{1}{2}) D(j_3 - \frac{1}{2}) \times \left[ j_3 - \frac{1}{2} j_3 + \frac{1}{2} j_3 j_4 + \frac{1}{2} j_4 \right] \left[ j_2 + \frac{1}{2} j_3 - \frac{1}{2} j_3 + \frac{1}{2} j_4 \right] \psi(j_2 + \frac{1}{2}, j_3 - \frac{1}{2}, j_4 + \frac{1}{2}); \quad (3.106)$$

\(^{10}\)This is the intertwiner equivalent of the triangular face of Fig. 4.

\(^{11}\)Bonzom and Freidel, ‘The Hamiltonian constraint in 3d Riemannian loop quantum gravity’; Bonzom, Dupuis and Girelli, ‘Towards the Turaev-Viro amplitudes from a Hamiltonian constraint’.

\(^{12}\)Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’.

\(^{13}\)Girelli and Sellaroli, ‘3D Lorentzian loop quantum gravity and the spinor approach’.

\(^{14}\)Note that each operator is acting on a different node.
Using the definitions of the Racah coefficients (3.72) and the fact that, as a consequence of (3.55b), when \( j, j' \in \mathcal{D}(j_1, j_2) \)
\[
\begin{array}{c}
\begin{tikzpicture}
  \node (j1) at (0,0) {$j_1$};
  \node (j2) at (0,-2) {$j_2$};
  \node (j) at (1,-1) {$j$};
  \node (j') at (2,-1) {$j'$};
  \draw (j1) -- (j); \node at (1,-1.5) {$\delta(j,j')$};
  \draw (j) -- (j2); \node at (1,-2.5) {$\delta(j,j')$};
  \draw (j') -- (j); \node at (1,-0.5) {$\delta(j,j')$};
  \draw (j') -- (j2); \node at (1,-3.5) {$\delta(j,j')$};
\end{tikzpicture}
\end{array}
\]  \quad j = \delta(j,j') \quad j = \delta(j,j') \quad \quad j' = \delta(j,j'), \quad (3.107)
we see that
\[
\psi(j_2, j_3, j_4) = \sum_j \left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right]_j \left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right]_{j_4} \left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right]_{j_6}
\]  \quad (3.108)
Moreover, we can adapt (3.95d) to our situation as \(^{35}\) \[
\left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right] = \sum_{j' = j_1 - \frac{1}{2}}^{j_1 + \frac{1}{2}} \left[ \begin{array}{ccc}
  j_2 & j_3 & j_4 \\
  j_5 & j_6 & j_7 \\
\end{array} \right] \left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right] \left[ \begin{array}{ccc}
  j_1 & j_2 & j_3 \\
  j_4 & j_5 & j_6 \\
\end{array} \right]
\]  \quad (3.109)
Substituting these results in the action of the Hamiltonian, it follows that
\[
\hat{H}_{342}^{(j)} \psi(j_2, j_3, j_4) = 0. \quad (3.110)
\]

### 3.5 Relationship with SU(2) theory

The framework we have constructed automatically describes the Euclidean case as well. Mathematically, this is a consequence of the fact that SU(2) and SU(1,1) are two real forms of the complex Lie group SL(2, \(\mathbb{C}\)), i.e.
\[
\text{SU}(2)_{\mathbb{C}} \cong \text{SU}(1,1)_{\mathbb{C}} \cong \text{SL}(2, \mathbb{C}). \quad (3.111)
\]
As a consequence, the complex representations of the two groups coincide; in particular, SU(1,1) representation theory contains as a subcase all the finite-dimensional representations of SU(2) used in Euclidean LQG. In our description, every notion at the representation theory level (spinor operators, Racah coefficients, etc.) has by design not been restricted to unitary representations, instead allowing for any irreducible one. The only exception is the definition of the Hilbert space structure, which however, as we noted, is still valid if we restrict to finite-dimensional representations alone; consequently, everything at the quantum level can be used to described the Euclidean case as well, by using intertwiners between finite-dimensional representations.

The same is true at the classical level. Recall that for finite-dimensional representations the spinor operators satisfy \( \bar{T}_+ \tau_+ = \tau T_+^\dagger \); using the equivalent reality condition \( \bar{T}_+ = \tau T_+^\dagger \) for classical spinors, the group element (3.19) becomes
\[
g = \frac{1}{\sqrt{(\tau | \tau)(w | w)}} \binom{\bar{w}_+ \tau_+ + w_- \bar{T}_-}{w_+ \bar{T}_+ - \bar{w}_- \tau_+}{w_- \bar{T}_- - \bar{w}_+ \tau_+}{\bar{w}_+ \tau_+ + w_- \bar{T}_-}. \quad (3.112)
\]
Since
\[\langle \tau | \tau \rangle = |\tau_-|^2 + |\tau_+|^2 \geq 0, \tag{3.113}\]
we have
\[g_{22} = \bar{g}_{11}, \quad g_{21} = -\bar{g}_{12}, \tag{3.114}\]
which makes \(g\) an element\(^\text{36}\) of SU(2). The \(\mathfrak{su}(2)\) Poisson brackets are recovered by letting \(x_\pm \to -i x_\pm\); the same transformation, at the quantum level, makes the finite-dimensional representations unitary (as SU(2) representations).

\(^{36}\) Recall that \(g\) was normalised so that \(\det(g) = 1\).

### 3.6 Concluding remarks

We have seen in this chapter that, thanks to our results from Section 2.3, it was possible to extend the spinorial formalism of loop quantum gravity to the 3D Lorentzian case; moreover, we were able to reproduce the results of Bonzom and Livine, ‘A New Hamiltonian for the topological BF phase with spinor networks’, namely we constructed an Hamiltonian constraint using the spinor operators, and we showed, using an opportune generalised Biedenharn–Elliott relation, that it is solved by the Ponzano–Regge amplitude. The Racah coefficients we defined in Section 3.3.3 were essential in obtaining this result, as they appear in the action of the spinorial observables and in the Biedenharn–Elliott relation. It is important to note that, when working with continuous representations, the Racah coefficients we use may involve non-unitary infinite-dimensional representations, which are not in the inner product space we defined: this should not be seen as an issue\(^\text{37}\), but rather as a consequence of the parametrisation of the Hamiltonian constraint using complex variables. One should note that, following Bonzom and Livine, we only considered the case of a triangular face; for a complete treatment more general cases should be investigated.

\(^{37}\) In fact, even though the action of the Hamiltonian takes us outside of the inner product space, it maps the Ponzano–Regge amplitude to the zero vector.
Chapter 4

SU(2) intertwiners from SO*(2n) representations

In this last chapter we will consider a second application of non-compact groups to quantum gravity. Unlike Chapter 3, we will work with Euclidean loop quantum gravity, with SU(2) as gauge group; despite the fact that the gauge group is compact, we will show that a non-compact group appears naturally when working in the spinorial formalism, i.e., when we rewrite the SU(2) generators using the Jordan–Schwinger representation. Two main results are presented in the chapter: we will first show how the non-compact group SO*(2n), whose properties are reviewed in Section 4.1, has a natural action on the space of all n-valent intertwiners, a generalisation of the known fact that the space of n-valent intertwiners with fixed area provides a U(n) ⊂ SO*(2n) representation; this result, together with a review of the U(n) one, is the topic of Section 4.2. The second result is an application of the first one: in Section 4.3 we will use the SO*(2n) structure to construct a new kind of coherent intertwiners, following the Gilmore–Perelomov construction of coherent states for arbitrary Lie groups. We will then study the properties of these coherent states, in particular the matrix elements and expectation values of the algebra generators, and the semi-classical limit. Finally we will see how these states are connected to the symplectic group and to Bogoliubov transformations, which will allow us to give a physical interpretation to SO*(2n) as the subgroup of Bogoliubov transformation of the Jordan–Schwinger harmonic oscillators which are compatible with the SU(2) invariance.

4.1 The Lie group SO*(2n) and its Lie algebra

The non-compact Lie group \( G = SO^*(2n) \) is the subgroup of SU\((n, n)\) consisting of matrices that preserve the symmetric form

\[
\begin{align*}
x_1y_{n+1} + y_1x_{n+1} + x_2y_{n+2} + y_2x_{n+2} + \cdots + x_ny_{2n} + y_nx_{2n}, \quad x, y \in \mathbb{C}^{2n},
\end{align*}
\]

that is

\[
SO^*(2n) = \left\{ g \in SU(n, n) \left| g' \begin{pmatrix} 0 & 1_n \\ 1_n & 0 \end{pmatrix} g = \begin{pmatrix} 0 & 1_n \\ 1_n & 0 \end{pmatrix} \right. \right\}. \tag{4.2}
\]

Freidel and Livine, "The fine structure of SU(2) intertwiners from U(N) representations".
4. SU(2) intertwiners from \( SO^+(2n) \) representations

Recall that \( SU(n, n) \) is the group of complex matrices with determinant 1 preserving the indefinite Hermitian form

\[
\bar{x}_1 y_1 + \bar{x}_2 y_2 + \cdots + \bar{x}_n y_n - \bar{x}_{n+1} y_{n+1} - \cdots - \bar{x}_{2n} y_{2n}, \quad x, y \in \mathbb{C}^{2n},
\]

i.e.,

\[
SU(n, n) = \left\{ g \in SL(2n, \mathbb{C}) \left| g^* \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} g = \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} \right\},
\]

Elements of \( SO^+(2n) \) can be parametrised\(^5\) as \( 2 \times 2 \) block matrices

\[
g = \begin{pmatrix} A & B \\ -\bar{B} & \bar{A} \end{pmatrix}, \quad A, B \in M_n(\mathbb{C})
\]

with \( \det(A) \neq 0 \) and

\[
AA^* - BB^* = I, \quad A^* B = -B^t \bar{A},
\]

\[
A^* A - B^t \bar{B} = I, \quad BA^t = -AB^t,
\]

with inverse

\[
g^{-1} = \begin{pmatrix} A^* & B^t \\ -B^* & A^t \end{pmatrix}.
\]

The maximal compact subgroup \( K \subseteq G \) is isomorphic to \( U(n) \), and is given by the elements of the form

\[
\begin{pmatrix} U & 0 \\ 0 & U^\dagger \end{pmatrix}, \quad U \in U(n).
\]

The group is non-compact for all \( n \geq 2 \), while \( SO^+(2) \cong U(1) \).

The Lie algebra of \( SO^+(2n) \) is

\[
\mathfrak{so}^+(2n) = \left\{ V \in \mathfrak{su}(n, n) \left| V^* \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix} = - \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix} V \right\},
\]

where

\[
\mathfrak{su}(n, n) = \left\{ V \in \mathfrak{sl}(2n, \mathbb{C}) \left| V^* \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} = - \begin{pmatrix} I_n & 0 \\ 0 & -I_n \end{pmatrix} V \right\},
\]

and

\[
\mathfrak{sl}(2n, \mathbb{C}) = \left\{ V \in M_n(\mathbb{C}) \left| \text{tr} V = 0 \right\};
\]

its elements are parametrised by \( 2 \times 2 \) block matrices

\[
V = \begin{pmatrix} X & Y \\ -\bar{Y} & \bar{X} \end{pmatrix}, \quad X, Y \in M_n(\mathbb{C})
\]

satisfying

\[
X^* = -X, \quad Y^t = -Y,
\]
so that \( \text{dim } \mathfrak{so}^*(2n) = n(2n - 1) \). A basis for \( \mathfrak{so}^*(2n) \cong \mathfrak{so}(2n, \mathbb{C}) \) is given by the matrices
\[
E_{ab} = \begin{pmatrix} \Delta_{ab} & 0 \\ 0 & -\Delta_{ba} \end{pmatrix}, \quad F_{ab} = \begin{pmatrix} 0 & 0 \\ \Delta_{ab} - \Delta_{ba} & 0 \end{pmatrix}, \quad \overline{F}_{ab} = \begin{pmatrix} 0 & \Delta_{ab} - \Delta_{ba} \\ 0 & 0 \end{pmatrix},
\]
where \( a, b = 1, \ldots, n \) and \( \Delta_{ab} \in M_n(\mathbb{C}) \) is the matrix with entries
\[
(\Delta_{ab})_{cd} = \delta_{ac} \delta_{bd};
\]
the \( E_{ab} \) matrices span the complexification of the subalgebra \( \mathfrak{u}(n) \). The commutation relations of the \( \mathfrak{so}^*(2n) \) complexified generators are
\[
\begin{align*}
[E_{ab}, E_{cd}] &= \delta_{cb} E_{ad} - \delta_{ad} E_{cb}, \\
[E_{ab}, \overline{F}_{cd}] &= \delta_{bd} E_{ad} - \delta_{da} E_{bd}, \\
[F_{ab}, E_{cd}] &= \delta_{ad} F_{bc} - \delta_{bc} F_{ad}, \\
[F_{ab}, \overline{F}_{cd}] &= \delta_{ab} F_{cd} + \delta_{cd} F_{ab} - \delta_{cb} E_{da} - \delta_{da} E_{cb},
\end{align*}
\]
and unitary representations are those for which
\[
E_{ab}^\dagger = E_{ba}, \quad F_{ab}^\dagger = \overline{F}_{ab}.
\]
It will prove useful to also introduce the notation
\[
E_a := a^{ab} E_{ab}, \quad \overline{F}_z := z^{ab} \overline{F}_{ab}, \quad F_z := z^{ab} F_{ab}, \quad \alpha, z \in M_n(\mathbb{C}),
\]
where we use the complex conjugate of \( z \) in \( F_z \) to ensure that when the representation is unitary \( (F_z)^\dagger = \overline{F}_z \); these \( \mathfrak{so}^*(2n) \) elements satisfy the commutation relations
\[
\begin{align*}
[E_a, E_\beta] &= E_{[a, \beta]}, \\
[E_a, \overline{F}_z] &= \overline{F}_{az + za^\dagger}, \\
[F_a, F_z] &= -F_{a^* z + z^* a}, \\
[F_w, \overline{F}_z] &= E_{(z - z^*)(w - w^*)^*}.
\end{align*}
\]

### 4.2 \( \text{SO}^*(2n) \) action on intertwiner space

We will now see how, when working in the spinorial setting\(^3\), the space of all \( \text{SU}(2) \) intertwiners with \( n \) legs possesses a natural \( \text{SO}^*(2n) \) action, and is in fact an irreducible representation of the latter. Recall that the Jordan–Schwinger representation for \( \text{SU}(2) \) takes the form
\[
J_z = \frac{i}{2}(A^\dagger A - B^\dagger B), \quad J_+ = A^\dagger B, \quad J_- = B^\dagger A
\]
where
\[
[A, A^\dagger] = [B, B^\dagger] = 1
\]
\(^3\text{i.e., making use of the Jordan–Schwinger representation.}\)
are two decoupled harmonic oscillators. They act as a Heisenberg group representation
on the orthonormal basis
\[ |n_A, n_B\rangle_{\text{HO}} \equiv |n_A\rangle_{\text{HO}} \otimes |n_B\rangle_{\text{HO}}, \quad n_A, n_B \in \mathbb{N}_0, \] (4.22)
where
\[ A|n_A\rangle_{\text{HO}} = \sqrt{n_A}|n_A\rangle_{\text{HO}}, \quad A^\dagger|n_A - 1\rangle_{\text{HO}} = \sqrt{n_A + 1}|n_A + 1\rangle_{\text{HO}}, \]
\[ B|n_B\rangle_{\text{HO}} = \sqrt{n_B}|n_B\rangle_{\text{HO}}, \quad B^\dagger|n_B - 1\rangle_{\text{HO}} = \sqrt{n_B + 1}|n_B + 1\rangle_{\text{HO}}, \] (4.23)
the numbers \( n_A \) and \( n_B \) are the eigenvalues of the number operators
\[ N_A := A^\dagger A, \quad N_B := B^\dagger B. \] (4.24)
The standard SU(2) basis for the representation \( F_j \) can be rewritten in the harmonic oscillator basis as
\[ |j, m\rangle = |j + m, j - m\rangle_{\text{HO}}, \quad m \in \mathcal{M}_j. \] (4.25)
One can easily check that
\[ J^2 = \frac{1}{4}(E - \mathbb{1})(E + \mathbb{1}), \quad E := A^\dagger A + B^\dagger B + \mathbb{1}, \] (4.26)
with
\[ E|j, m\rangle = (2j + 1)|j, m\rangle, \] (4.27)
that is, in some sense, \( E \) provides (almost) a square root of the Casimir.

We can now extend this construction to the intertwiner space as follows. We denote by \( \text{Inv}_{\text{SU}(2)}(F_{j_1} \otimes \cdots \otimes F_{j_n}) \) the set of SU(2) invariant vectors in the tensor product of \( n \) SU(2) irreducible unitary representations, that is those that are annihilated by the total angular momentum\(^6\)
\[ J := \sum_{a=1}^{n} J^{(a)} , \] (4.28)
which we can identify with \( n \)-legged intertwiners. We then introduce the Jordan–Schwinger representation for each leg, i.e., we use \( 2n \) harmonic oscillators\(^7\)
\[ [A_a, A_b^\dagger] = [B_a, B_b^\dagger] = \delta_{ab}\mathbb{1} \] (4.29)
to write
\[ J^{(a)} = \frac{1}{2}(A_a^\dagger A_a - B_a^\dagger B_a), \quad J^{(a)} = A_a^\dagger B_a, \quad J^{(a)} = B_a^\dagger A_a. \] (4.30)
The \( E \) operator we defined for a single leg generalises to the \( 2n \) operators\(^8\)
\[ E_{ab} = A_a^\dagger A_b + B_a^\dagger B_b + \delta_{ab}\mathbb{1} \] (4.31)
satisfying the commutation relations
\[ [E_{ab}, E_{cd}] = \delta_{cb}E_{ad} - \delta_{ad}E_{cb}, \] (4.32)
which are those of a \( u(n) \) algebra (see (4.16)). These operators can be used to construct all the usual LQG observables, namely
\[ J^{(a)} \cdot J^{(b)} \equiv 2A_{ab}^\dagger A_{ba} - A_a^\dagger A_b - (1 - 2\delta_{ab})A_a, \] (4.33)
4.2. $\text{SO}^*(2n)$ action on intertwiner space

where

$$A_{ab} := \frac{1}{2}(E_{ab} - \delta_{ab}I), \quad A_a := A_{aa},  \quad \tag{4.34}$$

as it is easy to show. We are going to interpret the eigenvalues of the operator $A_a$

$$A_a(j_a, m_a) = j_a(j_a, m_a)  \quad \tag{4.35}$$

as the area associated to the leg $a$, hence we will refer to the $A_a$'s as area operators; the operator $A := \sum_a A_a$ gives us the total area of the intertwiner.

It was shown in Freidel and Livine, “The fine structure of SU(2) intertwiners from $U(N)$ representations” that the space of intertwiners with a fixed total area$^9$ $J \in \mathbb{N}_0$

$$\mathcal{H}^J_n = \bigoplus_{J_a = J} \text{Inv}_{SU(2)}(V_{j_1} \otimes \cdots \otimes V_{j_n})  \quad \tag{4.36}$$

has the structure of an irreducible unitary representation of $U(n)$, whose infinitesimal action is given by the $E_{ab}$ operators we defined$^{10}$. Explicitly,

$$\mathcal{H}^J_n \equiv [J + 1, J + 1, 1, \ldots, 1],  \quad \tag{4.37}$$

where the $[\lambda_1, \lambda_2, \ldots, \lambda_n]$, with

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0,  \quad \tag{4.38}$$

denotes the $U(n)$ representation with highest weight vector $|\lambda\rangle$, for which

$$E_{a\bar{a}}|\lambda\rangle = \lambda_a|\lambda\rangle \quad \text{and} \quad E_{ab}|\lambda\rangle = 0, \quad \forall a < b;  \quad \tag{4.39}$$

this particular choice of $\lambda$'s is required to for SU(2) invariance. The dimension of $U(n)$ representations can be computed with the hook-length formula$^{11}$

$$\dim[\lambda_1, \ldots, \lambda_n] = \prod_{a < b} \frac{\lambda_a - \lambda_b + b - a}{b - a},  \quad \tag{4.40}$$

which in our specific case gives

$$\dim[\lambda_1, \lambda_2, 1, \ldots, 1] = \frac{\lambda_1 - \lambda_2 + 1}{\lambda_1} \left(\frac{\lambda_1 + n - 2}{\lambda_1 - 1}\right) \left(\frac{\lambda_2 + n - 3}{\lambda_2 - 1}\right),  \quad \tag{4.41}$$

so that

$$\dim \mathcal{H}^J_n = \frac{1}{J + 1} \binom{J + n - 1}{J} \binom{J + n - 2}{J};  \quad \tag{4.42}$$

one can check$^{12}$ that this is indeed the dimension of the space of $n$-legged intertwiners with fixed total area.

We will now show how, in addition to the action of $U(n)$ on each $\mathcal{H}^J_n$, there is an action of $\text{SO}^*(2n)$ the full space on $n$-legged intertwiners

$$\mathcal{H}_n := \bigoplus_{J=0}^{\infty} \mathcal{H}^J_n  \quad \tag{4.43}$$
which is a new result. To do so, we introduce the operators\(^\dagger\)  
\begin{align*}
F_{ab} &= B_a A_b - A_a B_b \\
\bar{F}_{ab} &= B_a^\dagger A_b^\dagger - A_a^\dagger B_b^\dagger
\end{align*}
(4.44a)  
which act respectively as ladder operators for the total area, i.e.,  
\[ [A, \bar{F}_{ab}] = \bar{F}_{ab}, \quad [A, F_{ab}] = F_{ab}; \]  
(4.45)

which are those of an so\(^*\)(2n)\(_C\) algebra. Since

we can see \(\mathcal{H}_n\) as a unitary representation\(^\dagger\) of SO\(^*\)(2n), which is irreducible since, as it easy to see, ker \(\bar{F}_{ab} = \{0\}\), for \(a \neq b\). The fact that the repeated action of the \(E, F\), and \(\bar{F}\) operators on \(|0\rangle\) is still an intertwiner follows from the fact that they satisfy

\[ [J, E_{ab}] = [J, F_{ab}] = [J, \bar{F}_{ab}] = 0, \]  
(4.47)
i.e., they are all scalar operators.

Finally, as an aside, note that the \(\bar{F}_{ab}\) operators we introduced can be used to obtain an explicit expression for the highest weight vectors in the U(n) representation \(\mathcal{H}_n\); in fact

**Proposition 4.1.** The highest weight vector for the U(n) representation \(\mathcal{H}_n\) is defined up to a phase factor as

\[ |\psi_j\rangle := \mathcal{N}_j (\bar{F}_{12})^j |0\rangle, \quad \mathcal{N}_j = \frac{1}{\sqrt{j!(j+1)!}}. \]

**Proof.** First note that, as a consequence of the commutation relations (4.16), we have

\[ [E_{ab}, \bar{F}_{12}] = \delta_{a1} \bar{F}_{a2} + \delta_{b2} \bar{F}_{a1} = \begin{cases} 
\bar{F}_{12} & \text{if } a = b \leq 2 \\
0 & \text{if } a = b > 2 \\
0 & \text{if } a < b.
\end{cases} \]  
(4.48)

If we assume that \(|\psi_j\rangle\) is a highest weight vector, using the fact that

\[ |\psi_{j+1}\rangle = \frac{\mathcal{N}_{j+1}}{\mathcal{N}_j} \bar{F}_{12} |\psi_j\rangle \]  
(4.49)

we get

\[ E_{ab} |\psi_{j+1}\rangle \propto \left( \bar{F}_{12} E_{ab} + [E_{ab}, \bar{F}_{12}] \right) |\psi_j\rangle = \begin{cases} 
(J+2) |\psi_{j+1}\rangle & \text{if } a = b \leq 2 \\
|\psi_{j+1}\rangle & \text{if } a = b > 2 \\
0 & \text{if } a < b,
\end{cases} \]  
(4.50)

since the result is true for \(J = 0\), as

\[ E_{ab} |\psi_0\rangle = E_{ab} |0\rangle = \delta_{ab} |0\rangle, \]  
(4.51)

it follows by induction that \(|\psi_j\rangle\) is a highest weight vector for all \(J \in \mathbb{N}_0\). The normalisation factor is chosen so that \(\langle \psi_j | \psi_j \rangle = 1\); we will see how to calculate this inner product later in the chapter, with Proposition 4.5. \(\square\)
4.3 Coherent intertwiners

In this section we will consider an application of the fact that the space of all \( n \)-valent SU(2) intertwiners forms an irreducible SO\(^\ast\)(2n) representation. Following Perelomov, we will introduce a set of coherent states for SO\(^\ast\)(2n) which, being based on the intertwiner representations, provide a new kind of coherent intertwiners. We are first going to review the construction of Gilmore–Perelomov coherent states, then apply it to the specific case we are interested in. We are then going to analyse the properties of these states, specifically the matrix elements and expectation values of the so\(^\ast\)(2n) generators and the semi-classical limit. Finally, we are going to investigate the connection of the coherent states with the symplectic group Sp(4n, \( \mathbb{R} \)) and with Bogoliubov transformations.

4.3.1 SO\(^\ast\)(2n) coherent states

The full understanding of the group structure underlying the \( E_{ab}, F_{ab} \) and \( \tilde{F}_{ab} \) operators allows us to construct a new kind of coherent states in the intertwiner space, namely the Gilmore–Perelomov generalised coherent states\(^5\) for SO\(^\ast\)(2n). This construction generalises and complements the coherent intertwiners presented in Freidel and Livine, 'U(N) Coherent States for Loop Quantum Gravity', which make use of the U(n) structure and live in the space of intertwiners with a fixed area.

Recall that generalised coherent states for a unitary irreducible module \( V \) of a generic Lie Group \( G \) are defined as

\[
|g\rangle := g|\psi_0\rangle, \quad g \in G, \quad (4.52)
\]

where \( |\psi_0\rangle \in V \) is a fixed state of norm 1. Note that, at this stage, there is no guarantee that two coherent states labelled by different group elements indeed describe physically different states (i.e., they are not the same vector up to a phase\(^6\)). In fact, let \( H \subseteq G \) be the maximal subgroup that leaves \( |\psi_0\rangle \) invariant up to a phase, that is

\[
h|\psi_0\rangle = e^{i\theta(h)}|\psi_0\rangle, \quad \forall h \in H, \quad (4.53)
\]

which will be called the isotropy subgroup for \( |\psi_0\rangle \): it is obvious that if \( g_2 \in g_1H \) then

\[
|g_2\rangle = e^{i\theta}|g_1\rangle, \quad (4.54)
\]

i.e., the two states are equivalent. The inequivalent coherent states are labelled by elements of the left coset space

\[
G/H := \{gH \mid g \in G\}, \quad (4.55)
\]

and are given by

\[
|x\rangle := |g_x\rangle = g_x|\psi_0\rangle, \quad \forall x \in G/H, \quad (4.56)
\]

where \( g_x \in x \) is a representative of the equivalence class \( x \).

For the particular case of the intertwiner representation of SO\(^\ast\)(2n), we will choose the harmonic oscillator vacuum \( |0\rangle \) as our fixed state. It is easy to see that the isotropy subgroup for \( |0\rangle \) is the maximal compact subgroup \( K = U(n) \subseteq \text{SO}(2n) \); the coset

\(^5\) Perelomov, 'Coherent states for arbitrary Lie group'.

\(^6\) Note that since the representation is unitary and \( |\psi_0\rangle \) has norm 1, so does \( |g\rangle \).
space $\text{SO}^*(2n)/U(n)$ can be identified with one of the bounded symmetric domains classified by Cartan\footnote{\label{Cartan}More information on this bounded symmetric domain, as well as some the proofs of some of the statements presented in the following can be found in Appendix C.}, namely

$$\text{SO}^*(2n)/U(n) \cong \Omega_n := \{ \zeta \in M_n(\mathbb{C}) \mid \zeta^t = -\zeta \text{ and } \zeta^* \zeta < 1 \},$$

\hspace{1cm}

(4.57)

on which $\text{SO}^*(2n)$ acts holomorphically and transitively as

$$g(\zeta) \equiv \begin{pmatrix} A & B \\ C & D \end{pmatrix}(\zeta) := (A\zeta + B)(C\zeta + D)^{-1}.$$  \hspace{1cm}

(4.58)

The isotropy subgroup\footnote{\label{isotropy subgroup}Here we mean the subgroup of all $g \in G$ such that $g(0) = 0$.} at $\zeta = 0$ is given by $K$, and the correspondence between $\Omega_n$ and $\text{SO}^*(2n)/U(n)$ is given by

$$\zeta \in \Omega_n \mapsto \{ g \in G \mid g(0) = \zeta \} \equiv g_\zeta K \in \text{SO}^*(2n)/U(n),$$

\hspace{1cm}

(4.59)

where\footnote{\label{sqrt M}Here $\sqrt{M}$ denotes the unique positive semi-definite square root of a positive semi-definite matrix $M$. Recall that, since the square root is unique, we have $(\sqrt{A})^t = \sqrt{A^t}$ and analogous expressions for $\bar{A}$, and $A^*$.}

$$g_\zeta := \begin{pmatrix} X_\zeta & \bar{\zeta} X_\zeta \\ \bar{\zeta}^* X_\zeta & \bar{X}_\zeta \end{pmatrix}, \quad X_\zeta := \sqrt{(1 - \zeta^* \zeta)^{-1}};$$

\hspace{1cm}

(4.60)

the coherent intertwiner states are then given by

$$| \zeta \rangle := g_\zeta|0\rangle, \quad \zeta \in \Omega_n.$$  \hspace{1cm}

(4.61)

Note how

$$| \zeta \rangle = |g_\zeta(0)\rangle$$

\hspace{1cm}

(4.62)

and, indeed,

$$g(\zeta) = e^{i0(g,\zeta)}|g(\zeta)\rangle, \quad \forall g \in G, \forall \zeta \in \Omega_n.$$  \hspace{1cm}

(4.63)

A more explicit expression for these states can be obtained using the following Lemma.

**Lemma 4.1** (Block UDL decomposition). Any element of $\text{SO}^*(2n)$ can be decomposed as

$$\begin{pmatrix} A & B \\ -B & A \end{pmatrix} = \begin{pmatrix} 1 & B\bar{A}^{-1} \\ 0 & 1 \end{pmatrix} \begin{pmatrix}(A^*)^{-1} & 0 \\ 0 & A \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \exp\left(\frac{1}{2}F_{B\bar{A}^{-1}}\right) \exp(E_L) \exp\left(-\frac{1}{2}F_{A^{-1}B}\right)$$

\hspace{1cm}

where $L$ is such that $e^{-L} = A^*$. Note that, unless $B = 0$, the factors do not belong to $\text{SO}^*(2n)$ anymore, but to its complexification $SO(2n, \mathbb{C})$ instead.

**Proof.** (i) Since $A$ must be invertible, the matrices appearing in the decomposition are well-defined. One can check explicitly that the LHS equals the RHS, making use of the fact that

$$\begin{aligned}
(A^*)^{-1} - B\bar{A}^{-1}B &= (A^*)^{-1} + (A^*)^{-1}B^*\bar{B} \\
&= (A^*)^{-1} - (A^*)^{-1}(A^*A - I) \\
&= A.
\end{aligned}$$

\hspace{1cm}

(4.64)
where conclude the proof.

(ii) To see how the exponentials arise, notice that both \(B\bar{A}^{-1}\) and \(\bar{A}^{-1}B\) are antisymmetric, as a consequence of (4.6). For any antisymmetric matrix \(T\) we have
\[
\frac{1}{2} \tilde{F}_T = \frac{1}{2} \sum_{a,b} T_{ab} \begin{pmatrix} 0 & \Delta_{ab} - \Delta_{ba} \\ \Delta_{ab} - \Delta_{ba} & 0 \end{pmatrix} = \sum_{a,b} \begin{pmatrix} 0 & T_{ab} \Delta_{ab} \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & T \\ 0 & 0 \end{pmatrix}
\]
so that
\[
\exp\left(\frac{1}{2} \tilde{F}_{B\bar{A}^{-1}}\right) = \begin{pmatrix} \mathbb{1} & B\bar{A}^{-1} \\ 0 & \mathbb{1} \end{pmatrix};
\]
similarly
\[
\exp\left(-\frac{1}{2} F_{A^{-1}B}\right) = \begin{pmatrix} \mathbb{1} & 0 \\ -\bar{A}^{-1}B & \mathbb{1} \end{pmatrix}.
\]
For the middle matrix in the factorisation, recall that any invertible complex matrix admits a (non-unique) logarithm. Since \(A^*\) is invertible, there is \(L\) such that \(e^{L} = (A^*)^{-1}\); moreover, it follows from the properties of the matrix exponential that \(\bar{A} = e^{-L^*}\). Then
\[
E_L = \sum_{a,b} L_{ab} \begin{pmatrix} \Delta_{ab} & 0 \\ 0 & -\Delta_{ba} \end{pmatrix} = \begin{pmatrix} L & 0 \\ 0 & -L^* \end{pmatrix}
\]
so that
\[
\exp(E_L) = \begin{pmatrix} e^{L} & 0 \\ 0 & e^{-L^*} \end{pmatrix} = \begin{pmatrix} (A^*)^{-1} & 0 \\ 0 & \bar{A} \end{pmatrix},
\]
which concludes the proof.

As a consequence of Lemma 4.1 we can rewrite \(g_\zeta\) as
\[
g_\zeta = \exp\left(\frac{1}{2} \tilde{F}_\zeta\right) \exp(E_L) \exp\left(-\frac{1}{2} F_{X^*\zeta X_\zeta}\right)
\]
where \(L\) is such that
\[
e^{L} = \sqrt{1 - \zeta \zeta^*}.
\]
Since \(|0\rangle\) is annihilated by every \(F_{ab}\) and
\[
e^{E_L}|0\rangle = e^{tr_{\bar{L}}}|0\rangle = \det(e^{L})|0\rangle = \det(1 - \zeta^* \zeta)^{\frac{1}{2}}|0\rangle
\]
we can eventually write the coherent states as
\[
|\zeta\rangle = \mathcal{N}(\zeta) \exp\left(\frac{1}{2} \tilde{F}_\zeta\right)|0\rangle, \quad \mathcal{N}(\zeta) = \det(1 - \zeta^* \zeta)^{\frac{1}{2}}
\]
Using the fact that the representation is unitary, we can write the inner product between two coherent states as
\[
\langle \omega | \zeta \rangle = \langle 0 | \tilde{g}_\zeta^{-1} \tilde{g}_\omega |0\rangle,
\]
with
\[
\tilde{g}_\zeta^{-1} \tilde{g}_\omega = \begin{pmatrix} X_\omega (1 - \omega \zeta^*) X_\zeta & X_\omega (\zeta - \omega) \bar{X}_\zeta \\ \bar{X}_\omega (\zeta^* - \omega^*) X_\zeta & \bar{X}_\omega (1 - \omega^* \zeta) \bar{X}_\zeta \end{pmatrix}
\]
which automatically ensures
\[ \det(\mathbb{I} - \omega^* \zeta) \neq 0, \]
(4.76)
as \( \bar{X}_\omega(\mathbb{I} - \omega^* \zeta) \bar{X}_\zeta \) must be invertible. We know from Lemma 4.1 that the group element can be written as
\[ g_\omega^{-1} g_\zeta = \exp(\tilde{F}_\omega) \exp(E_\Lambda) \exp(F_\beta) \]
(4.77)
for some \( \alpha \) and \( \beta \), with \( \Lambda \) such that
\[ e^\Lambda = X_\omega^{-1}(\mathbb{I} - \zeta \omega^*)^{-1}X_\omega^{-1} = \sqrt{\mathbb{I} - \zeta^* \zeta} (\mathbb{I} - \zeta \omega^*)^{-1} \sqrt{\mathbb{I} - \omega \omega^*}, \]
(4.78)
so that
\[ \langle \omega | \zeta \rangle = \det(e^\Lambda) \langle 0 | 0 \rangle = \frac{\det(\mathbb{I} - \zeta^* \zeta)^{\frac{1}{2}} \det(\mathbb{I} - \omega^* \omega)^{\frac{1}{2}}}{\det(\mathbb{I} - \omega^* \zeta)}; \]
(4.79)
the Cauchy–Schwarz inequality ensures that
\[ |\langle \omega | \zeta \rangle|^2 \leq 1 \]
(4.80)
where the equality only holds when \( \omega = \zeta \), as by definition states labelled by different cosets are not proportional to each other.

**Summary**

To summarise, we have constructed a set of coherent intertwiners
\[ |\zeta \rangle = \det(1 - \zeta^* \zeta)^{\frac{1}{2}} (\zeta) \exp(\frac{1}{2} \tilde{F}_\zeta)|0\rangle, \quad \zeta \in \Omega_n, \]
(4.81)
where \( \Omega_n \) is the set of anti-symmetric matrices \( \zeta \in M_n(\mathbb{C}) \) satisfying \( \zeta^* \zeta < \mathbb{I} \). They are all independent from each other, and their inner product is given by
\[ \langle \omega | \zeta \rangle = \frac{\det(\mathbb{I} - \zeta^* \zeta)^{\frac{1}{2}} \det(\mathbb{I} - \omega^* \omega)^{\frac{1}{2}}}{\det(\mathbb{I} - \omega^* \zeta)} \leq 1, \]
(4.82)
with the equality holding only when \( \omega = \zeta \). They are Gilmore–Perelomov coherent states, as they satisfy
\[ g|\zeta \rangle = e^{i\theta(g, \zeta)}|g(\zeta)\rangle, \quad g \in \text{SO}^*(2n), \]
(4.83)
where the action of \( g \) on \( \zeta \) is given by (4.58), i.e., up to a phase factor, the action of the group goes through the coherent states.

It is important to mention that, although this construction is new, some of these states have been considered before in Freidel and Hnybida, 'On the exact evaluation of spin networks', Freidel and Hnybida, 'A Discrete and Coherent Basis of Intertwiners', and Bonzom and Livine, 'Generating Functions for Coherent Intertwiners', although the underlying group structure was not known. Nevertheless, the coherent states presented in those articles are only those such that \( \text{rank}(\zeta) = 2 \)—which are exactly those that can be seen as a linear combination of the \( U(n) \) coherent states for all possible areas—so that the vast majority of the states we constructed in this section are indeed new.
4.3.2 Matrix elements of the $\mathfrak{so}^*(2n)$ generators

The easiest way to compute the matrix elements of the $\mathfrak{so}^*(2n)$ generators $E_{ab}$, $F_{ab}$ and $\bar{F}_{ab}$ in the coherent state basis is to make use of the 2n harmonic oscillator operators $A_a$, $B_a$; in particular, we are going to project the states $|\zeta\rangle$ on the well-known harmonic oscillator coherent states. Recall that[20] coherent states for the representation of the Heisenberg group $H_{2n}$ with generators acting as

$$[A_a, A_b^\dagger] = [B_a, B_b^\dagger] = \delta_{ab}\mathbb{I},$$  \hspace{1cm} (4.84)

on the vector space spanned by the vectors[21]

$$|\mu, \nu\rangle = \frac{(A^\dagger)^\mu (B^\dagger)^\nu}{\sqrt{\mu!} \sqrt{\nu!}} |0\rangle, \quad \mu, \nu \in \mathbb{N}_0^n,$$  \hspace{1cm} (4.85)

where $|0\rangle \equiv |0, 0\rangle$ is the harmonic oscillator vacuum

$$A_a^\dagger |0\rangle = B_a^\dagger |0\rangle = 0,$$  \hspace{1cm} (4.86)

are the vectors

$$|\alpha, \beta\rangle := e^{-\frac{1}{2}(\alpha^* a + \beta^* b)} \sum_{\mu, \nu \in \mathbb{N}_0^n} \frac{\alpha^\mu \beta^\nu}{\sqrt{\mu!} \sqrt{\nu!}} |\mu, \nu\rangle, \quad \alpha, \beta \in \mathbb{C}^n$$  \hspace{1cm} (4.87)

satisfying

$$A_a |\alpha, \beta\rangle = \alpha_a |\alpha, \beta\rangle, \quad B_a^\dagger |\alpha, \beta\rangle = \beta_a^\dagger |\alpha, \beta\rangle.$$  \hspace{1cm} (4.88)

The resolution of the identity in terms of these coherent states is given by

$$\int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) |\alpha, \beta\rangle \langle \alpha, \beta| = \mathbb{I},$$  \hspace{1cm} (4.89)

where the measure of integration is[22]

$$d\mu(\alpha, \beta) = \frac{1}{\pi^{2n}} d^n\Re(\alpha) d^n\Real(\beta) d^n\Im(\beta).$$  \hspace{1cm} (4.90)

We can now use the fact that

$$\langle \alpha, \beta|\zeta\rangle = \mathcal{N}(\zeta)\langle \alpha, \beta|\exp(-\frac{1}{2}\bar{F}_{\zeta})|0\rangle$$

$$= \mathcal{N}(\zeta)\langle \alpha, \beta|0\rangle e^{\beta^* \zeta}$$

$$= \mathcal{N}(\zeta) e^{\beta^* \zeta} e^{-\frac{1}{2}(\alpha^* a + \beta^* b)}$$  \hspace{1cm} (4.91)

to write

$$\langle \omega|\zeta\rangle = \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \langle \omega|\alpha, \beta\rangle \langle \alpha, \beta|\zeta\rangle$$

$$= \mathcal{N}(\omega)\mathcal{N}(\zeta) \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) e^{\beta^* \zeta + \beta^* \omega a - a^* \alpha - \beta^* \bar{b}}$$

$$= \mathcal{N}(\omega)\mathcal{N}(\zeta) \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \exp\left[-\frac{1}{2}(a^\dagger \beta^\dagger a^\dagger + \beta a^\dagger) \begin{pmatrix} 0 & \beta^\dagger \\ \beta & \bar{\beta} \end{pmatrix}\begin{pmatrix} \alpha \\ \bar{\alpha} \end{pmatrix}\right],$$  \hspace{1cm} (4.92)

which is a Gaussian integral[23]. Although we already know the value of $\langle \omega|\zeta\rangle$, we can use this expression to calculate the matrix elements of any operator built as a polynomial in the harmonic oscillator operators thanks to the following Proposition.

[20]Perelomov, Generalized Coherent States and Their Applications, chap. 3.

[21]Here we use the multi-index notation, that is we have $(A^\dagger)^\mu := (A_1^\dagger)^{\mu_1} \ldots (A_n^\dagger)^{\mu_n}$ and $\mu! := \mu_1! \ldots \mu_n!$, with $\mu \in \mathbb{N}_0^n$.

[22]Here $\Re$ and $\Im$ denote respectively the real and imaginary part of a complex number.

[23]In fact, we could also have calculated $\langle \omega|\zeta\rangle$ by evaluating this integral.
Proposition 4.2. Let
\[ S = \int e^{-\frac{1}{2}x^tAx} \, d^n x, \]
with \( A \in M_n(\mathbb{C}) \) symmetric and invertible, be a convergent Gaussian integral\(^{24}\). Then
\[ \int x_{a_1}x_{a_2}\cdots x_{a_k} e^{-\frac{1}{2}x^tAx} \, d^n x = S \left| \frac{\partial}{\partial J_{a_1}} \frac{\partial}{\partial J_{a_2}} \cdots \frac{\partial}{\partial J_{a_k}} \right|_{J=0} e^{\frac{1}{2}J^tA^{-1}J} \]
for any \( k \in \mathbb{N} \); in particular, the integral vanishes whenever \( k \) is odd.

**Proof.** First note that
\[ \int x_{a_1}x_{a_2}\cdots x_{a_k} e^{-\frac{1}{2}x^tAx} \, d^n x = \int \frac{\partial}{\partial J_{a_1}} \frac{\partial}{\partial J_{a_2}} \cdots \frac{\partial}{\partial J_{a_k}} \left| e^{-\frac{1}{2}x^tAx+J^t x} \, d^n x. \right| \]
(4.93)

With the change of variable \( x \to x + A^{-1}J \) one has
\[ -\frac{1}{2}x^tAx + J^t x = -\frac{1}{2}x^tAx - \frac{1}{2}J^t x - \frac{1}{2}J^t A^{-1}J + J^t x + J^t A^{-1}J \]
(4.94)
so that
\[ \int x_{a_1}x_{a_2}\cdots x_{a_k} e^{-\frac{1}{2}x^tAx} \, d^n x = \left| \frac{\partial}{\partial J_{a_1}} \frac{\partial}{\partial J_{a_2}} \cdots \frac{\partial}{\partial J_{a_k}} \right|_{J=0} e^{\frac{1}{2}J^tA^{-1}J} \int e^{-\frac{1}{2}x^tAx} \, d^n x \]
(4.95)
as required. Note that, since \( J^t A^{-1}J \) is a quadratic polynomial in \( J_1, \ldots, J_n \), if \( k \) is odd there is a leftover factor of \( J \) after \( k \) derivatives, which makes the whole integral vanish when evaluated at \( J = 0 \). \( \Box \)

Proposition 4.2 can be used to find matrix elements by starting with (4.92) and setting
\[ J := \begin{pmatrix} X \\ Y \\ \bar{X} \\ \bar{Y} \end{pmatrix}, \quad A := \begin{pmatrix} 0 & \bar{\omega} & 1 & 0 \\ -\bar{\omega} & 0 & 0 & 1 \\ 1 & 0 & 0 & \bar{\zeta} \\ 0 & 1 & -\bar{\zeta} & 0 \end{pmatrix}; \]
(4.96)
one can easily check that
\[ A^{-1} = \begin{pmatrix} 0 & \zeta(\omega^* \zeta)^{-1} & 0 & 0 \\ 0 & 0 & (1-\omega^*)^{-1} & 0 \\ 0 & 0 & 0 & (1-\omega^*)^{-1} \\ (1-\omega \zeta^{-1})^{-1} & 0 & 0 & 0 \end{pmatrix}, \]
(4.97)
so that
\[ S(\bar{\omega}, \zeta) := \frac{1}{2} J^t A^{-1} J = Y^t \zeta(1-\omega^* \zeta)^{-1} X + \bar{Y}^t (1-\omega^* \zeta)^{-1} \bar{\omega} \bar{X} + \bar{X}^t (1-\omega^* \zeta)^{-1} X + Y^t (1-\omega^* \zeta)^{-1} Y. \]
(4.98)

\(^{24}\)It is assumed that all the requirements on \( A \) such that the integral converges are satisfied.

\(^{25}\)Here we use the multi-index notation again.
where it is important that all the raising operators are on the right (anti-normal ordering)\textsuperscript{26}, we have, as a consequence of Proposition 4.2,

\[
\langle \omega | p(A, B, A^\dagger, B^\dagger) | \zeta \rangle = \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) p(\alpha, \beta, \bar{\alpha}, \bar{\beta}) \langle \omega | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle
\]

\[
= \langle \omega | \zeta \rangle p(\nabla_X, \nabla_Y, \nabla_X, \nabla_Y) |_{X=Y=0} e^{S(\overline{\omega}, \zeta)},
\]

where

\[
(\nabla_X)^k = \frac{\partial^{k_1}}{\partial X_1^{k_1}} \frac{\partial^{k_2}}{\partial X_2^{k_2}} \cdots \frac{\partial^{k_n}}{\partial X_n^{k_n}}, \quad k \in \mathbb{N}_0^n.
\]

In particular, we have:

**Proposition 4.3.** The matrix elements of the \( so^*(2n) \) generators in the coherent state basis are given by

\[
\langle \omega | E_{ab} | \zeta \rangle = \langle \omega | \zeta \rangle \left[ 1 + 2\omega^*(\zeta)(1 - \omega^*\zeta)^{-1} \right]_{ab}
\]

\[
\langle \omega | F_{ab} | \zeta \rangle = \langle \omega | \zeta \rangle \left[ 2\zeta(1 - \omega^*\zeta)^{-1} \right]_{ab}
\]

\[
\langle \omega | F_{ab}^\dagger | \zeta \rangle = \langle \omega | \zeta \rangle \left[ 2(1 - \omega^*\zeta)^{-1} \omega \right]_{ab}
\]

**Proof.** (i) First let us rewrite \( E_{ab} \) as

\[
E_{ab} = A_b A_a^\dagger + B_b B_a^\dagger - \delta_{ab}
\]

using the commutation relations of the harmonic oscillators. Then we can insert the resolution of the identity for the \( H_{2n} \) coherent states to obtain

\[
\langle \omega | A_b A_a^\dagger | \zeta \rangle = \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \langle \omega | A_b | \alpha, \beta \rangle \langle \alpha, \beta | A_a^\dagger | \zeta \rangle
\]

\[
= \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \bar{\alpha}_a \alpha_b \langle \omega | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle
\]

\[
= \mathcal{N}(\omega) \mathcal{N}(\zeta) \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \bar{\alpha}_a \alpha_b e^{\beta^* \zeta \bar{\alpha}_a^* \alpha_b - \bar{\alpha}_a \alpha_b - \beta^* \zeta};
\]

applying Proposition 4.2 together with equations (4.92) and (4.98) we obtain

\[
\langle \omega | A_b A_a^\dagger | \zeta \rangle = \langle \omega | \zeta \rangle \frac{\partial}{\partial X_a} \frac{\partial}{\partial X_b} |_{X=Y=0} e^{X(1-\omega^*\zeta)^{-1}X+...}
\]

\[
= \langle \omega | \zeta \rangle \left[ (1 - \omega^*\zeta)^{-1} \right]_{ab}.
\]

Similarly

\[
\langle \omega | B_b B_a^\dagger | \zeta \rangle = \langle \omega | \zeta \rangle \left[ (1 - \omega^*\zeta)^{-1} \right]_{ab}
\]

so that

\[
\langle \omega | E_{ab} | \zeta \rangle = \langle \omega | \zeta \rangle \left[ 2(1 - \omega^*\zeta)^{-1} \right]_{ab} = \langle \omega | \zeta \rangle \left[ 1 + 2\omega^*(1 - \omega^*\zeta)^{-1} \right]_{ab}
\]

as

\[
(1 - X)^{-1} = I + X(1 - X)^{-1}.
\]
(ii) To obtain the matrix elements of $F_{ab}$ we insert the resolution of the identity again, which gives

\[
\langle \omega | B_a A_b | \zeta \rangle = \int_{\mathbb{C}^2} \frac{d\mu(\alpha, \beta)}{\alpha| \beta} \langle \omega | B_{\alpha} A_{\beta} | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle \\
= \int_{\mathbb{C}^2} \frac{d\mu(\alpha, \beta)}{\alpha| \beta} \beta_{\alpha} \alpha_{\beta} \langle \omega | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle \\
= \langle \omega | \zeta \rangle \frac{\partial}{\partial Y_a} \frac{\partial}{\partial Y_b} e^{Y_\zeta (1 - \omega^* \zeta)^{-1} X+} |_{X=Y=0} \\
= \langle \omega | \zeta \rangle [\zeta (1 - \omega^* \zeta)^{-1}]_{ab},
\]

leading to

\[
\langle \omega | F_{ab} | \zeta \rangle = \langle \omega | \zeta \rangle [2 \zeta (1 - \omega^* \zeta)^{-1}]_{ab}
\]

as

\[
[\zeta (1 - \omega^* \zeta)^{-1}]^t = -(1 - \zeta^* \omega^*)^{-1} \zeta = -\zeta (1 - \omega^* \zeta)^{-1}.
\]

(iii) The matrix elements of $F_{ab}$ are easily obtained from the $F_{ab}$ ones as

\[
\langle \omega | F_{ab} | \zeta \rangle = \langle \zeta | F_{ab} | \omega \rangle \\
= \langle \zeta | \omega \rangle [2 \omega (1 - \zeta^* \omega)^{-1}]_{ab} \\
= \langle \omega | \zeta \rangle [2 (1 - \omega^* \zeta)^{-1} \omega]_{ab}.
\]

Proposition 4.4 (Expectation values of areas). The expectation values of the area operators in a particular coherent state $| \zeta \rangle$ are

\[
\langle A_a \rangle = [\zeta^* \zeta (1 - \zeta^* \zeta)^{-1}]_{a a}, \quad \langle A \rangle = \text{tr}[\zeta^* \zeta (1 - \zeta^* \zeta)^{-1}]
\]

and their variance is

\[
\text{Var}(A_a) = \frac{1}{2} \langle A_a \rangle (\langle A_a \rangle + 1), \quad \text{Var}(A) = \sum_{a,b} \langle A_{ab} \rangle (\langle A_{ab} \rangle + \delta_{ab}).
\]

Moreover, when the non-zero eigenvalues of $\zeta^* \zeta$ approach 1, although $\text{Var}(A)$ grows without bound, the coefficient of variation $\frac{\sqrt{\text{Var}(A)}}{\langle A \rangle}$ approaches a value in $(0, 1)$.

Proof. (i) The form of the expected values follows directly from Proposition 4.3. In order to calculate the variances, we will need the covariance\(^{27}\)

\[
\text{Cov}(A_a, A_b) := \langle A_a A_b \rangle - \langle A_a \rangle \langle A_b \rangle.
\]

First note that

\[
4 A_a A_b = (A_a A_b + B_a B_b - 2)(A_b A_b + B_b B_b - 2) \\
= A_a A_b B_a B_b + A_b B_b A_a B_b + A_b A_a B_b B_b + B_a B_a B_b B_b - 4 A_a - 4 A_b - 2 \delta_{ab} A_a - 4 - 2 \delta_{ab}.
\]

\(^*\)Note that the $A_a$ all commute, so there is no ordering ambiguity.
Making use of the resolution of the identity for the $H_{2n}$ coherent states we get\(^\text{28}\)

\[
\langle A_a^+ A_b A_a^+ A_b^\dagger \rangle = \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \langle \zeta | A_a^+ A_b | \alpha, \beta \rangle \langle \alpha, \beta | A_a^+ A_b^\dagger | \zeta \rangle
\]

\[
= \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \alpha_a^* \alpha_b^* \overline{\alpha}_a \overline{\alpha}_b \langle \zeta | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle
\]

\[
= \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \right|_{X=Y=0} e^{Y^\dagger \zeta X + Y \overline{\zeta} X + \overline{X} \zeta X + \overline{X} \overline{\zeta} X + Y Y}
\]

\[
= \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \right|_{X=Y=0} \left( (\sigma Y)_a (\sigma \overline{\zeta})_b + (\sigma \overline{\zeta})_a (\sigma Y)_b \right) e^{Y^\dagger \zeta X + Y \overline{\zeta} X + \overline{X} \zeta X + \overline{X} \overline{\zeta} X + Y Y}
\]

\[
= \sigma_{aa} \sigma_{bb} + (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b
\]

\[
= \sigma_{aa} \sigma_{bb} + (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b
\]

and similarly

\[
\langle B_a B_b B_a^\dagger B_b^\dagger \rangle = \sigma_{aa} \sigma_{bb} + \sigma_{ab} \sigma_{ba},
\]

while for the term with both harmonic oscillators we have

\[
\langle A_a B_b A_a^+ B_b^\dagger \rangle = \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \langle \zeta | A_a B_b | \alpha, \beta \rangle \langle \alpha, \beta | A_a^+ B_b^\dagger | \zeta \rangle
\]

\[
= \int_{\mathbb{C}^{2n}} d\mu(\alpha, \beta) \alpha_a \beta_b \overline{\alpha}_a \overline{\beta}_b \langle \zeta | \alpha, \beta \rangle \langle \alpha, \beta | \zeta \rangle
\]

\[
= \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \right|_{X=Y=0} e^{Y^\dagger \zeta X + Y \overline{\zeta} X + \overline{X} \zeta X + \overline{X} \overline{\zeta} X + Y Y}
\]

\[
= \frac{\partial}{\partial X_a} \frac{\partial}{\partial Y_b} \right|_{X=Y=0} \left( (\sigma Y)_a (\sigma \overline{\zeta})_b + (\sigma \overline{\zeta})_a (\sigma Y)_b \right) e^{Y^\dagger \zeta X + Y \overline{\zeta} X + \overline{X} \zeta X + \overline{X} \overline{\zeta} X + Y Y}
\]

\[
= \sigma_{aa} \sigma_{bb} + (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b
\]

\[
= \sigma_{aa} \sigma_{bb} + (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b
\]

Eventually we can compute the covariance as\(^\text{29}\)

\[
\text{Cov}(A_a, A_b) = \sigma_{aa} \sigma_{bb} + \frac{1}{2} \sigma_{ab} \sigma_{ba} + \frac{1}{2} (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b - \sigma_{aa} - \sigma_{bb}
\]

\[
= \frac{1}{2} \sigma_{ab} \sigma_{ba} + 1 - \sigma_{aa} \sigma_{bb} + \sigma_{aa} + \sigma_{bb} - 1
\]

\[
= \frac{1}{2} \sigma_{ab} \sigma_{ba} + \frac{1}{2} (\sigma \overline{\zeta})_a (\sigma \overline{\zeta})_b - \frac{1}{2} \delta_{ab} \sigma_{ab},
\]

which leads to\(^\text{30}\)

\[
\text{Var}(A_a) := \text{Cov}(A_a, A_a) = \frac{1}{2} \sigma_{aa} (\sigma_{aa} - 1) \equiv \frac{1}{2} (A_a) (\langle A_a \rangle + 1)
\]

and

\[
\text{Var}(A) := \sum_{a,b} \text{Cov}(A_a, A_b) = \text{tr}(\sigma^2 - \sigma) \equiv \sum_{a,b} (A_{ab}) (\langle A_{ab} \rangle + \delta_{ab}).
\]
4. SU(2) INTERTWINERS FROM SO^*(2n) REPRESENTATIONS

(ii) The coefficient of variation for the total area is then given by

\[ \frac{\sqrt{\text{Var}(A)}}{\langle A \rangle} = \frac{\sqrt{\text{tr}[\sigma(\sigma - I)]}}{\text{tr}(\sigma - I)} \geq 0; \quad (4.120) \]

making use of the fact that, as both \( \sigma \) and \( \sigma - I \) are positive semi-definite\(^{31,32} \),

\[ \text{tr}[\sigma(\sigma - 1)] \leq \text{tr}(\sigma) \text{tr}(\sigma - I), \quad (4.121) \]

we obtain an upper bound for the coefficient of variation,

\[ \frac{\sqrt{\text{Var}(A)}}{\langle A \rangle} \leq \left( \frac{\text{tr}(\sigma)}{\text{tr}(\sigma) - n} \right)^{\frac{1}{2}}. \quad (4.122) \]

When the non-zero eigenvalues of \( \zeta^* \zeta \) approach \( I \) we have \( \text{tr}(\sigma) \to \infty \), so that

\[ \frac{\sqrt{\text{Var}(A)}}{\langle A \rangle} \leq 1 \text{ when } \text{tr}(\sigma) \to \infty, \quad (4.123) \]

as expected. \( \square \)

Let us spend a few words on the last result of Proposition 4.4, regarding the coefficient of variation. This coefficient measures the relative standard deviation, i.e., the amount of dispersion compared to the value of the mean. In our particular case, the result is telling us that, even though the dispersion gets bigger as the total area increases, the relative standard deviation is bounded by a value that approaches 1 for sufficiently large area. Note that the coefficient of variation does not provide any useful information when the area is very small, as\(^{33} \)

\[ \frac{\sqrt{\text{Var}(A)}}{\langle A \rangle} = \frac{\sqrt{\text{tr}[\sigma(\sigma - 1)]}}{\text{tr}(\sigma - 1)} \geq \frac{\sqrt{\frac{1}{n} \text{tr}(\sigma) \text{tr}(\sigma - I)}}{\text{tr}(\sigma - I)} \to \infty \quad (4.124) \]

when \( \langle A \rangle \to 0 \), i.e., \( \sigma \to I \).

In the specific case when \( \text{rank}(\zeta) = 2 \) we can do much more than computing expectation values and variances: in fact, we can produce the complete probability distribution of the total area as follows\(^{34} \).

**Proposition 4.5 (Probability distribution of total area).** When \( \zeta \) is of rank 2 the probability distribution for the total area in the state \( |\zeta \rangle \) is

\[ P_\zeta(J) = \det(I - \zeta^* \zeta)\left( \frac{1}{2} \text{tr}(\zeta^* \zeta) \right)^J (J + 1), \quad J \in \mathbb{N}_0. \]

**Proof.** (i) Let

\[ |J, \zeta \rangle := (\frac{1}{\sqrt{2}} |\zeta^* \rangle)^J |0 \rangle, \quad J \in \mathbb{N}_0; \quad (4.125) \]

these are eigenvectors of \( A \), with

\[ A|J, \zeta \rangle = J|J, \zeta \rangle, \quad (4.126) \]

\[ ^{31} \text{Note that as } (1 - \zeta^* \zeta) \leq I, \text{ it must be } \sigma \geq I. \]

\[ ^{32} \text{Recall that, if } A, B \in M_n \mathbb{C} \text{ are positive semi-definite matrices, } \text{tr}(AB) \leq \text{tr}(A) \text{tr}(B). \]

\[ ^{33} \text{Using the fact that, as } \sigma \geq 0, \text{ tr}(I) \text{tr}(\sigma^2) \geq \text{tr}(\sigma)^2. \]

\[ ^{34} \text{When rank}(\zeta) > 2 \text{ an important simplifying assumption is missing, namely, as we will see, the fact that } \zeta^* \zeta \text{ is proportional to } \zeta. \]
as $\overline{F}_\zeta$ adds one quantum of area each time\(^3\). The \(\text{SO}^+ (2n)\) coherent states can then be written as

\[
|\zeta\rangle = \det(\mathbb{I} - \zeta^* \zeta)^{\frac{1}{2}} \exp\left(\frac{1}{2} \overline{F}_\zeta\right)|0\rangle = \det(\mathbb{I} - \zeta^* \zeta)^{\frac{1}{2}} \sum_{J=0}^\infty \frac{1}{J!}|J, \zeta\rangle. \tag{4.127}
\]

Since the \(|J, \zeta\rangle\) states are mutually orthogonal\(^6\), the probability that \(|\zeta\rangle\) is measured with total area \(J\) is given by

\[
P_\zeta(J) \equiv \frac{|\langle J, \zeta | \zeta \rangle|^2}{\langle J, \zeta | J, \zeta \rangle} = \frac{\det(\mathbb{I} - \zeta^* \zeta)}{(J!)^2} \langle J, \zeta | J, \zeta \rangle; \tag{4.128}
\]

it remains to calculate the norm squared of the state \(|J, \zeta\rangle\).

(ii) Recall that

\[
\left[ \frac{1}{2} F_\zeta, \frac{1}{2} \overline{F}_\zeta \right] = E_{\frac{1}{2}(\zeta^* - \zeta)}(\zeta^* - \zeta)^* = E_{\zeta^*} \tag{4.129}
\]

and

\[
\left[ E_{\zeta^*}, \frac{1}{2} \overline{F}_\zeta \right] = \frac{1}{2} \overline{F}_\zeta \zeta^* \zeta^* \zeta^* = \overline{F}_\zeta \zeta^*; \tag{4.130}
\]

moreover, since \(\zeta\) is of rank 2, one has (see Appendix A.2)

\[
\zeta^* \zeta = \frac{1}{2} \text{tr}(\zeta^* \zeta) \zeta, \tag{4.131}
\]

so that

\[
\left[E_{\zeta^*}, \left(\frac{1}{2} \overline{F}_\zeta\right)^k\right] = \sum_{\ell=1}^k \left(\frac{1}{2} \overline{F}_\zeta\right)^{\ell-1} \left[E_{\zeta^*}, \left(\frac{1}{2} \overline{F}_\zeta\right)\left(\frac{1}{2} \overline{F}_\zeta\right)^{k-\ell}\right] = \sum_{\ell=1}^k \left(\frac{1}{2} \overline{F}_\zeta\right)^{\ell-1} E_{\zeta^*} \left(\frac{1}{2} \overline{F}_\zeta\right)^{k-\ell} = k \text{tr}(\zeta^* \zeta) \left(\frac{1}{2} \overline{F}_\zeta\right)^k. \tag{4.132}
\]

It follows that\(^7\)

\[
\frac{1}{2} F_\zeta \left(\frac{1}{2} \overline{F}_\zeta\right)^J |0\rangle = \left[ \frac{1}{2} F_\zeta, \left(\frac{1}{2} \overline{F}_\zeta\right)^J \right] |0\rangle = \sum_{k=1}^J \left(\frac{1}{2} \overline{F}_\zeta\right)^{k-1} \left[ \frac{1}{2} F_\zeta, \left(\frac{1}{2} \overline{F}_\zeta\right) \left(\frac{1}{2} \overline{F}_\zeta\right)^{J-k} |0\rangle = \sum_{k=1}^J \left(\frac{1}{2} \overline{F}_\zeta\right)^{k-1} E_{\zeta^*} \left(\frac{1}{2} \overline{F}_\zeta\right)^{J-k} |0\rangle \tag{4.133}
\]

\[
= J \text{tr}(\zeta^* \zeta) \left(\frac{1}{2} \overline{F}_\zeta\right)^{J-1} |0\rangle + \sum_{k=1}^J \left(\frac{1}{2} \overline{F}_\zeta\right)^{k-1} \left[E_{\zeta^*}, \left(\frac{1}{2} \overline{F}_\zeta\right)^{J-k}\right] |0\rangle
\]

\[
= J(J + 1) \frac{1}{2} \text{tr}(\zeta^* \zeta) \left(\frac{1}{2} \overline{F}_\zeta\right)^{J-1} |0\rangle
\]
and in particular
\[
\langle J, \zeta | J, \zeta \rangle = \langle 0 | (\frac{1}{2} F_\zeta)^I (\frac{1}{2} \bar{F}_\zeta)^J | 0 \rangle \\
= J(J+1) \text{tr}(\zeta^* \zeta) \langle 0 | (\frac{1}{2} F_\zeta)^I (\frac{1}{2} \bar{F}_\zeta)^J | 0 \rangle \\
= J(J+1) \frac{1}{2} \text{tr}(\zeta^* \zeta) \langle J-1, \zeta | J-1, \zeta \rangle.
\]

(4.134)

Solving the recurrence relation with \(\langle 0, \zeta | 0, \zeta \rangle = \langle 0 | 0 \rangle = 1\) we obtain
\[
\langle J, \zeta | J, \zeta \rangle = J!(J+1) \left( \frac{1}{2} \text{tr}(\zeta^* \zeta) \right)^J
\]

which, plugged in (4.128), gives
\[
P_\zeta(J) = \det(\mathbb{I} - \zeta^* \zeta) \left( \frac{1}{2} \text{tr}(\zeta^* \zeta) \right)^J (J+1)
\]

as expected.

Plots for the probability distribution can be found in Fig. 6. Note how, as the non-zero eigenvalues of \(\zeta^* \zeta\) approach 1 (equivalently \(\text{tr}(\zeta^* \zeta) \to 2\)), the relative shape of the distribution remains the same, as a consequence of Proposition 4.4.

4.3.3 Semi-classical limit

Let us now consider the semi-classical limit of our coherent intertwiners. Our goal is to obtain out of the expectation values of the algebra generators a set of variables that, endowed with the appropriate Poisson structure, we can interpret as a classical geometry (similarly to the classical space of Chapter 3). In particular, we want to be able to construct a set of vectors that sum to zero, and as such can be regarded as the normals to a convex polyhedron.

In order to investigate the semi-classical limit, it will prove useful to rewrite the expected values of the \(\mathfrak{so}^*(2n)\) generators in a different way; note the similarity with the bra-ket notation we introduced in Section 3.1.1 when working with classical spinors.

**Proposition 4.6.** The expected values of the \(\mathfrak{so}^*(2n)\) generators can be written in the form
\[
\langle \zeta | F_{ab} | \zeta \rangle = \sum_{a=1}^{k} \frac{1}{\lambda_a} \langle z_a^a | z_b^a \rangle, \quad \langle \zeta | \bar{F}_{ab} | \zeta \rangle = \sum_{a=1}^{k} \frac{1}{\lambda_a} \langle z_a^b | z_b^a \rangle, \quad \langle \zeta | E_{ab} | \zeta \rangle = \delta_{ab} + \sum_{a=1}^{k} \langle z_a^a | z_b^a \rangle,
\]

where \(k = \frac{1}{2} \text{rank}(\zeta), \lambda_a^2\) is a non-zero eigenvalue of \(\zeta^* \zeta\) and
\[
|z_a^a\rangle = \left( x_a^a \ y_a^a \right), \quad |z_a^b\rangle = \left( \bar{y}_a^a \ -x_a^b \right), \quad \langle z_a^a | = \left( x_a^a \ y_a^a \right), \quad \langle z_a^b | = \left( \bar{y}_a^a \ -x_a^b \right)
\]
satisfy
\[
\sum_{a=1}^{n} \langle z_a^a | = \delta_{a\beta} \sum_{a=1}^{n} \frac{1}{2} \langle z_a^a | z_a^a \rangle \mathbb{I}_2.
\]
4.3. Coherent intertwiners

Figure 6: Distribution of total area for different values of $\text{tr}(\zeta^* \zeta)$ when $\zeta$ is of rank 2.

Proof. From Lemma A.1 we know that $\zeta = U M U^i$, where $U$ is unitary and

$$M = \bigoplus_{\alpha=1}^k \lambda_\alpha \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \oplus 0_{n-2k}, \quad \lambda_\alpha > 0; \tag{4.137}$$

then

$$M^* M = \bigoplus_{\alpha=1}^k \lambda_\alpha^2 I_2 \oplus 0_{n-2k} \tag{4.138}$$

and

$$\left( I - M^* M \right)^{-1} = \bigoplus_{\alpha=1}^k \left( 1 - \lambda_\alpha^2 \right)^{-1} I_2 \oplus I_{n-2k}. \tag{4.139}$$
It follows that

$$
\langle \zeta | F_{ab} | \zeta \rangle = \left[ 2 \zeta (1 - \zeta^*)^{-1} \right]_{ab} \\
= \left[ 2UM(1 - M^* M)^{-1} U^\dagger \right]_{ab} \\
= \sum_{a=1}^k \sum_{c,d=1}^n \frac{2 \lambda_a}{1 - \lambda_a^2} U_{ac} \left( \delta_{c,2a} \delta_{d,2a-1} - \delta_{c,2a-1} \delta_{d,2a} \right) U_{bd} \\
= \sum_{a=1}^k \frac{2 \lambda_a}{1 - \lambda_a^2} (U_{a,2a} U_{b,2a-1} - U_{a,2a-1} U_{b,2a})
$$

(4.140)

and

$$
\langle \zeta | E_{ab} | \zeta \rangle - \delta_{ab} = \left[ 2 \zeta^* (1 - \zeta^*)^{-1} \right]_{ab} \\
= \left[ 2UM^* M(1 - M^* M)^{-1} U^\dagger \right]_{ab} \\
= \sum_{a=1}^k \sum_{c,d=1}^n \frac{2 \lambda_a^2}{1 - \lambda_a^2} U_{ac} \left( \delta_{c,2a-1} \delta_{d,2a-1} + \delta_{c,2a} \delta_{d,2a} \right) U_{bd} \\
= \sum_{a=1}^k \frac{2 \lambda_a^2}{1 - \lambda_a^2} (\overline{U}_{a,2a-1} U_{b,2a-1} + \overline{U}_{a,2a} U_{b,2a}).
$$

Choosing

$$
|z^\alpha_a\rangle = \left( \frac{2 \lambda_a^2}{1 - \lambda_a^2} \right)^{\frac{1}{2}} \left( \frac{U_{a,2a-1}}{U_{a,2a}} \right) \Rightarrow |\overline{z}^\beta_a\rangle = \left( \frac{2 \lambda_a^2}{1 - \lambda_a^2} \right)^{\frac{1}{2}} \left( -\frac{\overline{U}_{a,2a}}{\overline{U}_{a,2a-1}} \right)
$$

(4.142)

we find

$$
\langle \zeta | F_{ab} | \zeta \rangle = \sum_{a=1}^k \frac{1}{\lambda_a} \langle z^\alpha_a | z^\beta_b \rangle, \quad \langle \zeta | E_{ab} | \zeta \rangle = \delta_{ab} + \sum_{a=1}^n \langle z^\alpha_a | \overline{z}^\beta_a \rangle;
$$

(4.143)

moreover,

$$
\sum_{a=1}^n |z^\alpha_a\rangle \langle z^\beta_a| = \left( \frac{2 \lambda_a^2}{1 - \lambda_a^2} \right)^{\frac{1}{2}} \left( \frac{2 \lambda_a^2}{1 - \lambda_a^2} \right)^{\frac{1}{2}} \sum_{a=1}^n \left( \frac{U_{a,2a-1}}{U_{a,2a}} \frac{\overline{U}_{a,2a-1}}{\overline{U}_{a,2a}} \right)
$$

$$
= \delta_{\alpha\beta} \frac{2 \lambda_a^2}{1 - \lambda_a^2 \|}^2
$$

(4.144)

as expected. \(\square\)

As consequence of this fact, in the limit

$$
\lambda_a \rightarrow 1, \quad \alpha = 1, \ldots, k
$$

(4.145)

where the expected value of the total area

$$
\langle A \rangle = \sum_{a=1}^k \frac{\lambda_a^2}{1 - \lambda_a^2} \rightarrow \infty,
$$

(4.146)
we have
\[ \langle \zeta | F_{ab} | \zeta \rangle \sim \sum_{a=1}^{k} \langle z_{a}^{a} | z_{b}^{a} \rangle, \quad \langle \zeta | E_{ab} | \zeta \rangle = \delta_{ab} + \sum_{a=1}^{k} \langle z_{a}^{a} | z_{b}^{a} \rangle. \] (4.147)

We can interpret the semi-classical limit as a classical geometry by introducing the canonical symplectic structure on \( \mathbb{C}^{2kn} \)
\[ \omega = \frac{i}{2} \sum_{a=1}^{n} \sum_{a=1}^{k} \left( d\pi_{a}^{a} \wedge d\pi_{a}^{a} + d\pi_{a}^{a} \wedge d\pi_{a}^{a} \right), \] (4.148)
with Poisson brackets
\[ \{ f, g \} = -i \sum_{a=1}^{n} \sum_{a=1}^{k} \left( \frac{\partial f}{\partial \pi_{a}^{a}} \frac{\partial g}{\partial \pi_{a}^{a}} + \frac{\partial g}{\partial \pi_{a}^{a}} \frac{\partial f}{\partial \pi_{a}^{a}} - \frac{\partial f}{\partial \pi_{a}^{a}} \frac{\partial g}{\partial \pi_{a}^{a}} \right), \] (4.149)
so that
\[ \{ x_{a}^{a}, x_{b}^{b} \} = \{ y_{a}^{a}, y_{b}^{b} \} = -i \delta^{ab} \delta_{ab} \] (4.150)
with all other brackets vanishing. With this symplectic structure, the functions
\[ e_{ab} := \sum_{a=1}^{k} \langle z_{a}^{a} | z_{b}^{a} \rangle, \quad f_{ab} := \sum_{a=1}^{k} \langle z_{a}^{a} | z_{b}^{a} \rangle \] (4.151)
satisfy
\[ \{ e_{ab}, e_{cd} \} = -i (\delta_{bc} e_{ad} - \delta_{bd} e_{ca}), \]
\[ \{ e_{ab}, f_{cd} \} = -i (\delta_{bc} f_{ad} - \delta_{bd} f_{ca}), \]
\[ \{ e_{ab}, \bar{f}_{cd} \} = -i (\delta_{bc} \bar{f}_{ad} - \delta_{bd} \bar{f}_{ca}), \]
\[ \{ f_{ab}, \bar{f}_{cd} \} = \{ \bar{f}_{ab}, f_{cd} \} = 0, \]
which are the classical analogue of the so\(^*\)(2n) commutation relations (4.16); in fact, upon quantisation we have
\[ x_{a}^{a} \rightarrow A_{a}^{a}, \quad \bar{x}_{a}^{a} \rightarrow A_{a}^{a\dagger}, \quad y_{a}^{a} \rightarrow B_{a}^{a}, \quad \bar{y}_{a}^{a} \rightarrow B_{a}^{a\dagger}, \] (4.153)
which satisfy the commutation relations of 2kn decoupled harmonic oscillators when \( \{ \cdot, \cdot \} \rightarrow -i [\cdot, \cdot], \) so that\(^9\)
\[ e_{ab} \rightarrow E_{ab} := \sum_{a=1}^{k} \left( A_{a}^{a\dagger} A_{b}^{a} + B_{a}^{a\dagger} B_{b}^{a} + \delta_{ab} \right) \] (4.154a)
\[ f_{ab} \rightarrow F_{ab} := \sum_{a=1}^{k} \left( B_{a}^{a} A_{b}^{a\dagger} + A_{a}^{a} B_{b}^{a\dagger} \right) \] (4.154b)
\[ \bar{f}_{ab} \rightarrow \bar{F}_{ab} = f_{ab}^{\dagger} \] (4.154c)
which satisfy (4.16).
To recover a classical geometry, we construct \( n \) (3-dimensional) vectors out of the \( 2kn \) spinors \( |z^a_n\rangle \), namely

\[
V^{(a)}(z) := \sum_{a=1}^{k} \frac{1}{2} \{z^a_n |\sigma| z^a_n\}, \quad a = 1, \ldots, n,
\]

where \( \sigma \) is the Pauli vector

\[
\sigma = \sigma_x \hat{x} + \sigma_y \hat{y} + \sigma_z \hat{z}, \quad \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

which in components read

\[
\begin{align*}
V_x^{(a)} &= \sum_{a=1}^{k} \frac{1}{2} (\bar{x}_a^a y^a_a + \bar{y}_a^a x^a_a) \\
V_y^{(a)} &= \sum_{a=1}^{k} \frac{1}{3} (\bar{x}_a^a y^a_a - \bar{y}_a^a x^a_a) \\
V_z^{(a)} &= \sum_{a=1}^{k} \frac{1}{2} (\bar{x}_a^a y^a_a - \bar{y}_a^a x^a_a).
\end{align*}
\]

It follows from Proposition 4.6 that the spinors satisfy the closure constraints

\[
\sum_{a=1}^{n} \sum_{a=1}^{k} |z^a_n\rangle \langle z^a_n| = \sum_{a=1}^{n} \sum_{a=1}^{k} (\bar{x}_a^a y^a_a - \bar{y}_a^a x^a_a) \propto \mathbb{I}_2,
\]

which implies that

\[
V := \sum_{a=1}^{n} V^{(a)} = 0;
\]

as such, we can interpret the \( n \) vectors as being the normal vectors to the faces of a polyhedron by means of the Minkowski theorem\(^{40}\).

**Theorem 4.1** (Minkowski theorem). Let \( \mathbf{v}_1, \ldots, \mathbf{v}_n \in \mathbb{R}^3 \) be vectors spanning \( \mathbb{R}^3 \) satisfying

\[
\mathbf{v}_1 + \mathbf{v}_2 + \cdots + \mathbf{v}_n = 0.
\]

Then there exist a unique (up to translation) convex polyhedron with \( n \) faces \( f_1, \ldots, f_n \) such that \( \mathbf{v}_a \) is the normal vector to \( f_a \).

This construction is similar to the usual one in terms of spinors, which can be found for example in Borja et al., ‘U(N) tools for loop quantum gravity: the return of the spinor’, and in fact coincides with it if \( \text{rank}(\zeta) = 2 \). Note that in the rank 2 case, as one can easily show,

\[
V^{(a)} \cdot V^{(b)} = \frac{1}{4} \langle z^a_n |z^b_n \rangle^2 = \frac{1}{4} c^2_{ab} \equiv \langle \mathcal{A}_a \rangle^2,
\]

that is the areas associated to the faces of the polyhedron, which are given by the length of their normals, are exactly the expectation values of the area operators. However, when
rank(ζ) > 2, due to the summation over α, such a relation between the norm of $V^{(a)}$ and $e_{aa}$ is not available, namely

$$V^{(a)} \cdot V^{(a)} = \frac{1}{4} e_{aa}^2 + \sum_{a, \beta = 1}^{k} \left( x_a^a y^\beta_a y^\beta_x - x_a^a y^\beta_a y^\beta_x \right),$$  \hspace{1cm} (4.161)$$

so that at this stage the full relationship between the polyhedron we constructed and the quantum theory we started from is not fully understood. One should note that

$$\{ V_i^{(a)}, V_j^{(a)} \} = \varepsilon_{ij}^k V_k^{(a)} \quad (4.162)$$

and

$$\{ V, e_{ab} \} = \{ V, f_{ab} \} = \{ V, \bar{f}_{ab} \} = 0, \quad (4.163)$$

so that upon quantisation of the vectors we get

$$V^{(a)} \rightarrow J^{(a)}, \quad (4.164)$$

where

$$J_z^{(a)} := \sum_{a=1}^{k} \frac{1}{2} \left( A_a^a \bar{A}_a^a - B_a^a \bar{B}_a^a \right) \quad (4.165a)$$

$$J_+^{(a)} := \sum_{a=1}^{k} \bar{A}_a^a B_a^a \quad (4.165b)$$

$$J_-^{(a)} := \sum_{a=1}^{k} B_a^a \bar{A}_a^a, \quad (4.165c)$$

which we can regard as a generalisation of the Jordan–Schwinger representation with $2k$ spinors instead of 2. An unexpected feature of this generalisation is that each SU(2) representation $F_j$ appears more than once in the Heisenberg group $H_{2k}(\mathbb{R})$ representation generated by the harmonic oscillators: for example, when $k = 2$ and $j \in \frac{1}{2} \mathbb{N}_0$, both

$$|(2j, 0), (0, 0)\rangle_{\text{HO}} \quad \text{and} \quad |(0, 2j), (0, 0)\rangle_{\text{HO}}$$  \hspace{1cm} (4.166)$$

describe the highest weight vector $|j, j\rangle \in F_j$, where

$$|(n_{A^1}, n_{B^1}), (n_{A^2}, n_{B^2}), \ldots, (n_{A^k}, n_{B^k})\rangle_{\text{HO}} := \bigotimes_{a=1}^{k} (n_{A^a}, n_{B^a})_{\text{HO}}, \quad (4.167)$$

while if $j \in \mathbb{N}_0$ the vector

$$|(j, 0), (j, 0)\rangle_{\text{HO}}$$  \hspace{1cm} (4.168)$$

works as well. It is likely that this property will play a key role in the full understanding of the semi-classical limit.
4.3.4 Relationship with \( \text{Sp}(4n, \mathbb{R}) \) coherent states and Bogoliubov transformations

The coherent states we have defined can be introduced can be reinterpreted in terms of Bogoliubov transformations by making use of the connection between \( \text{SO}^+(2n) \) and the symplectic group \( \text{Sp}(4n, \mathbb{R}) \). Recall that, if we have a set of \( N \) decoupled harmonic oscillators

\[
[C_a, C_b^\dagger] = \delta_{ab}, \quad [C_a, C_b] = [C_a^\dagger, C_b^\dagger] = 0,
\]

a Bogoliubov transformation is a a canonical transformation which maps them to a new set of harmonic oscillators,

\[
\bar{C}_a = U^{ab} C_b + V^{ab} C_b^\dagger, \\
\bar{C}_a^\dagger = \bar{U}^{ab} C_b^\dagger + \bar{V}^{ab} C_b,
\]

satisfying the usual commutation relations; we can write in a compact form

\[
\begin{pmatrix} \bar{C} \\ \bar{C}^\dagger \end{pmatrix} = \begin{pmatrix} U & V \\ \bar{V} & \bar{U} \end{pmatrix} \begin{pmatrix} C \\ C^\dagger \end{pmatrix}.
\]

The conditions on \( U \) and \( V \) such that

\[
[\bar{C}_a, \bar{C}_b^\dagger] = \delta_{ab}, \quad [\bar{C}_a, \bar{C}_b] = [\bar{C}_a^\dagger, \bar{C}_b^\dagger] = 0
\]

are

\[
UU^\dagger - VV^\dagger = \mathbb{I}, \quad UU^\dagger = VU^\dagger,
\]

which automatically ensure that \( U \) is invertible and that\(^{41}\)

\[
\begin{pmatrix} U & V \\ \bar{V} & \bar{U} \end{pmatrix} \in \text{Sp}(2N, \mathbb{R});
\]

as such, we can interpret \( \text{Sp}(2N, \mathbb{R}) \) as the group of Bogoliubov transformations of \( N \) harmonic oscillators. The vacuum for the set of new harmonic oscillators is given by

\[
|\tilde{0}\rangle := \mathcal{N} \exp\left( \frac{1}{2} S^{ab} C_a^\dagger C_b^\dagger \right) |0\rangle,
\]

also known as the squeezed vacuum, where \( S \) is the symmetric matrix\(^{42}\)

\[
S = -U^{-1} V;
\]

in fact, it is easy to see that

\[
C_d|\tilde{0}\rangle = \mathcal{N} \sum_{k=0}^{\infty} \frac{1}{k!} \left[ C_d, \left( \frac{1}{2} S^{ab} C_a^\dagger C_b^\dagger \right)^k \right] |0\rangle
\]

\[
= \mathcal{N} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{1}{2} S^{cd} C_c^\dagger C_d^\dagger \right)^{k-1} \left( \frac{1}{2} S^{cd} C_c^\dagger + \frac{1}{2} S^{dc} C_c \right) |0\rangle
\]

\[
= \mathcal{N} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{1}{2} S^{ab} C_a^\dagger C_b^\dagger \right)^k S^{dc} C_c^\dagger |0\rangle
\]

\[
= S^{dc} C_c^\dagger |0\rangle,
\]

\(^{41}\)See Appendix C.

\(^{42}\)It follows from (4.174).
from which it follows that
\[ \tilde{C}_a(\emptyset) = 0. \] (4.179)
The fact that |\( \emptyset \rangle \rangle \) has finite norm can be proven by evaluating (\( \emptyset |\emptyset \rangle \rangle \)) as a Gaussian integral, making use of the resolution of the identity in terms of the coherent states for the harmonic oscillators \( C_a \).

To connect \( SO^\ast(2n) \) to Bogoliubov transformations, note that \( SO^\ast(2n) \) can be embedded into \( Sp(4n, \mathbb{R}) \) as\(^{43}\)
\[ \varphi: \left( \begin{array}{cc} X & Y \\ -\bar{Y} & \bar{X} \end{array} \right) \in SO^\ast(2n) \mapsto \left( \begin{array}{cccc} X & 0 & 0 & -Y \\ 0 & X & Y & 0 \\ 0 & -\bar{Y} & \bar{X} & 0 \\ \bar{Y} & 0 & 0 & \bar{X} \end{array} \right) \in Sp(4n, \mathbb{R}), \] (4.180)
so that we can interpret \( SO^\ast(2n) \) as a subgroup of Bogoliubov transformations of the \( 2n \) harmonic oscillators \( A_a, B_b \) that we use to construct the Jordan–Schwinger representation. In particular, for the Bogoliubov transformation \( \varphi(g^{-1}_\xi) \), with \( \xi \in \Omega_a \) we get
\[ S = \left( \begin{array}{cc} 0 & -\xi \\ \xi & 0 \end{array} \right), \] (4.181)
so that the associated squeezed vacuum is
\[ \mathcal{N} \exp \left( z^{ab} B_a^\dagger A_b^\dagger \right)|0\rangle \equiv \mathcal{N} \exp \left( \frac{1}{2} z^{ab} \bar{F}_a \right) |0\rangle, \] (4.182)
which is exactly the coherent state \( |\xi\rangle \). To summarise, we can regard the coherent intertwiners we defined in this chapter as the squeezed vacua associated to a subgroup of Bogoliubov transformations, isomorphic to \( SO^\ast(2n) \). The particular Bogoliubov transformations are exactly those for which the squeezed vacuum is still \( SU(2) \) invariant (i.e., an intertwiner), so that we can essentially regard \( SO^\ast(2n) \) as the group of canonical transformations of \( 2n \) harmonic oscillators preserving \( SU(2) \) invariance, where the \( SU(2) \) action is implemented through the Jordan–Schwinger representation.

### 4.4 Concluding remarks

We have seen in this chapter how, even when working in the Euclidean regime, i.e., with a compact gauge group, the spinorial framework induces an action of the non-compact group \( SO^\ast(2n) \) on the space of all \( n \)-valent intertwiners. The reason why this additional structure was overlooked until now, despite the fact that a similar result was known for the maximal compact subgroup \( U(n) \subset SO^\ast(2n) \), essentially lies in the way the operator \( E_{ab} \) is defined: our definition differs from the usual one found in the literature\(^{44}\) in that it includes a \( \delta_{ab} \frac{1}{2} \) term, which ensures that the commutation relations for the \( E, F \) and \( \bar{F} \) operators form a closed algebra, namely \( so^\ast(2n) \subset C \); without it, the commutator \( [F_{ab}, \bar{F}_{cd}] \) has some terms proportional to \( \frac{1}{2} \) appearing in it, which prevent the interpretation of the intertwiner space as a representation of \( SO^\ast(2n) \).

We have seen how this new \( SO^\ast(2n) \) action can be used to construct a set of coherent intertwiners, using the Gilmore–Perelomov generalised coherent states; as we noted,

\(^{43}\) It is a simple exercise to show that the conditions (4.6) ensure that (4.174) hold.

\(^{44}\) See for example Freidel and Livine, ‘U(N) Coherent States for Loop Quantum Gravity’.
although some of these were already known and used, the vast majority of them are new, namely all those labelled by a matrix $\zeta$ of rank greater than 2. As part of the analysis of the properties of these coherent states, we have shown that, in the semi-classical limit of large areas, each coherent state is peaked around a classical phase space which we can interpret as the classical geometry given by a convex polyhedron with $n$ faces. Some work is still required to achieve the full understanding of the semi-classical limit, as there are some issues in the connection between the expectation values of the area operators and the areas of the faces of the polyhedron when $\text{rank}(\zeta) > 2$, i.e., for the previously unconsidered coherent states.
In the past three chapters we investigated a number of results, all related to each other, with non-compact groups as their common thread. The first few of them have been mathematical in nature. First we saw how the Wigner–Eckart theorem can be generalised to arbitrary Lie groups, with the introduction of the new concept of weak tensor operators to make the treatment in the case of non-compact groups rigorous, then proceeded to construct the main ingredient of the theorem, the Clebsch–Gordan decomposition of the product of finite and infinite-dimensional representations, for the specific cases of the Lorentz groups; finally, we were able to use these results to construct an analogue of the Jordan–Schwinger representation for all representation classes of Spin\( (2, 1) \) and Spin\( (3, 1) \). Although the results of representation theory were far more difficult to prove and have a much broader scope, the Jordan–Schwinger representations are arguably the most important results of Chapter 2: even though they are just a simple application of the Wigner–Eckart theorem, the importance of their applications to physics, and the fact that they were completely unknown for continuous series representations makes them of considerable value, and in fact it is only thanks to these results that it was possible to write Chapter 3 at all.

The rest of the thesis focused on applications to physics, in particular to quantum gravity. In Chapter 3 we saw how the mathematical results discovered in the previous chapter can be used to implement an equivalent of the spinorial approach to loop quantum gravity in the \( (2 + 1) \) Lorentzian case. Although the results we found are very similar to the Euclidean ones, the Lorentzian case has several key differences, caused by the higher complexity of Spin\( (2, 1) \): for example, the \( E, F \) and \( \tilde{F} \) operators we defined in some cases take intertwiners between unitary representations to intertwiners between non-unitary representations, and as such cannot be considered proper observables. Nevertheless, they can still be used to generate all of the geometric observables, and we were able to use them to construct a solvable Hamiltonian constraint, with the Lorentzian Ponzano–Regge amplitude in its kernel. It is important to note that, although the Jordan–Schwinger representation was already known in the case of discrete series representation, the action of the \( E, F \) and \( \tilde{F} \) operators involves Racah coefficients where one of the representations is \( F_2 \), which still require the knowledge of the recoupling theory results of Chapter 2: as a consequence, the entirety of Chapter 3 is new, not only the results involving continuous representations.
5. Conclusions and outlook

Finally, in Chapter 4 we switched gears and analysed some new properties of Euclidean LQG. We saw that, although SU(2) is compact, when working with the spinorial formalism the non-compact group SO* (2n) appears naturally in the theory; specifically, the Hilbert space of all n-valent intertwiners provides an irreducible representation of SO* (2n), which can be interpreted physically as the subgroup of Bogoliubov transformations of 2n harmonic oscillators—the ones appearing in the Jordan–Schwinger representation—that preserves the SU(2) invariance of intertwiners. This new structure complements the known fact that the space of n-valent intertwiners with fixed area is a representation of U(n), which incidentally is the maximal compact subgroup of SO* (2n). Analogously to what was done for fixed-area intertwiner space in Freidel and Livine, ‘U(N) Coherent States for Loop Quantum Gravity’, we used the SO* (2n) structure to construct a new kind of coherent intertwiners, making use of Perelomov’s construction of coherent states for arbitrary Lie groups. Although some of these states were already considered in the literature, the ones we constructed are more general, as there is no requirement on the matrices labelling them to be of rank 2. In the end we have shown that, in the semi-classical limit, each of these coherent states is peaked around what can be interpreted as the classical geometry described by a convex polyhedron in $\mathbb{R}^3$, although some work remains to be done to fully understand this link.

Future work

As we have seen in Chapter 2, the techniques used to investigate the Clebsch–Gordan decomposition of the product of a finite and an infinite-dimensional representation are similar for both the 3D and 4D Lorentz group, although the treatment is more convoluted in the higher dimensional case; it is therefore likely that these techniques can be used as a guideline for the study of more generic non-compact groups. In particular, it would be interesting to consider the quantum groups associated to Spin(2,1), i.e., the $q$-deformed enveloping algebra $\mathcal{U}_q(\text{spin}(2,1))$. The reason why this particular example would be worth studying is that it may be used to introduce a cosmological constant $\Lambda \neq 0$ in the Lorentzian LQG kinematical Hilbert space, similarly to $\mathcal{U}_q(\text{su}(2))$ in the 3D Euclidean case. The knowledge of the Wigner–Eckart theorem in these cases would likely lead to a deformed Jordan–Schwinger representation, which could be used to generalise the formulation of the Lorentzian spinorial framework of Chapter 3 in the presence of a non-zero cosmological constant. It is worth noting that, when $\Lambda \neq 0$, new interesting features appear, such as the Bañados–Teitelboim–Zanelli (BTZ) black hole, so that a generalisation to the quantum group could shed new light on the physics happening when $\Lambda$ is non-zero.

In addition to the use of $\mathcal{U}_q(\text{spin}(2,1))$, another line of future research spawning from the results of Chapter 3 could be the extension to the 4D case. Using the results of Section 2.4.3 (Jordan–Schwinger representation) for Spin(3,1), the introduction of a spinorial formalism in theories using the 4D Lorentz group as a gauge group should not be difficult. The quantum theory in this case is an interesting open problem: although a model exists in the Spin(4) gauge group, the generalisation to the Lorentzian case was only developed at the classical level. It is not surprising that the spinorial framework is missing here, as, unlike the 3D Lorentz group, in 4D the Jordan–Schwinger
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representation was completely unknown for all unitary representations. Hopefully, the results presented in this thesis will help bridge this gap.

The results of Chapter 4 are the ones that better lend themselves to future research, since some of them are preliminary and require additional work. The next step will definitely be the understanding of the nature of the semi-classical limit of the coherent states and its connection to a classical geometry. The pursuit of this topic has great importance, as the states labelled by a matrix with rank greater than 2—those for which the understanding of the semi-classical limit is incomplete—are exactly those that have never been considered before; finding out their connection to a classical geometry is thus necessary to figure out the role that they will play in loop quantum gravity.

Another interesting research topic related to the SO\(^*\,(2n)\) formulation of intertwiner space is its generalisation to Spin(2,1) intertwiner, and is closely connected with the spinorial approach to 3D Lorentzian LQG; in fact, the spinorial observables \(E, F\) and \(\tilde{F}\) introduced in Chapter 3 form an \(\mathfrak{so}(2n,\mathbb{C})\) algebra just like in the Euclidean case, i.e., intertwiner space can be seen as a representation of \(\text{SO}(2n,\mathbb{C})\). Although this preliminary result is easy to obtain, as we have seen multiple times in this thesis dealing with Spin(2,1) makes things considerably more difficult than the SU(2) case. First of all, there is no single intertwiner space, as the spinorial observables do not change the class of a representation, so that for example an intertwiner of the kind \(D^+ \otimes D^+ \rightarrow D^+\) can never become one of the kind \(D^- \otimes D^- \rightarrow D^-\) under the action of the \(\text{SO}(2n,\mathbb{C})\) generators. Moreover, it is unclear which real form of \(\text{SO}(2n,\mathbb{C})\) should be used to make each kind of intertwiner space a unitary representation: it is entirely possible that different real forms may be needed, depending on the classes of the representations appearing in the intertwiners.
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Appendix A

Some facts about matrices

A.1 Tridiagonal matrices

Tridiagonal matrices are square matrices whose only non-zero entries are on the main diagonal, the diagonal below it (subdiagonal) and the diagonal above it (superdiagonal). They can be visualised as

$$A = \begin{pmatrix} b_1 & c_1 & 0 & \cdots & 0 \\ a_2 & b_2 & c_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & a_{n-1} & b_{n-1} & c_{n-1} \\ 0 & \cdots & 0 & a_n & b_n \end{pmatrix},$$

(A.1)

with the generic entry given by

$$A_{ij} = \delta_{i-1,j} a_i + \delta_{i,j} b_i + \delta_{i+1,j} c_i,$$

(A.2)

where

$$a_1 := 0 \quad \text{and} \quad c_n := 0.$$  \hspace{1cm} (A.3)

A result holding for a certain class of tridiagonal matrices\(^1\), will be proved here.

Proposition A.1. Let A be a \(n \times n\) tridiagonal matrix over a field \(\mathbb{K}\). If the superdiagonal (subdiagonal) entries of A are all non-vanishing, its eigenspaces are all 1-dimensional.

Proof. Consider the case of non-zero superdiagonal entries. Recall that, if \(\lambda \in \mathbb{K}\) is an eigenvalue of A, the associated eigenspace is \(\ker (A - \lambda I)\), the vector space of solutions to the equation

$$Ax = \lambda x, \quad x \in \mathbb{K}^n;$$

(A.4)

with the notation introduced in (A.2), this is equivalent to the system of \(n\) equations

$$\begin{cases} (b_1 - \lambda)x_1 + c_1 x_2 = 0 \\ a_2 x_{i-1} + (b_1 - \lambda)x_i + c_i x_{i+1} = 0, \quad i = 2, \ldots, n-1 \\ a_n x_{n-1} + (b_n - \lambda)x_n = 0. \end{cases}$$

(A.5)

\(^1\)Originally presented in Sella-roli, *Wigner–Eckart theorem for the non-compact algebra \(\mathfrak{sl}(2, \mathbb{R})\)*. 
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If \( x_1 = 0 \) the first equation reduces to
\[
c_1 x_2 = 0,
\]
which implies \( x_2 \) is zero as well, since all the \( c \)'s are non-vanishing. In general, the \( k \)th equation will be
\[
c_k x_{k+1} = 0,
\]
i.e., the only solution with \( x_1 = 0 \) is the null vector.

Let then \( x_1 \) be an arbitrary non-zero value. Substituting each equation in the next one, the first \( n - 1 \) equations reduce to a system of equations of the form
\[
c_i x_{i+1} = \alpha_{i+1} x_i, \quad i = 1, \ldots, n - 1,
\]
with each \( \alpha \) depending solely on \( \lambda \) and on the matrix entries. These always have solution, since one can safely divide by the \( c \)'s; as a consequence, the solution is completely specified by the value of \( x_1 \), which can be factored out as a scalar coefficient. The \( n \)th equation is automatically satisfied, as it was assumed that \( \lambda \) is an eigenvalue. By virtue of eqs. (A.8), all the non-zero solutions of the eigenvalue equation are proportional to each other, so that
\[
\dim \ker(A - \lambda I) = 1.
\]
The proof for the case of non-zero subdiagonal entries proceeds analogously.

### A.2 Anti-symmetric matrices

An anti-symmetric matrix \( X \) is one which satisfies \( X^t = -X \). In the specific case of complex matrices, one can prove the following result\(^2\).

**Lemma A.1 (Decomposition of anti-symmetric matrices).** *Any anti-symmetric matrix \( X \in M_n(\mathbb{C}) \) can be decomposed as \( U M U^t \), where \( U \) is a unitary matrix and\(^3\)*

\[
M = \begin{cases} \oplus_{a=1}^{n/2} \begin{pmatrix} 0 & -\lambda_a \\ \lambda_a & 0 \end{pmatrix} & \text{if } n \text{ is even} \\ \oplus_{a=1}^{n/2} \begin{pmatrix} 0 & -\lambda_a \\ \lambda_a & 0 \end{pmatrix} \oplus (0) & \text{if } n \text{ is odd}, \end{cases}
\]

with
\[
\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_v \geq 0, \quad v = \left\lfloor \frac{n}{2} \right\rfloor.
\]
It follows that \( \text{rank}(X) = \text{rank}(M) \) is necessarily even.

We can use this Lemma to prove a useful result in the case of anti-symmetric matrices of rank 2.

**Corollary A.1.** *Let \( X \in M_n(\mathbb{C}) \) be an anti-symmetric matrix of rank 2. Then*

\[
XX^* = \frac{1}{2} \text{tr}(X^* X) X \quad \text{and} \quad \det(1 - X^* X) = \left(1 - \frac{1}{2} \text{tr}(X^* X)\right)^2.
\]

\(^2\)Youla, 'A normal form for a matrix under the unitary congruence group', corollary 2.

\(^3\)Here, for two square matrices (possibly of different dimensions) \( A \) and \( B \), \( A \oplus B \) denotes the block matrix \( \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \).
Proof. Let \( X = UMU^t \) be the decomposition of \( X \) given by Lemma A.1. Since the rank is 2, it will be
\[
M = \begin{pmatrix} 0 & -\lambda \\ \lambda & 0 \end{pmatrix} \oplus 0_{n-2}
\] (A.12)
so that
\[
M^* M = \begin{pmatrix} \lambda^2 & 0 \\ 0 & \lambda^2 \end{pmatrix} \oplus 0_{n-2};
\] (A.13)
it follows that
\[
\text{tr}(X^* X) = \text{tr}((UM^* MU)^t) = \text{tr}(M^* M) = 2\lambda^2
\] (A.14)
and
\[
XX^* X = UMM^* MU^t = \lambda^2 UMU^t = \frac{1}{2} \text{tr}(X^* X) X.
\] (A.15)
Moreover,
\[
\text{det}(I - X^* X) = \text{det}(U U^t - UM^* MU^t)
\]
\[
= \text{det}(I - M^* M)
\]
\[
= (1 - \lambda^2)^2
\]
\[
= (1 - \frac{1}{2} \text{tr}(X^* X))^2.
\] (A.16)
Appendix B

Clebsch–Gordan coefficients

B.1 Spin(2, 1) Clebsch–Gordan coefficients

|       | $J = j - \frac{1}{2}$ | $J = j + \frac{1}{2}$ |
|-------|------------------------|------------------------|
| $\mu = -\frac{1}{2}$ | - $\sqrt{j+M+\frac{1}{2}}$ | $\sqrt{j-M+\frac{1}{2}}$ |
| $\mu = +\frac{1}{2}$ | $\sqrt{j-M+\frac{1}{2}}$ | $\sqrt{j+M+\frac{1}{2}}$ |

Table B.1: Clebsch–Gordan coefficients $B(J, M|\gamma, \mu; j, M - \mu)$ for $\gamma = \frac{1}{2}$.

|       | $J = j - 1$ | $J = j$ | $J = j + 1$ |
|-------|-------------|---------|-------------|
| $\mu = -1$ | $\frac{\sqrt{j+M} \sqrt{j+M+1}}{\sqrt{2j} \sqrt{2j+1}}$ | $-\frac{\sqrt{2} \sqrt{j-M} \sqrt{j+M+1}}{\sqrt{2j} \sqrt{2j+2}}$ | $\frac{\sqrt{j-M} \sqrt{j-M+1}}{\sqrt{2j+1} \sqrt{2j+2}}$ |
| $\mu = 0$ | $-\frac{\sqrt{2} \sqrt{j-M} \sqrt{j+M}}{\sqrt{2j} \sqrt{2j+1}}$ | $-\frac{2M}{\sqrt{2j} \sqrt{2j+2}}$ | $\frac{\sqrt{2} \sqrt{j-M} \sqrt{j+M+1}}{\sqrt{2j+1} \sqrt{2j+2}}$ |
| $\mu = +1$ | $\frac{\sqrt{j-M} \sqrt{j+M+1}}{\sqrt{2j} \sqrt{2j+1}}$ | $\frac{\sqrt{2} \sqrt{j+M} \sqrt{j+M+1}}{\sqrt{2j} \sqrt{2j+2}}$ | $\frac{\sqrt{j+M} \sqrt{j+M+1}}{\sqrt{2j+1} \sqrt{2j+2}}$ |

Table B.2: Clebsch–Gordan coefficients $B(J, M|\gamma, \mu; j, M - \mu)$ for $\gamma = 1$.

Explicit values for the Clebsch–Gordan coefficients are presented here, for the small values $\gamma = \frac{1}{2}$ (table B.1) and $\gamma = 1$ (table B.2), with arbitrary $j$. The tables are valid for $D^\gamma_j$, $C_j^\gamma$ and $F_j$, provided only the allowed values of $j$, $J$ and $M$ are considered. The coefficients are normalized in such a way that

$$A(\gamma, \mu; j, m|J, M) = B(J, M|\gamma, \mu; j, m)$$  \hspace{1cm} (B.1)

and that, for the finite-dimensional series (with $j \geq \gamma$), they coincide with the $\mathfrak{su}(2)$ ones. Moreover, in analogy with the $\mathfrak{su}(2)$ case, the Clebsch–Gordan coefficients for
the coupling $V_J \otimes F_\gamma \cong F_\gamma \otimes V_J$ are chosen to be

$$B(J, M|j, m; \gamma, \mu) := (-1)^{j-j'}B(J, M|\gamma, \mu; j, m). \quad (B.2)$$

Some properties of the Clebsch–Gordan coefficients are also listed in this section. Assume that the coupling $F_\gamma \otimes V_J$, with $V_J$ an arbitrary irreducible $(g, K)$-module, is decomposable, and consider the Clebsch–Gordan coefficients in the form presented in Section 2.3, that is such that the diagonalized basis vectors are

$$|J, M| = \sum_{\mu} \sum_{m} A(\gamma, \mu; j, m|J, M)\gamma, \mu; j, m). \quad (B.3)$$

One can always rescale these vectors so that

$$\mathcal{J}_\pm |J, M| = C_\pm (J, M)|J, M \pm 1). \quad (B.4)$$

By acting with $\mathcal{J}_\pm$ on both sides of (B.3) and equating the coefficients of each basis vector we find that the Clebsch–Gordan coefficients must obey the recursion relation

$$C_\pm (J, M) A(\gamma, \mu; j, m|J, M \pm 1) = C_\pm (\gamma, \mu \mp 1) A(\gamma, \mu \mp 1; j, m|J, M)$$

$$+ C_\pm (j, m \mp 1) A(\gamma, \mu; j, m \mp 1|J, M); \quad (B.5)$$

analogously, we find for the inverse coefficients

$$C_\pm (J, M) B(J, M \pm 1|\gamma, \mu; j, m) = C_\pm (\gamma, \mu \mp 1) B(J, M|\gamma, \mu \mp 1; j, m)$$

$$+ C_\pm (j, m \mp 1) B(J, M|\gamma, \mu; j, m \mp 1). \quad (B.6)$$

Since both the coefficients and their inverse, for each fixed $J$, are solutions the same homogeneous linear system, they must be proportional to each other: we will choose their normalization so that

$$A(\gamma, \mu; j, m|J, M) = B(J, M|\gamma, \mu; j, m). \quad (B.7)$$

Since the recursion relations only relate coefficients with the same $J$, one could think a priori that coefficients with different $J$ are independent. It will be shown in the following that this is not true.

**Proposition B.1.** Consider the coupling $F_\gamma \otimes V_J$ of a finite-dimensional module and an irreducible one, of any class. Whenever the denominator is defined, the Clebsch–Gordan coefficients satisfy

$$\frac{B(J + 1, M|\gamma, -\gamma; j, m)}{B(J, M|\gamma, -\gamma; j, m)} \propto \frac{\sqrt{J - M + 1}}{\sqrt{J + M + 1}},$$

where the proportionality factor is fixed by the normalization of the Clebsch–Gordan coefficients and does not depend on $M$ or $m$. 
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B.2. Spin(3, 1) Clebsch–Gordan coefficients

\textbf{Proof.} Consider the particular case of (B.5)

\[ C_+ (J, M) B(J, M + 1 | y, -y; j, m + 1) = C_+ (j, m) B(J, M | y, -y; j, m), \]  

(B.8)

where we used the fact that

\[ C_+ (y, -y - 1) = 0. \]  

(B.9)

By considering the same equation for \( J + 1 \) and dividing by the first one, we obtain

\[ D_J (M + 1) := \frac{B(J + 1, M + 1 | y, -y; j, m + 1)}{B(J, M + 1 | y, -y; j, m + 1)} = \frac{C_+ (J, M)}{C_+ (J + 1, M)} \frac{B(J + 1, M | y, -y; j, m)}{C_+ (J + 1, M)} B(J, M | y, -y; j, m), \]

(B.10)

i.e.,

\[ D_J (M + 1) = \sqrt{\frac{J - M}{J + M + 1}} D_J (M). \]  

(B.11)

It is easy to see by recursion that

\[ D_J (M + n) = \frac{\sqrt{J - M - n + 1}}{\sqrt{J + M + n + 1} D_J (M)}, \quad n \in \mathbb{N}, \]  

(B.12)

from which it follows that

\[ D_J (M) \equiv \frac{B(J + 1, M | y, -y; j, m)}{B(J, M | y, -y; j, m)} = \alpha (J) \frac{\sqrt{J - M + 1}}{\sqrt{J + M + 1}}, \]  

(B.13)

where \( \alpha \) is arbitrary and depends on the normalization.

\[ \square \]

### B.2 Spin(3, 1) Clebsch–Gordan coefficients

| \( (\Lambda, P) = (\lambda - \frac{1}{2}, \rho - \frac{3}{2}) \) | \( (\Lambda, P) = (\lambda + \frac{1}{2}, \rho + \frac{3}{2}) \) |
|---|---|
|\( j = J - \frac{1}{2} \)| \( \pm \Lambda \sqrt{J - \frac{1}{2}} \sqrt{\sqrt{J - \lambda + \Lambda} + \frac{1}{2}} \)| \( \Lambda \sqrt{J + \frac{1}{2}} \sqrt{\sqrt{J + \lambda + \Lambda} + \frac{1}{2}} \) |
|\( j = J + \frac{1}{2} \)| \( \Lambda \sqrt{J + \frac{1}{2}} \sqrt{\sqrt{J + \lambda + \Lambda} + \frac{1}{2}} \)| \( -\Lambda \sqrt{J - \frac{1}{2}} \sqrt{\sqrt{J - \lambda + \Lambda} + \frac{1}{2}} \) |

Table B.3: Clebsch–Gordan coefficients \( B \{ (\Lambda, P) | J \} \{ \lambda, \rho \} \{ j \} \) for \( y = \frac{1}{2} \).

Some notions about the Clebsch–Gordan coefficients of the coupling \( F_+^A \otimes V_{\lambda, \rho} \) are presented here. In particular, explicit values for some Clebsch–Gordan coefficients, namely those with \( y = \frac{1}{2} \) are listed in Table B.1; the normalisation is chosen so that

\[ B \{ (\Lambda, P) | J \} \{ \lambda, \rho \} \{ j \} \equiv A \{ \frac{1}{2} \Lambda \} \{ \lambda, \rho \} \{ j \} (\Lambda, P) \} . \]  

(B.14)

Moreover, we will prove the following useful property:
B. Clebsch–Gordan coefficients

**Proposition B.2.** Consider the product $F_y^{A} \otimes V_{\lambda,\rho}$, with $y \geq \frac{1}{2}$ and $V_{\lambda,\rho}$ infinite-dimensional. If a Clebsch–Gordan decomposition exists, when $J \geq |\lambda| + y$ the Clebsch–Gordan coefficients satisfy, for all $(\lambda, P) \in C^A_{\lambda}(\lambda, \rho, y)$,

$$\frac{B\{(\lambda + 1, P + A)|y_A; (\lambda, J) - y\}}{B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\}} \propto \frac{\sqrt{J + \Lambda + 1}(J + AP + 1)}{\sqrt{J - \Lambda}(J - AP)},$$

where the proportionality factor is fixed by the normalisation of the Clebsch–Gordan coefficients and does not depend on $J$.

\[ ^1 \text{Requiring that} \quad J \geq |\lambda| + y \text{ is needed to ensure} \quad j = J - y \text{ is allowed, i.e.,} \quad J - y \in |\lambda| + \mathbb{N}_0. \]

\[ ^2 \text{Recall that in this case the only non-zero coefficient in (B.15) is} \quad \langle y, y; J - y, J - y|J, J \rangle = 1. \]

**Proof.** When $J \geq |\lambda| + y$ the $(J_0, J^2)$-eigenspace $V^J = V^J_J$ is spanned by the $2y + 1$ vectors

$$|(j)J\rangle = \sum_{\mu \in M_y} \langle y, \mu; j, J - \mu|J, J\rangle |y_A\rangle \otimes |(\lambda, \rho) j, J - \mu\rangle,$$  \hspace{1cm} (B.15)

where $j \in \{ J - y, \ldots, J + y \}$. Since $F_y^{A} \otimes V_{\lambda,\rho}$ is decomposable, $C^A_{\lambda}(\lambda, \rho, y) = C^A(\lambda, \rho, y)$ does not depend on $J$ when $J \geq |\lambda|$ and

$$|(j)J\rangle = \sum_{(\lambda, P) \in C^A} B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\} |(\lambda, P) J\rangle.$$  \hspace{1cm} (B.16)

Equating (B.15) and (B.16) in the particular case $j = J - y$ gives

$$|y_A\rangle \otimes |(\lambda, \rho) J - y, J - y\rangle = \sum_{(\lambda, P) \in C^A} B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\} |(\lambda, P) J\rangle.$$  \hspace{1cm} (B.17)

Acting with $K_+$ on both sides of (B.17) we get respectively

$$- P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J - 2y + 1} \sqrt{2J - 2y + 2} |y_A, y\rangle \otimes |(\lambda, \rho) J + 1 - y, J + 1 - y\rangle$$

$$= - P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J - 2y + 1} \sqrt{2J - 2y + 2} |(J + 1 - y) J + 1\rangle$$

$$= - P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J - 2y + 1} \sqrt{2J - 2y + 2} \sum_{(\lambda, P) \in C^A} B\{(\lambda, P) J + 1|y_A; (\lambda, \rho) J + 1 - y\} |(\lambda, P) J + 1\rangle.$$

for the LHS and

$$- \sum_{(\lambda, P) \in C^A} B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\} P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J + 1} \sqrt{2J + 2} |(\lambda, P) J + 1\rangle$$  \hspace{1cm} (B.19)

for the RHS; it follows that, for each $(\lambda, P) \in C^A(\lambda, \rho, y)$,

$$B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\} P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J + 1} \sqrt{2J + 2} =$$

$$B\{(\lambda, P) J + 1|y_A; (\lambda, \rho) J + 1 - y\} P^{\dagger}_{\lambda,\rho}(J - y) \sqrt{2J - 2y + 1} \sqrt{2J - 2y + 2}.$$  \hspace{1cm} (B.20)

Now let

$$f_{J}(\lambda, P) := \frac{B\{(\lambda + 1, P + A)|y_A; (\lambda, \rho) J - y\}}{B\{(\lambda, P)|y_A; (\lambda, \rho) J - y\}}, \quad (\lambda, P) \in C^A(\lambda, \rho, y),$$  \hspace{1cm} (B.21)
where the numerator may vanish if \((\Lambda + 1, P + A) \notin \mathcal{C}_J(\lambda, \rho, \gamma)\); it follows from (B.20) that

\[
f_{J+1}(\Lambda, P) = \frac{P_{\Lambda+1,P+A}(J)}{P_{\Lambda,P}(J)} f_{J}(\Lambda, P)
= \frac{\sqrt{J + \Lambda + 2} \sqrt{J + AP + 2}}{\sqrt{J - \Lambda} \sqrt{J - AP}} \frac{\sqrt{J - \Lambda} \sqrt{J - AP}}{\sqrt{J + \Lambda} \sqrt{J + AP + 1}} f_{J}(\Lambda, P).
\]

One can check recursively that it must be, for each \(n \in \mathbb{N}\),

\[
f_{J+n}(\Lambda, P) = \frac{\sqrt{J + n + \Lambda + 1} \sqrt{J + n + AP + 1}}{\sqrt{J + n - \Lambda} \sqrt{J + n - AP}} \frac{\sqrt{J - \Lambda} \sqrt{J - AP}}{\sqrt{J + \Lambda} \sqrt{J + AP + 1}} f_{J}(\Lambda, P);
\]

the solution of this recurrence relation in \(J\) is

\[
f_{J}(\Lambda, P) \propto \frac{\sqrt{J + \Lambda + 1} \sqrt{J + AP + 1}}{\sqrt{J - \Lambda} \sqrt{J - AP}},
\]

where the proportionality constant does not depend on \(J\). □
Appendix C

Bounded symmetric domains

This appendix contains definitions and results related to the groups $SO^*(2n)$ and $Sp(2n, \mathbb{R})$ and their action on their respective bounded symmetric domains. The exposition closely follows Knapp, ‘Bounded Symmetric Domains and Holomorphic Discrete Series’.

In order to treat both groups at the same time, we will define

$$G^\varepsilon(2n) := \left\{ g \in SU(n, n) \mid g \begin{pmatrix} 0 & \mathbb{I}_n \\ -\varepsilon \mathbb{I}_n & 0 \end{pmatrix} g^* \begin{pmatrix} 0 & \mathbb{I}_n \\ -\varepsilon \mathbb{I}_n & 0 \end{pmatrix} \right\}, \quad \varepsilon = \pm 1, \quad (C.1)$$

where

$$SU(n, n) = \left\{ g \in SL(2n, \mathbb{C}) \mid g \begin{pmatrix} \mathbb{I}_n & 0 \\ 0 & -\mathbb{I}_n \end{pmatrix} g^* \begin{pmatrix} \mathbb{I}_n & 0 \\ 0 & -\mathbb{I}_n \end{pmatrix} \right\}, \quad (C.2)$$

and $SL(2n, \mathbb{C})$ is the group of $2 \times 2n$ complex matrices with determinant 1. Then we have

$$SO^*(2n) := G^-(2n), \quad Sp(2n, \mathbb{R}) := G^+(2n). \quad (C.3)$$

In both cases the maximal compact subgroup is

$$K := \left\{ \begin{pmatrix} U & 0 \\ 0 & U^* \end{pmatrix} \mid U \in U(n) \right\} \cong U(n). \quad (C.4)$$

C.1 Parametrisation of the group $G^\varepsilon(2n)$

Elements of $G^\varepsilon(2n)$ can be parametrised as $2 \times 2$ block matrices

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad A, B, C, D \in M_n(\mathbb{C}), \quad (C.5)$$

satisfying the conditions

$$A^* A - C^* C = \mathbb{I} \quad (C.6a)$$
$$D^* D - B^* B = \mathbb{I} \quad (C.6b)$$
$$A^\dagger D - \varepsilon C^\dagger B = \mathbb{I} \quad (C.6c)$$
\[ A^* B = C^* D \]  
\[ A^1 C = \varepsilon C^1 A \]  
\[ B^1 D = \varepsilon D^1 B \]  
\[ \det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = 1. \]  
\[ \text{Proposition C.1. Let } g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in G^\varepsilon(2n). \text{ Then } A \text{ and } D \text{ are necessarily invertible and } \det(g) = \frac{\det(D)}{\det(A^*)}. \]

\[ \text{Proof. } (i) \text{ Suppose that } A \text{ is not invertible; then there must be a non-zero } v \in \mathbb{C}^n \text{ such that } Av = 0. \text{ It follows from (C.6) that } \]
\[ v = (A^* A - C^* C)v = -C^* Cv; \]
\[ \text{however, } C^* C \text{ is a positive semi-definite matrix, i.e., all of its eigenvalues are non-negative, hence a contradiction. An analogous argument shows that } D \text{ is invertible as well.} \]

(ii) Recall that, if \( D \) is invertible,
\[ \det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det(D) \det(A - BD^{-1}C). \]

\[ \text{Lemma C.1. Let } g = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in G^\varepsilon(2n). \text{ The inverse of } g \text{ has the form } \]
\[ g^{-1} = \begin{pmatrix} D^t & -\varepsilon B^t \\ -\varepsilon C^t & A^t \end{pmatrix}; \]
\[ \text{moreover, in addition to the constraints (C.6), it must be } \]
\[ AD^t - \varepsilon BC^t = \mathbb{I}, \quad BA^t = \varepsilon AB^t \text{ and } CD^t = \varepsilon DC^t. \]
Proof. (i) One can check explicitly that
\[
\begin{pmatrix}
D^t - \varepsilon B^t & -\varepsilon C^t \\
-\varepsilon C^t & A^t
\end{pmatrix}
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
= \begin{pmatrix}
D^t A - \varepsilon B^t C & D^t B - \varepsilon B^t D \\
A^t C - \varepsilon C^t A & A^t D - \varepsilon C^t B
\end{pmatrix}
= \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]
(C.10)
as it follows directly from (C.6), hence
\[
\begin{pmatrix}
D^t - \varepsilon B^t & -\varepsilon C^t \\
-\varepsilon C^t & A^t
\end{pmatrix}
= g^{-1}.
\]
(C.11)

(ii) Since, as \(g\) is a square matrix, it must be \(gg^{-1} = 1\) as well, one has
\[
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
= \begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
D^t - \varepsilon B^t & -\varepsilon C^t \\
-\varepsilon C^t & A^t
\end{pmatrix}
= \begin{pmatrix}
AD^t - \varepsilon BC^t & BA^t - \varepsilon AB^t \\
CD^t - \varepsilon DC^t & DA^t - \varepsilon CB^t
\end{pmatrix}
\]
(C.12)
from which the additional constraints follow.

\[\square\]

Proposition C.2. Let \(\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} \in G'(2n)\). Then it must necessarily be
\[
C = \varepsilon B, \quad D = \bar{A},
\]
(C.13)
which automatically ensures the \(\det(g) = 1\).

Proof. From (C.6) and the results of Lemma C.1 follows that
\[
A\bar{D}^{-1} = A(D^t - B^t \bar{B}^{-1} \bar{D}^{-1})
= 1 + \varepsilon BC^t - AB^t \bar{B}^{-1} \bar{D}^{-1}
= 1 + \varepsilon BC^t - \varepsilon AB^t \bar{D}^{-1}
= 1 + \varepsilon BC^t - \varepsilon BC^t,
\]
(C.14)
thus \(D = \bar{A}\). Then \(A^*B = C^*\bar{A}\) and \(A^tC = \varepsilon C^tA\) so that
\[
C = \varepsilon (A^*)^{-1} C^t A = \varepsilon \bar{B}.
\]
(C.15)
The fact that \(\det(g) = 1\) follows directly from Proposition C.1. \[\square\]

Putting everything together: the elements of \(G'(2n)\) are parametrised by block matrices of the form
\[
g = \begin{pmatrix}
A & B \\
\varepsilon B & \bar{A}
\end{pmatrix}
\]
(C.16)
with \(\det(A) \neq 0\) and \(A, B\) satisfying
\[
AA^* - BB^* = 1
\]
(C.17a)
\[
A^*A - B^t \bar{B} = 1
\]
(C.17b)
\[
A^*B = \varepsilon B^t \bar{A}
\]
(C.17c)
\[
BA^t = \varepsilon AB^t
\]
(C.17d)
with inverse
\[
g^{-1} = \begin{pmatrix}
A^* & -\varepsilon B^t \\
-B^* & A^t
\end{pmatrix}.
\]
(C.18)
C.2 The Lie algebra \( \mathfrak{g} \ell(2n) \)

The Lie algebra of \( G \ell(2n) \) is given by

\[
\mathfrak{g} \ell(2n) = \left\{ V \in \mathfrak{su}(n, n) \middle| V^\dagger \begin{pmatrix} 0 & \mathbb{I}_n \\ -\varepsilon \mathbb{I}_n & 0 \end{pmatrix} = -\begin{pmatrix} 0 & \mathbb{I}_n \\ -\varepsilon \mathbb{I}_n & 0 \end{pmatrix} V \right\},
\]

where

\[
\mathfrak{su}(n, n) = \left\{ V \in \mathfrak{sl}(2n, \mathbb{C}) \middle| V^* \begin{pmatrix} \mathbb{I}_n & 0 \\ 0 & -\mathbb{I}_n \end{pmatrix} = -\begin{pmatrix} \mathbb{I}_n & 0 \\ 0 & -\mathbb{I}_n \end{pmatrix} V \right\}
\]

and

\[
\mathfrak{sl}(2n, \mathbb{C}) = \left\{ V \in M_n(\mathbb{C}) \mid \text{tr } V = 0 \right\}.
\]

It is easy to see that the elements of \( \mathfrak{g} \ell(2n) \) can be parametrised by \( 2n \times 2n \) matrices

\[
V = \begin{pmatrix} X & Y \\ \varepsilon Y & X \end{pmatrix}
\]

with

\[
X^* = -X, \quad Y^* = \varepsilon Y.
\]

As \( X \in M_n(\mathbb{C}) \) is anti-hermitian, it has \( n^2 \) real degrees of freedom, while \( Y \) is symmetric if \( \varepsilon = 1 \) and anti-symmetric if \( \varepsilon = -1 \), so that it has \( n^2 + \varepsilon n \) real degrees of freedom; it follows that \( \dim \mathfrak{g} \ell(2n) = n(2n + \varepsilon) \) as a real Lie algebra.

A basis for \( \mathfrak{g} \ell(2n) \) is given by the matrices

\[
E_{ab} = \begin{pmatrix} \Delta_{ab} & 0 \\ 0 & -\Delta_{ba} \end{pmatrix}, \quad F_{ab} = \begin{pmatrix} 0 & \Delta_{ab} + \varepsilon \Delta_{ba} \\ \varepsilon \Delta_{ab} + \varepsilon \Delta_{ba} & 0 \end{pmatrix}, \quad \overline{F}_{ab} = \begin{pmatrix} 0 & \Delta_{ab} + \varepsilon \Delta_{ba} \\ \Delta_{ab} + \varepsilon \Delta_{ba} & 0 \end{pmatrix},
\]

where \( a, b = 1, \ldots, n \) and \( \Delta_{ab} \in M_n(\mathbb{C}) \) is the matrix with entries

\[
(\Delta_{ab})_{cd} = \delta_{ac} \delta_{bd}.
\]

the \( E_{ab} \) matrices span the complexification of the subalgebra \( \mathfrak{u}(n) \). Using the fact that

\[
\Delta_{ab} \Delta_{cd} = \delta_{bc} \Delta_{ad},
\]

we can easily compute the commutation relations of the complexified generators, which are

\[
\begin{align*}
[E_{ab}, E_{cd}] &= \delta_{cb} E_{ad} - \delta_{ad} E_{cb} \\
[E_{ab}, \overline{F}_{cd}] &= \delta_{bc} \overline{F}_{ad} + \varepsilon \delta_{bd} \overline{F}_{ac} \\
[E_{ab}, F_{cd}] &= -\delta_{ac} F_{bd} - \varepsilon \delta_{ad} F_{bc} \\
[F_{ab}, \overline{F}_{cd}] &= -\delta_{cb} F_{da} - \delta_{da} E_{cb} - \varepsilon \delta_{db} F_{ca} - \varepsilon \delta_{ca} E_{db} \\
[F_{ab}, F_{cd}] &= [\overline{F}_{ab}, \overline{F}_{cd}] = 0.
\end{align*}
\]
C.3  Bounded symmetric domains

Bounded symmetric domains are a class of domains in $\mathbb{C}^N$ of the form $G/K$, where $G$ is a non-compact semi-simple and $K$ is its maximal compact subgroup; here $G/K$ denotes the \emph{left coset space}

$$G/K := \{ gK \mid g \in G \}, \quad gK := \{ gk \mid k \in K \}. \quad (C.28)$$

For the particular case of $G = G^\varepsilon(2n), K = U(n)$, the bounded symmetric domain is isomorphic to the domain

$$\Omega_\varepsilon^n := \{ \zeta \in M_n(\mathbb{C}) \mid \mathbb{1} - \zeta^* \zeta > 0, \zeta^* = \varepsilon \zeta \}, \quad (C.29)$$
on which $G^\varepsilon(2n)$ operates holomorphically as

$$g(\zeta) := (A\zeta + B)(C\zeta + D)^{-1}, \quad g = \begin{pmatrix} A & B \\ C & D \end{pmatrix}. \quad (C.30)$$

This action is well defined: in fact we have$^2$

$$(C\zeta + D)^* (C\zeta + D) - (A\zeta + B)^* (A\zeta + B) = \begin{pmatrix} \zeta^* & 1 \end{pmatrix} \begin{pmatrix} \mathbb{1} & 0 \\ 0 & -\mathbb{1} \end{pmatrix} \begin{pmatrix} \zeta \\ \mathbb{1} \end{pmatrix}$$

$$= \begin{pmatrix} \zeta^* & 1 \end{pmatrix} \begin{pmatrix} \mathbb{1} & 0 \\ 0 & -\mathbb{1} \end{pmatrix} \begin{pmatrix} \zeta \\ \mathbb{1} \end{pmatrix}$$

$$= \zeta^* \zeta - \mathbb{1} < 0; \quad (C.31)$$

if $(C\zeta + D)$ were not invertible, there would be a non-zero vector $v$ in its kernel, so that

$$0 > v^* (C\zeta + D)^* (C\zeta + D) v - v^* (A\zeta + B)^* (A\zeta + B) v$$

$$= -v^* (A\zeta + B)^* (A\zeta + B) v \leq 0, \quad (C.32)$$

which leads to a contradiction. Moreover, it follows from $(C.31)$ that

$$1 - g(\zeta)^* g(\zeta) = [(C\zeta + D)^{-1}]^* (\mathbb{1} - \zeta^* \zeta) (C\zeta + D) \geq 0, \quad (C.33)$$

so that indeed $g(\Omega \varepsilon_n) \subseteq \Omega \varepsilon_n$. The fact that $\Omega \varepsilon_n \cong G^\varepsilon(2n)/U(n)$ is a consequence of the following propositions.

\textbf{Proposition C.3.} The action of $G^\varepsilon(2n)$ on $\Omega_\varepsilon^n$ is transitive, i.e., for all $\zeta, \omega \in \Omega_\varepsilon^n$ there is $g \in G^\varepsilon(2n)$ such that $\omega = g(\zeta)$.

\textit{Proof.} First notice that for each $\zeta \in \Omega_\varepsilon^n$ there is a group element that sends $\zeta$ to 0. In fact,

$$g(0) = BA^{-1} = \zeta \quad \iff \quad B = \zeta A, \quad (C.34)$$

where, owing to $(C.17)$, $A$ has to satisfy

$$AA^* = (\mathbb{1} - \zeta \zeta^*)^{-1}, \quad (C.35)$$

$^2$Knapp, 'Bounded Symmetric Domains and Holomorphic Discrete Series'.
i.e., $A$ is a square root of the positive-definite matrix \((\mathbb{I} - \zeta \zeta^*)^{-1}\); in particular one can choose the unique positive-definite square root, denoted by \(\sqrt{(\mathbb{I} - \zeta \zeta^*)^{-1}}\). One can check explicitly that
\[
g_\zeta := \left( \begin{array}{cc} \sqrt{(\mathbb{I} - \zeta \zeta^*)^{-1}} & \zeta \sqrt{(\mathbb{I} - \zeta^* \zeta)^{-1}} \\ \zeta^* \sqrt{(\mathbb{I} - \zeta^* \zeta)^{-1}} & \sqrt{(\mathbb{I} - \zeta^* \zeta)^{-1}} \end{array} \right) \quad (C.36)
\]
satisfies all the constraints \((C.17)\), so it belongs to \(G^\varepsilon(2n)\). Then for any \(\zeta, \omega \in \Omega^\varepsilon_n\) one has
\[
(g_\omega g_\zeta^{-1})(\zeta) = g_\omega(0) = \omega, \quad (C.37)
\]
so the action is transitive.

**Proposition C.4.** The isotropy subgroup of \(0 \in \Omega^\varepsilon_n\) is \(K_n \cong U(n)\), the maximal compact subgroup of \(G^\varepsilon(2n)\).

**Proof.** Let
\[
g = \left( \begin{array}{cc} A & B \\ \varepsilon B & A \end{array} \right) \quad (C.38)
\]
a generic \(G^\varepsilon(2n)\) element. We have
\[
g(0) = BD^{-1}, \quad (C.39)
\]
which vanishes if and only if \(B\) is the zero matrix. It follows that
\[
\mathbb{I} = AA^* - BB^* \equiv AA^*, \quad (C.40)
\]
so that the subgroup that leaves \(0 \in \Omega^\varepsilon_n\) invariant is \(K\). \qed