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Abstract

A toric del Pezzo surface $X_P$ with cyclic quotient singularities determines and is determined by a Fano polygon $P$. We construct an affine manifold with singularities that partially smooths the boundary of $P$; this is a tropical version of a $\mathbb{Q}$-Gorenstein partial smoothing of $X_P$. We implement a mild generalization of the Gross–Siebert reconstruction algorithm – allowing singularities that are not locally rigid – and thereby construct (a formal version of) this partial smoothing directly from the affine manifold. This has implications for mirror symmetry: roughly speaking, it implements half of the expected mirror correspondence between del Pezzo surfaces with cyclic quotient singularities and Laurent polynomials in two variables.

1. Introduction

There has been much recent interest in the classification of log del Pezzo surfaces up to deformation – in particular log del Pezzo surfaces have been classified in index at most two by Alexeev–Nikulin [4] and in index three by Fujita–Yasutake [10]. Here we analyse $\mathbb{Q}$-Gorenstein deformations of del Pezzo surfaces with cyclic quotient singularities, exploring a rich combinatorial structure predicted to exist by Mirror Symmetry. The results we obtain are significantly less detailed than the known classification theorems, but they apply in greater generality: to all log del Pezzo surfaces with cyclic quotient singularities.

The current work is inspired by a program, laid out in [7] by Coates–Corti–Galkin–Golyshev–Kasprzyk, which conjectures the existence of a combinatorial structure on the set of toric varieties to which a given Fano variety degenerates. As mentioned, this conjecture is a manifestation of Mirror Symmetry, which conjectures a general correspondence between Fano varieties and certain Landau–Ginzburg models. These are still imprecise conjectures even for Fano manifolds, but for dimension two, specifically for orbifold del Pezzo surfaces, the conjecture is made precise in [2].

Indeed, Theorem 3 in [2] states, roughly speaking, that the collection of toric varieties to which a surface $X$ admits a $\mathbb{Q}$-Gorenstein degeneration is precisely a collection of so-called mutation classes of Fano polygons; a central conjecture in that paper is that there is in fact only one mutation class for each surface $X$. Theorem 3 of [2] was inspired and proven via two observations: First, that $X$ is mirror-dual to a collection of Laurent polynomials, and that (some of) these Laurent polynomials are related by special birational transformations called mutations. Passing to Newton polygons $P$ and $P'$, mutation defines a purely combinatorial operation taking $P$ to $P'$. Second, by a theorem of Ilten [19], for any mutation there is a $\mathbb{Q}$-Gorenstein family over $\mathbb{P}^1$ for which $X_P$ and $X_{P'}$ are the fibers over 0, $\infty$ respectively. (Note however that $X$ need not be the general fiber of this family.) The result of [2] follows as we see that if $X$ admits a $\mathbb{Q}$-Gorenstein degeneration to $X_P$ it must admit one to $X_{P'}$.
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†We recall that a Fano polygon is a polygon which contains the origin in its interior and whose vertices are primitive lattice vectors.

‡In the sense of [7], i.e. the coincidence of local systems associated to the Picard–Fuchs equations for the Laurent polynomials and the quantum differential equations for $X$. 
While this reveals an interesting structure we so far lack a geometric understanding of why this structure should appear. Similarly, while we have a good understanding of the 1-strata (Ilten pencils) of the ‘$\mathbb{Q}$-Gorenstein parameter space’ we lack a combinatorial description of the higher dimensional strata. The current work tackles these two issues by introducing an intermediate object, an affine manifold with singularities, which incorporates the combinatorial (mutation) structure of the Fano polygons. Utilizing the techniques and algorithm introduced by Gross–Siebert in [16, 17] we view this object as associated to a deep (maximal) degeneration of the surface $X$. In fact via the Gross–Siebert reconstruction algorithm we can not only pass from an affine manifold to (a formal version of) $X$ but also construct (a formal version of) the total space of the $\mathbb{Q}$-Gorenstein smoothing of $X_P$, by allowing the functions defining certain log-structures to vary and degenerate. Thus we both:

- canonically construct affine manifolds from mutation classes of Fano polygons; and
- canonically recover precisely the $\mathbb{Q}$-Gorenstein smoothing families from these affine manifolds.

**Remark 1.** Central to the construction of these affine manifolds is a local construction which exchanges the corners of a polygon for singularities in the affine structure. Instances of this construction appear already in the work of Carl–Pumperla–Siebert [6] and Ruddat [26]; as well as in the guise of a nodal trade in work of Symington and Leung–Symington [23, 28].

At the end we return to interpret the Ilten pencils, which were our original inspiration, in terms of these affine manifolds. We find that, again going via a more degenerate limit, the Ilten pencil can be reconstructed by applying the Gross–Siebert algorithm to a simple affine manifold (or family of affine manifolds) formed by moving a single singularity in the affine structure.

**Remark 2.** The affine manifolds we consider also play a crucial, if somewhat implicit, role in the recent works of Gross–Hacking–Keel [13,14]. In particular, in cases where the anti-canonical system of $X$ contains no smooth elliptic curves, we are able to apply the main result of [14]. Indeed, in this case we may associate to an affine manifold with singularities $B$ a log Calabi–Yau pair $(Y,D)$, following the ideas of [14]. The main result of [14] produces an algebra of theta functions defining the universal family of the log Calabi–Yau

$$\hat{X} := X \setminus (\text{anticanonical divisor});$$

$\hat{X}$ appears in the current work by the application of the Gross–Siebert algorithm to the interior of $B$. In fact we can say more. The construction we use provides not only a log Calabi–Yau pair $(Y,D)$ but a toric model: $(Y,D) \rightarrow (\hat{Y}, \hat{D})$ which defines a torus chart on $Y \setminus D$. Thus we have constructed a bijection between a collection of $\mathbb{Q}$-Gorenstein toric degenerations of an orbifold del Pezzo surface $X$ (which are related by sliding the singularities or moving worms) and a set of torus charts on the mirror-dual variety $Y \setminus D$. The existence of such a bijection is a guiding heuristic of the programme set out in [7] and [2].

**Overview**

The main result of this paper is Theorem 1.1; a construction of $\mathbb{Q}$-Gorenstein smoothings of singular toric del Pezzo surfaces using the Gross–Siebert program. The first step in proving Theorem 1.1 is the construction of a family of affine manifolds $\{B_t\}$ via nodal trades. This construction is described in Section 2. We then pass from this family to a constant family of reducible varieties equipped with a (varying) family of log structures in Section 4. We apply the Gross–Siebert algorithm in each fiber in Appendices A–C, and show that this construction can be performed in a family in Section 6. We consider local models for this construction and show these produce $\mathbb{Q}$-Gorenstein smoothings of the singular toric del Pezzo surface in Section 5. A significant proportion of this article is recalled from [12, 17]
and can therefore be skipped by the reader familiar with this material. A more detailed overview of the proof of Theorem 1.1 is given in Section 3 and we describe there which sections are devoted to recalling material from [12, 17].

**Theorem 1.1.** Given a Fano polygon \( P \) denote its polar polygon \( Q := P^\circ \). Let \( \mathcal{P} \) be the polygonal decomposition via the spanning fan of \( Q \) and let \( s \) be trivial gluing data. From this data we may form a flat family \( X_P \to \text{Spec} \mathbb{C}[[t]] \) such that:

- Fixing \( t = 0 \), the restriction of \( X_P \) over \( \text{Spec} \mathbb{C}[[t]] \) is \( X_0(Q, \mathcal{P}, s) \times \text{Spec} \mathbb{C}[[t]], \) a union of toric varieties defined in Section 4.
- Fixing \( \alpha = 0 \), the restriction of \( X_P \) over \( \text{Spec} \mathbb{C}[t] \) is the Mumford degeneration of the pair \( (Q, \mathcal{P}) \).†
- For each boundary zero-stratum \( p \) of \( X_0(Q, \mathcal{P}, s) \) there is neighbourhood \( U_p \) in \( X_P \) isomorphic to a family \( Y \to \text{Spec} \mathbb{C}[\alpha][t] \) obtained by first taking a one-parameter \( \mathbb{Q} \)-Gorenstein smoothing of the singularity of \( X_P \) at \( p \) and taking a simultaneous maximal degeneration of every fiber in a formal parameter \( t \).

The main difficulty in doing this is that the construction of the formal family at the fiber \( \alpha = 0 \) is different from the other fibers – indeed, the log-structure there is a section of a different bundle. We overcome this by giving an explicit description of various rings involved in the Gross–Siebert algorithm.

The use of an order-by-order scattering process means that, outside of certain specific cases, we are unable to write down explicit expressions for the general fibers of the toric degenerations we consider. One particularly striking case in which this is possible is the case there is only a single (simple) singularity; analysing this case leads us to recover a theorem of Ilten ([19]):

**Theorem 1.2.** For any combinatorial mutation from \( P \) to \( P' \) there is a polygonal decomposition of the polar polygons \( Q \) and \( Q' \) given by the domains of linearity of the mutation between \( Q \) and \( Q' \). There is a flat family \( X \to \mathbb{C}^2 \) such that restricting to either co-ordinate line produces the Mumford degeneration of \( X_P \) and \( X_{P'} \) determined by these decompositions respectively.

This is described in detail in Section 7. We refer to the corresponding family of affine manifolds the tropical Ilten family. The Ilten pencil, which has base \( \mathbb{P}^1 \), is obtained from the family in Theorem 1.2, which has base \( \mathbb{C}^2 \), by taking the quotient by radial rescaling.

### 2. Affine Manifolds With Singularities

In this section we shall introduce affine manifolds with singularities. From our point of view these are tropical or combinatorial avatars of algebraic varieties. We shall briefly discuss the connection to the SYZ conjecture, which also offers a first justification for this point of view: the base of a special Lagrangian torus fibration naturally has the structure of an affine manifold. By way of example: given a toric variety we can form an affine manifold via its moment map, isomorphic to a polygon \( Q \). We shall then consider a suitable notion of families of these objects and specifically how one can ‘smooth’ the corners of a polygon by replacing them with singularities in the interior. In particular, starting with a polygon \( Q = P^\circ \) for a Fano polygon \( P \) this will form a combinatorial analogue of the \( \mathbb{Q} \)-Gorenstein deformations of the associated del Pezzo surface: indeed, the bulk of the later sections is devoted to reconstructing such an algebraic deformation from this combinatorial data.

†This is a flat family with general fiber \( X_P \) and special fiber the union of toric varieties with moment polytopes given by the decomposition \( \mathcal{P} \), see Definition 17.
DEFINITION 1. An affine manifold with singularities is a piecewise linear (PL) manifold $B$ together with a dense open set $B_0 \subset B$ and a maximal atlas on $B_0$ that is compatible with the topological manifold structure on $B$ and which makes $B_0$ a manifold with transition functions in $\text{GL}_n(\mathbb{R}) \rtimes \mathbb{R}^n$.

REMARK 3. To give a maximal atlas on $B_0$ with transition functions in $\text{GL}_n(\mathbb{R}) \rtimes \mathbb{R}^n$ is the same as to give the structure of a smooth manifold on $B_0$ together with a flat, torsion-free connection on $TB_0$.

Following Kontsevich–Soibelman [22] we can reinterpret this definition in terms of the sheaf of affine functions:

DEFINITION 2. The sheaf of affine functions $\text{Aff}_{\mathbb{Z},X}$ on an affine manifold $X$ is the sheaf of functions which, on restriction to any affine chart, give affine functions.

LEMMA 2.1 [22]. Given a Hausdorff topological space $X$, an affine structure on $X$ is uniquely determined by a subsheaf $\text{Aff}_{\mathbb{Z},X}$ of the sheaf of continuous functions on $X$, such that locally $(X, \text{Aff}_{\mathbb{Z},X})$ is isomorphic to $(\mathbb{R}^n, \text{Aff}_{\mathbb{Z},\mathbb{R}^n})$.

REMARK 4. $\text{Aff}_{\mathbb{Z},X}$ is a sheaf of $\mathbb{R}$-vector spaces, but as the product of two affine functions is not in general affine, it is not a sheaf of rings. There is a subspace analogous to the maximal ideal of a local ring, given by the kernel of the evaluation map $\text{ev}: \text{Aff}_{\mathbb{Z},B_p} \to \mathbb{R}$.

DEFINITION 3. A morphism of affine manifolds is a continuous map $f: B \to B'$ that is compatible with the affine structures on $B$ and $B'$.

DEFINITION 4. If the transition functions for $B_0$ lie in $\text{GL}_n(\mathbb{Z}) \rtimes \mathbb{Z}^n$, we say that the affine manifold is tropical; this is equivalent to insisting that there is a covariant lattice in $TB_0$ preserved by the connection. If the transition functions lie in $\text{GL}_n(\mathbb{Z}) \rtimes \mathbb{Z}^n$ then the affine manifold is called integral; this is equivalent to insisting that there there is a lattice in $B_0$ preserved by the transition functions.

NOTATION. We shall always assume that affine manifolds are tropical, so there is a lattice $\Lambda_x \subset T_xB_0$. We set $\Delta := B \setminus B_0$, and refer to it as the singular locus of the affine structure. If $\Delta = \emptyset$ then the corresponding affine manifold is called smooth.

The relevance of affine manifolds to mirror symmetry comes from the SYZ conjecture [27], which roughly speaking states that a pair of mirror manifolds should carry special Lagrangian torus fibrations that are dual to each other. If one is in such a favourable setting, the base of this fibration carries a pair of (smooth) affine structures, and, in this so-called semi-flat setting, one can reconstruct the original pair of manifolds, $X, \hat{X}$ from the affine structures. Indeed from a given smooth tropical affine manifold $B$ one may construct a pair of manifolds $X = TB/\Lambda, \hat{X} = T^*B/\hat{\Lambda}$ where $\Lambda$ is the covariant lattice in $TB$ defined by the affine structure and $\hat{\Lambda} \subset T^*B$ is the dual lattice. The manifold $X$ carries a canonical complex structure and the manifold $\hat{X}$ carries a canonical symplectic structure [11]. To endow $X$ with a symplectic structure, respectively $\hat{X}$ with a complex structure, we need to attach to $B$ a (multivalued, strictly) convex function $\varphi: B \to \mathbb{R}$. Here there is a canonical choice for $\varphi$: the Kähler potential for the McLean metric on $B$ [11, 24]. The convex function $\varphi$ allows us to define the Legendre dual $\hat{B}$ of
the affine manifold $B$, and one can show that Legendre duality $B \leftrightarrow \check{B}$ interchanges the pair of affine structures coming from a special Lagrangian torus fibration. This identification of $TB/\Lambda$ with $T^*\check{B}/\check{\Lambda}$, and $T^*B/\check{\Lambda}$ with $T\check{B}/\Lambda$ recovers, as promised, the mirror pair of Kähler manifolds $X$, $\check{X}$.

**Example 1.** The standard examples of affine manifolds without boundary or singularities are tori, which have natural flat co-ordinates. For example, taking the base manifold $B$ to be $S^1$ and endowing $X = TB/\Lambda$ with the canonical complex structure described above yields an elliptic curve $X$.

**Example 2.** Consider a polytope $P \subset \mathbb{R}^n$. The inclusion $P \to \mathbb{R}^n$ equips the interior $B$ of $P$ with the structure of an affine manifold. The non-compact symplectic manifold $T^*B/\check{\Lambda}$ admits a Hamiltonian action of $(S^1)^n$ for which the moment map is given by the projection to $B$. It is clear in such examples how to extend the construction of this torus bundle over $B$ to the boundary strata of $P$: indeed this is nothing other than Delzant’s construction of symplectic toric varieties from their moment polytopes [9].

**Remark 5.** While the semi-flat setting is extremely convenient it is also very restrictive. Considering closed affine manifolds $B$, the only geometrically interesting examples one obtains by forming $X = TB/\Lambda$ are abelian varieties. In particular no Calabi–Yau varieties are obtained this way.

**Remark 6.** As Example 2 demonstrates we shall often be interested in cases where $B$ (or $B_0$) is a manifold with corners. A discussion of mirror symmetry for Fano toric varieties $X$ from this perspective may be found in [5]. Auroux explains there that one may define complex co-ordinates on $\check{X}$ by taking the weighted areas of holomorphic discs in $X$ with boundary on a given Lagrangian equipped with a $U(1)$ connection, see [5, Lemma 2.7]. Since $X$ is toric Fano this construction gives global co-ordinates on $\check{X}$. In [5] Auroux also lays out the general picture expected when $X$ is a non-toric surface. The most important difference is that now there may be Lagrangians which bound discs of Maslov index zero, leading to a disc bubbling phenomenon. This disc bubbling means that the functions on $\check{X}$ given in [5, Lemma 2.7] are not globally defined since disc counts in a given class are no longer constant. Correcting these co-ordinates by recording how Maslov index zero discs are attached as one crosses ‘walls’ is the principle underlying the Gross–Siebert algorithm [17], and consequently this article.

### 2.1. Focus-focus singularity - the local model

In the rest of this paper, we will primarily be concerned with affine manifolds that arise from polytopes, but rather than taking the polytope $Q$ itself as the affine manifold, we shall instead smooth the boundary, exchanging the corners of $Q$ for singularities in the interior of the polytope. The local model for this situation is as follows. Consider a two-dimensional affine manifold $S_\kappa$, where $\kappa$ is a parameter, defined via a covering by two charts:

$$U_1 = \mathbb{R}^2 \setminus (\mathbb{R}_{\geq 0} \times \{0\}) \\
U_2 = \mathbb{R}^2 \setminus (\mathbb{R}_{\leq 0} \times \{0\})$$

with transition function $\phi$ from $U_1$ to $U_2$ given by:

$$(x, y) \mapsto \begin{cases} 
(x, y) & y > 0 \\
(x + \kappa y, y) & y < 0 
\end{cases}$$

The transition function is piecewise-linear: on the upper half-plane it is the identity transformation, and on the lower half-plane it is a horizontal shear with parameter $\kappa$. We will assume throughout that $\kappa \in \mathbb{Z}$; in this case, the affine manifold $S_\kappa$ is integral. We will consider only affine manifolds with singularities that are locally modelled on some $S_\kappa$. 
Definition 5. A singularity of type $\kappa$ in an affine manifold $B$ is a point $p \in \Delta$ such that $p \notin \partial B$ and that there is a neighbourhood of $p$ isomorphic as an affine manifold to a neighbourhood of $0 \in S_\kappa$.

Convention. Henceforth any affine manifold $B$ that we consider will be two-dimensional and such that each $p \in \Delta$ is a singularity of type $\kappa_p$ for some $\kappa_p \in \mathbb{Z}$. In particular, the singular locus $\Delta$ of $B$ is disjoint from the boundary of $B$.

We will be primarily interested in one-parameter families of such affine structures, and in applying the Gross–Siebert algorithm ‘fiberwise’ to reconstruct a degenerating family.

Remark 7. The Gross–Siebert algorithm for surfaces cannot be applied to certain ‘illegal’ configurations: one needs to insist that both monodromy-invariant lines and the rays introduced by scattering miss the singular locus. In practice one often guarantees this by ensuring that singularities have irrational co-ordinates. (In this context, monodromy-invariant lines and rays have rational slope.) But this approach generally precludes moving the singularities. As we shall see, smoothing the corners of a polygon is a particularly fortunate setting, where one can freely slide singularities along monodromy-invariant lines without risking illegal configurations.

2.2. Corner smoothing - the local model

We shall now construct a local model for a degeneration. The most general definition of ‘family of affine manifolds’ we shall need consists of locally trivial families of affine structures together with finitely many copies of this local model.

Fix a rational, convex cone $C$ in $\mathbb{R}^2$ and denote the primitive integral generators of its rays by $v_1$ and $v_2$. Fix a rational ray $L$ contained in the interior of $C$, let $\ell$ be the primitive integer generator of $L$, and fix a $k \in \mathbb{Z}_{\geq 0}$ such that the rational cone generated by $v_1$ and $v_2 - k\ell$ either contains $L$ or is itself a line in $\mathbb{R}^2$. We shall construct a topological manifold $B_{C,L,k}$, together with a sheaf of affine functions on $B_{C,L,k}$ and a map $\pi_k : B_{C,L,k} \to \mathbb{R}_{\geq 0}$ of affine manifolds (where $\mathbb{R}_{\geq 0}$ has its canonical affine structure).

Definition 6. As a topological manifold $B_{C,L,k}$ is equal to $C \times \mathbb{R}_{\geq 0}$. We give it an affine structure via an atlas with $k + 1$ charts. We define each chart $U_i = (C \times \mathbb{R}_{\geq 0}) \setminus V_i$ where each $V_i$ is a subset of $L \times \mathbb{R}_{\geq 0}$ as follows:

$V_0 = \{(x\ell, t) : 0 \leq x \leq t < \infty\}$

$V_i = \{(x\ell, t) : 0 \leq x \leq it \text{ or } (i + 1)t \leq x < \infty\}$ for $0 < i < k$

$V_k = \{(x\ell, t) : 0 < t \leq x < \infty\}$

with transition functions fixed by the requirement that, for $1 \leq i \leq k$ and for all $t > 0$, the charts $U_{i-1}, U_i$ make the point $(i\ell t, t)$ in the fiber $C \times \{t\}$ a singularity of type 1.

Note that this only makes the complement of $(0, 0)$ an affine manifold, as the origin is in the closure of the singular locus but not contained in it. Despite this, the sheaf of affine functions is still defined in a neighbourhood of $(0, 0)$. Figure 2.2 shows and example of a pair $(C, L)$ together with two charts of $\pi_1^{-1}(t)$ for some $t \neq 0$.

Remark 8. Later on we will restrict this family to a subset, replacing $C \times \mathbb{R}_{\geq 0}$ by $U \times [0, T)$ where $U$ is a neighbourhood of the origin in $C$ and $T$ is sufficiently small that there are $k$ singular points on the fiber $U \times \{T\}$. 


Figure 1. An example of a (partial) corner smoothing for given cone $C$, line $L$ and $k = 1$

Remark 9. There is an obvious generalization of this local model, which would allow the construction of more complicated degenerations. Rather than introduce a singularity of type 1 for each $1 \leq i \leq k$, we may consider a partition $k = (k_1, \ldots, k_m)$ of $k$ and construct a version $B_{C, L, k}$ of $B_{C, L, k}$, in which the fiber over $t \in \mathbb{R}_{\geq 0}$ contains a singularity of type $k_i$ at $(i t \ell, t)$ for $1 \leq i \leq m$.

2.3. One-parameter families

Definition 7. We define a one-parameter degeneration of affine structures to be a topological manifold with corners $B$ and a continuous map:

$$\pi: B \to \mathbb{R}_{\geq 0}$$

such that:

- for some finite set $S$ of points in the boundary of $\pi^{-1}(0)$, $B \setminus S$ is an affine manifold and $\pi$ is a locally trivial map of affine manifolds; and

- for each $p \in S$ there is a neighbourhood $U$ of $p$ in $B$ and a triple $(C, L, k)$ such that $U$ is isomorphic, as an affine manifold, to an open set of $B_{C, L, k}$, via an isomorphism that identifies $\pi$ with $\pi_{C, L, k}$.

Remark 10. We will need to consider only one-parameter degenerations of affine structure such that a neighbourhood of the central fiber is locally modelled on $B_{C, L, k}$ for various triples $(C, L, k)$, possibly with $k = 0$.

It would be interesting to consider the generalization of this notion to families over arbitrary affine manifolds, and the associated moduli problems.

2.4. Polygons and Singularity Content

In this section we shall construct a one-parameter degeneration of affine structures from a given Fano polygon which partially smooths each vertex, in the sense we have described above. This is closely related to the notions of singularity content, class $T$ and class $R$ singularities which appear in [1].

A polygon $P$ is Fano if it is integral, contains the origin and has primitive vertices. Fix such a polygon $P$ and denote its polar polygon $Q := P^\circ$. In particular the origin is contained in the interior of $Q$. Fix a polyhedral decomposition $\mathcal{P}$ of $Q$ by taking the spanning fan\footnote{Given a rational polytope $Q$ containing the origin in its interior the spanning fan of $Q$ is the fan formed by taking cones over the faces of $Q$} and restricting this fan to the polytope $Q$.
Fix a vertex \( v \in \text{Vert}(Q) \). The decomposition \( \mathcal{P} \) induces a canonical choice of 1-cell \([0, v]\) for each \( v \in \text{verts } (Q) \) the segment with vertices 0, \( v \). Consider the subset \( U_v = \text{Star}(v) \subset Q \); \( U_v \) is isomorphic to an open subset of a cone \( C_v \) with origin \( v \) and bounded by the rays containing each edge of \( Q \) incident to \( v \). The segment \([0, v]\) becomes the restriction of a ray \( L_v \) in this cone. To form a triple \((C_v, L_v, k)\) as in §2.2 we still require the choice of a suitable integer \( k \).

**Definition 8.** We shall refer to the maximal integer \( k \) such that \((C, L, k)\) satisfy the conditions just before Definition 6 as the **singularity content** of the pair \((C, L)\).

For each vertex \( v \in Q \) denote by \( k_v \) the singularity content of \((C_v, L_v)\), and choose a function \( k : \text{Vert}(Q) \to \mathbb{Z}_{\geq 0} \) such that \( 0 \leq k(v) \leq k_v \). We may now form the families \( B_{C_v, L_v, k(v)} \). Restrict each family to \( U_v \times [0, T_v) \) where the fiber over \( T_v \) contains \( k(v) \) singular points.

**Definition 9.** Let \( \pi_{Q,k} : B_{Q,k} \to [0, T) \) where \( T = \min_v(T_v) \) be the following one-parameter degeneration of affine manifolds. As a topological manifold it is \( Q \times [0, T) \), covered by the following charts:

- \( U_v \times [0, T) \) as defined above for each vertex of \( Q \) and,
- \( W \times [0, T) \) where \( W \) is a neighbourhood of the origin.

We may regard \( U_v \times [0, T) \) as an affine manifold, with affine structure induced from \( B_{C_v, L_v, k(v)} \). We define the affine structure on \( B_{Q,k} \) by insisting that the transition functions between the \( k(v) \)th chart of \( U_v \times [0, T) \) and the \( k(v') \)th chart of \( U_{v'} \times [0, T) \) is the identity for vertices \( v \) and \( v' \), and the transition function between each of these charts and \( W \times [0, T) \) is also the identity.

**Notation.** We will typically wish to smooth the corners as much as possible, so we use the notation \( \pi_Q : B_Q \to \mathbb{R}_{\geq 0} \) for the map \( \pi_{Q,k} : B_{Q,k} \to \mathbb{R}_{\geq 0} \) where \( k \) is the function sending each vertex to its singularity content.

We next show that our notion of singularity content (Definition 8) coincides with that of Akhtar–Kasprzyk [1]. We recall that given a Fano polygon \( P \subset N_\mathbb{R} \) we may consider an edge \( e \) containing \( v_1, v_2 \in \text{Vert}(P) \). The edge defines an (inward-pointing, primitive) element of the dual lattice \( w \in M \) such that \( w(e) \) is a constant non-zero integer \( l \). We may also consider the cone over the edge \( e \), which we denote \( C_e \). Let \( \theta \) denote the lattice length of the line segment from \( v_1 \) to \( v_2 \). Writing \( \theta = nl + r \) where \( 0 \leq r < l \), decomposes \( C_e \) into:

1. A collection of \( n \) cones whose intersection with the affine hyperplane defined by \( w(v) = l \) is a line segment of length \( l \); and, if \( r > 0 \),
2. A single cone of width \( r < l \). This is the **residual cone** from [1].

If \( C_e \) contains no residual cone then we say that \( C_e \) is of class \( T \). Akhtar–Kasprzyk call \( n \) the singularity content of \( C_e \).

Consider an edge \( e \) of \( P \) with vertices \( v_1, v_2 \); this determines a vertex \( v_e \) of the polar polygon \( Q \), and thus a cone \( C \) with origin at \( v_e \), having rays dual to \( v_1 \) and \( v_2 \). The normal direction to \( e \) defines a ray in \( Q \) passing though \( v_e \) and the origin. Thus to the polygon \( P \) and edge \( e \), we may associate a pair \((C, L)\).

**Lemma 2.2.** The singularity content of \((C, L)\) as in Definition 8 is equal to the singularity content of the cone over the edge \( e \) as defined in [1].

**Proof.**

After a change of co-ordinates in \( N \) we may assume that the vertices \( v_1, v_2 \) of \( e \) are \((a_1, -h)\) and \((a_2, -h)\) respectively. The rational polygon \( Q \) then has a vertex \( v_e = (0, -1/h) \) and edges which
contain this vertex in directions \((-h, -a_1)\) and \((h, a_2)\). This defines the cone \(C\) above. The ray \(L\) is vertical, and the singularity content of \((C, L)\) is:

\[
\max\{k \in \mathbb{Z}_{\geq 0} : a_2 - kh \geq a_1\}
\]

This is the largest \(k\) such that \(kh \leq a_2 - a_1\), and since \(\theta = a_2 - a_1\) is the lattice length of the edge \(e\), we see that the two definitions of singularity content coincide.

**Definition 10.** Let \(B\) be an affine manifold with singularities and corners, and \(\mathcal{P}\) a polygonal decomposition of \(B\). This pair is of polygon type if it is isomorphic to a fibre of a family \(\pi_{Q,k} : B_{Q,k} \to \mathbb{R}_{\geq 0}\).

### 3. From Affine Manifolds to Deformations: an Outline

We are now nearly in a position to apply the Gross–Siebert reconstruction algorithm to our base manifolds. Since we will require a slight generalization of the Gross–Siebert algorithm and since some of the details will be important later in the paper, we present the procedure in some detail.

As input data for this algorithm we require a two-dimensional affine manifold with singularities, plus some extra data attached to it. In section 4 we describe this extra data, recalling the notions of log structure and open gluing data as they appear in [17], and explain how these data together determine the central fiber \(X_0(B, \mathcal{P}, s)\) of a toric degeneration. This section introduces some definitions and results specific to proving Theorem 1.1, particularly Proposition 4.1 and Definition 20; aside from these Section 4 can be skimmed by a reader familiar with the Gross–Siebert algorithm.

Appendices A, B, and C recall material from [12] and can be skipped by a reader familiar with this material. We check that all necessary arguments from [12] go through in this (non-simple) setting (Remark 41, Section C.4). In Appendix A we recall the definition of a structure on an affine manifold with singularities (plus log structure data), referred to simply as a structure, which encodes an \(n\)th-order deformation of \(X_0(B, \mathcal{P}, s)\). Appendix B is devoted to a description of the process (“scattering”) by which an \(n\)-structure can be transformed into an \((n + 1)\)-structure; in other words, an \(n\)th-order deformation can be prolonged to an \((n + 1)\)st-order deformation. Finally, in Appendix C, we describe how to pass from a structure to an \(n\)th-order deformation of the central fiber.

The rest of the article is devoted to the application of this algorithm to the construction of smoothing cyclic quotient surface singularities. This accomplished in a series of steps:

1. In section 5 we compute explicitly the local model at each boundary zero stratum.
2. In section 6 we return to the original problem: taking a polygon we show how the tropical family constructed in section 2 may be lifted order by order to give an algebraic family over \(\text{Spf} \mathbb{C}\[[t]\]\). Away from the central fiber, this is an application of the generalized Gross–Siebert algorithm; near the central fiber, this makes use of the local models computed in section 5. We further show that the local models at the vertices are compatible with the canonical cover construction, and thus that the family that we construct is \(\mathbb{Q}\)-Gorenstein.
3. In section 7 we consider the special case in which a single singularity slides along its monodromy-invariant line from one corner into the opposite edge. Since there is no scattering diagram to consider, the tropical family here may be lifted to an algebraic family over \(\mathbb{P}^1\); once again this algebraic family is \(\mathbb{Q}\)-Gorenstein.

**Remark 11.** In the proof of Theorem 1.1 we work over the ground field \(\mathbb{C}\), however the material recalled from [12, 17] is defined over an algebraically closed field of characteristic zero. We use \(\mathbb{k}\) to denote such a field and provide definitions and results in this context when it is appropriate to do so.
4. Log Structures on the Central Fiber

In section 2 we have considered the tropical analogue of smoothing the class-T singularities of a Fano toric surface. As explained, a version of the Gross–Siebert algorithm will allow us to reconstruct from this an algebraic family, the central fiber of which is itself the restriction to a formal neighbourhood of the central fiber of a degeneration of the Fano toric surface. The general fiber will be a different formal family with the same central fiber. The data attached to this central fiber that dictates which smoothing we take is a log structure. In this section we give a very functional description these log structures.

However for a complete explanation of this notion, and its relevance to the Gross–Siebert algorithm, the reader is referred to [16, 17]. For the rest of this section we fix a triple \((\mathcal{B}, \mathcal{P}, s)\), where \(\mathcal{P}\) is a polyhedral subdivision of \(\mathcal{B}\) into convex, rational polyhedra. Here \(s\) is a choice of open gluing data, a concept we will also summarise in this section.

4.1. Construction of the central fiber

The method for constructing a scheme from the pair \((\mathcal{B}, \mathcal{P})\) is straightforward. Each polygon in the decomposition \(\mathcal{P}\) defines a toric variety via its normal fan, and the central fiber is constructed by gluing these along the strata they meet along in \(\mathcal{P}\). Formally speaking, in order to define this gluing, we define a small category associated to a polyhedral decomposition:

**Definition 11.** Let \(\mathcal{P}\) also denote the category which has:

- **Objects** The strata of the decomposition.
- **Morphisms** At most a single morphism between any two objects, where \(e : \omega \to \tau\) exists if and only if \(\omega \subseteq \tau\).

We next define a contravariant functor \(V : \mathcal{P} \to \text{AffSchemes}\). Its action on objects is as follows. Fix a vertex \(v \in \mathcal{P}^0\). At \(v\) there is a fan \(\Sigma_v \subseteq T_v \mathcal{B}\) given by all the strata of \(\mathcal{P}\) that meet \(v\). Define \(K_\omega\) to be the cone in \(\Sigma_v\) defined by the element \(\omega \in \Sigma_v\).

**Definition 12** of \(V\) on zero-dimensional objects. The co-ordinate ring of \(V(v)\) is given by the Stanley–Reisner ring of the fan \(\Sigma_v\): for lattice points \(m_1, m_2 \in |\Sigma_v|\), we set

\[
m_1.m_2 = \begin{cases} m_1.m_2 & \text{if } m_1, m_2 \in K_\omega \text{ for some } \omega \in \Sigma_v \\ 0 & \text{otherwise} \end{cases}
\]

Given a stratum \(\tau \in \mathcal{P}\) and a vertex \(v\) of \(\tau\), we define a fan around \(v\):

\[
\tau^{-1}\Sigma_v = \{ K_e + \Lambda_{\tau,R} : K_e \in \Sigma_v, e : v \to \sigma \text{ factoring though } \tau \}
\]

recalling from [17] that \(\Lambda_{\tau,R}\) is the linear subspace generated by \(\tau\) in \(T_v \mathcal{B}\). We remark, as in [17], that this subspace depends only on \(\tau\) and not on the choice of vertex \(v\). We can now define the image of a stratum \(\tau\) under \(V\):

**Definition 13** of \(V\) on positive-dimensional objects.

\[
V(\tau) = \text{Spec} \ k[\tau^{-1}\Sigma_v]
\]

where this \(k\)-algebra is interpreted as the Stanley–Reisner ring, as in Definition 12.

We now wish to define the functor \(V\) on morphisms. There is an obvious choice, namely sending a morphism \(\tau \to \omega\) to the natural inclusion map \(V(\tau) \to V(\omega)\) given by the fan. However one is free to compose this inclusion map with any choice of toric automorphism of \(V(\tau)\). The choices of such automorphisms for every inclusion \(\omega \hookrightarrow \tau\) form exactly the Open gluing data of [17], which we denote
by $s$. This choice is not arbitrary, since $V$ should be functorial: this constraint leads to the precise definition of open gluing data which we shall describe below. Once the definition of open gluing data is in place, and thus we have a well-defined functor $V$, we may then define the central fiber as the colimit:

$$\prod_{\omega \in \mathcal{P}} V(\omega) \to X_0(B, \mathcal{P}, s) \quad (4.1)$$

**Remark 12.** In fact there are two (dual) points of view on the pair $(B, \mathcal{P})$ in the Gross–Siebert algorithm, the *fan picture* and the *cone picture* which are (roughly) exchanged by Mirror Symmetry. Equivalently one may view $(B, \mathcal{P})$ as either the dual intersection complex or the intersection complex of the toric degeneration respectively. Following [17] we view $(B, \mathcal{P})$ in the cone picture, for a description of the intersection complex and dual intersection complex in the case of del Pezzo surfaces (in particular for the cubic surface) see Examples 1.12 and 1.14 in [17] or Examples 1.31, Example 6.2, and Section 6.1.2 in [12].

4.1.1. **Open Gluing Data:** In [17] the authors explain that the toric automorphisms of an affine piece $V(\tau) = \text{Spec} \left( k \left[ \tau^{-1} \Sigma_v \right] \right)$ for $v$ a vertex of $\tau$ are in bijection with elements of a set $\text{PM}(\tau)$ defined as follows.

**Definition 14.** Given $\tau \in \mathcal{P}$ and a vertex $v \in \tau$ we define $\text{PM}(\tau)$ to be the set of maps $\mu : \Lambda_v \cap \left| \tau^{-1} \Sigma_v \right| \to k^\times$ such that:
- for any maximal cone $\sigma$ of $\tau^{-1} \Sigma_v$, the restriction of $\mu$ to $\Lambda_v \cap \sigma$ is a homomorphism; and
- for any two maximal dimensional cones $\sigma, \sigma'$, we have
  $$\mu_\sigma|_{\Lambda_v \cap \sigma \cap \sigma'} = \mu_{\sigma'}|_{\Lambda_v \cap \sigma \cap \sigma'}.$$

As remarked in [17], whilst this description of $\text{PM}(\tau)$ depends on $v \in \tau$, the set itself is independent of $v$.

**Remark 13.** An elementary observation we shall use repeatedly in what follows is that the set of homomorphisms $\Lambda_v \cap \sigma \to k^\times$, where $\sigma$ is a maximal dimensional cone, does not depend on the choice of maximal cone $\sigma$.

**Definition 15.** A collection of open gluing data is a set

$$s = \{ s_e \in \text{PM}(\tau) \mid e : \omega \to \tau \}$$

such that if $e : \omega \to \tau, f : \tau \to \sigma$ then $s_f.s_e = s_{f \circ e}$ on the maximal cells where these are defined. We also insist that $s_{id} = 1$.

The conditions in Definition 15 are precisely those required to ensure that $V$ is a functor.

**Definition 16.** Collections of open gluing data $s_e, s'_e$ are cohomologous if there is a collection

$$\{ t_\omega \in \text{PM}(\omega) : \omega \in \mathcal{P} \}$$

such that $^1 s'_e = t_\tau t_\omega^{-1} s_e$ whenever $e : \omega \to \tau$.

---

$^1$Here we use the fact that $t_\omega \in \text{PM}(\omega)$ determines a unique element in $\text{PM}(\tau)$, which we also denote by $t_\omega$. 
**Remark 14.** In [17] it is proved that the schemes one obtains via (4.1) using cohomologous gluing data are isomorphic.

**Proposition 4.1.** Let \((B, \mathcal{P})\) be of polygon type. Then all choices of open gluing data are cohomologous.

**Proof.** Fix a polygon \(Q\) and label the various strata of \(\mathcal{P}\):

We need to show that, given any open gluing data \(s\) for \((B_Q, \mathcal{P})\), we can find a set \(\{t_\omega \in PM(\omega) : \omega \in \mathcal{P}\}\) such that \(s_e = t_\omega t_\omega^{-1}\) for every \(e : \omega \to \tau\). By Remark 13 we have that \(PM(\eta_j) \cong PM(\sigma_j)\) and \(PM(\omega_i) \cong PM(\tau_i)\) for all \(i\) and \(j\). Open gluing data \(s\) are specified by the following five families of piecewise-multiplicative functions:

(i) \(e_1^1 : \rho \to \tau_i\)
(ii) \(e_2^2 : \tau_i \to \sigma_i, e_2^{2'} : \tau_i \to \sigma_{i-1}\)
(iii) \(e_3^3 : \omega_k \to \tau_i\)
(iv) \(e_4^4 : \omega \to \eta_i, e_4^{4'} : \omega \to \eta_{i-1}\)
(v) \(e_5^5 : \eta_i \to \sigma_i\)

We first define open gluing data \(s^1\) cohomologous to \(s\) by setting \(t_{\tau_i} = s_{e_1}^{-1}\). Thus \(s_{e_1}^1 = 1\). Next we observe that \(s_{e_1}^2 = s_{e_1}^1 s_{e_1}^{2'}\), since we have insisted that \(s_{e_1}^1 s_{e_1}^{2'} = s_{e_1}^1 s_{e_1}^{2'}\). Therefore we may define open gluing data \(s^2\) cohomologous to \(s^1\) by setting \(t_{\omega_i} = (s_{e_1}^1)^{-1}\). By construction, \(s^2\) associates the trivial element of \(PM\) to any morphism between any of \(\rho, \tau_i\) and \(\sigma_j\). We now define open gluing data \(s^3\) cohomologous to \(s^2\) using \(t_{\omega_i} = (s_{e_1}^2)^{-1}\) and \(t_{\eta_i} = (s_{e_1}^2)^{-1}\).

We claim that the open gluing data \(s^3\) are trivial. First we check \(s_{e_1}^3\). We have:

\[
s_{e_1}^3 = s_{e_1}^3 s_{e_1}^3 = s_{e_1}^3 s_{e_1}^3 = 1
\]
where the first equality is the statement that $s^3_{e_i^1} = 1$ together with Remark 13. Finally we need to check that $s^3_{e_i^1} = 1$ to $s^3_{e_i^2} = s^3_{e_i^1} = 1$, so this follows. Thus any open gluing data for $(B, \mathscr{P})$ are cohomologous to the trivial gluing data.

Proposition 4.1 and Remark 14 together show that the scheme obtained from $V$ by gluing (as in equation 4.1) is independent of the choice of open gluing data. Thus we will suppress the dependence on this choice in what follows, assuming that $V$ is constructed using trivial gluing data.

In fact given an affine manifold $(B, \mathcal{P})$ of polygon type, obtained by smoothing the corners of a polygon $Q$, there is a well known family over $\mathbb{A}^1$ whose fiber over zero is $X_0(B, \mathcal{P}, s)$ and every other fiber is isomorphic to the toric variety defined by the normal fan of $Q$.

**Definition 17.** Fix an affine manifold $B$ of polygon type and its polyhedral decomposition $\mathcal{P}$. Also choose a piecewise linear convex function $\phi$ whose maximal domains of linearity are precisely the maximal cells of the decomposition $\mathcal{P}$. Define a polyhedron $\tilde{Q}$ by setting

$$\tilde{Q} := \{(m, k) \in Q \times \mathbb{R} : k \geq \phi(m)\}.$$ 

The Mumford degeneration of $(B, \mathcal{P}, \phi)$ is the toric variety defined by the normal fan of $\tilde{Q}$.

4.2. A Description Of The Log Structure

In this section we describe, following [17], how one may attach a space of log structures to a triple $(B, \mathcal{P}, s)$. We begin by describing a sheaf, of which log structures will be (certain) sections.

**Definition 18.** Let $\rho \in \mathcal{P}$ be a 1-cell and let $V_\rho$ be the associated toric variety. Let $k$ be the total number of singularities of the affine structure on $\rho$, counted with multiplicity. Let $v_1, v_2$ be the vertices of $\rho$, and cover $V_\rho$ with two charts $U_i = V(v_i) \cap V_\rho$. We shall define a sheaf $\mathcal{N}_\rho$ on $V_\rho$ by setting $\mathcal{N}_\rho(U_i) = \mathcal{O}_{V_\rho}|_{U_i}$ and using the change of vertex formula

$$f_{\rho, v_1} = z^{km_{v_1, v_2}^{\rho}} f_{\rho, v_2}$$

where $m_{v_1, v_2}^{\rho}$ is the primitive vector along $\rho$ from $v_1$ to $v_2$.

This defines an invertible sheaf. If the vertices of $\rho$ are integral then $V_\rho$ is canonically isomorphic to $\mathbb{P}^1$ and the sheaf $\mathcal{N}_\rho$ is the line bundle $\mathcal{O}_{\mathbb{P}^1}(k)$. In particular the number of zeroes of a generic section of $\mathcal{N}_\rho$ is equal to the number of singular points of the affine manifold supported on this stratum, counted with multiplicity. When the vertices $v_i$ are not integral the 1-strata are canonically identified with the weighted projective line $\mathbb{P}(1, a)$, where $a$ is minimal such that $a \cdot v$ is integral, and the sheaf $\mathcal{N}_\rho$ is the line bundle $\mathcal{O}(k \text{lcm}(a, b))$.

**Remark 15.** The orbifold structure here depends on the polarization of the central fiber. In any given example, one can repolarize the central fiber by scaling all the polygons until every vertex is integral; this induces a Veronese embedding on the 1-strata $\mathbb{P}(a, b)$ considered above. However this rescaling increases the number of interior integral points we need to consider, and in general leads to much more complicated embeddings.

---

†This is the lattice length of what Gross–Siebert call the monodromy polytope, which here is a line segment.
**Definition 19.** The sheaf of pre-log structures $\mathcal{L}S^+_{\text{pre},X}$ is defined to be $\bigoplus \mathcal{N}_\rho$ where $\mathcal{N}_\rho$ is the extension by zero of the sheaf in Definition 18.

Log structures will be sections of the sheaf $\mathcal{L}S^+_{\text{pre},X}$ that satisfy a consistency condition that we now describe [17]. Given a vertex $v \in \mathcal{P}$ fix:

- A cyclic ordering of the 1-cells $\rho_i$ containing $v$;
- Sections $f_i$ of $\mathcal{N}_{\rho_i}$; and
- Dual vectors $\tilde{d}_{\rho_i}$ annihilating the tangent spaces of $\rho_i$, and chosen compatibly with the cyclic ordering of $\rho_i$.

The consistency condition that we require is:

$$\prod \tilde{d}_{\rho_i} \otimes z f_i |_{V_v} = 0 \otimes 1$$

**Remark 16.** In [17] a further condition, local rigidity, is imposed on $X_0(B, \mathcal{P}, s)$ which, roughly speaking, is that the sections $f_i$ associated to the 1-strata by the log structure do not factorize. This is not a condition that we shall impose in our context.

**Remark 17.** Given a lattice polygon $Q$, we have constructed a family of affine manifolds $B_{Q,k} \to \mathbb{R}_{\geq 0}$. One could also consider the affine manifold of polygon type $(B, \mathcal{P})$ constructed from $Q$, and place a log structure on the scheme $X_0(B, \mathcal{P}, s)$. The choices involved in these two constructions are very closely related, as we now explain.

**Definition 20.** Given any one parameter degeneration of affine manifolds $\pi: B \to \mathbb{R}_{\geq 0}$ observe that any fiber $B$ of $\pi$ gives the same variety $X(B, \mathcal{P}, s)$. A one parameter family of log structures $s \in \Gamma(\mathcal{L}S^+_{\text{pre},X_0}, \mathbb{C}) \otimes \mathbb{C}[x]$ (that is, sections of $\mathcal{L}S^+_{\text{pre},X_0}$ with polynomial coefficients) is said to be compatible with $B$ if for each interior 1-cell $\tau$ and for each $x \in \mathbb{C}$ the following two singular sets coincide and have the same multiplicities:

(i) The image of the zero set of the section $s(x)$ under the moment map.
(ii) The singular set $\Delta \subset B := \pi^{-1}\{x\}$, counted with multiplicity by singularity type.

**Remark 18.** Note that not every one parameter family of log-structures will have a compatible family of affine manifolds over $\mathbb{R}_{\geq 0}$. However given a number of nodal trades on a Fano polygon we can always choose a family of log structures which has a compatible one parameter degeneration of affine manifolds realising these nodal trades.

Any one-parameter degeneration of log structures determines a compatible one-parameter family of affine manifolds $\pi: B \to \mathbb{R}_{\geq 0}$ by defining the singular locus as the moment map images of the zeroes of the slab functions.

**5. Local models at vertices**

We wish to lift the operation of exchanging corners for singularities described in Section 2 to a deformation of the rings we have attached to these corners in Appendices A and B. To define this deformation we will use an explicit description of the rings at the corners of $B$. In fact we give two descriptions; the first based on gluing the rings $R^k_{\omega,\tau,u}$, the second on the canonical cover construction for surface singularities. The equivalence of these formulations makes evident that we are constructing $\mathbb{Q}$-Gorenstein deformations.
5.1. Local description of the affine manifold

Fix a vertex $\omega$ of $P$ contained in $\partial B$ and a chart $U \subseteq B$ containing $\omega$ which intersects a minimal number of strata of $P$. We shall assume for the rest of this section that:

1. $P$ divides $U$ into two regions, described by intersecting $U$ with a pair of 2-cells $\sigma_1, \sigma_2$ which meet along a 1-cell $\tau$.
2. we have fixed a structure $\mathcal{J}$ on $B$. Let $\mathcal{J}_\omega$ be the set of rays in $\mathcal{J}$ intersecting $\omega$.
3. If $d \in \mathcal{J}_\omega$ then $d|_U$ is supported on $\tau$.

Remark 19. These assumptions are automatically satisfied if $B$ is of polygon type. Also, point (2) implies that there are two distinguished chambers independent of $k$ whose boundary contains $\tau \cap U$. We refer to these as $u_1$ and $u_2$ respectively, where we have suppressed the dependence on $k$.

For ease of exposition we will assume without loss of generality that $\phi$ vanishes on the left-hand cone, i.e. on $u_1$.

Notation.

(i) Each $\sigma_i$ for $i = 1, 2$ contains a 1-cell in $\partial B$ intersecting $\omega$. We denote these 1-cells $\tau_1, \tau_2$ respectively.
(ii) Let $n_0$ be the unique primitive vector in $\Lambda^*_\omega$ which annihilates the subspace defined by $\tau$ and evaluates positively on $u_1$.
(iii) Denote by $n_1, n_2$ the unique primitive vectors in $\Lambda^*_\omega$ annihilating $\tau_1, \tau_2$ respectively and evaluating non-negatively along $\tau$.
(iv) Let $f := f_\tau \cdot \prod d f_\sigma$ where $f_\tau$ is the slab function on $\tau$ and the product is over rays $d$ supported on $\tau$.

Now we have fixed this notation we describe the rings $R^k_{\omega, \rho, u_i}$ for different choices of $\rho$ and $i$. Recalling that any such ring is a quotient of $k[P_{\omega, \phi}]$ we fix a generating set for the monoid $P_{\omega, \phi}$. After taking the projection $m \mapsto \bar{m}$ the generators are distributed in some fashion across the two subcones:

We will name the generators depending on the cone they project to. $C[P_{\omega, \phi}]$ is generated as a $C[t]$-module by three collections of monomials:

1. $x_i$ correspond to generators of the left-hand cone (not supported on $\tau$). $x_0$ corresponds to a vector $m_0$ such that $\bar{m}_0 \in \tau_1$.
2. $y_j$ correspond to generators of the right-hand cone (not supported on $\tau$). $y_0$ corresponds to a vector $m_0$ such that $\bar{m}_0 \in \tau_2$.
(3) $w$ is the primitive generator of $\tau$.
We recall the standard result in toric geometry that describes the corresponding ideal.

**Lemma 5.1.** If $C$ is a cone in a lattice $M$ with generating set $m_1, \cdots, m_s$ there is a natural short exact sequence:

$$0 \to L \to \mathbb{Z}^s \to M \to 0$$

Writing $l \in L$ via the injective map into $\mathbb{Z}^s$ we can write $l = \sum l_i e_i$; now one may form the ideal $I = \langle \prod_{l_i > 0} x_i^{l_i} - \prod_{l_i < 0} x_i^{l_i} \rangle$, and $k[x_1, \ldots, x_s]/I$ is the affine toric variety $\text{Spec } k[C]$.

**Proof.** See [8], chapter 1. \hfill $\Box$

The 2-cells $\sigma_1, \sigma_2$ define a pair of cones with their origin at the vertex $\omega$. Let $C_1, C_2$ be the semigroups defined by the integral points of these cones respectively. Using Lemma 5.1 the relations between the generators specified for the monoid $P_{\omega, \phi}$ are generated by those of the form:

$$w^\gamma \prod x_i^{\alpha_i} \prod y_j^{\beta_j} - w^\delta \prod x_i^{\gamma_i} \prod y_j^{\delta_j}$$

Recall that in general we have:

$$P_{\omega, \sigma_1, u_1} = k[P_{\omega, \phi}] / I_{\omega, \sigma_1, \sigma_1}$$

Now we observe that the order of a monomial $M = t^\gamma \prod y_j^{\beta_j} w^\alpha$ in this monoid is given by:

$$\text{ord}_\tau(M) = \gamma + \sum \beta_j \phi_\omega(\bar{m}_j)$$

This formula, together with the observation that over $\sigma_1$ $\text{ord}_\tau$ is just the $t$-degree fixes an explicit description of the ideal:

$$I_{\omega, \sigma_1, \sigma_1} = \langle M : \text{ord}_\tau(M) > k \rangle$$

**Remark 20.** We may view the ring $R_{\omega, \sigma_1, u_1}^k$ as a module over $S_k[w]$; letting $S_k[C_1]$, respectively $S_k[C_2]$ be the submodule of $k[P_{\omega, \phi}]$ generated by the $x_i$ (respectively by the $y_j$) $R_{\omega, \sigma_1, u_1}^k$ may be expressed as a pushout:

$$\begin{array}{ccc}
S_k[w] & \longrightarrow & T_2 \\
\downarrow & & \downarrow \\
T_1 & \longrightarrow & R_{\omega, \sigma_1, u_1}^k
\end{array}$$

in which $T_1 = S_k[C_1]/(t^{k+1})$ and

$$T_2 = S_k[C_2]/\langle \prod t^\gamma y_j^{\beta_j} : \sum \beta_j \phi_\omega(\bar{m}_j) + \gamma > k \rangle$$

**Definition 21.** For each cone $C_i$, $i = 1, 2$, let $C_i^c$ be the cone generated by $x_0, \cdots, x_N$, $y_0, \cdots, y_M$ respectively.

**Lemma 5.2.** The $S_k[w]$-module

$$\tilde{R}^k := S_k[C_1 \langle w \rangle] \oplus S_k[C_2 \langle w \rangle] \oplus S_k[w]$$

is finitely generated and there is a surjective homomorphism $\tilde{R}^k \to R_{\omega, \sigma_1, u_1}^k$. 
Proof. Observe that the rings $S_k[C_i \setminus \langle w \rangle]$ are finitely generated $S_k[w]$-modules since there are canonical surjective homomorphisms: $S_k[w][C_i^0] \to S_k[C_i \setminus \langle w \rangle]$ for $i = 1, 2$. Each factor of $\tilde{R}^k$ has a canonical map to a term of the push-out diagram above, together defining a map to $R^k_{\omega, \sigma_1, u_1}$. Using this push-out and fixing an element of $R^k_{\omega, \sigma, u_1}$ it may be expressed as a pair $(u_1, u_2)$; in which $u_i$ is a sum of monomials from $\sigma_i$ for $i = 1, 2$. After removing terms involving only the variable $w$ from each $u_i$ we may express any element of $R^k_{\omega, \sigma_1, u_1}$ as a triple of the form required.

We remark that analogous observations may be made about the rings $R^k_{\omega, \sigma_2, u_2}$ and $R^k_{\omega, \tau, u_1}$. Using this notation we now describe the co-ordinate ring of the affine patch containing the given vertex, that is the inverse limit of the following system.

**Remark 21.** The inverse limit described above is manifestly isomorphic to the fiber product:

$$R^k_{\Pi} \longrightarrow \rightarrow R^k_{\omega, \sigma_1, u_1} \quad \bigg\uparrow \quad \bigg\uparrow \quad \bigg\downarrow \quad \bigg\downarrow$$

$$R^k_{\omega, \sigma_2, u_2} \longrightarrow \quad \bigg\downarrow \quad \bigg\downarrow$$

$$R^k_{\omega, \tau, u_1} \quad \bigg\downarrow \quad \bigg\downarrow$$

$$R^k_{\omega, \tau, u_2} \quad \bigg\downarrow \quad \bigg\downarrow$$

If $u \in R^k_{\Pi}, u = (u_1, u_2)$ and the restrictions of $u_i$ to $R^k_{\omega, \tau, u_i}$ for $i = 1, 2$ respectively are related by the change of chamber map. Formally, we take the change of strata maps and compose the second with the change of chamber map:

$$R^k_{\omega, \sigma_1, u_1} \quad \bigg\uparrow \quad \bigg\uparrow$$

$$R^k_{\omega, \sigma_2, u_2} \quad \bigg\downarrow \quad \bigg\downarrow$$

$$R^k_{\omega, \tau, u_1} \quad \bigg\downarrow \quad \bigg\downarrow$$

$$R^k_{\omega, \tau, u_2} \quad \bigg\downarrow \quad \bigg\downarrow$$

Recall the following facts:

1. Applying the change of chamber isomorphism $\theta_{u_2, u_1}$ to variables $x_i$, we have that: $\theta_{u_2, u_1}(x_i) = f^{(n_0, m)} x_i$.
2. There is a similar formula for the $\theta_{u_2, u_1}(y_j)$ and $w$ is always mapped to itself, as $n_0$ annihilates the tangent space to $\tau$.
3. The rings $R^k_{\omega, \tau, u_i}, i = 1, 2$ have been localised at the slab function, ensuring that change of chamber map is an isomorphism.

We are now in a position to give an elementary description of the formal smoothing of the affine chart at a boundary vertex obtained from the Gross–Siebert reconstruction algorithm.
**DEFINITION 22.** \( R^k_{\cup} = S_k[X_i, Y_j, W, t : 0 \leq i \leq N, 0 \leq j \leq M]/I_{\cup}. \) To define \( I_{\cup} \) consider each binomial relation

\[
\varphi w^\eta_i \prod_{i,j} x_i^\alpha_i y_j^\beta_j = t x^\eta_j \prod_{k,l} x_k^\gamma_k y_l^\delta_l
\]

in the usual monoid over \( \varphi \) on \( C_1 \cup C_2. \) We define an element of \( I_{\cup} \) which may take one of two forms; if the monomials correspond to a lattice vector in \( C_1 \) consider the polynomial

\[
f - \sum \delta_i (n_0, m_i) W^\eta_i \prod_{i,j} x_i^\alpha_i y_j^\beta_j - f - \sum_j \beta_j (n_0, m_j) t x W^\eta_j \prod_{k,l} x_k^\gamma_k y_l^\delta_l
\]

otherwise, if it is over \( C_2, \) consider the polynomial

\[
f \sum \gamma_k (n_0, m_k) W^\eta_i \prod_{i,j} x_i^\alpha_i y_j^\beta_j - f \sum \alpha_i (n_0, m_i) t x W^\eta_j \prod_{k,l} x_k^\gamma_k y_l^\delta_l
\]

Here \( f \) is considered as an element of \( S_k[W] \) (rather than \( S_k[w] \)). Divide out the given polynomial by as many factors of \( f \) as possible and append it to the generating set of \( I_{\cup} \). For clarity we shall suppress the \( W^\eta_i \) in these relations from now on.

**PROPOSITION 5.3.** There is a ring isomorphism \( \Phi : R^k_{\cup} \rightarrow R^k_\Pi \) given on generators by:

\[
X_i \mapsto (x_i, f^{(n_0, m_i)} x_i) \\
Y_j \mapsto (f^{(n_0, m_j)} y_j, y_j) \\
W \mapsto (w, w) \\
t \mapsto (t, t)
\]

**REMARK 22.** Compare with the description around an interior 1-cell given in [12]. These rings are more complicated but the change of chamber map in the fiber product is essentially the same.

**Proof.** To show this map is well-defined we consider the images under \( \Phi \) of the generators of \( I_{\cup}. \) Indeed, we may simply compute \( \Phi: \)

\[
\Phi \left( f \sum \gamma_k (n_0, m_k) \prod_{i,j} x_i^\alpha_i y_j^\beta_j \right) = \\
= \sum \gamma_k (n_0, m_k) \left( f - \sum \beta_j (n_0, m_j) \prod_{i,j} x_i^\alpha_i y_j^\beta_j, f \sum \alpha_i (n_0, m_i) \prod_{i,j} x_i^\alpha_i y_j^\beta_j \right) \\
= \sum \gamma_k (n_0, m_k) + \sum \alpha_i (n_0, m_i) \left( f - \sum \beta_j (n_0, m_j) - \sum \alpha_i (n_0, m_i) \prod_{i,j} x_i^\alpha_i y_j^\beta_j, \prod_{i,j} x_i^\alpha_i y_j^\beta_j \right) \\
= \sum \gamma_k (n_0, m_k) + \sum \alpha_i (n_0, m_i) \left( f - \sum \beta_j (n_0, m_j) - \sum \gamma_k (n_0, m_k) \prod_{k,l} x_k^\gamma_k y_l^\delta_l, \prod_{k,l} x_k^\gamma_k y_l^\delta_l \right) \\
= \sum \alpha_i (n_0, m_i) \left( f - \sum \delta_i (n_0, m_i) \prod_{k,l} x_k^\gamma_k y_l^\delta_l, f \sum \gamma_k (n_0, m_k) \prod_{k,l} x_k^\gamma_k y_l^\delta_l \right) \\
= \Phi \left( f \sum \alpha_i (n_0, m_i) \prod_{k,l} x_k^\gamma_k y_l^\delta_l \right)
\]

To show \( \Phi \) is surjective we use Lemma 5.2, which gives a generating set for the algebras \( R^k_{\omega, \sigma_i, \mu_i} \) as \( S_k[w] \) modules. Fix an element \( (u_1, u_2) \in R^k_\Pi \) without loss of generality we assume that there are no terms in \( u_i, i = 1, 2 \) involving only \( w \) as any polynomial \( g(w) \) may be accounted for by
taking $\Phi(g(W))$. Now we (non-uniquely) write $u_1 = \sum_k c_k \prod_i x_i^{\alpha_i,k} + h_1 (y_j : 0 \leq j \leq M)$ where the coefficients $c_m$ lie in the ring $S_k[w]$. Similarly we write $u_2 = \sum_l c_l \prod_j y_j^{\beta_j,l} + h_2 (x_i : 0 \leq i \leq N)$ using the same coefficient ring.

We claim that the pair $(u_1, u_2)$ is in $R^k_{\Pi}$ if and only if it is equal to:

$$\Phi \left( \sum_k c_k \prod_i x_i^{\alpha_i,k} + \sum_l c_l \prod_j y_j^{\beta_j,l} \right)$$

By the previous calculation this is certainly in the fiber product; furthermore this element agrees with all the $x_i$ terms in $f_1$ and the $y_j$ terms in $f_2$ by definition. All that remains is to check that this uniquely determines the $h_1$ and $h_2$. However the change of strata map is the identity on $h_1$ and $h_2$ and so we may express these in terms of previously determined quantities, for example:

$$h_1 = \theta_{u_1, u_2} \psi_{(\omega, \sigma_2), (\omega, r)} \left( \sum_l c_l \prod_j y_j^{\beta_j,l} \right)$$

We next show that this map is injective. Assume we have a element $u \in R^k_{\Pi}$ that is mapped to a pair $(u_1, u_2)$ such that $u_1 \in I^k_{\omega, \sigma_1, u_1}$ and $u_2 \in I^k_{\omega, \sigma_2, u_2}$. Observe that we may rewrite any monomial $\prod_{i,j} x_i^{\alpha_i,j} y_j^{\beta_j}$, using the toric relations, in one of the following two forms:

(i) $\prod_{i,j} x_i^{\alpha_i,j} y_j^{\beta_j} = -\prod_{i,k} x_i^{\gamma_i,k}$

(ii) $\prod_{i,j} x_i^{\alpha_i,j} y_j^{\beta_j} = -\prod_{l} y_l^{\delta_l}$

From Definition 22 we have a relations in $I_{\omega,j}$ of the form:

(i) $\prod_{i,j} X_i^{\alpha_i} Y_j^{\beta_j} = \prod_{i,k} X_k^{\gamma_i}$

(ii) $\prod_{i,j} X_i^{\alpha_i} Y_j^{\beta_j} = \prod_{l} Y_l^{\delta_l}$

Thus we can assume that there are no terms involving both the $X_i$ and the $Y_j$ appearing in a representative of $R^k_{\Pi}$, but by Proposition 5.3 $\Phi$ is the identity onto one of the two factors. Since the image onto this factor is in $I^k_{\omega, \sigma, u_1}$, for some $i$ we may infer that the original element is in $I_{\omega,j}$.

5.2. The canonical cover

We conclude this section by exhibiting a construction of the canonical cover for these rings; this will be used in the next section to construct a $\mathbb{Q}$-Gorenstein deformation.

Given a vertex $v \in B$ fix a chart of $B$ containing $v$ and let $C$ denote the tangent cone at $v$. We shall assume for the remainder of this section that

(1) $\mathcal{P}$ splits $C$ into two cones $C_i, i = 1, 2$, divided by a ray $L$.

(2) Denoting the primitive generators of $C$ by $v_1, v_2$ respectively we have that $v_1 + v_2 \in L$.

**Lemma 5.4.** Given a Fano polygon $P$ and its polar $Q$ fix a vertex $v$, its tangent wedge $C$ and the ray $L$ of the spanning fan of $Q$ meeting $v$. The pair $(C, L)$ satisfies the two conditions above.

**Proof.** The first condition is obvious, the spanning fan introduces precisely one new ray intersecting $v$. For the second condition note that an edge of $P$ may be put into the following standard form:
with the vertices of $P$ at $(0, 1), (n, -q)$. Assume the edge of $P$ dual to $v$ is in this form.

The vertex $v$ then lies on the ray generated by $(-q - 1, -n)$ while the rays of $C$ are generated by vectors $(1, 0), (q, n)$ respectively (this is clear, for example, by dualizing back to $P$). Thus the ray $L$ defined by the spanning fan of $Q$ satisfies the second condition.

We recall the canonical cover construction for the singularity $X = \frac{1}{n}(1, q)$, for which we use the following notation:

**Notation.**
(i) Define $p := q + 1$.
(ii) Let $w := \text{hcf}(n, p)$ and define $a, r$ by requiring that $n = wr, p = wa$, so in particular $q = wa - 1$.
(iii) Define $m, w_0$ by $w = mr + w_0$ with $0 \leq w_0 < r$.

**Remark 23.** The singularity content of the singularity $X = \frac{1}{n}(1, q)$ is precisely $m$.

Having fixed this notation the canonical cover of $X$ is:

**Construction.** Letting $X = \frac{1}{n}(1, q)$ there is an embedding $X \hookrightarrow \frac{1}{r}(1, q, a)$ which takes $X$ onto the hypersurface $\{xy = z^w\}/\mu_r$. The $\mathbb{Q}$-Gorenstein deformations of $X$ are determined by considering the space $\mathbb{C}^{m+1}$ of degree-$m$ polynomials $f_m$ and forming the family of hypersurfaces

$$\{xy = z^{w_0}f_m(z^r)\}/\mu_r$$

We shall show that our local model $R(u)$ is always of this form and thus that the space of polynomials defined by the log-structure on this line segment may be identified with the parameter space of $\mathbb{Q}$-Gorenstein deformations.
In order to prove this relation, we compare the cones constructed in the proof of Lemma 5.4 to Construction 5.2.

**Construction.** Given \( X = \frac{1}{n}(1, q) \), the fan of \( X \) is given by \( \text{Cone}((0, 1), (n, -q)) \) as in the proof of Lemma 5.4. This is isomorphic to the cone \( \text{Cone}((1, 0), (0, 1)) \) in the lattice: \( \mathbb{Z}^2 + \frac{1}{n}(1, q) \). Similarly \( Y = \frac{1}{r}(1, q, a) \) is determined by \( \text{Cone}((1, 0, 0), (0, 1, 0), (0, 0, 1)) \) in the lattice: \( \mathbb{Z}^3 + \frac{1}{r}(1, q, a) \). Following Construction 5.2 we should consider the hypersurface \{xy = z^n\}. This is the image of the embedding \( X \hookrightarrow Y \). This embedding is induced by a map \( \iota: \mathbb{Z}^2 + \frac{1}{n}(1, q) \to \mathbb{Z}^3 + \frac{1}{r}(1, q, a) \) between the respective lattices which may be expressed as the following matrix, which we also call \( \iota \).

\[
\iota = \begin{pmatrix} w & 0 & 0 \\ 0 & w & 0 \\ 1 & 1 & 1 \end{pmatrix}
\]

In particular \( \iota(\frac{1}{n}(1, q)) = \frac{1}{n}(w, qw, 1 + q) = \frac{1}{wr}(w, qw, wa) = \frac{1}{r}(1, q, a) \). We wish to compute the map between the dual lattices induced by \( \iota \). Observe that \( (\mathbb{Z}^2 + \frac{1}{n}(1, q))^\vee \) is the sublattice \( \left\{ \alpha \in \mathbb{Z}^2\vee : \alpha((1, q)) \in n\mathbb{Z} \right\} \) of the dual lattice \( \mathbb{Z}^2\vee \). There is an analogous expression for the lattice dual to \( \mathbb{Z}^3 + \frac{1}{r}(1, q, a) \). From the matrix \( \iota \) we may easily compute \( \iota^* \), in particular \( \iota^*(x^r) = x^n, \iota^*(y^r) = y^n \) and \( \iota^*(z^r) = x^ry^r \).

**Remark 24.** Recall that the image of \( \iota^* \) is a sublattice of \( \mathbb{Z}^2\vee \). The lattice elements corresponding to \( x^n, x^ry^r, y^n \) are all primitive in this lattice, for example \( x^ry^r \) is the generator of the cone previously called \( W \).

Using these constructions we shall define a ring \( R_k^k \) and prove that it is isomorphic to \( R_k^k \).

**Definition 23.** Given a zero stratum \( v \) of \( \mathcal{D} \) contained in \( \partial B \) we may form the pair \( (C, L) \) as above. Note that \( C \) need not be strictly convex. In particular we may define the integers \( n, q, w \) for this cone.

\[
R_k^k = S_k[x, y, z]^\mu_r / \langle xy = t^lz^w f_r(z^r) \rangle
\]

where the \( \mu_r \) action has weights \( (1, q, a) \) and \( l \) is the slope of the piecewise linear function \( \phi \).

**Proposition 5.5.** \( R_k^k \) is isomorphic to \( R_k^k \).

**Proof.** There is an obvious spanning set of \( R_k^k \) as an \( S_k \)-module; namely monomials with exponents in the sublattice of \( \mathbb{Z}^2\vee \) dual to \( (\mathbb{Z}^3 + \frac{1}{r}(1, q, a)) \). Consider the submodule generated by the monomials \( x^a z^b \) and \( y^c z^d \); these give a basis for \( R_k^k \) as a \( S_k \)-module. Making the analogous statement for \( R_k^k \) we observe that \( R_k^k \) is generated as an \( S_k \)-module by monomials with exponents projecting to integral points in the cone \( C \). There is an obvious identification of these two bases, which extends linearly to a map of \( S_k \)-modules; we now show this is an isomorphism of algebras. As a preliminary step we replace \( f_\tau \) in the definition of \( R_k^k \) with \( f = f_\tau \prod f_\varnothing \) where the product is over the rays \( \partial \) of the scattering diagram supported on \( \tau \). Note each \( f_\varnothing \) is invertible in \( R_k^k \), so an automorphism of \( S_k[x, y, z]^\mu_r / \langle xy = t^lz^w f_r(z^r) \rangle \) induces an isomorphism of \( R_k^k \).
Fix $U, V \in R^k_{\text{U}}$ and write $U = \hat{U} t_1$ and $V = \hat{V} t_2$ where $\hat{U} \in C_1$ and $\hat{V} \in C_2$. Now take the corresponding elements in $R^k_{\text{U}}$: $\iota^* \langle x^a z^d t_1 \rangle$, $\iota^* \langle y^c z^d t_2 \rangle$. Suppose we have that $UV$ projects to an element in $C_1$ and write $-\langle n_0, \hat{V} \rangle = \gamma$ so that $UV = \prod X_i^{a_i} W^{b_i} t_1 + t_2 + \gamma f^e$ where the $X_i$ correspond to elements of the Hilbert basis of $C_1$. Writing

$$\iota^* \langle x^a z^d t_1 \rangle, \iota^* \langle y^c z^d t_2 \rangle = \iota^* \langle x^a y^c z^d t_1 + t_2 \rangle$$

$UV$ in $C_1$ means that $c < a$ so using the relations in $R^k_{\text{U}}$, 

$$\iota^* \langle x^a y^c z^d t_1 + t_2 \rangle = \iota^* \langle x^{a-c} z^d t_1 + t_2 \rangle$$

Our $S_k$-module isomorphism identifies 

$$\iota^* \langle x^{a-c} z^d t_1 + t_2 \rangle = \iota^* \langle x^{a-c} z^d t_1 + t_2 + cl \rangle$$

with $\prod X_i^{a_i} W^{b_i} t_1 + cl f^e$; thus we only need to show that $\gamma = c$. Recall we have identified $C$ with the quadrant in a sublattice of $\mathbb{Z}^2$. Therefore we can compute $\langle n_0, \langle v_1, v_2 \rangle \rangle$ directly. The primitive generator of $L$ in this sublattice of $\mathbb{Z}^2$ is $(r, r)$; the obvious element annihilating $(r, r)$ is $(1, -1)$, but this has index $w (1, 1) = wr \frac{1}{w} (1, q) - wa (1, 1)$, so in fact $\langle n_0, \langle v_1, v_2 \rangle \rangle = (v_1 - v_2)/w$. Now consider an element $\iota^* x^a y^c z^d = x^{a-c} y^d$, evaluating $\gamma = \langle n_0, \langle v_1, v_2 \rangle \rangle$ for this lattice point we find that indeed $\gamma = c$.

\[\square\]

6. Smoothing quotient singularities of del Pezzo surfaces

Consider an affine manifold of polygon type, $B_Q$. In the previous sections we have:
(1) Defined the notion of a one-parameter degeneration of such affine manifolds
(2) Defined a family of log structures on the variety $X_0(B_Q, \mathcal{P}, s)$
(3) Outlined the Gross–Siebert algorithm for constructing a formal smoothing of this using the log-structure
(4) Explicitly computed the various rings and the family in the case of an isolated boundary singularity.

In this section we combine these to construct a flat family $\mathcal{X}_P \to \text{Spec } C[\alpha][t]$ which will satisfy the conditions of Theorem 1.1, namely:

- Fixing a nonzero $\alpha$ the restriction of $\mathcal{X}_P$ over $\text{Spec } C[t]$ is the flat formal family produced by the Gross–Siebert algorithm.
- Fixing $\alpha = 0$ the restriction of $\mathcal{X}_P$ over $\text{Spec } C[t]$ is precisely the restriction of the Mumford degeneration of the pair $(Q, \mathcal{P})$.
- Fixing $t = 0$, the restriction of $\mathcal{X}_P$ is $X_0(Q, \mathcal{P}, s) \times \text{Spec } C[\alpha]$.
- For each boundary zero-stratum $p$ of $X_0(Q, \mathcal{P}, s)$ there is neighbourhood $U_p$ in $\mathcal{X}_P$ isomorphic to a family $Y \to \text{Spec } C[\alpha]$ obtained by first taking a one-parameter $Q$-Gorenstein smoothing of the singularity of $X_Q$ at $p$, taking a simultaneous maximal degeneration of every fiber and restricting to a formal neighbourhood of the central fiber.

The obstacle to simply applying the Gross–Siebert algorithm to the family fiberwise is the jump in the log-structure at the central fiber; sections defining the log-structure are not permitted to vanish on any zero stratum. In fact we wish to choose log-structures from a different bundle at the central fiber, as the singular locus has changed. Therefore we have no a priori reason to suppose these glue to a family. However, we shall prove that our explicit construction at boundary zero-strata enables one to extend the obvious family over $C^*$ to one over $C$.

Recall we have a family of affine manifolds $\pi_Q : B_Q \to \mathbb{R}$ defined by smoothing the corners, as described in Section 2. Fix a one parameter family of log-structures compatible with the family of affine manifolds in the sense of Definition 20.
REMARK 25. Consider the scattering diagram $\mathcal{D}_\omega$ at the central vertex; this is equivalent to a scattering diagram of the following form:

$$\mathcal{D} = \left\{ \left( R^m_i, \prod_{j,k} (1 + c_{ij}z^{-m_{ijk}}) : 1 \leq i \leq p \right) \right\}$$

Assuming $c_{ijk} \in \mathbb{C}[\alpha]$ the assumptions on a family of log structures imply that $c_{ijk} \in \alpha \mathbb{C}[\alpha]$.

DEFINITION 24. For this section a family of scattering diagrams (with parameter $\alpha$) is a scattering diagram defined via a map $r : P \to M$ and an $m$-primary ideal $I$, but now for $\mathfrak{d} \in \mathcal{D}$, $f_\mathfrak{d} \in \mathbb{C}[\alpha][P]/I$. Further, write $\mathcal{D}(\alpha)$ for the scattering diagram where all the functions have been evaluated at $\alpha$.

LEMMA 6.1. Given a family of scattering diagrams $\mathcal{D}$ there is another one $S_I(\mathcal{D})$ such that:

$$S_I(\mathcal{D})(\alpha) = S_I(\mathcal{D}(\alpha))$$

for all $\alpha \in \mathbb{C}$.

Proof. We use the notion of a universal scattering diagram, indeed, writing:

$$\mathcal{D} = \left\{ \left( R^m_i, \prod_{j,k} (1 + c_{ij}z^{-m_{ijk}}) : 1 \leq i \leq p \right) \right\}$$

we can form:

$$\mathcal{D}' = \left\{ \left( R^m_i, \prod_{j,k} (1 + t_{ijk}z^{-r(m_{ijk})}) : 1 \leq i \leq p \right) \right\}$$

Where in the first scattering diagram is $c_{ijk}$ is polynomial in $\alpha$ and the second scattering diagram is defined over the ring $\mathbb{C}[M][\{t_{ijk}\}]$. In fact, following [12], this scattering diagram is defined over $\mathbb{C}[Q]$ where $Q \subseteq M \oplus \mathbb{N}^I$ is the monoid freely generated by pairs $(-r(m_{ijk}), e_{ijk})$, where $e_{ijk}$ corresponds to $t_{ijk}$. Thus given an ideal $I$ of $P$ we obtain a scattering diagram $S_I(\mathcal{D}')$ by reduction modulo $I' = \phi^{-1}(I)$ where:

$$\phi : \mathbb{C}[Q] \to \mathbb{C}[\alpha][P]$$

via $t_{ijk}z^{-r(m_{ijk})} \mapsto c_{ijk}z^{-m_{ijk}}$. Composing this with the evaluation map $\psi_\alpha : \mathbb{C}[\alpha][P] \to \mathbb{C}[P]$ we obtain a scattering diagram: $\psi_\alpha \circ \phi (S_I(\mathcal{D}'))$, which must be equivalent to $S_I(\mathcal{D}(\alpha))$ by uniqueness. Thus we set $S_I(\mathcal{D}) = \phi (S_I(\mathcal{D}'))$. \hfill $\square$

PROPOSITION 6.2. Varying $\alpha$ gives an algebraic family $\pi : \text{Spec} \bar{R}_\omega^k \to \text{Spec} \mathbb{C} [\alpha]$.

Proof. We construct $\mathbb{C}[\alpha]$-algebras $\bar{R}_\omega^k$ the fibers of which are the rings $R_\omega^k$ defined using the various log structures.

First let $\omega$ be a vertex contained in $\partial B$. From Section 5 we have a description of these rings via the isomorphism with the ring $R_\omega^k$. We denote by $\bar{R}_\omega^k$ the $\mathbb{C}[\alpha]$-algebra:

$$\mathbb{C}[\alpha] [X_i, Y_j, W] / I_\omega$$

Recall from Remark 6.39 of [12] that given a scattering diagram $\mathcal{D}$ the consistent scattering diagram $S_I(\mathcal{D})$ is unique up to equivalence (see Definition 6.40 of [12]).
Let $\omega$ be the central vertex of $\mathcal{P}$. The ring $R^k_{\omega,\tau,u}$ is a fiber product of rings of the form $R^k_{\omega,\tau,u}$ which is a quotient of the algebra $\mathbb{C}[P_{\omega,\phi}]$. We form the trivial algebra $\mathbb{C}[\alpha][P_{\omega,\phi}]$ and so form the analogous rings $\tilde{R}^k_{\omega,\tau,u}$. Firstly setting
$$\tilde{R}^k_{\omega,\tau,\sigma,u} = R^k_{\omega,\tau,\sigma,u} \otimes_{\mathbb{C}} \mathbb{C}[\alpha]$$
and then defining:
$$\tilde{R}^k_{\omega,\tau,u} = (\tilde{R}^k_{\omega,\tau,\sigma,u})_{f_{\tau}}$$
noting again that $f_{\tau}$ has non-trivial dependence on $\alpha$. The change of chamber maps now give morphisms:
$$\theta_{u,u'}: \tilde{R}^k_{\omega,\tau,u} \to \tilde{R}^k_{\omega,\tau,u'}$$
via the natural extension of the original definition:
$$\theta_{u,u'}(z^m) = (\prod f_{\delta})^{(n_0,m)} z^m$$
These are isomorphisms of the rings $\tilde{R}^k_{\omega,\tau,u}$ giving $\tilde{R}^k_{\omega}$ the structure of a $\mathbb{C}[\alpha]$-algebra by taking the inverse limit of the rings $\tilde{R}^k_{\omega,\tau,u}$. Finally we need to check that varying $\alpha$ the functions on rays of the scattering diagram are polynomial in $\alpha$, but this we know from Lemma 6.1.

**Definition 25.** We define the scheme $X_P \to \text{Spec} \mathbb{C}[\alpha][t]$ via the inverse limit over the system $\tilde{R}^k_{\omega}$, each of which is a $\mathbb{C}[\alpha][t]$-algebra.

**Remark 26.** In Theorem 1.1 we demand that $X_P$ is flat over $\text{Spec} \mathbb{C}[\alpha][t]$. Since flatness is local, we can consider $\mathbb{C}[\alpha][t]$-algebras $\tilde{R}^k_{\omega}$ for each zero-dimensional stratum $\omega$. We break these into two cases:

- If $\omega$ is a boundary zero-stratum flatness is an immediate consequence of Proposition 5.5 which gives an explicit description of this algebra.
- If $\omega$ is the central vertex we observe that by Lemma 6.1 the functions $f_{\delta}$ on each ray of the scattering diagram at order $k$ is an element of $\mathbb{C}[\alpha,t]/(t^{k+1})$. We can now follow the proof of the case $\dim \omega = 0$ in Theorem 6.32 of [12] over the ring $\mathbb{C}[\alpha,t]/(t^{k+1})$.

We now prove that this satisfies the various conditions of Theorem 1.1, first identifying the restriction to $\alpha = 0$.

**Proposition 6.3.** The restriction of $X_P \to \text{Spec} \mathbb{C}[\alpha][t]$ to $\alpha = 0$ is a thickening of the central fiber of the Mumford degeneration.

**Proof.** Firstly we address the local model $R^k_{\omega}$ for $\omega$ the vertex of $\mathcal{P}$ in the interior of $B$. However the fiber $\alpha = 0$ is trivial, in the sense that all the slab functions are equal to 1, therefore the scattering diagram is trivial and there is a bijection between chambers and 2-cells of $\mathcal{P}$. Therefore the inverse limit limit simply reconstructed a local piece of the Mumford degeneration, as claimed.

Of greater interest are the local models at the vertices. As we remarked we cannot use the inverse limit, but rather we use the $R^k_{\omega}$ model constructed above. Using the notation from Section 5 we recall that the non-trivial relations were between generators projecting to different cones, for example:

$$\left(\prod f_{\delta}\right) \sum_k \gamma_k^{(n_0,m_k)} \prod_i X_i^{\alpha_i} Y_i^{\beta_j} = \left(\prod f_{\delta}\right) \sum_l \alpha_l^{(n_0,m_l)} \prod_{k,l} X_k^{\alpha_k} Y_l^{\beta_l}$$
Observe that $\prod f_\delta = f_\tau \prod_{\text{ray}} f_\delta$ where $f_\tau$ is the slab function associated to $\tau$, and in particular that the our assumptions on the one-parameter family of log-structures imply that $f_\tau |_{\alpha = 0} = w^{\deg} f_\tau$. Observe also that $\prod_{\text{ray}} f_\delta |_{\alpha = 0} = 1$. This is a consequence of the fact that $S(D)(\alpha) = S(D(\alpha))$: for the scattering diagram at the central vertex, setting $\alpha = 0$ the scattering diagram is trivial – every line has function $f_\delta = 1$. Therefore this is already consistent to all orders. The rays of this scattering diagram propagate until they intersect $\partial B$ and indeed give all the rays in this structure. Combining these two observations we see that the fiber over zero has co-ordinate ring with relation:

$$(u^l)^{\sum_k \gamma_k (n_0, m_k)} \prod_{i,j} X_i^{\alpha_i} Y_j^{\beta_j} = (u^l)^{\sum_i \alpha_i (n_0, m_i)} \prod_{k,l} X_k^{\gamma_k} Y_l^{\delta_l}$$

Here $l = \deg(f_\tau)$, which is also the lattice length of the monodromy polytope of the discriminant locus on $\tau$. Thus the local models near the boundary vertices, when $\alpha$ is set equal to zero, recover the local models for the Mumford degeneration.

To conclude the proof of Theorem 1.1 we need to show that near the boundary vertices the family $X_P$ is induced by a $\mathbb{Q}$-Gorenstein smoothing of the singularities of $X_P$.

**Proposition 6.4.** The family obtained in Proposition 6.2 in each of the charts containing a vertex of $Q$ is isomorphic to a one parameter $\mathbb{Q}$-Gorenstein smoothing.

**Proof.** This is immediate from Proposition 5.5, as we may rewrite the families using the canonical cover. Indeed, by Proposition 5.5 deforming the log-structure simply deforms the equation in this cover, so in particular $R^k_{1,1}$ is defined for any fiber, not just away from the special fiber.

We remark that for each $k$, $f = f_\tau \prod_{\delta} f_\delta$ is a polynomial in $\alpha$, but as $k \to \infty$ the degree of this polynomial will, in general, tend to infinity. However there are local co-ordinates near boundary vertices with respect to which the family $X_P$ is algebraic to all orders.

7. Ilten families

We have studied Fano polygons $P$ and smoothings of the associated toric varieties $X_P$. From the perspective of mirror symmetry [3, 7] Fano polygons have a different interpretation as Newton polygons of a Laurent polynomial $W$ referred to as the mirror superpotential. Indeed, information pertaining to the enumerative geometry of a smoothing of $X_P$ is encoded in the periods of $W$. However, there are potentially infinitely many Laurent polynomials (with different Newton polygons) that encode this enumerative information. These Laurent polynomials are related by certain birational transformations, referred to as mutations [3], or symplectomorphisms of cluster type [21]. Mutating $W$ defines an operation on the Newton polygon $P$ of $W$ and, by duality, an operation on $Q = P^{op}$. This dual action is the restriction of a piecewise linear transformation on the lattice $M$, where $Q \subset M_{\mathbb{R}}$. This piecewise linear transformation is precisely the transition function between the two charts defining the affine manifold obtained by exchanging a corner of $Q$ for an interior singular point, as described in Section 2. One may then consider a family of affine manifolds in which the singularity is introduced, traverses its monodromy invariant line, and creates a corner in the opposing edge. This is made precise in the following way:

**Proposition 7.1.** Given a mutation between polygons $Q, Q' \subset M_{\mathbb{R}}$ there is family of affine manifolds $\pi: B \to [0, 1]$ for which:

(i) $Q = \pi^{-1}(0), Q' = \pi^{-1}(1)$.

(ii) The generic fiber contains a single type-1 singularity.
This will be referred to as the tropical Ilten family.

Proof. Take \( \pi : \mathcal{B} \to [0, 1] \) to be the trivial family with fiber \( Q \). Construct a line segment \( l \) contained in the interior of \( Q \) as follows; The mutation is defined as a piecewise linear transformation on \( Q \) and \( Q' \), there is a distinguished line dividing \( M \) into two chambers; intersecting this line with \( Q \) defines \( l \). We shall refer to the two chambers contained in \( Q \) as \( Q_1, Q_2 \) and \( Q'_1, Q'_2 \) in \( Q' \). Take a parametrization of \( l \), writing now \( l : [0, 1] \to Q \).

We define the affine structure on the total space by covering it with two charts:

(i) Let \( \mathcal{B} \) be the topological space \( Q \times [0, 1] \).

(ii) Take \( U_1 \subset \mathcal{B} \) to be

\[ U_1 = \mathcal{B} \setminus \{(l(t), u) : u, t \in [0, 1], t \leq u \text{ and } u \neq 0\} \]

(iii) Similarly take \( U_2 \subset \mathcal{B} \) to be

\[ U_2 = \mathcal{B} \setminus \{(l(t), u) : u, t \in [0, 1], t \geq u \text{ and } u \neq 1\} \]

(iv) Take the transition function such that the fiber \( \pi^{-1}(1) \) becomes \( Q' \) in the chart \( U_2 \) and in every \( \pi^{-1}(x), x \in (0, 1) \) exhibits a simple singularity in its interior.

Note that these two sets are not open, but the affine structure extends over the points \((l(0), 0), (l(1), 1)\). Also note that the family is determined up to a parametrization \( l \); this will be fixed by a choice of a one parameter family of log-structures.

Observe that this family provides us both with an affine manifold \( B \) — a general fiber of \( \pi \) — and a polyhedral decomposition \( \mathcal{D} \) of \( B \), which subdivides \( B \) along \( l \). We also require a family of log-structures compatible with the family of affine manifolds. The line segment \( l \) determines a one-dimensional projective toric stack \( \mathbf{P}(a, b) \), with the log-structure a section of \( \mathcal{O}(\text{lcm}(a, b)) \). Sections of the bundle \( \mathcal{O}(\text{lcm}(a, b)) \) are parametrized, up to scale, by \( \mathbf{P}^1 \) and fixing a parametrization of this family determines the singular locus of the tropical Ilten family after taking a moment map. After choosing a piecewise linear \( \phi \) with bending parameter one on \( B \) we can apply the Gross–Siebert algorithm.

Applying the Gross–Siebert algorithm fiberwise, as in Theorem 1.1, and using the local models 22 to understand the central fiber as in Proposition 6.3, we obtain families \( \pi_i : \mathcal{X}_i \to \text{Spec} \mathbf{C}[\alpha, t] \) for \( i = 1, 2 \); note these families are polynomial in \( t \) since there is no non-trivial scattering process to perform. Relating the \( \pi_i \) to [2, 19], the Ilten family associated to the mutation from \( Q \) to \( Q' \) is a morphism \( \pi^\prime : \mathcal{Y} \to \mathbf{P}^1 \); we shall recover the family by gluing together the families \( \pi_i \), contracting the resulting exceptional curve and applying a radial rescaling to the base scheme \( \mathbf{C}^2 \).

**Proposition 7.2.** There is a family \( \pi : \mathcal{X} \to \text{Bl}_0(\mathbf{C}^2) \) from which we obtain each \( \pi_i \) as follows.

(i) Cover the base with the standard toric charts \( U_1, U_2 \).

(ii) Restricting \( \pi|_{U_i} \) to a formal neighbourhood of the exceptional divisor recovers \( \pi_i \).

(iii) The family over the exceptional divisor is trivial, and after restricting to the strict transform of a line in \( \mathbf{C}^2 \) the family becomes a toric degeneration endowing the restriction of \( \pi \) to the exceptional divisor with a family of log-structures.

**Remark 27.** It would be entirely legitimate at this point to embark on a description of this smoothing via the usual local model and inverse limit construction. For example these must contain the local model:

\[ R_{\tau u} \cong S_k[x, y, w^\pm]/(xy - (\alpha + w)t) \]

Indeed, all the families discussed in this section are compactifications of this affine local model. There are no non-trivial scattering diagrams around any joint of the structure so the family is obtained by taking a colimit over a finite system of algebras. However, we shall take a different approach, following
[18], which projectivises this construction. This will greatly reduce the number of rings we need to keep track of and also produce an embedded family with the log structure encoded in the equations defining this family. We shall prove the equivalence with the original construction in Lemma 7.3.

Recall that the polygon $P^o = Q \subset M_{\mathbb{R}}$ defines a toric variety via $X_P = \text{Proj}(\mathbb{C}[C(Q)])$ where $C(Q)$ is the semigroup defined by the integral points of the cone in $M_{\mathbb{R}} \oplus \mathbb{R}$ with height one slice equal to $Q$. As the vertices of $Q$ are rational this graded ring need not be generated in degree one.

The prototypical example we shall refer to is the pair of polygons $Q, Q'$ for $\mathbb{P}^2$ and $\mathbb{P}(1, 1, 4)$ respectively, they are shown below with the embedding from $O(i), i = 1, 2$ as shown below.

Take a generating set for $C(Q)$, this generating set naturally subdivides into three disjoint sets:

1. Any generators lying in the cone over $Q_1$ and outside $Q_2$ are denoted $X_i$.
2. Any generators lying in the cone over $Q_2$ and outside $Q_1$ are denoted $Y_j$.
3. Any generators lying over both $Q_1$ and $Q_2$ are denoted $W_k$. We observe that $(0, 1) \in C(Q)$ is always in the generating set.

Indeed we write $C(Q_1), C(Q_2), C(Q_1 \cap Q_2)$ for the three sub-cones respectively. We shall insist that the union $\{X_i\} \cup \{W_k\}$ generates $C(Q_1)$, $\{Y_j\} \cup \{W_k\}$ generates $C(Q_2)$ and $\{W_k\}$ generate $C(Q_1 \cap Q_2)$. We denote the height of a generator $u$ as $\kappa(u)$.

**Remark 28.** In the example above we can take a generating set with four elements, which we shall call $\{s_0, s_1, s_2, u\}$ with heights 1, 1, 1, 2 respectively. Thus we see $\mathbb{P}^2$ embedded as $s_1s_2 = u$ and $\mathbb{P}(1, 1, 4)$ embedded as $s_1s_2 = s_0^3$ in $\mathbb{P}(1, 1, 2)$.

Recalling that the affine manifold is equipped with a piecewise-linear function $\phi$, we assume this has slope zero on $Q_2$ and slope 1 on $Q_1$, i.e. $\phi(X_i)$ is $\langle n_0, m_i \rangle$ where $n_0$ is the primitive vector in $N$ annihilating the tangent space to $l$, and $m_i$ is the exponent of $X_i$ in $C(Q)$. The generating set of $C(Q)$ defines an embedding of $X_P$ in $\mathbb{P}({\bar{a}})$, where $\bar{a} := \sum_i \kappa(u_i)e_i$ is the vector of heights of elements $u_i$ in the chosen generating set of $C(Q)$. In particular the toric variety $X_P$ is cut out in $\mathbb{P}({\bar{a}})$ by binomial relations determined by relations between the generators of $C(Q)$. Let $I_Q$ be the ideal generated by these binomial relations. The toric degeneration corresponding to $\mathcal{P}$ is given by the following ideal, denoted $I_Q(t)$:
DEFINITION 26. Given monomials \( M_1, M_2 \) with exponents in \( C(Q) \) such that the binomial relation \( M_1 - M_2 \in I_Q \) let \( d = \text{ord}_i(M_1) - \text{ord}_i(M_2) \geq 0 \) and define a new binomial relation \( M_1 - t^dM_2 \). Let \( I_Q(t) \) be the ideal generated by these new binomial relations.

REMARK 29. If \( F \in I_Q \) is an element of \( C[\{X_i\} \cup \{W_k\}] \), then \( \text{ord}_i(M_1) - \text{ord}_i(M_2) = 0 \) and the binomial relation remains unchanged in \( I_Q(t) \). The same is true of those relations in \( C[\{Y_j\} \cup \{W_k\}] \).

Note \( I_Q(t) \) recovers the Mumford degeneration for the pair \((Q, \mathcal{P})\). We have thus completed the first step: this family will be the family over the strict transform of a line through the origin in \( \mathbb{C}^2 \).

REMARK 30. One can apply exactly the same procedure to \( Q' \) and obtain a toric degeneration of the second toric variety, the family over the fiber at \( \infty \). In fact generating sets of \( C(Q') \) are in canonical bijection with the generating sets of \( C(Q) \). As in Section 6 we now describe a family ‘interpolating’ between them.

To construct such a family recall that in Section 6 we used a variable \( w \) corresponding to a primitive vector along the monodromy invariant direction. In this construction we find such a variable by considering the subgroup of \( C(Q)^{\mathbb{R}} \) generated by the exponents of the variables \( W_k \). This is a rank 2 free abelian subgroup of \( C(Q)^{\mathbb{R}} \) that contains \((0,1)\). There is another canonical monomial \( \mathcal{W} \), determined up to sign by requiring it to lie at height zero and lie in the monodromy invariant direction. In \( C[\{W_k\}] \) this has the form \( \mathcal{W} = \prod_{k} \frac{W_{k,t}^{\alpha}}{W_{k,s}^{\beta}} \). Note that there may be many choices for the representation of \( \mathcal{W} \) as a monomial in the variables \( W_k \).

REMARK 31. In the example of \( \mathbb{P}^2 \subset \mathbb{P}(1,1,1,2) \) we may take \( \mathcal{W} = u/s_0^2 \).

The interpolating family is then given by replacing elements in \( I_Q(t) \) analogously to the procedure in Section 5:

DEFINITION 27. The ideal \( I_Q(t, \alpha) \) is the ideal generated by relations defined in Definition 22, where we replace \( C_1 \) by \( Q_1 \) and \( f \) by \((1 + \alpha \mathcal{W})\).

In the running example of \( \mathbb{P}^2 \subset \mathbb{P}(1,1,1,2) \) we replace the relation \( s_1s_2 = u \) with

\[ s_1s_2 = t(u + \alpha s_0^2). \]

Observe that the fibers of this family are all isomorphic to \( \mathbb{P}^2 \) unless \( t = 0 \). The other family, that deforming \( \mathbb{P}(1,1,4) \), is given by \( s_1s_2 = t(s_0^2 + \alpha u) \). Varying \( u \) for fixed \( t \neq 0 \) produces a smoothing of \( \mathbb{P}(1,1,4) \) to \( \mathbb{P}^2 \).

To complete the proof of Proposition 7.2 we glue this pair of families into a family over \( E := \text{Bl}_0(\mathbb{C}^2) \). In particular, let \( \alpha, \beta, t \) denote coordinates on \( E \) with weights 1, 1, -1 respectively; in particular each factor \((1 + \alpha \mathcal{W})\) homogenizes to \((\beta + \alpha \mathcal{W})\). Indeed, homogenizing \( I_Q(t, \alpha) \) we obtain the required family \( X \to E \). Note that here we use that the bending parameter of the piecewise linear function \( \phi \) is one.

Given the family produced by Proposition 7.2 we can establish a family over \( \mathbb{C}^2 \) by contracting the exceptional curve: \( \alpha \) and \( \beta \) then become co-ordinates on \( \mathbb{C}^2 \) and the variable \( t \) is suppressed; this family establishes Theorem 1.2.
Example 3. In the running example of degenerating \( \mathbb{P}^2 \subset \mathbb{P}(1,1,1,2) \) the equation defining \( \mathcal{X} \) is
\[
\{ s_1 s_2 = (\beta s_0^2 + \alpha u) \} \subset \mathbb{P}(1,1,1,2) \times C^2_{\alpha,\beta}.
\]

Lemma 7.3. Let \( \mathcal{X}_{\alpha_0,\beta_0} \) denote the fiber over \((\alpha_0,\beta_0)\) of the morphism \( \mathcal{X} \to C^2_{\alpha,\beta} \). \( \mathcal{X}_{\alpha_0,\beta_0} \) is canonically a scheme over \( \mathbb{C}[t] \); after base change to \( S_k \), \( \mathcal{X}_{\alpha_0,\beta_0} \) is isomorphic to the scheme obtained in Sections B, C from \((B, \mathcal{P})\) with log-structure fixed by the parameters \((\alpha, \beta)\).

Proof. Considering \((B, \mathcal{P})\) in this case, there is no scattering, so we have \( \mathcal{P}^r = \emptyset \), and the set of slabs \( \mathcal{P}^s = \{ l \} \). The category \( \text{Glue}(\mathcal{P}, k) \) consists of objects \((\omega, \tau, u)\) where:
(i) \( \omega \) is an end-point of \( l \), \( \tau = l \) and \( u \) is either of the two maximal cells of \( \mathcal{P} \).
(ii) In any other case the chamber is fixed by the choice of \( \omega, \tau \). In particular \( \tau \) is a boundary edge of \( B \) and contained in precisely one two-cell of \( \mathcal{P} \).
The ring \( R^k_{\omega} \) is recovered by localizing \( \mathcal{X}_{\alpha_0,\beta_0} \) with respect to the variable \( W_k \) corresponding to the vertex \( \omega \) in \( C(Q) \). This is immediate from the definition of \( \text{Proj} \) and performing this localisation we recover \( R^k_{\omega} \) for this vertex, by construction. Indeed the same argument applies for any vertex of \( Q \). The final check is that the gluing of these rings according to Section C coincides with that induced by \( \text{Proj} \).

Corollary 7.4. The family given by Theorem 1.2 is \( \mathbb{Q} \)-Gorenstein.

Proof. We can cover the family by neighbourhoods around each boundary vertex. By Lemma 7.3 each of these is equal to the local model described in Section 5 and is therefore \( \mathbb{Q} \)-Gorenstein.

We note that the analogous families in both [19] and [2] are independently known to be \( \mathbb{Q} \)-Gorenstein, making this an expected outcome.

8. Examples

8.1. Rigid del Pezzo surfaces

Given a Fano polygon \( P \subset N_\mathbb{R} \) there may be no way of exchanging any of the corners of \( Q := P^o \) with singularities in the interior of the affine manifold. In the language of [1] this is the statement that all the singularities of the corresponding toric variety \( X_Q \) are residual singularities, and so \( X_P \) is \( \mathbb{Q} \)-Gorenstein rigid (see [2]). The standard example of this phenomenon is \( \mathbb{P}(3, 5, 11) \), though it may be thought of as generic behaviour.

8.2. A single smoothing direction

Consider the hypersurface
\[
X_6 \subset \mathbb{P}(1,1,3,3),
\]
this exhibits a toric degeneration in this ambient space to a toric variety with the fan shown below, the spanning fan of a Fano polygon \( P \).
This fan exhibits 2 residual singularities which persist after the smoothing and an $A_5$ singularity, which admits a $\mathbb{Q}$-Gorenstein smoothing. Considering the dual polygon one observes that the one-parameter family of affine manifolds obtained by smoothing all possible corners has a general fiber $B$ with all six singularities ranged along a single segment. Therefore there is no scattering diagram to construct so one can construct a family (the multi-parameter analogue of the family appearing in Section 7) for which all the mutation equivalent toric varieties are special fibers.

To write down the family constructed in Section 7 for this polygon we consider the dual polygon $Q = P^2$:

Now form the monoid of integral points of the cone for which $Q$ is the height one slice. However, note that the polygon is that obtained from the polarisation $\mathcal{O}(2)$; using the more economical polarisation $\mathcal{O}(1)$ (embedding $Q$ at height 2) the associated relation is a binomial in $\mathbb{P}(1,1,3,3)$. Indeed using the polarization $\mathcal{O}(1)$ the vertices of the polygon at height one are (up to translation) $(0,1), (0,0), (-1/3,0), (1/3,0)$. Naming the corresponding variables $X_0, X_1, Y, Z$ respectively we obtain the binomial equation $YZ = X_0^6$. Applying the method of Section 7 we obtain the Ilten family

$$\{YZ = (\alpha X_1^6 + \beta X_0^6 X_1^0) \} \subset \mathbb{P}(1,1,3,3) \times \mathbb{C}^2_{\alpha, \beta}.$$ 

Of course we can consider a general homogeneous degree six polynomial in $X_0, X_1$ and so find a family over $\mathbb{P}^5$ which has 6 toric zero strata, each element of which corresponds to a particular toric variety. There is redundancy in this description, since for example $YZ = X_0^6$ manifestly gives the same variety as $YZ = X_1^6$.

8.3. **Cubic surfaces**

In this example show that Example 4.4 of [18] is a special case of the construction appearing in this article. The toric cubic surface $\{X_0X_1X_2 = X_3^3\} \subset \mathbb{P}^5$ exhibits $3 \times A_2$ singularities which may all be
smoothed. However this situation is much more complicated than the previous examples – the mutation graph is infinite and we cannot expect to capture all degenerations in a single algebraic family. However following [18] we may ask an easier question; rather than smoothing the singularities completely we can partially smooth all the $A_2$ singularities to nodes. In [18] the scattering diagram is explicitly computed in this case and is shown to be finite, producing a toric degeneration embedded in $\mathbb{P}^3$.

Having produced the scattering diagram one can construct a toric degeneration as explained above; in this case the toric degeneration can be constructed algebraically. The equation from [18] is

$$\{XYZ = t((1 + t)^3 + (X + Y + Z)U^2)\} \subset \mathbb{P}^3 \times \mathbb{C}_t.$$ 

To recover the family partially smoothing these $A_2$ singularities we simply repeat the derivation from [18], but place general coefficients in the sections defining the log-structure. This calculation gives a family over $\mathbb{C}^3_{\alpha,\beta,\gamma}$,

$$\{XYZ = t((1 + \alpha\beta\gamma t)^3 + (\alpha X + \beta Y + \gamma Z)U^2)\}.$$ 

Observe that we allow $\alpha$, $\beta$, or $\gamma$ to vanish and the family defined by this equation coincides with the family defined in Section 5. For completeness we also compute an Ilten family for the cubic surface. Subdividing using the $x$-axis we obtain the polygon shown below.
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Naming the corresponding variables $X, Y, Z, U, W$ respectively we obtain the toric degeneration

$$\{XYZ = tU^3, YZ = tW\} \subset \mathbb{P}(1, 1, 1, 1, 2) \times \mathbb{C}_t.$$ 

Performing the construction of Section 7 we obtain the family:

$$\{XYZ = U^2(\alpha U + \beta X), YZ = (\alpha W + \beta U^2)\} \subset \mathbb{P}(1, 1, 1, 1, 2) \times \mathbb{C}^2_{\alpha,\beta}$$

8.4. Polygons of finite mutation type

We say that a Fano polygon $P$ has finite mutation class if it is mutation equivalent to only finitely many polygons. In this case, the scattering diagram considered above is finite, and so the Gross–Siebert reconstruction algorithm terminates after finitely many steps. Thus, in this case, we can construct the family $\mathcal{X}_P$ explicitly. The families $\mathcal{X}_{P'}$, where $P'$ is mutation-equivalent to $P$, patch together to form a single family $\mathcal{X}$ that contains, as special fibers, all toric degenerations of its generic fiber.

In [20] notions of quivers and cluster algebras associated to polygons were introduced. Using the classification of cluster algebras of finite type and finite mutation type, we shall classify in [25] those Fano polygons which admit finitely many polygons in their mutation equivalence class. These may be divided into classes of type $A_k^+$, for $k \in \mathbb{Z}_{\geq 0}$, $A_2$, $A_3$ and $D_4$. The $A_1^k$ case equates to the examples
covered in section 8.2, but for any type the scattering diagram one obtains at the origin is finite, and so the output of the Gross–Siebert algorithm may be explicitly computed in precisely these cases.

9. Conclusion

A general picture begins to emerge: If we fix a del Pezzo surface $X$ which is a smoothing of a toric variety $X_P$ we have various mutation equivalent toric varieties, namely those associated to the polygons obtained by mutating $P$. Rather than directly analysing the deformation theory of these varieties we studied the moduli space of log-structures after taking a toric degeneration of $X$. This produced a ‘tropical analogue’ of the deformation theory, in which one mimics the $\mathbb{Q}$-Gorenstein deformations of $X_P$ by introducing singularities into the affine manifold $P$. As well as recovering the entire theory of combinatorial mutations we have shown how to recover, order by order, an algebraic family with general fiber $X$ via the Gross–Siebert algorithm.

Moving singularities defines a ‘moduli problem’ of its own, a topological orbifold (due to automorphisms of the polygons) which carries an affine structure, first mentioned in [22]. There is also a stratification of this space: The zero strata being the polygons themselves, one strata the tropical Ilten families and so on. To relate this space to the study of $\mathbb{Q}$-Gorenstein degenerations one must understand how to lift these families to algebraic ones. From this perspective we have described this lift for the 1-skeleton of this space in this article.

Whilst we have attempted no mirror symmetry calculations in this article, the shape of such results is already visible from [5] and [6]. In particular taking the Legendre dual one would recover the various Laurent polynomials from counts of broken lines. Taking the affine manifold obtained as a general fiber of the tropical Ilten family, the dual base manifold also has a single wall and a suitable broken line count shows that crossing this wall induces precisely the desired mutation of the Laurent polynomial. More concisely: ‘The Ilten family is mirror to the mutation’. Smoothing more corners one must consider affine manifolds of the form considered in [6]; here the scattering process is more complicated but one may expect to see a wall and chamber decomposition with the Laurent polynomials lying on each chamber related by mutations. We shall return to this in a future work.
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Appendix A. Structures on Affine Manifolds

In this section we define a structure on $(B, \mathcal{P}, \phi)$. This is a purely combinatorial construction, which will encode the various functions used to reconstruct the formal deformation of the maximally degenerate variety $X_0(B, \mathcal{P}, s)$.

A.1. Exponents and orders

Throughout this section we shall fix a triple $(B, \mathcal{P}, \phi)$ where:

1. $B$ is an affine manifold with singularities and corners.
2. $\mathcal{P}$ is a polygonal decomposition of $B$ into rational, convex polyhedra.
3. $\phi$ is a multi-valued piecewise linear function which is linear when restricted to full-dimensional cells.
REMARK 32. The multi-valued nature of \( \phi \) reflects the fact that \( B \) has singularities: \( \phi \) may be defined as an affine function on the universal cover of \( B \setminus \Delta \) but in general this will not take the same value on each point covering a given point \( p \in B \setminus \Delta \). Picking a sheet of the covering around \( p \) is equivalent to making a choice of local representative for \( \phi \).

In view of this remark we shall define a sheaf twisted so as to ensure \( \phi \) is a global section. Formally, we shall define a sheaf of abelian groups on \( B_0 \) an extension by \( \mathbb{Z} \) of \( \Lambda \), the covariant lattice in the tangent space of \( B_0 \):

\[
0 \to \mathbb{Z} \to \mathcal{P}_\phi \to \Lambda \to 0
\]

To fix this sheaf we first choose an open over \( U_i \) of \( B_0 \) and a representative \( \phi_i \) of \( \phi \) for each \( U_i \):

\[
\text{DEFINITION 28. The sheaf } \mathcal{P} \text{ is defined by taking } \mathcal{P}_\phi = \Lambda|_{U_i} \oplus \mathbb{Z} \text{ on restriction to each } U_i. \text{ On the intersection } U_i \cap U_j \text{ we identify sections via }
\]

\[
(m, r) \sim (m, r + d(\phi_j - \phi_i)(m))
\]

noting that \( \phi_j - \phi_i \) is a linear function and so has a well defined slope which we evaluate in the direction \( m \).

\[
\text{DEFINITION 29. An exponent at } x \in B_0 \text{ is an element of the stalk } \mathcal{P}_{\phi,x}.
\]

\[
\text{DEFINITION 30. There is a canonical projection } \mathcal{P}_{\phi,x} \to \Lambda_x \text{ for every } x \in B_0. \text{ Given an exponent } m \in \mathcal{P}_{\phi,x} \text{ we denote the image of } m \text{ under this projection by } \bar{m}.
\]

In the case where \( B \) has no singularities, the deformations of the central fiber described in this section arise from a toric construction, which we now sketch (see [12] for details). The input data for this construction are an affine manifold \( B \subset \mathbb{R}^2 \), a decomposition \( \mathcal{P} \) of \( B \) into integral polygons and a convex function \( \phi : B \to \mathbb{R} \) which is piecewise linear and linear on the elements of \( \mathcal{P} \). The set \( B' = \{(p, x) : x \geq \phi(p)\} \) is a polyhedron, with a well defined normal fan. The toric variety associated to this normal fan has a projection to \( \mathbb{A}^1 \) and the fiber over zero is equal to a reducible collection of toric varieties corresponding to the full-dimensional cells of \( \mathcal{P} \).

EXAMPLE 4. We consider a degeneration of \( \mathbb{P}^1 \): Let \( B \) be the union of the intervals \([-1, 0], [0, 1]\) and consider:

\[
\phi(x) = \begin{cases} 
0 & x < 0 \\
1 & x > 0
\end{cases}
\]

The toric variety associated to \( B' \) is the blow up of \( k \times \mathbb{P}^1 \) at \((0, \infty)\). The projection onto the first factor has general fiber \( \mathbb{P}^1 \) and central fiber equal to the union of 2 copies of \( \mathbb{P}^1 \) identified at a toric zero stratum.

REMARK 33. Observe that in this construction each cell of \( \mathcal{P} \) not contained in the boundary of \( B \) defines a cone via its tangent wedge in \( B' \) which is dual to a cone in the normal fan of \( B' \). A chart of this degeneration is then given by taking the algebra over the monoid defined by the integral points of this tangent wedge.
We now localize this toric construction, so that it applies to \((B, \mathcal{P}, \phi)\) such that \(B\) has singularities. In particular we shall define the analogue of the *monoid above the graph* from Remark 33. To state this definition we need two more locally defined objects:

1. \(\Sigma_x\): The fan in \(T_x B_0\) induced by \(\mathcal{P}\).
2. \(\phi_{i,x}\): the piecewise linear function induced by \(\phi_i\) on \(T_x B_0\). One may define this by defining its slope in each cell of \(\Sigma_x\) to be the slope of \(\phi_i\) in the cell of \(\mathcal{P}\) that cone corresponds to; see [12] for more details.

**Definition 31.** Fix an \(x \in U_i\). We define a monoid \(P_{\phi,x} \subseteq P_{\phi,x}\) given by:

\[
P_{\phi,x} = \{ (r, m) : m \in |\Sigma_x|, r \geq \phi_{i,x}(m) \}
\]

The fact that \(P_{\phi,x}\) is independent of the chart used to define it is proven in [12], and a corollary of that calculation is the following observation.

**Proposition A.1.** The order of an exponent with respect to a maximal dimensional cell \(\sigma \in \mathcal{P}\) given by the formula \(\text{ord}_\sigma((r, m)) = r - \phi_{i,\sigma}(m)\) is independent of the chart used to define it.

In words this definition is simply: ‘The order of \(m\) is its height above the hyperplane in \(\mathcal{P}_{\phi,x}\) defined by \(\sigma\)’. Thus we may extend the definition slightly:

**Definition 32.** For \(\tau \in \mathcal{P}\) and \(m \in |\Sigma_x|\), \(\text{ord}_\tau(m) = \max_{\tau \subseteq \sigma} \text{ord}_\sigma(m)\) and \(\text{ord}(m) = \max_\sigma \text{ord}_\sigma(m)\). Note that we are always working in the stalk \(\mathcal{P}_x\) of the sheaf of abelian groups \(\mathcal{P}\). By the construction of \(\mathcal{P}\) there is no ambiguity arising from monodromy around singularities in the affine structure.

A.2. Slabs and rays on \(B\)

Structures on \(B\) consist of a collection of slabs and rays. We shall now define rays; these carry the instanton corrections analogous to gradient flow lines in [22]. We recall this definition from [12].

**Definition 33.** A *naked ray* (Definition 6.16 of [12]) is an immersion \(\partial : [0, L_\partial] \to B\) such that:

- whenever \(\partial(x)\) is non-singular, \(D\partial_x\) maps the integral tangent vectors to \(x\) to \(\Lambda_{\partial(x)}\);
- the image of \(\partial\) only intersects singular points in their monodromy invariant direction;
- if \(L_\partial\) is finite then \(\partial(L_\partial)\) is in \(\partial B\).

A ray is a pair \((\partial, f_\partial)\) where \(\partial\) is a naked ray, \(f_\partial = 1 + c_m z^m\), and \(m \in \Gamma \left([0, L_\partial], \partial^{-1} \mathcal{P}_\phi\right)\) is such that every germ \(m_x\) of \(m\) lies in \(P_{\phi,\partial(x)}\).

A crucial property of rays is that the order of an exponent *increases* as one moves from one cell of \(\mathcal{P}\) to another; this follows from the strict convexity of the piecewise linear function \(\phi\).

**Lemma A.2.** Consider a ray \((\partial, f_\partial)\) and the section \(m\) giving the exponent of the ray function \(f_\partial\). If \(m_x \in P_{\phi,x}\) then for \(x' > x, m'_{x'} \in P_{\phi,x'}\).

**Proof.** This is an immediate consequence of Lemma 6.19 in [12].
REMARK 34. This Lemma implies that given an integer \( k \), the set
\[
\{ x \in [0, L_\varnothing] : \text{ord}_x (m) \leq k \}
\]
is an interval of the form \( [0, N^k_\varnothing] \); this defines the numbers \( N^k_\varnothing \) for each pair \((\varnothing, k)\). In particular we can define the truncation of a ray at a given order:

DEFINITION 34. A \( k \)-truncated ray is a ray \((d, f_\varnothing)\) restricted to the domain \([0, N^k_\varnothing]\).

We now encode the log structure in the structure on \( B \). To do this we use a simplified version of the definition of a slab from [17]. We shall require the following preliminary observation:

LEMMA A.3. Given a codimension one cell \( \rho \) in \( \mathcal{P} \) and a section \( f_\rho \in \Gamma (V_\rho, O (k)) \) defining the log structure along this stratum there is a canonical lift, which we also denote \( f_\rho \), to a section of \( k \left[ P^{\phi,v} \right] \) for any vertex \( v \in \rho \).

Proof. The function \( f_\rho|_{V(v)} \) is a polynomial function in \( z^m \) where \( m \) is the primitive generator of the tangent space to \( \rho \). Therefore \( f_\rho|_{V(v)} \) is canonically an element of the ring \( k \left[ \Lambda_v \right] \). We take \( f_{\rho,v} \) to be the canonical lift to \( P^{\phi,v} \), obtained from the observation that \( \phi \) gives a section of the projection \( P^{\phi,v} \rightarrow \Lambda_v \). Notice that with respect to \( \rho \) the order of the slab function is always zero. \( \square \)

DEFINITION 35. A slab consists of a codimension one cell \( \rho \) together with, for each non-singular point \( x \in \rho \), a germ
\[
f_{\rho,x} = \sum_{m \in P_\rho, \bar{m} \in \Lambda_\rho} c_m z^m \in k \left[ P_x \right]
\]
such that the following two conditions hold:
(i) Change of vertex formula: Take \( x \) and \( x' \) and denote the corresponding connected components of \( \rho \setminus \Delta \) by \( C_x \) and \( C_{x'} \) respectively. Let \( k \) be the number of singularities (counted with multiplicity) between \( x \) and \( x' \), and define \( m_{x,x'}^\rho \in \Lambda_\rho \) to be the \( k \)-fold dilate of the primitive generator of the ray from \( x \) to \( x' \). Now we generalise the change of vertex formula of [17] to give the relation between the slab functions in different connected components:
\[
f_{\rho,x'} = z^{m_{x,x'}^\rho} f_{\rho,x}
\]
(ii) Agreement with log structure: If \( x \in C_v \) for some vertex \( v \in \rho \), we have at \( v \) a function from the log structure: \( f_{\rho}|_{V(v)} \). There is a canonical parallel transport map to the point \( x \) and we demand that, after parallel transport, we have \( f_{\rho,x} = f_{\rho}|_{V(v)} \).

REMARK 35. This definition of slab function relies on Proposition 4.1. Indeed the change of component formula in [17] is considerably more complicated and it is not clear what the correct general definition is in cases which are not locally rigid.

REMARK 36. In [17] the authors ask only that the order zero part of the slab function agrees with the log structure; in [12] however all the corrections are carried by rays. Interpolating between these two, we shall regard slabs simply as placeholders for the log structure.
A.3. **Defining a structure on** \((B, \mathcal{P}, \phi)\)

**Definition 36.** A structure \( \mathcal{I} = \mathcal{I}^s \cup \mathcal{I}^r \) is a finite collection \( \mathcal{I}^s \) of slabs and a possibly infinite collection \( \mathcal{I}^r \) of rays such that:

(i) The order of any exponent on any ray is strictly positive.

(ii) The set \( \mathcal{I}^r_k = \{ k\text{-truncated rays } (d, f^d) : N^d_k > 0 \} \)

is finite for each \( k \).

Given a structure \( \mathcal{I} \) and a non-negative integer \( k \), we fix a polyhedral refinement \( \mathcal{P}_k \) of \( \mathcal{P} \) such that:

1. The cells of \( \mathcal{P}_k \) are rational convex polyhedra.
2. For each \( d \in \mathcal{I}^r_k \), the set \( d \cup [0, N^d_k] \) is a union of cells in \( \mathcal{P}_k \).

We now define a category \( \text{Glue}(\mathcal{I}, k) \) and a functor to the category of commutative rings which will record each of the local pieces of the smoothing. This allows the problem of reconstructing the smoothing to be broken into two distinct problems: establishing functoriality, and then showing that the colimit of this functor produces a smoothing.

A.1. **The objects**

Let \((\omega, \tau, u)\) be a triple such that:

1. \( \omega, \tau \in \mathcal{P} \) and a maximal cell \( u \) of \( \mathcal{P}_k \)
2. \( \omega \subseteq \tau \)
3. \( \omega \cap u \neq \emptyset \)
4. \( \tau \subseteq \sigma_u \), where \( \sigma_u \) is the maximal cell of \( \mathcal{P} \) containing \( u \)

**Remark 37.** Each of these will be used to define a small subscheme of the formally degenerating family by considering a certain thickening of the stratum corresponding to \( \tau \) inside a formal smoothing of Star(\( \omega \)).

A.2. **The morphisms**

The space of morphisms between any two objects \((\omega, \tau, u), (\omega', \tau', u')\) has at most one element. It has one element precisely when \( \omega \subseteq \omega' \), \( \tau' \subseteq \tau \). We shall use the following basic observation about the morphisms of this category:

**Lemma A.4.** Any morphism may be factored into morphisms of one of two types:

(i) \( \omega \subseteq \omega', \tau' \subseteq \tau, u = u' \).

(ii) \( \omega = \omega', \tau' = \tau, u \cap u' \) is a one dimensional set containing \( \omega \).

Note that this factorisation is generally non-unique.

A.4. **The gluing functor**

The next step in [12] is to define a functor \( F_k \) from \( \text{Glue}(\mathcal{I}, k) \) to Rings from which we construct the \( k \)th-order formal degeneration. In this section we recall the definition of this functor.

Having fixed an object \((\omega, \tau, u)\) of \( \text{Glue}(\mathcal{I}, k) \), we shall use the notation \( \sigma \) for the maximal cell in \( \mathcal{P} \) containing \( u \). We shall denote the ring \( F_k(\omega, \tau, u) \) by \( R^k_{\omega, \tau, u} \); Spec \( R^k_{\omega, \tau, u} \) is a thickening of the toric stratum corresponding to \( \tau \). We give the definition of these rings in three stages.

A.1. **Defining** \( P_{\phi, \omega} \)

Recall the monoid \( P_{\phi, x} \) for \( x \in \text{Int}(\omega) \). If we pick a \( y \in \sigma \) then since the interior of a cell in \( \mathcal{P}_{\max} \) is simply connected there is a well-defined inclusion \( j : P_{\phi, x} \hookrightarrow \mathcal{P}_{\phi, y} \) via parallel transport.
Definition 37. \( P_{\phi,\omega,\sigma} = j(P_{\phi,x}) \subseteq P_{\phi,y} \).

A.2. Defining the ideal \( I_{k,\omega,\tau,\sigma} \) The thickening of the stratum is defined by an ideal, \( I_{k,\omega,\tau,\sigma} = \{ m \in P_{\phi,\omega,\sigma} : \text{ord}_\tau (m) > k \} \). We set \( R_{k,\omega,\tau,\sigma} = k[P_{\phi,\omega,\sigma}] / I_{k,\omega,\tau,\sigma} \).

A.3. Localisation This is not yet a good enough definition of \( F_k(\omega,\tau,\sigma) \) however. The change of vertex formula in the definition of slab demands that certain functions (which have zeroes on the toric 1-strata) should be invertible in these rings, therefore we need to localise with respect to these functions. This is broken into cases, depending on the strata \( \omega, \tau \).

First assume that \( \tau \) is an edge with non-trivial intersection with \( \Delta \). In this case we have a slab function attached to each smooth point of \( \tau \), and we form the localisation:

Definition 38. \( R_{k,\omega,\tau,\sigma} = (R_{k,\omega,\tau,\sigma})_{f_\tau} \)

More precisely, \( f_\tau \) here is the restriction of the slab function also denoted \( f_\tau \). If \( \omega = \tau \) the restriction of the slab function is invertible because \( m \) is invertible and so this localisation has no effect. If \( \omega \) is a vertex we simply take the germ of the slab function at this point.

In all other cases, namely \( \tau \cap \Delta = \emptyset \), we define:

Definition 39. \( R_{k,\omega,\tau,\sigma} = R_{k,\omega,\tau,\sigma} \)

We are now able to define the functor \( F_k \) on objects:

\[ F_k(\omega,\tau,u) = R_{k,\omega,\tau,u} \]

Remark 38. We observe there are some canonical maps between various of these rings. If \( \tau' \subseteq \tau \) and \( \omega \subseteq \omega' \) there is a canonical inclusion \( I_{k,\omega,\tau,\sigma} \hookrightarrow I_{k,\omega,\tau',\sigma} \) and thus a surjection \( R_{k,\omega,\tau,\sigma} \twoheadrightarrow R_{k,\omega,\tau',\sigma} \).

There is also an inclusion of monoids \( P_{\phi,\omega,\sigma} \hookrightarrow P_{\phi,\omega',\sigma} \) and thus an injection \( R_{k,\omega,\tau,\sigma} \hookrightarrow R_{k,\omega',\tau,\sigma} \). One may check that these maps survive the localisations at the slab functions.

Now we have defined the functor on objects we define the functor on morphisms. This is done case by case, recalling that any morphism may be factored into those of change of strata type and those of change of chamber type.

A.4. Change of strata We specify a map:

\[ R_{k,\omega,\tau,\sigma} \rightarrow R_{k,\omega',\tau',\sigma} \]

by composing the canonical maps we identified in the previous section, precisely, we define the change of strata map:

\[ \psi_{(\omega,\tau),(\omega',\tau')} : R_{k,\omega,\tau,u} \rightarrow R_{k,\omega,\tau',u} \rightarrow R_{k,\omega',\tau',u} \]

to be the composition of the two maps above. See [12] for the verification that these are defined in the localised rings.

A.5. Change of chamber maps Now we fix two chambers \( u, u' \) with one dimensional intersection and such that \( \omega \cap u \cap u' \neq \emptyset \). We also fix a point \( y \in \text{Int}(u \cap u') \) such that the connected component of \( B_0 \cap u \cap u' \) (recalling \( B_0 := B \setminus \Delta \)) containing \( y \) intersects \( \omega \). Note that either \( \omega \) is a vertex, in which
case there is a unique such component, or \( \omega \) is an edge, in which case any connected component will do. We shall now define the change of chamber map \( \theta_{u,u'} : R^k_{\omega,\tau,u} \rightarrow R^k_{\omega,\tau,u'} \).

We consider two further cases, depending on whether or not \( \sigma_u \cap \sigma_{u'} \cap \Delta = \emptyset \). If this is the case we define:

\[
\theta_{u,u',y}(z^m) = z^m \prod f_{(\delta,x)}^{(r,\tilde{m})} \quad (A.1)
\]

Note that this is always an isomorphism – all the functions \( f_{(\delta,x)} \) are invertible. As rays propagate in the direction of \( \tilde{m} \) this is manifestly independent of the point \( y \). If \( \sigma_u \cap \sigma_{u'} \cap \Delta = \emptyset \), we shall define the map as follows:

\[
\theta_{u,u',y}(z^m) = z^m f_{p,y}^{(n,\tilde{m})} \prod f_{(\delta,x)}^{(n,\tilde{m})}
\]

**Remark 39.** Notice that \( z^m \) in the left hand side is an element of \( R^k_{\omega,\tau,u} \) whereas on the right it appears as an element of \( R^k_{\omega,\tau,u'} \). The identification of these two rings is made via parallel transport along a ‘short path’ from \( u \) to \( u' \) which is contained in the union of these two chambers and which intersects the 1-cell between them only once.

Since \( R^k_{\omega,\tau,u} \) is localised at the slab functions we see that all functions appearing in the product are invertible, and so this map is an automorphism. However, the above definition is not manifestly independent of \( y \).

**Proposition A.5.** \( \theta_{u,u',y} \) is independent of the choice of \( y \).

**Proof.** Since this is proven in [12] we only provide a sketch of this proof. The key observation is that if we change from \( y \) to \( y' \) in a different component of \( u \cap u' \cap B_0 \) we change the slab function by the transition function given in Definition 35. However we also change the identification of this stalk with \( R^k_{\omega,\tau,u'} \) by parallel transport, which may be interpreted as precomposing this map with the isomorphism induced by a simple loop around the singular point. The factors in these two isomorphisms are the same, but occur with different signs, ensuring that the change of path does not alter the change of chamber map.

**A.6. Functoriality** We have now defined a map on objects and on ‘elementary’ morphisms; however we need to show both that this is well defined and that this is a functor. We first define a joint which will be used to formulate a necessary and sufficient condition for functoriality:

**Definition 40.** A vertex of \( P_k \) not contained in the boundary of \( B \) is called a joint. The collection of joints of \( P_k \) is denoted Joints(\( (\mathcal{S},k) \)).

Indeed, fixing a \( j \in \) Joints(\( (\mathcal{S},k) \)) and a cyclic ordering \( u_1, \cdots, u_k \) of the chambers around this vertex one has a necessary condition for \( F_k \) to be a functor:

\[
\theta_{u_1,u_2} \circ \cdots \circ \theta_{u_k,u_1} = Id
\]  

(A.1)

The content of Theorem 6.28 of [12] is that it is sufficient to check this identity at every joint. Given what have said already, this is a purely formal exercise and the reader is referred to [12] for the proof of this result.
DEFINITION 41. Given a structure \( S \) and a joint \( j \) we say \( S \) is consistent at \( j \) to order \( k \) if and only if Equation A.1 holds at \( j \) to order \( k \). \( S \) is called compatible to order \( k \) if it is consistent to order \( k \) at every joint.

By Theorem 6.28 of [12] compatibility of the structure \( S \) implies the existence of a well defined functor from the category \( \text{Glue}(S, k) \) to \( \text{Rings} \).

Appendix B. Consistency and Scattering

We saw in the last section that in order for the gluing functor to be well defined we need to guarantee a consistency condition on the structure. In this section we shall describe an inductive algorithm for ensuring this is the case at each order. Theorem 6.28 of [12] has reduced this to a local computation at each joint. Indeed, fixing a joint \( j \) we shall construct a scattering diagram \( D_j \) which will encode this local data. We begin by outlining the necessary theory associated with scattering diagrams.

B.1. Scattering diagrams at joints

This section is based on Section 6.3.3 of [12] and on [15]. This section is also largely independent of the rest of the article; we can make these definitions independently of a structure \( S \) or an affine manifold \( B \).

We shall fix the following data:

1. A lattice \( M \cong \mathbb{Z}^2 \), and denote \( N = \text{Hom}_{\mathbb{Z}}(M, \mathbb{Z}) \).
2. A monoid, and a map \( r : P \to M \). We shall denote \( m := P \setminus P \times \).

The scattering diagram itself will consist of a number of rays and lines:

DEFINITION 42. A ray (resp. line) is a pair \( (d, f_d) \). Here \( d = m_0' - R_{>0} m_0 \) for a ray (resp. \( d = m_0' - R m_0 \) for a line). Viewing \( d \) as a set gives the support of the ray (line). If \( d \) is a ray we call \( m_0' \) the initial point. The function \( f_d \) is an element of \( \mathbb{k}[P] \), with the completion taken with respect to \( m \), such that:
- \( f_d \) is congruent to one modulo the maximal ideal, i.e. \( f_d \in 1 \mod m \)
- \( f_d \) may be written \( f_d = 1 + \sum c_m z^m \) such that if \( c_m \neq 0 \), \( r(m) = C m_0 \) for a positive rational number \( C \).

DEFINITION 43. A scattering diagram \( D \) over \( \mathbb{k}[P]/I \) is a finite collection of rays and lines such that \( f_\partial \in \mathbb{k}[P] \).

Given a ray or a line \( (d, f_\partial) \) we define an automorphism of \( \mathbb{k}[P]/I \) as follows:

Fix a path \( \gamma \) that intersects \( d \) transversely and a primitive element \( n \in N \) annihilating the support of the ray such that the direction \( n \) is compatible with the orientation of the \( \gamma \).

Given these choices, set \( \theta_{\gamma,0} (z^m) = z^m f_\partial^{(r(m)/n)} \). Composing these in sequence we can describe automorphisms arising from longer paths, or indeed loops, forming the path ordered product associated with these paths. Specifically, given a path \( \gamma \) we may define \( \theta_{\gamma,D} = \theta_{\gamma,0} \cdots \theta_{\gamma,0} \) so long as \( \gamma \) intersects each of the \( d_i \) transversely at time \( t_i \), with \( t_i > t_{i+1} \), and avoids the intersection points of any rays or lines.

REMARK 40. One may equivalently define the wall crossing automorphism \( \theta_{\gamma,0} \) by considering the element \( f_\partial \partial_n \) of the Lie algebra of log derivations. The element \( \theta_{\gamma,0} \) of \( \text{Aut}(\mathbb{k}[P]/I) \) is obtained by exponentiation from this Lie algebra. For more details the reader is referred to [15].
There is a natural notion of consistency for a scattering diagram:

**Definition 44.** A scattering diagram $\mathcal{D}$ is consistent if and only if the path ordered product around any loop for which this product is defined is the identity in $\text{Aut}(k[P]/I)$.

One fundamental property of scattering diagrams is that one may add rays in an essentially unique fashion to achieve consistency. This is the content of the following result of Kontsevich–Soibelman:

**Theorem B.1.** Given a scattering diagram $\mathcal{D}$, then there is a scattering diagram $S_I(\mathcal{D})$ such that $S_I(\mathcal{D}) \setminus \mathcal{D}$ is entirely rays, and is consistent over the ring $k[P]/I$.

**Proof.** The proof is a calculation in the Lie algebra of log derivations and the subalgebra which exponentiates to the tropical vertex group. This is discussed in much more detail in [15].

We now have a framework in which we can introduce corrections to order $k$, inductively making a scattering diagram consistent. Recalling that we have fixed a joint $j$ in $\mathcal{I}$ on $(B, \mathcal{P}, \phi)$ we fix the data required to define a scattering diagram:

**Definition 45.** Let the lattice be $M = \Lambda_1$, the monoid $P = P_{\phi, \sigma_j}$ and the map $r: P \to M$ be given by $m \mapsto \bar{m}$. Noting that in general we have a maximal ideal $m = P \setminus P^\times$ we fix an $m$-primary ideal, $I = I_{\sigma_j}^{k_j}$. We construct the scattering diagram $\mathcal{D}_j$ in two steps.

1. If $j \subset \rho$ where $\rho$ is a slab, that is $\rho \cap \Delta \neq \emptyset$, then we factorize $f_{\rho,x}$ for $x \in \rho$, writing $f_{\rho,x} = \prod_j 1 + c_{\rho,j}z^{m_{\rho,x}}$. For each $j$ we add the following line to the scattering diagram:

   $$(\mathbb{R}m, 1 + c_{\rho,j}z^{m_{\rho,x}})$$

   where $m$ is the primitive vector in the direction of $T_{x\rho}$.

2. For each ray $\mathfrak{d}$ in $\mathcal{I}_{k-1}$ such that there exists $x \in [0, N^k]$ with $\mathfrak{d}(x) \in j$ we add either a ray or a line. If $x = 0$ we add a ray:

   $$(\mathbb{R}_{\geq 0} \mathfrak{d}', (0, 1 + c_{\mathfrak{d},z^{m_{\mathfrak{d},x}}})$$

   otherwise we add the line with the same function.

Section 6.3.3 of [12] establishes that if $\dim \sigma_j \in \{0, 2\}$ then in fact $\mathcal{D}_j$ satisfies all the requirements of a scattering diagram and so one may apply the Kontsevich–Soibelman algorithm and obtain a consistent scattering diagram $S_I(\mathcal{D}_j)$. The rays of $S_I(\mathcal{D}_j)$ are then ‘exponentiated’ to give rays locally in the structure $\mathcal{I}$ which then propagate in $B$.

**Remark 41.** We have not dealt with the case that $\dim \sigma_j = 1$. In general this is harder because the candidate scattering diagram does not satisfy the requirement that $f_\rho \in 1 \mod m$ for those lines coming from the slabs. Indeed, those functions always have order zero in the interior of $\rho$. One solution would be to try and prove an analogue of the Kontsevich–Soibelman Lemma over the localised ring $(k[P]/I)_{f_\rho}$.

However, the approach taken in [12] is to work in an even larger ring, define a universal scattering diagram and view the localised ring as a subring. In fact if $(B, \mathcal{P})$ is of polygon type this case never occurs: rays never transversely intersect codimension one cells of $\mathcal{P}$ in the interior of $B$. 

Appendix C. Constructing the formal degeneration

We outline how the construction of the inverse system of rings in the last two sections allows one to construct a flat deformation by deforming each ring in turn. This section follows Section 6.2.6 in [12] in the context of a slightly more complicated singular locus.

C.1. Notation

We define an open set $U^k_\omega$ for each stratum $\omega$, as follows. The sets $U^k_\omega$ together cover the $k$th-order smoothing, and $U^k_\omega$ defines a smoothing of the chart $V(\omega)$ on the central fiber defined in Section 4.

**Definition 46.** Let

$$R^k_\omega := \lim_{\tau \rightarrow \omega} R^k_{\omega, \tau, u_{\tau}}$$

and set $U^k_\omega := \text{Spec } R^k_\omega$.

Since the change of chamber maps are isomorphisms, a different choice of $u_{\tau}$ will yield an isomorphic inverse system – as proved in 6.2.6 of [12]. The main result of this section is:

**Proposition C.1.** $U^k_\omega$ is a flat deformation of $U^0_\omega$ over $S_k := \text{Spec } k[t]/(t^{k+1})$.

We first compute the central fibre of this degeneration:

**Lemma C.2.** $U^0_\omega$ is $\text{Spec } k[P_{\phi, x}]/(t)$ for $x \in \text{Int}(\omega) \cap B_0$.

**Proof.** We give a brief outline of the proof from Lemma 6.30 of [12]:

(i) As all scattering diagrams are trivial we assume that chambers coincide with maximal cells of $\mathcal{P}$.

(ii) There are no non-trivial change of chamber maps since the only non-zero elements of $R^0_{\omega, \tau, \sigma}$ for one-dimensional $\tau$ are parallel to $\tau$.

(iii) Thus the inverse system is just the one made up of all the canonical change of strata maps, and so we recover the toric picture as if there were no scattering.

The proof of flatness of $U^k_\omega$ over $S_k$ is divided into three parts of increasing complexity, depending on the dimension of the stratum $\omega$.

C.2. Codimension 0

For $U^k_\omega$ with $\omega$ two-dimensional we necessarily have that $\sigma_{u_{\omega}} = \omega$. Thus $P_{\phi, \omega, \sigma} = \Lambda_x \times \mathbb{N}$ and $U^k_\omega = U^0_\omega \times S_k$, i.e. a trivial deformation.

C.3. Codimension 1

For $U^k_\omega$ with $\omega$ one-dimensional we compute an explicit fiber product and show that this is flat. Following [12, 17, 18] we fix a one-dimensional $\omega$ and let $\sigma_\pm$ be the maximal cells containing $\omega$. We assume that the piecewise linear function $\phi$ has slope zero on $\sigma_-$ and slope $l d_{\omega}$ on $\sigma_+$; here $d_{\omega}$ is primitive.
There are three rings over which we shall compute the fiber product: \( R_\pm = R^k_{\omega, \sigma_\pm, u_\sigma_\pm} \) and \( R_\cap = R^k_{\omega_\cap \sigma_\cap} \). - observe the choice of \( \sigma_\pm \) made in defining \( R_\cap \). We now define:

\[
f_\omega := f_{\omega, x} \prod_{(\delta, x)} f_{\delta, x}
\]

and regard this as lying in \( k[\Lambda_\omega][t] \). Lemma 6.33 of [12] then implies that:

**Lemma C.3.** The fiber product \( R_- \times_{R_0} R_+ \) is isomorphic to the ring

\[
R_{\cup} = k[\Lambda_\omega] [U, V, t] / (UV - f_\omega t^l, t^{k+1})
\]

**Proof.** The reader is referred to the proof of Lemma 6.33 of [12].

**Example 5.** Consider the local models obtained by the above procedure when \( \Delta \cap \rho \) is:

(i) one point with length 2 monodromy polytope;
(ii) two distinct points, each with simple monodromy.

Applying Lemma C.3 the two cases give the following rings:

(i) \( k[U, V, W, t] / (UV - t(W - a)^2, t^k) \)
(ii) \( k[U, V, W, t] / (UV - t(W - b)(W - c), t^k) \)

where \( a, b, c \) are parameters.

We now consider the singularities of the generic fiber of each of these families. The first of these exhibits an ordinary double point at \((0, 0, a, t) \in A^3_{U, V, W} \times \{t\} \), while the second ring gives a smooth affine variety. We then see the connection between a family of affine varieties defined by varying the parameters \( b, c \) and sliding two singularities of an affine structure until they coalesce. This is precisely the behaviour prohibited in [12, 17] by demanding the affine manifold be locally rigid.

**C.4. Codimension 2 strata**

In [12, 17] this is by far the most difficult step. However working with a more complicated singular locus than used in [12] does not change this argument. We outline the main steps in this proof and indicate why the proof is still valid with this more complicated singular locus. As usual, the rings corresponding to the local patch at the zero-cell \( \omega \) are given by the inverse limit:

\[
R^k_\omega = \lim_{\rightarrow} R^k_{\omega, \tau, u_\tau}
\]

The inverse limit is over strata \( \tau \supseteq \omega \), with a choice of chamber \( u_\tau \) for each stratum. In [12] it is shown that the choice of this chamber does not change the isomorphism class of the inverse limit.

Fixing a value of \( k \in \mathbb{Z}_{\geq 0} \) the proof of the flatness of \( U^0_k \) over \( S_k \) given in [12] uses the exactness of the complex of \( k[t] / (t^{k+1}) \)-modules

\[
0 \rightarrow R^0_\omega \rightarrow R^l_\omega \rightarrow R^{l-1}_\omega \rightarrow 0
\]  

for all \( l \leq k \). Indeed, the proof of flatness from the exactness of this sequence is formal commutative algebra which we do not recall here. In order to prove the exactness of (C.1) certain sheaves \( \mathcal{O}^k_\omega \) are introduced on the underlying topological space of \( U^0_k \). By construction \( H^0(\mathcal{O}^k_\omega) = R^l_\omega \) for any \( 0 \leq l \leq k \) and \( H^0 \) is right exact for sheaves on the affine scheme \( U^0_\omega \). Thus exactness of (C.1) follows from the exactness of the sequence of sheaves,

\[
0 \rightarrow \mathcal{O}^0_\omega \rightarrow \mathcal{O}^l_\omega \rightarrow \mathcal{O}^{l-1}_\omega \rightarrow 0.
\]

The exactness of (C.4) is proved in two steps: first reducing the problem to proving exactness at the stalk corresponding to the maximal ideal \( m_0 \) determined by the monoid ideal \( P \setminus \{0\} \). Indeed, for any
other stalk we can reduce to a case with higher codimension. To prove exactness at the stalk $m_0$ the stalk is identified with the ring \( \left( k[P]/(x^{k+1}) \right)_{m_k} \). In fact the problem is reduced to proving an isomorphism

\[
\lim P^k_{\omega,\tau,\sigma_{u_r}} \rightarrow \left( k[P]/(x^{k+1}) \right)_{m_k}.
\]

Notice however that the left hand side is independent of the chosen functions $f_r$ (since the functions $f_r$ are always forbidden from lying in $m_0$) which are only used to define $P^k_{\omega,\tau,\sigma_{u_r}}$ as a localisation of $R^k_{\omega,\tau,\sigma_{u_r}}$ at a function $f_r$ and consequently the argument goes through from this point without alteration.
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