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Abstract

\textbf{Objective}: Brain-Computer Interface technologies (BCI) enable the direct communication between humans and computers by analyzing brain measurements, such as electroencephalography (EEG). These technologies have been applied to a variety of domains, including neuroprosthetic control and the monitoring of epileptic seizures. Existing BCI systems primarily use \textit{a priori} knowledge of EEG features of interest to build machine learning models. Recently, convolutional networks have been used for automatic feature extraction of large image databases, where they have obtained state-of-the-art results. In this work we introduce EEGNet, a compact fully convolutional network for EEG-based BCIs developed using Deep Learning approaches. \textbf{Methods}: EEGNet is a 4-layer convolutional network that uses filter factorization for learning a compact representation of EEG time series. EEGNet is one of the smallest convolutional networks to date, having less than 2200 parameters for a binary classification. \textbf{Results}: We show state-of-the-art classification performance across four different BCI paradigms: P300 event-related potential, error-related negativity, movement-related cortical potential, and sensory motor rhythm, with as few as 500 EEG trials. We also show that adding more trials reduces the error variance of prediction rather than improving classification performance. \textbf{Conclusion}: We provide preliminary evidence suggesting that our model can be used with small EEG databases while improving upon the state-of-the-art performance across several tasks and across subjects. \textbf{Significance}: The EEGNet neural network architecture provides state-of-the-art performance across several tasks and across subjects, challenging the notion that large datasets are required to obtain optimal performance.

1 Introduction

A Brain-Computer Interface (BCI) is a mechanism for communicating with a machine via brain signals, bypassing normal neuromuscular outputs by using neural activity \cite{1}. Traditionally, BCIs
leverage implanted electrodes for medical applications, such as neural control of prosthetic artificial limbs [2]. However, recent research has opened up the possibility for novel BCIs focused on enhancing performance of healthy users, often focused on noninvasive approaches based on electroencephalography (EEG) [3-6]. In both the medical and non-medical domains, there has been a proliferation of BCI paradigms. These paradigms range from directly controlling devices such as mouse cursors [7,8], to passive brain monitoring for estimating states such as alertness or fatigue [9,11], or the occurrence of epileptic seizures [12,13], to paradigms for spelling [15] or image analysis [16].

Despite this wide range of paradigms, the general approach to designing BCI technologies remain the same. A BCI consists of five main processing stages [17]: a data collection stage, where neural data is recorded; a signal processing stage, where the recorded data is preprocessed and cleaned; a feature extraction stage, where meaningful information is extracted from the neural data; a classification stage, where a decision is interpreted from the data; and a feedback stage where the result of that decision is provided to the user. Each distinct BCI paradigm relies on different aspects of the neural signal obtained from the user, meaning that each paradigm uses distinct and specialized methods for signal processing [18], feature extraction [19] and classification [20]. Many feature extraction and classification methods have been used for EEG-based BCI, including spatially filtering the EEG data (e.g. Common Spatial Patterns, or CSP), spectrally filtering the data (e.g. Fourier or autoregressive methods), dimension reduction methods such as Principal Component Analysis (PCA), blind source separation methods such as Independent Components Analysis (ICA), and source localization methods such as LORETA [21-25]. Unfortunately, the optimal combination of feature extraction and classification approach has to be defined manually for each BCI application, a process which often requires significant subject-matter expertise and a priori knowledge about the expected EEG signal [20]. There is also no guarantee that the same combination of feature extraction and classifier will provide acceptable performance across BCI applications, limiting the overall utility of these systems.

Deep Learning has largely alleviated the need for manual feature extraction, achieving state-of-the-art performance in fields such as computer vision and speech recognition [26,27]. The term Deep Learning refers to a class of multi-layered artificial neural network models aimed at learning abstract feature representations and classifiers from raw data, with the derived feature representation depending on the architecture used. The use of convolutional neural networks (CNNs) in particular has increased significantly, due in part to the success of the first large-scale CNN for image classification that won the ImageNet 2012 competition [28]. This model obtained gains of over 10% in top-5 accuracy, where gains in previous years managed only a few percentage points. Subsequent models published by various research groups have improved upon this approach, with current classification performance rivaling that of human labelers [27,29,30]. The main advantage of this approach lies in the ability of the network to automatically extract relevant features for the problem at hand, rather than relying on manual feature extraction approaches.

Recently, Deep Learning approaches have been used to model neurophysiological data, in functional magnetic resonance imaging (fMRI) [31] as well as EEG [32-35]. For example, Längkvist et. al. used deep belief networks (DBNs) and restricted boltzmann machines (RBMs), together with hidden Markov models, to temporally model different stages of sleep using EEG [36]. Mirowski et al. used a temporal convolutional network on EEG signals for predicting epileptic events [37]. Bashivan et. al. used convolutional recurrent networks for classification of mental workload by temporally stacking EEG “images” using frequency transforms to form a “movie”, where they then used
recurrent neural network approaches, originally developed for video classification, to predict mental workload [32]. Stober et al. investigated using convolutional networks on frequency-transformed EEG signals for classification among different classes of listened music [34,38]. Temporal convolutional networks have also been used for the detection of visual-evoked potentials in [39] and in [33]. However, a comprehensive analysis of the performance of a single model architecture across multiple EEG modalities has not been previously explored.

In this work we introduce EEGNet, a compact fully convolutional network for EEG-based BCIs developed using Deep Learning methodologies. EEGNet differs from previous convolutional models for EEG in several ways. First, our model removes the dependence on the channel layout through the use of spatial filtering in the first layer [21]. This operation serves to both improve the signal-to-noise (SNR) ratio and reduce the dimensionality of the EEG signal of interest. Second, we focus on spatiotemporal convolutions in the spatial filter space to capture both spatial and temporal relationships in the EEG. Finally, our model omits fully-connected layers in an effort to reduce the total number of parameters, a strategy inspired by the work of [40]. We evaluate our model against the current state-of-the-art approaches for four data collections representing four different BCI paradigms: P300 visual-evoked potential (P300), error-related negativity (ERN), movement-related cortical potential (MRCP) and the sensory motor rhythm (SMR). For binary classification problems, EEGNet has approximately 2200 parameters, which is half the total number of parameters compared to the model proposed by [41] and has much fewer parameters than the \( \sim 10K \) parameters of the smallest model proposed by [32]. We fit several models, all with the same number of free parameters, to statistically control for the effect of model capacity versus performance. Our models are also trained through a cross-subject cross-validation procedure, implying that they are user-independent, without requiring any test subject information [42,43], whereas previous approaches have mainly trained within subject [33,39,41]. We provide preliminary evidence suggesting that our model can be used with small EEG databases while still obtaining, and in some cases improving upon, the state-of-the-art performance across several tasks and across subjects, challenging the notion that large datasets are required to obtain optimal performance.

2 Background

BCIs are generally categorized into two types, depending on the EEG feature of interest [42]: event-related and oscillatory. Event-Related Potential (ERP) BCIs are designed to detect an EEG response to a known, time-locked external stimulus. They are generally robust across subjects and contain well-stereotyped waveforms, enabling the exact time course of the ERP to be modeled through machine learning efficiently [44]. BCI systems can also leverage desynchronization/synchronization of EEG oscillations, such as those which might occur during a self-paced mental task or a change in user mental state. In contrast to ERP-based BCIs, which rely mainly on the detection of the ERP waveform from some external event or stimulus, Oscillatory BCIs use the signal power of specific EEG frequency bands for external control and are generally not time-locked to an external stimulus [45]. When oscillatory signals are time-locked to an external stimulus, they can be represented through event-related spectral perturbation (ERSP) analyses [46]. Oscillatory BCIs are more difficult to train, generally due to the lower SNR as well as greater variation across subjects [45]. Oscillatory BCIs are also more susceptible to external noise sources than ERP BCIs, and thus require more data and/or more advanced signal processing approaches to design effective systems [42]. An overall summary of the datasets used to evaluate EEGNet can be found in Table
### Table 1: Summary of Data Collections

| Paradigm       | Feature Type     | # of Subjects | Trials per Subject | Train/Test/Validation Subjects | # of Classes |
|----------------|------------------|---------------|--------------------|-------------------------------|--------------|
| P300 ERP       |                  | 15            | ~ 670              | 13/1/1                        | 2            |
| Feedback ERN   | ERP              | 16            | ~ 200              | 14/1/1                        | 2            |
| MRCP ERP/Oscillatory |        | 13            | ~ 1100             | 11/1/1                        | 2            |
| SMR Oscillatory |                  | 109           | ~ 90               | 64/15/30                      | 2            |

2.1 Datasets: Event-Related Potentials

#### 2.1.1 Paradigm 1: P300 Event-Related Potential (ERP)

The P300 event-related potential is a stereotyped neural response to novel visual stimuli [47]. It is most commonly elicited with the visual oddball paradigm, where participants are shown repetitive “nontarget” visual stimuli that are interspersed with infrequent “target” stimuli at a fixed presentation rate (for example, 1 Hz). Observed over the parietal cortex, the P300 waveform is a large positive deflection of electrical activity observed approximately 300 ms post stimulus onset, the strength of the observed deflection being inversely proportional to the frequency of the target stimuli. The P300 ERP is one of the strongest neural signatures observable by EEG, especially when the target presentation rate is infrequent [47]. When the image presentation rate increases to 2 Hz or more, it is commonly referred to as rapid serial visual presentation (RSVP), which has been used in several BCIs for large image database triage [43,48,49].

The EEG data used here has been previously described in [49]; a brief description is given below. 18 participants volunteered for an RSVP BCI study. Participants were shown images of natural scenery at 2 Hz rate, with images either containing a vehicle or person (target), or with no vehicle or person present (nontarget). The target/nontarget ratio was 20%/80%. Data from 15 participants (9 male and 14 right-handed) who ranged in age from 18 to 57 years (mean age 39.5 years) were further analyzed. EEG recordings were digitally sampled at 512 Hz from 64 scalp electrodes arranged in a 10-10 montage using a BioSemi Active Two system (Amsterdam, The Netherlands). Continuous EEG data were referenced offline to the average of the left and right earlobes, digitally bandpass filtered to 1-40 Hz and downsampled to 128 Hz. EEG trials of target and nontarget conditions were extracted at [0,1]s post stimulus onset, and used for a two-class classification.

#### 2.1.2 Paradigm 2: Feedback Error-Related Negativity (ERN)

Error potentials are perturbations of the EEG following an erroneous or unusual event in the subject’s environment or task. They can be observed in a variety of tasks, including time interval production paradigms [50] and in forced-choice paradigms [51, 52]. Here we focus on the feedback error-related negativity (ERN), which is an amplitude perturbation of the EEG following the perception of an erroneous feedback produced by a BCI. The feedback ERN is characterized as a large negative deflection approximately 300ms after feedback, followed by a positive component 500ms to 1s after feedback (see Figure 7 of [53] for an illustration). The detection of the feedback ERN provides a mechanism to infer, and to possibly correct in real-time, the incorrect output of a BCI. This two-stage system has been proposed as a hybrid BCI in [54, 55] and has been shown to improve the performance of a P300 speller in online applications [56].
| Layer | Input ($C \times T$) | Operation | Output | Number of Parameters |
|-------|----------------------|-----------|--------|---------------------|
| 1     | $C \times T$         | 16 x Conv1D (Cx1) | 16 x 1 x $T$ | $16C + 16$          |
|       | 16 x 1 x $T$         | BatchNorm | 16 x 1 x $T$ | 32                  |
|       | 16 x 1 x $T$         | Reshape   | 1 x 16 x $T$ |                     |
|       | 1 x 16 x $T$         | Dropout (.25) | 1 x 16 x $T$ |                     |
| 2     | 1 x 16 x $T$         | 4 x Conv2D (2x32) | 4 x 16 x $T$ | $4 \times 2 \times 32 + 4 = 260$ |
|       | 4 x 16 x $T$         | BatchNorm | 4 x 16 x $T$ | 8                   |
|       | 4 x 16 x $T$         | Maxpool2D (2,4) | 4 x 8 x $T$/4 |                     |
|       | 4 x 8 x $T$/4        | Dropout (.25) | 4 x 8 x $T$/4 |                     |
| 3     | 4 x 8 x $T$/4        | 4 x Conv2D (8x32) | 4 x 8 x $T$/4 | $4 \times 4 \times 8 + 4 = 516$ |
|       | 4 x 8 x $T$/4        | BatchNorm | 4 x 8 x $T$/4 | 8                   |
|       | 4 x 8 x $T$/4        | Maxpool2D (2,4) | 4 x 4 x $T$/16 |                     |
|       | 4 x 4 x $T$/16       | Dropout (.25) | 4 x 4 x $T$/16 |                     |
| 4     | 4 x 4 x $T$/16       | Softmax Regression | $N$ | $TN + N$ |
| Total |                     |           |        | $16C + N (T + 1) + 836$ |

Table 2: Convolutional Network Architecture, where $C = \text{number of channels}$, $T = \text{number of time points}$ and $N = \text{number of classes}$, respectively. For Layers 1-3, the Exponential Linear Unit (ELU) activation function is used.

The EEG data used here comes from [53] and was used in the “BCI Challenge” hosted by Kaggle (https://www.kaggle.com/c/inria-bci-challenge); a brief description is given below. 16 healthy participants participated in a P300 speller task, a system which uses a random sequence of flashing letters, arranged in a $6 \times 6$ grid, to elicit the P300 response [15]. EEG data was recorded at 600Hz using 56 passive Ag/AgCl EEG sensors (VSM-CTF compatible system) following the extended 10-20 system for electrode placement. The EEG data was referenced offline to an electrode placed on the nose, band-pass filtered to 1-40 Hz and down-sampled to 128Hz. EEG trials of correct and incorrect feedback were extracted at $[0, 1]$s post feedback presentation and used as features for a two-class classification.

2.2 Datasets: Oscillatory

2.2.1 Paradigm 3: Movement-Related Cortical Potential (MRCP)

Some neural activities contain both an ERP component as well as an oscillatory component. One particular example of this is the movement-related cortical potential (MRCP), which can be elicited by voluntary movements of the hands and feet and is observable through EEG along the central and midline electrodes, contralateral to the hand or foot movement [57]. The oscillatory component of the MRCP can be seen both before movement onset (an early desynchronization in the 10-12Hz frequency band) as well as after movement onset (a late synchronization of 20-30Hz activity approximately 1s after movement execution). The ERP component of the MRCP occurs at the start of the movement, with a duration of approximately 800ms. The MRCP has been used previously to develop motor control BCIs for both healthy and physically disabled patients [58].

The EEG data used here has been previously described in [59]; a brief description is given below. In this study, 13 subjects performed self-paced finger movements using the left index, left middle, right index, or right middle fingers. This produced the well-known alpha and beta synchronizations (i.e. increases in power) and desynchronizations (i.e. decreases in power), most clearly observed over the contralateral motor cortex [60][62]. The data was originally recorded using a 256 channel BioSemi Active II at 1024 Hz. Due to extensive signal noise present in the data, the EEG data were first processed with the PREP pipeline [63]. The data was referenced to linked mastoids, bandpass filtered between 0.3 Hz and 50 Hz, and then downsampled to 128 Hz. We further downsampled the
channel space to the standard 64 channel BioSemi montage. The index and middle finger blocks for each hand were combined for binary classification of movements originating from the left or right hand. The classes are approximately balanced, with each subject having about 500 trials per class. EEG trials of left and right hand finger movements were extracted at $[-0.5, 1]$s around finger movement onset and used for a two-class classification.

2.2.2 Paradigm 4: Sensory Motor Rhythm (SMR)

A common control signal for oscillatory-based BCI is the sensorimotor rhythm (SMR), wherein mu (8-12Hz) and beta (18-26Hz) bands desynchronize over the sensorimotor cortex contralateral to an actual or imagined movement. The SMR is very similar to that of the oscillatory component of the MRCP. While SMR-based BCIs can facilitate nuanced, endogenous BCI control (enabling high dimensional control of cursors or even prosthetic limbs) they are not without their practical challenges. As signals, SMRs tend to be weak and highly variable across and within subjects, conventionally demanding user-training (neurofeedback) and long calibration times (20 minutes) in order to achieve reasonable performance [42].

The EEG data used here is from the PhysioNet EEG motor movement/imagery dataset (N=109) [64,65]. The EEG data was recorded using 64 channels following the aforementioned 10-10 system for electrode placement, at a sampling rate of 160 Hz. The EEG data were band-pass filtered at 0.1-40Hz. A visual cue appeared to the subjects for 4.1s indicating which task to perform. Periods of activity were separated by 4.1s of rest. To avoid confounding neural activity due to the onset of the visual cue, we omitted from analysis the data 1s after the onset of the cue box. For the remaining 3.1s of data, we extracted two trials of 2 seconds length, with a 0.9 second overlap. The goal of the analysis is to predict the imagined movements of the right or left hand.

3 Methods

3.1 Convolutional Network Architecture

Our EEGNet model is shown in Table 2 for EEG trials having $C$ channels and $T$ time samples. All layers used the Exponential Linear Unit (ELU) non-linear activation function [66]. The model was estimated using Adam, a stochastic optimization algorithm using adaptive moment estimation [67], optimizing the binary cross-entropy criterion. All models were trained on an NVIDIA Quadro K6000 GPU, with CUDA 7.5 and cuDNN v5, in Theano [68], using the Keras API [69].

- In Layer 1, we learn 16 convolutional kernels of size $(C, 1)$. This operation estimates a set of spatial filters over the entire period of the trial and is similar to that of previous approaches such as Common Spatial Patterns (CSP) [21], xDAWN spatial filtering [70] and independent component analysis (ICA) [24]. Note that these approaches are specifically designed to produce spatial filters that either maximize the variance difference among two classes (CSP), enhance the signal to signal-plus-noise ratio of the EEG signal of interest (xDAWN) or produce spatial filters that are as mutually independent as possible (ICA). In contrast, the spatial filters used here are optimized to minimize the categorical cross-entropy of the predicted outputs and are not required to achieve either optimal variance separation or mutual independence. The spatial filters are regularized with an elastic-net ($L_1 + L_2$)
constraint, with $L_1 = 0.01$ and $L_2 = 0.01$. We apply Batch Normalization [71] together with Dropout [72] as this improved model robustness.

- In Layer 2, we learn 4 2-dimensional convolutional kernels of size $(2 \times 32)$. Here, we use zero-padding to preserve the original dimension of the data after the convolution. 2D max-pooling is applied to the data; while this operation is traditionally done to induce invariance to image transformation in computer vision [73], we find that for processing these EEG tasks this operation is beneficial primarily for dimension reduction. The total reduction in parameter size due to max-pooling is by a factor of 8 $(2 \times 4)$. As in Layer 1, Batch Normalization and Dropout are used.

- In Layer 3, we learn 4 2-dimensional convolutional kernels of size $(8 \times 4)$. All the operations in Layer 2 are also applied here.

- In Layer 4, the features are passed to a softmax classification with $N$ units, $N$ being the number of classes in the data. We omit the use of a fully connected layer prior to the softmax classification layer to reduce the number of free parameters in the model, as was done in [40].

3.2 Convolutional Network Model Comparison

In order to statistically separate the effects of the number of parameters of the model versus classification performance, we generated 12 different models, all having the same number of parameters, using the model framework described in Table 2. We generated the 12 models by setting the convolutional kernel sizes in Layer 2 to be one of 4 different values: $(16, 4)$, $(8, 8)$, $(4, 16)$ and $(2, 32)$ and the kernel sizes in Layer 3 to be one of 3 different values: $(8, 4)$, $(4, 8)$ and $(2, 16)$, respectively. Each configuration emphasizes different spatial/temporal aspects of the EEG signal.

We also compare EEGNet to a recent convolutional network model for EEG presented by Manor and Geva in [33] with some minor modifications. First, since the model in [33] was designed using EEG data sampled at 64Hz, we appropriately scaled the length of the temporal kernels to match the rate of our data (128Hz for the P300, Feedback ERN and MRCP, 160Hz for SMR) to model the same amount of time temporally. Second, [33] uses Dropout after fully-connected layers only, however the dropout fraction was not specified. Therefore, we set it to 0.5 for our comparison. Also note that the rectified linear unit (ReLU) activation function was used in [33], in contrast to the ELU that is used in EEGNet. Note that this model has approximately 11.8M parameters, which represents more than a 5000-fold increase in parameter size when compared to EEGNet. This model will be referred to as the “MG” model for the remainder of the manuscript.

3.3 Comparison with Traditional Approaches

We compare the performance of our CNN model to that of the best performing reference algorithm for each individual paradigm. For all event-related data analyses (P300 VEP, ERN, MRCP) the reference algorithm is xDAWN Spatial Filtering + Bayesian LDA [70]. For oscillatory-based classification of SMR, the reference algorithm is a CSP with covariance matrix regularization [74] with a Regularized LDA as used in [42].
3.3.1 ERP: xDAWN Spatial Filtering + Bayesian LDA

Here we provide a summary of the xDAWN algorithm; more details can be found in [70, 75]. xDAWN is a spatial filtering algorithm designed to enhance the ERP through maximizing the signal to signal plus noise ratio (SSNR). The result of this algorithm are the spatial filters $U$, which are ranked in terms of their SSNR. The EEG signal $X$ is decomposed into three parts as:

$$XU = (D_1A_1 + D_2A_2 + N)U$$  \hspace{1cm} (1)

where $X \in \mathbb{R}^{T \times C}$, where $T$ and $C$ denote the number of time samples and channels, respectively. $D_1A_1$ denotes the ERP neural response, $D_2A_2$ denotes the neural response that is confounded with the ERP neural response whenever any stimulus is presented, and $N$ is a residual noise term. xDAWN optimizes the SSNR, given as:

$$SSNR(U) = \arg\max_{U} \frac{\text{Tr} \left( U^T \hat{A}_1^T D_1^T D_1 \hat{A}_1 U \right)}{\text{Tr} \left( U^T X^T X U \right)}$$  \hspace{1cm} (2)

where $\hat{A}_1$ is the solution to the least squares problem

$$\hat{A} = \begin{bmatrix} \hat{A}_1 \\ \hat{A}_2 \end{bmatrix} = \left( \begin{bmatrix} D_1 \\ D_2 \end{bmatrix}^T \begin{bmatrix} D_1 \\ D_2 \end{bmatrix} \right)^{-1} \begin{bmatrix} D_1 \\ D_2 \end{bmatrix}^T X$$  \hspace{1cm} (3)

where $[D_1; D_2] \in \mathbb{R}^{T \times F}$, $F$ denotes the number of filters, and $\text{Tr}(\cdot)$ denotes the trace operator. The spatially filtered EEG signals are then classified using Bayesian Linear Discriminant Analysis (BLDA) (see Appendix B of [76] for more details).

3.3.2 Oscillatory (SMR): Covariance Shrinkage Regularized CSP

The best performing user-independent model for SMR-based BCI, which was evaluated on the BCI Competition IV competition dataset and compared against 11 other approaches, is the approach outlined in [77], wherein all available subjects are pooled to train CSP filters and a linear discriminant analysis (LDA) classifier. In addition to the pooled design, the covariance matrices in both the CSP and LDA algorithms are regularized by diagonal loading, which shrinks the covariance matrix towards the identity matrix [77]. A single parameter, $\lambda$, must be identified, for which there is an automatic method outlined in [74].

3.4 EEG Data Processing

We split each data collection into a training, testing, and validation set. For Paradigms 1, 2 and 3, we sample, without replacement, $N-2$ subjects for the train set and 1 for the test and validation sets, respectively, where $N$ is the total number of subjects the dataset (see Table 1). Due to the relatively few trials per subject in Paradigm 4, we sample, without replacement, 64 subjects for the train set, 15 for the test and 30 for the validation set. In all cases, the data were balanced such that the number of trials in each class is equal; this was done by randomly downsampling the size of the larger class to match the size of the smallest class. For each paradigm we generated 30 unique datasets of training/testing/validation with this procedure. The train, test and validation sets were z-score normalized at each (channel x time) pair relative to the training set; if the EEG
data is arranged in a 3-dimensional matrix as (channels, time, trials), then the z-score is calculated along the third dimension.

3.5 Statistical Analysis

We calculate $\Delta AUC$, the difference between the $AUC$ performance between EEGNet and the reference algorithm for each paradigm for each of 30 folds, where positive values of $\Delta$ denote that EEGNet outperformed the reference algorithm. For each EEGNet model configuration a one-way t-test was performed, testing if the model significantly outperformed the reference algorithm. We use the False Discovery Rate (FDR) \cite{78} procedure to correct for multiple comparisons.

We also conduct two additional analyses where model performance is compared relative to (1) the number of subjects in the training set and (2) the number of EEG trials in the training set. For the first analysis, we sample, without replacement, $N$ subjects to be in the training set and increased $N$ up to the total number of training subjects available (see Table 1). For the P300, ERN and MRCP analyses we started with $N = 1$ subject and increased by 1 subject up to the total number of training subjects available, while for SMR we started with $N = 8$ subjects and increased by 8 subjects up to the total number of training subjects available. This procedure was repeated 10 times for each value of $N$. For the second analysis, from the full training set we randomly sample, without replacement, $K$ trials and set this random sample to be the training set. For the P300 analysis we start with $K = 500$ trials, then increase by 2000 trials up to the total number of available trials; the ERN analysis, we start with $K = 500$ trials, then increase by 500; the MRCP analysis we start with $K = 500$ trials, then increase by 2000; finally for the SMR analysis we start with approximately $K = 800$ trials, then increase by approximately 700 trials. This procedure was repeated 10 times for each value of $K$.

4 Results

Figure 1 shows the AUC difference in mean classification performance between the EEGNet model and the reference algorithm for each paradigm. For classification of both the P300 and SMR, we see that all models, regardless of kernel configuration, produced statistically significant improvements over that of the reference algorithm. For classification of the ERN, we see that only a few of the models were significantly better, with the $(2, 32) \times (8, 4)$ configuration having the highest performance improvement. While gains were observed for classification of the MRCP, these gains were not statistically significant ($p > .05$).

Of the 12 models tested, either the $(4, 16) \times (8, 4)$ or the $(2, 32) \times (8, 4)$ model configurations were among the top four models across all data paradigms (see Figure 1). This is true for the ERN paradigm, whose best performing model is the $(2, 32) \times (8, 4)$ configuration. While the best model for P300 was the $(8, 8) \times (4, 8)$ configuration, the next best configuration is the $(4, 16) \times (8, 4)$, which is the best configuration observed in MRCP. For SMR, the fourth-best model is the $(2, 32) \times (8, 4)$ configuration. This trend suggests that a general model configuration can be used when lack of apriori knowledge of model architecture exists for a particular analysis, although specific configurations are better for each individual paradigm.

Figure 2 illustrates the classification performance relative to the number of trials in the training set when using the $(2, 32) \times (8, 4)$ model configuration, with different colors denoting the number of subjects available in the training set. As expected, when the size of the training set increases,
the classification performance also increases while also having a smaller error variance in the prediction. The classification performance with less than 20% of the training set is often times very competitive when compared to having the full training set, suggesting that our compact model can accurately capture the dynamics of EEG across subjects with very little data. For example, for P300 classification, having 2000 training trials (slightly more than 20% of all available trials) produces a classification performance equivalent to having all trials available, albeit with a slightly larger variance in the prediction. For SMR, the classification performance of the model trained with approximately 2200 trials, which is about 33% of the training set, produces a classification performance within 5% of the model using all available training data. This trend is also observed when sampling a subset of data from all available subjects (orange open circles) and using this subset as the training set. For the Feedback ERN classification, having only 500 trials sampled across 14 subjects (which constitutes less than 20% of all available trials) produces a classification performance of approximately 0.78 AUC, which is within 5% of the classification performance from having all trials available (0.8 AUC, with ∼2700 trials). For the MRCP, however, we found that we needed significantly more trials (at least 2500) to obtain reasonable classification performance. We believe this is due primarily to the MRCP having lower SNR than that of the P300 and the Feedback ERN. Across all paradigms we found that having at least 1 EEG trial per parameter produced consistently good performance, and that one could have fewer trials depending on the strength of the expected neural response. Beyond this threshold, increases in the training data

Figure 1: Classification performance for all 12 EEGNet models across all paradigms. White diamonds at the center of each (row,column) square denote a statistically significant improvement of the EEGNet model configuration relative to the reference classification model. $AUC_{ref}$ denotes the mean classification performance for the reference algorithm averaged across all 30 folds.
Figure 2: Classification performance relative to the number of training trials in the training set across all paradigms with the (2,32) × (8,4) model configuration for one randomly chosen fold. Open orange circles is the classification performance by randomly sampling a subset of trials from all subjects and using this subsample as the training set (see Section 3.5).

size primarily has the effect of reducing the error variance as opposed to improving classification performance.

Figure 3 shows the difference in AUC performance of EEGNet when compared to both the MG model [33] and the reference algorithm (xDAWN+BLDA for ERP and Regularized CSP for SMR) for each of 10 folds across several different training set sizes. EEGNet outperforms both the MG model and the reference algorithm in nearly all cases across all training set sizes. For the P300 paradigm, xDAWN has both larger errors as well as larger error variances at the smaller training set sizes, both of which decrease as the training set size increases, converging to an average of approximately 0.05 AUC difference. Generally speaking, the MG model outperforms xDAWN at all training set sizes while underperforming EEGNet. This is interesting to note, as MG contains more than 5000 times the parameters than EEGNet (∼11.8M for MG vs. ∼2200 for EEGNet). In contrast, for classification of the SMR, the MG model performance does not exceed chance level (0.5 AUC) at any training set size, whereas EEGNet was able to classify better than chance with only 800 trials (see Figure 2). We suspect this is due to having insufficient data given the larger model size of the MG model.
Figure 3: Difference in AUC performance of EEGNet when compared to both the MG model and the reference algorithm for the P300 and SMR paradigms for the data shown in Figure 2. Solid lines denote the mean performance at each training set size. The reference algorithm is xDAWN + BLDA for the P300 and a Regularized CSP for SMR.

5 Discussion

In this work we proposed EEGNet, a compact fully-convolutional network for EEG-based BCIs. We showed that our model can outperform the state-of-the-art approach over many BCI paradigms with as few as 500 training samples, and that adding more training samples primarily reduces the prediction variance as opposed to obtaining improved performance.

We note that the number of parameters in our model is directly tied to the sampling rate of the EEG (see Table 2). The EEG data used in this manuscript have a sampling rate of at least 128 Hz. This gives us a sufficient sampling rate to measure frequency content of up to 64 Hz by the Nyquist theorem, encapsulating the EEG frequency bands of interest for most BCI applications. A higher sampling rate would incur more parameters in the model, which could be offset by increasing the dimension of the maxpool used in Layers 2 and 3. In contrast, there is generally less influence on the number of channels of the EEG due to the spatial filter that is used in Layer 1; the spatial filter operation removes any channel dependence after the first layer, while the effect of the sampling rate propagates throughout all layers.

Our model employs multiple forms of regularization at each layer, which is an approach that is generally uncommon in other fields such as computer vision and natural language processing. For example, the computer vision models proposed by [29] use Dropout only after dense layers, while [71]
suggests that using Batch Normalization may remove the need for Dropout entirely. In contrast, we found that Batch Normalization with Dropout improved model performance over each approach individually, and that combining these regularizers together with elastic net regularization further improved robustness. We believe that, given the low SNR of EEG together with traditionally small datasets, that this is necessary to learn the true underlying neural signal, as opposed to learning on signal noise.

Our model comparison analysis showed that a general model configuration (shown in Table 2) can be used whenever knowledge of a particular EEG feature of interest is not known a priori. Because all the models have exactly the same number of parameters, statistically speaking the performance of the model can be primarily attributed to the kernel configuration itself. The model alternates between aggregating information along spatial (Layers 1 and 3) and temporal (Layer 2) dimensions. This makes intuitive sense in terms of efficient model parametrization using filter factorization. For example, to represent an EEG segment of size $[C, T]$, for $C$ channels and $T$ time points, one could model the kernel size as $[C, T]$ directly, incurring $C \times T$ total parameters, or one could model the EEG segment with two layers, with the first layer having a kernel size of $[C, 1]$ and the second layer having a kernel size of $[1, T]$, incurring a total of $C + T$ parameters. It is easy to see that both approaches model the same segment of data; however, the second approach represents a significant reduction in the total number of parameters. This parametrization trick was used by [29] as a way to efficiently build deep convolutional networks for image analysis; by replacing a $7 \times 7$ kernel size with 3 layers of $3 \times 3$ kernels, one can represent the same amount of data with about a 44% reduction in parameters. We essentially use the same strategy here to represent EEG time series in a compact manner by aggregating information over the spatial and temporal dimensions iteratively.

Because our model was validated using a cross-subject cross-validation procedure, our model is essentially user-independent; the model requires no observations from the test subject to achieve reasonable classification performance. As a result, this model has immediate implications for practical BCI systems, as the development of reliable user-independent methods is still an active area of research interest [42, 43]. One question that arises in this situation is how to effectively update a model using trials obtained from the test subject, especially when the training dataset used to train the model is large. We will explore how to update our model as EEG trials are recorded in real time in future research.

The first three layers of EEGNet can potentially be used as a preprocessing step prior to using recurrent neural networks for modeling long temporal sequences in the EEG. Recently, a recurrent convolutional network was proposed by [32] to predict mental workload. Their approach first used Fourier transforms to convert the EEG time series into a time-frequency representation. This representation was then used in a recurrent neural network to model temporal dependencies in the time-frequency space. In our future work we will explore a similar approach, where we will replace the manually derived representation (time-frequency space) with the automatically-derived representation from the EEGNet model as the initial feature extraction, with the goal of analyzing non-time-locked EEG events temporally. We will also test the generalizability of this approach for describing other kinds of EEG phenomena, for example performance or alertness monitoring, in future research.
6 Conclusion

In this manuscript we present *EEGNet*, a compact convolutional network for EEG-based BCIs. The model is computationally efficient, and for some paradigms, can be estimated with as few as 500 EEG trials. We showed that the model can outperform the current state-of-the-art across several BCI paradigms. Because our model is validated using a cross-subject cross-validation procedure, our model is user-independent, which has immediate applications for practical BCI technologies. We show significant gains in classification accuracy of EEGNet across multiple paradigms when compared to a recent CNN model proposed by [33]. Finally, this model can potentially serve as the initial feature extraction to more advanced neural network architectures such as recurrent neural networks to efficiently model long EEG sequences.
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