Exploring variational quantum eigensolver ansatzes for the long-range XY model
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Finding the ground state energy and wavefunction of a quantum many-body system is a key problem in quantum physics and chemistry. We study this problem for the long-range XY model by using the variational quantum eigensolver (VQE) algorithm. We consider VQE ansatzes with full and linear entanglement structures consisting of different building gates: the CNOT gate, the controlled-rotation (CRX) gate, and the two-qubit rotation (TQR) gate. We find that the full-entanglement CRX and TQR ansatzes can sufficiently describe the ground state energy of the long-range XY model. In contrast, only the full-entanglement TQR ansatz can represent the ground state wavefunction with a fidelity close to one. In addition, we find that instead of using full-entanglement ansatzes, restricted-entanglement ansatzes where entangling gates are applied only between qubits that are a fixed distance from each other already suffice to give acceptable solutions. Using the entanglement entropy to characterize the expressive powers of the VQE ansatzes, we show that the full-entanglement TQR ansatz has the highest expressive power among them.

I. INTRODUCTION

Simulating quantum many-body systems composed of many particles and learning their properties are, in general, hard problems for classical computers. In contrast, many of these problems may be solved more efficiently by appropriately designed quantum algorithms [1–6] running on large-scale fault-tolerant quantum computers, which promise to efficiently simulate these systems and provide important insights into their properties [7–9]. However, such fault-tolerant quantum computers currently do not exist. The most powerful quantum computers we have today are noisy intermediate-scale quantum (NISQ) [10, 11] devices that are too small and noisy to run many quantum algorithms, including quantum phase estimation [2, 12], which require fully coherent evolution. Nevertheless, these devices have already succeeded at solving certain sampling problems believed to be intractable for classical computers [13–15]. To harness the full power of these devices to solve a larger number and range of problems, it is essential to ensure efficient management of a limited number of qubits with finite coherence times.

Hybrid classical-quantum algorithms—such as variational quantum algorithms (VQAs) [16–43]—leverage classical resources to reduce the required number of quantum gates, and hold the promise of outperforming current purely classical techniques. The structure of the VQA ansatzes generally depend on the tasks at hand as well as the quantum resources available [36]. For example, the hardware-efficient ansatz [44] aims at reducing the circuit depth; the unitary coupled ansatz [16] is used for problems in quantum chemistry; and the quantum approximate optimization algorithm (QAOA) ansatz is used to obtain approximate solutions to combinatorial optimization problems [45, 46]. The central idea of VQAs is to design a parameterized quantum circuit that depends on a set of gate parameters and whose architecture is dictated by the structure of the NISQ devices [32]. These variational parameters can be optimized using quantum-classical optimization loops by extremizing a cost function which is designed to encode the solution of the optimization problem into its extremum. In theory, the approximation improves with increasing ansatz depth, though a larger number of noisy gates and variational parameters undermine performance in practice [47]. Noise grows rapidly with circuit depth and affects the fidelity of the prepared quantum state, and so shallow circuits could potentially achieve a better performance on current NISQ devices compared to their deeper counterparts.

Here we focus on the variational quantum eigensolver (VQE) [16–24], a VQA that is designed to approximate the ground state of quantum many-body systems. The VQE—one of the most promising near-term applications using NISQ devices—works by preparing a quantum many-body state on a parameterized quantum circuit and executing the circuit without quantum error correction, which works if the circuit is short enough and the fidelity of gates high enough [17]. The parameterized quantum circuit provides a variational ansatz for the ground state, and a classical optimizer tunes the circuit parameters to give a quantum circuit that rotates the product state $\otimes_n |0_n\rangle$ into (an approximation of) the ground state of a given Hamiltonian of an $n$-qubit quantum many-body system [18]. The efficiency of optimization depends on the number of iterations required for convergence and the number of gates involved in each preparation and measurement cycle of the quantum subroutine [48]. To date, several small-scale experimental demonstrations of the VQE for molecules and quantum magnets have been
performed [25, 44, 49–51] on various quantum platforms, including photonic chips [16], ion traps [51] and superconducting circuits [44, 49].

In this work, we apply the VQE algorithm to search for the ground state energy and wavefunction of the long-range XY model with length $N$. The Hamiltonian of the system can be written as

$$H = -J \sum_{i<j}(X_iX_j + Y_iY_j) - h \sum_i Z_i,$$  \hspace{1cm} (1)

where $J$ is the coupling strength; $h$ is the Zeeman field; and $X_i, Y_i, Z_i$ denote the Pauli matrices at site $i$. Note that this model can be used to describe Bardeen-Cooper-Schrieffer (BCS) superconductivity [52, 53], which is an important prototype for modern condensed matter physics.

In general, the ground state of a spin chain can be expressed as a collection of Bloch vectors defined by $\langle X_i, Y_i, Z_i \rangle$ on the Bloch sphere for each site, as well as the correlations between sites, such as $\langle X_iX_j \rangle$, $\langle Y_iZ_j \rangle$ and so on. The Bloch vector at site $i$ can be rotated from the initial state $\langle 0 \rangle$ by single-qubit rotation gates and the correlations in the ground state can be generated by the entangler which consists of two-qubit gates. To fully describe the ground state of the spin chain, a mean field layer and an entangler should be included in an ansatz.

We first analytically obtain a mean-field solution for the ground state energy based on the mean-field ansatz. The mean-field solution, which neglects entanglement, will serve as a benchmark for other VQE ansatzes that take entanglement into account. We then introduce quantum entanglement into the VQE ansatz by constructing entanglers with different building gates and different entanglement structures. More specifically, we consider the following three building gates: (i) CNOT gate, (ii) parametric controlled-rotation (CRX) gates, and (iii) parametric two-qubit rotation (TQR) gates. Note that we gradually increase the number of variational parameters for the three ansatzes, allowing for finer-grained control over the minimization of the Hamiltonian. We consider the following two entanglement structures for each of these building gates: (a) linear entanglement and (b) full entanglement.

Amongst the above ansatzes, we find that the only ansatzes that well describe the ground state energy and wavefunction of the long-range XY model are the full-entanglement CRX and TQR ansatzes; for these two ansatzes, linear entanglement is insufficient. However, we proceed to show that full entanglement is, in fact, not necessary to describe well the ground state energy and wavefunction of the Hamiltonian: it suffices to use CRX and TQR ansatzes in which the entangling gates are restricted to act only between qubits that are a fixed distance away from each other. Using these restricted-entanglement ansatzes in lieu of their full-entanglement counterparts reduces the overall running time of the optimization step in the VQE algorithm. In addition, we find that the TQR ansatz can reduce the circuit depth by increasing the number of variational parameters introduced in each layer. Increasing the number of parameters allows for finer-grained control over the minimization of the Hamiltonian. While introducing more parameters within one layer, a corresponding reduction in circuit depth preserves the overall performance of the minimization problem. Finally, to elucidate the differences in performance of the different ansatzes, we use the entanglement entropy to characterize their expressive powers. We find that the full-entanglement TQR ansatz, which gives a good VQE performance, also has the largest expressive power amongst all the ansatzes considered.

II. VQE ALGORITHM

A schematic of the VQE algorithm is shown in Fig. 1. A general spin model Hamiltonian $H$ can be represented as a sum of Pauli strings, viz. $H = \sum_i p_i \sigma_i$, where the $i$-th Pauli string in the sum is $p_i = \otimes_j \sigma_j^{(i)}$, where $\sigma_j$ denotes a Pauli matrix (i.e., either $I$, $X$, $Y$, or $Z$) acting on site $j$. The ground state of $H$ can be approximated by a quantum circuit ansatz realized by applying a parameterized unitary operation $U(\vec{\theta})$—built from a series of parameterized single- and two-qubit gates—to the computational basis state $\otimes_j |0_j\rangle$, where $\vec{\theta}$ are the variational parameters of the circuit. We denote the ansatz from the above construction by $|\Psi(\vec{\theta})\rangle = U(\vec{\theta}) \otimes_j |0_j\rangle$.

A guess for the variational parameters $\vec{\theta}^{(0)}$ is inputted into the circuit for initialization. The variational energy $E(\vec{\theta})$ of $H$ can be estimated by performing a series of Pauli measurements to obtain the expectation values $\langle \Psi(\vec{\theta}) | P_i | \Psi(\vec{\theta}) \rangle$, which are then plugged into the formula $E(\vec{\theta}) = \sum_i p_i \langle \Psi(\vec{\theta}) | P_i | \Psi(\vec{\theta}) \rangle / \langle \Psi(\vec{\theta}) | \Psi(\vec{\theta}) \rangle$. An optimization subroutine is performed to minimize the variational energy (i.e. we solve the optimization problem $\min_{\vec{\theta}} E(\vec{\theta})$ and $\arg \min_{\vec{\theta}} E(\vec{\theta})$) to find the ground state energy and wavefunction. This subroutine is performed by a classical optimizer, which updates new values for the circuit parameters in each step, via $\vec{\theta}^{(n+1)} \leftarrow \vec{\theta}^{(n)} + d\vec{\theta}$. This process is repeated until convergence of the ground state energy is achieved. The ground state energy and wavefunction can be calculated as $E(\vec{\theta}^{\text{final}})$ and $|\Psi(\vec{\theta}^{\text{final}})\rangle = U(\vec{\theta}^{\text{final}}) \otimes_j |0_j\rangle$. It should be noted that the classical optimizer may get stuck in a local minimum and fail to find the global minimum for the VQE ansatz. To address this issue, we run the VQE algorithm repeatedly starting from different random parameter seeds. While this approach does not guarantee that the global minimum is found, from a practical point of view it increases the odds of finding an acceptable solution, at the expense of potentially having to run the algorithm an increased number of times. In Fig. 1, the red blocks indicate the operations performed by the classical computer, whereas the blue blocks indicate the operations performed by the quantum computer.
Pauli measurements are performed on the ansatz $|\Psi(\vec{\theta})\rangle$ to read out the variational energy during the energy estimation subroutine. The expectation of a Pauli string $P_i$, $\langle P_i \rangle = \langle \Psi(\vec{\theta}) | P_i | \Psi(\vec{\theta}) \rangle / \langle \Psi(\vec{\theta}) | \Psi(\vec{\theta}) \rangle$ can be reconstructed from the countings of computational basis states $\{|0\rangle, |1\rangle\}$ by Pauli measurements $\{\langle X_i \rangle, \langle Y_i \rangle, \langle Z_i \rangle\}$ in the $x$, $y$ and $z$ directions. Our simulations were implemented using Qiskit, IBM’s open-source framework for quantum computing [54]. In particular, we used the QASM Simulator backend in Aer for all our simulations, except for Fig. 10 and the fidelity calculations, where we used the Statevector Simulator backend in Aer. The Pauli-Z measurement can simply be obtained by counting the number of states $|0\rangle$ and $|1\rangle$ at qubit $j$ and calculating the difference, $\langle Z_j \rangle = (N_{|0\rangle,j} - N_{|1\rangle,j})/N_s$, where $N_s$ is the number of shots in simulations. The Pauli-X and Pauli-Y measurements can be achieved by first rotating $x$ and $y$ axes to the $z$ axis, equivalent to applying $R_y(-\pi/2)$ and $R_x(\pi/2)$ gates to the circuits respectively, then subsequently performing the Pauli-Z measurement. Here the single-qubit rotation gates are defined as $R_y(\theta_j) = e^{-i\theta_j Y_j/2}$ and $R_x(\theta_j) = e^{-i\theta_j X_j/2}$ respectively. The measurement circuits are shown in Fig. 1. Similarly, we can obtain the expectations of the products of two Pauli operators, such as $\{X_i X_j, Y_i Y_j, Z_i Z_j, X_i Y_j, Y_i Z_j, Z_i X_j\}$, by rotating the $x$ and $y$ axes to $z$ axis, resulting in the calculation of the expectation of $\langle Z_i Z_j \rangle$ which can be achieved by $\langle Z_i Z_j \rangle = (N_{|0,0\rangle,i,j} - N_{|0,1\rangle,i,j} - N_{|1,0\rangle,i,j} + N_{|1,1\rangle,i,j})/N_s$.

### III. Analytical Solution for the Long-Range XY Model

Before discussing the VQE algorithm, we will first give an analytical solution for the isotropic long-range XY model. By using the collective Pauli operators, $S_z = \sum_i X_i$, $S_y = \sum_i Y_i$, and $S_z = \sum_i Z_i$, the Hamiltonian can be recast as

$$H = -2JS^+ S^- + (J - h)S_z + JN,$$

where $S^\pm = \frac{1}{2}(S_x \pm iS_y)$. Note that $[S^+ S^-, S_z] = 0$, and so the Hamiltonian and the particle number operator $S^+ S^-$ have the same eigenstates. We can thus represent the wavefunctions in different excitation subspaces. It is found that in the $n$-excitation subspace, the symmetric state, $\psi_{\text{sym}} \sim \sum_i \sigma_{i_1}^x \sigma_{i_2}^y \cdots \sigma_{i_n}^x |0\rangle$, has the lowest energy per site,

$$E_{\text{sym}}^{(n)} / N = (1 - 2n/N)h - 2Jn(1 - n/N).$$

Here $\sigma_{i_k}^x$ is the raising operator at site $i_k$ and $\{i_1, i_2, \ldots, i_n\}$ are all the possible combinatorics from $\{0, 1, \ldots, N - 1\}, (0 \leq n \leq N)$. Thus the ground state energy per site of the long-range XY model is

$$E_{\text{GS}} / N = \min \{E_{\text{sym}}^{(n)} / N, (n = 0, 1, \ldots, N)\}.$$
changes by 2 each time. When $N$ is odd, the ground state magnetization cannot be zero and is always in the paramagnetic phases with different polarizations. Interestingly, when $N$ is even, there exists a ferromagnetic phase when $|h/J| \leq 1$ and the net magnetization is zero. The system undergoes a ferromagnetic to paramagnetic phase transition across the critical point $|h/J| = 1$. We will focus on this phase transition behavior in the rest of the paper.

IV. VQE ALGORITHM FOR MEAN FIELD ANSATZ

We first consider the mean-field ansatz where the ground state is approximated as a product state of single qubits,

$$\ket{\Psi_{\text{MF}}} = \bigotimes_p \left[ \frac{\cos \frac{\theta_p}{2}}{\sin \frac{\theta_p}{2} e^{i\varphi_p}} \right].$$

(4)

Notice that there are no correlations within the mean-field ansatz. We can thus decouple the hopping terms and write the mean-field variational energy as $E_{\text{MF}} = -J \sum_{p<q} \left\langle X_p X_q \right\rangle + \left\langle Y_p Y_q \right\rangle - h \sum_p \left\langle Z_p \right\rangle$. In the mean-field ansatz, the expectations of Pauli matrices are straightforwardly calculated as $\left\langle X_p \right\rangle = \sin \theta_p \cos \varphi_p$, $\left\langle Y_p \right\rangle = \sin \theta_p \sin \varphi_p$, and $\left\langle Z_p \right\rangle = \cos \theta_p$, which can be represented as a point on the Bloch sphere. Therefore, we can obtain an analytical solution for the mean-field variational energy,

$$E_{\text{MF}} = -J \sum_{p<q} \sin \theta_p \sin \theta_q \cos (\varphi_p - \varphi_q) - h \sum_p \cos \theta_p.$$

(5)

Minimizing the energy $E_{\text{MF}}$ with respect to the variational parameters $\{\theta_p, \varphi_p\}$, we can estimate the ground state energy within the mean-field variational class.

On the other hand, the mean-field ansatz in Eq. (4) can readily be implemented by the quantum circuit shown in Fig. 2a. This state can be realized by sequentially applying two single-qubit rotation gates $R_y(\theta_p)$ and $R_z(\varphi_p)$ on each qubit $p$ initially prepared in the state $|0_p\rangle$. We can then use VQE to estimate the ground state energy. We first perform the Pauli measurements to evaluate the variational energy $E_{\text{MF}}$, and then update the variational parameters $\{\theta_p, \varphi_p\}$ to minimize the variational energy $E_{\text{MF}}$ by a classical optimizer and finally to obtain the ground state energy. Notice that for the $N$-qubit mean-field ansatz of the long-range XY model, we have $N^2$ Pauli strings (corresponding to the number of terms in the Hamiltonian) and $3N$ Pauli measurements \{$(X_p), (Y_p), (Z_p)$\} ($p = 0, 1, \ldots, N - 1$) to evaluate the expectation of Hamiltonian.

The results for the mean field ansatz are shown in Fig. 2b. In the upper plane of Fig. 2b, we study the ground state energy per site $E_{\text{GS}}/N$ as a function of Zeeman field $h$. The blue-solid, red-dashed, and green-dotted lines result from the VQE algorithm, the mean-field solution and the exact solution respectively. It is found that the VQE solution based on the mean-field ansatz is consistent with the mean-field solution. However, due to the ignorance of intrinsic correlations in the long-range XY model, there is a deviation between the VQE solution and the exact solution, which is also evidenced by the low fidelity $F = |\langle \Psi_{\text{VQE}} | \Psi_{\text{exact}} \rangle|^2 < 0.5$ between the VQE algorithm and the exact solution shown in the lower plane of Fig. 2b. The fidelity becomes even worse near the critical point of phase transition $h = 1$. The asymmetry of the energy and the fidelity results from the sampling error of the qasm simulator in IBM qiskit package. This sampling error will induce the error in estimating the gradient descent in the classical optimization routine which is liable to become trapped in local minima.

V. VQE ALGORITHM WITH CNOT ANSATZ

We find that the mean field VQE ansatz is consistent with the analytical mean-field solution, but deviates significantly from the exact solution. This is because there is some entanglement in the ground state of the model which is not captured by the mean field ansatz since the product state indicates no entanglement in the ansatz. We thus consider adding some degree of entanglement into the system by adding entanglers into the circuits as shown in Fig. 3a. Here we consider adding a full CNOT entangler or a linear CNOT entangler as an entangler after the mean-field block $U_{\text{MF}}(\bar{\theta})$ has been applied. The full CNOT entangler includes a series of CNOT gates linking all the pairs of qubits while the linear one only links the nearest neighbor pairs.
FIG. 3. VQE algorithm with CNOT ansatz. (a) quantum circuits for the linear and the full CNOT ansatzes. (b) and (c) are ground state energy per site $E_{GS}/N$ and fidelity between VQE algorithm and exact solution as a function of Zeeman field $h$ for the full and the linear ansatzes respectively. The parameters are $J = 1$, $N = 4$.

VI. VQE ALGORITHM WITH CRX ANSATZ

We find that the CNOT ansatzes cannot approximate the ground state energy of the long-range XY model well. It is because the CNOT entanglers, having no variational parameters, have limitations in bringing entanglement into the ansatzes. To improve the ansatzes, we can introduce variational parameters into the CNOT entanglers to gradually introduce the entanglement into the ansatzes. A natural way is to generalize the CNOT gates to the controlled-rotation gates, for example, the controlled-$R_x$ gate, to tune the degree of entanglement more flexibly. We thus consider the full and the linear CRX entanglers as shown in Fig. 4a.

In Fig. 4b, we consider the full CRX ansatz and find that this ansatz significantly improves the accuracy. The VQE energy almost approaches the exact solution with some fluctuation resulting from the sampling error and the intrinsic expressive power of the ansatz. This can also be observed in the fidelity. It is found that the more the VQE energy deviates from the exact solution, the lower the fidelity. We also find that the fidelity is low near the critical point $|h| = 1$, implying poor expressive power near the phase transition. As a comparison, we consider the linear CRX ansatz shown in Fig. 4c. We find that
FIG. 5. VQE algorithm with the TQR ansatz. a: quantum circuits for the linear- and the full-entanglement TQR ansatzes. The box labeled \( R_{xx}, R_{yy} \) in the circuit diagram is meant to represent the operation of performing the \( R_{xx} \) and \( R_{yy} \) gates in sequence. Also, note that unlike previous diagrams, the entangler is performed before the mean-field ansatz. It turns out that this performs better than the case where the order is flipped. b and c are ground state energy per site \( E_{GS}/N \) and fidelity between VQE algorithm and exact solution as a function of Zeeman field \( h \) for the full and the linear ansatzes respectively. The parameters are \( J = 1, N = 4 \).

The VQE energy of the linear ansatz has lower expressive power than the full one to describe the ground state energy of the long-range XY model. It only approaches to the mean-field solution and deviates from the exact solution. This can also be reflected in the low fidelity shown in the figure.

VII. VQE ALGORITHM WITH TQR ANSATZ

To further improve the performance of the VQE ansatz, we propose a problem-inspired ansatz in Fig. 5a based on the two-qubit rotation gates \( R_{xx}(\alpha_{ij}) \) and \( R_{yy}(\beta_{ij}) \), which are defined as \( R_{xx}(\alpha_{ij}) = e^{-i\alpha_{ij}X_i \otimes X_j/2} \) and \( R_{yy}(\beta_{ij}) = e^{-i\beta_{ij}Y_i \otimes Y_j/2} \) respectively. We consider the full and the linear TQR ansatzes for the long-range XY model.

We demonstrate the results for the full TQR ansatz in Fig. 5b. It is found that this ansatz can fully capture the properties of the long-range XY model both in the ferromagnetic and the paramagnetic phases. The VQE energy for the ground state is almost the same as the exact solution; furthermore, compared with the full CRX ansatz, the fidelity is close to one except for the critical points \( |h| = 1 \). In Fig. 5c, we show the result for the linear TQR ansatz. It is found that the linear TQR ansatz is a good candidate for the paramagnetic phase of the long-range XY model which can be demonstrated by the VQE energy nearly identical to the exact solution and the fidelity close to one. However, the linear TQR ansatz is not expressive enough to represent a state in the ferromagnetic phase. The VQE energy deviates from the plateau in the exact solution in the ferromagnetic phase. We observe that a new plateau is developed with lower fidelity in the ferromagnetic phase. Strikingly, apart from the plateau in the VQE energy, the fidelity even drops to zero. However, the VQE energy is in between the mean-field solution and the exact solution, implying that some degree of entanglement is captured by the ansatz. Comparing with the linear CRX ansatz shown in Fig. 4d, the linear TQR ansatz performs better than the linear CRX ansatz.

VIII. GATE ORDER DEPENDENCE OF DIFFERENT VQE ANSATZES

Note that the two-qubit gates in the entanglers of the three VQE ansatzes (CNOT, CRX and TQR) do not commute with each other, and so a natural question is to study whether the gate order in the entangler affects the VQE results. For the four-qubit VQE ansatzes with full entanglers, there are \( 6! \times 2^6 = 46080 \) ways to arrange the gates in the circuit. We do not exhaust all the possibilities here but randomly choose 4 (10) realizations for full CNOT (CRX, TQR) ansatzes to investigate the dependence on the gate order.

The gate order dependence for the full CNOT ansatz is shown in Fig. 6. For each realization, we obtain the VQE ground state energy and fidelity. The gate order in the realization is shown in the title of each figure. For example, \((1,3)(1,0)(3,2)(1,2)(3,0)(0,2)\) in Fig. 6a means that we consecutively append CNOT gates to the circuit in the order specified. The notation \((i, j)\) means that we apply the CNOT gate to the qubit pair \((i, j)\), with \(i\) being the control qubit and \(j\) being the target qubit. It is shown that for the full CNOT ansatz, the VQE energy and fidelity are indeed dependent on the gate order and are always far from the exact energy. This is due to the insufficient entanglement inside the full CNOT ansatz, which we will illustrate in detail in Sec. X.

The gate order dependence for the full CRX ansatz is shown in Fig. 7. Since the full CRX ansatz contains more variational parameters than the full CNOT ansatz, we sample ten realizations for the full CRX ansatz. Compared to the full CNOT ansatz, it is found that while some of the realizations can well approximate the exact ground energy, from the view of the fidelity, no realiza-
tions can well describe the ground state wavefunction of the model.

The gate order dependence for the full TQR ansatz is shown in Fig. 8. We also give ten realizations for the full TQR ansatz. We find that among the CNOT, CRX and TQR ansätze, only TQR ansatz can satisfactorily describe both the ground state energy and the wavefunction of the model. Furthermore, it is shown that except for the points near the phase boundary $|h| = 1$, the gate order has no effect on the TQR ansatz, unlike the case for the CNOT and CRX ansätze.

IX. MULTI-LAYER SETUP FOR DIFFERENT VQE ANSATZES

In this section, we will study the multi-layer setup for all the three ansätze. To this end, we repeat the entangler in each of the three full ansätze (CNOT, CRX and TQR) $L$ times with independent parameters for each layer and study the VQE energy and fidelity with an increasing number of layers (entanglers).

In Fig. 9, we present the layer dependence for the three full entangler ansätze. In Figs. 9a and 9b, we find that the full CNOT ansatz cannot approach the exact ground state energy and wavefunction in spite of the increase in the number of layers. This will be further explained from the point of view of the entanglement entropy in Sec. X.

In Figs. 9c and 9d, we find that the full CRX ansatz can approximate the exact ground state energy and wavefunction when the number of layers $L \geq 4$. However, there are some fluctuations for the VQE wavefunction near the phase boundary $|h| = 1$, which can be mitigated by increasing the number of layers. Again, we find that the best multi-layer ansatz for the long-range XY model is the full TQR ansatz. Even for the single-layer setup in Fig. 5, the TQR ansatz can well describe the ground state energy and wavefunction. Furthermore, from Fig. 9e and 9f, the stability improves with the increase in the number of layers.

X. EXPRESSIVE POWER OF DIFFERENT VQE ANSATZES

In the above sections, we find that there are significant differences among the VQE ansätze in representing the ground state of the long-range XY model. Here we will characterize the expressive power of different ansätze from the point of view of the entanglement entropy [55, 56]. Consider an $N$-qubit chain with sites labeled $0, 1, 2, \ldots, N-1$. We assume open boundary conditions and label the bonds of the chain by $x$ ($0 \leq x \leq N$). Here $x = 0$ and $x = N$ are two virtual bonds to the left of qubit 0 and to the right of qubit $N - 1$ respectively. Since the quantum circuits consist of only unitary gates, the full density matrix $\rho = |\Psi\rangle\langle\Psi|$ is a pure state. We now consider the entanglement entropy across a single cut of the bond at position $x$. We first define the reduced density matrix $\rho_x$ by chopping the chain into two parts at $x$ and tracing out the right-hand side. The entanglement entropy is defined as the von Neumann entropy $S(\rho_x) = -\text{Tr} \rho_x \log_2 \rho_x$. Note that there are boundary conditions on the entropy: $S(0) = S(N) = 0$.

For even $N$, we first study the half chain entropy $S(N/2)$ as a function of the Zeeman field $h$ for the long-range XY model as shown in Fig. 10a. It is found that the entropy remains a constant within the same quantum phase while has a jump at the phase boundary. The entropy also increases with the number of qubits $N$ increases. We summarize the paramagnetic (low value) and ferromagnetic (high value) entropies for different $N$ in Fig. 10a and shown in the black solid ($\square$) and red solid ($\bigcirc$) lines in Fig. 10b.

We then study the half chain entropy for the VQE ansätze as shown in Fig. 10b. It is easy to check that the minimum entropy is zero for all ansätze since the variational parameters in the ansätze can be tuned to make the resulting state become separable. The maximum entropy for the linear and full CNOT entanglers, and the linear CRX and TQR entanglers is 1 while $N/2$ for the full CRX and TQR entanglers which is the largest possible entropy for an $N$-qubit chain. Therefore, from the entanglement entropy point of view, it is clear that only the full CRX and TQR entanglers have enough expressive power to represent the ground state of the long-range XY model. This has been shown in the previous sections.

We find that the convergence accuracy of the ground state energy can be improved by gradually introducing the two-qubit rotation gates $R_{xx}(\alpha_{ij})$ and $R_{yy}(\beta_{ij})$ into...
the circuits. We first define the distance of a pair of qubits by \( r_{ij} = |i - j| \), where \( i, j \) are the index of qubits. Then we create the entanglers by including the two-qubit rotation gates \( R_{x}(\theta_{ij}) \) and \( R_{y}(\beta_{ij}) \) with the distance \( r_{ij} \leq r \). In Fig. 10c, it is found that for a circuit with number of qubits \( N \), the half-chain entropy can reach to the maximal entropy \( N/2 \) before the full entangler is applied. Therefore, it is possible to obtain an acceptable solution without taking into account the full entangler and this has the advantage of faster simulation time. In Fig. 10d, we plot the ground state energy and fidelity for \( N = 4 \) and for different neighborhood \( r \), and find that when \( r \) goes from 1 (linear) to 3 (full), the accuracies of ground state energy and fidelity are gradually improved.

An acceptable solution for the long-range XY model can be achieved when \( r = 2 \).

We will further interpret the expressive powers of different VQE ansatzes, especially the full CRX and TQR ansatzes, from a dynamical point of view. In Fig. 11a and 11b, we study the entanglement entropy growth (half chain entropy) as a function of the number of iteration for the full CRX and TQR ansatzes. The optimization object is to maximize the half chain entropy \( S(N/2) \) and is done by the Powell method in the 

\[
\text{minimize} \quad \text{SciPy package. It is found that the full TQR ansatz converges about one magnitude faster than the full CRX ansatz. In Fig. 11c and 11d, we give the growth of the entanglement entropy as a function of the cut \( x \), for several successive iterations. It is found that the maximal entropy profile, \( S_{\text{max}}(x) = |x - N/2| - N/2 \), can be reached for both the full CRX and full TQR ansatzes; however, the full TQR ansatz approaches faster to the maximally-entangled state than the full CRX ansatz. In addition, we find that the transient entropy profiles are
asymmetric. This is because the transient step is for a particular realization of the quantum circuit with circuit parameters randomly distributed in the parameter space. However, the profile will eventually go to the maximally-entangled state with a symmetric profile.

**XI. CONCLUSION**

In this paper, we studied the ground state of the long-range XY model by utilizing the VQE algorithm. Among different VQE ansatzes, i.e., mean-field, linear and full CNOT, CRX, and TQR ansatzes, we found that the full CRX and TQR ansatzes can represent the ground state energy of the long-range XY model well. In contrast, only the full TQR ansatz can represent the ground state wavefunction with a fidelity close to one. The TQR ansatz can reduce the circuit depth by increasing the number of variational parameters introduced in each layer. This is practical for NISQ devices where the noise grows rapidly with circuit depth and affects the fidelity of the prepared quantum state. We also found that an acceptable solution can be achieved using restricted-entanglement ansatzes where entangling gates are applied only between qubits that are a fixed distance from each other. Using these restricted-entanglement ansatzes instead of full-entanglement ansatzes allows for faster simulation. Finally, we discuss the performance of VQE ansatzes from the point of view of the entanglement entropy and find that the full TQR ansatz is more powerful in representing the ground state energy and wavefunction of the long-range XY model than the full CRX ansatz.
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FIG. 11. The growth of entanglement entropy for a chain with length $N = 4$. (a, b) Half chain entanglement entropy as a function of iteration $n$ for the full CRX and TQR entanglers. (c, d) Entanglement entropy as a function of cut $x$, for several successive iterations ($n = 380, 550, 910$ for CRX entangler and $n = 20, 40, 80$ for TQR entangler). This shows that the state evolves from a product state to a maximally-entangled one.
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