Effect of noise on generalized synchronization of chaos: theory and experiment
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Abstract. The influence of noise on the generalized synchronization regime in the chaotic systems with dissipative coupling is considered. If attractors of the drive and response systems have an infinitely large basin of attraction, generalized synchronization is shown to possess a great stability with respect to noise. The reasons of the revealed particularity are explained by means of the modified system approach [A. E. Hramov, A. A. Koronovskii, Phys. Rev. E. 71, 067201 (2005)] and confirmed by the results of numerical calculations and experimental studies. The main results are illustrated using the examples of unidirectionally coupled chaotic oscillators and discrete maps as well as spatially extended dynamical systems. Different types of the model noise are analyzed. Possible applications of the revealed particularity are briefly discussed.
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Introduction

Synchronization is one of the most relevant directions of nonlinear dynamics attracting great attention of modern scientists \textsuperscript{12}. The interest to it is connected both with a large fundamental significance of its investigation \textsuperscript{11} and a wide practical applications, e.g. for the transmission of information \textsuperscript{34-55}, control of chaos in the microwave systems \textsuperscript{20-21,23,24,25,26-29}, etc.

Several types of the synchronous chaotic system behavior are traditionally distinguished. They are phase \textsuperscript{30-31}, generalized \textsuperscript{31,32}, lag \textsuperscript{33,34}, complete \textsuperscript{35,36}, time scale \textsuperscript{37,38,28} synchronization and others.

One of the most important problems connected with the study of the chaotic systems is the influence of noise on their behavior including the synchronous regime arising \textsuperscript{39-40,41,42,43,44,45,46,47,48,49-50}. Noise is
known to influence on system dynamics in different ways. In particular, in case of complete synchronization of coupled chaotic oscillators, noise may induce intermittent loss of synchronization due to local instability of the synchronization manifold [51,52]. At the same time, both periodic and chaotic non-coupled identical dynamical systems subjected to a common noise may achieve complete synchronization at a large enough intensity [53,54,55,42,48]. Such phenomenon is called noise-induced synchronization regime. In the case of phase synchronization of coupled oscillators noise can induce phase slips in phase-locked periodic and chaotic oscillators [50,57]. On the other hand, noise can play a constructive role at phase synchronization enhancing the synchronous regime below the threshold of phase synchronization [45,58]. Nevertheless, for almost all types of chaotic synchronization (phase synchronization, complete synchronization, lag synchronization) noise appears to obstruct the synchronous motion and increase the value of the coupling strength between oscillators corresponding to the onset of synchronization.

At the same time, effect of noise on the generalized synchronization regime is investigated poorly enough. As an exception one can refer to the paper [50] where the effect of noise on generalized synchronization in two characteristically different chaotic oscillators have been considered. In this case the effect of noise can be system dependent, i.e. common noise can either induce/enhance or destroy the generalized synchronization regime.

Systems studied in [50] are close to an attractor crisis bifurcation [59]. In this case external noise of small intensity may result in creation of a new chaotic attractor with a qualitatively different topology that results in changing of the system behavior in the presence of noise. In present paper we dwell for the first time upon the behavior of the generalized synchronization regime in systems which attractors are far away from the boundary bifurcation crisis or their basins of attraction are infinitely large. We report for the first time theoretical and experimental results of the influence of noise on the threshold of the generalized synchronization regime in identical systems with mismatched parameters whose attractors satisfy the conditions mentioned above. As it would be shown bellow, in this case the generalized synchronization onset is almost independent on the noise intensity, i.e. the synchronous regime appears in the absence and presence of noise practically for the same values of the coupling parameter strength. At the same time, if the system attractors are far away from the boundary bifurcation crisis, with their basins of attraction being limited, the stability of the generalized synchronization regime with respect to external noise would be observed in the large, but limited range of the noise intensity. The same findings also remain to be correct for the systems with the infinitely large basin of attraction, although the causes of such type of behavior are different.

Revealed peculiarity of the behavior of the boundary of the GS regime in the presence of noise could be used in many relevant circumstances, e.g. for the secure transmission of information through the communication channel [18,60, in the medical, physiological [61,62] and other
practical applications where the level of natural noise is sufficient.

The structure of the paper is as follows. Section 1 contains brief description of the generalized synchronization regime, its methods for detection and mechanisms of its arising both in the cases of the absence and presence of noise. The reasons of the stability of the generalized synchronization regime with respect to noise are also discussed in this section. Section 2 presents results of numerical simulation of the influence of noise on the threshold of the synchronous regime arising in several systems with discrete and continuous time as well as spatially extended systems demonstrating spatio-temporal chaos. In Section 3 we describe the experimental setup for the observation of the generalized synchronization regime in the presence of noise in the electronic chaotic circuit and give the results obtained by means of it. Final discussions and remarks are given in Conclusions.

1 Generalized synchronization regime

The generalized synchronization regime (GS) in two unidirectionally coupled chaotic oscillators with continuous

\[
\dot{x}(t) = G(x(t), g_d)
\]

\[
\dot{u}(t) = H(u(t), g_r) + \varepsilon P(x(t), u(t)),
\]

or discrete

\[
x_{n+1} = G(x_n, g_d)
\]

\[
u_{n+1} = H(u_n, g_r) + \varepsilon P(x_n, u_n),
\]

time means the presence of a functional relation

\[
u = F[x]
\]

between the drive \(x\) (\(x(t)\) or \(x_n\)) and response \(u\) (\(u(t)\) or \(u_n\)) system states \([31, 63]\), i.e. in the GS regime the response system behavior converges to the synchronized state independently on the choice of initial conditions belonging to the same basin of attraction. In equations (1)–(2) \(x\) and \(u\) are the state vectors of the drive and response systems, respectively; \(G\) and \(H\) define the vector fields of interacting systems, \(g_d\) and \(g_r\) are the control parameter vectors, \(P\) denotes the coupling term, and \(\varepsilon\) is the scalar coupling parameter. Typically, the analytical form of the relation \(F[\cdot]\) in (3) can not be found in most cases. Depending on the character of this relation – smooth or fractal – GS can be divided into the strong and the weak ones \([63]\), respectively. It is also important to note that the distinct dynamical systems (including the systems with the different dimension of the phase space) may be used as the drive and response oscillators to achieve the GS regime.

To detect the GS regime both in flow systems and discrete maps the auxiliary system method \([64]\) is frequently used. According to this method the behavior of the response system \(u\) is considered together with the auxiliary system \(v\) (\(v(t)\) in the case of the flow systems and \(v_n\) if maps are considered). The auxiliary system is equivalent to the response one by the control parameter values, but starts with other initial conditions belonging to the same basin of chaotic attractor (if there is the multistability in the system). If GS takes place, the system states \(u\) and \(v\) become identical after the transient is finished due to the existence of the relations \(u = F[x]\) and \(v = F[x]\). Thus, the coincidence of the state vectors of the response and
auxiliary systems \( v \equiv u \) is considered as a criterion of the GS regime presence.

It is also possible to compute the conditional Lyapunov exponents to detect the presence of GS \[63\]. In this case, Lyapunov exponents are calculated for the response system, and since the behavior of this system depends on the drive system, these Lyapunov exponents are called conditional. Negativity of the largest conditional Lyapunov exponent is a criterion of the GS presence in unidirectionally coupled dynamical systems \[63\].

Methods for the GS regime detection described above could be easily applied for the investigation of the influence of noise on the GS regime onset, with all criteria of the GS regime appearance remaining unchangeable. In other words, the auxiliary system method and the conditional Lyapunov exponent calculation may be used to detect the existence of this type of synchronization both in flow systems and discrete maps in the presence of noise.

At the same time, taking into account the fact that the definition of the GS regime and methods for its detection are the same both for systems with continuous and discrete time\(^1\), further in this Section we consider the GS regime onset in flow systems. Several peculiarities connected with the GS regime onset in discrete maps will be discussed in Section 2.4.1.

GS is known to take place in systems with the different types of coupling, the dissipative and non-dissipative ones. In the case of dissipatively coupled identical flow dynamical systems with mismatched parameters, equations (1) can be rewritten as

\[
\dot{x}(t) = H(x(t), g_d)
\]

\[
\dot{u}(t) = H(u(t), g_r) + \epsilon A(x(t) - u(t)),
\]

where \( A = \{\delta_{ij}\} \) is the coupling matrix, \( \delta_{ii} = 0 \) or \( \delta_{ii} = 1 \), \( \delta_{ij} = 0 \) \((i \neq j)\). The mechanisms of the GS regime arising in systems with the dissipative coupling can be revealed by the modified system approach firstly proposed in our previous work \[66\]. Due to such approach the dynamics of the response system may be considered as the non-autonomous dynamics of the modified system

\[
\dot{u}_m(t) = H'(u_m(t), g_r, \epsilon)
\]

where \( H'(u(t)) = H(u(t)) - \epsilon Au(t) \), under the external force \( \epsilon Ax(t) \):

\[
\dot{u}_m(t) = H'(u_m(t), g_r, \epsilon) + \epsilon Ax(t).
\]

One can easily see that the term \( -\epsilon Ax(t) \) brings the additional dissipation into the system \[5\]. The phase flow contraction is characterized by means of the vector field divergence. Obviously, the vector field divergences of the modified and the response systems are related with each other as

\[
\text{div} \ H' = \text{div} \ H - \epsilon \sum_{i=1}^{N} \delta_{ii}
\]

(7)

(where \( N \) is the dimension of the modified system phase space), respectively. So, the dissipation in the modified system is greater than in the response one and it increases with the growth of the coupling strength \( \epsilon \).

The GS regime arising in \[1\] may be considered as a result of two cooperative processes taking place simulta-
neously. The first of them is the growth of the dissipation in the system \( \epsilon \) and the second one is an increase of the amplitude of the external signal. Both processes are correlated with each other by means of parameter \( \epsilon \) and can not be realized in the coupled oscillator system (4) independently. Nevertheless, it is clear, that an increase of the parameter \( \epsilon \) in the modified system (5) results in the simplification of its behavior and the transition from the chaotic oscillations to the periodic ones \[66\]. Moreover, if the additional dissipation is large enough the stable fixed state may be realized in the modified system. On the contrary, the external chaotic force \( \epsilon A x(t) \) tends to complicate the behavior of the modified system and impose its own dynamics on it. The GS regime is known to take place when own chaotic dynamics of the autonomous modified system is suppressed \[66\]. At the same time, the response system demonstrates chaotic oscillations due to the external signal coming from the drive system.

So, the stability of the GS regime is defined primarily by the properties of the modified system. Adding of noise does not change the characteristics of the modified system \[5\] and does not seem to affect the threshold of the GS regime onset. Therefore, the GS regime should exhibit the stability with respect to noise in the wide range of the noise intensities. At that, it should be noted that the characteristics of noise does not matter and the similar stability of the GS regime would be observed both for additive and multiplicative noise with different characteristics.

To verify the correctness of the statement mentioned above we use the conditional Lyapunov exponent method. We consider the evolution of both the reference state of the response oscillator \( u(t) \) and the perturbed one \( v(t) = u(t) + \Delta(t) \) being close to each other (i.e., \( |\Delta(t)| \ll 1 \)). The conditional Lyapunov exponents \( \lambda^r_i \) \((i = 1, \ldots, N)\) are determined by the exponential increase/decrease of the small perturbation \( \Delta(t) \). To take into account the noise influence we have added the noise terms \( \zeta, \xi \in \mathbb{R}^N \) into equations (8) describing the dynamics of the drive and response systems:

\[
\dot{x}(t) = H(x(t), g_d) + \zeta(t) \\
\dot{u}(t) = H(u(t), g_r) + \epsilon A(x(t) - u(t)) + \xi(t).
\]

In Eq. (8) the stochastic processes are supposed to be different for the more complicated case to be considered.

In this case the dynamics of the auxiliary (perturbed) system would be given by

\[
\dot{v}(t) = H(v(t), g_r) + \epsilon A(x(t) - v(t)) + \xi(t).
\]

Note, the concept of the generalized synchronization and the auxiliary system approach requires the identity of the signals driving both the response and auxiliary systems. This requirement means that noise must be also identical for the response and auxiliary system. In other words, the control parameter values and the noise signals in the response and auxiliary systems should be fully identical whereas initial conditions for them should be chosen different.
The equation determining the evolution of the perturbation \( \Delta(t) \) may be obtained as follows

\[
\dot{\Delta}(t) = H(v(t), g_r) - H(u(t), g_r) - \varepsilon A \Delta(t). \tag{10}
\]

Taking into account that \( v(t) = u(t) + \Delta(t) \) and \( |\Delta(t)| \ll 1 \), one can write

\[
H(v(t), g_r) \approx H(u(t), g_r) + JH(u(t), g_r) \Delta(t) \tag{11}
\]

(where \( J \) is a Jacobian matrix), and, as a consequence

\[
\dot{\Delta}(t) = (JH(u(t)) - \varepsilon A) \Delta(t) = JH'(u(t)) \Delta(t), \tag{12}
\]

Eq. (12) is the variational equation for the computation of the conditional Lyapunov exponents of the response system describing by Eq. (8) as well as Eq. (4). Therefore, one can conclude that the largest conditional Lyapunov exponents (determining the threshold of the GS regime onset) would behave in the similar way both in the absence and presence of noise. Therefore, the threshold of GS should not considerably depend on the noise intensity, whereas the GS regime should exhibit the stability to the noise influence. Note, also, that the vector state \( u(t) \) in Eq. (12) depends on the noise signals, and, therefore, the largest conditional Lyapunov exponents obtained for the cases with and without noise are, however, not equivalent. As a consequence, the great intensities of noise may change the stability properties of the modified system that may result in the variation of the value of the threshold of the GS regime.

It should be noted that onset of the GS regime is similar to the last one for the cases of complete (CS) (identical) and lag (LS) synchronization. Such types of the synchronous chaotic system behavior could be considered as partial cases of GS and they correspond to the stronger forms of such regime \[63\]. It is clear that the modified system approach could be applied for revealing the mechanisms resulting in the synchronous regime onset even in the presence of noise. At the same time, it should be noted that even for identical dynamical systems with equal values of the control parameters GS regime arises a bit earlier than the CS one \[63,67\]. As it would be shown bellow in Section 2.2, external noise added to the drive and response could destroy the CS (or LS) regime but it does not destruct the GS regime itself. Therefore, the stability of the CS and LS regimes is less strong than for the GS one.

2 Influence of noise on the GS regime onset in sample chaotic systems: numerical calculations

To illustrate the stability of the GS regime with respect to noise we consider numerically three different pairs of unidirectionally dissipatively coupled chaotic dynamical systems being capable to demonstrate the GS regime. As such model systems we have selected (i) systems with discrete time – two unidirectionally coupled logistic maps, (ii) chaotic oscillators – two unidirectionally coupled Rössler systems; (iii) spatially extended dynamical systems – unidirectionally coupled one-dimensional complex Ginzburg-Landau equations.
2.1 Logistic maps

We start our consideration with the GS regime arising in two unidirectionally coupled logistic maps with additive noise term:

\[ x_{n+1} = f(x_n, \lambda_x), \]
\[ y_{n+1} = f(y_n, \lambda_y) + \varepsilon (f(x_n, \lambda_x) + Df(\xi_n, \lambda_x) - f(y_n, \lambda_y)), \]

where \( f(x, \lambda) = \lambda x(1 - x), \varepsilon < 1 \). Here \( \lambda_x, \lambda_y \) are the control parameter values of the drive and response systems, respectively, \( \varepsilon \) characterizes the coupling strength between systems, \( \xi_n \) is the stochastic process which probability density is distributed uniformly on the interval [0; 1], \( D \) defines the intensity of added noise.

Although the systems with the discrete time are the specific class of dynamical systems, they are closely interrelated with the flow systems [68], with types of the chaotic synchronous motion corresponding with each other in maps and flows [65]. Nevertheless, there are also differences between these types of chaotic dynamical systems. One of them is the type of coupling between oscillators. Typically, for the logistic maps the coupling term is introduced in the same way as it has been done in Eq. (13) instead of the linear difference of the vectors (like in Eq. (4)), since for the maps it is this kind of terms that provides the dissipative type of coupling [63,65,69]. Additionally, here and later the noise signal is introduced in the coupling term to emulate a natural noise added in the communication channel [69]. To detect the GS regime in such system we have computed conditional Lyapunov exponents with further refinement of the threshold values by the auxiliary system method described above.

The dependence of the GS regime onset on the noise intensity \( D \) for different values of the control parameters \( \lambda_x, \lambda_y \) is shown in Fig. 1. On the horizontal axis the signal to noise ratios (SNR, [dB]) corresponding to these noise intensities are also indicated \(^2\). One can easily see that the threshold value of the coupling parameter \( \varepsilon \) is almost independent on the intensity of noise \( D \in [0; D_c] \) where \( D_c \)

\[ \text{Fig. 1. Dependence of the threshold of the GS regime onset in two unidirectionally coupled logistic maps (13) on the intensity of noise (the SNR values corresponding to the noise intensities are also shown) for different values of the control parameters: } \lambda_x = 3.75, \lambda_y = 3.75 (\bullet), \lambda_x = 3.75, \lambda_y = 3.79 (\blacksquare), \lambda_x = 3.75, \lambda_y = 3.9 (\blacktriangle). \text{Critical values of the noise intensity } D_c, \text{up to which the GS regime in system (13) is observed, are marked by arrows.} \]

\(^2\) Here and later in the paper the SNR value has been computed in traditional way, i.e. \( \text{SNR} = 10 \log \frac{P_{\text{sign}}}{P_{\text{noise}}} \) where \( P_{\text{sign}} \) is a power of chaotic signal, \( P_{\text{noise}} \) is a power of noise affected the chaotic system [69]. The power of the signal \( x(t) \) (independently of the fact whether it is deterministic or stochastic) on the time interval \([0; T]\) has been computed by its time realization, i.e. \( P = \int_0^T x^2(t)dt \).
shown in Fig. 1 by arrows, depends on the control parameter values, $D_c = D_c(\lambda_x, \lambda_y)$. For the selected values of the control parameters $D_c \in [0.38; 0.44]$ (SNR $\in [8.5; 7.2]$dB, respectively), i.e. the GS regime in unidirectionally coupled logistic maps is stable to noise up to the power of noise comparable with the chaotic signal one.

To explain the reasons of stability of the GS regime with respect to external noise we use the modified system approach described in Section 1. At the same time, due to the fact that the theory of the stability of the GS regime to noise proposed in Section 1, is applicable to flow systems, and the noise added in system is multiplicative, there are several peculiarities to be discussed below. Therefore, we use the modified system approach with regard to the system with discrete time and consider the modified logistic map:

$$z_{n+1} = f_m(z_n, \lambda_y) = (1 - \varepsilon)f(z_n, \lambda_y).$$

(14)

One can see that the modified system may be rewritten in the form

$$z_{n+1} = az_n(1 - z_n),$$

(15)

where $a = \lambda_y(1 - \varepsilon)$. It is clearly seen that the term $-\varepsilon f(z_n, \lambda_y)$ brings additional dissipation in system. The local phase volume contraction is characterized by means of the modulus of the derivative

$$\frac{|dz_{n+1}|}{dz_n} = (1 - \varepsilon)|f'(z_n, \lambda_y)|$$

(16)

where the modulus of multiplier $|f'(z_n, \lambda_y)| = \lambda_y|1 - 2z_n|$ characterizes the phase volume contraction in the autonomous response system. The case of $|dz_{n+1}|/dz_n = 1$ corresponds to the non-dissipative dynamics whereas $|dz_{n+1}|/dz_n = 0$ relates to the infinitely large dissipation. One can see that, as in the case of flow systems, the dissipation in the modified system is greater than in the response one and it increases with the growth of the coupling strength $\varepsilon$, $(0 < \varepsilon < 1)$. Bifurcation diagram characterizing its behavior with the increase of $\varepsilon$-parameter is shown in Fig. 2. The value of parameter $\varepsilon$ corresponding to the onset of the GS regime (obtained by means of conditional Lyapunov exponent computation, see Sec. 1) is marked by arrow. One can see that for a coupling parameter strengths corresponding to the onset of the GS...
regime in system (13), in full agreement with the arguments discussed in [66], the modified system (15) demonstrates the periodic oscillations. External noise does not almost change the characteristics of the modified system and, therefore, it does not affect the threshold of the GS regime arising. Bifurcation diagram of the modified logistic map in the presence of noise of intensity $D = 0.1$ is shown in Fig. 2b. The noise is introduced in system (15) in the same way as in Eq. (13), i.e.

$$z_{n+1} = f_m(z_n, \lambda_y) + \varepsilon Df(\xi_n, \lambda_x)$$

(17)

to provide the same noise influence as in the coupled logistic maps. The level of noise is quite sufficient in comparison with the signal amplitude what is clearly seen from the kind of bifurcation diagram. At the same time, it is easy to see that noise does not shift the bifurcation points in this case but only leads to a noisiness of the system regime. Therefore, in the considered case one can say that, despite of the large amplitude, the external noise does not affect the threshold of the GS regime onset. The further increase of the noise intensity $D > D_c$ results in the runaway of the representation point to infinity.

The reasons of the jump of the representation point to infinity can be explained in the following way. Logistic map in autonomous regime

$$x_{n+1} = f(x_n, \lambda),$$

(18)
is known to have a finite basin of attraction, i.e., depending on the choice of the initial conditions, for the values of the control parameter $\lambda$ mentioned above it demonstrates either chaotic regime or the jump of representation point to infinity [70]. To provide the chaotic regime in system (15) we have to specify initial condition in range $x_0 \in [0; 1]$, with the representation point remaining in this range during the evolution of the system for an infinitely long time, at that the maximal value of $f(x_n) = f_{max} = \lambda/4$ would be achieved if $x_n = 1/2$. At the same time, it is clear that external noise could make it go out the range mentioned above.

The similar effect takes place for systems (13). One can estimate the intensity of noise $D_c$ corresponding to the jump of representation point of the response system to infinity. For this purpose we consider the behavior of the drive and response systems of Eq. (13). First equation corresponds to the drive system and is not affected by the influence of external noisy or chaotic signal. Therefore the most probable value of $f(x_n) = \langle f_x \rangle$ where $\langle f_x \rangle$ is a statistical mean of $f(x_n)$ (due to the properties of the autonomous logistic map). The maximal values of $f(y_n)$ and $f(\xi_n)$ would be equal to $f_{max}$ because of the uniform character of the probability distribution of the random value $\xi_n$ and the arguments discussed above. Due to the fact that a random variable $\xi_n$ could not be negative the jump of the representation point from the range $[0; 1]$ could be performed only through a right boundary of such range. Therefore the maximal value of $y_{n+1}$ is 1. Substituting all quantities into the second equation of (13) and assuming $\varepsilon = \varepsilon_c$ ($\varepsilon_c$ corresponds to the threshold value of the GS regime onset without noise) we can estimate the approximate values of the noise intensity $D_c$ up to which the jump of representation point to infinity does not take place. Our
calculations show that
\[ D_c \approx \frac{4 - 4\varepsilon_c(f_x) - (1 - \varepsilon_c)\lambda_y}{\varepsilon_c\lambda_x}, \]  
(19)
i.e. \( D_c \approx 0.5 \) for the control parameter values \( \lambda_x = \lambda_y = 3.75 \), \( D_c \approx 0.48 \) for \( \lambda_x = 3.75, \lambda_y = 3.79 \) and \( D_c \approx 0.42 \) for \( \lambda_x = 3.75, \lambda_y = 3.9 \), that agrees well with the results of direct numerical calculations. Therefore, the GS regime for logistic maps, having a limited basin of attraction, exhibit the stability with respect to noise in the large, but limited range of the noise intensity.

In the considered case the GS regime destruction is connected with the jump of representation point to infinity, which could be considered as an attraction of it to the second coexisting attractor being at the infinity [71]. Note, if the coexisting attractor was characterized by the limited basin of attraction, depending on the type of the regime being realized in the response system (and, correspondingly, to the second attractor), the increase or decrease of the threshold value of the GS regime would be observed with the growth of the noise intensity [50].

The another important question is the stability of GS with respect to the external noise in the case when statistically independent noise sources affect the drive and response systems
\[
\begin{align*}
    x_{n+1} &= f(x_n, \lambda_x) + \varepsilon f(x_n, \lambda_x), \\
    y_{n+1} &= f(y_n, \lambda_y) + \varepsilon (f(x_n, \lambda_x) + Df(\xi_n, \lambda_x) - f(y_n, \lambda_y)),
\end{align*}
\]  
(20)
where \( \xi_n \) is a stochastic process with the probability density distributed uniformly in \([0; 1]\)-range. Applying the arguments similar to the last one described for the system [13] to system (20), we can estimate the intensity of noise \( D_c^d \) corresponding to the jump of the representation point of the drive system to infinity. It is clear that due to the absence of the dissipative term in the drive system the jump of representation point in it would take place for a less values of the noise intensity than for the response one. In this case the GS regime is stable to the noise influence until \( D < D_c^d \), where
\[ D_c^d \approx \frac{1 - \lambda_x/4}{\varepsilon_c\lambda_x/4} \approx 0.2. \]  
(21)
The further increase of the noise intensity \( D > D_c^d \) results in the chaotic regime destruction in the drive system. Therefore, the values \( D > D_c^d \) are unapplicable for (20), since the jump of the representation point towards infinity in the drive system is observed.

Numerical calculations confirm the results obtained analytically. In Fig. 3 dependencies of the critical values of the coupling parameter strength corresponding to the GS regime arising for different values of the control parameters are shown (the SNR values are also indicated in the second horizontal axis). As in the case of the absence of noise in the drive system external noise does not affect the threshold value of the GS regime onset. The very similar result is obtained in the case when both the drive and response systems are under the influence of the common noise source, i.e., \( \xi_n \equiv \xi_n \).

It should be noted that the GS regime is also robust in the limited range against the perturbations in the control parameters by noise. Therefore, one can conclude that for unidirectionally dissipatively coupled systems with discrete time the GS regime would exhibit the stability with respect to noise.
As a second example we consider two unidirectionally coupled flow Rössler oscillators:

\[
\begin{align*}
\dot{x}_1 &= -\omega_x x_2 - x_3 + D_1 \zeta, \\
\dot{x}_2 &= \omega_x x_1 + ax_2, \\
\dot{x}_3 &= p + x_3(x_1 - c),
\end{align*}
\]

\[
\begin{align*}
\dot{u}_1 &= -\omega_u u_2 - u_3 + \varepsilon(x_1 + D_2 \zeta - u_1), \\
\dot{u}_2 &= \omega_u u_1 + au_2, \\
\dot{u}_3 &= p + u_3(u_1 - c),
\end{align*}
\]

(22)

where \( x(t) = (x_1, x_2, x_3)^T \) and \( u(t) = (u_1, u_2, u_3)^T \) are the vector-states of the drive and response systems, respectively. \( a = 0.15, p = 0.2, c = 10, \omega_x \) and \( \omega_u = 0.95 \) are the control parameter values, \( \varepsilon \) is a coupling parameter. The parameters \( \omega_x, u \) define the natural frequencies of the drive and response system oscillations. The terms \( D_1 \zeta, D_2 \xi \) simulate the external noise influenced on the drive and response systems. Here \( \xi \) and \( \zeta \) are statistically independent stochastic Gaussian processes described by the following probability distribution

\[
p(\xi) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(\xi - \xi_0)^2}{2\sigma^2}\right),
\]

(23)

where \( \xi_0 = 0 \) and \( \sigma = 1.0 \) are the mean value and variance.

Parameters \( D_{1,2} \) define the intensities of the noise added in the drive and response systems, respectively.

To integrate the stochastic equations we have used the four order Runge-Kutta method adapted for the stochastic differential equations with time discretization step \( \Delta t = 0.001 \). The modified Runge-Kutta method is applicable for delta-correlated Gaussian white noise used frequently in our Manuscript. At the same time, for the integration of the stochastic differential equations in the case of the other types of noise we have used one-step Euler method. For the GS regime detection the auxiliary system method described in Section 1 has been used.

At first, we consider the behavior of chaotic systems \( \xi, \zeta \) in the presence of noise influenced only on the response system, i.e. \( D_1 = 0, D_2 = D \). Fig. 4 shows the dependence of the threshold of the GS regime onset on the noise amplitude \( D \) (the SNR value) for three different values of the control parameter \( \omega_x \) and fixed values of the other control parameters. To possess all necessary knowledge about influence of noise on the system under study we have chosen values of the parameter \( \omega_x \) in the different ranges of the parameter mismatch where the different mechanisms of the synchronous regime arising have been shown to take place. Parameter \( \omega_x = 0.99 \) corre-
Fig. 4. Dependence of the boundary value corresponding to the GS regime arising in two unidirectionally coupled Rössler systems with additive stochastic term on the noise intensity $D$ (the SNR values corresponding to the noise intensities are also shown) for different values of the drive system parameter $\omega_x$: $\omega_x = 0.99$ ($\bullet$), $\omega_x = 0.95$ ($\square$), $\omega_x = 0.91$ ($\triangle$). The critical value of the noise intensity $D_c$ up to which the boundary value of the GS regime does not almost depend on the noise intensity is marked by arrow.

Fig. 5. Signals $s(t)$ affecting the response and auxiliary systems (a,f), phase portraits (b,d,g,i) and $(u_1,v_1)$-planes characterizing the response and auxiliary system behavior (c,e,h,j) before ($\varepsilon = 0.05$) and after ($\varepsilon = 0.114$) the GS regime onset in unidirectionally coupled Rössler systems with $\omega_d = 0.99$, respectively. Pictures (a–e) correspond to the noiseless case ($D = 0$) whereas (f–j) refer to the noise one ($D = 40$). The GS regime onset are shown in Fig. 5. Pictures (a–e) correspond to the noiseless case whereas (f–j) refer to the presence of noise of great intensity $D = 40$ affecting the response system (in the last case the signal is similar to the stochastic one, with its amplitude being in approximately 10 times more in comparison with the noiseless case, compare Fig. 5, a,f). One can easily see that characteristics of the response systems are changed slightly with the noise intensity increasing (compare pictures b,d and g,i, respectively) and the boundary value of the GS regime remains practically the same. The causes determining the stability of the GS regime with respect to the external noise influence are the same as in the already considered case of the logistic maps and could also be explained by the modified system approach. One can say that for unidirectionally coupled Rössler systems the noise of great
intensity does not change the characteristics of the modified system

\[
\begin{align*}
\dot{z}_1 &= -\omega_u z_2 - z_3 - \varepsilon z_1, \\
\dot{z}_2 &= \omega_u z_1 + a z_2, \\
\dot{z}_3 &= p + z_3(z_1 - c),
\end{align*}
\] (24)

where \( z = (z_1, z_2, z_3)^T \) is the vector state of the modified system and, as a consequence, of the response one.

By the analogy with the logistic maps the bifurcation diagrams for the modified Rössler system are shown in Fig. 6. Fig. 6 a corresponds to the noiseless case \((D = 0)\) whereas in Fig. 6 b, c the modified Rössler systems with additive noise of the different intensities \((D = 10 \text{ and } D = 40, \text{ respectively})\) (the noise is introduced in system (24) in the same way as in Eq. (22)) are shown. Independently on the noise intensity for the selected values of the control parameters the cycle-1 periodic oscillations are observed in the modified system (24) (see also [66]).

The external noise does not shift the bifurcation points and, therefore, does not affect the boundary value of the GS regime. Therefore, we can conclude that the mechanisms determining the GS regime stability are the same as for the system with discrete time [13]. At the same time, since the basin of attraction in the Rössler system is unbounded, the effect of the GS regime destruction described above in Section 2.1 could not be observed.

One more interesting question to be discussed is the relationship between the onset of the GS and CS regimes. According to the consideration made on the base of the modified system approach, GS and CS have the same mechanisms. At the same time, as we have mentioned in Section 1, the stability of the GS regime is stronger than the CS one. To confirm this statement we have analyzed the CS regime arising in unidirectionally coupled identical Rössler systems (22) with \( \omega_d = \omega_r = 0.95 \) and compared obtained results with the last one for the GS. Our calculations show that in the absence of noise CS arises in this case for \( \varepsilon = 0.19 \), whereas GS takes place for \( \varepsilon \geq 0.184 \).
Adding noise of small intensity $D = 0.1$ results in the appearance of on-off intermittency between the drive and response systems, at that the threshold value of the CS regime grows up, but the GS regime is still observed (see Fig. 3 and Fig. 4).

For the very large values of the noise intensity when the power of noise is much more than the Rössler system signal one ($D \gtrsim 400$, $\text{SNR} \lesssim -34.5$) the detected synchronous regime may be treated as the noise-induced synchronization, being the manifestation of the GS regime in the case when stochastic signal instead of the deterministic one is affected the response and auxiliary systems [10]. In other words, the deterministic signal from the drive system practically does not play role and may be neglected in comparison with the stochastic one. At that, the boundary value of the synchronous regime onset should not depend on the control parameter of the drive system $\omega_x$ (see, Fig. 4 for a large $D$) and is determined mainly by the characteristics of the noise signal. Therefore, for the noise intensities $D \gtrsim D_c = 45$ (SNR $<-15.5$dB) (shown in Fig. 4 by arrow) the threshold value of the synchronous regime may start increasing or decreasing depending on the value of the control parameter detuning.

It should be noted that the weak dependence of the threshold value of the GS regime onset in the wide range of the noise intensity $D$ takes place if the amplitude $D_1$ of the additive noise term in equations (22) is not equal to zero. We have chosen it to be equal to $D_1 = \epsilon D$. These dependencies for a different values of the drive system parameter $\omega_x$ are shown in Fig. 8. Such behavior of interacting systems in the presence of noise is fully defined by mechanisms described above in this subsection.

Therefore, one can say that in both considered cases (maps and flows) in the wide range of the noise intensity the external noise does not practically affect the threshold of the GS regime arising. Hence, we can say about stability of the GS regime with respect to external noise.
Fig. 8. Dependence of the boundary value of the GS regime arising in two unidirectionally coupled Rössler systems in the case when statistically independent noise sources of intensity $D$ affect the drive and response on the noise intensity $D$ (the SNR values corresponding to the noise intensities are also shown) for different values of the drive system parameter $\omega$: $\omega = 0.99$ ($\bullet$), $\omega = 0.95$ ($\blacksquare$), $\omega = 0.91$ ($\blacktriangle$). The critical value of the noise intensity $D_c$ up to which the boundary value of the GS regime does not almost depend on the noise intensity is marked by arrow

in dynamical systems with a few number of degrees of freedom.

2.3 Ginzburg-Landau equations

As a third example we consider the GS regime arising in spatially extended self-oscillating media described by the complex Ginzburg-Landau equations (CGLE). The system under study is represented by a pair of unidirectionally dissipatively coupled complex Ginzburg-Landau equations (CGLE’s) being under influence of distributed in space source of the white noise. Equations describing such system may be written as

$$
\frac{\partial u}{\partial t} = u - (1 - i\alpha_d)|u|^2u + (1 + i\beta_d)\frac{\partial^2 u}{\partial x^2} + \varepsilon \tilde{D}\xi(x,t), \quad x \in [0, L],
$$

$$
\frac{\partial v}{\partial t} = v - (1 - i\alpha_r)|v|^2v + (1 + i\beta_r)\frac{\partial^2 v}{\partial x^2} + \varepsilon (\tilde{D}\zeta(x,t) + u - v), \quad x \in [0, L].
$$

Equation (25) describes the drive system and equation (26) corresponds to the response one. It is known that in two unidirectional CGLE’s the GS regime may take place. In our investigation the parameters of the drive system are chosen as $\alpha_d = 1.5$, $\beta_d = 1.5$. To study the generalized synchronization of the nonidentical systems we have chosen the different values of control parameters $\alpha_r \in [3; 5]$ and $\beta_r \in [3; 5]$ for the response system. The choice of such values of the control parameters results in the autonomous systems being in the spatiotemporal chaotic regime. Parameter $\varepsilon$ determines the strength of the unidirectionally dissipative coupling between the response and drive systems, with the interaction of them being in each point of space. The terms $\tilde{D}\xi(x,t), \zeta(x,t)$ simulate complex model noise with Gaussian distribution of the random values $\xi(x,t), \zeta(x,t)$ with zero mean value:

$$
\langle \xi(x,t) \rangle = 0, \quad \langle \zeta(x,t) \xi(x', t') \rangle = \delta(x - x')\delta(t - t'), \quad (27)
$$

$\tilde{D}$ defines the noise intensity.

Equations (25)–(26) have been solved with periodic boundary conditions $u(x,t) = u(x + L, t)$ and $v(x,t) = v(x + L, t)$, with all numerical calculations being performed for a fixed system length $L = 40\pi$ and random initial conditions. To evaluate (25)–(26) the standard numerical scheme for integration of the stochastic partial
differential equations \[ \frac{d}{dt} \] has been used, the value of the grid spacing is \( \Delta x = L/1024 \), the time step of the scheme is \( \Delta t = 0.0002 \).

To detect the presence of the GS regime we have used the auxiliary system method described in Section 1. At that, we have assumed that auxiliary system \( v_a(t) \), also satisfying (26), has been under influence of the noise source of the intensity \( \tilde{D} \) equal to the last one for the response system. As an criterion of the GS regime arising we have chosen the following one. The GS regime takes place when the mean standard deviation of the response and auxiliary system states satisfies the following condition:

\[
\frac{1}{T} \int_0^T \int_0^L |v(x, t) - v_a(x, t)|^2 < \delta,
\]

where \( \delta = 10^{-5} \).

Fig. 9 shows the dependence of the boundary value of the GS regime onset \( \varepsilon \) on the noise intensity \( \tilde{D} \) (SNR value) for several values of the control parameters of the response system. One can easily see that the noise of intensity \( \tilde{D} \in [0; 64] \) (SNR \( \geq -41 \text{dB} \)) does not almost affect the threshold of the GS regime onset in spatially extended systems described by the Ginzburg-Landau equations. The time-space diagrams characterizing the behavior of unidirectionally coupled spatially extended media before and after the GS regime onset both in the absence and presence of noise are shown in Fig. 10. Pictures (a–e) correspond to the case of the absence of noise both in the drive and response systems whereas in the pictures (f–j) the white noise of intensity \( \tilde{D} = 0.4 \) affects both the drive and response. Pictures (a,f) characterize the drive system behavior, whereas the other ones refer to the response system one before (b,g) and after (d,i) the GS regime onset.

Fig. 10, c,e,h,j shows the spatiotemporal distributions of the module of the difference between the states of the response and auxiliary systems \( |v - v_a| \) for cases of the absence (c,h) and the presence (e,j) of the GS regime. One can easily see, that in the second cases (e,j) the difference of the states of the response and auxiliary systems in every point of space tends to be zero after coupling begins, which means the presence of the GS between the drive and response CGLE’s. It should be noted that the length of the transient process preceded to the GS regime onset is occurred to be rather more in the case of the presence of noise whereas the threshold value of the GS regime onset is the same as in the noiseless case. Moreover, one can easily see that spatio-temporal diagrams characterizing the re-
Fig. 10. The spatio-temporal diagrams characterizing behavior of the drive ($a,f$) and response ($b,d,g,i$) systems (25)–(26) as well as the dependencies of the module of the difference between the states of the response and auxiliary systems $|v - v_a|$ ($c,e,h,j$) for cases of absence ($e,h$) ($\varepsilon = 0.2$) and presence ($e,j$) ($\varepsilon = 0.8$) of the GS on time $t$ and space $x$. The control parameter values for the response system have been selected as $\alpha_r = \beta_r = 3$. The time moments marked by arrows correspond to the coupling switching-on between the drive and response systems. Pictures ($a$–$e$) correspond to the noiseless case ($\tilde{D} = 0$) whereas ($f$–$j$) refer to the noise one ($\tilde{D} = 0.4$).

The stability of the GS regime in Ginzburg-Landau equations with respect to noise is determined by the same mechanisms, as in the cases of the systems with a few number of degrees of freedom considered in the previous subsections 2.1 and 2.2. As well as for the logistic maps and Rössler systems, the modified system approach may be used for the explanation of the observed phenomenon. Indeed, the noise of a large enough intensity does not almost affect the characteristics of the modified Ginzburg-Landau equation

$$
\frac{\partial v_m}{\partial t} = v_m - (1 - i\alpha_r)|v_m|^2v_m + (1 + i\beta_r)\frac{\partial^2 v_m}{\partial x^2} - \varepsilon v_m, \quad x \in [0, L]
$$

(and, as a consequence, of the response one), as well as in the case of Ginzburg-Landau equation with the added constant term [76]. Therefore, the noise does not change the threshold value of the GS regime onset. At the same time, as it has been discussed in Section 11, the boundary value of the coupling parameter $\varepsilon$ may start changing if the noise intensity is a very great ($\tilde{D} > 64$, SNR $< -41$dB).
It is easy to see from Fig. 9 that for such values of the noise intensity the boundary value of the GS regime starts decreasing. For the very large intensities $D$ the coupling value $\varepsilon_{GS}$ corresponding to the boundary of the GS regime tends to the constant value which does not depend on the control parameters $\alpha$ and $\beta$ of the spatially extended media. Such behavior of the boundary value of the GS regime onset, as in the case of unidirectionally coupled Rössler systems considered in Section 2.2, is connected with the noise-induced synchronization regime realization.

Nevertheless, the noise of a large enough intensity does not almost alter the threshold value of the coupling parameter strength between two unidirectionally coupled Ginzburg-Landau equations. In this case one can say about stability of the GS regime with respect to noise in the coupled spatially extended self-oscillating media.

So, having considered three different examples of model systems (discrete maps, flow systems, spatially-extended media) we can come to the conclusion that the GS regime demonstrates the significant stability with respect to noise in a wide range of the values of the external noise intensity.

3 Experimental study of the GS onset in chaotic circuits in the presence of noise

To confirm the theoretical and numerical results given in the previous sections we have also studied experimentally the dynamics of the chaotic oscillator driven by the external chaotic signal in the presence of noise. In the experiment we have used the simple electronic circuit where all parameters including noise amplitude may be controlled precisely.

The experimental setup is shown in Fig. 11. As a basic element of the scheme we have used an electronic circuit with nonlinear converter and linear feedback loop similar to the one described in [77,57] (it is shown in Fig. 11 by dashed rectangle). Since the generator is capable to demonstrate both periodic and chaotic oscillations depending on the choice of the parameter $\alpha$ of nonlinear converter, it has been selected in such a way for the generated signal to be chaotic (quantitative values of all control parameters of the circuit are presented in the captions of Fig. 11 and 12). Chaotic generator has been connected to DAC/ADC board L-Card L-783 installed into personal computer (PC) whereby we have recorded the dynamics of potential on the capacitors $C$ and $C'$. As a drive signal we have used the last one generated by the circuit described above, digitized by ADC with further reconstruction by DAC. The drive signal has been introduced into the circuit via dissipative unidirectional coupling of variable dissipation value (see Fig. 11). The noise signal has been produced with Agilent 33220 function generator, digitized and additively introduced into the coupling device (as it has been shown in Fig. 11). Characteristics of the noise are close to the Gaussian one. Oscillations of the response system have been also digitized with ADC board and transferred to personal computer for further numerical processing.
Fig. 11. Block diagram of experimental setup. Chaotic generator layout is shown by dashed rectangle. Here $C=330$ nF, $C'=150$ nF, $R=630$ $\Omega$, $r=56$ $\Omega$, $L=3.3$ mH, $OP_{1,2}$ – TL082, $OP_3$ – LF356N, $D_{1,2}$ – 1N4148, $R_1=2.7$ k$\Omega$, $R_2=R_4=7.4$ k$\Omega$, $R_3=100$ $\Omega$, $R_5=186$ k$\Omega$, $R_6=4.7$ k$\Omega$, $RC'$, $rLC$ – low-pass filters, $\alpha$ is parameter of nonlinear converter, $R_c$ is a coupling resistance.

As we have mentioned above, one of the easiest ways to detect the presence of the GS regime is the use of an auxiliary system, i.e. an additional response circuit, which is a replica of the main one. But creation of the auxiliary system with parameters completely equal to the response system ones is one of the most conceptual problems in the experimental study of the GS regime. To solve this problem we have used an approach analogous to the one discussed in [78]. As it has been specified above, the signal from the drive system with additive noise has been preliminary recorded on PC. Therefore, it is evident that in this case the response system could be subjected to the influence of identical drive signal (with additive noise) any number of times. For the realization of an auxiliary system method it is quite sufficient to affect the response system by the drive signal twice, alternating the period of the influence with the time interval of autonomous dynamics (to provide the different initial conditions), and then compare obtained data numerically.

The experiment has been performed for three main cases: (i) chaotic attractors both in the drive and response systems have identical band structure; (ii) chaotic regime with band attractor has influenced on the regime with double scroll attractor; (iii) chaotic attractors both in the drive and response systems have a double scroll structure. Typical phase portraits of considered regimes are shown in Fig. 12 (band attractor (a) and double scroll attractor (b)). The corresponding values of the control parameter $\alpha$ are indicated in the caption. Each case has been studied in the presence of Gaussian noise of different intensity. For experimental data the noise intensity has been calculated as a ratio $D = P_N/P_{CS}$ of a power of the noise signal $P_N$ to the power of chaotic signal $P_{CS}$.

Figure 13 shows the dependence of the coupling strength value $\varepsilon = \frac{1}{R_c} \sqrt{\frac{L}{C}}$ corresponding to GS regime onset on the noise intensity for three cases mentioned above. One can see that in the range of noise intensity [0; 0.5] the threshold value remains nearly constant. Typ-
Fig. 13. Coupling strength value corresponding to the GS regime onset as a function of noise intensity (the SNR values corresponding to the noise intensities are also shown) in the cases when chaotic attractors both in drive and response systems have the band structure (■); drive system in chaotic regime influences on the response system regime with the double scroll attractor (●); chaotic attractors both in drive and response systems have a double scroll structure (▲)

Signals from the drive chaotic circuit with and without additive noise affecting the response one as well as the phase portraits of the response system and \((U, V)\)-planes characterizing the response and auxiliary system behavior both in the absence and presence of the GS regime in chaotic circuits in the case (i) are shown in Fig. 14. One can easily see that characteristics of the response circuit have not been changed noticeably with the appearance of noise. Analogous situation takes place in unidirectionally coupled chaotic circuits with initially double-scroll chaotic attractors in the one and both of them. One can say that in all considered cases the modified system (i.e., considered generator with additional dissipation) demonstrates the cycle-1 periodic oscillations. Further increase of the noise intensity (when it becomes greater than the intensity of the deterministic signal) may result in the monotonous growth of the GS boundary value.

So, the experimental results satisfy the stability of the GS regime with respect to noise. They are also in a good agreement with the data obtained theoretically and numerically.
Conclusions

In conclusion, we have analyzed both theoretically and experimentally the influence of noise on the GS regime in different unidirectionally dissipatively coupled identical chaotic systems with mismatched parameters with a small number of degrees of freedom as well as spatially extended media. The dependencies of the GS regime boundary on the noise intensity in the cases when the drive and response systems are enforced both by common noise and by the statistically independent noise sources are also considered. We have shown that if attractors of the drive and response systems have an infinitely large basin of attraction, independently on the type of system and kind of the noise distribution the GS regime possess a great stability with respect to noise, i.e. the threshold of the synchronous regime arising does not almost depend on the intensity of noise. Such behavior of the boundary of the GS regime has been explained by means of the modified system approach, i.e., the joint action of dissipation and driving force is responsible for the reported robustness of the GS regime against noise.

Though the results described in the Manuscript refer to the white noise we expect that they could be valid for different noise forms. Similar results have been obtained for different types of noise, including colored noise.

It should be noted that the revealed peculiarity of the GS regime could be used in a number of practical applications, i.e. for the transmission of information through the communication channels where the level of noise is sufficient.
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