Speech Emotion Recognition System by Quaternion Nonlinear Echo State Network
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Echo state network (ESN) is a powerful and efficient tool for displaying dynamic data. However, many existing ESNs have limitations for properly modeling high-dimensional data. The most important limitation of these networks is the high memory consumption due to their reservoir structure, which has prevented the increase of reservoir units and the maximum use of special capabilities of this type of networks. One way to solve this problem is to use quaternion algebra. Because quaternions have four different dimensions, high-dimensional data are easily represented and, using Hamilton’s multiplication, with fewer parameters than real numbers, make external relations between the multidimensional features easier. In addition to the memory problem in the ESN network, the linear output of the ESN network poses an indescribable limit to its processing capacity, as it cannot effectively utilize higher-order statistics of features provided by the nonlinear dynamics of reservoir neurons. In this research, a new structure based on ESN is presented, in which quaternion algebra is used to compress the network data with the simple split function, and the output linear combiner is replaced by a multidimensional bilinear filter. This filter will be used for nonlinear calculations of the output layer of the ESN. In addition, the two-dimensional principal component analysis (2dPCA) technique is used to reduce the number of data transferred to the bilinear filter. In this study, the coefficients and the weights of the quaternion nonlinear ESN (QNESN) are optimized using genetic algorithm (GA). In order to prove the effectiveness of the proposed model compared to the previous methods, experiments for speech emotion recognition (SER) have been performed on EMODB, SAVEE and IEMOCAP speech emotional datasets. Comparisons show that the proposed QNESN network performs better than the ESN and most currently SER systems.
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1. Introduction

Reservoir computing (RC), [1] is one of the most widely used and effective methods in training recursive neural networks (RNNs). These networks have a dynamic repository that can be easily used to process complex data. An RC network usually consists of three components: an input layer, a large RNN layer (called a reservoir), and a linear output layer in which the weights of the input layer are hidden and the weights of the hidden layer (return weights) are randomly assigned. They become constant throughout the learning period. Repository computing networks can avoid the complex RNN training process, which is based on gradient descent. While learning the dynamic state generated from the recursive hidden layer, performing well in identifying nonlinear systems, signal processing systems and time series prediction systems [3,4].

ESNs are the most popular RC networks due to their relative simplicity and strong theoretical reasoning [6-9] and have had many successful applications so far [10]. The reservoir in the echo state network is initialized with sparse connections and limitations in the spectral radius, which ensures long-term and rich echo state dynamics [9,1,11]. This repository can be viewed as a nonlinear time core that can map the sequence of inputs to a high-dimensional space. In this learning space, it will be a simple linear regression operation from the repository to the outputs. Hence, ESNs are a powerful and efficient tool for dynamic display. However, many existing ESNs have limitations to the proper modeling of large data sets. The most important limitation of these networks is their high memory consumption due to their reservoir structure, which prevents the increase of reservoir units and maximum use of capabilities of this type of network. One way to solve this problem is to use quaternion algebra and Hamilton’s multiplication for network data. Since quaternions have four different dimensions, using the Hamilton’s multiplication property, they can easily display compact data with high dimensions and discover the relationships between features with fewer parameters (less memory consumption). Recently, limited
work has been done on the use of quaternion algebra for speech recognition [12-14], and according to the author's knowledge, this is the first time that this type of complex numbers has been used in the field of speech emotion recognition. Although quaternion algebra has already been used in echo state network design [15], the model presented is based on the use of a nonlinear quaternion activation function with local analytical properties in which the nonlinear gradient descent algorithm is used to find the weights of the output layer. Since in this current paper the output weights are estimated based on a non-gradient way, there is no need for a complex and time-consuming process to produce gradients and to derive derivative conditions of the quaternion activity function. Therefore, in this current research, a simpler concept called split function [16] will be used as an activity function, which is actually a function with real value that is applied as a fraction to a quaternion number.

In addition to the memory consumption problem in the echo state network, in all ESN models presented so far, the linear output of the network creates an indescribable limitation to the ESN processing capability, as it cannot effectively use the higher order statistics of the signals provided by the repository. Therefore, one of the effective methods is to study and propose different schemes for combining the signals provided by the reservoir in order to approximate the desired input behavior and produce output more carefully. In this regard, using a nonlinear structure in the output layer can be a good choice. In this research, a multidimensional bilinear filter will be used in ESN network for nonlinear output layer calculations based on quaternion algebra. In addition, in this study, before transferring the network reservoir state to a multidimensional bilinear filter, using the two-dimensional principal component analysis (2dPCA) technique, we prevent the number of bilinear filter coefficients from increasing too much and its complexity from increasing.

The method proposed in this paper has been investigated in a SER system. In this system, after extracting short-term features, statistical data are used to find related frame features, taking into account that the extracted features are at the frame level, while the evaluation of SER systems is usually based on emotional speech. In this paper, the long-term features of mean, standard deviation, skewness, and kurtosis (which well-describe four different perspectives of a signal) are considered as different dimensions of quaternion numbers to discover both the internal relations between these statistical data and the external relations between different time frames by Hamilton’s multiplication. In addition, the bilinear filter coefficients as well as the weights of the QNESN network are optimized using the training set features and the genetic algorithm. Then this model is used to emotionally classify the features of the test set. Finally, in order to prove the effectiveness of the proposed QNESN model compared to the previous methods, experiments have been performed on three well-known sets of emotional speech. Comparisons show that QNESN generally performs better than the simple ESN as well as most recently SER systems.

Considering the above considerations, the contributions made in this paper can be summarized as follows:

1) Using the features of Gabor filter bank (GBFB) [17], single frequency cepstral coefficient (SFCC) [18] along with glottal waveform, which have not been used in recognizing speech emotions. These features are suitable for analyzing speech features, improving the results of speech / non-speech classification, providing spectral-temporal contrast at all times, reducing redundancy, better recognizing speaker-related emotions, better recognizing similar emotions, and distinguishing distinct emotions.

2) Introducing a new model of quaternion nonlinear echo state network (based on split function as activity function) for the first time in this paper, which uses quaternion algebra, will have a more compact representation of data and reduce the problem of high storage memory consumption. In addition, using its simple activity function, it will provide a simpler model for discovering relationships between input data with a smaller number of parameters.

3) Introducing a new quaternion of speech emotional features as the input of the echo state network, which incorporates four different perspectives of speech time frames and is used for the first time for emotion recognition applications.

4) Introduce a new multidimensional bilinear filter design for the first time in this paper and use it in the output layer of the ESN network to maintain the nonlinear nature of the reservoir and
present it to the output, which will increase network performance with fewer neurons, reduce complexity and simplify the mathematical model.

5) Using evolutionary algorithms to optimize all parameters of the quaternion nonlinear echo state network (since the usual methods of inverse matrix, etc. cannot be applied).

6) Reduce the dimensions of quaternion features by using two-dimensional principle component analysis that will reduce computations and increase system accuracy.

This article is organized into nine sections. The second and third sections provide an overview of current and background research. Section 4 gives a general description of the designed system. Section 5 describes how to classify using a simple echo state network, a nonlinear ESN, and a quaternion nonlinear ESN. In the sixth and seventh sections, we have evaluated and analyzed the proposed model, and finally in the eighth and ninth sections, we have discussed and concluded in this regard.

2. Related works

2.1. Quaternion Networks

Due to the ability of quaternion algebra to reduce network parameters and discover more connections between input features using Hamilton’s multiplication, many recent studies have been done using it in the design of neural networks, deep networks, recurrent networks, etc. [12, 14, 19-24]. Arena et al. (1994) first introduced the quaternion neural networks (QNN) with a special algorithm for learning it effectively in the same way as real neural networks. Following this proposal, many researches have examined the main features of QNNs and focused on each of its main components such as activation functions [25], error functions [26], initialization of parameters [21] and their architectural development for better performance in the field of quaternion multidimensional data is suggested. Because quaternion numbers are overly complex numbers that contain a real component and three separate imaginary components, they can be suitable for displaying three- and four-dimensional feature vectors such as channels (R, G, B) in image processing. For this reason, in the field of image processing, many articles have been done using quaternion algebra [19, 21, 27, 28] in which the dimensions of quaternion numbers are actually properties related to the color part of the image.

In the field of speech processing, the use of quaternion algebra is very new and so far few studies have used it. In [14] a long-term quaternion-based recursive neural network for speech recognition has been proposed in which the MFCC property, along with its derivatives, form the various dimensions of a quaternion number. In [20] a quaternion neural network is designed to detect speech across multiple channels, in which each microphone is represented by one of the dimensions of the quaternion number. In addition, a deep quaternion-based neural network has been designed to understand spoken language, and in [12] a quaternion evolutionary neural network has been used for automatic speech recognition.

One of the challenges of recent research in the field of SER is to increase the complexity of the proposed models due to the large dimensions of the feature vector. The use of quaternion algebra in neural network architecture can well reduce the complexity of models by reducing the number of parameters (reducing the size of matrices by a quarter) and ultimately have better performance. Quaternion algebra has already been used in echo state network design [15]. The model presented in this paper is based on the use of nonlinear quaternion activation function with local analytical properties in which the nonlinear gradient descent algorithm is used to find the weights of the output layer. In this model, due to the use of gradient-based methods, there will be a need for a complex and time-consuming process of gradient production and establishment of derivative conditions of the quaternion activity function.

2.2. Speech Emotion Recognition Systems

Recently, many studies have been published in the field of speech emotion recognition systems. In the study presented by [29], two models with Gaussian radial basis function kernel (GRBF) and a linear kernel with binary tree and a combined smooth maximum regression model for emotion classification are proposed. In [30] a semi-regulatory feature selection method is used to reduce the dimension of emotional features. The long-term properties of acoustic features have been investigated by [31] using
the modulation filtering method and the excitation source component related to the speech stimulus component. The model presented by [32] uses both vocal and spectral features of speech, along with a simple Bayesian classifier. In [33-34], the residual sinusoidal amplitude and normalized cepstral coefficients are also used as emotional features. Researchers have also used speech and sound quality features as emotional features [35] and in the model proposed by [36], a randomized deep belief network (RDBN) as a deep neural network (DNN) to achieve high-level features form low-level features have been used, and finally [37] has proposed new emotional features based on the energy content of the wavelet-based time frequency distribution. In [38] provides a semi supervised generative adversarial network (SSGAN) for extracting and recognizing emotion from labeled and unlabeled data, and [39] uses an adversarial network with an auto-encoder as a classifier of emotional features. In addition, [40] has provided an adversarial auto-encoder to solve the problem of lack of emotional data and lack of proper labeling.

Meanwhile, some studies have used wavelet transform to better detect speech emotions. For example, in the model presented by [41] using wavelet packet analysis, new features of speech signal have been extracted to detect speech emotions. In [42], the features extracted using the triangular filter bank and the equivalent extracted coefficient are used to detect the emotion. Research [43] has used a weighting method to find features related to different emotions and inspired by feature selection methods such as mRMR and ReliefF, and has also used deep learning to categorize features. In the architecture proposed by [44], the vector with high dimensions of emotional features including fundamental frequency, zero cross rate, MFCC, energy and harmonic noise ratio is divided into different subsections using C-means fuzzy (FCM) clustering algorithm. They are categorized using multiple random forest algorithm. In addition, research [45] has used the active feature selection method to select effective emotional features and has shown that the selection of effective features will have a good effect on the accuracy of emotion recognition systems. In the model presented by [46], the performance of two different types of classifiers in SER systems are compared with each other. In model [47], an ensemble learning model random forest algorithm is used to find the importance of different features. In this method, the weighted binary cuckoo algorithm for speech feature selection is used to select the features and also uses the decision tree classifiers, linear differential classification, random forest and SVM. In the research presented by [48], the proposed method of discriminative non-negative matrix factorization (DSNMF) has been used to reduce the dimensions of input features. In the model proposed by [49], the Hilbert-Huang-Hurst coefficient vector (HHHC) is used as one of the nonlinear features of the audio source, due to their effect on the speech production mechanism, to better display emotional states. GMM, HMM, DNN, CNN and CRNN have also been used as categories.

Most of the mentioned methods have used deep learning and generative adversarial networks in their proposed models. The main advantage of deep learning methods is the increased accuracy of the system in recognizing emotions. But the lack of emotional speech data will overfitting deep networks. Also, the large number of parameters for setting and initialization, as well as the high learning time, are other limitations of the methods. Although generative adversarial networks are highly usable and useful for low-data set problems using additive data properties, their limitations include vanishing gradient, high training time, and the problem of non-convergence and instability in all structures. Table 1 summarizes the recent methods performed in the SER domain. In addition, Figure 1 shows the recognition rate of the recent methods according to their learning system on the EMODB dataset.
Table 1. Recent methods and their recognition rates on EMODB dataset

| Ref              | Proposed method                                                                 | WAR  | UAR  |
|------------------|----------------------------------------------------------------------------------|------|------|
| Zhao 2020, [38]  | Use the semi-supervised generative adversarial network as classifier             | 65.20| 68.00|
| Yi 2020, [97]    | Use the generative adversarial network and auto-encoder as classifier             | 84.49| 83.31|
| Latif 2020 [40]  | Use the adversarial auto-encoder for feature discriminative recognition           | N/A  | 66.70|
| Wang 2020, [41]  | Use wavelet analysis to extract features                                          | N/A  | 79.20|
| Sugan 2020, [42] | Feature extraction using a triangular filter bank                                 | 77.08| N/A  |
| Vieira 2020, [49]| Use Hilbert-Huang-Hurst coefficients to extract features                         | 81.80| N/A  |
| Haider 2020, [45]| Use the active feature selection method to select the feature                    | N/A  | 76.90|
| Li 2021, [67]    | Use the feature weighting method based on emotional groups to select the features| 72.19| N/A  |
| Chen 2020, [44]  | Use the C-means fuzzy clustering algorithm to select feature                      | 85.61| N/A  |
| Song 2020 [125]  | Use of robust differential sparse regression to select differential features      | N/A  | 86.19|
| Zhang 2021 [47]  | Using ensemble learning model random forest algorithm and weighted binary cuckoo algorithm to select superior features | 83.70| N/A  |
| Hou 2020 [48]    | Use of discriminative non-negative matrix factorization for feature dimension reduction | 82.80| 83.30|

3. Background
3.1. Quaternion Algebra

In mathematics, quaternions are a numbering device for expanding complex numbers. They were first introduced by the Irish mathematician William Hamilton in 1843 and applied to mechanics in three-dimensional space. The set of quaternions H is equivalent to $\mathbb{R}^4$, a four-dimensional vector space on real numbers. Thus, each element H can be uniquely written as a linear combination of these basic elements;

$$a + bi + cj + dk$$

(1)

Where a, b, c and d are real numbers. The basic element 1 is the identical element H. In fact, each quaternion number, unlike real numbers, has four different dimensions, so it is easy to package multidimensional input features. This will reduce the quaternion grid parameters by a quarter. In this network, each unit will contain four times the unit of information in real networks. H has three addition operations, scalar multiplication and quaternion multiplication. The sum of two elements H is defined as the sum of them as elements $\mathbb{R}^4$. Similarly, the product of an element H in a real number, like the product of a scalar, is defined in $\mathbb{R}^4$.

The quaternion multiplication (Hamilton multiplication) is indicated by the symbol $\otimes$ and for the two quaternions Q1 and Q2 will be as follows:

$$Q_1 = [a_1 \ b_1 \ c_1 \ d_1]$$
$$Q_2 = [a_2 \ b_2 \ c_2 \ d_2]$$

(2)
\[ Q_1 \otimes Q_2 = \begin{bmatrix} a_1a_2 - b_1b_2 - c_1c_2 - d_1d_2 \\ (a_1b_2 + b_1a_2 + c_1d_2 - d_1c_2)i \\ (a_1c_2 - b_1d_2 + c_1a_2 + d_1b_2)j \\ (a_1d_2 + b_1c_2 - c_1b_2 + d_1a_2)k \end{bmatrix} \] 

One of the characteristics of quaternions is that the multiplication of two quaternions has no displacement properties. But it has the property of participation and distributability. The Hamilton multiplication, due to its distributive nature, makes it possible to discover the hidden internal relationships between the components of a quaternion. In addition, it helps to encode the interdependence between input features with fewer parameters, so the use of quaternion algebra in high-dimensional space will be very cost-effective.

### 3.2. Cost Function in Quaternion Algebra

In [16] there is a concept called split function, which is actually a function with real value that will be applied to a quaternion number separately,

\[ f(Q) = f(a) + f(b)i + f(c)j + f(d)k \]  

Arena, 1993 proved that the theorem of global approximation when using the split function in quaternion space is as true as the real number space [16]. Also in [26] a function called QMSE or mean square error in quaternion space is presented as follows and based on the split function introduced in [16].

\[ E = \frac{1}{2} \sum_{n=1}^{N} [(t_{0n} - Y_{0n})^2 + (t_{1n} - Y_{1n})^2 + (t_{2n} - Y_{2n})^2 + (t_{3n} - Y_{3n})^2] \]  

Where Y is the output vector of the quaternion and t is the target quaternion class of the destination. Most quaternion space classification articles [22, 26, 50] have used the QMSE function to find the best Y quaternion vector class. In this research, the proposed method in [50] has been used to find the output class.

### 3.3. Echo State Network

The echo state network is a recursive neural network with three layers: an input layer, a large recursive layer (reservoir) with fixed sparse hidden-to-hidden connections and an outer layer [7]. The overall structure of the ESN network is shown in Figure 2. In this study, we name the number of input dimensions with \( N_u \), we also assume that the repository has \( N_{Ru} \) nerve cell (return unit). In addition, \( \bar{U}(t) \) represents the input at time t (according to the following relation),

\[ U = \begin{bmatrix} u_1(1) & \cdots & u_1(T) \\ \vdots & \ddots & \vdots \\ u_{N_u}(1) & \cdots & u_{N_u}(T) \end{bmatrix} \]

\[ \bar{U}(t) = [u_1(t) \ldots u_{N_u}(t)]^T \]

Where T is the number of input samples. Also \( \bar{X}(t) \) is the state of the reservoir at time t. According to the following relation,
\[
X = \begin{bmatrix} x_1(1) & \ldots & x_1(T) \\ \vdots & \ddots & \vdots \\ x_{N_{Ru}}(1) & \ldots & x_{N_{Ru}}(T) \end{bmatrix}
\]
\[
\tilde{X}(t) = [x_1(t) \ldots x_{N_{Ru}}(t)]^T
\]

Therefore, for a simple ESN, the relations would be as follows [51].

\[
\tilde{X}(t) = F(\overrightarrow{U(t)}, \overrightarrow{X(t - 1)}) = (1 - \alpha)\overrightarrow{X(t - 1)} + \alpha f(\overrightarrow{W_{in}U(t)} + \overrightarrow{WX(t - 1)})
\]

\[
F \quad \text{Figure 2. Structure of a simple echo state network}
\]

In relation (8), \( \alpha \in [0,1] \) leaking rate and \( f \) are the activation function for reservoir units (typically, the non-linear tanh function is used). In the standard RC framework, the reservoir parameters, i.e. the input weights \( W_{in} \) and the reservoir weights \( W \), are obtained according to relations (9) and (10). These coefficients are left without training after initialization and under the stable conditions presented in [51] by analyzing the echo state specifications for different reservoir.

\[
W_{in} = \begin{bmatrix} w_{in,1}(1) & \ldots & w_{in,1}(N_U) \\ \vdots & \ddots & \vdots \\ w_{in,N_{Ru}}(1) & \ldots & w_{in,N_{Ru}}(N_U) \end{bmatrix}
\]

\[
W = \begin{bmatrix} w_1(1) & \ldots & w_1(N_{Ru}) \\ \vdots & \ddots & \vdots \\ w_{N_{Ru}}(1) & \ldots & w_{N_{Ru}}(N_{Ru}) \end{bmatrix}
\]

In relation to the output calculation, at each time step \( t \), the state of the reservoir feeds the output layer (Figure 2). If we denote the size of the output space by \( N_y \), the output in the time step \( t \) is calculated by the following linear function:

\[
\overrightarrow{Y(t)} = W_{out} \overrightarrow{\tilde{X}(t)}
\]

As \( W_{out} \) is a readout weight matrix that is adjusted on the training set, and by methods such as inverse matrix or linear regression.
3.4. Nonlinear Echo State Network

Due to the limited efficiency of ESN network with linear output, one of the effective methods is to study and propose different schemes to combine the signals provided by the reservoir, in order to approximate the input behavior and produce the desired signal more accurately for the output layer. In this context, the use of a nonlinear structure in the output layer can be a good choice (Figure 3).

Figure 3. Nonlinear echo state network

This has been used by [52-53] in which, the Volterra filter, is used as a nonlinear filter in the output layer. As shown in relation (12), the Volterra series is a suitable method for approximating any function using N of its previous example and nonlinearly. The higher the value of N, the closer this approximation will be to reality. N actually represents the amount of memory or delay of the filter, and the order of the filter, which is $M_0$, is the number of sentences that have been multiplied consecutively, and h is an $M_0$ dimensional function, which is the Volterra filter kernel.

$$y(j) = \sum_{l_1=0}^{N-1} h_1(t_1)x(j - l_1) + \sum_{l_1=0}^{N-1} \sum_{l_2=0}^{N-1} h_2(t_1, t_2)x(j - l_1)x(j - l_2) + \sum_{l_1=0}^{N-1} \sum_{l_2=0}^{N-1} \sum_{l_3=0}^{N-1} h_3(t_1, t_2, t_3)x(j - l_1)x(j - l_2)x(j - l_3) + \ldots$$

j = 0,1,...,N − 1 (12)

The most important feature of this filter is that the mapping of a Euclidean space to a scalar space, as well as the output at any time, is dependent on all previous inputs and makes it possible to use higher statistics. But one of the most important problems is that finding its kernels is complicated and time consuming and requires a lot of calculations. In addition, to estimate the nonlinear function of the Volterra filter requires the estimation of more kernels, which doubles its complexity. In 2005, to reduce the computational complexity of the Volterra filter, an adaptive bilinear filter was introduced by [53] (relation 13), in which output y(t) using the previous N-1 output, and previous input x(t), with the product of both will be achieved.

$$y(t) = \sum_{i=1}^{N-1} c_i y(t - i) + \sum_{i=0}^{N-1} \sum_{j=1}^{N-1} b_{i,j} y(t - j)x(t - i) + \sum_{i=0}^{N-1} a_i x(t - i)$$

(13)

This filter, unlike Volterra, which uses only the feedforward coefficients, will use both the feedforward coefficients (matrix a) and the feedback coefficients (matrix b). In [53] it is proved that all nonlinear systems can be estimated with a good approximation using a bilinear filter and with a lower order than the Volterra filter. Figure (4) shows a one-dimensional bilinear filter in which, according to the relation shown, the N is order of the filter and its amount of memory, and the coefficients a, b and c are usually obtained using the least squares error method. The use of bilinear filter in the output layer of the ESN network will not only avoid the problems of designing the Volterra filter, but will also be able to...
effectively use the higher order statistics of the features provided by the reservoir. To the best of our knowledge, this has never been suggested by anyone.

Figure 4. One-dimensional bilinear filter

So far, various bilinear filters with different applications have been proposed. Many of these models are suitable for one-input-one-output dimensions [54,55], while the SER domain is a multi-dimensional input-output space. Previously, different models based on the definition of recurrent neural network with bilinear filter in a multi-input-multi-output (MIMO) system have been proposed and used in many systems [56-57]. In this paper, for the first time, the design of a bilinear filter with multidimensional input-output has been done.

4. Overall System Description

As shown in Figure (5), the SER system proposed using the proposed QNESN model consists of two main sections: the preprocessing and feature extraction section, and the feature classification section. In the preprocessing phase, silent intervals are detected and eliminated. Then, the Cepstral coefficient of perceptual linear prediction (PLPC), the SFCC [18], and their first- and second-order derivatives, along with the GBFB [17], are extracted from both speech signals and glottal waveforms. They are also suitable for analyzing speech characteristics, improving the results of speech / non-speech classification, providing Spectro-temporal contrast at all times, reducing redundancy, better recognizing speaker-related emotions, better recognizing similar emotions, and recognizing distinct emotions [17]. Because glottal waveform features are significantly affected by a person's emotional state and speech style [58], in this study, glottal waveform features were used to achieve a more accurate emotional classification. Then, using the training set features and genetic algorithm, the coefficients of the proposed QNESN network are obtained, and finally, this network estimates the emotional class of the experimental speech signal. In the following, the details of each of these sections and how the QNESN model is designed will be described.

Figure 5. Overall description of the speech emotion recognition system using QNESN
5. Emotional Features Classification

This section explains step-by-step how to design a QNESN classifier. Initially, for better ESN network performance, we created a new connection from input to output (Figure 6). Therefore, relation (11) will change as follows,

\[
\overline{Y}(t) = W_{out}(\overline{X}(t), U(t))
\]

And the network output and output weight matrices are also defined as follows,

\[
Y = \begin{pmatrix}
y_1(1) & \ldots & y_1(T) \\
\vdots & \ddots & \vdots \\
y_{N_y}(1) & \ldots & y_{N_y}(T)
\end{pmatrix}
\]

\[
\tilde{Y}(t) = [y_1(1) \ldots y_{N_y}(1)]^T
\]

\[
W_{out} = \begin{pmatrix}
w_{out,1}(1) & \ldots & w_{out,1}(N_{Ru} + N_U) \\
\vdots & \ddots & \vdots \\
w_{out,N_y}(1) & \ldots & w_{out,N_y}(N_{Ru} + N_U)
\end{pmatrix}
\]

Figure 6. ESN network with new relations

Table 2 shows a comparison between network performance with the previous simple structure and the new structure in the SAVEE dataset emotion recognition rate with the features extracted in the previous section, along with a reservoir layer of 100 units. According to the results, the ESN network with the new structure has performed better than the previous structure.

Table 2. Compare ESN network performance with new and old design

| ESN Structure     | WAR  |
|-------------------|------|
| Structure of Figure 2 | 44.37% |
| Structure of Figure 6 | 57.88% |
5.1. Emotional Data Preparation

Because the echo state network is highly efficient as a time series, the features extracted at the frame level will be used in this experiment. The difference is that to reduce the complexity caused by the high number of frames associated with each utterance, another framing (with a larger window length) will be performed to reduce the number of frames associated with each speech utterance.

If we display the short-term features extracted with the 10ms shift window in the feature extraction section, with a matrix $V$,

$$
V = \begin{pmatrix}
    v_1(1) & \ldots & v_1(T) \\
    \vdots & \ddots & \vdots \\
    v_{N_v}(1) & \ldots & v_{N_v}(T)
\end{pmatrix}
$$

(17)

Then, by applying the statistical functions (medium-term features) of the mean, standard deviation, skewness and kurtosis with $2W$ frame window length and $K$ frame shift window, on the $V$ vector, the final input vector will be obtained according to the following relation:

$$
\bar{U}(t) = \begin{bmatrix}
    \text{mean}(V(t-W:t+W)) \\
    \text{std}(V(t-W:t+W)) \\
    \text{skewness}(V(t-W:t+W)) \\
    \text{kurtosis}(V(t-W:t+W))
\end{bmatrix}_{1xN_v}^T
$$

(18)

5.2. Echo State Network Hyperparameters

Important hyper-parameters used to initialize an ESN network are:

- **Input Scaling (IS)** - The input scale is used to generate the initial random values of the $W_{in}$ input matrix, so that the random values of its elements must have a uniform distribution between -IS and IS.
- **Spectral Radius (SR)** - The spectral radius is used to generate the initial random values of the reservoir weight matrix ($W$) using the following relation:

$$
W = SR \frac{W}{\lambda_{max}(W)}
$$

(19)

In this relation, the matrix $W$ has random elements generated in the interval [-1 1], where $\lambda_{max}(W)$ represents the largest eigenvalue of that matrix. In addition, to ensure that the echo state is maintained, the spectral radius takes values less than one.

- **Leaking Rate (LR)** - Determines the velocity of the reservoir in response to the input.
- **Regularization coefficient (C)** According to the theory [59] of the classification problem in relation (11), using the regularization coefficient $C$ in the regularization formula introduced by [59] will improve the generalization efficiency of the ESN network.

5.3. Nonlinear Echo State Network using Multi-dimensional Bilinear Filter

Previously, bilinear filter relationships in one-dimensional input-output environments have been introduced in relation (13). Since the input-output of SER systems is multidimensional, to use a two-line filter, its relationships must be defined in multidimensional. The model presented by the simple ESN network using nonlinear output will be in Figure (7). In the proposed model, in the output layer,
the reservoir state will be given to a multidimensional bilinear filter to obtain the final output using its coefficients. In this way, the nonlinear properties of the reservoir will be preserved and used to produce the best possible output. In this case, all the relations of the echo network will be the same as before (relations 6 to 11), except that the output will be based on relation (20) instead of relation (11). In this multidimensional model, each of the output dimensions \( y(t) \) will be obtained from the sum of \( N-1 \) of the previous output sample at that dimension, along with the reservoir state signal \( x(t) \), and the product of the two.

\[
y_p(t) = \sum_{i=1}^{N-1} c_{p,i} y_p(t - i) + \sum_{i=1}^{N-1} b_{i,j}^p y_p(t - i) x_j(t) + \sum_{i=1}^{N_Ru} a_{p,i} x_i(t)
\]

\[1 \leq p \leq N_y, \quad N : \text{filterorder}\]

This relation will be vectorized as follows,

\[
y_p(t) = C_p Y_p^T (t - 1) + Y_p(t - 1) B_p X(t) + A_p X(t)
\]

(21)

The filter input matrix is obtained from relation (7), where \( x_i(t) \) is the \( i \) input (echo state) of sample \( t \). Also, the output of the filter according to relation (15) is defined as vector as follows,

\[
\tilde{Y}_p(t - 1) = [y_p(t - 1) \ldots y_p(t - (N - 1))]
\]

(22)

Where \( T \) is the number of input samples and \( N_y \) is the number of output dimensions (\( y \) dimensions). Finally, the coefficients of the bilinear filter will be as follows (feedforward coefficient for all \( N_y \) output dimensions and \( N_{Ru} \) reservoir units),

\[
A = \begin{pmatrix}
a_{1,1} & \cdots & a_{1,N_{Ru}} \\
\vdots & \ddots & \vdots \\
a_{N_y,1} & \cdots & a_{N_y,N_{Ru}}
\end{pmatrix}
\]

\[
\bar{A}_p = \begin{pmatrix}
a_{p,1} & \cdots & a_{p,N_{Ru}}
\end{pmatrix}
\]

(23)

Cross product coefficients (for output dimensions of \( p \), filter order \( N \) and number of reservoir units \( N_{Ru} \)).
$B^p = \begin{pmatrix}
  b^p_{1,1} & \cdots & b^p_{1,N_{Ru}} \\
  \vdots & \ddots & \vdots \\
  b^p_{(N-1),1} & \cdots & b^p_{(N-1),N_{Ru}}
\end{pmatrix}$

$B = [B^1, \ldots, B^{N_y}]$  \hspace{1cm} (24)

Feedback coefficient,

$C = \begin{pmatrix}
  c_{1,1} & \cdots & c_{1,(N-1)} \\
  \vdots & \ddots & \vdots \\
  c_{N_y,1} & \cdots & c_{N_y,(N-1)}
\end{pmatrix}$

$\tilde{C}_p = [c_{p,1} \ldots c_{p,(N-1)}]$ \hspace{1cm} (25)

Thus relation (21) can be written as follows,

$y_p(t) = \frac{C_p}{\longrightarrow} Y_p^T(t - 1) + \frac{B_p}{\longrightarrow} V_p^T(t) + \frac{A_p}{\longrightarrow} X(t)$  \hspace{1cm} (26)

Which,

$\tilde{V}_p(t) = [y_p(t - 1)x_1(t), \ldots, y_p(t - 1)x_{N_{Ru}}(t), \ldots, y_p(t - (N - 1))x_1(t), \ldots, y_p(t - (N - 1))x_{N_{Ru}}(t)]$  \hspace{1cm} (27)

And if we define the vectors W and U as follows,

$W_p = [\frac{C_p}{\longrightarrow} B_p \frac{A_p}{\longrightarrow}]$  \hspace{1cm} (28)

$\frac{U_p(t)}{\longrightarrow} = [\frac{Y_p(t - 1)}{\longrightarrow} \frac{V_p(t)}{\longrightarrow} \frac{X^T(t)}{\longrightarrow}]^T$  \hspace{1cm} (29)

Then relation (26) will change as follows,

$y_p(t) = W_p \frac{U_p(t)}{\longrightarrow}$  \hspace{1cm} (30)

So far, various algorithms have been used to solve relation (30) and obtain filter coefficients ($W_p$ matrix).
An example of a simple multidimensional bilinear is shown in Figure (8). In this bilinear filter, the input is two-dimensional \((N_{Ri} = 2)\) and the output is two-dimensional \((p = 2)\) and the order of the filter is two-dimensional \((N = 2)\). So, the output will be as follows,

\[
y_1(t) = c_{1,1}y_1(t - 1) + b_{1,1}^1y_1(t - 1)x_1(t) + b_{1,2}^1y_1(t - 1)x_2(t) + a_{1,1}x_1(t) + a_{1,2}x_2(t)
\]

\[
y_2(t) = c_{2,1}y_2(t - 1) + b_{2,1}^1y_2(t - 1)x_1(t) + b_{2,2}^1y_2(t - 1)x_2(t) + a_{2,1}x_1(t) + a_{2,2}x_2(t)
\]

And the coefficients are as,

\[
A = \begin{pmatrix} a_{1,1} & a_{1,2} \\ a_{2,1} & a_{2,2} \end{pmatrix}, \quad B^1 = [b_{1,1}^1, ..., b_{1,2}^1], \quad B^2 = [b_{2,1}^2, ..., b_{2,2}^2], \quad C = [c_{1,1}, c_{2,1}]^T
\]

![Figure 8. The structure of a multidimensional bilinear filter](image)

### 5.4. Quaternion Nonlinear Echo State Network

One of the major problems in the design of SER systems is their high memory consumption due to the extraction of features with high emotional dimensions. Since the ESN is recursive, the weight matrix of the reservoir layer will increase in size as the reservoir units increase. The larger the number of reservoir units, the more memory is required. In addition, the larger the input size of the ESN, the larger the number of reservoir units must be to better model it. One of the available solutions to this problem is the use of quaternion algebra or high-dimensional algebra. In this study, the mean-term features of mean, standard deviation, skewness and kurtosis will be considered as different dimensions of quaternion numbers. If quaternion algebra is used in the design of a nonlinear echo-state network to detect emotion, in this architecture all input, output, coefficients and weights matrices will be quaternion (Figure (9)).
In this case, the matrix of input features is as follows, each dimension of which will include one of the mid-term properties.

\[
U = \begin{bmatrix}
U_1(1) & \ldots & U_1(T) \\
\vdots & \ddots & \vdots \\
U_{N_U}(1) & \ldots & U_{N_U}(T)
\end{bmatrix}
\]

\[
U_i(t) = u_i^1(t) + u_i^2(t)i + u_i^3(t)j + u_i^4(t)k, \ 1 \leq i \leq N_U, \ 1 \leq t \leq T
\]

\[
\bar{U}(t) = \left[ \text{mean}(\bar{V}(t - W : t + W)) \quad \text{std}(\bar{V}(t - W : t + W))i \\
\text{skewness}(\bar{V}(t - W : t + W))j \quad \text{kurtosis}(\bar{V}(t - W : t + W))k \right]^T
\]

In addition, the reservoir state matrix will be defined as follows in the quaternion state.

\[
X = \begin{bmatrix}
X_1(1) & \ldots & X_1(T) \\
\vdots & \ddots & \vdots \\
X_{N_{Ru}}(1) & \ldots & X_{N_{Ru}}(T)
\end{bmatrix}
\]

\[
X_i(t) = x_i^1(t) + x_i^2(t)i + x_i^3(t)j + x_i^4(t)k, \ 1 \leq i \leq N_{Ru}, \ 1 \leq t \leq T
\]

The output matrix of the model in quaternion mode will be as follows,

\[
Y = \begin{bmatrix}
Y_1(1) & \ldots & Y_1(T) \\
\vdots & \ddots & \vdots \\
Y_{N_y}(1) & \ldots & Y_{N_y}(T)
\end{bmatrix}
\]

\[
Y_i(t) = y_i^1(t) + y_i^2(t)i + y_i^3(t)j + y_i^4(t)k, \ 1 \leq i \leq N_y, \ 1 \leq t \leq T
\]

Also, the matrix of input weights and the state network reservoir in the quaternion space are defined as follows:
In addition, the matrix of bilinear filter coefficients in the quaternion space will be as follows:

\[
W_m = \begin{bmatrix}
W_{m,1}(1) & \cdots & W_{m,1}(N_U) \\
\vdots & \ddots & \vdots \\
W_{m,N_{Ru}}(1) & \cdots & W_{m,N_{Ru}}(N_U)
\end{bmatrix},
\]

\[W_{m,i}(n) = w_{m,i}^1(n) + w_{m,i}^2(n)i + w_{m,i}^3(n)j + w_{m,i}^4(n)k, \quad 1 \leq i \leq N_{Ru}, \quad 1 \leq n \leq N_U\] (35)

\[
W = \begin{bmatrix}
W_1(1) & \cdots & W_1(N_{Ru}) \\
\vdots & \ddots & \vdots \\
W_{N_{Ru}}(1) & \cdots & W_{N_{Ru}}(N_{Ru})
\end{bmatrix},
\]

\[W_i(n) = w_i^1(n) + w_i^2(n)i + w_i^3(n)j + w_i^4(n)k, \quad 1 \leq i, n \leq N_{Ru}\] (36)

In addition, the matrix of bilinear filter coefficients in the quaternion space will be as follows:

\[
A = \begin{bmatrix}
A_{1,1} & \cdots & A_{1,N_{Ru}+N_U} \\
\vdots & \ddots & \vdots \\
A_{N_y,1} & \cdots & A_{N_y,N_{Ru}+N_U}
\end{bmatrix}
\]

\[A_{i,j} = a_{i,j}^1 + a_{i,j}^2i + a_{i,j}^3j + a_{i,j}^4k, \quad 1 \leq i \leq N_y, \quad 1 \leq j \leq N_{Ru} + N_U\] (37)

\[
B^p = \begin{bmatrix}
B^p_{i,1} & \cdots & B^p_{i,N_{Ru}+N_U} \\
\vdots & \ddots & \vdots \\
B^p_{(N-1),1} & \cdots & B^p_{(N-1),N_{Ru}+N_U}
\end{bmatrix}
\]

\[B^p_{i,j} = b_{i,j}^1 + b_{i,j}^2i + b_{i,j}^3j + b_{i,j}^4k, \quad 1 \leq i \leq N - 1, \quad 1 \leq j \leq N_{Ru} + N_U\] (38)

\[
B = [B^1, \ldots, B^N]
\]

\[
C = \begin{bmatrix}
C_{1,1} & \cdots & C_{1,(N-1)} \\
\vdots & \ddots & \vdots \\
C_{N_y,1} & \cdots & C_{N_y,(N-1)}
\end{bmatrix}
\]

\[C_{i,j} = c_{i,j}^1 + c_{i,j}^2i + c_{i,j}^3j + c_{i,j}^4k, \quad 1 \leq i \leq N_y, \quad 1 \leq j \leq N - 1\] (39)

Also, relation (8) of the echo state network will change in the form of the following relation in the quaternion state, so that the reservoir state matrix is obtained in this way,

\[X(t) = (1 - LR) \ast X(t - 1) + LR \ast \tanh(W_m \otimes U(t) + W \otimes X(t - 1))\] (40)

In this regard, the tanh function is a split function and, as used in [14, 20, 21, 27, 50], will be applied to all dimensions of the quaternion number separately. In addition, the output of the Quaternion nonlinear echo state network after passing through the bilinear filter will be calculated using the following relation:
\[
Y_p(t) = \sum_{i=1}^{N-1} C_{p,i} \otimes Y_p(t-i) + \sum_{i=1}^{N-1} \sum_{j=1}^{N_g+N_r} Y_p(t-i) \otimes B^p_{i,j} \otimes [X(t);U(t)]_j + \sum_{i=1}^{N_g+N_r} A_{p,i} \otimes [X(t);U(t)]_j, \quad 1 \leq p \leq N_g. \quad (41)
\]

The previous real multiplications are also replaced by the Hamilton multiplication in the following order:

\[
C_{p,i} \otimes Y_p(t-i) = c^1_{p,i} y_p^1(t-i) - c^2_{p,i} y_p^2(t-i) - c^3_{p,i} y_p^3(t-i) - c^4_{p,i} y_p^4(t-i)
+ (c^1_{p,i} y_p^2(t-i) + c^2_{p,i} y_p^1(t-i) + c^3_{p,i} y_p^4(t-i) - c^4_{p,i} y_p^3(t-i))i
+ (c^1_{p,i} y_p^3(t-i) - c^2_{p,i} y_p^4(t-i) + c^3_{p,i} y_p^1(t-i) + c^4_{p,i} y_p^2(t-i))j
+ (c^1_{p,i} y_p^4(t-i) - c^2_{p,i} y_p^3(t-i) - c^3_{p,i} y_p^2(t-i) + c^4_{p,i} y_p^1(t-i))k
\]

\[
(Y_p(t-i) \otimes B^p_{i,j}) \otimes [X(t);U(t)]_j =
(y_p^1(t-i) \theta_{ij}^1(t) - y_p^2(t-i) \theta_{ij}^2(t) - y_p^3(t-i) \theta_{ij}^3(t) - y_p^4(t-i) \theta_{ij}^4(t)
+ (y_p^1(t-i) \theta_{ij}^2(t) + y_p^2(t-i) \theta_{ij}^1(t) + y_p^3(t-i) \theta_{ij}^4(t) - y_p^4(t-i) \theta_{ij}^3(t))i
+ (y_p^1(t-i) \theta_{ij}^3(t) - y_p^2(t-i) \theta_{ij}^4(t) + y_p^3(t-i) \theta_{ij}^1(t) + y_p^4(t-i) \theta_{ij}^2(t))j
+ (y_p^1(t-i) \theta_{ij}^4(t) - y_p^2(t-i) \theta_{ij}^3(t) - y_p^3(t-i) \theta_{ij}^2(t) + y_p^4(t-i) \theta_{ij}^1(t))k
\] \otimes [X(t);U(t)]_j

\[
A_{p,i} \otimes X_i(t) = a^1_{p,i} x_i^1(t) - a^2_{p,i} x_i^2(t) - a^3_{p,i} x_i^3(t) - a^4_{p,i} x_i^4(t)
+ (a^1_{p,i} x_i^2(t) + a^2_{p,i} x_i^1(t) + a^3_{p,i} x_i^4(t) - a^4_{p,i} x_i^3(t))i
+ (a^1_{p,i} x_i^3(t) - a^2_{p,i} x_i^4(t) + a^3_{p,i} x_i^1(t) + a^4_{p,i} x_i^2(t))j
+ (a^1_{p,i} x_i^4(t) + a^2_{p,i} x_i^3(t) - a^3_{p,i} x_i^2(t) + a^4_{p,i} x_i^1(t))k
\] \quad (44)

5.5. Quaternion Nonlinear Echo State Network by two-dimensional Principle Component Analysis

One of the limitations of the bilinear filter is the high dimensions of matrices A and B, which are completely dependent on the number of reservoir units. To reduce this complexity, as in the method proposed in [52,53], the dimensions of the input signal \([X(t);U(t)]\) to the bilinear filter can be reduced by a method such as principal component analysis, which ultimately reduces the dimensions of matrices A and B. Principal component analysis is one of the methods that has been successful in processing information and reducing dimensions; But to apply this algorithm to quaternion matrices, they must be formed, which in turn eliminates the spatial correlation of adjacent data. This problem already existed when applying principal component analysis to image matrices. To solve this problem in the field of image, two-dimensional principal component analysis [60] has been proposed that does not require the process of converting an image or matrix to a vector. Since quaternion data are also three-dimensional matrices and require a similar image-to-vector conversion process to reduce the dimension by principal component analysis, two-dimensional principal component analysis can also be used to reduce the dimension in these data. The corresponding pseudocode is given in algorithm (1). In addition, in this algorithm, the implementation of quaternion nonlinear echo state network by two-dimensional principal component analysis method, the coefficients of which are obtained using genetic algorithm, is also shown. In this section, due to the stated limitations, the dimensions of the bilinear filter input matrix will be reduced by using the dimensional reduction method. In this case, the ESN will be as shown in Figure (10).
In addition, the previous relations from relation (32) to (36) will remain unchanged, except that relation (37), (38) and (40) will change as follows:

\[
A = \begin{pmatrix}
A_{1,1} & \cdots & A_{1,N_{2\text{DPCA}}} \\
\vdots & \ddots & \vdots \\
A_{N_y,1} & \cdots & A_{N_y,N_{2\text{DPCA}}} \\
\end{pmatrix}
\]

\[
A_{i,j} = a_{i,j}^1 + a_{i,j}^2 \mathbf{i} + a_{i,j}^3 \mathbf{j} + a_{i,j}^4 \mathbf{k}, \quad 1 \leq i \leq N_y, \quad 1 \leq j \leq N_{2\text{DPCA}}
\]

\[
B^p = \begin{pmatrix}
B_{1,1}^p & \cdots & B_{1,N_{2\text{DPCA}}}^p \\
\vdots & \ddots & \vdots \\
B_{(N-1),1}^p & \cdots & B_{(N-1),N_{2\text{DPCA}}}^p \\
\end{pmatrix}
\]

\[
B_{i,j}^p = b_{i,j}^p \mathbf{1} + b_{i,j}^p \mathbf{2} \mathbf{i} + b_{i,j}^p \mathbf{3} \mathbf{j} + b_{i,j}^p \mathbf{4} \mathbf{k}, \quad 1 \leq i \leq N - 1, \quad 1 \leq j \leq N_{2\text{DPCA}}
\]

\[
Y_p(t) = \sum_{i=1}^{N-1} C_{p,i} \otimes Y_p(t - i) + \sum_{i=1}^{N_{2\text{DPCA}}} \sum_{j=1}^{N_{2\text{DPCA}}} Y_p(t - i) \otimes B_{i,j}^p \otimes X'_i(t) + \sum_{i=1}^{N_{2\text{DPCA}}} A_{p,i} \otimes X'_i(t), \quad 1 \leq p \leq N_y, \quad N: \text{filter order}
\]

---

**Algorithm 1.** Pseudo-code for speech emotion recognition using Quaternion nonlinear echo state network and two-dimensional principal component analysis with genetic algorithm

| Line | Description |
|------|-------------|
| 1:   | \textbf{Input:} trainFeature, trainTarget, testFeature, testTarget |
| 2:   | \textbf{Output:} FinalPerformance |
| 3:   | for \(i = 1:\text{foldNo}\) do // for all folds |
| 4:   | // all the executions have been repeated 10 times with 10 different RNG seeds |
| 5:   | for \(j = 1:10\) do |
| 6:   | rng\((j - 1)\) |
| 7:   | \(\theta_{\text{Best}} \leftarrow \text{GA-Optimization-method}(\text{trainFeature}, \text{trainTarget})\); //Optimize the \(\theta = [a, b, c, w_0, w]\) |
| 8:   | \(\text{WAR}_{ij} \leftarrow \text{ObjectiveFunction}(\theta_{\text{Best}}, \text{testFeature}_e, \text{testTarget}_t)\) |
| 9:   | end for |
| 10:  | end for |
| 11:  | FinalPerformance = mean(\{\text{WAR}_{ij}\}) |
| 12:  | end function |
In the proposed QNESN model, each quaternion property vector (both train and test data) will have dimensions of 554. Each dimension of a quaternion property is equivalent to one of the mid-term properties (mean, standard deviation, skewness, and kurtosis). These attributes apply to the extracted short-term features in the feature extraction section. In addition, in this algorithm, all parameters of the QNESN network, including the input weight matrix (relation 35), the reservoir weight (relation 36) and
the matrix of linear filter coefficients (relations 45, 46 and 39) in the quaternion space will be defined as $\theta$ vector.

$$\theta = [A, B, C, W_{in}, W]$$

(48)

This vector is optimized by the genetic algorithm. The initial population of the GA includes the random values in the range [-1 1]. This value is such that the echo state network retains its echo property, so the values given to the reservoir weight matrix (W) must be true in condition (14). In genetic algorithm, a QNESN network is designed with this population member to find the suitability of each member ($\theta_i$) of the generation (including ESN weights and bilinear filter coefficients) and its output is evaluated according to the training data compared to the desired output. For this evaluation, for each of the speech formats belonging to the training set, the average of all the frames related to that speech at the output of the network is obtained as follows, and then this average is scale to [0 1].

$$P_{utr_i} = \text{mean}(Y(k_i : k_2))$$

(49)

Where Y is the output of the QNESN network and $k_1$ to $k_2$ are the speech frames of $utr_i$, so the matrix $P_{utr_i}$ is a matrix with dimensions $N_y \times 4$ which is passed to the interval [0 1]. Then, using the QMSE algorithm presented in [16] the emotional class of that speech format, is obtained using the following relation,

$$[E_1, ..., E_{N_y}] = \text{QMSE}(D_{N_y\times4}^1, ..., D_{N_y\times4}^{N_y}, P_{utr_i})$$

(50)

$$\text{Class}_{utr_i} = \arg \max_{1 \leq n \leq N_y} (e^{-E_n})$$

(51)

Where the set $[D_{N_y\times4}^1, ..., D_{N_y\times4}^{N_y}]$ contains labels for each output class defined as a quaternion matrix. For example, in the first-order quaternion matrix, only the first row has values of one, and the other objects are zero.

$$D_{N_y\times4}^1 = \begin{bmatrix} 1 & ... & 1 \\ \vdots & \ddots & \vdots \\ 0 & ... & 0 \end{bmatrix}$$

(52)

Then all the labels found by the network are compared with the desired output and the correct detection rate is measured. After completing the implementation of the genetic algorithm, and estimating the optimal values of weights and coefficients ($\theta_{best}$), using the best value obtained for these coefficients, a quaternion nonlinear echo state network is designed whose performance is tested by the data and pointed in the same way. The final performance will actually be the recognition rate of network on the experimental data set.
6. Experiments

All SER systems require an emotional database to evaluate their performance. Following the emotional databases properties used, will be described.

6.1. Emotional Datasets

Many emotional databases have been designed to test the performance of SER systems. In this study, three common databases including Berlin Database of Emotional Speech (EMODB) \[61\], Surrey Audio-Visual Expressed Emotion (SAVEE) \[62\], and the Interactive Emotional Dyadic Motion Capture (IEMOCAP) \[63\] were employed to evaluate the effectiveness of the proposed system, whose specifications are listed in Table 3.

| Dataset   | Language | Number of Speakers | Emotions       |
|-----------|----------|--------------------|----------------|
|           |          |                    | Anger (A)      |
|           |          |                    | Disgust (D)    |
|           |          |                    | Fear (F)       |
|           |          |                    | Happiness (H)  |
|           |          |                    | Sad (SA)       |
|           |          |                    | Bored (B)      |
|           |          |                    | Surprise (SU)  |
|           |          |                    | Neutral (N)    |
|           |          |                    | Total          |
| EMODB     | German   | 10                 | 127 69 71 62 81 - 79 535 |
| SAVEE     | English  | 4                  | 60 60 60 60 60 - 60 120 480 |
| IEMOCAP   | English  | 10                 | 1103 - - 1636 1084 - - 1708 5531 |

6.2. Emotional Data Preparation

The results obtained using the new frame size (with 2W window length and K-frame shift window) and the application of mid-term properties are shown in Figures (11 and 12) for two different emotional databases. According to the presented results, the best value for window length was 40 frames and shift value was 10 frames for SAVEE database and window length was 40 frames and shift value was 30 frames for EMODB database. The feature vector extracted in this case has 2216 dimensions.

![Figure 11. Recognition rate for windowing with different frames using echo state network (SAVEE)](image)
Recognition rate for windowing with different frames using echo state network (EMODB)

6.3. Network Hyper-parameter Regularization

With increasing depth and more complex structures of reservoir calculation models, optimization of the hyperparameters of these networks becomes more important. In this paper, various experiments have been performed to adjust the different values of C, SR, IS and LR hyperparameters that have a significant effect on the designed network performance. For convenience and speed of experiments, a simplified model of Figure (6) with a reservoir layer consisting of 100 neurons is provided.

In this experiment, different values of C are selected from the range \([10^{-6}, \ldots, 10^{5}]\) and the values related to each of the three parameters SR, IS and LR are selected from the range \([0, \ldots, 1]\). All tests are performed on SAVEE database. According to the experiments performed, the best values obtained for these parameters are shown in Table 4.

**Table 4. Optimal values of ESN hyperparameters**

| C   | IS   | SR   | LR  |
|-----|------|------|-----|
| \(100\) | \(0.5\) | \(0.1\) | \(0.9\) |

6.4. QNESN Model Experiments

To evaluate and validate the performance of the proposed QNESN model, several experiments have been performed to detect speech emotion in the introduced emotion databases. In this study, the results of these experiments are presented in the leave one speaker out strategy (LOSO) through which many recent studies have evaluated their systems. According to this strategy, the emotional database is divided into two different parts, in which the training and experimental datasets are completely different, and the experimental database consists of only one speaker (i.e., a gender) who is not present in the training database. Therefore, network training and optimization is performed automatically on the sentences of the speakers of the training set and the recognition rate and network performance are tested on the speaker of the experimental set. After repeating the process for the total number of speakers, finally, the network performance for all speakers will be equal to the average recognition rate of different experiments.

In addition, this paper uses the weighted average recall (WAR) and non-weighted average recall (UAR) criteria to measure the recognition rate of experiments. The criterion for calling the weighted average or the micro average, as the recognition rate of the weighted average classes with the previous class probability, and the non-weighted average or the macro average calling, is the average recognition rate of all classes without weighting. The relationship between these two criteria is as follows,
\[ \text{Recall}_i = \frac{TP_i}{TP_i + FN_i} \]  \hspace{1cm} (53)

\[ \text{Weight}_i = \frac{TP_i + FN_i}{N_e} \]  \hspace{1cm} (54)

\[ \text{WAR} = \sum_{i=1}^{M} \text{Weight}_i \times \text{Recall}_i \] \hspace{1cm} (55)

\[ \text{UAR} = \frac{1}{M} \sum_{i=1}^{M} \text{Recall}_i \] \hspace{1cm} (56)

Where M is the number of emotions, \( TP_i \) and \( FN_i \), denoting true positives and false negatives for emotions \( i \) and \( N_e \), respectively, represents the total number of samples of all emotions. To evaluate the performance of the proposed nonlinear model, the best value for the linear filter order (N) - which will have a significant effect on system performance - was first obtained during experiments on the SAVEE emotional database in the form of LOSO. In this experiment, a nonlinear echo state network (NESN) with 100 reservoir units and a bilinear filter with different levels has been used, the relationship of which has already been shown in (20). Bilinear filter coefficients (relations 23, 24 and 25) are obtained using genetic algorithm (the range of all coefficient values are considered in \([-1,1]\)). The final results can be seen in Table (5). According to the obtained results, the 3-biline filter has a higher efficiency than other filters.

Table 5. The effect of the order value of a bilinear filter in the recognition rate of NESN network (SAVEE)

| N   | 2   | 3   | 4   | 5   |
|-----|-----|-----|-----|-----|
| WAR | 46.5% | 54% | 47.75% | 44.75% |

Experiments have also been performed to better and more accurately investigate the effect of the bilinear filter used in the output layer and the quaternion algebra in the ESN network. In this experiment, four different networks ESN, NESN, QESN and QNESN with filter order 3 and a number of different reservoir units are designed in which the values of weights and coefficients are optimized using genetic algorithm. In this optimization, which is done as LOSO, for each fold of the SAVEE dataset, a genetic algorithm is implemented based on the training data of that fold, and finally, using the optimal values of the obtained coefficients, the performance of the designed model is measured by those coefficients. The final efficiency will be equal to the average efficiency of different folds. Figure (13) shows the average and best value of the training cost functions of each generation of the genetic algorithm in successive iterations for one of the folds of the SAVEE database. In all experiments, each generation of the genetic algorithm has 500 members. Other characteristics of are shown in Table (6).
Figure 13. Mean and best value of training cost function in different iterations of QNESN parameter optimization process using genetic algorithm (SAVEE)

Table 6. The GA Specifications for optimizing ESN, NESN, QESN and QNESN network parameters

| Population          | Crossover          | Migration         | Constraint parameters | Stopping Criteria |
|---------------------|--------------------|-------------------|-----------------------|-------------------|
| Population type     | Crossover function | Direction         | Nonlinear constrain algorithm | Generations          |
| Double vector       | Scattered          | Forward           | Augmented Lagrangian  | 100*Number of Variables |
| Population size     | Migration Fraction | Fraction          | Initial Penalty       | Function Tolerance  |
| 500                 | 0.2                | 0.8               | 10                    | 1e-6               |
| Creation Function   | Migration Interval | 20                | Penalty Factor        | Constraint Tolerance | 1e-3               |
| Uniform             |                     |                   |                       |                   |
| Initial Population  | []                 |                   |                       |                   |
| Selection           | Selection Function |                   |                       |                   |
| Stochastic Uniform  |                     |                   |                       |                   |
| Reproduction        | Elite Count        | .05*Population size |                       |                   |
| Uniform             | Crossover Fraction | 0.8               |                       |                   |
| Elite Count         | .05*Population size|                   |                       |                   |
| Crossover Fraction  |                     |                   |                       |                   |
| 0.8                 | Mutation           |                   |                       |                   |
| Mutation Function   | Mutation Rate      |                   |                       |                   |
| Uniform             | 0.01               |                   |                       |                   |
| Rate                |                     |                   |                       |                   |

Table 7 shows the performance of five different networks for four different modes. In each part of the tests, the number of reservoir neurons, the size of the reservoir matrix, the size of the input signal at the output layer (\(N_{Ru} + N_{lj}\)), the dimension reduction number, vector \(\Theta\) and its size, recognition rates (UAR and WAR) and the average execution time for an audio file are shown. These experiments were performed in four different groups with different reservoirs. In all groups, the reservoir output will be given to the output layer after applying the reduction algorithm (PCA in real mode and 2dPCA in quaternion mode). To make the correct comparison in each group, the networks were tested under the same conditions. However, due to the fact that the network was a real or quaternion type, the dimensions of the input data will be different in the final layer. In addition, except for the first network, in which the weight of the output layer is calculated using the usual inverse matrix method, other networks use genetic algorithms to calculate weights and coefficients. Therefore, according to the design of each network, the vector \(\theta\) and its size are different. The first network is the simple ESN in which the input weight matrix (\(W_{in}\)) according to relation (9) and the reservoir weight matrix (\(W\)) according to relation (10) are fixed and the output weight matrix (\(W_{out}\)) according to relation (11) is calculated using the inverse matrix method. In the second case, all weights of the input matrix, reservoir matrix, and output matrix of the ESN network are optimized using genetic algorithms. In this case the vector \(\theta\) is obtained from the following relation,
\[
\text{len}(\theta)_{ESN} = \left( N_{Ru} \times N_U \right) + \left( N_{Ru} \times N_{Ru} \right) + \left( N_y \times N_{PCA} \right)
\]

(57)

In the third network, which is NESN, only a bilinear filter is placed in the output layer, so not only the weights of the input matrix and reservoir matrix, but also the matrix of filter coefficients will be optimized using the genetic algorithm. Therefore, the vector length \( \theta \) in this case will be longer than the normal ESN network and also due to the use of a bilinear filter in the output layer, it will have a higher execution time than the linear ESN network and its recognition rate is higher than the previous mode. The size of vector \( \theta \) in this case is also obtained from the following relation:

\[
\text{len}(\theta)_{NESN} = \left( N_{Ru} \times N_U \right) + \left( N_{Ru} \times N_{Ru} \right) + \left( N_y \times (N - 1) \times N_{PCA} \right) + \left( N_y \times (N - 1) \right)
\]

(58)

In the fourth case, the QESN quaternion network is tested. This network has a linear output layer, but all network weight matrices are defined as quaternions. Therefore, the length of \( \theta \) will be longer than the previous three cases. The size of vector \( \theta \) in this network is obtained from the following relation:

\[
\text{len}(\theta)_{QESN} = \left( N_{Ru} \times N_U \times 4 \right) + \left( N_{Ru} \times N_{Ru} \times 4 \right) + \left( N_y \times N_{2DPCA} \times 4 \right)
\]

(59)

In the last case where the QNESN network is tested, a nonlinear ESN network with quaternion outputs is used, so the values of all matrix filter coefficients and network weights are optimized by the genetic algorithm, and the vector \( \theta \) will be longer than in other cases.

\[
\text{len}(\theta)_{QNESN} = \left( N_{Ru} \times N_U \times 4 \right) + \left( N_{Ru} \times N_{Ru} \times 4 \right) + \left( N_y \times N_{2DPCA} \times 4 \right) + \left( N_y \times (N - 1) \times N_{2DPCA} \times 4 \right) + \left( N_y \times (N - 1) \right)
\]

(60)

Table 7. Performance comparison (1) of ESN, NESN, QESN and QNESN networks with different configurations (SAVEE)
According to the descriptions, due to time-consuming Hamiltonian multiplication operation, in each group, the highest execution time is usually related to quaternion networks and the lowest execution time is related to the simple ESN network. In each group, due to the properties of the bilinear filter, the use of nonlinear network has produced better results compared to the linear network, and this filter has done the classification of features at the output more accurately. The use of quaternion numbers has also produced more accurate results than a real-valued network. In this table, in each group, the maximum values related to the length θ, the maximum execution time, and the maximum values of UAR and WAR are specified. Thus, the highest amount of WAR obtained using QESN and QNESN networks with 100 and 200 reservoirs is 65.56% and 66.67%, respectively, and the highest recognition rates are obtained for ESN and NESN networks with 100 and 200 reservoirs, which are 62.27% and 63.31%, respectively. According to the results, QNESN network is more efficient than other networks, due to the nonlinear structure used in the output, the use of Hamiltonian multiplication to discover relationships between different data and optimization of network coefficients using GA.

In a more detailed comparison, shown in Table 8, the real and quaternion networks with equivalent reservoir sizes are in the same group. In the second category, the real networks ESN and NESN with 200-reservoir with their equivalent quaternion networks (QESN and QNESN) with 50-quaternion reservoir (equivalent to 200 real reservoirs), in terms of memory consumption (θ vector length) and recognition rate (WAR) have been compared. In this group, QNESN and QSN quaternion networks with less memory consumption produce better results compared to real networks. In the third group, with 400 real reservoir units and 100 quaternion reservoir units, QESN and QNESN quaternion networks have been able to produce better results compared to real networks with less memory consumption (θ length). In addition, in the last group (800 real units and 200 quaternion units), quaternion networks have been able to have this advantage over real networks in both higher accuracy and lower memory consumption. In fact, in the comparison made in this table, the efficiency of using quaternion algebra and bilinear filters in increasing the accuracy and precision of the SER system with less memory consumption compared to its real equivalent networks can be seen. Of course, this increase in accuracy has been further improved by increasing the size of the reservoir compared to real networks, and at lower dimensions (group 1 in Table 8), real networks have performed better than quaternion networks (see Figures 14 and 15 for further comparison). In addition, in the last row of the table, the effect of using dimensional reduction using the two-dimensional principal component analysis algorithm is clearly visible. It can be concluded that the use of 2DPCA reduction algorithm has a positive effect on the overall results of the SER system.

Table 9 shows the amount of memory consumed in the process of optimizing the parameters of ESN, NESN, QESN and QNESN networks. This table shows the length of each chromosome (according to the size of the θ vector) as well as the amount of memory consumed by the genetic algorithm per population of 500 (one generation). In addition, the specifications of the system on which the tests were performed are also visible. The relationship between the amount of memory consumed during optimization and the final accuracy of the generated SER system is well illustrated in this table. As can be seen, quaternion networks with less memory consumption during the optimization process have ultimately produced higher accuracy (see Figure 16 for further comparison).

To further evaluate the performance of the proposed algorithm, all previous experiments on the EMODB database have been performed (Table 10). Also, the best results obtained for the EMODB, SAVEE and IEMOCAP databases are shown in comparison with other work done so far and in the same conditions in Tables 11 to 13. According to the results presented in these two tables, the proposed architecture in this section has a higher efficiency compared to many recent works done on SAVEE, EMODB and IEMOCAP databases.
Table 8. Comparison of the performance (2) of ESN, NESN, QESN and QNESN networks with different configurations (SAVEE)

| ESN Type | Reservoir Unit No \(N_{Ru}\) | W matrix size \(N_{Ru} + N_{W}\) | \(N_{2DPCA}\) | \(\theta\) | len(\(\theta\)) | WAR  | UAR | Duration Time (s) |
|----------|-----------------|-----------------|-----------------|---------|-----------------|------|-----|------------------|
| ESN      | 100             | 100×100         | 100+2216+1=2317 | 400     | --              | --   | --  | 61.46% 58.10% 0.3366 |
| ESN (GA) | 100             | 100×100         | 100+2216+1=2317 | 400     | \([W_{in}, W, W_{out}]\) | 234500 | 62.27% 59.88% 0.3390 |
| NESN     | 100             | 100×100         | 100+2216+1=2317 | 400     | \([A, B, C, W_{in}, W]\) | 240114 | 62.86% 60.43% 0.3583 |
| QESN     | 25              | 25×25           | 25+554+1=580    | 200     | \([W_{in}, W, W_{out}]\) | 63600 | 61.80% 60.18% 0.2923 |
| QNESN    | 25              | 25×25           | 25+554+1=580    | 200     | \([A, B, C, W_{in}, W]\) | 74856 | 62.22% 60.60% 0.2661 |
| ESN      | 200             | 200×200         | 200+2216+1=2417 | 500     | --              | --   | --  | 61.46% 57.98% 0.3973 |
| ESN (GA) | 200             | 200×200         | 200+2216+1=2417 | 500     | \([W_{in}, W, W_{out}]\) | 486900 | 62.21% 59.69% 0.3950 |
| NESN     | 200             | 200×200         | 200+2216+1=2417 | 500     | \([A, B, C, W_{in}, W]\) | 493914 | 63.31% 60.73% 0.4110 |
| QESN     | 50              | 50×50           | 50+554+1=605    | 400     | \([W_{in}, W, W_{out}]\) | 132200 | 64.95% 63.05% 0.5241 |
| QNESN    | 50              | 50×50           | 50+554+1=605    | 400     | \([A, B, C, W_{in}, W]\) | 154656 | 65.49% 63.60% 0.4832 |
| ESN      | 400             | 400×400         | 400+2216+1=2617 | 500     | --              | --   | --  | 61.46% 57.98% 0.4845 |
| ESN (GA) | 400             | 400×400         | 400+2216+1=2617 | 500     | \([W_{in}, W, W_{out}]\) | 1210300 | 62.67% 60.12% 0.4946 |
| NESN     | 400             | 400×400         | 400+2216+1=2617 | 500     | \([A, B, C, W_{in}, W]\) | 1217314 | 63.89% 61.25% 0.4901 |
| QESN     | 100             | 100×100         | 100+554+1=655   | 400     | \([W_{in}, W, W_{out}]\) | 273200 | 65.56% 63.65% 1.0175 |
| QNESN    | 100             | 100×100         | 100+554+1=655   | 400     | \([A, B, C, W_{in}, W]\) | 295656 | 66.48% 64.57% 1.0003 |
| ESN      | 800             | 800×800         | 800+2216+1=3017 | 600     | --              | --   | --  | 62.08% 58.57% 0.7514 |
| ESN (GA) | 800             | 800×800         | 800+2216+1=3017 | 600     | \([W_{in}, W, W_{out}]\) | 3057800 | 63.12% 60.54% 0.7400 |
| NESN     | 800             | 800×800         | 800+2216+1=3017 | 600     | \([A, B, C, W_{in}, W]\) | 3066214 | 64.55% 61.90% 0.6857 |
| QESN     | 200             | 200×200         | 200+554+1=755   | 500     | \([W_{in}, W, W_{out}]\) | 618000 | 65.52% 63.64% 2.2917 |
| QNESN    | 200             | 200×200         | 200+554+1=755   | 500     | \([A, B, C, W_{in}, W]\) | 646056 | 66.67% 65.77% 2.2383 |
| QNESN    | 200             | 200×200         | 200+554+1=755   | --      | \([A, B, C, W_{in}, W]\) | 667476 | 65.16% 64.28% 1.0124 |

Figure 14. Comparison of different ESN types from Table (8) in terms of performance (WAR) and \(\theta\) length (SAVEE)
Figure 15. Comparison of different ESN types from Table (8) in terms of performance (WAR) and duration time (SAVEE)

Table 9. Comparison of memory consumption of genetic algorithm in ESN, NESN, QESN and QNESN network optimization process with different configurations (SAVEE)

| ESN Type | Reservoir Unit No ($N_{in}$) | $len(\theta)$ (double vector) | Chromosome Length | GA Memory Consumption (One Generation) | CPU Specification | WAR |
|----------|-----------------------------|-------------------------------|-------------------|----------------------------------------|-------------------|-----|
| ESN      | 100                         | --                            | --                | --                                    | Core™ i3-4160-3.60GHz 8.00 GB     | 61.46% |
| ESN (GA) | 100                         | 234500                        | 1.87 MB           | 938 MB                                 | Xeon(R) E7-2699-2.30GHz 10.00 GB    | 62.27% |
| NESN     | 100                         | 240114                        | 1.92 MB           | 960.45 MB                              | Xeon(R) E7-2699-2.30GHz 10.00 GB    | 62.86% |
| QESN     | 25                          | 63600                         | 0.5088 MB         | 254.4 MB                               | Xeon(R) E7-2699-2.30GHz 10.00 GB    | 61.80% |
| QNESN    | 25                          | 74856                         | 0.5988 MB         | 299.42 MB                              | Xeon(R) E7-2699-2.30GHz 10.00 GB    | 62.22% |
| ESN      | 200                         | --                            | --                | --                                    | Core™ i3-4160-3.60GHz 8.00 GB     | 61.46% |
| ESN (GA) | 200                         | 486900                        | 3.89 MB           | 1.945 GB                               | Core™ i3-4160-3.60GHz 8.00 GB     | 62.21% |
| NESN     | 200                         | 493914                        | 3.95 MB           | 1.976 GB                               | Core™ i3-4160-3.60GHz 8.00 GB     | 63.31% |
| QESN     | 50                          | 132200                        | 1.05 MB           | 528.8 MB                               | Core™ i7-M640-2.80GHz 8.00 GB     | 64.95% |
| QNESN    | 50                          | 154656                        | 1.23 MB           | 618.62 MB                              | Core™ i7-M640-2.80GHz 8.00 GB     | 65.49% |
| ESN      | 400                         | --                            | --                | --                                    | Core™ i3-4160-3.60GHz 8.00 GB     | 61.46% |
| ESN (GA) | 400                         | 1210300                       | 9.68 MB           | 4.84 GB                                | Core™ i7-3720QM-2.60GHz 16.00 GB   | 62.67% |
| NESN     | 400                         | 1217314                       | 9.73 MB           | 4.86 GB                                | Core™ i7-3720QM-2.60GHz 16.00 GB   | 63.89% |
| QESN     | 100                         | 273200                        | 2.18 MB           | 1.09 GB                                | Core™ i3-4160-3.60GHz 8.00 GB     | 65.56% |
| QNESN    | 100                         | 295656                        | 2.36 MB           | 1.18 GB                                | Core™ i3-4160-3.60GHz 8.00 GB     | 66.48% |
| ESN      | 800                         | --                            | --                | --                                    | Core™ i3-4160-3.60GHz 8.00 GB     | 62.08% |
| ESN (GA) | 800                         | 3057800                       | 24.46 MB          | 12.23 GB                               | Core™ i5-6400-2.70GHz 32.00 GB    | 63.12% |
| NESN     | 800                         | 3066214                       | 24.52 MB          | 12.26 GB                               | Core™ i5-6400-2.70GHz 32.00 GB    | 64.55% |
| QESN     | 200                         | 618000                        | 4.94 MB           | 2.47 GB                                | Core™ i3-4160-3.60GHz 8.00 GB     | 65.52% |
| QNESN    | 200                         | 646056                        | 5.16 MB           | 2.58 GB                                | Core™ i3-4160-3.60GHz 8.00 GB     | 66.67% |
Figure 16. Comparison of different ESN networks from Table (9) in terms of WAR and memory consumption of genetic algorithm (SAVEE)

Table 10. Comparison of the performance of ESN, NESN, QESN and QNESN networks with different configurations (EMODB)

| ESN Type | Reservoir Unit No ($N_{ru}$) | W matrix size | $N_{ru} + N_{u}$ | $N_{2DPCA}$ | $\theta$ | $len(\theta)$ | WAR | UAR | Duration Time (s) |
|----------|-----------------------------|---------------|------------------|-------------|---------|---------------|-----|-----|------------------|
| ESN      | 100                         | 100×100       | 100+2216+1=2317  | 400         | --      | --            | 78.45% | 78.19% | 0.42              |
| ESN (GA) | 100                         | 100×100       | 100+2216+1=2317  | 400         | [W_{in}, W, W_{out}] | 234500 | 79.97% | 79.26% | 0.4162           |
| NESN     | 100                         | 100×100       | 100+2216+1=2317  | 400         | [A, B, C, W_{in}, W] | 240114 | 80.69% | 79.85% | 0.4256           |
| QESN     | 25                          | 25×25         | 25+554+1=580     | 200         | [W_{in}, W, W_{out}] | 63600 | 80.27% | 78.79% | 0.6387           |
| QNESN    | 25                          | 25×25         | 25+554+1=580     | 200         | [A, B, C, W_{in}, W] | 74856 | 80.52% | 79.21% | 0.6786           |
| ESN      | 200                         | 200×200       | 200+2216+1=2417  | 500         | --      | --            | 77.86% | 77.80% | 0.4895           |
| ESN (GA) | 200                         | 200×200       | 200+2216+1=2417  | 500         | [W_{in}, W, W_{out}] | 486900 | 79.57% | 78.61% | 0.4931           |
| NESN     | 200                         | 200×200       | 200+2216+1=2417  | 500         | [A, B, C, W_{in}, W] | 493914 | 80.61% | 79.71% | 0.4888           |
| QESN     | 50                          | 50×50         | 50+554+1=605     | 400         | [W_{in}, W, W_{out}] | 132200 | 82.93% | 81.35% | 1.1551           |
| QNESN    | 50                          | 50×50         | 50+554+1=605     | 400         | [A, B, C, W_{in}, W] | 154656 | 83.48% | 81.89% | 1.2408           |
| ESN      | 400                         | 400×400       | 400+2216+1=2617  | 500         | --      | --            | 77.86% | 77.86% | 0.6513           |
| ESN (GA) | 400                         | 400×400       | 400+2216+1=2617  | 500         | [W_{in}, W, W_{out}] | 1210300 | 80.00% | 79.07% | 0.6404           |
| NESN     | 400                         | 400×400       | 400+2216+1=2617  | 500         | [A, B, C, W_{in}, W] | 1217314 | 81.13% | 80.29% | 0.5864           |
| QESN     | 100                         | 100×100       | 100+554+1=655    | 400         | [W_{in}, W, W_{out}] | 273200 | 83.53% | 81.96% | 1.9484           |
| QNESN    | 100                         | 100×100       | 100+554+1=655    | 400         | [A, B, C, W_{in}, W] | 295656 | 84.45% | 82.88% | 2.49             |
| ESN      | 800                         | 800×800       | 800+2216+1=3017  | 600         | --      | --            | 79.42% | 78.99% | 0.802            |
| ESN (GA) | 800                         | 800×800       | 800+2216+1=3017  | 600         | [W_{in}, W, W_{out}] | 3057800 | 80.76% | 80.32% | 0.8186           |
| NESN     | 800                         | 800×800       | 800+2216+1=3017  | 600         | [A, B, C, W_{in}, W] | 3066214 | 82.67% | 82.22% | 0.8585           |
| QESN     | 200                         | 200×200       | 200+554+1=755    | 500         | [W_{in}, W, W_{out}] | 618000 | 83.83% | 83.37% | 4.8026           |
| QNESN    | 200                         | 200×200       | 200+554+1=755    | 500         | [A, B, C, W_{in}, W] | 646056 | 85.39% | 84.92% | 5.7045           |
Table 11. EMODB recognition rates (%) compared to the QNESN model

| Ref                        | WAR | UAR |
|----------------------------|-----|-----|
| Haider 2020, [45]          | N/A | 76.90 |
| Zhao 2020, [38]             | N/A | 79.70 |
| Chen 2018, [64]             | N/A | 82.82 |
| Sidorov 2016, [65]          | 72.00 | N/A |
| Aghajani 2020, [66]         | 72.10 | N/A |
| Li 2021, [67]               | 72.19 | N/A |
| Yüncü 2014, [68]            | 72.30 | N/A |
| Khan 2017, [32]             | 72.34 | N/A |
| Sinith 2015, [69]           | 73.75 | N/A |
| Deb 2017, [71]              | 73.90 | 76.70 |
| Deb 2016, [70]              | 74.40 | N/A |
| Tao 2016, [74]              | 74.46 | N/A |
| Kadir 2015 [31]             | 75.22 | N/A |
| Shirani 2016, [75]          | 76.12 | N/A |
| Bashirpour 2016, [34]       | 76.60 | N/A |
| Sugan 2020, [42]            | 77.08 | N/A |
| Luengo 2010, [35]           | 78.30 | N/A |
| Zhao 2020, [38]             | 78.50 | N/A |
| Wang 2020, [41]             | 79.20 | N/A |
| Hassan 2012, [77]           | 79.50 | N/A |
| Daneshfar 2020, [78]        | 79.94 | 76.81 |
| Zao 2014, [80]              | 80.10 | N/A |
| Bhargava 2013, [81]         | 80.60 | N/A |
| Badshah 2019, [82]          | 80.79 | N/A |
| Zhang 2013, [83]            | 80.85 | N/A |
| Wu 2011, [84]               | 81.30 | N/A |
| Sun 2015 [30]               | 81.50 | N/A |
| Sun 2015 [85]               | 81.74 | N/A |
| Xu 2015 [86]                | 81.80 | N/A |
| Vieira 2020, [49]           | 81.80 | N/A |
| Man-Wai 2016 [87]           | 81.86 | N/A |
| Stuhilsits 2011 [88]        | 81.90 | N/A |
| Wen 2017 [36]               | 82.32 | N/A |
| Chen 2020, [44]             | 85.61 | N/A |
| Lottifdereshgi 2017 [89]    | 82.35 | N/A |
| Sun 2017 [29]               | 82.40 | N/A |
| Tzinis 2018 [93]            | 84.49 | 83.31 |
| Meng 2019 [101]             | 85.32 | N/A |
| Proposed                    | 85.39 | 84.92 |
| Tzinis 2018 [93]            | 84.49 | 83.31 |
| Sajjad 2020 [127]           | 85.57 | N/A |
| Proposed                    | 85.39 | 84.92 |
| Tzinis 2018 [93]            | 84.49 | 83.31 |
| Singh 2020 [46]             | 86.36 | N/A |
| Er 2020 [126]               | 90.21 | N/A |

Table 12. SAVEE recognition rates (%) compared to the QNESN model

| Ref                        | WAR | UAR |
|----------------------------|-----|-----|
| Haider 2020 [45]           | N/A | 42.4 |
| Papakostas 2017 [102]      | 44.00 | N/A |
| Liu 2018 [103]             | 44.18 | N/A |
| Noroozi and Marjanovic 2017 [104] | 45.51 | N/A |
| Vásquez-Correia 2016 [106] | 47.30 | N/A |
| Sun 2015 [30]              | 50.00 | N/A |
| Sun 2017 [29]              | 51.46 | 49.33 |
| Wen 2017 [36]              | 53.60 | N/A |
| Tzinis 2018 [93]           | 54.00 | 53.80 |
| Sugan 2020, [42]           | 55.83 | N/A |
| Noroozi and Sapinski 2017 [105] | 56.07 | N/A |
| Sinith 2015 [69]           | 57.50 | N/A |
| Sun 2015 [30]              | 58.76 | N/A |
| Daneshfar 2020, [79]       | 59.38 | 55.00 |
| Zhang 2021 [47]            | 60.16 | N/A |
| Daneshfar 2020, [78]       | 60.79 | N/A |
| Nguyen 2010 [107]          | 62.00 | N/A |
| Jiang 2019 [108]           | 62.49 | 59.40 |
| Wang 2020 [41]             | 66.20 | 81.8 |
| Proposed                   | 66.67 | 65.77 |
| Farooq 2020 [109]          | 66.90 | N/A |

Table 13. IEMOCAP recognition rates (%) compared to the QNESN model

| Ref                        | WAR | UAR |
|----------------------------|-----|-----|
| Latif 2019 [110]           | N/A | 60.23 |
| Zong 2018 [111]            | N/A | 64.80 |
| Latif 2020 [40]            | N/A | 66.70 |
| Kwon 2020 [112]            | N/A | 73.01 |
| Ghosh 2016 [113]           | 52.82 | N/A |
| Xie 2019 [114]             | 54.00 | N/A |
| Li 2020 [43]               | 58.62 | 59.91 |
| Zhao 2018 [118]            | 59.70 | 60.10 |
| Huang 2018 [119]           | 60.40 | N/A |
| Li 2021 [67]               | 60.83 | N/A |
| Xia 2015 [15]              | 60.90 | 62.40 |
| Zhao 2019 [117]            | 61.90 | N/A |
| Mao 2019 [120]             | 62.28 | 58.02 |
| Hou 2020 [48]              | 62.80 | 63.80 |
| Li 2015 [116]              | 63.20 | N/A |
| Vieira 2020 [49]           | 63.2 | N/A |
| Jiang 2019 [108]           | 64.00 | N/A |
| Tzinis 2017 [94]           | 64.16 | N/A |
| Deb 2017, [71]             | 64.20 | N/A |
| Chen 2018 [64]             | 64.20 | N/A |
| Han 2018 [121]             | 64.20 | 65.70 |
| Issa 2020 [122]            | 64.30 | N/A |
| Etienne 2018 [123]         | 64.50 | 61.70 |
| Fayek 2017 [124]           | 64.80 | 60.90 |
| Zhao 2019 [117]            | 61.90 | N/A |
| Mao 2019 [120]             | 62.28 | 58.02 |
| Tzinis 2018 [93]           | 65.20 | 68.00 |
| Tzinis 2018 [93]           | 65.20 | 68.00 |
| Daneshfar 2020, [78]       | 65.71 | 65.73 |
| Proposed                   | 66.32 | 63.11 |
| Deb 2018, [73]             | 66.80 | N/A |
| Yi 2019 [39]               | 66.80 | 62.83 |
| Yi 2020 [97]               | 66.92 | 64.51 |
| Liu 2018 [103]             | 67.10 | 66.20 |
| Yeh 2020                   | 69.00 | 70.10 |
| Sun 2020 [92]              | 71.50 | N/A |
| Li 2018 [115]              | 71.75 | N/A |
| Fan 2020                   | 73.02 | 65.86 |
| Daneshfar 2020, [79]       | 74.80 | N/A |
7. Analysis of the QNESN model
7.1. Comparison of the Proposed Method with Recent Researches

Tables 14 to 16 show the confusion matrices for the best results obtained so far on the EMODB, SAVEE, and IEMOCAP emotion databases. According to the EMODB database confusion matrices, angry emotion with 91.11% accuracy has a higher recognition rate than other emotions. In addition, sad emotion had the highest similarity to bore emotion (compared to other emotions) due to similar vocal characteristics and glottal waveform (90.95% to 6.79%). Also, angry emotion has the highest similarity to happy emotion among other emotions (91.11% to 4.15%). This similarity is also due to the similarity of the prosodic features (both happy and angry emotions have more energy than other emotions) and the glottal waveform for these two emotions. In addition, in the case of the SAVEE and IEMOCAP databases confusion matrices, the most similar emotion to the happy emotion is angry (60.36% to 10.66%) and (61.29% to 15.74%).

Compared to other proposed architectures, the method [41] using features based on wavelet packet analysis, could not distinguish seven different emotions from each other in the EMODB database (low recognition rate of fear emotion, 55.07% and neutral 56.96%, compared to the recognition rate of 79.09% and 90.01% in the QNESN method). This also true for the SAVEE and IEMOCAP emotional databases. In addition, in the method presented by [44], due to the use of membership algorithm to select appropriate features, the recognition rate of some emotions such as neutral (96.20% vs. 90.01%) and fear (84% vs. 0.09) 79%) is higher than the QNESN method and the recognition rate of some emotions such as disgust (63.20% versus 87.01%), bore (80.6% versus 81.24%) and anger (74% versus 11 / 91%) is less than QNESN method. These results indicate that the effect of glottal wave signal, linear perceptual coefficient and Gabor filter-based features on emotions such as anger, bore and disgust are more than the emotion of neutral and fear. Also, the results of the proposed QNESN network in recognizing the emotions of the SAVEE emotion database and also in recognizing the emotions of the IEMOCAP emotion database have been remarkable compared to many of the results obtained so far and in the same experimental conditions. However, in the architecture presented in this paper, due to the use of Hamiltonian multiplication, the response time of the algorithm is longer than the similar real network. The maximum response time obtained for the EMODB database according to Table (10) in this algorithm is 5.745 seconds, which is smaller than the execution time reported by [125] on the same database (8.23 seconds). The maximum execution time on this emotional base in the architecture presented using real networks is even less than this value (0.802 seconds). The main reason for the high speed of the proposed emotion recognition system compared to other architectures is the use of fast classifier based on echo state network.

Table 14. EMODB confusion matrix using QNESN

|       | F     | D     | H     | B     | N     | SA    | A     |
|-------|-------|-------|-------|-------|-------|-------|-------|
| Fear  | 79.09 | 0.75  | 3.11  | 0     | 9.01  | 3.01  | 5.02  |
| Disgust | 5.11 | 87.01 | 0.22  | 0     | 0.17  | 2.28  | 5.21  |
| Happiness | 5.04 | 9.4   | 75.01 | 0     | 0.56  | 0     | 10    |
| Bore  | 0     | 3.88  | 0     | 81.24 | 5.01  | 9.87  | 0.01  |
| Neutral | 1.05 | 3.44  | 0.25  | 4.89  | 90.01 | 0.11  | 0.24  |
| Sad   | 0     | 0     | 0.25  | 6.79  | 2     | 90.95 | 0     |
| Anger | 0.78  | 1.1   | 4.15  | 1.2   | 1.55  | 0.21  | 91.11 |
In following, table (17) shows the recognition rate of the QNESN network for each of the ten folds of the EMODB database. According to the obtained values, the recognition rate in these experiments has increased well for the emotions expressed by each speaker and with each gender. In fact, the presented architecture has well recognized both the emotions expressed by the female speaker (86.7%) and the emotions expressed by the male speaker (84.08%). In these experiments, the use of SFCC features is very helpful in recognizing the same emotions expressed by different speakers and categorizing them as the same emotion, and finally increasing the average and final recognition rate by increasing the recognition rate in each fold.

| Fold Number (Gender in the Test Set) | WAR  |
|--------------------------------------|------|
| 1 (M)                                | 82.99|
| 2 (F)                                | 86.88|
| 3 (F)                                | 89.95|
| 4 (M)                                | 80.14|
| 5 (M)                                | 80.84|
| 6 (M)                                | 90.79|
| 7 (F)                                | 87.69|
| 8 (F)                                | 80.17|
| 9 (M)                                | 85.66|
| 10 (F)                               | 88.83|
| Mean (M)                             | 84.08|
| Mean (F)                             | 86.70|

Table 15. SAVEE confusion matrix using QNESN

| Real | A     | D     | F     | H     | N     | SA    | SU    |
|------|-------|-------|-------|-------|-------|-------|-------|
| A    | 60.36 | 7.24  | 4.02  | 10.66 | 5.65  | 3.14  | 8.9   |
| D    | 7.85  | 62.94 | 5.9   | 7     | 8.41  | 4.7   | 3.21  |
| F    | 8.89  | 4.88  | 62.66 | 9.21  | 7.87  | 5.27  | 1.2   |
| H    | 6.14  | 2.1   | 3.07  | 78.63 | 3.74  | 1     | 5.22  |
| N    | 4.25  | 2.29  | 8.77  | 7.98  | 61.51 | 10.24 | 4.95  |
| SA   | 5.02  | 2.2   | 7     | 8.94  | 7.11  | 69.72 | 0     |
| SU   | 8.4   | 5     | 6.9   | 5.12  | 9.96  | 0     | 64.58 |

Table 16. IEMOCAP confusion matrix using QNESN

|        | Angry | Happiness | Neutral | Sad |
|--------|-------|-----------|---------|-----|
| Anger  | 61.29 | 15.74     | 11.98   | 11  |
| Happiness | 13.55 | 64.56     | 11.46   | 10.44|
| Neutral | 7.95  | 12.26     | 65.02   | 14.76|
| Sad    | 10.8  | 19        | 8.62    | 61.58|

Table 17. Recognition rate (%) on EMODB for different speakers and genders using QNESN model
Figure 17 compares the method presented in this paper in terms of the execution time (a) and the audio file response time (for one second of audio file) (b) with recent references that have reported these parameters. Meanwhile, in the model presented by [97], the execution time of the proposed learning algorithm for the generative adversarial network is 0.07 seconds in each iteration using the graphical processing unit (GPU). For the general implementation of this algorithm, 800 different iteration are required. Finally, the total execution time required for this algorithm is 56 seconds. In the model provided by Air [126], the best result provided using the DenseNet201 network requires 364 seconds of training time on the EMODB dataset using the GPU. In the architecture presented by [127], the total execution time of the proposed algorithm on the EMODB dataset is 5396 seconds using GPU. In a study done by [128] using the GPU, the total execution time of the learning algorithm was 1850 seconds and the response time to one second of the audio file (emotion recognition only) in the experimental data set was 0.4 seconds. In the model presented by [46], the best classifier execution time on the processor with specifications (Corei5-8GB RAM) is reported to be 2299 seconds. In the architecture presented by [44], the response time for the best results obtained using the multiple random forest classifier was 0.07 seconds (unfortunately CPU specifications were not reported). Ali Bakhshi [129] performed all his tests on a processor with specifications (Intel Corei7-4GB RAM) and reported the total execution time on 170 speech utterances from the EMODB database, 5 minutes (the average length of each speech utterance was 2.5 seconds). Finally, the response time for 1 second of the audio file was approximately 0.71 seconds. In the research presented by [112], the response time to 1 second of the speech utterance of the EMODB dataset was reported to be 0.4 seconds using a processor with specifications (Corei7). In the research presented by [125], the execution time of the proposed algorithm on the EMODB data set using a processor (Core E5-48GB RAM) is reported to be 8.23 seconds. Among these, the shortest execution time among all recent models has been obtained by [97] and also the shortest response time to 1 second of the input file, among the recent models presented by [44]. Execution time using the pQPSO dimension reduction algorithm and the GMM statistical classifier (previously published by the authors [79]) for each fold of the EMODB database, on a processor with Intel Core i3–8 GB RAM specifications, was 0.75 hours, which is finally, it lasted 7.5 hours on 10 different folds (Figure 17, part A). The use of GMM statistical classifier with high components (128 components) and the use of the objective function, based on the development dataset recognition rate using GMM, have been the most important reasons for the high execution time of this algorithm. Despite the high execution time, this algorithm has a short response time (Figure 17, part b). This time was 0.6 seconds for 1 second of each speech utterance. The execution time was 7.64 hours using the pQPSO dimension reduction algorithm and the GEBF statistical classifier (previously published by the same authors [78]) on the same processor (Figure 17, Part A). The use of GMM statistical classifier with high components (1024 components) has been the most important reason for the high execution time of this algorithm. Despite the high execution time, this algorithm has a better response time (Figure 17, part b). This time was 1.1 seconds for each second of each speech utterance. However, the time required for the QNESN classifier has reached 5 hours on the entire dataset and on the same processor due to parameter optimization using GA and Hamiltonian multiplication, and the response time is 1.52 seconds. The reason for increasing the response time of QNESN compared to the methods [78] and [79] is the use of Hamiltonian multiplication in MATLAB environment, which is time consuming. Compared to other references, since the implementation and execution environment of the programs are not the same and also experiments have been performed with different processors and in many references, GPUs have been used, different execution and response times have been obtained.
Figure 17. Comparison of (a) the execution time and (b) the response time of the proposed method with other references (EMODB)

7.2. Statistical Analysis of Recognition Rates

Figure 18 compares the method presented in this paper with other methods presented by the authors of this paper ([78-79]). As it turns out, the highest mean value among the three different emotional databases is related to EMODB and the lowest value is related to SAVEE database. Due to the small number of samples of the training set compared to the samples of the experimental set in the SAVEE dataset (compared to the EMODB and IEMOCAP datasets), a significant decrease in the recognition rate is evident in this database.

Figure 18. Comparison of recognition rate (WAR) of the proposed method using measure of central tendency in comparison with other methods proposed by the authors
These results indicate that the mid-term features used in the QNESN method perform better on artificial speech formats (EMODB and SAVIEE datasets). However, these features on IEMOCAP speech formats, which include both artificial conversations and improvised scenarios, have not yielded the desired results. In addition, the short-term features used in [79] are suitable for longer speech utterances (the length of the speech utterances for the part of IEMOCAP used in these experiments is $4.73 \pm 0.18$ seconds), while the mid-term features used in the QNESN method are suitable for utterances with shorter average length (EMODB 2 to 3 seconds and SAVIEE 3.85 ± 0.33 seconds). Therefore, it can be concluded that the mid-term features, and the QNESN method will produce higher recognition rates in datasets with shorter lengths and fewer samples, but detect and differentiate more emotions (7 different emotions). However, short-term features and [79] in the dataset with longer length and more samples but for recognizing fewer emotions (4 emotions) will be better.

7.3. Statistical Analysis of Different Emotion Recognition Rates

Figure (19) shows the recognition rates of different emotions for the proposed method and for different emotion sets. According to section a, in the EMODB, angry, sad, and neutral emotions are identified at a higher rate than other emotions due to the large number of samples. This is also evident in section c for the neutral emotion in IEMOCAP. In addition, sad and angry emotions with fewer samples in IEMOCAP had lower recognition rates. According to section (d), the emotions of bore, happiness, sadness and fear with mid-term features and QNESN method had higher recognition rates and neutral, angry, disgust and surprised emotions with short-term features and using method [79] had better results. Emotions with instantaneous changes (such as angry and surprised emotions) appear to have higher recognition rates using short-term features and the GMM statistical classifier. Also, the emotions of bore, happiness, sadness and fear are better modeled as time series and mid-term features and its dynamics are recognized by QNESN classifier with higher recognition rate. However, the method presented in this paper does not recognize the emotion of disgust better than other emotions. Because disgust speech has fewer vocal features than other emotions and therefore has few examples in the emotional data collections, then it is more complex than other emotions and requires better classifiers and the use of more relevant features to recognition.

In general, it seems that the emotional features proposed in this paper have improved the average rate of recognition of different emotions and have well differentiated different emotions from each other. In other words, the proposed method, on average, has been able to distinguish different emotions (in the case of the same speakers and different speakers) from each other, and also to consider well the same emotions expressed by the same speakers and different speakers.

8. Discussion

In this paper, a new method for designing SER systems based on the QNESN network as a classifier is proposed, which makes the final architecture more accurate than many recently published SER systems. This study uses the features of GBFB, SFCC, PLPC and glottal waveform of speech input signal, which has been effective in reducing redundancy and differentiation between different emotions. In this research, an efficient set of long-term statistics (mean, standard deviation, skewness and kurtosis), are considered as different dimensions of quaternion numbers, each of which evaluates the speech signal from a specific perspective. The nonlinear classifier presented in this paper is a dynamic scalable model that has a high memory capacity for various features. According to experiments, features that pass through a nonlinear output produce better results than features that pass through a linear output structure. In fact, by using the nonlinear filter in the output layer, ESN can classify the input data with less error. This progress has been achieved without increasing the complexity of the filter coefficient training process using the 2dPCA technique. Such nonlinear structures are better suited to time series problems as well as large nonlinear problems such as emotion recognition than simple structures such as ESN and ELM networks. In addition, the results show that the proposed model has a strong dynamic behavior and therefore will be useful for modeling high-dimensional data at different times and in different hierarchies. Another reason for the high recognition rate of this model for emotional databases
is the ability to detect external relationships between the multidimensional features of a sequence as well as their internal latent structural dependencies using Hamiltonian multiplication and lower parameters. The use of quaternion algebra causes the high-dimensional feature to be encapsulated and the size of the reservoir matrix to be one-fourth (relative to real numbers). Because in the case of real numbers, if $N_{Ru}$ is the number of reservoir units, the size of the reservoir matrix will be $N_{Ru} \times N_{Ru}$, but using quaternion algebra this size will be reduced to $\frac{N_{Ru}}{4} \times \frac{N_{Ru}}{4} \times 4$. Although quaternion algebra and quaternion multiplication are powerful tools in reducing the amount of memory consumed by the state network, the execution time and optimization of the network coefficients due to the Hamiltonian multiplication structure will be longer than the real state and this is the biggest limitation of using these numbers. Therefore, the coefficient optimization phase can be performed on parallel computers or GPUs to increase the speed of the QNESN coefficient optimization process. Although the proposed architecture has a higher execution time compared to ESN and ELM in real data mode, it ultimately runs much faster than other deeper models, and will run less than 60 minutes for samples with less than 1000 dimensions, which is a small amount of time. In the future, the performance of this structure can be investigated in the multi-corpus state and also for other emotional databases. In addition, the results reported in this study are based on emotional databases in noise-free environments, while real databases are instantaneous and noisy, in which the proposed frameworks need to be further developed, which will be another research path for the future work of the authors.

Figure 19. Comparison of recognition rate (WAR) of different emotions a) EMODB b) SAVEE c) IEMOCAP d) All data
9. Conclusion

In this paper, a nonlinear model of a quaternion echo state network is proposed to speech emotion recognition. The use of a multidimensional bilinear filter in the output layer of this network has enabled the system to have a good ability to transfer nonlinear features from the reservoir layer to the output and to classify the input data with less error. Also, with the help of this filter, the proposed model has made good use of the higher order statistics of reservoir signals. In this model, the use of the 2dPCA technique before the bilinear filter has caused that only a part of the main components of the reservoir state has been used by this filter, and this has prevented it from increasing its complexity. In addition, in the proposed model, quaternion algebra is used to reduce the amount of memory consumed by the reservoir. These numbers provide a more compact representation of multidimensional speech features, resulting in a higher capacity to use high-dimensional data. Also, by using Hamilton multiplications, the external relations between the features and their internal latent structural dependencies are extracted with less parameters. The proposed architecture for recognizing speech emotion has been evaluated on three different emotional databases with different features. According to the results presented in different stages, the proposed nonlinear quaternion structure has better results than the simple structure of the echo state network. The results of this study not only indicate an increase in QNESN network performance, but also describe and introduce it as a new signal processing tool.
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