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Abstract—This paper deals with developing tests for checking whether an unknown system has certain structural properties. The tests that we are aiming at are in terms of noisy input-state-output data obtained from the unknown system. Since, in general, the data do not determine the unknown system uniquely, many systems are compatible with the same set of data. Therefore we can not apply system identification and apply existing model based, tests. Instead, we will use the concept of informativity, and establish tests for informativity of the given noisy data. We will do this for a range of system properties, among which strong observability and detectability and strong controllability and stabilizability. These informativity tests will be in terms of rank tests on polynomial matrices that can be constructed from the noisy data. We will also set up a geometric framework for informativity analysis. Within that framework we will give geometric tests for informativity for strong observability, observability, and left-invertibility.

I. INTRODUCTION

In this paper we will study the problem of determining whether a given unknown dynamical system has certain structural properties, based on noisy data obtained from this system. One way to approach this problem is to use the data to identify an explicit model representing the system, and apply a suitable, model based, test to this model. In the present paper we will approach the problem from a different angle, and establish tests, directly on the noisy data, to check structural system properties.

As a major tool, we will use the general framework of informativity of data, recently introduced in [13]. In that paper, it was shown that the data-driven approach can also be useful if the data do not give sufficient information to identify the ‘true’ unknown system. In that case, a given set of data gives rise to a whole family of system models, all of which could have given the same data. On the basis of the data it is then impossible to distinguish between models, and a given system property will hold for the ‘true’ system model only if it holds for all models compatible with the data. Formalizing this, a set of data is called informative for a given system property if the property holds for all systems that could have given this set of data.

In [13], tests were established for checking whether a given set of noiseless data is informative for controllability, stability and stabilizability. In [4], informativity of noiseless data for observability was studied. In the present paper we will deal with informativity of noisy data. We will establish informativity tests for several relevant structural system properties. More specifically, we will study informativity for observability and detectability, strong observability and detectability, strong controllability and stabilizability, and invertibility of linear systems. These structural properties are relevant in a wide range of observer, filter and control design problems. For definitions and extensive treatments we refer to [5], [9], [10], [14], [15], [20], and [16] and the references therein.

Analysis of system properties based on data has been studied also in [7], [11], [19], [21], which deal with data-based controllability and observability analysis. Whereas in the present paper general data sets are allowed, these references impose restrictions on the data. The paper [12] deals with the problem of determining stability properties of input-output systems using time series data. More recently, there has also been an increasing interest in the problem of verifying dissipativity on the basis of system data. This problem has, for example, been addressed in [1], [6], [8], [13].

II. PROBLEM FORMULATION

In this paper we will consider the linear discrete-time input-state-output system with noise given by

\begin{align}
    x(t+1) &= A_{\text{true}} x(t) + B u(t) + E w(t), \\
    y(t) &= C x(t) + D u(t) + F w(t),
\end{align}

where \(x \in \mathbb{R}^n\) is the state, \(u \in \mathbb{R}^m\) a control input, \(y \in \mathbb{R}^p\) an output, and \(w \in \mathbb{R}^r\) is unknown noise. We assume that \(A_{\text{true}}\) is an unknown matrix, but that the matrices \(B, C, D\) and \(E, F\) are known. The assumption that these matrices are known is reasonable, for example in networked systems, in which the input and output nodes are given, but the interconnection topology is unknown. Typically, in that context, the matrices \(B, C\) and \(D\) would be matrices whose columns only contain 0’s and 1’s, with in each column at most one entry equal to 1. The term \(E w(t)\) represents process noise, whereas \(F w(t)\) represents measurement noise. The special case that \(E = 0\) and \(F = 0\) is called the noiseless case.

We assume that we have input-state-output data concerning this unknown ‘true’ system in the form of samples of \(x, u\) and \(y\) on a given finite time interval \(\{0, 1, \ldots, T\}\). These data are denoted by

\begin{align}
    U_- := [u(0) \hspace{1cm} u(1) \hspace{1cm} \cdots \hspace{1cm} u(T-1)], \\
    X := [x(0) \hspace{1cm} x(1) \hspace{1cm} \cdots \hspace{1cm} x(T)], \\
    Y_- := [y(0) \hspace{1cm} y(1) \hspace{1cm} \cdots \hspace{1cm} y(T-1)].
\end{align}
It will be assumed that the data \( \mathcal{D} \) are `harvested’ from the true system \( \mathcal{T} \), meaning that there exists some matrix 
\[
W_- = [w(0) \ w(1) \ \ldots \ w(T-1)]
\]
such that 
\[
X_+ = A_{\text{true}}X_- + BU_- + EW_-,
\]
\[
Y_- = CX_- + DU_- + FW_-,
\]
where we denote 
\[
X_- := [x(0) \ x(2) \ \ldots \ x(T-1)],
\]
\[
X_+ := [x(1) \ x(2) \ \ldots \ x(T)].
\]
We then say that the data are compatible with the true system \( \mathcal{T} = (A_{\text{true}}, B, C, D, E, F) \).

The set of all \( n \times n \) matrices \( A \) such that the data \( \mathcal{D} \) are compatible with the system \( \mathcal{T} = (A, B, C, D, E, F) \) is denoted by \( \mathcal{A}_{\text{dat}} \), i.e., 
\[
\mathcal{A}_{\text{dat}} := \{ A \in \mathbb{R}^{n \times n} \mid \exists W_- : (X_+, Y_-) = (A B \ C D \ X_-) + (E F \ W_-) \}. 
\]

Let \( \mathcal{P} \) denote some system theoretic property that might or might not hold for a given linear system. The general problem that we will address in this paper is to determine from the data harvested from \( \mathcal{T} \) whether the property \( \mathcal{P} \) holds for the unknown true system \( \mathcal{T} = (A_{\text{true}}, B, C, D, E, F) \). Since on the basis of the data we can not distinguish between the true \( A_{\text{true}} \) and any \( A \in \mathcal{A}_{\text{dat}} \), we need to check whether the property holds for all systems \( \mathcal{T} = (A, B, C, D, E, F) \) with \( A \in \mathcal{A}_{\text{dat}} \). Following [18], in this case we call the data informative for property \( \mathcal{P} \).

**Example 1.** For \( \mathcal{P} \) take the property `(A, B)` is a controllable pair’. Suppose that on the basis of the data \((U_-, X, Y_-)\) we want to determine whether \( \mathcal{P} \) holds for the pair \((A_{\text{true}}, B)\) corresponding to the true system. This requires to check whether the data are informative for property \( \mathcal{P} \). Using Theorem 8 in [18], it can be shown that in the noiseless case (i.e. the case that \( E = 0 \) and \( F = 0 \)) the data \((U_-, X, Y_-)\) are informative for \( \mathcal{P} \) if and only if \( \text{rank} (X_+ - \lambda X_- - B) = n \) for all \( \lambda \in \mathbb{C} \).

**Example 2.** For \( \mathcal{P} \) take the property `the pair (C, A) is detectable’. In the noiseless case it can be shown that the data \((U_-, X, Y_-)\) are informative for \( \mathcal{P} \) if and only if \( \text{ker} C \subseteq \text{im} X_- \) and for all \( \lambda \in \mathbb{C} \) with \( |\lambda| > 1 \) we have
\[
\text{rank} \left( \frac{X_+ - BU_- - \lambda X_-}{C X_-} \right) = \text{rank} X_-.
\]
This will be one of the results in this paper.

**Remark 3.** We note that the case of independent process noise and measurement noise is also covered by the noisy model [1] introduced above. The noise matrices should then be taken of the form \( E = (E_1 \ 0) \) and \( F = (0 \ F_2) \), while the noise signal is given by the vector \( w = (w_1 \ w_2) \) and likewise \( W_- = (W_1_- \ W_2_-) \).

A special case of this is that only process noise occurs, in which case \( F_2 \) is void and \( E = E_1 \) and \( F = 0 \). In other words, in the case of independent process and measurement noise we have \( A \in \mathcal{A}_{\text{dat}} \) if and only if there exists a matrix \( W_1_- \) such that \( X_+ = AX_- + BU_- + E_1 W_1_- \). The equation \( Y_- = CX_- + DU_- + F_2 W_2_- \) can then be ignored since it does not put any constraint on \( A \).

The purpose of this paper is to establish necessary and sufficient conditions on the input-state-output data obtained from [1] to be informative for a range of system properties \( \mathcal{P} \). Throughout, we will restrict ourselves to the situation introduced above, namely, that the state map \( A_{\text{true}} \) is unknown, but that the matrices \( B, C \) and \( D \) are known. We will study both the noisy case as well as the noiseless case. In the noisy case it will be assumed that the noise matrices \( E \) and \( F \) are known.

The outline of the remainder of this paper is as follows. In Section [III] we will state and prove a theorem that will be instrumental in order to obtain our results on informativity in the rest of the paper. The theorem expresses a rank property of the Rosenbrock system matrix of the unknown system in terms of a polynomial matrix that collects available information about the unknown system. In Section [IV] this result will be applied to obtain necessary and sufficient conditions for informativity of noisy data for the following system properties:

- strong observability and strong detectability of \( (A, B, C, D) \),
- observability and detectability of \( (C, A) \),
- strong controllability and strong stabilizability of \( (A, B, C, D) \),
- controllability and stabilizability of \( (A, B) \).

In Section [V] we apply ideas from the geometric approach to linear systems, see [16, 20] to set up a geometric framework for informativity analysis for strong observability and observability. This framework will then be applied to the analysis of informativity for left-invertibility. Finally, in Section [VI] we close this paper with concluding remarks.

**III. A RANK PROPERTY FOR AN AFFINE SET OF SYSTEMS**

In this section we will establish a general framework that will enable us characterize informativity of input-state-output data for the properties listed in Section II.

Let \( P \in \mathbb{R}^{n \times r}, \ Q \in \mathbb{R}^{l \times n}, \) and \( R \in \mathbb{R}^{r \times l} \) be given matrices. Here, \( r \) and \( l \) are positive integers, and the symbol \( n \) has the usual meaning of state space dimension. Using these matrices, we define an affine space of state matrices \( A \) by 
\[
\mathcal{A} := \{ A \in \mathbb{R}^{n \times n} \mid R = QAP \}. 
\]

It is easily seen that \( \mathcal{A} \) is nonempty if and only if \( \text{im} R \subseteq \text{im} Q \) and \( \text{ker} P \subseteq \text{ker} R \). Assume this to be the case.

Now let \( B \in \mathbb{R}^{n \times m}, \ C \in \mathbb{R}^{p \times n}, \) and \( D \in \mathbb{R}^{p \times m} \) be given, and for each \( A \in \mathcal{A} \) consider the system
\[
x(t + 1) = Ax(t) + Bu(t),
\]
\[
y(t) = Cx(t) + Du(t).
\]

The Rosenbrock system matrix associated with the system (6) is defined as the polynomial matrix
\[
\begin{pmatrix}
A - sI & B \\
C & D
\end{pmatrix}.
\]
In addition, we will consider the polynomial matrix
\[
\begin{pmatrix}
R - sQ & Q \\
CP & D
\end{pmatrix}
\]
associated with the given matrices \((P, Q, R)\) and \((B, C, D)\). The following theorem expresses a uniform rank property of the set of system matrices \(\mathcal{A}\), with \(A\) ranging over the affine set \(\mathcal{A}\), in terms of a rank property of the single polynomial matrix \(9\).

**Theorem 4.** Let \((P, Q, R)\) and \((B, C, D)\) be given. Then
\[
\text{rank} \begin{pmatrix} A - \lambda I & B \\ C & D \end{pmatrix} = n + \text{rank} \begin{pmatrix} B \\ D \end{pmatrix}
\]
for all \(A \in \mathcal{A}\) and \(\lambda \in \mathbb{C}\) if and only if \(C^{-1} \text{im} D \subseteq \text{im} P\) and
\[
\text{rank} \begin{pmatrix} R - \lambda QP & QB \\ CP & D \end{pmatrix} = \text{rank} P + \text{rank} \begin{pmatrix} QB \\ D \end{pmatrix}
\]
for all \(\lambda \in \mathbb{C}\).

In addition, \(9\) holds for all \(A \in \mathcal{A}\) and \(\lambda \in \mathbb{C}\) such that \(|\lambda| \geq 1\) if and only if \(C^{-1} \text{im} D \subseteq \text{im} P\) and \(10\) holds for all \(\lambda \in \mathbb{C}\) such that \(|\lambda| \geq 1\).

**Proof.** To start the proof, first observe that for any \(A \in \mathcal{A}\):
\[
\begin{pmatrix} A - \lambda I & B \\ C & D \end{pmatrix} = \begin{pmatrix} A - \lambda I & I \\ C & 0 \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & B \end{pmatrix}.
\]
Note that for any pair of matrices \(M\) and \(N\) we have \(\text{rank} MN = \text{rank} N\) if and only if \(\text{ker} MN = \text{ker} N\). By applying this to \(11\), we see that \(9\) is equivalent to
\[
\begin{pmatrix} A - \lambda I & B \\ C & D \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = 0 \implies \begin{pmatrix} I & 0 \\ 0 & B \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = 0.
\]
It is straightforward to check that, in turn, this holds if and only if
\[
\begin{pmatrix} A - \lambda I & B \\ C & D \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = 0 \implies \xi = 0.
\]
Similarly, note that for all \(A \in \mathcal{A}\)
\[
\begin{pmatrix} R - \lambda QP & QB \\ CP & D \end{pmatrix} = \begin{pmatrix} Q(A - \lambda I) & I \\ C & 0 \end{pmatrix} \begin{pmatrix} P & 0 \\ 0 & QB \end{pmatrix}.
\]
This makes \(10\) equivalent to
\[
\begin{pmatrix} R - \lambda QP & QB \\ CP & D \end{pmatrix} \begin{pmatrix} \nu \\ \eta \end{pmatrix} = 0 \implies P \nu = 0.
\]
From here on, we will prove the first statement of the theorem, noting any changes required for the second part.

\((\Rightarrow)\): Let \(A \in \mathcal{A}\) and \(\lambda \in \mathbb{C}\) (resp. \(\lambda \in \mathbb{C}\) such that \(|\lambda| \geq 1\)). Assume that \(C^{-1} \text{im} D \subseteq \text{im} P\) and \(10\) holds for \(\lambda\). We will prove that \(12\) holds. For this, let \(\xi\) and \(\eta\) satisfy
\[
\begin{pmatrix} A - \lambda I & B \\ C & D \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = 0.
\]
Since \(\xi \in C^{-1} \text{im} D \subseteq \text{im} P\), we can write \(\xi = P \nu\) for some \(\nu\). Now, by pre-multiplying with \(\begin{pmatrix} Q & 0 \\ 0 & I \end{pmatrix}\) we obtain that
\[
\begin{pmatrix} R - \lambda QP & QB \\ CP & D \end{pmatrix} \begin{pmatrix} \nu \\ \eta \end{pmatrix} = 0.
\]
We can now apply \(13\) and thereby conclude that \(\xi = P \nu = 0\). This proves that \(12\) holds.

\((\Leftarrow)\): Assume that \(12\) holds for all \(A \in \mathcal{A}\) and \(\lambda \in \mathbb{C}\) (resp. \(\lambda \in \mathbb{C}\) such that \(|\lambda| \geq 1\)). We will first prove that \(C^{-1} \text{im} D \subseteq \text{im} P\).

Let \(\hat{x} \in C^{-1} \text{im} D \subseteq \text{im} P\), that is, \(\hat{x} \notin \text{im} P\) and there exists a \(\hat{u}\) such that \(C \hat{x} + D \hat{u}\). Without loss of generality take \(\hat{x}\) and \(\hat{u}\) as real vectors. Take any \(A \in \mathcal{A}\) and \(\mu \in \mathbb{R}\) (resp. \(\mu \in \mathbb{R}\) such that \(|\mu| \geq 1\)). Let \(A_0\) be any real \(n \times n\) matrix such that \(QA_0 P = 0\) and \(A_0 \hat{x} = -(A - \mu I) \hat{x} - B \hat{u}\). Note that such matrix exists as \(\hat{x} \notin \text{im} P\) and \(-(A - \mu I) \hat{x} - B \hat{u}\) is a real vector. Now define \(\hat{A} := A + A_0\). Note that \(\hat{A} \in \mathcal{A}\) and
\[
\begin{pmatrix} \hat{A} - \mu I & B \\ C & D \end{pmatrix} \begin{pmatrix} \hat{x} \\ \hat{u} \end{pmatrix} = 0.
\]
By \(12\), we see that \(\hat{x} = 0\), which contradicts with \(\hat{x} \notin \text{im} P\). Therefore \(C^{-1} \text{im} D \subseteq \text{im} P\).

We now move to proving \(13\). Let \(\lambda \in \mathbb{C}\) (resp. \(\lambda \in \mathbb{C}\) such that \(|\lambda| \geq 1\)), and let \(\nu\) and \(\eta\) satisfy
\[
\begin{pmatrix} R - \lambda QP & QB \\ CP & D \end{pmatrix} \begin{pmatrix} \nu \\ \eta \end{pmatrix} = 0.
\]
Denote \(\xi = P \nu\), then we see that \(C \xi + D \eta = 0\) and \((A - \lambda I) \xi + B \eta \in \text{ker} Q\) for any \(A \in \mathcal{A}\).

We will prove \(13\) holds in three separate cases: First, we prove the statement for real \(\lambda\). For complex \(\lambda\) we consider the cases where the real and complex parts of \(\xi\) are linearly dependent and where these are linearly independent.

First suppose that \(\lambda \in \mathbb{R}\). Then, without loss of generality, \(\nu\) and \(\eta\) are real, and as such \(\xi\) is real. Suppose that \(\xi \neq 0\), and take any \(A \in \mathcal{A}\). Let \(A_0\) be any real \(n \times n\) matrix such that \(A_0 \xi = -(A - \lambda I) \xi - B \eta\) and \(QA_0 P = 0\). Such a matrix exists as \(-(A - \lambda I) \xi - B \eta\) \(\in \text{ker} Q\) and is a real vector and \(\xi \neq 0\). Now take \(\hat{A} = A + A_0\). Then it is immediate that \(\hat{A} \in \mathcal{A}\) and:
\[
\begin{pmatrix} \hat{A} - \lambda I & B \\ C & D \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = 0.
\]
As \(12\) holds for \(\hat{A}\) by assumption, we see that \(\xi = 0\), which leads to a contradiction. Therefore \(\xi = 0\).

Now consider that case where \(\lambda \notin \mathbb{R}\). Suppose that the real and complex parts of \(\xi\) are linearly dependent. Therefore, there exist real scalars \(\alpha, \beta \in \mathbb{R}\) and a real vector \(r\) such that \(\xi = (\alpha + i \beta) r\). Let \(\hat{r} = (\alpha - i \beta) r = (\alpha^2 + \beta^2) r\). Let \(A \in \mathcal{A}\), then:
\[
\begin{pmatrix} Q(A - \lambda I) & QB \\ C & D \end{pmatrix} \begin{pmatrix} \hat{r} \\ (\alpha - i \beta) \eta \end{pmatrix} = 0.
\]
Denote \(\lambda = a + bi\), where \(b \neq 0\), and \((\alpha - i \beta) \eta = \eta_1 + i \eta_2\). Then we see that:
\[
\begin{pmatrix} Q(A - a I) & QB \\ C & D \end{pmatrix} \begin{pmatrix} b \hat{r} \\ c \eta_1 + (\mu - a) \eta_2 \end{pmatrix} = 0.
\]

As μ is real, we can now apply the previous part of the proof to note that b r = 0, which holds only if ξ = 0.

Now suppose that ξ = Pp + iPq, where Pp and Pq are linearly independent. If we take any A ∈ A, we know that Q(A − λI)ξ + QBη = 0, and we can denote (A − λI)ξ + Bη = ζ1 + ζ2i, where ζ1, ζ2 ∈ ker Q. Take Ao any real map such that AoPp = −ζ1, AoXq = −ζ2 and QA0P = 0. Such a map exists as Pp and Pq are linearly independent. Now take A = A + Ao, then A ∈ A and clearly

\[
\begin{pmatrix} A − λI & B \\ C & D \end{pmatrix} \begin{pmatrix} ξ \\ η \end{pmatrix} = 0.
\]

Using (12), this implies that ξ = 0. This is a contradiction with the fact that Pp and Pq are linearly independent. □

IV. DATA DRIVEN INFORMATIVITY ANALYSIS

In this section we will apply Theorem 4 to obtain necessary and sufficient conditions for informativity of input-state-output data for the system properties listed in Section II. For a given system (6) we will denote by x(t, x0, u) and y(t, x0, u) the state and output sequence corresponding to the initial state x(0) = x0 and input sequence u.

A. Informativity for strong observability and detectability

We first briefly review the properties of strong observability and strong detectability (see also (16)).

Definition 5. The system (6) is called strongly observable if for each x0 ∈ Rn and input sequence u the following holds: y(t, x0, u) = 0 for all t ∈ Z+. The system is called strongly detectable if for all x0 ∈ Rn and every input sequence u the following holds: y(t, x0, u) = 0 for all t ∈ Z+ implies that lim t→∞ x(t, x0, u) = 0.

For continuous-time systems, necessary and sufficient conditions for strong observability and strong detectability were formulated in (16). It can be verified that also the discrete-time system (6) is strongly observable (strongly detectable) if and only if the pair (C + DK, A + BK) is observable (detectable) for all K. It is also straightforward to verify the following.

Proposition 6. The system (6) is strongly observable if and only if for all λ ∈ C

\[
\text{rank} \left( \begin{pmatrix} A − λI & B \\ C & D \end{pmatrix} \right) = n + \text{rank} \left( \begin{pmatrix} B \\ D \end{pmatrix} \right).
\]

The system (6) is strongly detectable if and only if (14) holds for all λ ∈ C such that |λ| ≥ 1.

As in Section III, we now consider the situation that only the matrices B, C and D are given, and that the matrix A can be any matrix from the affine set (3) with P, Q and R given matrices. By applying Theorem 3 we then get the following necessary and sufficient conditions for strong observability and strong detectability of all systems (6) with A ranging over the affine set A.

Theorem 7 (Uniform rank condition). Let (P, Q, R) and (B, C, D) be given matrices. Then (6) is strongly observable for all A ∈ A if and only if for all λ ∈ C such that \( C^{-1} \text{im} D ≤ \text{im} X \) and for all λ ∈ C we have

\[
\text{rank} \left( \begin{pmatrix} R − λQP & QB \\ CP & D \end{pmatrix} \right) = \text{rank} P + \text{rank} \left( \begin{pmatrix} QB \\ D \end{pmatrix} \right).
\]

Similarly, (6) is strongly detectable for all A ∈ A if and only if \( C^{-1} \text{im} D ≤ \text{im} P \) and (13) holds for all λ ∈ C such that |λ| ≥ 1.

Proof. This follows immediately by combining Proposition 6 and Theorem 4. □

We will now apply the previous result to informativity of input-state-output data. Suppose the data are (U−, X, Y−). Recall Definition (4) of the affine set A dat of all n × n matrices A such that the data are compatible with the system (A, B, C, D, E, F). We want to obtain conditions under which the data are informative for strong observability and for strong detectability. To this end, let (M, N) be any matrix such that

\[
\text{ker}(M, N) = \text{im} \left( \begin{pmatrix} E \\ F \end{pmatrix} \right).
\]

Then we have A ∈ A dat if and only if R = MAX− with

\[
R := (M, N) \left( \begin{pmatrix} X+ − BU− \\ Y− − CX− − DU− \end{pmatrix} \right).
\]

The following then immediately follows from Theorem 7.

Theorem 8. The data (U−, X, Y−) are informative for strong observability if and only if \( C^{-1} \text{im} D ≤ \text{im} X \) and for all λ ∈ C we have

\[
\text{rank} \left( \begin{pmatrix} R − λMX− & MB \\ CX− & D \end{pmatrix} \right) = \text{rank} X− + \text{rank} \left( \begin{pmatrix} MB \\ D \end{pmatrix} \right),
\]

where R is given by (17).

The data are informative for strong detectability if and only if \( C^{-1} \text{im} D ≤ \text{im} X− \) and (18) holds for all λ ∈ C with |λ| ≥ 1.

In the case of independent process and measurement noise (see Remark 3), in which E = (E1, 0) and F = (0, F2), we have A ∈ A dat if and only if there exists a matrix W1− such that X+ = AX− + BU− + E1W1−. Thus, A ∈ A dat if and only if R = MAX− with

\[
R := M(X+ − BU−),
\]

and M such that ker M = im E1 = im E. In this case, the formulation of Theorem 8 holds verbatim with this M, and the new R given by (19).

Finally, for the special case E = 0 (the case with no process noise), we have A ∈ A dat if and only if R = AX− with

\[
R := X+ − BU−,
\]

In that case, Theorem 8 holds verbatim with M = In and R given by (20).
B. Informativity for observability and detectability

Next, we turn to characterizing informativity of the data for the properties of observability and detectability. Consider the system
\[
\dot{x}(t + 1) = Ax(t), \quad y(t) = Cx(t).
\] (21)
The Hautus test states that (21) is observable (detectable) if and only if
\[
\operatorname{rank} \left( A - \lambda I \right) = n
\]
for all \( \lambda \in \mathbb{C} \) (for all \( \lambda \in \mathbb{C} \) with \( |\lambda| > 1 \)).

Now, take the situation that only \( C \) is known, that matrices \( P, Q \) and \( R \) are given, and that \( A \) can be any matrix from the affine set \( A \) given by (5). By applying Theorem 7 to the special case \( B = 0 \) and \( D = 0 \), we then obtain the following.

**Corollary 9** (Uniform Hautus test). Let \((P, Q, R)\) and \( C \) be given matrices. Then (21) is observable for all \( A \in A \) if and only if \( \ker C \subseteq \text{im} P \) and for any \( \lambda \in \mathbb{C} \) we have
\[
\operatorname{rank} \left( R - \lambda QP \right) = \operatorname{rank} P.
\] (22)
Similarly, (21) is detectable for all \( A \in A \) if and only if \( \ker C \subseteq \text{im} P \) and (22) holds for all \( \lambda \in \mathbb{C} \) such that \( |\lambda| > 1 \).

We now apply the previous result to the situation that input-state-output data on the system are available, as explained in Section II. As before, suppose the data are \((U, X, Y)\) and consider the affine set \( A_{\text{dat}} \) of all \( n \times n \) matrices given by (3). The next result establishes conditions under which the data are informative for observability and detectability.

**Corollary 10.** Let \((U, X, Y)\) be given input-state-output data. Let \((M, N)\) be any matrix such that (16) holds. Let \( R \) be given by (17). The data are informative for observability if and only if \( \ker C \subseteq \text{im} X_\lambda \) and for all \( \lambda \in \mathbb{C} \) we have
\[
\operatorname{rank} \left( R - \lambda MX_\lambda \right) = \operatorname{rank} X_\lambda.
\] (23)
The data are informative for detectability if and only if \( \ker C \subseteq \text{im} X_\lambda \) and (22) holds for all \( \lambda \in \mathbb{C} \) with \( |\lambda| > 1 \).

Again, in the special case that the process noise and measurement noise are independent, Corollary 10 holds verbatim with \( M \) such that \( \ker M = \text{im} E \) and \( R \) given by (19). For the special case that there is no process noise, in the rank test we should take \( M = I_n \) and \( R \) given by (20).

**Example 11.** As an example, consider the system (1) with
\[
A_{\text{true}} = \begin{pmatrix} 0 & 1 \\ 2 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad E = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad C = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad D = 0, \quad F = 0.
\]
Suppose that the following data are given:
\[
U_\lambda = (1, 1), \quad X = \begin{pmatrix} 0 & 2 \\ 0 & 1 \end{pmatrix}, \quad Y_\lambda = (0, 0).
\] (24)
These data are indeed compatible with the true system, since (3) holds with \( W_\lambda = (0, 1) \). It is easily verified that
\[
A_{\text{dat}} = \left\{ \begin{pmatrix} a & b \\ c & 0 \end{pmatrix} \mid a, b, c \in \mathbb{R} \right\}.
\]
We will check whether the data are informative for strong detectability. Take \( M = (0, 1) \). Since \( F = 0 \) we have \( R = M(X_\lambda - BU_\lambda) = (0, 0), \) \( MX_\lambda = (0, 1), \) \( CX_\lambda = (0, 0), \) \( MB = 1 \). The condition \( C^{-1} \text{im} D \subseteq \text{im} X_\lambda \) is satisfied, so informativity for strong detectability holds if and only if
\[
\operatorname{rank} \begin{pmatrix} 0 & -\lambda & 1 \\ 0 & 0 & 0 \end{pmatrix} = 2
\]
for \( |\lambda| > 1 \), which is clearly not the case. We now check informativity for detectability. This requires \( \ker C \subseteq \text{im} X_\lambda \) and
\[
\operatorname{rank} \begin{pmatrix} 0 & -\lambda \\ 0 & 0 \end{pmatrix} = 1
\]
for \( |\lambda| > 1 \). Both conditions indeed hold. On the other hand, the data are not informative for observability since the rank condition fails for \( \lambda = 0 \). If, in the example, we modify \( C \) and take \( C = (0, 1) \), and accordingly \( Y_\lambda = (0, 1) \), then the data are still not informative for strong observability. In that case the rank condition does hold for all \( \lambda \in \mathbb{C} \), but the condition \( C^{-1} \text{im} D \subseteq \text{im} X_\lambda \) is violated.

**Remark 12.** For the noiseless case, without proof we mention that if, apart from \( A_{\text{true}} \), also \( C_{\text{true}} \) is unknown (but \( B \) and \( D \) are still known), then both for informativity for observability and detectability a necessary condition is that \( X_\lambda \) is full row rank. As illustrated in Example 11 this is no longer the case if \( C_{\text{true}} \) is known. Since \( X_\lambda = A_{\text{true}}X_\lambda + BU_\lambda \) and \( Y_\lambda = C_{\text{true}}X_\lambda + DU_\lambda \) this implies \( A_{\text{true}} = (X_\lambda - BU_\lambda)X_\lambda^\dagger \) and \( C_{\text{true}} = (Y_\lambda - DU_\lambda)X_\lambda^\dagger \) for any right-inverse \( X_\lambda^\dagger \) of \( X_\lambda \). Hence, in that case the data are informative for observability (detectability) if and only if \( X_\lambda \) has full row rank, and the pair \( ((Y_\lambda - DU_\lambda)X_\lambda^\dagger), (X_\lambda - BU_\lambda)X_\lambda^\dagger \) is observable (detectable). The unknown \( A_{\text{true}} \) and \( C_{\text{true}} \) are then uniquely determined by the data.

C. Informativity for strong controllability and stabilizability

For the system (6), the dual properties of strong observability and strong detectability are strong controllability and strong stabilizability. These properties can be defined in terms of trajectories of the system. Here, for brevity, we define (6) to be strongly controllable (strongly stabilizable) if the pair \( (A + LC, B + LD) \) is controllable (stabilizable) for all \( L \). From this it is immediate that (6) is strongly controllable (strongly stabilizable) if and only if the dual system \( (A^T, C^T, B^T, D^T) \) is strongly observable (strongly detectable). As before, assume that \( B, C \) and \( D \) are given, but that \( A \) can be any matrix from the affine set \( A := \{ A \in \mathbb{R}^{n \times n} \mid R = QAP \} \), where \( P, Q \) and \( R \) are given. Obviously, \( A \in A \) if and only if \( A^\dagger \) satisfies \( R^T = P^\dagger A^T Q^\dagger \). The above observations make the following a matter of course.

**Corollary 13.** Let \((P, Q, R)\) and \((B, C, D)\) be given. Then (6) is strongly controllable for all \( A \in A \) if and only if \( \ker Q \subseteq B \ker D \) and for all \( \lambda \in \mathbb{C} \)
\[
\operatorname{rank} \begin{pmatrix} R - \lambda QP \\ CP \\ QB \\ D \end{pmatrix} = \operatorname{rank} Q + \operatorname{rank} (CP \quad D).
\] (25)
Similarly, \( \ker \) is strongly stabilizable for all \( A \in A \) if and only if \( \ker Q \subseteq B \ker D \) and (25) holds for all \( \lambda \in \mathbb{C} \) such that \( |\lambda| \geq 1 \).

Since a given pair \( (A, B) \) is controllable (stabilizable) if and only if the quadruple \( (A, B, 0, 0) \) is strongly controllable (strongly stabilizable), the following also follows immediately.

**Corollary 14** (Uniform Hautus test). Given \( (P, Q, R) \) and \( B \), the pair \( (A, B) \) is controllable for all \( A \in A \) if and only if we have

\[
\ker Q \subseteq \text{im} B \quad \text{and for any } \lambda \in \mathbb{C} \quad \text{rank}(R - \lambda QP \ QB) = \text{rank} Q.
\]

Furthermore \( (A, B) \) is stabilizable if and only if \( \ker Q \subseteq \text{im} B \) and (26) holds for all \( \lambda \in \mathbb{C} \) such that \( |\lambda| \geq 1 \).

By applying the above in the context of informativity, we immediately obtain the following.

**Corollary 15.** Let \( (M \ N) \) be such that (16) holds. Given the data \( (U, X, Y) \), let \( R \) be given by (17). The data are informative for strong controllability if and only if \( \ker M \subseteq \text{im} B \) and for all \( \lambda \in \mathbb{C} \) we have

\[
\text{rank} \begin{pmatrix} R - \lambda MX_- & MB \\ CX_- & D \end{pmatrix} = \text{rank} M + \text{rank}(CX_- D).
\]

The data are informative for strong stabilizability if and only if \( \ker M \subseteq \text{im} B \) and (27) holds for all \( \lambda \in \mathbb{C} \) with \( |\lambda| \geq 1 \).

**Corollary 16.** Let \( (M \ N) \) be such that (16) holds and let \( R \) be given by (17). The data \( (U, X, Y) \) are informative for controllability if and only if \( \ker M \subseteq \text{im} B \) and for all \( \lambda \in \mathbb{C} \) we have

\[
\text{rank} \begin{pmatrix} R - \lambda MX_- & MB \\ CX_- & D \end{pmatrix} = \text{rank} M.
\]

The data are informative for stabilizability if and only if \( \ker M \subseteq \text{im} B \) and (28) holds for all \( \lambda \in \mathbb{C} \) with \( |\lambda| \geq 1 \).

As before, in the special case of independent process and measurement noise, Corollaries 15 and 16 hold verbatim with \( M \) such that \( \ker M = \text{im} E \) and \( R \) given by (19). In this special case, the rank test for controllability and stabilizability can be simplified to rank \( M (X_+ - \lambda X_- \ B) = \text{rank} M \) for all \( \lambda \in \mathbb{C} \), and \( \lambda \in \mathbb{C} \) with \( |\lambda| \geq 1 \), respectively.

If there is no process noise, in the test (27) and (28) we should take \( M = I_n \) and \( R = X_+ - BU_- \). For this special case, the rank test for controllability and stabilizability can even be simplified to

\[
\text{rank} (X_+ - \lambda X_- \ B) = n
\]

for all \( \lambda \in \mathbb{C} \), and \( \lambda \in \mathbb{C} \) with \( |\lambda| \geq 1 \), respectively.

**Remark 17.** The rank test (29) can also be derived from Theorem 8. Indeed, that theorem states that all pairs \( (A, B) \) that satisfy the linear equation \( X_+ = AX_- + BU_- \) are controllable if and only if rank \( (X_+ - \lambda X_-) = n \) for all \( \lambda \in \mathbb{C} \). This result can be applied to our set up, where we assume that only \( A \) is unknown and that \( B \) is given. Indeed, by defining ‘new data’ by

\[
\tilde{X}_+ := \begin{bmatrix} X_+ \\ B \end{bmatrix}, \tilde{X}_- := \begin{bmatrix} X_- \\ 0 \end{bmatrix}, \tilde{U}_- := \begin{bmatrix} U_- \\ I_m \end{bmatrix},
\]

we have that a matrix \( A \) satisfies \( X_+ = AX_- + BU_- \) if and only if \( (A, B) \) satisfies \( \tilde{X}_+ = \tilde{A} \tilde{X}_- + \tilde{B} \tilde{U}_- \). By applying [18, Theorem 8] to the new data (30) we then get that \( (A, B) \) is controllable for all \( A \) satisfying \( X_+ = AX_- + BU_- \) if and only if (29) holds.

**Example 18.** Again take as the true system the one specified in Example 11. Also, let the data be given by (24). Note that the condition \( \ker M \subset \text{im} B \) is violated, so the data are neither informative for strong controllability nor for strong stabilizability. They are also not informative for controllability or stabilizability.

V. A GEOMETRIC APPROACH TO INFORMATIVITY

It is well known, see for example [16], that observability and strong observability also allow tests in terms of certain subspaces of the state space, more specifically, the unobservable subspace and weakly unobservable subspace. Properties of the weakly unobservable subspace also characterize left-invertibility of the system. In this section we will use these ideas to characterize informativity for strong observability, observability and left-invertibility.

Again consider the system (6). We call a subspace \( V \subseteq \mathbb{R}^n \) output-nulling controlled invariant if

\[
\begin{bmatrix} A \\ C \end{bmatrix} V \subseteq V \times \{0\} + \text{im} \begin{bmatrix} B \\ D \end{bmatrix},
\]

(see [9], [16]). Since any finite sum of such subspaces retains this property, there exists a unique largest output-nulling controlled invariant subspace, which will be denoted by \( V(A, B, C, D) \). This subspace is called the weakly unobservable subspace of the system (6). The system (6) is strongly observable if and only if \( V(A, B, C, D) = \{0\} \), see [16] pp. 159-160 and Theorem 7.16.

Now, again consider the situation that the matrices \( B, C, D \) are specified, but that \( A \) can be any matrix from the affine set \( A \) given by (5), where the matrices \( P \in \mathbb{R}^{n \times r} \), \( Q \in \mathbb{R}^{r \times n} \) and \( R \in \mathbb{R}^{r \times r} \) are given. We consider the set of all subspaces \( J \subseteq R^r \) that satisfy the following inclusion:

\[
\begin{bmatrix} R \\ CP \end{bmatrix} J \subseteq QP J \times \{0\} + \text{im} \begin{bmatrix} QB \\ D \end{bmatrix}.
\]

(32)

It is easily verified that any finite sum retains this property, and therefore there exists a largest subspace of \( R^r \) that satisfies the inclusion (32). We will denote this subspace by \( J^* \).

**Remark 19.** It is straightforward to check that \( J^* \) can be found from \( B, C, D, P, Q \) and \( R \) in at most \( r \) steps by letting \( J_0 = \mathbb{R}^r \), and iterating

\[
J_{t+1} = \begin{bmatrix} R \\ CP \end{bmatrix}^{-1} \left( QP J_t \times \{0\} + \text{im} \begin{bmatrix} QB \\ D \end{bmatrix} \right).
\]

(33)

The following result will be instrumental in the remainder of this section.

**Theorem 20.** Let \( (P, Q, R) \) and \( (B, C, D) \) be such that \( C^{-1} \text{im} D \subseteq \text{im} P \). Then the following hold:

1) For all \( A \in A \), we have \( V(A, B, C, D) \subseteq P J^* \).
2) There exists \( \tilde{A} \in A \) such that \( P J^* \subseteq V(\tilde{A}, B, C, D) \).
Proof. (1): Assume that $C^{-1} \text{im } D \subseteq \text{im } P$ holds. Let $A \in \mathcal{A}$ and let $\mathcal{V} \subseteq \mathbb{R}^n$ be an output nulling controlled invariant subspace. Note that $C \mathcal{V} \subseteq \text{im } D$, and therefore there exists a subspace $\mathcal{J}$ such that $\mathcal{V} = P \mathcal{J}$. We now see that
\[
\begin{bmatrix} R \\ CP \end{bmatrix} \mathcal{J} = \begin{bmatrix} Q & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} A \\ C \end{bmatrix} \mathcal{J} \subseteq QP \mathcal{J} \times \{0\} + \text{im } \begin{bmatrix} QB \\ D \end{bmatrix}.
\]
Due to the definition of $\mathcal{J}^*$, we then obtain $\mathcal{V}(A, B, C, D) \subseteq P \mathcal{J}^*$. 

(2): Let $\mathcal{J}$ satisfy (32). Then for any $A \in \mathcal{A}$ and $x \in P \mathcal{J}$ there exists $u \in \mathbb{R}^m$ such that:
\[
Cx + Du = 0, \quad \text{and } QAx + QBu = QP \mathcal{J}.
\]
This implies that
\[
Ax + Bu \subseteq Q^{-1}Q(Ax + Bu) \subseteq Q^{-1}QP \mathcal{J} = P \mathcal{J} + \ker Q.
\]
Now let $\{x_1, \ldots, x_k\}$ be a basis of the subspace $P \mathcal{J}$. We can use the previous to write $Ax_i + Bu_i = y_i + z_i$, where $Cx_i + Du_i = 0$, $y_i \in P \mathcal{J}$ and $z_i \in \ker Q$. Let $A_0$ be any real $n \times n$ matrix such that $A_0x_i = -z_i$ for $i = 1, \ldots, k$ and $QA_0P = 0$. Then, if we define $\hat{A} = A + A_0$, we see that $\hat{A} \in \mathcal{A}$. By definition $Ax_i + Bu_i = y_i \in P \mathcal{J}$, and therefore, if we write $\mathcal{V} = P \mathcal{J}$, we have:
\[
\begin{bmatrix} A \\ C \end{bmatrix} \mathcal{V} \subseteq \mathcal{V} \times \{0\} + \text{im } \begin{bmatrix} B \\ D \end{bmatrix}.
\]
Therefore $P \mathcal{J} \subseteq \mathcal{V}(\hat{A}, B, C, D)$, proving that $P \mathcal{J}^* \subseteq \mathcal{V}(A, B, C, D)$.

Using Theorem 20 we immediately obtain the following.

Theorem 21. Let $(B, C, D)$ and $(P, Q, R)$ be given. Then the system $(6)$ is strongly observable for all $A \in \mathcal{A}$ if and only if $C^{-1} \text{im } D \subseteq \text{im } P$ and $\mathcal{J}^* \subseteq \ker P$.

Proof. From Theorem 7 we see that $C^{-1} \text{im } D \subseteq \text{im } P$, which, unfortunately, for left-invertibility for all $A \in \mathcal{A}$ is not a necessary condition. This can be seen, for example, by taking $D = I$. Then, regardless of our choice of $(P, Q, R)$, $B$, and $C$, we see that $(6)$ is left-invertible for all $A \in \mathcal{A}$ with full rank.

The procedure can be mimicked in order to characterize observability. For the system $(21)$, the unobservable subspace $\mathcal{N}$ is the largest $A$-invariant subspace contained in $\ker C$, and $(21)$ is observable if and only if $\mathcal{N} = \{0\}$. In the situation that only $C$ and matrices $(P, Q, R)$ are given, while $A$ can be any matrix in the affine set $\mathcal{A}$, we should look at the largest subspace $\mathcal{L} \subseteq \mathbb{R}^r$ with the properties that
\[
R \mathcal{L} \subseteq QP \mathcal{L} \quad \text{and} \quad CPL = \{0\}.
\]
Denote this subspace by $\mathcal{L}^*$. Then we have

Corollary 22. Given $(P, Q, R)$ and $C$, then $(21)$ is observable for all $A \in \mathcal{A}$ if and only if $\ker C \subseteq \text{im } P$ and $\mathcal{L}^* \subseteq \ker P$.

The subspace $\mathcal{L}^*$ is obtained in at most $r$ steps by applying the iteration (33) with $B = 0$ and $D = 0$.

We now very briefly put the above in the context of informativity of input-state-output data. As before, let $(U_-, X, Y_-, \ldots)$ be the noisy data obtained from the system $(1)$. Let $(M, N)$ be any matrix such that $(16)$ holds. Then, by Theorem 20 these data are informative for strong observability of (6) if and only if $C^{-1} \text{im } D \subseteq \text{im } X_-$ and $\mathcal{J}^* \subseteq \ker X_-$, where $\mathcal{J}^*$ is the largest subspace satisfying (32) with $R$ given by (17), $P = X_-$ and $Q = M$. Likewise, informativity for observability holds if and only if $\ker C \subseteq \text{im } X_-$ and $\mathcal{L}^* \subseteq \ker X_-$. Obviously, the above can, again, be dualized to obtain alternative tests for informativity for controllability and strong controllability. We omit the details here. Instead, we will turn to informativity for the property of left-invertibility of the system $(6)$ now. We briefly recall the definition.

Definition 23. The system $(6)$ is called left-invertible if for each input sequence $u$ the following holds: $y(t, 0, u) = 0$ for all $t \in \mathbb{Z}_+$. 

The following characterization of left-invertibility was given in Thm. 8.26.

Proposition 24. The following are equivalent:
1) The system $(6)$ is left-invertible.
2) $\mathcal{V}(A, B, C, D) \cap B \ker D = \{0\}$ and $(B \quad D)$ has full column rank.

The next result then, again, follows from Theorem 20.

Theorem 25. Let $(P, Q, R)$ and $(B, C, D)$ be given. Assume that $C^{-1} \text{im } D \subseteq \text{im } P$. Then the system $(6)$ is left-invertible for all $A \in \mathcal{A}$ if and only if $P \mathcal{J}^* \cap B \ker D = \{0\}$ and $(B \quad D)$ has full column rank.

As before, this can immediately be applied in the context of informativity. We omit the details.

Remark 26. Note that Theorem 25 requires $C^{-1} \text{im } D \subseteq \text{im } P$, which, unfortunately, for left-invertibility for all $A \in \mathcal{A}$ is not a necessary condition. This can be seen, for example, by taking $D = I$. Then, regardless of our choice of $(P, Q, R)$, $P$, and $C$, we see that $(6)$ is left-invertible for all $A \in \mathcal{A}$. However, in this case $C^{-1} \text{im } D = \mathbb{R}^n$, so the condition $C^{-1} \text{im } D \subseteq \text{im } P$ is violated if $P$ does not have full row rank.

To conclude this section, we note that Theorem 25 can be dualized in a straightforward way to obtain a characterization of right-invertibility for all $A \in \mathcal{A}$, and conditions for informativity of data for right-invertibility. Again, we omit the details.

To illustrate the theory developed in this section we give the following example.

Example 27. Consider the system $(1)$ with
\[
A_{\text{true}} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad E = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix},
\]
\[
C = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}, \quad D = 0, \quad F = 0.
\]

Let data be given by
\[
X = \begin{bmatrix} 0 & 0 & 0 & 5 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad U_- = \begin{bmatrix} 0 & 0 & 4 \end{bmatrix}, \quad Y_- = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}.
\]
Since there is only process noise, we should take $M$ such that $\ker M = \text{im} E$. Define

$$M := \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.$$  

Then

$$R = M(X_+ - BU_-) = \begin{bmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.$$  

It is easily verified that

$$A_{\text{dat}} = \begin{cases}
(a_{11} & 1 & 0 & 0 \\
0 & a_{21} & 0 & 1 \\
0 & 0 & a_{31} & 0 \\
0 & 0 & 0 & a_{41}
\end{cases} = a_{ij} \in \mathbb{R}.$$  

Note that $C^{-1} \text{im} D \subseteq \text{im} X_-$. In this case $J^* = \mathbb{R}^3$, and therefore the data are not informative for strong observability. On the other hand, $L^* = \{0\}$, proving that we do have informativity for observability.

If we modify our system by taking $B = e_i$, the $i$th standard basis vector in $\mathbb{R}^4$ ($i = 2, 3, 4$), and adapt the data $X$ accordingly, we get $J^* = \mathbb{R}^4 - i \times \{0\}^{i-1}$. This means that $X_- J^* = \{0\}^i \times \mathbb{R}^4 - i$. Thus, only for $i = 4$, the data are informative for strong observability. For $i = 2, 3, 4$ the data are informative for left-invertibility.

VI. Conclusions

In this paper we have given necessary and sufficient conditions for informativity of noisy data obtained from a given unknown system for a range of system properties. These conditions are in terms of rank tests on polynomial matrices that can be constructed from these noisy data. The main instrument used to obtain these tests was a general theorem that expresses a rank property of the Rosenbrock system matrix of an unknown system in terms of a polynomial matrix that collects available information about that system. We have also set up a geometric framework for informativity analysis. Within that framework we have found geometric tests for informativity of data for strong observability, observability, and left-invertibility.

Within the framework of this paper, no assumptions are made on the noise samples, and in that sense our noise model is very general. On the other hand, complete knowledge on how the noise influences the system is assumed to be available (via $E$ and $F$). A drawback of this noise model is that in some situations it may not be possible to draw conclusions on the system on the basis of data. For example, if within our framework $E = I$ and $F = 0$, it is impossible to draw conclusions from data, no matter how many input/state/output samples have been collected. An interesting problem for future research would therefore be to investigate data-driven analysis from noisy data under the assumption that the noise samples $W_-$ are bounded. Relevant noise models with bounded noise samples have, for example, been proposed in [2], [3], [6], [17].

As an extension of the work in this paper we also see its generalization to the case that, apart from the $A$-matrix of the unknown system, also (parts of) the matrices $B, C$ and $D$ are unknown. Finally, it would be interesting to apply Theorem 4 in the context of structured systems, where specific entries of the system matrices are constrained to satisfy certain linear equations, and the remaining entries are arbitrary.
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