A general approach to the exact localized transition points of 1D mosaic disorder models
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In this paper, we present a general correspondence between the mosaic and non-mosaic models, which can be used to obtain the exact solution for the mosaic ones. This relation holds not only for the quasicrystal models, but also for the Anderson models. Despite the different localization properties of the specific models, this relationship shares a unified form. Applying our method to the mosaic Anderson models, we find that there is a discrete set of extended states. At last, we also give the general analytical mobility edge for the mosaic slowly varying potential models and the mosaic Ganeshan-Pixley-Das Sarma models.

I. INTRODUCTION

The Anderson localization (AL) plays a fundamental role in condensed matter physics1, which is conventionally discussed in disordered systems. There are roughly two types of disordered potentials: random disorders and quasi-periodic potentials. The random disorders are also referred as Anderson models, where all states are exponentially localized in one and two dimensions with infinitesimal disorder strength, and the localized and extended states are separated by energy-dependent mobility edge (ME) in three dimensions2–5. The one-dimensional(1D) quasi-periodic models have various forms, such as short-range (long-range) hopping processes6–12, modified quasiperiodic potentials13–15, and some various extensions of AA models16–24. These models support localization transitions or MEs, and some of them can be obtained exactly. Localization transition in quasiperiodic systems has attracted increasing interest both theoretically and experimentally in recent years24–30. Some of these models have been realized in experimental platforms such as ultracold gases.

Recently, some 1D mosaic quasicrystals with exact MEs are devised15,31–33, whose MEs cannot be exactly solved via traditional methods. Luckily, the Avila’s global theory34,35 provides us with a mathematically rigorous tool to solve this kind of models exactly. However, there are two setbacks in the application of Avila’s global theory: one is the models must satisfy extra restrictions while the other one is Avila’s global theory is very hard for many physicists without the specific knowledge in this mathematical area. Meanwhile, Avila’s global theory is powerless in dealing with random disorder systems.

There are already many results of mosaic disorder systems have been obtained15,31–33. However, our knowledge of the mosaic models is still far from comprehensive. Whether there exists any relevance between the 1D non-mosaic models and mosaic models, and whether there exist any new states only in mosaic models, still remains unanswered and will be explored in the following sections. In this paper, we discovered a general correspondence between the non-mosaic models and mosaic models which provides us a simple and elegant tool solving the mosaic models exactly when the corresponding non-mosaic models can be solved exactly.

This paper is organized as follows. In section II, we first introduce the mosaic models and present the general correspondence between the non-mosaic models and mosaic models. In section III, we apply our methodology to some specific cases. In the subsection A, we verify our method with two type models: the mosaic AAH models and the mosaic Wannier-Stark models, which have been studied by Avila’s global theory. Then, in subsection B, we analytically study the localization properties of the mosaic Anderson models and find that there exists a set of discrete eigenenergies for extended states, which is independent of the disorder strength. In subsection C, we also take the 1D mosaic slowly varying potential models as a example and give the general MEs for arbitrary κ. In subsection D, we give the analytical MEs of the mosaic Ganeshan-Pixley-Das Sarma models. Final section is a summary.

II. CORRESPONDENCE BETWEEN MOSAIC AND NON-MOSAIC MODELS

The general 1D mosaic models can be written as

\[ H = t \sum_j (c_j^\dagger c_{j+1} + H.c.) + \sum_j V_j n_j, \]

with potential

\[ V_j = \begin{cases} \lambda \Delta_m, & j = m\kappa, \\ 0, & \text{otherwise}, \end{cases} \]

where \( c_j^\dagger \) \((c_j)\) and \( n_j = c_j^\dagger c_j \) are the creation (annihilation) operator and the number operator at site \( j \), \( t \) is the hopping coefficient (for convenience, we set \( t = 1 \) as the energy unit), \( \lambda \Delta_m \) is the potential, which takes place at every \( \kappa \) sites. The explicit forms \( \Delta_m \) can make it disordered or not. We take the wave function as \( \Psi = \sum \psi_j c_j^\dagger |0\rangle \). The schrödinger equation \( H \Psi = E \Psi \) then takes the form of
\[
\begin{aligned}
\psi_{\kappa(m-1)} + \psi_{\kappa(m-1)+2} &= E \psi_{\kappa(m-1)+1}, \\
\cdots, \\
\psi_{\kappa m-2} + \psi_{\kappa m} &= E \psi_{\kappa m-1}, \\
\end{aligned}
\]
and
\[
\psi_{\kappa m-1} + \psi_{\kappa m+1} + \lambda \Delta_m \psi_{\kappa m} = E \psi_{\kappa m},
\]
Here we demand \(m > 1\) and ignore the boundary conditions. Eqs. (3) can give us
\[
\psi_{\kappa m-1} = \frac{1}{a_\kappa} \psi_{\kappa(m-1)} + \frac{a_{\kappa-1}}{a_\kappa} \psi_{\kappa m},
\]
and taking \(m \to m + 1\) in Eqs. (3) give us
\[
\psi_{\kappa m+1} = \frac{1}{a_\kappa} \psi_{\kappa(m+1)} + \frac{a_{\kappa-1}}{a_\kappa} \psi_{\kappa m},
\]
where
\[
a_\kappa(E) = \frac{1}{\sqrt{E^2 - 4}} \left( \frac{E + \sqrt{E^2 - 4}}{2} \right)^\kappa - \left( \frac{E - \sqrt{E^2 - 4}}{2} \right)^\kappa.
\]
The detailed derivation of Eq. (5) and Eq. (6) is given in the Appendix. We then substitute Eq. (5) and Eq. (6) into Eq. (4)
\[
\psi_{\kappa(m-1)} + \psi_{\kappa(m+1)} + \lambda a_\kappa \Delta_m \psi_{\kappa m} = (a_\kappa E - 2a_{\kappa-1}) \psi_{\kappa m},
\]
which is a difference equation only including the wave function at sites \(j = \kappa m\). When \(\kappa = 1\), Eq. (8) is the Schrödinger equation of the non-mosaic model, where the localization-delocalization transitions can occur for disordered \(\Delta_m\). Normally, the regions of extended states are determined by
\[
f(\lambda, E) < 1, \quad \text{or} \quad f(\lambda, E) = 1.
\]
The explicit choice depends on the model considered. The \(f(\lambda, E)\) is a function of \(\lambda\) and \(E\), whose forms depend on the concrete potential \(\Delta_m\). When \(\kappa \neq 1\), the extended states only appear at
\[
f(a_\kappa \lambda, a_\kappa E - 2a_{\kappa-1}) < 1,
\]
or
\[
f(a_\kappa \lambda, a_\kappa E - 2a_{\kappa-1}) = 1.
\]
That means once the localization-delocalization transition points of the models with \(\kappa = 1\) is known, the localization-delocalization transition points of the models with \(\kappa \neq 1\) can be obtained by simple substitution \(\lambda \to a_\kappa \lambda; E \to a_\kappa E - 2a_{\kappa-1}\). This provides a straightforward way solving the mosaic models and show the mechanism of multiple mobility edges in the mosaic models.

Since \(a_\kappa(E)\) is a function of \(E\) to the \(\kappa - 1\) degree, \(a_\kappa E - 2a_{\kappa-1}\), which appears at the "energy" position of (8), is a \(\kappa\)th order polynomial of \(E\). If \(a_\kappa E - 2a_{\kappa-1}\) has \(L\) solutions, the number of eigenenergies \(E\) for Hamiltonian (1) are \(N = \kappa L\), where \(N\) is the lattice length and \(L\) is the quasi-cell number. Eq. (8) thus gives a complete set of solutions of Hamiltonian (1). The forms of Eq. (8) with different \(\kappa\) are essentially the same, as the \(a_\kappa(E)\) is independent of the explicit forms of potentials. Thus, the eigenstates of the systems with different \(\kappa\) have the same structure. So, the cases \(\kappa > 1\) will not exhibit new states to \(\kappa = 1\). We can also see that if the non-mosaic models have the same transition points, the corresponding mosaic models will have same transition points, regardless the non-mosaic models being disorder or not.

### III. APPLICATIONS

#### A. The mosaic AAH models and mosaic Wannier-Stark models

To show the validity of our method, we first consider the mosaic AAH models with \(\Delta_m = 2\cos(2\pi a_m)\), which host multiple MEs and has been studied in ref.\(^{25,36}\). Here \(\alpha = (\sqrt{5} - 1)/2\) is an irrational number. The MEs have been exactly solved by applying the Avila’s global theory. The Avila’s global theory is an important mathematical result, but is not friendly to the physics researcher who is not a mathematician and doesn’t know much specific mathematical knowledge. Now we deal this model with a much simpler method, which does not involve complex mathematics.

When \(\kappa = 1\), Eq. (8) is the simplest quasiperiodic model (AAH model) and exhibits self-duality symmetry. Thus the localization-delocalization transition points of this model can be exactly determined by a self-duality condition\(^{25,36}\), which can be expressed as \(\alpha = 1\) and the extended region is \(|\lambda| < 1\), i.e. \(f(\lambda, E) < 1\) with \(f(\lambda, E) = |\lambda|\). Substituting \(\lambda\) with \(a_\kappa \lambda\), the localization-delocalization points for the cases \(\kappa > 1\) read
\[
|a_\kappa \lambda| = 1,
\]
which is in agreement with the result from the Avila’s global theory\(^{15}\).

This method can also be applied to the mosaic Wannier-Stark models, which can be described by Eqs. (1) and (2) with \(\Delta_m = m\) (a tilted potential). For \(\kappa = 1\), all the eigenstates are extended when \(|\lambda| < 2\), i.e., \(f(\lambda, E) < 1\) with \(f(\lambda, E) = |\lambda| - 1\). This model has the same characteristics with AAH model: the transition points are independent of the energy(no ME). Do the same thing, substituting \(\lambda\) with \(a_\kappa \lambda\), then we get that for the cases \(\kappa > 0\), extended states exist when
\[
|a_\kappa \lambda| > 2,
\]
which is also verified with Avila’s global theory\(^{31}\).
B. The 1D mosaic Anderson models

Here we use our method to study 1D mosaic Anderson models, which can be described by Eqs. (1) and (2) with \( \Delta_m = w_m \), where \( w_m \in [-1, 1] \) is uniformly distributed random variable. For the case \( \kappa = 1 \), the infinitesimal disorder strength \( \lambda \) makes all eigenstates localized, that is to say, only when \( \lambda = 0 \), the states are extended, and it is shown in Eq. (9) with \( f(\lambda, E) = \lambda + 1 = 1 \), which is independent of \( E \). Now, we substitute \( \lambda \) with \( a_\kappa \lambda \) for the case \( \kappa \neq 1 \), where the extended states appear at \( a_\kappa \lambda = 0 \). In non-trivial case \( \lambda \neq 0 \), the extended states are located at

\[
a_\kappa(E) = 0. \tag{14}
\]

The solutions of Eq. (14) are discrete points, which are independent of the \( \lambda \). Before solving the Eq. (14), we define \( E = 2 \cos \theta \) in Eq. (7) for simplicity. After some algebra, we can get \( a_\kappa(2 \cos \theta) = \sin(\kappa \theta)/\sin \theta \). The solutions of \( a_\kappa(2 \cos \theta) = 0 \) are given by \( \theta = \pm l \pi / \kappa \) with \( l = 1, 2, \ldots, \kappa - 1 \). There are \( 2(\kappa - 1) \) different solutions. The solutions \( \theta \) and \(-\theta \) correspond to the same \( E \), so there are \( \kappa - 1 \) independent roots of \( a_\kappa(E) = 0 \), which can be written as

\[
E = 2 \cos(l \pi / \kappa), \quad l = 1, 2, \ldots, \kappa - 1. \tag{15}
\]

For \( \kappa = 2 \), the extended states appear at energy \( E = 0 \), while for \( \kappa = 3 \) and \( \kappa = 4 \), the extended states appear at energy \( E = \pm 1 \) and \( E = \pm \sqrt{2}, 0 \), which is independent of \( \lambda \). We can find that if \( \kappa \neq 0 \), there exist some extended states with discrete energies, which do not exist in Anderson models or quasiperiodic lattice models.

The quasiperiodic lattices are some intermediates between periodic and random lattice, which can realize the crossover of physical property from periodic to random lattices by change the strength of the quasiperiodic potential. Actually, the mosaic Anderson models can be also seen as some intermediates between periodic and random lattices. It becomes the standard Anderson models when \( \kappa = 1 \), and becomes the periodic model when \( \kappa = \infty \) (when the lattice site \( N \) is finite, \( \kappa > N \)). The mechanism of the crossover of this model is that the extended states come into play with increasing \( \kappa \), which are unaffected by \( \lambda \).

To conceptualize this, we demonstrate numerical results of Lyapunov exponent (LE). The LE can be numerically calculated via

\[
\gamma(E) = \ln \left( \max \left( \theta_1^+, \theta_1^- \right) \right), \tag{16}
\]

where \( \theta_i^+ \in \mathbb{R} \) denote eigenvalues of the matrix

\[
\Theta = \left( T_N^\dagger T_N \right)^{1/(2N)}. \tag{17}
\]

with the transfer matrix

\[
T_N(E) = \prod_{j=1}^{N} T_j \prod_{j=1}^{N} \left( \begin{array}{cc} E - V_j & -1 \\ 1 & 0 \end{array} \right). \tag{18}
\]

where \( N = \infty \) as required by the definition of LE. The LE is a non-negative number (\( \gamma \geq 0 \)) which characterize the localization properties of the eigenstates. A localized state of disorder systems can be expressed as

\[
|\psi_j| \propto e^{-\gamma|j-j_0|},
\]

where \( j_0 \) is the localization center. It is clear that \( \psi_n \) is a localized state with \( \gamma > 0 \) and an extended state with \( \gamma = 0 \).

In Figs. 1(a1)-(a3), we display the LE of all eigenenergies with \( (a1)-(a3) \) \( \kappa = 1 \), lattice length is \( N = 2000 \), \( (b1)-(b3) \) \( \kappa = 2 \), \( N = 2000 \), and \( (c1)-(c3) \) \( \kappa = 3 \) \( N = 2001 \), respectively. The value of parameter \( \lambda \) in each column is the same: \( (a1)-(c1) \) \( \lambda = 1 \), \( (a2)-(c2) \) \( \lambda = 2 \), and \( (a3)-(c3) \) \( \lambda = 4 \), respectively. All results are the average of 200 random samples.
are the extended regions. When \( \kappa = 2 \) with size \( N = 2 \times 233 \) and \( \kappa = 3 \) with size \( N = 3 \times 233 \). Without loss of generality, we set \( \theta = 0 \). The black dashed lines represent the MEs given in Eq. (26) and (27).

C. The 1D mosaic slowly varying potential models

In this part, we extend our method to the mosaic slowly varying potential model, which is another famous quasiperiodic models described by Eqs. (1) and (2) with \( \Delta_m = \cos(2\pi am^\nu) \), \( 0 < \nu < 1 \). For the case \( \kappa = 1 \), the extended states are clustered in \( |E| < 2 - \lambda \) with \( \lambda < 2 \), which can be obtained by asymptotic semiclassical WKB-type theory\(^{13,14} \). When \( \lambda > 2 \), all states are localized. Applying Eq. (9), the extended region is \( f(\lambda, E) < 1 \) with \( f(\lambda, E) = |E| - 1 + \lambda \). The Eq. (10) provides us the condition for extended states with \( \kappa > 1 \). Substituting \( \lambda \) with \( a_k \lambda \) and \( E \) with \( a_k E - 2a_k - 1 \), we get

\[
f(a_k \lambda, a_k E - 2a_k - 1),
\]

with \( a_k \lambda < 2 \). When \( \kappa = 2 \), \( a_2 = E \); \( a_1 = 1 \), then we get

\[
f(a_2 \lambda, a_2 E - 2a_2) = |E^2 - 2| - 1 + E \lambda < 1 \) and \( E \lambda < 2 \) are the extended regions. When \( \kappa = 3 \), \( a_3 = E^2 - 1 \),

\[
f(a_3 \lambda, a_3 E - 2a_3) = |E^3 - 3E - 1 + (E^2 - 1)\lambda| < 1 \) and \( (E^2 - 1)\lambda < 2 \) are the extended regions. The results of the case \( \kappa = 2 \) and \( \kappa = 3 \) are agreement with the result in\(^{32} \) (\[^32\] doesn’t give a general result for arbitrary \( \kappa \)).

D. The mosaic Ganeshan-Pixley-Das Sarma models

Now, we consider the mosaic Ganeshan-Pixley-Das Sarma model

\[
\Delta_m = \frac{2 \cos(2\pi am + \theta)}{1 - b \cos(2\pi am + \theta)},
\]

where \( b \in (-1, 1) \) and \( \theta \) is the phase offset. The case with \( \kappa = 1 \) is the first quasiperiodic model where the analytic form of mobility edges are obtained by looking for the self-dual point\(^8 \). The extended region is

\[
2\text{sgn}(\lambda)(1 - |\lambda|) < bE,
\]

where \( \text{sgn}(\ ) \) is sign function, then we get

\[
f(\lambda, E) = 2\text{sgn}(\lambda)(1 - |\lambda|) - bE + 1 < 0.
\]

When \( \kappa \neq 1 \), substituting \( \lambda \) with \( a_k \lambda \) and \( E \) with \( a_k E - 2a_k - 1 \), we get the extended regions:

\[
f(a_k \lambda, a_k E - 2a_k - 1) = 2\text{sgn}(a_k \lambda)(1 - |a_k \lambda|) - b(a_k E - 2a_k) + 1 < 0,
\]

that is, the MEs are

\[
2\text{sgn}(a_k \lambda)(1 - |a_k \lambda|) = b(a_k E - 2a_k),
\]

It is obvious that Eq. (24) with \( b = 0 \) is identical to the MEs of the mosaic AA model:

\[
|\lambda a_k| = 1.
\]

And the LE (24) with \( \kappa = 2 \) and \( \kappa = 3 \) can lead to

\[
\lambda = \frac{(2 - E^2)b \pm 2}{2E},
\]

and

\[
\lambda = \frac{b(3E - E^3) \pm 2}{E^2 - 1}.
\]

Equations (26) and (27) shows the energy boundary of localized and extended states. To characterize the ME, we introduce the fractal dimension of an eigenstate\(^9-^{11} \), which is defined as

\[
\Gamma = -\lim_{N \to \infty} \frac{\ln(\text{IPR})}{\ln N},
\]

where the inverse participation ratio \( \text{IPR} = \sum_j |\psi_j|^4 \). The fractal dimension \( \Gamma \) approaches 0 for a localized state and approaches 1 for an extended state. Figure 2 shows the distribution of the spectra versus \( \lambda \) with \( b = 0.7 \) for \( \kappa = 2 \) and 3, respectively. The different color of each spectrum represents the fractal dimension \( \Gamma \). The dashed lines in the Fig. 2 (a) and (b) represent the MEs (26) and (27) for \( b = 0.7 \). The eigenstates corresponding to the spectra surrounded by dashed lines are extended, and outside the four (\( \kappa = 2 \)) or six (\( \kappa = 3 \)) dashed lines are localized. It is shown that the analytical MEs agrees well with numerical results from fractal dimension \( \Gamma \) and spectra. Moreover, we can also obtain the emergence of multiple mobility edges in these models, which can be regarded as \( f(a_k \lambda, a_k E - 2a_k - 1) \) for \( \kappa > 1 \) being a power function of \( E \).

For \( \lambda \to \infty \), the extended eigenstates are concentrated at \( E = 0 \) for \( \kappa = 2 \) and \( E = \pm 1 \) for \( \kappa = 3 \), which is independent of \( b \). Something interesting is, when \( \lambda \to \infty \), the concentration of spectral of extended states is identical to that of Anderson model, which is irrelevant of \( \lambda \).
IV. SUMMARY

In this paper, we have proposed a new way to deal with the mosaic disorder systems via the decoupling the Schrödinger equations. Such method not only establishes a general correspondence between 1D non-mosaic disorder models and mosaic disorder models, but also can give exact solutions of MEs to a variety of models, such as the mosaic slowly varying potential models and the mosaic Ganeshan-Pixley-Das Sarma models. With this method, we strictly demonstrate that there is a discrete set of extended states in 1D mosaic Anderson models and revealed the mechanism of the emergence of multiple mobility edges.
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Appendix A: Decoupling difference equation

The potentials of the mosaic quasi-periodic models take place with fixed site interval \( n = \kappa m \). As one can infer from Eqs. (3) and (4), the wave functions for the lattice sites \( n = \kappa m \) can be decoupled from the wave functions at other sites \( n \neq \kappa m \). The difference equation involving potential is

\[
\psi_{\kappa m-1} + \psi_{\kappa m+1} + \lambda \Delta_m \psi_{\kappa m} = E \psi_{\kappa m},
\]

(A1)

In order to obtain a difference equation only with sites \( n = \kappa m \), \( \psi_{\kappa m-1} \) and \( \psi_{\kappa m+1} \) need to be replaced by \( \psi_{\kappa (m+1)} \) and \( \psi_{\kappa m} \), somehow. Rewrite Eqs. (3) with transfer matrix \( T \),

\[
\begin{pmatrix}
\psi_{\kappa (m+1)} \\
\psi_{\kappa (m+1)-1}
\end{pmatrix} = T^{\kappa} \begin{pmatrix}
\psi_{\kappa m-1} \\
\psi_{\kappa m}
\end{pmatrix},
\]

(A2)

and \( m \to m + 1 \),

\[
\begin{pmatrix}
\psi_{\kappa (m+1)} \\
\psi_{\kappa (m+1)-1}
\end{pmatrix} = T^{\kappa-1} \begin{pmatrix}
\psi_{\kappa m+1} \\
\psi_{\kappa m}
\end{pmatrix},
\]

(A3)

where \( T \) is the transfer matrix and

\[
T^{\kappa-1} = \left( \begin{array}{cc}
E & -1 \\
1 & 0
\end{array} \right)^{\kappa-1} = \left( \begin{array}{cc}
a_{\kappa} & -a_{\kappa-1} \\
a_{\kappa-1} & -a_{\kappa-2}
\end{array} \right),
\]

(A4)

with

\[
a_{\kappa} = \frac{1}{\sqrt{E^2-4}} \left( \frac{E + \sqrt{E^2-4}}{2} \right)^{\kappa} - \left( \frac{E - \sqrt{E^2-4}}{2} \right)^{\kappa}.
\]

From Eq. (A2) and Eq. (A3), we get

\[
\psi_{\kappa (m-1)} = a_{\kappa} \psi_{\kappa m-1} - a_{\kappa-1} \psi_{\kappa m};
\]

(A5)

\[
\psi_{\kappa (m+1)} = a_{\kappa} \psi_{\kappa m+1} - a_{\kappa-1} \psi_{\kappa m}.
\]

(A6)

The wave functions \( \psi_{\kappa m-1} \) and \( \psi_{\kappa m+1} \) thus can be represented as

\[
\psi_{\kappa m-1} = \frac{1}{a_{\kappa}} \psi_{\kappa (m-1)} + \frac{a_{\kappa-1}}{a_{\kappa}} \psi_{\kappa m},
\]

(A7)

\[
\psi_{\kappa m+1} = \frac{1}{a_{\kappa}} \psi_{\kappa (m+1)} + \frac{a_{\kappa-1}}{a_{\kappa}} \psi_{\kappa m}.
\]

(A8)

Substituting Eq. (A7) and Eq. (A8) into Eq. (A9) yields

\[
\psi_{\kappa (m-1)} + \psi_{\kappa (m+1)} + \lambda a_{\kappa} \Delta_m \psi_{\kappa m} = (E - 2a_{\kappa-1}) \psi_{\kappa m},
\]

(A9)

which is a decoupled difference equation at sites \( n = \kappa m \).
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