Abstract—Graph learning is a popular approach for performing machine learning on graph-structured data. It has revolutionized the machine learning ability to model graph data to address downstream tasks. Its application is wide due to the availability of graph data ranging from all types of networks to information systems. Most graph learning methods assume that the graph is static and its complete structure is known during training. This limits their applicability since they cannot be applied to problems where the underlying graph grows over time and/or new tasks emerge incrementally. Such applications require a lifelong learning approach that can learn the graph continuously and accommodate new information whilst retaining previously learned knowledge. Lifelong learning methods that enable continuous learning in regular domains like images and text cannot be directly applied to continuously evolving graph data, due to its irregular structure. As a result, graph lifelong learning is gaining attention from the research community. This survey paper provides a comprehensive overview of recent advancements in graph lifelong learning, including the categorization of existing methods, and the discussions of potential applications and open research problems.
I. INTRODUCTION

Graph data is ubiquitous in areas such as social networks, biological networks, road networks, and computer networks [1], [2]. Graph learning has shown promising performance in deriving inferences from such graph-structured data [3], and in modelling and understanding problems such as drug side effects [4], knowledge graphs [5], social network analysis [6], recommender systems [7], and physical movement prediction [8].

Despite their success, current graph learning approaches are limited in the sense that they can only accommodate predefined tasks [9], [10]. A challenge emerges in how to address new tasks that arise sequentially in graph-based problems, such as the addition of new nodes as the graph grows over time and the inclusion of new class labels in classification tasks. Consider, for example, the problem of classifying the topic of each paper in a dataset of scientific publications. Initially, we have a collection of papers covering a fixed set of topics that can be linked to each other via their shared mutual information and thereby represented as a graph. Over time, the number of nodes (which represent papers) and their relations can expand, and new class labels (which represent the topic of the paper) can emerge. When this happens, the model’s existing knowledge cannot be used to classify the newly appeared classes because those emerging instances and classes are completely new. A more advanced technique is thus needed to accommodate knowledge from new data and new class labels at different points in time. Another example is traffic flow prediction. Once new locations and new roads appear on a map, a more advanced method is needed to accommodate the new instances and refine the previous experiences to result in good traffic flow prediction in both old and new representations. The focus of this survey paper is a learning model, called graph lifelong learning, with the ability to learn new knowledge sequentially in graph-based problems.

Lifelong learning, also known as continual learning [11], incremental learning [12], and never-ending learning [13], is a learning characteristic that aims to imitate the human ability to perform continual learning and transfer, acquire, and refine knowledge throughout one’s lifetime [14]. A lifelong learning model should be able to recognize the similarity between upcoming and previous knowledge. When a new task is very similar to the prior experience, the learning agent should improve the existing model to perform better. Meanwhile, when a new task has little similarity or correlation with the previous experiences, the system can transfer the knowledge to address the new tasks [15]. Most popular deep learning algorithms do not have the ability to incrementally learn incoming new information, and this leads to catastrophic forgetting or interference problems [16], [17], [18]. In particular, new information interferes with previous knowledge, causing a decrease in the model’s performance on the old tasks because the new one is overwriting it, as shown in Fig. 1.

Addressing catastrophic forgetting is one of the most important goals of lifelong learning. Prior works have been proposed to enable lifelong learning and address catastrophic forgetting in problems where the input is in the form of a regular structure that has clear order of data, such as images or text data [15], [19], [20], [21], [22], [23], [24], [25]. However, general lifelong learning approaches used in these domains do not directly generalize to graphs. This is because graphs don’t have a unique node ordering or a canonical vector representation, which makes it challenging to define a distance measure between components [3]. Graph representation learning [26] as a canonical framework aims to address this issue by capturing the structure of nodes, edges, and subgraphs and converting them into low-dimensional vectors. While general lifelong learning can accommodate new knowledge added to the model, it does not address the mechanisms of representation learning, which is the main component of graph learning frameworks. There are also challenges in adapting the existing graph representation approaches to lifelong learning. Since conventional approaches such as graph GCNs [27] require the entire graph to perform representation learning, this can introduce efficiency problems when we force such approaches to perform incremental learning.

In order to successfully apply lifelong learning in the graph domain, existing lifelong learning approaches must be adapted into the specific graph lifelong learning methods that consider the irregular graph structure and use complete components. This requires three main points of uniqueness to be addressed when compared to the traditional lifelong learning:

- The ability to detect new instances or tasks in the graph.
- The ability to accommodate new knowledge in graphs based on additional data instances and/or classes.
- Performing graph representation learning efficiently and accommodating new knowledge without requiring the use of the entire graph structure.

![FIGURE 1 Illustration of catastrophic forgetting of Task 1 when Tasks 2 and 3 are added.](image-url)
A Motivation of Graph Lifelong Learning

Graph learning is an advanced method that aims to complete tasks and learn representations on graph-based data. Graph learning can address several problems, such as node prediction [28], edge prediction [29], and graph prediction [30]. Deep learning in graphs, based on graph neural networks (GNNs), [31] refines and extends existing neural network algorithms such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Various GNNs models have been proposed, such as graph recurrent neural networks (Graph RNNs) [32], GCNs [27], graph autoencoders (GAEs) [33], and graph spatial-temporal networks [34].

Current popular graph learning methods assume that the graph representation is perfect or complete before the learning process begins. However, in many real-world applications, the graph structure can flexibly and dynamically transform when there is a shift in information from neighborhoods over time, as illustrated in Fig. 2. When human social networks grow and evolve, their graph representations accordingly become more complex. That process is based on several factors, such as adding or deleting entities in the graph, changing relationship types, updating entity features, and adding downstream tasks. As with many popular machine learning algorithms, graph learning algorithms are limited by the isolated learning paradigm concept [14]. With that paradigm, the models cannot perform continuous learning to accommodate new tasks and retain past information.

GNNs are able to perform inductive learning [35], which can accommodate changes to the graph structure. In particular, an inductively trained GNNs can forward-pass newly added nodes/edges, enabling the model to be applied to a different graph without retraining. However, being able to apply a previously trained model to unseen data is not sufficient for incremental learning settings, as it cannot accommodate cases where new nodes/edges introduce new classes to the classification task. In such a case, the model does not have a knowledge base to classify inputs to the new class [36], which suggests that another strategy is needed to efficiently retrain the model and accommodate new data and classes for incremental learning.

Addressing the dynamic graph [37], [38], [39] is also not enough for incremental learning. The focus of dynamic graph representation learning is to learn the embedding of the dynamic graphs in every timestamp [40], [41], [42]. However, since it was not developed with the intention to incrementally solve new tasks, it does not address refining the performance of previous experiences when learning new tasks. In particular, there is no mechanism to minimize catastrophic forgetting and preserve performance on the old tasks. The difference between relevant graph learning properties is discussed in more detail in Section II-C.

The above limitations of graph learning and dynamic graph learning have motivated the development of approaches to extend lifelong learning to graphs in recent years. Graph lifelong learning aims to enable models to acquire new information based on changes to the evolving graph’s structure and refinement of previous knowledge in order to handle new unseen tasks on graph-based domains. To achieve this, graph lifelong learning addresses strategies to efficiently retrain the model, decide the right time to retrain the model, and count how much past data should be preserved. In response to the increasing research and development attention on graph lifelong learning, this survey paper comprehensively discusses the current research progress, potential applications, and challenges of graph lifelong learning.

**Fig. 2** Graph Evolution. Graph lifelong learning aims to accommodate a new task $T_t$ based on the graph $G_t = G_{t-1} + \Delta G$, while maintaining the performance in solving previous tasks $T_1, T_2, T_3, \ldots, T_{t-1}$. 

---

**A. Motivation of Graph Lifelong Learning**

Graph learning is an advanced method that aims to complete tasks and learn representations on graph-based data. Graph learning can address several problems, such as node prediction [28], edge prediction [29], and graph prediction [30]. Deep learning in graphs, based on graph neural networks (GNNs), [31] refines and extends existing neural network algorithms such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Various GNNs models have been proposed, such as graph recurrent neural networks (Graph RNNs) [32], GCNs [27], graph autoencoders (GAEs) [33], and graph spatial-temporal networks [34].

Current popular graph learning methods assume that the graph representation is perfect or complete before the learning process begins. However, in many real-world applications, the graph structure can flexibly and dynamically transform when there is a shift in information from neighborhoods over time, as illustrated in Fig. 2. When human social networks grow and evolve, their graph representations accordingly become more complex. That process is based on several factors, such as adding or deleting entities in the graph, changing relationship types, updating entity features, and adding downstream tasks. As with many popular machine learning algorithms, graph learning algorithms are limited by the isolated learning paradigm concept [14]. With that paradigm, the models cannot perform continuous learning to accommodate new tasks and retain past information.

GNNs are able to perform inductive learning [35], which can accommodate changes to the graph structure. In particular, an inductively trained GNNs can forward-pass newly added nodes/edges, enabling the model to be applied to a different graph without retraining. However, being able to apply a previously trained model to unseen data is not sufficient for incremental learning settings, as it cannot accommodate cases where new nodes/edges introduce new classes to the classification task. In such a case, the model does not have a knowledge base to classify inputs to the new class [36], which suggests that another strategy is needed to efficiently retrain the model and accommodate new data and classes for incremental learning.

Addressing the dynamic graph [37], [38], [39] is also not enough for incremental learning. The focus of dynamic graph representation learning is to learn the embedding of the dynamic graphs in every timestamp [40], [41], [42]. However, since it was not developed with the intention to incrementally solve new tasks, it does not address refining the performance of previous experiences when learning new tasks. In particular, there is no mechanism to minimize catastrophic forgetting and preserve performance on the old tasks. The difference between relevant graph learning properties is discussed in more detail in Section II-C.

The above limitations of graph learning and dynamic graph learning have motivated the development of approaches to extend lifelong learning to graphs in recent years. Graph lifelong learning aims to enable models to acquire new information based on changes to the evolving graph’s structure and refinement of previous knowledge in order to handle new unseen tasks on graph-based domains. To achieve this, graph lifelong learning addresses strategies to efficiently retrain the model, decide the right time to retrain the model, and count how much past data should be preserved. In response to the increasing research and development attention on graph lifelong learning, this survey paper comprehensively discusses the current research progress, potential applications, and challenges of graph lifelong learning.
A challenge emerges in how to address new tasks that arise sequentially in graph-based problems, such as the addition of new nodes as the graph grows over time and the inclusion of new class labels in classification tasks.

B. Applications
Graph lifelong learning helps improve learning performance for problems involving dynamic graph data with additional new tasks or new instances. This section discusses various research problems where lifelong learning approaches are needed to mine rich values and solve current and future tasks in graph-related domains.

1) Social Networks
Graph learning has contributed to solving various prediction problems on social networks [6]. The work by Han et al. [43] combines GNNs with a lifelong learning method to detect fake news on social media; however, it does not address the dynamic property of the graph data. Social networks are time-variant by nature, evolving when entities establish or cease relationships. Graph lifelong learning can therefore help adapt the learning process and update knowledge in social network problems like that studied in [43].

2) Traffic Prediction
Traffic prediction is one a critical task in the transportation system that directly affects human daily activities. The challenge is that the underlying network will expand and evolve over time, and the traffic patterns will dynamically adjust to the evolving graph and traffic events that arise. Graph lifelong learning provides excellent potential for predicting streaming traffic flows on the dynamic graph network [44].

3) Recommender Systems
Recommender systems are a class of ML algorithms that are designed to recommend items or services to the user based on what the user is most likely to be interested in. Research has shown that recommender systems can be developed using graph learning [45]. In real-world applications, the user interactions and the collection of items or services to be recommended grow and change over time, making it a good candidate for graph lifelong learning.

4) Anomaly Detection
Anomaly detection is vital in several fields, including finance, security, and environmental monitoring. Graph learning can be used to mine the relationship between entities to capture abnormalities from the system [46]. Most recent approaches ignore temporal information that changes the definitions of an anomaly (e.g., data drift) and the representation of anomaly features in the network over time. This challenge makes graph lifelong learning an interesting candidate to tackle problems, accommodate new knowledge, and prevent the forgetting of previously learned anomaly characteristics.

C. Related Surveys
Several survey papers discuss the concepts of either lifelong learning or graph learning. The book by Chen and Liu [14] summarized the definition of lifelong learning as a continuous learning process and summarized existing techniques for lifelong learning on different learning approaches such as supervised, unsupervised, semi-supervised, and reinforcement learning. Delange et al. [47] presented a methodology for dynamically determining the stability-plasticity trade-off in lifelong learning by setting hyperparameters. This survey also discussed the categorization of continual learning methods using a taxonomy illustration. Biesalska et al. [48] summarized the role of continuous learning in natural language processing. Parisi et al. [16] summarized the factors that motivate research in lifelong learning and its relation to the biological aspect. It also explained the lifelong learning setting challenge in neural network models. The above lifelong learning surveys only concentrate on general machine learning or deep learning approaches to address tasks in grid or regular domains but do not cover the concept of lifelong learning in graph data.

For graph learning, Xia et al. [3] comprehensively reviewed the concept of graph learning with categorizations such as graph signal processing, matrix factorization, random walk, and deep learning, and also explained the application of graph learning in several fields. Wu et al. [1] provided a comprehensive overview of state-of-the-art GNNs methods and discussed potential directions in different fields. Zhang et al. [2] reviewed deep learning methods on graphs, such as GCNs, GAEs, graph adversarial methods, graph reinforcement learning (Graph RL), and Graph RNNs.

In addition to those, there are surveys that review other relevant learning in dynamic graphs that mainly focus on graph representation learning and graph embedding in dynamic graphs with different characteristics from lifelong learning. Kazemi et al. [37] reviewed representation learning in the dynamic graph, which includes knowledge graphs by categorizing encoders and decoders techniques. It also reviewed potential applications and datasets that are widely used. Barros et al. [38] provided an overview of dynamic graph embedding, including the underlying methods and the current works so far. Those surveys discuss the embedding process in every timestamp of dynamic graphs that do not consider refining the performance of prior knowledge and performing transfer knowledge to help learn a new task as a lifelong learning characteristic. In Section II–C, the different traits of other relevant graph learning properties is explained in more detail.

D. Contributions
Existing surveys in the literature focus only on lifelong learning or on graph learning, and none of them addresses the challenges
of uniting the two. This paper provides a survey of recent developments in the emerging field of graph lifelong learning, which enable continuous learning mechanisms in graph learning models. Moreover, this survey paper reviews new perspectives of incremental learning in graph data different from other relevant learning concepts, such as spatio-temporal neural networks and dynamic graph learning. We summarize the benefit of graph lifelong learning that can overcome the catastrophic forgetting problem, refine previous experiences, and accommodate new knowledge to the graph learning model. Based on our knowledge, we are the first to review the emerging topic of graph lifelong learning. Overall, the main contributions of this survey paper are:

- A discussion of the potential applications that benefit from implementing graph lifelong learning.
- A comprehensive review and categorization of the current progress in graph lifelong learning algorithms.
- A comparison of existing models of graph lifelong learning based on its different applications and scenarios.
- A discussion of open issues and challenges of graph lifelong learning as insights for future research directions.

### E. Paper Organization

The remainder of this survey is organized into the following sections. Section II provides an overview of the domain of graph lifelong learning, including lifelong learning in general, relevant graph learning properties, graph lifelong learning scenarios, notation of domain, and taxonomy of the current works. The categorization of graph lifelong learning techniques is further explained in Subsection II-F. That categorization includes architectural approaches in Section III, rehearsal approaches in Section IV, regularization approaches in Section V, and hybrid approaches in Section VI. Section VII compares each categorization to consider its implementation and summarizes each method’s characteristics based on scenarios and their applications. Section VIII reviews benchmark settings for graph lifelong learning, including datasets and evaluation metrics. Section IX describes the open issues and challenges for future research direction. Lastly, the conclusion of this survey paper is given in Section X.

### II. OVERVIEW

This section begins with a discussion of lifelong learning for regular deep learning or machine learning methods in Section II-A. Then Section II-B discusses some related learning paradigms and learning objectives in typical machine learning models and highlights how they differ from lifelong learning. Section II-C reviews relevant graph learning properties that have similarities with graph lifelong learning problems. Section II-D then explains several graph lifelong learning scenarios. Section II-E then explains the notation and problem definition of graph lifelong learning. Finally, Section II-F presents a categorization of graph lifelong learning approaches that we will review in the later sections.

### A. Lifelong Learning

Lifelong learning aims to enable continuous learning to accommodate newly appeared knowledge and refine previous knowledge. Prior studies on lifelong learning models can be divided into three categories: architectural, regularization, and rehearsal [24], [48].

The architectural approach modifies network architecture by adding more units and expanding and compressing the architecture [15], [22], [49]. Rusu et al. [21] introduced a progressive network (ProgNN) that was able to adjust new capacity alongside pre-trained models so that it gave the flexibility to accommodate the latest knowledge and reuse the old ones. Similarly, Yoon et al. [25] proposed a dynamic expandable network (DEN) that is able to decide the network capacity with only a necessary number of units when new knowledge arrives.

The regularization approach uses some additional loss terms to maintain the stability of prior parameters when learning new parameters. The most common technique, elastic weight consolidation (EWC), was proposed by Kirkpatrick et al. [19], which regularizes model parameters by penalizing the changes based on task importance, so new tasks will have optimum parameter region where the model performs without any catastrophic forgetting of previous experiences. Li and Hoiem [20] developed a model called learning without forgetting (LWF) that employs distillation loss to maintain the network’s output as close to its previous values.

The rehearsal approach relies on a retraining process from prior task samples that can keep the performance of previous experiences [50]. Rebuffi et al. [51] proposed incremental classifier and representation learning (ICARL) that can store samples of each task that is constantly replayed while learning new tasks.

In order to apply lifelong learning models like those mentioned above to problems in graph-based domains, they must first be adapted to incorporate graph learning techniques that address graph representation learning and graph data architecture. This survey paper focuses on reviewing methods that have the specific aim of deploying lifelong learning settings in graph-based domains.

### B. Relevant ML Concepts

This section discusses some learning paradigms in typical machine learning models, such as transfer learning, multitask learning, and online learning [14] and highlights how they differ from lifelong learning. Transfer learning seeks to take the knowledge gained from learning a task in a particular source domain and transfer it over to a different, but related, target domain [58]. The transfer learning paradigm has no specific mechanism designed to retain past knowledge and use it to learn new knowledge, which is the main goal of lifelong learning. Multitask learning aims to share knowledge across various tasks to help the learning process [59]. Instead of optimizing a single task, multitask learning aims to maximize the performance of the tasks simultaneously. Data is assumed to be static.
While general lifelong learning can accommodate new knowledge added to the model, it does not address the mechanisms of representation learning, which is the main component of graph learning paradigms.

and the tasks are predefined, and there is no mechanism to accommodate new knowledge that comes sequentially. Lastly, online learning deals with future data in sequential order but has a different objective than lifelong learning. Online learning aims to learn similar and predefined tasks sequentially to achieve efficiency [60]. On the other hand, lifelong learning aims to learn new knowledge while retraining previous experience and using that to help with future tasks.

Another concept of some relevance is out-of-distribution (OOD) generalization techniques [61], [62]. OOD generalization aims to create a model that can perform well on test distributions that differ from training distributions. The target of that concept is to produce a robust predictor based on invariant features that still have a similar domain [63]. This is different from the objectives of lifelong learning, however, which aims to accommodate new data distributions with different contexts from existing ones, whilst trying to avoid shifting performance or forgetting previous knowledge learned from past data distributions.

C. Relevant Graph Learning Characteristics

In order to utilize graph data in learning algorithms, the first strategy is to capture the graph representation and convert it into a meaningful feature representation. This is known as graph representation learning. It is common in graph learning problems to assume the graph is static and models a fixed number of tasks in terms of classes and data instances before the training process begins. There are, however, specific fields within graph learning that seek to address dynamic data. Spatio-temporal graph networks utilize dynamic graph learning over time to account for dynamic temporal attributes where the structure of the graph remains static. Yu et al. [53] proposed a novel framework called spatio-temporal graph convolutional networks (STGCN) to develop time-series prediction in the traffic domain. There are two essential components in this type of spatio-temporal graph. The first is spatial forms that maintain the static structure of the graph (e.g., in [53] the traffic network). The second component is temporal features that describe different values of relations between nodes that change over time (e.g., sensor readings/values at the node). The objective of this method is to perform convolutional operations on a graph to utilize spatial information to forecast the graph edges’ temporal features. Guo et al. [55] developed a novel attention-based spatial-temporal graph convolutional network (ASTGCN) to address the same objective of forecasting traffic situations. The main contribution of the ASTGCN model is to employ spatial attention to consider the influence of other nodes on traffic conditions. This method uses the same approach of spatial-temporal convolutions to obtain valuable information on the spatial form and temporal features graph. Although those methods incorporate dynamic temporal attributes in the graph, they have different characteristics from the concept of lifelong learning. The embedding processes on those methods are carried out sequentially at different timeframes, and there is no knowledge transfer mechanism when a new node representation appears in the graph. Moreover, spatio-temporal neural network techniques have predefined and fixed tasks that do not consider accommodating new knowledge, so the concept of addressing the problem of catastrophic forgetting is not discussed in this learning concept.

Another graph learning approach that shares some similarities with graph lifelong learning is dynamic graph learning which can be called temporal graph embedding [64]. Dynamic graph learning can be divided into two graph types, a discrete-time evolving graph which can be represented as a collection of dynamic graph snapshots at different time steps, and a continuous-time evolving graph, which carries more information and complexity and is defined as a graph stream instead of snapshots [65]. Some works address discrete-time evolving graphs, such as a work by Goyal et al. [40] called DynGEM, based on deep autoencoders that aim to perform dynamic embedding in graphs in discrete time with snapshots. DynGEM uses the learned embedding from a previous time step to initialize the current time step embedding so as to transfer knowledge and ensure the embedding remains close to that of the previous time step. Zhou et al. [42] proposed a novel dynamic network embedding approach called DynamicTriad, which aims to learn a representation of dynamic graphs by imposing a triad (group of three vertices) to learn the representation while also preserving temporal information. These dynamic graph learning methods share graph lifelong learning’s goal of transferring past knowledge to produce a good representation of consolidated knowledge in the next time step to help the model learn efficiently.

For continuous-time-evolving graphs, Ma et al. [66] proposed a method called streaming graph neural networks (SGNN) that aims to do strict representation learning on continuous dynamic node representation. The architecture of SGNN consists of two components, an update component to modify the interaction information of new relationships and a propagation component to propagate the update to the involved or relevant neighborhood based on a time-aware long-short-term memory (LSTM). These dynamic graph learning approaches for both discrete and continuous networks aim to perform representation learning based on every change in graph snapshots or graph streams. However, there are some noticeable differences between dynamic graph learning and graph lifelong learning. Firstly, dynamic graph learning only
focuses on the embedding process in the graph without considering the addition of downstream tasks, such as the addition of new classes or data instances to tasks, which are also very important and relevant to the concept of incremental learning. Second, those models do not consider performing backward transfers or refining prior embedding of graph representations when learning new knowledge. In particular, there is no precise mechanism to address catastrophic forgetting problems, which is the main challenge in lifelong learning.

The different characteristics of the graph learning methods described above are summarized in Table I. The following are properties that are related to graph lifelong learning:

- **Graph representation learning.** The model aims to learn the representation of irregular domains, e.g., graphs, and translate it into feature vectors to solve downstream graph-based tasks.
- **Online learning.** The model is able to learn in the continuous data stream.
- **Knowledge transfer.** The model can help future learning by transferring previous knowledge as initial knowledge for the new tasks.
- **Incremental learning.** The model should be able to learn incrementally for new upcoming tasks in terms of new instances or new classes in the future time points without training from scratch and relying on previous data as much as possible.
- **Knowledge retention.** The model should be sturdy from catastrophic forgetting problems and able to refine previous experiences when learning new knowledge.

### D. Graph Lifelong Learning Scenarios

Maltoni and Lomonaco [24] introduced three scenarios that are relevant to class-incremental learning: learning new instances, new classes, and new instances and classes. Here we explain the content update types in the graph lifelong learning setting:

| TABLE I | Graph learning concept comparison. |
|----------|-----------------------------------|
| **PROPERTIES** | **CONCEPTS** |
| Graph Representation Learning | Yes | Yes | Yes | Yes |
| Online Learning | No | Yes | Yes | Yes |
| Transfer Knowledge | No | No | Yes | Yes |
| Incremental Learning | No | No | No | Yes |
| Knowledge Retention | No | No | No | Yes |
| Citation | [1], [2], [3], [21], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57] |

#### F. Notation of Domain

A graph is composed of a set of vertices (or nodes) $V$ containing attributes with a total number of vertices denoted as $|V| = n$, and a set of edges $E$. A vertex or a node can be represented as $v_i \in V$, and an edge to define a relation can be represented as $e_{ij} = (v_i, v_j) \in E$ which determines the relationship between vertices $v_i$ to $v_j$. Graph data can be represented as $G = (A, X)$, where $A \in \{1, 0\}^{n \times n}$ is the adjacency matrix and $X \in \mathbb{R}^{n \times d}$ represents features in nodes where $n$ is the number of nodes, and $d$ is the dimension of a feature vector. In graph lifelong learning setting, the change of graph data based on time $t$ can be represented as $G = (G_1, G_2, \ldots, G_t)$ where $G_t = G_{t-1} + \Delta G_t$. Moreover, the graph lifelong learning problem will have a collection of tasks $T = (T_1, T_2, \ldots, T_t)$.

**Definition 1.** The objective of graph lifelong learning is to learn a task $T_t$ with graph data $G_t$ that comes sequentially by maximizing the result of the model $f$ (parameterized by $\theta$) while maintaining the performance and avoiding the catastrophic forgetting problem for tasks $T_1, T_2, \ldots, T_{t-1}$.

#### F. Taxonomy

This section presents a categorization of graph lifelong learning research. The categorization is based on the one presented for general lifelong learning, [24], [48], as explained in Section II-A, which we have found is also relevant to use for graph lifelong learning. The unique considerations in the case of graph lifelong learning are how these methods consider graph structure data in the incremental learning process. The hybrid approach is also added to categorize the current methods that combine more than one approach. Thus, the existing graph
lifelong learning works covered in this survey paper are divided into four categories: architectural, regularization, rehearsal, and hybrid, as shown in Fig. 3. The specification of each method is described in Table II.

III. ARCHITECTURAL APPROACH

In the general lifelong learning setting, this approach focuses on modifying the specific architecture of networks, activation functions, or layers of algorithms to address a new task and prevent the forgetting of previous tasks [15], [21], [22]. In the graph lifelong learning scenario, this approach relies on changing the graph structure, expanding more units, and performing compression techniques. Some examples are FGN [56], which convert graph data architecture into regular learning problems, and HPNs [67], which extract different level abstractions of prototypes to accommodate new knowledge.

A. Feature Graph Networks

In a graph learning process, the full adjacency matrix or the entire graph topology information is needed to propagate node features across all layers. Sampling techniques have been proposed to scale GCNs to large graphs [35], [73], however GCNs still require a costly pre-processing step that includes the entire graph dataset, which is not suitable for incremental learning in lifelong learning. In particular, the topology of graphs provides unique challenges for lifelong learning. This has motivated the proposal of a new graph topology that is suitable for general lifelong learning approaches.

Wang et al. [56] developed the FGN approach to convert graph architectures into a representation that can be ingested by regular learning architectures. Fig. 4 shows how FGN converts regular graph representations into feature graphs. In particular, FGN represents nodes from the original graph as independent graphs, and the features from the original graph as nodes, which extract different level abstractions of prototypes to accommodate new knowledge.

![FIGURE 3 Graph lifelong learning categorization.](image)

![FIGURE 4 Illustration of FGN. It changes the structure of graphs. In the regular graph representation shown in (a), the node v has neighbors N(v) = {v, b, c, d, e} and feature vector x_v = [1, 0, 0, 1]. FGN converts the regular graph so that the features of node v will be represented as nodes v1, v2, v3, v4 in the Feature Graph shown in (b), connected to each other via cross-correlation establishment. [56]. (a) Regular graph. (b) Feature graph.](image)
The FGN architecture modification allows graph problems to be re-framed, by transforming a node classification task into a feature graph classification task. This then enables the feature graphs to be trained in a regular mini-batch manner similar to CNNs [74]. By converting graphs into a representation that suits common CNNs tasks, FGN enables the input of the graph’s node to be processed independently whilst new knowledge is being learned, without requiring the entire graph to be pre-processed. This also changes some graph relationships: fixed feature dimensions in the regular graph translate to a fixed number of nodes in the feature graph, and the addition of nodes to the adjacency matrix of the regular graph translates to the addition of adjacency matrices of feature graphs. The cross-correlation of connected feature vectors is accumulated to develop feature interactions that are useful for constructing feature adjacency. Moreover, in order to develop a feature graph that is a new topology given by the feature adjacency matrix, specific types of layers can be used to develop the feature graph, such as the feature broadcast layer, feature transform layer, and feature attention layer.

One of the methods to calculate the performance of this model uses data-incremental and class-incremental scenarios. The experiments use several datasets such as Cora [75], Citeseer [75], Pubmed [75], and Ogbn-arXiv [76], [77]. FGN is compared with other graph models such as GCN [27], graph attention networks (GAT) [78], graphsage [35], and approximation personalized propagation of neural predictions (APPNP) [79] that are implemented for lifelong learning settings without knowledge consolidations. On-data incremental scenarios, all new samples are randomly inserted. The result shows to get 0.872 ± 0.009 of overall performance on the Pubmed dataset. In the class-incremental scenario, all samples from each class are inserted into the model before moving to another class, and it gets 0.857 ± 0.003 of performance on the Pubmed dataset. Moreover, it gets a forgetting rate value of 3.49, which is the lowest forgetting rate compared to the other models. It shows effectiveness by achieving superior performance in both data-incremental and class-incremental tasks.

B. Hierarchical Prototype Networks
Hierarchical Prototype Networks by Zhang et al. [67] extract different levels of knowledge abstraction in the form of prototypes, which are used to represent the evolving graph over time. This method aims to accommodate incoming experience whilst retaining prior knowledge. It firstly leverages a set of atomic feature extractors (AFEs) to encode attribute information and topological structures of target nodes. There are two kinds of atomic embeddings extracted in this process. The first one is atomic node embedding $AFE_{node}$ to generate an embedding representation of node $\nu$’s feature information, $E_A^{node}(\nu)$. The second one is atomic structure embedding $AFE_{struct}$. The atomic structure embedding of node $\nu$, denoted $E_A^{struct}(\nu)$, encodes the relations between nodes within multiple hops of node $\nu$. Then, HPNs perform several functions to adaptively select, compose, and store the embedding representation through three architecture layers of prototypes: atomic-level, node-level, and class-level. First, the atomic-level prototypes (A-prototypes) $P_A$ are created by atomic embedding sets, which describe low-level features of a node that is similar to the output of the first layer in deep neural networks. Then node-level (N-prototypes) $P_N$ and class-level prototypes (C-prototypes) $P_C$ are developed to capture high-level information of nodes. N-prototypes $P_N$ are developed by capturing the relation of each node in A-prototypes $P_A$. Then, C-prototypes $P_C$ are generated from N-prototypes $P_N$ to explain the common feature of a node group. All those conversions use the feature map of convolutional neural networks at different layers.

HPNs choose only relevant atomic embeddings to refine existing prototypes or create new prototypes to maintain old knowledge and accommodate new knowledge. HPNs use maximum cosine similarity to calculate the similarity between incoming atomic embedding and atomic embedding on existing prototypes to select the relevant knowledge. The result of maximum cosine similarity is then ranked and taken according to the number specified in the hyperparameters. The HPNs then determine which new embedding has the same or different characteristics as the elements in the A-prototypes $P_A$ using cosine similarity. On one hand, when new embeddings are considered close to existing prototypes, the old knowledge will be refined by minimizing the loss between the two. On the other hand, atomic embeddings that are not close to the atomic embedding of existing prototypes will be considered as new tasks, so a new prototype will be degenerated by combining previous and new prototypes. In the scenario that new embeddings $E_{nov}(\nu)$ have similar representation to the previous representation, that can cause redundant knowledge. In order to avoid this, the model filters $E_{nov}(\nu)$ to get $E_{nov}^*(\nu)$ which only contain distinct representations (as measured using the threshold $t_A$):

$$\forall \nu, c_i, c_j \in E_{nov}^*(\nu), \quad \frac{c_i^T c_j}{\|c_i\|_2\|c_j\|_2} < t_A.$$  \hspace{1cm} (1)

Using those strategies, the embeddings in $E_{nov}^*(\nu)$ will only contain new features. Then the A-prototypes $P_A$ are updated to accommodate new embeddings.

$$P_A = P_A \cup E_{nov}^*(\nu).$$  \hspace{1cm} (2)

After that process, the selected A-prototypes $P_A$ can be further matched to $P_N$ and C-prototypes $P_C$ to get hierarchical representation, which is used to feed the classifier to perform node classification.

The architectural approach to HPNs that activates hierarchical representative embedding and iterative prototypes to accommodate new knowledge achieves state-of-the-art performance based on accuracy mean and forgetting mean to enable lifelong learning in graph data. It is compared with general lifelong learning, such as EWC [19], LWF [20], and
Graph lifelong learning aims to enable models to acquire new information based on changes to the evolving graph's structure and refinement of previous knowledge in order to handle new unseen tasks on graph-based domains.

IV. REHEARSAL APPROACH

This approach regulates retraining processes for previous tasks to strengthen the relationship between memory and performance on previously learned tasks [50], [51]. This graph learning approach enables the selection of appropriate samples of graph representation, such as nodes and edges, for retraining purposes. The number of samples is carefully considered to minimize the computational complexity. Recently, graph lifelong learning methods using rehearsal approaches have been proposed, such as ER-GNN [9], and lifelong Open-world Node Classification [36]. Other graph lifelong learning approaches, such as ContinualGNN [10] and TrafficStream [44], that combine aspects of the rehearsal approach with other different approaches are discussed in Section VI.

A. Experience Replay GNN Framework

Zhou et al. [9] proposed the concept of lifelong learning on graph data using graph-based experience replay called ER-GNN. The main objective is to mitigate the catastrophic forgetting problem in graph data while learning continuously over time. The model preserves past knowledge in an experienced buffer obtained from previous learning of tasks to be replayed while learning a new task. This model implements an experience node strategy to help to select the experience nodes to be stored in the experience buffer, such as the mean of feature (MF) [51] and coverage maximization (CM) [82]. Apart from those experience node strategies, ER-GNN proposed a new method called influence maximization (IM).

The model’s experience node replay is influenced by Complementary Learning System (CLS) that supports the biological learning process in humans. CLS is a great example of a complementary contribution to the virtual experience mechanism of the hippocampus and neocortex in the human brain system. It helps consolidate knowledge by replaying memories in the hippocampus before being transferred into long-term memory using the neocortical system [83]. Referring to the ER-GNN problem definition, suppose there are a collection of tasks \( T = \{ T_1, T_2, \ldots, T_i, \ldots T_M \} \) which come sequentially and each \( T_i \in T(|T| = M) \). Every task \( T_i \) has training node-set \( D^T_i \) and testing node-set \( D^T_i \). When the model starts to learn task \( T_i \), it uses resources from the training set \( D^T_i \) and maximizes the performance using the testing set \( D^T_i \). It also selects the experience of examples \( B \) from the stored experience buffer. Both the training data \( D^T_i \) and experience nodes \( B \) help to learn a model \( f_\theta \) parameterized by \( \theta \). ER-GNN uses a cross-entropy loss function for node classification and implements parameter updates to get optimal parameters by minimizing the loss using optimization methods such as Adam optimizer [84]. In the next step, after updating the parameters, the model performs node selection in the current training data set \( D^T_i \) to be added as an example into the experience buffer. MF, CM, and the novel method, IM are used as a scheme based on the crucial part of the experience selection strategy that stores experience in the buffer to increase the performance of continuous graph learning.

To measure the performance of ER-GNN, it uses a case study to learn new tasks based on additional new nodes from new classes to perform node classification. Several datasets, such as Cora [75], Citeseer [75], and Reddit [35], are used in this evaluation. Some graph learning models, such as Deepwalk [85], Node2Vec [86], GCN [27], graphSage [35], etc., are used in comparison with a finetuning strategy which means the model is trained continually without employing lifelong learning techniques. The result shows ER-GNN achieves the best mean performance on the Cora dataset with mean accuracy of 95.66%. It also has the lowest mean forgetting, 17.08%, compared to graph learning with finetuning strategy. From that experiment, it shows the performance improvement in reducing forgetting mean compared to state-of-the-art GNNs that are forced to do learning a sequence of node classification tasks.

B. Lifelong Open-World Node Classification

Galek et al. [36] introduced lifelong open-world classification to implement incremental training on graph data. This model could rely on previous knowledge to help the learning process in a sequence of tasks. The learned knowledge is stored as historic data explicitly or within model parameters implicitly. The model then analyses the influence of stored knowledge that is helpful in refining the network. The model’s objective is to address the challenge in graph learning that nodes in graph data can not be processed independently because the relation of nodes needs to be processed through an embedding mechanism to share the information across the nodes. The second objective is to enable the concept of open-world classification [14] to implement incremental training in graph data and
accommodate new tasks that are completely different from the previous ones. The model introduces a new measurement to regulate the evolution in graph data with different characteristics to address that objective. The method has the capability to integrate an isotropic and anisotropic type [87] of GNN.

The problem definition of this model is as follows. Assuming graph data has a finite number of tasks $T_1, \ldots, T_i$ and a model $f$ with parameters $\theta$. To do incremental training in this method, while the structure of the graph including its nodes and edges is changing over time, during preparation for task $T_{i+1}$, a model should have been trained based on the label on task $T_i$ to get the $\theta^{(i)}$ parameters. When $l$ new classes come, these methods add the corresponding number of parameters to the output layer of $f^{(i)}$. Therefore it will have a new parameterized layer:

$$| \theta^\prime_{\text{output weight}} | = | \theta^{-1}_{\text{output weight}} | + l, \quad \text{and}$$

$$| \theta^\prime_{\text{output bias}} | = | \theta^{-1}_{\text{output bias}} | + l. \quad (4)$$

In the next step, to enable the rehearsal approach, this method gives the option to choose whether to retrain the model from scratch (cold restart) or use the final model parameters from the previous tasks (warm restart). The model involves an artificial history size that determines the amount of past data to control against full-history retraining.

Since the pre-compiled dataset for graph lifelong learning is rare, this model performs an experiment on the scientific publication dataset PharmaBio and DBLP (easy and hard) [88]. The scenario is to learn new tasks based on adding new classes. Two evaluation measures used average accuracy and forward transfer to measure the effect of reusing previous parameters. It also uses several graph neural network techniques to perform representation learning in the model, such as GAT [78], GCN [27], and graphSage [75]. The main result shows that incremental learning using limited history sizes is almost similar to the default setting by using the full history size of the graph. GNN technique in this model achieves at least 95% accuracy that can be retrained with half dataset coverage compared to using all past data for incremental learning.

V. REGULARIZATION APPROACH

This approach implements a single model and has a fixed capacity by leveraging the loss function using the loss term to help consolidate knowledge in the learning process for new tasks and retain previous knowledge [19], [20]. Prior knowledge of graph structures and tasks will be maintained to achieve stable performance while learning novel knowledge.

In graph-based learning, some current works that implement regularization approaches are DiCGRL [68], GPIL [69], TWP [70], and Translation-based Knowledge Graph Embedding [71]. Other methods that partially implement a regularization approach in graph data that are explained in more detail in Section VI are ContinualGNN [10], LDANE [72], and TrafficStream [44].

A. Disentangle-Based Continual Graph Representation Learning

Kou et al. [68] proposed Disentangle-based Continual Graph Representation Learning (DiCGRL), which focuses on applying lifelong learning in graph embedding. Current graph embedding models are not practical in real-world applications because they tend to ignore streaming and incoming data nature in graphs. DiCGRL takes two approaches to continuously learn a new graph embedding whilst preventing the forgetting of old knowledge. First, the disentangle module aims to convert the graph’s relational triplets $(u, r, v)$, which explains the connection between node $u$ and $v$ based on relation $r$ into several components in their semantic aspects. The model uses an attention mechanism to learn the attention weight of components $u$ and $v$ based on the relation $r$. Then, top-$n$-related components are processed through a graph embedding mechanism that incorporates the features of nodes $u$ and $v$. There are two types of graph embedding used to do this: knowledge graph embedding (KGEs) [89], [90] and network embedding (NEs) [78], [91].

The second step is updating the module that aims to update disentangled graph embedding when new relation triplets appear. This model uses a regularization approach to prevent the forgetting problem. In this process, a step called neighbor activation identifies which triplet relation should be updated by running a selection mechanism inspired by the human ability to learn procedural knowledge. Top-$n$ components with common characteristics are selected to update the embedding representation. Then, when the new data arrive, the incoming data will be trained with those activated neighbor components using a constraint in loss function to accommodate new knowledge and maintain the performance of prior tasks. DiCGRL employs constraint loss terms $\mathcal{L}_{\text{num}}$ to push the sum of attention weights of top-$n$ selected components reaching 1, i.e.,

$$\mathcal{L}_{\text{num}} = \sum_{(u, r, v) \in T_i} \left(1 - \sum_k w_k^j \right), \quad (5)$$

where $n$ indicates the number of components. So that the overall loss function to implement the regularization process in this method is as follows:

$$\mathcal{L} = \mathcal{L}_{\text{old}} + \mathcal{L}_{\text{new}} + \beta \mathcal{L}_{\text{num}}, \quad (6)$$

where $\beta$ is a hyperparameter.

One of the techniques to measure the performance of DiCGRL is to use link prediction tasks and node classification tasks. For link prediction tasks, it uses two datasets, FB15K-237 [92] and WN18RR [93], that are set to have instances that come sequentially. Moreover, two types of knowledge graph embedding, such as TransE [90] and ConvKB [94], are used to perform graph representation learning. For node classification tasks, It uses several datasets such as Cora, CiteSee, and Pubmed [75] with the scenario of adding instances sequentially. There are some strategies used to compare the
In graph lifelong learning, consolidating knowledge is necessary to alleviate forgetting problems pertaining to changes in the graph representation in terms of nodes, relations, and tasks.

performance of the method. First, as a lower bound, finetuning is implemented to train the data continuously without employing lifelong learning. Second, as the upper bound, all nodes are retrained from scratch when new information appears. Moreover, there are some general lifelong learning that does not consider graph representation learning, such as EWC [19], EMR [16], and GEM [23]. For link prediction, DiCGRRL achieves the maximum average performance of H@10 (average top-10 ranked entities) on the FB15K-237 dataset with 47.7%. The highest average accuracy on the Pubmed dataset for node classification is 85%. DiCGRRL achieves an improvement compared to the general lifelong learning techniques and tends to have a close result with the upper bound baselines.

B. Graph Few-Shot Class-Incremental Learning

The ability to learn new classes incrementally is essential in real-world scenarios. Zhen et al. [69] proposed GPIL, which implements lifelong learning in graphs to learn both newly encountered and previous classes. To enable a lifelong learning setting, firstly, the model spans the dataset into two parts, i.e., base classes and pseudo novel classes, with disjoint label spaces. Then, Graph FGL recurrently pre-trains the encoder on the base classes and keeps it during the pseudo incremental learning process. Then it performs meta-learning to learn initialization with more transferable meta-knowledge with a novel pseudo incremental learning, GPIL. During each meta-training episode, All few-shot classification tasks are sampled from pseudo-novel classes and base classes to imitate the incremental process in the evaluation process. By doing that, each meta-learning episode is able to learn a transferable model initialization for the incremental learning phase. In order to minimize the catastrophic forgetting problem, this method proposes a Hierarchical Attention Graph Meta-learning framework (HAG-Meta) by using the regularization technique to modify the loss function during the learning process. It uses a dynamically scaled loss regularizer that utilises the scale factor [95], [96] to multiple task levels to adjust their contribution to model training. That scaling factor helps to reduce the contribution of insignificant classes while maximizing the important tasks. Moreover, This method proposed two hierarchical attention modules: 1) tasks-level attention, which estimates the importance of each task to balance the contribution of different tasks, and 2) node-level attention, which maintains a better balance between prior knowledge and new knowledge within the nodes. The model claims to have excellent stability in consolidating knowledge and gaining advantageous adaptability to new knowledge with minimal data samples.

The experiment conducted on GPIL uses a few-shot learning case study with graphs of few-shot learning datasets such as DBLP [88], Amazon-clothing [97], and Reddit [35]. It uses a split strategy for the class into 3 parts pre-training, meta-training, and evaluation. GPIL is compared with several methods such as continual learning on graphs, ER-GNN [9], standard continual learning ICARL [51], which uses modifications with GNN, Few-shot Class-incremental Learning (CEC) [98], etc. The experiment calculates the performance dropping rate (PD) that measures the accuracy drop from the last sessions. There are 10 sessions in every experiment of each baseline method. GPIL achieve the lowest performance dropping rate (PD) in the DBLP dataset with 17.11%. It is better than other baseline methods in terms of minimizing performance degradation.

C. Topology-Aware Weight Preserving

The TWP method by Liu et al. [70] proposed a novel method to strengthen lifelong learning and minimize catastrophic forgetting in GNNs. TWP explicitly studies the local structure of the input graph and stabilizes the important parameters in topological aggregation. Given an input graph and its embedding feature of nodes, TWP estimates the important score of each network parameter based on their contribution to the topological structure and task-related performance. The methods used in TWP are to calculate the gradients of the task-wise objective and topological preserving with each parameter, then consider the gradient as an index for the parameter importance. After learning previous tasks, the model gets the optimal parameters by minimizing the loss on the task. As not all parameters contribute equally, it is important to preserve the minimized loss by considering highly influential parameters. Approximate contributions of each parameter are calculated based on an infinitesimal change in each parameter, like in the general lifelong learning method of Synaptic Intelligence (SI) [99]. Parameters that significantly contribute to minimizing loss must be kept stable when learning future tasks. Besides minimized loss preserving, topological structure preservation is conducted since structure information in the graph plays an important role. It aims to find the parameters with a substantial contribution to learning the topological information of the graph. GAT [78] are employed to learn topological information around the center node by calculating the attention coefficient of its neighbor. With the graph modeling process by GAT, then, the infinitesimal changes of each embedding feature are calculated to get the importance scores of each parameter. The regularization approach accommodates the new task by minimizing the performance degradation of the previous task. TWP penalizes changes in important parameters for old knowledge by
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regularizing the loss function while learning a new task. When changing high-importance parameters is penalized, the model can still perform well on previous tasks. The loss function for new tasks $T_{k+1}$ formulated as:

$$L'_{k+1}(W) = L^{'new}_{k+1} + \sum_{n=1}^{k} I_n \otimes (W - W'_n)^2,$$

(7)

where $L^{'new}_{k+1}$ is a new loss function, e.g., cross-entropy based on the task. $I_n$ denotes the network importance for the old tasks. $\otimes$ means element-wise multiplication and $W'_n$ contains the optimal parameter for task $T_n$. That learning strategy ensures that low-important score parameters can be adjusted freely while high-importance parameters will be maintained and penalized so that the model can handle the previous tasks. TWP also employs a strategy to promote the minimization of the computed importance score to maintain the model plasticity.

One of the experiments on this method uses a node classification case study. Some datasets are used on node classifications, such as CoraFull [100], amazon computer [97], protein-protein interaction (PPI) [4] and Reddit [35]. Three backbones of GNN are used to perform representation learning, such as GAT [78], GCN [27], and GIN [80], which are connected using several general lifelong learning such as LWF [20], GEM [23], EWC [19], etc. TWP got the highest average performance with 0.976 and got the lowest average forgetting score of 0.001 $\pm$ 0.062 on the Reddit dataset. TWP demonstrates the effectiveness and ability to perform lifelong learning in the graph domain compared to other standard lifelong learning methods.

D. Translation-Based Knowledge Graph Embedding

Song and Park [71] developed a translation-based knowledge graph embedding method through continual learning that aims to enrich the representation of knowledge graphs when incoming representation appears in graph data. Moreover, this method minimizes the risk over new triples using rapid parameters that are penalized between the old and new embedding models. The translation-based knowledge graph embeddings aim to generate a vector representation in the embedding space of the knowledge graph based on the entity relation information in a graph. The simplest model in the translation-based knowledge graph embedding is TransE [90], which forms the embedding matrix of entities and relations in the graph. In that case, the parameters to create the embedding are optimized using stochastic gradient descent.

The assumption is that the knowledge graph embedding method [89], [90] is those graph entities whose relations are fixed after the training. This method employs the regularization term in order to accommodate the new embedding representation and preserves the representation of previously generated embedding. The underlying concept of the regularization approach in this model is to minimize empirical risk $R_{emp}^a(\theta^a)$ defined as:

$$R_{emp}^a(\theta^a) = R_{emp}^a(D_n; \theta^a) + \lambda_a \phi(\theta^a, \theta^{a-1}),$$

(8)

where $R_{emp}^a(D_n; \theta^a)$ denotes the empirical risk of new data. $\phi(\theta^a, \theta^{a-1})$ is as regularization term to penalize new parameter so that $\theta^a$ close to $\theta^{a-1}$. $\lambda_a$ is a hyperparameter that maintains how much $\theta^a$ retains the knowledge from previous data. As a result, the method can achieve the objective by minimizing risk penalized by rapid representation changes, and the old experiences are preserved in a new model.

One of the experiments with this method is in a knowledge graph embedding scenario with two knowledge graph datasets: WN18 (WordNet) [93] and FB15 k (Freebase) [92]. New instances on nodes and relations are set to arrive sequentially. There are several baseline models used for comparison: 1) join learning as an upper bound, 2) finetuning as a lower bound that accommodates the new information continuously without any knowledge consolidation, and 3) general lifelong learning, EWC [19]. The highest result of the experiment achieved 94.27 of H @10 (average top-10 ranked entities) score in the tripe classification task on the WN18 dataset. It is better than EWC and finetuning methods and almost equal to the upper bound joint learning technique.

VI. HYBRID APPROACH

The hybrid approach combines more than one lifelong learning approach to take advantage of each approach and maximize the performance of models [23], [24], [101]. Examples of the graph lifelong learning models that implement hybrid approaches discussed in this section include ContinualGNN [10], LDANE [72], and TrafficStream [44].

A. ContinualGNN

In the actual scenario model of ContinualGNN proposed by Wang et al. [10], there is a concept of replaying strategy to refine the network as a complement to the regularization approach itself. It combines both approaches to mitigate catastrophic forgetting and maintain the existing learned pattern. The first main goal of this model is to detect a new pattern in graph structure that significantly influences all nodes in the network. Second, the model aims to consolidate the knowledge in the entire network. The ContinualGNN model captures new patterns in streaming graph data. The model proposes a method based on a propagation process to efficiently mine the information on affected nodes when learning new patterns. The existing knowledge from the propagation process is then maintained using a combination of both approaches of rehearsal and regularization strategies.

During the detection process for new patterns, ContinualGNN considers the response to the changes by looking at the number of changes in the networks. It is insufficient to consider new patterns when the changes are too small, for example, by only adding an edge in the network while the other neighborhood in the graph is very stable. Retraining that scenario is costly and a waste of time. When nodes’
representation keeps evolving over time, the model will consider retraining the network with some strategies to make it efficient. A scoring function to calculate the influenced degree of a node that corresponds to the new patterns defined as:

$$I(ΔG) = \{ u | ||Δh^L_u|| = ||h^L_u + Δh^L_u|| > δ \}$$  \hspace{1cm} (9)$$

A higher score reflects that a node has a high influence. To calculate that new node representations, $h^L_u + Δh^L_u$ is compared with the previous representation version $h^L_u$ and results the influence scores. The model also uses threshold values $δ$ to consider the number of nodes treated as a new pattern. Therefore, smaller threshold values will consider more nodes as new patterns only when the result of the influence score is above the thresholds and vice versa. The model limits to calculating the scoring function for all nodes at each time step because not all nodes are affected by the changes. Instead, the model only calculates it within the order $L$ neighbors that are affected. Furthermore, the model proposed two prospectives of data-view and model view, to consolidate the existing patterns. Data-view aims to maintain memory stability and select only important information of nodes and neighbors of some graph data to be saved and revisited during incremental training. ContinualGNN proposes a step-wise sampling strategy based on a reservoir sampling algorithm to achieve that objective [102]. Model view, on the contrary, aims to solve the overfitting phenomenon by replaying a small amount of data in memory. This process is highly correlated to the regularization-based approach by using a generalization of knowledge preservation derived from a regular lifelong learning algorithm, EWC [19]. This strategy maintains the distance between the current model parameters and the previous model parameters so that it helps to maintain the knowledge and performance of prior tasks in GNN.

Node classification case study is used to calculate the method’s effectiveness. Some datasets, such as Cora [75], Elliptic [103], and DBLP [88] are used. Some baselines can be used, such as GNN with a retraining process as the upper bound and GNNs with incremental scenarios like finetuning as the lower bound. ContinualGNN achieves a maximum average accuracy of 0.9212 on the elliptic dataset. It proves to have better performance than the lower bound of GNNs with a simple incremental learning scenario and has almost similar performance to the upper bound methods of GNNs with a joint training strategy.

**B. Lifelong Dynamic Attributed Network Embedding**

Wei et al. [72] developed LDANE that aims to represent learning to produce a low-dimensional vector for each node in a growing size network. LDANE is developed based on lifelong learning that uses an architectural approach, namely Dynamic Expandable Networks (DEN) [25]. DEN can dynamically determine network capacity to learn and share the structure among different tasks. Moreover, LDANE constructs attribute constraints that can be updated efficiently when the node attribute changes to restrict the learned embedding to satisfy the constraints. In this method, a Deep autoencoder is employed to learn the embedding of nodes. LDANE uses three kinds of loss functions of $L_{glob}$, $L_{loc}$, and $L_{att}$. For any nodes $v_i$, $v_j$, $v_p$, and $v_m$, where $v_i$ is the observed node, $v_j$ is the neighbor node of $v_i$, $v_p$ is the most similar node-set in terms of attributes of node $v_i$, and $v_m$ is the most dissimilar node set of attributes of node $v_i$. $L_{glob}$ calculates the reconstruction error of output and input or error of global structure approximation that is shown as follows:

$$L_{glob} = \sum_{i=1}^{n} ||(\tilde{S}_i - S_i) \odot b_i||^2_2.$$ \hspace{1cm} (10)$$

the weighted adjacency matrix of graph $G$ is denoted by $S$. If there is a relation from node $v_i$ and $v_j$, then $S_{ij} > 0$; otherwise $S_{ij} = 0$. $\tilde{S}_i$ and $S_i$ defines a new reconstruction value of adjacency matrix and $\odot$ represents Hadamard product, $b_i$ denotes as a vector with $b_{ij} = 1$ if $S_{ij} = 0$; otherwise $b_{ij} = δ > 1$. It is not enough to preserve global structure proximity; this model also calculates $L_{loc}$ to preserve the local structure of embedding of its neighbor node $v_j$ that is defined as follows:

$$L_{loc} = \sum_{i=1}^{n} S_{ij} ||(y_i - y_j)||^2_2,$$ \hspace{1cm} (11)$$

where $y_i$ and $y_j$ denotes the result of node representation between observed node $v_i$ and $v_j$. LDANE also constructs two node sets $pos_i$ that contains top $l$ similar nodes $v_p \in pos_i$ and $neg$ that contains top $l$ dissimilar nodes $v_m \in neg$. The third loss function, $L_{att}$, forces embedding to satisfy the constraints based on the top similar and dissimilar nodes:

$$L_{att} = \sum_{v_i \in V} \sum_{v_m \in neg} \sum_{v_p \in pos_i} \max(0, sim(y_i, y_m) - sim(y_i, y_p))$$ \hspace{1cm} (12)$$

where $sim(y_i, y_m)$ calculates cosine similarity between two embeddings of node $v_i$ and $v_m$, $sim(y_i, y_p)$ calculate cosine similarity between two embeddings of $v_i$ and a similar node $v_p$. The main purpose of that loss function is to ensure that the similarity of similar node embeddings is not less than the similarity of dissimilar node embeddings. LDANE combines all objective functions of global structure proximity, local structure proximity, and attribute similarity together as follows:

$$L = L_{glob} + \alpha_1 L_{loc} + \alpha_2 L_{att} + \nu_1 L_1 + \nu_2 L_2,$$ \hspace{1cm} (13)$$

where $\alpha_1$, $\alpha_2$, $\nu_1$, and $\nu_2$ are hyperparameters for relative weights of objective functions. $L_1$ and $L_2$ are regularizers to prevent the network weights from overfitting.

LDANE performs several processes, such as output expansion, selective retraining, autoencoder expansion, and autoencoder split, to enable lifelong learning on the network. Furthermore, it applies all approaches simultaneously. First, input and output expansion aims to accommodate a dynamic network that constantly changes. When the number of nodes at the following time observation is greater than the previous
time observation, the LDANE architectural approach will increase the number of input and output neurons in the autoencoder to adjust the input data size. Then, selective retraining and expansion using the rehearsal principle will retrain the weights affected by network changes. Autoencoder split is conducted after the network embeddings are obtained if needed. It aims to evaluate the stability of network embedding over time by using the regularization method. The regularization approach is employed to regulate the parameter if it shifts too much from the original value and prevents forgetting. If the current features have significantly changed while the training process is running, then the network needs to train the weight again by splitting the autoencoder.

A multilabel classification case study is one of the experiments that are used to calculate the performance of LDANE. Some datasets are used, such as synthetic data (SYN-1 and SYN-2) [104], DBLP [88], and Epinions. Some comparison methods for embedding models include DeepWalk [85], DynGEM [40], and SDNE [105]. On multilabel classification results, LDANE achieved the highest average performance of micro-F1 0.93 and macro-F1 0.92 on the SYN-2 dataset. It performs better than other embedding network models that do not employ lifelong learning techniques.

C. TrafficStream

Chen et al. [44] proposed a framework of streaming traffic flow forecasting called TrafficStream to address a specific domain of traffic flow data that data structure is constantly evolving in its nodes and data structure. Apart from the ways to enable a lifelong learning setting, this type of method can be classified as a task-specific method. Task-specific methods usually have specific tasks that need to be achieved in order to get a good performance in the desired domain. The model (or method) is very focused on solving particular tasks and has no guarantee to be applicable to other domains. In general lifelong learning, examples of task-specific methods include NELL (never-ending language learner) [13] and LSC (lifelong sentiment classification) [106].

In order to address that challenge, the easiest way is to retrain the model from scratch regularly at a particular time, such as weekly, monthly, or yearly. However, it is considered very costly and inefficient for computing resources because it incorporates a massive amount of data when it comes sequentially. Moreover, because of network expansions, the topology and architecture of the previous ones will have different patterns, so the spatial dependency of previous models will not be relevant again. The previous insight from learned knowledge needs to be consolidated and preserved to help increase the model’s performance. Based on those challenges, the TrafficStream framework aims to efficiently and effectively capture patterns for new graph structures and consolidate the knowledge between the previous and the new ones. In its framework, TrafficStream uses a simple traffic flow forecasting model (SurModel) to represent a complex graph data model in the intelligent transportation system [53]. There are two component processes that efficiently update the current network pattern in the TrafficStream method: expanding network training and evaluation pattern detection. Those are based on the changes in network structures due to several conditions, such as adding new sensors or stations to record traffic flow data. The primary objective of expanding the training process is to reduce the complexity of capturing dependency between nodes in the graph. With vast amounts of attributes and a number of nodes, it will increase the processing task in the GNN layer. So that TrafficStream introduces the model to generate a sub-graph by reducing the number of included nodes to only 2-hops neighbors in a node. This mechanism claims to be effective in increasing the speed time of processing in GNN. The second component is evolution pattern detection, which aims to detect the different patterns on a graph entirely different from the previous one. This process is beneficial in recognizing the shifting of point of interest (POI) so that the model can selectively choose the nodes that have significant changes to be learned.

The essence of activating lifelong learning in this method is to consolidate knowledge to avoid catastrophic forgetting. For this reason, the model tracks back to the previous data and applies two strategies: information replay and smoothing parameters. Information replay performs the training process using sample data from previous information. The selection of sample data is simple by selecting randomly from several nodes. With the proposed JS divergence algorithm, the model chooses the nodes with lower JDS scores to be selected and used to construct sub-graphs. The second strategy is parameter smoothing, which aims to maintain shift information, resulting in catastrophic forgetting. The method used to perform parameter smoothing refers to the EWC method [19] as defined below:

$$\mathcal{L}_{\text{smooth}} = \lambda \sum_i F_i(\Psi_T(i) - \Psi_{T-1}(i))^2,$$

where $\lambda$ denotes the weight of the smoothing term, and $F_i$ refers to the importance of the $i$-th parameter in the previous function model $\Psi_T(i)$ that can be estimated as follow:

$$F = \frac{1}{|X_{T-1}|} \sum_{x \in X_{T-1}} [g(\Psi_{T-1}; x) g(\Psi_{T-1}; x)^T],$$

where $g$ refers to first-order derivatives of the loss. $X_{T-1}$ is a flow data of all nodes on previous graph $G_{T-1}$. Through that mechanism, the weight with fewer essential parameters is smaller, and those parameters can adapt to the new patterns. On the other hand, more important parameters will have a larger weight in the weight-smoothing process so that changes can be limited to maintain previous knowledge.
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VII. METHOD COMPARISONS
Comparing current methods of graph lifelong learning still
remains an open issue. Although graph lifelong learning
focuses on accommodating new knowledge, preventing cat-
astrophic forgetting, and considering graph representation
learning, current methods have various scenarios and applica-
tions. Those scenarios can be grouped into three different
types: 1) only focusing on new instances (NI), 2) new classes
(NC), or 3) both new instances and new classes (NIC).
Moreover, each model has different applications, such as
node prediction, link prediction, node embedding, and
others.
This section summarizes the considerations for each cate-
gorization of lifelong learning. For the architectural approach,
The models adjust their complexity by allocating prototypes
like HPNs [67], and expansions in LDANE [72]. The model
should consider memory allocations and efficiency aspects
with those expansion mechanisms to prevent a technical bot-
tleneck. In the regularization approach, the way to allocate
new knowledge is by managing the shared solution space to
be applicable to all tasks. However, managing the constraints
properly on model weight should be considered because new
tasks are forced to adapt to the previous knowledge, resulting
in no maximum performance to address new tasks. For the
rehearsal approach, some samples from prior experiences are
replayed to strengthen memory and maintain performance to
complete previous tasks. Using maximum data resources
should be avoided because it will involve very complex data
and attributes in the graph. Therefore, considering computa-
tional speed is very important when retraining past knowledge
so that the model does not require extensive time complexity.
The strategy of selecting nice and small samples of data, nodes,
and topological structures in graph data involved through the
replay process should be well considered to minimize the time
complexity of the learning process. An automated algorithm
should be able to select the nice samples automatically to
enhance the quality of the retraining process [110]. Moreover, a
strategy to determine when to activate the replay process is also
needed not to run it every time to be more efficient. For the
hybrid method, even though it will take full advantage of specific
approaches of architecture, regularization, and rehearsal and has a
more complex framework, it needs to address multiple consider-
tations across different approaches. All models that have been
reviewed have their unique characteristics based on the scenario
and its applications. Based on those unique characteristics, the
summary of the models’ differences can be seen in Table III.

VIII. BENCHMARKS
This section briefly explains some of the available datasets,
experimental details, and how to calculate performance on
graph lifelong learning.

| METHODS         | APPLICATIONS                      | GRAPH LEARNING MODULES                  | SCENARIOS       | METRICS                                      |
|-----------------|-----------------------------------|----------------------------------------|-----------------|---------------------------------------------|
| FGN [56]        | classification                    | graph convolution, graph attention      | new instances & new classes (NIC) | average accuracy, forgetting measure       |
| HPNs [67]       | classification                    | atomic structure embedding              | new instances & new classes (NIC) | average accuracy, forgetting measure       |
| ER-GNN [9]      | classification                    | graph neural network                    | new instances & new classes (NIC) | average accuracy, forgetting measure       |
| LONC [56]       | classification                    | graph neural network                    | new classes (NC) | average accuracy, forward transfer          |
| DiCGR [68]      | link prediction, node classification | knowledge graph embedding, graph attention | new instances (NI) | average top-10 ranked entities (H@10) & average accuracy |
| GPIL [69]       | few-shot node classification      | graph convolution                       | new instances & new classes (NIC) | average accuracy, dropping rate            |
| TWP [70]        | node and graph classification     | graph neural network                    | new classes (NC) | average accuracy, forgetting measure       |
| TKGE [71]       | knowledge graph enrichment, link prediction, triple classification | knowledge graph embedding | new instances (NI) | average top-10 ranked entities (H@10) |
| ContinualGNN [10] | classification                   | graphSAGE                               | new instances & new classes (NIC) | average accuracy                          |
| LDANE [72]      | network representation enrichment, graph reconstruction, link prediction, node classification | network embedding                      | new instances (NI) | average precision                          |
| TrafficStream [44] | traffic flow forecasting          | graph neural network                    | new instances (NI) | mean errors                                 |
TABLE IV Datasets.

| DATASET      | NODES    | EDGES      | FEATURES | TASKS |
|--------------|----------|------------|----------|-------|
| Citeseer     | 3,312    | 4,732      | 3,703    | 6     |
| Cora         | 2,708    | 5,429      | 1,433    | 7     |
| OGBN-Arxiv   | 169,343  | 1,166,243  | 128      | 40    |
| OGBN-Product | 2,449,029| 61,859,140 | 100      | 47    |
| OGBN-Proteins| 132,534  | 39,561,252 | 8        | 112   |
| Pubmed       | 19,717   | 44,338     | 500      | 3     |
| Reddit       | 232,965  | 11,606,919 | 602      | 41    |

A. Datasets

There are no datasets that are specifically intended to check the performance of graph lifelong learning. Most of the benchmark datasets used in general lifelong learning are in the form of image classification tasks, such as Permuted MNIST [19] and Split CIFAR [23]. Those datasets can still be used as graph representations, such as changing “superpixels” to represent nodes in the graph [57]. However, assuming superpixels to represent nodes in the graph is not close to the real scenario of graph structure that forms an irregular structure that differs from a grid structure in the image.

Several popular graph learning benchmark datasets such as citation datasets (Citeseer [75], Cora [75], OGBN-Arxiv [76], [77], and Pubmed [75]), User comment datasets (Reddit [35]), product co-purchasing network (OGBN-Product [111]), and protein interaction network (OGBN-Proteins [112]) can be used to test the performance of the graph lifelong learning through scenario modification. The modification of new instances and new classes scenario is by splitting the class or label of the tasks to be distributed at several different times. For example, there are 10 prediction classes needed to enable an experiment on graph lifelong learning, those classes need to be split into several incremental learning scenarios, for instance, five tasks, and it will result in two classes per task. The process starts with learning the first task and incrementally learning the rest of the tasks by sequentially adding new instances and new classes. This experimental design aims to determine whether performance methods can perform incremental learning, accommodate new tasks, and prevent catastrophic forgetting of previous tasks. The characteristics of those mentioned datasets are described in Table IV.

B. Performance Metrics

Specifying evaluation metrics before measuring the performance of graph lifelong learning methods is important. Evaluation metrics in lifelong learning graphs are not similar to calculating the accuracy of tasks in general machine learning or graph learning. Chaudhry et al. [12] explained the most common metric to measure performance in general lifelong learning, such as average accuracy (A) and forgetting measure (F). Another proposed work by Chaudhry et al. [113] described a new measure called the learning curve area (LCA) that calculates how fast a model learns. The details of those three metrics are as follow:

- **Average Accuracy** ($A \in [0, 1]$) [12]. The average accuracy of all tasks after processing incremental learning from the first task to the $T$-th task is defined as:

$$A_T = \frac{1}{T} \sum_{i=1}^{T} a_T^i$$  \hspace{1cm} (16)

where $a_T^i \in [0, 1]$ is the accuracy of individual task on $i$-th task ($i \leq T$) that calculated after learning incrementally from task 1 to task $T$.

- **Forgetting Measure** ($F \in [-1, 1]$) [12]. The average forgetting measure of all tasks after incremental process learning from the first task to the $T$ task is defined as:

$$F_T = \frac{1}{T-1} \sum_{i=1}^{T} f_T^i$$  \hspace{1cm} (17)

where $f_T^i$ is the forgetting value on individual task $t_i$ after the model learn up to task $t_i$ and it is defined as:

$$f_T^i = \max_{k \in \{1, ..., j-1\}} a_{k,i} - a_{j,i}$$  \hspace{1cm} (18)

- **Learning Curve Area** ($LCA \in [0, 1]$) [113]. LCA is the area under $Z_b$ curve that calculates average $b$-shot performance (where $b$ denotes a mini-batch number). $Z_b$ is the accuracy of each task after observing $b$-th mini-batch. It will be high if the zero-shot performance is good and a model learns quickly:

$$Z_b = \frac{1}{T} \sum_{j=1}^{T} a_{b,j}$$  \hspace{1cm} (19)

IX. OPEN ISSUES

The biggest challenge in lifelong learning settings is catastrophic forgetting [17] or called catastrophic interference [114], where a model cannot maintain performance on previous tasks when learning new tasks, as shown in Fig. 1. In graph lifelong learning, consolidating knowledge is necessary to minimize forgetting problems based on changes in the graph representation in terms of nodes, relations, and tasks. Examples of classical approaches that cannot optimally solve catastrophic forgetting in graph lifelong learning include finetuning and joint training [47]. Finetuning uses a model from previous tasks to optimize the task’s parameters being learned. When the model is not guided to learn new tasks, it results in performance degradation for completing previous tasks. Joint training is an approach that uses data from previous tasks and new tasks to conduct training together. It may provide optimal results but requires all the data that might have been lost, resulting in process inefficiency when having massive data so that learning iteratively with a small amount of data is needed.

In addition to catastrophic forgetting, there are some other open issues and challenges to implementing graph lifelong learning, as summarized in the following points:
A. Uncertain Neighborhoods
In learning the representation of a graph, every node relationship should be converted into a lower-dimensional vector space so that it can be further processed in solving downstream tasks [26]. The learning representation process involves changing node attributes' information with its neighbors. Referring to predefined graphs with fixed structures, feature embedding on nodes will be easier to conduct, so that neighborhood information is more stable for the learning process as is done in conventional GNNs methods [27], [35]. However, in graph lifelong learning, although some approach explicitly addresses the problem of the continual embedding process [68], [71], [72], it still requires an optimal strategy for dynamic embedding on graphs with uncertain neighborhood conditions. Graph lifelong learning should be able to capture new relations and nodes and consider when the right time to do the embedding process to accommodate data instances in order to improve the algorithms' scalability and efficiency.

B. Extreme Evolution
The evolution of graph data is complicated to understand. Sometimes the data graph turns out to be more complex but still retains most of the old structure. On the other hand, there are types of graph networks with extreme evolution, which means the graph structure can drastically evolve over time, and most of the old forms are extinct from the graph data. Moreover, when the graph data has an extreme evolution characteristic, it is likely that the previously learned tasks no longer need to be maintained. This factor in the graph also needs to be considered when implementing a graph lifelong learning. The model expects to judge whether it needs to minimize forgetting the previous tasks or let the model forget the previous tasks completely that are no longer relevant to the currently observed graph representation.

C. Global Dependencies Learning
Learning global context or global dependencies in graph data is very important to understand the entire relationships between nodes. It can capture the information of two nodes even if they stay apart in a large-scale graph. Current progress in learning global dependency optimally in a static graph has achieved state-of-the-art performances, for example, using transformer mechanisms that elevated sequential learning with novel positional encoding implemented in graph data [115]. In graph lifelong learning, passing the information of new instances across all the nodes and edges in learning the global context of graphs incrementally is still challenging. Further improvement is needed to learn global dependency efficiently in a continual manner, especially in a large-scale graph, to improve graph lifelong learning methods.

D. Comparative Benchmarking
Current graph lifelong learning strategies are applied in different scenarios, such as focusing on adding new instances (NI), new classes (NC), or considering both new instances and classes (NIC). Moreover, it has different applications, such as node classification, graph prediction, edge prediction, or graph embedding enrichment. Nowadays, benchmarking strategies are highly non-standard. It is essential to be considered as further research in addition to the current studies to bring fair comparisons and improve graph lifelong learning methods.

E. Model Training Parallelisation
Most graph lifelong learning techniques are run on single-point computational resources. However, when looking at the current practical implementation, most of the data comes from a distributed architecture that is deployed on spread-edge devices using cloud services. Collecting all data on a single point computational resource sometimes brings other limitations on security, performance, and costs. To address the emergence of more intelligent services in a distributed architecture, another open challenge of graph lifelong learning is to enable a federated learning paradigm [116], [117] that can perform computation in edge devices using local models parallelly and aggregate them to the single-point device into a general model [118]. That concept will be beneficial because representations of nodes or relations of graphs and new classes can appear in local points of distributed architecture.

X. CONCLUSION
This survey article overviews graph lifelong learning, an emerging field at the intersection of graph learning and lifelong learning. The motivations to enable lifelong learning settings on graph data and several potential applications of graph lifelong learning in several fields, such as social networks, traffic prediction, recommender systems, and anomaly detection, are discussed in depth. This paper covers the state-of-the-art methods in graph lifelong learning, which are categorized into several groups: architectural approach, rehearsal approach, regularization approach, and hybrid approach. It also presents method comparisons by considering some computational aspects in each categorization. All methods are compared based on each scenario and application. Moreover, explanations of benchmarking settings and candidate datasets for testing graph lifelong learning models are also provided. Apart from the catastrophic forgetting problem, several open issues of graph lifelong learning, such as uncertain neighborhoods, extreme evolution, global dependencies learning, fair benchmarking, class imbalance, and model training parallelization, are discussed as future research directions. It is worth noting that many common challenges facing general machine learning are also applicable to graph lifelong learning, including, e.g., fairness and bias, explainability/interpretability, privacy and security, and data trust/quality. Overall, our survey work facilitates new interests and works in the design and development of innovative theory, models/ algorithms, and applications of graph lifelong learning.
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