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Abstract

In this article, we study locating-dominating codes in binary Hamming spaces $F^n$. Locating-dominating codes have been widely studied since their introduction in 1980s by Slater and Rall. They are dominating sets suitable for distinguishing vertices in graphs. Dominating sets as well as locating-dominating codes have been studied in Hamming spaces in multiple articles. Previously, Honkala et al. (2004) have presented a lower bound for locating-dominating codes in binary Hamming spaces. In this article, we improve the lower bound for all values $n \geq 10$. In particular, when $n = 11$, we manage to improve the previous lower bound from 309 to 317. This value is very close to the current best known upper bound of 320.
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1 Introduction

In this paper, we consider a graph $F^n$, which is the binary Hamming space of dimension $n$, that is, the binary $n$-cube. The graph has $2^n$ vertices and its vertex set consists of binary words of length $n$ consisting of zeroes and ones. Now two words have an edge between them if they differ in exactly one position. For example, 110 and 100 are adjacent in $F^3$. Let $\mathbf{u} = x_1x_2 \ldots x_n \in F^n$ be a word where each $x_i \in \{0, 1\}$. We denote by $e_i = x_1 \ldots x_n$ the word where $x_i = 1$ and $x_j = 0$ for each $j \neq i$. The set of integers $\{i \mid a \leq i \leq b\}$ for some $a, b \in \mathbb{Z}$ will be denoted by $[a, b]$. Let us denote by

$$w(\mathbf{u}) = \left| \{x_i = 1 \mid \mathbf{u} = x_1x_2 \ldots x_n, i \in [1, n]\} \right|$$

the weight of the word $\mathbf{u}$. The distance $d(\mathbf{u}, \mathbf{v})$ of two words $\mathbf{u}$ and $\mathbf{v}$ is equal to the number of coordinates in which they differ. Thus,

$$d(\mathbf{u}, \mathbf{v}) = w(\mathbf{u} + \mathbf{v}) = \left| \{x_i \neq y_i \mid \mathbf{u} = x_1x_2 \ldots x_n \text{ and } \mathbf{v} = y_1y_2 \ldots y_n, 1 \leq i \leq n\} \right|$$

where $\mathbf{u} + \mathbf{v}$ is a coordinatewise sum modulo 2. Moreover, we denote by $N(\mathbf{u})$ the open neighbourhood of the word $\mathbf{u}$, that is, the set of words adjacent to the word $\mathbf{u}$ (i.e., the set of words at distance one to word $\mathbf{u}$). Moreover, by $N[\mathbf{u}]$, we denote the set $N(\mathbf{u}) \cup \{\mathbf{u}\}$ called the closed neighbourhood of $\mathbf{u}$. We are also interested in sets of words which are farther away from a certain word. Hence, we denote a ball of radius $r$ centered at the word $\mathbf{u}$ by

$$B_r(\mathbf{u}) = \{\mathbf{v} \in F^n \mid d(\mathbf{u}, \mathbf{v}) \leq r\}.$$ 

Notice that $N[\mathbf{u}] = B_1(\mathbf{u})$.

A code $C$ in $F^n$ is a nonempty set of words in the Hamming space. We denote by

$$I(C; \mathbf{u}) = I(\mathbf{u}) = C \cap N[\mathbf{u}]$$
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the \(I\)-set of the word \(u\). We say that a code \(C\) is **dominating** if we have \(I(C; u) \neq \emptyset\) for each word \(u \in \mathbb{F}^n\). For an introduction on domination in graphs, see [4]. Moreover, a code \(C\) is said to be **locating-dominating** if it is dominating and for each pair of distinct non-codewords \(u, v \notin \mathbb{F}^n \setminus C\) we have

\[ I(u) \neq I(v). \]

We also denote

\[ I_r(C; u) = I_r(u) = C \cap B_r(u) \]

for \(r \geq 1\). In this article, we are mostly interested in the smallest possible locating-dominating codes in the Hamming space \(\mathbb{F}^n\). The cardinality of such a code is denoted by \(\gamma_{LD}(\mathbb{F}^n)\) and any code attaining this cardinality is called **optimal**.

Slater and Rall have originally introduced locating-dominating codes in 1980s, see for example, [14, 16, 17]. One of the motivations to study locating-dominating codes has been **sensor networks**. In this context, we place sensors on some set of vertices determined by the locating-dominating code. Moreover, we assume that a sensor sends alarm 1 if there is an intruder/object/malfunction in any neighbouring vertex and alarm 2 if the problem is in the same vertex as the sensor itself. Now, since the sensor placement is done using the locating-dominating code, we can deduce the location of the object just by considering which sensors are sending the alarm. The topic of locating-dominating codes has attracted a lot of attention recently, see [3, 5, 7, 10, 11]. For more papers in the field consult, the bibliography [13].

In [18], Slater has given the following general lower bound for locating-dominating codes in Hamming spaces.

**Theorem 1** ([18], Theorem 2). We have

\[ \gamma_{LD}(\mathbb{F}^n) \geq \frac{2^n + 1}{n + 3} \]

In 2004, Honkala et al. [6], gave the following improvement on Slater’s result.

**Theorem 2** ([6], Theorem 15). We have

\[ \gamma_{LD}(\mathbb{F}^n) \geq \frac{n^2 2^n + 1}{n^2 + 2n^2 + 3n - 2}. \]

After the paper [6], there has been no advances in the lower bound. The goal of this article is to improve the bound of Theorem 2 when \(n \geq 10\). The new bounds are presented in Corollary [6] and Theorem [7]. The new lower bound is especially interesting for \(n = 11\). In that case, the earlier bound of Theorem 2 gave the lower bound 309. In Theorem 7 we improve this bound to \(\gamma_{LD}(\mathbb{F}^{11}) \geq 317\). Moreover, in [8, Corollary 27], there is a construction of cardinality 320 for locating-dominating codes in \(\mathbb{F}^{11}\). Thus, the possible cardinality of an optimal locating-dominating code in \(\mathbb{F}^{11}\) is in [317, 320] and the gap between the lower and the upper bound is rather small. In fact, even in the binary Hamming spaces \(\mathbb{F}^n\) where \(n \in [7, 10]\) the gap between the lower and upper bound is larger as we can see in Table 1.

Observe that many of the upper bounds (those with Key (c)) in Table 1 are based on **identifying codes**. A code \(C \in \mathbb{F}^n\) is said to be identifying [12] if it is dominating and for each pair of distinct words \(v, u \in \mathbb{F}^n\) we have

\[ I(v) \neq I(u). \]

In particular, every identifying code is also a locating-dominating code. An interested reader may find more information about identifying codes, for example, in [1, 2, 4, 9].

The best known bounds for the locating-dominating codes in \(\mathbb{F}^n\) have been presented in Table 1. The keys of the table are presented below:

(A) [6] contains some trivial bounds as well as computer searches and a theorem for systematic upper bounds for locating-dominating codes.
Table 1: Bounds for locating-dominating codes in small Hamming spaces. The second and fifth columns contain old lower bounds and the sixth column new lower bounds. The keys of the table are as follows: (A) [6], (B) Theorem 2, (c) [2], (d) [8] and (e) [15, Appendix].

(B) Lower bound presented in Theorem 2.
(c) [2] contains constructions for identifying codes.
(d) [8] contains some constructions for locating-dominating codes.
(e) [15, Appendix] contains a computer search for a locating-dominating code in \( \mathbb{F}^n \).

In this paper, we combine the approaches of [6] and the share technique considered in [18]. We apply the share technique by introducing a set of three rules for averaging the share among the codewords combined with some careful analysis of the structure of the binary Hamming space.

The following result is well-known and easily verifiable.

Lemma 3. Let \( a, b \in \mathbb{F}^n \). We have

\[
|N[a] \cap N[b]| = \begin{cases} 
0, & \text{if } d(a, b) \geq 3 \\
2, & \text{if } d(a, b) = 2 \\
2, & \text{if } d(a, b) = 1 \\
n + 1, & \text{if } a = b.
\end{cases}
\]

Notice that if we have \( a, b \in \mathbb{F}^n \) and \( d(a, b) = 1 \), then \( N[a] \cap N[b] = \{a, b\} \). Moreover, if \( a = b \), then \( N[a] \cap N[b] = N[a] = \{a\} \cap \{a + e_i \ | \ i \in [1, n] \} \). Furthermore, if \( d(a, b) = 2 \), then \( a = b + e_i + e_j, i \neq j \), and \( N[a] \cap N[b] = \{b + e_i, b + e_j\} \).

2 The first bound

Let \( C \subseteq \mathbb{F}^n \) be a locating-dominating code. Since \( C \) is a dominating code, we have \( |I(v)| \geq 1 \) for all \( v \in \mathbb{F}^n \). Now there can exist only four different types of words in \( \mathbb{F}^n \) as we will explain below.

(i) A word \( v \) such that \( |I(v)| = 1 \).

(ii) Codeword pairs or couples \( c_1, c_2 \) such that \( I(c_1) = I(c_2) = \{c_1, c_2\} \).

(iii) A word \( u \) such that \( |I(u)| \geq 3 \).

(iv) A word \( x \) such that \( |I(x)| = 2 \) and \( I(x) \subset I(u) \) for some \( u \) such that \( |I(u)| \geq 3 \).

We call the words of Type (iv) sons and the words of Type (iii) fathers. If \( x \) is a son and \( I(x) \subset I(u) \), then the word \( u \) is the father of \( x \). Notice that the son \( x \) has only one father by Lemma 3. The set of a father and its sons forms a family. Observe that it is possible to have no sons in a family, that is, a family consisting of a single father. Notice that together Cases (iii) and (iv) consider every possible word with \( I \)-set of cardinality two. Indeed, if we have a non-codeword
If \( x \) with \( I(x) = \{c, c'\} \), then \( d(c, c') = 2 \) and, by Lemma 3 we have \(|N[c] \cap N[c']| = 2\). Hence, there exists another word \( u \) such that \( I(x) = \{c, c'\} \subseteq I(u) \). Since \( C \) is a locating-dominating code, we have \(|I(u)| \geq 3\) and therefore, \( u \) is the father of the son \( x \). Furthermore, if we have a codeword \( c \) such that \( I(c) = \{c, c'\} \), then \( I(c) \subseteq I(c') \). If \(|I(c')| = 2\), then \( c \) and \( c' \) form a couple. If \(|I(c')| \geq 3\), then \( c \) is the son of the father \( c' \).

Furthermore, let us say that a father which is covered by \( i \geq 3 \) codewords is an \( F_i \)-father and by \( F_i(c) \) we denote the number of \( F_i \)-fathers in \( N[c] \). Moreover, if a word of Type (i) is a non-codeword, then we call it an orphan.

The share of a codeword \( c \in C \) is introduced by Slater in [168] as
\[
s(c) = \sum_{v \in N[c]} \frac{1}{|I(v)|}.
\]
Moreover, we have
\[
\sum_{c \in C} s(c) = |\mathbb{F}^n| = 2^n.
\]
Thus, if \( s(c) \leq \alpha \) for each \( c \in C \) and some positive real constant \( \alpha \), then we have \(|C| \alpha \geq 2^n\) and hence,
\[
|C| \geq \frac{2^n}{\alpha}.
\]

Notice that we may calculate the share of a codeword \( c \) if we know, in its neighbourhood, the number words of Types (i) to (iv) and \( F_i(c) \) for each \( 3 \leq i \leq n + 1 \). In particular, each \( F_i \)-father in \( N[c] \) contributes \( 1/i \) to \( s(c) \), each son \( 1/2 \), each orphan \( 1 \) and if \( c \) is in a couple, then the couple contributes total of \( 1 \) to the share. Therefore, we have
\[
s(c) = \left( \sum_{i=3}^{n+1} \frac{1}{i} \right) + \sum_{v \in N[c]} \frac{1}{|I(v)|} + \sum_{x \in N[c]} \frac{1}{2} + \sum_{c \text{ and } c' \text{ are a couple}} + \sum_{u \in N[c]} 1 + \sum_{I(c) = \{c\}} 1.
\]

Obviously every sum cannot be non-empty simultaneously. For example, if \( c \) and \( c' \) form a couple, then \( I(c) \neq \{c\} \). Observe that \(|N[c]| = n + 1 \) and there is at most one orphan in \( N[c] \) for \( c \in C \) if \( C \) is a locating-dominating code. Indeed, if we have two orphans \( a, b \in N[c] \), then we have \( I(a) = I(b) = \{c\} \).

Let us then consider the number of sons and their fathers in the vicinity of some codeword \( c_1 \). Let \( v \in N[c_1] \) be a son with \( \text{I-set} I(v) = \{c_1, c_2\} \). Since \( v \) is a son, there exists a father \( u \neq v \), such that \( I(v) \subseteq I(u) \) and \( I(u) = \{c_1, c_2, \ldots, c_h\} \) where \( h \geq 3 \) by (iv) (notice that \( v \) might be \( c_1 \) or \( c_2 \) in which we have \( \{u, v\} = \{c_1, c_2\} \) and hence, \( c_1 \) does not form a couple with \( c_2 \)). Moreover, there can be at most \( h - 1 \) sons in \( N[c_1] \) with \( u \) as their father. Namely, those with \( I\)-set equal to \( \{c_1, c_i\} \) where \( i \in [2, h] \). Hence, for each son in \( N[c_1] \), we also have a father in \( N[c_1] \) and for each \( F_h \)-father in \( N[c_1] \), we have at most \( h - 1 \) sons in \( N[c_1] \). Therefore, if we have \( t \) sons in \( N[c] \), then we have
\[
\sum_{i=3}^{n+1} (i - 1) F_i(c) \geq t.
\]

In general, if we have \( F_{i_1} \) - and \( F_{i_2} \)-fathers, \( i_1 \geq i_2 \geq 4 \), in \( N[c], c \in C \), then the sum of the individual contributions of the fathers to the share \( s(c) \) can be estimated as follows
\[
\frac{1}{i_1} + \frac{1}{i_2} \leq \frac{1}{i_1 + 1} + \frac{1}{i_2 - 1}, \text{ when } i_1 \geq i_2 \geq 2.
\]

In what follows, we consider the following types of codewords:

1) A codeword without orphans in their neighbourhood.
2) A codeword \( c \) such that \( |I(c)| \geq 2 \).

3) A codeword \( c \) with at most \( n - 4 \) sons, one orphan in \( N(c) \) and \( I(c) = \{ c \} \).

4) A codeword \( c \) with \( n - 3 \) sons, one orphan in \( N(c) \) and \( I(c) = \{ c \} \).

5) A codeword \( c \) with \( n - 2 \) sons, one orphan in \( N(c) \) and \( I(c) = \{ c \} \).

6) A codeword \( c \) with more than \( n - 2 \) sons, one orphan in \( N(c) \) and \( I(c) = \{ c \} \).

**Lemma 4.** Let \( n \geq 10 \) and \( C \subseteq \mathbb{F}_n \) be a locating-dominating code. Then the following properties hold:

1. We have \( s(c) \leq n/2 + 1 + 1/(n - 1) \) for each \( c \in C \).
2. If \( c \in C \) is not of Type [3], then \( s(c) \leq n/2 + 1 \).
3. If \( n \geq 13 \) and \( c \in C \) is not of Type [5] then \( s(c) \leq n/2 + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n} \).

**Proof.** Next we will bound the share of a codeword from above. Roughly saying, the less fathers there are in the neighbourhood \( N(c) \), the greater the share \( s(c) \) is. Observe that for \( n \geq 13 \)

\[
\frac{n}{2} + 1 - \frac{1}{n - 1} \leq \frac{n}{2} + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n}.
\]

This inequality will be useful multiple times in this proof.

Let us first consider a codeword \( c \in C \) of Type [1]. Moreover, we may assume that there is at least one father in \( N(c) \). Indeed, if we have even one son in \( N(c) \), then by definition we have at least one father in \( N(c) \). Moreover, we have at least one son or father in \( N(c) \) since \( c \) belongs to at most one couple and there are no orphans in \( N(c) \) since \( c \) is of Type [1]. Furthermore, \( c \) is the only word in \( N[c] \) which may contribute 1 to the share, a father contributes at most 1/3 and all other words contribute at most 1/2 (including the codewords in a couple). Therefore, we have

\[
s(c) \leq 1 + \frac{1}{3} + \frac{n - 1}{2} = \frac{n}{2} + \frac{5}{6} < \frac{n}{2} + 1 - \frac{1}{n - 1}.
\]

Hence, the claims 1 and 2 follow immediately and 3 follows by Inequality (5).

Let us then consider a codeword \( c \in C \) of Type [2]. We may again assume that there is at least one father in \( N(c) \). Now, the orphan is the only word in \( N[c] \) which may contribute 1 to the share, a father contributes at most 1/3 and all other words contribute at most 1/2. Therefore, we have

\[
s(c) \leq 1 + \frac{1}{3} + \frac{n - 1}{2} = \frac{n}{2} + \frac{5}{6} < \frac{n}{2} + 1 - \frac{1}{n - 1}.
\]

Hence, the claims 1 and 2 follow immediately and 3 follows with Inequality (5).

From now on we assume that the codeword \( c \) has an orphan in its neighbourhood and no codeword neighbours. Consequently, there can be no couples among the words in \( N(c) \). Let then the codeword \( c \) be of Type [3]. Since \( c \) has at most \( n - 4 \) sons, it has at least three fathers in its neighbourhood. Let us first assume that there are \( s \geq 4 \) fathers in \( N(c) \). Now, we have two words in \( N(c) \) which give 1 to the share \( s(c) \): the orphan and \( c \) itself. Moreover, since we have at least four fathers, we have at most \( n - 5 \) sons. Finally, each of the fathers contributes at most 1/3 to the share. Therefore, we have

\[
s(c) \leq 2 + \frac{4}{3} + \frac{n - 5}{2} = \frac{n}{2} + \frac{5}{6} < \frac{n}{2} + 1 - \frac{1}{n - 1}.
\]

Thus, claims 1, 2 and 3 follow in this case and from now on we may assume that we have at most 3 fathers in \( N(c) \). Let us then consider the case with exactly three fathers. Recall that we assume \( n \geq 10 \). If we have exactly three fathers and each of them is a \( F_3 \)-father, then \( n = 10 \) by (6) and we have \( s(c) \leq 2 + (n - 4)\frac{1}{2} + 3 \cdot \frac{1}{3} = \frac{n}{2} + 1 \) and the claims 1 and 2 follow for \( n = 10 \). Moreover,
if \( n \geq 11 \), then at least one of the fathers is an \( F_i \)-father where \( i \geq 4 \) (or we have more than three fathers in \( N(c) \)). Hence, we have

\[
s(c) \leq 2 + \frac{n - 4}{2} + \frac{2}{3} + \frac{1}{4} = \frac{n}{2} + \frac{11}{12} \leq \frac{n}{2} + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n}. \tag{6}
\]

Therefore, the claims 1 and 2 follow immediately and 3 follows with Inequality \([5]\).

Let us now assume that the codeword \( c \) is of Type \([1]\). Since there is an orphan and no other codewords in its neighbourhood while having \( n - 3 \) sons, it has exactly two fathers \( u \) and \( v \) in its neighbourhood. Let us say that they are of types \( F_i \) and \( F_j \) where \( i \leq j \). Now, \( s(c) \leq 2 + (n - 3)/2 + 1/i + 1/j \). By Inequality \([3]\), we may assume that \( i + j \geq n - 1 \). Moreover, due to Inequality \([4]\), we obtain \( 1/i + 1/j \) attains its maximum value when \( i = 3 \) and \( j \geq n - 4 \) and, in that case, \( 1/i + 1/j \leq 1/3 + 1/(n - 4) = (n - 1)/(3(n - 4)) \). If \( n \geq 16 \), then \( (n - 1)/(3(n - 4)) \leq \frac{5}{12} \) and \( n/2 + 1/2 + (n - 1)/(3(n - 4)) \leq n/2 + 11/12 \leq n/2 + (n - 2)/(n - 1) \) as in \([6]\). Moreover, the cases \( n \in [10, 15] \) are verified by substituting the corresponding value of \( n \) to the inequality. Therefore, we have

\[
s(c) \leq 2 + \frac{n - 3}{2} + \frac{n - 1}{3(n - 4)} = \frac{n}{2} + \frac{1}{2} + \frac{n - 1}{3(n - 4)} \leq \begin{cases} \frac{n}{2} + 1, \\ \frac{n}{2} + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n}, \end{cases} \text{ if } 10 \leq n \leq 12 \tag{7},
\]

Therefore, the claims 1, 2 and 3 follow from this result.

Now we may consider the case where the codeword \( c \) is of Type \([5]\). Since there is an orphan and \( n - 2 \) sons, there is exactly one \( F_{n-1} \)-father in \( N(c) \). Therefore, we have

\[
s(c) = 2 + \frac{n - 2}{2} + \frac{1}{n - 1} = \frac{n}{2} + 1 + \frac{1}{n - 1}. \tag{8}
\]

Therefore, claim 1, the only claim which concerns this case, follows.

Finally, we have the case where the codeword \( c \) is of Type \([6]\). Since there are at least \( n - 1 \) sons and one father, it is impossible to simultaneously have no orphans in \( N(c) \) and no codewords in \( N(c) \). Hence, the proof is complete.

We have now shown that if \( n \geq 10 \), then we have \( s(c) \leq n/2 + 1 + n/(n - 1) \) for each \( c \in C \). However, only a codeword of Type \([2]\) can have share which is greater than \( n/2 + 1 \). From now on we will call codewords of Type \([5]\) special codewords and fathers neighbouring them special fathers. Notice that the codeword \( c \) is special if and only if there are exactly \( n - 2 \) sons, one non-codeword \( F_{n-1} \)-father and one orphan in \( N(c) \). A special codeword has share of \( n/2 + 1 + 1/(n - 1) \). Moreover, if a father is special, then it is a non-codeword and an \( F_{n-1} \)-father. Hence, we inspect special codewords closer and show that their existence means that there exist codewords with smaller share nearby. Thus, we may consider some rules which even out the share among codewords in some selected subset of codewords. Indeed, if we consider Equation \([1]\), then we immediately notice, that we can first even out the share among the selected subset of codewords as long as the total share stays constant (which is \( 2^n \)) and only after that check whether \( s(c) \leq \alpha \) for each \( c \in C \). For this we give the following rule.

**Rule 1**: Let \( c \in C \) be a special codeword and word \( u \) be the special \( F_{n-1} \)-father in \( N(c) \). Moreover, let \( C' \subseteq I(u) \) be the set of codewords which do not have multiple special fathers in their neighbourhood. We average out the shares among the codewords in \( C' \), that is, the new share for the codewords in \( C' \) becomes

\[
\sum_{a \in C'} s(a) \bigg/ |C'|
\]

We have illustrated **Rule 1** in Figure \( \ref{fig:rule1} \). Notice that if \( c \) is a special codeword, then it has exactly one \( F_{n-1} \)-father in \( N(c) \) and that father is special. Moreover, the set \( C' \) consists of those codewords which have exactly one special father in their neighbourhood and hence, each codeword takes part in at most one averaging process when we apply **Rule 1**. Next, we present the lower bound which we can obtain with **Rule 1**. This bound is already an improvement to the previous lower bound presented in Theorem \([2]\).
Figure 1: Gray vertices are codewords. Let \( c = c_1 \) be special and \( c_i \in C' \) for \( i \in [1, k] \). Now, \textbf{Rule 1} averages out the share between codewords \( c_1, c_2, \ldots , c_k \).

**Theorem 5.** Let \( n \geq 10 \) and \( C \) be a locating-dominating code. After applying \textbf{Rule 1}, each codeword \( c \in C \) has

\[
s(c) \leq \frac{n}{2} + 1.
\]

**Proof.** Let \( C \) be a locating-dominating code in \( \mathbb{F}^n \) and \( n \geq 10 \). If there are no special codewords, then we are ready since \( s(c) \leq n/2 + 1 \) by Lemma \[4\]. Assume then that there exists at least one special codeword. Let us assume that the all-zero word \( \theta \) is a special \( F_{n-1} \)-father, denote \( \mathbf{u} = \theta \), and \( \mathbf{e}_1 \in C \) is a special codeword (in Figure \[1\] codeword \( c_1 \) corresponds to \( e_1 \)). Hence, \( \mathbf{u} \notin C \) and exactly one of words \( \mathbf{e}_i \), \( i \geq 2 \), is a non-codeword. Let us say \( \mathbf{e}_n \notin C \). In addition, since \( \mathbf{u} \notin C \) and \( I(\mathbf{e}_n) \neq \emptyset \), at least one of the words \( \mathbf{e}_i + \mathbf{e}_n \), \( i \in [2, n-1] \), is a codeword, say \( \mathbf{e}_2 + \mathbf{e}_n \in C \) and denote \( \mathbf{v} = \mathbf{e}_2 + \mathbf{e}_n \). Notice that \( N[\mathbf{e}_2] = \{\mathbf{u}, \mathbf{e}_2, \mathbf{e}_2 + \mathbf{e}_1, \mathbf{e}_2 + \mathbf{e}_3, \ldots , \mathbf{e}_2 + \mathbf{e}_n \} \) and thus, there are no orphans in \( N[\mathbf{e}_2] \) and there is a codeword \( \mathbf{v} \in C \) next to \( \mathbf{e}_2 \). Now, we have

\[
s(\mathbf{e}_2) \leq \frac{1}{n-1} + \frac{2}{2} + \frac{n-2}{2} = \frac{n}{2} + \frac{1}{n-1}.
\]

Moreover, let us denote by \( C' \subseteq I(\mathbf{u}) \) the set of codewords without multiple neighbouring special fathers. Notably \( \mathbf{e}_1 \in C' \) and the same is true for all other special codewords in \( I(\mathbf{u}) \) if there are any. Let us first assume that \( \mathbf{e}_2 \in C' \). Thus, Lemma \[4\] gives

\[
\sum_{\mathbf{e}_i \in C'} s(\mathbf{e}_i) \leq (|C'|-1) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + \frac{n}{2} + \frac{1}{n-1} \leq |C'| \left( \frac{n}{2} + 1 \right).
\]

Hence, if we apply \textbf{Rule 1} where \( c \) corresponds to \( \mathbf{e}_1 \) and \( u \) to \( \theta \), then averaging out the shares gives share of at most \( \frac{n}{2} + 1 \) for each codeword in \( C' \).

Next we finalize the proof by showing that \( \mathbf{e}_2 \) always belongs to \( C' \). Assume to the contrary that \( \mathbf{e}_2 \notin C' \). Let \( \mathbf{e}_2 + \mathbf{e}_i \) be a special \( F_{n-1} \)-father other than \( \theta \). Note that \( i \neq 1 \) since \( \mathbf{e}_1 \) is special and \( i \neq 2 \) since \( \mathbf{e}_2 + \mathbf{e}_1 \neq \mathbf{u} \). Moreover, if \( i = n \), then \( \mathbf{e}_2 + \mathbf{e}_i = \mathbf{v} \) is a codeword and thus, it cannot be a special father, a contradiction. Hence, we may assume that \( 3 \leq i \leq n-1 \). Without loss of generality, let \( i = 3 \). We also notice that \( \mathbf{e}_1 + \mathbf{e}_2 + \mathbf{e}_3 \notin C \) since \( \mathbf{e}_1 \) is special and sons in \( N(\mathbf{e}_1) \) have their two codeword neighbours in \( N(\mathbf{u}) \). Now, we have \( I(\mathbf{e}_2 + \mathbf{e}_3) = \{\mathbf{e}_2, \mathbf{e}_3, \mathbf{e}_2 + \mathbf{e}_3, \mathbf{e}_2 + \mathbf{e}_4, \ldots , \mathbf{e}_2 + \mathbf{e}_3 + \mathbf{e}_n \} \). In the following, we show that there are no special codewords in \( I(\mathbf{e}_2 + \mathbf{e}_3) \) and hence, \( \mathbf{e}_2 + \mathbf{e}_3 \) is not a special father. First of all, \( \mathbf{e}_2 \) and \( \mathbf{e}_3 \) are not special due to the fact that they have two \( F_{n-1} \)-fathers in their neighbourhood. Moreover, we have \( \{\mathbf{e}_2, \mathbf{e}_j, \mathbf{e}_2 + \mathbf{e}_3 + \mathbf{e}_j \} \subseteq I(\mathbf{e}_2 + \mathbf{e}_j) \) for each \( j \in [4, n-1] \). Hence, none of codewords \( \mathbf{e}_2 + \mathbf{e}_3 + \mathbf{e}_j \) is special when \( j \in [4, n-1] \) since they have multiple adjacent fathers. Finally, we have \( \mathbf{e}_2 + \mathbf{e}_n \in I(\mathbf{e}_2 + \mathbf{e}_3 + \mathbf{e}_n) \) and hence, \( \mathbf{e}_2 + \mathbf{e}_3 + \mathbf{e}_n \) is not a special codeword. Therefore, we do not have any special codewords in \( N[\mathbf{e}_2 + \mathbf{e}_3] \) and \( \mathbf{e}_2 + \mathbf{e}_3 \) is not a special father. Hence, we have a contradiction and, thus, \( \mathbf{e}_2 \in C' \). This completes the proof.

The next result follows now immediately from Equation \[2\].
Corollary 6. Let \( n \geq 10 \). We have
\[
\gamma^{LD}([F^n]) \geq \frac{2^{n+1}}{n+2}.
\]

3 The second bound

Observe that there are still some codewords which have share less than \( n/2 + 1 \), namely the codeword \( v = e_2 + e_n \), which is of Type 2, and all other codewords of Types 1, 2, 3, 4 and 6 also have smaller shares when \( n \geq 11 \). Now our goal is to show the following theorem.

Theorem 7. We have
\[
\gamma^{LD}([F^n]) \geq \begin{cases} 
\frac{2^{n+1}}{n+2}, & \text{if } 11 \leq n \leq 12 \\
\frac{2^{n+1}}{2n+1}, & \text{if } 13 \leq n.
\end{cases}
\]

To prove this theorem, we have to consider the locating-dominating code and the Hamming space in more detail. Again \( 0 \) is a special \( F_{n-1} \)-father, \( e_1 \in C \) is a special codeword, \( e_n \notin C \) and \( v = e_2 + e_n \in C \). We will show that after some share shifting, we have \( s(c) \leq n/2 + 1 + 1/(n^2 - 5n) - 2/(3n) \) which gives Theorem 7 when \( n \geq 13 \). Lemma 8 has already shown that when \( n \geq 13 \), only the special codewords have share greater than \( n/2 + 1 + 1/(n^2 - 5n) - 2/(3n) \). We will proceed by first showing that if we have multiple \( F_{n-1} \)-fathers in \( B_2(0) \), then, after applying Rule 1 we have \( s(c) < n/2 + 1 - 1/(n-1) \), which is less than \( n/2 + 1 + 1/(n^2 - 5n) - 2/(3n) \) for each \( c \in I(0) \) by 35. After that we use similar deduction to show that \( |B_2(0)| = n \). Finally, we implement some rules to shift share into \( v \) and out of \( v \).

Lemma 8. Let \( C \subseteq [F^n] \) and \( n \geq 11 \). Let \( u \) and \( x \) special fathers, \( d(u, x) \leq 2 \) and \( c \) be a special codeword in \( I(u) \). We have \( s(c) \leq n/2 + 1 - 1/(n-1) \) after applying Rule 1.

Proof. Let \( u = 0 \) and \( x \neq 0 \) be special \( F_{n-1} \)-fathers in \( B_2(0) \). Hence, \( u, x \notin C \). Moreover, let us assume, without loss of generality, that \( e_1 \) is a special codeword, \( e_n \) is the non-codeword in \( N(u) \) and \( e_2 + e_n \in C \). As we have seen in the proof of Theorem 5 \( x \) cannot be in \( N[e_1] \) or \( N[e_2] \) and hence, \( e_1, e_2 \in C' \). Moreover, if \( x = e_n \), then \( e_1 + e_n \in C \) since \( 0 \notin C \). However, this is not possible, since \( e_1 \) is special. Hence, we have \( w(x) = 2 \). If we have \( x = e_i + e_n \), where \( 3 \leq i \leq n-1 \), then \( e_1 + e_i + e_n \in C \) since \( e_n \notin C \). Again, this is not possible since \( e_1 \) is a special codeword and \( e_1 + e_i \) is a son. Therefore, we have
\[
x = e_i + e_j
\]
where \( 3 \leq i, j \leq n-1 \) and \( i \neq j \). Without loss of generality, let us say \( i = 3 \) and \( j = 4 \). Moreover, \( I(e_3 + e_4) = \{ e_3 + e_4 + e_h | 2 \leq h \leq n \} \) since \( e_1 \) is special and \( e_1 + e_3 \) is a son. Furthermore, we have a special codeword in \( I(x) \). However, codewords \( e_3 \) or \( e_4 \) cannot be special since they have two \( F_{n-1} \)-fathers in their neighbourhoods. Moreover, codewords \( e_3 + e_4 + e_h \), \( h \in [2, n-1] \) and \( h \neq 3, 4 \), cannot be special since \( e_3 + e_h \in N[e_3 + e_4 + e_h] \) and \( e_3, e_h, e_3 + e_4 + e_h \subseteq I(e_3 + e_h) \).

Therefore, \( e_3 + e_4 + e_h \) is special.

Let \( C' \subseteq I(0) \) be the set of codewords which do not have multiple neighbouring special fathers. Notice that \( e_3, e_4 \notin C' \). We have \( e_1, e_2 \in C' \) as we have seen above. If \( e_t \in C' \) for some \( t \in [5, n-1] \), then we have \( \{ e_t, e_3, e_3 + e_4 + e_t \} \subseteq I(e_t + e_3) \). Similarly, we get \( |I(e_t + e_4)| \geq 3 \). Thus,
\[
s(e_t) \leq \frac{1}{n-1} + 2 \cdot \frac{1}{3} + 2 + \frac{n-4}{2} = \frac{n}{2} + \frac{2}{3} + \frac{1}{n-1} < \frac{n}{2} + 1 - \frac{1}{n-1}.
\]

Moreover, since \( e_2 + e_3 \) and \( e_2 + e_4 \) are fathers and \( e_2 + e_n \in C \), we have
\[
s(e_2) \leq \frac{1}{n-1} + 2 \cdot \frac{1}{2} + \frac{1}{3} + \frac{n-4}{2} = \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1}.
\]
Therefore, we have
\[
\sum_{c' \in C'} s(c') \leq \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + \left( \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1} \right) + (|C'| - 2) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right) < |C'| \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right).
\]
\[\square\]

From now on, we may assume that no codeword in \( I(0) \) has multiple special fathers in its neighbourhood. In particular, this makes applying Rule \( 1 \) easier. Moreover, in the following we show, that we may assume that there are no codewords in \( B_3(0) \) except for \( v = e_2 + e_n \) and those in \( I(0) \).

**Lemma 9.** Let \( n \geq 11, u \) be a special father and \( c \in I(u) \) be a special codeword. If \( |I_3(u)| \geq n+1 \), then we have \( s(c) \leq n/2 + 1 - 1/(n-1) \) after applying Rule \( 1 \).

**Proof.** Let \( u = 0 \) and let \( c' \in B_3(0) \) be a codeword other than \( 0 \), any codeword in \( I(0) \) or \( v \). Since \( e_1 \) is a special codeword and \( 0 \) is a special father, we have seven possible cases for \( c' \) as \( w(c') \geq 2 \) and \( d(c', e_1) \geq 3 \). In particular, there are three different possibilities for \( c' \) with \( w(c') = 2 \) (see Cases I – III below) and four different possibilities for \( c' \) with \( w(c') = 3 \) (Cases IV – VII).

Moreover, we may assume by Lemma \( 8 \) that no codeword in \( I(0) \) has multiple special fathers in its neighbourhood, \( s(e_q) \leq n/2 + 1 + 1/(n-1) \), for \( q \neq 2, n \), and

\[ s(e_2) \leq n/2 + 1/(n-1) \]

as seen in Inequality \( 3 \). Since additional codewords in \( I_3(0) \) cannot increase the share of codewords in \( I(0) \), we assume that there are exactly \( n+1 \) codewords in \( I_3(0) \). In the following, distinct indices \( i, j, h \) belong to the set \([3, n-1] \):

I. \( e_2 + e_i = c' \)

II. \( e_n + e_i = c' \)

III. \( e_i + e_j = c' \)

IV. \( e_2 + e_n + e_i = c' \)

V. \( e_2 + e_i + e_j = c' \)

VI. \( e_n + e_i + e_j = c' \)

VII. \( e_i + e_j + e_h = c' \)

In Case I, \( e_2 \) and \( e_2 + e_i \) are \( F_3 \)-fathers. Thus,

\[ s(e_2) \leq \frac{1}{n-1} + \frac{2}{3} + \frac{n-2}{2} = \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1} \]

and since \( e_i \) is a son, we have

\[ s(e_i) \leq \frac{1}{n-1} + \frac{1}{3} + 1 + \frac{n-2}{2} = \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \]

Recall, that by our assumptions \( C' = \{ e_1, \ldots, e_{n-1} \} \) in Rule \( 1 \). Therefore, we have

\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-3) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1} \right) \\
= (n-1) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right)
\]
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and we are ready.

In Case II, \( e_i \) and \( e_n + e_i \) form a couple. Hence,

\[
s(e_i) \leq \frac{1}{n-1} + \frac{2}{2} + \frac{n-2}{2} = \frac{2}{2} + \frac{1}{n-1}
\]

and

\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-3) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + 2 \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \right)
\]

\[
= (n-1) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right).
\]

In Case III, \( e_i \) and \( e_j \) are sons and \( e_i + e_j \) is an \( F_3 \)-father. We have

\[
s(e_i) \leq \frac{1}{n-1} + \frac{1}{2} + \frac{1}{3} + 1 + \frac{n-3}{2} = \frac{2}{2} + \frac{1}{3} + \frac{1}{n-1}
\]

and same is true for \( e_j \). Hence,

\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-4) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + 2 \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} + \frac{1}{n-1} \right)
\]

\[
= (n-1) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right).
\]

In Case IV, \( e_2 + e_n \) and \( e_2 + e_i \) are \( F_3 \)-fathers. Thus, we have

\[
s(e_2) \leq \frac{1}{n-1} + \frac{2}{3} + \frac{1}{2} + \frac{n-3}{2} = \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1}
\]

and \( e_2 + e_i \) is an \( F_3 \)-father and \( e_n + e_i \) is a son, we have

\[
s(e_i) \leq \frac{1}{n-1} + \frac{1}{2} + 1 + \frac{n-3}{2} = \frac{2}{2} + \frac{1}{3} + \frac{1}{n-1}.
\]

Hence,

\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-3) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1} \right)
\]

\[
= (n-1) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right).
\]

In Case V, \( e_2 + e_i, e_2 + e_j \) and \( e_i + e_j \) are \( F_3 \)-fathers. Thus, we have

\[
s(e_2) \leq \frac{1}{n-1} + \frac{2}{3} + \frac{2}{2} + \frac{n-4}{2} = \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1},
\]

\[
s(e_i) \leq \frac{1}{n-1} + \frac{2}{3} + 1 + \frac{2}{2} + \frac{n-4}{2} = \frac{n}{2} + \frac{2}{3} + \frac{1}{n-1}
\]

and the same is true for \( s(e_j) \). Hence,

\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-4) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + 2 \left( \frac{n}{2} + \frac{2}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} - \frac{1}{3} + \frac{1}{n-1} \right)
\]

\[
= (n-1) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right).
\]
In Case VI, \( e_i + e_j \) is an \( F_3 \)-father and \( e_i + e_n \) and \( e_j + e_n \) are sons. Thus, we have
\[
s(e_i) \leq \frac{1}{n-1} + \frac{1}{3} + \frac{1}{2} + 1 + \frac{n-3}{2} = \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1}
\]
and the same is true for \( s(e_j) \). Hence,
\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-4) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + 2 \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} + \frac{1}{n-1} \right)
\]
\[
= (n-1) \left( \frac{n}{2} + \frac{n-2}{n-1} \right).
\]

In Case VII, \( e_i + e_j, e_i + e_h \) and \( e_j + e_h \) are \( F_3 \)-fathers. Thus, we have
\[
s(e_i) \leq \frac{1}{n-1} + \frac{2}{3} + 2 + \frac{n-4}{2} = \frac{n}{2} + \frac{2}{3} + \frac{1}{n-1}
\]
and the same is true for \( s(e_j) \) and \( s(e_h) \). Hence,
\[
\sum_{k=1}^{n-1} s(e_k) \leq (n-5) \left( \frac{n}{2} + 1 + \frac{1}{n-1} \right) + 3 \left( \frac{n}{2} + \frac{2}{3} + \frac{1}{n-1} \right) + \left( \frac{n}{2} + \frac{1}{n-1} \right)
\]
\[
= (n-1) \left( \frac{n}{2} + 1 - \frac{1}{n-1} \right).
\]

From now on, we call a special father \( u \in \mathbb{F}^n \) with \( |I_3(u)| = n \) a sparse father. Observe that if \( u \) is a sparse father, then \( u \notin C \), there are exactly \( n-1 \) codewords in \( I(u) \) and \( n-2 \) of these are special. Indeed, all the \( n-2 \) codewords in \( I_3(u) \) other than the two codewords forming a couple are special codewords. Moreover, there is exactly one codeword at distance two from \( u \) and no codewords at distance three from \( u \). As can be seen in Figure 3.

Now that we have restricted the structure of \( C \) in \( B_3(0) \), we are ready to describe new rules for shifting share away from \( v \) and, later, into \( v \). Rule 2 is applied after we have applied Rule 1 to each suitable codeword in \( C \).

**Rule 2:** Let \( u \) be a sparse father and \( v \in C \) be the codeword at distance two from \( u \), that is, \( d(u, v) = 2 \). Moreover, let there be exactly one \( F_{n-2} \)-father, say \( a \), in \( N(v) \). If, after applying Rule 1, we have \( s(v) > n/2 + 1/3 + 1/(n - 5) \), then we shift
\[
1/6 + 1/(n - 2) - 1/(n - 5)
\]
\[
n-3
\]
share from \( v \) to each other codeword in \( I(a) \).

We have illustrated Rule 2 in Figure 2. Observe that if the codeword \( v \) has another father besides the \( F_{n-2} \)-father in Rule 2, then the codeword has share of \( s(v) \leq \frac{1}{n-2} + \frac{1}{7} + \frac{1}{7} \) and Rule 2 does not shift any share. Before approximating how Rule 2 changes the shares, we show that neither Rule 2 nor Rule 1 shift share to word \( v \).

**Lemma 10.** Let \( n \geq 11 \). Then Rule 1 or Rule 2 do not shift share to the codeword \( v \) at distance two from a sparse father \( u \).

**Proof.** Let us again assume, without loss of generality, that \( u = 0 \notin C \) is a sparse father, \( e_n \notin C \) and \( v = e_2 + e_n \in C \).

Let us first assume that Rule 1 shifts share to \( v \). Hence, we have another \( F_{n-1} \)-father in \( B_3(0) \) and there are at least \( n+1 \) codewords in \( B_3(0) \), a contradiction. Let us assume then that Rule 2.
Figure 2: Gray vertices are codewords. Word \( u \) is a sparse father and word \( a \) is an \( F_{n-2} \)-father. Now, Rule 2 shifts \((1/6 + 1/(n - 2) - 1/(n - 5))/(n - 3)\) share from codeword \( v \) to each other codeword in \( I(a) \).

shifts share to \( v \). Since Rule 2 shifts share to \( v \), there is an \( F_{n-2} \)-father in \( N(v) \) of weight three. Let us assume without loss of generality that \( a = e_2 + e_3 + e_n \not\in C \) is the \( F_{n-2} \)-father. Observe that the only non-codewords in \( N[a] \) are \( e_2 + e_3, e_3 + e_n \) and \( a \) itself. We may assume that we shift the share from word \( w = a + e_i \in I(a) \) where \( i \in \{1\} \cup [4, n-1] \) to \( v \). Hence, there has to be a special father \( u' \) in \( B_2(w) \) and another codeword in \( I(w) \). Observe that \( w(u') = 6 \). Indeed, since \( w(w) = 4 \) and \( d(w, u') = 2 \), we have \( w(u') \in \{2, 4, 6\} \) and since \( |I_3(0)| = n \), we have \( w(u') = 6 \). Thus, there exists a codeword \( w + e_j \in I(w) \cap I(u') \) of weight five. Since \( d(w + e_j, a) = 2 \), they have two common neighbours and both of them belong to the code \( C \) since the non-codewords in \( N(a) \) have weight of two. However, both of these words locate in \( B_3(u') \setminus N[u'] \) and thus, \( |I_3(u')| \geq n + 1 \). Hence, Rule 2 does not shift share from \( w \) to \( v \) (a contradiction) and thus, the claim follows.

Now, in Lemma 11 we approximate how Rule 2 changes the amounts of share.

**Lemma 11.** Let \( n \geq 11 \) and let \( a, u \) and \( v \) be as in Rule 2. Then

1. after applying Rule 1 and Rule 2 we have
   \[
s(c) \leq \begin{cases} 
\frac{n}{2} + \frac{1}{2} + \frac{n-1}{mn} & \text{if } n \in [11, 12] \\
\frac{n}{2} + 1 + \frac{1}{m-3m} - \frac{2}{3m} & \text{if } 13 \leq n
\end{cases}
\]
   for each \( c \in I(a) \setminus \{v\} \) and

2. after applying Rule 1 and Rule 2
   \[
s(v) \leq n/2 + 1/3 + 1/(n - 5).
\]

**Proof.** Let us again assume, without loss of generality, that \( u = 0 \not\in C \) is a sparse father, \( e_n \not\in C \) and \( v = e_2 + e_n \in C \). Moreover, we may assume that \( s(v) > n/2 + 1/3 + 1/(n - 5) \) as otherwise the second claim is immediately clear and the first one follows by Lemma 4.

Let us again assume, without loss of generality, that \( a = e_2 + e_3 + e_n \not\in C \) is the only \( F_{n-2} \)-father in \( N(v) \). Let us then consider Case 1. Let \( c \in I(a) \setminus \{v\} = \{a + e_i \mid i = 1 \text{ or } i \in [4, n-1]\} \).

Indeed, notice that the non-codewords in \( N(a) \) have weight two since \( 0 \) is a sparse father and thus, each weight four neighbour of \( a \) is a codeword. We may assume, without loss of generality, that \( c = a + e_i = e_i + e_2 + e_3 + e_n \). (Observe that unlike, for example, in the proof of Theorem 5 we have not assigned any role for word \( e_1 \) and we may now make the assumption on \( c \).) Now we further split into the following three subcases:

A. First we assume that \( c \) does not have exactly one adjacent special father or other adjacent \( F_{n-2} \)-fathers except \( a \),
B. then we assume that there are multiple \( F_{n-2} \)-fathers in \( N(c) \) and \( c \) does not have exactly one adjacent special father and

C. finally, we assume that there is exactly one special father in \( N(c) \) and possibly multiple \( F_{n-2} \)-fathers.

Together, these three subcases go through all the possibilities. Observe, that by the definition [Rule 1] is applied to the codeword \( c \) only if there is exactly one adjacent special father.

Let us now consider Subcase A. We assume that the only \( F_{n-2} \)-father in \( N(c) \) is \( a \) and there are either no special fathers in \( N(c) \) or there are multiple special fathers. Hence, [Rule 1] does not shift share to or from \( c \). Observe that \( I(e_1 + e_2 + e_3) \cap N(a) = \{ c \} \) and \( I(e_1 + e_3 + e_n) \cap N(a) = \{ c \} \). Since \( e_1 + e_2 + e_3 \) and \( e_1 + e_3 + e_n \) are non-codewords as \( u \) is a sparse father and \( C \) is a locating-dominating code, there has to be a codeword \( c' \) (\( \neq c \)) such that \( |N(c') \cap \{ e_1 + e_3 + e_n, e_1 + e_2 + e_3 \}| = 1 \) and \( w(c') = 4 \). Hence, we have \( d(c, c') = 2 \) and \( c' \not\in I(a) \), that is, \( c' = e_1 + e_3 + e_x + e_i \) where \( x \in \{ 2, n \} \) and \( i \in [4, n-1] \). Moreover, by Lemma 3 there has to be another common neighbour \( b \) with \( c \) and \( c' \) besides \( c' + e_i \). Furthermore, we have \( w(b) = 5 \) and \( |I(b)| \geq 3 \) since \( d(a, b) = 2 \) and \( N(a) \cap N(b) \subseteq C \) as each neighbour of \( a \) of weight four is a codeword. Thus \( \{ c' \} \cup (N(a) \cap N(b)) \subseteq I(b) \). Therefore, we have

\[
s(c) \leq \frac{1}{n-2} + \frac{1}{3} + 2 + \frac{n-3}{2} = \frac{n}{2} + \frac{5}{6} + \frac{1}{n-2}
\]

before applying [Rule 2]. Moreover, after applying [Rule 2] we have

\[
s(c) \leq \frac{n}{2} + \frac{5}{6} + \frac{1}{n-2} + \frac{1}{n-3} + \frac{1}{6} + \frac{1}{(n-2)} - \frac{1}{(n-5)} - \frac{1}{(n-5)} \leq \begin{cases} \frac{n}{2} + \frac{1}{2} + \frac{n-1}{3(n-5)}, & \text{if } 11 \leq n \leq 12 \\ \frac{n}{2} + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n}, & \text{if } 13 \leq n. \end{cases}
\]

Indeed, the inequality can be shown as follows. The cases \( n \in [11, 13] \) are verified by substituting the corresponding value of \( n \) to the inequalities. When \( n \geq 14 \), we observe that \( 1/(n-2) + (1/6 + 1/(n-2) - 1/(n-5))/((n-3) < 1/(n-2) + 1/(n-5) < 1/10 \) and \( 1/6 + 1/(n^2 - 5n - 2)/(3n) > 1/10 \).

Let us then consider Subcase B where we have \( 2 \leq h \) copies of \( F_{n-2} \)-fathers in \( N(c) \) and we do not have exactly one special father in \( N(c) \). Hence, we shift share to codeword \( c \) with [Rule 1] at most \( h \) times and [Rule 1] does not shift share to or from the codeword \( c \). Moreover, we have \( h \leq n - 3 \) since \( c \) has four neighbours of weight 3 and only one of these can be a non-codeword \( F_{n-2} \)-father, that is, the word \( a \). Indeed, this is true since we have \( |I_3(0)| = n \), each non-codeword \( F_{n-2} \)-father of weight three has a codeword neighbour of weight two and the only codeword of weight two, \( v \), has exactly one \( F_{n-2} \)-father in its neighbourhood. Hence, we may give a (rough) approximate

\[
s(c) \leq \frac{h}{n-2} + 2 + \frac{n-1-h}{2} = \frac{n}{2} + 3 + \frac{h}{n-2} - \frac{h}{2} \leq \frac{n}{2} + \frac{1}{2} + \frac{2}{n-2}
\]

before applying [Rule 2]. Observe that since \( h \leq n - 3 \), we add at most \( 1/6 \) share to \( c \) and after applying [Rule 2] we have

\[
s(c) \leq \frac{n}{2} + \frac{1}{3} + \frac{2}{n-2} \leq \begin{cases} \frac{n}{2} + \frac{1}{2} + \frac{n-1}{3(n-5)}, & \text{if } 11 \leq n \leq 12 \\ \frac{n}{2} + 1 + \frac{1}{n^2 - 5n} - \frac{2}{3n}, & \text{if } 13 \leq n. \end{cases}
\]

Indeed, we immediately see that this is true by comparing this to the inequality in Subcase A since \( n/2 + 2/3 + 2/(n-2) < n/2 + 5/6 + 1/(n-2) \).

Then there is Subcase C. In this case there is exactly one special father in \( N(c) \) and \( h \) copies of \( F_{n-2} \)-fathers where \( h \in [1, n - 3] \) as above. Now, we first shift share using [Rule 1] to \( c \) and after that at most \( h \) times (but at least once) using [Rule 2]. Moreover, let \( w \) be the special father
in $N(c)$. Let us again denote by $C'$ the set of codewords in $I(w)$ with exactly one special father in their neighbourhoods. Now, as we will see next, there can be at most two special codewords in $I(w)$. Furthermore, we have $F_{n-2}$-father $a$ at distance two from the special father $w$ and hence, there are multiple codewords at distance three from father $w$. Observe that $w(w) = 5$ since $u$ is a sparse father and $d(w,a) = 2$. Recall that all words of weight four in $N(a)$ are codewords since $a$ is an $F_{n-2}$-father. Hence, $I(a) \cap I(w) = 2$. Recall also that we have assumed $s(v) > n/2 + 1/3 + 1/(n - 5)$.

We may assume without loss of generality that $w = a + e_1 = b + e_2 = e_1 + e_2 + e_3 + e_4 + e_n$. Let us first show that $w + e_3 \notin C$. If $w + e_3 \in C$, then $\{c, w + e_3, v\} \subseteq I(c + e_3)$. Hence, we have $s(v) \leq 1/3 + 1/(n - 2) + 1 + 2/2 + n/2 + 1/3 + 1/(n - 2) < n/2 + 1/3 + 1/(n - 5)$ a contradiction with one of the assumptions. Thus, $I(w) = N(w) \setminus \{w + e_3\}$.

Next, we show that there are at most two special codewords in $I(w)$. First, of all, $w + e_1$ and $w + e_4$ are adjacent to $a$ and therefore are not special. Moreover, there are at least two fathers in $N(w + e_i), i \in [5, n - 1]$. Indeed, we have

$$\{w + e_i, w + e_4, a + e_i\} \subseteq I(w + e_i),$$

Thus, the codeword $w + e_i$ is not special and the only possible special codewords are $w + e_2$ and $w + e_n$.

In the following, we give a rough estimate for the share of codewords of type $w + e_i, i \in [5, n - 1]$. Notice that in (10) we have shown that $w + e_i + e_4$ is a father. Similarly, we can see that $w + e_i + e_1$ is a father. Hence, we get approximation

$$s(w + e_i) \leq 2 + \frac{2}{3} + \frac{1}{n - 1} + \frac{n - 4}{2} = n/2 + 2/3 + 1/(n - 1).$$

Moreover, we may use this upper bound also for $w + e_1$ since $a \in N(w + e_1)$ and $1/(n - 2) + 1/2 < 2/3$ as $n - 2 > 6$.

Let us then consider the neighbourhood of $c$. As we have seen in (10), $c = w + e_4$ has $n - 5$ adjacent fathers of form $c + e_i = w + e_i + e_1, i \in [5, n - 1]$. Moreover, $c + e_1 = a$ is an $F_{n-2}$-father and $c + e_4 = w$ is an $F_{n-1}$-father. Furthermore, $c + e_2, c + e_n$ and $c + e_3$ are adjacent to the codewords $w + e_2, w + e_n$ and $v$, respectively. Thus, we may have at most three sons, no orphans and at least $n - 3$ fathers in $N(c)$. Moreover, at least $h$ of these $n - 3$ fathers are $F_{n-2}$-fathers. Therefore, we get

$$s(c) \leq \frac{1}{n - 1} + \frac{h}{n - 2} + \frac{2}{3} + \frac{n - 4 - h}{3} = \frac{n - h}{3} + \frac{1}{6} + \frac{h}{n - 2} + \frac{1}{n - 1}.$$  

By these considerations we get the following (rough) upper bound for the share $s(c)$ after applying Rule 1. The first term of the sum is for the special codewords, second for $c$ and the third one for other codewords in $C'$.

$$|C'| s(c) \leq 2 \left( \frac{n - h}{3} + \frac{1}{6} + \frac{n - h}{n - 2} + \frac{1}{n - 1} \right) + (|C'| - 3) \left( \frac{n - h}{3} + \frac{2}{3} + \frac{1}{n - 1} \right)$$

$$= |C'| \left( \frac{n - h}{3} + \frac{2}{3} + \frac{1}{n - 1} \right) + \frac{7}{6} + \frac{h}{n - 2} - \frac{n}{3} \frac{n - 6}{3}$$

$$< |C'| \left( \frac{n - h}{3} + \frac{2}{3} + \frac{1}{n - 1} \right).$$

Now, we may apply Rule 2 to shift share to $c$. We shift $h(1/6 + 1/(n - 2) + 1/(n - 5))/(n - 3)$ share to $c$. To ease the approximation, we notice that $h(1/6 + 1/(n - 2) + 1/(n - 5))/(n - 3) < 1/6$ since $h \leq n - 3$ and we use this when $n \geq 13$. In the following, the cases $n \in [11, 12]$ are verified by substituting the corresponding value of $n$ to the inequalities

$$s(c) \leq \frac{n}{2} + \frac{1}{n - 1} + \frac{2}{3} + h \frac{1/6 + 1/(n - 2) - 1/(n - 5)}{n - 3} \leq \left\{ \begin{array}{ll}
\frac{n}{2} + \frac{1}{2} + \frac{n - 1}{3(n - 4)}, & \text{if } 11 \leq n \leq 12 \\
\frac{n}{2} + \frac{1}{2} + \frac{1}{n - 1}, & \text{if } 13 \leq n.
\end{array} \right.$$
Figure 3: Gray vertices are codewords. Word $u$ is a sparse father. Now, Rule 3 averages the share between the $n - 2$ special codewords, the codeword $v$ and the codeword in $I(v)$. Notice that we apply first Rule 1 then Rule 2 and after that Rule 3.

Moreover, we have $n/2 + 5/6 + 1/(n - 1) \leq n/2 + 1 + 1/(n^2 - 5n) - 2/(3n)$ when $n \geq 13$. Indeed, when $n \geq 13$, we have $1/(n - 1) + 2/(3n) \leq 1/6$.

Finally, we consider the second case. We shift $(1/6 + 1/(n - 2) - 1/(n - 5))/(n - 3)$ share away from $v$ to $v - 3$ different codewords using Rule 2. Observe that Rule 1 does not shift share to $v$. Thus, we have

$$s(v) = \frac{2}{2} + 1 + \frac{1}{n - 2} + \frac{n - 3}{2} - (n - 3) \frac{1}{3} \frac{1}{n - 3} = \frac{n}{2} + 1 + \frac{1}{n - 5}.$$  

Finally, we are ready to describe how we shift share to $v$. Observe that for a sparse father $u$, we have $I_3(u) = I_2(u)$ and in the following rule we could as well consider $B_2(u)$ instead of $B_3(u)$.

**Rule 3**: Let $u$ be a sparse father. After applying Rule 1 and Rule 2, we average out the shares among the codewords in $B_3(u)$, that is, the new shares for the codewords in $B_3(u)$ become

$$\sum_{c \in I_3(u)} s(c) = \frac{n}{n}.$$  

In the following theorem, the upper bound is derived by applying first Rule 1 to each suitable codeword, then applying Rule 2 to each suitable codeword and finally applying Rule 3. Applying Rule 3 is illustrated in Figure 3. Now we are finally ready to present the proof of Theorem 7.

**Theorem 7**: We have

$$\gamma^{LD}(F^n) \geq \begin{cases} \frac{2^{n+1}}{n+2(n-1)/(3(n-4))}, & \text{if } 11 \leq n \leq 12 \\ \frac{2^{n+1}}{n+2/(n^2-5n)-1/(3n)}, & \text{if } 13 \leq n. \end{cases}$$

**Proof.** Let $C \subseteq F^n$ be a locating-dominating code. Our goal is to show that after applying Rule 1, Rule 2 and Rule 3 on $C$, we have

$$s(c) = \begin{cases} \frac{n}{2} + \frac{1}{2} + \frac{n-1}{3(n-4)}, & \text{if } 11 \leq n \leq 12 \\ \frac{n}{2} + 1 + \frac{1}{n^2-5n} - \frac{2}{3n}, & \text{if } 13 \leq n \end{cases}$$

for each codeword $c \in C$. By (2), this gives the claim.

Let us assume that we have applied Rule 1 on the locating-dominating code $C \subseteq F^n$. Observe that when $n \in [11, 12]$, we have $n/2 + 1/2 + (n - 1)/(3(n - 4)) > n/2 + 1 - 1/(n - 1)$ and when $n \geq 13$, we have $n/2 + 1 + 1/(n^2 - 5n) - 2/(3n) > n/2 + 1 - 1/(n - 1)$. Thus, if

$$s(c) > \begin{cases} \frac{n}{2} + \frac{1}{2} + \frac{n-1}{3(n-4)}, & \text{if } 11 \leq n \leq 12 \\ \frac{n}{2} + 1 + \frac{1}{n^2-5n} - \frac{2}{3n}, & \text{if } 13 \leq n, \end{cases}$$

then according to Lemma 4 (in the cases $n \geq 13$) together with Inequality (7) (in the cases $n \in [11, 12]$) $c$ is a special codeword, and further by Lemma 5 $c$ is adjacent to exactly one special codeword.
father, say \( u \), which is actually sparse due to Lemma \( 10 \). We will first confirm that after applying \textbf{Rule 2} and \textbf{Rule 3}, codeword \( c \) has the desired share.

Let us assume again, without loss of generality, that \( u = 0 \), \( I(u) = \{ e_i \mid i \in [1, n - 1] \} \) and \( v = e_2 + e_n \in C \). Since \( |I_3(0)| = n \), we have \( I(v) = \{ e_2, v \} \). Hence, \( v \) and \( e_2 \) form a couple. Moreover, since \( v \in C \), there is a father in \( N[v] \) and the father has weight three since \( |I_3(0)| = n \). Without loss of generality, let \( v + e_3 \) be this \( F_3 \)-father in \( N(v) \) for some \( j \geq 3 \). Since \( e_2 + e_3 \notin C \), \( e_3 + v \notin C \), and \( v + e_3 \notin C \), we have \( j \leq n - 2 \). Moreover, we notice that there is exactly one sparse father \( u' \) in \( B_3(v) \) (namely, \( u' = u \)). Indeed, since \( 0 \) is a sparse father, there cannot be another sparse father with weight four or less as \( |I_3(0)| = n \). Moreover, since a sparse father does not have any codewords at distance three, we have \( d(u', v) = 2 \). Consequently, \( w(u') = 0 \) and \( u' = u \). Hence, \textbf{Rule 3} affects the word \( v \) exactly once. Moreover, notice that by Lemma \( 10 \), \textbf{Rule 1} or \textbf{Rule 2} do not shift share into the codeword \( v \). We will now analyze the share of the codeword \( v \) in order to approximate how much share the codewords in \( I_3(0) \) have after we have applied \textbf{Rule 3}. In particular, we show that \( s(v) \leq n/2 + 1/3 + 1/(n - 5) \) before we have applied \textbf{Rule 3}.

Let us first assume that we have exactly one \( F_{n-2} \)-father in \( N[v] \). Now, we apply \textbf{Rule 2} to \( v \) or we have \( s(v) \leq n/2 + 1/3 + 1/(n - 5) \). By Lemma \( 11 \) after applying the rule, we have \( s(v) \leq n/2 + 1/3 + 1/(n - 5) \).

Let us then assume that we do not have exactly one \( F_{n-2} \)-father in \( N[v] \). Thus, \textbf{Rule 2} does not shift share in or out of word \( v \). In this case, there has to be at least two fathers in \( N(v) \) since if we have only one father, then there are at least \( n - 3 \) sons and thus, an \( F_{n-2} \)-father. To maximize the share, we will assume that there are exactly two fathers in \( N[v] \). Indeed, if we have more than three fathers in \( N[v] \), then \( s(v) \leq 4/3 + 2/2 + 1 + (n - 6)/2 = n/2 + 1/3 \). If we have exactly three fathers, then

\[
s(v) \leq \frac{1}{j_1} + \frac{1}{j_2} + \frac{1}{j_3} + \frac{2}{3} + 1 + \frac{n - 5}{2} \leq \frac{n}{6} + \frac{1}{n - 8} \leq \frac{n}{2} + \frac{1}{3} + \frac{1}{n - 5}.
\]

Here the second inequality is due to Inequalities \( 3 \) and \( 4 \). Indeed, Inequality \( 9 \) gives that \( j_1 - 1 + j_2 - 1 + j_3 - 1 \geq n - 5 \), then to maximize the share \( s(v) \) we assume that \( j_1 + j_2 + j_3 = n - 2 \) and then we use Inequality \( 4 \) to approximate that \( j_1 = 3 \), \( j_2 = 3 \) and \( j_3 = n - 8 \). The third inequality holds when \( n = 11 \) and if \( n \geq 12 \), then it is strict. Now, we may consider the case with two fathers

\[
s(v) \leq \frac{1}{j_1} + \frac{1}{j_2} + \frac{2}{3} + 1 + \frac{n - 4}{2} \leq \frac{n}{2} + \frac{1}{3} + \frac{1}{n - 5}.
\]

The latter inequality is again due to Inequalities \( 3 \) and \( 4 \). Indeed, similarly as in the previous case, Inequality \( 3 \) gives that \( j_1 - 1 + j_2 - 1 \geq n - 4 \), then to maximize the share \( s(v) \) we assume that \( j_1 + j_2 = n - 2 \) and then we use Inequality \( 4 \) to approximate that \( j_1 = 3 \) and \( j_2 = n - 5 \). Therefore, we have again \( s(v) \leq n/2 + 1/3 + 1/(n - 5) \). Now we are ready to apply \textbf{Rule 3}.

Recall that the \( n - 1 \) codewords in \( I(0) \) have share of at most \( n/2 + 1 \) after applying \textbf{Rule 1} by Theorem \( 5 \). Moreover, because \( |I_3(0)| = n \), \textbf{Rule 2} does not shift share into them and \textbf{Rule 3} affects them at most once. If we now apply \textbf{Rule 3} to codewords \( c \) in \( B_3(0) \), then we get

\[
n \cdot s(c) \leq (n - 1) \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n - 5} \right) = n \left( \frac{n}{2} + \frac{1}{3} + \frac{1}{n - 5} \right) - \frac{2}{3n} = n \left( \frac{n}{2} + \frac{1}{n - 5} - \frac{2}{3n} \right).
\]

Observe (verify by substituting \( n \)) that when \( n \in [11, 12] \), we have \( n/2 + 1 + 1/(n^2 - 5n) - 2/(3n) < n/2 + 1/2 + (n - 1)/(3n - 4) \). Therefore, each codeword \( c \) considered in Inequality \( 11 \) has the desired share after applying \textbf{Rule 1}, \textbf{Rule 2} and \textbf{Rule 3}.

Let us finally confirm that if we have for some codeword \( c \in C \)

\[
s(c) \leq \begin{cases} \frac{2}{n} + \frac{1}{n(n-4)} & \text{if } 11 \leq n \leq 12, \\
\frac{2}{n} + \frac{1}{n-5} - \frac{2}{3n} & \text{if } 13 \leq n
\end{cases}
\]

before applying \textbf{Rule 2} and \textbf{Rule 3} then the same bounds also hold after we have applied these rules. First of all, by Lemma \( 11 \), \textbf{Rule 2} does not push the share of any codeword over Bound
Moreover, Rule 3 cannot increase the share of any codeword over this bound because it averages the shares in $I_3(u)$ for some sparse father and if it pushes the share of one codeword over the bound, then the shares of all codewords are over the bound. Moreover, if Rule 3 pushes the shares of codewords over Bound (13) after Rule 1 and Rule 2 have been applied. However, this codeword cannot have received share according to Rule 2 as otherwise a contradiction with Lemma 11 follows. Therefore, the share is over Bound (13) already after Rule 1 has been applied, but now this contradicts with Rule 2. Hence, the claim follows.
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