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ABSTRACT. We deal with the virtual element method (VEM) for solving the Poisson equation on a domain $\Omega$ with curved boundaries. Given a polygonal approximation $\Omega_h$ of the domain $\Omega$, the standard order $m$ VEM \cite{6}, for $m$ increasing, leads to a suboptimal convergence rate. We adapt the approach of \cite{14} to VEM and we prove that an optimal convergence rate can be achieved by using a suitable correction depending on high order normal derivatives of the discrete solution at the boundary edges of $\Omega_h$, which, to retain computability, is evaluated after applying the projector $\Pi^N$ onto the space of polynomials. Numerical experiments confirm the theory.

1. Introduction

The virtual element method (VEM) is a PDE discretization framework designed to easily handle meshes consisting of very general polygonal or polyhedral elements \cite{4}. The method can be considered as a generalization of the Finite Element Method (FEM) to polytopal tessellations, in that it looks for the solution in a conforming discretization space with a Galerkin approach. By giving up conformity in the discretization of the bilinear form corresponding to the differential operator, the method manages to avoid the explicit construction of the basis functions (whence the name virtual). Everything is computed directly in terms of the degrees of freedom by resorting to suitable “computable” (in terms of the degrees of freedom) elementwise projectors onto the space of polynomials (see \cite{6}), ultimately allowing to define a discrete bilinear form satisfying polynomial exactness and stability properties which allow to prove optimal error estimate for discretization of (arbitrary) order $m$. Different model problems have already been tackled by using VEM \cite{27, 1, 2, 10, 11, 24, 15, 5, 19, 7, 13, 18}, and, while most of the literature deals with the $h$ version of the method, the $p$ and $hp$ versions were also discussed and analyzed \cite{3, 9, 22}.

In this paper we consider the problem of extending the method to problems in domains with smooth curved boundaries. As it happens in the Finite Element case, the approximation of the curved domain by straight facets introduces an error that, for higher order methods, can dominate the analysis. Different approaches for the accurate treatment of curved domains in the finite element framework can be found in literature, see e.g. \cite{25}. Among the different possible approaches to such a problem, following the guidelines of \cite{14}, we choose here to approximate the curved domain $\Omega$ with a polygonal domain $\Omega_h$, while compensating for the discrepancy in the geometry by suitably modifying the bilinear form. Complying with the VEM philosophy, the modified bilinear form will retain the property of being computable in terms of the degrees of freedom. Of course, other approaches are possible. In \cite{12} the authors propose a direct definition of a modified virtual element space that accommodates curved elements, whose boundary matches exactly the boundary of $\Omega$. While loosing exact reproduction of polynomials, the resulting method retains optimality and, contrary to the one we propose here, it is immediately well suited to deal with curved interior
interfaces. On the other hand, our approach has the advantage of only requiring, for the implementation, minor modifications with respect to the polygonal case. To the best of our knowledge, other numerical methods that can handle curved polytopal meshes are only [17] and [20].

The paper focuses on a simple elliptic model problem in 2D and it is organized as follows. As the projection method of [14] combines Nitsche’s technique for imposing non homogeneous boundary conditions [23] with the improved accuracy polygonal domain approximation of [26], we start, in Section 2, to adapt Nitsche’s method to the Virtual Element framework and we provide a theoretical analysis of the resulting discretization, proving stability and an error estimate. In Section 3 we introduce and analyze the discretization for the problem on curved domains, proving also in this case stability and optimal error estimate. Finally, in Section 4 we test the method on several test cases, with method of different order. Throughout the paper, we will use the notation \( A \lesssim B \) (resp. \( A \gtrsim B \)) to signify that the quantity \( A \) is bounded from above (resp. from below) by a constant \( C \) times the quantity \( B \), with \( C \) independent of the mesh size parameter \( h \), the diameter \( h_K \) the specific shape of the polygon \( K \), but possibly depending on the polynomial order \( m \) of the method, and on the shape regularity constant \( \alpha_0 \) and \( \alpha_1 \) appearing in Assumption 2.1.

2. The Nitsche’s method in the Virtual Element Context

Before considering the problem of solving a PDE on a domain with a curved boundary, let us discuss how Nitsche’s method for imposing non homogeneous boundary condition [23] can be applied in the context of the virtual element method. Throughout this section let then \( \Omega \) denote a bounded polygonal domain. To fix the ideas, we consider the following simple model problem:

\[
\begin{aligned}
-\Delta u &= f, \text{ in } \Omega, \\
u &= g, \text{ on } \partial \Omega,
\end{aligned}
\]

with \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\Omega) \). Assume that we are given a family of quasi uniform tessellations \( \mathcal{T}_h \) of \( \Omega \) into polygonal elements \( K \) of diameter \( h_K \approx h \). We make the following standard regularity assumptions on the polygons of the tessellation:

Assumption 2.1. There exists constants \( \alpha_0, \alpha_1 > 0 \) such that:

(i) each element \( K \in \mathcal{T}_h \) is star-shaped with respect to a ball of radius \( \geq \alpha_0 h_K \);
(ii) for each element \( K \in \mathcal{T}_h \) the distance between any two vertices of \( K \) is \( \geq \alpha_1 h_K \).

Under Assumptions 2.1 several bounds hold uniformly in \( h_K \) [21]. In particular, in the following we will make use of an inverse inequality on the space \( \mathbb{P}_m \) of polynomials of order less than or equal to \( m \): for all \( p \in \mathbb{P}_m \) and for all \( j,k \) with \( 0 \leq j \leq k \) it holds that

\[
\| p \|_{k,K} \lesssim h_K^{j-k} \| p \|_{j,K}.
\]

Moreover we will make use of the following trace inequality: for all \( \phi \in H^1(K) \) we have

\[
\| \phi \|_{0,\partial K} \lesssim h_K^{-1/2} \| \phi \|_{0,K} + h_K^{1/2} |\phi|_{1,K}.
\]

We will consider the standard order \( m \) Virtual Element discretization space [4], whose definition we briefly recall. For each polygon \( K \in \mathcal{T}_h \) we let the space \( \mathbb{B}_m(\partial K) \) be defined as

\[
\mathbb{B}_m(\partial K) = \{ v \in C^0(\partial K) : v|_e \in \mathbb{P}_m \ \forall e \in \mathcal{E}^K \},
\]

where \( \mathcal{E}^K \) denotes the set of edges of the polygon \( K \). We introduce the local VE space as:

\[
V_{K,m} = \{ v \in H^1(K) : v|_{\partial K} \in \mathbb{B}_m(\partial K), \ \Delta v \in \mathbb{P}_{m-2}(K) \}.
\]
(with \( \mathbb{P}_{-1} = \{0\} \)). The global discrete VE space \( V_h \) is then defined as

\[
V_h = \{ v \in H^1(\Omega) : v|_K \in V_h^K, \forall K \in \mathcal{T}_h \} = \\
= \{ v \in H^1(\Omega) : \forall K \in \mathcal{T}_h, v|_{\partial K} \in \mathcal{P}_m(\partial K), \Delta v|_K \in \mathbb{P}_{m-2}(K) \}.
\]

A function in \( V_h \) is uniquely determined by the following degrees of freedom

- its values at the vertices of the tessellation;
- (only for \( m \geq 2 \)) for each edge \( e \), its values at the \( m - 1 \) internal points of the \( m + 1 \)-points Gauss-Lobatto quadrature rule on \( e \);
- (only for \( m \geq 2 \)) for each element \( K \), its moments in \( K \) up to order \( m - 2 \).

For any given function \( w \in H^2(\Omega) \) we can then define the unique function \( w_I \in V_h \) such that:

a) the values of \( w \) and \( w_I \) at the vertices of the tessellation coincide;
b) for each edge \( e \), the values of \( w \) and \( w_I \) at the \( m - 1 \) internal points of the \( m + 1 \)-points Gauss-Lobatto quadrature rule on \( e \) coincide;
c) for each element \( K \), the moments up to order \( m - 2 \) of \( w \) and \( w_I \) in \( K \) coincide. The function \( w_I \) satisfies the following local approximation bound \([4]\): if \( w \in H^s(K) \), with \( 2 \leq s \leq m + 1 \), then

\[
\| w - w_I \|_{0,K} + h_K |w - w_I|_{1,K} \lesssim h^K_K |w|_{s,K}.
\]

Let now

\[
a(\phi, \psi) = \int_{\Omega} \nabla \phi \cdot \nabla \psi, \quad a^K(\phi, \psi) = \int_K \nabla \phi \cdot \nabla \psi,
\]

and let \( \Pi_K^\nabla : H^1(K) \to \mathbb{P}_m(K) \) denote the projection defined by

\[
a^K(\Pi_K^\nabla \phi, p) = a^K(\phi, p), \quad \forall p \in \mathbb{P}_m, \quad \int_K \Pi_K^\nabla \phi = \int_K \phi.
\]

We recall that for \( w_h \in V_{h,K} \), \( \Pi_K^\nabla w_h \) can be computed directly from the values of the degrees of freedom \([6]\) without the need of explicitly constructing it (which would imply somehow solving a partial differential equation), by taking advantage of the identity

\[
\int_K \nabla w_h \cdot \nabla p = -\int_K w_h \Delta p + \int_{\partial K} w_h \frac{\partial p}{\partial \nu_K},
\]

that allows to express the term of the left hand side in terms of the interior moments of \( w_h \) (for \( p \in \mathbb{P}_m \), \( \Delta p \) is a polynomial of degree less than or equal to \( m - 2 \)) and of an integral on the boundary (where \( w_h \) is a known piecewise polynomial). Letting \( \mathbb{P}^*_m \) denote the space of discontinuous piecewise polynomials of order less than or equal to \( m \)

\[
\mathbb{P}^*_m = \{ \phi \in L^2(\Omega) : \phi|_K \in \mathbb{P}_m, \forall K \in \mathcal{T}_h \},
\]

we let \( \Pi^\nabla : H^1(\Omega) \to \mathbb{P}^*_m \) be defined by assembling, element by element, the \( \Pi_K^\nabla \)'s:

\[
\Pi^\nabla \phi|_K = \Pi_K^\nabla (\phi|_K), \quad \forall K \in \mathcal{T}_h.
\]

The discretization of \((2.1)\) by the Nitsche’s method would consist in looking for \( u_h \in V_h \) such that for all \( v_h \in V_h \) one has

\[
a(u_h, v_h) - \int_{\partial \Omega} \partial_\nu u_h v_h - \int_{\partial \Omega} u_h \partial_\nu v_h + \gamma h^{-1} \int_{\partial \Omega} u_h v_h = \int_{\Omega} f v_h - \int_{\partial \Omega} g \partial_\nu v_h + \gamma h^{-1} \int_{\partial \Omega} g v_h,
\]

where \( \partial_\nu \) stands for \( \partial/\partial \nu \), \( \nu \) denoting the outer normal to \( \Omega \). As typical for the Virtual Element method, both at the right hand side and at the left hand side of such an equation we find terms which are not “computable”, that is that can not be computed exactly with only the knowledge of the value of the degrees of freedom of \( u_h \) and \( v_h \). Besides the bilinear form \( a \), which can be treated
by the standard approach, this is the case for all the terms involving \( \partial_\nu u_h \) and \( \partial_\nu v_h \). As usually done in VEM, the bilinear form \( a \) is then replaced with

\[
a_h(u_h, v_h) = \sum_K a^K_h(u_h, v_h),
\]

where

\[
a^K_h(\phi, \psi) = a^K(\Pi^K \phi, \Pi^K \psi) + S^K_a(\phi - \Pi^K \phi, \psi - \Pi^K \psi).
\]

We recall that different choices are possible for the bilinear form \( S^K_a \) (see [8]), the essential requirement being that it satisfies

\[
a^K(\phi, \phi) \lesssim S^K_a(\phi, \phi) \lesssim a^K(\phi, \phi), \quad \forall \phi \in V^{K,m} \text{ with } \Pi^K \phi = 0,
\]

so that the local discrete bilinear forms satisfy the following two properties:

- **Stability:**
  \[
a^K(\phi, \phi) \lesssim a^K_h(\phi, \phi) \lesssim a^K(\phi, \phi), \quad \forall \phi \in V^{K,m}
\]

- **m-consistency:** for any \( \phi \in V_h \) and \( p \in \mathbb{P}_m(K) \)

\[
a^K_h(\phi, p) = a^K(\phi, p).
\]

In the numerical tests performed in Section 4 we made the standard choice of defining \( S^K_a \) in terms of the vectors of local degrees of freedom as the properly scaled euclidean scalar product.

As far as the terms involving the normal derivative are concerned, we treat them by replacing \( \partial_\nu u_h \) and \( \partial_\nu v_h \), boundary edge by boundary edge, respectively with \( \partial_\nu \Pi^\nu(u_h) \) and \( \partial_\nu \Pi^\nu(v_h) \). Then we can write the Nitsche’s method for the VEM discretization of (3.1) as: find \( u_h \in V_h \) such that for all \( v_h \in V_h \) it holds that

\[
a_h(u_h, v_h) - \sum_{e \in \mathcal{E}^\partial} \int_e \partial_\nu \Pi^\nu(u_h)v_h - \sum_{e \in \mathcal{E}^\partial} \int_e \partial_\nu \Pi^\nu(v_h)u_h + \gamma h^{-1} \int_{\partial\Omega} u_h v_h
\]

\[
= \int_{\Omega} f v_h - \sum_{e \in \mathcal{E}^\partial} \int_e g (\partial_\nu \Pi^\nu(v_h) - \gamma h^{-1} v_h),
\]

where \( \gamma \) is a positive constant and \( \mathcal{E}^\partial \) denotes the set of edges of \( \mathcal{T}_h \) lying on \( \partial\Omega \).

We introduce the norm:

\[
\|\phi\|_2^2 = \|\phi\|^2_{1,\Omega} + h^{-1}\|\phi\|^2_{0,\partial\Omega}
\]

and the space \( H(\Omega) \) defined as the closure of \( C^\infty(\Omega) \) with respect to the norm \( \|\cdot\| \). Setting

\[
B_{h,\gamma}(\phi, \psi) = a_h(\phi, \psi) - \sum_{e \in \mathcal{E}^\partial} \int_e \partial_\nu \Pi^\nu(\phi)\psi - \sum_{e \in \mathcal{E}^\partial} \int_e \partial_\nu \Pi^\nu(\psi)\phi + \gamma h^{-1} \int_{\partial\Omega} \phi \psi,
\]

we start by proving the following lemma:

**Lemma 2.2.** For all \( \phi, \psi \in H(\Omega) \) we have

\[
|B_{h,\gamma}(\phi, \psi)| \lesssim \|\phi\|_2 \|\psi\|_2.
\]

Moreover, there exists \( \gamma_0 > 0 \) such that, for \( \gamma > \gamma_0 \), the bilinear form \( B_{h,\gamma} \) verifies for all \( \phi \in V_h \)

\[
B_{h,\gamma}(\phi, \phi) \gtrsim \|\phi\|^2_2,
\]

(the implicit constant in the two inequalities depending on \( \gamma \)).
Thanks to the inverse inequality (2.12), we can write, for \( \varepsilon \) arbitrary,
\[
\| \partial_\nu \Pi \nabla (\phi) \|_{0,e} \lesssim h^{-1/2} \| \Pi \nabla (\phi) \|_{1,K_e} \lesssim h^{-1/2} |\phi|_{1,K_e},
\]
where, for \( e \in E^\partial \), \( K_e \) is the unique polygon of the tessellation having \( e \) as an edge. Then we have
\[
\sum_{e \in E^\partial} \int_e \partial_\nu \Pi \nabla (\phi) \psi \lesssim \sum_{e \in E^\partial} \| \partial_\nu \Pi \nabla (\phi) \|_{0,e} \| \psi \|_{0,e} \lesssim \sum_{e \in E^\partial} \| \phi \|_{1,K_e} h^{-1/2} \| \psi \|_{0,e}.
\]
Obtaining (2.10) is then not difficult. As far as (2.11) is concerned, we have
\[
(2.15)
\]

We now choose \( \varepsilon \) with an inverse inequality. Moreover we have, for \( j \)
\[
2.2, \text{ then the following error estimate holds}
\]

We now have the following bounds
\[
\langle \partial_\nu \Pi \nabla (\phi), \phi \rangle \lesssim \sum_{e \in E^\partial} \| \partial_\nu \Pi \nabla (\phi) \|_{0,e} \| \phi \|_{0,e}
\]
Thanks to the inverse inequality (2.12), we can write, for \( \varepsilon > 0 \) arbitrary,
\[
\langle \partial_\nu \Pi \nabla (\phi), \phi \rangle \lesssim \sum_{e \in E^\partial} h^{-1/2} |\phi|_{1,K_e} \| \phi \|_{0,e} \lesssim \frac{\varepsilon}{2} |\phi|_{1,\Omega}^2 + \frac{1}{2\varepsilon} h^{-1} |\phi|_{0,\partial \Omega}^2.
\]
Substituting into (2.13) we obtain, for a fixed positive constant \( c_1 \) independent of \( h \)
\[
B_{h,\gamma}(\phi, \phi) \gtrsim (1 - c_1 \varepsilon) |\phi|_{1,\Omega}^2 + (\gamma - c_1 \varepsilon) h^{-1} |\phi|_{0,\partial \Omega}^2.
\]
We now choose \( \varepsilon = 1/(2c_1) \) and if \( \gamma > \gamma_0 \) with \( \gamma_0 \) chosen in such a way that \( \gamma_0 - c_1/\varepsilon > 0 \), the thesis easily follows.

Existence and uniqueness of the solution of (2.7) easily follow.

We are then able to prove the following result:

**Theorem 2.3.** If \( u \in H^s(\Omega) \), with \( 2 \leq s \leq m + 1 \), and if we chose \( \gamma > \gamma_0 \), with \( \gamma_0 \) given by Lemma 2.4, then the following error estimate holds
\[
\| u - u_h \|_{\Omega} \lesssim h^{s-1} |u|_{s,\Omega}.
\]

**Proof.** Let \( u_I \) denote the VEM interpolant and \( u_\pi \in \mathbb{P}_m^* \) the \( L^2(\Omega) \) projection of \( u \) onto the space of discontinuous piecewise polynomials. For any \( j, k \) with \( 0 \leq j \leq k \leq m + 1 \) we have, for \( u \in L^2(\Omega) \) with \( |u|_{K} \in H^k(K) \)
\[
(2.14)
\]
For \( j \geq 1 \) the bound (2.14) can be proven by a standard argument combining the bound for \( j = 0 \) with an inverse inequality. Moreover we have, for \( e \in E^K \cap E^\partial \),
\[
(2.15)
\]

\[
\| \partial_\nu (w - w_\pi) \|_{0,e} \lesssim h^{-1/2} |w - w_\pi|_{1,K} + h^{1/2} |w - w_\pi|_{2,K} \lesssim h^{s-3/2} |w|_{s,K}.
\]
We set $d_h = u_I - u_h$. Using the definition (2.9), summing and subtracting $u_\pi$, using the $m$-consistency (2.6) to replace $a(h(u_\pi, d_h))$ with $a(u_\pi, d_h)$ and then, summing and subtracting $u$, we can write

\begin{equation}
\|u_I - u_h\|^2_\Omega \lesssim \mathcal{B}_{h,\gamma}(u_I, d_h) - \mathcal{B}_{h,\gamma}(u_h, d_h) = \\
\sum_{K \in \mathcal{T}_h} a^K(u_I - u_\pi, d_h) + \sum_{K \in \mathcal{T}_h} a^K(u_\pi - u, d_h) + a(u, d_h) + \langle \partial_\nu (u_I), d_h \rangle + \langle \partial_\nu (u - \Pi^h(u_I)), d_h \rangle + \langle u - u_I, \partial_\nu \Pi^h(d_h) \rangle + \gamma h^{-1} \langle u, d_h \rangle + \gamma h^{-1} \langle u_I - u, d_h \rangle - \int_\Omega \langle f, d_h \rangle + \langle g, \partial_\nu \Pi^h(d_h) \rangle - \gamma h^{-1} d_h \rangle = E1 + E2 + E3 + E4 + E5.
\end{equation}

with

$E1 = \sum_{K \in \mathcal{T}_h} a^K(u_I - u_\pi, d_h), \quad E2 = \sum_{K \in \mathcal{T}_h} a^K(u_\pi - u, d_h), \quad E3 = \langle \partial_\nu (u - \Pi^h(u_I)), d_h \rangle

\begin{align*}
E4 = \langle u - u_I, \partial_\nu \Pi^h(d_h) \rangle, \quad E5 = \gamma h^{-1} \langle u_I - u, d_h \rangle,
\end{align*}

where we used that, as $u$ is the solution of (2.1),

\begin{align*}
& a(u, d_h) - \langle \partial_\nu u, d_h \rangle - \int_\Omega \langle f, d_h \rangle = 0, \quad \langle u, \partial_\nu \Pi^h(d_h) \rangle - \gamma h^{-1} \langle u, d_h \rangle - \langle g, \partial_\nu \Pi^h(d_h) \rangle - \gamma h^{-1} d_h = 0.
\end{align*}

Let us then bound the different components of the error.

Both $E1$ and $E2$ are standardly encountered in the analysis of the VEM method, and a bound can be found in the literature (see e.g. [4]), yielding

\begin{equation}
E1 \lesssim |d_h|_{1,\Omega} h^{s-1} |u|_{s,\Omega}, \quad \text{and} \quad E2 \lesssim |d_h|_{1,\Omega} h^{s-1} |u|_{s,\Omega}.
\end{equation}

On the other hand we have

\begin{equation}
E3 \lesssim \sum_{e \in \mathcal{E}^\partial} \| \partial_\nu (u - \Pi^h(u_I)) \|_{0,e} \| d_h \|_{0,e}.
\end{equation}

Now, using (2.15), we have

\begin{align*}
\| \partial_\nu (u - \Pi^h u_I) \|_{0,e} & \leq \| \partial_\nu (u - u_\pi) \|_{0,e} + \| \partial_\nu \Pi^h (u_\pi - u_I) \|_{0,e} \lesssim h^{s-3/2} |u|_{s,K} + h^{-1/2} (|u_\pi - u_I|_{1,K} + |u_I - u|_{1,K})
\end{align*}

yielding

\begin{equation}
E3 \lesssim h^{s-1} h^{-1/2} |u|_{s,\Omega} \| d_h \|_{0,\partial\Omega}.
\end{equation}

As far as $E4$ is concerned we have

\begin{equation}
E4 \lesssim \sum_{e \in \mathcal{E}^\partial} \| u - u_I \|_{0,e} \| \partial_\nu \Pi^h (d_h) \|_{0,e} \lesssim \sum_{e \in \mathcal{E}^\partial} h^{s-1/2} |u|_{s,K} h^{-1/2} |d_h|_{1,K} \lesssim h^{s-1} |u|_{s,\Omega} \| d_h \|_{1,\Omega}.
\end{equation}

A similar argument yields

\begin{equation}
E5 \lesssim h^{s-1} |u|_{s,\Omega} h^{-1/2} \| d_h \|_{0,\partial\Omega},
\end{equation}

finally giving

\begin{equation}
\| u_I - u_h \|^2_\Omega \lesssim h^{s-1} |u|_{s,\Omega} \| u_I - u_h \|_{\Omega}.
\end{equation}

Dividing both sides by $\| u_I - u_h \|_{\Omega}$ and using a triangular inequality we get the thesis.
3. The Virtual Element Method on domains with curved boundary

Let now consider the solution of the same model problem

\[ -\Delta u = f, \text{ in } \Omega, \quad u = g, \text{ on } \partial \Omega \]

with, once again, \( f \in L^2(\Omega), \ g \in H^{1/2}(\partial \Omega) \), where now \( \Omega \subseteq \mathbb{R}^2 \) is a convex domain with curved boundary \( \partial \Omega \) assumed, for the sake of convenience, to be of class \( C^\infty \). In order to solve such a problem by the Virtual Element method, we assume that \( \Omega \) is approximated by a family of polygonal domains \( \Omega_h, 0 < h \leq 1 \), each endowed with a quasi uniform shape regular tessellation \( T_h \) into polygons \( K \) with diameter \( h_K \approx h \). We assume that all the vertices of \( T_h \) lying on \( \partial \Omega_h \) also lie on \( \partial \Omega \). As \( \Omega \) is convex this implies that \( \Omega_h \subseteq \Omega \).

3.1. The Projection Method of Bramble, Dupont and Thomée. In order to deal with the curved boundary, following [14] we apply on the approximating domain \( \Omega_h \) a modified version of Nitsche’s method, which takes into account that the boundary data is given on \( \partial \Omega \) rather than on \( \partial \Omega_h \).

Letting \( \nu_h \) be the outer normal to \( \Omega_h \), for \( x \in \partial \Omega_h \) we let \( \delta(x) > 0 \) denote the non negative scalar such that

\[ x + \delta(x)\nu_h(x) \in \partial \Omega. \]

It is known ([14]) that, as \( \Omega \) is smooth and convex, we have that

\[ \delta_h = \sup_{x \in \partial \Omega_h} \delta(x) = o(h^2). \]

We let \( V_h \subseteq H^1(\Omega_h) \) be the order \( m \) VEM discretization space relative to the tessellation \( T_h \) (defined by (2.4)). Setting \( k = \lfloor m/2 \rfloor \), the projection method of [14] reads as follows: find \( u_h \in V_h \) such that for all \( v_h \in V_h \) it holds that

\[ \mathcal{B}_{h,\gamma}(u_h, v_h) = \sum_{e \in E} \int_e \left( \sum_{j=1}^k \frac{\delta_j}{j!} \partial^j_{\nu_h} \Pi^v(u_h) \right) (\partial^j_{\nu_h} \Pi^v(v_h) - \gamma h^{-1} v_h) \\
= \int_{\Omega_h} f v_h - \sum_{e \in E} \int_e g^* (\partial^j_{\nu_h} \Pi^v v_h - \gamma h^{-1} v_h) \]

where \( \partial^j_{\nu_h} u = (\partial^j_{\nu_h} u) \) denotes the \( j \)-th partial derivative of \( u \) in the \( \nu_h \) direction and where, for \( x \in \partial \Omega_h \),

\[ g^*(x) = g(x + \delta(x)\nu_h(x)). \]
We then introduce the bilinear form $A_{h,\gamma}$ defined by

$$
A_{h,\gamma}(\phi, \psi) = B_{h,\gamma}(\phi, \psi) - \sum_{e \in \mathcal{E}} \int_{e} \left( \sum_{j=1}^{k} \frac{\delta_j^j}{j!} \partial_{v_h}^j \Pi^\gamma(u_h) \right) \left( \partial_{v_h}^j \Pi^\gamma(v_h) - \gamma h^{-1} v_h \right),
$$

and prove the following lemma:

**Lemma 3.1.** For all $\phi, \psi$ in $\mathcal{H}(\Omega_h)$ it holds that

$$
|A_{h,\gamma}(\phi, \psi)| \lesssim \|\phi\|_{\Omega_h} \|\psi\|_{\Omega_h}.
$$

Moreover, there exists $\gamma_0 > 0$ such that for all $\gamma > 0$ the bilinear form $A_{h,\gamma}$ verifies for all $\phi \in V_h$

$$
A_{h,\gamma}(\phi, \phi) \gtrsim \|\phi\|_{\Omega_h}^2
$$

provided $h < h_0$ with $h_0 = h_0(\gamma) > 0$.

**Proof.** Let $C_k$ be defined as

$$
C_k(\phi, \psi) = \sum_{e \in \mathcal{E}} \int_{e} \left( \sum_{j=1}^{k} \frac{\delta_j^j}{j!} \partial_{v_h}^j \phi \right) \psi
$$

so that we can write

$$
A_{h,\gamma}(\phi, \psi) = B_{h,\gamma}(\phi, \psi) - C_k(\Pi^\gamma(\phi), \partial_{v_h} \Pi^\gamma(\psi) - \gamma h^{-1} \psi).
$$

As for all $\phi \in H^1(K)$, $\Pi^\gamma_K(\phi)$ is a piecewise polynomial, using an inverse inequality and the continuity of the operator $\Pi^\gamma_K$ we get that for $e \in \mathcal{E}$ and $\phi \in H^1(\Omega)$ we have

$$
\|\partial_{v_h}^j \Pi^\gamma_K(\phi)\|_{0,e} \lesssim h^{1/2-j} \|\Pi^\gamma_K(\phi)\|_{1,K_e} \lesssim h^{1/2-j} |\phi|_{1,K_e},
$$

where, once again, $K_e$ is the unique element of $\mathcal{T}_h$ having $e$ as an edge. Since $\delta_h/h \lesssim 1$, using (3.7) we have

$$
|C_k(\Pi^\gamma(\phi), \psi)| \lesssim \sum_{e \in \mathcal{E}} \sum_{j=1}^{k} \left( \frac{\delta_h}{h} \right)^j h^j \|\partial_{v_h}^j \Pi^\gamma(\phi)\|_{0,e} \|\psi\|_{0,e} \lesssim \frac{\delta_h}{h} |\phi|_{1,\Omega_h} h^{1/2} \|\psi\|_{0,e}
$$

as well as

$$
|C_k(\Pi^\gamma(\phi), \partial_{v_h} \Pi^\gamma(\psi))| \lesssim \sum_{e \in \mathcal{E}} \sum_{j=1}^{k} \left( \frac{\delta_h}{h} \right)^j h^j \|\partial_{v_h}^j \Pi^\gamma(\phi)\|_{0,e} \|\partial_{v_h} \Pi^\gamma(\psi)\|_{0,e} \lesssim \frac{\delta_h}{h} |\phi|_{1,\Omega_h} |\psi|_{1,\Omega_h}.
$$

Combining with (2.10) the bound (3.5) easily follows. Let us now consider (3.6). Combining (2.11) with (3.8) and (3.9) we obtain, for $\varepsilon > 0$ arbitrary and $c_1$, $c_2$ and $c_3$ fixed positive constants,

$$
A_{h,\gamma}(\phi, \psi) = B_{h,\gamma}(\phi, \psi) - C_k(\Pi^\gamma(\phi), \partial_{v_h} \Pi^\gamma(\psi)) + \gamma h^{-1} C_k(\Pi^\gamma(\phi), \phi)
$$

$$
\gtrsim (1 - c_1 \varepsilon - c_2 \frac{\delta_h}{h} - c_3 \frac{\delta_h}{h} \gamma) |\phi|^2_{1,\Omega_h} + (\gamma - \frac{c_1}{\varepsilon} - c_3 \frac{\delta_h}{h} h^{-1} \|\phi\|_{0,\mathcal{T}_h}^2.
$$

We now choose $\varepsilon = 1/(2c_1)$ and we fix $\gamma_0$ in such a way that $\gamma_0 - c_1/\varepsilon > 0$. For $\gamma > \gamma_0$, set now $\alpha = \gamma - c_1/\varepsilon > 0$. As $\delta_h = o(h^2)$, we can choose $h_0$ in such a way that for all $h < h_0$, $c_0 \delta_h/h + c_3 \delta_h/h < 1/2$ and $\gamma c_3 \delta_h/h < \alpha$. The thesis easily follows.

Once again, existence and uniqueness of the solution of (3.3) easily follow. Moreover, the error estimate given by the following Theorem hold.

**Theorem 3.2.** If $u \in H^s(\Omega) \cap W^{k+1,\infty}(\Omega)$, with $k+1 < s \leq m+1$, for $h < h_0$ and $\gamma > \gamma_0$ ($\gamma > 0$ and $h_0 > 0$ given by Lemma 3.1) the following error estimate holds

$$
\|u - u_h\|_{\Omega_h} \lesssim h^{s-1} |u|_{s,\Omega} + h^{-1/2} \delta^{k+1} \|u\|_{k+1,\infty,\Omega}.
$$
Proof. Let \( u_I \) denote the usual VEM interpolant. Setting \( d_h = u_I - u_h \) and proceeding as in Theorem 2.3 we have

\[
\|u_I - u_h\|_{\Omega_h}^2 \lesssim A_{h,\gamma}(u_I, d_h) - A_{h,\gamma}(u_h, d_h) = \sum_{K \in T_h} a^K(u_I - u_h, d_h) + \sum_{K} a^K(u_I - u_h, d_h) + a(u, d_h) - \langle \partial_{v_h} u, d_h \rangle + \\
\langle \partial_{v_h} (u - \Pi \nabla(u_I)), d_h \rangle - \langle u, \partial_{v_h} \Pi \nabla(d_h) \rangle + \langle u - u_I, \partial_{v_h} \Pi \nabla(d_h) \rangle + \gamma h^{-1} \langle u, d_h \rangle + \gamma h^{-1} \langle u_I - u, d_h \rangle - \partial_{v_h} \Pi \nabla(d_h) - \gamma h^{-1} \langle d_h \rangle 
\]

\[
= E_1 + E_2 + E_3 + E_4 + E_5 + E_6 + E_7.
\]

with \( E_1, E_2, E_3, E_4, \) and \( E_5 \) as in the proof of Theorem 2.3 and with

\[
E_6 = C_k(u - \Pi \nabla(u_I), \partial_{v_h} \Pi \nabla(d_h)) - \gamma h^{-1} d_h, \quad E_7 = \langle g^* - \sum_{j=0}^k \delta_j \partial_{v_h} u, \partial_{v_h} \Pi \nabla(d_h) - \gamma h^{-1} d_h \rangle.
\]

The components \( E_1, E_2, E_3, E_4, E_5 \) can be bounded exactly as in Theorem 2.3 Let us then bound the last two terms \( E_6 \) and \( E_7 \). Since \( \delta = o(h^2) \lesssim h \), we have

\[
E_6 \lesssim \sum_{e \in e^b} \sum_{j=1}^k h^j \| \partial_{v_h}^j (u - \Pi \nabla(u_I)) \|_{0,e} (\| \partial_{v_h} \Pi \nabla(d_h) \|_{0,e} + h^{-1} \| d_h \|_{0,e})
\]

Now, using (2.3) as well as (3.7) we have

\[
\| \partial_{v_h}^j (u - \Pi \nabla(u_I)) \|_{0,e} \lesssim \| \partial_{v_h}^j (u - u_\pi) \|_{0,e} + \| \partial_{v_h}^j (\Pi \nabla(u_\pi - u_I)) \|_{0,e}
\]

\[
\lesssim h^{-1/2} |u - u_\pi|_{j,K_e} + h^{1/2} |u - u_\pi|_{j+1,K_e} + h^{1/2-1/2} |u_\pi - u_I|_{1,K_e} \lesssim h^{s-j-1/2} |u|_{s,K_e},
\]

where \( |u_\pi - u_I|_{1,K_e} \) is bound by adding and subtracting \( u \) and using the VEM approximation bounds (2.5) and (2.14), yielding

\[
E_6 \lesssim h^{s-1} |u|_{s,\Omega} \| d_h \|_{\Omega_h}.
\]

Finally, \( E_7 \) takes into account the approximation of the curved boundary by projection, and, following the paper by Thomée, it can be bound as

\[
E_7 \lesssim \sum_{e \in e^b} \| g^* - \sum_{j=0}^k \delta_j \partial_{v_h} u \|_{0,e} (\| \partial_{v_h} \Pi \nabla(d_h) \|_{0,e} + h^{-1} \| d_h \|_{0,e}) \lesssim h^{-1/2} \delta^{k+1} \| u \|_{k+1,\infty,\Omega_h} \| d_h \|_{\Omega_h}.
\]

As \( \delta = d(h^2) \) and since we set \( k = \lceil m/2 \rceil \) so that \( h^{-1/2} \delta^{k+1} \lesssim h^{2[m/2]+3/2} \lesssim h^m \) we have the following corollary.

Corollary 3.3. Under the assumptions of Theorem 3.2, if \( u \in H^{m+1}(\Omega) \) then

\[
\| u - u_h \|_{\Omega_h} \lesssim h^m \| u \|_{m+1,\Omega}.
\]
Remark 3.4. While, for the sake of simplicity, we assumed \( \Omega \) to be convex, our reasoning can be carried out to more general situations, provided \( d_h = o(h) \). In particular, for non convex domains, Theorem 3.2 holds, provided \( \Omega_h \subseteq \Omega \) (which, if \( \Omega \) is not convex, requires to give up the assumption that the boundary vertices of \( T_h \) belong to \( \partial \Omega \)). For an extension of the method where this assumption is relaxed, see [16].

Remark 3.5. In defining the method, we set \( k = \lfloor m/2 \rfloor \). Of course, it is possible to choose other values for the parameter \( k \) (for instance, if the condition \( d_h = o(h^2) \) is not satisfied). Observe that, in the finite element case, the choice \( k = m \) leads to the following discrete equation:

\[
a(u_h, v_h) - \int_{\partial \Omega_h} \partial_{v_h} u_h v_h - \int_{\partial \Omega_h} u_h^*(\partial_{v_h} v_h - \gamma h^{-1} v_h) = \int_{\Omega} f v_h - \int_{\partial \Omega_h} g^*(\partial_{v_h} v_h - \gamma h^{-1} v_h)
\]

where, for \( x \in c \subseteq \Omega_h \), \( u_h^*(x) = p(x + \delta(x)\nu_h(x)) \), \( p \) being the polynomial in \( \mathbb{P}_m \) such that \( u_h = p \) in \( K_e \) (\( K_e \) denoting the only triangular element having \( e \) as an edge). In our case we could expect that a similar property holds where \( p \) is replaced by \( \Pi^\nabla(u_h) \). However, this is not the case (at least, not exactly). In fact, for \( k = m \), if we rewrite (3.3) in such a way to single out \( \Pi^\nabla(u_h)^*(x) = \Pi^\nabla_{K_e}(u_h)(x + \delta(x)\nu_h(x)) \) we get

\[
a_h(u_h, v_h) - \left\langle \partial_{v_h} \Pi^\nabla(u_h), v_h \right\rangle - \left\langle \Pi^\nabla(u_h)^*, \partial_{v_h} \Pi^\nabla(v_h) - \gamma h^{-1} v_h \right\rangle + \left\langle \Pi^\nabla(u_h) - u_h, \partial_{v_h} \Pi^\nabla(v_h) - \gamma h^{-1} v_h \right\rangle = \int_{\Omega} f v_h - \left\langle g^*, \partial_{v_h} \Pi^\nabla(v_h) - \gamma h^{-1} v_h \right\rangle,
\]

which contains an extra term measuring the discrepancy between \( u_h \) and \( \Pi^\nabla(u_h) \) on \( \partial \Omega_h \).

4. Numerical Tests

In this section we present three different sets of numerical experiments, aimed at testing and validating the proposed virtual element method for curved domains. More precisely we deal with the following three different test cases, for each of which the right hand side \( f \) and the boundary data \( g \) are chosen in such a way that the solution to our model problem is the one given by, respectively, (4.1), (4.2) and (4.3).

Test 1. \( \Omega = \{(x, y) \in \mathbb{R}^2| x^2 + y^2 \leq 1 \} \). The analytic solution is given by

\[
u(x, y) = \cos(4\pi \sqrt{x^2 + y^2}).
\]

Test 2. \( \Omega \) is the region bounded by the polar curve \( x(\theta) = r(\theta) \cos(\theta), y(\theta) = r(\theta) \sin(\theta) \), with \( r(\theta) = 2 + \sin(9\theta), \theta \in [0, 2\pi] \). The analytic solution is given by

\[
u(x, y) = \text{sinc}(2.25\sqrt{x^2 + y^2}) \cos(6.75\pi \sqrt{x^2 + y^2}).
\]

Test 3. \( \Omega \) is the region bounded by the following curves:

\[
x(\theta) = r(\theta) \cos(\theta), \ y(\theta) = r(\theta) \sin(\theta), \text{ with } r(\theta) = \sqrt{\theta}, \ \theta \in [\pi/2, 8\pi],
\]

\[
x(\theta) = r(\theta) \cos(\theta), \ y(\theta) = r(\theta) \sin(\theta), \text{ with } r(\theta) = 0.9\sqrt{\theta}, \ \theta \in [\pi/2, 8\pi],
\]

\[
\{0\} \times [0.9\sqrt{\pi/2}, \ \sqrt{\pi/2}], [0.9\sqrt{8\pi}, \sqrt{8\pi}] \times \{0\}.
\]

The analytic solution is given by

\[
u(x, y) = \frac{\sin(32 \tan^{-1}(y/x)) \cos(96 \tan^{-1}(y/x))}{\sqrt{x^2 + y^2}}.
\]
Figures 2, 3 and 4 display the three different domains considered (left) and the computed VEM solution for $m = 1$ (right).

Observe that, while the first of the three test cases falls under the assumptions under which we proved our theoretical estimate, this is not the case for the second and third test cases, for both of which the domain $\Omega$ is not convex. In all three cases, the tessellations $\mathcal{T}_h$ consist in quasi uniform shape regular Voronoi decompositions of the domain considered. As the grids are not structured, we choose to define the mesh size parameter as $h = N_V^{-1/2}$, where $N_V$ is the number of vertices of the tessellation.

Letting $u_h^m$ denote the discrete solution obtained by the order $m$ VEM method proposed in the previous section, for all the three tests we consider the relative error in the energy norm, as well as in the $L^2(\Omega)$ norm

\begin{equation}
\tag{4.4}
\epsilon^S_m := \frac{\|u - u_h^m\|_{0,\Omega_h}}{\|u\|_{0,\Omega_h}}, \quad \epsilon^{L^2}_m := \frac{\|u - u_h^m\|_{0,\Omega_h}}{\|u\|_{0,\Omega_h}}.
\end{equation}

Tables 1, 2 and 3 report $\epsilon^S_m$ for the three test cases, for $m = [1, \ldots, 6]$. We also display in Figures 5, 6, 7 a logarithmic plot of the energy norm error $\epsilon^S_m$ and the $L^2$ norm $\epsilon^{L^2}_m$ as a function of the number of degrees of freedom $N_{\text{DoFs}}$ (which, we recall, is asymptotically proportional to $N_V$). The plots also show the approximate asymptotic convergence estimate obtained by plotting the functions $N_{\text{DoFs}}^{-m/2} \approx h^m$.

The numerical results for Test 1 are in agreement with the theoretical estimates. To test the robustness of the method we considered, in Tests 2 and 3, domains which are not convex; nevertheless the numerical results are also in agreement with the theory and the predicted convergence rate of Corollary 3.3 is attained, see Tables 3, 2 and Figures 7 and 6.

**Figure 2.** First test case: (left) example mesh; (right) solution computed on the example mesh for $m = 1$.
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Table 1. First test case: relative errors in the energy norm for $m = 1, \ldots, 6$.

| Mesh         | $h$   | $e^S_1$  | $e^S_2$  | $e^S_3$  | $e^S_4$  | $e^S_5$  | $e^S_6$  |
|-------------|-------|----------|----------|----------|----------|----------|----------|
| u-circle₁   | 4.43-10⁻² | 5.55-10⁻² | 2.19-10⁻² | 1.20-10⁻² | 5.04-10⁻³ | 7.51-10⁻⁴ | 1.79-10⁻⁴ |
| u-circle₂   | 3.14-10⁻² | 3.60-10⁻² | 9.93-10⁻³ | 2.99-10⁻³ | 1.36-10⁻³ | 1.51-10⁻⁴ | 2.20-10⁻⁵ |
| u-circle₃   | 2.22-10⁻² | 2.09-10⁻² | 3.92-10⁻³ | 7.73-10⁻⁴ | 3.16-10⁻⁴ | 2.34-10⁻⁵ | 2.40-10⁻⁶ |
| u-circle₄   | 1.57-10⁻² | 1.16-10⁻² | 1.56-10⁻³ | 2.16-10⁻⁴ | 7.73-10⁻⁵ | 3.92-10⁻⁶ | 2.75-10⁻⁷ |
| u-circle₅   | 1.11-10⁻² | 6.35-10⁻³ | 6.03-10⁻⁴ | 5.49-10⁻⁵ | 1.59-10⁻⁵ | 5.86-10⁻⁷ | 2.96-10⁻⁸ |
| u-circle₆   | 7.83-10⁻³ | 3.51-10⁻³ | 2.41-10⁻⁴ | 1.55-10⁻⁵ | 3.45-10⁻⁶ | 8.88-10⁻⁸ | 3.17-10⁻⁹ |
| u-circle₇   | 5.54-10⁻³ | 2.02-10⁻³ | 9.82-10⁻⁵ | 4.34-10⁻⁶ | 7.43-10⁻⁷ | 1.35-10⁻⁸ | 3.40-10⁻¹⁰ |
| u-circle₈   | 3.91-10⁻³ | 1.15-10⁻³ | 4.01-10⁻⁵ | 1.21-10⁻⁶ | 1.54-10⁻⁷ | 2.00-10⁻⁹ | 3.53-10⁻¹¹ |

Table 2. Second test case: relative errors in the energy norm for $m = 1, \ldots, 6$.

| Mesh  | $h$   | $e^S_1$  | $e^S_2$  | $e^S_3$  | $e^S_4$  | $e^S_5$  | $e^S_6$  |
|-------|-------|----------|----------|----------|----------|----------|----------|
| flower₁ | 1.40-10⁻² | 5.50-10⁻² | 3.02-10⁻² | 1.07-10⁻² | 4.72-10⁻³ | 9.85-10⁻⁴ | 2.02-10⁻⁴ |
| flower₂ | 1.01-10⁻² | 3.40-10⁻² | 1.29-10⁻² | 2.95-10⁻³ | 1.20-10⁻³ | 1.33-10⁻⁴ | 2.39-10⁻⁵ |
| flower₃ | 7.26-10⁻³ | 1.94-10⁻² | 6.02-10⁻³ | 8.59-10⁻⁴ | 3.15-10⁻⁴ | 2.21-10⁻⁵ | 4.13-10⁻⁶ |
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| flower₇ | 1.87-10⁻³ | 2.65-10⁻³ | 2.02-10⁻⁴ | 7.11-10⁻⁶ | 7.86-10⁻⁷ | 1.38-10⁻⁸ | 5.60-10⁻¹⁰ |

Table 3. Third test case: relative errors in the energy norm for $m = 1, \ldots, 6$.

| Mesh   | $h$   | $e^S_1$  | $e^S_2$  | $e^S_3$  | $e^S_4$  | $e^S_5$  | $e^S_6$  |
|--------|-------|----------|----------|----------|----------|----------|----------|
| spiral₁ | 1.23-10⁻² | 2.13-10⁻¹ | 1.95-10⁻¹ | 1.95-10⁻¹ | 1.54-10⁻¹ | 1.58-10⁻¹ | 1.43-10⁻¹ |
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| spiral₆ | 2.50-10⁻³ | 1.20-10⁻² | 6.21-10⁻³ | 1.78-10⁻³ | 7.17-10⁻⁴ | 1.19-10⁻⁴ | 3.20-10⁻⁵ |
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Figure 5. First test case: logary logarithmic plot of the energy norm error $e_m^S$ for increasing polynomial order $m = 1, \ldots, 6$ and of the functions $N_{\text{DoFs}}^{-m/2}$ (dashed lines).
Figure 6. Second test case: logarithmic plot of the energy norm error $e_m^S$ for increasing polynomial order $m = 1, \ldots, 6$ and of the functions $N_{\text{DoFs}}^{-m/2}$ (dashed lines).
Figure 7. Third test case: logarithmic plot of the energy norm error $e_m^S$ for increasing polynomial order $m = 1, \ldots, 6$ and of the functions $N_{\text{DoFs}}^{-m/2}$ (dashed lines).