Designing ground states of Hopfield networks for quantum state preparation
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We present a protocol to store a polynomial number of arbitrary bit strings, encoded as spin configurations, in the approximately degenerate low-energy manifold of an all-to-all connected Ising spin glass. The iterative protocol is inspired by machine learning techniques utilizing k-local Hopfield networks trained with k-local Hebbian learning and unlearning. The trained Hamiltonian is the basis of a quantum state-preparation scheme to create quantum many-body superpositions with tunable squared amplitudes using resources available in near term experiments. We find that the number of configurations that can be stored in the ground states and thus turned into superposition scales with the k-locality of the Ising interaction.

I. INTRODUCTION

Preparation and control of quantum many-body superpositions is a cornerstone of current efforts in quantum simulation and quantum computation [1–5]. In particular, quantum algorithms such as a quantum solver for linear systems of equations [6], quantum support vector machines [7], quantum principal component analysis [8] and other quantum machine learning algorithms [9–11] rely on an input state that contains data as a quantum superposition. However, a universal device that transforms classical data into a quantum superposition requires exponential resources, and its implementation is considered one of the major challenges in quantum computing. The pioneering proposal for such a device is known as quantum random access memory (QRAM) [12, 13]. The physical implementation of a general gate-based QRAM scheme requires coherent control over exponential resources in the length of bit strings. Thus, it is a natural question, whether one can find protocols that are less general, but in turn, less hardware-intensive, which is particularly relevant for near term quantum devices [14].

Recently, a scheme based on Hamiltonian quantum state preparation has been proposed [15] to prepare a superposition of a polynomial number of bit strings with programmable squares of the amplitudes. The obtained states are phase coherent, but the individual phases are not programmed. In this scheme, it is assumed that it is possible to encode a polynomial number of bit strings as M-fold degenerate ground states of an Ising spin system. The desired quantum many body superposition is then prepared in an adiabatic-diabatic protocol which transforms a trivial product state into a superposition of the M spin configurations. The method in Ref. [15] requires a polynomial number of qubits, and the realization of a particular final Hamiltonian \( H_f \) may require all possible k-body Ising spin interactions \( k = 1, \ldots, N \).

Here, we present a variational protocol to design Ising Hamiltonians with approximately degenerate ground states composed of a polynomial number of M configurations utilizing resources available in near term experiments [i.e. pair interactions \( k = 2 \) and three-body interactions \( k = 3 \) implemented with \( O(N^k) \) qubits]. Inspired by machine learning techniques we use a k-local Hopfield network [16–18] as an ansatz to design the energy spectrum. This ansatz is then variationally optimized via an iterative k-local Hebbian relearning and unlearning protocol. The reasons for utilizing Hopfield networks as an ansatz are twofold. First, storing patterns in energy minima of an Ising spin-glass Hamiltonian strongly resembles the notion of learning patterns in Hopfield networks. Second, Hopfield networks are based on low k-local terms, which is in contrast to N-local Ising interactions needed for an exact expansion of a particular final

FIG. 1. Schematic of the ground-state design method based on Hopfield networks. (Left panel) Initially, the patterns (indicated by diamonds) are stored in a Hopfield network. Thus, patterns are located at local energy minima [dark blue (upper) curve]. Relearning of a single pattern [transition from dark blue (upper) to light blue (lower) curve] decreases the energy bandwidth \( \Delta_b \) of the stored patterns. (Right panel) Unlearning of individual low-energy bulk configurations [transition from light blue (lower) to red (upper) curve], which are typically spurious minima (indicated by crossed circles), increases the energy gap \( \Delta_b \) between stored patterns and the bulk. Iteratively applying relearning and unlearning steps results in (approximately) degenerate ground states with \( \Delta_b/\Delta_b \ll 1 \).
Hamiltonian in terms of Ising interactions. As an example consider \( H_f \) to be the projector onto the data bit strings \( |x_n\rangle = |1011100\ldots\rangle \) [19] of the form
\[
H_f = 1 - \sum_{n=1}^{M} |x_n\rangle \langle x_n| .
\] (1)

Expanding Eq. (1) in terms of individual \( \sigma_z^{(i)} \) Pauli operators results, apart from a global energy offset, in an all-to-all connected \( N \)-local Ising spin Hamiltonian of the form
\[
H_f = \sum_i J_i \sigma_z^{(i)} + \sum_{i<j} J_{ij} \sigma_z^{(i)} \sigma_z^{(j)} + \sum_{i<j<k} J_{ijk} \sigma_z^{(i)} \sigma_z^{(j)} \sigma_z^{(k)} + \ldots ,
\] (2)

where the number of necessary parameters represented by the number of matrix elements \( \{J_i, J_{ij}, J_{ijk}, \ldots\} \) scales as \( O(2^N) \).

Our protocol is illustrated in Fig. 1. The goal is to construct an energy spectrum with \( \Delta_p \), the energy bandwidth of the stored patterns, small compared to the energy gap \( \Delta_b \) which separates the stored patterns from the \( (2^N - M) \) bulk configurations. This is achieved via a two step process:

a. **Initialization as a \( k \)-local Hopfield network:** A Hopfield network is constructed as an ansatz Hamiltonian where the interactions are determined from applying the Hebbian learning rule [17] on all \( M \) configurations to be in the ground state. This guarantees that the configurations are local energy minima of the spectrum [dark blue (upper) curve in left panel of Fig. 1].

b. **Variational ground-state design:** The interaction matrix elements of the initial \( k \)-local Hopfield network are modified by applying Hebbian relearning or unlearning [20–22] steps on individual configurations. Due to the specific form of the ansatz Hamiltonian, these relearning [cf. left panel of Fig. 1: dark blue (upper) to light blue (lower) curve] and unlearning steps [cf. right panel of Fig. 1: light blue (lower) to red (upper) curve] allow one to dominantly shift individual configurations in energy down or up, respectively, without inducing major shifts in the bulk states of the all-to-all connected spin model. The second step of the protocol is iterated in a Monte Carlo fashion in order to variationally optimize the Hamiltonian towards approximate degeneracy (\( \Delta_p / \Delta_b \ll 1 \)).

We find that the approximate Hamiltonians after the variational optimization can store, at least, \( O(N^{k-1}) \) patterns with almost exact degeneracy. We demonstrate the applicability of our approximate Hamiltonian for the protocol in Ref. [15] and extend the framework and effective theory to nondegenerate ground states and to three-local target Hamiltonians.

The remainder of this paper is organized as follows. First, in Sec. II A, we give a short review of Hopfield networks including a general \( k \)-local version of the Hopfield network with \( k \)-local Hebbian learning and the resulting theoretical storage capacity. Based on this, we describe in detail our iterative Monte Carlo ground-states design protocol in Sec. II B. Furthermore, we discuss the capacity of our approach in Sec. II C. In Sec. III, we extend the framework proposed in Ref. [15] to generate programmable superpositions of many-body states by allowing for spin models with higher-order interactions where the data bit strings can also be encoded in nondegenerate low-energy states. At the end of this section we show examples of our full approach in two-dimensional (2D) and three-dimensional (3D) Lechner-Hauke-Zoller (LHZ) [23] architectures. In Sec. IV, we conclude and give an outlook on future research directions.

**II. GROUND-STATE DESIGN**

**A. \( k \)-local Hopfield network with a \( k \)-local Hebbian learning rule**

The original Hopfield network [16] is a fully connected two-local graph with \( N \) nodes (or neurons), which can be written as a spin-glass Hamiltonian of the form
\[
H_{\text{hf}} = \sum_i \theta_i \sigma_z^{(i)} + \sum_{i<j} J_{ij} \sigma_z^{(i)} \sigma_z^{(j)}.
\] (3)

This network is characterized by the interaction matrix elements \( J_{ij} \) and local field terms \( \theta_i \). The interaction matrix \( J_{ij} \) of the network is constructed by suitable learning rules. The most prominent learning rule is the Hebbian learning rule [17],

\[
J_{ij} = -\frac{1}{M} \sum_{m=1}^{M} x_i^m x_j^m,
\] (4)

where \( M \) is the number of bit strings to be stored and \( x_i^m \in \{+1,-1\} \) is the eigenvalue of \( \sigma_z^{(i)} \) of bit-string \( m \). The Hebb rule aims at storing \( M \) patterns as local minima of the energy spectrum. Configurations stored as local minima are also called stable states of a neuronal network and fulfill the stability condition,

\[
\text{sgn} \left( \sum_{j \neq i} J_{ij} x_j^m + \theta_i \right) = x_i^m, \quad \forall i.
\] (5)

Note that Eq. (5) can be interpreted as a linear threshold function for neuron \( i \). If Eq. (5) is fulfilled, the state is a local energy minimum with respect to the Hamming distance. Using these threshold functions, one can show that the maximum number of patterns a two-local Hopfield net can store as stable states of the network is at most equal to the number \( N \) of available neurons [24].

However, the storage capacity can be increased by allowing for higher-order \( k \)-local interactions [18, 25]. In general, including \( k \)-body interactions with \( k \in K \subseteq \ldots \).
FIG. 2. Typical spectra for a ground-state design of a system with \( N = 10, K = \{2, 3\} \), and \( M = 20 \) randomly chosen patterns. The minimum Hamming distance \( h \) of every configuration with respect to any stored pattern is color (symbol) coded. (a) Spectrum of the initial Hopfield network trained with all \( M \) patterns. (b) Spectrum after the iterative ground-state design protocol with \( \Delta^* = 0.05 \). The distribution of energies with respect to the Hamming distance \( h \) (dark gray: \( h = 0 \); light gray: \( h \geq 1 \)) is shown for the initial step of the protocol (c) and after the protocol (d). For this example, we used \( h = 2 \), and thus 654 configurations out of 1024 states. To achieve \( \Delta = 0.044 \), \( t_f = 1820 \) iteration steps were needed. Further parameters are \( p_{\text{prelearn}} = 2/3 \), \( p_{\text{unlearn}} = 1/3 \), \( 0 \leq \phi_k, \eta_k \leq 0.02 \), \( r = 1 \), and \( T = 1 \).

\( \{1, \ldots, N\} \), the Hamiltonian of the spin model can be written as

\[
H = \sum_{k \in K} \sum_{\chi \in I} J_{\chi} \prod_{i=1}^{k} \sigma_{2}^{i}(x_{i}),
\]

where \( I = \{ (\xi_1, \cdots, \xi_k) \} \xi_i \in \{1, \ldots, N\} \) and \( \xi_1 < \xi_2 < \cdots < \xi_k \) is the set of indices labeling particular interactions between neurons. The interaction matrix elements \( J_{\chi} \) can be obtained via the \( k \)-body Hebbian learning rule,

\[
J_{\chi} = -\frac{1}{M} \sum_{m=1}^{M} \prod_{i=1}^{k} x_{\chi_i}^{m},
\]

Including higher-order interactions increases the storage capacity of the network due to the increase of parameters available. Furthermore, higher-order correlations between patterns can be resolved, which are “invisible” for two-body interactions.

The upper bound on the information storage capacity of \( k \)-local Hopfield networks can be estimated using threshold logic arguments similar to those first developed in the context of two-local Hopfield networks [24]. The upper bound for \( M \) arbitrary patterns to be stable in a \( k \)-local Hopfield network is proportional to the number of parameters defined by the available interaction matrix elements. Thus, for a Hopfield net with single- to \( d \)-body interactions, the upper bound for the storage capacity is given by (for details see Ref. [18, 25])

\[
M \leq \sum_{i=1}^{d-1} \left( \frac{N - 1}{i} \right).
\]

This upper bound is quite general and can be refined to more detailed bounds for particular learning rules. Nevertheless, all of them have in common that the maximum storage capacity is of order \( O(N^{d-1}) \). Thus, for the experimentally realistic case of \( K = \{1, 2, 3\} \) one can store at most \( M \propto O(N^2) \) arbitrary patterns as stable states of the system. Equation (8) also reproduces the maximum storage capacity of \( M \approx 2^N \) for \( d = N \). As shown in Fig. 2(a), the learned patterns are local energy minima of the spectrum given by an example Hamiltonian Eq. (6).

In the conventional usage of classical Hopfield networks, the network is fixed after the training phase and serves as content addressable memory (CAM) [26] in the subsequent recall phase. Also, several quantum-mechanical generalizations of Hopfield networks serving
as quantum CAMs have been proposed [27–32]. We note, that compared to Ref. [27] our scheme can be implemented with a low k-body Ising-type Hamiltonian.

Here, in contrast, we want to use the variationally trained classical Hopfield network as starting point for an output mechanism, based on quantum annealing, which aims at providing a controllable quantum superposition state composed of all learned patterns. As a prerequisite for this type of “quantum recall”, the patterns need to be not just local minima but rather nearly degenerate ground states of the classical Ising spin system.

**B. Ground-state design protocol**

In this section, we present the details of our variational ground-state design method with the goal to achieve a situation in which the energy bandwidth $\Delta_p$ of the stored patterns is small compared to the energy gap $\Delta_b$ separating the patterns from the bulk states, i.e., $\Delta = \Delta_p/\Delta_b \ll 1$ (cf. Fig. 1).

As mentioned in Sec. I, our protocol consists of two major steps.

1. **Initialization as a k-local Hopfield network**

As the starting point of our protocol, $M$ bit strings of length $N$, that we want to bring into superposition, are encoded as spin configurations and stored in the $k$-body Hopfield network $H^{(0)}$ given by Eq. (6). The interaction matrix elements $J^{(0)}_\chi$ are constructed via $k$-body Hebbian learning of all $M$ patterns as described in Eq. (7). The patterns are then local minima of the spectrum [cf. Fig. 2(a)].

2. **Variational ground-state design**

The structure of the ansatz Hamiltonian (6) allows for shifting individual configurations down and up in the energy landscape by Hebbian relearning and unlearning of individual configurations without inducing major shifts in other configurations (cf. Fig. 1). Such unwanted shifts could be expected in general for all-to-all connected neurons. This observation is used in the following to variationally optimize the energy bandwidth $\Delta_p$ with respect to the energy gap $\Delta_b$ such that the learned patterns become approximately degenerate ground states of the system.

The initial interaction matrix elements are modified by either applying relearning of patterns or unlearning of bulk configurations such that $\Delta = \Delta_p/\Delta_b$ is minimized. This can be performed by either decreasing the bandwidth $\Delta_p$ or increasing the gap $\Delta_b$. In order to decrease the bandwidth $\Delta_p$ pattern $n_{\text{max}}$ with the highest energy is relearned with small prefactors $\phi_k \ll 1$ according to

$$J^{(1)}_\chi = J^{(0)}_\chi - \phi_k \sum_{i=1}^{k} x^{m(0)}_{i n_{\text{max}}}.$$  \hspace{1cm} (9)

Increasing the gap $\Delta_b$ is achieved via Hebbian unlearning of the $r$ lowest-lying bulk configurations $u_b$ with $(b = 1, \ldots, r)$ and small prefactors $\eta_k \ll 1$ as

$$J^{(1)}_\chi = J^{(0)}_\chi + \sum_{b=1}^{r} \sum_{i=1}^{k} \eta_k x^{n(0)}_{i u_b}.$$  \hspace{1cm} (10)

In both cases, the re- and unlearning strengths $\phi_k, \eta_k$ are chosen randomly for every re- and unlearning step, respectively. Relearning is applied with probability $p_{\text{relearn}}$ whereas unlearning is applied with probability $p_{\text{unlearn}} = 1 - p_{\text{relearn}}$.

After every update step, we check the value of $\Delta^{(t)} = \Delta_p^{(t)}/\Delta_b^{(t)}$, where $t$ counts the number of update steps. If $\Delta^{(t)} > \Delta^*$, where $\Delta^* \ll 1$ is a chosen termination parameter representing a desired $\Delta$, we accept the update with probability $p_A = \min(1, \exp(-\Delta F/T))$ where the “temperature” $T$ is a free optimization parameter and $\Delta F = \Delta_p^{(t)} - \Delta_p^{(0)} - (\Delta_b^{(1)} - \Delta_b^{(0)})$. The update is accepted with certainty if $\Delta F \leq 0$, which corresponds to an improvement of $\Delta^{(t)}$ towards $\Delta^*$. Otherwise the update is rejected. This is iterated until the desired $\Delta^{(t_f)} = \Delta_p^{(t_f)}/\Delta_b^{(t_f)} \leq \Delta^*$ of Hamiltonian $H^{(t_f)}$ at final update step $t_f > 1$ is reached.

In principle, the protocol described above requires the energy of all $2^N$ configurations at every update step in order to be able to decide upon our acceptance criterion. A feature of Hopfield networks trained with the Hebbian learning rule is that a configuration that is close to a learned pattern with respect to the Hamming distance is also close in energy (cf. Fig. 2). We use this observation in order to make our protocol computationally more efficient. Thus, it is sufficient for our method to utilize only a relatively small subset of configurations, which differ from any stored pattern by a small number of spin flips.

The fact that patterns close in energy are close in Hamming distance is known as the “basin of attraction” property of Hopfield networks. We note that this is another property of Hopfield networks which we use here in a new context. This computational advantage becomes more drastic for bigger system sizes. Since we aim at storing a polynomial number of patterns, the space of relevant configurations grows as $O(N^h)$, whereas the configuration space grows exponentially in $N$. The method is heuristic, which means convergence depends on the requirements on the spectrum and the details of the optimization parameters (e.g., learning rate, ...).

Figure 2 shows typical spectra before and after the iterative ground-state design protocol. Before our iteration, the patterns are local energy minima [cf. Fig. 2(a) and Fig. 2(c)], whereas after the iterative process, they are
approximate ground states of the spectrum [cf. Fig. 2(b) and Fig. 2(d)].

\[ \text{FIG. 3. Capacity (SP = 99\%) of our protocol for given parameters } \Delta^* = 0.1, h = 4, r = 1, \tilde{p}_{\text{clean}} = 2/3, \text{ and } T = 1. \text{ For every point we have randomly chosen 1000 realizations of } M \text{ distinct bit strings of length } N \text{ and tried to design the desired Hamiltonian for } K = \{1, 2\} \text{ (lower curve) and } K = \{1, 2, 3\} \text{ (upper curve). The points in the plot represent the mean of the maximum } M \text{ (for a given } N) \text{ reached with SP = 99\% for a significant number of subgroups of size 100 out of 1000 samples. The fit corresponding to the blue (lower) and green (upper) data points is given by } M(N) = 0.57N + 0.23 \text{ and } M(N) = 0.53N^2 - 5.84N + 23.02, \text{ respectively.} \]

C. Capacity of the ground-state design method

An important aspect of neuronal networks is their storage capability [33, 34]. Hence, also in our case, it is of interest how many randomly chosen distinct patterns can be stored as ground states utilizing our variational method. To this end, we define the capacity \( C \) of our protocol as the maximum number of arbitrary patterns \( M \) that can be stored as approximate ground states in a system of size \( N \) with a certain success probability (SP) and with respect to a given termination value \( \Delta^* \). Thus, \( \text{SP} = 100\% \text{ means that the ground-state design method is successful for any combination of } M \text{ distinct patterns in a system with } N \text{ spins for a particular } \Delta^*. \)

\[ \text{Figure 3 gives an estimate of the capacity } C \text{ of our protocol for } \text{SP} = 99\% \text{ and } \Delta^* = 0.1. \text{ For } K = \{1, 2\}, \text{ we find that the capacity increases linearly with the system size } C_{\{1,2\}} = O(N) \text{ [cf. blue (lower) curve in Fig. 3]. Including also three-body terms improves the capacity by a factor of } N \text{ leading to } C_{\{1,2,3\}} = O(N^2) \text{ [cf. green (upper) curve in Fig. 3]. The scalings are in good agreement with the analytical upper bound of the storage capacity of Hopfield networks discussed above [cf. Eq. (8)]. As we will see later, the chosen value } \Delta^* = 0.1 \text{ is rather strict compared to typical required values for state preparation.} \]

III. PROGRAMMABLE SUPERPOSITIONS

Now we have the tool at hand to achieve the classical encoding needed for our goal of creating programed quantum many-body superpositions via quantum annealing. In the following, we incorporate our method into the state-preparation protocol of Ref. [15] and generalize the latter both to nonperfectly degenerate ground states and higher-order interactions.

The state preparation protocol of Ref. [15] can be summarized as follows:

(i) Ground-state design: Store \( M \) classical data bit strings \( x_n \) in an all-to-all connected spin-glass Hamiltonian \( \hat{H} \) (denoted as the logical spin model) with the degenerate ground-state manifold spanned by \( |x_n\rangle \).

(ii) Reformulation as a parity-constraint model: Map \( \hat{H} \) to a lattice-gauge model according to the LHZ prescription [23]. The resulting Hamiltonian \( \hat{H} \) comprises only local terms, i.e., local fields and local three- and four-body constraints. This Hamiltonian acts on physical qubits which encode the original logical qubits. Thus, logical bit strings \( x_n \) are translated into physical bit strings \( z_n \), representing spin configurations of the lattice-gauge model.

(iii) State preparation by sweep of a transverse field: Prepare the desired superposition via sweeping a transverse field. This sweep induces controlled adiabatic transitions within the ground-state manifold. The control parameters are given by the constraint strengths of the parity-constraint model.

Reference [15] describes how steps (ii) and (iii) can be achieved, assuming that step (i) has been accomplished with a two-local spin-glass Hamiltonian \( \hat{H} \), and, in particular, that the states \( |x_n\rangle \) are perfectly degenerate ground states of \( \hat{H} \). Motivated by the ground-state design method developed in this paper, we now generalize the original protocol of Ref. [15] to finite bandwidths of the low-energy manifold and logical Hamiltonians \( \hat{H} \) that include up to three-local terms. The latter generalization does not affect the dynamical state-preparation protocol. However, it leads to an increase of the dimensionality of the LHZ architecture [23] as we will see in the following.

A. Parity-constraint model

The LHZ architecture [23] provides a way of encoding an all-to-all connected spin-glass Hamiltonian with up to three-local interactions into an experimentally feasible lattice-gauge representation consisting of only local fields \( J_i \) and local constraints \( C_p \). The corresponding Hamiltonian is of the form

\[ \hat{H} = \hat{H}_J + \hat{H}_C, \]
The physical qubits are denoted \( \hat{\sigma}_z^{(i)} \) and \( \hat{S}_p \) is the stabilizer enforcing the constraint labelled by the index \( p \) with weight \( C_p \). The stabilizers are usually of the form of three- or four-body \( \hat{\sigma}_z \) terms as described in Ref. [23, 35] and depicted in Fig. 4. \( N_p \) denotes the number of physical qubits in the LHZ architecture and reflects the number of nonzero interaction matrix elements present in the logical Hamiltonian. The number of physical qubits is a function of the \( k \)-locality, with \( N_p = \binom{N}{k} \). At least \( N_p - N + 1 \) constraints are needed in order to restrict the enlarged Hilbert space consisting of \( 2^{N_p} \) states to a low-energy subspace corresponding to the energies of the \( 2^N \) configurations of the logical system. Since increasing the \( k \)-locality of the spin glass increases the dimensionality of the LHZ architecture, we focus in the following on the experimentally realistic [36–39] scenarios of two- and three-local logical Hamiltonians.

### B. Adiabatic-diabatic state preparation

The state-preparation protocol developed in Ref. [15] relies on an adiabatic-diabatic dynamics within the LHZ encoding. The protocol can be understood as a coherent quantum annealing scheme [40] with \( M \) degenerate final ground states [41, 42]. In this protocol, one transfers the system prepared in a trivial initial state to the low-energy manifold of the problem Hamiltonian. The time-dependent Hamiltonian describing this protocol is of the form

\[
\hat{H}(t) = \delta(t)\hat{H}_0 + \epsilon(t)\hat{V},
\]

with \( \hat{H}_0 = \hat{H}_J + \hat{H}_C \) denoting the parity mode encoding of the logical Hamiltonian and \( \hat{V} \) denoting the transverse field Hamiltonian,

\[
\hat{V} = \sum_{i=1}^{N_p} \hat{\sigma}_z^{(i)},
\]

and the switching functions are given by

\[
\delta(t) = t/T, \quad \epsilon(t) = 1 - t/T.
\]

Thus, initially \( \hat{H}(0) = \hat{V} \), and in the course of the sweep \( \hat{H}(t) \) is transformed into the final Hamiltonian \( \hat{H}(T) = \hat{H}_0 \).

The evolution of the system’s quantum state during a slow sweep from the initial to the final Hamiltonian depends crucially on the properties of the ground-state manifold of the final Hamiltonian: For a single nondegenerate ground state of the final Hamiltonian, the system will follow the instantaneous ground state adiabatically; instead, if the ground-state manifold consists of \( M \) degenerate states, the sweep will induce diabatic transitions within the low-energy manifold spanned by the \( M \) lowest-lying instantaneous eigenstates \( \{|\phi_n(t)\rangle | n = 1, \ldots, M \} \) of \( \hat{H}(t) \). Nevertheless, for long sweep times \( T \), transitions out of this manifold are suppressed.

The protocol introduced in Ref. [15] utilizes the additional parameters given by the constraint strengths \( C_p \) which are introduced in the LHZ encoding to control the diabatic dynamics within the low-energy manifold, and thus circumvents the problem of unfair sampling in quantum annealing [41, 42]. More precisely, the constraints can be adjusted such that at the end of the sweep the system is in the final-state \( |\psi(T)\rangle = \sum_{n=1}^M a_n |z_n\rangle \) with desired probabilities \( |a_n|^2 = \rho_n^* \).

The separation between diabatic dynamics within the low-energy manifold and adiabaticity with respect to transitions to the manifold of excited states is facilitated given exact ground-state degeneracy at the end of the sweep. However, also when the low-energy manifold forms a band of finite width \( \Delta_p \), the separation between diabatic and adiabatic dynamics persists as long as \( \Delta_p \) is much larger than the gap \( \Delta_b \) separating the low-energy manifold from the bulk. Below, we discuss the requirements on \( \Delta_p \) and \( \Delta_b \) for a specific example.

As transitions out of the low-energy manifold are suppressed for large enough sweep times, the dynamics is well described by an effective \( \tilde{M} \)-dimensional theory by perturbatively decoupling the low-energy subspace from the high-energy subspace via a Schrieffer-Wolff (SW) transformation (details of the calculation are given in the Appendix). Within the effective theory, the optimal control parameters can be found by iteratively minimizing the cost function

\[
\Omega(\{a_n\}) = \sum_{n=1}^M (|a_n|^2 - \rho_n^*)^2,
\]

where \( |a_n|^2 = |\langle \phi_n(T)|\psi(T)\rangle|^2 \). For small system sizes, the full quantum dynamics of the sweep can be calculated exactly and there is no need to resort to an effective theory.

For degenerate ground states at the end of the sweep, the derivation of the effective Hamiltonian was discussed in Ref. [15]. The generalization to a low-energy manifold with a finite bandwidth \( \Delta_p \) is described in the Appendix.

### C. Examples

Having described the full state preparation protocol in detail, we illustrate the method by two examples with \( K = \{1, 2\} \) (single- and two-body spin glasses) and \( K = \{2, 3\} \) (two- and three-body spin glasses).

Figure 4(a) shows the LHZ architecture for a two-body interacting spin-glass Hamiltonian \( \hat{H} = \sum_{i<j} J_{ij} \hat{\sigma}_z^{(i)} \hat{\sigma}_z^{(j)} \)
with \( N = 5 \) logical spins and \( N_p = 10 \) physical qubits. In this two-dimensional parity architecture, two-body interaction terms in the logical system are represented by a single physical qubit as \( J_{ij} \sigma_z^{(i)} \sigma_z^{(j)} \rightarrow J_{ij} \tilde{\sigma}_z^{(ij)} \). Single-qubit terms can be easily realized by fixing a spin in the logical system, such that \( J_i \tilde{\sigma}_z^{(i)} = J_{00} \tilde{\sigma}_z^{(00)} \tilde{\sigma}_z^{(01)} \) with \( \tilde{\sigma}_z^{(00)} = 1 \). The necessary constraint terms of our example can be realized as local three- and four-body plaquettes [cf. shaded triangles and squares in Fig. 4(a)]

\[
\hat{H}_C^{2D} = -C_1 \tilde{\sigma}_z^{(01)} \tilde{\sigma}_z^{(02)} \tilde{\sigma}_z^{(12)} - C_2 \tilde{\sigma}_z^{(12)} \tilde{\sigma}_z^{(13)} \tilde{\sigma}_z^{(23)} - C_3 \tilde{\sigma}_z^{(13)} \tilde{\sigma}_z^{(24)} \tilde{\sigma}_z^{(34)} - C_4 \tilde{\sigma}_z^{(02)} \tilde{\sigma}_z^{(03)} \tilde{\sigma}_z^{(12)} \tilde{\sigma}_z^{(13)} - C_5 \tilde{\sigma}_z^{(13)} \tilde{\sigma}_z^{(23)} \tilde{\sigma}_z^{(34)} - C_6 \tilde{\sigma}_z^{(03)} \tilde{\sigma}_z^{(04)} \tilde{\sigma}_z^{(13)} \tilde{\sigma}_z^{(14)},
\]

(17)

with constraint strengths \( C_p > 0 \).

A logical three-body interaction \( \hat{H} = \sum_{i<j<k} J_{ijk} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} \tilde{\sigma}_z^{(k)} \) can be realized in a LHZ architecture with three spatial dimensions [cf. Fig. 4(b)]. Again, \( N = 5 \) logical spins correspond to \( N_p = 10 \) physical qubits. In this case, three-body interaction terms in the logical system are translated to a single physical qubit as \( J_{ijk} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} \tilde{\sigma}_z^{(k)} \rightarrow J_{ijk} \tilde{\sigma}_z^{(ijk)} \). Similar to the 2D case, one can realize single-qubit or two-body interaction terms by fixing one or two, respectively, logical spins. The constraint terms corresponding to our example of a two- and three-body interacting logical system (\( \tilde{\sigma}_z^{(0)} = 1 \)) are local three- and four-body plaquettes [cf. shaded triangles and squares in Fig. 4(b)]

\[
\hat{H}_C^{3D} = -C_1 \tilde{\sigma}_z^{(012)} \tilde{\sigma}_z^{(013)} \tilde{\sigma}_z^{(023)} - C_2 \tilde{\sigma}_z^{(023)} \tilde{\sigma}_z^{(024)} \tilde{\sigma}_z^{(034)} - C_3 \tilde{\sigma}_z^{(013)} \tilde{\sigma}_z^{(124)} \tilde{\sigma}_z^{(234)} - C_4 \tilde{\sigma}_z^{(013)} \tilde{\sigma}_z^{(014)} \tilde{\sigma}_z^{(023)} \tilde{\sigma}_z^{(024)} - C_5 \tilde{\sigma}_z^{(023)} \tilde{\sigma}_z^{(024)} \tilde{\sigma}_z^{(123)} \tilde{\sigma}_z^{(124)} - C_6 \tilde{\sigma}_z^{(024)} \tilde{\sigma}_z^{(034)} \tilde{\sigma}_z^{(124)} \tilde{\sigma}_z^{(134)},
\]

(18)

where \( C_p > 0 \).

In reformulating the original spin-glass Hamiltonian in terms of the parity model, we gain additional tuning knobs provided by the constraint strengths that allow one to control the quantum dynamics and thus the final amplitudes of the many-body superpositions.

In the first example, we take a logical system of size \( N = 4 \), \( K = \{1, 2\} \) and \( M = 3 \) patterns \( x_1 = 0000 \), \( x_2 = 0001 \), \( x_3 = 0011 \), and \( x_4 = 0100 \) (which correspond to the configuration indices 0, 3 and 4). The patterns are stored in the low-energy manifold of the spectrum of the logical Hamiltonian \( \hat{H} = -\sum_{i<j} J_{ij} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} - \sum_{i<j<k} J_{ijk} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} \tilde{\sigma}_z^{(k)} \) where the interaction matrix elements \( J_{12} = 1.00 \), \( J_{13} = 0.99 \), \( J_{14} = 0.99 \), \( J_{23} = -0.50 \), \( J_{34} = -0.50 \), \( J_{23} = 0.50 \), \( J_{14} = 0.50 \), \( J_{13} = 0.51 \), and \( J_{24} = -1.00 \) were obtained via our ground-state design method with \( \Delta = 0.0035 \) [cf. Fig. 5(d)]. This translates into a two-dimensional LHZ architecture with \( N_p = 10 \) physical qubits and six constraints as depicted in Fig. 4(b). The LHZ representation of the stored patterns is then \( |z_1\rangle = |0000000000\rangle \).

In the next example, we use the constraint strengths as control parameters to prepare a superposition of states \( |z_2\rangle \) with target probabilities \( p^*_2 = 1/M \). In order to find the required constraint strengths \( C_p \), we optimize the cost function Eq. (16). The maximum Hamming distance between the stored patterns is six. Hence, we derive the effective model in sixth order of perturbation theory, and we find \( C_1^{\text{eff}} = 4.76 \), \( C_2^{\text{eff}} = 5.20 \), \( C_3^{\text{eff}} = 4.93 \), \( C_4^{\text{eff}} = 3.43 \), \( C_5^{\text{eff}} = 2.72 \), \( C_6^{\text{eff}} = 2.71 \). This is in good agreement with the exact result \( C_1 = 5.05 \), \( C_2 = 4.48 \), \( C_3 = 5.57 \), \( C_4 = 3.25 \), \( C_5 = 2.12 \), \( C_6 = 2.74 \). Figure 5(b) shows the time-dependent spectrum of the Hamiltonian (13). Clearly, the low-energy part of the spectrum of the logical system is correctly reproduced by the LHZ mapping after optimizing the constraint strengths. Figure 5(c) shows the probabilities of the three lowest-lying instantaneous eigenstates of the time-dependent Hamiltonian (13) \( p_n(t) = |\langle \phi_n(t) | \psi(t) \rangle |^2 \). The exact constraint strengths generates the desired superposition of \( p^*_n = p_n(T) = 1/3 \) [cf. solid lines in Fig. 5(c)]. The results using \( C_p^{\text{eff}} \) are in good agreement with the results using the exact constraint strengths \( C_p \) [cf. dashed lines in Fig. 5(c)].

In the second example, we take a logical system of size \( N = 4 \), \( K = \{2, 3\} \) and \( M = 4 \) patterns \( x_1 = 0000 \), \( x_2 = 0001 \), \( x_3 = 0011 \), and \( x_4 = 0100 \) (which correspond to the configuration indices 0, 1, 2 and 4). The patterns are stored in the low-energy manifold of the spectrum of the logical Hamiltonian \( \hat{H} = -\sum_{i<j} J_{ij} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} - \sum_{i<j<k} J_{ijk} \tilde{\sigma}_z^{(i)} \tilde{\sigma}_z^{(j)} \tilde{\sigma}_z^{(k)} \) where the interaction matrix elements \( J_{12} = 1.00 \), \( J_{13} = 0.99 \), \( J_{14} = 0.99 \), \( J_{23} = -0.50 \), \( J_{34} = -0.50 \), \( J_{23} = 0.50 \), \( J_{14} = 0.50 \), \( J_{13} = 0.51 \), and \( J_{24} = -1.00 \) were obtained via our ground-state design method with \( \Delta = 0.0035 \) [cf. Fig. 5(d)]. This translates into a three-dimensional LHZ architecture with \( N_p = 10 \) physical qubits and six constraints as depicted in Fig. 4(b). The LHZ representation of the patterns is then \( |z_1\rangle = |0000000000\rangle \).
configuration index

\[ \Delta = 0.15 \]

| 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 |
|---|---|---|---|---|----|----|----|
| 2 | | | | | 4 | | |

\[ \Delta = 0.0035 \]

| 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 |
|---|---|---|---|---|----|----|----|
| 2 | | | | | 4 | | |

FIG. 5. Examples of full state-preparation protocol. The upper (lower) row corresponds to the case of \( K = \{1, 2\} \) \( (K = \{2, 3\}) \) logical Hamiltonians. (a) Logical spectrum obtained via the iterative ground-state design protocol with \( N = 4 \) and \( M = 3 \) for \( \Delta = 0.15 \) (nondegenerate). (b) Instantaneous energies of the physical system during the sweep described by Eq. (13). Using the effective model up to sixth order of perturbation theory, we find \( C_1^{\text{eff}} = 5.61, \ C_2^{\text{eff}} = 6.44, \ C_3^{\text{eff}} = 3.37, \ C_4^{\text{eff}} = 6.70, \ C_5^{\text{eff}} = 2.66, \ C_6^{\text{eff}} = 2.60. \) Exact optimization yields \( C_1 = 9.01, \ C_2 = 3.31, \ C_3 = 4.42, \ C_4 = 9.12, \ C_5 = 2.07, \ C_6 = 2.63. \) Figure 5(e) shows the time-dependent spectrum of the Hamiltonian (13). Clearly, the low-energy spectrum of the logical system is correctly reproduced by the LHZ mapping after optimizing the constraint strengths. Figure 5(f) shows the probabilities \( p_n(t) \) of the three lowest-lying instantaneous eigenstates of the time-dependent Hamiltonian (13). Using the exact constraint strengths generates the desired superposition with \( p_n^* = 1/4 \) [solid lines in Fig. 5(f)]. The results using \( C_p^{\text{eff}} \) are in good agreement with the results using the exact constraint strengths \( C_p \) [cf. dashed lines in Fig. 5(f)].

Again, we use in the second step the constraint strengths as tuning knobs in order to prepare a superposition of states \( |z_n\rangle \) with target probabilities \( p_n^* = 1/M \). Using the effective model up to sixth order of perturbation theory, we find \( C_1^{\text{eff}} = 5.61, \ C_2^{\text{eff}} = 6.44, \ C_3^{\text{eff}} = 3.37, \ C_4^{\text{eff}} = 6.70, \ C_5^{\text{eff}} = 2.66, \ C_6^{\text{eff}} = 2.60. \) Exact optimization yields \( C_1 = 9.01, \ C_2 = 3.31, \ C_3 = 4.42, \ C_4 = 9.12, \ C_5 = 2.07, \ C_6 = 2.63. \) Figure 5(e) shows the time-dependent spectrum of the Hamiltonian (13). Clearly, the low-energy spectrum of the logical system is correctly reproduced by the LHZ mapping after optimizing the constraint strengths. Figure 5(f) shows the probabilities \( p_n(t) \) of the three lowest-lying instantaneous eigenstates of the time-dependent Hamiltonian (13). Using the exact constraint strengths generates the desired superposition with \( p_n^* = 1/4 \) [solid lines in Fig. 5(f)]. The results using \( C_p^{\text{eff}} \) are in good agreement with the results using the exact constraint strengths \( C_p \) [cf. dashed lines in Fig. 5(f)].

Interplay between adiabatic and diabatic dynamics

In the following, we discuss the relevance of diabatic and adiabatic dynamics in our state-preparation protocol for the choice of a suitable value \( \Delta \) for successful optimization. The maximum permissible value of \( \Delta \) for successful state preparation is determined by the condition that it should be possible to induce diabatic transitions within the instantaneous low-energy manifold; on the other hand, the dynamics must be adiabatic with respect to transitions out of the instantaneous low-energy manifold. The latter requirement poses a constraint on the minimum allowed value of the gap \( \Delta_b \) between the low-energy manifold and the lowest-lying bulk state.

A measure for the adiabaticity of the dynamics with respect to transitions between instantaneous eigenstates \( |\phi_n(t)\rangle \) and \( |\phi_m(t)\rangle \) with corresponding energies \( E_n(t) \) and \( E_m(t) \), respectively, is given by \[ A_{nm}(t) = \left| \frac{\langle \phi_n(t) | \dot{H}(t) | \phi_m(t) \rangle}{|E_n(t) - E_m(t)|^2} \right|. \] (19)

To enable the transfer of populations between states \( |\phi_n(t)\rangle \) and \( |\phi_m(t)\rangle \) within the low-energy manifold, we require \( A_{nm} \gtrsim 1 \), while \( A_{nm} \ll 1 \) should be maintained at all times if one of the states belongs to the bulk of excited states.
For the example of Fig. 5(a) the parameters $A_{12}(t)$ and $A_{13}(t)$ are shown in Fig. 6(d). The peaks in these parameters are in direct correspondence with the rather short periods of transfers of population from levels $1 \rightarrow 2$ and $1 \rightarrow 3$, as can be seen in Fig. 6(a). To quantify leakage of population out of the low-energy manifold into the bulk, we consider the quantities $B_n(t) = \sum_{m>n} A_{nm}(t)$. As also shown in Fig. 6(d), $B_1(t) \ll 1$ during the entire sweep, which indicates adiabaticity of the dynamics with respect to transitions to the bulk.

The key tuning parameters to achieve the required conditions of adiabaticity and diabaticity are the width of the low-energy manifold $\Delta_p$, the bulk gap $\Delta_b$, and the total sweep time $T$. Intuitively, a small value of $\Delta_p$ enables diabatic transitions within the low-energy manifold. Increasing the value of $\Delta_p$ has to be compensated by decreasing $T$. However, this also makes unwanted transitions to the bulk more likely and thus requires an even larger value of $\Delta_b$. Finding a suitable parameter regime to carry out the state preparation thus requires $\Delta = \Delta_p/\Delta_b \ll 1$. For the present example, we found $\Delta = 0.15$ to be sufficient. Making a general prediction for the required value of $\Delta$ is difficult due the interplay with other problem-specific parameters, such as the Hamming distances between the final states within the low-energy manifold. Indeed, for a given Hopfield Hamiltonian with parameters $\Delta_p$ and $\Delta_b$, the constraint strengths $C_p$ and sweep time $T$ have to be found from an optimization as described above.

We can confirm the validity of the above intuition by attempting the same optimization task as in the example of Fig. 5(a), but for a critical value of $\Delta \approx 1$, which corresponds to an increase in $\Delta_p$ and a decrease in $\Delta_b$. If we keep the same value of the run time $T$, necessary diabatic transitions within the low energy manifold are absent [cf. 6(e)]. As a result, the optimization of the constraint strengths does not converge, and the sweep of the transverse field in the Hamiltonian (13) fails to prepare the desired superposition state [cf. Fig. 6(b)]. One can try to compensate the increase in $\Delta_p$ by decreasing $T$. However, this also leads to a nonconverging optimization [cf. Fig. 6(c)]. As shown in Fig. 6(f), the insufficient energetic separation between the low-energy subspace and the bulk enables diabatic transitions into the bulk.

IV. DISCUSSION

In the present paper, we propose a variational method based on $k$-local Hopfield networks, which allows to design the spectrum of an all-to-all connected Ising Hamiltonian such that a polynomial number of configurations...
are approximately degenerate ground states of the system. An analysis of the capacity of this approach reveals that it matches the general capacity of (nonperturbed) $k$-local Hopfield networks.

These findings allow us to complete and extend the state preparation protocol of Ref. [15], which only needs a polynomial number of qubits and can be implemented in state-of-the-art experiments, e.g., neutral atoms [36] or superconducting qubits [37–39]. In particular, we find that perfect degeneracy is not necessary for the state-preparation protocol of Ref. [15].

The full state-preparation method described here can be seen as hybrid approach utilizing a classical higher-order Hopfield network combined with a new quantum recall phase providing superpositions of stored patterns.

Possible extensions of our approach include the use of higher-order stabilizers as proposed in Ref. [35]. Also, the individual phases may be controlled utilizing phase-dependent cost functions and inhomogeneous driver Hamiltonians, which will be subject of future work.

We hope that this paper can be useful for applications in quantum machine learning, which benefit from data provided as superpositions [6–11].
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Appendix A: Effective Hamiltonian

In this section, we summarize how the effective Hamiltonian $\tilde{H}_{\text{eff}}$ (used in Sec. III C) can be obtained via SW perturbation theory. We follow the notation of Ref. [45]. The case of perfectly degenerate ground states of the logical system was discussed in Ref. [15]. Here, we generalize this approach by allowing for a nondegenerate low-energy manifold and higher-order interactions. General statements made in in Ref. [15] regarding the structure of the perturbative expansion also apply here. In the following, we focus mainly on the technical differences appearing due to nondegenerate low-energy states and higher-order interactions.

For long times $t$ with $(T - t)/T \ll 1$, the driver Hamiltonian $\tilde{V}(t) = \epsilon(t) \tilde{V}$ can be regarded as a perturbation to the Hamiltonian $\tilde{H}_0(t) = \delta(t) \tilde{H}_0$ since $\epsilon(t) \ll \delta(t)$. Thus, we can treat $\epsilon(t)$ as the expansion parameter. Defining the projector on the low-energy manifold $P = \sum_{n=1}^{M} |z_n\rangle \langle z_n|$ and the projector on the excited-state space $Q = I - P$ of $\tilde{H}_0$, the general structure of the expansion has the form

$$H_{\text{eff}}(t) = \delta(t) \tilde{H}_0 P + \epsilon(t) P \tilde{V} P + \sum_{n=2}^{\infty} \frac{\epsilon(t)^n}{\delta(t)^{n-1}} H_{\text{eff},n}, \quad (A1)$$

where the operators $H_{\text{eff},n}$ are time independent. Since the goal of the SW transformation is to bring the Hamiltonian to block-diagonal form, it is useful to introduce the following superoperators:

$$\mathcal{D}(X) = PXP + QXQ, \quad \mathcal{O}(X) = PXP + QXP. \quad (A2)$$

Every operator can be decomposed into block-diagonal and block-off-diagonal components, which results in

$$\tilde{V} = V_d + V_{od}, \quad V_d = \mathcal{D}(\tilde{V}), \quad V_{od} = \mathcal{O}(\tilde{V}). \quad (A3)$$

We define another superoperator $\mathcal{L}$ by

$$\mathcal{L}(X) = \sum_{i,j} \frac{|i \rangle \langle j| O(X)|j\rangle}{E_i - E_j} - |i\rangle \langle j| - \text{H.c.}. \quad (A4)$$

States $|i\rangle$ and the corresponding energies $E_i$ denote the (nondegenerate) eigenstates of the unperturbed Hamiltonian $\tilde{H}_0$ representing the low energy manifold, whereas $|j\rangle$ are the eigenstates representing the bulk states with energies $E_j$.

The expressions for $H_{\text{eff},n}$ for $n \leq 4$ are given by

$$H_{\text{eff},2} = \frac{1}{2} P [S_1, V_{od}] P, \quad H_{\text{eff},3} = \frac{1}{2} P [S_2, V_{od}] P,$$

$$H_{\text{eff},4} = \frac{1}{2} P [S_3, V_{od}] P - \frac{1}{24} P [S_1, [S_1, [S_1, V_{od}]]] P. \quad (A5)$$

with the operators $S_i$ defined as

$$S_1 = \mathcal{L}(V_{od}), \quad S_2 = -\mathcal{L}([V_d, S_1]), \quad S_3 = -\mathcal{L}([V_d, S_2]). \quad (A6)$$

Higher-order expressions can be obtained by following the iterative procedure described in Ref [45].
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