Simulation of many-body dynamics using Rydberg excitons
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Abstract

The recent observation of high-lying Rydberg states of excitons in semiconductors with relatively high binding energy motivates exploring their applications in quantum nonlinear optics and quantum information processing. Here, we study Rydberg excitation dynamics of a mesoscopic array of excitons to demonstrate its application in simulation of quantum many-body dynamics. We show that the $\mathbb{Z}_2$-ordered phase can be reached using physical parameters available for cuprous oxide (Cu$_2$O) by optimizing driving laser parameters such as duration, intensity, and frequency. In an example, we study the application of our proposed system to solving the maximum independent set problem based on the Rydberg blockade effect.

1. Introduction

The strong dipole transition between high-lying Rydberg states of atoms is the origin of the long-range interaction between Rydberg atoms [1, 2]. The most notable manifestation of Rydberg–Rydberg interaction is the Rydberg blockade effect where exciting one atom prevents all other atoms in a certain vicinity from being excited to the same Rydberg state [3, 4]. This feature has inspired several applications in quantum nonlinear optics [5] for development of single photon sources [6], photon–photon gates [7], and switches [8]. The application of Rydberg blockade effect has also been explored in generation of entangled states of atoms for atomic clocks [9] and for entanglement distribution in quantum repeaters [10, 11]. Progress in trapping individual atoms combined with the ability to controllably excite atoms to their Rydberg states is enabling applications in quantum simulation of quantum many-body dynamics [12, 13] and in generation of many-body entangled states [14]. Rydberg atoms in an optical lattice and the blockade effect provide the opportunity to unlock their applications in finding quantum simulation solutions for mathematical problems such as the maximum independent set (MIS) problem [15].

Bound states of electron–hole pairs (excitons) in semiconductors are governed by the Coulomb attraction and therefore demonstrate properties similar to those of hydrogen-like atoms. In semiconductors with a relatively high exciton binding energy Rydberg states of excitons can be observed. In [16], the authors observed Rydberg states of excitons in cuprous oxide (Cu$_2$O) and the effect of Rydberg blockade on the absorption spectroscopy outcome. This work sparked new interest in characterizing Rydberg excitons such as their scaling properties [17], interaction coefficients [18, 19], broadband spectroscopy [20], electro-magnetic properties [21] and temperature dependence of the optical lines [22]. With experimental progress toward micro-structures [23] and ideas on strain-induced trapping of Rydberg excitons [24] there is an increased motivation to explore applications of Rydberg excitons. In particular, Rydberg excitons in various semiconductors have the potential for applications in quantum non-linear optics [25, 26], photonic quantum information processing, and in quantum simulation [27].
Figure 1. (a) Energy band structure of yellow excitons in Cu2O (CB = conduction band and VB = valence band). (b) A diagram of the level structure for a single exciton in the case of three Rydberg levels, namely the $n = 24$, $n = 25$ and $n = 26$ states; $nS$ states are accessible through a two-photon excitation mediated by the $2P$ state (not shown here). The effective Rabi frequency experienced by different states ($\Omega_k(t)$) varies due to their different transition dipole moments. (c) Schematic diagram showing how multiple exciton sites, in a regular polygon configuration, are created by focused laser excitations at selective positions in a Cu2O micro-crystal. The blockade radius $R_b$ of one exciton is shown which encompasses its nearest neighbors. (d) The shape of Rabi frequency and detuning with time to the $n = 25$ level is shown here.

Here, we numerically simulate the many-body dynamics resulting from exciting an array of Rydberg excitons in Cu2O. Our approach enables us to find optimal experimental conditions for quantum simulation of many-body dynamics or to reach exotic quantum states. In particular, we demonstrate that driving laser intensity, frequency and focusing can be controlled to reach the $\mathbb{Z}_2$-ordered quantum many-body state [12]. In an example, we show the application of our proposed system to finding the solution to the MIS problem based on the Rydberg excitation pattern in a two-dimensional arrangement of Rydberg excitons. Our proposed implementation is inspired by the progress in the Rydberg excitation of individually trapped atoms, offers a path for realization in a solid-state system with potential for integration, and provides a platform to explore many-body quantum dynamics with Rydberg excitons.

Scheme. The schematic of cuprous oxide’s (Cu2O) band structure with bound Rydberg exciton states below the conduction band is shown in figure 1(a). These states can be addressed both through single-photon [16] and two-photon [28] transitions. We aim to address $nS$ states which can be achieved with a two-photon transition via an off-resonant coupling to the $2P$ (intermediate) state; see figure 1(b).

The lack of directionality in the Rydberg–Rydberg interaction between $nS$ states enables us to consider various geometries and to eliminate complications arising from angle-dependent interaction between $nP$ states. The excitons could be arranged in a polygon configuration (figure 1(c)) or for that matter in any arbitrary configuration. This is discussed in more detail below. In figure 1(b), we show how neighboring Rydberg states are addressed with an effective Rabi frequency (intermediate state $2P$). As shown in figure 1(c), each excitation site is driven by a focused laser and all sites are exposed to a global secondary exciting laser. Each site is used to define a qubit; $|g\rangle$ and $|r\rangle$ are the states of the qubit where $|g\rangle$ represents lack of an exciton and $|r\rangle$ an exciton in the Rydberg level.

As shown in figure 1(b), each exciton is treated as a multi-level system being addressed with an effective Rabi frequency resulting from two driving lasers. This is in particular important for Cu2O where Rydberg states have relatively small energy spacing. At each site, the lasers are focused in a tiny spot on a very thin crystal such that a small crystal volume—smaller than the Rydberg blockade volume—is illuminated prohibiting multiple excitations in one site. Figure 1(d) shows an example profile for the effective Rabi frequency and two-photon detuning pertaining to our numerical results that are discussed below.
The paper is organized as follows. After the introduction in section 1, section 2 presents the model for our quantum simulation and discusses the results for a polygon configuration of excitons. We discuss the potential practical application of our scheme to solve MIS problems in section 3. Section 4 depicts the road ahead for the implementation of our model. There a comparison is made with the atomic case with directions for future improvement, and challenges like losses and various other issues associated with implementation are discussed. We conclude in section 5 by summarizing our results.

2. Simulation

We study the many-body Rydberg excitation dynamics under the influence of population dynamics and Rydberg–Rydberg interaction. An exciton in the Rydberg level has a large dipole moment which prohibits an excitation within a certain distance, called blockade radius ($R_b$). In our scheme (see figure 1(c)), the blockade radius $R_b$ contains the neighboring exciton site but not the next nearest-neighbour site. Hence, the Rydberg blockade effect blocks the two nearest neighbors from being excited together creating the $Z_2$-ordered phase, i.e. states of the form |grygrgr ...⟩ or |grygrgr ...⟩. Similar to these $Z_2$-ordered states, our general objective states are the states with the maximum number of excitations that can occur without any additional excitations within the blockade radius of a Rydberg exciton. Our numerical treatment of the many-body dynamics aims to find the optimum pulse energy and detuning to reach these objective states with the highest probability of success. To afford numerical simulation of several multi-level systems we do not include the effect of excitation decay. To circumvent this limitation, we operate at a fast excitation regime where the total population dynamics remains faster than the expected lifetime of the Rydberg states; see below for a more detailed discussion.

The excitons are detected by applying a detection laser (de-excitation) pulse to take them to the $2P$ state and then collecting the photons emitted from the $2P$ exciton decay. Collection fibers and detectors can be placed behind every site to collect emitted photons. Low exciton detection efficiency through this approach can limit scalability of our proposal when multiple photon emissions and detections are required; see the MIS problem in the application section 3. See section 4.3 for an alternative detection scheme.

In our proposal based on Cu$_2$O, excitons in nS states, can only be excited via two-photon excitation in a ladder configuration through the intermediate $P$ states, owing to the selection rules. Off-resonant coupling to the transition that promotes an exciton to the $2P$ state provides the flexibility to operate at various wavelengths. The two-photon excitation scheme [29, 30] off-resonantly through an intermediate state (e.g. the $2P$ state) can help circumvent the underlying phonon-assisted absorption [16]. This approach is expected to enable sharp two-photon transitions with optical depth and Rydberg blockade properties comparable to that of cold atomic ensembles [29]. For the single-photon detuning of $\delta$ with respect to the $|2P\rangle$, the effective Rabi frequency representing the coupling to the $|nS\rangle$ is given by $\Omega = \Omega_1 \Omega_2 / \delta$, where $\Omega_{1,2} = (E_{1,2} - d_{Q2,2PnS}) / 2\hbar$. Here $E_{1,2}$ are electric field associated with the two excitation fields and $d_{ij}$ is the transition dipole moment for $\langle g \rangle \rightarrow |2P\rangle$ and $|2P\rangle \rightarrow |nS\rangle$ transitions. The ground state here represents a lack of exciton and the mode is determined by that of the $E_1$. For large $\delta$ (i.e. $\delta \gg \Omega_1, \Omega_2$), we can describe the two-photon transition with the effective Rabi frequency, $\Omega$. Such two-photon excitation was long used to excite nS Rydberg excitons [28] with optical and infrared lasers. A degenerate two-photon excitation with a laser at 1 eV could simplify the experimental condition. Resonant coupling to the intermediate state is also a possibility based on electromagnetically induced transparency as explored in [26, 29]—using an optical and another THz laser—to show enhanced non-linearity through Rydberg excitons in an optical cavity.

Contrary to the Rydberg atoms, in Cu$_2$O excitons, the separation between Rydberg levels is not much greater than the linewidth of these levels. The smaller ratio of line separation and linewidth is a major challenge for effective excitation of Cu$_2$O excitons to a single Rydberg level; which can be important for quantum information processing applications. While trying to excite the intended excited state (say, $n = 25$) we may inadvertently excite adjacent levels too ($n = 24, n = 26$ etc). This significantly decreases the probability of achieving the objective state(s) in the Cu$_2$O exciton system compared to the atomic system, as discussed later. Hence, this effect is needed to be included for an effective simulation of the quantum dynamics. For this purpose, we model each Cu$_2$O exciton as a four-level system, one ground and three Rydberg levels system as shown in figure 1(b). We aim to excite the $n = 25$ level. For this high lying Rydberg level ($n = 25$) the energy gaps to the adjacent Rydberg levels are relatively small, $2\pi \times 2.81$ GHz above and $2\pi \times 3.18$ GHz below [16] while the linewidth of $n = 25$ level is around $2\pi \times 0.102$ GHz.

In our model, each exciton is driven by a laser with 4th Rydberg state coupled by effective Rabi frequency $\Omega_k(t)$ and detuning $\Delta_k(t)$. The interaction potential between two excitons at $i$th and $j$th position is modeled by the principal number dependent van der Waals interaction $V_{kj} = C_k / R_{ij}^6$, where $R_{ij}$ is the distance between the two excitons and $C_k$ is the interaction coefficient corresponding to the $k$th Rydberg level.
The Hamiltonian governing such a system is given by

\[ H = \sum_{\mu} \frac{\Omega_{\mu}(t)}{2} (\sigma_{\mu}^x)^2 - \sum_{\mu_1,\mu_2} \Delta_{\mu_2}(t) n_{\mu_1}^i + \sum_{k,i,j} V_{kj} n_k^i n_j^j, \]  

where \(|\gamma_{\mu}\rangle\) and \(|\rho_{\mu}^i\rangle\) represent the lack of an exciton and an exciton in \( k \)th Rydberg level respectively at the \( \mu \)th position (site) in the arrangement. \( \sigma_{\mu}^x = |\rho_{\mu}^i\rangle \langle \gamma_{\mu} | + |\gamma_{\mu} \rangle \langle \rho_{\mu}^i |, n_{\mu}^i = |\rho_{\mu}^i\rangle \langle \rho_{\mu}^i | \), and \( V_{ij} \) is the interaction potential between excitons \( i \) and \( j \). Interactions between all exciton pairs are considered in our model irrespective of the distance between them. Although larger distance means greatly decreased interaction potential as \( V_{ij} \propto \frac{1}{R_{ij}} \), where \( R_{ij} \) is the distance between excitons \( i \) and \( j \). As it can be seen in equation (1), the interaction between different Rydberg states such as 245–25S is not included in this model. Such cross-interaction terms brings a breadth of possibilities specially in study of wave-packet dynamics in Rydberg excitons where a superposition of multiple Rydberg states of the same exciton is present [19]. Here, we minimize excitation to states other than the targeted 25S state numerically to eliminate the effect of these cross-interaction terms. However, as stated earlier we include the neighboring 24S and 26S states in our simulation all through to show that Rydberg blockade effects are achieved successfully in their presence.

Using a reference Rydberg state, the detuning with respect to the other adjacent states, \( \Delta_{\mu_1} \) and \( \Delta_{\mu_2} \), are calculated from the energy gaps [16]. Thus given \( \delta' \) as a reference level, \( R_\mu \) the Rydberg constant and \( \delta_p \) the quantum defect, \( \Delta_{\mu}(t) \) is calculated as \( \Delta_{\mu}(t) = \Delta_{\mu}(t) + \frac{\Omega_{\mu}(t)}{\pi} - \frac{\pi}{\delta_p}. \) Similarly we calculate the Rabi frequency for each Rydberg level using a set of Rabi frequencies and the relative electric dipole moments (\( \mu_{\mu'} \)), given a reference \( \Delta' \) then \( \Omega_{\mu}(t) = \sqrt{\mu_{\mu'} \Omega_{\mu'}(t)}. \) In our case the reference \( \Delta' \) is the \( \Delta = 25 \) state, for all parameters. We propose the same square pulse for all the lasers, so the Rabi frequency is constant in time and space \( (\Omega_{\mu} = \Omega) \) with \( \Omega = 2\pi \times 1.404 \text{ GHz} \), while \( \Delta(t) \) is time dependent and is iteratively optimized to maximize the probability of reaching a selected objective state(s). In particular \( \Delta(t) = at^4 + bt + c \) is selected where \( a, b, c \) are constants optimized for a small system size (such as 5) which is then used for the computation of larger site systems. This \( \Delta(t) \) is also truncated from above/below by \( \Delta_{\text{max}}, \Delta_{\text{min}} \) respectively, are selected as to minimize the excitation of neighboring states. The shape of \( \Omega(t) \) and \( \Delta(t) \) used for the simulations are shown in figure 1(d).

We choose the distance between two excitons (i.e. the nearest neighbor distance) as a fraction of the blockade radius. The blockade radius is the distance between the exciton sites such that \( V_{ij} = \Omega \), or more directly \( R_0 = \sqrt{\frac{\pi}{\delta_p}}. \) The distance was chosen to be about \( 0.958 \times R_0 = 2.72 \mu\text{m} \) [18]. By having the exciton sites separated by this distance, nearest neighbors have \( V_{kj} \gg \Omega_{\mu} \), while second nearest neighbor have \( \Omega_{\mu} >> V_{kj}. \) This effect, referred to as Rydberg blockade, blocks nearest neighbors from becoming excited. This was done with the goal of obtaining an ordered objective state(s).

Our objective state(s) refers to the state(s) with the maximum number of excitations that can occur without any nearest neighbors being excited for any arrangement of the exciton sites. Hence, in our simulation where 12 exciton sites are arranged in a regular polygon, the objective states would consist of two states—\(|\text{grgrgrgrgrgr} \rangle\) and \(|\text{grgrgrgrgrgr} \rangle\). When the sites in a polygon are excited by lasers a superposition of these states should ideally be the final state of the system with high probability. We numerically simulated this dynamics. The state probabilities are plotted over time in figure 2(a). The objective states for the 12-site polygon are the most probable states. In figure 2(a), we show the population dynamics for generation of the objective states with any of the three neighboring Rydberg states excited. As we aim to minimize Rydberg excitation in neighboring states this is relatively close to dynamics of generating the objective state with a specific Rydberg state denoted as \(|\text{grgrgrgrgrgr} \rangle\) and \(|\text{grgrgrgrgrgr} \rangle\).

The maximum probability of the objective state(s) \(|\text{grgrgrgrgrgr} \rangle\) and \(|\text{grgrgrgrgrgr} \rangle\) decreases with more excitation sites, as shown in figure 2(b). For a set of 6, 8, 10, and 12 exciton sites probabilities to achieve the objective state are 0.1214, 0.06127, 0.03082 and 0.01545, respectively. Here, it should be noted although the shape of \( \Delta(t) \) with time is optimized to get the highest probability, the same \( \Delta(t) \) profile was used for all the different exciton sites. This is to ensure scalability of our approach so that the optimization results can be applied to higher number of excitons where solving the population dynamics become intractable.

The probabilities in figure 2(b), similar to the system of individually trapped atoms (see figure 4 in reference [12]), shows a clear exponential trend. Extrapolating this trend we calculate that a polygon of 50 exciton sites would be expected to attain the objective state with a probability of around \( P = (3.30 \pm 0.07) \times 10^{-8}. \) This estimate is motivated by the experimental demonstration of the many-body ordered phase in an array of individually trapped atoms [12] and will allow us to gain perspective over our numerical results.
Figure 2. (a) Probabilities are plotted with time for the seven most probable ensemble states and the initial state with no excitons, \(|gggggggggg\rangle\) (dashed blue line), for 12 exciton sites in a polygon configuration. For 12 sites the most probable states, \(|rgrgrgrgrgrg\rangle\) and \(|grgrgrgrgrgr\rangle\), are equally likely. (b) Probabilities of achieving the objective state(s) for simulations with different number of exciton sites are shown. The scaling can be modeled with an exponential decay as shown with the blue line. (c) Correlation function \(g^{(2)}\), defined in equation (2) between two excitons at specific positions \((i\text{ and } j)\), for 12 excitons with periodic boundary conditions. Exciton sites neighboring each other, due to the blockade effect, are mostly anti-correlated. The next nearest neighbor sites are then mostly correlated.

Full quantum state tomography remains very challenging as it requires a high number of complementary measurements. An alternative and very important metric to measure the ordered objective state is by measuring the second order Rydberg–Rydberg correlation function defined as

\[
g^{(2)} = \langle n_i n_j \rangle - \langle n_i \rangle \langle n_j \rangle,
\]

where the average \((\langle \cdots \rangle)\) is taken over many repetitions. The blockade effect is apparent within figure 2(c) where a positive value implies correlation while negative value implies anti-correlation. The anti-correlation between the neighboring sites and the correlation between next-nearest neighbors shows a critical signature of the \(Z_2\)-ordered phase induced by Rydberg blockade between the nearest neighbors. We also see correlation in top-left or bottom-right corner of figure 2(c) because the arrangement here is periodic—e.g. site 1 is also the neighbor of site 12 and hence they are correlated.

Although the objective states we expect (\(|rgrgrgrgrgrg\rangle\) and \(|grgrgrgrgrgr\rangle\)—described as the \(Z_2\) order in [12]—has complete correlations, these only occurs with probability \(2 \times 0.015\) while other states with partial or no correlation also occur (figure 2(a)). As the correlation function, \(g^{(2)}\), is averaged over many runs of the simulation it dies down quickly after a few sites. This is expected and similar results occurred in trapped atom simulation experiments [12]. However, this makes \(g^{(2)}\) an interesting and accessible experimental signature as this correlation can be seen even in the presence of significant loss.

2.1. Limited lifetime of excitons and uncertainty in their position

Our approach above is based on two simplifying assumptions. First, we did not include the effect of limited lifetime of the Rydberg states of excitons in favor of gaining the ability to numerically treat a larger number of Rydberg excitons. Second, we consider a point-like positioning for the excitons. This does not include uncertainty in position of each exciton which could potentially degrade efficacy of the Rydberg blockade. In this subsection, we include these effects in our simulations to examine the validity of our assumptions in the earlier results.

In figure 3, we show results of solving the master equation numerically for a system of four excitons. Similar to part (a) in figure 2, we show the top seven most probable states with and without decay. We use the same physical parameters used in the case of 12 exciton polygon. Comparing the results with and without including the limited lifetime (decay) of the states, we can see that the ordered states (the targeted phase) remain to be the states with the most likelihood of occurring. This is re-assuring that our approach based on operating at timescales much faster than the exciton lifetime is effective.

Given the sensitivity of the Rydberg interaction with respect to Rydberg–Rydberg separation, uncertainty in the position of the Rydberg excitons could have implications for the Rydberg blockade effect. Such uncertainty could be caused by the transverse intensity profile of the excitation laser. In figure 4, we consider variations in positioning of Rydberg excitons in a 2D plane. We still use equation (1) (i.e. a point-like representation of the Rydberg exciton) and average over the outcomes for various positions with a Gaussian distribution of width \(1 \mu m\). As it can be seen in figure 4(b), variation in position of the
Rydberg exciton is on average slightly improving the efficiency of the Rydberg blockade. This is a relatively simple check to ensure our assumptions earlier in the results section are reliable. A more elaborate treatment would involve including a spatially varying wavefunction for each exciton. Such a treatment would allow one to explore coherent spatial effects on Rydberg–Rydberg dynamics.

3. Application

*MIS problem* aims to find the largest subset of nodes in a graph where no two nodes are adjacent (linked by an edge). It has been shown that solution to NP-complete problems such as the MIS problem on planar graphs can be mapped onto the ground state of a multi-body Rydberg system with proper arrangement of Rydberg atoms (or in our case excitons); see [31]. This ground state is our objective state with maximum number of Rydberg excitations such that no two excitations occur within the Rydberg blockade radius. If there are two excitations within the blockade radius the total energy goes up and it is no more the ground state. The Rydberg blockade effect combined with a proper positioning of Rydberg excitons will allow us to naturally reach a solution for the MIS problem. Finding the correct position for each Rydberg exciton is an exponentially challenging task for large graphs. Below we treat an example with a graph of ten nodes as shown in figure 5(a).
Figure 5. (a) A ten site graph with sites arranged arbitrarily in 2D to solve a MIS problem using the excitons. The blockade radius of each exciton is shown by a dotted circle around it and if the separation between two excitons is less than the blockade radius they are connected by an edge creating the graph. (b) Probabilities over time of achieving different states for the ten site graph. The probability of achieving the MIS objective states was found to be 0.01187 and 0.01124, with a total probability of 0.02311. (c) The number of occurrences for different amounts of Rydberg excitons, based off 2000 runs. The histogram is shown for expected number of detections given non-unitary detection probabilities of 0.9, 0.7, 0.5, 0.3 and 0.1.

The polygon scheme described before was a trivial MIS configuration, with the objective state easy to find theoretically. Although we observed that the probability of achieving the objective state is not very high in one repetition of the experiment—\(P = 2 \times 0.015\) for 12 sites in a polygon case—that would not eliminate our ability to find a solution as a solution is easy to check in polynomial time. Given a solution one simply needs to check if two of the excitations are within blockade radius—if not it is a ‘valid’ solution and one looks for the valid solution with maximum number of excitations. All that would be required is enough experimental runs to have a high enough confidence there is no ‘valid’ larger set of excitations.

We depict such an MIS case in figure 5. Part (a) shows the ten exciton configuration arbitrarily placed in 2D with the solid lines showing the associated planar graph. The evolution of different possible final states of the exciton ensemble are shown in figure 5(b). The objective states (which are called ‘ground states’ in [31]) with the maximum possible five excitons each, \(|rggrrgrgr\rangle\) and \(|rggrrgrrgr\rangle\), have the highest probabilities, 0.01187 and 0.01124, with a total probability of 0.02311. The number of Rydberg excitations in the final state is plotted as a histogram in figure 5(c) over 2000 runs. We see a finite number of occurrences for five excitons but six excitons also occur in small number (at detection efficiency 0.9). Creation of six excitons is an error due to the presence of other nearby Rydberg states (see, figure 1(b)). It can be easily checked that no state associated with six excitation is ‘valid’, as defined earlier. So, we conclude the five excitation states are our objective (ground) states. Figure 5(c) shows the effect of finite detection efficiencies too, as Rydberg excitation numbers are indicated in different color for different detection efficiencies. Naturally, for lower detection efficiencies we expect to detect smaller number of excitons as more excitons in the final state remain undetected. Low detection efficiency limits us in finding the objective state with maximum number of excitons; however, as it can be seen in figure 5 even for a detection efficiency of 0.7, 2000 runs (attempts) is enough to find the solution to the associated MIS problem. The objective state can be found at even lower detection efficiencies by increasing the number of runs.

4. Implementation

4.1. Comparison with atoms and improvements

In the following, a comparative analysis is drawn between Rydberg atoms and Rydberg excitons (in Cu2O) for their application as a quantum simulator. This will allow us to put our results in perspective and motivate experimental efforts based on Rydberg excitons. Significant progress in trapping individual atoms and well-known Rydberg properties and excitation strategies puts the atomic systems at a significant advantage. However, the relatively slow trapping, excitation, and detection steps (in order of milliseconds) can become a bottleneck in applications that require sampling over many outcomes. On the other hand, for the fast exciton system trapping is not required which will offer simplicity and operation time in the order of nanoseconds.

The closely placed absorption lines of Rydberg excitons (in Cu2O) prohibit effective excitation of Rydberg states resulting in low probability of success in achieving the objective state. The probabilities achieved in our Rydberg exciton simulation are much lower than what is achievable with trapped atoms
In Cu2O excitons, the radiative linewidth of \( n = 25 \) state is \( 2\pi \times 0.102 \text{ GHz} \) as compared to the \( 2\pi \times 2.81 \text{ GHz} \) line separation between \( n = 25 \) and \( n = 26 \) levels. The linewidth is further broadened due to power broadening effects. The small line-separation limits the range of \( \Omega \) that can be used. To generate the objective state one must prevent excitations into higher/lower Rydberg levels \( (n = 24, 26 \text{ in our model}) \). It is therefore desirable to have \( \Delta k > \Omega_k \) for \( k \neq 25 \). In sharp contrast, this condition is very easily satisfied in the atomic system where the atomic linewidth is millions of times smaller than the line separation. Fortunately, this large linewidth and hence the small lifetime of excitons is not without benefits, as it also allows many iterations of the experiment to be performed orders of magnitude faster than individually trapped Rydberg atoms. Operating on orders of nanoseconds instead of 100 \( \mu s \), as in the atoms. This allows one to do 100,000 s of times more repetitions in the same time, increasing the number of successful attempts in generating the objective state. This in turn increases the probability of a successful detection and hence identification of the objective state.

To compare these two different systems quantitatively we ask the following question—for how much time \( T \) must the experiment be run to achieve a particular probability (say 99\%\) of identifying the objective state of the simulation with \( n \) number of sites?

Detection probability is taken as 99\% for each atom. For the excitons we assume 90\% detection probability here combining the effect of decay loss too. This is discussed and justified in detail in section 4.2.

A single experimental run takes around 250 ms for the atoms [12] and estimated to be around 5 ns for the exciton. Assuming the above parameters, for the 50 site case, to get a 99\% chance of the correct state occurring at least once, about 1,940 billion runs need to be made for the exciton case. This can be achieved in around 9.72 s. While for the atomic case only 842 runs are needed. However, due to the larger individual run times this would take around 210 s.

A smaller time for single experimental run lowers \( T \) by a fixed factor, while a better scaling of success probability with \( n \) (data in figure 4(a) of [12] for atoms and in figure 2(b) here for excitons) enhances \( T \) slower for higher \( n \). Hence, the atomic system perform favorably for higher value of \( n \) (more number sites) while exciton system (in Cu2O) is faster for smaller \( n \) values.

It can be concluded from the above analysis that to scale to a really large number of sites, in the long term, one would actually need to improve line-separation vs linewidth ratio which differentiated the excitons from the atoms. This has been a problem in Cu2O system as other unwanted nearby states get excited which resulted in ineffective Rydberg excitation and correspondingly worse success probability scaling. In the Cu2O system, the small lifetime and the corresponding large linewidth of the Rydberg excitonic states caused this. Optical cavities could be used to enhance the coupling efficiency or to reduce the decay rate in such a system. This deserves a dedicated study to find optimal conditions for quantum nonlinear optics with Rydberg excitons. Another possible solution to this problem may be to use engineered micro structures to enhance the lifetime. Such a system has recently been experimentally demonstrated in the context of exciton condensation, in MoSe2–WSe2 double layer material where the inter-layer excitons demonstrate long lifetimes and maintain the large binding energy which is required to observe and address Rydberg states [32]. Optical addressing and lifetime measurement of excitons in such structures have recently been studied in [33] with exciton lifetime of 0.2 ms. Although such long lifetimes may not actually be needed. Possibly a lifetime close to a microsecond would be enough as that would already mean a line separation vs linewidth ratio above 1000. However, there would be complications for long lifetimes as we would need trapping to keep the excitons in one place which would otherwise move due to thermal motion, discussed in details in section 4.4. However, there is an important difference with the trapped atoms. Rydberg excitons can be trapped mechanically using strain traps [24]. Such mechanical traps can be part of fabrication or prepared with the system. This would save precious trap preparation time for each iteration of the experiment, as needed for optical traps containing Rydberg atoms.

### 4.2. Decay loss

There are two principal sources of loss in our system—decay loss and detection loss. Detection loss and ways to avoid it are presented in detail in section 4.3. The decay loss is caused by the decay of Rydberg states during the simulation. The objective state decays at a rate proportional to the number of excitons present. Thus given a fully connected ensemble in a regular polygon arrangement, the worst possible decay rate is proportional to 1/2 the size of the ensemble. For fewer Rydberg excitations, in partially connected ensembles, the effect of decay is even less. The low probability of Rydberg excitation at early part of the dynamics (see figure 2(a)) and our fast excitation timescales with respect to the lifetime allow us to reliably remove excitation decay from our numerical simulations for small number of sites. This helps to put computational resources toward treating higher number of qubits; see subsection 2.1 for our treatment of decay and position uncertainty. The objective state has a significant probability of being excited only.
starting from 0.1 ns (see figure 2(a)). As the simulation ends at 0.24 ns, considering ~1 ns lifetime of the state, an individual exciton has a maximum of 14% chance of decay during simulation. However, this is only if an exciton is already excited by 0.1 ns, i.e. when the excitation probability is just picking up (as in figure 2(a)). On average, excitons would be excited much later and hence the decay probability would also be smaller. As a crude estimation, it can be considered around half of that (~7%).

Given the size of the Hilbert space, solving the master equation for a 12-exciton site system is not possible with our numerical capabilities. To confirm our estimates we compared the results with and without decay for a four-exciton system in a polygon; see figure 3. As expected, the results support the reasoning above and show a manageable amount of reduction in the probability of success in reaching the target state.

Even then, for a large number of sites, exciton decay can no longer be neglected for theoretical simulation of the final state. However, for the practical purpose of detecting the objective state in an experiment, the exciton decay loss plays an equivalent role to the detection loss. The two losses manifest themselves differently—decay loss produces incorrect final states of simulation and detection loss inhibits the correct detection of the final state. But they both obstruct finding the objective state. With enough number of experimental runs one can find the objective state in the presence of each of the two losses. Hence, the maximum possible loss would simply be a combination of the two losses and the two losses can be treated equivalently for the purpose of finding the objective state; our prime goal in this proposal. Hence, even if we extrapolate our results for much larger number of sites (as we did for 50 sites using figure 2(b)) without considering the effect of exciton decay, we would still find the correct minimum probability of detecting the objective state(s) as long as we combine the decay loss with the corresponding detection loss.

4.3. Detection

Faithful detection of the final state is an important requirement of our scheme. In the original detection scheme, we try to detect the \(|r⟩ = |25S⟩\) state by making it decay and detecting emitted photon. However, \(|25S⟩\) state can only decay by two photon emission. Hence, as shown in figure 6(a) we transfer the \(|25S⟩\) state to \(|2P⟩\) state by a THz detection laser and detect the photon emitted from the \(|2P⟩\) state. This detection scheme completely depends on the ability to detect the one photon emitted from the \(|2P⟩\) state. Even if one reaches a very high combined collection and detection efficiency (say, around 90%) of detecting the single photon or equivalently a single Rydberg excitation, the probability of detecting the final state decreases exponentially with larger number of excitons. Moreover, the large size of Rydberg excitons (~1 \(\mu m\)) compared to their blockade radius (~2.82 \(\mu m\)) means Rydberg excitation lasers (used for simulation) must be focused to a small area in the middle of the crystal resulting in excitation in a single exciton compared to a collective excitation over multiple excitons. Hence, there would be no preferred directions to the emitted photon in contrast to collective emission. This random direction of emission, coupled with limited coupling efficiency with the collecting fiber and finite detector efficiency lowers the photon detection efficiency. One way to enhance efficiency is using an optical cavity which would result in a directional emission even from a single exciton. Cavity would also enhance the coupling strength of the relevant exciton line while not enhancing the other off-resonant lines which would suppress the off-resonant excitations. However, fabricating such a cavity would also be challenging as it needs to have a quality factor in hundreds of thousands. It should be noted—as we have stressed before—low detection efficiency does not affect \(g_{2}\) correlation function considerably as it is averaged over. High detection efficiency will become important for applications such as solving the MIS problem with tens or hundreds of nodes. It is also important to note that the high repetition rate in our proposal combined with detectors with low dark count will allows us to extend the experimental run time to converge on a solution.

To solve this problem, in the following we propose an alternate detection scheme which drastically improves the detection efficiency. Instead of directly detecting the Rydberg excitation by making it decay, here we detect the presence of the Rydberg state \(|r⟩\) indirectly, as a non-demolition detection. The scheme is based on cyclic transitions as shown in figures 6(b) and (c). Detection lasers pulses are applied at all sites to create low lying Rydberg excitons (say, \(|12P⟩\) state). We try to detect the emitted photons and the sequence is repeated.

In the absence of a Rydberg excitation (i.e. at the sites in \(|g⟩\) state) \(|12P⟩\) excitons would be created and decay by emitting photons (figure 6(c)). While in the presence of a Rydberg excitation (i.e. at the sites in \(|r⟩\) state) excitation of \(|12P⟩\) excitons will be inhibited due to the blockade effect (figure 6(b)). Such asymmetric Rydberg interaction (between two different Rydberg states) exists and has been observed between \(6P\) and \(17P\) states of \(Cu_{2}O\) excitons. This was prominently seen in figure 3(c) of [16]. We expect a similar effect between \(|25S⟩\)–\(|12P⟩\) excitons will allow us to implement our proposed detection strategy. This would result in reduced excitation probability at a site in \(|r⟩\) state compared to one in \(|g⟩\) state. Hence \(|g⟩\) and \(|r⟩\) states can be easily distinguished if a large enough number of photons can be collected. The alternate detection
scheme constitutes a non-demolition measurement of the Rydberg state. Although, it does constitute a measurement, e.g. destroying the coherence between two degenerate \( \mathbb{Z}_2 \) eigenstates. \( P \) excitons are excited resonantly here, contrary to the two-photon excitation of \( S \) excitons, resulting in a phonon-assisted background absorption. However, the background is not significant compared to the transition line. It is complicated to include the exciton–phonon interaction in calculations. Hence, we neglect the effect of the background absorption in our calculation.

The relatively small energy gap between Rydberg states and the asymmetric Rydberg–Rydberg interaction raises a question whether all possible cross-interaction terms \( \langle n'S\rangle \approx \langle n'S\rangle \) should also be included in equation (1). In this work, we minimized excitation in neighboring Rydberg states (where \( k \neq 25 \)) to eliminate the effect of such cross-interaction terms on the Rydberg population dynamics. For broadband addressing of Rydberg states and study of Rydberg exciton wavepacket dynamics, it is essential to include all potentially relevant cross-interaction terms. This novel complication introduces an opportunity to develop novel applications of Rydberg excitons in quantum information processing.

Note that the alternative detection scheme does not require a THz laser, only a yellow optical laser is needed. Also note that it is tricky to talk about \( \langle g \rangle \) state and \( \langle r \rangle \) state anymore as we are creating multiple excitons in the low lying \( p \) state. We discussed in introduction how multiple excitons can break our approximation of two level system. However, please observe that no additional \( \langle 25S \rangle \) exciton is excited due to the blockade as before. So, for simplicity we will go on with the notation by redefining \( \langle g \rangle \) and \( \langle r \rangle \) state as absence and presence of \( \langle 25S \rangle \) exciton only.

The principal advantage of the alternative detection scheme is that the number of photons collected from one site is huge as compared to maximum one in the original detection scheme. This is due to three reasons. Firstly, we perform a cyclic transition by repeatedly creating and detecting the \( \langle 12P \rangle \) excitons. This can be repeated many times within the lifetime of the \( \langle 25S \rangle \) exciton as the lifetime of \( \langle 12P \rangle \) excitons are much smaller. Secondly, as the size of \( \langle 12P \rangle \) excitons are much smaller than the \( \langle 25S \rangle \) exciton many \( \langle 12P \rangle \) excitons can be excited simultaneously which would result in detection of multiple photons each time. Thirdly, due to this ensemble excitation of \( \langle 12P \rangle \) excitons the correspondingly emitted photons would be directional enhancing the photon collection efficiency. The above discussion implies that the lowest lying exciton states—which are smallest in size and have the shortest lifetimes—seemingly provide the most benefit for the detection scheme. However, the lowest lying states also have the least asymmetric Rydberg interaction with the \( 25S \) state, rendering the scheme invalid. Due to this trade-off the \( 12P \) state is considered. Please note that we assumed exciton linewidths to be radiative here, based on current evidences [16]. Although the contribution of phonon-mediated line broadening in excitons is not completely clear, especially to the lower \( n \) values. This may adversely affect the detection efficiency.

Asymmetric Rydberg interaction was explored in [16, 19]. The interaction coefficient between \( \langle n \rangle \) and \( \langle n' \rangle \) states is \( C_{n,n'} \propto n^n n'^{n'} \) if \( n < n' \) [19]. The corresponding blockade radius for continuous wave laser is given by \( \Omega_{n,n'} = (C_{n,n'})^{1/6} \) where \( \gamma \) is the exciton radiative linewidth. Given \( \gamma \propto n^{-3} \), blockade radius is given by \( \Omega_{n,n'} \propto (n^{10} n'^{14})^{1/6} \), where we have \( n = 12 \) and \( n' = 25 \). Comparing this blockade radius with the same state \( \langle n' - n' \rangle \), with \( n' = 25 \) blockade radius we have \( \Omega_{n,n'} / \Omega_{n',n'} = (n^{10} n'^{14})^{1/6} = (n/n')^{10/6} = (12/25)^{10/6} \approx 0.3 \). Although, this scaling formula is deduced using linewidth \( \gamma \), the above formula holds for light pulses with Rabi frequency much larger than linewidth \( (\Omega \approx \gamma \approx 10 \gamma) \) too, when such

---

**Figure 6.** The two different detection schemes are shown. In the original scheme (a) Rydberg excitons in \( \langle r \rangle = \langle 25S \rangle \) state are detected directly by first transferring it to (say), \( \langle 12P \rangle \) state and then detecting the emitted photon. In the alternate scheme the presence of the \( \langle r \rangle \) state is detected indirectly, as a non-demolition detection, through many-body fluorescence detection. Detection laser pulse is applied to create shorter-lifetime and smaller-sized \( 12P \) excitons which decay by emitting photons that gets detected. The sequence is later repeated to detect a large number of photons from each site. Moreover, many \( P \) excitons are created at each site in each iteration as they are small in size compared to the \( \langle r \rangle \) exciton. Such \( P \) excitons are created if no \( \langle r \rangle \) exciton is present (b) but in presence of a \( \langle r \rangle \) exciton creation of \( P \) excitons gets hindered due to the blockade effect (c) resulting in lesser amount of photon emission. The detection protocol needs to have enough resolution to detect such reduced emission with high fidelity. See text for details.
a relation is used consistently to calculate both the blockade radius. For example, considering the earlier deduced blockade radius value—used in the simulation scheme—\( r_{bl}(25, 25) = 2.82 \mu m \), the corresponding asymmetric blockade radius is \( r_{bl}(12, 25) = 0.83 \mu m \). The corresponding Rabi frequency would be \( 2\pi \times 12.6 \) GHz. A Rabi frequency larger than the linewidth is needed as the \( |12P⟩ \) excitons must be excited within a fraction of their decay time. However, a somewhat smaller Rabi frequency value—from the one used above—can be used to gain a bit more in blockade radius, which would be advantageous to the detection scheme. The above calculation is based on a rough estimate of asymmetric Rydberg interaction coefficient \( \tilde{C}_6 \). The asymmetric interaction co-efficient, \( \tilde{C}_6 \) value \( (2\pi \times 4.14 \text{ GHz } \mu m^6) \) is found purely through \( n \) dependent scaling \cite{19}—using the 25S–25S \( \tilde{C}_6 \) value \( (2\pi \times 706.09 \text{ GHz } \mu m^6) \)—because only such an estimation was possible. Determining the exact asymmetric Rydberg interaction coefficients \( \tilde{C}_6 \) is outside the scope of the current work.

We quantify the number of emitted photons from a site in \( |g⟩ \) state to show that indeed many photons are emitted. Lifetime of \( n \)th state is proportional to \( n^3 \). So, a transition to lower \( n \) levels can be repeated many times inside the lifetime of the \( |n = 25⟩ \) state (\( \sim 9 \) times to \( n = 12 \) state). Moreover, the size of lower lying excitons are much smaller, given by spherical volumes with radius \( \langle r_n ⟩ = \frac{\alpha}{4} a_B(3n^2 - l(l + 1)) \), where Bohr radius \( a_B = 1.11 \text{ nm} \) and for \( s \) excitons \( l = 0 \) while for \( p \) exciton states \( l = 1 \). This gives a radius of \( 238.7 \text{ nm} \) for \( 12P \) states. Considering the asymmetric blockade radius of 830 nm (estimated above) and assuming we wait for two lifetimes (of \( P \) state) to let all the excitons emit, a total number of \( (830/238)^3 \times 9/2 = 192 \) photons can be emitted from the blockade volume through our detection scheme, when no Rydberg exciton is excited (i.e., for figure 6(b)). The goal of the detection scheme is to distinguish between the presence and absence of a Rydberg exciton (in \( |r⟩ = 25S⟩ \) state). In presence of the Rydberg exciton generation of excitons within the blockade volume gets inhibited. We estimated the corresponding number of photon emission that will be inhibited above. However, the total number of emitted photons would be greater as the detection beam would generate excitons outside the blockade volume too as it passes through the crystal. If we consider a cylindrical volume with radius \( \sim 1 \mu m \) and length \( 4 \mu m \) (crystal thickness) then the total enclosed volume would be about five times the blockade volume. Hence, the total number of photons emitted, in absence of an exciton in \( |r⟩ \) state, is five times or \( \sim 1000 \) photons. In presence of an exciton in the \( |r⟩ \) state, the number of emitted photons would be reduced to around 800–900 photons depending on how many excitons within the blockade volume (estimated previously to be \( \sim 190 \)) or in nearby areas are successfully blocked by the Rydberg interaction. In reality, the total number of emitted photons (estimated \( \sim 1000 \)) can be reduced further too while keeping the photon number emitted within the blockade volume by simply focusing the beam in the middle of the crystal. Then the exciton generation probability closer to the surface of the crystal reduces but the probability remains high at the middle around the blockade volume. This would be advantageous for the detection protocol as the contrast in photon numbers between presence and absence of an Rydberg exciton (in \( 25S⟩ \) state) will grow further.

We estimated the mean emitted photon number above. But to distinguish between the \( |g⟩ \) and \( |r⟩ \) states by measuring photon number, we need to know the photon number distribution too. We assume the probability to successfully detect a particular exciton by photon detection is \( P \)—i.e. combining probabilities of photon emission within the detection time window, within the spatial collection angle and successful detection. If a total \( N \) number of excitons are attempted to be detected (in time and space), their distribution is binomial resulting in mean photon detected \( \overline{\gamma} = Np \) and variance \( \sigma^2 = Np(1 - p) \). As binomial distributions are almost Gaussian for high \( N \), a \( 4\sigma \) mean separation between the two distribution (corresponding to the \( |g⟩ \) and \( |r⟩ \) ) will mean a very small overlap (less than 3\%) between them. As \( \sigma \ll \overline{\gamma} \) in our case we can assume both \( \sigma \) and \( \overline{\gamma} \) to be almost same for both distribution. A \( 4\sigma \) separation would imply, detection fidelity of 97.5\%. Assuming a photon collection probability of \( p = 0.5 \) for \( N = 1000 \), the mean number of detected photon \( \overline{\gamma} = 500 \) with \( \sigma \sim 16 \). This implies that according to the above rough estimate the detection scheme can achieve above 97% fidelity if the asymmetric blockade effect reduces detected photons by 64 and correspondingly emitted photons 128 (considering \( p = 0.5 \) detection probability). We estimated that the blockade volume will contain around 190 photons. Hence, it is conceivable that the above detection fidelity can be achievable.

We did not consider the effect of the decay of the Rydberg state on our alternative detection scheme yet. When the Rydberg state decays, the blockade effect goes away and there is no more suppression of photon emission. Hence, it seems best to detect early so that no Rydberg state decays. However, if we do not wait for long enough then there is not enough photons and we cannot distinguish as seen above. Hence, there is an optimal time to stop detection which we found out to be \( 0.5 \times \text{ decay time} \). Decreasing the detection time by half adversely affects the above estimate but not by a lot, especially given the small difference of photon number required in our scheme.
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4.4. Other implementation details

We now discuss several details of our proposal. We chose $nS$ Rydberg states because it offered two important simplifications in tracking the quantum dynamics. $nS$ states have only one angular momentum state $|n00\rangle$ and hence the product state $|n00\rangle|n00\rangle$ is the eigenstate of the non-interacting Hamiltonian [18]. Also, owing to the zero angular momentum $nS$ states does not have any angle dependence in Rydberg interaction coefficients. Hence, for a polygon configuration of sites (figure 1(c)) or even an arbitrary configuration (as explored in figure 5 for MIS problem) the Rydberg interaction and the corresponding evolution is tractable for $nS$ states (for up to 12 sites using computer systems available to us).

Although $nP$ states can be excited directly by one yellow laser and offer an experimentally simpler scenario, $nP$ states introduce considerable complications in tracking the quantum simulation. This includes angle-dependent Rydberg–Rydberg interaction and difficulty in exciting eigenstates of the Rydberg interaction Hamiltonian, which in this case are mostly entangled states [18].

For these reasons, we choose to address $nS$ states and take advantage of the additional flexibility in the geometry to apply this system to applications such as solving the MIS problem. However, the superposition states holds promise for potential non-trivial many-body quantum dynamics to be explored. In this context, many-body quantum dynamics of Rydberg exciton has recently been explored in [27].

In the proposed experiment, we intend to excite the $n = 25$ excitation with about 1 $\mu m$ radius and about 3 $\mu m$ blockade radius. Hence to prevent double excitons occurring along the crystal propagation direction the crystal needs to be rather thin, around 3–4 $\mu m$. It is a challenge to manufacture such small thickness artificial Cu$_2$O crystals, although artificial Cu$_2$O micro-crystals has recently been created [23]. Another problem with using a small thickness crystal is that it can change the energy level structure of the excitons, because it is now confined inside a potential well. Considering these issues, a little more thickness would actually probably be fine as the laser itself is focused in about 1–2 $\mu m$ length at the center of the crystal and hence weaker in intensity at the edges, resulting in larger blockade radius there.

We have calculated such energy changes considering the finite confinement potential well as perturbation. The potential barrier of the confinement well has an energy of 2.98 eV, which can be found by subtracting the Rydberg energy (of 2.17 eV) from the Cu$_2$O work function energy (of about 5.15 eV) [34]. Given the energy separation between $n = 24$ and $n = 25$ states is around 15 $\mu eV$, energy changes are prominent if the thickness is below 3.5 $\mu m$ (about 12 $\mu eV$ energy shift to $n = 25$ level for 3.5 $\mu m$ thickness) while negligible above 4 $\mu m$ (about 9 $\times$ 10$^{-4}$ $\mu eV$ for 4 $\mu m$ thickness).

There is also a possibility that the excitons could move due to thermal motion despite the very small timescales used. This would be detrimental to our proposal. However, we estimated that in the simulation duration of ~0.2 ns and at 1 K temperature, even if an exciton moves ideally, uninhibited with its average thermal velocity, it would only travel ~1 $\mu m$. Moreover, in practical systems there is scattering due to crystal imperfection which would further slow down the exciton greatly. Also, the system can be cooled to mK temperatures to constrain the exciton motion even more.

5. Conclusions

In conclusion, we simulated many-body Rydberg excitation dynamics in Cu$_2$O excitons. Despite the detrimental effect of neighboring Rydberg states, we demonstrated that $Z_2$-ordered phase can be reached and observed using correlation in detected emission. We explored the scaling of the success probability and showed that such many-body quantum states can be reached and observed for over 50 exciton sites at experimental run times two orders of magnitude shorter than the individually trapped Rydberg atoms.

Using the ability to selectively excite excitons in an arbitrary configuration, we argued MIS problems can be solved in the Rydberg exciton system. To further scale up the system, we discussed the possibility of improving exciton lifetimes by many orders of magnitude using engineered 2D micro structures. Overall these results show the potential of Cu$_2$O excitons and other attractive semiconductor systems for Rydberg excitons to be used to simulate many-body dynamics with applications extending to complex optimization problems.
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