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Abstract—We study the problem of identifying the parameters of a linear system from its response to multiple unknown waveforms. We assume that the system response is a scaled superposition of time-delayed and frequency-shifted versions of the unknown waveforms. Such kind of problem is severely ill-posed and does not yield a unique solution without introducing further constraints. To fully characterize the system, we assume that the unknown waveforms lie in a common known low-dimensional subspace that satisfies certain properties. Then, we develop a blind two-dimensional (2D) super-resolution framework that applies to a large number of applications. In this framework, we show that under a minimum separation between the time-frequency shifts, all the unknowns that characterize the system can be recovered precisely and with high probability provided that a lower bound on the number of the observed samples is satisfied. The proposed framework is based on a 2D atomic norm minimization problem, which is shown to be reformulated and solved via semidefinite programming. Simulation results that confirm the theoretical findings of the paper are provided.
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I. INTRODUCTION

A. Background

Throughout the years, researchers have paid close attention to acquire various ways of breaking the physical limits in sensing systems with the aim of enhancing their resolution. Generally speaking, super-resolution techniques are those mechanisms that address the problem of recovering high-resolution information from coarse-scale data. Interests in such field come from the fact that those techniques afford colossal resolution information from coarse-scale data. Interests in such applications, the goal is to estimate the unknown shifts and velocities (i.e., $\tau_j$ and $f_j$) of multiple targets relative to the radar. Furthermore, the exact formulation also appears in the problem of underwater acoustics localization, as shown in [7]. Moreover, the work in [8] applies the formulation in (1) to the problem of blind super-resolution of a 2D point source in microscopy, whereas in [9], [10] is applied to formulate the problem of target detection using blind channel equalization.

In such applications, the goal is to estimate the unknown shifts ($\tau_j, f_j$) as well as the coefficients $c_j$ from the observed signal $y(t)$, with $s_j(t)$ being the unknown point-spread functions (PSFs) of the system. Such functions are unknown for multiple reasons, such as the inaccuracy in the lens focus, due to the camera movement, or because they are space/time-varying functions. As another example, the model in (1) appears in the problem of blind calibration of uniform linear arrays where the goal is to calibrate the antennas’ gains blindly, as shown in [12].

B. Related Work

The recent approach for super-resolution is based on the convex framework to recover a set of data. The work shows that we can retrieve a set of frequencies, in the noiseless scenario, provided that a certain separation exits between them. Candès and Fernandez-Granda in [13] apply the framework in [12] to super-resolve a number of locations in the continuous domain $[0, 1]$ from equally spaced consecutive samples. Their work is groundbreaking, and abundant literature soon followed after for various settings. The result in [14] shows that we can recover, with infinite precision, the exact locations of multiple points by solving a convex total-variation (TV) norm minimization problem, which can be reformulated and

$$y(t) = \sum_{j=1}^{R} c_j s_j(t - \tau_j) e^{i2\pi f_j t}, \quad (1)$$

Here, the unknown scaling factor $c_j \in \mathbb{C}$ has an amplitude $|c_j| > 0$ and phase $[0, 2\pi)$ while the pair $(\tau_j, f_j)$ represents the unknown continuous time-frequency shift. Finally, we assume that both $R$ and $\{s_j(t)\}_{j=1}^{R}$ are unknown. Thus, our question is given the received signal $y(t)$ can we retrieve precisely the unknown quintuple $(R, c_j, \tau_j, f_j, s_j(t))$. The formulation in (1) arises in various signal and image processing and communication applications. In passive indoor source localization, as [6] shows, the transmitted waveforms $s_j(t)$ by the $R$ unknown moving objects are unknown. The locations of such objects are obtained by estimating $\tau_j$ and $f_j$, which refer to the time delay and Doppler shift, respectively.

Following that, we integrate this information with the base station location to obtain the locations of the objects in a certain continuous domain and are not constrained to be on a grid. The same also applies to the problem of parameter estimation in passive radar imaging, where the goal is to estimate distances (i.e., $\tau_j$) and velocities (i.e., $f_j$) of multiple targets relative to the radar. Furthermore, the exact formulation also appears in the problem of underwater acoustics localization, as shown in [7].
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solved via semidefinite programming (SDP). The work guarantees this exact recovery provided that a minimum separation between the points is satisfied. Related convex framework has been developed to recover unknown frequencies from noisy models in [15]. On the other hand, the work in [16] studies super-resolving a set of frequencies in $[0, 1]$ from a randomly selected set of samples using the atomic norm. The work concludes that by randomly selecting a subset of the observed samples, that exact recovery of the frequencies is assured with high probability provided that they are well-separated. This work is extended in [17] for off-grid line spectrum denoising and estimation from multiple spectacularly-sparse signals.

With all previous work being based on 1D super-resolution, some other work is also performed on multidimensional (MD) super-resolution. For instance, [18] studies super-resolving time-frequency shifts simultaneously in radar applications where the recovery problem is formulated as a 2D line spectrum estimation problem using the atomic norm. The received signal is modeled as a superposition of delayed and frequency-shifted versions of a single transmitted signal. Thus, it has the same formulation as in (1); however, as we will discuss later, the single transmitted waveform in [18] is known with its samples being Gaussian. An SDP relaxation for the dual is then obtained using the results in [19], [20]. The exact recovery of the shifts is shown to exist, given that their number is linear with a log-factor in the observed samples’ number.

Furthermore, the work in [21] extends [18] to MIMO radars upon applying the same settings in [18]. The authors in [22] study super-resolving ensemble of Diracs on a sphere from their low-resolution measurements. The problem is formulated as a 2D atomic norm minimization and then solved using the results in [19], [20]. On the other hand, the work in [23] provides a 2D atomic norm super-resolution framework to estimate a set of 2D frequencies from a random subset of samples gathered from a mixture of 2D sinusoids. The work shows that all the unknown frequencies can be recovered under a minimum separation condition upon solving an atomic norm minimization problem. In contrast to our general framework, the recovery problem in [23] is simplified by addressing the case where the observed data is assumed to be represented using two 2D square matrices. Finally, [24] addresses the MD super-resolution with compressive measurements where an exact reformulation for the atomic norm recovery problem is obtained and solved using a proposed Vandermonde decomposition. We point out that all the above-mentioned theories address the non-blind case where the waveforms/PSFs are known.

From another point of view, much work tackled the problem of blind deconvolution [25], where an unknown sparse signal is assumed to be convolved with an unknown PSF. In general, blind deconvolution is an ill-posed problem that does not yield a unique solution without imposing further constraints [26]. A survey on multichannel blind deconvolution methods in communications is provided in [27], while a review about classical blind deconvolution methods is given in [10].

The authors in [28] develop an algorithm to blindly deconvolve two signals lying in known low-dimensional subspaces. The deconvolution problem is transformed into a low-rank matrix recovery problem by using the so-called lifting trick and then solved. This result is extended in [29] by allowing one of the two signals to be sparse in a known dictionary and in [30] by assuming that both signals are sparse in a known dictionary. It should be noted that these works apply the $\ell_1$ norm minimization, which is different from ours, as we will discuss later. Finally, a convex optimization framework for estimating a single PSF and a spike signal is introduced in [31], where the PSF is assumed to lie in a known low-dimensional subspace. The work shows that recovering the spike signal is assured under mild randomness assumptions on the subspace and a separation condition on the spike signal.

The authors in [32] study the problem of estimating the parameters of complex exponentials from their modulations with unknown waveforms. To convert the ill-posed recovery problem into a well-posed one, the waveforms are assumed to lie in a known low-dimensional subspace. Then, an atomic norm convex framework is formulated to super-resolve the points and to recover the waveforms. The atomic norm minimization problem is reformulated and then solved efficiently via SDP. The work shows that when the number of the measurements is proportional to the degrees of freedom in the problem, the 1D blind super-resolution recovery problem provides exact recovery for the unknowns with high probability given that a minimum separation between the points exist.

C. Contributions with Connections to Prior Art

The contributions of this paper are as follows. First, we propose a general mathematical framework for blind 2D super-resolution that applies to a large number of applications. The blindness of this framework comes from the fact that the waveforms $\{s_j(t)\}_{j=1}^R$ are unknown while the “2D super-resolution” term is because we are super-resolving two continuous unknowns ($\tilde{\tau}_j$ and $\tilde{f}_j$) simultaneously. The superiority of this framework, as we will discuss later, is that most of the recent approaches in super-resolution can be shown as a special case of it. Since the recovery problem is severely ill-posed, and inspired by [28], [31], [32], we assume that the unknown waveforms live in a common known low-dimensional subspace that satisfies certain conditions. Second, we show that with high probability, the unknown quintuple $(R, c_j, \tilde{\tau}_j, \tilde{f}_j, s_j(t))$ in (1) can be recovered precisely from the samples of $y(t)$ upon using the atomic norm. The recovery problem is formulated as an atomic norm minimization problem and then reformulated and solved via SDP. The exact recovery of all the unknowns is guaranteed provided that the number of the observed samples satisfies certain lower bound, which is found to be of the same order as the number of unknowns. This bound is derived using random kernels under a minimum separation condition between the time-frequency shifts.

The work in this paper is inspired by the recent work in [18], [31], [32]. The model in [18] has the same formulation in (1); however, as opposed to what we have, [18] assumes a single known transmitted waveform. Furthermore, the samples of this waveform are assumed to be independent and identically distributed (i.i.d.) from a Gaussian distribution of zero-mean and a known variance. Moreover, the pioneering work in [32]...
can be viewed as a special case of our framework based on \([1]\). That can be upon assuming that either \(s_j(t)\) or \(\tilde{\tau}_j\) is known. Considering \(s_j(t - \tilde{\tau}_j)\) as a single unknown makes the approach in \([32]\) fail to resolve the ambiguity between \(s_j(t)\) and \(\tilde{\tau}_j\) in its final solution. The fact that \(s_j(t - \tilde{\tau}_j)\) has to be considered as two unknowns converts the super-resolution problem in \([32]\) from being a 1D estimation problem to a 2D one and makes most of the proof techniques and the performance guarantee conditions in \([32]\) invalid. Finally, \([31]\) is a special case of \([32]\) by assuming identical waveforms.

From a technical perspective, our proposed framework comes with significant mathematical differences and additional contributions to existing work in the literature. For example, to prove the existence of the solution of the 1D super-resolution problem in \([32]\), a 1D polynomial is formulated using shifted versions of a single kernel. Such formulation fails to be generalized beyond the 1D case. That comes from the fact that, for example, in our case, our 2D trigonometric vector polynomial has to satisfy multiple constraints that a single kernel cannot cover to represent them. As a result, we introduce using multiple kernel matrices. The formulation of those kernels is based on using probabilistic approaches and some matrix theories and is not merely based on solving a weighted least energy minimization problem as in \([32]\). Such formulation is obtained in a way that should guarantee the existence of the solution to our super-resolution recovery problem, as we will show in Section \([\text{VI}]\). In addition to that, our newly developed proof techniques also allow us to impose less restricted assumptions on the low-dimensional subspace those in \([31]\), \([32]\), as we will discuss in Section \([\text{III}]\). On the other hand, the non-blindness and the Gaussianity assumption imposed on the transmitted signal in \([18]\) simplify the scalar polynomial formulation used to guarantee the existence of the super-resolution recovery problem solution and make most of their proof methodologies inapplicable for our case. Compared to that, our new proof methodology does not impose any assumption on the signal distribution.

D. Paper Organization

In Section \([\text{II}]\), we discuss the system model, and we formulate our blind 2D super-resolution recovery problem. In Section \([\text{III}]\), we present the main theorem of the paper, which provides sufficient conditions for the exact recovery of the unknowns, and we discuss its associated assumptions. In Section \([\text{IV}]\), we study the dual formulation of our recovery problem, and we propose an SDP relaxation for it. Moreover, we show how the unknowns can be retrieved from the solution of the dual. Section \([\text{V}]\) is dedicated to validate the performance of our framework using extensive simulations. In Section \([\text{VI}]\), we provide the proof of the theorem in Section \([\text{III}]\). Concluding remarks and future work directions are given in Section \([\text{VII}]\).

E. Notations

Boldface lower-case symbols are used for column vectors (i.e., \(s\)) and upper-case for matrices (i.e., \(S\)). \([s]\) denotes the \(i\)-th element of \(s\) while \([S]\) indicates the element in the \((i,j)\) entry. \((\cdot)^T\), \((\cdot)^H\), \(\text{Tr}\) \((\cdot)\), and \(\det(\cdot)\) denote the transpose, the Hermitian, the trace, and the determinant, respectively. The notation \(I_M\) denotes the \(M \times M\) identity matrix while \(0\) refers to the zero matrix/vector. \(S \succeq 0\) signifies that \(S\) is a positive semidefinite (PSD) matrix. When we use a two-dimensional index for vectors or matrices such as \([s]_{(k,l)}\), \(k, l = -N, \ldots, N\), we mean that \(s = [s_{(-N,-N)}, s_{(-N,-N+1)}, \ldots, s_{(-N,N)}, \ldots, s_{(N,N)}]^T\). Moreover, we refer to the Kronecker product by \(\otimes\). The notation \(\|\cdot\|_2\) designates the spectral norm for matrices and the Euclidean norm for vectors while \(\|\cdot\|_p\) is for Frobenius norm. The infinity norm is denoted by \(\|\cdot\|_{\infty}\). \(\text{diag}(s)\) represents a diagonal matrix whose diagonal entries are the elements of \(s\). \((\cdot, \cdot)\) stands for the inner product whilst \((\cdot, \cdot)_{\mathbb{R}}\) denotes the real inner product. The notation \(\Re(\cdot)\) stands for the real part of a scalar or a vector with the real parts of the entries of a vector. \(\mathbb{E}[\cdot]\) denotes the expectation operator while \(\text{Pr}[\cdot]\) indicates the probability of an event. The set of real numbers is denoted by \(\mathbb{R}\) while that of the complex numbers is denoted by \(\mathbb{C}\). For a given set \(S\), \(|S|\) is the cardinality of the set, i.e., the number of the elements. Finally, \(C, C_1, C^*, C_1^*, \bar{C}, \tilde{C}, \ldots\) are used to denote fixed universal constants.

II. System Model and Recovery Problem Formulation

In this section, we discuss our system model and its associated underlying assumptions. Then, we formulate our super-resolution problem using the atomic norm framework.

Our ambition in this paper is to fully characterize \([1]\) by retrieving \((R, c_j, \tilde{\tau}_j, \tilde{f}_j, s_j(t))\) using the observed signal \(y(t)\) over a certain period of time. For that, it is important to first address the principal assumptions on \(s_j(t)\) and \(y(t)\).

To start with, we assume that \((s_j(t))_{t=1}^R\) are band-limited periodic signals with a bandwidth of \(W\) and a period of \(T\) and that \(y(t)\) is observed over an interval of length \(T\). Such assumptions are quite common in many applications such as wireless communication, array processing, and radar imaging. Based on that, we can assume that the time-frequency shifts \((\tilde{\tau}_j, \tilde{f}_j)\) lie in the domain \([-T/2, T/2], [-W/2, W/2]\).

Now, based on the \(2WT\)-Theorem, we can fully characterize \(y(t)\) by sampling it at a rate of \(1/W\) samples-per-second to gather a total of \(L := WT\) samples. For simplicity, we assume that \(L\) is an odd number. By sampling \([1]\) at a rate of \(1/W\), then applying the discrete Fourier transform (DFT) and the inverse DFT (IDFT) to \([1]\), we can easily show that the sampled version of \(y(t)\), i.e., \(y(p/W)\) can be written as

\[
y(p):= y(p/W) = \frac{1}{L} \sum_{j=1}^{R} c_j \left( \sum_{k=-N}^{N} \left( \sum_{l=-N}^{N} s_j(l) e^{-j2\pi kl/W} \right) e^{-j2\pi \tau j k/W} \right) e^{j2\pi f p/W},
\]

\[
p = -N, \ldots, N, \quad N := \frac{L-1}{2},
\]

where we set \(\tau j := \tilde{\tau}_j / W\) and \(f j := f_j / W\). Note that the samples \(s_j(l)\) are now \(L\) periodic and that based on \(\tau j\) and \(f j\), we have \((\tau j, f j) \in [-1/2, 1/2]^2\). Due to the periodicity property, we can assume without loss of generality that \((\tau j, f j) \in [0, 1]^2\).

In this paper, we refer to \((\tau j, f j)\) by delay-Doppler shift pair.
Before proceeding, we provide a delightful connection between \( (2) \) and compressed sensing theory. As opposed to what in \( (2) \), assume that \( s_j (l) \) are known. Then, if \( (\tau_j, f_j) \) are lying on a set of grid points defined by \( \{ \frac{k}{L} \} \), recovering \( (\tau_j, f_j) \) becomes a sparse recovery problem which can be solved using compressed sensing algorithms. Nonetheless, in our problem, and even if \( s_j (l) \) are known, there will be gridding error as \( (\tau_j, f_j) \) could lie anywhere in \([0,1]^2\). Moreover, fine discretization leads to dictionaries with highly correlated columns which collides with compressed sensing theories. Now, given that \( s_j (l) \) are unknown and that \( (\tau_j, f_j) \) could lie anywhere, compressed sensing algorithms cannot be applied.

Going back to \( (2) \), we see that the number of the unknowns is \( RL + 3R + 1 \), i.e., \( O (RL) \) which is much greater than the number of samples \( L \). Hence, our recovery problem is severely ill-posed and cannot be solved without structural assumption on \( s_j := [s_j (-N), \ldots, s_j (N)]^T \). Inspired by \([28],[31],[32]\), we assume that \( \{s_j\}_{j=1}^R \) belong to a common known low-dimensional subspace spanned by the columns of a known matrix \( D \in \mathbb{C}^{L \times K} \) such that \( D = [d_{-N}, \ldots, d_N]^H \in \mathbb{C}^{L \times K}, \ d_l \in \mathbb{C}^{K \times 1} \). (3)

Here, the unknown orientation vectors \( h_j, j = 1, \ldots, R \) are to be estimated and are assumed, without loss of generality, to satisfy \( ||h_j||_2 = 1 \). Thus, recovering \( h_j \) is equivalent to estimating \( s_j \). Based on the above discussion, the number of degrees of freedom in the problem reduces to \( O (RK) \) which can be less than \( L \) when \( R, K \ll L \).

As mentioned above, the random subspace assumption is a core condition in many blind super-resolution-related frameworks, e.g., \([28],[31],[32]\). The work in \([28]\) shows that this assumption exists in applications such as image deblurring and in the framework of channel coding for transmitting a message over an unknown multipath channel. Moreover, \([32]\) illustrates that the random subspace assumption appears in super-resolution imaging. Finally, in multi-user communication systems \([33]\), transmitters may send out a random signal for security and privacy reasons. In such a case, the transmitted signal can be represented in a known low-dimensional random subspace.

Substituting \( s_j (l) = d_l^H h_j \) in \( (2) \) and manipulating we get

\[
y(p) = \sum_{j=1}^{R} c_j \frac{1}{L} \sum_{k,l=-N}^{N} d_l^H h_j e^{\frac{2\pi i k}{L} p - \frac{2\pi i l}{L} \tau_j}.
\] (4)

Now, we consider writing \( (4) \) in matrix-vector form. Starting from the definition of the Dirichlet kernel

\[
D_N (t) := \frac{1}{L} \sum_{r=-N}^{N} e^{2\pi i tr/N}.
\] (5)

we can rewrite \( (4) \) as

\[
y(p) = \sum_{j=1}^{R} c_j \sum_{k,l=-N}^{N} D_N \left( \frac{k}{L} - f_j \right) D_N \left( \frac{l}{L} - \tau_j \right) \times d_{[p-l]}^H h_j e^{\frac{2\pi i k}{L} p}.
\] (6)

The proof of the equivalence between \( (3) \) and \( (6) \) is given in Appendix A. Now, let us define for convenience the vector \( r := [\tau, f]^T \) and the atoms \( a(r_j) \in \mathbb{C}^{L \times 1} \) such that

\[
[a(r_j)]_{[k,l]} = D_N \left( \frac{l}{L} - \tau_j \right) D_N \left( \frac{k}{L} - f_j \right),
\] (7)

where \( k, l = -N, \ldots, N \). Moreover, consider the matrices \( D_p \in \mathbb{C}^{L \times K}, \ p = -N, \ldots, N \) such that

\[
[D_p]_{[k,l]} = e^{\frac{2\pi i kp}{L}} d_{[p-l]}^H, \ k, l = -N, \ldots, N.
\] (8)

Based on \( (7) \) and \( (8) \) we can rewrite \( (6) \) as

\[
y(p) = \sum_{j=1}^{R} c_j a(r_j)^H \tilde{D}_p h_j = \text{Tr} \left( \tilde{D}_p \sum_{j=1}^{R} c_j h_j a(r_j)^H \right)
\]

\[
= \sum_{j=1}^{R} c_j h_j a(r_j)^H \tilde{D}_p^H = \langle U, \tilde{D}_p^H \rangle := \langle \mathcal{X}(U) \rangle_p,
\] (9)

where \( p = -N, \ldots, N, \ U := \sum_{j=1}^{R} c_j h_j a(r_j)^H \), whereas the linear operator \( \mathcal{X} : \mathbb{C}^{K \times L} \rightarrow \mathbb{C}^L \) is defined as

\[
|\mathcal{X}(U)|_p = \text{Tr} (\tilde{D}_p U), \ p = -N, \ldots, N.
\] (10)

Using \( (10) \) we can relate \( U \) to \( y := [y(-N), \ldots, y(N)]^T \) by

\[
y = \mathcal{X}(U).
\] (11)

In practice, \( R \) is very small compared to \( L \), thus, \( U \) is a sparse linear combination of different versions of \( a(r_j) \) in the set \( \mathcal{A} = \{ h a(r)^H : r \in [0,1]^2, ||h||_2 = 1, h \in \mathbb{C}^{K \times 1} \} \). By estimating \( U \), we can recover all the unknowns. To promote this sparsity when we estimate \( U \), we apply the atomic norm given in \( (13) \). The atomic norm is defined by

\[
||U||_A = \inf \{ t > 0 : U \in t \text{ conv } (\mathcal{A}) \}
\]

\[
= \inf_{c_j \in \mathbb{C}, r_j \in [0,1]^2, ||h||_2 = 1} \left\{ \sum_{j} |c_j| : U = \sum_{j} c_j h_j a(r_j)^H \right\},
\]

where \( \text{conv } (\mathcal{A}) \) denotes the convex hull of \( \mathcal{A} \). Now, we can formulate our blind 2D super-resolution recovery problem as

\[\mathcal{P}_1: \text{minimize } ||\tilde{U}||_A \]

subject to \( y(p) = \langle \tilde{U}, \tilde{D}_p^H \rangle, \ p = -N, \ldots, N. \) (12)

The problem in \( (12) \) can be used to recover precisely \( R \) as well as \( (\tau_j, f_j) \) \forall j. This process will be followed by recovering the unknown waveforms and \( \{c_j\}_{j=1}^R \). Looking at \( (12) \) we can see that recovering the unknowns is achieved by seeking \( \tilde{U} \) with a minimal atomic norm that satisfies the observation constraints.

We remark that finding a solution for \( (12) \) is intimidating as it includes taking the infimum over infinitely many variables. In Section IV, we discuss how to solve \( (12) \) using its dual. Before that, we provide in Section III the sufficient conditions under which \( U \) is guaranteed to be the unique solution to \( (12) \).

### III. Recovery Conditions and Main Result

In this section, we provide our main theorem, which provides sufficient conditions under which \( (12) \) recovers \( U \). We start first by giving the main assumptions of this theorem.
A. Main Assumptions

Assumption 1. The columns of \( D^H \), i.e., \( d_l \), are independent and drawn from any distribution. Moreover, the entries of \( d_l \) are independent with independent real and imaginary parts and

\[
\mathbb{E}[d_l] = 0, \quad l = -N, \ldots, N \quad (13)
\]

\[
\mathbb{E}[d_l d_l^H] = I_K, \quad l = -N, \ldots, N. \quad (14)
\]

Assumption 2. (Concentration property) We assume that the rows of \( D^H \) refer to its column form by \( \tilde{d}_l \in \mathbb{C}^{L \times 1} \) where \( i = 1, \ldots, K \), are \( K \)-concentrated with \( K \geq 1 \). That is, there exist two constants \( C_1 \) and \( C_2 \) such that for any 1-Lipschitz function \( \varphi: \mathbb{C}^K \rightarrow \mathbb{R} \) and any \( \tau_R > 0 \), it holds

\[
\Pr \left[ |\varphi(\tilde{d}_l) - \mathbb{E}[\varphi(\tilde{d}_l)]| \geq \tau_R \right] \leq C_1 \exp \left( -\frac{C_2^2 \tau_R^2}{K^2} \right). \quad (15)
\]

Assumption 3. The entries of \( h_j \) are i.i.d. that are drawn from a uniform distribution with \( ||h_j||_2 = 1 \).

Assumption 4. (Minimum separation) We assume that the \( \varphi \) of \( s_j \) is a 1-concentrated vector, whereas if each element \( \varphi \) of \( s_j \) is expected to be enough (see \([14, Section 1.3]\)). We assume that the randomness assumptions on \( d_l \) and \( h_j \), as given by Assumptions \([1,3]\), do not appear to be crucial in practice and are doubtful to be artifacts for our proofs. Looking from a different perspective, and based on \([10]\), the random subspace assumption on \( D \) can be viewed as a way to obtain random measurement results from \( U \). Generally speaking, random measurements are crucial in the derivation of theoretical and empirical results \([36]\). The elimination of such a condition is left for the future extension of this work. Ideas on that can be based on modifying our proposed proof methodology or introducing a different technique based on the dual analysis of the atomic norm.

Finally, we point out that the separation between the shifts is essential for a precise and stable recovery. The existence of a certain separation between the shifts has appeared in all existing super-resolution theories, e.g., \([14, 16, 18]\). This follows from the fact that the recovery problem becomes very ill-conditioned when the shifts are close to each other \([14]\). Nevertheless, we stress that \([16]\) is not a necessary condition, and a smaller separation (with a constant less than 2.38) is expected to be enough (see \([14, Section 1.3]\)) . We leave tackling this issue for the future work.

C. Performance Guarantee Theorem

We are now ready to provide our main theorem as follows:

Theorem 1. Let \( y(p) \in \mathbb{C} \) be as in \([4]\) with \( p = -N, \ldots, N \) and \( N \geq 512 \). Additionally, assume that \( \{s_j\}_{j=1}^R \) can be written as \( s_j = D h_j \), \( D \in \mathbb{C}^{L \times K} \) where \( D \) satisfies Assumptions \([7,2]\) while \( h_j \) is satisfying Assumption \([3]\). Moreover, let \( r_j = [\tau_j, f_j]^T \) and define the set \( \mathcal{R} := \{r_1, \ldots, r_R\} \), where the elements of \( \mathcal{R} \) are assumed to satisfy Assumption \([4]\). Then, there exist two numerical constants \( C_1^* \) and \( C_2^* \) such that when

\[
L \geq C_1^* R K \log^2 \left( \frac{C_2^* R K^2 L^2}{\delta} \right) \quad (17)
\]

is satisfied with \( \delta > 0 \), \( U = \sum_{j=1}^R c_j h_j a(r_j)^H \) is the optimal minimizer of \( \mathcal{P}_1 \) in \((12)\) with probability at least \( 1 - \delta \).

D. Remarks on Theorem \([7]\)

Theorem \([1]\) states the minimum number of samples \( L \) that guarantees the exact recovery of \( U \) upon solving the super-resolution recovery problem in \((12)\). The bound on \( L \) suggests that the more concentrated are the rows of \( D^H \), the fewer number of samples required for the exact recovery. Moreover, for a given \( K \), \((17)\), states that having \( L = O(RK) \) provides a sufficient condition for recovering the unknowns. This fact coincides with the number of degrees of freedom in the problem and follows the sufficient condition for stable recovery in both 1D and 2D non-blindness super-resolution \((L = O(R))\) as \([14] \) and \([18]\) show, respectively. The work on 1D blind super-resolution in \([37]\) has a bound of \( O(R^2 K) \) on the sample complexity, but without the random assumption on \( h \). It will be interesting to see how dropping the random assumption on \( h \), or some of our other assumptions, will affect our sample complexity bound in the future extension of this work.

On the other hand, \( N \geq 512 \) is a requirement that is made to facilitate some of our proofs upon following the steps in \([14]\). However, as \([14]\) shows, this assumption can be discarded at the cost of having a more significant separation. Our simulations show that the exact recovery exists even when this condition is not met. Finally, in contrast to the non-blind 2D super-resolution work in \([18]\), where \( \text{sign}(c_j) := \frac{c_j}{||c_j||} \) are assumed to be i.i.d. for all \( j \), we do not impose any assumptions on \( c_j \).

The proof of Theorem \([1]\) is based on the dual of \((12)\). We show in Section \([17]\) that this proof boils down to be a problem of formulating a 2D trigonometric random vector polynomial that satisfies certain interpolation conditions. The formulation of this polynomial requires using some random kernels in company with matrix theory and probability measures.

Before concluding this part, we point out in practice, the samples \( y(p) \) can be contaminated by noise. If we assume that the Euclidean norm on the noise vector is upper bounded by \( \zeta \), then, the super-resolution recovery problem can be shown to take the form

\[
\mathcal{P}_2 : \text{minimize } ||\tilde{U}||_A \quad U
\]

subject to: \( ||y(p) - \langle \tilde{U}, D_H^p \rangle ||_2 \leq \zeta, p = -N, \ldots, N \) \((18)\)
Addressing such a problem is beyond the scope of this paper and is the topic of our work in [38]. However, it is worth mentioning that while exact recovery for the unknowns is guaranteed in this paper, such exactness does not exist in the presence of noise. Thus, an entirely different goal based on the framework’s robustness to noise and the existence of a good estimate for the unknowns (in terms of the mean-squared error) is addressed in [38]. For such a goal, and as opposed to our recovery problem formulation in [12], the work in [38] considers reformulating the above recovery problem as a regularized least-square atomic norm minimization problem that controls the noise and enforces sparsity on the obtained solution simultaneously. In this paper, we provide a single simulation experiment that shows that our proposed framework is stable in the existence of noise and Refers the reader to [38] for detailed theoretical analysis and extensive simulation experiments.

IV. IDENTIFYING THE Unknowns: Problem Solution

In this section, we discuss the solution of (12) and the recovering of the unknowns. Moreover, we give some remarks about the optimality and the uniqueness of the solution and the complexity of the problem.

A. Background

Let us assume that \( h_j \) are known, then, the building blocks of \( A \) become vectors. Now, if we further assume that we only have delay- or only Doppler shifts (i.e., 1D problem), the obtained atomic norm recovery problem and its dual can be solved efficiently via SDP upon characterizing them in terms of linear matrix inequalities. This characterization is based on the classical Vandermonde decomposition for PSD Toeplitz matrix by Carathéodory lemma [16 Proposition 2.1]. Now when both delay and Doppler shifts are unknown (i.e., 2D), the generalization of this lemma comes with a rank constraint on the Toeplitz matrix. Hence, it prohibits a characterization of the atomic norm similar to that in [16 Proposition 2.1]. Now, consider that \( h_j \) are unknown and that we have a 1D problem. Here, the atomic set of the recovery problem is formulated by matrices. Such a scenario is tackled in [17, 39] where its shown that SDP can characterize the atomic norm problem.

In this paper, and to address our case where both \( h_j \) and \((\tau_j, f_j)\) are unknown, we follow the path of obtaining an SDP relaxation to the dual problem. Our formulation is inspired by that in [14 Section 4], [16 Section 2.2], and [18 Section 6.1], and is built on top of the results in [19 Equation 3.3] and [20 Corollary 4.25]. The main idea is to express the constraint of the dual (12) using linear matrix inequalities. The relaxation comes from the fact that the matrices used to express the dual constraint are of unspecified dimensions, and an approximation for their dimensions is required. We show later that this SDP relaxation leads to the optimal solution in practice.

B. Dual Problem Formulation

The dual of (12) can be written as [40 Section 5.1.6]

\[
P_\lambda : \text{maximize } \langle q, y \rangle_R, \text{ subject to: } ||\lambda^*(q)||_A \leq 1, \quad (19)
\]

where \( \lambda^* : \mathbb{C}^L \to \mathbb{C}^{K \times L^2} \) is the adjoint of \( \lambda \), i.e., \( \lambda^*(q) = \sum_{p=-N}^{N} \sum_{l=-N}^{N} q_p^* \tilde{\text{D}}_l^H \) while \( ||\cdot||_A \) is the dual atomic norm, i.e.,

\[
||C||_A = \sup_{||U||_A \leq 1} \langle C, U \rangle_R = \sup_{r \in [0,1]^2, ||h||_2=1} \langle C, h a(r)^H \rangle_R \quad (20)
\]

Since (12) has only equality constraints, Slater’s condition is satisfied [40 Chapter 5], and strong duality holds between (12) and (19). Consequently, the optimal of (12) is equal to that of (19). If we refer to the solution of (12) by \( \hat{U} \) and that of (19) by \( q \), then, this equality only holds if and only if \( \hat{U} \) is the primal optimal and \( q \) is the dual optimal. In Proposition 1 below, we use this strong duality to discuss when \( \hat{U} = U \). Before that, we can write the constraint of (19) using (20) as

\[
||\lambda^*(q)||_A = \sup_{r \in [0,1]^2} \langle h, \lambda^*(q) a(r) \rangle = \sup_{r \in [0,1]^2} ||\lambda^*(q) a(r)||_2 \quad (21)
\]

Now, define a vector polynomial function \( f(r) \in \mathbb{C}^{K \times 1} \) as

\[
f(r) \triangleq \lambda^*(q) a(r) = \sum_{p=-N}^{N} [q_p^* \tilde{\text{D}}_l^H] a(r) \quad (22)
\]

Looking at (21), we can see that the constraint in (19) is equivalent in demand that the norm of a 2D vector polynomial \( f(r) \) is upper bounded by one. The existence of such polynomial combined with some other conditions and that strong duality holds between (12) and (19) all serve as sufficient conditions to recover \( U \) from (12). In the following proposition, we state the sufficient conditions under which (12) is assured to obtain its unique optimal solution based on the dual problem constraint.

**Proposition 1.** Let \( \mathcal{R} = \{r_j\}_{j=1}^{R}, \quad r_j = [\tau_j, f_j]^T \) and refer to the solution of (12) by \( \hat{U} \). Then, \( \hat{U} = U \) is the unique optimal solution of (12) if the following two conditions are satisfied:

1) There exists a 2D vector polynomial in \( \tau \) and \( f \) as in (22) with \( q = [q(-N), \ldots, q(N)]^T \in \mathbb{C}^{L \times 1} \) such that:

\[
|f(r_j)|_2 < 1, \quad \forall r_j \in \mathcal{R} \quad (23)
\]

2) \( \{a(r_j)^H \tilde{D}_j\}_{j=1}^{R} \) is a linearly independent set.

The proof of Proposition 1 which is in Appendix B follows Proposition 1, and is based on strong duality.

C. SDP Relaxation of the Dual Problem

In this section, we obtain an equivalent SDP for (19) based on Proposition 2 below. Before we proceed, note that (21) can be written as (see Appendix C)

\[
f(r) = \sum_{p,k=-N}^{N} \left( \frac{1}{L}[q_p^* \sum_{l=-N}^{N} d_l e^{i2\pi(kp(l-1)/L)}} \right) e^{-i2\pi(k\tau+p\pi)}, \quad (24)
\]

**Proposition 2.** [19] (special case [20 Chapter 3]) Let \( K(\lambda) \) be a \( d \)-variate trigonometric polynomial with variables \( \lambda = [\lambda_1, \ldots, \lambda_d], \) i.e., \( K(\lambda) = \sum_{\ell} k_\ell e^{-i2\pi \lambda^T \ell}, \) where
\[ j = \{j_1, \ldots, j_d\}, 0 \leq j_p \leq l_p - 1, 1 \leq p \leq d. \] Then, if \( \sup_{\lambda \in (0,1]} |K(\lambda)| \leq 1, \) there exists a PSD matrix \( Q \) with

\[
\begin{bmatrix} Q & k \\ k^H & 1 \end{bmatrix} \geq 0, \quad \text{Tr}(\Theta_n Q) = \delta_n, \quad (25)
\]

where \( k \) is a column vector that contains the elements of \( j_k \) and is then padded with zeros to match the dimension of \( Q \). Moreover, \( \Theta_n = \Theta_{n_d} \otimes \cdots \otimes \Theta_{n_1} \) with \( n = [n_1, \ldots, n_d]^T \), where \(-m_p \leq n_p \leq m_p\) for every \( 1 \leq p \leq d \) whereas \( \Theta_{n_p} \) is \((m_p + 1) \times (m_p + 1)\) Toeplitz matrix with ones on its \( n_p \) diagonal and zeros elsewhere. Finally, \( \delta_n \) is the Dirac delta function, i.e., \( \delta_0 = 1 \) and \( \delta_n = 0 \) for \( n \neq 0 \).

Note that \( Q \) is an \( \prod_{p=1}^d (m_p+1) \times \prod_{p=1}^d (m_p+1) \) matrix and that the exact value of \( m_p \) is not recognized but satisfy \( m_p \geq l_p \). Thus, \( m_p = l_p \) provides a relaxation to the problem but is observed to yield the optimal solution in practice. Finally, the other way around is also true, i.e., having a PSD matrix \( Q \) that satisfies (25) means that \( \sup_{\lambda \in (0,1]} |K(\lambda)| \leq 1 \) holds.

To formulate the SDP relaxation of (19) using Proposition 2, we first define a matrix \( \hat{Q} \otimes \kappa^I \) based on (24) such that

\[
\hat{Q} 
\begin{bmatrix} (i, \kappa) \end{bmatrix} := \left[ \frac{1}{L} \sum_{l=-N}^{N} d_i e^{2\pi i (p-1)} \right]_i, i = 1, \ldots, K, \quad (26)
\]

where \( p, k = -N, \ldots, N \). By setting \( d = 2 \) in Proposition 2 and using (26), we formulate the SDP relaxation of (19) as

\[
P_4: \quad \text{maximize } (q, y)_{\mathbb{R}} 
\begin{align*}
& \text{subject to: } Q \succeq 0, \\
& \quad \begin{bmatrix} Q & \hat{Q} \\ \hat{Q}^H & I_k \end{bmatrix} \succeq 0, \\
& \quad \text{Tr}(\Theta_n Q) = \delta_n, \\
& \quad (27)
\end{align*}
\]

where \( \Theta_n = \Theta_{\hat{\kappa}} \otimes \Theta_{\hat{\ell}} \) with \(-(L-1) \leq \hat{\kappa}, \hat{\ell} \leq (L-1)\). Note that we take the main diagonal of \( \Theta_k \) as the 0th-diagonal.

D. Dual Problem Solution

The problem in (27) can be solved using any SDP solver such as CVX. As (27) shows, we set \( m_p = L \). Using a larger value than \( L \) will lead to better approximation to (19). Our simulations show that \( m_p = L \) yields the optimal solution in all scenarios. This is observed in other related work such as [18], [20]. Once we solve the problem, we proceed as follow:

- We obtain \( f(r) \) as a function of \( r \) using \( q \).
- Then, to acquire an estimate for \( r_j, i.e., \hat{r}_j, \) we can compute the roots of the polynomial \( 1 - ||f(r)||_2^2 \) on the unit circle as in [14] Section 4 using standard 2D line spectral estimation approaches such as Prony’s method or we can discretize \([0, 1]^2\) on a fine grid and then recover \( \hat{r}_j \) at which \( ||f(\hat{r}_j)||_2 = 1 \) (based on (22) and the fact that \( ||h_j||_2 = 1 \)). In this paper, we use the second approach to estimate the shifts.

E. Computational Complexity

As (27) shows, estimating the unknowns involves solving a convex problem with an optimization variable of dimensions \( L^2 \times L^2 \). Therefore, any algorithm that solves this problem will have a computational cost of order \( O(L^4) \).

For large values of \( L \), addressing such high complexity becomes impossible, making this framework infeasible in real applications with large \( L \). This fact prohibits us from evaluating our framework performance for large values of samples as well as exploring some of the framework characteristics, such as the trade-offs between sample complexity bound in [17] and problem dimensions. A future extension to this work should look at reducing such high complexity. This could include, for example, investigating alternative optimization techniques as proposed in [42], solving the problem from a subset of the observed samples as in [16], or applying the alternating direction method of multipliers (ADMM) as proposed in [43].

V. Simulations Experiment

In this section, we validate the performance of the proposed framework using extensive simulations. In all the experiments, we use the CVX solver, which calls SDPT3, to solve (27).
In the first experiment, we set $L = 19$, $K = 2$, $R = 2$ and we let the entries of $D$ to be i.i.d. from a complex Gaussian distribution of zero mean and unit variance, i.e., $\mathcal{CN}(0,1)$. Moreover, the elements of $h_j$ are generated as i.i.d. $\mathcal{CN}(0,1)$ and then normalized to have $|h_j|_2 = 1$. The locations of $(\tau_j, f_j)$ are generated randomly from a uniform distribution in $[0,1]^2$ in accordance to (16) and found to be (0.28, 0.53) and (0.94, 0.42). Finally, the real and the imaginary parts of $c_j$ are generated from $\mathcal{N}(0,1)$ and normalized to have $|c_j| = 1$.

In Fig 1(a), we plot $||f(r)||_2^2$ for $r \in [0,1]^2$. To estimate the shifts, we first discretize the 2D grid with a step size of $10^{-3}$. Then, we locate the points at which $||f(r)||_2^2 = 1$ as discussed in Section V-D. From Fig 1(a) we can observe that the two shifts are recovered perfectly, i.e., $\mathcal{R} = \mathcal{R}$ as indicated by circle points, and that $||f(r)||_2 < 1, \forall r \in [0,1]^2 \setminus \mathcal{R}$.

Once we estimate the shifts, we generate $a(\hat{r}_j)$ using (7) and then formulate (28). To obtain $\hat{c}_j \hat{h}_j$, we solve (28) using the LS algorithm. Given that we cannot retrieve the phases of $\hat{c}_j$, we plot in Fig 1(b) the magnitudes of the estimated samples $\hat{s}_j(l)$ and we compare them with the true ones. Fig 1(b) shows that we are able to retrieve the signals samples exactly. Finally, we compute $|\hat{h}^H \hat{h}_1|$ to find that $|\hat{h}^H \hat{h}_1| = 1 - 10^{-8}$ and $|\hat{h}^H \hat{h}_2| = 1.0$ which confirms the superiority of the approach.

In the second experiment, we generate the columns of $D^H$ as (31)
\[
d_1 = [1, e^{2\pi i \sigma_l}, \ldots, e^{2\pi i (K-1)\sigma_l}]^T, \quad l = -N, \ldots, N,
\]
where $\sigma_l$ is uniformly distributed in $[0,1]$. We set $L = 21$, $K = 3$, $R = 1$, and we randomly generate the shift pair in $[0,1]^2$ which is found to be (0.13, 0.67). Finally, we use the same configurations for $h_j$ and $c_j$ as in the previous scenario.

In Fig 2(a), we plot $||f(r)||_2^2$ in $[0,1]^2$. From Fig 2(a) we can observe that $||f(r)||_2^2 = 1$ at the true shift. Moreover, we plot in Fig 2(b) the magnitudes of $\hat{s}_j(l)$ and we compare them with the actual ones. Fig 2(b) shows that the estimated samples coincide with the true ones over all the index range. Finally, we find that $|\hat{h}^H \hat{h}_1| = 1.0$.

In the third experiment, we consider the case of $K = 1$ and we set $L = 21$ and $R = 3$. The real and the imaginary parts of the entries of $D$ are generated from a uniform distribution in $[-1,1]$ while $h_j$ are set as in the previous scenarios. Moreover, we let the real and the imaginary parts of $c_j$ to be fading, i.e., equal to $0.5 + w^2$ where $w \sim \mathcal{N}(0,1)$ and we generate their signs uniformly in $[-1,1]$. Finally, the locations of the

shifts are set to be $(0.8,0.2), (0.1,0.4)$, and $(0.7,0.6)$. From Fig 3(a) we can see that our approach recovers the shifts precisely whereas from Fig 3(b) we can see that the estimated samples coincide with the true ones. Furthermore, we have $|\hat{h}^H \hat{h}_1| = 1 + 10^{-15}$, $|\hat{h}^H \hat{h}_2| = 1 + 2 \times 10^{-15}$, $|\hat{h}^H \hat{h}_3| = 1 - 10^{-15}$.

Finally, we study the stability of the framework to the noise using simulation with the theoretical analysis being left to future work. Here, we set $L = 15$, $K = 3$, $R = 1$, and we use the same settings in the first scenario for $D$ and $h_j$ and in the previous experiment for $c_j$. The shift pair is set at $(0.74,0.30)$. Then, a Gaussian noise vector $\eta$ is added to $y$ at 10 dB signal-to-noise-ratio (SNR), i.e., SNR (dB) = $10\log_{10} \left( \frac{||y||^2}{||\eta||^2} \right)$.

To solve (18), we obtain its semidefinite relaxation as

$$
P_5 : \text{maximize } \langle q, y \rangle_{\mathcal{R}}, \quad \zeta ||q||_2$$

subject to the constraints of (27).

In Fig 4(a), we plot $||f(r)||_2^2$ that is obtained by using $q$ upon solving (29) with $\zeta = 3$. The shift pair at which $||f(r)||_2^2 = 1$ is found to be $(0.737,0.298)$ which is too close to the original one. Moreover, Fig 4(b) shows that the magnitudes of the estimated signal samples are close to the original ones with a tenuous error. Finally, we find that $|\hat{h}^H \hat{h}_1| = 0.9674$.

VI. CONSTRUCTING THE DUAL VECTOR POLYNOMIAL:
PROOF OF THEOREM 1

In this section, we prove Theorem 1 by formulating $f(r)$ that satisfies (22) and (23). Obtaining such polynomial guarantees that the primal optimal solution is equal to $U$. 
Starting from (21), and based on (22) and (23), our goal is to acquire an expression for \( f(r) \) that satisfies

\[
f(r_j) = \text{sign}(c_j) h_j \quad \forall r_j \in \mathcal{R}
\]

\[
f^{(1,0)}(r_j) = 0_{K \times 1} \quad \forall r_j \in \mathcal{R}
\]

\[
f^{(0,1)}(r_j) = 0_{K \times 1} \quad \forall r_j \in \mathcal{R}
\]

where \( f^{(m',n')}(r) := \frac{\partial^{m'} \partial^n f(r)}{\partial r^{m'} \partial f^n} \).

Fig. 4. (a) Plot of \( ||f(r)||_2^2 \) and the location of the estimated shift. (b) Comparing the estimated samples of the signal with the true ones.

We obtain an initial expression for \( f(r) \) that is necessary for (23) to hold true on our obtained correction functions, and the correction functions are all random, we will have to apply probabilistic approaches to show that (22) and (23) hold true on our obtained \( f(r) \). Third, given the structure of \( f(r) \) in (24), and unlike (33), we cannot merely use the derivatives of the interpolating matrix as a correction function. This is due to the fact that the derivatives of a polynomial in the form as in (24) do not necessarily have the structure in (24). Finally, we cannot interpolate sign \( c_j \) by using shifted versions of a single function as shifted versions of a function that represents (24) do not necessarily have the form of (24).

In this paper, we set \( f(r) \) using multiple random kernel matrices \( M(m,n)(r,r_j) \in \mathbb{C}^K \times K, m,n = 0,1 \) in the form

\[
f(r) = \sum_{j=1}^R M(0,0)(r,r_j) \alpha_j + M(1,0)(r,r_j) \beta_j + M(0,1)(r,r_j) \gamma_j.
\]

The key factor of this formulation is to interpolate the vectors \( \text{sign}(c_j) h_j \) at \( r_j \) using \( M(m,0)(r,r_j) \) and then to adjust this interpolation near \( r_j \) by \( M(1,0)(r,r_j) \) and \( M(0,1)(r,r_j) \) to ensure that \( f(r) \) approaches local maxima at \( r_j \). The central question here is how to appropriately select the kernel matrices such that \( f(r) \) satisfies (22) and (23). Note that it is clear based on (24) that formulating \( f(r) \) is achieved by finding the proper choice of \( q \). With all that said, our strategy will be as follows:

- We obtain an initial expression for \( f(r) \), i.e., \( \hat{f}(r) \), with

\[
\hat{f}(r) = \sum_{p=-N}^N [q_p] H_p a(r), \quad \hat{q} \in \mathbb{C}^{K \times 1}; \quad \hat{q} \neq q
\]

where \( q \) has unconstrained coefficients which obtained by solving unweighted least energy minimization problem.

- Then, we adopt this formulation by using multiple weighting functions to obtain \( M(m,n)(r,r_j) \) and \( f(r) \).

- Finally, we dedicate the remaining parts of this section to show that the obtained \( \hat{f}(r) \) satisfies (22) and (23).

To start with, consider the following linear systems \( \forall r_j \in \mathcal{R} \)

\[
\hat{f}(r_j) = \text{sign}(c_j) h_j - \hat{f}^{(1,0)}(r_j) = -\hat{f}^{(0,1)}(r_j) = 0_{K \times 1}.
\]

Then, we consider solving the following problem

\[
P_6: \quad \text{minimize } ||\hat{q}||_2^2 \quad \text{subject to } : (37)
\]

By using (36) we can rewrite (38) as

\[
P_7: \quad \text{minimize } ||\hat{q}||_2^2 \quad \text{subject to } : \quad \hat{q} = g,
\]
where $F \in \mathbb{C}^{3RK \times L}$ is given by
\[
F = \begin{bmatrix}
\tilde{D}_{N}^H a(r_1) & \ldots & \tilde{D}_{N}^H a(r_1) \\
\vdots & & \vdots \\
-\tilde{D}_{N}^H a(1,10) | r = r_1 & \ldots & -\tilde{D}_{N}^H a(1,10) | r = r_1 \\
\vdots & & \vdots \\
-\tilde{D}_{N}^H a(1,10) | r = r_1 & \ldots & -\tilde{D}_{N}^H a(1,10) | r = r_1 \\
-\tilde{D}_{N}^H a(0,1) | r = r_1 & \ldots & -\tilde{D}_{N}^H a(0,1) | r = r_1 \\
\vdots & & \vdots \\
-\tilde{D}_{N}^H a(0,1) | r = r_1 & \ldots & -\tilde{D}_{N}^H a(0,1) | r = r_1
\end{bmatrix}
\]
while $g = [\text{sign} (e_1) h_1^T, \ldots, \text{sign} (e_R) h_R^T, 0_{K \times 1}, \ldots, 0_{K \times 1}]^T \in \mathbb{C}^{3RK \times 1}$. Using the KKT optimality conditions [40, Section 5.5.3], we can show that the solution of (39) is
\[
\hat{q} = F^H v,
\]
where $v = [\alpha^T, \beta^T, \gamma^T]^T$ with $\alpha = [\alpha_1^T, \ldots, \alpha_R^T]^T$, $\beta = [\beta_1^T, \ldots, \beta_R^T]^T$, $\gamma = [\gamma_1^T, \ldots, \gamma_R^T]^T$ such that $\alpha_j, \beta_j, \gamma_j \in \mathbb{C}^{K \times 1}$. By substituting for $F$ and $v$ in (40) we obtain
\[
\hat{q} = \sum_{j=1}^{R} \left( \left[ \alpha_j \tilde{D}_{N}^H \right] \alpha_j - \left[ \tilde{D}_{N}^H a(0,0) | r = r_1 \tilde{D}_{N}^H \right] \right) \beta_j
\]
\[
= \sum_{j=1}^{R} \left( \left[ \tilde{D}_{N}^H a(0,1) | r = r_1 \tilde{D}_{N}^H \right] \right) \gamma_j.
\]
Now we substitute (41) in (36) and manipulate to obtain
\[
\hat{f}(r) = \sum_{j=1}^{R} \left( \sum_{p=-N}^{N} \tilde{D}_{p}^H a(r) a(0,0) | r = r_1 \tilde{D}_{p} \right) \alpha_j
\]
\[
+ \left( \sum_{p=-N}^{N} \tilde{D}_{p}^H a(r) a(0,10) | r = r_1 \tilde{D}_{p} \right) \beta_j
\]
\[
+ \left( \sum_{p=-N}^{N} \tilde{D}_{p}^H a(r) a(0,1) | r = r_1 \tilde{D}_{p} \right) \gamma_j.
\]
Upon defining the matrix $\tilde{M}^{(m,n)}(r, r_j) \in \mathbb{C}^{K \times K}$ such that $\tilde{M}^{(m,n)}(r, r_j) = \gamma_j$, we can rewrite (42) as
\[
\hat{f}(r) = \sum_{j=1}^{R} \tilde{M}^{(0,0)}(r, r_j) \alpha_j + \tilde{M}^{(1,0)}(r, r_j) \beta_j
\]
\[
+ \tilde{M}^{(0,1)}(r, r_j) \gamma_j.
\]
which provides the initial formulation for $f(r)$ as in (36). Now, we can turn our attention into obtaining $M^{(m,n)}(r, r_j)$ and as a result $\hat{f}(r)$ by adapting (43). Following that, we will provide our justifications for this proposed adaptation.

To start with, consider $z_p((m,n)) \in \mathbb{C}^{L \times 1}$ such that
\[
\left[ z_p((m,n)) \right]((k,l),1) := g_k (i2\pi k)^m g_p (i2\pi p)^n e^{\frac{-i2\pi(k+l+1)}{L}} \times e^{-i2\pi(k \tau + p f_k)}; \quad p, k, l = -N, \ldots, N; \quad m, n = 0, 1.
\]
Based on (45), we propose formulating our kernel matrix as
\[
M^{(m,n)}(r, r_j) := \left( \frac{1}{T^2} \sum_{p=-N}^{N} \tilde{D}_{p}^H a(r) z_p((m,n)) \tilde{D}_{p} \right)
\]
By using (45) and (8) we can show that
\[
z_p((m,n)) \tilde{D}_{p} = \sum_{l, k = -N}^{N} g_k (i2\pi k)^m g_p (i2\pi p)^n e^{\frac{-i2\pi(k+l)}{L}} \times e^{i2\pi(k \tau + p f_k)} \tilde{D}_{p}^H (p-l) \tilde{D}_{p}^H (p-l')
\]
Moreover, we can also deduce that
\[
a(r) \tilde{D}_{p} = \sum_{l, k = -N}^{N} e^{\frac{-i2\pi(k+l)}{L}} e^{i2\pi(k \tau + p f_k)} \tilde{D}_{p}^H (p-l) \tilde{D}_{p}^H (p-l')
\]
Now from (47) and (48) we can write
\[
M^{(m,n)}(r, r_j) = \left( \frac{1}{T^2} \sum_{p=-N}^{N} \sum_{l, k = -N}^{N} g_k (i2\pi k)^m g_p (i2\pi p)^n e^{\frac{-i2\pi(k+l)}{L}} \times e^{i2\pi(k \tau + p f_k)} \tilde{D}_{p}^H (p-l) \tilde{D}_{p}^H (p-l') \right)
\]
On the other hand, we can also show that
\[
\tilde{M}^{(0,0)}(r, r_j) = \sum_{p=-N}^{N} \sum_{l, k = -N}^{N} e^{\frac{-i2\pi(k+l)}{L}} e^{i2\pi(k \tau + p f_k)} \tilde{D}_{p}^H (p-l) \tilde{D}_{p}^H (p-l')
\]
Since $f(r)$ is a linear combination of $M^{(m,n)}(r, r_j)$, it is easy to show that it has the form in (24) as required. Comparing $M^{(m,n)}(r, r_j)$ with $\tilde{M}^{(0,0)}(r, r_j)$, we can see that $M^{(m,n)}(r, r_j)$ is a scaled version of $\tilde{M}^{(0,0)}(r, r_j)$. The appointed choice of $M^{(m,n)}(r, r_j)$, as we will show in Section VI-A, is motivated by the fact that it concentrates around its average deterministic version $\mathbb{E}[M^{(m,n)}(r, r_j)]$ in Euclidean norm measure with high probability. This fact is crucial in showing that (22) is satisfied (as will be shown in Section VI-B) and is also found to facilitate the proofs and to yield nicely constants. More importantly, the expression of $M^{(m,n)}(r, r_j)$, as we will show in the remaining parts of this section, provides $f(r)$ that satisfies (22) and (23), which then guarantees the existence of the dual optimal solution and thus our required primal optimal solution $U$. We point out that anyone might suggest and use different formulation for the kernel matrices as long as they provide $f(r)$ that satisfies (22) and (23) and follow the same proof techniques that will be provided in this paper. Finally, by substituting (46) in (35), we can formulate our dual trigonometric vector polynomial $f(r)$.

Before closing this part, we will express the derivatives of $M^{(m,n)}(r, r_j)$, i.e., $\tilde{M}^{(m,n)}(r, r_j)$, in a matrix-vector form that involves $D$ to facilitate our proofs later. For that, let us first define a modified version of (7) as
\[
\left[ a_p(r) \right]_{(k,l),1} = D_N \left( \frac{k}{L} - f \right) D_N \left( \frac{p-l}{L} - \tau \right)
\]
with $p = N, \ldots, N$. From the periodicity property we write
\[
\tilde{D}_{p}^H a(r) = \tilde{D}_{p}^H a_p(r)
\]
where $[\hat{D}_p]_{((k,l),1\rightarrow K)} = d_p^H e^{\frac{\alpha p x_p}{2}}$. Moreover, define the block diagonal matrix $J_p \in \mathbb{C}^{L^2 \times L^2}$ as

$$J_p = \text{diag} \left((J_p^{-N}, \ldots, J_p^N)\right),$$

where $J_p^k := e^{-\frac{\alpha p x_p}{2}}I_k$, $k = -N, \ldots, N$. Finally, let

$$O := \{I_{1-N}, \ldots, I_N\} \in \mathbb{R}^{L \times L^2}.$$

Based on (3), (52), (53), and (54), we can write

$$\hat{D}_p^H a(r) = \hat{D}_p^H a_p(r) = D^H \text{OJ}_p a_p(r).$$

Now, we can rewrite the derivatives of (46) using (55) as

$$M^{(m',n')}_{(m,n)}(r,r_j) = \text{D}^H \left[ \frac{1}{T^2} \sum_{p=-N}^{N} \text{OJ}_p a^{(m',n')}(r) \hat{z}_p(r_j)^H J_p^H \text{O}_{(m,n)} \right] \text{D},$$

where $\hat{z}_p(r_j)_{(m,n)}$ is obtained by replacing $l$ with $p - l$ in (45) while the matrix $R^{(m',n')}_{(m,n)}(r,r_j)$ in $\mathbb{C}^{L \times L}$ refers to the terms between the square brackets in (56) with $m', n' = 0, 1$.

**A. Showing that $\left\| M^{(m',n')}_{(m,n)}(r,r_j) - E \left[ M^{(m',n')}_{(m,n)}(r,r_j) \right] \right\|_F$ is small**

In this section, we show that the our kernel matrix concentrates around its mean with high probability under certain conditions. For that, we show in Appendix [D] that

$$E \left[ M^{(m',n')}_{(m,n)}(r,r_j) \right] = F^{(m'+n')}((r-j)F(n'+f)(f-j)I_k) = 0,$$

where $F(t)$ is given by (34). Now, if we recall that the $i$-th column of $D$ is denoted by $d_i \in \mathbb{C}^{L \times 1}$, we can express the element at $(i', j')$ location in $M^{(m',n')}_{(m,n)}(r,r_j)$ using (57) by

$$M^{(m',n')}_{(m,n)}(r,r_j) = d_i^H R^{(m',n')}_{(m,n)}(r,r_j) d_{j'}. $$

Moreover, we can conclude based on (58) and (59) that

$$E \left[ d_i^H R^{(m',n')}_{(m,n)}(r,r_j) d_{j'} \right] = F^{(m'+n')}((r-j)F(n'+f)(f-j)) \text{ and}$$

$$E \left[ d_i^H R^{(m',n')}_{(m,n)}(r,r_j) d_{j'} \right] = 0, \forall i'j' = 1, \ldots, K: i' \neq j'.$$

**Lemma 1.** Let $r, r_j \in [0,1]^2$, $j = 1, \ldots, R$ and recall $M^{(m',n')}_{(m,n)}(r,r_j)$ in (57) with $m, m', n, n' = 0, 1$ and $m + m' + n + n' \leq 2$. Then, for every real $\epsilon_1 > 0, \delta > 0$ the event $E_1 = \{m + m' + n + n' = \epsilon_1 \}$ occurs with probability $Pr[E_1] \geq 1 - \delta/2R^2$ provided that

$$L \geq \frac{C_1^2}{\epsilon_1} R K \bar{K}^4 \log^2 \left(\frac{4R^2 K^2}{\delta}\right),$$

where $\mu := \sqrt{\|F''(0)\|}$ and $C_1$ is a numerical constant.

The proof of Lemma 1 relies on Lemma 4 which is built on top of Lemmas 2 and 3 below.

**Lemma 2.** [44] Theorem 1.1, [45] Theorem 2.3) Let $u \in \mathbb{C}^{N_1 \times 1}$ be a random vector satisfying (13), (14) with $I_{N_1}$ and (15). Then, for any $N_1 \times N_1$ matrix $A$ and $t > 0$ we have

$$Pr \left[ \left| u^H A u - E \left[ u^H A u \right] \right| \geq t \right] \leq 2 \exp \left( -\frac{1}{C} \min \left( \frac{t^2}{2K^4 \|A\|_F^2}, \frac{t^2}{2R^2 \|A\|_2} \right) \right),$$

where $C$ is a constant. Furthermore, let $v \in \mathbb{C}^{N_1 \times 1}$ be another random vector that is independent of $u$ and satisfies (13), (14) with $I_{N_1}$ and (15). Then, the following inequality holds true (adapted from [44] Theorem 1.1 and [46] Theorem 2.1)

$$Pr \left[ \left| u^H A v - E \left[ u^H A v \right] \right| \geq t \right] \leq 2 \exp \left( -\frac{1}{C} \min \left( \frac{t^2}{2\|A\|_F^2}, \frac{t^2}{2\|A\|_2^2} \right) \right).$$

**B. Showing that $f(r)$ satisfies (22): Obtaining $\alpha_j, \beta_j$, and $\gamma_j$**

To prove that (22) holds, it is enough to show that there exists $\alpha_j, \beta_j$, $\gamma_j$ such that $f(r)$ in (35) satisfies (22) with...
high probability. For that, we first write
\[
\tilde{f}(m', n') (r) = \sum_{j=1}^{R} M_{(0, 0)} (r, r_j) \alpha_j + \sum_{j=1}^{R} M_{(0, 1)} (r, r_j) \beta_j + M_{(0, 1)} (r, r_j) \gamma_j,
\]
where \( m', n' = 0, 1 \). Moreover, we can write based on (58)
\[
\tilde{f}(m', n') (r) := E \left[ \tilde{f}(m', n') (r) \right] = \sum_{j=1}^{R} \tilde{M}(m', n') (r - r_j) \tilde{\alpha}_j
\]
\[
+ \tilde{M}(m+1, n') (r - r_j) \tilde{\beta}_j + \tilde{M}(m, n+1) (r - r_j) \tilde{\gamma}_j,
\]
where \( \tilde{\alpha}_j, \tilde{\beta}_j, \tilde{\gamma}_j \in \mathbb{C}^{k \times 1} \) are the solutions of the equations
\[
\tilde{f}(r_j) = \text{sign} (c_j) h_j - \tilde{f}(0, 1) (r_j) = 0_{k \times 1}, \quad \forall r_j \in \mathcal{R}.
\]
Starting from (66), we write (30), (31), and (32) as
\[
\begin{bmatrix}
E(0, 0) & E(0, 1) & \frac{1}{\mu} E(0, 1) & \frac{1}{\mu^2} E(0, 1) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0)
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\mu \beta \\
\mu \gamma
\end{bmatrix}
= \begin{bmatrix}
h \\
0_{k \times 1} \\
0_{k \times 1}
\end{bmatrix},
\]
where \( E(m, n') \in \mathbb{C}^{R \times R} \) consists of \( R \times R \) block matrices of size \( K \times K \) with the one at the \((l, k)\) location being given by \( [E(m, n')]_{(l, k)} := M_{(m, n')} (r_l, r_K) \) (see (1) in Appendix B), while \( h := [\text{sign} (c_1) h_1^T, \ldots, \text{sign} (c_K) h_K^T] \in \mathbb{C}^{R \times 1} \).
Moreover, we can express (68) using (67) as
\[
(E \otimes I_K) \begin{bmatrix}
\alpha \\
\mu \beta \\
\mu \gamma
\end{bmatrix}
= \begin{bmatrix}
h \\
0_{k \times 1} \\
0_{k \times 1}
\end{bmatrix}.
\]
where \( E \in \mathbb{C}^{3R \times 3R} \) is given by
\[
E = \begin{bmatrix}
E(0, 0) & E(0, 1) & \frac{1}{\mu} E(0, 1) & \frac{1}{\mu^2} E(0, 1) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0) \\
-\frac{1}{\mu} E(0, 1) & -\frac{1}{\mu} E(1, 0) & -\frac{1}{\mu^2} E(1, 0) & -\frac{1}{\mu^3} E(1, 0)
\end{bmatrix}
\]
with \( [E(m, n')]_{(l, k)} := \frac{\tilde{M}(m, n') (r_l - r_K)}{\mu} \) while \( \alpha := \begin{bmatrix} \alpha_1, \ldots, \alpha_K \end{bmatrix}^T, \beta := \begin{bmatrix} \beta_1, \ldots, \beta_K \end{bmatrix}^T, \gamma := \begin{bmatrix} \gamma_1, \ldots, \gamma_K \end{bmatrix}^T \). Note that based on (68) and (69), \( E [E] = (E \otimes I_K) \), and that the scaling of the sub-matrices in (69) and (71) with \( \frac{1}{\mu^k}, k = 0, 1, 2 \) is meant to make the diagonal entries of \( E \) and \( E [E] \) equal to one which will facilitate our proofs later.

From (69) we can see that for \( \alpha, \beta, \gamma \) to be well defined, \( E \) must be invertible. To manifest that, we first show in Proposition 3 that \( E [E] \) is invertible and that \( \alpha, \beta, \gamma \) are well defined. Then, we prove in Lemma 5 that \( E [E] \) is close to \( E [E] \) in Euclidean norm measure with high probability. Finally, we show in Lemma 6 that \( E \) is invertible with high probability.

**Proposition 3.** Under Assumption \( E [E] \) is invertible and
\[
\|E [E]\|_2 \leq 1.19808
\]
\[
\|I_{3RK} - E [E]\|_2 \leq 0.19808
\]
\[
\|E [E]^{-1}\|_2 \leq 1.2470.
\]

The proof of Proposition 3 is provided in Appendix B.
By using (67), (83), and (84), we can conclude that

\[
\text{event } \mathcal{E}_4 = \left\{ \lim_{n \to \infty} \frac{1}{m+n} \left( \left| \Delta \mathbf{T}(m',n') \right| \right) \leq 2.5 \varepsilon_2 \right\}
\]

occurs with probability \(\mathbb{P}[\mathcal{E}_4] \geq 1 - \delta/2 + \mathbb{P}[\mathcal{E}_2]\) given that (90) holds where \(\mathcal{E}_2^c\) is the complement of \(\mathcal{E}_2\).

The proof of Lemma 8 is presented in Appendix D.

Lemma 9. Recall \(v_1(m',n')(r)\) in (87) with \(m',n' = 0,1\) and let \(h_j\) to have i.i.d. random entries on the complex unit sphere.

Then, for \(0 < \varepsilon_3 \leq 1, \delta > 0, \text{ and } r \in \Omega_3 \subset [0,1]^2\), we have

\[
\mathbb{P}[\max_{r \in \Omega_3} \left\{ \left| v_1(m',n')(r) \right| \right\} \geq \varepsilon_3] \leq \frac{\delta}{2} / \varepsilon_3^2 \text{ provided that } \frac{\mathcal{C}}{\varepsilon_3^2} \left( \left( \frac{12 \mathcal{C}^2 R^2 K^2 \Omega_3^2}{\delta^*} \right) \log_2 \left( \frac{2 (K+1) |\Omega_3|}{\delta^*} \right) \right) \leq \varepsilon_3. \tag{91}
\]

where we set \(\mathcal{C} = \mathcal{C}' \mathcal{C}_3^2\) and we assume that \(\varepsilon_3 \leq \frac{0.22}{\varepsilon_3} \varepsilon_2^2\).

Lemma 10. Recall \(v_2(m',n')(r)\) in (88) with \(m',n' = 0,1\) and let \(h_j\) to have i.i.d. random entries on the complex unit sphere. Then, for \(0 < \varepsilon_3 \leq 1, \delta > 0, \text{ and } r \in \Omega_3 \subset [0,1]^2\) we have

\[
\mathbb{P}[\max_{r \in \Omega_3} \left\{ \left| v_2(m',n')(r) \right| \right\} \geq \varepsilon_3] \leq \frac{\delta}{2} / \varepsilon_3^2 \text{ provided that } \varepsilon_3 \leq \frac{0.22}{\varepsilon_3} \varepsilon_2^2 \text{ and } \frac{\mathcal{C}}{\varepsilon_3^2} \left( \left( \frac{12 \mathcal{C}^2 R^2 K^2 \Omega_3^2}{\delta^*} \right) \log_2 \left( \frac{2 (K+1) |\Omega_3|}{\delta^*} \right) \right) \leq \varepsilon_3. \tag{92}
\]

where \(\mathcal{C}_4 \leq 0.55\) is a numerical constant.

The proofs of Lemmas 9 and 10 are in Appendix K.

Lemma 11. Let \(r \in \Omega_3 \subset [0,1]^2\), \(\delta > 0\), and define \(E_5 = \left\{ \max_{r \in \Omega_3} \left\{ \left| v_1(m',n')(r) - \bar{v}_1(m',n')(r) \right| \right\} \leq 2 \varepsilon_3 \right\} \) with \(0 < \varepsilon_3 \leq 1\). Then, when (91) is satisfied, \(\mathbb{P}[E_5] \geq 1 - 2 \delta/5\).

The proof of Lemma 11 is provided in Appendix D.

D. Showing that \(f(m',n')(r)\) is close to \(\bar{f}(m',n')(r)\) almost everywhere in \([0,1]^2\)

Lemma 12. Let \(r \in [0,1]^2\) and assume that

\[
L > \frac{\mathcal{C}}{\varepsilon_3^2} R K \log_2 \left( \frac{12 \mathcal{C}^2 R^2 K^2 \Omega_3^2}{\delta^*} \right) \log_2 \left( \frac{6 \mathcal{C}^2 (K+1)^2 \Omega_3^2}{\delta^*} \right) \leq \varepsilon_3 \tag{93}
\]

where \(\mathcal{C}_5\) is a numerical constant, \(\delta^* > 0\), and \(0 < \varepsilon_3 \leq 1\). Then, it holds with probability at least \(1 - \delta^*\) that

\[
\max_{r \in [0,1]^2, \mu + n \leq 2} \left\{ \left| f(m',n')(r) - \bar{f}(m',n')(r) \right| \right\} \leq \varepsilon_3. \tag{94}
\]

The proof of Lemma 12 is in Appendix Q and is based on Lemma 13, whose proof is in Appendix P.

Lemma 13. Recall (66) with \(m',n' = 0,1\) and let \(r \in [0,1]^2\). Then, conditioned on \(E_2\) with \(\varepsilon_1 \in \{0, \frac{\varepsilon_2}{2} \}\) the event \(E_5 = \left\{ \max_{r \in [0,1]^2, m'+n' \leq 2} \left\{ \left| f(m',n')(r) - \bar{f}(m',n')(r) \right| \right\} \leq \frac{\mathcal{C}_2}{\sqrt{\Delta}} \right\} \) holds with probability at least \(1 - \frac{\delta}{4}\) given that (60) is satisfied where \(\mathcal{C}_2\) is a numerical constant.

E. Showing that \(\|f(r)\|_2 \leq 1, \forall r \in [0,1]^2\setminus R\)

To start with, consider the definitions of the following sets

\[
\Omega_{\text{far}} = \{r \in [0,1]^2 : \min_{r_j \in R} |r - r_j| \geq 0.2447/N \} \tag{95}
\]

\[
\Omega_{\text{close}} = \{r \in [0,1]^2 : |r - r_j| \leq 0.2447/N \} \tag{96}
\]

where \(\Omega_{\text{close}}\) has the points in \([0,1]^2\) that are close to \(r_j \in R\) while \(\Omega_{\text{far}}\) has the points that are far away from it. To show that \(f(r)\) in (53), with its coefficients being obtained as in (7), satisfies (23), it is enough to show that \(\|f(r)\|_2 < 1, \forall r \in \Omega_{\text{far}}\) and \(\forall r \in \Omega_{\text{close}}\). For that, we rewrite (73) as

\[
L \geq C_1^* R K \log_2 \left( \frac{C_1^* R K^2 \Omega_3^2}{\delta^*} \right) \log_2 \left( \frac{C_1^* (K+1)^2 \Omega_3^2}{\delta^*} \right) \tag{97}
\]
Lemma 14. Let (16) and (17) be satisfied, then with probability $1 - \delta^\alpha$, each of the following bounds holds

$$\|f(r)\|_2 < 1, \forall r \in \Omega_{\text{far}}. \quad (98)$$

$$\|f(r)\|_2 < 1, \forall r \in \Omega_{\text{close}}. \quad (99)$$

The proof of Lemma 14 is given in Appendix R.

Using Lemma 14 we get $\|f(r)\|_2 < 1, \forall r \in [0, 1]^2 \setminus \mathcal{R}$.

VII. CONCLUSIONS AND FUTURE WORK DIRECTIONS

In this work, we developed a general framework for blind 2D super-resolution. We showed that the given response of a linear system to multiple unknown time-delayed and frequency-shifted waveforms, we could recover, with infinite precision, the locations of the shifts upon applying the atomic norm. To convert the problem into a well-posed one, we assumed that the unknown waveforms lie in a common low-dimensional subspace. The exact recovery holds provided that a bound on the number of the observed samples is satisfied.

We conclude by pointing out possible future extensions. First, it is of interest to study the stability of the framework to noise. In this case, the exact recovery for the unknowns does not exist; however, given the stability that we experienced in our simulations, we do hope that a theoretical stability result exists and easy to derive. Second, we encountered a significant computational complexity issue throughout our simulations while solving (27). Thus, it is of interest to investigate alternative ways to formulate and solve (19). Finally, a promising path is to consider developing a general framework for MD blind super-resolution to cover various applications.
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where (A.3) is based on [5] while (A.4) is a consequence of the periodicity property of $s_j(l)$. Finally, by rearranging the terms in (A.4), we can obtain (6).

**APPENDIX B**

**Proof of Proposition 1**

First, the variable $q$ that satisfies (22) and (23) is dual feasible. To show that, we have

$$
\| \lambda^* (q) \|_A = \sup \langle \lambda^* (q), U \rangle_R \\
= \sup_{r \in [0,1]^2} \langle \lambda^* (q), h_a (r) H \rangle_R \\
= \sup_{r \in [0,1]^2} \| h_a, \lambda^* (q) a (r) \|_2 \\
\leq \sup_{r \in [0,1]^2} \| \lambda^* (q) a (r) \|_2 = \sup_{r \in [0,1]^2} \| f (r) \|_2 \leq 1, \quad (B.1)
$$

where the last inequality is based on (22) and (23).

Next, we show that $U$ is a primal optimal solution for (12) and $q$ is a dual optimal solution for (19) when $q$ satisfies (22) and (23). For that, we can write based on (11)

$$
\langle q, y \rangle_R = \langle q, \lambda^* (U) \rangle_R = \langle \lambda^* (q), U \rangle_R \\
= \langle \lambda^* (q), \sum_{j=1}^R c_j h_j a (r_j)^H \rangle_R \\
= \sum_{j=1}^R c_j^H \langle \lambda^* (q), h_j a (r_j) \rangle_R \\
= \sum_{j=1}^R c_j^H \langle h_j, f (r_j) \rangle_R \\
= \sum_{j=1}^R \text{Re} [c_j^H \text{sign} (c_j)] = \sum_{j=1}^R |c_j| \\
\geq \| U \|_A, \quad (B.3)
$$

where the first equality in (B.2) is based on (22) and $\| h_j \|_2 = 1$ while (B.3) is from the atomic norm definition. On the other hand, we have based on H"older inequality

$$
\langle q, y \rangle_R = \langle \lambda^* (q), U \rangle_R \leq \| \lambda^* (q) \|_A \| U \|_A \leq \| U \|_A \quad (B.4)
$$

where the last inequality is based on (22) and (23). Thus, we conclude from (B.3) and (B.4) that $\langle q, y \rangle_R = \| U \|_A$ when $q$ satisfies (22) and (23). Now, since the pair $(U, q)$ is primal-dual feasible to (12) and (19), it means that $U$ is the primal optimal and $q$ is the dual optimal based on strong duality.

What remains now is to show that $U$ is the unique optimal solution to (12). To this end, let us assume that there exists another $\bar{U} := \sum_{j=1}^R c_j^* h_j a (r_j)^H$ such that

$$
\| U \|_A = \sum_{j=1}^R |c_j| \quad \text{such that} \quad \bar{U} \neq U \quad \text{where} \quad R \neq R.
$$

Since the set of atoms with its shifts in $R$ are linearly independent, it will be enough for us to prove that $U$ and $\bar{U}$ have the same support if we would like to show that they match. Starting from the definition of $\bar{U}$ above we can write

$$
\langle q, y \rangle_R = \langle \lambda^* (q), \bar{U} \rangle_R \\
= \sum_{j=1}^R c_j^* \langle h_j, f (r_j) \rangle_R + \sum_{j=1}^R c_j^* \langle \bar{h}_j, f (r_j) \rangle_R \\
< \sum_{j=1}^R |c_j| + \sum_{j=1}^R |c_j| = \| U \|_A.
$$
where the strict inequality is based on (23). However, this contradicts with strong duality and, therefore, we can conclude that all shifts are supported on \(\mathcal{R}\).

On the other hand, if we refer to the estimate of \(r_j\) by \(\hat{r}_j\), then, condition (2) in Proposition 1 ensures that estimating \(c_j h_j\) by solving the following linear system

\[
\begin{bmatrix}
    a(\hat{r}_1)^H \tilde{D}_{-N} & \ldots & a(\hat{r}_N)^H \tilde{D}_{-N} \\
    \vdots & \ddots & \vdots \\
    a(\hat{r}_1)^H \tilde{D}_{N} & \ldots & a(\hat{r}_N)^H \tilde{D}_{N}
\end{bmatrix}
\begin{bmatrix}
    c_1 h_1 \\
    \vdots \\
    c_N h_N
\end{bmatrix}
= \begin{bmatrix}
    \langle y(-N) \\
    \vdots \\
    \langle y(N)
\end{bmatrix}
\]

which is based on (2) provides a unique solution. Therefore, we can conclude that \(U\) is the unique optimal solution to (12) if Proposition 1 conditions are satisfied.

**APPENDIX C**

**PROOF OF (24)**

By substituting (7) and (8) into (21), we obtain

\[
f(r) = \sum_{p=-N}^{N} [q]_p \sum_{l=-N}^{N} D_N \left( \frac{l}{L} - \tau \right) d_{(p-l)} \times \sum_{k=-N}^{N} D_N \left( \frac{k}{L} - f \right) e^{-\frac{i2\pi pk}{L}}.
\]

The last summation in (C.1) can be written using (5) as

\[
e^{-\frac{i2\pi pk}{L}} = \sum_{r=-N}^{N} e^{-i2\pi f r} \frac{1}{L} \sum_{k=-N}^{N} e^{i2\pi (k-r)p}.
\]

\[
\sum_{r=-N}^{N} e^{-i2\pi f r} \frac{1}{L} \sum_{k=-N}^{N} e^{i2\pi (k-r)p} = e^{-i2\pi pf},
\]

where the last equality follows from (A.2). Now, by substituting (C.2) into (C.1) we obtain

\[
f(r) = \sum_{p=-N}^{N} [q]_p \sum_{l=-N}^{N} D_N \left( \frac{l}{L} - \tau \right) d_{(p-l)} e^{-i2\pi pf}
\]

\[
= \sum_{p=-N}^{N} [q]_p \sum_{l=-N}^{N} \frac{1}{L} \sum_{r=-N}^{N} e^{i2\pi (l-r) \tau} d_{(p-l)} e^{-i2\pi pf}
\]

\[
= \sum_{p=-N}^{N} [q]_p \frac{1}{L} \sum_{l,r=-N}^{N} e^{i2\pi (l-r) \tau} d_{(p-l)} e^{-i2\pi (r+pf)}
\]

\[
= \sum_{p=-N}^{N} [q]_p \frac{1}{L} \sum_{l,r=-N}^{N} e^{i2\pi (l-r) \tau} e^{-i2\pi (r+pf)} d_l,
\]

where the last equality is from the periodicity property.

**APPENDIX D**

**PROOF OF (58)**

Starting from the left-hand side of (58), and by using (49), we can write

\[
\mathbb{E} \left[ M_{(m,n)}^{(m',n')} (r, r_j) \right] =
\]

\[
\frac{1}{L} \sum_{p=-N}^{N} \frac{1}{T^2} \sum_{l,l',k,k'=N}^{N} g_{k'} (-i2\pi k')^m (-i2\pi k)^{m'} g_p \times\]

\[
(-i2\pi p)^{(n+n')} e^{i2\pi \left( \frac{k'-p'(l'-l)}{T} \right)} e^{-i2\pi (k\tau-k'\tau')} e^{-i2\pi p(f-f_j)} \times \mathbb{E} \left[ d_{(p-l)} d_{(p-l')}^H \right],
\]

\[\text{(D.1)}\]

Based on Assumption 1 we have \(\mathbb{E}[d_{(p-l)} d_{(p-l')}^H] = \mathbb{I}_K\) for \(l = l'\) and 0 for \(l \neq l'\). Substituting this in (D.1) we obtain

\[
\mathbb{E} \left[ M_{(m,n)}^{(m',n')} (r, r_j) \right] = \frac{1}{L} \sum_{p=-N}^{N} \frac{1}{T^2} \sum_{l,l',k,k'=N}^{N} g_{k'} (-i2\pi k')^m \times
\]

\[
(-i2\pi k)^{m'} g_p (-i2\pi p)^{(n+n')} e^{i2\pi \left( \frac{2l}{T} \right)} e^{-i2\pi (k\tau-k'\tau')} \times e^{-i2\pi p(f-f_j)} I_K = \sum_{p=-N}^{N} \frac{1}{T^2} \sum_{k,k'=N}^{N} g_{k'} (-i2\pi k')^m \times
\]

\[
(-i2\pi k)^{m'} g_p (-i2\pi p)^{(n+n')} e^{-i2\pi (k\tau-k'\tau')} e^{-i2\pi p(f-f_j)} \times
\]

\[
\frac{1}{L} \sum_{l=-N}^{N} e^{i2\pi \left( \frac{k'}{T} \right)} I_K = \sum_{p=-N}^{N} \frac{1}{T^2} \sum_{k,k'=N}^{N} g_{k'} (-i2\pi k) (m+m') \times
\]

\[
g_p (-i2\pi p)^{(n+n')} e^{-i2\pi k (\tau-\tau')} e^{-i2\pi p(f-f_j)} I_K,
\]

\[\text{(D.2)}\]

where the last equality is based on (A.2).

Now, given the fact that \(g_{k'}\) and \(g_p\) are even functions, we can simplify (D.2) as

\[
\mathbb{E} \left[ M_{(m,n)}^{(m',n')} (r, r_j) \right] = \frac{1}{T} \sum_{k=-N}^{N} g_k (-i2\pi k)^{(m+m')} e^{i2\pi k (\tau-\tau)}
\]

\[
\frac{1}{T} \sum_{p=-N}^{N} g_p (-i2\pi p)^{(n+n')} e^{-i2\pi p(f-f_j)} I_K,
\]

\[\text{(A.2)}\]

which leads to (58) upon using the definition in (34).

**APPENDIX E**

**PROOF OF LEMMA 3**

Based on (57) we can write the entry at \((l',l)\) location in \(R^{(m',n')}_{(m,n)} (r, r_j)\) as

\[
\left[ R^{(m',n')}_{(m,n)} (r, r_j) \right]_{(l',l)} = \frac{1}{L} \sum_{p=-N}^{N} \frac{1}{T^2} \sum_{l,l',k,k'=N}^{N} g_{k'} (-i2\pi k')^m \times
\]

\[
(-i2\pi k)^{m'} g_p (-i2\pi p)^{(n+n')} e^{i2\pi \left( \frac{k'-l'}{T} \right)} e^{-i2\pi \left( \frac{(k-l')\tau}{T} \right)} e^{-i2\pi p(f-f_j)} \times
\]

\[
e^{-i2\pi \left( \frac{p'(l'-l)}{T} \right)} e^{i2\pi \left( \frac{k'-p'(l'-l)}{T} \right)} e^{i2\pi k' \tau'}
\]

\[
e^{i2\pi \left( \frac{k'-p'(l'-l)}{T} \right)} e^{i2\pi k' \tau'}
\]

\[
e^{i2\pi \left( \frac{k'-p'(l'-l)}{T} \right)} e^{i2\pi k' \tau'}
\]

\[
\left( \frac{1}{T} \sum_{k=-N}^{N} \frac{1}{T} \sum_{k'=N}^{N} g_{k'} (-i2\pi k')^m e^{-i2\pi \left( \frac{k'-p'(l'-l)}{T} \right)} e^{i2\pi k' \tau'} \right) \times
\]

\[
g_p (-i2\pi p)^{(n+n')} e^{-i2\pi p(f-f_j)}.
\]

\[\text{(E.1)}\]
Since $g_k$ is an even function, we can write based on (34)

$$
\frac{1}{T} \sum_{k'=-N}^{N} g_k \left( -i2\pi k' \right)^m e^{-i2\pi \frac{L}{k'} (p-l')} e^{i2\pi k' \tau_j} = \frac{1}{T} \sum_{k'=-N}^{N} g_k \left( i2\pi k' \right)^m e^{i2\pi \frac{L}{k'} (p-l')} e^{-i2\pi k' \tau_j} = F^m \left( \frac{p-l'}{L} - \tau_j \right).
$$

(E.2)

Substituting (E.2) in (E.1) we obtain

$$
\left[ \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right]_{(l,l')} = \frac{1}{L} \sum_{p=-N}^{N} F^m \left( \frac{p-l'}{L} - \tau_j \right) \times \left( \frac{1}{T} \sum_{k=-N}^{N} (-i2\pi k)^m e^{i2\pi \frac{L}{k} (p-l)} e^{-i2\pi k \tau} \times g_p \left( -i2\pi p \right)^{(n+n')} e^{-i2\pi p(f-f_j)} \right).
$$

(E.3)

Now, given that $\left| (-i2\pi p)^{(n+n')} e^{-i2\pi p(f-f_j)} \right| \leq (2\pi N)^{(n+n')}$ and that $|g_p| \leq 1$, we can bound the absolute value of (E.3) as

$$
\left| \left[ \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right]_{(l,l')} \right| \leq \frac{1}{L} \sum_{p=-N}^{N} F^m \left( \frac{p-l'}{L} - \tau_j \right) \times \left| \frac{1}{T} \sum_{k=-N}^{N} (-i2\pi k)^m e^{i2\pi \frac{L}{k} (p-l)} e^{-i2\pi k \tau} \right| (2\pi N)^{(n+n')} \leq \frac{(2\pi N)^m}{\mu^m} \frac{3^\tau}{\pi^m (N^2 + 4N)^2} \leq 12 \frac{\tau}{\pi}.
$$

(E.4)

In the following, we will provide the proof of (64) as that of (63) follows the same steps. First, given the fact that $\mu = \sqrt{\frac{L}{4 \pi}} (N^2 + 4N)$ [14], we can write

$$
\frac{(2\pi N)^m}{\mu^m} \leq \frac{3^\tau}{\pi^m (N^2 + 4N)^2} \leq 12 \frac{\tau}{\pi}.
$$

(F.1)

Starting from the left-hand side of (64), we can write

$$
\Pr \left[ \frac{1}{\mu^{m+m'+n+n'}} \left| \mathbf{d}_f^H \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right| \mathbf{d}_{\nu} \right] - 
\mathbb{E} \left[ \left| \mathbf{d}_f^H \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right| \mathbf{d}_{\nu} \right] - 
\Pr \left[ \left| \mathbf{d}_f^H \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right| \mathbf{d}_{\nu} \right] - 
\mathbb{E} \left[ \left| \mathbf{d}_f^H \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \right| \mathbf{d}_{\nu} \right] \geq C_2 \frac{12 \frac{\tau}{\pi}}{\sqrt{L}}
$$

(F.2)

where (F.2) is based on (F.1) while (F.3) is obtained by using Lemma 3. To prove (F.4), we set $A = \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j)$ and $t = \alpha \mathbf{R}(m',n')_{(m,n)} (\mathbf{r}, \mathbf{r}_j) \in [\mu, \mu L]$. then, we use the fact that $||A||_2 \geq ||A||_L$ and that $\exp(-x)$ is a decaying function for $x \in [0, \infty)$. By following the same steps, and upon applying (62), we can prove (65).
Now, by substituting $\alpha = \frac{\epsilon_1 \sqrt{L}}{12C_2 \sqrt{K}}$ in (G.6) we obtain
\[
\Pr \left[ \frac{1}{\mu_{m+n+m+n'}} \left\| M_{(m,n)}^{(m',n')} (r, r_j) - E \left[ M_{(m,n)}^{(m',n')} (r, r_j) \right] \right\|_2 \geq \epsilon_1 \right] \\
\leq \frac{1}{12C_2 \sqrt{K}} \sum_{l,k,m,m',n,n'} \Pr \left[ \frac{1}{\mu_{m+m'+n+n'}} M_{(m,n)}^{(m',n')} (r, r_j) - E \left[ M_{(m,n)}^{(m',n')} (r, r_j) \right] \right|_{l,k} \geq 12C_2 \alpha = \frac{\epsilon_1 \sqrt{L}}{2(12)^2 \sqrt{K} C_2^2} \left( \frac{12K\sqrt{K}^2 C_2}{\epsilon_1 \sqrt{L}} \right)
\]
which can be easily shown to be $\leq \delta/2R^2$ provided that (60) is satisfied with $C_1 = C'CC_2$ where $C'$ is a constant.

**APPENDIX H**

**PROOF OF PROPOSITION 3**

First, note that $E^{(0,0)}, E^{(1,1)}, E^{(2,0)},$ and $E^{(0,2)}$ are symmetric matrices while $E^{(1,0)}$ and $E^{(0,1)}$ are antisymmetric matrices. Therefore, $E$ and $E \otimes I_k$ are symmetric matrices.

To show that any symmetric matrix $S$ with unit diagonal entries is invertible, it is enough to prove that [47, Theorem 6.1.1]
\[
\|I - S\|_\infty < 1.
\]

Now, based on the result obtained in [18, Proposition 5], and given that (16) is satisfied, the matrix $E$ is invertible and satisfies
\[
\|I_{3R} - E\|_\infty \leq 0.19808 \\
\|E\|_2 \leq 1.19808 \\
\|E^{-1}\|_2 \leq 1.24700.
\]

Furthermore, for any two matrices $A$ and $B$ and any $\ell_p$ norm function $\| \cdot \|_p$ we have
\[
\|A \otimes B\|_p = \|A\|_p \|B\|_p.
\]

Starting from (H.1) we can deduce that
\[
\|E\|_2 = \|E \otimes I_k\|_2 = \|E\|_2 \leq 1.19808.
\]

On the other hand, we can also write
\[
\|I_{3R} - E\|_\infty = \|I_{3R} - (E \otimes I_k)\|_\infty \\
= \| (I_{3R} - E) \otimes I_k \|_\infty = \|I_{3R} - E\|_\infty \leq 0.19808. 
\]

Now since $I_{3R} - E$ is a symmetric matrix with zero diagonals we have [47, Theorem 6.1.1]
\[
\|I_{3R} - E\|_2 \leq \|I_{3R} - E\|_\infty
\]
which leads to (73) upon using (H.2).

Finally, to prove (73) we write
\[
\| (E \otimes I_k)^{-1} \|_2 = \|E^{-1} \otimes I_k\|_2 \leq 1.24700.
\]
where (J.1) is obtained by using (73), Lemma 5, and the fact which leads to (76) based on (74).

\[ \int \] to obtain bound. Now, we can apply the union bound to (I.2) in order to obtain (I.3) which is based on using (61) followed by the same justification led to (I.4) where the first and the second inequalities are based on the union bound while the last inequality follows from the triangular inequality, Lemma 7 and the fact that \(|\|L\|_2 \geq 2.5\) \(\subseteq \mathcal{E}_2\) when \(\epsilon_1 \in (0, \frac{2}{5}]\) as in (78).

## Appendix K

**Proof of Lemmas 9 and 10**

The proofs of Lemmas 9 and 10 are based on Matrix Bernstein inequality which is given by the following lemma:

**Lemma 15.** (Matrix Bernstein inequality) \([48, \text{Theorem 1.6.2}]\) Let \(S_1, \ldots, S_n\) be \(N_1 \times N_2\) independent, centred random matrices that are uniformly bounded, i.e.,

\[ \mathbb{E} [S_k] = 0, \quad ||S_k||_2 \leq q, \quad k = 1, \ldots, n. \]

Moreover, define the sum

\[ Z = \sum_{k=1}^{n} S_k \]

and let \(\nu(Z)\) to denote the matrix variance statistic of the sum, i.e.,

\[ \nu(Z) := \max \{ ||\mathbb{E} [Z^H Z]||_2, ||\mathbb{E} [ZZ^H]||_2 \}. \]

Then, for every \(t \geq 0\) we have

\[ \Pr[||Z||_2 \leq t] \leq (N_1 + N_2) \exp \left( -\frac{t^2}{2} \mathcal{V}(Z) + \frac{qt}{3} \right). \]

Now, we are ready to prove Lemma 9 as follows:

### A. Proof of Lemma 9

First, let us consider the following matrix definition

\[ W_j(r) := \left( \Delta T^{(m',n')} (r) \right)^H L \]

\[ = \left[ W_1^{(m',n')} (r), \ldots, W_R^{(m',n')} (r) \right] \in \mathbb{C}^{K \times RK}, \]

where \(W_j(r)^{(m',n')} \in \mathbb{C}^{K \times K}\). Upon using the definition of \(h_i\) in (69) and based on (K.1) we can rewrite \(v_1^{(m',n')} (r)\) as

\[ v_1^{(m',n')} (r) = \sum_{j=1}^{R} W_j^{(m',n')} (r) \text{sign}(c_j) h_j. \]

From (K.2), it is easy to show that \(v_1^{(m',n')} (r)\) is a sum of independent zero-mean vectors based on Assumptions 1 and 3. Therefore, we can apply the Matrix Bernstein inequality.
in Lemma 15 to obtain a probability measure on the bound of $\|v_1^{(m',n')}(r)\|_2^2$. However, we first need to calculate the values of $q$ and $\nu(v_1^{(m',n')})$ as in Lemma 15.

Starting with $q$, we can write conditioned on $E_4$

$$\|w_j^{(m',n')}(r)\|_2 = \|w_j^{(m',n')}(r)\|_2 = 2.5\epsilon_2 = q,$$

where the first inequality follows from triangular inequality and Assumption 4 while the second inequality is based on the fact that $W_j^{(m',n')}(r)$ is a sub-matrix of $W^{(m',n')}(r)$. Finally, the last inequality follows from Lemma 8.

On the other hand, we prove in Appendix N that, conditioned on $E_4$, we have

$$\nu(v_1^{(m',n')}(r)) = 6.25\epsilon_2^2.$$  \hspace{1cm} (K.4)

Now we can write

$$\nu\left[\max_{r \in E_4} \|v_1^{(m',n')}(r)\|_2 \geq \epsilon_3\right] \leq \nu\left[\max_{r \in E_4} \|v_1^{(m',n')}(r)\|_2 \geq \epsilon_3\right] + \nu\left[E_4^c\right] \hspace{1cm} (K.5)

\leq (K + 1) |\Omega_S| \exp \left(-\frac{3\epsilon_3^2}{37.5\epsilon_2^2 + 5\epsilon_2\epsilon_3}\right) + \nu\left[E_4^c\right] \hspace{1cm} (K.6)

\leq \left\{\begin{array}{ll}
(K + 1) |\Omega_S| \exp \left(-\frac{0.4043\epsilon_3^2}{\epsilon_2^2}\right) + \nu\left[E_4^c\right] & \text{if } \epsilon_3 \leq 7.5\epsilon_2 \\
(K + 1) |\Omega_S| \exp \left(-\frac{0.383\epsilon_3^2}{\epsilon_2^2}\right) + \nu\left[E_4^c\right] & \text{if } \epsilon_3 \geq 7.5\epsilon_2
\end{array}\right. \hspace{1cm} (K.7)

\leq 1.5\delta,

where (K.5) is based on the fact that for any two events $A_1$ and $A_2$, $\nu[\max_{r \in E_4} \|v_1^{(m',n')}(r)\|_2 \geq \epsilon_3] \leq \nu[A_1] + \nu[A_2]$ and $\nu\left[E_4^c\right]$ is obtained by using the union bound and Lemma 15 with (K.3) and (K.4).

To show (K.8), first note that based on Lemma 8, $\nu\left[E_4^c\right] \leq \delta/2 + \nu\left[E_4^c\right]$ provided that (90) is satisfied whereas $\nu\left[E_4^c\right] \leq 1/2$ when (60) is satisfied as in Lemma 5. Therefore, $\nu\left[E_4^c\right] \leq \delta$ given that $\max\{60\}, \{90\}$ is satisfied.

On the other hand, in order for the first terms in (K.7) to be less than or equal $\delta/2$ we should have

$$\epsilon_2 = \sqrt{\log \left(\frac{2(K + 1) |\Omega_S|}{0.383\epsilon_3^2 + 2\epsilon_2\epsilon_3}\right)} = 7.5\epsilon_2 \hspace{1cm} (K.9)

Upon substituting (K.9) in (90) and manipulating, we obtain the following bound for $\epsilon_3 \leq 7.5\epsilon_2$

$$L \geq 25C_3^{2R}K^4 \epsilon_3 \log^2 \left(\frac{4RK^2 |\Omega_S|}{\delta}\right) \log \left(\frac{2(K + 1) |\Omega_S|}{\delta}\right) \hspace{1cm} (K.10)

whereas for $\epsilon_3 \geq 7.5\epsilon_2$ we obtain

$$L \geq \frac{100}{9} C_3^{2R} K^4 \epsilon_3^2 \log^2 \left(\frac{4RK^2 |\Omega_S|}{\delta}\right) \log^2 \left(\frac{2(K + 1) |\Omega_S|}{\delta}\right) \hspace{1cm} (K.11)

Now, based on (60), (K.10), and (K.11), and by setting $\epsilon_1 = \frac{\epsilon}{2}$ in (60), we can easily show that (K.8) is satisfied under the hypotheses of Lemma 9.

### B. Proof of Lemma 10

To prove Lemma 10 we need to obtain some results first. To begin note that

$$\|T^{(m',n')}(r)\|_F^2 = \|\tilde{T}^{(m',n')}(r)\|_F^2 \|I_K\|_F^2 \hspace{1cm} (K.12)

= K \|\tilde{T}^{(m',n')}(r)\|_F^2 \leq K \tilde{C}_1,$$

where (K.12) is based on (89) and the fact that $\|A \otimes B\|_F = \|A\|_F \|B\|_F$ while the inequality in (K.13) follows from the fact that $\tilde{C}_1$ is a constant (see Appendix H). On the other hand, we can write conditioned on $E_2$ with $\epsilon_1 \in [0, 3/6]$

$$\|T^{(m',n')}(r)\|_F^2 \|L - \tilde{L} \otimes I_K\|_F^2 \leq \|T^{(m',n')}(r)\|_F^2 \|L - \tilde{L} \otimes I_K\|_F^2 \leq (3.11)^2 K \tilde{C}_1 \epsilon_1^2 \hspace{1cm} (K.14)

where the first inequality is based on the fact that for any two matrices $A$ and $B$, $\|AB\|_F \leq \|A\|_2 \|B\|_F$ whereas the second inequality is based on (K.13) and the fact that

$$\|L - \tilde{L} \otimes I_K\|_F \leq 3.11\epsilon_1 \hspace{1cm} (K.15)$$

with its proof being provided in Appendix M.

Now, if we define

$$\tilde{W}^{(m',n')}(r) := (T^{(m',n')}(r))^H (L - \tilde{L} \otimes I_K) \hspace{1cm} (K.16)

= \left[\tilde{W}_1^{(m',n')}(r), \ldots, \tilde{W}_R^{(m',n')}(r)\right] \in \mathbb{C}^{K \times RK} \hspace{1cm} (K.16)

with $\tilde{W}_j^{(m',n')}(r) \in \mathbb{C}^{K \times K}$, we can rewrite $v_2^{(m',n')}(r)$ in (88) as

$$v_2^{(m',n')}(r) = \sum_{j=1}^{R} \tilde{W}_j^{(m',n')}(r) \text{ sign}(c_j) \ h_j =: \sum_{j=1}^{R} \tilde{w}_j^{(m',n')}(r).$$

Based on Assumption 3 we can easily show that $v_2^{(m',n')}(r)$ is a sum of independent, centered random vectors of dimension $K \times 1$. Therefore, we can apply Lemma 15 to prove Lemma 10 as follows:

Conditioned on $E_2$ for all $\epsilon_1 \in [0, \frac{\epsilon}{2}]$ we can write

$$\|\tilde{w}_j^{(m',n')}(r)\|_2 = \|\tilde{w}_j^{(m',n')}(r)\|_2 \leq \|\tilde{w}_j^{(m',n')}(r)\|_2 \|L - \tilde{L} \otimes I_K\|_2 \leq 3.11\tilde{C}_1 \epsilon_1 =: q. \hspace{1cm} (K.18)

On the other hand, and upon following the same steps that led to (K.4), we can show that

$$\nu(v_2^{(m',n')}(r)) = 9.672 \tilde{C}_1 \epsilon_1^2. \hspace{1cm} (K.19)$$

Now by applying the Matrix Bernstein inequality with (K.18) and (K.19), we can show that

$$\nu\left[\max_{r \in E_2} \|v_2^{(m',n')}(r)\|_2 \geq \epsilon_3\right] \leq \nu\left[\max_{r \in E_2} \|v_2^{(m',n')}(r)\|_2 \geq \epsilon_3\right] \leq \left\{\begin{array}{ll}
(K + 1) |\Omega_S| \exp \left(-\frac{3\epsilon_3^2}{6(3.11)^2 \tilde{C}_1 \epsilon_1^2 + 2.22\tilde{C}_1 \epsilon_3}\right) & \text{if } \epsilon_1 \geq \frac{1}{9.33} \epsilon_3 \\
(K + 1) |\Omega_S| \exp \left(-\frac{3\epsilon_3^2}{12.44\epsilon_1^2}\right) & \text{if } \epsilon_1 \leq \frac{1}{9.33} \epsilon_3
\end{array}\right. \hspace{1cm} \leq \frac{\epsilon}{2}, \hspace{1cm} (K.20)$$

where the first inequality follows from triangular inequality and Assumption 4 while the second inequality is based on Assumption 3.
where the last inequality can be shown to hold true provided that (92) is satisfied. Note that since $\epsilon_3 \leq 1$ and $C_4 \leq 0.55$ we have $\epsilon_1 \leq 2/5$ based on (92).

### APPENDIX L

**PROOF OF LEMMA 11**

Starting from the definition of $\Omega_5$ we can write

\[
\Pr \left[ \max_{r \in \Omega_5} \left\| f^{(m',n')}(r) - \tilde{f}^{(m',n')}(r) \right\|_2 \geq 2\epsilon_3 \right] \leq \frac{1}{\mu \log \left( \frac{4r H K}{C_5} \right)} \sum_{j=1}^{K} \log \left( \frac{\epsilon_3}{2} \right)
\]

and

\[
\left\| \tilde{f}^{(m',n')}(r) \right\|_2 \geq \epsilon_3 \left| \Omega_5 \right|
\]

for any two invertible matrices $A$ and $B$ that satisfy $|A - B|_2 \leq |B^{-1}|_2 \leq 0.5$, the following inequalities hold true \[16\] Appendix E.

\[
\left| A^{-1} \right|_2 \leq 2 |B^{-1}|_2  \tag{M.1}
\]

\[
\left| A^{-1} - B^{-1} \right|_2 \leq 2 |B^{-1}|_2 \left| A - B \right|_2.  \tag{M.2}
\]

Now, to prove (J.2), we know that conditioned on $\mathcal{E}_2$ with $\epsilon_1 \in (0, \frac{1}{5})$ we can write based on (74) and Lemma 5.

\[
\left\| E - E[E] \right\|_2 \leq \left\| (E[E])^{-1} \right\|_2 \leq 0.4988 < 0.5  \tag{M.3}
\]

which leads to (J.2) based on (M.1).

2) **Proof of (K.15):** To show (K.15), recall first the definitions of $L$ and $\tilde{L}$ as applied in (78) and (82), respectively. Then, conditioned on $\mathcal{E}_2$ with $\epsilon_1 \in (0, \frac{2}{5})$ we can write

\[
\left| L - \tilde{L} \right|_2 \leq \left| L^{-1} - (E[E])^{-1} \right|_2.  \tag{M.4}
\]

Now, based on (M.2), (M.3), and (M.4) we can conclude

\[
\left| L - \tilde{L} \right|_2 \leq 2(1.247)^2 \epsilon_1 \leq 3.11 \epsilon_1.  \tag{M.5}
\]

### APPENDIX N

**PROOF OF (K.4)**

Conditioned on the event $\mathcal{E}_4$ we can write

\[
\sum_{j=1}^{R} \mathbb{E} \left[ \left( w_j^{(m',n')} H w_j^{(m',n')} \right) \right]_2 = \sum_{j=1}^{R} \mathbb{E} \left[ \left( \text{sign}(c_j) h_j \right) H \right]_2 \tag{N.1}
\]

where (N.1) is based on Lemma 16 given below. Next, we can write conditioned on $\mathcal{E}_4$.

\[
\left| \left| W^{(m',n')} \right|_2 \right|_F \leq \left| \left| L \right|_2 \right|_2 \Delta T^{(m',n')} \leq \left| \Delta T^{(m',n')} \right|_2 \leq 2.5 K \left| \left| \Delta T^{(m',n')} \right|_2 \right|_2 \leq 6.25 K \epsilon_2,  \tag{N.3}
\]

where (N.3) is based on the fact that for any two matrices $A$ and $B$, $\left| AB \right|_F \leq \left| A \right|_2 \left| B \right|_F$ while (N.4) follows from the fact that $\left| A \right|_F \leq \sqrt{r_A} \left| A \right|_2$ ($r_A$ is the rank of $A$), (78), and Lemma 7. Note that the event $\mathcal{E}_4$ includes $\mathcal{E}_3$ and $\mathcal{E}_2$ with $\epsilon_1 \in (0, \frac{1}{5})$. Finally, by substituting (N.4) in (N.2) we obtain (K.4).

**Lemma 16.** \[32\] Lemma 21] Let $h_j \in \mathbb{C}^{K \times 1}$ have i.i.d. entries on the complex unit sphere. Then, $\mathbb{E} \left[ h_j h_j^H \right] = \frac{1}{K} I_K$.

### APPENDIX O

**PROOF OF LEMMA 12**

To start, we consider a dense set of point vectors $r_p$ on $\Omega_5$ to be on the rectangular grid closest to $r$ that is defined by

\[
\max_{r \in [0,1]^2} \min_{r_p \in \Omega_5} |r - r_p| \leq \frac{2 \epsilon_3}{3 \pi C_2 \sqrt{K L_3/2}},  \tag{O.1}
\]

where the cardinality of $\Omega_5$ is set to be

\[
\left| \Omega_5 \right| = \left( \frac{3\pi C_2 \sqrt{K L_3/2}}{4 \epsilon_3} \right)^2 = \frac{C_3^2 L_3^3}{\epsilon_3^3}.  \tag{O.2}
\]

Starting from the norm function in (94), and upon letting $r \in [0,1]^2$ and considering $r_p$ to be a vector in $\Omega_5$ that is closest
to \( r \) as in (O.1), we can write
\[
\frac{1}{\mu^{m+n}} \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_2 \leq \frac{1}{\mu^{m+n}} \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_2 + \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_2 + \left\| f^{(m',n')} (r_p) - f^{(m',n')} (r_p) \right\|_2 .
\]  

Now, we consider each term in the left-hand side of (O.3) separately. Starting with the first term, we can write
\[
\frac{1}{\mu^{m+n}} \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_2 \leq \sqrt{K} \max_i \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_i ,
\]

where \( |\cdot|_i \) refers to the absolute value of the \( i \)-th entry of the vector. The absolute value function in (O.4) can be upper bounded by
\[
\left| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right| \leq \left| f^{(m',n')} (r, f) - f^{(m',n')} (r, f_p) \right|_i + \left| f^{(m',n')} (r, f_p) - f^{(m',n')} (r_p, f_p) \right|_i \leq \left| f - f_p \right| \sup_x \left\| f^{(m',n')}(x, f) \right\|_i + \left| \tau - \tau_p \right| \sup_x \left\| f^{(m',n'+1)}(x, f) \right\|_i \leq \left| f - f_p \right| \left( \pi L \right) \sup_x \left\| f^{(m',n')}(x, f) \right\|_i + \left| \tau - \tau_p \right| \left( \pi L \right) \sup_x \left\| f^{(m',n'+1)}(x, f) \right\|_i ,
\]

where (O.5) follows from the definition of the derivative of the function while (O.6) is obtained by applying Bernstein's inequality (O.9). Upon substituting (O.7) into (O.4) and then using the result in Lemma [13] we can obtain
\[
\frac{1}{\mu^{m+n}} \left\| f^{(m',n')} (r) - f^{(m',n')} (r_p) \right\|_2 \leq \left( \pi L \right) \tilde{C}_2 \sqrt{K} \left\| r - r_p \right\| \leq \frac{\varepsilon_3}{3} .
\]  

where the last inequality is based on (O.1). Now, by following the same steps we can show that
\[
\frac{1}{\mu^{m+n}} \left\| f^{(m',n')} (r) - f^{(m',n')} (r) \right\|_2 \leq \frac{\varepsilon_3}{3} .
\]  

On the other hand, we can deduce based on Lemma [11] that
\[
\max_{r_p \in \Omega, m'+n' \leq 2} \frac{1}{\mu^{m+n'}} \left\| f^{(m',n')} (r_p) - f^{(m',n')} (r) \right\|_2 \leq \frac{\varepsilon_3}{3}
\]  

holds with probability at least \( 1 - 2.5\delta \) for all pairs \((m',n')\) with \(m'+n' \leq 2\) provided that (93) is satisfied. Note that the occurrence of (93) implies that (91) and (60) are satisfied. Finally, the proof of Lemma [12] is concluded by substituting (O.8), (O.9), and (O.10) in (O.3) and setting \( \delta^* = 3\delta \).
where (Q.1) is based on [83] while $[\bar{f}^H(x) L]_{ij}$ in (Q.2) refers to the $j$-th entry of the vector. Finally, the vector $c$ is defined as $c = [\text{sign}(c_1), \ldots, \text{sign}(c_p)]^T$. Now, based on the result obtained in [14], Lemma C.4] and the fact that $\|c_j x^H 1_j\| \leq 1$, we can conclude that

$$\|\bar{f}(x)\|_2 \leq 0.9958, \forall x \in \Omega_{\text{far}}.$$ (Q.4)

**APPENDIX R**

**PROOF OF LEMMA [14]**

**A. Proof of (98)**

By setting $\epsilon_3 = 2 \times 10^{-3}$ in Lemma [12] we have

$$\|f(x) - \bar{f}(x)\|_2 \leq 0.002$$ (R.1)

holds with probability at least $1 - \delta^*$. On the other hand, we prove in Appendix Q that

$$\|\bar{f}(x)\|_2 \leq 0.9958, \forall x \in \Omega_{\text{far}}.$$ (R.2)

Finally, we can write based on (R.1) and (R.2)

$$\|f(x)\|_2 \leq \|f(x) - \bar{f}(x)\|_2 + \|\bar{f}(x)\|_2 \leq 0.9978.$$ (R.3)

**B. Proof of (99)**

Without loss of generality, we assume that $0 \in \mathbb{R}$ i.e., $|x| \leq 0.2447/N$ based on (96) and that $N \geq 512$. Now, to prove that $\|f(x)\|_2 < 1, \forall x \in \Omega_{\text{close}}$, it is enough to show that the normalized Hessian matrix of $\|f(x)\|_2$, i.e.,

$$\frac{1}{\mu^2} H = \left[ \begin{array}{c|c} \frac{\partial^2}{\partial x^2} \|f(x)\|_2^2 & \frac{\partial^2}{\partial x^2} \frac{1}{\mu} \|f(x)\|_2^2 \\ \hline \frac{\partial^2}{\partial x^2} \frac{1}{\mu} \|f(x)\|_2^2 & \frac{\partial^2}{\partial x^2} \|f(x)\|_2^2 \end{array} \right]$$ (R.4)

is negative definite $\forall x \in \Omega_{\text{close}}$. From the properties of 2 x 2 block matrices, we know that $H$ will become a negative definite matrix if the following two conditions are satisfied:

$$\frac{1}{\mu^2} \text{Tr}(H) = \frac{\partial}{\partial x^2} \left[ \left( \frac{1}{\mu} \|f(x)\|_2 \right)^2 \right] \leq 0$$ (R.5)

$$\frac{1}{\mu^2} \text{det}(H) = \left( \frac{\partial^2}{\partial x^2} \left( \frac{1}{\mu} \|f(x)\|_2 \right)^2 \right) \left( \frac{\partial^2}{\partial x^2} \left( \frac{1}{\mu} \|f(x)\|_2 \right)^2 \right) - \left( \frac{\partial}{\partial x^2} \left( \frac{1}{\mu} \|f(x)\|_2 \right) \right)^2 > 0.$$ (R.6)

Note that (R.5) is nothing but the normalized sum of the eigenvalues while (R.6) is equal to their normalized product.

To show (R.5) and (R.6), we first derive in Appendix S the following bounds $\forall x \in \Omega_{\text{close}}$ and $N \geq 512$

$$\|\bar{f}(x)\|_2 \leq 1.1295 + 0.0475/N$$ (R.7)

$$\|\bar{f}^{(1.0)}(x)\|_2 \leq 0.8874 + 0.2148N$$ (R.8)

$$\|\bar{f}^{(1.1)}(x)\|_2 \leq 0.8459N + 0.2129N^2$$ (R.9)

$$\|\bar{f}^{(2.0)}(x)\|_2 \leq 0.5025N + 3.8845N^2.$$ (R.10)

Note that the bounds in (R.8) and (R.10) also hold for $\|\bar{f}^{(0.1)}(x)\|_2$ and $\|\bar{f}^{(0.2)}(x)\|_2$, respectively.

1) Showing (R.5): Starting from the first term in (R.5), we can write

$$\frac{\partial}{\partial x^2} \left[ \left( \frac{1}{\mu} \|f(x)\|_2 \right)^2 \right] = \frac{2}{\mu^2} \left( \|f^{(1.0)}(x)\|_2 + \|f^{(0.1)}(x)\|_2 \right)$$

$$= 2 \left( \|f^{(1.0)}(x)\|_2^2 + 2 \frac{\partial}{\partial x^2} \text{Re} \left( f^{(2.0)}(x)^H f(x) \right) \right).$$ (R.11)

Now, the first term in (R.11) can be bounded as

$$\left\| \frac{1}{\mu} f^{(1.0)}(x) \right\|_2^2 \leq \left\| \frac{1}{\mu} \left( f^{(1.0)}(x) - f^{(1.0)}(0) \right) \right\|_2^2$$

$$+ \left\| \frac{1}{\mu} f^{(1.0)}(0) \right\|_2^2 \leq \epsilon_3^2 + \frac{1}{\mu^2} (0.8874 + 0.2148N)^2.$$

$$\leq \epsilon_3^2 + 0.0142,$$ (R.12)

where the first inequality is from triangular inequality while the last inequality is based on Lemma [12], (R.8), and the fact that $\mu^2 > \frac{\pi^2}{3} N^2$.

Next, we consider obtaining an upper bound for the second term in (R.11) as

$$\frac{1}{\mu^2} \text{Re} \left( f^{(2.0)}(x)^H f(x) \right) = \text{Re} \left[ \frac{1}{\mu^2} f^{(2.0)}(x)^H f(x) \right]$$

$$- \bar{f}^{(2.0)}(x) f^{(2.0)}(x)^H (f(x) - \bar{f}(x)) =$$

$$\text{Re} \left[ \frac{1}{\mu^2} \left( \bar{f}^{(2.0)}(x) - f^{(2.0)}(x) \right)^H \bar{f}(x) \right]$$

$$+ \text{Re} \left[ \frac{1}{\mu^2} \left( f^{(2.0)}(x) - \bar{f}^{(2.0)}(x) \right)^H \bar{f}(x) \right]$$

$$+ \text{Re} \left[ \frac{1}{\mu^2} \left( f^{(2.0)}(x) \right)^H (f(x) - \bar{f}(x)) \right]$$

$$\leq \epsilon_3^2 + \text{Re} \left[ \frac{1}{\mu^2} \left( \bar{f}^{(2.0)}(x) \right)^H \bar{f}(x) \right] + 1.1296 \epsilon_3 + 1.181 \epsilon_3$$

$$\leq \epsilon_3^2 + 2.31 \epsilon_3 - 0.307,$$ (R.13)

where the inequality in (R.13) is obtained by using Lemma [12] (R.7), (R.10), and the fact that $\mu^2 > \frac{\pi^2}{3} N^2$. Finally, the inequality in (R.14) is based on

$$\text{Re} \left[ \frac{1}{\mu^2} \left( \bar{f}^{(2.0)}(x) \right)^H \bar{f}(x) \right] \leq -0.307$$ (R.15)

with its proof being provided in Appendix S. Now, by substituting (R.12) and (R.14) in (R.11) and then manipulating we obtain

$$\frac{1}{\mu^2} \text{Tr}(H) \leq 8 \epsilon_3^2 + 9.24 \epsilon_3 - 1.171.$$ (R.16)

The above expression can be easily shown to be strictly negative for all $\epsilon_3 \leq 0.1$.

2) Showing (R.6): Starting from the second term in (R.6), we can write

$$\frac{\partial}{\partial x^2} \left[ \frac{1}{\mu} \|f(x)\|_2 \right] = \frac{2}{\mu^2} \left( f^{(1.0)}(x), f^{(0.1)}(x) \right)_R$$

$$+ \frac{2}{\mu^2} \left( f^{(1.1)}(x), f(x) \right)_R.$$ (R.17)
The first term in (R.17) can be upper bounded by
\begin{align*}
\frac{1}{\mu^2} \left\langle f^{(1,0)}(r), f^{(0,1)}(r) \right\rangle_R &= \text{Re} \left[ \frac{1}{\mu^2} \left( f^{(1,0)}(r) - \tilde{f}^{(1,0)}(r) \right)^H \left( f^{(0,1)}(r) - \tilde{f}^{(0,1)}(r) \right) \right] \\
&+ \text{Re} \left[ \frac{1}{\mu^2} \left( f^{(1,0)}(r) - \tilde{f}^{(1,0)}(r) \right)^H \tilde{f}^{(0,1)}(r) \right] \\
&+ \text{Re} \left[ \frac{1}{\mu^2} \left( f^{(0,1)}(r) - \tilde{f}^{(0,1)}(r) \right)^H \left( f^{(1,0)}(r) - \tilde{f}^{(1,0)}(r) \right) \right] \\
&\leq \epsilon_3^2 + 0.238\epsilon_3 + 0.0142, \tag{R.18}
\end{align*}
where the last inequality follows from Lemma [2], [3], and the fact that $\mu^2 > \frac{3}{N} N^2$. By following the same steps that led to (R.18), we can show using (R.9) that
\begin{equation}
\frac{1}{\mu^2} \left\langle f^{(1,1)}(r), f(r) \right\rangle_R \leq \epsilon_3^2 + 1.1948\epsilon_3 + 0.0736. \tag{R.19}
\end{equation}
Now, substituting (R.18) and (R.19) in (R.17), then manipulating, we obtain
\begin{equation}
\frac{\partial}{\partial f(r)} \left| \frac{1}{\mu} f(r) \right|^2 \leq 4\epsilon_3^2 + 2.865\epsilon_3 + 0.175. \tag{R.20}
\end{equation}
Finally, by using the bound obtained for (R.11) with that in (R.20), we can easily show that (R.10) is satisfied for all $\epsilon_3 \leq 0.051$. This completes the proof of (R.9).

APPENDIX S

VARIOUS IMPORTANT RESULTS
The proofs in this appendix are based on the assumptions that $0 \in R$ and $N \geq 512$. Starting from the results obtained in [4] Lemma 2.3 and Section C.2], we can show that for $|r| \leq 0.2447/N$ and $N \geq 512$ we have
\begin{align*}
|\tilde{M}^{(1,0)}(r)| &\leq 0.8113, \\
|\tilde{M}^{(1,1)}(r)| &\leq 0.6531N, \\
|\tilde{M}^{(2,0)}(r)| &\leq 3.393N^2, \\
|\tilde{M}^{(2,1)}(r)| &\leq 2.669N^2, \\
|\tilde{M}^{(3,0)}(r)| &\leq 8.070N^3, \\
|\tilde{M}^{(2,0)}(r)| &\leq 2.097N^2, \\
|\bar{M}(r)| &\geq 0.8113, \\
|\bar{M}(r)| &\leq 1.
\end{align*}
where $\tilde{M}^{(m,n)}(r)$ is as defined in (58). Moreover, by defining
\begin{equation}
\tilde{Z}^{(m,n)}(r) := \sum_{r_j \in R\setminus\{0\}} |\tilde{M}^{(m,n)}(r - r_j)| \tag{S.1}
\end{equation}
we can obtain the following bounds based on [4] Section C.2]
\begin{align*}
\tilde{Z}^{(0,0)}(r) &\leq 6.405 \times 10^{-2}, \\
\tilde{Z}^{(1,0)}(r) &\leq 0.1047N, \\
\tilde{Z}^{(2,0)}(r) &\leq 0.4019N, \\
\tilde{Z}^{(1,1)}(r) &\leq 0.1642N^2, \\
\tilde{Z}^{(2,1)}(r) &\leq 0.6751N^3, \\
\tilde{Z}^{(3,0)}(r) &\leq 1.574N^3. \tag{S.3}
\end{align*}
Finally, we can also conclude based on [4] and [39]
\begin{align*}
||\bar{\alpha}_j||_2 &\leq \alpha_{\text{max}} = 1 + 5.577 \times 10^{-2} \\
||\bar{\alpha}_j||_2 &\geq \alpha_{\text{min}} = 1 - 5.577 \times 10^{-2} \\
||\bar{\beta}_j||_2 &\leq \beta_{\text{max}} = \frac{2.93}{N} \times 10^{-2} \\
||\bar{\gamma}_j||_2 &\leq \gamma_{\text{max}} = \frac{2.93}{N} \times 10^{-2}. \tag{S.4}
\end{align*}

A. Proofs of (R.7) and (R.8)
In this section, we will provide the proofs of (R.7) and (R.8) as those of (R.9) and (R.10) follow the same steps. Starting from (67) we can write
\begin{align*}
||\bar{f}(r)||_2 &\leq \left\| \sum_{j=1}^R \tilde{M}^{(0,0)}(r - r_j) \bar{\alpha}_j + \tilde{M}^{(1,0)}(r - r_j) \bar{\beta}_j + \tilde{M}^{(0,1)}(r - r_j) \bar{\gamma}_j \right\|_2 \\
&\leq \alpha_{\text{max}} \left( ||\tilde{M}^{(0,0)}(r)|| + \tilde{Z}^{(0,0)}(r) \right) \\
&+ 2\beta_{\text{max}} \left( ||\tilde{M}^{(0,1)}(r)|| + \tilde{Z}^{(0,1)}(r) \right) \leq 1.1295 + 0.0475/N, \\
\end{align*}
where the last inequality is based on (S.1), (S.3), and (S.4). On the other hand, we can also obtain
\begin{align*}
||\tilde{f}^{(1,0)}(r)||_2 &\leq \alpha_{\text{max}} \left( ||\tilde{M}^{(1,0)}(r)|| + \tilde{Z}^{(1,0)}(r) \right) \\
&+ \beta_{\text{max}} \left( ||\tilde{M}^{(2,0)}(r)|| + \tilde{Z}^{(2,0)}(r) \right) \leq 0.8874 + 0.2148N.
\end{align*}

B. Proof of (R.15)
Starting from the expression in (67), we can write after some algebraic manipulations
\begin{align*}
\text{Re} \left[ \frac{1}{\mu^2} \left( \tilde{f}^{(2,0)}(r) \right)^H \bar{f}(r) \right] = \frac{1}{\mu^2} \text{Re} \left[ T_1(r) + T_2(r) \right],
\end{align*}
where
\begin{align*}
T_1(r) &= ||\bar{\alpha}_j||_2 \tilde{M}^{(2,0)}(r) \tilde{M}^{(0,0)}(r) \bar{\alpha}_j + \tilde{M}^{(1,0)}(r) \bar{\alpha}_j + \tilde{M}^{(0,1)}(r) \bar{\beta}_j + \tilde{M}^{(1,1)}(r) \bar{\gamma}_j \tilde{M}^{(2,0)}(r) \bar{\alpha}_j \\
&\times \sum_{r_j \in R \setminus \{0\}} \tilde{M}^{(0,1)}(r - r_j) \bar{\beta}_j + \tilde{M}^{(1,1)}(r - r_j) \bar{\gamma}_j \tilde{M}^{(2,0)}(r) \\
&\times \sum_{r_j \in R \setminus \{0\}} \tilde{M}^{(0,1)}(r - r_j) \bar{\beta}_j + \tilde{M}^{(1,1)}(r - r_j) \bar{\gamma}_j,
\end{align*}
\begin{align*}
T_2(r) &= \left( \sum_{r_j \in R \setminus \{0\}} \tilde{M}^{(2,0)}(r - r_j) \bar{\alpha}_j \right)^H \tilde{f}(r) \\
&+ \left( \bar{\beta}_j \tilde{M}^{(3,0)}(r) \bar{\alpha}_j + \tilde{M}^{(3,0)}(r - r_j) \bar{\beta}_j \right)^H \tilde{f}(r) \\
&+ \left( \bar{\gamma}_j \tilde{M}^{(2,1)}(r) \tilde{f}(r) \right) \tilde{f}(r),
\end{align*}
while $l$ is the index at which $r_l = 0$. Now, by using the bounds in (S.1), (S.3), and (S.4), and after some algebraic manipulations, we can show that
\begin{align*}
\text{Re} \left[ T_1(r) \right] &\leq -1.346N^2 + 0.17N \\
\text{Re} \left[ T_2(r) \right] &\leq 0.331N^2 + 0.556N.
\end{align*}
Therefore, we can finally conclude that
\[
\Re\left[\frac{1}{\mu^2} \left(\bar{f}^{(2,0)}(r)\right)^H f(r)\right] \\
\leq \frac{1}{\mu^2} (-1.02N^2 + 0.726N) \leq -0.307.
\]