Robin fractional problems with symmetric variable growth
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ABSTRACT
In this paper, we study the fractional $p(\cdot)$-Laplacian, and we introduce the corresponding nonlocal conormal derivative for this operator. We prove the basic properties of the corresponding function space, and we establish a nonlocal version of the divergence theorem for such operators. In the second part of this paper, see Sec. IV, we prove the existence of weak solutions of corresponding $p(\cdot)$-Robin boundary problems with sign-changing potentials by applying variational tools.
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I. INTRODUCTION
In recent years, equations with nonstandard growth and related nonlocal equations have been studied by several authors. Such equations are very powerful and have lots of applications to different nonlinear problems including phase transitions, thin obstacle problem, stratified materials, anomalous diffusion, crystal dislocation, soft thin films, semipermeable membranes and flame propagation, ultra-relativistic limits of quantum mechanics, multiple scattering, minimal surfaces, material science, water waves, and so on. For a comprehensive introduction to materials, anomalous diffusion, crystal dislocation, soft thin films, semipermeable membranes and flame propagation, ultra-relativistic limits were the first who established some results on fractional Sobolev spaces with variable exponent of the $(-\Delta)^s$-Laplacian, and we introduce the corresponding nonlocal conormal derivative for this operator. In particular, it is shown that these spaces are compactly embedded into variable exponent Lebesgue spaces. They also give an existence result for nonlocal problems involving the fractional $p(\cdot)$-Laplacian. Further developments have been made by Bahrouni and Rădulescu and the references therein.

In this work, we continue the study of this new class of problems. Our main aim is to investigate for the first time fractional $p(\cdot)$-Laplacian equation with the nonlocal Robin boundary condition. Precisely, we consider the problem

\begin{equation}
(-\Delta)_p^{\beta}u + |u|^{p(x) - 2}u = f(x, u) \quad \text{in } \mathbb{R}, \quad \text{if } (-\Delta)_p^{\beta}u + |u|^{p(x) - 2}u = g(x) \quad \text{in } \mathbb{R} \setminus \overline{\Omega},
\end{equation}

(1.1)
where $\Omega \subset \mathbb{R}^N$, $N > 1$, is a bounded domain with the Lipschitz boundary, $s \in (0, 1)$, $p : \mathbb{R}^{2N} \to (1, +\infty)$ is a symmetric, continuous function bounded away from 1, $\overline{\Omega} = p(\cdot, \cdot)$, $g \in L^1(\mathbb{R}^N; \Omega)$ and $\beta \in L^\infty(\mathbb{R}^N; \Omega)$ with $\beta \geq 0$ in $\mathbb{R}^N \setminus \Omega$, and $(-\Delta)^{s}_{p(\cdot, \cdot)}$ stands for the fractional $p(\cdot, \cdot)$-Laplacian, which is given by

$$(-\Delta)^{s}_{p(\cdot, \cdot)}u(x) = \text{p.v.} \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x,y)-2}(u(x) - u(y))}{|x-y|^{N+sp(x,y)}} \, dy \quad \text{for } x \in \Omega. \quad (1.2)$$

Furthermore, $\mathcal{N}_{s,p(\cdot, \cdot)}$ is defined by

$$\mathcal{N}_{s,p(\cdot, \cdot)}u(x) = \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y)\cdot 1}(u(x) - u(y))}{|x-y|^{N+sp(x,y)}} \, dy \quad \text{for } x \in \mathbb{R}^N \setminus \overline{\Omega} \quad (1.3)$$

and denotes the nonlocal normal $p(\cdot, \cdot)$-derivative [or $p(\cdot, \cdot)$-Neumann boundary condition] and describes the natural Neumann boundary condition in the presence of the fractional $p(\cdot, \cdot)$-Laplacian. This work extends the notion of the nonlocal normal derivative introduced by Dipierro, Ros-Oton, and Valdinoci\(^\text{12}\) for the fractional Laplacian (see also Ref.\(^\text{15}\)) and Mugnai and Proietti Lippi\(^\text{23}\) for the fractional $p$-Laplacian (see also Ref.\(^\text{29}\)). In the context of the fractional $p(\cdot, \cdot)$-Laplacian, we also refer to the recent works of Mezzomo Bonaldo, Miyagaki, and Hurtado\(^\text{20}\) and Zhang and Zhang\(^\text{28}\).

This paper is organized as follows. In Sec. II, we recall some definitions and fundamental properties of the spaces $L^{p(\cdot)}(\Omega)$, $W^{1,p(\cdot)}(\Omega)$, and $W^{s,p(\cdot, \cdot)}(\Omega)$. In Sec. III, we introduce the corresponding function space for weak solutions of (1.1), prove some properties, and state the corresponding Green formula for problems such as (1.1). In Sec. IV, we prove an existence result for problem (1.1) with sign-changing potential based on the new results obtained in Sec. III and by applying variational tools.

II. PRELIMINARIES

In this section, we recall some necessary properties of variable exponent spaces and fractional Sobolev spaces with the variable exponent. Suppose that $\Omega$ is a bounded domain in $\mathbb{R}^N$ with the Lipschitz boundary $\partial \Omega$ and $p \in C(\overline{\Omega})$, where

$$C_1(\overline{\Omega}) = \{ p \in C(\overline{\Omega}) : p(x) > 1 \text{ for all } x \in \overline{\Omega} \}.$$ 

We set $p^- := \min_{x \in \overline{\Omega}} p(x)$ and $p^+ := \max_{x \in \overline{\Omega}} p(x)$; then, $p^- > 1$ and $p^+ < \infty$. By $L^{p(\cdot)}(\Omega)$, we identify the variable exponent Lebesgue space, which is defined by

$$L^{p(\cdot)}(\Omega) = \left\{ u \mid \Omega : \mathbb{R} \text{ is measurable and } \int_{\Omega} |u|^{p(x)} \, dx < \infty \right\}$$

equipped with the Luxemburg norm

$$||u||_{p(\cdot)} = \inf \left\{ \tau > 0 : \int_{\Omega} \frac{|u(x)|^{p(x)}}{\tau} \, dx \leq 1 \right\}.$$ 

The variable exponent Sobolev space $W^{1,p(\cdot)}(\Omega)$ is defined by

$$W^{1,p(\cdot)}(\Omega) = \left\{ u \in L^{p(\cdot)}(\Omega) : |\nabla u| \in L^{p(\cdot)}(\Omega) \right\}$$

with the norm

$$||u||_{1,p(\cdot)} = ||\nabla u||_{p(\cdot)} + ||u||_{p(\cdot)}.$$ 

For more information and basic properties of variable exponent spaces, we refer the reader to the papers of Fan and Zhao\(^\text{13}\), Kováčik and Rákosník\(^\text{14}\), and the monographs of Diening \textit{et al.}\(^\text{11}\) and Rádulescu and Repovš\(^\text{27}\).

Let $L^{q(\cdot)}(\Omega)$ be the conjugate space of $L^{p(\cdot)}(\Omega)$, that is, $1/p(x) + 1/q(x) = 1$ for all $x \in \overline{\Omega}$. If $u \in L^{p(\cdot)}(\Omega)$ and $v \in L^{q(\cdot)}(\Omega)$, then the Hölder-type inequality

$$\int_{\Omega} uv \, dx \leq \left( \frac{1}{p^-} + \frac{1}{q^-} \right) ||u||_{p(\cdot)} ||v||_{q(\cdot)}$$

is satisfied. More general, if $p_j \in C_1(\overline{\Omega})$ ($j = 1, 2, \ldots, k$) and
\[ \frac{1}{p_1(x)} + \frac{1}{p_2(x)} + \cdots + \frac{1}{p_k(x)} = 1, \]

then for all \( u_j \in L^{p_j}(\Omega) \) \((j = 1, \ldots, k)\), we have

\[ \left| \int_{\Omega} u_1 u_2 \cdots u_k \, dx \right| \leq \left( \frac{1}{p_1} + \frac{1}{p_2} + \cdots + \frac{1}{p_k} \right) \| u_1 \|_{p_1} \| u_2 \|_{p_2} \cdots \| u_k \|_{p_k}. \]

In order to work with variable Lebesgue and Sobolev spaces, we need to consider the corresponding modular function. To this end, let \( \rho : L^{p}(\Omega) \rightarrow \mathbb{R} \) be defined by

\[ \rho(u) = \int_{\Omega} |u|^{p(x)} \, dx. \]

**Proposition 2.1.** The following hold:

(i) \( \| u \|_{p(x)} < 1 \) \((= 1, > 1) \) \(\iff\) \( \rho(u) < 1(= 1, > 1) \);

(ii) \( \| u \|_{p(x)} > 1 \) \(\implies\) \( \| u \|_{p(x)}^{p_{\rho}} \leq \rho(u) \leq \| u \|_{p(x)}^{p_{\rho}} \);

(iii) \( \| u \|_{p(x)} < 1 \) \(\implies\) \( \| u \|_{p(x)}^{p_{\rho}} \leq \rho(u) \leq \| u \|_{p(x)}^{p_{\rho}} \).

**Proposition 2.2.** If \( u, u_n \in L^{p}(\Omega) \) with \( n \in \mathbb{N} \), then the following statements are equivalent:

(i) \( \lim_{n \rightarrow \infty} \| u_n - u \|_{p(x)} = 0 \);

(ii) \( \lim_{n \rightarrow \infty} \rho(u_n - u) = 0 \);

(iii) \( u_n(x) \rightarrow u(x) \) a.e. in \( \Omega \) and \( \lim_{n \rightarrow \infty} \rho(u_n(x)) = \rho(u(x)) \).

Let us now introduce the fractional Sobolev space with variable exponents following the work of Kaufmann, Rossi, and Vidal.\(^{27}\) To this end, let \( s \in (0, 1) \), and let \( q : \overline{\Omega} \rightarrow (1, \infty) \) and \( p : \overline{\Omega} \rightarrow (1, \infty) \) be two continuous functions. Furthermore, we suppose that \( p \) is symmetric and that both functions, \( q \) and \( p \), are bounded away from 1, that is,

\[ p(x, y) = q(y, x) \quad \text{for all } x, y \in \overline{\Omega}, \]

\[ 1 < q := \min_{x \in \overline{\Omega}} q(x) \leq q(x) \leq q := \max_{x \in \overline{\Omega}} q(x), \]

\[ 1 < p := \min_{(x, y) \in \overline{\Omega} \times \overline{\Omega}} p(x, y) \leq p(x, y) \leq p := \max_{(x, y) \in \overline{\Omega} \times \overline{\Omega}} p(x, y). \] \hspace{1cm} (2.1)

Now, we introduce the fractional variable Sobolev space \( W := W^{s,q}p(r,\cdot)_{\overline{\Omega}} \), which is given by

\[ W = \left\{ u : \Omega \rightarrow \mathbb{R} \mid u \in L^{q}((\Omega), \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y)} dx dy}{|x - y|^{Nsp(x,y)}} \right\} \]

for \( \lambda > 0 \) such that \( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y)} dx dy}{|x - y|^{Nsp(x,y)}} \leq 1 \).

If we endow \( W \) with the norm

\[ \| u \|_{W} = [u]_{s,q,p(r)} + \| u \|_{L^{q}((\Omega))}, \]

then \( W \) becomes a Banach space. The following lemma can be found in Ref. 5, Lemma 3.1.

**Lemma 2.3.** Suppose that \( \Omega \subset \mathbb{R}^{N} \) is a bounded open domain and assume (2.1). Then, \( W \) is a separable, reflexive space.

The following theorem states the compactness of the embedding \( W \) into a suitable variable Lebesgue space \( L^{q}((\Omega)) \). For the proof, we refer to Ref. 17, Theorem 1.1.

**Theorem 2.4.** Let \( \Omega \subset \mathbb{R}^{N} \) be a Lipschitz bounded domain and \( s \in (0, 1) \). Let \( q(\cdot) \) and \( p(\cdot, \cdot) \) be continuous variable exponents satisfying (2.1) with \( sp(x,y) < N \) for \( (x, y) \in \overline{\Omega} \times \overline{\Omega} \). Moreover, \( q(x) > p(x, x) \) for \( x \in \overline{\Omega} \). Assume that \( r : \overline{\Omega} \rightarrow (1, \infty) \) is a continuous function such that
\[ p_s^*(x) = \frac{Np(x,x)}{N - sp(x,x)} > r(x) \geq r_- := \min_{x \in \overline{\Omega}} r(x) > 1 \quad \text{for all } x \in \overline{\Omega}. \]

Then, there exists a constant \( C = C(N,s,p,q,r,\Omega) \) such that for every \( f \in W \), it holds
\[
\|f\|_{L^{r}(\Omega)} \leq C \|f\|_{W}.
\]

Thus, the space \( W \) is continuously embedded in \( L^{r}(\Omega) \) for any \( r \in (1,p^*_s) \). Moreover, this embedding is compact.

We also refer to a similar result for traces for fractional Sobolev spaces with variable exponents; see Ref. \( 10 \), Theorem 1.1. Under assumption \( (2.1) \), let \( \mathcal{L} : W \to W^* \) be the nonlinear map defined by
\[
\langle \mathcal{L}(u), \varphi \rangle = \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y)-2}(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+sp(x,y)}} \, dy.
\] (2.2)

It can be seen as the generalization of the fractional \( p \)-Laplacian in the constant exponent case, and it is called fractional \( p(\cdot,\cdot) \)-Laplacian, denoted by \( \mathcal{L} := (-\Delta)^{p(\cdot,\cdot)} \). Reference \( 5 \), Lemma 4.2 proved several properties of \( \mathcal{L} \), which are stated in the next lemma.

\textbf{Lemma 2.5.} 

(i) \( \mathcal{L} \) is a bounded and strictly monotone operator; 

(ii) \( \mathcal{L} \) fulfills the \( (S_1) \)-property, that is, \( u_n, u \in W \) and \( \sup_{n \to \infty} (\mathcal{L}(u_n), u_n - u) \leq 0 \) imply \( u_n \to u \) in \( W \); 

(iii) \( \mathcal{L} : W \to W^* \) is a homeomorphism.

The operator \( (2.2) \) is related to the energy functional \( J : W \to \mathbb{R} \) defined by
\[
J(u) = \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y)}}{p(x,y)|x-y|^{N+sp(x,y)}} \, dx \, dy \quad \text{for all } u \in W.
\]

It is clear that \( J \) is well-defined on \( W \) and \( J \in C^1(W; \mathbb{R}) \) with the derivative given by
\[
\langle J'(u), \varphi \rangle = \langle \mathcal{L}(u), \varphi \rangle \quad \text{for all } u, \varphi \in W,
\]

see Ref. \( 5 \), Lemma 4.1.

\textbf{Remark 2.6.} Note that Theorem 2.4 remains true when \( q(x) \geq p(x,x) \) for all \( x \in \overline{\Omega} \) (see the work of Zhang and Zhang). In existing articles working on \( W \), see Ref. \( 5 \), Theorem 3.1 or Ref. \( 17 \), Theorem 1.4, the function \( q \) is actually assumed to satisfy \( q(x) > p(x,x) \) for all \( x \in \overline{\Omega} \) due to some technical reason. Such spaces are actually not a generalization of the fractional Sobolev space \( W^{s,p}(\Omega) \).

\section{III. Functional Setting}

The aim of this section is to give the basic properties of the fractional \( p(\cdot,\cdot) \)-Laplacian with the associated \( p(\cdot,\cdot) \)-Neumann boundary condition. After this, we are able to introduce the definition of a weak solution for the new Robin problem with \( p(\cdot,\cdot) \)-Neumann boundary condition stated in \( (1.1) \). In order to do this, we use some ideas developed by Bahrouni, Rădulescu, and Winkert and Dipierro, Ros-Oton, and Valdinoci.

We suppose the following assumptions:

\begin{itemize}
  \item[(S)] \( s \in \mathbb{R} \) with \( s \in (0,1) \); 
  \item[(P)] \( p : \mathbb{R}^{2N} \to (1, +\infty) \) is a symmetric, continuous function bounded away from 1, that is,
    \[
    p(x,y) = p(y,x)
    \]
    for all \( x,y \in \mathbb{R}^{2N} \)
  
  with
  \[
  1 < p^- := \min\_{(x,y) \in \mathbb{R}^{2N}} p(x,y) \leq p(x,y) \leq p^+ := \max\_{(x,y) \in \mathbb{R}^{2N}} p(x,y).
  \]
  \[
  \text{and } sp^* \leq N; 
  \]
  \item[(G)] \( g \in L^1(\mathbb{R}^N \setminus \Omega) \); 
  \item[(\beta)] \( \beta \in L^\infty(\mathbb{R}^N \setminus \Omega) \) and \( \beta \geq 0 \) in \( \mathbb{R}^N \setminus \Omega \); 
\end{itemize}
Let \( u : \mathbb{R}^N \to \mathbb{R} \) be a measurable function and let \( \mathcal{P}(x) = p(x, x) \) for all \( x \in \mathbb{R}^N \). We set
\[
\|u\|_x = |u|_{\mathcal{P}(x)\mathbb{R}^N\backslash\Omega_0^2} + \|u\|_{L^2(\Omega)} + \|\beta^{\mathcal{P}}u\|_{L^2(\Omega)} + \|\beta^{\mathcal{P}}u\|_{L^2(\Omega)}
\]
where \( \mathcal{C}_\Omega = \mathbb{R}^N \setminus \Omega \) and
\[
X := \{ u : \mathbb{R}^N \to \mathbb{R} \text{ measurable : } \|u\|_x < \infty \}.
\]

Proposition 3.1. Let hypotheses (S), (P), (G), and (B) be satisfied. Then, \( (X, \|\cdot\|_x) \) is a reflexive Banach space.

Proof. Step 1: \((X, \|\cdot\|_x)\) is a Banach space.

It is easy to check that \( \|\cdot\|_x \) is a norm on \( X \). We only show that if \( \|u\|_x = 0 \), then \( u = 0 \) a.e. in \( \mathbb{R}^N \). Indeed, from \( \|u\|_x = 0 \), we get \( \|u\|_{L^2(\Omega)} = 0 \), which implies that
\[
u = 0 \quad \text{a.e. in } \Omega, \tag{3.1}
\]
and
\[
\int_{\mathbb{R}^N \setminus \Omega} |u(x) - u(y)|^{p(x,y)} \frac{dx dy}{|x - y|^{N + p(x,y)}} = 0. \tag{3.2}
\]

By (3.2), we deduce that \( u(x) = u(y) \) for almost all \( (x,y) \in \mathbb{R}^{2N} \setminus \Omega_0^2 \), that is, \( u = c \in \mathbb{R} \) a.e. in \( \mathbb{R}^N \). By (3.1), it easily follows that \( c = 0 \), so \( u = 0 \) a.e. in \( \mathbb{R}^N \).

Now, we prove that \( X \) is complete. To this end, let \( (u_k)_{k \in \mathbb{N}} \) be a Cauchy sequence in \( X \). In particular, \( (u_k)_{k \in \mathbb{N}} \) is a Cauchy sequence in \( L^{p(x)}(\Omega) \) and so, up to a subsequence, there exists \( u \in L^{p(x)}(\Omega) \) such that
\[
u_k \to u \quad \text{in } L^{p(x)}(\Omega) \text{ and a.e. in } \Omega.
\]

Precisely, we find \( Z_1 \subset \mathbb{R}^N \) such that
\[
|Z_1| = 0 \quad \text{and} \quad u_k(x) \to u(x) \quad \text{for every } x \in \Omega \setminus Z_1. \tag{3.3}
\]

For any \( U : \mathbb{R}^N \to \mathbb{R} \) and for any \( (x,y) \in \mathbb{R}^{2N} \), we set
\[
E_U(x,y) := \frac{(U(x) - U(y))\chi_{\mathbb{R}^{2N} \setminus \Omega_0^2}(x,y)}{|x - y|^{1 + p(x,y)}},
\]
which implies
\[
E_{u_k}(x,y) - E_{u_k}(x,y) = \frac{(u_k(x) - u_k(y) - u_k(y))\chi_{\mathbb{R}^{2N} \setminus \Omega_0^2}(x,y)}{|x - y|^{1 + p(x,y)}}.
\]

Using the fact that \( (u_k)_{k \in \mathbb{N}} \) is a Cauchy sequence in \( X \) and Proposition 2.1, for every \( \epsilon > 0 \), there exists \( N_\epsilon \in \mathbb{N} \) such that for \( h,k \geq N_\epsilon \), we have
\[
\epsilon^{\frac{1}{p(x)}} \geq \left[ E_{u_k} - E_{u_k}\right]_{L^{p(x)}(\mathbb{R}^{2N} \setminus \Omega_0^2)} \geq \left( \int_{\mathbb{R}^{2N} \setminus \Omega_0^2} \frac{|(u_k - u_k)(x) - (u_k - u_k)(y)|^{p(x,y)}}{|x - y|^{N + p(x,y)}} \frac{dx dy}{|x - y|^{N + p(x,y)}} \right)^{p(x)} \geq \|E_{u_k} - E_{u_k}\|_{L^{p(x)}(\mathbb{R}^{2N})}.
\]

Thus, \( (E_{u_k})_{k \in \mathbb{N}} \) is a Cauchy sequence in \( L^{p(x)}(\mathbb{R}^{2N}) \) and so, up to a subsequence, we are able to assume that \( E_{u_k} \) converges to some \( E_u \) in \( L^{p(x)}(\mathbb{R}^{2N}) \) and a.e. in \( \mathbb{R}^{2N} \). This means we can find \( Z_2 \subset \mathbb{R}^{2N} \) such that
\[
|Z_2| = 0 \quad \text{and} \quad E_{u_k}(x,y) \to E_u(x,y) \quad \text{for every } (x,y) \in \mathbb{R}^{2N} \setminus Z_2. \tag{3.4}
\]

For any \( x \in \Omega \), we set
\[
S_x := \{ y \in \mathbb{R}^N : (x,y) \in \mathbb{R}^{2N} \setminus Z_2 \},
\]
\[
W := \{ (x,y) \in \mathbb{R}^{2N} : x \in \Omega \text{ and } y \in \mathbb{R}^N \setminus S_x \},
\]
\[
V := \{ x \in \Omega : \|\mathbb{R}^N \setminus S_x\| = 0 \}.
\]
Proceeding exactly as in Ref. 12, Proposition 3.1 and Ref. 25, Proposition 2.2 we get

$$ |\Omega|(|V\setminus Z_1|) = |(\Omega \setminus V) \cup Z_1| \leq |\Omega|V + |Z_1| = 0. $$

In particular, $V \setminus Z_1 \neq \emptyset$, so we can fix $x_0 \in V \setminus Z_1$.

Because of $x_0 \in \Omega \setminus Z_1$, from (3.3), it follows

$$ \lim_{k \to \infty} u_k(x_0) = u(x_0). $$

In addition, since $x_0 \in V$, we obtain $|R^N \setminus S_n| = 0$. Then, for a.a. $y \in R^N$, this yields $(x_0, y) \in R^{2N} \setminus Z_2$, and hence, by (3.4),

$$ \lim_{k \to \infty} E_{u_k}(x_0, y) = E_{u}(x_0, y). $$

Since $\Omega \times (C\Omega) \subseteq \Omega^{2N} \setminus (C\Omega)^2$, we have

$$ E_{u_k}(x_0, y) := \frac{u_k(x_0) - u_k(y)}{|x_0 - y|^{\frac{N}{2}}}, \quad \text{for a.a. } y \in C\Omega. $$

However, this implies

$$ \lim_{k \to \infty} u_k(y) = \lim_{k \to \infty} \left( u_k(x_0) - \frac{|x_0 - y|^{\frac{N}{2}} E_{u_k}(x_0, y)}{2} \right) $$

$$ = u(x_0) - \frac{|x_0 - y|^{\frac{N}{2}} E_{u}(x_0, y)}{2}, \quad \text{for a.a. } y \in C\Omega. $$

Combining this with (3.3), we see that $u_k$ converges a.e. in $R^N$ to some $u$ in $R^N$. Since $u_k$ is a Cauchy sequence in $X$, for any $\varepsilon > 0$, there exists $N_\varepsilon > 0$ such that for any $\xi \geq N_\varepsilon$, we have by applying Fatou’s lemma

$$ \varepsilon \geq \liminf_{k \to +\infty} \|u_k - u_k\|^p_X $$

$$ \geq \liminf_{k \to +\infty} \left( \int_\Omega g |u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} + \liminf_{k \to +\infty} \left( \int_{\Omega \setminus (C\Omega)} g |u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} $$

$$ + \liminf_{k \to +\infty} \left( \int_{\Omega \setminus (C\Omega)} |\beta| |\beta| u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} + \liminf_{k \to +\infty} \left( \int_{\Omega \setminus (C\Omega)} |\theta| |\theta| u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} $$

$$ \geq \left( \int_\Omega g |u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} + \left( \int_{\Omega \setminus (C\Omega)} |\beta| |\beta| u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} $$

$$ + \left( \int_{\Omega \setminus (C\Omega)} |\theta| |\theta| u_k - u_k|^p(x) \, dx \right)^{\frac{1}{p}} $$

$$ \geq \frac{1}{4^{p-1}} \|u_k - u\|^p_X. $$

Therefore, $u_k$ converges to $u$ in $X$, and so, $X$ is complete.

**Step 2:** $X$ is a reflexive space.

Consider the space

$$ Y = L^{p^{(x)}}(\Omega) \times L^{p^{(x)}}(C\Omega) \times L^{p^{(x)}}(C\Omega) \times L^{p^{(x)}}(R^{2N} \setminus (C\Omega)^2) $$

endowed with the norm

$$ \|u\|_Y := \|u\|^p_{L^{p^{(x)}}(\Omega)} + \|\beta\|^p_{L^{p^{(x)}}(C\Omega)} + \|\theta\|^p_{L^{p^{(x)}}(C\Omega)} + \|\nu\|^p_{L^{p^{(x)}}(R^{2N} \setminus (C\Omega)^2)}. $$
We notice that \((Y, \| \cdot \|_Y)\) is a reflexive Banach space. We consider the map \(T : X \to Y\) defined as
\[
T(u) := \left( u, \beta_1^{p_1} u, g^{p_2} u, \frac{|u(x) - u(y)|}{|x - y|^{\beta_3}} \right).
\]
By construction, we have that
\[
\|T(u)\|_Y = \|u\|_X.
\]
Hence, \(T\) is an isometry from \(X\) to the reflexive space \(Y\). This shows that \(X\) is reflexive.

Proposition 3.2. Let hypotheses (S), (P), (G), and (β) be satisfied. Then, for any \(r \in C(\Omega)\) with \(1 < r(x) < p^*_s(x)\) for all \(x \in \Omega\), there exists a constant \(\alpha > 0\) such that
\[
\|u\|_{L^r(\Omega)} \leq \alpha \|u\|_X \quad \text{for all } u \in X.
\]
Moreover, this embedding is compact.

Proof. By the assumptions, it is clear that
\[
\|u\|_X \leq \|u\|_X \quad \text{for all } u \in X.
\]
Therefore, using Theorem 2.4 and Remark 2.6, we get our desired result.

Note that the norm \(\| \cdot \|_X\) is equivalent on \(X\) to
\[
\|u\|_X = \inf \left\{ \mu \geq 0 \mid \rho \left( \frac{u}{\mu} \right) \leq 1 \right\} = \inf \left\{ \mu \geq 0 \mid \int_{\|x\|_{\partial \Omega}} \left[ \frac{|u(x) - u(y)|^{p(x,y)}}{|x - y|^{\beta_3}} \right] dx \right\}.
\]
where the modular \(\rho : X \to \mathbb{R}\) is defined by
\[
\rho(u) = \int_{\|x\|_{\partial \Omega}} \frac{|u(x) - u(y)|^{p(x,y)}}{p(x,y)(|x - y|^{N + \beta_3})} dx + \int_{\Omega} \frac{|u|^{p(x,y)}}{p(x)} dx
\]
\[
+ \int_{\Omega} \frac{g(x)^{p(x,y)}}{p(x)} |u|^{p(x,y)} dx + \int_{\Omega} \frac{\beta(x)}{p(x)} |u|^{p(x,y)} dx.
\]
The following lemma will be helpful in later considerations:

Lemma 3.3. Let hypotheses (S), (P), (G), and (β) be satisfied, and let \(u \in X\). Then, the following hold:

(i) For \(u \neq 0\), we have: \(\|u\|_X = a\) if and only if \(\rho \left( \frac{u}{a} \right) = 1\);
(ii) \(\|u\|_X < 1\) implies \(\frac{|u|^{p(x,y)}}{p(x,y)} \leq \rho(u) \leq 4 |u|^{p(x,y)}\);
(iii) \(\|u\|_X > 1\) implies \(\|u\|_X \leq \rho(u)\).

Proof. (i) It is clear that the mapping \(\lambda \mapsto \rho(\lambda u)\) is a continuous, convex, even function, which is strictly increasing on \([0, +\infty)\). Thus, by the definition of \(\rho\) and the equivalent norm given in (3.5), we have
\[
\|u\|_X = a \iff \rho \left( \frac{u}{a} \right) = 1.
\]
(ii) Let \(u \in X\) be such that \(\|u\|_X < 1\), then
\[
\left\| \frac{u}{\rho(\cdot,\Omega)^{\frac{1}{p(\cdot,\Omega)}}} \right\|_{L^p(\Omega)} < 1, \quad \left\| u \right\|_{L^p(\Omega)} < 1, \quad \left\| g^{\frac{1}{p(x,y)}}u \right\|_{L^p(\Omega)} < 1, \quad \left\| \beta^{\frac{1}{p(x,y)}}u \right\|_{L^p(\Omega)} < 1.
\]
By the convexity of \(\rho\) along with Proposition 2.1, we obtain the assertion.
Then, by the mean value theorem, there exist \((x_1, y_1) \in \mathbb{R}^{2N} \setminus (C_\Omega) \cup\) such that \(x_2 \in \Gamma\), and \(x_3, x_4 \in C\Omega\) such that
\[
1 = \frac{1}{\|u\|_X^{p(x)}} \int_{\mathbb{R}^{2N} \setminus (C_\Omega) \cup} |u(x) - u(y)|^{p(x)} \, dx \, dy + \frac{1}{\|u\|_X^{p(x)}} \int_{C_\Omega} \frac{\beta(x)}{p(x)} |u|^{p(x)} \, dx.
\]
Since \(\|u\|_X > 1\), it follows that
\[
1 \leq \frac{1}{\|u\|_X^{p(x)}} \int_{\mathbb{R}^{2N} \setminus (C_\Omega) \cup} |u(x) - u(y)|^{p(x)} \, dx \, dy + \frac{1}{\|u\|_X^{p(x)}} \int_{C_\Omega} \frac{\beta(x)}{p(x)} |u|^{p(x)} \, dx.
\]
This finishes the proof.

**Lemma 3.4.** Let hypotheses (S), (P), (G), and \((\beta)\) be satisfied. Then, \(\rho : X \to \mathbb{R}\) and \(\rho' : X \to X^*\) have the following properties:

(i) The function \(\rho\) is of class \(C^1(X, \mathbb{R})\) and \(\rho' : X \to X^*\) is coercive, that is,
\[
\frac{\langle \rho'(u), u \rangle_X}{\|u\|_X} \to +\infty \quad \text{as} \quad \|u\|_X \to +\infty.
\]

(ii) \(\rho'\) is the strictly monotone operator.

(iii) \(\rho'\) is a mapping of type \((S_\ast)\), that is, if \(u_n \to u\) in \(X\) and \(\limsup_{n \to +\infty} \langle \rho'(u_n), u_n - u \rangle_X \leq 0\), then \(u_n \to u\) in \(X\).

**Proof.** (i) Evidently, from the definition of \(\rho\), we conclude that \(\rho \in C^1(X, \mathbb{R})\). By Lemma 3.3, for \(\|u\|_X > 1\), we obtain
\[
\frac{\langle \rho'(u), u \rangle_X}{\|u\|_X} \geq \rho(u) \geq \|u\|_X^{p(-1)}.
\]
Then,
\[
\frac{\langle \rho'(u), u \rangle_X}{\|u\|_X} \geq \|u\|_X^{p(-1)} \to +\infty
\]
as \(\|u\|_X \to +\infty\) since \(p^- > 1\).

(ii) The strict monotonicity of \(\rho'\) is a direct consequence of the well-known Simon inequalities
\[
|x - y|^{p} \leq C_{p} \left( |x|^{p-2} x - |y|^{p-2} y \right) \cdot (x - y) \quad \text{if} \quad p \geq 2
\]
and
\[
|x - y|^{p} \leq C_{p} \left( |x|^{p-2} x - |y|^{p-2} y \right) \cdot (x - y) \frac{\sqrt{p}}{\sqrt{2}}
\]
\[
\times \left( |x|^{\frac{p}{2}} + |y|^{\frac{p}{2}} \right)^{\frac{2-p}{p}} \quad \text{if} \quad p \in (1, 2),
\]
for all \(x, y \in \mathbb{R}^N\), where \(C_p\) and \(C_{p}\) are positive constants depending only on \(p\), see Ref. 19, p. 71 or Ref. 14, p. 713.

(iii) By applying (i) and (ii), the proof of assertion (iii) is identical to the Proof of Theorem 3.1 in Bahrouni and Rădulescu. □
Now, we are interested in a nonlocal analog of the divergence theorem also known as the integration by parts formula. We have the following result:

**Proposition 3.5.** Let hypotheses (S), (P), (G), and (β) be satisfied, and let \( u \) be any bounded \( C^2 \)-function in \( \mathbb{R}^N \). Then,

\[
\int_{\Omega} (-\Delta y)_{\beta(\cdot)}^u(x) \, dx = -\int_{\mathbb{R}^N \setminus \Omega} \mathcal{N}_{\beta(\cdot)} u(x) \, dx.
\]

**Proof.** From (P), we know that \( p \) is symmetric. We obtain

\[
\int_{\Omega} \int_{\Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy = -\int_{\Omega} \int_{\Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(y) - u(x))}{|x - y|^{N + p(x,y)}} \, dx \, dy = 0.
\]

It follows that

\[
\int_{\Omega} (-\Delta y)_{\beta(\cdot)}^u(x) \, dx = \lim_{\Omega \to 0} \int_{\mathbb{R}^N \setminus \Omega} \int_{\mathbb{R}^N \setminus \Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx.
\]

\[
= \lim_{\Omega \to 0} \int_{\Omega} \int_{\Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx
\]

\[
+ \int_{\Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy
\]

\[
= \int_{\Omega} \int_{\Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy
\]

\[
= -\int_{\mathbb{R}^N \setminus \Omega} \mathcal{N}_{\beta(\cdot)} u(y) \, dy.
\]

**Proposition 3.6.** Let hypotheses (S), (P), (G), and (β) be satisfied. Let \( u \) and \( v \) be bounded \( C^2 \)-functions in \( \mathbb{R}^N \). Then,

\[
\frac{1}{2} \int_{\mathbb{R}^N \setminus \Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy
\]

\[
= \int_{\Omega} v(-\Delta y)_{\beta(\cdot)} u(x) \, dx + \int_{C \Omega} v \mathcal{N}_{\beta(\cdot)} u(x) \, dx.
\]

**Proof.** By symmetry, we have

\[
\frac{1}{2} \int_{\mathbb{R}^N \setminus \Omega} |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy
\]

\[
= \int_{\Omega} \int_{\mathbb{R}^N} v(x) |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx
\]

\[
+ \int_{C \Omega} \int_{\Omega} v(x) |u(x) - u(y)|^{p(x,y)-2} \frac{(u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx.
\]

Thus, using (1.2) and (1.3), the identity follows.

Based on the integration by parts formula, we are now in the position to state the natural definition of a weak solution for problem (1.1). First, to simplify the notation, for arbitrary functions \( u, v : \mathbb{R}^N \to \mathbb{R} \), we set
\[
A_{p,q}(u,v) = \frac{1}{2} \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} \frac{|u(x) - u(y)|^{p(x,y) - 2} (u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + p(x,y)}} \, dx \, dy \\
+ \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} |u(x) - u|^{p(x,y) - 2} u |v(x) - v|^{p(x,y) - 2} v \, dx.
\]

We say that \( u \in X \) is a weak solution of (1.1) if
\[
A_{p,q}(u, v) = \int_{\Omega} f(x, u)v \, dx + \int_{\Gamma} g(x)u \, dx
\]

is satisfied for every \( v \in X \). As a consequence of this definition, we have the following result:

**Proposition 3.7.** Let hypotheses (S), (P), (G), and (\( \beta \)) be satisfied, and let \( u \) be a weak solution of (1.1). Then,
\[
N_{sp(\cdot)}u + \beta(x)|u|^{p(x)-2}u = g \quad \text{a.e. in } \mathbb{R}^N \setminus \Omega.
\]

**Proof.** First, we take \( v \in X \) such that \( v \equiv 0 \) in \( \Omega \) as a test function in (3.6). Then,
\[
\int_{\Gamma} g(x)u \, dx \\
= A_{p,q}(u,v) \\
= \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} \frac{|u(x) - u(y)|^{p(x,y) - 2} (u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx \\
+ \frac{1}{2} \int_{\Omega} \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} \frac{|u(x) - u(y)|^{p(x,y) - 2} (u(x) - u(y))(v(x) - v(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx \\
+ \int_{\Omega} \beta(x)|u|^{p(x)-2}u \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} v(x) \, dx \\
= \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} v(x) \int_{\Omega} \frac{|u(x) - u(y)|^{p(x,y) - 2} (u(x) - u(y))}{|x - y|^{N + p(x,y)}} \, dy \, dx \\
+ \int_{\Omega} \beta(x)|u|^{p(x)-2}u \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} v(x) \, dx \\
= \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} (N_{sp(\cdot)}u(x) + \beta(x)|u|^{p(x)-2}u - g(x))v(x) \, dx = 0
\]

for every \( v \in X \), which is 0 in \( \Omega \). In particular, this is true for every \( v \in C^\infty_0(\mathbb{R}^N \setminus \Omega) \), and so
\[
N_{sp(\cdot)}u(x) + \beta(x)|u|^{p(x)-2}u = g(x) \quad \text{a.e. in } \mathbb{R}^N \setminus \Omega.
\]

**Proposition 3.8.** Let hypotheses (S), (P), (G), and (\( \beta \)) be satisfied. Let \( I : X \to \mathbb{R} \) be the functional defined by
\[
I(u) = \int_{\mathbb{R}^N \setminus (\Omega \cup \Gamma)} \frac{|u(x) - u(y)|^{p(x,y)}}{2p(x,y)|x - y|^{N + p(x,y)}} \, dx \, dy \\
+ \int_{\Omega} \beta(x)|u|^{p(x)-2}u \, dx \\
- \int_{\Omega} f(x, u)u \, dx - \int_{\Gamma} g(x)u \, dx \quad \text{for every } u \in X.
\]

Then, any critical point of \( I \) is a weak solution of problem (1.1).

**Proof.** We only show that \( I \) is well defined on \( X \). The rest follows by standard argument.
Applying Hölder’s inequality and condition (F), we have
\[ \int_{\Omega} f(x,u)u \, dx \leq \int_{\Omega} b(x)|u|^{p(x)-2}u \, dx \leq \int_{\Omega} b(x)|u|^{q(x)} \, dx \]
\[ \leq c \|b\|_{r(\cdot)} \left\| |u|^{q(x)} \right\|_{r(\cdot)} < \infty. \]  
(3.7)

Again, by Proposition 2.1 and condition (G), we infer that
\[ \int_{\Omega} g(u) \, dx \leq \int_{\Omega} |g|^{\frac{q(x)}{p'(x)}} |u|^{\frac{q(x)}{p'(x)}} \, dx \leq 2 \|g\|_{L^q(\Omega)} \left\| |u|^{\frac{q(x)}{p'(x)}} \right\|_{L^q(\Omega)} \leq C \|u\|_X. \]  
(3.8)

Combining (3.7) and (3.8), we conclude that I is well-defined.

\[ \square \]

IV. EXISTENCE RESULTS FOR FRACTIONAL ROBIN PROBLEMS WITH VARIABLE EXPONENT

In this section, we suppose conditions (S), (P), (\(\beta\)) and (F).

\(\text{F} \quad \text{Let } g \equiv 0, \text{ and let } f : \Omega \times \mathbb{R} \to \mathbb{R} \text{ be a Carathéodory function given by} \]
\[ f(x,u) = \lambda V(x)|u|^{q(x)-2}u \quad \text{for all } x \in \Omega, \]
where \(q \in C_r(\Omega) \) such that \(1 < q(x) < \overline{p}(x) \) in \(\overline{\Omega} \) and with
\[ V \in L^{r(\cdot)} \text{ such that } r \in C_r(\Omega) \text{ and } 1 < r'(x)q(x) < p'_*(x) \text{ for all } x \in \overline{\Omega}. \]

Moreover, we suppose that there exists a nonempty subset \(\Omega_0 \subset \Omega \) such that
\[ V(x) > 0 \quad \text{for all } x \in \Omega_0. \]

The aim of this section is to prove the existence of at least one weak solution of \((1.1)\) when the parameter \(\lambda > 0\) is small enough. The proof is based on the results of Sec. III in combination with variational methods.

First, we introduce the variational setting for problem \((1.1)\). To this end, we denote by \(I : X \to \mathbb{R} \) the energy function of problem \((1.1)\), which is given by
\[ I(u) = \int_{\mathbb{R}^{n(\cdot)}(\Omega)} \frac{|u(x) - u(y)|^{p'(x)}}{2p(x,y)|x-y|^{n(x,y)}} \, dx \, dy + \int_{\Omega} \frac{|u(x)|^{q(x)}}{q(x)} \, dx \]
\[ + \int_{\Omega} \frac{\beta(x)|u|^{\frac{q(x)}{p'(x)}}}{\overline{p}(x)} \, dx - \lambda \int_{\Omega} \frac{V(x)|u|^{q(x)}}{q(x)} \, dx. \]

Note that under the assumptions (S), (P), (\(\beta\)), and (F) along with Proposition 3.8, it is easy to see that the functional \(I\) is well-defined, of class \(C^1\) on \(X\), and any critical point of \(I\) is a weak solution of problem \((1.1)\).

We start with two auxiliary results.

\textbf{Lemma 4.1.} Let hypotheses (S), (P), (F), and (\(\beta\)) be satisfied. Then, there is \(\lambda^* > 0\) such that for any \(\lambda \in (0,\lambda^*)\), there exist \(\rho > 0\) and \(a > 0\) such that
\[ I(u) \geq a > 0 \quad \text{for any } u \in X \text{ with } \|u\| = \rho. \]

\textit{Proof.} From Proposition 3.2, we have
\[ \|u\|_{r'(x)q(x)} \leq a \|u\|_X \quad \text{for all } u \in X. \]  
(4.1)

Fix \(\rho \in \left(0, \min\{1, \frac{1}{\beta}\}\right)\). Then, inequality (4.1) implies that
\[ \|u\|_{r'(x)q(x)} < 1 \quad \text{for all } u \in X \text{ with } \|u\|_X = \rho. \]

Thus, by applying Hölder’s inequality and Proposition 2.1, we get
\[
\int_{\Omega} V(x) |u|^{\sigma(x)} \, dx \leq 2 \| V \|_{r(\cdot)} \| u \|_{r(\cdot)}^{\lambda}
\]

(4.2)

Hence, using (4.2) and Lemma 3.3, we obtain for any \( u \in X \) with \( \| u \|_X = \rho \) that

\[
I(u) = \int_{\mathbb{R}^{2N} \setminus (\Omega \setminus \Omega^0)} \frac{|u(x) - u(y)|^{\rho(x,y)}}{|x - y|^{N+\rho(x,y)}} \, dx \, dy + \int_{\Omega} \frac{\beta(x) |u|^{\rho(x)}_V}{\beta(x)} \, dx + \int_{\Omega} \frac{|u|^{\rho(x)}_V}{\beta(x)} \, dx
\]

\[
- \lambda \int_{\Omega} \frac{V(x)}{q(x)} |u|^{q(x)} \, dx
\]

\[
\geq \frac{1}{p^*} \int_{\mathbb{R}^{2N} \setminus (\Omega \setminus \Omega^0)} \frac{|u(x) - u(y)|^{\rho(x,y)}}{|x - y|^{N+\rho(x,y)}} \, dx \, dy + \int_{\Omega} \frac{\beta(x) |u|^{\rho(x)}_V}{\beta(x)} \, dx + \int_{\Omega} \frac{|u|^{\rho(x)}_V}{\beta(x)} \, dx
\]

\[
- \frac{1}{q^*} \int_{\Omega} \frac{V(x)}{q(x)} |u|^{q(x)} \, dx
\]

\[
\geq \frac{1}{p^*} \frac{\| u \|^{p^* - 1}_V - \lambda \frac{2 \alpha^* \| V \|_{r(\cdot)}}{q^*} \| u \|^{q^*_*}_V}{p^* - 1}
\]

\[
= \frac{1}{p^*} \frac{1}{p^* - 1} \rho^{p^* - 1} - \frac{2 \alpha^* \| V \|_{r(\cdot)}}{q^*} \rho^{q^*_*}
\]

\[
= \rho^{q^*_*} \left( \frac{1}{p^*} \frac{1}{p^* - 1} \rho^{p^* - 1} - \frac{2 \alpha^* \| V \|_{r(\cdot)}}{q^*} \rho^{q^*_*} \right)
\]

We set

\[
\lambda^* = \frac{q^*_*}{4 p^* (p^* - 1) \alpha^* \| V \|_{r(\cdot)}}.
\]

Then, combining this with the inequality above gives

\[
I(u) \geq \frac{1}{2 p^* (p^* - 1)} = a > 0 \quad \text{for all } u \in X \text{ with } \| u \|_X = \rho,
\]

where \( \lambda \in (0, \lambda^*) \). This completes the proof.

**Lemma 4.2.** Let hypotheses (S), (P), (F), and (β) be satisfied. Then, there exists \( \phi \in X \) such that

\[
I(t\phi) < 0 \quad \text{for } t > 0 \text{ small enough}.
\]

**Proof.** We denote by

\[
p_0 = \inf_{x \in \Omega^0} p(x) \quad \text{and} \quad q_0 = \inf_{x \in \Omega^0} q(x).
\]

Then, from condition (F), there exist \( \epsilon_0 > 0 \) and an open set \( \Omega_1 \subset \Omega_0 \) such that

\[
q_0 + \epsilon_0 < p_0 \quad \text{and} \quad |q(x) - q_0| < \epsilon_0 \quad \text{for all } x \in \Omega_1.
\]

Thus,

\[
q(x) \leq q_0 + \epsilon_0 < p_0 \quad \text{for all } x \in \Omega_1.
\]

(4.3)

Let \( \phi \in C_0^\infty (\Omega_0) \) such that \( \supp(\phi) \subset \Omega \), \( \phi = 1 \), for all \( x \in \Omega_1 \) and \( 0 < \epsilon \leq 1 \) in \( \Omega_0 \). Then, it follows, for \( t \in (0,1) \) small enough by applying (4.3), that
On the other hand, by Lemma 4.2, there exists □
This shows the assertion.

Applying Ekeland’s variational principle to the functional

Combining this with Lemma 3.4(iii), we can now conclude that □

Now, we are ready to state our main existence result.

Theorem 4.3. Let hypotheses (S), (P), (F), and (β) be satisfied. Then, there exists \( \lambda^* > 0 \) such that for any \( \lambda \in (0, \lambda^*) \), there exists at least one weak solution \( u_1 \in X \) of problem (1.1).

Proof. Let \( \lambda^* \) be defined as in Lemma 4.1 and choose \( \lambda \in (0, \lambda^*) \). Again, invoking Lemma 4.1, we can deduce that

\[
\inf_{u \in \mathcal{B}(0,\rho)} I_1(u) > 0.
\]

On the other hand, by Lemma 4.2, there exists \( \varphi \in X \) such that \( I(t\varphi) < 0 \) for all \( t > 0 \) small enough. Moreover, by Lemma 3.3, for \( \|u\|_X < \rho \), we have

\[
I(u) \geq \frac{1}{p^*+\frac{\rho}{\rho^* - 1}} \|u\|^{p^*}_{\rho^* - 1} - \lambda \frac{2\alpha^{\gamma}}{q} \|u\|^{q}_{\rho^* - q},
\]

see the Proof of Lemma 4.1. It follows that

\[
-\infty < m = \inf_{u \in \mathcal{B}(0,\rho)} I(u) < 0.
\]

Applying Ekeland’s variational principle to the functional \( I : \mathcal{B}(0,\rho) \to \mathbb{R} \), we can find a (PS)-sequence \( (u_n)_{n \in \mathbb{N}} \subseteq \mathcal{B}(0,\rho) \), that is,

\[
I(u_n) \to m \quad \text{and} \quad I'(u_n) \to 0.
\]

It is clear that \( (u_n)_{n \in \mathbb{N}} \) is bounded in \( X \). Thus, there exists \( u_1 \in X \) such that, up to a subsequence, \( u_n \rightharpoonup u_1 \) in \( X \). Using Proposition 3.2, we see that \( (u_n)_{n \in \mathbb{N}} \) strongly converges to \( u_1 \) in \( L^{p^*} (\Omega) \). So, by Hölder’s inequality and Proposition 3.2, we obtain that

\[
\lim_{n \to +\infty} \int_{\Omega} V(x) \|u_n\|^{p^*}_{\rho^* - 2} u_n (u_n - u_1) \, dx = 0.
\]

On the other hand, since \( (u_n)_{n \in \mathbb{N}} \) is a (PS)-sequence, we infer that

\[
\lim_{n \to +\infty} \left\{ I'(u_n) - I'(u_1), u_n - u_1 \right\} = 0.
\]

Combining this with Lemma 3.4(iii), we can now conclude that \( u_n \to u_1 \) in \( X \). Hence,

\[
I(u_1) = m < 0 \quad \text{and} \quad I'(u_1) = 0.
\]

We have thus shown that \( u_1 \) is a nontrivial weak solution for problem (1.1) whenever \( \lambda \in (0, \lambda^*) \). This completes the proof.

A. Final remarks

(i) In our hypothesis (P), we have assumed that \( \inf_{(x,y) \in \mathbb{R}^d} p(x,y) > 1 \). This condition is essential for reflexivity reasons (Proposition 3.1), which are used in the Proof of Theorem 4.3, which is the main existence result of the present paper. The “borderline” case \( \inf_{(x,y) \in \mathbb{R}^d} p(x,y) = 1 \) as well as \( \sup_{(x,y) \in \mathbb{R}^d} p(x,y) = +\infty \) attracts the non-reflexivity of the associated Sobolev-type space with variable exponent; hence, different tools should be employed. Efficient arguments can be developed in the framework of Orlicz–Sobolev spaces and using truncation methods in order to approximate the variable exponent.
(ii) The mathematical analysis developed in this paper is valid for variable exponents \( p(\cdot, \cdot) \), which are symmetric, continuous, and fulfill hypothesis (P). However, the function space \( X \) can be constructed even if \( p(\cdot, \cdot) \) is only a bounded function (not necessarily continuous). The method used in our proof requires continuity properties of the variable exponent; hence, we can extend the main result to larger classes of variable exponents but by using an approximating procedure by continuous functions.
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