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Abstract—Synchronization of transceiver chains is a major challenge in the practical realization of massive MIMO and especially distributed massive MIMO. While frequency synchronization is comparatively easy to achieve, estimating the carrier phase and sampling time offsets of individual transceivers is challenging. However, under the assumption of phase and time offsets that are constant over some duration and knowing the positions of several transmit and receive antennas, it is possible to estimate and compensate for these offsets even in scattering environments with multipath propagation components. The resulting phase and time calibration is a prerequisite for applying classical antenna array processing methods to massive MIMO arrays and for transferring machine learning models either between simulation and deployment or from one radio environment to another. Algorithms for phase and time offset estimation are presented and several investigations on large datasets generated by an over-the-air-synchronized channel sounder are carried out.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) is widely accepted to be a crucial technology for increasing the spectral efficiency of future cellular wireless systems through spatial multiplexing. Distributed massive MIMO, where antennas are distributed along building facades or even across multiple buildings, is of particular interest thanks to the thereby greatly improved spatial macro-diversity [1]. For these deployments, frequency, time and phase synchronization of the distributed transceiver chains is an important subject. Frequency synchronization is usually straightforward to achieve using over-the-air (OTA) reference signals, through the backhaul network or based on other accurate frequency references. Phase and sampling times, however, are usually only approximately synchronous over certain timeframes and only down to constant, antenna-specific offsets, which makes calibration challenging.

These offsets, if they occur reciprocally for both uplink and downlink channel, are not an issue for massive MIMO operated in time division duplex (TDD) mode. Since they are constant, they are also irrelevant for most deep learning-based applications of channel data (e.g., localization), as neural networks can easily learn to compensate for them. However, phases calibrated in absolute terms are essential for classical array processing techniques (e.g., angle of arrival (AoA) estimation) and for transferring deep learning models between different environments or between simulation and reality.

Phase and time offset calibration in antenna arrays is a well-known field of study with a wide range of applications, from radio and audio signal processing to seismology. For example, [2] proposes a calibration method that can estimate ultrasonic sensor array phase and gain offsets as well as mutual coupling errors based on a set of known transmitter locations in a well-controlled environment, but assumes concurrent transmission from multiple locations. In addition to estimating gain, phase and mutual coupling errors, [3] also accounts for sensor location errors within a planar area, but assumes known transmit signal phases. In [4], gain, phase and mutual coupling uncertainties are corrected in a self-calibration step without the need for known transmitter locations, but only within a single antenna array. The contribution of this paper is to solve the sensor array calibration problem under conditions that are typical for distributed channel sounder measurements:

- There are multiple antenna arrays distributed in space and their location is precisely known.
- Synchronization has been achieved except for a constant, antenna-specific phase and sampling time offset.
- Channel measurements with unknown starting phase for multiple known transmitter locations are available.

We propose to estimate local oscillator (LO) phase and sampling time offsets in the context of an orthogonal frequency division multiplex (OFDM) system with the help of the known antenna locations based on the assumption of strong line-of-sight (LoS) propagation paths. We show that geometry-based calibration is possible despite the distributed system architecture and the unknown transmitter phases. In Sec. II, we introduce our channel sounder. The calibration problem is stated in Sec. III and an estimation procedure based on one of two different algorithms is derived in Sec. IV. Sec. V presents some experimental results and finally, the performance of the two estimation algorithms at low signal-to-noise-ratios (SNRs)
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TABLE I: Symbols and notations used in this paper

| Symbol | Description |
|--------|-------------|
| $\ell, N$ | Italic uppercase or lowercase letters: Scalars |
| $A_{\ell, d}$ | $\ell$th row / $d$th column of $A$ as a column vector |
| $\|A\|$ | The Frobenius norm of matrix $A$ |
| $\|v\|$ | The Euclidean norm of vector $d$ |
| $A^\dagger$ | The conjugate transpose of matrix $A$ |
| $a \circ b$ | Hadamard (elementwise) product of vectors $a$ and $b$ |
| $A_{-d}$ | Elementwise inverse of vector $A_{-d}$ |
is compared in Sec. VI. Throughout the paper, we use the notations defined in Tab. I.

II. OUR CHANNEL Sounder

To tackle some of the challenges of distributed massive MIMO, we developed a distributed massive MIMO channel sounder called Distributed Channel Sounder by University of Stuttgart (DICHASUS), presented in [5]. DICHASUS can capture large channel state information (CSI) datasets\(^1\), containing frequency-domain channel transfer functions. The transfer functions are measured between multiple, potentially spatially distributed, receiver antennas and a mobile transmitter (MOBTX) in the field. Channel measurements are tagged with accurate “ground truth” data including antenna locations. Positions are obtained using a robotic total station (tachymeter) with an accuracy on the order of a few millimeters or less.

DICHASUS uses OTA frequency, time and phase calibration for the receivers, based on a reference transmitter (REFTX) broadcast. REFTX and MOBTX operate continuously and are multiplexed in frequency. Thanks to real-time adjustments and a software-based postprocessing step, the antenna array receiver (AARX) chains are almost perfectly synchronous to their respective received REFTX signal in both LO and sampling clock frequency and phase. However, as illustrated in Fig. 1, this does not necessarily imply that they are synchronous in absolute terms, since the OTA synchronization broadcast passes through different, unknown channels between REFTX and each AARX antenna, leading to the aforementioned antenna-specific constant phase and time offsets.

The datasets measured by our DICHASUS channel sounder contain channel coefficient estimates for each of the \(N_{\text{sub}}\) OFDM subcarriers of the MOBTX signal measured at all \(L\) AARX antennas and at \(D\) different time instances. Furthermore, the 3-dimensional MOBTX position \(x_d \in \mathbb{R}^3\) at each time instance \(d\) is recorded. The location (and orientation) of each receive antenna \(y_\ell \in \mathbb{R}^3, \ \ell \in \{1, \ldots, L\}\) can be reconstructed from metadata. For the following derivations, it is beneficial to split the dataset by subcarrier into matrices

\[^1\]All datasets are available at https://dichasus.inue.uni-stuttgart.de

III. PROBLEM STATEMENT

A. Timing Impairment Model

As long as the sampling time offsets \(t_{\text{off}, \ell}\) for antennas \(\ell \in \{1, \ldots, L\}\) are sufficiently small, their effect in an OFDM system can be modelled simply as a linear phase rotation over the subcarrier index \(n\). With \(g_{\ell}[n] \in \mathbb{C}\) denoting the phase and gain offset experienced by antenna \(\ell\) for subcarrier \(n\), \(\varphi_{\text{off}, \ell} \in [0, 2\pi)\) as the phase offset of the lowermost subcarrier at \(n = 0\), \(t_{\text{off}, \ell}\) as the sampling time offset of antenna \(\ell\) and \(\Delta f_{\text{sub}}\) being the MOBTX subcarrier spacing, this linear phase shift can be expressed as

\[
\arg(g_{\ell}[n]) = \varphi_{\text{off}, \ell} + 2\pi n t_{\text{off}, \ell} \Delta f_{\text{sub}} + z_\ell. \tag{1}
\]

In (1), \(z_\ell\) are residual error terms. The objective of our calibration is to obtain estimates for \(\varphi_{\text{off}, \ell}\) and \(t_{\text{off}, \ell}\) from \(R[n], \ n \in \{1, \ldots, N_{\text{sub}}\}\) and \(x_d, \ d \in \{1, \ldots, D\}\).

B. Antenna Model

Our calibration method is based on comparing measured channels to ideal line-of-sight channels computed based on transmit and receive antenna locations \(x_d\) and \(y_\ell\). It is therefore dependent on the antenna type and the antenna model. The measurements analyzed in this work were captured using probe-fed microstrip patch antennas, shown in Fig. 2, as receive antennas and dipole antennas at the transmitters. For simplicity, we model all antennas as isotropic radiators, with the phase center at the center of the patch or dipole. This idealized model introduces several errors, most notably:

- The radiation pattern of the antenna is neglected, leading to unrealistic expected amplitudes.
- The true phase center of the antenna might actually be at a different location (e.g., above the patch surface).
- The equiphase surface of the antenna, i.e., the set of all points at which the phase of a radiated wave is equal at a given time instance, may not be a perfect sphere.

The latter two errors, illustrated in Fig. 2, are especially problematic for our calibration approach, which is based

![Fig. 1: Overview over the DICHASUS system. Background colors indicate frequency-synchronous domains.](image)

![Fig. 2: Comparison of ideal and realistic patch antenna: Phase center location (red dot) and equiphase surface (red line).](image)
on computing expected phases at the phase center. More detailed antenna models, if available, can therefore enhance our proposed calibration.

IV. Offset Estimation Procedure

Estimating the aforementioned phase and time offsets $\varphi_{\text{off}, \ell}$ and $t_{\text{off}, \ell}$ is based on a three-step procedure shown in Fig. 3: First, the ideal expected channel coefficient matrices $A[n]$ are computed based on $x_d$ in Sec. IV-A. Then the subcarrier-specific phase and gain error vectors $g[n]$ are estimated in Sec. IV-B. Finally, the overall phase and time offsets $\varphi_{\text{off}, \ell}$ and $t_{\text{off}, \ell}$ are estimated based on $g[n]$ in Sec. IV-C.

A. Computing Ideal Channel Coefficient Matrices $A[n]$  

Neglecting constant factors, the expected channel coefficient for antenna $\ell$, time instance $d$ and subcarrier index $n$ under the assumption of a free space propagation model is given by

$$a_{\ell d}[n] = \frac{1}{|y_{\ell} - x_{d}|} e^{-j2\pi|y_{\ell} - x_{d}|/|\lambda[n]|}. \tag{2}$$

Note that the wavelength $\lambda[n]$ is subcarrier-specific, leading to a subcarrier-dependent phase rotation, which is due to the propagation delay. The ideal channel coefficients computed according to (2) are collected in the matrix $A[n]$:

$$A[n] = [a_{\ell d}[n]]_{\ell d} \in \mathbb{C}^{L \times D}. \tag{3}$$

B. Estimation of Phase and Gain Error Vectors $g[n]$  

The phase and gain errors of the receiver antennas for one particular subcarrier $n$ are modelled using the vectors $g[n] = (g_{1}[n], \ldots, g_{L}[n])^T \in \mathbb{C}^{L}$. This is in contrast to [2], which uses a matrix $G$, where off-diagonal entries represent mutual coupling between antennas. Here, we assume that mutual coupling is negligible and therefore only consider gain and phase offsets. The objective of this step is to estimate $g[n]$ from $A[n]$ and $R[n]$. To simplify the notation, we will omit $x_d$ and $A$ in the following paragraphs.

Calibration is performed by comparing the ideal channel coefficient vectors $A_d$ for each time instance $d$ to the actually received vector $R_d$. Assuming strong LoS channels between MOBTX and AARX, the received vectors after calibration should approximately correspond to the ideal vectors except for a random phase rotation due to the transmitter’s unknown starting phase, modelled as $s_d = e^{j\varphi_d} \in \mathbb{C}$. The normalization $|s_d| = 1$ is justified by the approximately constant transmit power throughout all time instances. With enough measurements under LoS conditions, it should be possible to perform accurate phase offset estimation, since, in a sufficiently rich scattering environment, data points without LoS paths effectively exhibit random phase and gain values. With $s = (s_1, \ldots, s_D)^T$, this intuition is mathematically formalized as

$$R = diag(g) A diag(s) + Z, \tag{4}$$

where $Z \in \mathbb{C}^{L \times D}$ is a matrix of additive residual errors with unknown distribution. In the following, two least squares approaches are proposed to find $g$ based on (3). The first approach in Sec. IV-B1 directly transforms (3) into an optimization problem that is solved by coordinate descent. The second approach in Sec. IV-B2, on the other hand, does not estimate $g$ directly, but first estimates $gg^H$, at which point estimating $g$ can be expressed as an eigenvalue problem.

1) “Coordinate Descent”-Based Least Squares Optimization:  

By minimizing the sum of squared absolute residuals $||Z||_F$ w.r.t. all unknowns, we obtain an optimization problem:

$$\min_{g,s} \frac{||Z||_F^2}{||g||_2} = \min_{g,s} \frac{||diag(g) A diag(s) - R||_F^2}{||g||_2} = \min_{g,s} \frac{\sum_{d=1}^{D} \sum_{\ell=1}^{L} |g_{\ell d} s_{d} - r_{\ell d}|^2}{||g||_2} \tag{5}$$

In the general case, the quartic optimization problem in (4) is not convex. However, we found that for measured datasets, our algorithm always converges to the same result despite random initialization (except for global phase rotations).

We propose to solve (4) using a coordinate descent approach. That is, the objective function is minimized w.r.t. just one coordinate, either $g_{\ell}$ ($\ell = 1, \ldots, L$) or $s_d$ ($d = 1, \ldots, D$), at a time while all other coordinates are fixed. Here, coordinate descent leads to closed-form equations for coordinate blocks $g$ and $s$, within which all coordinates can be updated simultaneously, making it particularly computationally efficient.

(i) Optimize w.r.t. $g_{\ell}$ with all other coordinates fixed  

Since $|g_{\ell} a_{\ell d} s_d - r_{\ell d}|^2$ is constant w.r.t. $g_\ell$ for $\ell \neq i$:

$$\hat{g}_i = \arg \min_{g_i \in \mathbb{C}} \sum_{d=1}^{D} |g_i a_{i d} s_d - r_{i d}|^2 = \arg \min_{g_i \in \mathbb{C}} \|g_i (A_i : s) - R_i :\|^2$$

This is a linear least squares problem with solution:

$$\hat{g}_i = \frac{(A_i : s)^H}{\|A_i : s\|^2} R_i$$

All $g_\ell$ can be optimized simultaneously as a block, since updating $g_i$ does not impact the update for $g_\ell$ with $\ell \neq i$.

(ii) Optimize w.r.t. $s_i$ with all other coordinates fixed  

The authors would like to thank Marvin Geiselhart for his valuable contributions to our investigation of this optimization method.
Since \(|g_\ell a_{\ell d} s_d - r_{\ell d}|^2\) is constant w.r.t. \(s_i\) for \(d \neq i\):

\[
\hat{s}_i = \arg\min_{s_i, |s_i|=1} \sum_{\ell=1}^L |g_\ell a_{\ell d} s_i - r_{\ell i}|^2 \\
= \arg\min_{s_i, |s_i|=1} \| (g \odot A_{i \cdot}) s_i - R_{\cdot i} \|^2 \\
= \arg\min_{s_i} \{-2\Re \{ R_{\cdot i}^H (g \odot A_{i \cdot}) e^{j\varphi_1} \} \}
\]

Omitting the constant factor yields

\[
\hat{s}_i = \arg\max_{s_i} \{ \cos (\arg(R_{\cdot i}^H (g \odot A_{i \cdot})) + \varphi_1) \},
\]

which is maximized for \(\varphi_1 = -\arg(R_{\cdot i}^H (g \odot A_{i \cdot}))\) and

\[
\hat{s}_i = e^{-j \arg(R_{\cdot i}^H (g \odot A_{i \cdot}))}.
\]

(5)

All \(s_d\) can be optimized simultaneously as a block, since updating \(s_i\) does not impact the update for \(s_t\) with \(\ell \neq i\). These two coordinate block optimization steps are summarized in the following iterative algorithm, which estimates \(\hat{g}\) based on \(R\) and \(A\) in \(M\) iteration steps:

**Data:** Received / ideal channel coefficients \(R\) and \(A\)

**Result:** Phase and gain offset estimate \(\hat{g} = \hat{g}^{(M)}\)

Randomly initialize \(\hat{g}^{(0)}\) drawing from \(\mathcal{N}(0, \mathbf{I})\);

for \(m \leftarrow 1\) to \(M\)

for \(i \leftarrow 1\) to \(D\)

\[
\hat{s}_i = e^{-j \arg(R_{\cdot i}^H (g^{(m-1)} \odot A_{i \cdot}))};
\]

end

for \(i \leftarrow 1\) to \(L\)

\[
\hat{g}_i = (A_{i \cdot} \odot g^{(m-1)})^H \frac{R_{\cdot i}}{\|A_{i \cdot} \odot g^{(m-1)}\|^2};
\]

end

Algorithm 1: Iterative estimation of \(g\)

The choice of a suitable number of iterations \(M\) or some other break condition depends on the desired precision.

2) Autocorrelation and Principal Eigenvector-Based Estimation: The coordinate descent approach in Sec. IV-B1 needs several iterations to approximate the optimum when estimating \(g\) directly. An alternative, less computationally complex approach estimates the autocorrelation matrix \(g g^H\) and, from it, obtains an estimate for \(g\). Solving (3) for \(g g^H\) yields

\[
g g^H = (R_{\cdot d} \odot A_{d \cdot}^{-1})(R_{\cdot d} \odot A_{d \cdot}^{-1})^H + \hat{Z}_d \quad (d = 1, \ldots, D)
\]

with residual noise matrices \(\hat{Z}_d\) with unknown distribution. An estimate \(\hat{C}\) for \(g g^H\) can be obtained simply by computing the sample mean over all time instances \(d\):

\[
\hat{C} = \frac{1}{D} \sum_{d=1}^D (R_{\cdot d} \odot A_{d \cdot}^{-1})(R_{\cdot d} \odot A_{d \cdot}^{-1})^H
\]

Note that \(\hat{C}\) is Hermitian, i.e., \(\hat{C}^H = \hat{C}\) and, being a sum of positive semidefinite matrices, also positive semidefinite. To obtain an estimate \(\hat{g}\) for \(g\), we apply the least squares method:

\[
\hat{g} = \arg\min_{\vartheta \in \mathbb{C}^L} \| \hat{C} - \vartheta \hat{C}^H \|^2_F
\]

\[
= \arg\max_{\vartheta \in \mathbb{C}^L} \| \vartheta \hat{C}^H \|_2^2 - \| \vartheta \|^2_F
\]

Since \(\hat{C}\) is Hermitian, \(\| \vartheta \hat{C}^H \|_2 = \| \vartheta \|^2\), and knowing \(\| \vartheta \hat{C}^H \|_2^2 = \| \vartheta \|^4\), we get:

\[
\hat{g} = \arg\max_{\vartheta \in \mathbb{C}^L} 2\vartheta \hat{C}^H \vartheta - \| \vartheta \|^4
\]

(6)

By setting the derivative w.r.t. \(\vartheta\) to 0, we obtain

\[
\hat{C} \vartheta = \| \vartheta \|^2 \vartheta,
\]

which is a necessary condition for an optimum. Clearly, (7) is fulfilled by all vectors \(\vartheta\) that are appropriately scaled eigenvectors of \(\hat{C}\). Namely, they need to be scaled according to their corresponding eigenvalue \(\lambda \geq 0\) (since \(\hat{C}\) is positive semidefinite), such that \(\| \vartheta \| = \sqrt{\lambda}\). From (6) we see that the objective function is maximized if the eigenvector \(\vartheta\) with the largest corresponding eigenvalue \(\lambda\) is chosen, i.e., the principal eigenvector. Hence, the estimate \(\hat{g}\) is chosen out of the set \(\{(\vartheta_{\ell}, \lambda_{\ell})\}\) of eigenvectors with corresponding eigenvalues of \(\hat{C}\) and scaled accordingly:

\[
\ell_{\text{princ}} = \arg\max_{\ell} \{ \lambda_{\ell} \} \quad \rightarrow \quad \hat{g} = \sqrt{\lambda_{\ell_{\text{princ}}}} \frac{\vartheta_{\ell_{\text{princ}}}}{\| \vartheta_{\ell_{\text{princ}}} \|};
\]

This motivates the following algorithm:

**Data:** Received / ideal channel coefficients \(R\) and \(A\)

**Result:** Phase and gain offset estimate \(\hat{g}\)

\[
\hat{C} = \frac{1}{d} \sum_{d=1}^D (R_{\cdot d} \odot A_{d \cdot}^{-1})(R_{\cdot d} \odot A_{d \cdot}^{-1})^H;
\]

Find set of eigenvectors / eigenvalues \(\{(\vartheta_{\ell}, \lambda_{\ell})\}\) of \(\hat{C}\);

\[
\ell_{\text{princ}} = \arg\max_{\ell} \{ \lambda_{\ell} \};
\]

\[
\hat{g} = \sqrt{\lambda_{\ell_{\text{princ}}}} \frac{\vartheta_{\ell_{\text{princ}}}}{\| \vartheta_{\ell_{\text{princ}}} \|};
\]

Algorithm 2: Eigenvector-based estimation of \(g\)

C. Estimation of Time Offsets \(t_{\text{off},\ell}\) and Phase Offsets \(\varphi_{\text{off},\ell}\)

Knowing \(g[n] \in \mathbb{C}^L\) for all subcarriers \(n\), suitable values for \(\varphi_{\text{off},\ell}\) and \(t_{\text{off},\ell}\) can be estimated based on (1). We use Kay’s single frequency estimator [6], which is robust against noisy phase values including phase jumps by \(2\pi\), to obtain an estimate \(t_{\text{off},\ell}\) and then compute an estimate for \(\varphi_{\text{off},\ell}\) using

\[
\varphi_{\text{off},\ell} = \arg\left\{ \frac{1}{N_{\text{sub}}} \sum_{n=1}^{N_{\text{sub}}} g[n] e^{-j2\pi n t_{\text{off},\ell} \Delta f_{\text{sub}}(n)} \right\}.
\]
Fig. 4: Residual error as a function of the iteration index $m$. The box of the boxplot goes from first to third quantile and the whiskers extend from the box by $1.5 \times$ the inter-quartile range.

V. EXPERIMENTS ON MEASURED DATASETS

The following analyses will be carried out on two datasets, both of which were captured at a carrier frequency of 1.272 GHz and with a bandwidth of 50 MHz:

- *dichasus-015x*: Indoor office environment dataset with $L = 32$ antennas in a single $4 \times 8$ antenna array [7].
- *dichasus-cf0x*: Indoor factory environment dataset with $L = 32$ antennas arranged in four $2 \times 4$ antenna arrays [8].

First, we investigate the behavior of the iterative coordinate descent algorithm presented in Sec. IV-B1 and compare it to the eigenvector-based solution from Sec. IV-B2. We perform this analysis on one particular subcarrier and on a subset of *dichasus-cf0x* called *dichasus-cf02*. The results are nevertheless typical for all datasets and subcarriers. We run the coordinate descent algorithm 40 times, each time with a different initialization $g^{(0)}$. We compute the residual error $\|Z^{(m)}\|_F$ after the $m$th iteration step based on (3) and visualize the distribution of its Frobenius norm using a boxplot in Fig. 4. For comparison, we also draw the residual error achieved by the eigenvector-based estimation method (Sec. IV-B2) and the value of $\|R\|_F$, which can be interpreted as the “worst-case” residual error that would occur if no calibration was possible. Clearly, the residual error almost always converges to a minimum after a few iterations. The result of the eigenvector-based estimation is only slightly worse than the solution found through coordinate descent.

Second, we visually demonstrate that our calibration makes the phase measurements usable for array processing. We pick a datapoint from *dichasus-0152*, which is a subset of *dichasus-015x*, where the transmitter is $3 \text{m}$ in front of, $1.2 \text{m}$ below and $1.2 \text{m}$ to the right of the antenna array’s center and visualize the received phases over the physical positions of the antennas in the $4 \times 8$ array. Before calibration, no pattern is visible in the observed antenna phases (Fig. 5a). After calibration, the phases decrease from bottom right to top left (Fig. 5b), as one would expect for a phase-synchronous array.

Third, we use *dichasus-cf0x* to visualize that locations with LoS paths to spatially distributed antenna arrays are crucial for calibration. We assign letters A to D to the arrays according to Fig. 6 and denote the set of antenna indices belonging to array B and C by $B$ and $C$, respectively. We define the metric

$$|s_{C,d} - s_{B,d}|$$

with

$$s_{C,d} = e^{i \arg \left( \sum_{\ell \in C} r_{\ell d} g_{\ell} \ell a_{\ell d} \right)}$$

$$s_{B,d} = e^{i \arg \left( \sum_{\ell \in B} r_{\ell d} g_{\ell} \ell a_{\ell d} \right)}$$

which can be intuitively interpreted in the following way: $s_{C,d} \in \mathbb{C}$ and $s_{B,d} \in \mathbb{C}$ are the transmitter starting phases for time instance $d$ estimated according to (5), but only based on the antennas that are part of array C or B, respectively. Then, the absolute value $|s_{C,d} - s_{B,d}|$ is a measure for the agreement between these two starting phase estimates. If the calibrations $g_\ell$ are valid and a LoS channel exists, the starting phases should match. Visualizing $|s_{C,d} - s_{B,d}|$ for some subcarrier $n$. 
yields Fig. 6, which demonstrates that locations with LoS paths to both array C and B have the largest agreement in starting phase. This, in turn, implies that these locations contributed to the calibration between arrays B and C.

VI. PERFORMANCE COMPARISON OF ESTIMATION ALGORITHMS AT LOW SNRS

When deciding which of the two proposed phase offset estimation algorithms to use, one should, in addition to computational complexity, also consider the accuracy of estimates at operating points with low SNRs. One possible measure for the accuracy of the estimate $\hat{g}$ is the squared cosine similarity between $\hat{g}$ and the true phase and gain offset vector $g$, expressed in logarithmic units:

$$P_{\text{dB}} = 10 \log_{10} \left( \frac{|\hat{g}^H g|^2}{||g||^2} \right) \, [\text{dB}]$$

This definition of $P_{\text{dB}}$ is invariant to phase rotations equally applied to all components of $g$, as it should be. Ideally, $P_{\text{dB}} = 0$ dB, which is achieved for $g = \hat{g}$.

To evaluate the performance at low SNRs on the existing datasets, we only consider a single subcarrier and artificially add white Gaussian noise to the matrix of measured channel coefficients $R$. We compute the true vector $g$ by estimating phase and gain offsets without artificial noise. We assume that the estimate without artificial noise is perfectly accurate (without noise, iterative and eigenvector-based estimation generate almost identical estimates). We then compute $g$ using both Alg. 1 (iterative, with $M = 40$ iterations) and Alg. 2 (eigenvector-based) with artificial noise powers corresponding to SNRs between $-12$ dB and $+5$ dB and compute the respective cosine similarities $P_{\text{dB}}$. The result is shown in Fig. 7: The solid lines correspond to the mean value of $P_{\text{dB}}$, computed over 5000 different noise realizations for each SNR, and the shaded areas indicate the range from first to third quartile (across random noise realizations).

It can be observed that the iterative algorithm outperforms the eigenvector-based algorithm at low SNRs. This result holds for both $\text{dichasus-cf0x}$ (Fig. 7a) and $\text{dichasus-015x}$ (Fig. 7b), although the performance gap in $\text{dichasus-cf0x}$ is more pronounced, possibly due to the higher number of datapoints. While this may not always be the case, it seems that the iterative algorithm is better for most scenarios in terms of estimation accuracy.

VII. CONCLUSION AND OUTLOOK

A geometry-based calibration procedure was developed and experimentally shown to be applicable to distributed massive MIMO channel sounder measurements. The accuracy of two different calibration algorithms was evaluated for low-SNR operating regimes. If additional information is available, e.g., if receiver gain imbalances are known to be negligible, additional constraints could enhance the calibration’s performance.
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