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Abstract

Seleksi Nasional Masuk Perguruan Tinggi Negeri (SNMPTN) is one of the selection pathways for student admissions to enter state universities (PTN) in Indonesia. This study aims to predict the chance of being accepted in the desired PTN and the lack of early monitoring of students for SNMPTN. The data source from the grades reports card of SMAN 1 Pakong, SMAN 8 Kediri, and SMAN 1 Pamekasan by using the average input of compulsory subjects, majors (Science / Social Sciences) and semester 1 to semester 5 which later the output to be accepted or not accepted. An imbalanced dataset potentially affect the performance of the classification method used. Hence, we need to eliminate the imbalance class using SMOTE. Using 10-fold cross validation, this study compared K-Nearest Neighbor (KNN) without SMOTE and K-NN with SMOTE. The goal is to find the best prediction model between the two methods. The prediction model is applied to software for teachers to monitor student grades and ensuring students to pass the SNMPTN. The results show that KNN without SMOTE has higher accuracy than KNN with SMOTE. However, KNN with SMOTE outperform than KNN without SMOTE in precision and recall, KNN with SMOTE with K = 3 reached 80.08% Accuracy, 74.42% Precision and 91.68% Recall.
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INTRODUCTION

Most of Indonesia high school student has the desire to continue their education at state universities (PTN). There are three pathways for high school students in Indonesia to be admitted to public state universities. They are SNMPTN, SBMPTN and special admission (Mandiri). One of the pathways for admission to student admissions to be accepted in public universities is SNMPTN and conducted simultaneously throughout Indonesia. Unlike the SBMPTN pathway or independent pathway, SNMPTN is an entrance for student admissions that is highly desired by high school students because this entrance does not require examinations or written tests in order to enter PTN. In 2011, of all students who enrolled only 20% are accepted through SNMPTN from all over Indonesia, for this reason, SNMPTN is a strict and prestigious entrance selection [1].

SNMPTN research has been conducted using the K-Nearest Neighbor (K-NN) method to predict SNMPTN acceptance for high school students in Indonesia. The dataset used is SMAN 8 Jakarta alumni from 2013 to 2017 in the form of alumni report cards and groups accepted and not accepted in SNMPTN. The report card score (each semester) is used for training data and making models that will be used to predict, the data used as input is the average value from semester 1 to 5. From the dataset used only those accepted at the University of Indonesia and the Institute of Technology Bandung as scope research. The data labels are the information accepted at one of the faculties of the University of Indonesia, faculty of the Institute of Technology Bandung or not accepted. Furthermore, the dataset is divided into two groups, named Science and Social Sciences majors. In the Science Department, there are 200 alumni data while there are 100 alumni data for Social Studies majors which are used as training data. the results obtained in this study are acceptable, however, precision and recall it is not shown, and moreover can be optimized because the data used is not balanced [1]. So, there is a room for improvement such as using SMOTE to balance the data distribution.

In a study that compared the performance between naive bayes and K-NN. Using the dataset the nominal attribute of the study resulted in KNN having a better performance than Naive Bayes. Accuracy results of naive bayes 87.24% while K-NN has the best accuracy of 90.55%[2].

Previous studies using the SMOTE method to eliminate imbalance classes in the credit card fraud dataset. The dataset after the SMOTE process increase to 36,605 consisting of 23,347 positive classes and 13,258 negative classes. This study using the K-NN classification method to compare the performance of KNN with SMOTE and KNN without SMOTE. The K-NN method with unbalanced dataset produce poor performance of G-Mean and F-Measure. When the dataset is balanced using SMOTE, the classification performance improved. This study proved that the classification of SMOTE for the imbalance dataset highly recommended to the minimalized overfitting problem [3].

In this study, the prediction of the acceptance path of SNMPTN uses the average value of compulsory subjects, majors and the average semester 1 through semester 5. In Indonesia, there is still little research that helps high school students in predicting student opportunities to enter SNMPTN. Therefore, this study was made for the prediction of acceptance in the SNMPTN pathway. The dataset used is from SMAN 1 Pakong alumni report card data in 2013 and 2014, as well as an alumni data report of SMAN 1 Pamekasan in 2016 and SMAN 8 Kediri in 2016 and 2017. In the process of implementing the system, failure comes from the user, not the technical factors [4]. This study uses the K-NN algorithm without SMOTE and K-NN with SMOTE, the results of this research prediction will be labels accepted or not accepted.

MATERIAL AND METHODS

The field of research that develops and studies algorithms that can learn and make predictions from the data called machine learning [5]. In Machine Learning based on the method of applying Machine Learning has three divisions including Supervised learning, unsupervised learning, and Semi-supervised learning. Machine Learning methods that need help to run an algorithm are called Supervised learning. For unsupervised learning is a Machine Learning method that results from the actions of the computer itself. While semi-supervised learning is a Machine Learning method where not all data is labeled or has a label [6]. The results of machine learning can also be applied in educational games [7] and the fields of education [8]. Problems that can usually be
solved Machine learning include regression, clustering, and classification. the method of classifying data that has been determined by class is called classification [9]. For classification algorithms can use K-NN. The K-NN algorithm without SMOTE and KNN with SMOTE will be used in this study.

**SMOTE**

The simplest strategy that can be used in the case of unbalanced data is Random over-sampling, where the workings of this method balance the class by replicating the minority class to equal the majority class. Although this Random over-sampling method looks effective, this method can increase overfitting because data created duplicates from minority class data. To avoid overfitting, the SMOTE technique is conducted [10].

The SMOTE technique is used to solve a class imbalance problems. the workings of SMOTE in making new syntheses by using space features rather than duplicating data. The SMOTE technique produces a new synthesis by utilizing the distance between a sample of minorities and the nearest neighbor from a minority sample. The distance between the two samples is made as much new synthesis as needed so that the data becomes balanced [11].

Assume that the minority class dataset is a sample, the oversampling level is N and the nearest neighbor point is K. Calculation steps with SMOTE [12]:

1. Determine the K value of the nearest neighbor sample for each sample in the minority class sample dataset.
2. Select N samples randomly from each of the closest neighbors.
3. Calculate the new sample using formula (2.1) from the minority sample class and each sample N is a new synthesis and then a new synthesis is added to the sample data from the minority class.

\[
\text{SynthesisSample}[\text{newIndex}] = \text{Sample}[i] + \text{Random} \ast (\text{neighbor sample}[i] - \text{Sample}[i])
\]

(1)

**K-Nearest Neighbor (K-NN)**

K-Nearest Neighbor (K-NN) algorithm is a flexible method and a simple machine learning algorithm, although a is simple, it can classify test data into label classes by looking for data values that have characteristics similar to training data [13]. K-NN is also one of the best techniques for classifying data and can get high accuracy. The classification of this algorithm uses the distance between test data and training data[14]. The distance between test data and training will be calculated using Euclidean distance. Based on the similarity of characteristics between the test data and training data, the label will be determined. The following are the steps for classification using KNN [1]:

1. Specify value K.
2. Calculate the distance between datasets and training data using the formula.

\[
\sqrt{\sum_{i=1}^{k}(x_i - y_i)^2}
\]

(2)

**Description**:

- \(X_i\) = Training data value
- \(Y_i\) = Test data value
- \(i\) = Data variable
- \(k\) = Data dimensions
3. Sort neighbor values based on the smallest value to the largest value.
4. Select as many neighbors as K from the sorted list.
5. Determine the value of the test data based on the most neighboring values.

Because the dataset used in this study has more numerical attributes, then K-NN is more suitable for processing numerical data.

Dataset

The data used in this study are collected by making a valued archive that will be registered when SNMPTN, the data is stored by the counseling teacher of SMAN 1 Pakong, SMAN 8 Kediri, and SMAN 1 Pamekasan. Data records values from semester 1 to semester 5, which are accompanied by information accepted or not accepted in SNMPTN registered by the student. This data is obtained from the grades of SMAN 1 Pakong alumni from the 2013 and 2014 classes, for SMAN 1 Pamekasan the data used in the class of 2016, while the last one was SMAN 1 Kediri class of 2016 and 2017. The dataset is 830 instances and 71 attributes, with the number of data classifications of SNMPTN accepted is 132 and those who are not accepted are 698. In the 72 attributes, there are 70 numeric attributes and 2 nominal attributes. The number of attributes to be used is 9 attributes with 7 numeric values and 2 nominal values. The unused data such as grades from semester 1 to 5 are incomplete. Data that has been collected will be processed by using the K-Nearest Neighbor algorithm. By simplifying the attributes that will be used by taking the average value of compulsory subjects, majors and each semester, the attributes used are only 9 as in Table 1. Table 1 is the attribute name used with the data type and a range of values.

| Attribute Name | Attribute Description | Data Type | Range of values |
|----------------|-----------------------|-----------|-----------------|
| JM             | Majoring in class     | Nominal   | IPA / IPS       |
| AVG1           | The average value of semester 1 | Numeric | 0 – 100          |
| AVG2           | The average value of semester 2 | Numeric | 0 – 100          |
| AVG3           | The average value of semester 3 | Numeric | 0 – 100          |
| AVG4           | The average value of semester 4 | Numeric | 0 – 100          |
| AVG5           | The average value of semester 5 | Numeric | 0 – 100          |
| AVGCS          | The average value of compulsory subjects | Numeric | 0 – 100          |
| AVGMA          | Majors average value   | Numeric   | 0 – 100          |
| KET            | Information accepted / not accepted at SNMPTN | Nominal | Accepted/Not Accepted |

This stage, data that initially has an imbalanced label attribute distribution but to be balanced using the SMOTE preprocessing method. The results of the SMOTE are shown in Table 2.

| Original Data | Data+SMOTE |
|---------------|------------|
| Amount accepted | Amount not accepted | Total Data |
| 132           | 698        | 830        |
| 689           | 689        | 1396       |

Confusion Matrix

The evaluation phase of the classification results in this study uses Confusion Matrix. The confusion matrix is a table that contains the amount of the data tested in a study and records how often classified data is true or false [15]. Based on the results of the classification model, later it can show the results of the prediction and classification of this study. The Confusion Matrix model as follows :

Table 3. Confusion Matrix

| Prediction | Actual |
|------------|--------|
| +          | TP     | FN     |
| -          | FP     | TN     |

Description :
- TP (True Positive): the prediction in this case is TRUE and TRUE reality.
- TN (True negative): the prediction in this case is FALSE and FALSE reality.
- FP (False positive): the prediction in this case is TRUE and FALSE reality.
- FN (False negative): the prediction in this case is FALSE and TRUE reality.

From the Confusion Matrix results, accuracy (3), precision (4), and recall (5) can be calculated with the following formula:

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \times 100\% \quad (3)
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \times 100\% \quad (4)
\]

\[
\text{Recall} = \frac{TP}{(TP + FN)} \times 100\% \quad (5)
\]

Usually to calculate the effectiveness and evaluate the performance of classification methods can use accuracy [16]. However to calculate the proportion of true positive predictive cases TP can use precision, while recall is used to calculate the proportion of TP cases that are correctly predicted[17]. The last is the error rate used to calculate the ratio of the amount of data classified incorrectly from the sum of all data [16].

RESULT AND DISCUSSION

Research Result

After going through various stages, the final step that must be done is the process of evaluating the results of classification. Therefore, in this evaluation process, the results of the KNN without SMOTE will be compared to the KNN with SMOTE. After that, the classification results that have a higher performance will indicate a better algorithm for the SNMPTN acceptance classification based on Score report. A comparison of accuracy can be seen in Figure 1.

Conversely results Figure 2 shows that KNN with SMOTE has better precision than KNN without SMOTE. KNN with SMOTE has the best precision of 75.48% when K = 1, while KNN without SMOTE has the best precision when K = 5 with a value of 37.21%. But here KNN without SMOTE has poor performance because the value of precision does not exceed 50%.

Conversely results Figure 3 shows that KNN with SMOTE has better recall than KNN without SMOTE. KNN with SMOTE has the best recall of 90.95% when K = 5, while KNN without SMOTE has the best recall when K = 1 with a value of 90.05.
The last results Figure 3 shows that KNN with SMOTE has a better recall than KNN without SMOTE. KNN with SMOTE has the best recall of 91.68% when the value of K = 3, while KNN without SMOTE has the best recall when K = 1 with a value of 25.00%. Moreover, KNN without SMOTE has a poor performance because the recall value does not exceed 30%.

Finally, Table 4 shows the result of the Pearson correlation between two attributes (see Table 1 for abbreviation details). The closer the value to one or minus one, the stronger correlation between the pair attributes. In contrast, the closer the value to zero the smaller the correlation between these attributes.

The results in Table 4 indicates that school majors (JM) do not have a strong correlation with the average score of compulsory subjects, majors or each semester. While the average value of each semester with the following semester grades has a strong correlation, showed by the values constantly above or equal 0.7.

For the average value of compulsory subjects must have a strong correlation with the average value of semester 3 and semester 4 with results more than 0.9. While for the average value of major subjects have a strong correlation with the average value of semester 3, semester 4 and semester 5. Conclusions for the characteristics of the dataset, there must be an increase between the average value of the semester with the value of the next semester, because the results of Pearson correlation calculations have a strong correlation and vice versa JM in the Pearson correlation calculation, does not have a strong correlation at each semester average value.

**Discussion**

The result is almost the same because only the values of TP and TN are used, thus it has high accuracy results between balanced and unbalanced data. So that FP and FN are not used in calculating accuracy, therefore to prove the comparison of the performance of KNN without SMOTE and KNN with SMOTE the calculation of precision and recall needed to verify the best method. The precision calculation (2.3) uses the TP formula divided by TP plus FP which used to calculate the proportion of positive prediction cases (FP) which a truly worth (TP), hence that when the data not balanced and more data False (Not accepted), the prediction of the model will be more TN and will provide a smaller precision results.

The SMOTE function here used to add data that’s worth True (Accepted) which results in a large number of TP values so that precision results will be better. And finally in the Recall calculation (2.4) using the formula TP divided by TP plus FN which used to calculate the proportion of TP cases predicted correctly, hence that when the data not balanced and more data False (Not accepted), the prediction of the model will be more TN and will provide a
lower recall result. The SMOTE function here is still used to add data that worth True (Accepted) which results in a large number of TP values so that precision results will be higher.

From the results above it can be concluded that KNN without SMOTE has better accuracy than KNN with SMOTE, but the performance of KNN without SMOTE is very bad because the value of precision and recall is very small compared to KNN with SMOTE. This is because the KNN without SMOTE has unbalanced data distribution in the label class, so that more often classifying label classes are not accepted compared to the label class accepted. It is different from results KNN with SMOTE, where the results have a higher value of precision and recall because the SMOTE method makes balanced data distribution by increasing minority classes (Accepted) so that the KNN method can classify data correctly and balanced.

CONCLUSION

For the results of the correlation between attributes in the dataset, it has a strong correlation between the average value of the semester with the next semester, majors do not have a strong correlation between grades each semester. Therefore, there must be an increase between the average value of each semester with the value of the next semester because the results show a strong correlation.

The comparison between KNN without SMOTE and KNN with SMOTE for the case predicts the SNMPTN acceptance pathway in this study, More suitable using the KNN with SMOTE and with value K = 3 the results obtained are good because the accuracy reaches 80.08%, Precision 74.42% and Recall 91.68%. For further research, it can be developed using other algorithms and is expected to be able to obtain higher accuracy results, so that the implementation of predicting SNMPTN acceptance pathways can be used by students as a consideration when selecting state universities (PTN).
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