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Abstract—There exists a vast amount of literature how dissipativity properties can be exploited to design controllers for stability and performance guarantees for the closed loop. With the rising availability of data, there has therefore been an increasing interest in determining dissipativity properties from data as a means for data-driven systems analysis and control with rigorous guarantees. Most existing approaches, however, consider dissipativity properties that hold only over a finite horizon and mostly only qualitative statements can be made in the presence of noisy data. In this work, we present a novel approach to determine dissipativity of linear time-invariant systems from data where we inherently consider properties that hold over the infinite horizon. Furthermore, we provide rigorous guarantees in the case of noisy state measurements.

I. INTRODUCTION

In recent years, there has been an increasing interest in setting up a framework for data-driven systems analysis and control. Such a framework should ideally offer similar insights and guarantees as model-based approaches with the caveat that no explicit description of the system via differential equations is necessary but only measured trajectories of the system, which in some sense are informative enough, are needed. The allurement of such an approach is clear: Measured trajectories of a system are usually easy to obtain whereas deriving a mathematical model can be a cumbersome task. One result that recently gained momentum concerning the search of such a data-driven framework is introduced in [1]. In their seminal paper, the authors prove that the behavior of a linear time-invariant (LTI) system can be described by a data-dependent Hankel matrix if the input of the measured input-output trajectory entails sufficient information, i.e. it is persistently exciting of sufficient order. This purely data-driven representation of an LTI system, as layed out in [2] and proven in a state-space framework in [3], hence opens up the development of tools for LTI systems which allow rigorous guarantees for systems analysis and control from data. Such tools include state-feedback design [4], robust controller synthesis from noisy input-state trajectories [5], data-driven model predictive control [6], [7], stabilizability and controllability analysis [8] and dissipativity properties from input-output trajectories over the finite time horizon [9], [10], [11].

Determining dissipativity properties from data not only gives insights to the a priori unknown system, but it also opens the possibility to apply readily available feedback theorems to design controllers that achieve guaranteed closed-loop stability. For examples on stabilizing, robust or distributed control schemes on the basis of control theoretic systems properties, where no additional model knowledge is required, see for example the standard publications [12], [13], [14]. More recent examples where knowledge on the $H_{\infty}$-norm or passivity index together with additional data lead to cooperative or robust controller design, respectively, can be found in [15], [16]. For these reasons, there have been many different approaches to obtain such control theoretic system properties from data. Some ideas on determining system properties such as the $\mathcal{L}_2$-gain or passivity parameters from data can be found in [17], [18], [19]. The limitation of these approaches is, in general, that huge amounts of data are required and the computational expenses are immense even for small examples. Most of the existing approaches for determining system properties consider LTI systems. One interesting approach in this regard are iterative schemes, see [20], [21] and the references therein, where iteratively applying inputs and measuring the outputs asymptotically reveals the true $\mathcal{L}_2$-gain or passivity parameters, respectively, without any a priori model knowledge. However, the disadvantage or limitation of this method is that iterative experiments might not be possible or at least require additional effort and the respective system property can only be certified over a finite time horizon (cf. definition of $L$-dissipativity in [9]). Another more recent approach is a 'one-shot approach’ which calculates the respective system property from one input-output trajectory, see [9], [11] and the references therein. One limitation of this approach is again that sharp results are only available for system properties holding over the finite time horizon. Furthermore, no guarantees can be provided in the case of noisy data.

Similar to [4], [5], [8] we use one input-state trajectory to represent an LTI system from data in the present paper. The advantage with respect to previous methods is that the system properties are certified over the infinite time horizon and that we provide guarantees on the respective system properties based on one noisy input-state trajectory.

II. PROBLEM SETUP

In this paper, we consider multiple-input multiple-output discrete-time LTI systems of the form

$$x_{k+1} = Ax_k + Bu_k,$$

$$y_k = Cx_k + Du_k,$$  

(1)
with $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^m$ and $y_k \in \mathbb{R}^p$. We assume that $A$ and $B$ are unknown, but one input-state trajectory of the system is available. We collect the resulting input-state sequences $\{u_k\}_{k=0}^{N-1}, \{x_k\}_{k=0}^N$ in the following matrices

\[
X := (x_0 \ x_1 \ \cdots \ x_{N-1}), \quad X_+ := (x_1 \ x_2 \ \cdots \ x_N), \quad U := (u_0 \ u_1 \ \cdots \ u_{N-1}).
\]

Further, we assume that $C, D$ are known (or, alternatively, the corresponding output trajectory $\{y_k\}_{k=0}^{N-1}$ is additionally available cf. Remark [7]).

Our approach is hence based on only one measured trajectory of the system with the only assumption that the data, i.e. the measured trajectory, is informative enough. Generally, this can be ensured by requiring that the input of the measured trajectory is persistently exciting in the following sense.

**Definition 1.** We say that a sequence $\{u_k\}_{k=0}^{N-1}$ with $u_k \in \mathbb{R}^m$ is persistently exciting of order $L$, if $\text{rank}(H_L(x)) = mL$.

Due to their relevance in systems analysis and control, we are now interested in dissipativity properties of LTI systems (1) on the basis of the available data. While the notion of dissipativity was introduced in [22] for general (nonlinear) systems, we make use of equivalent formulations for LTI systems with quadratic supply rates as, for example, presented in [23]. Quadratic supply rates are quadratic functions $s: \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}$ defined by

\[
s(u, y) = \begin{pmatrix} u \\ y \end{pmatrix}^\top \Pi \begin{pmatrix} u \\ y \end{pmatrix}, \tag{2}
\]

The matrix $\Pi \in \mathbb{R}^{(m+p) \times (m+p)}$ will be partitioned as

\[
\Pi = \begin{pmatrix} R & S \\ S^\top & Q \end{pmatrix}
\]

throughout this paper with $Q = Q^\top \in \mathbb{R}^{m \times m}$, $S \in \mathbb{R}^{p \times m}$ and $R = R^\top \in \mathbb{R}^{p \times p}$.

**Definition 2.** A system (1) is said to be dissipative with respect to the supply rate $s$ if there exists a function $V: \mathbb{R}^n \to \mathbb{R}$ such that

\[
V(x_k) - V(x_{k_2}) \leq \sum_{i=k_2}^{k_1-1} s(u_i, y_i)
\]

for all $0 \leq k_2 < k_1$ and all signals $(u, x, y)$ which satisfy (1).

The supply rate and the corresponding matrices $(Q, S, R)$ hereby define the system property of interest. For the supply rates defined by

\[
\Pi_\gamma = \begin{pmatrix} \gamma^2 I & 0 \\ 0 & -I \end{pmatrix}, \quad \Pi_p = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \tag{3}
\]

for example, we retrieve the operator gain $\gamma$ and the passivity property, respectively. The dissipativity property specified by $(Q, S, R)$ will in the following also be referred to as $(Q, S, R)$-dissipativity.

The following standard result gives equivalent conditions on dissipativity of an LTI system, which we will in the remainder of the paper make use of to determine dissipativity from data. Explanations and the proofs can be found, e.g. in [23], [24] and references therein.

**Theorem 3.** Suppose that the system (1) is controllable and let $s$ be a quadratic supply rate of the form (4). Then the following statements are equivalent:

a) The system (1) is dissipative with respect to the supply rate $s$.

b) There exists a quadratic storage function $V(x) := x^\top P x$ with $P = P^\top$ such that

\[
V(x_{k+1}) - V(x_k) \leq s(u_k, y_k)
\]

for all $k$ and all $(u, x, y)$ satisfying (1).

c) There exists a matrix $P = P^\top$ such that

\[
\begin{pmatrix} A^\top PA - P - \hat{Q} & A^\top PB - \hat{S} \\ (A^\top PB - \hat{S})^\top - R + B^\top TPB \end{pmatrix} \preceq 0 \tag{4}
\]

with $\hat{Q} = C^\top QC, \hat{S} = C^\top S + C^\top QD$ and $\hat{R} = D^\top QD + (D^\top S + S^\top D) + R$.

In the following we use these equivalences to verify or find dissipativity properties from data. More precisely, we start in the next section by introducing an equivalent data-based dissipativity formulation on the basis of noise-free input and state trajectories.

**III. DATA-DRIVEN DISSIPATIVITY FROM INPUT-STATE TRAJECTORIES**

With the definitions from the last section, we can directly state necessary and sufficient conditions for dissipativity properties from noise-free input and state trajectories. In this case, verifying dissipativity boils down to checking one simple LMI.

**Theorem 4.** Given noise-free data $\{u_k\}_{k=0}^{N-1}, \{x_k\}_{k=0}^N$ of a controllable LTI system $G$ and the feasibility problem to find $P = P^\top$ such that

\[
M \preceq 0 \tag{5}
\]

with

\[
M = X_+^\top PX_+ - X^\top PX - \begin{pmatrix} U \\ CX + DU \end{pmatrix}^\top \begin{pmatrix} R & S \\ S^\top & Q \end{pmatrix} \begin{pmatrix} U \\ CX + DU \end{pmatrix}. \tag{6}
\]

1) If there exists no $P = P^\top$ such that (5) holds, then $G$ is not $(Q, S, R)$-dissipative.

2) If there exists $P = P^\top$ such that (5) holds and, additionally, $\text{rank}(X) = n+m$, then $G$ is $(Q, S, R)$-dissipative.
Proof. Substituting $X_+ = AX + BU$, the semidefiniteness condition in (5) can be equivalently written as
\[
\begin{bmatrix} X \\ U \end{bmatrix}^T \begin{bmatrix} A^T PA - P - Q \\ A^T PB - S \end{bmatrix} \begin{bmatrix} X \\ U \end{bmatrix} = 0
\]
with $\hat{Q} = C^T QC$, $\hat{S} = C^T S + C^T QD$ and $\hat{R} = D^T QD + (D^T S + S^T D) + R$.

1) If problem (5) is infeasible, this directly implies that (4) is not negative semidefinite for any $P$, i.e. $G$ is not dissipative by Theorem 3.

2) With full row rank of $\begin{bmatrix} X \\ U \end{bmatrix}$, the semidefiniteness condition (4) in turn implies that (3) holds, which implies dissipativity by Theorem 3.

Remark 5. The condition $\text{rank} \begin{bmatrix} X \\ U \end{bmatrix} = n + m$ can be easily checked for a given input and state trajectory. This rank condition can also be enforced by choosing the input $\{u_k\}_{k=0}^{N-1}$ persistently exciting of order $n+1$, cf. [1, Corollary 2].

Remark 6. Since the introduced feasibility problem (5) is linear in $(Q, S, R)$, optimization for finding an ‘optimal’ or ‘tight’ system property yields a simple SDP. The problem of minimizing $\gamma^2$ such that (5) for $R = \gamma^2 I$, $S = 0$ and $Q = -I$, e.g., yields the $L_2$-gain. Similar formulations can be found for input and output passivity, conic relations or general positive-negative supply rates with $Q + I \preceq 0$.

Remark 7. If $C$ and $D$ are unknown but measurements of the output are available instead, then one can equivalently substitute $Y = CX + DU$ in the feasibility problem (5) with $Y := (y_0 \ y_1 \ \cdots \ y_{N-1})$.

Note that since the feasibility problem (5) is linear in $C, D$ it might be interesting for some applications to optimize over $C$ and $D$. Such a scenario could be sensor placement with the goal to maximize the output feedback passivity parameter of agents performing cooperative control tasks.

It is particularly interesting that the viewpoint taken in this paper allows to determine dissipativity properties over the infinite horizon from only considerably short data. Furthermore, this viewpoint and the corresponding introduced approach also allow to include robust inference of dissipativity from noisy state trajectories as will be discussed in the next section.

IV. DISSIPATIVITY PROPERTIES FROM NOISY INPUT-STATE TRAJECTORIES

When working with data and measured trajectories, these trajectories are often affected by noise. We therefore derive guarantees for dissipativity properties from noise corrupted state measurements in this section by using similar ideas to [5]. Therefore, we consider in this section LTI systems that are disturbed by process noise of the form
\[
x_{k+1} = Ax_k + Bu_k + B_w w_k
\]
\[
y_k = Cx_k + Du_k
\]
where $w_k \in \mathbb{R}^{m_w}$ represents the noise. We denote by $\{\tilde{w}_k\}_{k=0}^{N-1}$ the actual noise sequence which led to the measured input-state trajectories $\{u_k\}_{k=0}^{N-1}, \{x_k\}_{k=0}^N$. While $\{\tilde{w}_k\}_{k=0}^{N-1}$ is generally unknown, we assume that information in form of the following bound on the matrix
\[
\hat{W} = (\tilde{w}_0 \ \tilde{w}_1 \ \cdots \ \tilde{w}_{N-1})
\]
is available. To be specific, we assume that $\hat{W}$ is an element of the set
\[
\mathcal{W} = \{W \in \mathbb{R}^{m_w \times N} \mid (W^\top I) (Q_w S_w^\top R_w) (W^\top I) \succeq 0\}
\]
with $Q_w \in \mathbb{R}^{m_w \times m_w}$, $S_w \in \mathbb{R}^{m_w \times N}$ and $R_w \in \mathbb{R}^{N \times N}$ with $R_w > 0$. Hence, any unknown noise realization that affects the measured data is bounded by a quadratic matrix inequality. This definition of the set $\mathcal{W}$ is a flexible noise or disturbance description in literature (cf. [23], [5]).

Since the actual realization of the noise $\{\tilde{w}_k\}_{k=0}^{N-1}$ corresponding to the measured input and state trajectories $\{u_k\}_{k=0}^{N-1}, \{x_k\}_{k=0}^N$ is unknown, there generally exist multiple pairs $(A_d, B_d)$ which are consistent with the data for some noise instance $W \in \mathcal{W}$. We denote the set of all such $(A_d, B_d)$ by
\[
\Sigma_{X,U} = \{(A_d, B_d) \mid X_+ = A_d X + B_d U + B_w W, W \in \mathcal{W}\}.
\]
By assumption, the ‘true’ system matrices $(A, B)$ are in the set $\Sigma_{X,U}$, i.e. $X_+ = AX + BU + B_w \hat{W}$ with $\hat{W} \in \mathcal{W}$. The key for guaranteeing that a system (1) has a dissipativity property is that we need to verify this dissipativity property for all systems which are consistent with the data for some $W \in \mathcal{W}$, i.e. for all systems in the set $\Sigma_{X,U}$. Therefore, we first develop a data-driven open-loop representation in the following lemma.

Lemma 8. If there exists a matrix $G$ such that
\[
\begin{bmatrix} X \\ U \end{bmatrix} G = I
\]
then all $(A_d, B_d)$ in the set $\Sigma_{X,U}$ can equivalently be described by
\[
(A_d \ B_d) = (X_+ - B_w W) G
\]
for any $W \in \mathcal{W}$ satisfying
\[
(X_+ - B_w W) \begin{bmatrix} X \\ U \end{bmatrix}^\top = 0.
\]

Proof. First note that as explained in [5, Theorem 4], the constraint (13) is, by the Fredholm alternative, equivalent to the existence of a solution $V$ to the system of linear equations
\[
V \begin{bmatrix} X \\ U \end{bmatrix} = X_+ - B_w W.
\]
Let us assume \( \Sigma \) holds for some \( W \in \mathcal{W} \) with \( \Sigma \). We need to show that there exists an \((A, \tilde{B})\), \( \tilde{W} \in \mathcal{W} \) such that

\[
(\tilde{A} \quad \tilde{B}) = (X_+ - B_w W)G
\]

with \( X_+ = \tilde{A} X + \tilde{B} U + B_w \tilde{W} \).

We know that for all \( W \in \mathcal{W} \) satisfying \( \Sigma \), there exists a solution \( V \) to (13). Hence the choice \((A, \tilde{B}) = V\) from (14) ensures

\[
X_+ = \tilde{A} X + \tilde{B} U + B_w \tilde{W}
\]

with \( \tilde{W} = W \), and \((A, \tilde{B}) = V\) also satisfies

\[
(\tilde{A} \quad \tilde{B}) = (A \quad B)(X_+ - B_w W)G.
\]

ii) For any \((A_d, B_d) \in \Sigma_{X,U}\) per definition there exists a \( W \in \mathcal{W} \) such that

\[
A_d X + B_d U = X_+ - B_w W.
\]

This implies the existence of solution \( V \) to (14) hence \( \Sigma \) holds. Multiplying \( G \) from the right on both sides immediately yields

\[
(A_d \quad B_d) \begin{pmatrix} X \\ U \end{pmatrix} G = (A_d \quad B_d) (X_+ - B_w W)G.
\]

Proof. This result follows from an application of known robust control methods to the system in [17], cf. [23], [25]. As \( \Sigma_{X,U} \subseteq \Sigma_{X,U}^S \), this proves the claim. \( \square \)

Remark 10. Requiring \( Q \preceq 0 \) is necessary to apply the full block S-procedure [23] that leads to the result used in the proof of Theorem 9. Note, however, that this includes most relevant dissipativity properties such as the \( \mathcal{L}_2 \)-gain (cf. \( \Pi \), in (3)) and passivity (cf. \( \Pi_w \) in (3)).

Remark 11. The sufficiency condition in Theorem 9 is that there exists a matrix \( G \) such that \( \Sigma \) holds, i.e. requires that there exists a right-inverse of the matrix \( \begin{pmatrix} X \\ U \end{pmatrix} \). This is equivalent to requiring this matrix to have full row rank, i.e. rank \( \begin{pmatrix} X \\ U \end{pmatrix} = n + m \), cf. Remark 5.

Remark 12. Note that assuming \( B_w \) to be known is not restrictive. Including \( B_w \) in the analysis simply offers one approach how additional knowledge on the influence of the process noise can be included into the optimization problem. For example, \( B_w \) can easily incorporate knowledge on which states are affected by noise or if some states are affected by the same noise. If no knowledge is available on how the noise acts on the system, one could simply use the identity matrix \( B_w = I \).

Ideally, we would like to include the condition \( \Sigma \) into the optimization problem, which is generally still an open problem and part of ongoing investigations. In the special case that \( \begin{pmatrix} X \\ U \end{pmatrix} \) has full rank and quadratic (i.e. \( N = n + m \)), the condition \( \Sigma \) is trivially satisfied and \( \Sigma_{X,U} = \Sigma_{X,U}^S \). In this case, the feasibility problem can be written in a more compact way without equality condition. This result is summarized in the following proposition.

Proposition 13. Let \( N = n + m \) and \( \begin{pmatrix} X \\ U \end{pmatrix} \) have full rank. Then all \((A_d, B_d) \in \Sigma_{X,U}\) are \((Q,S,R)\)-dissipative if there exists \( P = P^\top > 0 \) such that

\[
\begin{pmatrix} B_u^\top P B_w + \tau Q_w - B_u^\top P X_+ + \tau S_w \\ -X_+^\top P B_w + \tau S_w^\top M + \tau R_w \end{pmatrix} \preceq 0
\]

with \( M \) as defined in (6).

Proof. Under constraint qualification (i.e. there exists a \( W \in \text{int}(\mathcal{W}) \)), the S-procedure for quadratic terms is necessary and sufficient [26]. Hence, the feasibility problem in (19) can be equivalently formulated as

\[
\begin{pmatrix} W \\ I \end{pmatrix}^\top \begin{pmatrix} B_u^\top P B_w - B_u^\top P X_+ \\ -X_+^\top P B_w M \end{pmatrix} \begin{pmatrix} W \\ I \end{pmatrix} \preceq 0 \quad \forall W \in \mathcal{W}.
\]

With \( \begin{pmatrix} X \\ U \end{pmatrix} \) quadratic and full rank, (13) is fulfilled for all \( W \in \mathcal{W} \). From Lemma 8 we hence know that any \((A_d, B_d)\) that is consistent with the data can be written as

\[
(A_d \quad B_d) = (X_+ - B_w W)G \quad \text{for any } W \in \mathcal{W}.
\]
and thus, for all \((A_d, B_d) \in \Sigma_{X,U}\), \(A_d X + B_d U\) can be equivalently expressed by

\[
A_d X + B_d U = (X_+ - B_w W) \quad \text{for any } W \in W. \tag{22}
\]

Since (22) is an equivalent reformulation, we can substitute the term \(X_+ - B_w W\) for all \(W \in W\) by the term \(A_d X + B_d U\) for all \((A_d, B_d) \in \Sigma_{X,U}\) in the feasibility problem (20). This yields the following condition equal to (20):

\[
\begin{pmatrix}
X \\
U
\end{pmatrix}^\top \begin{pmatrix}
A_d^\top P A_d - P - \hat{Q} & A_d^\top P B_d - \hat{S} \\
A_d^\top P B_d - \hat{S}^\top & -R + B^\top P B_d
\end{pmatrix} \begin{pmatrix}
X \\
U
\end{pmatrix} \preceq 0
\]

for all \((A_d, B_d) \in \Sigma_{X,U}\) with \(\hat{Q} = C^\top QC, \hat{S} = C^\top S + C^\top QD\) and \(\hat{R} = D^\top QD + (D^\top S + S^\top D) + R\).

Therefore, if (19) is feasible and hence (23) holds for all \((A_d, B_d) \in \Sigma_{X,U}\), then all \((A_d, B_d) \in \Sigma_{X,U}\) are \((Q, S, R)\)-dissipative arguing as in the proof of Theorem 4. Since \(X = 0\) has full rank.

Remark 14. The proof of Proposition 13 shows that, under the technical assumption that there exists a \(W \in \text{int}(W)\), the feasibility problem (19) is equivalent to

\[
\begin{pmatrix}
A_d^\top P A_d - P - \hat{Q} & A_d^\top P B_d - \hat{S} \\
A_d^\top P B_d - \hat{S}^\top & -R + B^\top P B_d
\end{pmatrix} \preceq 0
\]

for all \((A_d, B_d)\) that are consistent with the data. This implies that the condition (19) is a necessary and sufficient condition for all \((A_d, B_d) \in \Sigma_{X,U}\) being \((Q, S, R)\)-dissipative with a common quadratic storage function \(V(x) = x^\top P x\).

Via Proposition 13 we do not need to restrict our attention to \(Q \preceq 0\) in the special case \(N = n + m\). Moreover, the resulting feasibility problem (19) is particularly simple in this case, where no additional equality constraint is required.

V. NUMERICAL EXAMPLES

In the following, we apply the introduced approach to two numerical examples. We illustrate the influence of the noise bound on the robust dissipativity property in the first example, and we focus on the influence of the data length in the second example.

A. Example 1

For the first example, we choose a randomly generated example with a system order of \(n = 4\), \(m = 2\) inputs and \(p = 2\) outputs. We choose an input signal uniformly sampled in the interval \([-1, 1]\) and measure the state trajectory over the horizon \(N = n + m\). We assume to know a bound on the otherwise unknown noise given by \(\|\hat{\omega}\|_2 \leq \hat{\omega}\), which implies the bound \(W \in W\) for \(Q_w = -I, S_w = 0, R_w = \hat{\omega}^2 I\). Furthermore, we assume that all states are affected by the process noise and no additional knowledge is available leading to the choice \(B_w = I\). To generate the state measurements, we uniformly sample \(\hat{\omega}\) from the ball \(\|\hat{\omega}\|_2 \leq \hat{\omega}\) to simulate \(N\) time steps of the system. We now apply Proposition 13 to infer the shortage of passivity \(s\) of our system, i.e. the minimal \(s\) for which the system is \((Q, S, R)\)-dissipative for \(Q = sI, S = \frac{1}{2}I\) and \(R = 0\), via a simple SDP without knowledge of \(\hat{\omega}\) but only with the bound \(W \in W\). The true shortage of passivity of the system is given by \(s = 0.83\). The resulting guaranteed upper bounds \(\bar{s}\) on the true shortage of passivity are illustrated in Fig. 1 for different noise bounds \(\hat{\omega}\).

![Fig. 1. Robust bound on the shortage of passivity](image)

Aligned with the theoretical results, the presented approach retrieves the exact shortage of passivity for noise-free measurements and a valid upper bound in the case of noisy state trajectories. The upper bound provided on the shortage of passivity increases with increasing \(\hat{\omega}\), as we require the respective dissipativity property to hold for all systems consistent with the data. The size of this set increases with the noise bound.
B. Example 2

Next, we randomly generate two systems with two inputs and two outputs and system order $n = 6$ and we choose an input signal that is uniformly sampled in the interval $[-1, 1]$. We apply Theorem 9 to infer the $L_2$-gain (or, equivalently, $H_{\infty}$-norm). For this, we first rewrite (18) into an LMI by, first, performing a congruence transformation with $\text{diag}(P^{-1}, I)$ and then applying the Schur complement three times. Via a line search over the resulting LMI, we can then calculate a robust bound on the $L_2$-gain (with $\Pi_\gamma$ in (3)). We calculate such a bound on the $L_2$-gain for both systems over different data lengths, starting from the minimum length $N = n + m$ and increase $N$ up to 25. Alternatively, one could also calculate a matrix $G$ via (11) and then solve the SDP (18) for that $G$ (i.e. not optimizing over $G$, possibly introducing some additional conservatism).

We assume that we know a bound on $\|\tilde{w}_k\|_2 \leq \bar{w}$ that holds for all $k = 0, 1, \ldots, N - 1$. This implies the bound $\tilde{W} \in W$ for $Q_w = -I, S_w = 0, R_w = \bar{w}^2 NI$ with $B_w = I$.

For every system at each time step $k = 0, \ldots, N - 1$, we uniformly sample $\tilde{w}_k$ from the ball $\|\tilde{w}_k\|_2 \leq \bar{w}$ and we choose $\bar{w} = 0.001$. In Fig. 2 we plot the relative difference to the true $L_2$-gain of the approach, i.e. $\varepsilon = \frac{\hat{\gamma} - \gamma}{\gamma}$. Note that for all results $\hat{\gamma} \geq \gamma$ holds, which means that we indeed always correctly find and verify a $(Q, S, R)$-dissipativity of our system.

Fig. 2. Robust bound on the $L_2$-gain for two randomly generated 2 × 2 system of order $n = 6$ for different data lengths $8 \leq N \leq 25$.

VI. CONCLUSION AND OUTLOOK

We have introduced a new approach to determine dissipativity properties that hold over the infinite horizon from finite input and state trajectories. We extended this approach by providing guarantees in the case that the input-state trajectories are corrupted by process noise. Numerical examples showed the potential of this method, solving a simple SDP for guaranteed dissipativity property from input and noisy state measurements.

The presented initial results indicate that the taken viewpoint provides advantages over other methods for dissipativity from data and has the potential to be extended with regard to different challenges. Ongoing work includes, for example, the question of determining robust guarantees on dissipativity properties from input-output data.
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