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ABSTRACT

We propose a data-driven method for controlling the frequency and convergence rate of black-box nonlinear dynamical systems based on the Koopman operator theory. With the proposed method, a policy network is trained such that the eigenvalues of a Koopman operator of controlled dynamics are close to the target eigenvalues. The policy network consists of a neural network to find a Koopman invariant subspace, and a pole placement module to adjust the eigenvalues of the Koopman operator. Since the policy network is differentiable, we can train it in an end-to-end fashion using reinforcement learning. We demonstrate that the proposed method achieves better performance than model-free reinforcement learning and model-based control with system identification.

1 Introduction

Controlling dynamics is important in various fields. Pole placement, or full state feedback, is a fundamental control method [6], where a system is controlled such that it has desired eigenvalues. The eigenvalues represent the frequency and convergence rate of the system. Although pole placement has been successfully used for controlling linear dynamical systems [9,5], it is inapplicable to nonlinear systems directly.

Recently, the Koopman operator theory [18,23] has been used for data-driven analysis and control of nonlinear systems in a wide variety of applications. In this theory, a nonlinear dynamical system is lifted to the corresponding linear one in a possibly infinite-dimensional space by embedding states using a nonlinear function. By finding such lifted space, which is called a Koopman invariant subspace [31], we can analyze and control nonlinear systems using various methods developed for linear systems [25,21]. For example, the frequency and convergence rate of a nonlinear system can be identified with the eigenvalues of a Koopman operator in the lifted space. Most of the existing control methods based on the Koopman operator theory consist of two steps [12,21,19,8]. In the first step, a dynamical system is identified, which includes the estimation of the embedding function and the linear dynamics in the Koopman invariant subspace [16,31,22,13]. In the second step, a controller is optimized in the Koopman invariant space using the identified system. Since the two steps are separated, the error accumulated in the system identification cannot be corrected in the second step. The identified system is not necessarily optimal when controlled.

To alleviate such problems, end-to-end learning of controllers based on reinforcement learning [24,27] has been used, where controllers are directly optimized without separated system identification. Although many model-free reinforcement learning methods have been proposed, they typically require many training data since they do not model the dynamics. To improve sample efficiency, a number of methods that combine end-to-end learning and model-based approaches have been proposed [32,15]. For example, a neural network with a model predictive control module [3,2] and a neural network with a linear quadratic regulator module in a Koopman invariant subspace [14] have been used for controllers, or policy networks. However, these methods cannot be used to control the frequency and convergence rate.
We propose an end-to-end learning method for controlling black-box nonlinear dynamical systems to have a desired frequency and convergence rate using reinforcement learning by modeling dynamics in a Koopman invariant subspace. We are given target eigenvalues of a Koopman operator that specify the desired frequency and convergence rate. The proposed method trains a policy network such that the eigenvalues of the Koopman operator of the controlled dynamics are the same with the target eigenvalues. Our policy network consists of an embedding function based on a neural network, and a pole placement module. The embedding function is used to find an appropriate Koopman invariant subspace. The pole placement module is used to find an optimal controller in the Koopman invariant subspace based on the Ackermann’s method \[\text{[1]}\]. Since the pole placement module is differentiable, the neural network and Koopman dynamics can be trained in an end-to-end fashion by directly minimizing the difference between the target eigenvalues and eigenvalues of the controlled dynamics using the policy gradient method \[\text{[30]}\]. The proposed method exploits the advantages of model-free and model-based approaches by incorporating the pole placement module in a neural network based on the Koopman operator theory. Figure \[\text{[1]}\] illustrates our proposed method, which is explained in detail in Section \[\text{3}\].

2 Preliminaries: Koopman operator theory

We briefly review the Koopman operator theory in this section. We consider nonlinear discrete-time dynamical system, \(x_{t+1} = f(x_t)\), where \(x_t \in \mathcal{X}\) is the state at timestep \(t\). Koopman operator \(\mathcal{A}\) is defined as an infinite-dimensional linear operator that acts on observables \(g : \mathcal{X} \rightarrow \mathbb{R}\) (or \(\mathbb{C}\)) \[\text{[13]}\], \(g(x_{t+1}) = \mathcal{A}g(x_t)\), with which the analysis of nonlinear dynamics can be lifted to a linear (but infinite-dimensional) regime. The eigenvalues \(\{\lambda_k\}\) of the Koopman operator characterize the time evolution. In particular, its argument \(\arg \lambda_k\) determines the frequency, and its absolute value \(|\lambda_k|\) determines the convergence rate. Although the existence of the Koopman operator is theoretically guaranteed in various situations, its practical use is limited by its infinite dimensionality. We can assume the restriction of \(\mathcal{A}\) to a finite-dimensional subspace, which results in finite-dimensional operator, \(g_{t+1} = Ag_t\), where \(A \in \mathbb{R}^{K \times K}\) is a finite-dimensional approximation of the Koopman operator, and \(g_t = [g_t(x_t), \ldots, g_K(x_t)] \in \mathbb{R}^K\) is an embedding vector of state \(x_t\) in the Koopman invariant subspace at timestep \(t\).

3 Proposed method

3.1 Problem formulation

We are given \(K\) target eigenvalues \(\lambda = \{\lambda_k\}_{k=1}^K\), where \(\lambda_k \in \mathbb{C}\) is the \(k\)th target eigenvalue. We can access a black-box nonlinear dynamical system

\[x_{t+1} = f(x_t, u_t), \quad y_t = h(x_t),\]

where \(x_t \in \mathcal{X}\) is the state, \(y_t \in \mathbb{R}^D\) is the measurement vector, \(u_t \in \mathbb{R}^J\) is the control vector at timestep \(t\). We do not know functions \(f\) and \(h\), but we can observe measurement vector \(y_t\) and select control vector \(u_t\) for each timestep. Our aim is to find control sequence \((u_t)_{t=1}^T\) where eigenvalues \(\hat{\lambda}\) of the Koopman operator of the controlled dynamics are close to target eigenvalues \(\lambda\).

3.2 Policy network

In this subsection, we describe our policy network that outputs control vector \(u\) given measurement vector \(y\). We embed measurement vectors into a Koopman invariant space by a neural network, which enables us to apply pole placement techniques for linear dynamics to nonlinear dynamics,

\[g_t = \psi(y_t; \theta),\]

where \(\psi : \mathbb{R}^D \rightarrow \mathbb{R}^K\) is a neural network, and \(\theta\) is its parameters. In the Koopman invariant subspace, embedding vectors are assumed to obey the following linear dynamics with control \[\text{[28][7][20]}\],

\[g_{t+1} = Ag_t + Bu_t,\]

where \(A \in \mathbb{R}^{K \times K}\) is a finite-dimensional approximation of the Koopman operator, and \(B \in \mathbb{R}^{K \times L}\) is the linear effect of a control vector on the embedding vector at the next timestep.

We can obtain optimal control vector \(u_t\) by a linear projection of embedding vector \(g_t\),

\[u_t = -Fg_t,\]

2
Figure 1: Our proposed method. In the policy network, shaded circles represent given variables, unshaded circles represent inferred variables, squares represent parameters to be trained, and hexagons represent functions. The policy network takes measurement vector $y_t$ as input from the black-box dynamical system. The measurement vector is transformed to Koopman embedding $g_t$ by neural network $\psi$ with parameters $\theta$. Gain matrix $F$ is obtained by the Ackermann’s method using target eigenvalues $\lambda$ and dynamics parameters $A$ and $B$ in the Koopman invariant subspace. Control vector $u_t$ is calculated using $g_t$ and $F$, and it is passed to the black-box dynamical system. The reward is calculated using the difference between the target eigenvalues and eigenvalues of the controlled dynamics. The reward is backpropagated to update parameters of the policy network $A$, $B$, and $\theta$ to maximize the expected reward.

where $F \in \mathbb{R}^{L \times K}$ is a gain matrix. Then, controlled dynamics in the Koopman invariant subspace is given by

$$g_{t+1} = (A - BF)g_t.$$  \hfill (5)

It is desirable that the eigenvalues of $A - BF$ are the same with target eigenvalues $\lambda$. We achieve this by obtaining gain matrix $F$ using the Ackermann’s method as follows,

$$F = [0 \ 0 \ \ldots \ 1]C^{-1}\Delta(A; \lambda),$$  \hfill (6)

where $C$ is a controllability matrix defined by

$$C = [B \ AB \ \ldots \ A^{K-1}B].$$  \hfill (7)

$\Delta(A; \lambda)$ is the desired characteristic polynomial evaluated at $A$,

$$\Delta(A; \lambda) = A^K + \sum_{k=1}^{K} \beta_k A^{K-k},$$  \hfill (8)

and $\beta_k$ is the coefficients of a polynomial with target eigenvalues $\lambda$ of roots,

$$\prod_{k=1}^{K} (s - \lambda_k) = s^K + \sum_{k=1}^{K} \beta_k s^{K-k}.$$  \hfill (9)

Using Eqs. (5,6), policy network $\pi$, which outputs control vector $u$ given measurement vector $y$, is written as follows,

$$u = \pi(y; \Theta) \equiv -[0 \ 0 \ \ldots \ 1]C^{-1}\Delta(A; \lambda)\psi(y; \theta),$$  \hfill (10)

where $\Theta = \{A, B, \theta\}$ is parameters of the policy network to be trained. The policy network is differentiable with respect to the parameters. Unlike policy networks in the existing reinforcement learning methods, our policy network incorporates the Ackermann’s method and dynamics in the Koopman invariant subspace as well as neural networks, which enables us to use the knowledge of well-studied pole placement control with reinforcement learning.

Our policy network assumes linear dynamics with control in Eq. (3), and its controllability in the Koopman invariant subspace. Since any controlled system of form $x_{t+1} = f'(x_t, u')$ can be transformed to $x_{t+1} = f''(x_t) + B'u''$ by the state inflation \cite{20}, we can assume Eq. (3) when $f''$ is approximated well by the dynamics in a Koopman invariant subspace. Even when these assumptions are not met perfectly, the proposed method tries to find an appropriate Koopman invariant subspace where our policy network works by flexibly modifying the neural network with end-to-end training that directly improves the control performance.
We estimate eigenvalues $\hat{\lambda}$ of the Koopman operator of measurement sequence $Y$ as described in Section 3.4.

The procedures to estimate eigenvalues $\hat{\lambda}$ is described in Section 3.4.

The objective function to be maximized is the expected cumulative reward,

$$J(\Theta) = \mathbb{E}_{Y|\Theta} \left[ \sum_{t=1}^{T} \gamma^{t-1} r(Y) \right],$$

where $\mathbb{E}_{Y|\Theta}$ is the expectation over measurement sequences when controlled by the policy network with parameters $\Theta$, $\gamma \in (0,1]$ is discount factor, and $r_t(Y)$ is the reward at timestep $t$ with measurement sequence $Y = (y_1, \cdots, y_T)$ calculated by Eq. (11). The control vectors to be used next are sampled from the following Gaussian distribution for exploration,

$$p(u|y; \Theta) = \mathcal{N}(\pi(y; \Theta), \sigma^2 I).$$

The training procedure is shown in Algorithm 1. The expectation in Eq. (12) is approximated by the Monte Carlo method using sampled measurement vectors, control vectors, and cumulative discount rewards. We use the average of the discounted sum of the future rewards as a baseline to reduce the variance [34]. Although the reward is given at last timestep $T$ in our experiments, it can be given at all timesteps. We can add other terms in the reward, such as control cost $\sum_{t=1}^{T} \|u_t\|^2$.

### 3.4 Eigenvalue estimation

We estimate eigenvalues $\hat{\lambda}$ of the controlled sequence by dynamic mode decomposition (DMD) on time delay coordinates, or Hankel DMD [4], which can theoretically yield the eigenvalues of a Koopman operator. Let $Y = (y_1, \cdots, y_T)$ be a sequence of measurement vectors with length $T$ that are obtained by the given black-box dynamical system controlled by the policy network. Let $H_1, H_2 \in \mathbb{R}^{D_T \times (T-\tau)}$ be Hankel matrices with time delay $\tau$, where $H_1$ contains $y_1$ to $y_{T-1}$, and $H_2$ contains $y_2$ to $y_T$. The Koopman operator is approximated by

$$\hat{\Lambda} = U^T H_2 V \Sigma^{-1} \in \mathbb{R}^{K \times K},$$

where $U$, $V$, and $\Sigma$ are obtained by the singular value decomposition of $H_1$ with rank $K$, $H_1 \approx U \Sigma V^T$, $U \in \mathbb{R}^{D_T \times K}$, $\Sigma \in \mathbb{R}^{K \times K}$, and $U \in \mathbb{R}^{(T-\tau) \times K}$. By the low-rank approximation, we can reduce the noise in the measurement vectors.
with SN, the system is firstly identified by assuming linear dynamical model in a Koopman invariant subspace. The estimated eigenvalues are obtained by the eigen decomposition of the approximated Koopman operator,

\[ \hat{A} = \Phi \text{diag}(\hat{\lambda}_1, \cdots, \hat{\lambda}_K) \Phi^{-1}, \]

where \( \Phi \in \mathbb{C}^{K \times K} \) is linearly independent eigenvectors.

4 Experiments

4.1 Dynamical systems

To evaluate the proposed method, we used the following four nonlinear dynamical systems: Van der Pol, FitzHugh-Nagumo, Duffing, and Rossler, where we added scalar control variable \( u_1 \) to the original systems. Figure 2 shows examples of measurement vector sequences with random control. For all systems, measurement vectors were obtained by \( y_t = x_t + \epsilon \), where \( \epsilon \) was Gaussian noise with mean 0 and standard deviation \( 10^{-2} \).

The Van der Pol equation is a non-conservative oscillator with nonlinear damping [33]. We used the following Van der Pol system with control, \( \frac{dx_1}{dt} = x_2, \frac{dx_2}{dt} = ax_2(1 - x_1^2) - bx_1 + u_1 \), where \( a = 1 \) and \( b = 1 \). The state and control variables were bound in \( x_d \in [-10, 10] \) and \( u_1 \in [-5, 5] \).

The FitzHugh-Nagumo system is a model of an excitable system such as a neuron. We used the following FitzHugh-Nagumo system with control, \( \frac{dx_1}{dt} = x_1 - x_1^3 - x_2 + I, \frac{dx_2}{dt} = c(x_1 - a - bx_2) + u_1 \), where \( a = 0.7, b = 0.8, c = 0.08 \), and \( I = 0.8 \). The state and control variables were bound in \( x_d \in [-10, 10] \) and \( u_1 \in [-5, 5] \).

The Duffing system is a non-linear second-order differential equation used to model damped and driven oscillators [11]. We used the following Duffing system with control, \( \frac{dx_1}{dt} = x_2, \frac{dx_2}{dt} = bx_1 - ax_1^3 - cx_2 + u_1 \), where \( a = 1, b = -1, c = 0.5 \). The state and control variables were bound in \( x_d \in [-5, 5] \) and \( u_1 \in [-10, 10] \).

The Rossler system is a non-linear differential equation [29] that exhibits chaotic dynamics. We used the following Rossler system with control, \( \frac{dx_1}{dt} = -x_2 - x_1, \frac{dx_2}{dt} = x_1 - ax_2 + u_1, \frac{dx_3}{dt} = b + x_1 x_3 - cx_3 \), where \( a = 0.2, b = 0.2, c = 5.7 \). The state and control variables were bound in \( x_d \in [-20, 20] \) and \( u_1 \in [-10, 10] \).

4.2 Comparing methods

We compared the proposed method with the following three methods: system identification with a linear model (SL), system identification with a nonlinear model (SN), and model-free reinforcement learning (RL), where SL and SN are two-step approaches, and RL and the proposed method is end-to-end approaches.

With SL, the system is firstly identified by assuming linear dynamical model \( \mathbf{y}_{t+1} = \mathbf{A} \mathbf{y}_t + \mathbf{B} \mathbf{u}_t \). Then, optimal gain matrix \( \mathbf{F} \) is obtained by Eq. 6 using estimated parameters \( \mathbf{A} \) and \( \mathbf{B} \) based on pole placement while fixing the identified system. The parameters \( \mathbf{A} \) and \( \mathbf{B} \) are estimated using a set of measurement and control sequences \( \mathcal{D} = \{(y_{nt}, u_{nt})\}_{n=1}^{N} \), where \( y_{nt} \) and \( u_{nt} \) are the \( n \)th measurement and control vectors in the \( n \)th sequence. The measurement vectors were obtained by the black-box dynamical system, and the control vectors were obtained uniform randomly.

With SN, the system is firstly identified by assuming linear dynamical model in a Koopman invariant subspace \( \psi(y_{t+1}; \theta) = \mathbf{A} \psi(y_t; \theta) + \mathbf{B} u_t \) using a set of sequences \( \mathcal{D} \), where \( \psi \) is an encoder neural network with parameters \( \theta \). Then, optimal gain matrix \( \mathbf{F} \) is obtained as with SL while fixing the identified system. The parameters of the
linear dynamical model and encoder neural network are trained by minimizing the following sum of the reconstruction and prediction errors \[\|\mathbf{y}_i - \mathbf{g}(\mathbf{y}_i, u_i)\|_2 + \|\mathbf{y}_i - \mathbf{g}(\mathbf{y}_i, u_i)\|_2 + \frac{1}{T} \sum_{t=1}^{T} \|\mathbf{u}_i - \mathbf{u}_i\|_2^2\].

With RL, policy network \(\pi\) is modeled by a feed-forward neural network that takes measurement vector \(\mathbf{y}\) as input, and outputs control vector \(u\). Unlike the proposed method, the policy network of RL does not contain the pole placement module in the Koopman invariant subspace. The parameters of the neural network are trained by the policy gradient as with the proposed method.

4.3 Settings

In the proposed method, we used a three-layered feed-forward neural network with eight hidden units and two output units. The dimensionality of the Koopman invariant subspace was \(K = 2\). The activation function in the neural networks was rectified linear unit, ReLU\((x) = \max(0, x)\). Optimization was performed using Adam \[17\] with learning rate \(10^{-3}\) and batch size ten. The discount factor was \(\gamma = 0.99\). The variance of control \(\sigma^2\) was set to half of the bounded width of the control variable. The maximum number of training epochs was 10,000, and the validation simulation runs were used for early stopping. The number of timesteps for each sequence was \(T = 200\). For estimating the eigenvalues of control dynamics, we used Hankel DMD with five-timestep time delay. In SN, we used a neural network with the same architecture with the proposed method for encoder \(g\), and three-layered feed-forward neural network with eight hidden units for decoder \(g'\). In RL, we used a four-layered feed-forward neural network with eight and two hidden units and one output unit. In SL and SN, we used 100 measurement and control vector sequences obtained with random control, and we used long-term prediction errors with \(L = 4\) in the objective function. In the proposed method, the parameters were pretrained using SN. In all methods, when output control vectors were outside of the bound, they were clipped to the bound.

4.4 Results

For the evaluation measurement, we used the mean absolute error between target eigenvalues and eigenvalues of the Koopman operator of the controlled dynamics estimated by Hankel DMD in Eq. (11). Table 1 shows the mean absolute errors averaged over ten experiments for each target eigenvalue, where 50 simulation runs were used for evaluation for each experiment. The target eigenvalue was selected from one of the following six values \(\lambda \in \{1, e^{0.1}, e^{0.2}, e^{0.3}, 0.96e^{0.2}, 0.92e^{0.2}\}\), where there was one target eigenvalue for each experiment. The proposed method achieved the best performance in most of the settings. Figure 3 shows examples of the controlled dynamics with the proposed method. The proposed method adaptively controlled the dynamics depending on the target eigenvalue with different frequencies and decay rates. SL failed to control because it assumed linear dynamics although the given systems were nonlinear. SN assumed nonlinear dynamics with the Koopman invariant subspace. However, the system identification was performed without considering control, and learned Koopman embeddings and dynamics were not optimal for control. On the other hand, the proposed method learns the Koopman embeddings and dynamics by maximizing the control performance. The error by RL was small when the argument of the target eigenvalue was zero, i.e., the desired dynamics is not periodic. However, it was large on the periodic desired dynamics. It would be difficult for RL to control to be periodic since RL models the policy with a neural network without structure. In contrast, the proposed method incorporates the pole placement method developed for controlling periodicity in the neural network based on the Koopman operator theory.

5 Conclusion

We proposed an end-to-end learning method for controlling the frequency and convergence rate of nonlinear dynamical systems based on the Koopman operator theory and deep reinforcement learning. With the proposed method, dynamics in the Koopman invariant subspace and neural networks for embedding are trained such that the control performance is improved. We experimentally confirmed that the proposed method achieved better performance than model-free reinforcement learning, and two-step approaches of separated system identification and controller optimization. Although our results are encouraging for controlling nonlinear dynamical systems, several directions remain in which we must extend our approach. First, we will clarify the conditions for the proposed method to control dynamical systems. Second, we plan to improve our method by incorporating advanced reinforcement learning techniques. Third, we want to develop control methods for nonlinear systems by extending control methods for linear systems other than pole placement using our framework.
Table 1: Average mean absolute errors of eigenvalues and its standard errors. $|\lambda|$ and $\arg \lambda$ shows the absolute value and argument of the target eigenvalue, respectively. Values in bold are not statistically different at 5% level from the best performing method in each data by a paired t-test.

(a) Van der Pol

| $|\lambda|$ | $\arg \lambda$ | Ours | SL | SN | RL |
|-------|-------------|------|----|----|----|
| 1.00  | 0.0 | 0.005±0.001 | 0.017±0.001 | 0.030±0.005 | **0.002±0.001** |
| 1.00  | 0.1 | **0.004±0.000** | 0.005±0.000 | 0.007±0.001 | 0.120±0.022 |
| 1.00  | 0.2 | 0.004±0.000 | 0.009±0.001 | 0.020±0.002 | 0.253±0.046 |
| 1.00  | 0.3 | **0.068±0.010** | 0.187±0.000 | 0.199±0.001 | 0.435±0.051 |
| 0.96  | 0.2 | 0.057±0.006 | 0.080±0.000 | 0.079±0.001 | 0.253±0.050 |
| 0.92  | 0.2 | 0.075±0.009 | 0.126±0.002 | 0.102±0.004 | 0.290±0.043 |

(b) Fitzhugh-Nagumo

| $|\lambda|$ | $\arg \lambda$ | Ours | SL | SN | RL |
|-------|-------------|------|----|----|----|
| 1.00  | 0.0 | **0.003±0.000** | 0.018±0.000 | 0.011±0.001 | **0.003±0.001** |
| 1.00  | 0.1 | 0.003±0.000 | 0.120±0.005 | 0.078±0.005 | 0.183±0.009 |
| 1.00  | 0.2 | **0.002±0.000** | 0.060±0.001 | 0.075±0.002 | 0.332±0.033 |
| 1.00  | 0.3 | **0.008±0.001** | 0.115±0.001 | 0.076±0.003 | 0.504±0.051 |
| 0.96  | 0.2 | **0.038±0.008** | 0.100±0.001 | 0.136±0.003 | 0.343±0.036 |
| 0.92  | 0.2 | **0.107±0.021** | 0.172±0.001 | 0.175±0.010 | 0.362±0.030 |

(c) Duffing

| $|\lambda|$ | $\arg \lambda$ | Ours | SL | SN | RL |
|-------|-------------|------|----|----|----|
| 1.00  | 0.0 | 0.008±0.001 | 0.195±0.005 | 0.146±0.007 | **0.004±0.002** |
| 1.00  | 0.1 | **0.042±0.007** | 0.074±0.003 | 0.058±0.002 | 0.149±0.016 |
| 1.00  | 0.2 | **0.019±0.001** | 0.039±0.002 | 0.041±0.001 | 0.304±0.036 |
| 1.00  | 0.3 | **0.006±0.001** | 0.040±0.001 | 0.046±0.002 | 0.476±0.052 |
| 0.96  | 0.2 | **0.031±0.003** | 0.039±0.001 | 0.044±0.001 | 0.305±0.042 |
| 0.92  | 0.2 | 0.060±0.007 | **0.042±0.001** | 0.046±0.002 | 0.310±0.044 |

(d) Rossler

| $|\lambda|$ | $\arg \lambda$ | Ours | SL | SN | RL |
|-------|-------------|------|----|----|----|
| 1.00  | 0.0 | **0.001±0.000** | 0.121±0.001 | 0.044±0.006 | 0.008±0.003 |
| 1.00  | 0.1 | **0.022±0.006** | 0.064±0.001 | 0.062±0.017 | 0.103±0.017 |
| 1.00  | 0.2 | **0.032±0.006** | 0.257±0.001 | 0.111±0.040 | 0.224±0.034 |
| 1.00  | 0.3 | **0.141±0.046** | 0.456±0.001 | 0.282±0.052 | 0.398±0.040 |
| 0.96  | 0.2 | **0.081±0.028** | 0.296±0.008 | **0.139±0.039** | 0.213±0.039 |
| 0.92  | 0.2 | **0.122±0.019** | 0.382±0.012 | **0.179±0.037** | 0.261±0.035 |

References

[1] J. Ackermann. Pole placement control. *Control System, Robotics and Automation, 8*(2011):74–101, 2009.

[2] A. Agrawal, S. Barratt, S. Boyd, and B. Stellato. Learning convex optimization control policies. In *Learning for Dynamics and Control*, pages 361–373, 2020.

[3] B. Amos, I. Rodriguez, J. Sacks, B. Boots, and Z. Kolter. Differentiable mpc for end-to-end planning and control. *Advances in Neural Information Processing Systems*, 2018.

[4] H. Arbabi and I. Mezic. Ergodic theory, dynamic mode decomposition, and computation of spectral properties of the koopman operator. *SIAM Journal on Applied Dynamical Systems, 16*(4):2096–2126, 2017.

[5] D. M. Bevly and B. Parkinson. Cascaded Kalman filters for accurate estimation of multiple biases, dead-reckoning navigation, and full state feedback control of ground vehicles. *IEEE Transactions on Control Systems Technology, 15*(2):199–208, 2007.

[6] F. Brasch and J. Pearson. Pole placement using dynamic compensators. *IEEE Transactions on Automatic Control, 15*(1):34–43, 1970.

[7] D. Bruder, B. Gillespie, C. D. Remy, and R. Vasudevan. Modeling and control of soft robots using the Koopman operator and model predictive control. In *Robotics: Science and Systems XV*, 2019.

[8] S. L. Brunton, B. W. Brunton, J. L. Proctor, and J. N. Kutz. Koopman invariant subspaces and finite linear representations of nonlinear dynamical systems for control. *PloS One*, 11(2), 2016.
Van der Pol

Fitzhugh-Nagumo

Duffing

Rossler

$|\lambda| = 1, \arg \lambda = 0 \quad |\lambda| = 1, \arg \lambda = 0.1 \quad |\lambda| = 1, \arg \lambda = 0.2 \quad |\lambda| = 0.96, \arg \lambda = 0.2 \quad |\lambda| = 0.92, \arg \lambda = 0.2$

Figure 3: Examples of controlled dynamics by the proposed method with different target eigenvalues. The horizontal axis is time, and the vertical axis is values for each element of the measurement vectors. The two bottom rows show the absolute values and argument of the target eigenvalues.

[9] M. Chilali, P. Gahinet, and P. Apkarian. Robust pole placement in LMI regions. *IEEE Transactions on Automatic Control*, 44(12):2257–2270, 1999.

[10] R. FitzHugh. Mathematical models of threshold phenomena in the nerve membrane. *The Bulletin of Mathematical Biophysics*, 17(4):257–278, 1955.

[11] J. Guckenheimer and P. Holmes. *Nonlinear oscillations, dynamical systems, and bifurcations of vector fields*. Springer Science & Business Media, 1986.

[12] Y. Han, W. Hao, and U. Vaidya. Deep learning of Koopman representation for control. In *IEEE Conference on Decision and Control*, pages 1890–1895, 2020.

[13] T. Iwata and Y. Kawahara. Neural dynamic mode decomposition for end-to-end modeling of nonlinear dynamics. *arXiv preprint arXiv:2012.06191*, 2020.

[14] T. Iwata and Y. Kawahara. Controlling nonlinear dynamical systems with linear quadratic regulator-based policy networks in koopman space. In *The 60th IEEE Conference on Decision and Control*, 2021.

[15] P. Karkus, D. Hsu, and W. S. Lee. QMDP-net: deep learning for planning under partial observability. In *Proceedings of the 31st International Conference on Neural Information Processing Systems*, pages 4697–4707, 2017.

[16] Y. Kawahara. Dynamic mode decomposition with reproducing kernels for koopman spectral analysis. *Advances in Neural Information Processing Systems*, 29:911–919, 2016.
Data-driven End-to-end Learning of Pole Placement Control for Nonlinear Dynamics via Koopman Invariant Subspaces

[17] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. In *International Conference on Learning Representations*, 2015.

[18] B. O. Koopman. Hamiltonian systems and transformation in Hilbert space. *Proceedings of the National Academy of Sciences of the United States of America*, 17(5):315–318, 1931.

[19] M. Korda and I. Mezić. Linear predictors for nonlinear dynamical systems: Koopman operator meets model predictive control. *Automatica*, 93:149–160, 2018.

[20] M. Korda and I. Mezić. Optimal construction of koopman eigenfunctions for prediction and control. *IEEE Transactions on Automatic Control*, 65(12):5114–5129, 2020.

[21] Y. Li, H. He, J. Wu, D. Katabi, and A. Torralba. Learning compositional Koopman operators for model-based control. In *International Conference on Learning Representations*, 2019.

[22] B. Lusch, J. N. Kutz, and S. L. Brunton. Deep learning for universal linear embeddings of nonlinear dynamics. *Nature Communications*, 9(1):1–10, 2018.

[23] I. Mezić. Spectral properties of dynamical systems, model reduction and decompositions. *Nonlinear Dynamics*, 41(1-3):309–325, 2005.

[24] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G. Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski, et al. Human-level control through deep reinforcement learning. *Nature*, 518(7540):529–533, 2015.

[25] J. Morton, A. Jameson, M. J. Kochenderfer, and F. Witherden. Deep dynamical modeling and control of unsteady fluid flows. In *Advances in Neural Information Processing Systems*, pages 9258–9268, 2018.

[26] J. Nagumo, S. Arimoto, and S. Yoshizawa. An active pulse transmission line simulating nerve axon. *Proceedings of the IRE*, 50(10):2061–2070, 1962.

[27] M. Ohnishi, I. Ishikawa, K. Lowrey, M. Ikeda, S. Kakade, and Y. Kawahara. Koopman spectrum nonlinear regulator and provably efficient online learning. *arXiv preprint arXiv:2106.15775*, 2021.

[28] J. L. Proctor, S. L. Brunton, and J. N. Kutz. Dynamic mode decomposition with control. *SIAM Journal on Applied Dynamical Systems*, 15(1):142–161, 2016.

[29] O. E. Rössler. An equation for continuous chaos. *Physics Letters A*, 57(5):397–398, 1976.

[30] R. S. Sutton, D. McAllester, S. Singh, and Y. Mansour. Policy gradient methods for reinforcement learning with function approximation. *Advances in Neural Information Processing Systems*, 12:1057–1063, 1999.

[31] N. Takeishi, Y. Kawahara, and T. Yairi. Learning Koopman invariant subspaces for dynamic mode decomposition. In *Advances in Neural Information Processing Systems*, pages 1130–1140, 2017.

[32] A. Tamar, Y. Wu, G. Thomas, S. Levine, and P. Abbeel. Value iteration networks. In *Proceedings of the 30th International Conference on Neural Information Processing Systems*, pages 2154–2162, 2016.

[33] B. Van der Pol and J. Van Der Mark. Frequency demultiplication. *Nature*, 120(3019):363–364, 1927.

[34] L. Weaver and N. Tao. The optimal reward baseline for gradient-based reinforcement learning. In *Conference on Uncertainty in Artificial Intelligence*, pages 538–545, 2001.