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Abstract: Accurate habitat prediction is important to improve fishing efficiency. Most of the current habitat-prediction studies use the single-source datasets and the sequence model based on single-source datasets, which, to a certain extent, limits the further improvement of prediction accuracy. In this paper, we propose a habitat-prediction method based on the multi-source heterogeneous remote-sensing data fusion, using product-level remote-sensing data and L1B-level original remote-sensing data. We designed a heterogeneous data feature extraction model based on a Convolution Neural Network (CNN) and Long and Short-Term Memory network (LSTM), and we designed a decision-fusion model based on multi-source heterogeneous data feature extraction. In the habitat prediction for the Northwest Pacific Saury, the mean $R^2$ of the model reaches 0.9901 and the RMSE decreases to 0.01588 in the model validation experiment. It is significantly better than the results of other models, with the single datasets as input. Moreover, the model performs well in the generalization experiment because we limited the prediction error to less than 8%. Compared with the single-source sequence network model in the existing literature, the proposed method in this paper solves the problem of ineffective fusion caused by the differences in the structure and size of heterogeneous data through multilevel feature fusion and decision fusion, and it deeply explores the features of remote-sensing fishery data with different data structures and sizes. It can effectively improve the accuracy of fishery prediction, proving the feasibility and advancement of using multi-source remote-sensing data for habitat prediction. It also provides new methods and ideas for future research in the field of habitat prediction.
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1. Introduction

The Pacific Saury is a pelagic cold-water migratory fish of the order Beloniformes and the family Scomberesocidae. It is found mainly in the Pacific subtropical and temperate 19–8°N waters off the coasts of Asia and the Americas [1,2]. It is one of the most important oceanic economic species in our country and one of the North Pacific Fisheries Commission’s priority species [3]. Because of its high economic value and abundant resources, the Pacific Saury has great potential for exploitation. At present, our country pays more attention to the resources of the Pacific Saury in the high seas of the Northwest Pacific and invests more manpower and material resources in the exploitation of the Pacific Saury. However, due to the highly migratory nature of the Pacific Saury, fishing vessels need to change the production area every day to find its habitat. Therefore, how to improve the habitat-prediction accuracy of the Northwest Pacific Saury has become one of the hot research directions.

The catches are highly variable according to environment factors because of the short life cycle and sensitivity to environmental change of the Pacific Saury [4–6]. Therefore, how to exploit the potential relationship between ocean environment factors and habitat is very
important in the establishment of a habitat-prediction model [7–9]. In previous studies, Liu et al. [10] used GAM to fit an SI model between the Northwest Pacific Saury CPUE Suitability index and the sea-surface-temperature gradient, sea-surface temperature, and mixing layer depth. Then it combined with BRT to build a months-cycle HSI model for Saury habitat suitability index with an overall accuracy of 73.2%. Chen et al. [11] predicted the fishing ground of Thunnus alalunga in the Indian Ocean based on random forest and data of SST, Chlα, SSHA, etc.; the accuracy was above 74%. Mugo et al. [12] compared the relationship between skipjack tuna habitats and SST, SSC, and SSHA in the Western North Pacific. This research used multiple machine-learning models, including SVM, BRT, RF, and MAXEN. It concluded that researchers should evaluate the characteristics and parametric features of each algorithm based on differences in data size and time conditions in order to select the best one. Wang et al. [13] used ANN and environment factors to analyze and predict different spatial and temporal scales in the central fishing ground of Illex argentinus in the Southwest Atlantic; the overall mean accuracy was more than 85%. Ricardo Alberto Cavieses Nuñez et al. [14] used BP neural networks and LSTM models to predict small- and medium-scale fisheries’ yields in coastal areas. They obtained models that were suitable for data-poor conditions and performed well.

By summarizing the existing literature, it is easy to find that with the development and popularization of satellite remote-sensing technology and geographic information system, the application of large-scale marine environment data has shifted the habitat prediction from small-scale and short-term fisheries’ data to large-scale fisheries’ data [15]. Traditional linear models and machine-learning models have been unable to adapt to complex environmental data at a large scale and high dimension, and neural networks have gradually become a popular choice for current habitat-prediction models. Its advantage is that it can extract important semantic features in complex dynamic scenarios and has a good fit in large-scale data prediction [16]. The development and wide application of remote-sensing technology has provided rich data sources for fishery prediction. However, most of the previous studies have stayed at the stage of using product-level marine remote-sensing data and sequential network models with single-source data as input, and this, to a certain extent, limits the further improvement of prediction accuracy. Meanwhile, the fusion of multi-source remote-sensing data can fully utilize the characteristics of different data and provide new ideas for habitat prediction through complementary advantages.

Based on the above conclusions, this experiment innovatively tried to use product-level remote-sensing data and L1B-level original remote-sensing data and proposed a fusion network model based on multi-source heterogeneous data to fully exploit and deeply fuse the data features of different structures and sizes for effective use in habitat prediction. This study aimed to investigate the feasibility of using multi-source remote-sensing data fusion for habitat prediction and expand the application of multi-source remote-sensing data in the field of fishery prediction, so as to further improve the accuracy of fishery prediction.

2. Materials and Methods

2.1. Data Sources

The fisheries’ data used in this experiment were derived from the production-statistics data of the Northwest Pacific Saury of Technical Group of Shanghai Ocean University. It includes the operation dates (year and month), operation locations, number of operating days and total catches, and total of 1292 entries. The sea areas cover a range of 34°N–50°N and 144°E–177°E and have a spatial resolution of 1° × 1°. The time span is 2013–2020, and the temporal resolution is monthly, distributed unevenly between May and December.

Previous studies [17] have shown that ocean environment factors have different degrees of impact on activities such as the foraging and cruising of the Northwest Pacific Saury. Considering the biological characteristics of the Pacific Saury, which is a pelagic cold-water migrating fish, we selected five instantaneous, readily available, inversion technology mature ocean environment factor product-level data at the depth of 0–250 m for this experiment: sea-surface temperature (SST), chlorophyll-α concentration (Chlα),
sea surface height (SSH), sea-surface salinity (SSS), and dissolved oxygen (DO). These are from the Copernicus Marine Service (https://marine.copernicus.eu/) (accessed on 16 April 2022); the time span is from May 2013 to December 2020 in months, with a spatial resolution of $0.25^\circ \times 0.25^\circ$.

The product-level environment factor remote-sensing data used in the previous habitat prediction may lose some potential habitat features in the inversion process. In order to better understand the impact of ocean remote-sensing data on habitat, 8–16 and 31–32 bands related to ocean environment factors in L1B remote-sensing data from MODIS-Aqua satellite were selected as experiment data. The data come from a data download web provided by NASA (https://ladsweb.modaps.eosdis.nasa.gov/) (accessed on 16 April 2022). The time span is from May 2013 to December 2020 in days, with a spatial resolution of $5 \times 5$ km.

2.2. Data Processing

2.2.1. Fisheries’ Data Processing

(1) calculate CPUE

Catch Per Unit Effort (CPUE) can be used as an indicator of fishery resource density. The fisheries’ datasets used in this paper are the monthly datasets with a spatial resolution of $1^\circ \times 1^\circ$. The number of operating days and the total catches of the month can be used to calculate CPUE values for each $1^\circ \times 1^\circ$ area, as shown below:

$$\text{CPUE}_{(i,j)} = \frac{C_{(i,j)}}{D_{(i,j)}}$$  \hspace{1cm} (1)

where CPUE$_{(i,j)}$ represents CPUE values in habitat at longitude, $i$ and latitude, $j$; and $C_{(i,j)}$ and $D_{(i,j)}$ represent the total catch and number of operating days of the month at longitude, $i$, and latitude, $j$.

(2) process outlier

In this paper, we use the fisheries’ datasets of 1292 entries; the distribution of CPUE values is shown in Figure 1a. As can be seen from the figure, the CPUE distribution is mainly concentrated in the range of 0.1 to 50. By observing the fisheries’ datasets, we find that the number of operating days, $D_{(i,j)}$, in the month for some fishing areas in the calculation of CPUE is less than two days, which cannot effectively represent the level of fishery resource density in that fishing area in that month. Meanwhile, it also produces some extreme values of CPUE. Therefore, to ensure that the fishery datasets can accurately reflect the fishery resource density in the fishing area, the data points with $D_{(i,j)} \leq 2$ were removed as outliers in this experiment. The distribution of CPUE values in the fisheries’ datasets after the deletion of outliers is shown in Figure 1b, with a total of 891 entries.

(3) expand data

In order to solve the problem of the small size of fisheries’ datasets, Inverse Distance Weight (IDW) [18] is used to expand the fisheries datasets. IDW is one of the common gridding methods which can change non-regular distribution points into regular distribution points.

The basic idea is that the closer a point is to the estimated grid point, the greater effect it has on the grid point. When estimating the value of a grid point, if the nearest $n$ points have effects on the grid point, the effects of the $n$ points on the grid point is inversely proportional to the distance between them, as follows:

$$D = \sum_{i=1}^{n} \left(D_{(i,j)} \omega_i \right)$$  \hspace{1cm} (2)
where $D$ represents the interpolation result obtained by using IDW; $n$ represents the number of points that have effects on the results; $D_i$ represents the value of the point $i$; and $\omega_i$ represents the weight of point $i$, as shown in the formula below:

$$\omega_i = \frac{f(d_i)}{\sum_{j=1}^{n} f(d_j)}$$  \hspace{1cm} (3)

where $d_i$ represents Euclidean distance between the point $i$ and the grid point:

$$f(d_i) = \frac{1}{d_i}$$  \hspace{1cm} (4)
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**Figure 1.** (a) The distribution of CPUE values of the fisheries’ datasets. (b) The distribution of CPUE values of the fisheries’ datasets after deletion of outliers.

We interpolate a data point into a $5 \times 5$ data matrix centered on it by using IDW, with $n = 10$. As illustrated by the example in Figure 2, black data points are data points with a spatial resolution of $1^\circ \times 1^\circ$ in the original datasets. Using the data point at 159.5°E and 43.5°N as an example, one data point is extended to a $5 \times 5$ data matrix at intervals of 0.25°. It increases the spatial resolution of the fisheries’ datasets from $1^\circ \times 1^\circ$ to $0.25^\circ \times 0.25^\circ$. Each white extended point in the matrix is affected by 10 recent primary data points, including the two black data points shown in Figure 2. Similarly, the data point centered on 160.5°E and 43.5°N is extended to a $5 \times 5$ data matrix. Overlapping extended points are affected by the same size as the two original data points (black points) shown in Figure 2.

![Figure 2](image2.png)

**Figure 2.** Example of data expansion in fisheries’ datasets.

The fisheries’ datasets are expanded to 17,659 entries by IDW. It not only reduces the impact of accidental errors but also makes fisheries’ datasets have the same spatial resolution as ocean environment factor product-level datasets.
2.2.2. Remote-Sensing-Data Processing

The remote-sensing data used in this paper are classified into ocean environment factor product-level data and MODIS L1B original remote-sensing data, hereinafter referred to as Env data and L1B data. Due to different data structures and resolutions, two types of data are processed separately and then matched with fisheries’ data.

(1) Fill in missing Env data

The Env data download file is in NetCDF format and contains four-dimensional data on five ocean environment factors, namely time, depth, longitude, and latitude. As shown in Figure 3, the product-level images of Chlα and SST environmental factors in a month in the study area are shown, respectively. As can be seen from this figure, in the Env data generation process, a small and continuous amount of environment data is missing from the product images due to unavoidable factors such as missing original data.

![Figure 3. Distribution of Chlα and SST data for a month in the study area.](image)

Considering the large size of Env data and small and continuous number of missing values, we chose the random forest algorithm to fill in the missing values. We used matrix rows and columns without missing values as feature matrices to train a random forest regression model. Firstly, we filled them from small to large in the number of missing feature values in each column by the model prediction results. Then we updated the feature matrix, cycling back and forth until all missing values were filled.

Several data points were randomly selected in the Env data as test datasets for the filling in of missing values’ comparison experiment. We used the random forest algorithm and other methods shown in Table 1 to carry out this experiment. The filling effects and analysis are shown in Table 1. It can be seen that the random forest algorithm used in this experiment is the most suitable and effective.

| Methods                          | MSE   | MAE   | R²      | Advantages and Disadvantages                                      |
|----------------------------------|-------|-------|---------|------------------------------------------------------------------|
| Space–Time Factor Mean Algorithm | 0.0473| 0.1207| 0.9978  | It is a simple method but poor effect in the face of continuous missing values |
| K-Nearest-Neighbors Algorithm    | 0.0765| 0.1864| 0.9965  | Suitable, but with large errors                                  |
| Random Forest Algorithm          | 0.0261| 0.1124| 0.9988  | Effective in the face of continuous missing value, but the algorithm takes too much time |

(2) Screen valid L1B data

The L1B data download file is in HDF format and contains reflectivity information data for 36 bands of MODIS. According to relevant information, bands 8–16 are used for MOIDS ocean products, and bands 31 and 32 are used for surface-temperature inversion and cloud-temperature inversion. This is consistent with the content of our study, so these
11 bands were selected as L1B data. Because the L1B data do not process cloud cover, cloud interference can occur in remote-sensing images, affecting the correct judgment of information about ocean regions, as illustrated by the example in Figure 4a.

Figure 4. (a) A region of visible-light band image. (b) The image after Normalized Detection Index processed.

In order to screen valid ocean surface reflectivity information in the required band, the Normalized Detection Index is used. It can identify areas not obscured by clouds and eliminate noise interference from clouds, lands, and other factors. The main idea is to extract the ocean detection index, using the multi-spectral features of MODIS. The ocean surface has a low reflectivity in the visible band (0.66 μm) and a high reflectivity in the thermal infrared band (11 μm). Since the spectral features of the ocean and others are in marked contrast between bands of 0.66 μm and 11 μm, they are normalized and make the difference to effectively highlight ocean information, as shown in the formula below:

\[
P = \frac{f(\rho_{0.66\mu m}) - f(\rho_{11\mu m}) + 2}{4} \times 100\%
\]  

(5)

where \(P\) represents the probability that a pixel is an ocean; \(\rho_{0.66\mu m}\) and \(\rho_{11\mu m}\) represent the reflectivity values of the 0.66 μm band and the 11 μm band, respectively; and \(f(x)\) represents the normalization of \(x\) with a normalization interval of \([-1, 1]\). In this paper, when the pixel \(P\) is greater than 80%, the pixel \(P\) can be considered as the ocean. The ocean region of Figure 4a is shown in the black part of Figure 4b after being identified by the Normalized Detection Index.

Since the spatial and temporal resolution of L1B data is much higher than that of the fisheries’ datasets, the valid L1B data screened using this method can satisfy the matching needs of fisheries’ datasets. There is no need to deal with the missing data obscured by clouds.

3) Match data

The Env data structure contains a four-dimensional matrix of time, depth, longitude, and latitude with the same spatial and temporal resolution as fisheries’ data. Thus, data matching can be completed based on time, longitude, and latitude. Considering that ocean environment factors surrounding the fisheries’ data points also affect the CPUE values [19,20], we matched the fisheries’ data points to a 5 × 5 Env data matrix centered on the points and obtained experiment data abbreviated as Env_Fishery data. The Env_Fishery data’s structure is shown in Figure 5.

As shown in Figure 4b, the L1B data contain a large area of missing data due to cloud occlusion, and their proportion is even higher than the valid values. Thus, we cannot use the same method as processing Env data missing values to fill them. If we directly match the L1B data in different dimensions, the result is a high-dimensional sparse matrix containing a large number of invalid values. It is not conducive to the training of the model. Therefore, considering that the spatial and temporal resolution of L1B data is much higher
than that of fishery data, and in order to uniform spatial resolution, the mean values are used to adapt to the spatial resolution of the fisheries' data. It also avoids the matching problem caused by the absence of L1B data points. Then we interpolate monthly fisheries' data into daily L1B data to compensate for the loss of spatial resolution. This L1B data sharing of fisheries' data for the month result in the experiment data known as L1B_Fishery data. The L1B_Fishery data are further expanded to 355,379 entries, as shown in Figure 6. (Figure 6 shows multiple L1B_Fishery data structures for one habitat area during one month).

![Figure 5. Env_Fishery data structure.](image)

![Figure 6. L1B_Fishery data structure.](image)

2.2.3. Standardization and Normalization of Experiment Data

Due to the difference in order of magnitude of each part of the heterogeneous data, we standardized all types of feature data with mean values of 0 and a variance of 1. The standardization formula is as follows:

\[ x^* = \frac{x - \mu}{\sigma} \]  \hspace{1cm} (6)

where \( x^* \) represents standardized values of feature data; \( x \) represents values prior to the standardization of feature data; and \( \mu \) and \( \sigma \) represent the mean and standard deviation of feature data, respectively.

Because the calculation of CPUE values is inappropriate for the content of fisheries' data, we normalized the CPUE to the interval \([0,1]\) to improve the reliability of the lateral comparison of the prediction error. The normalization formula is as follows:

\[ y^* = \frac{y - y_{\min}}{y_{\max} - y_{\min}} \]  \hspace{1cm} (7)

where \( y^* \) represents the normalized value of CPUE; \( y \) represents the value prior to normalization of CPUE; and \( y_{\min} \) and \( y_{\max} \) represent the minimum and maximum of CPUE in the fisheries datasets, respectively.
2.3. Habitat Prediction Methods

Because of the difference between Env_Fishery data and L1B_Fishery data in terms of internal data structure size, the feature-extraction fusion network model is more effective than the ordinary feature-extraction network model. In this paper, we propose a habitat-prediction method based on multi-source heterogeneous remote-sensing data and multilevel fusion. This proposed model fully mines remote-sensing fishery data features of different data structures and sizes and obtains more accurate and effective habitat prediction results.

2.3.1. Heterogeneous Data Feature-Extraction Model

The heterogeneous data feature-extraction model structure with Env_Fishery data as the input is shown in Figure 7. According to the difference of data structures between spatial and temporal factors in fisheries’ data and high-dimensional ocean environment factors in Env data, the Env_Fishery data are divided into two parts: spatial and temporal factors and ocean environment factors.

![Figure 7. The heterogeneous data feature-extraction model structure with Env_Fishery data as input.](image)

The spatial and temporal factors are one-dimensional data structures and contain time-series information. For this characteristic, we first used the 1D Convolution Neural Network (1D-CNN) to map the model input of 4 spatial and temporal factors into a multilayer feature dataset containing more feature information by setting the number of filters. Then LSTM was used to fully extract time-series features. The ocean environment factor is a high-dimensional data structure with strong spatial correlation. Thus, we used a 3D Convolution Neural Network (3D-CNN) to deeply mine features on the 3D space of longitude, latitude, and depth. Because the 3D convolution kernel structure of the 3D-CNN has a powerful spatial-feature-extraction capability, the 3D-CNN is more suitable for the data features of high-dimensional ocean environment factors, effectively improving the depth extraction of the ocean environment feature.

After performing separate adequate feature extractions, the two parts of the feature information extracted are spliced together. Then the prediction results of CPUE value are obtained by using the feature-fusion module based on a three-layer full-connection network.

The heterogeneous data feature-extraction model’s structure with the L1B_Fishery data as input is shown in Figure 8. Similarly, according to the difference of data structure between spatial and temporal factors in fisheries’ data and multi-spectral bands factors in L1B data, L1B_Fishery data are divided into two parts: spatial and temporal factors and multi-spectral bands factors.

The design idea of the spatial and temporal factors’ feature extraction part of this model is consistent with the idea of the same part of the heterogeneous data feature-extraction model with Env_Fishery data as input. Although the bands factor is a simple one-dimensional data structure, that data size is more than twenty times that of Env_Fishery datasets. In order to fully extract the data’s feature information, we first used 1D-CNN to map the multi-spectral bands’ factor features into a high-dimensional feature datasets.
containing more features’ information. Then we fully extracted the feature information by the multilayer BP neural network (Dense) with residual structure. Meanwhile, the residual structure can eliminate the gradient disappearance and gradient explosion problems caused by the parameter optimization of the multilayer BP network structure.

Figure 8. The heterogeneous data feature-extraction model’s structure with L1B_Fishery data as input.

Similarly, the two parts of the feature information extracted are spliced together after performing separate adequate feature-extraction processes. Then the prediction results of the CPUE value are obtained by using the feature-fusion module based on a three-layer full-connection network.

2.3.2. Decision Fusion Model Based on Multi-Source Heterogeneous Data Feature Extraction

The decision fusion is based on the feature-fusion results with small computational cost and obvious effect improvement. It is used to solve the problem that multi-source heterogeneous experiment data cannot be effectively feature fused because of the difference of data size. In addition, it can avoid the problem that feature details are easily lost in the process of complex feature fusion, effectively improving the accuracy of habitat prediction. The structure of the decision fusion model based on multi-source heterogeneous data feature extraction with L1B_Fishery and Env_Fishery datasets as input proposed in this paper is shown in Figure 9.

Figure 9. The structure of the decision fusion model based on multi-source heterogeneous data feature extraction with L1B_Fishery and Env_Fishery datasets as input.

We compressed the prediction results of L1B_Fishery datasets to the same data size as the prediction results of Env_Fishery datasets. Specifically, it merged the prediction-results data of different days in the same month. Then we matched the two prediction results according to the real value of monthly CPUE. Finally, we obtained the prediction results by weighted average algorithm. The weighted average algorithm formula is as follows:

\[
\hat{Y} = \omega_{\text{L1B_Fishery}} \hat{Y}_{\text{L1B_Fishery}} + \omega_{\text{Env_Fishery}} \hat{Y}_{\text{Env_Fishery}}
\]

(8)

where \( \hat{Y} \) represents the datasets of final prediction results; \( \hat{Y}_{\text{L1B_Fishery}} \) and \( \hat{Y}_{\text{Env_Fishery}} \) represent the predicted-result datasets of the feature-extraction fusion model of the two datasets, respectively; and \( \omega_{\text{L1B_Fishery}} \) and \( \omega_{\text{Env_Fishery}} \) represent the weight of the predicted-results
datasets of the two datasets in the final prediction, which need to be determined through an experiment.

3. Experiment Process and Results Analysis

3.1. Experiment Process

3.1.1. Experiment Environment

This experiment used a workstation with Windows 10 operating system, Intel Core i7-11700 CPU, and NVIDIA GeForce RTX 3060 GPU. Based on this configuration, this experiment built a TensorFlow 2.1.0 framework based on Python 3.6 on Anaconda3 platform. This experiment was conducted using the built-in Keras library, and the version of Keras was 2.3.1.

3.1.2. Experiment Design

The L1B_Fishery datasets and Env_Fishery datasets were used to carry out experiments in the above experiment environment. The L1B_Fishery datasets contain 302,828 entries from approximately 2013 to 2019, divided into training and validation datasets on the 2:8 scale. A total of 52,551 entries from 2020 were used as test datasets; the Env_Fishery datasets contain 15,039 entries from approximately 2013 to 2019, divided into training and validation datasets on a 5:5 scale because of the small data size, with totals of 2961 entries from 2020 as test datasets. Then the training datasets and validation datasets were used to complete the model validation experiment and to compare with other traditional models and basic networks. The training datasets and test datasets were used to complete the generalization experiment and analyze the experiment results.

In order to ensure that the training model achieved the best state, this experiment set the model hyperparameters as follows: the maximum number of model iterations was set to 500 by observing the loss decline curve; the Adam optimization algorithm was used in the model iteration process, providing an independent adaptive learning rate; and the value of dropout function during model training was set to 0.5 to avoid the overfitting problem.

3.1.3. Model Performance Evaluation Index

This paper uses the Root Mean Square Error (RMSE) to calculate the error in the regression model, which gives a higher penalty weight to larger errors. A smaller RMSE indicates a better prediction result of the regression model on the same prediction result datasets. Furthermore, this paper uses the coefficient of determination ($R^2$) to determine the fitness of regression models with a range of [0,1]. The closer $R^2$ is to 1, the better the model fit. The formulas of RMSE and $R^2$ are as follows:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

where $n$ represents the number of samples; $\bar{y}$ represents the samples mean; and $y_i$ and $\hat{y}_i$ represent true value and predicted value of the sample, $i$, respectively.

3.2. Parameter Sensitivity Analysis

3.2.1. Feature-Extraction Fusion Module

The experiment parameter sensitivity of the feature-extraction fusion module was analyzed by training and validation datasets of the Env_Fishery datasets and the heterogeneous data feature-extraction model as an example.

The experiments show that the model performance is not sensitive to the size of convolution kernels of CNN blocks, but it is sensitive to the number of convolution kernels.
It is sensitive to the number of LSTM block neurons, but not to the number of Dense block neurons. The experiment results comparing the number of different CNN convolution kernels and LSTM block neurons are shown in Table 2. As the number of CNN block convolution kernels and LSTM block neurons gradually increases, the model of the RMSE decreases and the model of \( R^2 \) increases to above 0.95.

### Table 2. Experiment results comparing the number of different CNN convolution kernels and LSTM block neurons.

| The Number of CNN Convolution Kernels | The Number of LSTM Block Neurons | RMSE (Val) | \( R^2 \) (Val) |
|--------------------------------------|---------------------------------|------------|-----------------|
| 64                                   | 100                             | 0.03524    | 0.9506          |
| 128                                  | 100                             | 0.03163    | 0.9589          |
| 128                                  | 120                             | 0.02744    | 0.9700          |
| 256                                  | 150                             | 0.02198    | 0.9808          |
| 512                                  | 150                             | 0.02124    | 0.9832          |
| 512                                  | 200                             | 0.02091    | 0.9847          |

However, increasing the number of convolution kernels and neurons leads to a geometric increase in the number of model nodes and network parameters. It makes the time cost increase and is easily prone to overfitting. Observing Table 2, it is found that when using the CNN block with 256 convolution kernels and the LSTM block with 150 neurons, the model achieves a good balance in the accuracy of the results and the time cost. Then the improvement of the experiment results by continuing to increase the number of convolution kernels and neurons is not significant.

Therefore, we selected CNN blocks with 256 convolution kernels and LSTM blocks with 150 neurons on the feature-extraction module to carry out the experiment.

### 3.2.2. Decision Fusion Module

In the decision fusion module mentioned in Section 2.3.2, weight values of the weighted average algorithm need to be determined by the experiment results. As shown in Table 3, in order to eliminate the influence of chance on the experimental results, the model validation experiment and generalization experiment results of two heterogeneous data feature-extraction models with L1B_Fishery and Env_Fishery datasets as input are recorded by three experiments with the same parameters, respectively. Moreover, the mean values of the model-performance-evaluation index are calculated.

### Table 3. The model-validation-experiment and generalization-experiment results of two heterogeneous data feature-extraction models with L1B_Fishery and Env_Fishery datasets as input.

| Input Datasets | Model Validation Experiment | Generalization Experiment |
|----------------|------------------------------|---------------------------|
|                | RMSE (Val) | \( R^2 \) (Val) | RMSE (Test) | \( R^2 \) (Test) |
| L1B_Fishery    | 0.01944    | 0.9856 | 0.08619 | 0.3382 |
| L1B_Fishery    | 0.01810    | 0.9875 | 0.08568 | 0.3460 |
| L1B_Fishery    | 0.01649    | 0.9896 | 0.08456 | 0.3631 |
| Average (L1B_Fishery) | 0.01801    | 0.9876 | 0.08548 | 0.3491 |
| Env_Fishery    | 0.02208    | 0.9806 | 0.08186 | 0.3733 |
| Env_Fishery    | 0.02198    | 0.9808 | 0.08171 | 0.3755 |
| Env_Fishery    | 0.02174    | 0.9812 | 0.08125 | 0.3827 |
| Average (Env_Fishery) | 0.02193    | 0.9809 | 0.08161 | 0.3772 |

Comparing the experiment results in Table 3, it is found that there are differences in the performance of the two heterogeneous data feature-extraction models in the model validation experiment and the generalization experiment. In the model validation experiment, the mean prediction error of the heterogeneous data feature-extraction model
with L1B_Fishery datasets as input is 0.01801. This result is 17.88% lower than that of the model with Env_Fishery datasets as input of 0.02193. It indicates that the L1B_Fishery datasets perform better in the model validation experiment. In the generalization experiment, the mean prediction error of the heterogeneous data feature-extraction model with Env_Fishery datasets as input is 0.08161. This result is 4.5% lower than that of the model with L1B_Fishery datasets as input of 0.08548. It indicates that the Env_Fishery datasets perform slightly better in the generalization experiment. Looking at the overall perspective, there is still a gap in the prediction results of the generalization experiment compared to the high fitness \( R^2 > 0.98 \) of the model validation experiment. A detailed analysis of the reasons is presented in Section 3.3.2.

Considering the different performance of the two datasets in the model validation experiment and the generalization experiment, we need to determine the optimal weight ratios separately in the model validation experiment and the generalization experiment. Specifically, by adjusting the ratio of \( \omega_{L1B\_Fishery} \) and \( \omega_{Env\_Fishery} \), we separately one-to-one match the three prediction results of the two feature-extraction fusion models from the validation experiment and the generalization experiment according to the preset weight values. Then we obtain nine (one-to-one matching from three experiments) decision-level fusion results. As shown in Table 4, the average performance of the nine-times decision fusion results of each weight ratio is recorded.

Table 4. The average performance of the nine-times decision fusion results of same kind of experiments with different weight ratios.

| \( \omega_{L1B\_Fishery} : \omega_{Env\_Fishery} \) | Model Validation Experiment | Generalization Experiment |
|-----------------------------------------------|-------------------------------|---------------------------|
|                                               | RMSE (Val) \( R^2 \) (Val)   | RMSE (Test) \( R^2 \) (Test) |
| 1:9                                           | 0.02037 0.9835                | 0.08047 0.3944            |
| 2:8                                           | 0.01897 0.9857                | 0.07959 0.4076            |
| 3:7                                           | 0.01778 0.9874                | 0.07896 0.4169            |
| 4:6                                           | 0.01684 0.9887                | 0.07859 0.4223            |
| 5:5                                           | 0.01620 0.9896                | 0.07849 0.4237            |
| 6:4                                           | **0.01588 0.9901**            | 0.07866 0.4212            |
| 7:3                                           | 0.01592 0.9899                | 0.07910 0.4148            |
| 8:2                                           | 0.01630 0.9894                | 0.07980 0.4043            |
| 9:1                                           | 0.01700 0.9885                | 0.08076 0.3903            |

Combined with the experiment results in Table 3, we draw an interesting conclusion. If we regard the mean experiment results of the two heterogeneous data feature-extraction models without decision fusion as the experiment results of decision-level fusion with weight ratios of 0:10 and 10:0, then with the increasing weight occupied by the L1B_Fishery datasets, the prediction error of the decision fusion will experience a gradual transition. It is from the Env_Fishery heterogeneous data feature-extraction model experiment results (the weight ratio is 0:10) to the L1B_Fishery heterogeneous data feature-extraction model experiment results (the weight ratio is 10:0). As shown in Figure 10, this process goes down and then up. Therefore, we consider that the decision fusion experiment result can be optimized under a certain weight ratio and the optimized result is significantly better than the two heterogeneous data feature-extraction experiment’s results.

Because of the different performance of the two datasets in the model validation experiment and the generalization experiment, it is clear from the analysis of Table 3 that the L1B_Fishery datasets perform better in the model validation experiment. Thus, it should have a larger weight value of the weighted average algorithm. Comparing the results in Table 4, we can see that, when \( \omega_{L1B\_Fishery} : \omega_{Env\_Fishery} = 6 : 4 \), the mean prediction error RMSE is reduced to 0.01588, and \( R^2 \) reaches 0.9901, which is indeed better than other weight ratios. In the generalization experiment, Env_Fishery datasets perform slightly better than the L1B_Fishery datasets, so the weight values of the weighted average algorithm should be similar. Comparing the results in Table 3, we can see that, when
\( \omega_{L1B\_Fishery} : \omega_{Env\_Fishery} = 5 : 5 \), the mean prediction error RMSE is decreased to 0.07849 and \( R^2 \) reaches 0.4237, which is the optimal weight ratio for the results. It is consistent with the analysis.

![RMSE change curves under different weight ratios in model validation experiment and generalization experiment](image)

**Figure 10.** RMSE change curves under different weight ratios in model validation experiment and generalization experiment.

Therefore, we selected two different weight ratios, \( \omega_{L1B\_Fishery} : \omega_{Env\_Fishery} = 6 : 4 \) and \( \omega_{L1B\_Fishery} : \omega_{Env\_Fishery} = 5 : 5 \), for the decision fusion module to carry out the model validation experiment and the generalization experiment, respectively.

### 3.3. Analysis of Experiment Results

#### 3.3.1. Results’ Comparative Analysis of Model Validation Experiment

In order to verify the validity and advancement of the proposed model in the model validation experiment, we used traditional models \([10–13,21–25]\) and basic network models to carry out comparison experiments on the same datasets. The comparison experiment models include Linear Regression Model (LR), Bayesian Regression Model (BR), Support Vector Regression Model (SVR), Regression Tree Model (RT), Random Forest Model (RF), Back Propagation Neural Network (BPNN), Convolution Neural Network (CNN), Long Short-Term Memory Network (LSTM), and a sequence model (CNN–LSTM–BPNN).

Due to the large size of L1B_Fishery datasets, the traditional models’ fitness has poor performance, so we only used Env_Fishery datasets to carry out the experiments of traditional models. For the comparison experiments of basic network models, we used L1B_Fishery datasets and Env_Fishery datasets to carry out experiments, respectively. Notably, since some models do not support high-dimensional feature datasets, we needed to reduce the dimensions for the Env_Fishery datasets.

The experiment results of different models are shown in Table 5. The feature-extraction fusion model and decision fusion model in Table 5 represent the heterogeneous data feature-extraction model and the decision fusion model based on the multi-source heterogeneous data feature extraction proposed, respectively.

Our analysis of Table 5 shows that the traditional mathematical models, such as LR and BR, perform poorly in regard to habitat prediction. The prediction error reaches 0.13802, which makes it difficult to fit the correlation between ocean environment factors and CPUE. However, the prediction error of SVR decreases to 0.0846, and the \( R^2 \) improves to 0.7152, which basically fits the strong correlation between the ocean environment factors and habitat. Compared with traditional mathematical models, the improvement is very large. It proves that machine-learning models have significant advantages regarding habitat prediction.

The performance of the SVR is not excellent, due to the kernel functions. The RT model, which is also a machine-learning algorithm, reduces prediction error to 4.59%, with an \( R^2 \) of 0.9161, by adjusting the number of leaf nodes and the maximum depth. Then the RF, which integrates multiple decision trees, further reduces the prediction error to 3.573%, with an \( R^2 \) of 0.9492, and it obtains an excellent result. However, the disadvantages of RT and RF are that artificially setting model parameters leads to overfitting and weakens the model’s generalization ability.
Table 5. Comparison of the results of different models in the model validation experiment.

| Experiment Model               | Experiment Datasets | RMSE (Val) | $R^2$ (Val) |
|-------------------------------|---------------------|------------|-------------|
| LR                            | Env_Fishery         | 0.13802    | 0.2422      |
| BR                            | Env_Fishery         | 0.13802    | 0.2422      |
| SVR                           | Env_Fishery         | 0.08460    | 0.7152      |
| RT                            | Env_Fishery         | 0.04590    | 0.9161      |
| RF                            | Env_Fishery         | 0.03573    | 0.9492      |
| BPNN                          | Env_Fishery         | 0.04098    | 0.9332      |
| BPNN                          | L1B_Fishery         | 0.03155    | 0.9639      |
| CNN                           | Env_Fishery         | 0.04347    | 0.9248      |
| CNN                           | L1B_Fishery         | 0.04179    | 0.9359      |
| LSTM                          | Env_Fishery         | 0.04011    | 0.9360      |
| LSTM                          | L1B_Fishery         | 0.03287    | 0.9604      |
| CNN–LSTM–BPNN                 | Env_Fishery         | 0.02963    | 0.9651      |
| CNN–LSTM–BPNN                 | L1B_Fishery         | 0.02361    | 0.9795      |
| Feature-Extraction Fusion Model| Env_Fishery         | 0.02193    | 0.9809      |
| Feature-Extraction Fusion Model| L1B_Fishery         | 0.01801    | 0.9876      |
| Decision Fusion Model         | Env_Fishery + L1B_Fishery | 0.01588 | 0.9901      |

Experiments show that the dropout layer and batch normalization (BN) layer in the BPNN, CNN, and LSTM can effectively prevent model overfitting. Thus, we can significantly improve the model’s generalization ability with low prediction error. As shown in Tables 3 and 4, the $R^2$ of BPNN, CNN, and LSTM can reach 0.9248 or higher on both datasets. Among them, the BPNN and LSTM perform equally well, with the prediction error of 0.04 and $R^2$ of above 0.93 on the Env_Fishery datasets, and the prediction error of 0.032 and $R^2$ of above 0.96 on the L1B_Fishery datasets. These results are better than those of the CNN on the same datasets. The reason is that Env_Fishery datasets have the same dimensions as L1B_Fishery datasets after dimension reduction, which belongs to one-dimensional feature data, but the CNN model performs better in the face of high-dimensional feature data. In addition, the two experiment datasets have a large number of features and contain spatial and temporal factors, enabling BPNN and LSTM to perform better.

In the case of a single neural network with its own advantages and disadvantages, we tried to use the sequence model. Although the RF model performed better than the BPNN and CNN models in Table 5, it performed poorly in the generalization experiments. Therefore, we chose a sequence model consisting of three neural network models, namely CNN, LSTM, and BPNN, which perform well in both model validation experiments and generalization experiments, and this experiment obtained a prediction error of less than 3%, and the $R^2$ improved to more than 0.965. Although the result is better than that of the single neural network, the combined sequence model cannot use specific network models to extract features for different data structures. For example, the LSTM module in the sequence model is good at feature extraction for spatial and temporal factors, but the feature-extraction ability of ocean environment factors is very poor. Therefore, the LSTM module should not be used to extract ocean environment factors.

In this paper, for the different structural features of each part of the heterogeneous data, we use the strategy of separate feature extraction and then feature fusion, and we propose the heterogeneous data-feature-extraction model. This model can select the suitable feature-extraction model to fully exploit features for each part of heterogeneous data. The prediction error reduces to 0.02193 and 0.01801 on both datasets, respectively. Then the decision fusion model based on multi-source heterogeneous data feature extraction proposed fuse two datasets of different size and structure, further improving the experiment performance. The mean $R^2$ reaches 0.9901, and the prediction error decreases to 0.01588, while avoiding overfitting, which is significantly better than the experiment results of any single dataset.

Combining the above analysis, the decision fusion model based on multi-source heterogeneous data feature extraction proposed performed outstandingly in the model.
validation experiment. It has a high fitness to the validation datasets, which is better than other models.

3.3.2. Results Analysis of Generalization Experiments

In order to verify the validity and advancement of the model proposed in the generalization experiment, the CNN–LSTM–BPNN, which performed well ($R^2 > 0.96$) on the model validation experiment of both datasets, is selected for comparison experiments. The results of the comparison experiments are shown in Table 6.

Table 6. Results of comparison between different models in the generalization experiment.

| Experiment Model                        | Experiment Datasets | RMSE (Val) | $R^2$ (Val) |
|-----------------------------------------|--------------------|------------|-------------|
| CNN–LSTM–BPNN                            | Env_Fishery        | 0.08738    | 0.3184      |
| CNN–LSTM–BPNN                            | L1B_Fishery        | 0.09561    | 0.2756      |
| Feature-Extraction Fusion Model          | Env_Fishery        | 0.08161    | 0.3772      |
| Feature-Extraction Fusion Model          | L1B_Fishery        | 0.08548    | 0.3491      |
| Decision Fusion Model                    | Env_Fishery + L1B_Fishery | 0.07849    | 0.4237      |

Table 6 shows that the proposed heterogeneous data feature-extraction model performed better in the generalization experiment than in the sequence network CNN–LSTM–BPNN model. On the Env_Fishery datasets, the Feature Extraction Fusion Model reduces the prediction error by 0.6% and improves the $R^2$ by 0.06 compared with the CNN–LSTM–BPNN; on the L1B_Fishery datasets, the feature-extraction fusion model reduces the prediction error by 1% and improves the $R^2$ by 0.07. Then the decision fusion model further reduces the prediction error to 0.07849 and improves the $R^2$ to 0.4237 after the decision fusion of the prediction results of two heterogeneous data feature-extraction models. It shows the best prediction performance in the generalization experiment and significantly better than in any single dataset.

The prediction error of the generalization experiment is only 0.07849, but $R^2$ is equal to 0.4237. It shows that the model has much room for improvement in the fitness of the test datasets. As mentioned in Section 3.2.2, there is still a gap between the generalization experiment prediction results and the high fitness-model-validation-experiment prediction results. Next, we classify the test datasets and their prediction results by month and prediction error to analyze the reasons that affect the further improvement of the generalization experiment performance.

The test datasets used in the generalization experiment is the Northwest Pacific Saury fisheries datasets from 2020. Through the experiments of the proposed models, we can obtain the datasets of CPUE prediction results containing 2603 entries for 8 months (May to December). Referring to the mean prediction error ($RMSE = 0.07849$), we use a prediction error of $8 \pm 2\%$ as the classification criterion to divide the samples of prediction results’ datasets into three classes. Samples with less than a 6% prediction error are high-quality prediction samples (High); samples with a prediction error greater than or equal to 6% but less than or equal to 10% are middle-quality prediction samples (Middle); and samples with prediction errors greater than 10% are low-quality prediction samples (Low).

As shown in Table 7, the total number of samples is listed; the number and proportion of high-, middle-, and low-prediction-quality samples for each month of the test datasets are recorded; and the RMSE of the CPUE value for that month is calculated at the end.

The analysis of Table 7 shows that the high-quality prediction samples account for 55.05% of the overall samples, while the low-quality prediction samples account for only 16.64%. It proves that the proposed model can accurately predict nearly 84% CPUE values of the samples in the test datasets, keeping the errors within 10%. For the low-quality prediction samples, we analyze the reasons of excessive prediction error monthly. Observing Table 7, we can see that there is a high proportion of low-quality prediction samples in May and October, respectively reaching 71.43% and 32.78%, resulting in an above-mean RMSE ($0.12256$ and $0.009823$) for that month. In addition, although the
proportion of low-quality prediction samples is low in December, that RMSE is above 0.1, which is also less than ideal.

Table 7. Total number of samples; number and proportion of high-, middle-, and low-prediction-quality samples; and RMSE for each month of the test datasets are recorded in this table.

| Month | All | High | Middle | Low | H_Percent | M_Percent | L_Percent | RMSE |
|-------|-----|------|--------|-----|-----------|-----------|-----------|------|
| 5     | 70  | 8    | 12     | 50  | 11.43%    | 17.14%    | 71.43%    | 0.12256 |
| 6     | 205 | 130  | 43     | 32  | 63.42%    | 20.97%    | 15.61%    | 0.06795 |
| 7     | 550 | 334  | 200    | 16  | 60.73%    | 36.36%    | 2.91%     | 0.05740 |
| 8     | 191 | 95   | 96     | 0   | 49.74%    | 50.26%    | 0         | 0.06085 |
| 9     | 501 | 273  | 172    | 56  | 54.49%    | 34.33%    | 11.18%    | 0.06999 |
| 10    | 546 | 256  | 111    | 179 | 46.89%    | 20.33%    | 32.78%    | 0.09823 |
| 11    | 425 | 267  | 78     | 80  | 62.83%    | 18.35%    | 18.82%    | 0.07001 |
| 12    | 115 | 70   | 25     | 20  | 60.87%    | 21.74%    | 17.39%    | 0.10715 |
| Sum   | 2603 | 1433 | 737    | 433 | 55.05%    | 28.31%    | 16.64%    | 0.07849 |

Considering that the peak season of fishing operations is summer and autumn, the number of samples in the fisheries’ datasets is not evenly distributed over the months. The distribution of samples in each month is shown in Figure 11. Because May and December are at the beginning and end of fishing operations each year, the number of samples obtained is very small, accounting for only 3.17% and 1.78%. The December fisheries’ datasets contain only 315 entries in total, while the test datasets contain 115 entries, accounting for more than 1/3 of the total, making December datasets for training and validation even more scarce. Therefore, the uneven distribution of fisheries’ datasets leads to insufficient training in some months. It affects the prediction accuracy of the generalization experiment.

![The distribution of samples of fisheries' datasets in each month in 2013~2020.](image)

Figure 11. The distribution of samples of fisheries’ datasets in each month in 2013~2020.

In addition, the uneven distribution of CPUE values also becomes an important reason to affect the prediction accuracy. The distribution of CPUE values after the datasets’ expansion is shown in Figure 12. It can be seen that nearly 80% of the samples of CPUE values are in the low-to-middle level (0.1~20). Only 13.44% of the samples of CPUE values are 20 to 30, and 8.66% of the samples of high CPUE values are above 30.

As shown in Figure 13, we obtained the correlation of the prediction results of CPUE values and true values of an experiment by using a decision fusion model based on multi-source heterogeneous data feature extraction for generalization experiment. The x-axis in the figure represents the true value of this experiment result, and the y-axis represents the predicted value of this experiment result. If the sample point lies on the y = x function line (red line), it indicates that this predicted value is consistent with its true value, and a sample point below the red line illustrates that the predictive value is lower than the
true value. Conversely, it means that the predictive value is higher than the true value. Obviously, for the samples with middle-to-high CPUE values, most of the sample points are below the red line. It illustrates that the uneven distribution of CPUE values affects the training of the model for the samples with medium and high CPUE values. It leads to the poor fitting of the model for the samples of middle and high CPUE values, and its prediction results are low.

![Figure 12. The distribution of CPUE values of fisheries datasets after the dataset's expansion from approximately 2013 to 2020.](image)

The distribution of CPUE values in October and December on the test datasets are respectively shown in Figures 14 and 15. From the Figure 14, it can be seen that the samples of middle-to-high CPUE values (CPUE > 20) in the October is 13.74%. Although it does not account for a large proportion of the overall, it contains 3.48% samples with high CPUE values (CPUE > 30), accounting for 100% of the samples with high CPUE values in the test datasets. It means that all samples of the high CPUE values in the test datasets are found in October. The reason for the concentration of high CPUE values is related to the peak fishing season in October, when there is a large amount of work, and the quality of the Northwest Pacific Saury is higher than in previous months. Combined with the higher penalty weight given by RMSE to larger prediction error, RMSE is excessively high, nearly 0.1. In addition, Figure 15 shows that, although the December does not have the effect of high CPUE values, nearly 20% of the samples of the CPUE values are in the 20–30 range. This proportion exceeds the average of the fisheries datasets. Coupled with too little data of December fisheries datasets used to train the model, the training model is under-fitting, resulting in an RMSE of more than 0.1.
heterogeneous data proposed in this paper consists of three parts: feature extraction, feature-level fusion, and decision-level fusion. Firstly, it selects a suitable feature-extraction method to extract features separately according to the structural features of each part of the heterogeneous data: 1D-CNN and LSTM are used to deeply explore spatial and temporal factors’ features in fisheries’ data; the powerful spatial feature-extraction capability of the 3D-CNN is used to extract high-dimensional ocean environment factor features containing the surrounding environment information; and a 1D-CNN and BP neural network with residual structure is used to fully extract features of larger-scale multi-spectral bands’ factor data. Then the model fully fuses the features through a three-layer full-connection network. Finally, the feature-fusion results of the two datasets are fused by the optimal weighted average algorithm of the decision fusion module to obtain the prediction results.

To illustrate the effectiveness of the proposed method in this paper, a series of experiments were conducted. In Section 3.3.1, we covered comparison experiments that we conducted between the existing typical habitat-prediction methods [10–13,21–25] and the
feature-fusion model proposed in this paper, using single-source data, respectively. The RMSE of the feature-fusion model proposed in this paper is 0.02193 and 0.01801 for the two single-source inputs, and the $R^2$ is above 0.98. It is better than the models in the existing literature, proving the effectiveness of the proposed feature fusion-model in this paper. On this basis, we used multi-source heterogeneous data sources to build a decision fusion model and obtain optimal results, with a mean $R^2$ of 0.9901 and the error reduced to 0.01588, while avoiding overfitting. It further demonstrates the effectiveness and advancement of the proposed decision fusion model of habitat prediction with multi-source heterogeneous data in this paper compared to the single-source data model used in the previous literature.

By examining the previous literature, we find that research in the field of habitat prediction is gradually shifting from traditional mathematical models to machine-learning models, which can be adapted to larger-scale remote-sensing data processing and prediction [14]. Most of the current research methods in this field that achieve good prediction results use single-source sequential networks, which are generally better than traditional machine-learning models such as SVM and RF. For example, Yuan [26] used a sequence fusion deep network model to predict the albacore tuna habitat in the South Pacific Ocean and obtained the prediction result with an average error of 0.028. Based on this, we propose a multilevel fusion network model based on multi-source heterogeneous data that can deeply explore the spatial and temporal factors features in fisheries’ data by using the powerful spatial feature-extraction ability of the improved CNN and combining with the LSTM. The comparative analysis of the habitat-prediction methods shows that the method proposed in this paper obtains the better performance, with the prediction error reduced to 0.016, proving the advancement and effectiveness of the proposed model in this paper.

In addition, in a previous generalization experiment in the literature, Wei [27] obtained prediction results with an average error of 0.105 by using single-source product-level data and the BP network model in the Pacific Northwest squid habitat, and this result is better than most previous results in the literature. In Section 3.3.2, the multilevel fusion network model based on multi-source heterogeneous inputs proposed in this paper reduces the prediction error to 0.079, which significantly reduces the prediction error in generalization experiments. It further proves the effectiveness of the method proposed in this paper in generalization experiments.

Therefore, based on the limitations of single-source data, this paper innovatively proposes to take advantage of the multi-source heterogeneous data of product-level remote-sensing data and L1B original multi-spectral remote-sensing data to build a fusion network. It can fully exploit and deeply fuse the data features of different structures and sizes, solving the problem of the ineffective fusion of multi-source heterogeneous data, and it achieves better prediction of habitat. The experiment results demonstrate that the proposed method can effectively improve the accuracy of habitat prediction compared with the single-source sequence network model in the existing literature, thus proving the feasibility of using multi-source remote-sensing data for fishery prediction and innovatively expanding the range of data selection for research in this field. It can be said that the method proposed in this paper provides new ideas for future research in the field of habitat prediction.

5. Conclusions

Considering the problem that the product-level environment-factor remote-sensing data used in the previous habitat prediction may lose some potential habitat features in the inversion process, eleven original MODIS L1B bands related to ocean environment factors were used to enrich the environment-factor-feature datasets. Moreover, we obtained two datasets with different structures and sizes by matching with the fisheries’ datasets. For the multi-source heterogeneous datasets, this experiment innovatively proposes a decision fusion model based on the feature extraction of multi-source heterogeneous data, as such a model solves the problem of ineffective fusion of multi-source heterogeneous data and fully exploits and utilizes the features of remote-sensing fishery data
with different data structures and sizes. Finally, we can obtain more accurate and effective habitat-prediction results.

However, the unevenness of fisheries’ data in the distribution of month and CPUE value makes the prediction accuracy of the datasets with less data in months and the datasets with higher CPUE values in months less satisfactory, thus limiting the further improvement of the model prediction effect in the generalization experiment. In addition, the selection criteria of the product-level ocean-environment-factor data are based on previous habitat-prediction research. Five common environment factors with convenient access and mature technology are selected. However, these selection criteria lack a targeted analysis of the correlation between the Pacific Saury habits and different ocean environment factors; MODIS L1B bands’ factor data are obtained by directly selecting multi-spectral bands related to ocean environment factors. This method lacks the analysis and comparison of information in other bands. Because of the richness and relevance of the information carried by different bands, it is also possible for feature information related to habitat prediction in the remaining bands to exist.

Therefore, based on this experimental study, the next step should be to conduct more analyses and comparison experiments on the rationality of the selection of environment factors to ensure the strong correlation between environment factors and the formation of habitat. In addition, the targeted processing of the fisheries’ datasets should be strengthened to reduce the effect of the uneven distribution of month and CPUE values. Finally, the model should be optimized to further improve the model’s prediction accuracy in the generalization experiment by using an attention mechanism, because it can enhance training and feature extraction of some data.
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