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Abstract

This paper introduces a novel framework for the solution of (large-scale) Lyapunov and Sylvester equations derived from numerical integration methods. Suitable systems of ordinary differential equations are introduced. Low-rank approximations of their solutions are produced by Runge-Kutta methods. Appropriate Runge-Kutta methods are identified following the idea of geometric numerical integration to preserve a geometric property, namely a low rank residual. For both types of equations we prove the equivalence of one particular instance of the resulting algorithm to the well known ADI iteration. As the general approach suggested here leads to complex valued computation even for real problems, we present a general realification approach based on similarity transformation.

Key words: Lyapunov equation, Sylvester equation, alternating direction method, Runge-Kutta method

2000 MSC: 65F30, 15A24, 93A15, 65L06, 34A26

1. Introduction

The numerical approximation of the solution of the continuous Lyapunov equation

\[ AP + PA^T + BB^T = 0 \]  \hspace{1cm} (1.1)

has been considered to great extend in the literature, see, e.g. the recent survey [30] and the references therein. Here a new framework based on methods for the numerical integration of ordinary differential equations (ODEs) is presented. We will consider (1.1) for \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \), \( m \leq n \). The equation (1.1) has a unique symmetric positive definite solution \( P \) if all eigenvalues of \( A \) are in the open left half-plane \( \mathbb{C}_- \) (that is, if \( A \) is stable). In that case, the analytic solution can be written as

\[ P = \int_0^\infty e^{At}BB^T e^{A^Tt} \, dt \in \mathbb{R}^{n \times n}, \]  \hspace{1cm} (1.2)
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Lyapunov equations play an important role in control and systems theory, see, e.g., [1, 8, 11]. In the context of linear time-invariant systems \( \dot{x} = Ax + Bu \), the solution \( P \) of (1.1) is called the controllability Gramian. It measures the energy transfer in the system.

We will also consider Sylvester equations

\[
AY - YB - FG^T = 0
\]

(1.3)

with given \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{m \times m} \), \( F \in \mathbb{R}^{n \times r} \) and \( G \in \mathbb{R}^{m \times r} \). The solution \( Y \) is unique when the spectra of \( A \) and \( B \) are disjoint, i.e., \( \sigma(A) \cap \sigma(B) = \emptyset \), see, e.g., [21].

In particular, we will be concerned with (1.1) and (1.3) for large and sparse system matrices and a low rank initial residual, that is for the Lyapunov equation \( BB^T \) and for the Sylvester equation \( FG^T \) is of low rank. In case of (1.1) \( m \ll n \) for large \( n \) will automatically yield a low rank residual. In that case, the symmetric positive definite solution \( P \) of (1.1) can be approximated by a low rank approximation in the sense that \( P \approx ZZ^T \) with a rectangular \( n \times N \) matrix \( Z, N \ll n \). \( Z \) is often called a low rank Cholesky factor, even so \( Z \) is not a square lower triangular matrix. In a similar fashion, if \( FG^T \) is of low rank, the solution of the Sylvester equation can be approximated by \( Y \approx \hat{Z}\hat{Z}^T \) with rectangular \( n \times N \) matrices \( \hat{Z}, \hat{Z}, N \ll n \) and a diagonal matrix \( \Gamma \), see, e.g., [6, 13].

In the following we give an overview of methods important or related to our later discussion. For a more exhaustive survey of methods for the solution of various linear matrix equations we refer to [30].

A popular algorithm for deriving low rank Cholesky factors for Lyapunov and Sylvester equations is the alternate directions implicit (ADI) method. It was developed to solve linear systems of equations in [26] and modified to approximate the solution \( P \) of Lyapunov equations in [22] (see [3, Sec. 7] for a short or [20, Chp. 3.1-3.2.1] for a more detailed derivation). In [22] the iteration was reformulated such that low rank approximations \( Z_tZ_t^T \) to the solution \( P \) are generated. This yields the computationally more efficient ADI-variant called Cholesky factor ADI (CF-ADI) algorithm. Clearly, an approximate solution \( P_j \) will not satisfy (1.1) exactly, a nonzero residual \( L(P_j) = AP_j + P_jA^T + BB^T \) will remain. This residual can be used to determine convergence of the iterative process. In [20, Alg. 3.2], the ADI iteration was further manipulated in order to allow for a fast evaluation of the residual norm \( \| L(P_j) \| \). This is known as the residual-based ADI method. An alternative derivation of this formulation utilizing Krylov subspaces can be found in [32]. The ADI iteration was also adapted to Sylvester equations, see [6, 20, Chp. 3.3].

Another type of methods for the solution of Lyapunov equations is making use of empirical Gramians [24]. The empirical Gramian essentially involves a sum approximation of the integral (1.2) \( P = \sum_j \delta_j g(t_j) \) for \( g(t) = e^{At}BB^Te^{At} \), arbitrary times \( t_j \) and appropriate quadrature weights \( \delta_j \). Usually, the identity \( g(t) = h(t)h(t)^T \) for \( h(t) = e^{At}B \) is used to determine \( g(t_j) \). In doing so, \( h(t) \) is not computed directly, but as the solution of the ordinary differential equation (ODE) \( \frac{d}{dt} h(t) = Ah(t) \) with initial value \( h(0) = B \). Any numerical integration scheme can be used to do so. Related quadrature approaches are discussed, e.g., in [29, 51]. Empirical Gramians are mainly used in model order reduction via balanced proper orthogonal decomposition (POD), see [28].
Krylov subspaces and moment matching, see [10, 25, 32]. In [25] quadrature methods with complex time step sizes for the approximation of empirical Gramians were analyzed. Further the stability function of certain multi-stage implicit methods was connected to the (complex) interpolation points used in rational interpolation.

In this paper for the Lyapunov case we utilize the time-dependent Gramian

\[ P(t) = \int_0^t e^{At}BB^T e^{At} d\tau. \]

For \( t \to \infty \), \( P(t) \) will approximate the solution \( P \) of the Lyapunov equation. We will make use of the fact that \( P(t) \) can be interpreted as the solution of a certain system of ODEs. It turns out that also in the context of Sylvester equations we can state a useful system of ODEs. Runge-Kutta methods are employed to derive algorithms for the low rank approximation of the solution of Lyapunov and Sylvester equations. In the Lyapunov case, neither \( P(t) \) nor the iterates \( P_j \) from the Runge-Kutta methods will exactly satisfy the Lyapunov equation. We will observe that \( L(P(t)) = AP(t) + P(t)A^T + BB^T = h(t)h(t)^T \) for \( h(t) = e^{At}B \). Our key idea is to use only those Runge-Kutta methods which lead to iterates \( P_j \) with conformable low rank Lyapunov residuals. Thus, we use ideas from geometric numerical integration, where qualitative properties (e.g. algebraic invariants) of the solution are preserved instead of fulfilling quantitative properties (e.g. small errors), cf. [18, Chp. 5], [14]. Herewith we derive a residual based iteration which turns out to be equivalent to the ADI iteration. By making use of the stability function of a Runge-Kutta method it will be shown further that these methods are equivalent to DIRK methods.

The paper is organized as follows. In the next section we introduce notation, review basic properties of Runge-Kutta methods for numerical integration and give a short introduction to the ADI iteration for the solution of Lyapunov equations. Section 3 deals with the Lyapunov equation and its numerical solution. In Section 3.1 we present a first algorithm for computing a low rank approximation to the time-dependent Gramian \( P(t) \) by means of a Runge-Kutta method. Clearly, \( P(t) \) will not exactly satisfy the Lyapunov equation. In Section 3.2 we derive an expression for the Lyapunov residual \( L(P(T)) \). This turns out to be of low rank for \( m \leq n \). We propose to use only those Runge-Kutta methods which yield iterates satisfying the same kind of Lyapunov residual as \( P(t) \). Conditions for appropriate Runge-Kutta methods leading to such iterates are given. In Section 3.3 the usual approach of using the same Runge-Kutta method in each iteration step is relaxed in order to allow for the use of different Runge-Kutta methods in each iteration step. Section 3.4 deals with the equivalence of a certain instance of the resulting algorithm to the CF-ADI iteration. Next, in Section 3.5 the appropriate Runge-Kutta methods are further characterized by means of their stability functions. As discussed in Section 3.6, it turns out, that the appropriate methods are essentially determined by \( s \) parameters. Finally, in Section 3.7 the choice of (complex-valued) shifts is discussed, while in Section 3.8 the realification of the potentially complex arithmetic involving algorithm is considered. The ideas for the solution of Lyapunov equations are transferred to the Sylvester equation in Section 4. The paper ends with some concluding remarks in Section 5.
2. Preliminaries

In this section we will introduce some notation used in the following as well as briefly
recall Runge-Kutta methods for the numerical integration of ordinary differential equa-
tions. Moreover, the ADI method for solving Lyapunov equations (1.1) is reviewed.

The set of complex numbers with positive (negative) real part will be denoted by $\mathbb{C}^+$
($\mathbb{C}^-$). The positive (negative) real numbers will be denoted by $\mathbb{R}^+$ ($\mathbb{R}^-$).

We will frequently make use of the Kronecker product of two matrices as well as the
vectorization of a matrix, see, e.g., [17, 12] for a more complete discussion. If $X$ is an
$r \times s$ matrix and $Y$ is a $p \times q$ matrix, then the Kronecker product $X \otimes Y$ is the $rp \times sq$
block matrix

$$X \otimes Y = \begin{bmatrix}
  x_{11}Y & \cdots & x_{1s}Y \\
  \vdots & \ddots & \vdots \\
  x_{r1}Y & \cdots & x_{rs}Y
\end{bmatrix}.$$

If $X$ and $Y$ are regular, then the property

$$(X \otimes Y)^{-1} = X^{-1} \otimes Y^{-1}$$

holds. Other useful Kronecker product properties are

$$(X \otimes Y)(V \otimes W) = XV \otimes YW$$
$$P(X \otimes Y)Q^T = Y \otimes X$$

(2.1)

for suitable $V, W$ and the perfect shuffle permutation matrices $P$ and $Q$, see, e.g. [12, Chp. 1.3.6]. In particular, for square matrices $X$ and $Y$ (that is, $r = s$ and $p = q$),
we have $P = Q = I_{rp}[(1:p rp) \ (2:p rp) \ \cdots \ (p:p rp)]$ where $I_{rp}$ denotes the $rp \times rp$
identity matrix and MATLAB\textsuperscript{®} colon notation is used to specify the arrangement of the
rows of $I_{rp}$. In case $X$ or $Y$ is a vector, the corresponding perfect shuffle permutation
matrix is the identity: let $s = 1$, then $P(X \otimes Y)I_q = Y \otimes X$.

The vectorization of a matrix converts the matrix into a column vector. For a $r \times s$
matrix $X$, vec($X$) denotes the $rs \times 1$ column vector obtained by stacking the columns of
the matrix $X$ on top of one another:

$$\text{vec}(X) = [x_{11}, \ldots, x_{r1}, x_{12}, \ldots, x_{r2}, \ldots, x_{1s}, \ldots, x_{rs}]^T.$$

The vectorization and the Kronecker product can be used to express matrix multiplication
as a linear transformation on matrices. In particular,

$$\text{vec}(XYZ) = (Z^T \otimes X) \text{vec}(Y)$$

for matrices $X$, $Y$, and $Z$ of dimensions $r \times s$, $s \times t$, and $t \times v$. In particular, we can rewrite the Sylvester equation (1.3) in the form

$$(I_n \otimes A - B^T \otimes I_n) \text{vec}(Y) = \text{vec}(FG^T),$$

where $I_n$ is the $n \times n$ identity matrix. In this form, the equation can be seen as a linear
system of equations of dimension $n^2 \times n^2$. From this it is fairly straightforward to see
that a unique solution $Y$ exists for all $FG^T$ if and only if $A$ and $B$ have no common
eigenvalues, see, e.g., [17, 21].
2.1. Numerical integration

There are numerous methods for the numerical solution of ordinary differential equations of the type
\[
\frac{dy}{dt}(t) = f(t, y(t)), \quad y(0) = y_0.
\] (2.2)
see, e.g., [15, 16]. Here \( f : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a given function, \( y_0 \in \mathbb{R}^n \) is a given initial value and one is interested in computing the function \( y : \mathbb{R} \rightarrow \mathbb{R}^n \) in the interval \([0, t_{\text{end}}]\).

Single-step methods make use of the fact that
\[
y(t_j) = y(t_{j-1}) + \int_{t_{j-1}}^{t_j} f(t, y(t)) \, dt
\]
holds for \( j = 1, 2, \ldots, N \) and \( t_0 = 0 < t_1 < t_2 < \cdots < t_N = t_{\text{end}} \) in order to compute approximate solutions \( y_j \approx y(t_j) \).

We will consider \( s \)-stage Runge-Kutta methods (see, e.g., [7, 14, 15, 16]) which are defined via
\[
y_j = y_{j-1} + \omega_j \sum_{i=1}^{s} \beta_i k_i^{(j)}, \quad j = 1, \ldots, N, \quad (2.3)
\]
\[
k_i^{(j)} = f(t_{j-1} + \gamma_i \omega_j, y_{j-1} + \omega_j \sum_{\ell=1}^{s} \lambda_{i\ell} k_{\ell}^{(j)}), \quad i = 1, \ldots, s, \quad (2.4)
\]
for certain \( \beta_i \in \mathbb{C}, \gamma_i \in \mathbb{R}, i = 1, \ldots, s \) and \( \lambda_{i\ell} \in \mathbb{C}, i, \ell = 1, \ldots, s \). Please note that we allow for complex-valued \( \lambda_{i\ell} \) and \( \beta_i \) unlike the standard definition of Runge-Kutta methods for the solution of (2.2). Moreover, \( \omega_j := t_j - t_{j-1} > 0, j = 1, \ldots, N \), denotes the time step size. Often Runge-Kutta methods are given in short hand by the so-called Butcher tableau
\[
\begin{array}{c|cccccc}
\gamma_1 & \lambda_{11} & \lambda_{12} & \cdots & \lambda_{1s} \\
\gamma_2 & \lambda_{21} & \lambda_{22} & \cdots & \lambda_{2s} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\gamma_s & \lambda_{s1} & \lambda_{s2} & \cdots & \lambda_{ss} \\
\hline 
\beta_1 & \beta_2 & \cdots & \beta_s
\end{array}
\] (2.5)
with \( \Lambda \in \mathbb{C}^{s \times s}, \beta \in \mathbb{C}^s \) and \( \gamma \in \mathbb{R}^s \).

If in the Butcher tableau \( \Lambda \) is a strict lower triangular matrix, then the \( k_i^{(j)} \) can be calculated explicitly one after another. Otherwise they are only defined implicitly and a system of (in general nonlinear) equations with \( sn \) unknowns has to be solved to obtain them. For explicit Runge-Kutta methods the region of absolute stability is small and bounded. On the other hand, implicit Runge-Kutta methods have much larger regions of absolute stability and the time step size can be chosen based on the desired accuracy, not due to stability constraints. In order to avoid the high computational costs for general implicit Runge-Kutta methods, often so-called diagonal implicit Runge-Kutta (DIRK) methods are used, where \( \Lambda \) is a lower triangular matrix [19]. This uncouples the system of equations to be solved into a sequence of \( s \) systems.
The function
\[ R(z) = 1 + z\beta^T (I_s - z\Lambda)^{-1} \mathbb{1}_s = \frac{\det(I_s - z(\Lambda - \mathbb{1}_s\beta^T))}{\det(I_s - z\Lambda)} \] (2.6)
is called the stability function of the Runge-Kutta method given by [2.5]. Here, \( \mathbb{1}_s \) denotes the vector \( \mathbb{1}_s = (1, \ldots, 1)^T \) consisting of \( s \) ones. When a Runge-Kutta method is applied to the linear differential equation \( y' = \lambda y \) the iteration is given by \( y_k = R(z)y_{k-1} \) with \( z = \omega\lambda \). The method is said to be A-stable if all \( z \) with \( \text{Re}(z) < 0 \) are in the domain of absolute stability, that is the set of all \( z = \omega\lambda \) with \( |R(z)| < 1 \).

2.2. The ADI method

Here we introduce the ADI iteration for the Lyapunov equation based on [20, 5]. The goal is to approximate the \( n \times n \) solution \( P \) of the Lyapunov equation (1.1) in factored form \( ZZ^T \approx P \), where \( Z \in \mathbb{R}^{n \times mN} \) with \( mN \ll n \).

The ADI iteration for computing the solution of (1.1) is given by
\[
\begin{align*}
X_0 &= 0, \\
(A + \alpha_j I_n)X_j &= -BB^T - X_{j-1}(A^T - \alpha_j I_n), \\
(A + \alpha_j I_n)X_j^H &= -BB^T - X_j^{H\frac{1}{2}} (A^T - \alpha_j I_n),
\end{align*}
\]
with complex shift parameters \( \alpha_1, \ldots, \alpha_N \in \mathbb{C}_- \). For a certain choice of shift parameters the iterates \( X_j \) will converge to \( P \). Reformulating this iteration into a single step, writing the iterates \( X_j = Z_jZ_j^H \) in factored form and applying some algebraic manipulations (see [20 Chp. 3.2] for the details) one obtains the iteration
\[
\begin{align*}
V_1 &= (A + \alpha_1 I_n)^{-1}B, Z_1 = \sqrt{-2\text{Re}(\alpha_1)}V_1, \\
V_j &= V_{j-1} - (\alpha_j + \overline{\alpha_{j-1}})(A + \alpha_j I_n)^{-1}V_{j-1}, \\
Z_j &= [Z_{j-1}, \sqrt{-2\text{Re}(\alpha_j)}V_j].
\end{align*}
\]

With the findings from [20 Chp. 3.2.4] respectively, the iteration results in Algorithm 1. Please note that \( Z_j \) grows in each iteration step by a block of \( m \) columns.

---

**Algorithm 1** Low rank ADI iteration [20, Alg. 3.2, \( E = I_n \)]

**Input:** \( A \in \mathbb{R}^{n \times n} \) stable, \( B \in \mathbb{R}^{n \times m} \), parameters \( \{\alpha_1, \ldots, \alpha_N\} \in \mathbb{C}_- \)

**Output:** \( Z \in \mathbb{C}^{n \times mN} \) with \( ZZ^H \approx P \)

1. initialize \( W_0 = B, Z_0 = [ ] \)
2. for \( j = 1, \ldots, N \) do
   3. solve \((A + \alpha_j I_n)V_j = W_{j-1}\) for \( V_j \)
   4. \( W_j = W_{j-1} - 2\text{Re}(\alpha_j)V_j \)
   5. update \( Z_j = [Z_{j-1}, \sqrt{-2\text{Re}(\alpha_j)}V_j] \)
3. end for
4. \( Z = Z_N \)

---

As the shift parameters \( \alpha_j \) are complex numbers, the iterates \( V_j \) (and thus \( Z_j \)) are complex-valued matrices. This can be avoided if the set of shift parameters is proper, i.e.
closed under complex conjugation such that complex shift parameters appear in pairs with their complex conjugated version.

We will briefly present the realification approach from [4] in the revised form of [20, Chp. 4.1.4]. It is denoted M4 in [20, Chp. 4.1.5]. Let $\alpha_j$ be a complex shift and $\alpha_{j+1} = \overline{\alpha_j}$. Instead of performing two separate steps, one with the shift $\alpha_j$ and one with $\alpha_{j+1}$, a double step involving $\alpha_j$ and $\alpha_{j+1}$ will be used. That is, the block $\hat{Z} = \sqrt{-2 \text{Re}(\alpha_j)} [V_j \quad V_{j+1}]$ of $2m$ columns is added to the current iterate $Z_{j-1}$. This is still a complex matrix, but it can be replaced by a real one. For this, note that

$$V_{j+1} = V_j + \frac{2 \text{Re}(\alpha_j)}{\text{Im}(\alpha_j)} \text{Im}(V_j).$$

Let

$$J = \begin{bmatrix} 1 & 1 \\ i & \text{Re}(\alpha_j) \text{Im}(\alpha_j) - i \end{bmatrix} \quad \text{and} \quad L = \sqrt{2} \begin{bmatrix} 1 & 0 \\ \text{Re}(\alpha_j) \text{Im}(\alpha_j) & \sqrt{\text{Re}(\alpha_j)^2 + 1} \end{bmatrix}. \quad (2.7)$$

Then the block $\hat{Z}$ of $2m$ columns that is added to the factor $Z_{j-1}$ can be written as

$$\hat{Z} = \sqrt{-2 \text{Re}(\alpha_j)} \left[ \text{Re}(V_j) \quad \text{Im}(V_j) \right] (J \otimes I_m).$$

Observing that

$$J J^H = \begin{bmatrix} 2 \text{Re}(\alpha_j) \text{Im}(\alpha_j) & 2 \text{Re}(\alpha_j) \text{Im}(\alpha_j)^2 + 2 \\ 2 \text{Re}(\alpha_j) \text{Im}(\alpha_j)^2 - 2 \text{Re}(\alpha_j) \text{Im}(\alpha_j)^2 + 2 \end{bmatrix} = LL^H,$$

we can use $\hat{Z} = \sqrt{-2 \text{Re}(\alpha_j)} \left[ \text{Re}(V_j) \quad \text{Im}(V_j) \right] (L \otimes I_m)$ instead of $\hat{Z}$, as $\hat{Z} \hat{Z}^H = \hat{Z} \hat{Z}^H$.

Altogether, to keep the iterates real, the columns

$$\sqrt{-2 \text{Re}(\alpha_j)} \cdot \sqrt{2} \left[ \text{Re}(V_j) + \frac{\text{Re}(\alpha_j)}{\text{Im}(\alpha_j)} \text{Im}(V_j) \sqrt{\text{Re}(\alpha_j)^2 + 1} \cdot \text{Im}(V_j) \right]$$

are added to the iterate $Z_{j-1}$, yielding the same approximation $Z_{j+1}$ as two steps of Algorithm [1] with shifts $\alpha_j$ and $\alpha_{j+1} = \overline{\alpha_j}$, but with real approximate Cholesky factors.

We refrain from stating the ADI iteration for solving the Sylvester equation (1.3) as we will not make explicit use of it. Please see, e.g., [20] for a detailed description of a residual based variant or [30] for an outline of the development of the ADI iteration for Sylvester equations.

3. Lyapunov equation

In this section we will derive an ODE-based approximation of the solution $P$ (1.2) of the Lyapunov equation (1.1). The ODE will be solved via a Runge-Kutta method. The equivalence of our method to the ADI method Algorithm [1] for certain special Runge-Kutta methods will be discussed.

For reasons of simplicity we will not consider (1.1) in full generality, only matrices $B = b \in \mathbb{R}^{n \times 1}$ with one column will be considered. The general case $B = [b_1, \ldots, b_m] \in \mathbb{R}^{n \times m}$
\( \mathbb{R}^{n \times m} \) can be reduced to
\[
P = \int_0^\infty e^{At} B B^T e^{At} \, dt = \sum_{i=1}^m \int_0^\infty e^{At} b_i b_i^T e^{At} \, dt. \tag{3.1}
\]

Thus, our results extend to the case \( m > 1 \) easily.

We will make use of the time dependent Gramian \( P(t) \) which is given by
\[
P(t) := \int_0^t e^{A\tau} b b^T e^{A\tau} \, d\tau = \int_0^t h(\tau) h(\tau)^T \, d\tau
\]
where \( h(t) := e^{A t} b. \) The functions \( P(t) \) and \( h(t) \) are the solutions of the system of ODEs
\[
\frac{d}{dt} P(t) = h(t) h(t)^T, \quad P(0) = 0, \quad \frac{d}{dt} h(t) = A h(t), \quad h(0) = b. \tag{3.2}
\]

Vectorizing (3.2) allows to write the system in the form (2.2)
\[
\frac{d}{dt} \begin{bmatrix} \text{vec}(P(t)) \vline h(t) \end{bmatrix} = \begin{bmatrix} \text{vec}(h(t) h(t)^T) \\ A h(t) \end{bmatrix} = f(t, y(t)) \tag{3.3}
\]
for the high dimensional solution function \( y(t) = [\text{vec}(P(t))^T \ h(t)^T]^T \), \( y: \mathbb{R} \to \mathbb{R}^{n^2 + n} \) which needs to be determined. Clearly, \( y(0) = [0^T \ b^T]^T \).

### 3.1. Approximating \( P \) by Runge-Kutta methods

In order to solve (3.3), we will make use of a Runge-Kutta method with tableau (2.5). For ease of notation, we will use \( y(t) = [v(t)^T \ h(t)^T]^T \), that is, \( v(t) = \text{vec}(P(t)) \).

Moreover, the vector \( k^{(j)}_t \) (2.4) is written in block form
\[
k^{(j)}_t = \begin{bmatrix} \hat{k}^{(j)}_t \\ \tilde{k}^{(j)}_t \end{bmatrix}
\]
corresponding to the two blocks of \( y(t) = [v(t)^T \ h(t)^T]^T \). We obtain
\[
v_j = v_{j-1} + \omega_j \sum_{i=1}^s \beta_i \hat{k}^{(j)}_{i}, \quad v_0 = 0 \in \mathbb{R}^{n^2},
\]
\[
h_j = h_{j-1} + \omega_j \sum_{i=1}^s \beta_i \tilde{k}^{(j)}_{i}, \quad h_0 = b \in \mathbb{R}^n,
\]
with
\[
k^{(j)}_t \begin{bmatrix} \hat{k}^{(j)}_t \\ \tilde{k}^{(j)}_t \end{bmatrix} = f \left( t, h_{j-1} + \omega_j \sum_{i=1}^s \lambda_i \tilde{k}^{(j)}_{i} \right) = \begin{bmatrix} \text{vec} \left( \left( h_{j-1} + \omega_j \sum_{i=1}^s \lambda_i \tilde{k}^{(j)}_{i} \right) (h_{j-1} + \omega_j \sum_{i=1}^s \lambda_i \tilde{k}^{(j)}_{i})^T \right) \\ A h_{j-1} + \omega_j \sum_{i=1}^s \lambda_i \tilde{A} \tilde{k}^{(j)}_{i} \end{bmatrix}. \tag{3.5}
\]
Please note the use of $H$ instead of $T$ in the expression above due to the possibly complex valued $\lambda_{ij}$. Moreover, note that the expression in (3.5) does not involve $\tilde{k}_i^{(j)}$.

**Remark 1.** Another idea to solve (3.2) is to employ two different $s$-stage Runge-Kutta methods, e.g., a Butcher tableau with $\Lambda$ and $\beta$ for $h(t)$ and a second Butcher tableau with $\hat{\Lambda}$ and $\hat{\beta}$ for $P(t)$. The only difference to (3.4) and (3.5) as above is that in (3.4) the equation for $v_j$ changes to $v_j = v_{j-1} + \omega_j \sum_{i=1}^{s} \beta_i \hat{k}_i^{(j)}$. The matrix $\Lambda$ does not appear as the right hand side of $P'(t) = h(t)h(t)^T$ does not depend on $P(t)$. We do not consider this any further here, as it would turn out in Section 3.2 that $\hat{\beta}$ has to be chosen as $\hat{\beta} = \beta$.

De-vectorizing the first equation of (3.4) we obtain the iteration

$$P_j = P_{j-1} + \omega_j \sum_{i=1}^{s} \beta_i b_i^{(j)}(b_i^{(j)})^H, \quad j = 1, \ldots, N$$

(3.6)

with $P_0 = 0 \in \mathbb{R}^{n \times n}$, $h_0 = b \in \mathbb{R}^n$ and

$$b_i^{(j)} = h_{j-1} + \omega_j \sum_{\ell=1}^{s} \lambda_{i\ell} \hat{k}_\ell^{(j)},$$

$$\hat{k}_i^{(j)} = Ah_{j-1} + \omega_j \sum_{\ell=1}^{s} \lambda_{i\ell} Ak_\ell^{(j)} = Ah_i^{(j)}$$

for $i = 1, \ldots, s$. Please note that due to $A \in \mathbb{C}^{s \times s}$ and $\beta \in \mathbb{C}^s$ all iterates $b_i^{(j)}$, $h_j$ as well as $\hat{k}_i^{(j)}$ will be complex valued vectors, while $P_j \in \mathbb{C}^{n \times n}$, $j = 1, \ldots, N$.

First all $\hat{k}_i^{(j)}$, $i = 1, \ldots, s$ need to be determined for a given $j$. Then the corresponding iterates $b_i^{(j)}$, $P_j$ and $h_j$ can be computed. Let $K_j = [\hat{k}_1^{(j)}, \ldots, \hat{k}_s^{(j)}]$. Then we have

$$K_j = [Ah_{j-1}, \ldots, Ah_{j-1}] + \omega_j AK_j h_{j-1}. \quad (3.7)$$

Via vectorization (3.7) is reformulated as a linear system of equations of size $ns \times ns$

$$(I_{ns} - \omega_j (\Lambda \otimes A)) \text{vec}(K_j) = [(Ah_{j-1})^T, \ldots, (Ah_{j-1})^T]^T \quad (3.8)$$

(3.9)

Let $\mu_1, \ldots, \mu_s$ and $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $\Lambda$ and $A$ respectively. Then the eigenvalues of $I_{ns} - \omega_j (\Lambda \otimes A)$ are given by $1 - \omega_j \mu_p \lambda_q$, $p = 1, \ldots, s$, $q = 1, \ldots, n$. Thus the solution of (3.8) is unique if and only if

$$\mu_p \neq \frac{1}{\omega_j \lambda_q} \quad (3.10)$$

for all $p = 1, \ldots, s$ and $q = 1, \ldots, n$. Thus, in case we require $\Lambda$ to be chosen such that $\mu_p \in \mathbb{C}_+$, (3.8) has an unique solution.
An alternative to determining $K_j$ is given by the relation $K_j = A\mathcal{H}_j$ with $\mathcal{H}_j = [b_1^{(j)}, \ldots, b_s^{(j)}]$. This implies that

$$\mathcal{H}_j = [h_{j-1}, \ldots, h_{j-1}] + \omega_j A\mathcal{H}_j \Lambda^T$$

(3.11)

needs to be solved. One way to realize this is, e.g., by vectorizing the equation to transform it into a linear system of equations with the same coefficient matrix $I_{n s} - \omega_j (\Lambda \otimes A)$ as above. This system of equations can be solved uniquely if and only if the eigenvalues of $\Lambda$ and $A$ satisfy (3.10). In particular, note that, as for (3.8), we can not choose $\Lambda$ arbitrarily, at least (3.10) has to hold.

With the help of $K_j$ and $\mathcal{H}_j$ (3.6) can be written as

$$P_j = P_{j-1} + \omega_j \mathcal{H}_j \text{diag}(\beta) \mathcal{H}_j^H,$$

$$h_j = h_{j-1} + \omega_j K_j \beta,$$

(3.12)

where $\beta \in \mathbb{C}^s$ is as in (2.5). As

$$P_j^H = P_{j-1}^H + \omega_j \mathcal{H}_j \text{diag}(\beta) \mathcal{H}_j^H,$$

$P_j$ is only Hermitian in case $\beta \in \mathbb{R}^s$. If in addition $\beta \in \mathbb{R}_+^s$, then we can decompose $\omega_j \text{diag}(\beta)$ into $\text{diag}(\omega_j \beta) \frac{1}{2} \text{diag}(\omega_j \beta) \frac{1}{2}$ where $\text{diag}(\omega_j \beta) \frac{1}{2} \in \mathbb{R}^{s \times s}$ denotes the diagonal matrix with diagonal entries $\sqrt{\omega_j \beta_i}$, $i = 1, \ldots, s$. This allows to express $\omega_j \mathcal{H}_j \text{diag}(\beta) \mathcal{H}_j^H$ as

$$\omega_j \mathcal{H}_j \text{diag}(\beta) \mathcal{H}_j^H = \left(\mathcal{H}_j \text{diag}(\omega_j \beta) \frac{1}{2}\right) \left(\mathcal{H}_j \text{diag}(\omega_j \beta) \frac{1}{2}\right)^H.$$

Thus, for $\beta \in \mathbb{R}_+^s$, $P_j$ is by construction a positive semi-definite matrix and can be expressed as $P_j = Z_j Z_j^H$ for some complex valued matrix $Z_j$. Hence we have

$$Z_j Z_j^H = Z_{j-1} Z_{j-1}^H + \omega_j \mathcal{H}_j \text{diag}(\beta) \mathcal{H}_j^H$$

(3.13)

$$= \left[Z_{j-1}, \mathcal{H}_j \text{diag}(\omega_j \beta) \frac{1}{2}\right] \left[Z_{j-1}, \mathcal{H}_j \text{diag}(\omega_j \beta) \frac{1}{2}\right]^H$$

where $\text{diag}(\omega_j \beta) \frac{1}{2} \in \mathbb{C}^{s \times s}$ denotes the diagonal matrix with diagonal entries $\sqrt{\omega_j \beta_i}$, $i = 1, \ldots, s$.

Instead of iterating on $P_j$ as in (3.12), the above observation allows us in case $\beta \in \mathbb{R}_+^s$ to iterate on the low rank factor

$$Z_j = [Z_{j-1}, \mathcal{H}_j \text{diag}(\omega_j \beta) \frac{1}{2}] \in \mathbb{C}^{n \times js}$$

which gains $s$ additional columns in every iteration step. The procedure to obtain the Gramian approximation described in this section is summarized in Algorithm 2. We need to require that $\beta \in \mathbb{R}_+^s$, such that $P_j$ is positive semi-definite and that the eigenvalues of $\Lambda$ satisfy (3.10) in order to ensure that all linear system solves have a unique solution. In case $N$ is such that $sN$ is less than $n$, then $Z_j$ are low rank factors of $P_j$, $j = 1, \ldots, N$.

### 3.2. Runge-Kutta methods which preserve an algebraic invariant

Next we will take a closer look at all possible Butcher tableaus in order to derive additional conditions for suitable methods.
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Algorithm 2 Low rank solution to (1.1) via an s-stage Runge-Kutta method

\textbf{Input:} $A \in \mathbb{R}^{n \times n}$ stable, $b \in \mathbb{R}^n$, positive time step sizes $\{\omega_1, \ldots, \omega_N\}$ and a Butcher tableau (2.5) with $\Lambda \in \mathbb{C}^{s \times s}$ and $\beta \in \mathbb{R}_+^s$ which satisfies (3.10)

\textbf{Output:} $Z \in \mathbb{C}^{n \times sN}$ with $ZZ^H \approx \mathcal{P}$

\begin{enumerate}
  \item initialize $h_0 = b$, $Z_0 = []$
  \item for $j = 1, \ldots, N$ do
    \begin{enumerate}
      \item solve $K_j = [Ah_{j-1}, \ldots, Ah_{j-1}] + \omega_j A K_j A^T$ for $K_j \in \mathbb{C}^{n \times s}$
      \item $H = [h_{j-1}, \ldots, h_{j-1}] + \omega_j K_j A^T$
      \item update $Z_j = [Z_{j-1}, H \ diag(\omega_j \beta)]$
      \item $h_j = h_{j-1} + \omega_j K_j \beta$
    \end{enumerate}
  \item $Z = Z_N$
\end{enumerate}

First, observe that the time dependent Gramian $P(t)$ will not exactly satisfy (1.1), a residual, the so-called Lyapunov residual, will remain

$$L(t) = AP(t) + P(t)A^T + bb^T.$$ 

Next, reconsider the derivative of $P(t)$ (3.2)

$$\frac{d}{dt} P(t) = h(t) h(t)^T$$

$$= h(0) h(0)^T + \int_0^t \frac{d}{d\tau} h(\tau) h(\tau)^T \ d\tau$$

$$= bb^T + \int_0^t (Ah(\tau) h(\tau)^T + h(\tau) h(\tau)^T A^T) \ d\tau$$

$$= bb^T + A \int_0^t h(\tau) h(\tau)^T \ d\tau + \int_0^t h(\tau) h(\tau)^T A^T$$

$$= bb^T + AP(t) + P(t)A^T.$$ 

Thus, we have

$$L(t) = AP(t) + P(t)A^T + bb^T = h(t) h(t)^T,$$ 

for all $t$. Obviously, due to the right-hand side, the Lyapunov residual is of rank one.

Our key idea is to use only those Butcher tableaus which guarantee that the iterates $P_j = Z_j Z_j^H$ and $h_j$ satisfy the algebraic invariant (3.14) in the sense

$$AP_j + P_j A^T + bb^T = h_j h_j^H.$$ 

Please note, that as $\Lambda \in \mathbb{C}^{s \times s}$ and $\beta \in \mathbb{C}^s$, our iterates $P_j$ and $h_j$ may be complex valued and thus, we need to modify $T$ in (3.14) to $H$ in (3.15).

Before we discuss which Butcher tableaus allow for (3.15) let us give an interpretation of (3.14) and (3.15). Consider all tuples $(P, h)$, for which the invariant (3.15) is satisfied. They are located on the manifold

$$\mathcal{M} \coloneqq \{(P, h) \mid P \in \mathbb{C}^{n \times n}, h \in \mathbb{C}^{n \times 1}, AP + PA^T + bb^T - hh^H = 0\}.$$ 
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The solution \( (P(t), h(t)) \) of (3.2) lies on \( \mathcal{M} \) for all times \( t \in \mathbb{R} \) because of (3.14). As the Lyapunov residual (3.14) is of rank one we will call \( \mathcal{M} \) the rank-one residual manifold.

The time dependent Gramian evolves on the rank-one residual manifold with \( h(t) \to 0 \) for \( t \to \infty \); see Fig. 1. Enforcing (3.15) for the iterates \((P_j, h_j)\), in general we obtain \( P_j \) which do not approximate the trajectory of the time dependent Gramian \( P(t) \) but which are located on \( \mathcal{M} \). Therefore the approximation \( P_N \approx P \) is good when the iterate \( h_N \) is small, because then the tuple \( (P_N, h_N) \in \mathcal{M} \) is located close to \( (P, 0) \in \mathcal{M} \).

**Theorem 2.** Let \( A \in \mathbb{R}^{n \times n} \) be stable, \( b \in \mathbb{R}^n \) and \( \omega_i > 0, i = 1, \ldots, j \). Consider a Butcher tableau (2.5) with \( \Lambda \in \mathbb{C}^{s \times s} \) and \( \beta \in \mathbb{R}^s_+ \) which satisfies (3.10). After \( j \) steps of Algorithm 2 the equation

\[
AP_j + P_j A^T + bb^T = h_j h_j^H + \sum_{i=1}^{j} \omega_i^2 K_i \left( \text{diag}(\beta)\overline{X} + \Lambda^T \text{diag}(\beta) - \beta \beta^T \right) K_i^H
\]

holds for \( P_j = Z_j Z_j^H \). Thus for \( K_i \neq 0, i = 1, \ldots, j \), the iterates \( P_j \) and \( h_j \) satisfy (3.15) if and only if

\[
\text{diag}(\beta)\overline{X} + \Lambda^T \text{diag}(\beta) - \beta \beta^T = 0
\]

holds.

**Proof.** For \( j = 0 \) the statement is obviously true as \( P_0 = Z_0 Z_0^T = 0 \) and \( h_0 = b \).

For \( j \in \mathbb{N} \) we first use (3.13) and then inductively (3.16) for \( j - 1 \)

\[
AP_j + P_j A^T + bb^T = AP_{j-1} + P_{j-1} A^T + bb^T + \omega_j A H_j \text{diag}(\beta) H_j^H + \omega_j H_j \text{diag}(\beta) H_j^H A^T
\]

\[
= h_{j-1} h_{j-1}^H + \sum_{i=1}^{j-1} \omega_i^2 K_i \left( \text{diag}(\beta)\overline{X} + (\text{diag}(\beta)A)^T - \beta \beta^T \right) K_i^H + \omega_j A H_j \text{diag}(\beta) H_j^H + \omega_j H_j \text{diag}(\beta) H_j^H A^T.
\]

Figure 1: Solution of \( \dot{h} = Ah, \dot{P} = hh^T \) and iterates from Algorithm 2 evolving on the rank-one residual manifold \( \mathcal{M} \).
Using $A H_j = K_j$ and expanding $H_j$ as in (3.11) we obtain

$$A H_j \text{ diag}(\beta) H_j^T = K_j \text{ diag}(\beta) (W_{j-1} + \omega_j K_j \Lambda^T)^H$$

$$= K_j \beta h_{j-1}^H + \omega_j K_j \text{ diag}(\beta) \bar{A} K_j^H.$$ 

Inserting this in (3.18) and adding a zero we find

$$AP_j + P_j A^T + b b^T$$

$$= h_{j-1} h_j^H - 1 + \sum_{i=1}^{j-1} \omega_i^2 K_i \left( \text{diag}(\beta) \bar{A} + \text{diag}(\beta) \Lambda^T \right) - \beta \beta^T \right) K_i^H$$

$$+ \omega_j K_j \beta h_{j-1}^H + \omega_j h_{j-1} \beta^T K_j^H + \omega_j^2 K_j \beta \beta^T K_j^H$$

$$= h_{j-1} h_j^H - 1 + \omega_j K_j \beta h_{j-1}^H + \omega_j h_{j-1} \beta^T K_j^H + \omega_j^2 K_j \beta \beta^T K_j^H$$

$$+ \omega_j^2 K_j \left( \text{diag}(\beta) \bar{A} + \text{diag}(\beta) \Lambda^T \right) - \beta \beta^T \right) K_j^H$$

$$+ \sum_{i=1}^{j-1} \omega_i^2 K_i \left( \text{diag}(\beta) \bar{A} + \text{diag}(\beta) \Lambda^T \right) - \beta \beta^T \right) K_i^H$$

$$= h_j h_j^H + \sum_{i=1}^{j} \omega_i^2 K_i \left( \text{diag}(\beta) \bar{A} + \text{diag}(\beta) \Lambda^T \right) - \beta \beta^T \right) K_i^H,$$

as $h_j = h_{j-1} + \omega_j K_j \beta$. This proves the first statement. With $K_i \neq 0$ and $\omega_i > 0$ for $i = 1, \ldots, j$, the second statement is immediate. This concludes the proof.

There are numerous Butcher tableaus for which (3.17) holds. First, observe that the diagonal entries of the equation $\text{diag}(\beta) \bar{A} + \text{diag}(\beta) \Lambda^T - \beta \beta^T = 0$ imply that

$$\beta_j \bar{A}_{jj} + \beta_j \Lambda_{jj} - \beta_j^2 = \beta_j (2 \text{Re}(\Lambda_{jj}) - \beta_j) = 0$$

for $j = 1, \ldots, s$. Thus either $\beta_j = 0$, or

$$\beta_j = 2 \text{Re}(\Lambda_{jj}), \quad j = 1, \ldots, s.$$

As $\beta_j \in \mathbb{R}_+$ is required, this implies that the diagonal elements of $\Lambda$ have to be in $\mathbb{C}_+$ whenever (3.17) is required.

The simplest 1-stage Butcher tableaus satisfying (3.17) are given for an arbitrary (complex) number $\mu \in \mathbb{C}$ by

$$\Lambda = \mu, \quad \beta = 2 \text{Re}(\mu).$$

The implicit midpoint rule

$$\Lambda = \frac{1}{2}, \quad \beta = 1$$

is a prominent example of such a 1-stage tableau. A simple 2-stage tableau which satisfies (3.17) is the 2-stage implicit Runge-Kutta method

$$\Lambda = \left[ \begin{array}{ccc} \frac{1}{4} & \frac{1}{2} & \frac{1}{4} \\ \frac{1}{4} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{array} \right], \quad \beta = \left[ \begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array} \right].$$
The latter two methods belong to the family of Gauss-Legendre methods which are special $s$-stage implicit Runge-Kutta methods based on Gauss-Legendre quadrature. For $s \in \mathbb{N}$, the respective method is unique and satisfies (3.17), see [18, Lemma 5.3] and the subsequent corollary, where the matrix $M$ corresponds to the left-hand side of (3.17).

Another family of methods for which (3.17) holds is given by DIRK methods of the form

$$
\Lambda = \begin{bmatrix}
\mu_1 & 0 & 0 & \cdots & \cdots & 0 \\
2 \text{Re}(\mu_1) & \mu_2 & 0 & \cdots & \cdots & 0 \\
2 \text{Re}(\mu_1) & 2 \text{Re}(\mu_2) & \mu_3 & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
2 \text{Re}(\mu_1) & 2 \text{Re}(\mu_2) & \cdots & \cdots & 2 \text{Re}(\mu_{s-1}) & \mu_s
\end{bmatrix}, \quad \beta = \begin{bmatrix}
2 \text{Re}(\mu_1) \\
2 \text{Re}(\mu_2) \\
\vdots \\
2 \text{Re}(\mu_s)
\end{bmatrix}
$$

with $\mu_1, \ldots, \mu_s \in \mathbb{C}_+$. In this case, it is easy to verify whether the necessary and sufficient condition (3.10) is satisfied for all $p = 1, \ldots, s$ and $q = 1, \ldots, n$. As $\lambda_q$ is an eigenvalue of the stable matrix $A$, we have $\text{Re}(\lambda_q) < 0$. Thus, for stable $A$ any DIRK method with a tableau (3.19) satisfies (3.10).

### 3.3. Varying Butcher tableaus instead of one fixed Butcher tableau

Now we change the point of view on the Runge-Kutta methods. So far we have used the same tableau with $\Lambda, \beta$ in every iteration step. The time step sizes $\omega_j$ for $j = 1, \ldots, N$ may vary. In the following we allow for varying tableaus with $\Lambda(j) \in \mathbb{C}^{s \times s}$, $\beta(j) \in \mathbb{C}^s$ during the iteration, in particular the matrices $\Lambda(j)$ do not need to have the same eigenvalues. This implies the iteration

$$
y_j = y_{j-1} + \omega_j \sum_{i=1}^s \beta_i^{(j)} k_i^{(j)}, \quad j = 1, \ldots, N,
$$

$$
k_i^{(j)} = f \left( t_{j-1} + \gamma_i^{(j)}, y_{j-1} + \omega_j \sum_{\ell=1}^s \Lambda_{i\ell}^{(j)} k_{\ell}^{(j)} \right), \quad i = 1, \ldots, s,
$$

instead of (2.3) and (2.4).

Clearly, we would like to choose $\Lambda(j), \beta(j)$ such that (3.17) is satisfied. In that case, $\omega_j \Lambda(j), \omega_j \beta(j)$ also satisfy (3.17). Thus, there is no need for choosing a different time step size in every iteration step, this is in a sense already dealt with by allowing different $\Lambda(j), \beta(j)$ in every iteration step. Therefore, we set $\omega_j = 1$ for $j = 1, \ldots, N$, whenever we allow for different $\Lambda(j), \beta(j)$ in every iteration step,
Algorithm 2 has to be modified accordingly. In step 3 and 4 the term $\omega_jA$ has to be replaced by $\Lambda^{(i)}$, while in step 5 and 6 the term $\omega_j\beta$ has to be replaced by $\beta^{(i)}$. Apparently Theorem 2 remains true even when different tableaus are used in every step as long as (3.17) holds for $\Lambda^{(i)}$ and $\beta^{(i)}$, $i = 1, \ldots, j$. In its proof the tableaus $\Lambda$, $\beta$ have to be replaced as described above for Algorithm 2.

### 3.4. 1-stage Runge-Kutta methods

Let us consider the case $s = 1$ and the Butcher tableau with $\Lambda^{(1)} = \mu_j \in \mathbb{C}_+$ and $\beta^{(1)} = 2 \text{Re}(\mu_j) \in \mathbb{R}_+$. With the condition $\text{Re}(\mu_j) > 0$ we make sure (3.10) is satisfied and all linear systems solves in Algorithm 2 will have a unique solution.

For $s = 1$, in step 3 of Algorithm 2 the $n \times n$ linear system of equations

$$(I - \mu_j A) K_j = Ah_{j-1}$$

has to be solved to obtain $K_j$. This approach is summarized in Algorithm 3.

**Algorithm 3** Low rank solution to (1.1) via 1-stage Runge-Kutta methods

**Input:** $A \in \mathbb{R}^{n \times n}$ stable, $b \in \mathbb{R}^n$, parameters $\{\mu_1, \ldots, \mu_N\} \subset \mathbb{C}_+$

**Output:** factor $Z \in \mathbb{C}^{n \times N}$ with $ZZ^H \approx P$

1: initialize $h_0 = b$, $Z_0 = [ ]$
2: for $j = 1, \ldots, N$ do
3: solve $(I - \mu_j A) K_j = Ah_{j-1}$ for $K_j \in \mathbb{C}^{n \times 1}$
4: $H_j = h_{j-1} + \mu_j K_j$
5: update $Z_j = [Z_{j-1}, \sqrt{2 \text{Re}(\mu_j) H_j}]$
6: $h_j = h_{j-1} + 2 \text{Re}(\mu_j) K_j$
7: end for
8: $Z = Z_N$

Algorithm 3 is equivalent to Algorithm 1 (with $m = 1$) as shown in the following theorem.

**Theorem 3.** Let $A \in \mathbb{R}^{n \times n}$ be stable and $B = b \in \mathbb{R}^{n \times 1}$ (that is, $m = 1$ in Algorithm 1). Let the parameters in Algorithm 3 and Algorithm 1 be chosen such that $\alpha_j = -\mu_j^{-1} \in \mathbb{C}$ for $j = 1, \ldots, N$. Let $W_0 = b$ and $V_j$, $j = 1, \ldots, N$ be determined by Algorithm 1. Let $h_0 = b$ and $h_j$, $j = 1, \ldots, N$ be determined by Algorithm 3. Then $W_j = c_j h_j$ and $\sqrt{-2 \text{Re}(\alpha_j)V_j} = d_j \sqrt{2 \text{Re}(\mu_j) H_j}$ holds for some constants $c_j, d_j \in \mathbb{C}$ with $|c_j| = |d_j| = 1$. Thus the approximation $Z_j Z_j^H \approx P$ to the Gramian is the same in every step of both algorithms.

**Proof.** The initialization of the algorithms gives us $W_0 = b = h_0$ and thus $c_0 = 1$.

From (3.11) with $s = 1$ and $\omega_j A = \mu_j$ we find $H_j = h_{j-1} + \mu_j A H_j$ and thus

$$H_j = (I_n - \mu_j A)^{-1} h_{j-1}.$$  

Making use of step 4 in Algorithm 3 we obtain

$$(I_n - \mu_j A)^{-1} h_{j-1} = H_j = h_{j-1} + \mu_j K_j. \quad (3.20)$$
Via induction we find from $W_{j-1} = c_{j-1}h_{j-1}$ for $W_j$ as in Algorithm 3,
\[ W_j = W_{j-1} - 2 \text{Re}(\alpha_j)V_j \]
\[ = W_{j-1} - 2 \text{Re}(\alpha_j)(A + \alpha_jI_n)^{-1}W_{j-1} \]
\[ = c_{j-1}h_{j-1} - 2 \text{Re}(-\mu_j^{-1})(A - \mu_j^{-1}I_n)^{-1}c_{j-1}h_{j-1} \]
\[ = c_{j-1}(h_{j-1} + 2 \text{Re}(\mu_j)^{-1})(I_n - \mu_jA)^{-1}h_{j-1}) \]
\[ = c_{j-1}(h_{j-1} + 2 \text{Re}(-\mu_j)^{-1}c_{j-1}h_{j-1}) + 2 \text{Re}(\mu_j)K_j) \]
\[ = c_{j-1}(1 - 2 \text{Re}(\mu_j^{-1})h_{j-1} - 2 \text{Re}(\mu_j)^{-1})c_{j-1}h_{j-1} + 2 \text{Re}(\mu_j)K_j) \]
\[ = -c_{j-1} \frac{\mu_j}{\mu_j} (h_{j-1} + 2 \text{Re}(\mu_j)K_j) \]
\[ = c_jh_j \]
with $1 - 2 \text{Re}(\mu_j^{-1})\mu_j = -\frac{\mu_j}{\mu_j^2}, -2 \text{Re}(\mu_j^{-1})\mu_j^2 = -\frac{\mu_j}{\mu_j^2}2 \text{Re}(\mu_j)$ and $c_j := -c_{j-1}\frac{\mu_j}{\mu_j^2}$.

Further we find for $V_j$ as in Algorithm 1,
\[ \sqrt{-2 \text{Re}(\alpha_j)V_j} = \sqrt{-2 \text{Re}(\alpha_j)(A + \alpha_jI_n)^{-1}W_{j-1}} \]
\[ = \sqrt{2 \text{Re}(\mu_j^{-1})\mu_jA - I_n)^{-1}W_{j-1}} \]
\[ = -\sqrt{2 \text{Re}(\mu_j)|\mu_j|^{-2}h_{j-1} + 2 \text{Re}(\mu_j)} \]
\[ = d_j \sqrt{2 \text{Re}(\mu_j)h_{j-1}} \]
with $d_j := -\frac{\mu_j}{|\mu_j|}c_{j-1}$. The observation $c_j\overline{v_j} = d_j\overline{a_j} = 1$ concludes the proof.\[ \square \]

As Algorithm 3 is equivalent to Algorithm 1, all properties of Algorithm 1 hold for Algorithm 3 as well. In particular, complex valued iterates can be avoided if the set of parameters $\{\mu_j\}_{j=1}^N$ is proper. See Section 2.2, 274, 272, Chp. 4.3, 44 or 20, Chp. 4.1.4 for more.

In order to derive Algorithm 3, we have used different $1 \times 1$-tableaux in each iteration step. In general, larger tableaux allow for more accurate quadrature rules. Hence, their use might lead to an approximation of $\mathcal{P}$ which is more accurate than the one obtained by Algorithm 3. However, as we show next, an algorithm using larger DIRK tableaux can be reduced to Algorithm 3. In particular, $s$ steps with different $1 \times 1$-tableaux $\Lambda^{(i)} = \mu_i$ and $\beta^{(i)} = 2 \text{Re}(\mu_i), i = 1, \ldots, s$ (as in Algorithm 3, $N = s$) are equivalent to one step with a particular $s$-stage DIRK tableau with $\Lambda$ and $\beta$ (as in Algorithm 2). For $s$ steps of Algorithm 3 we have from step 6
\[ h_s = h_{s-1} + 2 \text{Re}(\mu_s)K_s = h_0 + \sum_{i=1}^s 2 \text{Re}(\mu_i)K_i \]
\[ = h_0 + [K_1, \ldots, K_s] \begin{bmatrix} 2 \text{Re}(\mu_1) \\ \vdots \\ 2 \text{Re}(\mu_s) \end{bmatrix} \]
(3.21)
with
\[ K_i = Ah_{i-1} + \mu_i AK_i = Ah_0 + \sum_{j=1}^{i-1} 2 \operatorname{Re}(\mu_j) AK_j + \mu_i AK_i \in \mathbb{C}^{n \times 1} \] (3.22)

for \(i = 1, \ldots, s\). Merging (3.22) for \(i = 1, \ldots, s\) into one equation yields
\[
[K_1, \ldots, K_s] = [Ah_0, \ldots, Ah_0] + [AK_1, \ldots, AK_s]
\]

(3.23)

Hence (3.21) and (3.22) are identical to step 6 and step 3 of Algorithm 2 with \(\omega_1 = 1\), where \([K_1, \ldots, K_s] \in \mathbb{C}^{n \times s}\) from (3.23) corresponds to the \(n \times s\) matrix \(K_1\) in step 3 of Algorithm 2. Thus Algorithm 3 is equivalent to one step of Algorithm 2 with \(s = N\), time step size \(\omega_1 = 1\) and the Butcher tableau (3.19).

In summary, Algorithm 3 is equivalent to the ADI method (Algorithm 1) as well as equivalent to one step of Algorithm 2 for a DIRK method with \(s = N\).

**Theorem 4.** Let \(A \in \mathbb{R}^{n \times n}\) be stable and \(b \in \mathbb{R}^n\). Let \(\mu_j \in \mathbb{C}_+\), \(j = 1, \ldots, s\) be given. Let \(\Lambda \in \mathbb{C}^{s \times s}\) and \(\beta \in \mathbb{R}^s_+\) be as in (3.19). One step of Algorithm 2 with \(\Lambda, \beta\) is equivalent to \(s\) steps of Algorithm 3 with \(N = s\) and equivalent to the ADI method (Algorithm 1) with \(\alpha_j = -\mu_j^{-1}\).

Please note that due to the observation (3.1) we have considered only a vector \(b \in \mathbb{R}^n\) in our discussion and, in particular, in Algorithm 3. However, Algorithm 3 can easily be adapted to a problem with \(B \in \mathbb{R}^{n \times m}\). The vector \(b\) in Algorithm 3 just has to be replaced by a matrix \(B \in \mathbb{R}^{n \times m}\).

### 3.5 A multiplicative update formula for \(h_j\)

We now focus on the iterate \(h_j = h_{j-1} + \omega_j K_j \beta\) as computed in step 6 of Algorithm 2 from a Butcher tableau with \(\Lambda \in \mathbb{C}^{s \times s}\) and \(\beta \in \mathbb{C}^s\), where \(K_j\) is as in (3.7). As before, we will assume that \(\omega_j = 1\) by moving the time step size into the Butcher tableau such that instead of one \(\Lambda\) and \(\beta\) we are now using \(N\) different \(\Lambda^{(j)} \in \mathbb{C}^{s \times s}\) and \(\beta^{(j)} \in \mathbb{C}^s\). Thus we consider \(h_j = h_{j-1} + K_j \beta^{(j)}\). Our goal is to rewrite the update rule as a multiplicative one; \(h_j = M_j h_{j-1}\).
With (3.9) we find
\[
K_j^\beta = ((\beta(j))^T \otimes I_n) \text{vec}(K_j)
\]
\[
= ((\beta(j))^T \otimes I_n)(I_{ns} - \Lambda(j) \otimes A)^{-1}(I_s \otimes A)(I_s \otimes I_n)h_{j-1}
\]
\[
= ((\beta(j))^T \otimes I_n) \left\{ (I_s^{-1} \otimes A^{-1})(I_{ns} - \Lambda(j) \otimes A) \right\}^{-1} (I_s \otimes I_n)h_{j-1}
\]
\[
= ((\beta(j))^T \otimes I_n) \left\{ (I_s^{-1} \otimes A^{-1}) - \Lambda(j) \otimes I_n \right\}^{-1} (I_s \otimes I_n)h_{j-1}
\]
\[
= ((\beta(j))^T \otimes I_n) \left\{ (I_{ns} - \Lambda(j) \otimes A)(I_s^{-1} \otimes A^{-1}) \right\}^{-1} (I_s \otimes I_n)h_{j-1}
\]
\[
= ((\beta(j))^T \otimes I_n)(I_s \otimes A)(I_{ns} - \Lambda(j) \otimes A)^{-1}(I_s \otimes I_n)h_{j-1}
\]
\[
= ((\beta(j))^T \otimes A)(I_{ns} - \Lambda(j) \otimes A)^{-1}(I_s \otimes I_n)h_{j-1}.
\]

With (2.1) we have \( \Lambda(j) \otimes A = Q(A \otimes \Lambda(j))Q^T \) for a perfect shuffle permutation matrix \( Q \in \mathbb{R}^{ns \times ns} \). Moreover, as \( Q \) is orthogonal, it holds that \( I_n \otimes I_s = I_{ns} = QQ^T = Q(I_s \otimes I_n)Q^T \). Hence,
\[
K_j^\beta = ((\beta(j))^T \otimes A) \left\{ Q(I_n \otimes I_s - A \otimes \Lambda(j))Q^T \right\}^{-1} (I_s \otimes I_n)h_{j-1}
\]
\[
= I_n ((\beta(j))^T \otimes A)Q \left\{ I_n \otimes I_s - A \otimes \Lambda(j) \right\}^{-1} Q^T(I_s \otimes I_n)h_{j-1}
\]
\[
= (A \otimes (\beta(j))^T) \left( I_{ns} - A \otimes \Lambda(j) \right)^{-1} (I_n \otimes I_s)h_{j-1}
\]
as the perfect shuffle matrix for a vector is the identity.

Thus the iterate \( h_j \) is obtained from \( h_{j-1} \) via
\[
h_j = M_jh_{j-1} \tag{3.24}
\]
with the iteration matrix
\[
M_j := M_j(A) = I_n + (A \otimes (\beta(j))^T) \left( I_{ns} - A \otimes \Lambda(j) \right)^{-1} (I_n \otimes I_s). \tag{3.25}
\]
The matrix valued function \( M(z) = I_n + (z \otimes \beta^T)(I_{ns} - z \otimes \Lambda)^{-1} (I_n \otimes I_s) \) can be viewed as a generalization of the stability function \( R(z) = 1 + z\beta^T(I - z\Lambda)^{-1} I_s \) of the corresponding Runge-Kutta method.

For a diagonalizable system matrix \( A = VDV^{-1} \) with the matrix of right eigenvectors \( V \) and the diagonal matrix \( D = \text{diag}(\lambda_1, \ldots, \lambda_n) \) containing the eigenvalues of \( A \) on the diagonal, the iteration matrix \( M_j \) from (3.25) simplifies considerably. We define the stability function \( R_{(j)}(z) = 1 + z(\beta(j))^T(I - z\Lambda(j))^{-1} I_s \) for a Runge-Kutta method with
\( M_j \) and \( \beta^{(j)} \) and see

\[
M_j = I_n + (A \otimes (\beta^{(j)})^T) \left( I_n - (A \otimes \Lambda^{(j)}) \right)^{-1} (I_n \otimes I_s)
\]

\[
= I_n + V (D \otimes (\beta^{(j)})^T) (V^{-1} \otimes I_s)
\]

\[
= I_n + V (D \otimes (\beta^{(j)})^T) \left( I_n \otimes I_s - (D \otimes \Lambda^{(j)}) (V^{-1} \otimes I_s) \right)^{-1} (I_n \otimes I_s) V^{-1}
\]

\[
= V \left( I_n + \begin{bmatrix}
\lambda_1 (\beta^{(j)})^T & \cdots & \lambda_n (\beta^{(j)})^T
\end{bmatrix}
\begin{bmatrix}
I_s - \lambda_1 \Lambda^{(j)} & \cdots & \cdots & I_s - \lambda_n \Lambda^{(j)}
\end{bmatrix}^{-1}
\begin{bmatrix}
1_s & \cdots & 1_s
\end{bmatrix}
\right) V^{-1}
\]

\[
= V \left( 1 + \lambda_1 (\beta^{(j)})^T (I_s - \lambda_1 \Lambda^{(j)})^{-1} 1_s
\right)
\]

\[
= V \left( R^{(j)}(\lambda_1) \right)
\]

\[
= V \left( \cdots \right)
\]

\[
= V \left( R^{(j)}(\lambda_n) \right)
\]

\[
= V^{-1},
\]

i.e. the iteration matrix is determined by the stability function \( R^{(j)}(z) \) corresponding to the Butcher tableau with \( \Lambda^{(j)} \), \( \beta^{(j)} \) as well as by the eigenvalues and eigenvectors of the system matrix \( A \). For non-diagonalizable system matrices we have no explicit formula in terms of the stability function. However, \( M_j \)—a composition of continuous functions—depends continuously on \( A \) and the diagonalizable matrices are dense in the set of all matrices. Thus \( M_j \) is (implicitly) determined by the stability function of the utilized Runge-Kutta method for non-diagonalizable matrices \( A \), too.

Tableaus with the same stability function yield the same approximation \( h_j \) as \( h_j = M_j h_{j-1} \) holds with \( M_j \) as in (3.26) for each of the different methods. In case the tableaus satisfy (3.15), then

\[
AZ_j Z_j^H + Z_j Z_j^H A^T + (bb^T - h_j h_j^H) = 0
\]

holds, and \( Z_j Z_j^H \) (but not \( Z_j \)) is determined by \( h_j \) via (3.27). Thus, all tableaus with the same stability function yield the same approximation \( P_j = Z_j Z_j^H \) (as long as the tableaus satisfy (3.10), (3.17) and \( \beta \in \mathbb{R}^+ \)).

3.6. Runge-Kutta methods satisfying (3.17)

We now investigate when two \( s \)-stage Runge-Kutta methods have the same stability function. Assume that \( \Lambda \) and \( \beta \) are as in Theorem 2 and satisfy (3.17), \( 0 = \text{diag}(\beta) \Lambda + \Lambda^T \text{diag}(\beta) - \beta \beta^T \). Then

\[
-\Lambda = \text{diag}(\beta)^{-1} (\Lambda^T - \beta I_s^T) \text{diag}(\beta)
\]

as \( \beta_j > 0, j = 1, \ldots, s \), proving that the matrices \( -\Lambda \) and \( \Lambda - I_s \beta^T \) are similar, i.e.

\[
-\Lambda \sim \Lambda - I_s \beta^T.
\]

(3.28)
Let $\Lambda$ have eigenvalues $\mu_1, \ldots, \mu_s$. Then with the determinant based characterization of the stability function \((2.6)\) we find that
\[
R(z) = \frac{\det(I + z(\Lambda^T - \Lambda))}{\det(I - z\Lambda)} = \frac{\det(I + z\tilde{\Lambda})}{\det(I - z\Lambda)}
\]
\[
= \frac{(1 + \mu_1 z) \cdots (1 + \mu_s z)}{(1 - \mu_1 z) \cdots (1 - \mu_s z)}
\]
holds. This is just the stability function of a DIRK method as given in \((3.19)\). Thus any method based on a Butcher tableau with $\Lambda, \beta$ such that $\Lambda$ has the eigenvalues $\mu_1, \ldots, \mu_s$ and $\beta \in \mathbb{R}^n_+$ satisfies \((3.17)\) is equivalent to a DIRK method \((3.19)\). Note that obviously the order of the parameters $\mu_i$ is irrelevant. We summarize our findings in the following theorem.

**Theorem 5.** Let $\Lambda \in \mathbb{R}^{n \times n}$ be stable and $b \in \mathbb{R}^n$. Let a Butcher tableau \((2.5)\) with $\Lambda \in \mathbb{C}^{s \times s}$ and $\beta \in \mathbb{R}^s_+$ satisfying \((3.17)\) be given. Let $\Lambda$ have eigenvalues $\mu_1, \ldots, \mu_s \in \mathbb{C}_+$, so \((3.10)\) is guaranteed. Moreover, \((3.28)\) holds. Then the method based on this tableau is equivalent to the DIRK method given in \((3.19)\) and therefore equivalent to $s$ steps with the $1$-stage tableaus $\Lambda^{(j)} = \mu_j$ and $\beta^{(j)} = 2\text{Re}(\mu_j)$ for $j = 1, \ldots, s$, i.e., equivalent to $s$ steps of Algorithm \[3\].

Let two different Butcher tableaus with $\Lambda \in \mathbb{C}^{s \times s}$, $\beta \in \mathbb{R}^s_+$ and $\tilde{\Lambda} \in \mathbb{C}^{s \times s}$, $\tilde{\beta} \in \mathbb{R}^s_+$ be given such that $\Lambda$ and $\tilde{\Lambda}$ have the same eigenvalues, $\sigma(\Lambda) = \tilde{\sigma}(\tilde{\Lambda})$. Further assume that $\Lambda, \beta$ are chosen such that \((3.17), (3.10)\) and \((3.28)\) hold. Please note that Theorem 5 does not imply that the method based on the Butcher tableau with $\Lambda, \tilde{\Lambda}$ is equivalent to the one based on $\Lambda, \beta$. Only in case $\Lambda, \tilde{\Lambda}$ also satisfies \((3.17), (3.10)\) and \((3.28)\), the two methods are equivalent. In the following we demonstrate this statement with particular tableaus.

Consider 2 steps with the method based on the 1-stage tableaus $\Lambda^{(1)} = \mu$, $\beta^{(1)} = 2\text{Re}(\mu)$ and $\Lambda^{(2)} = \pi$, $\beta^{(2)} = 2\text{Re}(\mu)$ where $\mu \in \mathbb{C}$ is chosen such that $\text{Re}(\mu) \neq 0$ and \((3.10)\) holds. This is equivalent to one step of the method based on the DIRK method with
\[
\Lambda = \begin{bmatrix}
\mu & 0 \\
2\text{Re}(\mu) & \beta
\end{bmatrix} \in \mathbb{C}^{2 \times 2}, \quad \beta = \begin{bmatrix}
2\text{Re}(\mu) \\
2\text{Re}(\mu)
\end{bmatrix} \in \mathbb{R}^2.
\]

The matrix $\Lambda$ is similar to
\[
\tilde{\Lambda} = \begin{bmatrix}
\pi & 0 \\
0 & \mu
\end{bmatrix} = V^{-1}\Lambda V \in \mathbb{C}^{2 \times 2}
\]
as well as to
\[
\tilde{\Lambda} = \begin{bmatrix}
\text{Re}(\mu) & -\text{Im}(\mu) \\
\text{Im}(\mu) & \text{Re}(\mu)
\end{bmatrix} \in \mathbb{R}^{2 \times 2}
\]
as $\tilde{\Lambda} = V^{-1}\Lambda V$ and $\tilde{\Lambda} = W^{-1}AW$ with $V = \begin{bmatrix} 0 & 1 \\ i & -i \end{bmatrix}$, $W = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & i \\ 0 & 2i \end{bmatrix}$ and $z = \frac{\text{Re}(\mu)}{\text{Im}(\mu)}$. A quick check reveals that for $\delta \in \mathbb{C}^2$
\[
0 = \text{diag}(\delta)\tilde{\Lambda} + \tilde{\Lambda}^T\text{diag}(\bar{\delta}) - \delta\delta^T
\]
as well as

\[ 0 = \text{diag}(\delta) \tilde{\Lambda} + \tilde{\Lambda}^T \text{diag}(\delta) - \delta^T \]

is satisfied only if either \( \delta_1 = 0 \) or \( \delta_2 = 0 \). Thus no method based on a Butcher tableau with \( \tilde{\Lambda} \) or \( \tilde{\Lambda} \) is equivalent to the method based on the Butcher tableau with \( \Lambda, \beta \).

Another matrix similar to \( \Lambda \) is given by

\[
\tilde{\Lambda} = \begin{bmatrix}
\text{Re}(\mu) & \text{Re}(\mu) + \varphi|\mu| \\
\text{Re}(\mu) - \varphi|\mu|
\end{bmatrix} \in \mathbb{R}^{2 \times 2}
\]

with \( \varphi = \text{sgn}(\text{Im}(\mu)) = \frac{\text{Im}(\mu)}{|\text{Im}(\mu)|} \). \( \tilde{\Lambda} \) is similar to \( \Lambda \) as \( \tilde{\Lambda} = S^{-1} \tilde{\Lambda} S \) with

\[
S = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix} \sqrt{2} \begin{bmatrix}
1 & z \\
0 & \sqrt{z^2 + 1}
\end{bmatrix}
\]

and thus similar to \( \tilde{\Lambda} = T^{-1} \tilde{\Lambda} T \) with \( T = WS^{-1} = \frac{1}{2\sqrt{2}} \frac{1}{\sqrt{z^2 + 1}} \begin{bmatrix}
\sqrt{z^2 + 1} & \sqrt{z^2 + 1} \\
-2z & -2z
\end{bmatrix} \).

Please note that \( L \) in (3.32) is essentially the same as \( L \) in (2.7). Choosing

\[
\tilde{\beta} = \begin{bmatrix}
2\text{Re}(\mu) \\
2\text{Re}(\mu)
\end{bmatrix}
\]

we find that \( \tilde{\Lambda}, \tilde{\beta} \) satisfy (3.17). Due to the choice of \( \mu \), (3.10) and (3.28) also hold. Thus the methods based on \( \Lambda, \beta \) and on \( \tilde{\Lambda}, \tilde{\beta} \) are equivalent.

Finally, please note, that given \( \Lambda, \beta \) satisfying (3.17) and \( \tilde{\Lambda} = U^{-1} \Lambda U \) with a regular matrix \( U \in \mathbb{C}^{2 \times 2} \) the condition \( 0 = \text{diag}(\beta) \tilde{\Lambda} + \tilde{\Lambda}^T \text{diag}(\beta) - \beta\beta^T \) can not be used to determine whether or not \( \tilde{\beta} \) exists such that (3.17) is satisfied for \( \tilde{\Lambda}, \tilde{\beta} \). We have

\[
0 = (U^T \text{diag}(\beta) U) (U^{-1} \Lambda U) + (U^T \Lambda U^{-T}) (U^T \text{diag}(\beta) U) - U^T \beta\beta^T U
\]

where \( Y = U^T \text{diag}(\beta) U \). Unfortunately, in general \( Y \) will not be diagonal (this is readily checked for \( U = V \) and \( \tilde{\Lambda} = \tilde{\Lambda} \) or \( U = T \) and \( \tilde{\Lambda} = \tilde{\Lambda} \)). Moreover, in general, \( U^T \beta \neq \beta^T U \). Thus, considering the above transformation of (3.17) does not help in order to determine an appropriate \( \tilde{\beta} \) such that \( \tilde{\Lambda}, \tilde{\beta} \) satisfy (3.17). One needs to check \( 0 = \text{diag}(\beta) \tilde{\Lambda} + \tilde{\Lambda}^T \text{diag}(\beta) - \beta\beta^T \) directly.

3.7. Choice of parameters in Algorithm 3

Here we discuss the choice of the parameters \( \mu_1, \ldots, \mu_N \) to obtain a good approximation to the Gramian. We know that the Lyapunov residual for iterates which fulfill the invariant (3.15) is given by \( h_N h_N^T \). Hence for a small residual the norm \( \|h_N\| \) has to be small.
Consider Algorithm 3, that is, \( R(j)(z) = \frac{1 + \mu_j z}{1 - \mu_j z} \). Then with (3.24) and (3.26) we find

\[
h_N = \left( \prod_{j=1}^{N} M_j \right) b
= V \left( \prod_{j=1}^{N} \begin{bmatrix} R(j)(\lambda_1) & \cdots & R(j)(\lambda_n) \end{bmatrix} \right) V^{-1} b
= V \left( \prod_{j=1}^{N} \begin{bmatrix} \frac{1 + \mu_j \lambda_1}{1 - \mu_j \lambda_1} & \cdots & \frac{1 + \mu_j \lambda_n}{1 - \mu_j \lambda_n} \end{bmatrix} \right) V^{-1} b.
\]

Taking the 2-norm this implies

\[
\|h_N\| \leq \|V\| \max_{i=1,\ldots,n} \left( \prod_{j=1}^{N} \left| \frac{1 + \mu_j \lambda_i}{1 - \mu_j \lambda_i} \right| \right) \|V^{-1}\| \|b\|.
\]

To minimize this error bound the parameters \( \mu_j \) have to be chosen such that the problem

\[
\min_{\mu_1,\ldots,\mu_N} \max_{i=1,\ldots,n} \left( \prod_{j=1}^{N} \left| \frac{1 + \mu_j \lambda_i}{1 - \mu_j \lambda_i} \right| \right)
\]

is solved. It is equivalent to the rational min-max problem [5, Sec. 2.2]. For \( N = n \) the choice \( \mu_j = -\lambda_j^{-1} \), \( j = 1, \ldots, N \) yields \( h_N = 0 \) and thus \( P_N = P \). However, in that case the final iterate \( Z_N \) of Algorithm 3 is of size \( n \times n \). Thus, this would not be a low rank approximation. Still this suggests that the parameters should somehow approximate the negative conjugated inverse of the eigenvalues \( \lambda_i \) of \( A \), i.e. \( \mu_j \approx -\lambda_i^{-1} \).

As \( \omega_j = 1 \) in Algorithm 3 and due to (3.10), the choice of \( \mu_j \) with positive real parts guarantees the uniqueness of the solution \( K \) of (3.8). As Algorithm 3 is equivalent to the ADI iteration, we refer the reader to [5] for a discussion of different strategies for choosing the parameters.

### 3.8. Realification

We show that when using a proper set of shifts in Algorithm 3 we can avoid complex arithmetic in Algorithm 3 forced by the use of complex parameters \( \mu_j \). We follow the idea discussed in Section 2.2 and combine two (complex) iteration steps of the algorithm to a real one. Thereto Theorem 5 and the discussion thereafter is utilized. That is instead of two steps with the 1-stage tableaus \( \Lambda(j) = \mu, \beta(j) = 2 \text{Re}(\mu) \) and \( \Lambda(j+1) = \mu, \beta(j+1) = 2 \text{Re}(\mu) \) for \( \mu \in \mathbb{C}_+ \) only one step of Algorithm 3 is performed with a suitable real 2-stage Butcher tableau with \( \Lambda, \beta \) such that \( \sigma(\Lambda) = \{\mu, \mu^{-1}\} \) and meeting the requirements of
Theorem 5. As discussed in Section 3.6 the real 2-stage tableau with \( \tilde{\Lambda} \) and \( \tilde{\beta} \) as in (3.31) and (3.33) can be used here. We will do so in the following discussion.

In order to explain our realification idea, we will make use of the iteration based on

\[
H_j = [h_{j-1}, h_{j-1}] + A\tilde{H}_j\tilde{\Lambda}^T
\]  

(3.34)

as in (3.11). The ideas transfer to the iteration based on \( K_j \) from (3.7) which is used in Algorithm 2 easily. We further assume that all previous iteraes are real valued, in particular, \( h_{j-1} \in \mathbb{R}^n \) and \( P_{j-1} \in \mathbb{R}^{n \times n} \).

The iterate \( H_j = [b_1^{(j)}, b_2^{(j)}] \) can be obtained from (3.34) via vectorization

\[
\begin{bmatrix}
I_n - \text{Re}(\mu)A & -(\text{Re}(\mu) + \varphi|\mu|)A \\
- (\text{Re}(\mu) - \varphi|\mu|)A & I_n - \text{Re}(\mu)A
\end{bmatrix}
\begin{bmatrix}
b_1^{(j)} \\
b_2^{(j)}
\end{bmatrix}
= \begin{bmatrix}
h_{j-1} \\
h_{j-1}
\end{bmatrix}.
\]

(3.35)

Thus, instead of solving two complex \( n \times n \) systems in Algorithm 3 for the steps with \( \Lambda^{(j)} = \mu \) and \( \Lambda^{(j+1)} = \pi \) it is possible to solve one real \( 2n \times 2n \) system (3.35). As the system matrix as well as the right hand side is real, this gives \( H_j \in \mathbb{R}^{n \times n} \). This realification approach is comparable to the approaches \( M2^* \) and \( M4^* \) presented in [20] Chp. 4.1.5. However, it was shown in [20] that these approaches based on \( 2n \times 2n \) real linear systems are mostly outperformed by the approach \( M4 \) which is based on the solution of one complex \( n \times n \) system of linear equations. We summarized this approach in Section 2.2.

We continue our discussion with a modification of our approach such that instead of the \( 2n \times 2n \) real system (3.35) the solution of just one complex \( n \times n \) system of linear equations is employed. The idea is to compose the iterate \( H_j = [b_1^{(j)}, b_2^{(j)}] \) of the real and imaginary part of the solution of this complex system. For this purpose we intend to use the connection between a complex system of linear equations and its augmented real version, following the arguments in [9]. Consider real vectors \( v_1, v_2, y_1, y_2 \in \mathbb{R}^n \). Then the \( n \times n \) complex system

\[
(I_n - \mu A)(v_1 + iv_2) = y_1 + iy_2
\]

(3.36)

is equivalent to the \( 2n \times 2n \) real system

\[
\begin{bmatrix}
I_n - \text{Re}(\mu)A & \text{Im}(\mu)A \\
- \text{Im}(\mu)A & I_n - \text{Re}(\mu)A
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
= \begin{bmatrix}
y_1 \\
y_2
\end{bmatrix}.
\]

(3.37)

We now want to find a Butcher tableau leading to an iteration which is equivalent to the one with \( \tilde{\Lambda} \) and \( \tilde{\beta} \) and for which the equivalence of (3.36) and (3.37) can be used. Clearly, \( \tilde{\Lambda} \in \mathbb{R}^{2 \times 2} \) from (3.30) will lead to (3.37) when \( \tilde{H}_j = [h_{j-1}, h_{j-1}] + A\tilde{H}_j\tilde{\Lambda}^T \) (3.11) is vectorized. But as shown in Section 3.6 there is no appropriate \( \tilde{\beta} \) such that the requirements of Theorem 5 are met. Thus, we cannot claim that this is equivalent to the iteration with \( \tilde{\Lambda} \).

However, from (3.34) we obtain with \( \tilde{\Lambda} = S^{-1}\tilde{\Lambda}S \) and \( S \) as in (3.32)

\[
\tilde{H}_j' = [h_{j-1}, h_{j-1}]S^{-T} + A\tilde{H}_j'\tilde{\Lambda}^T
\]

(3.38)

for \( H_j' = [v_1, v_2] \in \mathbb{R}^{n \times 2} \) defined by \( \tilde{H}_j = H_j' S^T \). The vectorization of (3.38) gives the \( 2n \times 2n \) real linear system (3.37) with \( [y_1, y_2] = [h_{j-1}, h_{j-1}]S^{-T} \in \mathbb{R}^{n \times 2} \), which is
equivalent to the $n \times n$ complex system (3.36). Thus it is suggested to solve (3.36) for the right-hand side defined by $[y_1, y_2] = [h_{j-1}, h_{j-1}]S^{-T}$ in order to obtain $H_j = [v_1, v_2]S^T \in \mathbb{R}^{n \times 2}$.

Our discussion in the last paragraph is based on the choice $\hat{\Lambda} \in \mathbb{R}^{2 \times 2}$ as in (3.31) and the fact that it is similar to $\hat{\Lambda}$. Alternatively, any other Butcher tableau with $\hat{\Lambda}$ satisfying (3.17), (3.10) and (3.28) and with $\hat{\Lambda}$ similar to $\hat{\Lambda}$ can be chosen. This leads to other similarity transformations than $S$ to obtain $\Lambda$ and thus produces different realifications.

We conclude our discussion by taking a closer look at our approach with $\hat{\Lambda}$ from (3.31). As for $S$ as in (3.32) $[y_1, y_2] = [h_{j-1}, h_{j-1}]S^{-T} = [h_{j-1}, 0]$ holds, the complex system (3.36) to solve reduces to

$$(I_n - \mu A)(v_1 + i v_2) = h_{j-1}.$$ 

This system is just (3.11) for the choice $\Lambda^{(j)} = \mu$. It is also the same as step 3 in Algorithm 1 for $\alpha_j = -\mu^{-1}$. Next $H_j = [v_1, v_2]S^T$ has to be calculated for $S^T = LQ$ as in (3.32) (see also (2.7)). We note that multiplying the iterate $H_j$ from the right with the orthogonal matrix $Q \in \mathbb{R}^{2 \times 2}$ does not alter the approximation $P_j$, $(H_j Q) \text{diag}(\tilde{\beta})(H_j Q)^H = H_j \text{diag}(\tilde{\beta})H_j^H$,

as $\text{diag}(\tilde{\beta}) = 2 \text{Re}(\mu)I_2$. Therefore due to (3.12) and (3.13) we obtain the next approximate Cholesky factor $Z_j$ by appending

$$\sqrt{2 \text{Re}(\mu)}H_j^T = \sqrt{2 \text{Re}(\mu)}H_j^T S^T Q^T = \sqrt{2 \text{Re}(\mu)}H_j LQ^T = \sqrt{2 \text{Re}(\mu)}H_j L$$

$$= \sqrt{2 \text{Re}(\mu)} \sqrt{2 \begin{bmatrix} v_1 + \frac{\text{Re}(\mu)}{\text{Im}(\mu)} v_2, v_2 \end{bmatrix}} + \frac{\text{Re}(\mu)^2}{\text{Im}(\mu)^2} + 1 \cdot v_2$$

to $Z_{j-1}$. This assembly of the real and imaginary part has the same structure as in (2.8).

All in all we have presented two approaches to keep the iterates real. The former one directly uses Theorem 5 to replace two 1-stage complex tableaus by one real 2-stage tableau. The latter one exploits the connection between a complex system of linear equations and its augmented real version, employing similarity transformations.

4. Sylvester equation

In this section we consider the Sylvester equation

$$AY - YB = FG^T$$  \hspace{1cm} (4.1)

with the system matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{m \times m}$, $F \in \mathbb{R}^{n \times r}$ and $G \in \mathbb{R}^{m \times r}$, $r \leq n, m$. We assume that the spectra of $A$ and $B$ are disjoint, $\sigma(A) \cap \sigma(B) = \emptyset$, as then (4.1) has a unique solution.

Similar to the Lyapunov case where we only considered Lyapunov equations $AP + PA^T = -bb^T$ with rank-one right-hand side, we will restrict our discussion to the case
\( r = 1, F = f, G = g \) here. The case \( r > 1 \) with \( F = [f_1, \cdots, f_r] \) and \( G = [g_1, \cdots, g_r] \) can be reduced to \( \mathcal{Y} = \sum_{i=1}^{r} \mathcal{Y}_i \) with \( A\mathcal{Y}_i - \mathcal{Y}_i B = f_i g_i^T, i = 1, \ldots, r \).

In analogy to (3.2) we consider the system of ODEs
\[
\begin{align*}
\frac{d}{dt} Y(t) &= h(t) h(t)^T, \\
\frac{d}{dt} \hat{h}(t) &= Ah(t), \\
\frac{d}{dt} \hat{\alpha}(t) &= -B^T \hat{h}(t),
\end{align*}
\]
(4.2)

Please note that for \( t \to \infty \) in general we will have \( Y(t) \not\to \mathcal{Y} \). Nonetheless, as we will see, (4.2) is useful in order to derive approximations to \( \mathcal{Y} \).

Due to the product rule the second derivative of \( Y \) satisfies
\[
\begin{align*}
\frac{d^2}{dt^2} Y(t) &= \frac{d}{dt} \hat{h}(t) h(t)^T \\
&= A\hat{h}(t) h(t)^T - \hat{h}(t) h(t)^T B \\
&= A \left( \frac{d}{dt} Y(t) \right) - \left( \frac{d}{dt} Y(t) \right) B.
\end{align*}
\]

By integrating both sides over the interval [0, \( t \)] we find
\[
\frac{d}{dt} Y(t) = AY(t) - Y(t) B - fg^T.
\]

Thus the solution of the system of ODEs (4.2) does not satisfy (4.1) exactly, a rank one residual does remain
\[
AY(t) - Y(t) B - fg^T = \hat{h}(t) \hat{h}(t)^T.
\]

4.1. Approximating \( \mathcal{Y} \) by Runge-Kutta methods

Unlike in the previous section, we propose here to solve the partitioned system of ODEs (4.2) in two main steps. First, the latter two equations for \( \hat{h}(t) \) and \( \hat{\alpha}(t) \) are solved, then the equation for \( Y(t) \) is solved. Each of the three ODEs will be solved by a different method. We will make use of three different \( s \)-stage Runge-Kutta methods: The function \( Y(t) \) is approximated using the Butcher tableau with \( \Lambda^{(j)} \in \mathbb{C}^{s \times s} \) and \( \beta^{(j)} \in \mathbb{C}^s \), the function \( \hat{h}(t) \) with \( \hat{\Lambda}^{(j)} \in \mathbb{C}^{s \times s} \) and \( \hat{\beta}^{(j)} \in \mathbb{C}^s \) and the function \( \hat{\alpha}(t) \) with \( \hat{\Lambda}^{(j)} \in \mathbb{C}^{s \times s} \) and \( \hat{\beta}^{(j)} \in \mathbb{C}^s \). As before, the upper index \( j \) is used to denote the \( j \)th step of the iteration and w.l.o.g. the time step sizes are all set to \( \omega_j = 1 \).

In analogy to the derivation in the Lyapunov case we find that the application of the Runge-Kutta methods for \( \hat{h}(t) \) and \( \hat{\alpha}(t) \) lead to the iterations
\[
\hat{h}_j = \hat{h}_{j-1} + \hat{K}_j \hat{\beta}^{(j)},
\]
(4.3)
\[
\hat{\alpha}_j = \hat{\alpha}_{j-1} + \hat{K}_j \hat{\beta}^{(j)},
\]
(4.4)
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with \( \hat{h}_0 = f, \hat{h}_0 = -g \) (see (3.12)) and
\[
\hat{K}_j = \begin{bmatrix} \hat{A}_{h_{j-1}}, \ldots, \hat{A}_{h_{j-1}} \end{bmatrix} + A\hat{K}_j(\hat{\Lambda}^{(j)})^T, \quad (4.5)
\]
\[
\check{K}_j = \begin{bmatrix} -B^T\check{h}_{j-1}, \ldots, -B^T\check{h}_{j-1} \end{bmatrix} - B^T\check{K}_j(\check{\Lambda}^{(j)})^T, \quad (4.6)
\]
(see (3.7)) where \( \hat{K}_j = A\hat{H}_j \) and additionally \( \check{K}_j = -B^T\check{H}_j \) holds, with
\[
\hat{H}_j = \begin{bmatrix} \hat{h}_{j-1}, \ldots, \hat{h}_{j-1} \end{bmatrix} + \hat{K}_j(\hat{\Lambda}^{(j)})^T, \\
\check{H}_j = \begin{bmatrix} \check{h}_{j-1}, \ldots, \check{h}_{j-1} \end{bmatrix} + \check{K}_j(\check{\Lambda}^{(j)})^T
\]
(see (3.11)). The solution of (4.5) is unique if and only if
\[
\hat{\mu}_p \neq \hat{\lambda}_q^{-1},
\]
for all \( \hat{\mu}_p \in \sigma(\hat{\Lambda}^{(j)}) \) and all \( \hat{\lambda}_q \in \sigma(A) \), while the solution of (4.6) is unique if and only if
\[
\check{\mu}_k \neq \check{\lambda}_\ell^{-1}
\]
for all \( \check{\mu}_k \in \sigma(\check{\Lambda}^{(j)}) \) and all \( \check{\lambda}_\ell \in \sigma(B) \) (see (3.10)).

The \( j \)th iterate \( Y_j \) approximating the function \( Y(t) \) is then given by
\[
Y_j = Y_{j-1} + \hat{H}_j \text{diag}(\beta^{(j)}) \check{H}_j^H
\]
where \( Y_0 = 0 \) (see the derivations leading to (3.12), in particular note that as in (3.5), \( \Lambda \) does not appear as the right hand side of \( Y'(t) = \hat{h}(t)\hat{h}(t)^T \) is independent of \( Y(t) \)).

Following the ideas from the previous section, we rewrite \( Y_j \) in terms of two low rank factors and a diagonal matrix
\[
Y_j = \hat{Z}_j \Gamma_j \check{Z}_j^H
\]
with
\[
\hat{Z}_j = \begin{bmatrix} \hat{Z}_{j-1}, \hat{H}_j \end{bmatrix}, \quad \check{Z}_j = \begin{bmatrix} \check{Z}_{j-1}, \check{H}_j \end{bmatrix}, \quad \Gamma_j = \text{diag}(\Gamma_{j-1}, \beta^{(j)}).
\]
The solution of the Sylvester equation is neither symmetric nor positive definite, so the factors \( \hat{Z}_j \) and \( \check{Z}_j \) need not be equal and \( \Gamma_j \) may contain arbitrary complex valued entries.

Employing our main idea from the previous section, we will only consider Runge-Kutta methods whose iterates preserve the low rank property of the Sylvester residual, that is
\[
AY_j - Y_j B - fg^T = \hat{h}_j \check{h}_j^T. \quad (4.7)
\]
Thus, following the arguments in Section (3.7) the iterates \( Y_j \) will not necessarily approximate the function \( Y(t) \) very well, but \( Y_j \) should be a good approximation to \( Y \) when the residual \( h_j h_j^T \) is small.
4.2. Runge-Kutta methods which preserve (4.7)

To characterize the tableaus which ensure that all iterates fulfill (4.7), we insert the first iterates $Y_1$, $\hat{h}_1$ and $\hat{h}_1$ into (4.7). For the left hand side we obtain

\[
AY_1 - Y_1 B - fg^T = A(Y_0 + \hat{\mathbf{R}}_1 \text{diag}(\beta^{(1)}))\hat{Y}_1^\mathbf{H} - (Y_0 + \hat{\mathbf{R}}_1 \text{diag}(\beta^{(1)}))\hat{Y}_1^\mathbf{H} B - fg^T \\
= A\hat{\mathbf{R}}_1 \text{diag}(\beta^{(1)})\hat{Y}_1^\mathbf{H} - \hat{\mathbf{R}}_1 \text{diag}(\beta^{(1)})\hat{Y}_1^\mathbf{H} B - fg^T \\
= \hat{K}_1 \text{diag}(\beta^{(1)})\hat{Y}_1^\mathbf{H} + \hat{\mathbf{R}}_1 \text{diag}(\beta^{(1)})\hat{K}_1^\mathbf{H} - fg^T \\
= \hat{K}_1 \text{diag}(\beta^{(1)})\left(\hat{h}_0, \ldots, \hat{h}_0\right) + \hat{K}_1(\hat{\Lambda}^{(1)})^\mathbf{T} + \hat{K}_1 \text{diag}(\beta^{(1)})\hat{Y}_1^\mathbf{H} - fg^T \\
+ \hat{h}_0(\beta^{(1)})^\mathbf{T} \hat{K}_1^\mathbf{H} + \hat{K}_1(\hat{\Lambda}^{(1)})^\mathbf{T} \text{diag}(\beta^{(1)})\hat{K}_1^\mathbf{H} - fg^T,
\]

while for the right hand side

\[
\hat{h}_1\hat{h}_1^\mathbf{H} = \left(\hat{h}_0 + \hat{K}_1 \hat{\beta}^{(1)}\right)\left(\hat{h}_0 + \hat{K}_1 \hat{}\beta^{(1)}\right)^\mathbf{H} \\
= -fg^\mathbf{H} + \hat{h}_0(\beta^{(1)})^\mathbf{H} \hat{K}_1^\mathbf{H} \\
+ \hat{K}_1 \hat{\beta}^{(1)}\hat{h}_0^\mathbf{H} + \hat{K}_1 \hat{\beta}^{(1)}(\hat{\beta}^{(1)})^\mathbf{H} \hat{K}_1^\mathbf{H}
\]

holds. As $g$ is real $g^\mathbf{T} = g^\mathbf{H}$ and so the equation

\[
\hat{K}_1 \beta^{(1)}\hat{h}_0^\mathbf{H} + \hat{K}_1 \text{diag}(\beta^{(1)})(\hat{\Lambda}^{(1)})\hat{K}_1^\mathbf{H} + \hat{h}_0(\beta^{(1)})^\mathbf{T} \hat{K}_1^\mathbf{H} + \hat{K}_1(\hat{\Lambda}^{(1)})^\mathbf{T} \text{diag}(\beta^{(1)})\hat{K}_1^\mathbf{H}
\]

has to hold in order to satisfy (4.7). This implies

\[
0 = \hat{h}_0 \left(\hat{\beta}^{(1)} - \hat{\beta}^{(1)}\right)^\mathbf{H} \hat{K}_1^\mathbf{H} + \hat{K}_1 \left(\hat{\beta}^{(1)} - \beta^{(1)}\right)\hat{h}_0^\mathbf{H} \\
+ \hat{K}_1 \left(\hat{\beta}^{(1)}(\hat{\beta}^{(1)})^\mathbf{H} - \text{diag}(\beta^{(1)})(\hat{\Lambda}^{(1)})^\mathbf{T} \text{diag}(\beta^{(1)})\right)\hat{K}_1^\mathbf{H},
\]

which is satisfied for $\hat{\beta}^{(1)} = \beta^{(1)}$, $\hat{\beta}^{(1)} = \beta^{(1)}$, and

\[
\text{diag}(\beta^{(1)})(\hat{\Lambda}^{(1)})^\mathbf{T} + (\hat{\Lambda}^{(1)})^\mathbf{T} \text{diag}(\beta^{(1)}) - \beta^{(1)}(\beta^{(1)})^\mathbf{T} = 0.
\]

Via induction this leads to the conditions

\[
0 = \text{diag}(\beta^{(1)})(\hat{\Lambda}^{(1)})^\mathbf{T} + (\hat{\Lambda}^{(1)})^\mathbf{T} \text{diag}(\beta^{(1)}) - \beta^{(1)}(\beta^{(1)})^\mathbf{T},
\]

\[
\hat{\beta}^{(j)} = \beta^{(j)}, \qquad \hat{\beta}^{(j)} = \beta^{(j)}.
\]

Please note that $\hat{\Lambda}^{(j)}$, $\hat{\beta}^{(j)}$ and $\hat{\Lambda}^{(j)}$, $\hat{\beta}^{(j)}$ from the Butcher tableaus for approximating $h(t)$ and $\hat{h}(t)$ are relevant here, as well as $\beta^{(j)}$ from the Butcher tableau for $Y(t)$, but as
mentioned above not the matrix \( \Lambda^{(j)} \). DIRK tableaus which fulfill (4.8) are given by

\[
\hat{\Lambda} = \begin{bmatrix} \hat{\mu}_1 & 0 & \cdots & 0 \\ \beta_1 & \hat{\mu}_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \beta_1 & \beta_2 & \cdots & \hat{\mu}_s \end{bmatrix}, \quad \bar{\Lambda} = \begin{bmatrix} \tilde{\mu}_1 & 0 & \cdots & 0 \\ \tilde{\beta}_1 & \tilde{\mu}_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{\beta}_1 & \tilde{\beta}_2 & \cdots & \tilde{\mu}_s \end{bmatrix}, \quad \beta = \begin{bmatrix} \tilde{\mu}_1 + \tilde{\mu}_1 \\ \tilde{\beta}_1 + \tilde{\beta}_2 \\ \vdots \\ \tilde{\beta}_1 + \tilde{\beta}_2 \end{bmatrix}. \tag{4.9}
\]

### 4.3. Multiplicative update formulae for \( \hat{h}_j \) and \( \hat{h}_j \)

Let us assume that (4.8) holds with \( \beta_k^{(j)} \neq 0, k = 1, \ldots, s \). Further assume that \( A \) and \( B \) are diagonalizable, that is, \( A = \hat{V} \hat{D} \hat{V}^{-1} \) and \( B = \tilde{V} \tilde{D} \tilde{V}^{-1} \) with \( \hat{D} = \text{diag}(\hat{\lambda}_1, \ldots, \hat{\lambda}_n) \) and \( \tilde{D} = \text{diag}(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_m) \). Then, as in Section 3.5 we find that the iterations (4.3) and (4.4) can be written in multiplicative form as in (3.26)

\[
\hat{h}_j = \hat{V} \begin{bmatrix} \hat{R}_j(\hat{\lambda}_1) & \hat{R}_j(\hat{\lambda}_2) & \cdots & \hat{R}_j(\hat{\lambda}_n) \\ \vdots & \vdots & \ddots & \vdots \\ \hat{R}_j(-\hat{\lambda}_1) & \hat{R}_j(-\hat{\lambda}_2) & \cdots & \hat{R}_j(-\hat{\lambda}_m) \end{bmatrix} \hat{V}^{-1} \hat{h}_{j-1}, \tag{4.10}
\]

\[
\tilde{h}_j = \tilde{V}^{-T} \begin{bmatrix} \tilde{R}_j(-\tilde{\lambda}_1) & \tilde{R}_j(-\tilde{\lambda}_2) & \cdots & \tilde{R}_j(-\tilde{\lambda}_m) \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{R}_j(\tilde{\lambda}_1) & \tilde{R}_j(\tilde{\lambda}_2) & \cdots & \tilde{R}_j(\tilde{\lambda}_m) \end{bmatrix} \tilde{V}^T \tilde{h}_{j-1}. \tag{4.11}
\]

with the stability functions

\[
\hat{R}_j(z) = 1 + z(\beta^{(j)})^T(I - z\hat{\Lambda}^{(j)})^{-1}1_s, \\
\tilde{R}_j(z) = 1 + z(\beta^{(j)})^T(I - z\tilde{\Lambda}^{(j)})^{-1}1_s.
\]

As in the Lyapunov case, these stability functions only depend on the eigenvalues of the tableaus \( \hat{\Lambda}^{(j)} \) and \( \tilde{\Lambda}^{(j)} \). In order to see this, first observe that for \( \beta_i^{(j)} \neq 0 \) for \( i = 1, \ldots, s \) we find from (4.8) by multiplying with \( \text{diag}(\beta^{(j)})^{-1} \) from the right (respectively left)

\[
0 = \text{diag}(\beta^{(j)})\hat{\Lambda}^{(j)} \text{diag}(\beta^{(j)})^{-1} + (\hat{\Lambda}^{(j)})^T - \beta^{(j)}1_s^T, \\
0 = \tilde{\Lambda}^{(j)} + \text{diag}(\beta^{(j)})^{-1}(\tilde{\Lambda}^{(j)})^T \text{diag}(\beta^{(j)}) - 1_s(\beta^{(j)})^T.
\]

As any matrix is similar to its transpose, these equations imply the similarities

\[
\hat{\Lambda}^{(j)} - 1_s(\beta^{(j)})^T \sim -\hat{\Lambda}^{(j)}, \\
\tilde{\Lambda}^{(j)} - 1_s(\beta^{(j)})^T \sim -\tilde{\Lambda}^{(j)}.
\tag{4.12}
\]

Let \( \hat{\Lambda}^{(j)} \) have eigenvalues \( \hat{\mu}_1, \ldots, \hat{\mu}_s \) and let \( \tilde{\Lambda}^{(j)} \) have eigenvalues \( \tilde{\mu}_1, \ldots, \tilde{\mu}_s \). Now
with (2.6) and (4.12) we have (similar to (3.29))

\[
\begin{align*}
\hat{R}_j(z) &= \frac{\det(I - z\tilde{\Lambda}(j) - \mathbb{I}_s(\beta(j)^T))}{\det(I - z\tilde{\Lambda}(j))} = \det(I + z\tilde{\Lambda}(j)) = \prod_{i=1}^{s} \frac{(1 + z\mu_i)}{(1 - z\mu_i)}, \\
\tilde{R}_j(z) &= \frac{\det(I - z\tilde{\Lambda}(j) - \mathbb{I}_s(\tilde{\beta}(j)^T))}{\det(I - z\tilde{\Lambda}(j))} = \det(I + z\tilde{\Lambda}(j)) = \prod_{i=1}^{s} \frac{(1 + z\mu_i)}{(1 - z\mu_i)}.
\end{align*}
\]

(4.13)

Thus, if (4.17) is enforced, then the stability functions of the Runge-Kutta method for \(\hat{h}(t)\) and for \(\tilde{h}(t)\) are not independent of each other. Both depend on the eigenvalues of \(\tilde{\Lambda}(j)\) and \(\hat{\Lambda}(j)\). Thus, also the iterates \(\hat{h}_j\) (4.10) and \(\tilde{h}_j\) (4.11) depend on those eigenvalues.

The stability functions corresponding to the s-stage DIRK tableaus as in (4.9) will have the form (4.13). As in the previous section, we can restrict ourselves to the use of several different 1-stage Butcher tableaus satisfying (4.8), i.e. \(\tilde{\Lambda}(j) = \tilde{\mu}_j \in \mathbb{C}\) and \(\hat{\Lambda}(j) = \hat{\mu}_j \in \mathbb{C}\) with \(\beta(j) = \beta(j) = \hat{\mu}_j + \tilde{\mu}_j \in \mathbb{C}\) and \(\beta(j) = \beta(j) = \hat{\mu}_j + \tilde{\mu}_j \in \mathbb{C}\).

The resulting iteration for a low rank approximation to the solution of the Sylvester equation (4.1) is summarized in Algorithm 4. It is equivalent to [20, Alg. 3.4] with \(\alpha_j = -\tilde{\mu}_j^{-1}\) and \(\beta_j = \hat{\mu}_j^{-1}\) (and \(E = I_n, C = I_m, r = 1\)), in analogy to Theorem 3.

In the special case \(B = -A^T\) and \(g = -f = b\) the Sylvester equation (4.1) reduces to the Lyapunov equation (1.1). If additionally for the parameters \(\tilde{\mu}_j = \hat{\mu}_j, j = 1, \ldots, N\), holds, then Algorithm 4 reduces to Algorithm 3 and we find \(\tilde{\mu}_j + \hat{\mu}_j = 2 \text{Re} \tilde{\mu}_j \in \mathbb{R}\).

### Algorithm 4 Low rank solution to (1.1) via 1-stage Runge-Kutta methods

**Input:** \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times m}, f \in \mathbb{R}^{n \times 1}, g \in \mathbb{R}^{m \times 1},\) parameters \(\{\mu_1, \ldots, \mu_N\} \subset \mathbb{C}\) and \(\{\hat{\mu}_1, \ldots, \hat{\mu}_N\} \subset \mathbb{C}\)

**Output:** matrices \(\hat{Z} \in \mathbb{C}^{n \times n}, \tilde{Z} \in \mathbb{C}^{m \times n}\) and \(\Gamma \in \mathbb{C}^{N \times N}\) with \(\hat{Z}^T \hat{Z}^m \approx \mathcal{Y}\)

1. initialize \(\hat{h}_0 = f, \hat{h}_0 = -g, \hat{Z}_0 = \hat{Z}_0 = \Gamma_0 = [\ ]\)
2. for \(j = 1, \ldots, N\) do
3. solve \((I - \hat{\mu}_j A)\hat{K}_j = \hat{h}_{j-1}\) for \(\hat{K}_j\)
4. solve \((I + \hat{\mu}_j B^T)\tilde{K}_j = -B^T\hat{h}_{j-1}\) for \(\tilde{K}_j\)
5. \(\hat{R}_j = \hat{h}_{j-1} + \hat{\mu}_j\hat{K}_j\)
6. \(\tilde{R}_j = \tilde{h}_{j-1} + \tilde{\mu}_j\tilde{K}_j\)
7. update \(\hat{Z}_j = [\hat{Z}_{j-1}, \hat{R}_j]\)
8. update \(\tilde{Z}_j = [\tilde{Z}_{j-1}, \tilde{R}_j]\)
9. update \(\Gamma_j = \text{diag}(\Gamma_{j-1}, (\hat{\mu}_j + \tilde{\mu}_j)I_r)\)
10. \(\tilde{h}_j = \tilde{h}_{j-1} + (\mu_j + \tilde{\mu}_j)\tilde{K}_j\)
11. \(\hat{h}_j = \hat{h}_{j-1} + (\hat{\mu}_j + \tilde{\mu}_j)\hat{K}_j\)
12. end for
13. \(\hat{Z} = \hat{Z}_N, \tilde{Z} = \tilde{Z}_N, \Gamma = \Gamma_N\)

5. Conclusion

In this paper we presented a new derivation of residual based low rank iterations for the solution of (large-scale) linear matrix equations. For the Lyapunov equation a
quadrature approach is evident, as for a stable system matrix the solution has an integral representation \[1.2\]. We applied a Runge-Kutta method parameterized by an arbitrary and possibly complex valued Butcher tableau to approximate the solution of the system of ODEs \[3.2\], resulting in Algorithm \[2\]. The Lyapunov residual which remains after each iteration step is determined. Runge-Kutta methods that preserve the rank of the initial residual were characterized. By making use of the stability function of a Runge-Kutta method it was shown that these methods are equivalent to DIRK methods and thus equivalent to Algorithm \[3\] which is itself equivalent to the ADI iteration. A realification approach based on similarity transformations was presented.

All ideas are applied in slightly modified form to the Sylvester equation in Section \[4\]. Although the solution of the system of ODEs \[4.2\] does not converge to the solution of the Sylvester equation, the application of Runge-Kutta methods which preserve the initial rank of the residual yields a sound approximation, justified by \[4.10\] and \[4.11\]. That is, by retaining a geometric, qualitative property during the quadrature the ADI equivalent Algorithm \[4\] for the approximation of the solution of a Sylvester equation was derived from a system of ODEs.
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