FRAMED DUALITY AND MIRROR SYMMETRY FOR TORIC COMPLETE INTERSECTIONS

MICHELE ROSSI

Abstract. This paper is devoted to systematically extend $f$-mirror symmetry between families of hypersurfaces in complete toric varieties, as introduced in [17], to families of complete intersections subvarieties. Namely, $f$-mirror symmetry is induced by framed duality of framed toric varieties extending Batyrev-Borisov polar duality between Fano toric varieties. Framed duality has been defined and essentially well described for families of hypersurfaces in toric varieties in the previous [17]. Here it is developed for families of complete intersections, allowing us to strengthening some previous results on hypersurfaces. In particular, the class of projective complete intersections and their mirror partners are studied in detail. Moreover, a (generalized) Landau-Ginzburg/Complete-Intersection correspondence is discussed, extending to the complete intersection setup the LG/CY correspondence firstly studied Chiodo-Ruan and Krawitz.
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Introduction

In [17] the concept of framed duality between (weakly) framed toric varieties has been introduced, as an extension of Batyrev duality between Fano toric varieties, thought of as framed by their anti-canonical divisor. This gave rise to an extension of the mirror symmetric phenomenon between anti-canonical sections of Fano toric varieties to sections of a framing divisor: we called this phenomenon $f$-mirror symmetry. Keeping in mind how Borisov and Batyrev-Borisov generalized Batyrev duality [5], [3], the present paper is devoted to present a systematic extension of $f$-mirror symmetry to complete intersections subvarieties in complete toric varieties, already sketched in § 6 of [17].

Roughly speaking, $f$-duality for complete intersections behaves as follows (see Algorithm 1.1.1 for details). Assume $Y = \bigcap Y_k$ be a complete intersection subvariety of a complete toric variety $X$ and let $D_Y = \sum D_k$ be a nef partitioned (see Definition 1.4) effective torus invariant divisor (the partitioned weak framing) of $X$ such that $Y_k \subset |D_k|$, that is $Y_k \sim D_k$. A suitable combinatorial process, called partitioned $f$-process, gives back a dual toric variety $X^\vee$ and a dual partitioned divisor $D^\vee = \sum D^\vee_k$ of $X$ giving an $f$-mirror model $Y^\vee = \bigcap Y^\vee_k \subset X^\vee$, where $Y^\vee_k \subset |D^\vee_k|$. On the one hand, if $D_Y$ is a strictly effective divisor, that is a framing of $X$, then $(X, D^\vee)$ is still a framed toric variety and, under suitable conditions (called calibration) this turns out to be an involutive process. On the other hand, if $D_Y$ is an effective non strictly effective divisor, that is, a weak framing of $X$, then $X$ is a no more complete toric variety and the mirror model $Y^\vee$ can be understood in terms of generalized Landau-Ginzburg mirror model, turning out to be strictly related with LG models exhibited by Givental [11] and Hori-Vafa [14]. Here, generalized means that the superpotential has to be understood in terms of a vectorial function $\mathbb{T} \to \mathbb{C}^l$, being $\mathbb{T}$ the acting torus on the ambient toric variety and $l$ the codimension of $Y \subset X$. This approach allows us to extend, to the complete intersection setup, the LG/Hypersurface correspondence studied in [17, § 3.6] and extending the LG/Calabi-Yau correspondence studied by Chiodo-Ruan [7] and Chiodo-Kalshnikov-Veniani [6], and the Krawitz duality [16].

In particular, all these expects are studied in the case of complete intersections in $\mathbb{P}^n$ showing that, for non-negative Kodaira dimension, a calibrated $f$-process exists. More precisely, proofs of several results announced in [17] are here given, in the broader context of complete intersections, namely:

(1) Theorem 6.8 in [17] is here restated by Theorem 1.18 and asserts the existence of at least one framed mirror partner of every complete intersection in $\mathbb{P}^n$ admitting non-negative Kodaira dimension; this is the generalization of what has been already proved for hypersurfaces in [17, Thm. 4.1, Cor. 4.3];

(2) Theorem 5.13 in [17] is here reformulated by means of the three statements given by Theorems 5.11, 5.12 and 5.13 showing that $f$-mirror symmetry produces B-side mirror symmetric models, so extending what proved for the A-side in [17, Thm. 5.3, Prop. 5.9].

Techniques used for (1) are the same employed in proving [17, Thm. 4.1]. For proving results in (2), we need to compute and compare some Hodge numbers of the two mirror partners. In computing Hodge numbers we used stringy Hodge numbers introduced in [2] and methods for complete intersections given by Batyrev.
and Borisov in [3]. For the latter, we used a different Koszul-type complex, as polytopes involved are no more connected by polar duality.

On the other hand, for negative Kodaira dimension projective complete intersections, mirror models and generalized LG mirror models are exhibited in §1.3.2 and Theorem 1.22.

The paper is organized as follows. In §1 f-duality for toric hypersurfaces and complete intersections is reviewed. Then, Theorem 1.18 is proved in §1.3. §2 is devoted to computing the needed Hodge numbers of varieties giving the two sides of f-mirror symmetry. Finally, §3 and §4 are the application of results obtained in the previous sections, to hypersurfaces and complete intersections, respectively. In particular, results summarized in (2) are proved in §3. While in §4 a particular example is described, as we are not able to produce a general recipe for checking mirror symmetry of complete intersections. Although computation here performed for the complete intersection \( Y_{3,4} \subset \mathbb{P}^5 \) can be obviously repeated for any projective complete intersection of sufficiently big degrees, singularities of f-mirror partners turns out to be too wild to understand the existence of a quasi-smooth resolution admitting the right number of Kähler parameters: this is a concrete limit of checking mirror symmetry in this way, that is, via the so-called topological mirror test, whose definition is reviewed in §2.4.

1. Framed mirror partners of toric complete intersections

The present section is devoted to extending f-duality to families of complete intersection varieties in a fixed toric variety \( X \), keeping in mind how Borisov and Batyrev-Borisov generalized Batyrev duality of hypersurfaces [5], [3].

For preliminaries on toric varieties and general notation we completely refer the reader to §1 and §2 in [17].

**Definition 1.1** (Def. 2.1 and 7.1 in [17]). A weakly framed toric variety (wftv) is a couple \((X, D)\) (also denoted \((X, a)\)) where:

- \( X = X(\Sigma) \) is a complete toric variety associated with the fan \( \Sigma \) and \( \dim(X) = n, \quad \text{rk}(\text{Pic}(X)) = r \)

- \( D = \sum_{\rho \in \Sigma(1)} a_\rho D_\rho = \sum_{i=1}^m a_i D_i \in W_T(X) \), with \( m = |\Sigma(1)| = n + r \), is an effective torus invariant Weil divisor, that is \( a_\rho \geq 0 \), called a weak framing of \( X \), where \( D_\rho \), resp. \( D_i = D_{\rho_i} \), denotes the prime torus invariant divisor given by the closure of the torus orbit associated with the ray \( \rho \), resp. \( \rho_i \).

Furthermore, if \( D \) is strictly effective, that is \( a_\rho > 0 \), then it is called a framing of \( X \) and the couple \((X, a)\) is called a framed toric variety (ftv).

**Definition 1.2** (Def 2.2 in [17]). Define the integer part of a polytope \( \Delta \subseteq \mathbb{R}^n \) as

\[
[\Delta] := \text{Conv}\{(m \in M \cap \Delta)\}
\]

The framing polytope (f-polytope) of a wftv \((X, a)\) is the lattice polytope \( \Delta(X, a) \) in \( M_\mathbb{R} \) so defined:

\[
(1) \quad \Delta(X, a) := [k_0 \Delta_0], \quad k_0 := \begin{cases} 
\min\{k \in \mathbb{N} | 0 \in \text{Int}[k \Delta_0]\} & \text{if exists} \\
1 & \text{otherwise}
\end{cases}
\]
being $\Delta_a$ the polytope associated with the divisor $D_a$, namely

$$\Delta_a = \{ m \in M_\mathbb{R} | V^T \cdot m \geq -a \}$$

**Remark 1.3.** By Definition 1.1, one has the following two possibilities:

- (f) if $(X, a)$ is a ftv then $k_0$ always exists and can be $> 1$,
- (wf) if $(X, a)$ is a wftv and not a ftv then $0 \in \partial \Delta_a$ and $k_0$ cannot exists, that is, $\Delta(X, a) = [\Delta_a]$.

In the following we will distinguish these two occurrences as (f) and (wf), namely

$$\text{(f)} \iff 0 \in \text{Int}[k_0 \Delta_a]$$

$$\text{(wf)} \iff 0 \in \partial \Delta_a$$

**Definition 1.4** (Def. 6.1 in [17]). Let $(X, D_a = \sum_{j=1}^m a_j D_j)$ be a wftv and

$$V = (v_1 \cdots v_m)$$

be a fan matrix of $X$, where $m = n + r$. A partition of the weak framing $D_a$ is the datum of a partition

$$\exists l \in \mathbb{N}: I_1 \cup \cdots \cup I_l = \{1, \ldots, m\}, \ \forall i I_i \neq \emptyset, \ \forall i \neq j I_i \cap I_j = \emptyset$$

and divisors $D_{a_1}, \ldots, D_{a_l}$ such that

$$\forall k = 1, \ldots, l \ \ D_{a_k} := \sum_{i \in I_k} a_i D_i \neq 0$$

Notice that condition $a_k \neq 0$ is overabundant when $(X, a)$ is a ftv. Clearly

$$D_a = \sum_{k=1}^l D_{a_k} \ \ \text{i.e.} \ \ a = \sum_{k=1}^l a_k$$

The wftv $(X, D_a)$ with a framing partition $a = \sum_{k=1}^l a_k$ is called a partitioned wftv and denoted by $(X, a = \sum_{k=1}^l a_k)$. If the framing partition is such that $D_{a_k}$ is a semi-ample divisor for every $k = 1, \ldots, l$, then $a = \sum_{k=1}^l a_k$ is called a nef framing partition and $(X, a = \sum_{k=1}^l a_k)$ a nef partitioned wftv.

We recall, now, the $f$-process algorithm for complete intersections in toric varieties, as proposed in [17 §6.1] for a partitioned ftv, and extend it to the case of a partitioned wftv.

**1.1. $f$-process for complete intersections.** Given a partitioned wftv

$$(X, D_a = \sum_{k=1}^l D_{a_k})$$

consider the following algorithm.

**1.1.1. The partitioned $f$-process algorithm.**

(A) Let $\Delta_a$ and $\Delta_{a_1}, \ldots, \Delta_{a_l}$ be the polytopes associated with divisors $D_a$ and $D_{a_1}, \ldots, D_{a_l}$, respectively, that is

$$\Delta_a = \{ m \in M_\mathbb{R} | V^T \cdot m \geq -a \}$$

$$\forall k = 1, \ldots, l \ \ \Delta_{a_k} = \{ m \in M_\mathbb{R} | V^T \cdot m \geq -a_k \}$$
In particular, it turns out that

$$\bigcap_{k=1}^l \Delta_{a_k} = \{0\} \quad \text{and} \quad \Delta_a = \sum_{k=1}^l \Delta_{a_k}$$

where the sum denotes the Minkowski sum of polytopes.

(B) Define

$$\hat{\Delta}_a := \text{Conv}(\Delta_{a_1}, \ldots, \Delta_{a_l}) \subset \mathbb{R}^n$$

Clearly $$\hat{\Delta}_a \subseteq \Delta_a$$. Then, recalling notation introduced in Remark 1.3, relations (3) imply that one of the following occurs

$$(f) = \Rightarrow \quad 0 \in \text{Int}(\hat{\Delta}_a)$$

$$(wf) = \Rightarrow \quad 0 \in \partial \hat{\Delta}_a$$

In fact, case (wf) is obvious, while case (f) is an application of the following

**Lemma 1.5.** Given polytopes $$\Delta_1, \ldots, \Delta_l$$ such that

(a) $$\forall k = 1, \ldots, l \quad \dim \Delta_k > 0$$

(b) $$0 \in \bigcap_{k=1}^l \Delta_k$$

(c) $$0 \in \text{Relint}(\sum_k \Delta_k)$$

then $$0 \in \text{Relint}(\text{Conv}(\Delta_1, \ldots, \Delta_l))$$

**Proof.** Let $$B$$ be a sufficiently small, open ball, centered in $$0$$, of dimension $$n := \dim(\sum_k \Delta_k)$$. By (c), one can assume $$B \subseteq \sum_k \Delta_k$$. Consider $$x \in B$$ with $$x \neq 0$$. By hypothesis (a)

$$\forall k \exists x_k \in \Delta_k \setminus \{0\} : \quad x = \sum_k x_k$$

Then hypothesis (b) ensures that $$\lambda x_k \in \Delta_k$$, for any $$\lambda \in [0, 1]$$, by the convexity of $$\Delta_k$$. Therefore, up to shrink $$B$$,

$$\forall k \exists \lambda_k \in [0, 1], x_k^0 \in \Delta_k : \quad x = \sum_k \lambda_k x_k^0, \quad \sum_k \lambda_k = 1$$

by setting $$x_k^0 := (1/\lambda_k)x_k$$, which can be assumed a point in $$\Delta_k$$ up to choose $$x$$, then $$x_k$$, small enough. Then $$x \in \text{Conv}(\Delta_1, \ldots, \Delta_l)$$, that is,

$$B \subseteq \text{Conv}(\Delta_1, \ldots, \Delta_l)$$

To get the first implication in (4), consider $$\Delta_k := \Delta_{a_k}$$ and notice that hypotheses (a), (b), (c) are satisfied by definitions given in (2).

Define

$$\hat{\Delta}(X, \mathbf{a}) := [h_0\hat{\Delta}_a]$$

with

(f) $$h_0 := 1$$,

(wf) $$h_0 := \min \{h \in \mathbb{N} | \forall k \quad \dim[h\Delta_{a_k}] > 0 \text{ and } 0 \in \text{Relint}(\sum_k [h\Delta_{a_k}])\}$$

In case (f), an application of Lemma 1.5 with $$\Delta_k = [h_0\Delta_{a_k}]$$ gives

$$0 \in \text{Relint}(\text{Conv}([h_0\Delta_{a_1}], \ldots, [h_0\Delta_{a_l}]) \subseteq \text{Relint}(\hat{\Delta}(X, \mathbf{a}))$$

where the inclusion follows by observing that

$$\text{Conv}([h_0\Delta_{a_1}], \ldots, [h_0\Delta_{a_l}]) \subseteq \text{Conv}(h_0\Delta_{a_1}, \ldots, h_0\Delta_{a_l}) = \hat{\Delta}(X, \mathbf{a})$$
(C) Set

\[ \hat{X}_a := X_{\hat{\Sigma}_a} \quad \text{where} \quad \hat{\Sigma}_a := \Sigma_{\hat{\Delta}(X,a)} \]

(remark as in \cite[§ 1.4]{[17]}, denoting a fan spanned by a polytope and the associated toric variety) and let \( \hat{\Lambda}_a \in M(n \times \hat{m}; \mathbb{Z}) \) be a fan matrix of \( \hat{X}_a \), where \( \hat{m} = |\hat{\Sigma}(1)| \). Notice that:

- the toric variety \( \hat{X}_a \) is complete if and only if case (f) occurs, that is \( (X,a) \) is a ftv.

(D) For every \( k = 1, \ldots, l \), set \( m_k := |I_k| \) and consider the matrix

\[ \hat{M}_{a_k} := (V_{I_k})^T \cdot \hat{\Lambda}_a \in M(m_k \times \hat{m}; \mathbb{Z}) \]

and let \( b_k = (b_{jk})_{j=1}^m \) be the minimum non-negative column vector such that

\[ \hat{M}_{a_k}^T + B_k \geq 0 \quad \text{where} \quad B_k := (b_k \cdots b_k) \in M(\hat{m} \times m_k, \mathbb{N}) \]

Then, define \( \hat{b} := \sum_{k=1}^l b_k \). Calling \( \hat{D}_1, \ldots, \hat{D}_{\hat{m}} \) the torus invariant generators of \( W_T(\hat{X}_a) \), there is a unique induced partition

\[ J_1 \cup \cdots \cup J_{\hat{m}} = \{ 1, \ldots, \hat{m} \} \]

such that \( \hat{D}_{b_k} := \sum_{j \in J_k} b_{jk} \hat{D}_j \). Notice that:

- (f) in case (f), \( (\hat{X}_a, \hat{D}_{\hat{b}} = \sum_{k=1}^l \hat{D}_{b_k}) \) is a partitioned ftv called the \( f \)-dual partitioned ftv of the partitioned ftv \( (X,a = \sum_k a_k) \);

- (wf) in case (wf), the couple \( (\hat{X}_a, \hat{D}_{b}) \) cannot be a wftv, as \( \hat{X}_a \) is not complete, and will be called the \( f \)-dual model of the partitioned wftv \( (X,a = \sum_k a_k) \).

**Proof.** For (f), setting

\[ \hat{\Lambda}_a = \left( \begin{array}{c} \hat{\lambda}_1 \\ \vdots \\ \hat{\lambda}_{\hat{m}} \end{array} \right) \]

define \( J_k \) as follows

\[ \forall k = 1, \ldots, l \quad J_k := \{ j \in \{ 1, \ldots, \hat{m} \} | \hat{\lambda}_j \in \Delta_{a_k} \} \]

Then \( J_1 \cup \cdots \cup J_{\hat{m}} = \{ 1, \ldots, \hat{m} \} \) is clearly a partition, as \( \hat{\lambda}_j \in \Delta_{a_k} \cap \Delta_{a_j} \), with \( i \neq j \), implies \( V_T \cdot \hat{\lambda}_j \geq 0 \), hence \( \hat{\lambda}_j = 0 \) being \( X \) complete, contradicting (f). Notice that

\[ \forall k = 1, \ldots, l, \forall j \in J_k, \forall i \notin I_k \quad \hat{\lambda}_j^T \cdot v_i = v_i^T \cdot \hat{\lambda}_j \geq 0 \quad \implies \quad b_{jk} = 0 \]

as \( \hat{\lambda}_j \in \Delta_{a_k} \) and recalling the definition of \( \Delta_{a_k} \) given by relations (2) in step (A). This suffices to show that \( \mathbf{b} = \sum_k \mathbf{b}_k \) is a partitioned weak framing. Moreover, by construction, for every \( j \in J_k \) there exists a positive integer \( h \) such that \( h \hat{\lambda}_j \) is a vertex of \( \Delta_{a_k} \), meaning that there must exists \( i \in I_k \) such that

\[ (h \hat{\lambda}_j)^T \cdot v_i = h v_i^T \cdot \hat{\lambda}_j = -a_j \]

Then \( v_i^T \cdot \hat{\lambda}_j \) is a negative integer implying that \( b_{jk} > 0 \), that is, \( \mathbf{b} \) is a framing.

For (wf) there is no more anything to prove. \( \square \)
(E) Assume we are in case (f). Analogously to step (A), let $\Delta_b$ and $\tilde{\Delta}_{b_1}, \ldots, \tilde{\Delta}_{b_l}$ be the polytopes associated with divisors $\tilde{D}_b$ and $\tilde{D}_{b_1}, \ldots, \tilde{D}_{b_l}$, respectively, that is

$$\Delta_b = \{ n \in \mathbb{N} \mid \hat{\Lambda}_a^T \cdot n \geq -\tilde{b} \}$$

$$\forall k = 1, \ldots, l \quad \tilde{\Delta}_{b_k} = \{ n \in \mathbb{N} \mid \hat{\Lambda}_a^T \cdot n \geq -b_k \}$$

Then

$$\bigcap_{k=1}^l \tilde{\Delta}_{b_k} = \{ 0 \} \quad \text{and} \quad \Delta_b = \sum_{k=1}^l \tilde{\Delta}_{b_k} \quad \text{(5)}$$

Notice that: in case (wf), $\Delta_b, \tilde{\Delta}_{b_k}$ are polyhedra and not, in general, polytopes.

(F) Assume we are in case (f). Analogously to step (B), define

$$\tilde{\Delta}_b := \text{Conv}(\tilde{\Delta}_{b_1}, \ldots, \tilde{\Delta}_{b_l}) \subset \mathbb{R}$$

Clearly $\tilde{\Delta}_b \subseteq \Delta_b$ and relations (4) ensure that $0 \in \text{Int}(\tilde{\Delta}_b)$. Then, (5) still holds for multiple polytopes $h_1 \Delta_b$ and $h_1 \tilde{\Delta}_{b_1}, \ldots, h_1 \tilde{\Delta}_{b_l}$, so giving that

$$\bigcap_{k=1}^l [h_1 \tilde{\Delta}_{b_k}] = \{ 0 \} \quad \text{and} \quad 0 \in \text{Int}(\Delta(\tilde{\mathfrak{X}}_a, \tilde{b}))$$

since $\Delta(\tilde{\mathfrak{X}}_a, \tilde{b}) = \{ \sum_{k=1}^l h_1 \tilde{\Delta}_{b_k} \}$, when $h_1$ is defined as the minimum positive integer such that $0 \in \text{Int}(h_1 \Delta_b)$. Then $0 \in \text{Int}(\Delta(\tilde{\mathfrak{X}}_a, \tilde{b}))$, being

$$\tilde{\Delta}(\tilde{\mathfrak{X}}_a, \tilde{b}) := [h_1 \Delta_b]$$

(G) Assume we are in case (f). Analogously to step (C), set

$$\tilde{\mathfrak{X}}_b := \mathfrak{X}_{\Sigma_b} \quad \text{where} \quad \Sigma_b := \Sigma(\tilde{\mathfrak{X}}_a, \tilde{b})$$

and let $\tilde{\Lambda}_b \in \mathbb{M}(n \times \tilde{m}; \mathbb{Z})$ be a fan matrix of $\tilde{\mathfrak{X}}_b$, for some $\tilde{m} \in \mathbb{N}$. As above, $\tilde{\mathfrak{X}}_b$ is a complete toric variety.

(H) Assume we are in case (f). Analogously to step (D), for every $k = 1, \ldots, l$, set $\tilde{m}_k := |J_k|$ and consider the matrix

$$\tilde{M}_{a_k, \tilde{b}} := (\tilde{\Lambda}_a | J_k \rangle \tilde{\Lambda}_\tilde{b} \in \mathbb{M}(\tilde{m}_k \times \tilde{m}; \mathbb{Z})$$

and let $c_k = (c_{j,k})_{j=1}^{\tilde{m}}$ be the minimum non-negative column vector such that

$$\tilde{M}_{a_k, \tilde{b}}^T \cdot c_k \geq 0 \quad \text{where} \quad C_k := (c_k \cdot \cdots \cdot c_k)_{\tilde{m}_k \text{ times}} \in \mathbb{M}(\tilde{m} \times \tilde{m}_k, \mathbb{Z})$$

Then, $(\tilde{\mathfrak{X}}_b, \tilde{c} := \sum_{k=1}^l c_k)$ is a partitioned fvt, whose partitioned framing is given by $\tilde{D}_b = \sum_{j=1}^{\tilde{m}} c_{j,k} \tilde{D}_j$, calling $\tilde{D}_1, \ldots, \tilde{D}_{\tilde{m}}$ the torus invariant generators of $\mathcal{W}_T(\tilde{\mathfrak{X}}_b)$. 

\[ \text{ } \]
Remark 1.6. Recalling step (D) in the previous algorithm 1.1.1, define
\[ \hat{\Lambda}_{a_k} := (\hat{\Lambda}_a)_{j_k} \]
Then
\[
\begin{pmatrix}
\hat{M}_{a_1} \\
\vdots \\
\hat{M}_{a_l}
\end{pmatrix} =
\begin{pmatrix}
(V_{l_1})^T \cdot \hat{\Lambda}_a \\
\vdots \\
(V_{l_l})^T \cdot \hat{\Lambda}_a
\end{pmatrix} =
\begin{pmatrix}
V^T \cdot \hat{\Lambda}_{a_1} \\
\vdots \\
V^T \cdot \hat{\Lambda}_{a_l}
\end{pmatrix}
\]
and \((b_k)_{j_k} := \begin{pmatrix}
b_{j_1,k} \\
\vdots \\
b_{j_{\hat{m}_k},k}
\end{pmatrix}\), with \(\hat{m}_k := |J_k|\) and \(J_k = \{j_1, \ldots, j_{\hat{m}_k}\}\), is the minimum strictly positive column vector such that
\[
\hat{\Lambda}_{a_k}^T \cdot V + ( (b_k)_{j_k} \cdots (b_k)_{j_k} ) \geq 0
\]
for \(\hat{m}_k\) times.

Definition 1.7 (partitioned f-process). Following the previous algorithm 1.1.1, the couple \((\tilde{X}_a, \hat{b} = \sum_{k=1}^l b_k)\), is called a partitioned f-dual model of the wftv \((X, a = \sum_{k=1}^l a_k)\).

Assume we are in case (f): a double application of partitioned f-duality defines a partitioned f-process
\[
(X, a = \sum_{k=1}^l a_k) \leadsto (\tilde{X}_a, \hat{b} = \sum_{k=1}^l b_k) \leadsto (\tilde{X}_b, \hat{c} = \sum_{k=1}^l c_k)
\]
Such a process is called calibrated if there exist \(\Xi \in SF(V)\) and \(\Xi' \in SF(\hat{\Lambda}_b)\), refining \(\Sigma\) and \(\hat{\Sigma}_b\), respectively, such that
\[
(\tilde{X}, \varphi^* D_a) \cong (\tilde{X}', (\varphi')^* \tilde{D}_c)
\]
are isomorphic framed toric varieties, where
\[
\varphi : \tilde{X}(\Xi) \longrightarrow X(\Sigma) \quad \text{and} \quad \varphi' : \tilde{X}'(\Xi') \longrightarrow \tilde{X}_b(\hat{\Sigma}_b)
\]
are the small resolutions associated with the choice of \(\Xi\) and \(\Xi'\), respectively.

Proposition 1.8. In the above notation, up to identifying lattices \(M\) (hence \(N\)) of \(X\) and \(\tilde{X}_b\), the partitioned f-process (6) is calibrated if and only if
\[
\hat{\Lambda}_{b} = V \quad \text{(up to a permutation of columns)}
\]
\((7)\)
\[
\forall k = 1, \ldots, l \quad c_k = a_k
\]
The proof is analogous to that proving [17, Prop. 6.3]. Before speaking about f-mirror partners of complete intersections embedded in a partitioned wftv, consider the following important property of an f-dual partitioned framing.

\(1SF\) is defined as in [17, 1.3.1] and denotes the set of all complete and simplicial fans whose 1-skeleton is given by all the rays generated by the columns of the indicated fan matrix.
Proposition 1.9. Let \( \hat{\Lambda}_a, \hat{b} = \sum_{k=1}^l b_k \) be the \( f \)-dual partitioned ftv of a partitioned ftv \( (X, a = \sum_{k=1}^l a_k) \). Then there always exists a small, \( \mathbb{Q} \)-factorial, projective, partial resolution \( \varphi : \hat{X}(\Xi) \to \hat{X}_a \), with \( \Xi \in SF(\hat{\Lambda}_a) \), such that pull back divisors \( \varphi^*(\hat{D}_{b_k}) \in W_\mathcal{F}(\hat{X}) \) are semi-ample, for every \( k = 1, \ldots, l \). In particular, \( \left( \hat{X}, \varphi^*(\hat{D}_b) = \sum_{k=1}^l \varphi^*(\hat{D}_{b_k}) \right) \) is a nef partitioned ftv and a suitable positive multiple of \( \varphi^*(\hat{D}_b) \) is an ample divisor giving a projective embedding of \( \hat{X} \). Consequently, \( \hat{D}_b \) and \( \hat{D}_{b_k} \), for every \( k \), are all movable divisor of \( \hat{X}_a \).

Proof. The columns of the fan matrix \( \hat{\Lambda}_a \) of \( \hat{X}_a \) give, by definition, the collection of all the normal inward vectors to the facets of the polytope

\[
\Delta_b = \{ n \in N_\mathbb{R} \mid \hat{\Lambda}_a^T \cdot n \geq \hat{b} \}
\]

defined in step (E) of the algorithm. Then the normal fan \( \Sigma^\perp := \Sigma^{\hat{\Delta}_b} \) is a refining fan of the fan \( \hat{\Sigma}_a := \Sigma^{\hat{\Delta}(X, a)} \) of \( \hat{X}_a \), giving rise, by inclusion of fans, to a small partial resolution \( \varphi^+ : \mathbb{P}_{\Delta_b} \to \hat{X}_a \). Since

\[
\Delta_{(\varphi^+)^*\hat{D}_{b_k}} = \Delta_{\hat{D}_{b_k}} = \hat{\Delta}_{b_k}
\]

the Minkowski sum in (5) shows that there exists a minimum integer \( h > 0 \) such that

\[
h\Delta_b = \sum_{k=1}^l h\hat{\Delta}_{b_k}
\]

is a Minkowski sum of lattice politopes. Then \( (\varphi^+)^*(\hat{D}_{b_k}) \) is a semi-ample divisor of \( \mathbb{P}_{\Delta_b} \), for every \( k \), by [3] Prop. 2.4. Notice that \( \mathbb{P}_{\Delta_b} \) is not necessarily \( \mathbb{Q} \)-factorial, but there certainly exists a fan \( \Xi \in SF(\hat{\Lambda}_a) \) giving rise to a small, \( \mathbb{Q} \)-factorial, partial resolution \( \varphi : \hat{X}(\Xi) \to \hat{X}_a \), factorizing through \( \varphi^+ \), that is,

\[
\hat{X} \xrightarrow{\varphi} \hat{X}_a \xleftarrow{\varphi^+} \mathbb{P}_{\Delta_b}
\]

Define \( SF(\hat{\Lambda}_a, \hat{b}) := \{ \Xi \in SF(\hat{\Lambda}_a) \mid \Xi \propto \Sigma^\perp \} \). Then, by [15] Prop. 1.11,

\[
(\varphi^+)^{-1}\left(\text{Nef}\left(\mathbb{P}_{\Delta_b}\right)\right) \cong \bigcap_{\Xi \in SF(\hat{\Lambda}_a, \hat{b})} (\varphi^*)^{-1}\text{Nef}\left(\hat{X}(\Xi)\right)
\]

Recall that \( (\varphi^+) \) and \( \varphi^+ \) are isomorphisms, as induced by isomorphisms in codimension 1. Therefore, \( \varphi^*(\hat{D}_{b_k}) = (\varphi')^*\left((\varphi^+)^*(\hat{D}_{b_k})\right) \) is a semi-ample divisor of \( \hat{X} \), for every \( k \). Moreover, by construction, \( h((\varphi^+)^*(\hat{D}_{b}) \) is an ample divisor determining a projective embedding of \( \mathbb{P}_{\Delta_b} \). This means that

\[
(\varphi')^*\left(h((\varphi^+)^*(\hat{D}_{b}) \right) = h\varphi^*\left(\hat{D}_{b}_b\right)
\]

is an ample divisor of \( \hat{X} \), giving rise to a projective embedding of \( \hat{X} \).

Finally, the fact that \( \hat{D}_{b} \) and \( \hat{D}_{b_k} \), for every \( k \), are all movable divisors of \( \hat{X}_a \) still follows from [15] Prop. 1.11. \( \square \)
Corollary 1.10. Let \((X, a = \sum_{k=1}^{l} a_k)\) be a partitioned ftv admitting a calibrated \(f\)-process. Then, there exists a small, \(\mathbb{Q}\)-factorial, projective, partial resolution 

\[
\phi : \tilde{X} \longrightarrow X
\]

such that \((\tilde{X}, \phi^*(D_a) = \sum_{k} \phi^*(D_{a_k}))\) is a nef partitioned ftv and \(h\phi^*(D_a)\) is an ample divisor of \(\tilde{X}\), for a suitable positive integer \(h \in \mathbb{N}\). In particular, \(D_a\) and \(D_{a_k}\), for every \(k\), are all movable divisor of \(X\).

Remark 1.11. The previous Proposition 1.9 and Corollary 1.10 apply, when \(l = 1\), to the \(f\)-dual partner of a ftv and to a ftv admitting a calibrated \(f\)-process.

Definition 1.12 (\(f\)-mirror of a complete intersection in a ftv). Given the partitioned ftv \((X, a = \sum_{k=1}^{l} a_k)\), assume that the associated partitioned \(f\)-process (6) is calibrated. Consider the complete intersection subvariety 

\[
Y := \bigcap_{k=1}^{l} Y_k \subset X \quad \text{with} \quad Y_k \in |D_{a_k}|
\]

The generic complete intersection subvariety 

\[
Y^\vee := \bigcap_{k=1}^{l} Y_k^\vee \subset \tilde{X}_a \quad \text{with} \quad Y_k \in |\tilde{D}_{b_k}|
\]

is called a \(f\)-mirror partner of \(Y\).

Remark 1.13. If \(l = 1\), that is, the framing partition is trivial, the \(f\)-mirror duality defined by the previous Definition 1.12 reduces to give the \(f\)-mirror duality between hypersurfaces in toric varieties.

Remark 1.14. The defining polynomials of both \(Y\) and \(Y^\vee\) in the Cox rings of \(X\) and \(\tilde{X}_a\), respectively, can be explicitly described as follows. Namely:

(a) for every \(k = 1, \ldots, l\), the lattice polytope \([\Delta_{a_k}]\) is the Newton polytope of \(Y_k \in |D_{a_k}|\); call \(\mathbf{\Lambda}_{a_k}\) a matrix whose columns are given by all the lattice points in \([\Delta_{a_k}]\); it is well defined up to a permutation of columns; setting \(l_k := |\Delta_{a_k} \cap \mathbb{M}|\), then \(\mathbf{\Lambda}_{a_k}\) is a \(n \times l_k\) integer matrix; define 

\[
\mathbf{M}_{a_k} := \mathbf{V}^T \cdot \mathbf{\Lambda}_{a_k} \quad \text{and} \quad \mathbf{A}_k := (a_k \cdots a_k) \in \mathbb{M}(m \times l_k; \mathbb{N})
\]

then the polynomial of \(Y_k\) is given by 

\[
f_k = \sum_{j=1}^{l_k} c_j x^{m_j} \in \text{Cox}(X) \cong \mathbb{C}[x_1, \ldots, x_m]
\]

where \(m_j = (m_{i,j})\) is the \(j\)-th column of \(\mathbf{M}_{a_k} + \mathbf{A}_k\) and \(x^{m_j} := \prod_{i=1}^{m} z_i^{m_{i,j}}\);

(b) recalling step (E) in the algorithm 1.1.1, the lattice polytope \([\Delta_{b_k}]\) is the Newton polytope of \(Y_k^\vee \in |\tilde{D}_{b_k}|\); call \(\mathbf{\Lambda}_{b_k}\) a matrix whose columns are given by all the lattice points in \([\Delta_{b_k}]\); setting \(l'_k := |\Delta_{b_k} \cap \mathbb{N}|\), then \(\mathbf{\Lambda}_{b_k}\) is a \(n \times l'_k\) integer matrix; define 

\[
\mathbf{M}_{a,b_k} := \tilde{\mathbf{A}}_k^T \cdot \mathbf{\Lambda}_{b_k} \quad \text{and} \quad \mathbf{B}_k := (b_k \cdots b_k) \in \mathbb{M}(\tilde{m} \times l'_k; \mathbb{N})
\]
then the polynomial of $Y_k^\vee$ is given by

\begin{equation}
 f_k^\vee = \sum_{j=1}^{l_k} c_{jk} x^{n_j} \in \text{Cox}(\hat{X}_a) \cong \mathbb{C}[x_1, \ldots, x_m]
\end{equation}

where $n_j = (n_{i,j})$ is the $j$-th column of $\overline{M}_{a,b_k} + B_k$ and $x^{n_j} := \prod_{i=1}^m x_i^{n_{i,j}}$.

Notice that, for every $k$, both $f_k$ and $f_k^\vee$ are homogeneous polynomials, with respect to degrees induced by class groups. In fact, columns of both $\overline{M}_{a,b_k}$ and $\overline{M}_{a,b_k}$ determine trivial divisors, up to linear equivalence. Then $\deg(f_k) = [D_{a_k}] \in \text{Cl}(X)$ and $\deg(f_k^\vee) = [\hat{D}_{b_k}] \in \text{Cl}(\hat{X}_a)$

Moreover, if $(X, a)$ is a ftv then Corollary \ref{corollary1.10} asserts that, up to pass to suitable small, $\mathbb{Q}$-factorial, projective, partial resolutions $\tilde{X}$ and $Y$ of $X$ and $\hat{X}_a$, respectively, polynomials $f_k$ and $f_k^\vee$ give well defined local equations of hypersurfaces in every (maximal) affine subset of $\tilde{X}$ and $Y$, respectively, so well defining a pair of $f$-mirror dual, complete intersections, subvarieties.

**Remark 1.15.** Assume we are in case (wf). Then $\hat{X}_a$ is non-complete and, in general $\hat{\Delta}_b, \ldots, \hat{\Delta}_b$ are polyhedra and not polytopes, meaning that $\hat{\Lambda}_b_k$, as defined in item (b) of the previous Remark \ref{remark1.14} is no more well defined.

To understand how proposing an $f$-mirror partner in the (wf) case, recall that Proposition \ref{proposition1.9} gives $\hat{\Delta}_b = V$, up to a permutation on columns, when $(X, a = \sum a_k)$ is a partitioned ftv admitting a calibrated partitioned $f$-process. Then, in the (wf) case we are going to restate the previous item (b) by setting

$$\nabla_k := \text{Conv} \left( V_{I_k} | 0_n \right)$$

and defining $\overline{\Lambda}_{b_k}$ as the matrix whose columns are given by all the lattice points in $\nabla_k$.

**Definition 1.16** ($f$-mirror of a complete intersection in a wftv). Given the partitioned wftv $(X, a = \sum_{k=1}^l a_k)$, the generic complete intersection subvariety

$$Y^\vee := \bigcap_{k=1}^l Y_k^\vee \subset \hat{X}_a$$

where $Y_k^\vee$ is the zero-locus of the polynomial $f_k^\vee$ defined in (9), with $\overline{M}_{a,b_k}$ defined by following the prescription of the previous Remark \ref{remark1.15} is called an $f$-mirror partner of $Y$.

### 1.2. A LG/CI-correspondence.

The present section is meant to generalize from hypersurfaces to complete intersections what was observed in \cite{17} § 3.6.1.

Given a partitioned wftv $(X, a = \sum_{k=1}^l a_k)$ and a complete intersection $Y \subset X$, defined as in Definition \ref{definition1.12}, let $\mathbb{T} \cong (\mathbb{C}^*)^n$ be the acting torus on $X$. Consider the torus complete intersection $Z := \mathbb{T} \cap Y$. Recalling part (a) of Remark \ref{remark1.14} $Y$ is the common zero locus of polynomials $f_k$, with $k = 1, \ldots, l$, generated by the columns of the matrix $\overline{M}_{a_k} + A_k$. By setting

$$x^{a_k} := \prod_{i \in I_k} x_i^{n_{i,k}}$$
consider the Laurent polynomial

\[ f_{a_k} := \frac{f_k}{x^{a_k}} \in \mathbb{C}[x, x^{-1}] \]

generated by the columns of the matrix \( M_{a_k} \). Notice that, in \( \mathbb{T} \) both \( f_k \) and \( f_{a_k} \) admit the same zero-locus, that is,

\[ Z = \mathbb{T} \cap f_k^{-1}(0) = \mathbb{T} \cap f_{a_k}^{-1}(0) \]

where \( f := (f_1, \ldots, f_l) : X \rightarrow \mathbb{C}^l \) and \( f_a := (f_{a_1}, \ldots, f_{a_l}) : \mathbb{T} \rightarrow \mathbb{C}^l \).

In the following, \((\mathbb{T}, f_a)\) will be called a generalized LG model admitting a Laurent superpotential.

On the other hand, let \( \hat{\mathbb{T}}_a \) be the acting torus on \( \hat{\mathbb{X}}_a \) and \( Z^\vee := \hat{\mathbb{T}}_a \cap Y^\vee \), where \( Y^\vee \subset \hat{\mathbb{X}}_a \) is the complete intersection defined either in part (b) of Remark 1.14 or in Definition 1.16, depending on the occurrence of either case (f) or case (wf) in (4), respectively. By setting

\[ x^{b_k} := \prod_{j \in J_k} x_{j}^{b_{jk}} \]

consider the Laurent polynomial

\[ f_{b_k}^\vee := \frac{f_{b_k}^\vee}{x^{b_k}} \in \mathbb{C}[x, x^{-1}] \]

In particular, \( f_{b_k}^\vee := (f_{b_k}^{\vee 1}, \ldots, f_{b_k}^{\vee l'}) : \hat{\mathbb{T}}_a \rightarrow \mathbb{C}^l \) defines an \( f \)-mirror generalized LG model \((\hat{\mathbb{T}}_a, f_{b_k}^\vee)\), with a Laurent superpotential, of the generalized LG model \((\mathbb{T}, f_a)\).

**Proposition 1.17.** The generalized LG model \((\hat{\mathbb{T}}_a, f_{b_k}^\vee)\) admits a re-parameterization giving rise to a LG mirror model of Givental type \([11]\) of the complete intersection \( Y \subset X \).

**Proof.** By (9), recall that \( f_{b_k}^\vee = \sum_{j=1}^{l'} c_{j} x^{m_j} \) is a Laurent polynomial where \( m_j \) is the \( j \)-th column of the matrix \( M_{a,b_k} = \lambda^T \cdot \lambda_{b_k} \), with \( \lambda_{b_k} \) defined either in part (b) of Remark 1.14 or in Remark 1.16. Then define

\[ u_{jk} := c_{jk} x^{m_j} \text{ with } j \in \{1, \ldots, l'\} \]
\[ q_k := \prod_{j=1}^{l'} u_{jk} \]
\[ F := \sum_{k=1}^{l'} \sum_{j=1}^{l'} u_{jk} \]
\[ q := (q_1, \ldots, q_l) \]

Setting \( N := \sum_{k=1}^{l'} l'_k \), then \( F \) defines a function \( F : \mathbb{C}^N \rightarrow \mathbb{C} \). In particular, the Givental type LG model determined by the generalized LG model \((\hat{\mathbb{T}}_a, f_{b_k}^\vee)\) turns out to be given by the restriction of the superpotential \( F \) to the counter-image of the torus \( \mathbb{T}_l = (\mathbb{C}^*)^l \) by the projection \( \pi : u \mapsto q \), namely \((\pi^{-1}(\mathbb{T}_l), F)\). \( \square \)

Examples of the LG model construction proposed by the previous Proposition 1.17 are given in Example 1.24 and Example 1.25 in the (wf) case, and at the end of §4.2 in the (f) case.
1.3. Mirroring projective complete intersections. The present section is devoted to give, on the one hand, a proof of the announced Theorem 6.8 in [17] and, on the other hand, extending Theorem 7.4 in [17] to the case of projective complete intersection of negative Kodaira dimension.

1.3.1. Projective complete intersection of non-negative Kodaira dimension. In [17] we announced the following result.

**Theorem 1.18.** Let \( Y_d = \bigcap_k Y_{d_k} \subseteq \mathbb{P}^n \) be a complete intersection of \( l \) generic projective hypersurface, of degree \((d_1, \ldots, d_l)\) such that \( \sum_k d_k \geq n + 1 \). Then there always exists a partitioned framing \( \mathbf{a} = \sum_k \mathbf{a}_k \) of \( \mathbb{P}^n \) such that \( Y_{d_k} \sim D_{\mathbf{a}_k} \), for every \( k \), and the associated partitioned \( f \)-process is calibrated.

**Proof.** To prove the statement, a particular partitioned framing, whose associated partitioned \( f \)-process is calibrated, will be produced. At this purpose, throughout the present proof, introduce the following notation

\[
\forall k = 1, \ldots, l \quad \delta_k := d_k - m_k + 1 \geq 1 \quad \text{with } m_k = |I_k|
\]

\[
a_k^T := \left(0, \ldots, 0, 1, \delta_k, 0, \ldots, 0\right)_{n+1}
\]

\[
|a_k| := \sum_{i=1}^{n+1} a_{ki} = m_k - 1 + \delta_k = d_k
\]

\[
|\mathbf{a}| := \sum_{i=1}^{n+1} a_i = \sum_{k=1}^l |a_k| = \sum_{k=1}^l d_k
\]

Clearly, \((\mathbb{P}^n, \mathbf{a} = \sum_{k=1}^l \mathbf{a}_k)\) is a partitioned ftv and the hypersurface \( Y_{d_k} \) is linearly equivalent to \( D_{\mathbf{a}_k} \), which is a very ample divisor. Let us now exhibit the \( f \)-dual partitioned ftv \((\mathbb{P}^n, \mathbf{b} = \sum_{k=1}^l \mathbf{b}_k)\), under notation introduced in items (C) and (D) of algorithm 1.11. First of all, consider the fan matrix of \( \mathbb{P}^n \) given by

\[
V = \left( \begin{array}{c|c} I_n & -\mathbf{1} \end{array} \right) = \left( \begin{array}{cccc} \mathbf{e}_1 & \cdots & \mathbf{e}_n & -\mathbf{1} \end{array} \right) \in \mathbf{M}(n, n + 1; \mathbb{Z})
\]

Then, by the last part of [17] Prop. 1.8],

\[
\Delta_{\mathbf{a}} = \text{Conv} \left\{ -(V^{(i)})^T \cdot a^{(i)} | i = 1, \ldots, n + 1 \right\}
\]

\[
\Delta_{\mathbf{a}} = \text{Conv} \left( \begin{array}{ccccc} |\mathbf{a}| - a_1 & -a_1 & -a_1 & -a_1 \\
-a_2 & |\mathbf{a}| - a_2 & -a_2 & -a_2 \\
-a_3 & -a_3 & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
-a_n & -a_n & |\mathbf{a}| - a_n & -a_n
\end{array} \right)
\]

Replacing \( \mathbf{a} \) by \( \mathbf{a}_k \), one has

\[
\Delta_{\mathbf{a}_k} = \text{Conv} \left( \begin{array}{cccc} d_k - a_{k,1} & -a_{k,1} & -a_{k,1} & -a_{k,1} \\
d_k - a_{k,2} & -a_{k,2} & -a_{k,2} & -a_{k,2} \\
-a_{k,3} & -a_{k,3} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
-a_{k,n} & -a_{k,n} & d_k - a_{k,n} & -a_{k,n}
\end{array} \right)
\]
Notice that a null column appears in \( \Lambda \); admits one and only one null column. Therefore

\[
\forall k = 1, \ldots, l, \forall j = 1, \ldots, n+1 \quad \varrho_{kj} := \begin{cases} 
1 & \text{if } \forall i \neq j \; a_{ki} = 0 \\
gcd(a_{ki} \mid i \neq j) & \text{otherwise}
\end{cases}
\]

Then, item (C) in 1.1.1 and Remark 1.6 give

\[
\hat{\Lambda}_n = \left( \hat{\Lambda}_{a_1}, \ldots, \hat{\Lambda}_{a_l} \right) \in \mathbf{M}(n \times \hat{m}; \mathbb{Z})
\]

where \( \hat{\Lambda}_{a_k} \) is the matrix obtained by deleting null columns from the following

\[
\Lambda_{a_k} = \begin{pmatrix}
(d_k - a_{k,1})/\varrho_{k,1} & -a_{k,1}/\varrho_{k,2} & -a_{k,1}/\varrho_{k,n} & -a_{k,1}/\varrho_{k,n+1} \\
-a_{k,2}/\varrho_{k,1} & (d_k - a_{k,2})/\varrho_{k,2} & -a_{k,2}/\varrho_{k,n} & -a_{k,2}/\varrho_{k,n+1} \\
-a_{k,3}/\varrho_{k,1} & -a_{k,3}/\varrho_{k,2} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
-a_{k,n}/\varrho_{k,1} & -a_{k,n}/\varrho_{k,2} & \cdots & (d_k - a_{k,n})/\varrho_{k,n} & -a_{k,n}/\varrho_{k,n+1}
\end{pmatrix}
\]

Notice that a null column appears in \( \Lambda_{a_k} \) if and only if \( m_k = 1 \); in this case \( \Lambda_{a_k} \) admits one and only one null column. Therefore

\[
\hat{m} = l(n+1) - \lambda \quad \text{with} \quad 0 \leq \lambda \leq l \leq n
\]

\( \lambda \) being the number of \( k \)'s such that \( m_k = 1 \).

Moreover, notice that \( \varrho_{kj} = 1 \) except for \( m_k = 1, 2 \). In these cases,

- \( m_k = 1 \): \( \varrho_{kj} = \begin{cases} 
\delta_k = d_k & \text{if } j \neq \overline{j} := 1 + \sum_{i=1}^{k-1} m_i \\
1 & \text{if } j = \overline{j}
\end{cases} \]
- \( m_k = 2 \): \( \varrho_{kj} = \begin{cases} 
\delta_k & \text{if } j = \overline{j} \\
1 & \text{if } j \neq \overline{j}
\end{cases} \)

Consequently,

\[
\forall k = 1, \ldots, l \quad m_k \geq 3 \quad \Rightarrow \quad \left\{ \begin{array}{l}
\Delta_{a_k} = \text{Conv}(\Lambda_{a_k}) \\
\hat{\Lambda}_n = \left( \hat{\Lambda}_{a_1}, \ldots, \hat{\Lambda}_{a_l} \right) \in \mathbf{M}(n \times (nl+l); \mathbb{Z})
\end{array} \right.
\]

otherwise

\[
\forall k = 1, \ldots, l \quad m_k \geq 2 \quad \Rightarrow \quad \hat{\Lambda}_n = \left( \hat{\Lambda}_{a_1}, \ldots, \hat{\Lambda}_{a_l} \right) \in \mathbf{M}(n \times (nl+l); \mathbb{Z})
\]

Then, passing to item (D) in 1.1.1

\[
\hat{M}_{a_k}^T = \hat{\Lambda}_{a_k}^T \cdot V_{k} \in \mathbf{M}(\hat{m} \times m_k; \mathbb{Z}), \quad \text{meaning that}
\]

\[
b_k = (b_{hk})_{h=1}^\hat{m} \quad \text{with} \quad \forall h \notin J_k \quad b_{hk} = 0
\]

and \( J_k \) assigned by the prescription \( (\hat{\Lambda}_n)_{J_k} = \hat{\Lambda}_{a_k} \). Moreover, by Remark 1.6 entries \( b_{hk} \) for \( h \in J_k \) can be obtained by computing \( \hat{\Lambda}_{a_k}^T \cdot V_{k} \). Set \( \hat{m}_k := |J_k| \) and, for any \( k \) such that \( m_k = |I_k| \geq 2 \), let \( I_k' \subset J_k \) be the image of \( I_k \subset \{1, \ldots, n+1\} \) under the translation

\[
\{1, \ldots, n+1\} \longrightarrow J_k
\]

\[
i \longrightarrow i + \hat{h}, \quad \hat{h} := \sum_{i=1}^{k-1} \hat{m}_i
\]

Then

\[
\forall k = 1 \quad \hat{\Lambda}_{a_k}^T \cdot V_{k} = \begin{pmatrix}
-1 \\
\vdots \\
-1
\end{pmatrix} \in \mathbf{M}(n \times 1; \mathbb{Z}) \quad \Rightarrow \quad \forall h \in J_k \quad b_{hk} = 1
\]
Lemma 1.19. In the above notation, \( \tilde{\Delta}_b \subseteq \Delta_b \).

Let us postpone the proof of this Lemma and go on with the proof of Theorem 1.18. Then one has

\[ (17) \quad [\tilde{\Delta}_b] \subseteq [\Delta_b] \]

Let \( \overline{a} \) be an increasing reordering of \( a \). That is, assuming \( \delta_1 \leq \delta_2 \leq \cdots \leq \delta_l \),

\[ \overline{a} = (1, \ldots, 1, \delta_1, \ldots, \delta_l) \]

Since \( 2 \leq l \leq n \), the framing \( \overline{a} \) satisfies condition (38) in [17, Thm. 4.1] so that

\[ (\mathbb{P}^n, a) \cong (\mathbb{P}^n, \overline{a}) \xrightarrow{f\text{-duality}} (X_a, b) \]
is a calibrated \( f \)-process, with

\[
\mathbf{b} = (\delta_1/\vartheta_1, \ldots, \delta_l/\vartheta_n, \delta_{l-1}) \quad \text{being} \quad \vartheta_i := \gcd\{a_j \mid j \neq i\}
\]

Therefore

\[
[\Delta_{\mathbf{b}}] = \nabla := \text{Conv}(V)
\]

Moreover, \( \nabla \) is clearly contained in \( \hat{\Delta}_{\mathbf{b}} = \text{Conv}(\hat{\Delta}_{\mathbf{b}_1}, \ldots, \hat{\Delta}_{\mathbf{b}_l}) \), by relations (13), (14), (15) and (16) defining framings \( \mathbf{b}_k \), for \( k = 1, \ldots, l \). This fact, jointly with previous relations (17) and (19), gives that

\[
[\Delta_{\mathbf{b}}] = \nabla \subseteq [\hat{\Delta}_{\mathbf{b}}] \subseteq [\Delta_{\mathbf{b}}] \Rightarrow [\Delta_{\mathbf{b}}] = \nabla = [\hat{\Delta}_{\mathbf{b}}]
\]

giving the former of conditions (7) in Proposition 1.8. The second condition in (7) follows by item (H) in 1.1.1, as

\[
\hat{\Delta}_{\mathbf{b}} \subseteq [\hat{\Delta}_{\mathbf{b}}] \subseteq [\Delta_{\mathbf{b}}] = \nabla \subseteq [\hat{\Delta}_{\mathbf{b}}]
\]

Proposition 1.8 definitively proves the statement. \( \Box \)

Proof of Lemma 1.19. Consider \( \mathbf{n} \in \hat{\Delta}_{\mathbf{b}} = \text{Conv}(\hat{\Delta}_{\mathbf{b}_1}, \ldots, \hat{\Delta}_{\mathbf{b}_l}) \). Then

\[
\mathbf{n} = \sum_{k=1}^l \mu_k \mathbf{n}_k \quad \text{with} \quad \forall k \mu_k \geq 0, \quad \sum_k \mu_k = 1, \quad \mathbf{n}_k \in \hat{\Delta}_{\mathbf{b}_k}
\]

In particular, condition \( \mathbf{n}_k \in \hat{\Delta}_{\mathbf{b}_k} \) implies that

\[
\hat{\Lambda}_{\mathbf{a}} \cdot \mathbf{n}_k \geq -\mathbf{b}_k
\]

First of all, consider the case \( m_k \geq 3 \), for every \( k = 1, \ldots, l \). Then

\[
\hat{\Lambda}_{\mathbf{a}} = \left( \begin{array}{c} \Lambda_{\mathbf{a}_1} & \cdots & \Lambda_{\mathbf{a}_l} \end{array} \right) \in \mathbf{M}(n \times (nl + l); \mathbb{Z})
\]

\[
[\Delta_{\mathbf{a}}] = \sum_{k=1}^l \Delta_{\mathbf{a}_k} \Rightarrow \Lambda_{\mathbf{a}} = \sum_{k=1}^l \Lambda_{\mathbf{a}_k}
\]

where the right equality in the previous implication is realized up to a suitable reordering of columns in matrices \( \Lambda_{\mathbf{a}_k} \). Then, inequality (21) gives

\[
\forall k \quad \Lambda_{\mathbf{a}_k}^T \cdot \mathbf{n}_k \geq -(\mathbf{b}_k)_{J_k}, \quad \forall h \neq k \quad \Lambda_{\mathbf{a}_h}^T \cdot \mathbf{n}_k \geq 0
\]

Therefore

\[
\Lambda_{\mathbf{a}}^T \cdot \mathbf{n} = \left( \sum_{h=1}^l \Lambda_{\mathbf{a}_h}^T \right) \cdot \left( \sum_{k=1}^l \mu_k \mathbf{n}_k \right) = \sum_{k=1}^l \mu_k \left( \sum_{h=1}^l \Lambda_{\mathbf{a}_h}^T \right) \cdot \mathbf{n}_k \geq -\sum_{k=1}^l \mu_k (\mathbf{b}_k)_{J_k} \geq -\mathbf{b}
\]

where the last inequality is obtained by recalling convention \( \delta_k \leq \delta_{k+1} \) and the writing of \( \mathbf{b} \) given in (18). Then \( \mathbf{n} \in \Delta_{\mathbf{b}} \) and \( \hat{\Delta}_{\mathbf{b}} \subseteq \Delta_{\mathbf{b}} \).

Assume now that \( m_k \geq 2 \), for every \( k = 1, \ldots, l \). The first equality in (22) still holds, meaning that also (23) still holds. But implication in (22) no longer applies.
Therefore, recalling (18) and (24), one has

\[ \Lambda_{a_h}^T \cdot n_1 \geq -(b_1)_{J_i} \quad \text{where} \quad (25) \]

\[ \Lambda_{a_{h}}^T \cdot n_1 \geq \mathbf{0} \]

Denote by \( \lambda_j \) and \( \lambda_{kj} \) the \( j \)-th columns of \( \Lambda_a \) and \( \Lambda_{a_k} \), respectively. Then, Minkowski sum in (22), up to a suitable reordering of columns of matrices \( \Lambda_{a_k} \), gives

\[ \vartheta_j \lambda_j^T \cdot n_1 = \sum_{k=1}^l \vartheta_{kj} \lambda_{kj}^T \cdot n_1 = \vartheta_{1,j} \lambda_{1,j}^T \cdot n_1 + \sum_{h \neq 1} \vartheta_{h,j} \lambda_{h,j}^T \cdot n_1 \]

Since \( m_1 = 2 \), then \( a_1 = (1, \delta_1, 0_{n-1}) \) and \( a = (1, \delta_1, \ldots) \) meaning that

\[ \vartheta_{1,1} = \delta_1, \quad \forall j \neq 1 \quad \vartheta_{1,j} = 1, \quad \vartheta_{1} \mid \delta_1, \quad \forall j \neq 1 \quad \vartheta_j = 1 \]

Therefore, recalling (18) and (24), one has

\[ \lambda_j^T \cdot n_1 \geq \delta_1 / \vartheta_{1,j} \lambda_{1,j}^T \cdot n_1 \geq -\delta_1 / \vartheta_{1} \geq -\delta_l \quad \forall 3 \leq j \leq n \]

\[ \lambda_{j}^T \cdot n_1 \geq \lambda_{1,j}^T \cdot n_1 \geq -1 \geq -\delta_l / \vartheta_{j} \geq -\delta_l - 1 \]

\[ \lambda_{n+1}^T \cdot n_1 \geq \lambda_{1,n+1}^T \cdot n_1 \geq -\delta_l \geq -\delta_l - 1 \]

and, consequently,

\[ \Lambda_a^T \cdot n_1 \geq -b \]

Then \( n \in \Delta_b \) and \( \Delta_\xi \subseteq \Delta_b \).

Finally, assume \( m_k = 1 \), for some \( h \). In this case (23) is replaced by the following

\[ \hat{\lambda}_{a_h}^T \cdot n_h = (\Lambda_{a_h}(\overline{J}(h)))^T \cdot n_h \geq -(b_h)_{J_h} = -1_n, \quad \forall k \neq h \quad \hat{\lambda}_{a_h}^T \cdot n_h \geq 0 \]

where \( \overline{J}(h) = 1 + \sum_{i=1}^{h-1} m_i \). As above, let \( \lambda_j \) be the \( j \)-th columns of \( \Lambda_a \) and, for \( j \neq \overline{J} \), let \( \lambda_{h,j} \) denote the \( j \)-th column of \( \Lambda_{a_h} \). Moreover, set \( \lambda_{h,\overline{J}} = 0_n \). Then, Minkowski sum in (22), up to a suitable reordering of columns of matrices \( \Lambda_{a_k} \), gives

\[ \vartheta_j \lambda_j^T \cdot n_h = \sum_{k=1}^l \vartheta_{kj} \lambda_{kj}^T \cdot n_h = \vartheta_{h,j} \lambda_{h,j}^T \cdot n_h + \sum_{k \neq h} \vartheta_{kj} \lambda_{kj}^T \cdot n_h \]

Since \( m_h = 1 \), then \( a_h = (0_{j-1}, d_h, 0_{n+1-j}) \) and \( a = (\ldots, d_h, \ldots) \), so giving \( \overline{J} \)-th place

\[ \vartheta_{h,\overline{J}} = 1, \quad \forall j \neq \overline{J} \quad \vartheta_{h,j} = d_h, \quad \vartheta_{\overline{J}} = 1, \quad \forall j \neq \overline{J} \quad \vartheta_j \mid d_h \]

where \( \vartheta_{\overline{J}} = 1 \) because there necessarily exists some \( k \neq h \) such that \( m_k \geq 2 \). Assume, at first, that \( h \leq l - 1 \) (then \( \overline{J} \leq n \)). Then, by (18) and (25), one has

\[ \forall j \leq n, \ j \neq \overline{J} \quad \lambda_j^T \cdot n_h \geq d_h / \vartheta_j \lambda_{h,j}^T \cdot n_h \geq \delta_h / \vartheta_j \geq -\delta_l / \vartheta_{\overline{J}} \geq -\delta_l - 1 \]

\[ \lambda_{n+1}^T \cdot n_h \geq d_h / \vartheta_{\overline{J}} \lambda_{h,n+1}^T \cdot n_h \geq -\delta_h / \vartheta_{\overline{J}} \geq -\delta_l - 1 \]
On the other hand, if \( h = l \) (and \( j = n + 1 \)) then
\[
\forall j \leq n, \quad j \neq j \quad \lambda^T_j \cdot \mathbf{n}_h \geq \frac{d_h}{\partial_j} \lambda^T_{h,j} \cdot \mathbf{n}_h \geq -\delta_h / \partial_j \geq -\delta_l
\]
Therefore \( \lambda^T_a \cdot \mathbf{n}_h \geq -\mathbf{b} \) and
\[
\lambda^T_a \cdot \mathbf{n} = \sum_{k=1}^{l} \mu_k \lambda^T_k \cdot \mathbf{n}_k \geq - \sum_{k=m_k \geq 3} \mu_k (\mathbf{b}_k) \mu_k \geq - \sum_{k=1}^{l} \mu_k \mathbf{b} = \mathbf{b}
\]
Then \( \mathbf{n} \in \Delta_b \) and \( \Delta_b \subseteq \Delta_b \) and one can finally deduce that \( \Delta_b \subseteq \Delta_b \). □

Recalling Corollary 1.10, the previous proof of Theorem 1.18 actually allows one to conclude something more, namely

**Corollary 1.20.** Consider the nef partitioned ftv \( (\mathbb{P}^n, \mathbf{a} = \sum_k \mathbf{a}_k) \), where the nef partitioned framing \( \mathbf{a} \) is defined by (10), up to possible permutations of entries of \( \mathbf{a} \) and \( \mathbf{a}_k \). Then the \( f \)-dual nef partitioned ftv is given by \( (\hat{\mathbb{X}}_a, \hat{\mathbf{b}} = \sum_k \mathbf{b}_k) \) where \( \mathbf{b}_k \) is defined by (13), (14), (15) and (16) and the associated partitioned \( f \)-process is calibrated.

In particular, an \( f \)-mirror partner of the complete intersection
\[
Y := \bigcap_{k=1}^{l} Y_k \subset \mathbb{P}^n \quad \text{with} \quad Y_k \in \mid D_{\mathbf{a}_k} \mid
\]
is given by the complete intersection \( Y^\vee \subset \hat{\mathbb{X}}_a \) constructed in part (b) of Remark 1.14.

**Remark 1.21.** Recalling the LG/CI-correspondence described in §1.2, one can construct a generalized LG mirror model \( \left( \hat{\mathbb{X}}_a, \hat{\mathbf{b}} \right) \) of the projective complete intersection \( Y = Y_{d_1, \ldots, d_l} \). Moreover, Proposition 1.17 produces a Givental type LG mirror model \( (\pi^{-1}(T_1), F) \) of the complete intersection \( Y \subset \mathbb{P}^n \), given by a suitable re-parametrization of \( (\hat{\mathbb{X}}_a, \hat{\mathbf{b}}) \). According with Clarke [8, §7.2, Rem. 7.4], this LG mirror model should be compared with the LG mirror model assigned to a projective complete intersection of positive Kodaira dimension by Hori and Vafa [14].

1.3.2. Kodaira negative, projective complete intersections. In [17, Thm. 7.4] we proposed \( f \)-mirror partners for projective hypersurfaces of negative Kodaira dimension, both in terms of hypersurfaces of non-complete toric varieties and of Landau-Ginzburg (LG) models. Moreover, we checked that the latter is consistent with LG models proposed by Givental in [11, Thm. 5]. The present subsection is devoted to extending these results to the case of Kodaira negative complete intersection in \( \mathbb{P}^n \).

**Theorem 1.22.** Let \( Y = Y_{d_1, \ldots, d_l} \subset \mathbb{P}^n \) be a generic complete intersection with
\[
d := \sum_{k=1}^{l} d_k \leq n
\]
Consider the partitioned weak framing \( \mathbf{a}_d = \sum_{k=1}^{l} \mathbf{a}_{d_k} \) with
\[
\mathbf{a}^T_{d_k} = (0, \ldots, 0, 1, \overbrace{0, \ldots, 1}^{l_k}, 0, \ldots, 0, \ldots, 0)
\]
Consider the non-complete toric variety $\hat{X}_{a_d}$, as defined in step (C) of algorithm 1.1.1. Then $(\mathbb{P}^n, a_d = \sum_k a_{dk})$ admits an $f$-dual partitioned weak framing given by

$$b = \sum_{k=1}^{l} b_k \quad \text{with}$$

$$b_k^T = \begin{cases} (0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0) & \text{if } d_k = 1 \\ (0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0) & \text{if } d_k \geq 2 \end{cases}$$

$$\bigcup_{k=1}^{l} J_k = \{1, \ldots, \hat{m}\}$$

recalling that $\hat{m}$ is the columns number of the fan matrix $\hat{\Lambda}_{a_d}$ of $\hat{X}_{a_d}$.

In particular, an $f$-mirror partner of $Y$ is given by the complete intersection $Y^\vee$ in $\hat{X}_{a_d}$ constructed in Definition 1.16.

Proof. To prove that $b = \sum_{k=1}^{l} b_k$, as defined in the statement, is an $f$-dual partitioned weak framing, one has to apply steps (C) and (D) of algorithm 1.1.1. Then the proof goes on as for Theorem 1.18, so obtaining a null column in $\Lambda_{a_k}$ if and only if $|I_k| = 1$. In particular, for any $k$, matrix $\Lambda_{a_k}$ looks like matrix $\Lambda_{a_d}$ in the proof of [17, Thm. 7.4]. Constructing the associated matrix $\hat{\Lambda}_{a_k}$ and recalling Remark 1.6 one gets $b$ as above.

Remark 1.23. Analogously to what observed in Remark 1.21, recalling the LG/CI-correspondence described in §1.2, one can construct a generalized LG mirror model $(\hat{\Sigma}_{a_d}^\vee, f^\vee_b)$ of the projective complete intersection $Y = Y_{d_1, \ldots, d_l}$ with $d = \sum_k d_k \leq n$. Moreover, Proposition 1.17 produces a Givental type LG mirror model $(\pi^{-1}(\Sigma_l^\vee), F)$ of the complete intersection $Y \subset \mathbb{P}^n$, given by a suitable re-parametrization of $(\hat{\Sigma}_{a_d}^\vee, f^\vee_b)$, so generalizing to complete intersections what stated for hypersurfaces in [17, Thm. 7.4].

Example 1.24 ($Y_{2,3} \subset \mathbb{P}^5$). Consider the bi-degree $(2, 3)$ in $\mathbb{P}^5$, giving the maximum degree projective 3-dimensional complete intersection, with $l = 2$, of negative Kodaira dimension. Recalling (26), choose the weak partitioned framing of $\mathbb{P}^5$ given by

$$a^T := \begin{pmatrix} 1 & 1 & 0 & 1 & 1 & 1 \end{pmatrix} = a_1^T + a_2^T \quad \text{with}$$

$$a_1^T := \begin{pmatrix} 1 & 1 & 0 & 0 & 0 & 0 \end{pmatrix}$$

$$a_2^T := \begin{pmatrix} 0 & 0 & 1 & 1 & 1 \end{pmatrix}$$

Then step (A) of algorithm 1.1.1 gives $\Delta_{a_k} = \text{Conv}(\Lambda_{a_k})$, with $k = 1, 2$ and

$$\Lambda_{a_1} = \begin{pmatrix} 1 & -1 & -1 & -1 & -1 & -1 \\ -1 & 1 & -1 & -1 & -1 & -1 \\ 0 & 0 & 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2 & 0 \end{pmatrix}$$
\[ \Lambda_{a_2} = \begin{pmatrix} 3 & 0 & 0 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 & 0 & 0 \\ 0 & 0 & 3 & 0 & 0 & 0 \\ -1 & -1 & -1 & 2 & -1 & -1 \\ -1 & -1 & -1 & -1 & 2 & -1 \end{pmatrix} \]

Therefore \( \Delta_a = \text{Conv}(\Delta_{a_1}, \Delta_{a_2}) = \text{Conv} \left( \Lambda_a \right) \), with \( \Lambda_a = \left( \Lambda_{a_1} | \Lambda_{a_2} \right) \). Step (D) in algorithm [1.1.1] then gives

\[ \tilde{b}^T := (1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1) = b_1^T + b_2^T \quad \text{with} \]
\[ b_1^T := (1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0 \ 0) \]
\[ b_2^T := (0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \) \]

Then, apply Remark [1.1.5] to get

\[ \overline{\Lambda}_{b_1} = (V_{1,2,3} | 0_5) \]
\[ \overline{\Lambda}_{b_2} = (V_{4,5,6} | 0_5) \]

being \( V \) the fan matrix of \( \mathbb{P}^5 \), as given in display (11) by setting \( n = 5 \). Therefore, by Definition [1.1.6] construct matrices \( \overline{\Lambda}_{a,b_k} \), for \( k = 1, 2 \), to get, up to a variables rescaling, the following polynomials in \( \text{Cox}(\overline{X}_a) \cong \mathbb{C}[x_1, \ldots, x_{12}] \)

\[ f_1^\vee = \left( \prod_{i=1}^6 x_i \right) (\psi + x_3^2 x_9 + x_1^2 x_7 + x_2^2 x_8) \]
\[ f_2^\vee = \prod_{i=7}^{12} x_i + x_4^2 x_{10} + x_5^2 x_{11} + x_6^2 x_{12} \]

where \( \psi \) is the unique complex modulus of the \( f \)-mirror family whose generic element is given by \( Y^\vee = Y_1^\vee \cap Y_2^\vee \), being \( Y_k^\vee \) the hypersurface of \( \overline{X}_a \) assigned by the quotient, by the Cox action of \( \text{Hom}(\text{Cl}(\overline{X}_a), \mathbb{C}^*) \), of the zero locus of \( f_k^\vee \).

The associated generalized LG mirror model of \( Y \) is then given by \( (\overline{X}_a, f_b^\vee) \), where

\[ f_b^\vee = (f_1^\vee, f_2^\vee) = \left( \psi + x_3^2 x_9 + \frac{x_1^2 x_7}{\prod_{i=1}^6 x_i} + 1 + \frac{x_4^2 x_{10}}{\prod_{i=7}^{12} x_i} + \frac{x_5^2 x_{11}}{\prod_{i=7}^{12} x_i} + \frac{x_6^2 x_{12}}{\prod_{i=7}^{12} x_i} \right) \]
Therefore, Proposition [1.17] gives the Givental type LG mirror model \((\pi^{-1}(\mathbb{T}_2), F)\) with

\[
F = \frac{f_1}{x_1^{b_1}} + \frac{f_2}{x_2^{b_2}} = u_{11} + \cdots + u_{41} + u_{12} + \cdots + u_{42} : \mathbb{C}^8 \to \mathbb{C}
\]

\[
\pi(u) = (q_1, q_2) : (\mathbb{C}^*)^8 \to (\mathbb{C}^*)^2
\]

\[
u_{11} = \psi
\]

\[
u_{21} = x_3^2 x_9^3
\]

\[
u_{31} = \frac{x_2 x_7}{x_1 x_2 x_3 x_4 x_5 x_6}
\]

\[
u_{41} = \frac{x_2 x_8}{x_1 x_2 x_3 x_4 x_5 x_6}
\]

\[
u_{12} = 1
\]

\[
u_{22} = \frac{x_2 x_3^3}{x_7 x_8 x_9 x_{10} x_{11} x_{12}}
\]

\[
u_{32} = \frac{x_2 x_3^3}{x_7 x_8 x_9 x_{10} x_{11} x_{12}}
\]

\[
u_{42} = \frac{x_2 x_3^3}{x_7 x_8 x_9 x_{10} x_{11} x_{12}}
\]

\[
u_{11} \cdots \nu_{41} = \psi, \quad \nu_{12} \cdots \nu_{42} = \psi
\]

\[
u_1 = u_{11} \cdots u_{41} = x_7^3 x_8^3 x_9^3
\]

\[
u_2 = u_{12} \cdots u_{42} = x_2 x_5 x_6
\]

\[
u_1 = u_{11} \cdots u_{41} = x_7^3 x_8^3 x_9^3
\]

\[
u_2 = u_{12} \cdots u_{42} = x_2 x_5 x_6
\]

Notice that \(q_1 q_2 = \psi\), so that \(\pi\) is actually a fibration over the complex parameter of the mirror family, up to the composition with \((q_1, q_2) \in \mathbb{T}_2 \mapsto q_1 q_2 \in \mathbb{C}^*\).

**Example 1.25** \((Y_{1,3} \subset \mathbb{P}^5)\). Choosing the bi-degree \((1, 3)\) in \(\mathbb{P}^5\), what is differing from the previous Example [1.24] about the bi-degree \((2, 3)\), is:

\[
a^T := \begin{pmatrix} 1 & 0 & 0 & 1 & 1 & 1 \end{pmatrix} = a_1^T + a_2^T \quad \text{with}
\]

\[
a_1^T := \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \end{pmatrix}
\]

Then

\[
A_{a_1} = \begin{pmatrix} -1 & -1 & -1 & -1 & -1 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{pmatrix}
\]

and

\[
b_1^T := \begin{pmatrix} 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}
\]
Therefore \( \text{Cox}(\widehat{X}_a) \cong \mathbb{C}[x_1, \ldots, x_{11}] \) and

\[
\begin{align*}
f_1^\vee &= \left( \prod_{i=1}^{5} x_i \right) (\psi + x_1x_7^3 + x_2x_8^3) + x_6^3 \\
\end{align*}
\]

\[
\begin{align*}
f_2^\vee &= \prod_{i=6}^{11} x_i + x_3x_9^3 + x_4x_{10}^3 + x_5x_{11}^3
\end{align*}
\]

The associated Givental type LG mirror model is then assigned by the reparameterization

\[
\begin{align*}
u_{11} &= \psi \\
u_{21} &= x_1x_7^3 \\
u_{31} &= x_2x_8^3 \\
u_{41} &= \frac{x_6^3}{x_1x_2x_3x_4x_5} \\
u_{12} &= 1 \\
u_{22} &= \frac{x_3x_9^3}{x_6x_7x_8x_9x_{10}x_{11}} \\
u_{32} &= \frac{x_4x_{10}^3}{x_6x_7x_8x_9x_{10}x_{11}} \\
u_{42} &= \frac{x_5x_{11}^3}{x_6x_7x_8x_9x_{10}x_{11}} \\
q_1 &= u_{11} \cdots u_{41} = \frac{x_3^2x_9^2x_3^3}{x_3x_4x_5} \\
q_2 &= u_{12} \cdots u_{42} = \frac{x_3x_4x_5}{x_7x_8x_9}
\end{align*}
\]

2. Computing Hodge numbers

Given a normal algebraic variety \( X \) there is a well defined sheaf

\[
\widehat{\Omega}_X := i_*\Omega_X
\]

called the \textit{sheaf of Zariski 1-forms}, being \( i \) the open embedding of the smooth locus of \( X \).

2.1. Preliminary results. Let us recall, and apply to our situation, some results due to Batyrev-Cox \[4\] and Batyrev-Borisov \[3\].

\textbf{Theorem 2.1} (Thm. 12.1 in \[4\], Thm. 8.1.6 in \[9\]). \textit{Let \( X(\Sigma) \) be a \( \mathbb{Q} \)-factorial toric variety with no torus factors. Then there is an exact sequence}

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \widehat{\Omega}_X & \longrightarrow & \bigoplus_{\rho \in \Sigma(1)} \mathcal{O}_X(-D_\rho) & \longrightarrow & \text{Cl}(X) \otimes \mathbb{Z} / \mathcal{O}_X & \longrightarrow & 0
\end{array}
\]

\textbf{Theorem 2.2} (Danilov Vanishing, Prop. 12.11 in \[10\], Thm. 9.3.2 in \[9\]). \textit{If \( X(\Sigma) \) is a complete and \( \mathbb{Q} \)-factorial toric variety then}

\[
\forall p \neq q \quad H^p(X, \widehat{\Omega}_X^q) = 0
\]
Theorem 2.3 (Batyrev-Borisov Vanishing, Thm. 2.5 in [3] and Thm. 9.2.7 in [9]). Let $D = \sum \rho a^\rho D_\rho$ be a $\mathbb{Q}$-Cartier divisor on a complete toric variety $X(\Sigma)$. If $D$ is semi-ample then

$$h^p(X, \mathcal{O}_X(-D)) = \begin{cases} 
1^r(\Delta_D) & \text{for } p = \dim \Delta_D \\
0 & \text{otherwise}
\end{cases}$$

Proposition 2.4 (nef and big partitioned framing). Let $(X, a = \sum \rho a^\rho D_\rho)$ be a nef partitioned ftv such that $D_{a^\rho}$ is a big divisor, for every $\rho$. Consider the generic complete intersection $Y := \bigcap_{k=1}^l Y_k \subset X$ with $Y_k \in |D_{a^\rho}|$.

Then, for every semi-ample and big $\mathbb{Q}$-Cartier divisor $D$ of $X$

$$h^p(Y, \mathcal{O}_Y(-D)) = \begin{cases} 
\sum_{J \subseteq \{1, \ldots, l\}} (-1)^{l-|J|} \left( \frac{\Delta_D + \sum_{j \in J} \Delta_{a^\rho} j}{} \right) & \text{for } p = n - l \\
0 & \text{otherwise}
\end{cases}$$

Proof. A proof of this proposition goes exactly as for [3, Prop. 8.1]. Here we will re-propose the whole argument essentially for the following three reasons:

- the given statement is more general than the one given in [3, Prop. 8.1],
- the same argument will be often applied in proving many results presented in this paper,
- it is not explicitly described in the proof of [3, Prop. 8.1].

Start by considering the following Koszul-type complex

$$\mathcal{K}^\bullet_D : 0 \longrightarrow \mathcal{O}_X(-D - D_{a^\rho}) \xrightarrow{\delta_0} \cdots \xrightarrow{\bigoplus_{\{k_1, \ldots, k_{l-}\rho\} \subseteq \{1, \ldots, l\}}} \mathcal{O}_X \left(-D - \sum_{j=1}^{l-p} D_{a^\rho j} \right)$$

$$\cdots \xrightarrow{\delta_{l-2}} \bigoplus_{k=1}^l \mathcal{O}_X(-D - D_{a^\rho k}) \xrightarrow{\delta_{l-1}} \mathcal{O}_X(-D)$$

giving rise to an acyclic resolution of the direct image sheaf $j_* \mathcal{O}_Y(-D)$, under the closed embedding $j : Y \hookrightarrow X$ (notation as in [13, §II.1]). Then, the $q$-th sheaf of cohomology of $\mathcal{K}^\bullet_D$ is given by

$$(27) \quad \mathcal{H}^q(\mathcal{K}^\bullet_D) \cong \begin{cases} 
\mathcal{H}^q(\mathcal{O}_Y(-D)) & \text{for } q = l \\
0 & \text{otherwise}
\end{cases}$$

There are two spectral sequences $'E$ and $''E$ abutting to the hypercohomology $\mathbb{H}^q(\mathcal{K}^\bullet_D)$ (see e.g. [12, §3.5]) whose bi-graded second level terms are given by

$$'E_2^{p,q} = \mathbb{H}^p(X, \mathcal{H}^q(\mathcal{K}^\bullet_D))$$

$$''E_2^{p,q} = \mathbb{H}^q(X, \mathbb{H}^p(\mathcal{K}^\bullet_D))$$

On the one hand, by (27), the first spectral sequence degenerates to giving

$$\mathbb{H}^{p+l}(\mathcal{K}^\bullet_D) \cong 'E_\infty^{p,l} = \mathbb{H}^p(X, j_* \mathcal{O}_Y(-D)) \cong \mathbb{H}^p(Y, \mathcal{O}_Y(-D))$$

On the other hand, notice that

$$(27) \quad \mathcal{H}^q(X, \mathcal{O}_X \left(-D - \sum_{j=1}^{l-p} D_{a^\rho j} \right))$$
so that the Batyrev-Borisov vanishing \[\text{2.3}\] gives

\[
\dim (\,^{''}E_{p,q}^{1}) = \begin{cases} 
\sum_{\{k_1,\ldots,k_{l-p}\} \subseteq \{1,\ldots,l\}} l^* \left( \Delta_D + \sum_{j=1}^{l-p} \Delta a_{kj} \right) & \text{for } q = n \\
0 & \text{otherwise}
\end{cases}
\]

This suffices to show that \(\,^{''}E\) degenerates at the second level, as

\[
\,^{''}E_{p,q}^{2} = \ker(d_1 : \,^{''}E_{1}^{p,q} \longrightarrow \,^{''}E_{1}^{p+1,q})
= \frac{\ker H^q(\delta_p)}{\text{Im} \, H^q(\delta_{p-1})} = 0 \quad \text{for } q \neq n
\]

and

\[
d_2 : \,^{''}E_{2}^{p,n} \longrightarrow \,^{''}E_{2}^{p+2,n-1} = 0
\]

Therefore

\[
H^p(Y, \mathcal{O}_Y(-D)) \cong \mathbb{H}^{p+l}(\mathcal{K}_D^*) \cong \,^{''}E_{2}^{p+l-n,n}
\cong \frac{\ker H^n(\delta_{p+l-n})}{\text{Im} \, H^n(\delta_{p+l-n-1})} = 0 \quad \text{for } p \neq n - l
\]

To explicitly compute \(H^{n-l}(Y, \mathcal{O}_Y(-D)) \cong \ker H^n(\delta_0)\), consider the following relation on Euler characteristics associated with the given Koszul resolution:

\[
(28) \quad (-1)^{l+1} \chi (j_* \mathcal{O}_Y(-D)) + \sum_{p=0}^{l} (-1)^p \chi (\mathcal{F}_p) = 0
\]

where

\[
\mathcal{F}_p = \bigoplus_{\{k_1,\ldots,k_{l-p}\} \subseteq \{1,\ldots,l\}} \mathcal{O}_X \left( -D - \sum_{j=1}^{l-p} D a_{kj} \right)
\]

Since

\[
\chi (j_* \mathcal{O}_Y(-D)) = (-1)^{n-l} h^{n-l}(\mathcal{O}_Y(-D))
\forall p = 0, \ldots, l \quad \chi (\mathcal{F}_p) = (-1)^n h^n (\mathcal{F}_p)
\]

then, \[\text{28}\] and Batyrev-Borisov vanishing \[\text{2.3}\] gives

\[
h^{n-l}(\mathcal{O}_Y(-D)) = \sum_{p=0}^{l} (-1)^p h^n (\mathcal{F}_p)
= \sum_{p=0}^{l} (-1)^p \sum_{\{k_1,\ldots,k_{l-p}\} \subseteq \{1,\ldots,l\}} l^* \left( \Delta_D + \sum_{j=1}^{l-p} \Delta a_{kj} \right)
= \sum_{J \subseteq \{1,\ldots,l\}} (-1)^{|J|} l^* \left( \Delta_D + \sum_{j \in J} \Delta a_j \right)
\]

\[
\square
\]

**Definition 2.5** (\(h\)-dependence of polyhedra; see Def. 3.1 in \[3\]). Given \(l\) polyhedra \(\Delta_1, \ldots, \Delta_l\), they are called \(h\)-dependent if there exist a positive \(s \in \mathbb{N}\) and an \(s\)-element subset

\[
\{\Delta_{i_1}, \ldots, \Delta_{i_s}\} \subseteq \{\Delta_1, \ldots, \Delta_l\}
\]
such that
\[ \dim \left( \sum_{j=1}^{s} \Delta_{i_j} \right) < s + h - 1 \]

**Theorem 2.6** (Thm. 3.3 in [3]). Given the same notation as in Proposition 2.4, but without necessarily assuming bigness for \( D_{a_k} \), then:

(i) \( Y \neq \emptyset \) if and only if \( \Delta_{a_1}, \ldots, \Delta_{a_l} \) are 1-independent,
(ii) if \( \Delta_{a_1}, \ldots, \Delta_{a_l} \) are 2-independent then \( Y \) is irreducible,
(iii) if \( \Delta_{a_1}, \ldots, \Delta_{a_l} \) are \( h \)-independent, with \( h \geq 3 \), then
\[ h^p(\mathcal{O}_Y) = 0 \quad \text{for} \quad 1 \leq p \leq h - 2 \]

**Corollary 2.7** (Cor. 3.5 in [3]). Assume that \( \Delta_{a_1}, \ldots, \Delta_{a_l} \) have positive dimension. Then:

(1) \( Y = \emptyset \) if and only if \( l = n + 1 \),
(2) \( Y \) consists of a finite number of points if and only if \( l = n \),
(3) \( Y \) is an irreducible variety of dimension \( n - l \geq 1 \) if and only if \( l \leq n - 1 \):

\[ \text{in particular } h^0(\mathcal{O}_Y) = 1. \]

Moreover, if for any proper subset \( \{k_1, \ldots, k_s\} \subset \{1, \ldots, l\} \) it happens that
\[ l^* \left( \sum_{j=1}^{s} \Delta_{a_{k_j}} \right) = 0 \]

then:

(4) \( Y \) is an irreducible variety of dimension \( n - l \geq 2 \), with
\[ h^1(\mathcal{O}_Y) = \cdots = h^{n-l-1}(\mathcal{O}_Y) = 0 \]

if and only if \( l \leq n - 2 \).

### 2.2. Hodge numbers of projective complete intersections.

We are now in a position to prove the following

**Theorem 2.8.** Let \( Y \subset \mathbb{P}^n \) be the general complete intersection defined in Theorem 1.18 with \( n \geq 4 \) and \( \dim(Y) = n - l \geq 2 \), and consider the partitioned framing \( a = \sum_k a_k \) of \( \mathbb{P}^n \) defined in (14). Then \( Y \) is irreducible and

\[
\begin{align*}
    h^p(\mathcal{O}_Y) &= \begin{cases} 
    1 & \text{for } p = 0 \\
    \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} l^* \left( \sum_{j \in J} \Delta_{a_j} \right) & \text{for } p = n - l \\
    0 & \text{otherwise}
    \end{cases} \\
    h^p(\Omega_Y) &= \begin{cases} 
    1 & \text{for } p = 1 \text{ and } n - l \geq 3 \\
    1 + \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} K(a, J) & \text{for } p = 1 \text{ and } n - l = 2 \\
    \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} K(a, J) & \text{for } p = n - l - 1 \text{ and } n - l \geq 3 \\
    0 & \text{otherwise}
    \end{cases}
\end{align*}
\]
Putting all together, one has

\[ K(a, J) = l^* \left( \sum_{j \in J} \Delta_{a_j} \right) + \sum_{k=1}^l l^* \left( \Delta_{a_k} + \sum_{j \in J} \Delta_{a_j} \right) - \sum_{i=1}^{n+1} l^* \left( \Delta_i + \sum_{j \in J} \Delta_{a_j} \right) \]

being \( \Delta_i := \Delta_{D_i} \) the lattice polytope associated with the prime torus invariant divisor \( D_i \).

**Proof.** Since \( Y \) is general, it is smooth and an iteration of the Hyperplane Lefschetz Theorem gives all the Hodge numbers in the statement unless \( h^{n-l}(\mathcal{O}_Y) \) and \( h^{n-l-1}(\Omega_Y) \). In particular, with the partitioned framing \( a = \sum_k a_k \) of \( \mathbb{P}^n \) defined in (10), condition \( n - l \geq 2 > 1 \) implies that \( Y \) is non-empty and irreducible, by item (3) in Corollary 2.7. Moreover, item (iii) in Theorem 2.6 gives a further way to computing \( h^p(\mathcal{O}_Y) \) for \( 1 \leq p \leq n - l - 1 \), as \( D_{a_k} \) is an ample divisor of \( \mathbb{P}^n \), implying that \( \Delta_{a_1}, \ldots, \Delta_{a_l} \) are \((n - l + 1)\)-independent. Proposition 2.4 implies that

\[ h^p(Y, \mathcal{O}_Y(-D_{a_k})) = 0 \quad \text{for} \quad p \neq n - l \]

Then, the following exact sequence

\[ 0 \rightarrow \bigoplus_{k=1}^l \mathcal{O}_Y(-D_{a_k}) \rightarrow \Omega_{\mathbb{P}^n|Y} \rightarrow \Omega_Y \rightarrow 0 \]

This gives

\[ h^1(\Omega_Y) = h^1(\Omega_{\mathbb{P}^n|Y}) \quad \text{for} \quad n - l \geq 3 \]

\[ h^{n-l-1}(\Omega_Y) = h^{n-l-1}(\Omega_{\mathbb{P}^n|Y}) + \sum_k h^{n-l}(\mathcal{O}_Y(-D_{a_k})) - h^{n-l}(\Omega_{\mathbb{P}^n|Y}) \]

Again Proposition 2.4 gives

\[ h^{n-l}(\mathcal{O}_Y(-D_{a_k})) = \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} l^* \left( \Delta_{a_k} + \sum_{j \in J} \Delta_{a_j} \right) \]

and, noticing that \( D_i \) is an ample divisor of \( \mathbb{P}^n \),

\[ h^p(\mathcal{O}_Y(-D_i)) = \begin{cases} \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} l^* \left( \Delta_i + \sum_{j \in J} \Delta_{a_j} \right) & \text{for} \quad p = n - l \\ 0 & \text{otherwise} \end{cases} \]

where \( \Delta_i := \Delta_{D_i} \). Theorem 2.1 gives the following exact sequence

\[ 0 \rightarrow \Omega_{\mathbb{P}^n|Y} \rightarrow \bigoplus_{i=1}^{n+1} \mathcal{O}_Y(-D_i) \rightarrow \mathcal{O}_Y \rightarrow 0 \]

so that

\[ h^1(\Omega_{\mathbb{P}^n|Y}) = h^0(\mathcal{O}_Y) = 1 \]

\[ h^{n-l-1}(\Omega_{\mathbb{P}^n|Y}) = 0 \quad \text{for} \quad n - l \geq 3 \]

\[ h^{n-l}(\Omega_{\mathbb{P}^n|Y}) = \sum_{i=1}^{n+1} h^{n-l}(\mathcal{O}_Y(-D_i)) - h^{n-l}(\mathcal{O}_Y) \]

Putting all together, one has

\[ h^{n-l-1}(\Omega_Y) = \begin{cases} 1 + h^2(\mathcal{O}_Y) + K_a & \text{for} \quad n - l = 2 \\ h^{n-l}(\mathcal{O}_Y) + K_a & \text{for} \quad n - l \geq 3 \end{cases} \]
with
\[ K_a = \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} \left( \sum_{k=1}^{l} l^* \left( \Delta_{a_k} + \sum_{j \in J} \Delta_{a_j} \right) - \sum_{i=1}^{n+1} l^* \left( \Delta_i + \sum_{j \in J} \Delta_{a_j} \right) \right) \]

It remains then to show that
\[ h^{n-l}(\mathcal{O}_Y) = \sum_{J \subseteq \{1, \ldots, l\}} (-1)^{|J|} l^* \left( \sum_{j \in J} \Delta_{a_j} \right) \]

At this purpose, let \( j : Y \hookrightarrow \mathbb{P}^n \) be the projective embedding of \( Y \) as a complete intersection of \( \mathbb{P}^n \), and consider the Koszul complex
\[ K^\bullet : 0 \rightarrow \mathcal{O}_{\mathbb{P}^n}(-D_{a}) \rightarrow \cdots \bigoplus_{\{k_1, \ldots, k_{l-p}\} \subseteq \{1, \ldots, l\}} \mathcal{O}_{\mathbb{P}^n}(-\sum_{j=1}^{l-p} D_{a_{k_j}}) \rightarrow \cdots \]
\[ \bigoplus_{1 \leq j < k \leq l} \mathcal{O}_{\mathbb{P}^n}(-D_{a_j} - D_{a_k}) \rightarrow \bigoplus_{k=1}^{l} \mathcal{O}_{\mathbb{P}^n}(-D_{a_k}) \rightarrow \mathcal{O}_{\mathbb{P}^n} \]

which is an acyclic resolution of the direct image sheaf \( j_* \mathcal{O}_Y \). The same argument proving Proposition 2.4 shows that \( h^p(\mathcal{O}_Y) = 0 \), for every \( p \neq 0, n - l \), and (33) is obtained by constraints on the Euler characteristics involved in this Koszul resolution of \( j_* \mathcal{O}_Y \). \( \square \)

2.3. Hodge numbers of \( f \)-mirror partners of projective c.i. Let
\[ \left( \tilde{\mathcal{X}}_a, \tilde{\mathbf{b}} = \sum_{k=1}^{l} \mathbf{b}_k \right) \]
be the nef partitioned ftv defined in Corollary 1.20 and \( Y^\vee \subset \tilde{\mathcal{X}}_a \) be the \( f \)-dual partner of the projective complete intersection \( Y \subset \mathbb{P}^n \), as described in Definition 1.12.

By construction, \( Y^\vee \) is the complete intersection
\[ Y^\vee := \bigcap_{k=1}^{l} Y^\vee_k \subset \tilde{\mathcal{X}}_a \quad \text{with} \quad Y_k \in |\tilde{D}_{\mathbf{b}_k}| \]
In particular, \( Y^\vee_k \) is defined by a polynomial \( f^\vee_k \in \text{Cox}(\tilde{\mathcal{X}}_a) \), as explicitly described in item (b) of [17, Rem. 6.6]. Let \( \phi : X \rightarrow \tilde{\mathcal{X}}_a \) be a toric (partial) resolution of singularities and set
\[ \hat{Y}^\vee_k := \phi^{-1}(Y^\vee_k), \quad \hat{Y}^\vee := \phi^{-1}(Y^\vee) = \bigcap_{k=1}^{l} \hat{Y}^\vee_k \]
being \( \hat{Y}^\vee_k \in \left| \phi^{-1}(\tilde{D}_{\mathbf{b}_k}) \right| \) the hypersurface of \( X \) defined by \( \phi^* f^\vee_k = f^\vee_k \circ \phi \in \text{Cox}(X) \).

The fan \( \Xi \), defining \( \tilde{X} \), is a suitable subdivision of the fan \( \tilde{\Sigma}_a \), defining \( \tilde{\mathcal{X}}_a \). Then, the birational map \( \phi \) turns out to be induced by the identity \( \text{id} : M \rightarrow M \), whose extension to \( M_\mathbb{R} \) gives rise to the inclusion of fans \( \Xi \subset \tilde{\Sigma}_a \). Dually, also lattices
$N$ can be identified, making sense of the following relations between associated polytopes

\[ \forall k = 1, \ldots, l \quad \Delta_{\phi^{-1}(b_k)} = \widehat{\Delta}_b \]

(35)

\[ \Delta_{\phi^{-1}(\Phi)} = \sum_{k=1}^{l} \Delta_{\phi^{-1}(b_k)} = \sum_{k=1}^{l} \widehat{\Delta}_b = \widehat{\Delta}_b \]

**Theorem 2.9.** Given notation above, assume $n-l \geq 2$. Then, $\widehat{Y}$ is an irreducible variety of dimension $n-l$, with

\[ h^p(O_{\widehat{Y}}) = \begin{cases} 1 & \text{for } p = 0, n-l \\ 0 & \text{otherwise} \end{cases} \]

Moreover, if

- $X$ is $Q$-factorial,
- $\text{rk}(\text{Cl}(X))$ is big enough (see the following Remark 2.11),
- for any integer $q \geq 2$, $n-l \geq q + 1$ and $\widehat{\Delta}_b, \ldots, \widehat{\Delta}_b$, are $h$-independent with $h \geq q + 2$,

then

\[ h^p(\Omega_{\widehat{Y}}) = \begin{cases} \text{rk}(\text{Cl}(X)) = h^p(\widehat{\Omega}_X) & \text{for } p = 1 \text{ and } n-l \geq 3 \\ 0 = h^p(\widehat{\Omega}_X) & \text{for either } p = 0 \text{ or } q \geq 3 \text{ and } 2 \leq p \leq q - 1 \end{cases} \]

**Proof.** In the following, calling $\phi : X \to \hat{X}_a$ the considered (partial) resolution of $\hat{X}_a$, denote

\[ \forall k = 1, \ldots, l \quad \beta_k := \phi^{-1}(b_k), \text{ that is, } \widehat{D}_{\beta_k} := \phi^{-1}(\widehat{D}_{b_k}) \]

\[ \beta := \phi^{-1}(\Phi), \text{ that is, } \widehat{D}_{\beta} := \phi^{-1}(\widehat{D}_{\Phi}) = \sum_{k=1}^{l} \widehat{D}_{\beta_k} \]

After Proposition 2.3, we may assume $\widehat{D}_{\beta_k}$ to be semi-ample, but in general it is not big, meaning that Proposition 2.4 cannot directly apply.

Let us start by computing $h^p(O_{\Omega_{\widehat{Y}}})$. Recalling the definition of $\widehat{\Delta}_{b_k}$, given in item (E) of 1.1.1 and the construction of $b_k$, given in 13, 14, 15 and 16, it turns out that

1. $0$ is always on the boundary of $\widehat{\Delta}_{b_k}$, for every $k$,
2. for any column $v_i$ of $V$, there always exits $k \in \{1, \ldots, l\}$ such that $v_i$ belongs to the boundary of $\widehat{\Delta}_{b_k}$, that is

\[ \exists k \in J_k : (\widehat{\Lambda}_a^T \cdot v_i)_h = -b_{hk} \]

where $(\widehat{\Lambda}_a^T \cdot v_i)_h$ denotes the $h$-th entry of the $\widehat{m}$-vector $\widehat{\Lambda}_a^T \cdot v_i$.

By contradiction, assume that there exists a column $v_i$ of $V$ giving an interior lattice point of $\Delta_b = \sum_k \widehat{\Delta}_b$, that is, by the definition of $\Delta_b$ given in item (E) of 13, 14,

\[ \widehat{\Lambda}_a^T \cdot v_i > -\hat{b} \implies \forall k = 1, \ldots, l \quad \widehat{\Lambda}_a^T \cdot v_i > -b_k \]

contradicting the previous assertion (2). Recalling Lemma 1.19 and the consequent relation 20, one has

\[ \text{Conv}(V) = : \nabla = [\widehat{\Delta}_b] \subseteq [\Delta_b] \]
and, by convexity, this suffices to conclude that the only interior lattice point of \( \Delta_b \) is given by the origin \( 0 \). Therefore the previous assertion (1) implies that

\[
l^* \left( \sum_{j \in J} \Delta_{b_j} \right) = 0
\]

for any proper subset \( J \subset \{1, \ldots, l\} \). Notice that, item (4) of Corollary 2.7 allows us to already deduce that

\[
h^1(O_{\hat{Y}^\vee}) = \cdots = h^{n-l-1}(O_{\hat{Y}^\vee}) = 0
\]

Clearly, by item (3) in Corollary 2.7, \( h^0(O_{\hat{Y}^\vee}) = 1 \). Moreover, the computation of \( h^{n-l}(O_{\hat{Y}^\vee}) \) proceeds as for the computation of \( h^{n-l}(O_Y) \) in the proof of Theorem 2.8. The needed Koszul complex is the following

\[
\begin{array}{c}
0 \to \mathcal{O}_X(-\hat{D}_\beta) \to \cdots \oplus \mathcal{O}_X(-\sum_{j=1}^{l} \hat{D}_{\beta_j}) \to \cdots \\
\oplus_{1 \leq j < k \leq l} \mathcal{O}_X(-\hat{D}_{\beta_j} - \hat{D}_{\beta_k}) \to \bigoplus_{k=1}^{l} \mathcal{O}_X(-\hat{D}_{\beta_k}) \to \mathcal{O}_X
\end{array}
\]

which is an acyclic resolution of the direct image sheaf \( j_* O_{\hat{Y}^\vee} \), being \( j : \hat{Y}^\vee \hookrightarrow X \) the given embedding. Recalling Corollary 2.7, the same argument proving Proposition 2.4 shows that \( h^p(O_{\hat{Y}^\vee}) = h^p(O_{\hat{Y}}) = 0 \), for every \( p \neq 0, n-l \), and \((36)\) is obtained by constraints on the Euler characteristics involved in this Koszul resolution of \( j_* O_{\hat{Y}} \), just recalling that \( l^*(\Delta_b) = 1 \). Notice that, until now, \( \phi \) can also be assumed to be trivial, that is, \( X = \hat{X}_a \), so getting the same results for \( h^p(O_{\hat{Y}}) \): one has to be careful in applying the Batyrev-Borisov vanishing 2.3, as \( \hat{D}_{\beta_k} \) may not be a nef divisor. Anyway, this fact can be bypassed by recalling that \( \hat{D}_{\beta_k} \) can be assumed nef and relations \((35)\).

Let us then pass to computing \( h^p(\hat{\Omega}_{\hat{Y}^\vee}) \). Assume \( X \) to be \( \mathbb{Q} \)-factorial and consider the following exact sequence, obtained as a restriction to \( \hat{Y}^\vee \) of the standard Euler sequence and its generalization to Zariski 1-forms (see e.g. [3 Thm. 8.1.6])

\[
\begin{array}{c}
0 \to \hat{\Omega}_{\hat{X}|\hat{Y}^\vee} \oplus \bigoplus_{i=1}^{\hat{m}} \mathcal{O}_{\hat{Y}^\vee}(-\hat{D}_i) \to \text{Cl}(X) \otimes \mathcal{O}_{\hat{Y}^\vee} \to 0
\end{array}
\]

where \( \hat{m} := \text{rk}(W_T(X)) = n + \text{rk}(\text{Cl}(X)) \).

**Lemma 2.10.** If \( \hat{D}_i \) is a torus invariant prime generator of \( W_T(X) \), \( 1 \leq i \leq \hat{m} \), and \( \text{rk}(\text{Cl}(X)) \) is big enough, then

\[
h^q(\hat{\Omega}_{\hat{X}|\hat{Y}^\vee}) = \begin{cases} 0 & \text{for } q \neq n-l \\ 1 & \text{for } q = n-l \end{cases}
\]

Let us postpone the proof of this Lemma to carry on the proof of Theorem 2.10. Then \( (37) \) gives

\[
h^q(\hat{\Omega}_{\hat{X}|\hat{Y}^\vee}) = \begin{cases} \text{rk}(\text{Cl}(X)) & \text{for } q = 1 \\ 0 & \text{for } q \neq 1, n-l, n-l + 1 \end{cases}
\]

Consider the following exact sequence

\[
\begin{array}{c}
0 \to \bigoplus_{k=1}^{l} \mathcal{O}_{\hat{Y}^\vee}(-\hat{D}_{\beta_k}) \to \hat{\Omega}_{\hat{X}|\hat{Y}^\vee} \to \hat{\Omega}_{\hat{Y}^\vee} \to 0
\end{array}
\]
obtained by the definition of $\widehat{\mathcal{Y}}^v$ as a complete intersection in $\mathcal{X}$. Let us now assume $n-l \geq q+1$, for some $q \geq 2$, and $\widehat{\Delta}_{b_1}, \ldots, \widehat{\Delta}_{b_t}$ be $h$-independent, for some $h \geq q+2$. Then, for every $s$-element subset

$$\{\widehat{\Delta}_{b_{k_1}}, \ldots, \widehat{\Delta}_{b_{k_s}}\} \subseteq \{\widehat{\Delta}_{b_1}, \ldots, \widehat{\Delta}_{b_t}\}$$

one has

$$\dim \left( \sum_{j=1}^{s} \widehat{\Delta}_{b_{k_j}} \right) \geq s + h - 1 \geq s + q + 1 \quad (40)$$

For any $i = 1, \ldots, l$, consider the Koszul complex

$$\mathcal{K}_{\beta_i} : \ 0 \to \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \widehat{D}_\beta \right) \to \bigoplus_{\{k_1, \ldots, k_{l-p}\} \subseteq \{1, \ldots, l\}} \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \sum_{j=1}^{l-p} \widehat{D}_{\beta_{k_j}} \right)$$

$$\to \bigoplus_{k=1}^{l} \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \widehat{D}_{\beta_k} \right) \to \mathcal{O}_\mathcal{X} \left( -\widehat{D}_\beta \right)$$

which is an acyclic resolution of the direct image sheaf $j_* \mathcal{O}_{\widehat{\mathcal{Y}}^v} \left( -\widehat{D}_{\beta_i} \right)$. The associated spectral sequences give, on the one hand,

$$H^{p+l}(\mathcal{K}_{\beta_i}^\bullet) \cong E_2^{p,l} = H^p \left( \mathcal{X}, j_* \mathcal{O}_{\widehat{\mathcal{Y}}^v} \left( -\widehat{D}_{\beta_i} \right) \right) \cong H^p \left( \widehat{\mathcal{Y}}^v, \mathcal{O}_{\widehat{\mathcal{Y}}^v} \left( -\widehat{D}_{\beta_i} \right) \right)$$

and, on the other hand,

$$H^{l+p}(\mathcal{K}_{\beta_i}^\bullet) \cong \bigoplus_{a+b=l+p} H^a \left( \mathcal{X}, \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \sum_{j=1}^{l-a} \widehat{D}_{\beta_{k_j}} \right) \right)$$

But,

$$H^{l+p,0} = 0 \quad (41)$$

(again, for $p > 0$ and, for $p = 0$, recall that $H^{l+p,0} = H^0 \left( \mathcal{X}, \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} \right) \right) = 0$).

Moreover, the Batyrev-Borisov vanishing \cite{2,3} gives

$$H^{0,l+p} \left( \mathcal{X}, \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \widehat{D}_\beta \right) \right) = 0 \quad \text{for } l + p \leq n - 1 \quad (42)$$

Finally

$$H^{l+p-t,t} = \bigoplus_{\{k_1, \ldots, k_{l-t}\} \subseteq \{1, \ldots, l\}} \mathcal{O}_\mathcal{X} \left( -\widehat{D}_{\beta_i} - \sum_{j=1}^{l-t} \widehat{D}_{\beta_{k_j}} \right) = 0 \quad (43)$$

for $t \leq t - p + h - 2$, that is, $p \leq h - 2$, recalling (10). Being $q \leq h - 2$, this vanishing holds for $0 \leq p \leq q$. Putting together (11), (12) and (13), one has

$$\forall 0 \leq t \leq q \quad \bigoplus_{a+b=t+t} H^a \left( \mathcal{O}_{\widehat{\mathcal{Y}}^v} \left( -\widehat{D}_{\beta_i} \right) \right) = 0$$

Putting together (11), (12) and (13), one has

$$\forall 0 \leq t \leq q \quad \bigoplus_{a+b=t+t} H^a \left( \mathcal{O}_{\widehat{\mathcal{Y}}^v} \left( -\widehat{D}_{\beta_i} \right) \right) = 0$$
Then, (38) and (39) give that
\[ \forall q \geq 2 \quad h^0\left( \hat{\Omega}_{\beta^v} \right) = h^0\left( \hat{\Omega}_{\beta^v} \right) = 0 \]
\[ h^1\left( \hat{\Omega}_{\beta^v} \right) = h^1\left( \hat{\Omega}_{\beta^v} \right) = \text{rk}(\mathcal{O}_X) \]
\[ \forall q \geq 3, \forall p: 2 \leq p \leq q - 1 \quad h^p\left( \hat{\Omega}_{\beta^v} \right) = h^p\left( \hat{\Omega}_{\beta^v} \right) = 0 \]

The complete statement is then obtained recalling the Danilov vanishing and the exact sequence in Batyrev-Cox Theorem 2.1. □

2.3.1. Proof of Lemma 2.11. For any \( i = 1, \ldots, \tilde{m} \), consider the Koszul complex
\[ \mathcal{K}^j_\bullet: 0 \longrightarrow \mathcal{O}_X\left( -\hat{D}_i - \hat{D}_{\beta^j} \right) \longrightarrow \bigoplus_{\{k_1, \ldots, k_{l-1}\} \subseteq \{1, \ldots, l\}} \mathcal{O}_X\left( -\hat{D}_i - \sum_{j=1}^{l-p} \hat{D}_{\beta_{k_j}} \right) \]
\[ \cdots \longrightarrow \bigoplus_{k=1}^l \mathcal{O}_X\left( -\hat{D}_i - \hat{D}_{\beta_k} \right) \longrightarrow \mathcal{O}_X\left( -\hat{D}_i \right) \]

which is an acyclic resolution of the direct image sheaf \( j_*\mathcal{O}_{\beta^v}\left( -\hat{D}_i \right) \). On the one hand, one have
\[ \mathbb{H}^{p+1}(\mathcal{K}^j_\bullet) \cong \left( E_2^{p,l} = H^p\left( X, j_*\mathcal{O}_{\beta^v}\left( -\hat{D}_i \right) \right) \right) \cong H^p\left( \hat{\mathcal{Y}}, \mathcal{O}_{\beta^v}\left( -\hat{D}_i \right) \right) \]

On the other hand,
\[ \phantom{=} \left. \sum_{\{k_1, \ldots, k_{l-1}\} \subseteq \{1, \ldots, l\}} H^q\left( X, \mathcal{O}_X\left( -\hat{D}_i - \sum_{j=1}^{l-p} \hat{D}_{\beta_{k_j}} \right) \right) \right| \]

If \( \text{rk}(\mathcal{O}_X) \) is big enough then \( \Delta_{\hat{D}_i} = \{0\} \) and Batyrev-Borisov vanishing gives
\[ \phantom{=} \left. \sum_{\{k_1, \ldots, k_{l-1}\} \subseteq \{1, \ldots, l\}} H^q\left( X, \mathcal{O}_X\left( -\hat{D}_i - \hat{D}_{\beta^j} \right) \right) \right| \cong H^q\left( X, \mathcal{O}_X\left( -\hat{D}_i - \hat{D}_{\beta^j} \right) \right) \cong \left\{ \begin{array}{ll} 0 & \text{for } q \neq n \\ \mathbb{C} & \text{for } q = n \end{array} \right. \]

recalling that \( l^*(\Delta_{\hat{D}_i}) = 1 \). Moreover,
\[ \forall p: 1 \leq p \leq l - 1 \quad \sum_{\{k_1, \ldots, k_{l-1}\} \subseteq \{1, \ldots, l\}} H^q\left( X, \mathcal{O}_X\left( -\hat{D}_i - \sum_{j=1}^{l-p} \hat{D}_{\beta_{k_j}} \right) \right) = 0 \]
as \( l^*(\sum_{j=1}^{l-p} \hat{D}_{\beta_{k_j}}) = 0 \). We claim that
\[ (44) \quad \forall q \quad \sum_{\{k_1, \ldots, k_{l-1}\} \subseteq \{1, \ldots, l\}} H^q\left( X, \mathcal{O}_X\left( -\hat{D}_i \right) \right) = 0 \]

Therefore, \( \text{rk}(\mathcal{O}_X) \) for \( (p, q) \neq (0, n) \), and
\[ h^q\left( \mathcal{O}_{\beta^v}\left( -\hat{D}_i \right) \right) = \dim \left( \mathbb{H}^{l+q}(\mathcal{K}^j_\bullet) \right) = \left\{ \begin{array}{ll} 0 & \text{for } q \neq n - l \\ 1 & \text{for } q = n - l \end{array} \right. \]

It remains to prove (44). At this purpose recall that, for every torus invariant divisor \( \hat{D}_c = \sum_{i=1}^{\tilde{m}} c_i \hat{D}_i \in \mathcal{W}_T(X) \), there is a natural decomposition of the Čech cohomology
\[ (45) \quad H^q\left( X, \mathcal{O}_X\left( \hat{D}_c \right) \right) = \bigoplus_{n \in \mathbb{N}} H^q\left( X, \mathcal{O}_X\left( \hat{D}_c \right) \right) \]
(see e.g. [9] §9.1] where
\begin{equation}
H^q(X, \mathcal{O}_X(\hat{D}_c))_n \cong H^{q-1}(V_{\hat{D}_c,n}, \mathbb{C})
\end{equation}
being \( \hat{H}^* \) the reduced singular cohomology (see [9] Thm. 9.1.3). For the definition of \( V_{\hat{D}_c,n} \), recall that we are assuming \( X \) to be \( \mathbb{Q} \)-factorial. Calling \( \Xi \) the fan of \( X \), then \( \Xi \in \mathcal{SF}(\hat{A}) \), being
\[
\hat{A} = (\hat{\lambda}_1 \ldots \hat{\lambda}_{m})
\]
the fan matrix of \( X \), obtained by adding primitive generators of the rays associated with exceptional divisors, in the resolution \( \phi : X \to \hat{X}_a \), to the columns of the fan matrix \( \hat{A}_a \) of \( \hat{X}_a \), as defined in item (C) of [1,1,1]. Set
\[
\mathcal{I}(\Xi) := \{ I \in \mathcal{O}(\{1, \ldots, \hat{m}\}) \mid (\hat{\lambda}_I) \in \Xi(n) \}
\]
\[
\mathbf{n}_I := (\hat{\lambda}_I^T)^{-1} \cdot ((\mathbf{c}^T)_I)^T \in \mathbb{N}_Q
\]
where \( \mathbf{c} \) is considered as a column vector. Since \( \Xi \) is complete and simplicial, \( \{ \mathbf{n}_I \mid I \in \mathcal{I}(\Xi) \} \) defines the support function \( \varphi_{\hat{D}_c} \) of \( \hat{D}_c \) by
\[
\forall I \in \mathcal{I}(\Xi), \forall \mathbf{m} \in (\hat{\lambda}_I) \varphi_{\hat{D}_c}(\mathbf{m}) := -\mathbf{n}_I^T \cdot \mathbf{m}
\]
Therefore
\[
V_{\hat{D}_c,n} := \{ \mathbf{m} \in \Xi \mid \mathbf{n}_I^T \cdot \mathbf{m} < \varphi_{\hat{D}_c}(\mathbf{m}) \} = \bigcup_{I \in \mathcal{I}(\Xi)} \{ \mathbf{m} \in (\hat{\lambda}_I) \mid (\mathbf{n}_I + \mathbf{n})^T \cdot \mathbf{m} < 0 \}
\]
turns out to be contained in a finite union of open semi-spaces \( \text{Int}(H_{n_I+n}^-) \), for \( I \in \mathcal{I}(\Xi) \). In our case, \( \hat{D}_c = -\hat{D}_c \), that is, \( \mathbf{c}^T \) = (0, \ldots, 0, -1, 0, \ldots, 0) and \( \mathbf{n}_I = \mathbf{0}_n \) for every \( I \in \mathcal{I}(\Xi) \) such that \( i \notin I \). This means that
\[
V_{\hat{D}_c,n} \subseteq \text{Int}(H_n^-) \cup \bigcup_{I \in \mathcal{I}(\Xi), i \notin I} \text{Int}(H_{n_I+n}^-)
\]
We want to show that \( V_{\hat{D}_c,n} \) is contractible, so that \( \mathbf{49} \) can be obtained from \( \mathbf{45} \) and \( \mathbf{46} \). In particular, we will prove that there exists a whole ray \( (\hat{\lambda}_j) \) not contained in \( V_{\hat{D}_c,n}^- \), and this suffices.

Start by assuming that
\begin{equation}
\bigcup_{I \in \mathcal{I}(\Xi), i \notin I} (\hat{\lambda}_I) \subseteq H_n^-
\end{equation}
By completeness, there should exist a generator \( \hat{\lambda}_j \) of a cone \( (\hat{\lambda}_I) \) such that \( i \notin I \) and \( \mathbf{n}_I^T \cdot \hat{\lambda}_j > 0 \). Then, recalling that \( \mathbf{n}_I = \mathbf{0}_n \), for every \( I \) such that \( i \notin I \),
\[
\forall I \in \mathcal{I}(\Xi) : j \in I \quad 0 < \mathbf{n}_I^T \cdot \hat{\lambda}_j = (\mathbf{n}_I + \mathbf{n})^T \cdot \hat{\lambda}_j \quad \Rightarrow \quad \hat{\lambda}_j \notin H_{n_I+n}^-
\]
\[
\Rightarrow \quad (\hat{\lambda}_I) \notin V_{\hat{D}_c,n}^-
\]
Assume, now, the contrary of \( \mathbf{47} \). Then, there should exist a generator \( \hat{\lambda}_j \) of a cone \( (\hat{\lambda}_I) \), such that \( i \in I \) and \( \mathbf{n}_I^T \cdot \hat{\lambda}_j > 0 \). If \( \text{rk}(\text{Cl}(X)) \) is big enough then we can assume that there exist at least two such generators not belonging to \( H_n^- \), so that, \( \hat{\lambda}_j \) can be considered distinct from \( \hat{\lambda}_i \). Then
\[
\mathbf{n}_I^T \cdot \hat{\lambda}_j = (\mathbf{c}^T)_I \cdot (\hat{\lambda}_I)^{-1} \cdot \hat{\lambda}_j = \delta_{ij} = 0
\]
where $\delta_{ij}$ is the Kronecker delta and $i \neq j$. Consequently,

$$\forall I \in \mathcal{I}(\Xi) : j \in I \quad (\mathbf{n}_I + \mathbf{n})^T \cdot \lambda_j = 0 + \mathbf{n}^T \cdot \lambda_j > 0 \implies \lambda_j \notin H^{-n+1}_{\mathbf{n}+\mathbf{n}}$$

$$\implies (\lambda_j) \notin V_{-\lambda_j, n}$$

**Remark 2.11.** The hypothesis $\text{rk}(\text{Cl}(\mathcal{X}))$ *big enough* in Lemma 2.10 and then in Theorem 2.9 can be more explicitly expressed by requiring that:

- $\dim \Delta_i = 0$, for any $i = 1, \ldots, m = n + \text{rk}(\text{Cl}(\mathcal{X}))$,
- for any $\mathbf{n} \in \mathbb{N}$ there exists at least two rays $\rho_1, \rho_2 \in \Xi(1)$ such that $\rho_i \notin H^{-n}_{\mathbf{n}}$, for both $i = 1, 2$.

### 2.3.2. The hypersurface case.

When $l = 1$ one can say much more about Hodge numbers $h^p(\Omega_{\mathcal{Y}^\vee})$, being $\mathcal{Y}^\vee = \phi^{-1}(\mathcal{Y}^\vee)$, for a suitable (partial) resolution $\phi : \mathcal{X} \to \mathcal{X}_a$ and a general $\mathcal{Y}^\vee \in |D'_0|$. First of all, notice that assumptions (10) for $l = 1$ give necessarily

$$a = a_0 := (1, \delta), \quad \text{with} \quad \delta = d - n$$
$$b = b_0 := (\delta 1, 1)$$

Moreover, recall that $\mathcal{X}_{a_0} \cong \mathbb{P}(a_0)/G_{a_0}$, being $G_{a_0} \cong (\mathbb{Z}/d\mathbb{Z})^{n-1}$ [17 Thm. 4.1, Lemma 5.2].

**Theorem 2.12.** Assume $n \geq 3$. Let $\phi : \mathcal{X} \to \mathcal{X}_a$ be a (possibly trivial or partial) resolution and $\mathcal{Y}^\vee := \phi^{-1}(\mathcal{Y}^\vee)$ the transformed hypersurface defined in (34). Then, $\widehat{\mathcal{Y}^\vee}$ is an irreducible variety of dimension $n - 1$ and

$$h^p(\Omega_{\mathcal{Y}^\vee}) = h^p(\mathcal{O}_{\mathcal{Y}^\vee}) = \begin{cases} 1 & \text{for } p = 0, n - 1 \\ 0 & \text{otherwise} \end{cases}$$

$$h^p(\widehat{\Omega}_{\mathcal{Y}^\vee}) = \begin{cases} 0 = h^p(\partial_{\mathcal{X}_{a_0}}) & \text{for } p = 0, n - 1, n - 1, n \\ 1 = h^1(\partial_{\mathcal{X}_{a_0}}) & \text{for } p = 1 \text{ and } n \geq 4 \end{cases}$$

Moreover, calling $\Delta_i := \Delta_{D'_i}$, for $i = 1, \ldots, n + 1$, being $D'_i$ a torus invariant prime generator of $\mathcal{W}_T(\mathcal{X}_{a_0})$, one has

- for $n > 3$,

$$h^{n-2}(\widehat{\Omega}_{\mathcal{Y}^\vee}) - h^{n-1}(\widehat{\Omega}_{\mathcal{Y}^\vee}) + h^n(\widehat{\Omega}_{\mathcal{Y}^\vee}) = l^*(2\Delta_{b_0}) - \sum_{i=1}^{n+1} l^*(\Delta_i + \Delta_{b_0})$$

- for $n = 3$,

$$h^1(\widehat{\Omega}_{\mathcal{Y}^\vee}) - h^2(\widehat{\Omega}_{\mathcal{Y}^\vee}) + h^3(\widehat{\Omega}_{\mathcal{Y}^\vee}) = l^*(2\Delta_{b_0}) - \sum_{i=1}^{4} l^*(\Delta_i + \Delta_{b_0}) + 1$$

with $0 \leq h^n(\widehat{\Omega}_{\mathcal{Y}^\vee}) \leq 1$.

Furthermore, assuming $r := \text{rk}(\text{Cl}(\mathcal{X})) \gg 1$ big enough then

$$h^p(\widehat{\Omega}_{\mathcal{Y}^\vee}) = \begin{cases} 0 = h^p(\partial_{\mathcal{X}}) & \text{for } p = 0, n - 1, n - 1, n \\ r = h^p(\partial_{\mathcal{X}}) & \text{for } p = 1 \text{ and } n \geq 4 \end{cases}$$

and

- for $n > 3$,

$$h^{n-2}(\widehat{\Omega}_{\mathcal{Y}^\vee}) - h^{n-1}(\widehat{\Omega}_{\mathcal{Y}^\vee}) + h^n(\widehat{\Omega}_{\mathcal{Y}^\vee}) = l^*(2\Delta_{b_0}) - n + r - 2$$
• for $n = 3$,

$$h^1 \left( \bar{\Omega}_{\bar{Y}^\vee} \right) - h^2 \left( \bar{\Omega}_{\bar{Y}^\vee} \right) + h^3 \left( \bar{\Omega}_{\bar{Y}^\vee} \right) = l^* (2\Delta_{b_0}) + 2r - 5$$

with $0 \leq h^n \left( \bar{\Omega}_{\bar{Y}^\vee} \right) \leq r$.

Finally, if $\bar{Y}^\vee$ is smooth and $X$ is $\mathbb{Q}$-factorial, then $h^{n-1} \left( \bar{\Omega}_{\bar{Y}^\vee} \right) = h^n \left( \bar{\Omega}_{\bar{Y}^\vee} \right) = 0$ and

$$h^{n-2} \left( \Omega_{\bar{Y}^\vee} \right) = \begin{cases} l^* (2\Delta_{b_0}) + 2r - 5 & \text{for } n = 3 \\ l^* (2\Delta_{b_0}) - n + r - 2 & \text{for } n > 3 \end{cases}$$

**Proof.** Computing $h^p(O_{\bar{Y}^\vee}) = h^p(O_{Y^\vee})$ goes exactly as in Theorem 2.9 observing that, for $l = 1$, $\Delta_b = \Delta_b$.

Recalling (39) and (37), setting $\widehat{D}_{b_0} = \phi^{-1}(D'_{b_0})$ and being $\widehat{D}_i$ a prime torus invariant divisor generating $\mathcal{W}_Y(X)$, the following exact sequences

$$0 \longrightarrow O_{\bar{Y}^\vee} \left( - \widehat{D}_{b_0} \right) \begin{array}{c} \alpha \to \bar{\Omega}_{\bar{X}\bar{Y}^\vee} \\ \beta \to \bar{\Omega}_{\bar{Y}^\vee} \end{array} \longrightarrow 0$$

$$0 \longrightarrow \bar{\Omega}_{\bar{X}\bar{Y}^\vee} \begin{array}{c} \xi \to \bigoplus_{i=1}^{\bar{m}} O_{\bar{Y}^\vee} \left( - \widehat{D}_i \right) \\ \eta \to \text{Cl}(X) \otimes O_{\bar{Y}^\vee} \end{array} \longrightarrow 0$$

give rise to the complex

$$Q^*: 0 \longrightarrow O_{\bar{Y}^\vee} \left( - \widehat{D}_{b_0} \right) \begin{array}{c} \xi_{\psi} \to \bigoplus_{i=1}^{\bar{m}} O_{\bar{Y}^\vee} \left( - \widehat{D}_i \right) \\ \eta \to \text{Cl}(X) \otimes O_{\bar{Y}^\vee} \end{array} \longrightarrow 0$$

whose sheaf cohomology is given by

$$\mathcal{H}^q (Q^*) \cong \begin{cases} \bar{\Omega}_{\bar{Y}^\vee} & \text{for } q = 1 \\ 0 & \text{otherwise} \end{cases}$$

The first associated spectral sequence $E$, abutting to the hypercohomology $\mathcal{H}^* (Q^*)$ and degenerating at $2^\text{nd}$ level, gives

$$\mathcal{H}^{p+1} (Q^*) \cong E_2^{p,1} = H^p \left( \bar{Y}^\vee, \bar{\Omega}_{\bar{Y}^\vee} \right)$$

On the other hand, the second associated spectral sequence $E$ gives

$$E_1^{p,q} = \begin{cases} 0 & \text{for } p \neq 0, 1, 2 \\ H^q \left( \bar{Y}^\vee, O_{\bar{Y}^\vee} \left( - \widehat{D}_{b_0} \right) \right) & \text{for } p = 0 \\ \bigoplus_{i=1}^{\bar{m}} H^q \left( \bar{Y}^\vee, O_{\bar{Y}^\vee} \left( - \widehat{D}_i \right) \right) & \text{for } p = 1 \\ H^q \left( \bar{Y}^\vee, O_{\bar{Y}^\vee} \right) \oplus r & \text{for } p = 2 \end{cases}$$

with $r := \text{rk} (\text{Cl}(X))$.

Assume, first of all, $\phi$ is trivial, that is $X = X_{a_0}$, $\widehat{D}_{b_0} = D'_{b_0}$ and $\widehat{D}_i = D'_i$. Then $r = \text{rk} (\text{Cl}(X)) = \text{rk} (\text{Cl}(X_{a_0})) = 1$ and $\bar{m} = m = n + 1$. Moreover, $X_{a_0}$ turns out to be a finite quotient of the weighted projective space $\mathbb{P}(a_0)$ [17, Lem. 5.2], meaning that suitable multiples of both $D'_{b_0}$ and $D'_i$ are ample divisors. Then Proposition 2.4...
Recalling exact sequences (49) and the definition of $Q_dH$ is given by $h$ that, alternatively, it can only happen that $h''$ sequence (52)

\[\dim \left( E^{n,1}_{1} \right) = \sum_{i=1}^{n+1} h^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) = \sum_{i=1}^{n+1} l^*(\Delta_i + \Delta_{b_0})\]

\[\dim \left( E^{2,0}_{1} \right) = h^0(Y^\vee, O_{Y^\vee}) = 1\]

\[\dim \left( E^{2,1}_{1} \right) = h^{n-1}(Y^\vee, O_{Y^\vee}) = 1\]

Since $d_2 : E^{p,q}_2 \to E^{p+2,q-1}_2$ is always zero, this suffices to show that the spectral sequence $E$ degenerates at the second level, so giving, by (51), that

\[H^p \left( Y^\vee, \hat{\Omega}_{Y^\vee} \right) \cong \begin{cases} E^{2,n-1} & \text{for } p = n \\ E^{1,n-1} & \text{for } p = n - 1 \\ E^{0,n-1} \oplus E^{2,n-3}_2 & \text{for } p = n - 2 \\ E^{0,2} \oplus E^{2,0}_2 & \text{for } p = 1 \\ 0 & \text{otherwise} \end{cases}\]

Assume $n > 3$. Then $E^{2,n-1}_2 \cong \{0\} \cong E^{0,2}_2$ and

\[E^{2,n-1}_2 \cong \frac{\ker \left( \bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) \to H^{n-1}(Y^\vee, O_{Y^\vee}) \right)}{\bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee})}\]

\[E^{1,n-1}_2 \cong \frac{\ker \left( H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) \to H^{n-1}(Y^\vee, O_{Y^\vee}) \right)}{\bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee})}\]

\[E^{0,n-1}_2 \cong \frac{\ker \left( H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) \to H^{n-1}(Y^\vee, O_{Y^\vee}) \right)}{\bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee})}\]

Recalling exact sequences (49) and the definition of $Q^\ast$, the map

\[d_1 : \bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) \to H^{n-1}(Y^\vee, O_{Y^\vee})\]

is given by $H^{n-1}(\eta)$, which is surjective if and only if $h^n(\hat{\Omega}_{X_{\mathbb{A}^n}}|_{Y^\vee}) = 0$: notice that, alternatively, it can only happen that $h^n(\hat{\Omega}_{X_{\mathbb{A}^n}}|_{Y^\vee}) = 1$ and $H^{n-1}(\eta) = 0$. Moreover, the map

\[d_1 : H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i)) \to \bigoplus_{i=1}^{n+1} H^{n-1}(Y^\vee, O_{Y^\vee}(-D'_i))\]

is obtained as the composition $H^{n-1}(\xi) \circ H^{n-1}(\alpha)$. Clearly $H^{n-1}(\xi)$ is injective, as $h^{n-2}(O_{Y^\vee}) = 0$. Then, recalling that $h^n(\hat{\Omega}_{X_{\mathbb{A}^n}}|_{Y^\vee}) = h^n(\hat{\Omega}_{Y^\vee})$ by the first exact sequence in (49),

\[h^{n-2}(\hat{\Omega}_{Y^\vee}) - h^{n-1}(\hat{\Omega}_{Y^\vee}) + h^n(\hat{\Omega}_{Y^\vee}) = l^*(2\Delta_{b_0}) - \sum_{i=1}^{n+1} l^*(\Delta_i + \Delta_{b_0})\]

where $h^n(\hat{\Omega}_{Y^\vee}) \in \{0, 1\}$. 

\[0 \to E^{0,2}_2 \to E^{0,1}_2 \to E^{0,0}_2 \to E^{0,-1}_2 \to \cdots \]
Assume now \( n = 3 \). Then
\[
\varpi^{E_{n-3}^2} = \varpi^{E_{0}^2} \cong \mathbb{C}
\]
\[
\varpi^{E_{n-1}^1} = \varpi^{E_{0}^0} \cong \ker (H^{n-1}(\xi) \circ H^{n-1}(\alpha)) = \ker (H^{n-1}(\alpha))
\]
and
\[
h^1(\Omega_{\nabla}) - h^2(\Omega_{\nabla}) + h^3(\Omega_{\nabla}) = l^*(2\Delta_{b_0}) - \sum_{i=1}^{4} l^*(\Delta_i + \Delta_{b_0}) + 1
\]
where \( h^3(\Omega_{\nabla}) \in \{0, 1\} \).

Assume, now, \( \phi: X \to X_{b_0} \) is non-trivial and \( \text{rk}(\text{Cl}(X)) \) is sufficiently big such that \( \Delta_i = \{0\} \), for any \( i = 1, \ldots, \tilde{m} \). By construction, \( \Delta_{b_0} = \Delta_{b_0} \) and Corollary 1.10 ensures that a suitable multiple of \( \tilde{D}_{b_0} \) can be assumed ample, meaning that Proposition 2.3 can still be applied to computing \( H^q(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\tilde{D}_{b_0})) \). This fact no more holds for \( \hat{D}_1 \), but possibly assuming \( r := \text{rk}(\text{Cl}(X)) \gg 1 \) to be even bigger, Lemma 2.10 applies to computing \( H^q(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\hat{D}_i)) \).

Assume \( n > 3 \). Then \( \varpi^{E_{n-3}^2} \cong \{0\} \cong \varpi^{E_{0}^2} \) and (52) gives

\[
\varpi^{E_{n-1}^1} \cong \frac{H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla})^{\oplus r}}{\ker \left( (\bigoplus_{i=1}^{n+1} H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\tilde{D}_{b_0})) \bigoplus_{i=1}^{n+1} H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\hat{D}_i)) \right)}
\]

\[
\varpi^{E_{n-1}^1} \cong \frac{\ker \left( (\bigoplus_{i=1}^{n+1} H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\tilde{D}_{b_0})) \bigoplus_{i=1}^{n+1} H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\hat{D}_i)) \right)}{H^{n-1}(\tilde{Y}_{\nabla}, \mathcal{O}_{\nabla}(-\hat{D}_{b_0}))}
\]

\[
\varpi^{E_{0}^0} \cong \mathbb{C}^r \implies h^1(\tilde{\Omega}_{\nabla}) = r
\]

\[
h^{n-2}(\tilde{\Omega}_{\nabla}) - h^{n-1}(\tilde{\Omega}_{\nabla}) + h^n(\tilde{\Omega}_{\nabla}) = l^*(2\Delta_{b_0}) - n + r - 2
\]

where \( 0 \leq h^n(\tilde{\Omega}_{\nabla}) \leq r \).

Assume now \( n = 3 \). Then
\[
\varpi^{E_{n-3}^2} = \varpi^{E_{0}^2} \cong \mathbb{C}^r
\]
\[
\varpi^{E_{n-1}^1} = \varpi^{E_{0}^0} \cong \ker (H^{n-1}(\xi) \circ H^{n-1}(\alpha)) = \ker (H^{n-1}(\alpha))
\]
and
\[
h^1(\tilde{\Omega}_{\nabla}) - h^2(\tilde{\Omega}_{\nabla}) + h^3(\tilde{\Omega}_{\nabla}) = l^*(2\Delta_{b_0}) + 2r - 5
\]
where \( 0 \leq h^3(\tilde{\Omega}_{\nabla}) \leq r \).

Finally, assume that \( \tilde{Y}_{\nabla} \) is smooth and \( X \) is \( \mathbb{Q} \)-factorial. Then the weak Lefschetz theorem and the Danilov vanishing 2.2 give
\[
h^{n-1}(\Omega_{\nabla}) = 0 = h^n(\Omega_{\nabla})
\]
and (58) follows immediately by previous relations. \( \square \)
2.4. The topological mirror test. Consider a partitioned ftv \( (X, \mathbf{a} = \sum_{k=1}^{l} a_k) \) admitting a calibrated partitioned \( f \)-process

\[
\left( X, \mathbf{a} = \sum_{k=1}^{l} a_k \right) \leftrightarrow \left( \mathbf{b} = \sum_{k=1}^{l} b_k \right)
\]

the family of complete intersection subvarieties

\[
Y_a := \left\{ Y := \bigcap_{k=1}^{l} Y_k \subset X \mid Y_k \in |D| \right\}
\]

and its \( f \)-dual mirror family

\[
Y^\vee \mathbf{b} := \left\{ Y^\vee := \bigcap_{k=1}^{l} Y^\vee_k \subset \mathbf{b} \mid Y_k \in |D^\prime| \right\}
\]

Following notation introduced in [17, §3.2], making the topological mirror test for \( Y_a \) and \( Y^\vee \mathbf{b} \) means performing the following double check for the ordered couple \((Y, Y^\vee)\):

- **A-side**: there exists a (partial) resolution of singularities \( \tilde{Y} \rightarrow Y \) such that \( \tilde{Y} \) is (quasi-)smooth, for \( Y \) generic in \( Y_a \), and

\[
k_{Y} = r_Y = 1 = m_{Y^\vee}
\]

where \( k_{Y} \) is the number of Kähler moduli of the resolved family \( \tilde{Y}_a \) and \( m_{Y^\vee} \) is the number of complex moduli of the family \( Y^\vee \); in this case, \( Y^\vee \) is called an A-mirror of \( Y \);

- **B-side**: there exists a (partial) resolutions of singularities \( \tilde{Y}^\vee \rightarrow Y^\vee \) such that \( \tilde{Y}^\vee \) is (quasi-)smooth, for \( Y^\vee \) generic in \( Y^\vee \mathbf{b} \), and

\[
k_{Y^\vee} = r_{Y^\vee} = m_Y
\]

where \( k_{Y^\vee} \) is the number of Kähler moduli of the resolved family \( \tilde{Y}^\vee \) and \( m_Y \) is the number of complex moduli of the family \( Y^\vee \); in this case, \( Y \) is called a B-mirror of \( Y^\vee \).

In general \( k_{Y}, m_{Y^\vee}, k_{Y^\vee}, m_Y \) are not well defined, but their meaning will turn out to be clear in all examples we are going to consider. Namely, for the A-side mirror check we will prove that

\[
k_{Y} = r_Y = 1 = m_{Y^\vee}
\]

which is enough because \( Y \) is generically smooth and \( m_{Y^\vee} \) does not depend on the resolution level. But the B-side mirror check will turn to be many more intricate. For hypersurfaces in \( P^n \) of degree \( d \geq n + 1 \) we will check the existence of suitable (non canonical and partial) resolution \( \tilde{Y} \rightarrow Y \) such that

\[
k_{Y^\vee} = r_{Y^\vee} = m_Y
\]

But, for the complete intersection \( Y_{3,4} \subset P^5 \) we will consider in §4 we will only able to show the existence of a resolution \( \tilde{Y}^\vee \rightarrow Y^\vee \) induced by a resolution of singularities of the ambient toric variety \( \phi : X \rightarrow X \), such that

\[
k_{Y^\vee} = r_{Y^\vee} > m_{Y^\vee}
\]

See considerations ending up §4.1.1.
3. Case \( l = 1 \): mirror test for projective hypersurfaces

Assume
\[
X = \mathbb{P}^n \quad \text{and} \quad \mathbf{a} = \mathbf{a}_0 := (1_n, \delta)
\]
with \( l = 1 \) and \( \delta = d - n \geq 1 \). In [17] Thm. 4.1, Rem. 4.4, Lem. 5.2] a complete description of the \( f \)-dual \( \text{ftv} \) \((X_{\mathbf{a}_0}, \mathbf{b}_0)\) is given, as a suitable framed quotient of the weighted projective space whose weights are assigned by \( \mathbf{a}_0 \), namely:
\[
X_{\mathbf{a}_0} = X_{(1_n, \delta)} \cong \mathbb{P}(1_n, \delta)/G_{(1_n, \delta)}
\]
by the action of \( G_{(1_n, \delta)} \cong \mathbb{Z}^{n-1}_{\delta} \) described in [17] Lem. 5.2, and
\[
\mathbf{b}_0 = (\delta \cdot 1_n, 1)
\]
Calling \( Y \in |D_{(1_n, \delta)}| \) a generic, hence smooth, hypersurface of degree \( d \), its \( f \)-mirror partner is the hypersurface \( Y^\vee \in |D_{(1_n, \delta)}^\vee| \) of \( X_{(1_n, \delta)} \) defined as the zero locus of the weighted homogeneous polynomial
\[
f^\vee = \prod_{i=1}^{n} x_i^{d-1} \left( \sum_{i=1}^{n} x_i^d + \psi \prod_{j=1}^{n+1} x_j \right) + x_1^{n+1} \in \text{Cox} \left( X_{(1_n, \delta)} \right) \cong \text{Cox} \left( \mathbb{P}(1_n, \delta) \right)
\]
where \( \psi \) is the unique complex modulus of the \( f \)-mirror family (see [17] Thm. 5.3]).
Then, one has
\[
(54) \quad k_Y = h^1(\Omega_Y) = 1 = m_{Y^\vee}
\]
by the weak Lefschetz Theorem and [17] Thm. 5.3, Rem. 5.4]. That is:
- \( Y^\vee \) is an \( A \)-mirror of \( Y \).

For what concerning the \( B \)-side checking, recall that
\[
(55) \quad m_Y = \dim \mathbb{P} \left( H^0(\mathcal{O}_{\mathbb{P}^n}(d)) \right) - \dim \mathbb{P} \text{GL}(n + 1) = \binom{n + d}{d} - (n + 1)^2
\]
Then, one has to exhibit a suitable resolution \( \widehat{Y^\vee} \rightarrow Y^\vee \) to computing \( k_{Y^\vee} \) and making the required comparison.

3.0.1. Stringy Hodge numbers of \( \mathbb{Q} \)-factorial complete toric varieties. Let us now recall the definition of stringy \( E \)-function and stringy Hodge numbers in the particular case of a \( \mathbb{Q} \)-factorial and complete toric variety \( X(\Sigma) \).

Being \( X \) \( \mathbb{Q} \)-factorial, for every maximal cone \( \sigma \in \Sigma(n) \) there exists a unique subset \( I \subset \{1, \ldots, |\Sigma(1)|\} \) such that \( |I| = n \) and \( \sigma = \langle V_I \rangle \), where \( V \) is a fan matrix of \( X \). Then, since \( X \) is complete, there exists a well defined continuous function \( \varphi_K : N_\mathbb{R} \rightarrow \mathbb{R} \), called the canonical support function, constructed by setting
\[
(56) \quad \forall \mathbf{n} \in N_\mathbb{R}, \quad \forall I: \mathbf{n} \in \langle V_I \rangle \quad \varphi_K(\mathbf{n}) := -\mathbf{m}_I^T \cdot \mathbf{n} \quad \text{where} \quad \mathbf{m}_I := -(V_I^T)^{-1} \cdot 1_n
\]
In particular, \( \varphi_K \) satisfies the following properties:
1. \( \varphi_K(\mathbf{v}_i) = 1 \) for every column \( \mathbf{v}_i \) of the fan matrix \( V \) of \( X \),
2. \( \varphi_K \) is linear on each cone \( \sigma \in \Sigma \).

Definition 3.1 (Stringy \( E \)-function). The stringy \( E \)-function of a complete and \( \mathbb{Q} \)-factorial toric variety \( X(\Sigma) \) is the following
\[
(57) \quad E_{st}(X; u, v) := (uv - 1)^{\text{dim} \Sigma} \sum_{\sigma \in \Sigma} \left( \sum_{\mathbf{n} \in \text{Int}(\sigma) \cap N} (uv)^{-\varphi_K(\mathbf{n})} \right)
\]
where $\text{Int}(\sigma)$ denotes the relative interior of $\sigma$. The stringy Euler number of $X$ is then defined by

$$e_{st}(X) := \lim_{u,v \to 1} E_{st}(X; u, v)$$

**Remark 3.2.** Batyrev introduced the stringy $E$-function and Euler number for a normal, irreducible, algebraic variety $X$ with at worst log-terminal singularities [2, Def. 3.1, Def. 3.3] and proved that $E_{st}(X; u, v)$ is given by [27] when $X$ is a $\mathbb{Q}$-Gorenstein toric variety [2 Thm. 4.3]. Moreover,

(*) if $X$ has Gorenstein singularities then $E_{st}(X; u, v)$ turns out to be a polynomial [2, Prop. 4.4].

**Definition 3.3** (Stringy Hodge numbers). Assume that $E_{st}(X; u, v)$ is a polynomial with

$$E_{st}(X; u, v) = \sum_{p,q} a_{p,q} u^p v^q$$

Up to a sign, its coefficients are defined to be the stringy Hodge numbers of $X$, namely

$$h_{st}^{p,q}(X) := (-1)^{p+q} a_{p,q}$$

**Remark 3.4.** By Poincaré duality [2 Thm. 3.7, Rem. 3.9], if $E_{st}(X; u, v)$ is a polynomial then

$$\deg E_{st}(X; u, v) = 2 \dim X$$

In particular, it turns out that

$$\forall p, q \quad h_{st}^{p,q}(X) = h_{st}^{q,p}(X), \quad h_{st}^{0,0}(X) = 1 = h_{st}^{\dim X, \dim X}(X)$$

Consider the case of a smooth and complete toric variety $X$. The $E$-polynomial of $X$ is defined as:

$$E(X; u, v) := \sum_{p,q} (-1)^{p+q} h_{st}^{p,q}(X) u^p v^q$$

**Proposition 3.5** (Cor. 3.6 in [2]). Let $X$ be a smooth and complete toric variety. Then $E_{st}(X; u, v) = E(X; u, v)$. In particular,

$$\forall p, q \quad h_{st}^{p,q}(X) = h^{p,q}(X)$$

**Definition 3.6.** Let $X$ be a projective algebraic variety with at worst canonical Gorenstein singularities. A birational morphism $\phi: Y \to X$ is called a crepant partial resolution of $X$ if $\phi^* K_X = K_Y$. If $Y$ is smooth than $\phi$ is called a crepant resolution of $X$.

**Proposition 3.7** (Thm. 3.12 in [2]). Let $\phi: Y \to X$ be a crepant partial resolution. Then $E_{st}(Y; u, v) = E_{st}(X; u, v)$. In particular, Proposition 3.5 ensures that, if $\phi$ is a crepant resolution then

$$E(Y; u, v) = E_{st}(X; u, v) \implies \forall p, q \quad h^{p,q}(Y) = h_{st}^{p,q}(X)$$

3.0.2. **Stringy Hodge numbers of $X_a$.** Consider, now, the $\mathbb{Q}$-factorial and complete toric variety $X_a$, associated with the fan $\Sigma_a = \Sigma_{\Delta(P^n, a)}$ over the polytope $\Delta(P^n, a)$. Assume that

$$a_1 \leq a_2 \leq \cdots \leq a_{n+1} \quad \text{and} \quad \gcd(a_1, \ldots, a_{n+1}) = 1$$

and conditions (a) and (b) in [17 Thm. 4.1] are satisfied: this is the case, e.g., when $a = a_0$. 

Proposition 3.8. Let $\Lambda_a = (\lambda_1, \ldots, \lambda_{n+1})$ be the fan matrix of $X_a$ obtained by the polytope $\Delta_a$ described in (12). Then the following are equivalent:

1. $|a| = n + 1$,
2. $\Delta_a$ is a reflexive polytope,
3. $X_a$ has Gorenstein singularities.

In particular, by setting

$$\psi_a(0) := 1 \quad \forall h \in \mathbb{N} \setminus \{0\} \quad \psi_a(h) := |(h\Delta_a \setminus (h-1)\Delta_a) \cap M| = l(h\Delta_a) - l((h-1)\Delta_a)$$

if one of facts from (1) to (3) holds then

$$E_{st}(X_a; u, v) = (uv - 1)^n \sum_{h \geq 0} \psi_a(h)(uv)^{-h}$$

is a polynomial of degree $2n$.

Proof. (1) $\Rightarrow$ (2): clearly $|a| = n + 1$ if and only if $a = 1_{n+1}$. Then (12) shows that $\Delta_a$ is a lattice polytope admitting $0$ as the unique interior lattice point.

(2) $\Rightarrow$ (3): To checking that $X_a$ has only Gorenstein singularities is the same as checking that

$$\forall \ m \in M \quad \varphi_K(m) \in \mathbb{Z}$$

Given $m \in M$ let

$$h(m) := \min \{ l \in \mathbb{N} \mid m \in l\Delta_a \}$$

Being $\Delta_a$ a reflexive polytope, $m$ has to belong to the boundary of $h\Delta_a$, otherwise $m \in (h-1)\Delta_a$, against the definition of $h$. Therefore, $\varphi_K(m) = -h \in \mathbb{Z}$, so giving (60).

(3) $\Rightarrow$ (1): by contradiction, assume $|a| > n + 1$; then

$$a = \left( \begin{array}{c} a_1 \\ \vdots \\ a_n \\ a_{n+1} \end{array} \right) \geq \left( \begin{array}{c} 1 \\ \vdots \\ 1 \\ 2 \end{array} \right) =: a'$$

By (12), this means that

$$\Delta_a \supset \Delta'_a = \text{Conv} \left( \begin{array}{cccc} n + 1 & -1 & -1 & -1 \\ -1 & n + 1 & -1 & -1 \\ -1 & -1 & \vdots & \vdots \\ \vdots & \vdots & -1 & -1 \\ -1 & -1 & n + 1 & -1 \end{array} \right)$$

Notice that $e_1, \ldots, e_n$ are all interior lattice points of $\Delta'_a$. Then they are also interior lattice point of $\Delta_a$, which cannot be a reflexive polytope.

Finally, (59) follows by (57), recalling that $\Sigma_a$ is a complete fan in $M_R$ and noticing that, being $\Delta_a$ a reflexive polytope, $\varphi_K(m) = -h$, where $h$ is defined in (61). The fact that $E_{st}(X_a; u, v)$ is a polynomial of degree $2n$ follows by statement $(\ast)$ in Remark 3.2, recalling that $X_a$ has Gorenstein singularities by item (3), and by Remark 3.4.

Putting together Proposition 3.7 and Proposition 3.8, one gets immediately the following
Corollary 3.9. If \(|a| = n + 1\) then \(E_{st}(X_a; u, v) = \sum_{h=0}^{n} c_h u^h v^h\), with

\[
\forall h \in \mathbb{N} : 0 \leq h \leq n \quad c_h = \sum_{i=0}^{n-h} (-1)^i \binom{n}{n-i} \psi_a(n-h-i)
\]

\[
= \sum_{j=0}^{n-h} (-1)^{n-h-j} \binom{n}{h+j} \psi_a(j)
\]

In particular, if \(\phi : \mathring{X}_a \rightarrow X_a\) is a crepant resolution then

\[
h^{p,q}(\mathring{X}_a) = h^{p,q}_{st}(X_a) = \begin{cases} c_p & \text{when } p = q \\ 0 & \text{otherwise} \end{cases}
\]

Assume now \(a = a_0 := (1_n, \delta)\) with \(\delta \geq 2\). By Proposition 3.8, \(X_{a_0}\) has not Gorenstein singularities, but \(\mathbb{Q}\)-Gorenstein ones. This is clear also by recalling the anti-canonical polytope of \(X_{a_0}\), given by

\[
(62) \quad \Delta_{-K_{X_{a_0}}} = ( \ e_1 \cdots e_n \ -1/(d-n)1_n )
\]

This means that \(\varphi_K\) assumes integer values on \(M \cap |\Sigma_{a_0} - \langle \Lambda_{a_0}^{(n+1)} \rangle|\), while it may assume rational, non integer, values on

\[
M \cap \langle \Lambda_{a_0}^{(n+1)} \rangle = M \cap \left\langle \begin{array}{ccc} d-1 & -1 & \\
-1 & \ddots & \vdots \\
\vdots & & -1 \\
-1 & \ddots & d-1 \end{array} \right\rangle
\]

Proposition 3.10. Consider the \(n \times (2n + 1)\) integer matrix

\[
\Lambda'_{a_0} := ( \Lambda_{a_0} | \ e_1 \cdots e_n )
\]

Let \(\Sigma_{a_0} \in SF(\Lambda'_a)\) be a subdivision of the fan \(\Sigma_{a_0}\) and consider the associated toric variety \(X'_{a_0}(\Sigma'_{a_0})\). Then:

1. \(X'_{a_0}\) has at worst Gorenstein singularities,
2. there exists a birational morphism \(f : X'_{a_0} \rightarrow X_{a_0}\) which is a partial resolution of \(X_{a_0}\),
3. there exists a crepant resolution \(\phi' : \mathring{X}_{a_0} \rightarrow X'_{a_0}\) such that

\[
\phi = f \circ \phi' : \mathring{X}_{a_0} \rightarrow X_{a_0}
\]

is a resolution of singularities of \(X_{a_0}\).

In particular, (1) shows that the canonical support function of \(X'_{a_0}\) is a well defined continuous function \(\varphi_K : M_\mathbb{R} \rightarrow \mathbb{R}\) such that

1. \(\varphi_K(\lambda'_i) = 1\) for every column \(\lambda'_i\) of the fan matrix \(\Lambda'_{a_0}\) of \(X'_{a_0}\),
2. \(\varphi_K\) is linear on each cone \(\sigma' \in \Sigma'_{a_0}\),
3. \(\varphi_K(m) \in \mathbb{Z}\) for every \(m \in M\).
Then, by setting
\[
\forall h \in \mathbb{N} \quad \varphi_{s_{\mathfrak{n}}} (h) := \{|m \in M | \varphi_K (m) = -h\} \\
\forall p \in \mathbb{N} : 0 \leq p \leq n \quad c'_p := \sum_{h=0}^{n-p} (-1)^h \binom{n}{n-h} \varphi_{s_{\mathfrak{n}}} (n-p-h) \\
= \sum_{h=0}^{n-p} (-1)^{n-p-h} \binom{n}{p+h} \varphi_{s_{\mathfrak{n}}} (h)
\]
on one has
\[
h^{p,q} (\mathfrak{X}_{s_{\mathfrak{n}}} ) = h^{p,q} (\mathfrak{X}'_{s_{\mathfrak{n}}} ) = \left\{ \begin{array}{ll} c'_p & \text{when } p = q \\ 0 & \text{otherwise} \end{array} \right.
\]

**Proof:** Keeping in mind expression (62) of the anti-canonical polytope \( \Delta_{-K_{s_{\mathfrak{n}}} } \) and definition, given in (60), of the canonical support function \( \varphi_K \), lattice points \( e_1, \ldots, e_n \in \mathbb{N} \) turn out defining \( \varphi_K \) on every maximal cone in \( \Sigma_{s_{\mathfrak{n}}} (n) \) which is not contained in the \( n \)-cone \( \langle e_{a_{\mathfrak{n}}} \rangle \in \Sigma_{s_{\mathfrak{n}}} \). Moreover, the introduction of new rays \( \langle e_1 \rangle, \ldots, \langle e_n \rangle \in \langle e_{a_{\mathfrak{n}}} \rangle \) determines a subdivision of the \( n \)-cone \( \langle e_{a_{\mathfrak{n}}} \rangle \in \Sigma(n) \) in \( n+1 \) simplicial maximal cones of \( \Sigma_{s_{\mathfrak{n}}} (n) \). The definition of \( \varphi_K \) on these \( n+1 \) cones is then, respectively, assigned by the following \( n+1 \) vectors
\[
\begin{pmatrix} -d+n \\ 1_{n-1} \end{pmatrix}, \ldots, \begin{pmatrix} -1_{n-1} \\ -d+n \end{pmatrix}, -1_n \in \mathbb{N}
\]
Then \( \varphi_K : M_{\mathfrak{R}} \rightarrow \mathbb{R} \) is well defined and satisfying properties (i), (ii), (iii) in the statement. This suffices to guarantee that \( \mathfrak{X}_{s_{\mathfrak{n}}} \) admits at worst Gorenstein singularities, so proving (1). For (2), notice that \( \Sigma'_{s_{\mathfrak{n}}} \) is a subdivision of \( \Sigma_{s_{\mathfrak{n}}} \). Then the identity map \( \text{id} : \Sigma'_{s_{\mathfrak{n}}} \rightarrow \Sigma_{s_{\mathfrak{n}}} \) induces a map of fans \( f' : \mathfrak{X}_{s_{\mathfrak{n}}} \rightarrow \mathfrak{X}_{s_{\mathfrak{n}}} \) and then a well defined birational morphism \( f : \mathfrak{X}_{s_{\mathfrak{n}}} \rightarrow \mathfrak{X}_{s_{\mathfrak{n}}} \).

Finally, the crepant resolution \( \mathfrak{X}_{s_{\mathfrak{n}}} \) is obtained by further subdividing \( \Sigma'_{s_{\mathfrak{n}}} \) by adding all the new rays associated with the \( A \)-triangulation of \( \Delta_{s_{\mathfrak{n}}} \), in the sense of [1] Def. 2.2.15], obtained by setting
\[
A = \{ m \in M | \varphi_K (m) \leq 1 \}
\]
Then \( \varphi' \) is constructed like \( f \) and it is a crepant resolution of \( \mathfrak{X}_{s_{\mathfrak{n}}} \) [1] Thm. 2.2.24, so proving (3).

The last part of the statement, about the computation of Hodge numbers of \( \mathfrak{X}_{s_{\mathfrak{n}}} \), follows immediately by Definition 3.1 and Propositions 3.5 and 3.7. □

**3.0.3. Kähler moduli of the generic \( f \)-dual hypersurface** \( \mathfrak{Y}^\vee \subset \mathfrak{X}_{s_{\mathfrak{n}}} \). Consider the calibrated \( f \)-process \( (\mathbb{P}^n, D_{s_{\mathfrak{n}}}) \rightarrow (\mathfrak{X}_{s_{\mathfrak{n}}}, D'_{s_{\mathfrak{n}}}) \). Let \( \mathfrak{Y}^\vee \) be the generic hypersurface of \( \mathfrak{X}_{s_{\mathfrak{n}}} \) in the linear system \( |D_{s_{\mathfrak{n}}} | \) whose defining polynomial is \( f^\vee \in \text{Cox}(\mathfrak{X}_{s_{\mathfrak{n}}} ) \), described in (63). Define the transformed hypersurface
\[
\mathfrak{Y}^\vee := \phi^{-1} (Y^\vee )
\]
as the zero-locus of \( \phi'(f^\vee ) \in \text{Cox}(\mathfrak{X}_{s_{\mathfrak{n}}} ) \) under a (partial) resolution \( \phi : \mathfrak{X}_{s_{\mathfrak{n}}} \rightarrow \mathfrak{X}_{s_{\mathfrak{n}}} \), where \( \phi \) can be either the one constructed in Proposition 3.10 or a suitable partial resolution factorizing it. Assuming \( n \geq 4 \), we now subdivide the computation of \( h^1 (\Omega_{\mathfrak{Y}^\vee} ) \) in three different cases: \( d = n + 1 \), \( d = n + 2 \) and \( d \geq n + 3 \).
Let $Y \subset \mathbb{P}^n$ be a generic hypersurface of degree $d = n + 1$. It is a Calabi-Yau variety and what follows is a particular case of the Batyrev duality for anti-canonical hypersurfaces of Fano toric varieties described in \cite{Batyrev94}.

Since $d = n + 1$ then $a_0 = 1_{n+1}$ and also $b_0 = 1_{n+1}$.

**Theorem 3.11.** There exists a partial crepant resolution $\phi : \hat{X}_1 \to X_1$ such that $\hat{Y} = \phi^{-1}(Y')$ is a smooth Calabi-Yau resolution of $Y'$ and

$$h^1(\Omega_{\hat{Y}}) = -(n+1)\left(\frac{n}{n-1}\right) + \sum_{i=1}^{n} (-1)^{n-i} \left(\frac{n+1}{i+1}\right) \left(\frac{in-i-1}{n}\right)$$

In particular,

$$h^2(\Omega_Y) = m_Y = \left(\frac{2n+1}{n+1}\right) - (n+1)^2 = h^1(\Omega_{\hat{Y}})$$

so giving the B-side mirror symmetry between the generic anti-canonical hypersurfaces $Y \subset \mathbb{P}^n$ and $Y^\vee \subset X_1$. Recalling \cite{Kontsevich03}, this means that $(Y, Y^\vee)$ is a pair of topological and Hodge mirror symmetric partners (notation as in \cite[Def. 3.5]{Batyrev94}).

**Proof.** Consider the generic hypersurface $Y^\vee \in |D_1'|$. It is the zero-locus of

$$f^\vee = \sum_{i=1}^{n+1} x_i^{n+1} + \psi \prod_{j=1}^{n+1} x_j$$

as can be immediately deduced by setting $d = n+1$ and $\delta = 1$ in \cite{Kontsevich03}. Then $Y^\vee$ is quasi-smooth, as $\hat{Y}^\vee = \pi^{-1}(Y^\vee)$ is a smooth hypersurface of $\mathbb{P}^n$, where $\pi : \mathbb{P}^n \to X_1$ is the canonical projection of the $G_1$-action described in \cite[Lem. 5.2]{Batyrev94}. More in detail, in the resolution process described in Proposition 3.10 $Y^\vee$ can be assumed not passing through centers of those blowups whose exceptional divisors are the closure of the torus orbits of rays generated by interior points of a facet of $\Delta_1$, since those centers are just given by isolated points. This means that the resolution process can be stopped earlier, thus avoiding those blowups, and obtaining a partial crepant resolution $\phi : \hat{X}_1 \to X_1$ factorizing the one described in Proposition 3.10.

In particular, $\hat{Y}^\vee$ is a Calabi-Yau hypersurface as $\phi$ is crepant. Then, Corollary 3.11 gives

\[
h^1(\Omega_{\hat{X}_1}) = h_{n1}^{11}(X_1) - \sum_{\Theta < \Delta_1} l^*(\Theta) = c_1 - \sum_{\Theta < \Delta_1} l^*(\Theta)
\]

\[
= \sum_{j=0}^{n-1} (-1)^{n-1-j} \binom{n}{j+1} \psi_1(j) - \sum_{\Theta < \Delta_1} l^*(\Theta)
\]

\[
= \sum_{j=0}^{n-1} (-1)^{n-1-j} \binom{n}{j+1} \left[l(j\Delta_1) - l((j-1)\Delta_1)\right] - \sum_{\Theta < \Delta_1} l^*(\Theta)
\]

\[
= \sum_{j=0}^{n-1} (-1)^{n-1-j} \binom{n+1}{j+2} l(j\Delta_1) - \sum_{\Theta < \Delta_1} l^*(\Theta)
\]

\[
= \sum_{i=1}^{n} (-1)^{n-i} \binom{n+1}{i+1} \left(in + i - 1\right) - (n+1) \binom{n}{n-1}
\]
where, in the order, we applied the definition of \( \psi \) given in Proposition \[5.5\] the identity \( \binom{n}{j+1} + \binom{n}{j+2} = \binom{n+1}{j+2} \). the substitution \( i = j + 1 \) and observed that

\[
\begin{aligned}
& l((i-1)\Delta_1) = h^0(\mathcal{O}_{\mathbb{P}^n}((i-1)(n+1))) = \binom{in + i - 1}{n} \\
\end{aligned}
\]

The computation of \( h^1(\Omega_{\varphi}) \) follows, now, from Theorem \[2.9\] that is

\[
\begin{aligned}
& h^1(\Omega_{\varphi}) = \text{rk}(\text{Cl}(\mathcal{X})) = h^1(\Omega_{\mathcal{X}}) \\
& = -(n+1) \binom{n}{n-1} + \sum_{i=1}^{n} (-1)^{n-i}(n+1 \binom{n+1}{i+1}) \binom{in + i - 1}{n} \\
\end{aligned}
\]

Finally, the second part of the statement is just the evaluation for \( d = n + 1 \) of the combinatorial Lemma \[3.16\] \( \square \)

\[ d = n + 2 \]. Let \( Y \subset \mathbb{P}^n \) be a generic hypersurface of degree \( d = n + 2 \). Then \( Y \) is the lowest degree case of a projective hypersurface of general type. In particular, \( \mathbf{a}_0 = (1, 2) \) and \( \mathbf{b}_0 = (2 \cdot 1, n, 1) \).

**Theorem 3.12.** There exists a partial resolution \( \phi : \mathcal{X}_{(1,2)} \rightarrow \mathcal{X}_{(1,2)} \), factorizing the one given in Proposition \[3.10\], and such that the transformed hypersurface

\[
\mathcal{J}^\vee = \phi^{-1}(Y^\vee) \subset \mathcal{X}_{(1,2)}
\]

is quasi-smooth and

\[
\begin{aligned}
& h^1(\Omega_{\mathcal{J}^\vee}) = - \binom{n+1}{n-1} + c_1 = - \binom{n+1}{n-1} + \sum_{h=0}^{n-1} (-1)^{n-1-h} \binom{n}{h+1} \varphi(1,2)(h) \\
\end{aligned}
\]

where \( \varphi(1,2)(h) \) admits the following recursive expression

\[
\begin{aligned}
& \varphi(1,2)(0) = 1 \\
& \forall h \in \mathbb{N} \setminus \{0\} \quad \varphi(1,2)(h) = \binom{h(n+2)+n}{n} \\
& \quad \quad \quad - \sum_{j=0}^{h-1} \left[ \binom{(j+1)(n+1)+h-1}{n-1} + \varphi(1,2)(j) \right] \\
\end{aligned}
\]

In particular,

\[
\begin{aligned}
& m_Y = \binom{2n+2}{n} - (n+1)^2 = h^1(\Omega_{\mathcal{J}^\vee}) = k_{\mathcal{J}^\vee} \\
\end{aligned}
\]

that is, the generic \( Y^\vee \subset \mathcal{X}_{(1,2)} \) is a \( B \)-mirror partner of the generic hypersurface \( Y \subset \mathbb{P}^n \) of degree \( n + 2 \). By \[5.4\] this means that \( Y, Y^\vee \) is a pair of topologically mirror partners.

**Proof.** Consider the generic hypersurface \( Y^\vee \in |D'_{(2,1,1)}| \) whose singularities are all contained in the prime toric divisor \( D'_{n+1} \subset \mathcal{X}_{(1,2)} \). Calling \( \Sigma_{(1,2)} \) the fan of \( \mathcal{X}_{(1,2)} \), whose fan matrix is given by

\[
\Lambda_{(1,2)} = \left( \begin{array}{c} \lambda_1 \\ \vdots \\ \lambda_{n+1} \end{array} \right)
\]

in the following we will consider the maximal cones

\[
\sigma_i = \langle \lambda_j \ | \ j \neq i \rangle \in \Sigma_{(1,2)}(n)
\]
Then, the following stratum of $Y^\vee$ (see [17, Def. 1.10]) is empty

$$Y^\vee_{\sigma_{n+1}} := Y^\vee \cap \mathbb{T} \cdot x_{\sigma_{n+1}} = Y^\vee \cap \{0 : \cdots : 0 : 1\} = \emptyset$$

where $x_{\sigma_{n+1}}$ is the special point of the cone $\sigma_{n+1}$, as can be immediately deduced from the polynomial $f^\vee$ in [53]. In other word, recalling the resolution constructed in Proposition 3.10 and obtained by means of the $A$-triangulation defined in [53], $Y^\vee$ can be assumed not passing through the points of $X_{(1,2)}$ which are centers of those blow ups determined by lattice points in $A \cap \sigma_{n+1}^\circ$, where $\sigma_{n+1}$ denotes the relative interior of $\sigma_{n+1}$. Notice that these are precisely given by

$$(A \cap \sigma_{n+1}^\circ) = \{e_1, \ldots, e_n\}$$

and one can stop the resolution process of $X_{a_0}$ avoiding the blowups associated with $\{e_1, \ldots, e_n\}$, so getting an induced partial resolution $Y^\vee \rightarrow Y^\vee$. Then, Theorem 2.9, Lemma 3.17 and relation (55) give

$$h^1(\hat{\Omega}_{Y^\vee}) = h^1_{\text{str}}(X'_{(1,2)}) - |A \cap \sigma_{n+1}^\circ| = e_1^\vee - n = m_Y + \frac{n^2 - n}{2}$$

On the contrary,

$$\forall 1 \leq i \leq n \ [0 : \cdots : 0 : 1_i : \cdots : 0] \in Y^\vee \implies Y^\vee_{\sigma_i} = \mathbb{T} \cdot x_i,$$

meaning that $Y^\vee$ passes through every center of those blow ups composing $\phi$ and determined by lattice points of $A \cap \sigma_i^\circ$, for $1 \leq i \leq n$. The desingularization process described in §3.1 shows that, for any such $i$, at most two of the lattice points in $A \cap \sigma_i^\circ$ are really needed. Recalling that

$$\forall i = 1, \ldots, n \ |A \cap \sigma_i^\circ| = l^\vee(\Theta_i) = \frac{(d - 1)}{n - 1} = \frac{n^2 + n}{2}$$

with $\Theta_i := \text{Conv}(\lambda_1, \ldots, \lambda_i, \ldots, \lambda_{n+1})$, this is enough to show that the resolution process can be stopped $(n^2 - n)/2$ steps before, so getting a quasi-smooth partial resolution $Y^\vee \rightarrow \hat{Y}$ such that

$$k_{\hat{Y}^\vee} = h^1(\hat{\Omega}_{\hat{Y}^\vee}) = m_Y$$

$d = n + \delta$ with $\delta \geq 3$. Let $Y \subset \mathbb{P}^n$ be a generic hypersurface of degree $d = n + \delta \geq n + 3$: then $a_0 = (1_n, \delta)$ and $b_0 = (\delta \cdot 1_n, 1)$. 

**Theorem 3.13.** Let $\phi : \hat{X}_{(1,\delta)} \rightarrow X_{(1,\delta)}$, be the resolution constructed in Proposition 3.10. Then, the transformed hypersurface

$$\hat{Y}^\vee = \phi^{-1}(Y^\vee) \subset \hat{X}_{(1,\delta)}$$

is smooth and

$$h^1(\hat{\Omega}_{\hat{Y}^\vee}) = \left(\frac{d + n}{n}\right) - \left(\frac{d}{n}\right) < m_Y$$

Moreover, there exists a birational morphism $f' : \tilde{X}'_{(1,\delta)} \rightarrow \hat{X}_{(1,\delta)}$, which is a composition of divisorial blowups, such that, calling $\varphi := \phi \circ f'$, the associated transformed hypersurface $(\tilde{Y}^\vee)' = \varphi^{-1}(Y^\vee) = (f')^{-1}(\hat{Y}^\vee)$ of $Y^\vee$ is smooth and

$$k_{(Y^\vee)'} = h^1(\hat{\Omega}_{(Y^\vee)'}) = \text{rk} \left(\text{Cl} \left(\tilde{X}'_{(1,\delta)}\right)\right) = h^1(\hat{\Omega}_{X_{(1,\delta)}}) = m_Y$$
that is, the generic \( Y^\vee \subset X_{(1,\delta)} \) is a B-mirror partner of the generic hypersurface \( Y \subset \mathbb{P}^n \) of degree \( d = n + \delta \). By (64), this means that \((Y, Y^\vee)\) is a pair of topologically mirror partners.

**Proof.** Consider the generic hypersurface \( Y^\vee \in |D'_{(\delta,1,1)}| \) and its transformed hypersurface \( \hat{Y}^\vee = \phi^{-1}(Y^\vee) \subset \hat{X}_{(1,\delta)} \). Local analysis explained in the next §3.1 suffices to show that \( \hat{Y}^\vee \) is smooth. Then, Theorem 2.9 Proposition 3.5 and the following Lemma 3.17 give

\[
h^1(O_{Y^\vee}) = \text{rk}(\text{Cl}(\hat{X}_{(1,\delta)})) = h_{\text{st}}^{1,1}(\hat{X}_{(1,\delta)}) = \binom{d+n}{n} - \binom{d}{n}
\]

Since \( \delta \geq 3 \), one has

\[
\binom{d}{n} = \binom{n+\delta}{n} > (n+1)^2
\]

so giving that

\[
h^{1,1}(\hat{Y}^\vee) < \binom{d+n}{n} - (n+1)^2 = m_Y
\]

Proceed, now, to blowing up \( \hat{X}_{(1,\delta)} \) in \( s := \binom{d}{n} - (n+1)^2 \) points belonging to \( \hat{Y} \), to getting the birational morphism

\[
f' : \hat{X}'_{(1,\delta)} := B_s \hat{X}_{1,\delta} \longrightarrow \hat{X}_{1,\delta}
\]

Then, finally

\[
h^{1,1}((Y^\vee)'') = h^{1,1}(\hat{X}'_{(1,\delta)}) = s + h_{\text{st}}^{1,1}(\hat{X}'_{(1,\delta)}) = \binom{d+n}{n} - (n+1)^2 = m_Y
\]

\[\square\]

### 3.1. Local analysis of singularities and resolutions.

The present paragraph is devoted to giving a proof of the existence of a smooth resolution \( Y^\vee \subset X_{a_0} \) of a generic \( Y^\vee \in |D'_b| \), as claimed in previous Theorems 3.12 and 3.13 being \( \phi : \hat{X}_{a_0} \longrightarrow X_{a_0} \) the resolution given in Proposition 3.10.(3).

Let \( Y \) be a generic hypersurface in \( \mathbb{P}^n \) of degree \( d = n + \delta \), with \( \delta \geq 2 \). Then, after acting an automorphism of \( X_{a_0} \), the generic hypersurface \( Y^\vee \in |D'_b| \) is defined by the polynomial \( f' \in \text{Cox}(X_{a_0}) \cong \mathbb{C}[x] \) described in (53).

First of all recall that \( \text{Sing}(Y^\vee) \subset D'_n \). Then, from here on, we will restrict to consider singularities in the affine open subset \( U_n := \{ x_n \neq 0 \} \subset X_{a_0} \); this suffices as the treatment of singularities in the remaining affine subsets \( U_i, 1 \leq i \leq n-1 \), is completely analogous and \( Y^\vee \cap U_{n+1} \) is smooth. Then \( Z_n := Y^\vee \cap U_n \) is the hypersurface defined in \( \mathbb{C}^n \) by the polynomial

\[
f_n := \prod_{i=1}^{n-1} z_i^{\delta-1} \left( \sum_{i=1}^{n-1} z_i^{n+\delta} + 1 + \psi z_n \prod_{i=1}^{n-1} z_i \right) + z_n^{n+1}
\]

\[
(65)
\]

\[\psi \prod_{i=1}^{n-1} z_i^{\delta-1} + z_n^{n+1}\]
where:

$$\forall i = 1, \ldots, n - 1 \quad z_i = x_i/x_n, \quad z_n = x_{n+1}/x_n,$$

$$\zeta := \sum_{i=1}^{n-1} z_i^{n+\delta} + 1 + \psi z_n \prod_{i=1}^{n-1} z_i$$

This means that we are studying the open subset determined by the cone

$$\sigma_n := \langle A^{(n)}_{\sigma} \rangle = \langle \lambda_1, \ldots, \lambda_{n-1}, \lambda_{n+1} \rangle$$

opposite to the ray $\rho_n = \langle \lambda_n \rangle$. The singular locus $\text{Sing}(Z_n)$ is contained in the hyperplane $\{ z_n = 0 \}$, which is determined by the torus orbit of the distinguished point of the ray $\rho_{n+1} = \langle \lambda_{n+1} \rangle$. Then, a resolution of $Z_n$ has to be obtained as a birational transform induced by a suitable subdivision of $\sigma_n$, admitting a sub-cone $\sigma \subset \sigma_n$ such that:

- $\sigma$ is a cone of a subdivision of $\sigma_n$ constructed by adding a suitable number of new rays, associated with exceptional divisors of successive blowups,
- $\rho_{n+1}$ is still a ray of $\sigma$.

A (not unique) way of producing a similar resolution is the following. The cone $\sigma_n$ is spanned by the facet $\Theta_n \subset \Delta_{\sigma_n}$ defined by

$$\Theta_n := \text{Conv}(\langle \lambda_1, \ldots, \lambda_{n-1}, \lambda_{n+1} \rangle)$$

Recalling definition (63) of the $A$-triangulation of $\Delta_{\sigma_n}$, giving rise to the crepant resolution $\phi' : \tilde{X}_{\sigma_n} \rightarrow X_{\sigma_n}$ in Proposition 3.10, every interior lattice point of $\Theta_n$ determines a new ray, hence an exceptional divisor of the resolution $\phi'$. Notice that their number is given by

$$l^*(\Theta_n) := |M \cap \text{Int}(\Theta_n)| = \binom{d-1}{n-1} = \binom{n+\delta-1}{\delta}$$

Start the resolution process by considering the birational transform of $Z_n$ in the blowup determined by $\lambda^{(1)} \in M \cap \text{Int}(\Theta_n)$, locally given by

$$\begin{cases}
\forall i : 1 \leq i \leq n-1, \quad z_i = t_i z_n \\
f_n(z) = 0
\end{cases} \implies \zeta^{(1)} z_n^{(n-1)(\delta-1)} \prod_{i=1}^{n-1} t_i^{\delta-1} + z_n^{n+1} = 0$$

being $\zeta^{(1)}$ the obvious transform of $\zeta$. The associated birational transform

$$B_1 Z_n \subset \text{Spec} \left( A^{(1)}_{\sigma_n} \right), \quad A^{(1)}_{\sigma_n} := \mathbb{C} \left[ (\sigma_n^{(1)}) \vee \cap N \right]$$

with $\sigma_n^{(1)} := \langle \lambda^{(1)}, \lambda_{i_2}, \ldots, \lambda_{i_{n-1}}, \lambda_{n+1} \rangle$ and $\{ i_2, \ldots, i_{n-1} \}$ a suitable subset of $\{ 1, \ldots, n-1 \}$, is given by the zero locus of

$$f_n^{(1)} := \begin{cases}
\zeta^{(1)} \prod_{i=1}^{n-1} t_i + z_n^2 \in \mathbb{C}[t_1, \ldots, t_{n-1}, z_n] & \text{if } \delta = 2 \\
\zeta^{(1)} z_n^{(\delta-2)(n-\delta)} \prod_{i=1}^{n-1} t_i^{\delta-1} + 1 \in \mathbb{C}[t_1, \ldots, t_{n-1}, z_n] & \text{if } \delta \geq 3
\end{cases}$$

Then, singularities are not yet resolved if $\delta = 2$. In this case, we go on by considering the blowup determined by

$$\lambda^{(2)} \in M \cap \text{Int}(\Theta_n^{(1)}), \quad \Theta_n^{(1)} := \text{Conv} \left( \lambda^{(1)}, \lambda_{i_2}, \ldots, \lambda_{i_{n-1}}, \lambda_{n+1} \right)$$

and the associated birational transform $B_2 Z_n \subset \text{Spec} \left( A^{(2)}_{\sigma_n} \right)$, with $\sigma_n^{(2)} := \langle \lambda^{(2)}, \lambda_{j_2}, \ldots, \lambda_{j_{n-1}}, \lambda_{n+1} \rangle$, $\{ j_2, \ldots, j_{n-1} \} \subset \{ 1, \ldots, i_{n-1} \}$

Notice that such a $\lambda^{(2)}$ exists, up to changing the previous choice of $\lambda^{(1)}$, since $l^*(\Theta_n) > n$. Then, this process terminates after at most two blowups, producing a
smooth resolution \( \hat{Z}_n \rightarrow Z_n \).

Analogously for other open subsets \( Z_i := Y^\vee \cap U_i \), with \( 1 \leq i \leq n - 1 \).

**Example 3.14 (Resolving the f-mirror partner of a septic threefold).** Consider the generic element \( Y := Y_7 \subset |D_{a_0}| \) with \( a_0 := (1, 3) \) thought of as a framing of \( \mathbb{P}^4 \).

Then the f-mirror partner of \( Y \) is given by the generic element \( Y^\vee \subset |D_{b_0}| \), with \( b_0 = (3 \cdot 1, 1) \) thought of as a framing of \( \mathbb{X}(1, 3) \cong \mathbb{P}(1, 4)/G(1, 3) \), whose defining polynomial in \( \text{Cox}(\mathbb{X}(1, 3)) \) is given by

\[
f^\vee = \prod_{i=1}^{4} x_i^2 \left( \sum_{i=1}^{4} x_i^7 + \psi \prod_{j=1}^{5} x_j \right) + x_5^5
\]

Then \( \text{Sing}(Y^\vee) \subset D_5 \) and we consider the affine open subset \( U_4 \subset \mathbb{X}(1, 3) \) and the hypersurface \( Z_4 = Y^\vee \cap U_4 \cong \mathbb{C}^4 \), defined by the equation

\[
f_4 = \zeta z_1^2 z_2^2 z_3^2 + z_4^3 = 0
\]

with \( \zeta := z_1^7 + z_2^3 + z_3^7 + 1 + \psi z_1 z_2 z_3 z_4 \) and

\[
z_1 = x_1/x_4, \quad z_2 = x_2/x_4, \quad z_3 = x_3/x_4, \quad z_4 = x_5/x_4^3
\]

Consider the blow up

\[
(66) \quad \left\{ \forall i : 1 \leq i \leq 3 \quad f_4(z_1, z_2, z_3, z_4) = 0 \right\} \quad \Longrightarrow \quad z_4^2 \left( \zeta^{(1)} z_4 t_1^2 t_2^2 t_3^2 + 1 \right) = 0
\]

with \( \zeta^{(1)} = 1 + [t_1^7 + t_2^7 + t_3^7] z_4^3 + \psi t_1 t_2 t_3 \) so giving the birational transform \( B_1 Z_4 \subset \text{Spec} \left( \mathbb{A}_{a_1^{(1)}} \right) \cong \mathbb{C}^4 \) defined by the polynomial

\[
\zeta^{(1)} z_4 t_1^2 t_2^2 t_3^2 + 1 \in \mathbb{C}[t_1, t_2, t_3, z_4]
\]

which is a non-singular one. The same procedure can now be repeated for the affine open subsets \( U_1, U_2, U_3 \), so getting a resolution of \( Y^\vee \) after four blowups.

**Example 3.15 (Resolving the f-mirror partner of a sextic threefold).** In the same notation as above, the f-process is now given by

\[
(\mathbb{P}^4, a_0 := (1, 4, 2)) \leftrightarrow (\mathbb{X}(1, 2), b_0 := (2 \cdot 1, 4, 1))
\]

and the generic f-mirror partner \( Y^\vee \) is defined by

\[
f^\vee = \prod_{i=1}^{4} x_i \left( \sum_{i=1}^{4} x_i^6 + \psi \prod_{j=1}^{5} x_j \right) + x_5^5
\]

Then, locally \( Z_4 = Y^\vee \cap U_4 \) is given by

\[
f_4 = \zeta z_1 z_2 z_3 + z_4^5 = 0
\]

with \( \zeta := z_1^6 + z_2^6 + z_3^6 + 1 + \psi z_1 z_2 z_3 z_4 \) and

\[
z_1 = x_1/x_4, \quad z_2 = x_2/x_4, \quad z_3 = x_3/x_4, \quad z_4 = x_5/x_4^3
\]

After the blow up given in (66), the birational transform \( B_1 Z_4 \) is defined by the polynomial

\[
f'_4 := \zeta^{(1)} t_1 t_2 t_3 + z_4^2 \in \mathbb{C}[t_1, t_2, t_3, z_4]
\]
with $\zeta^{(1)} = 1 + [(t_1^6 + t_2^6 + t_3^6)z_4^2 + \psi t_1 t_2 t_3]z_4$. Then one needs a further blowup given by

$$\left\{ \forall i : 1 \leq i \leq 3 \quad t_i = s_iz_4 \right\} \implies z_4^2 (\zeta^{(2)} z_4 s_1 s_2 s_3 + 1) = 0$$

so that, the birational transform $B_2 Z_4$ is given by

$$\zeta^{(2)} z_4 s_1 s_2 s_3 + 1 \in \mathbb{C}[s_1, s_2, s_3, z_4]$$

with $\zeta^{(2)} = 1 + [(s_1^6 + s_2^6 + s_3^6)z_4^2 + \psi s_1 s_2 s_3]z_4^7$. Then $B_2 Z_4$ is smooth, meaning that $Y^\vee$ can be resolved after 8 blowups.

3.2. Two combinatorial Lemmas. This section is devoted to prove some combinatorial formulas needed to compute Hodge numbers in previous theorems 3.11, 3.12, and 3.13.

Lemma 3.16. For every positive integers $n \geq 1$ and $d \geq n + 1$ the following is an identity

$$\left( \begin{array}{c} 2d - 1 \\ n \end{array} \right) - (n + 1) \left( \begin{array}{c} d - 1 \\ n \end{array} \right) = \sum_{i=1}^{n} (-1)^{n-i} \left( \begin{array}{c} n + 1 \\ i + 1 \end{array} \right) \left( \begin{array}{c} id - d + n \\ n \end{array} \right)$$

Proof. Set $P(k) := \left( \begin{array}{c} (k-1)d - d + n \\ n \end{array} \right)$ and think it as a polynomial of degree $k$ in $k$. Then, the $(n + 1)^{th}$ finite differences of $P(k)$ vanish, that is,

$$\sum_{k=0}^{n+1} (-1)^{k} \left( \begin{array}{c} n + 1 \\ k \end{array} \right) P(k) = 0 \implies \sum_{k=2}^{n+1} (-1)^{k} \left( \begin{array}{c} n + 1 \\ k \end{array} \right) P(k) = -P(0) + (n + 1)P(1)$$

Multiplying by $(-1)^{n-1}$ gives

$$(-1)^n P(0) - (n + 1)(-1)^n P(1) = \sum_{k=2}^{n+1} (-1)^{n-1+k} \left( \begin{array}{c} n + 1 \\ k \end{array} \right) P(k)$$

Notice that

$$(-1)^n P(0) = \left( \begin{array}{c} 2d - 1 \\ n \end{array} \right), \quad (-1)^n P(1) = \left( \begin{array}{c} d - 1 \\ n \end{array} \right), \quad \forall k \quad (-1)^{n-1+k} = (-1)^{n-1-k}$$

Then setting $k = i + 1$ in the summation gives (67).

Lemma 3.17. Consider the Gorenstein partial resolution $\mathcal{X}_{\mathbf{m}_0}' \to \mathcal{X}_{\mathbf{m}_0}$ constructed in Proposition 3.10. Then, for every positive integers $n \geq 4$ and $d \geq n + 2$, the following is an identity

$$h^{1,1}_{st}(\mathcal{X}_{\mathbf{m}_0}') = c_1' = \left( \begin{array}{c} d + n \\ n \end{array} \right) - \left( \begin{array}{c} d \\ n \end{array} \right)$$

Proof. By Proposition 3.10

$$c_1' = \sum_{h=0}^{n-1} (-1)^{n-1-h} \left( \begin{array}{c} n \\ 1 + h \end{array} \right) \varphi_{\mathbf{m}_0}(h)$$

where, by definition, $\varphi_{\mathbf{m}_0}(h) = |\{ \mathbf{m} \in M \mid \varphi_K(\mathbf{m}) = -h \}|$, being $\varphi_K$ the canonical support function of $\mathcal{X}_{\mathbf{m}_0}'$. Clearly $\varphi_{\mathbf{m}_0}(0) = 1$. Moreover

$$\forall h \in \mathbb{N} \setminus \{0\} \quad \varphi_{\mathbf{m}_0}(h) = \left( \begin{array}{c} n + hd \\ n \end{array} \right) - \sum_{j=1}^{h} \left( \begin{array}{c} d - n - 1 - j \\ n - 1 \end{array} \right) - \sum_{l=0}^{h-1} \varphi_{\mathbf{m}_0}(l)$$
giving rise to a recursive equation admitting the following unique solution

\[
\forall h \geq 2 \quad \varphi_{a_0}(h) = \sum_{i=1}^{n-1} \binom{hd+i}{n-1} + \sum_{l=0}^{h-1} \binom{ld+n+h-l-1}{n-1} - \sum_{l=1}^{h-1} \binom{ld+h-l-1}{n-1}
\]

Define

\[
(70) \quad P(k) := \sum_{i=1}^{n-1} \binom{(k-1)d+i}{n-1} + \sum_{l=0}^{k-2} \binom{ld+n+k-l-2}{n-1} - \sum_{l=1}^{k-2} \binom{ld+k-l-2}{n-1}
\]

with the following usual conventions:

\[
(71) \quad \binom{n}{k} = \begin{cases} 
1 & \text{if } k = 0 \\
\frac{n}{k} \binom{n-1}{k-1} & \text{if } 1 \leq k \leq n \\
0 & \text{if } k > n 
\end{cases}
\]

\[
\forall a, b, c \in \mathbb{Z} \quad \sum_{i=a}^{b-1} f(i) + \sum_{j=b}^{c} f(j) = \sum_{l=a}^{c} f(l)
\]

In particular, the second convention implies that

\[
\sum_{i=0}^{0} f(i) = \sum_{i=0}^{2} f(i) = 0, \quad \sum_{i=0}^{2} f(i) = f(-1), \quad \sum_{i=1}^{2} f(i) = f(0) - f(-1), \quad \sum_{i=1}^{1} f(i) = -f(0)
\]

Therefore, one has

\[
P(0) = \sum_{i=1}^{n-1} \binom{-d+i}{n-1} - \binom{-d+n-1}{n-1} + \binom{-2}{n-1} + \binom{-d-1}{n-1} = \binom{d+n-1}{n-1} + \binom{d-1}{n-1} + \binom{d+n-1}{n-1} + \binom{d-1}{n-1} = 1 + (-1)^{n-1} \varphi_{a_0}(1)
\]

\[
P(1) = \sum_{i=1}^{n-1} \binom{i}{n-1} + \binom{-1}{n-1} = 1 + (-1)^{n-1}
\]

\[
P(2) = \sum_{i=1}^{n-1} \binom{d+i}{n-1} + n = \binom{d+n}{n} - \binom{d}{n} + n = \varphi_{a_0}(1)
\]

\[
P(k) = \varphi_{a_0}(k-1) \quad \text{for } k \geq 3
\]

Definition (70), taking into account conventions (71), allows one to check that n-th finite differences have to vanish for \( P(k) \); that is,

\[
(72) \quad \sum_{k=0}^{n} (-1)^k \binom{n}{k} P(k) = 0
\]
Then, (69) gives
\[ c_1' = (1 - 1)^n \sum_{k=1}^{n} (-1)^k \binom{n}{k} \varphi_{a_0}(k - 1) \]
and vanishing (72) allows us to conclude that
\[ c_1' = (1 - 1)^n \left[ -n + \binom{n}{2} \varphi_{a_0}(1) + \sum_{k=3}^{n} (-1)^k \binom{n}{k} P(k) \right] \]
and vanishing (72) allows us to conclude that
\[ c_1' = (1 - 1)^n \left[ -n + \binom{n}{2} \varphi_{a_0}(1) - \sum_{k=0}^{2} (-1)^k \binom{n}{k} P(k) \right] \]
\[ = \varphi_{a_0}(1) - n = \left( \begin{array}{c} d + n \\ n \end{array} \right) - \left( \begin{array}{c} d \\ n \end{array} \right) \]
\[ \square \]

4. AN EXAMPLE WITH \( l \geq 2 \): \( Y_{3,4} \subset \mathbb{P}^5 \)

On the contrary of the hypersurface case, when \( l \geq 2 \) there is not a general rule for computing complex moduli of a family of projective complete intersections. Moreover, dimensions of polytopes \( \Delta_{b_1}, \ldots, \Delta_{b_l} \), associated with the \( f \)-mirror partitioned framing \( \bar{b} = \sum_{k=1}^{l} b_k \), depend on the particular partitioned framing \( a = \sum_{k=1}^{l} a_k \) chosen on \( \mathbb{P}^n \). Anyway, results in §2.2 and §2.3 give useful recipes to perform, case by case, most parts of the topological mirror check.

**Remark 4.1.** Consider the partitioned ftv \( (\mathbb{P}^n, a = \sum_{i=1}^{l} a_i) \) and let \( a_0 \) be a permutation of \( a \) whose entry are increasingly ordered. Let \( X_{a_0} \) and \( \hat{X}_a \) be the associated \( f \)-dual and partitioned \( f \)-dual, respectively, varieties. By construction, \( X_{a_0} \) and \( \hat{X}_a \) are birational algebraic varieties. Recall the Gorenstein partial resolution \( \phi' : X'_{a_0} \rightarrow X_{a_0} \) constructed in Proposition 3.10. Then blow up \( X'_{a_0} \) by adding the rays in \( \hat{X}_a(1) \setminus \Sigma_{a_0}(1) \) and then suitably subdividing the fan \( \hat{X}_a \): in this way one gets a partial Gorenstein resolution \( X''_a \) of both \( X_{a_0} \) and \( \hat{X}_a \) and factorizing the resolution \( \phi : \hat{X}_{a_0} \rightarrow X_{a_0} \) constructed in Proposition 3.10 as follows

(73)

In particular: \( \hat{\phi} : \hat{X}_{a_0} \rightarrow \hat{X}_a \) is a resolution of singularities.
As an example, consider the complete intersection \( Y_{3,4} \subset \mathbb{P}^5 \), giving the minimum degree projective 3-dimensional complete intersection, with \( l = 2 \), of general type. Coherently with prescriptions (10) choose:

\[
\begin{align*}
a & := (1 1 1 1 1 2) = a_1 + a_2 \\
a_1 & := (1 1 1 0 0 0) \\
a_2 & := (0 0 0 1 1 2)
\end{align*}
\]

By applying algorithm 1.1.1, one gets \( \Delta_{a_k} = \text{Conv}(\Lambda_{a_k}) \), with \( k = 1, 2 \) and

\[
\begin{align*}
\Lambda_{a_1} &= \begin{pmatrix}
2 & -1 & -1 & -1 & -1 & -1 \\
-1 & 2 & -1 & -1 & -1 & -1 \\
-1 & -1 & 2 & -1 & -1 & -1 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0
\end{pmatrix} \\
\Lambda_{a_2} &= \begin{pmatrix}
4 & 0 & 0 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 & 0 & 0 \\
0 & 0 & 4 & 0 & 0 & 0 \\
-1 & -1 & -1 & 3 & -1 & -1 \\
-1 & -1 & -1 & -1 & 3 & -1
\end{pmatrix}
\end{align*}
\]

Therefore \( \Delta_a = \text{Conv}(\Delta_{a_1}, \Delta_{a_2}) = \text{Conv}(\Lambda_{a}), \) with \( \Lambda_{a} = (\Lambda_{a_1} | \Lambda_{a_2}) \). Step (D) in algorithm 1.1.1 then gives

\[
\begin{align*}
\hat{b} & := (1 1 1 1 1 1 2 2 2 2 2 1) = b_1 + b_2 \\
b_1 & := (1 1 1 1 1 1 0 0 0 0 0 0) \\
b_2 & := (0 0 0 0 0 0 2 2 2 2 2 1)
\end{align*}
\]

so that

\[
\begin{align*}
\Delta_{b_1} &= \text{Conv}(0 \ e_1 \ e_2 \ e_3) \\
\Delta_{b_2} &= \text{Conv}(-1 \ 0 \ e_4 \ e_5 \ \lambda' \ \lambda'')
\end{align*}
\]

with

\[
\begin{align*}
\lambda' &= \begin{pmatrix}
-1/4 \\
-1/4 \\
-1/4 \\
-1/4 \\
5/4
\end{pmatrix},
\lambda'' &= \begin{pmatrix}
-1/4 \\
-1/4 \\
-1/4 \\
5/4 \\
-1/4
\end{pmatrix}
\end{align*}
\]

Then \( \dim \Delta_{b_1} = 3 = \dim \Delta_{b_2} \) and \( \dim (\Delta_{b_1} + \Delta_{b_2}) = 5 \) meaning that \( \Delta_{b_1}, \Delta_{b_2} \) are 3-independent and 4-dependent. Moreover, part (b) in Remark 1.14 explicitly gives the two polynomials

\[(74) \quad f_1^\vee = a_1 x_1 x_2 x_3 x_4 x_5 x_6 + a_2 x_1^3 x_7^4 + a_3 x_2^3 x_8^4 + a_4 x_3^3 x_9^4 \]

\[
f_2^\vee = b_1 x_6^3 x_{12} + b_2 x_4^3 x_7 x_8 x_9 x_{10} x_{11} + b_3 x_2^3 x_7 x_8 x_9 x_{10} x_{11} + b_4 x_2^2 x_8 x_{10} x_{12}^2 x_{11}^2 x_{12}
\]

defining the complete intersection \( Y^\vee = Y_1^\vee \cap Y_2^\vee \) in \( \tilde{X}_a \). The latter is a complete toric variety of Picard number 7 and \( Y_1^\vee, Y_2^\vee \) turn out to be divisors of degree \((3, 12, 12, 4, 12, 4, 0), (0, 12, 12, 6, 30, 15, 6) \in \text{Cl}(\tilde{X}_a) \cong \mathbb{Z}^7\), respectively.
4.1. Computing Hodge numbers. By Theorem 2.8, for the generic 
\[ Y = Y_{3,4} := Y_1 \cap Y_2 \subset \mathbb{P}^5 \quad \text{with} \quad Y_k \in |D_{a_k}| \]
one has 
\[ h^p(O_Y) = \begin{cases} 1 & \text{for } p = 0 \\ l^*(\Delta_a) = 6 & \text{for } p = 3 \\ 0 & \text{otherwise} \end{cases} \]
being \( \Delta_a = \Delta_{a_1} + \Delta_{a_2} = \text{Conv}(\Lambda_a) \) and 
\[ \Lambda_a = \begin{pmatrix} 6 & -1 & -1 & -1 & -1 \\ -1 & 6 & -1 & -1 & -1 \\ -1 & -1 & 6 & -1 & -1 \\ -1 & -1 & -1 & 6 & -1 \end{pmatrix} \]
so giving 
\[ \text{Int} (\Delta_a) \cap M = \{0, e_1, e_2, e_3, e_4, e_5\} \]
Moreover, \( \Delta_i = \Delta_{D_i} = \text{Conv}(\Lambda_i) \), with 
\[ \Lambda_6 = \begin{pmatrix} 0 & e_1 & \cdots & e_5 \end{pmatrix} \]
\[ \forall i: 1 \leq i \leq 5 \quad \Lambda_i = \Lambda_6 - \begin{pmatrix} 0_6 \\ \vdots \\ 0_6 \\ -1_6 \\ 0_6 \end{pmatrix} \ i\text{-th row} \]
Then, recalling the definition (32) of \( K_a \), one has 
\[ K_a = l^* (\Delta_{a_1} + \Delta_a) + l^* (\Delta_{a_2} + \Delta_a) - \sum_{i=1}^{6} l^* (\Delta_i + \Delta_a) \]
\[ - 2l^* (\Delta_a) - l^* (2\Delta_{a_1}) - l^* (2\Delta_{a_2}) + \sum_{i=1}^{6} (l^* (\Delta_i + \Delta_{a_1}) + l^* (\Delta_i + \Delta_{a_2})) \]
\[ + l^* (\Delta_{a_1}) + l^* (\Delta_{a_2}) - \sum_{i=1}^{6} l^* (\Delta_i) \]
But 
\[ \forall i, k \quad l^* (\Delta_{a_k}) = l^* (\Delta_i + \Delta_{a_k}) = l^* (\Delta_i) = 0 \]
\[ \forall i \quad l^* (\Delta_i + \Delta_a) = l^* (2\Delta_{a_1}) = 21 \]
\[ l^* (2\Delta_{a_1}) = 1 \]
\[ l^* (\Delta_{a_1} + \Delta_a) = 126 \]
\[ l^* (\Delta_{a_2} + \Delta_a) = 252 \]
so that 
\[ K_a = 126 + 252 - 6 \cdot 21 - 12 - 1 - 21 = 218 \]
Therefore, Theorem 2.8 and in particular relation (31), give

\[ h^p(\Omega_Y) = \begin{cases} 
1 & \text{for } p = 1 \\
224 & \text{for } p = 2 \\
0 & \text{otherwise}
\end{cases} \]  

On the other hand, for the generic

\[ \text{On the other hand, for the generic} \]

consider the birational transform \( \hat{Y}^\vee \) := \( \phi^{-1}(Y^\vee) \) under the resolution \( \hat{\phi} \) defined in (73). Then, Theorem 2.9 gives

\[ h^p(\mathcal{O}_{\hat{Y}^\vee}) = h^p(\mathcal{O}_{Y^\vee}) = \begin{cases} 
1 & \text{for } p = 0, 3 \\
0 & \text{for } 1 \leq p \leq 2
\end{cases} \]

being \( l^*(\Delta_b) = 1 \). Moreover, by Lemma 3.17

\[ h^1(\hat{\Omega}_{\hat{Y}^\vee}) = \text{rk} \left( \text{Cl}(\hat{\mathbb{X}}_n) \right) = h^{1,1}(\mathbb{X}_{4}^n) = h^{1,1}_0(\mathbb{X}_{4}^n) = \left( \left\lfloor \frac{|a|}{5} \right\rfloor + 5 \right) - \left( \left\lfloor \frac{|a|}{5} \right\rfloor \right) = 771 \]

4.1.1. **Computing moduli numbers.** Complex moduli of the \( f \)-mirror family \( \mathcal{Y}_b \) of complete intersections \( Y^\vee \subset \hat{\mathbb{X}}_n \) can be computed by observing that a variables rescaling allows us to rewrite the defining polynomials \( f_1^\vee, f_2^\vee \in \text{Cox}(\hat{\mathbb{X}}_n) \), explicitly written in (74), as follows

\[ f_1^\vee = \psi x_1 x_2 x_3 x_4 x_5 x_6 + x_1^3 x_7^4 + x_2^3 x_8^4 + x_3^3 x_9^4 \]
\[ f_2^\vee = x_6^3 x_{12} + x_3^3 x_7 x_8 x_9 x_{10} x_{11} + x_3^3 x_7 x_8 x_9 x_{10} x_{11} + x_7^2 x_8^2 x_9^2 x_{10}^2 x_{11}^2 x_{12} \]

where the complex parameter \( \psi \) cannot be normalized by a further automorphism. Then \( \psi \) represents the unique complex modulus of \( \mathcal{Y}_b \), so that \( m_{Y^\vee} = 1 \). The latter, compared with \( h^1(\Omega_{Y^\vee}) = 1 \), as computed in (75), implies that \( Y^\vee \) is \( A \)-side mirror partner of \( Y \).

On the other hand, complex moduli of the family \( \mathcal{Y}_n \) of complete intersections \( Y = Y_{3,4} \subset \mathbb{P}^5 \) can be computed as follows. First of all, one has

\[ \dim \left( \mathbb{P} H^0(\mathbb{P}^5, \mathcal{O}_{\mathbb{P}^5}(3)) \right) = \left( \left\lfloor \frac{3+5}{3} \right\rfloor \right) - 1 = 55 \]
\[ \dim \left( \mathbb{P} H^0(\mathbb{P}^5, \mathcal{O}_{\mathbb{P}^5}(4)) \right) = \left( \left\lfloor \frac{4+5}{4} \right\rfloor \right) - 1 = 125 \]

Then notice that, given a cubic polynomial \( f_3 \in H^0(\mathcal{O}_{\mathbb{P}^5}(3)) \), two quartic polynomials \( f_4, f'_4 \in H^0(\mathcal{O}_{\mathbb{P}^5}(4)) \) cut a out on \( \{ f_3 = 0 \} \) the same complete intersection if and only if \( f_3 \) divides both \( f_4 \) and \( f'_4 \). The dimension of the subspace of \( H^0(\mathcal{O}_{\mathbb{P}^5}(4)) \) generated by quartic polynomials of this kind is

\[ \dim \left( H^0(\mathbb{P}^5, \mathcal{O}_{\mathbb{P}^5}(1)) \right) = \left( \left\lfloor \frac{1+5}{1} \right\rfloor \right) = 6 \]

Finally we have to quotient by the action of \( \text{Aut}(\mathbb{P}^5) = \mathbb{P} \text{ GL}(5) \), so giving

\[ m_{Y^\vee} = 55 + 125 - 6 - 35 = 139 \]
For the $B$-side topological test, one has to perform the following comparison

$$h^1(\hat{\Omega}_{Y^\vee}) = 771 > 139 = m_Y$$

Then $Y^\vee$ is a $B$-side mirror partner of $Y_{3,4}$ if there exists a partial resolution $\varphi: X \to \hat{X}_a$ such that

(i) $\text{rk}(\text{Cl}(X)) = 139,$
(ii) $X$ is $\mathbb{Q}$-factorial and satisfies conditions in Remark 2.11,
(iii) $\varphi^{-1}(Y^\vee)$ is quasi-smooth,

so that $h^1(\hat{\Omega}_{\varphi^{-1}(Y^\vee)}) = 139$ by Theorem 2.9.

Conditions (i) and (ii) can be obtained by choosing a suitable factorization of the resolution $\hat{\phi}: \hat{X}_{a_0} \to \hat{X}_a$ as follows

```
\[
\begin{array}{ccc}
\hat{X}_{a_0} & \xrightarrow{\hat{\phi}} & \hat{X}_a \\
\downarrow & & \downarrow \varphi' \\
X' & \xrightarrow{\varphi''} & \hat{X}_a
\end{array}
\]
```

and then a small birational contraction $\varphi'': X \to X'$, determined by the choice of a suitable chamber of the secondary fan of $X'$, such that $X$ is $\mathbb{Q}$-factorial.

Unfortunately, condition (iii) seems to be quite difficult to understand, at least as far as the author’s knowledge allows.

4.2. LG mirror models. Starting from equations (76) of the $f$-mirror model $Y^\vee$ and applying considerations given in §1.2 and Proposition 1.17, one can construct a generalized LG mirror model and a Givental type LG mirror model, respectively.

The former is given by $(\hat{T}_a, f_b^\vee)$, where

$$f_b^\vee = \left( \frac{f_1^\vee}{x^{b_1}}, \frac{f_2^\vee}{x^{b_2}} \right) = \left( \psi + \frac{x_1^3x_7^4 + x_2^3x_8^4 + x_3^3x_9^4}{x_1x_2x_3x_4x_5x_6}, \frac{x_4^3x_7x_8x_9^2x_{11}^3}{x_4^3x_7^3x_8x_9x_{10}^2x_{11}^3 + x_6^3x_{12}^3} \right)$$
Therefore, Proposition 1.17 gives the Givental type LG mirror model \((\pi^{-1}(\mathbb{T}_2), F)\) with

\[
F = \frac{f_1^\vee}{xb_1} + \frac{f_2^\vee}{xb_2} = u_{11} + \cdots + u_{41} + u_{12} + \cdots + u_{42} : \mathbb{C}^8 \to \mathbb{C}
\]

\[
\pi(u) = (q_1, q_2) : (\mathbb{C}^*)^8 \to (\mathbb{C}^*)^2
\]

\[
u_{11} = \psi
\]

\[
u_{21} = \frac{x_1^2 x_3^4}{x_2 x_3 x_4 x_5 x_6}
\]

\[
u_{31} = \frac{x_2^2 x_3^4}{x_1 x_3 x_4 x_5 x_6}
\]

\[
u_{41} = \frac{x_3^2 x_3^4}{x_1 x_2 x_4 x_5 x_6}
\]

\[
u_{12} = \frac{x_3^2 x_3^4}{x_3 x_4 x_5 x_6}
\]

\[
u_{22} = \frac{x_3^3 x_4^{10}}{x_7 x_8 x_9 x_{11} x_{12}}
\]

\[
u_{32} = \frac{x_3^3 x_3^{11}}{x_7 x_8 x_9 x_{10} x_{12}}
\]

\[
u_{42} = \frac{x_3^3 x_4^{12}}{x_7 x_8 x_9 x_{10} x_{11}}
\]

\[
q_1 = u_{11} \cdots u_{41} = \psi \frac{x_1^4 x_4^4}{x_3^4 x_5^4 x_6}
\]

\[
q_2 = u_{12} \cdots u_{42} = \frac{x_3^7 x_8^3 x_9^3}{x_7^7 x_8^3 x_9^3}
\]

As for examples 1.24 and 1.25, again it turns out that \(q_1 q_2 = \psi\), so that \(\pi\) can be thought of as a fibration over the complex parameter of the mirror family, up to the composition with \((q_1, q_2) \in \mathbb{T}_2 \mapsto q_1 q_2 \in \mathbb{C}^*\).
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