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Abstract—Healthcare IoMT systems are becoming intelligent, miniaturized, and more integrated into daily life. As for the distributed devices in the IoMT, federated learning has become a topical area with cloud-based training procedures when meeting data security. However, the distribution of IoMT has the risk of protection from data poisoning attacks. Poisoned data can be fabricated by falsifying medical data, which urges a security defense to IoMT systems. Due to the lack of specific labels, the filtering of malicious data is a unique unsupervised scenario. One of the main challenges is finding robust data filtering methods for various poisoning attacks. This paper introduces a Federated Data Sanitization Defense, a novel approach to protect the system from data poisoning attacks. To solve this unsupervised problem, we first use federated learning to project all the data to the subspace domain, allowing unified feature mapping to be established since the data is stored locally. Then we adopt the federated clustering to re-group their features to clarify the poisoned data. The clustering is based on the consistent association of data and its semantics. After we get the clustering of the private data, we do the data sanitization with a simple yet efficient strategy. In the end, each device of distributed ImOT is enabled to filter malicious data according to federated data sanitization. Extensive experiments are conducted to evaluate the efficacy of the proposed defense method against data poisoning attacks. Further, we consider our approach in the different poisoning ratios and achieve a high Accuracy and a low attack success rate.

Index Terms—Data Sanitization, Data poisoning, Federated Learning, IoMT.

I. INTRODUCTION

WEARABLE healthcare devices such as smartphones, wristbands, and smart glasses are highly efficient for medical monitoring, recording users’ health status by tracking activities. This widespread usage of innovative healthcare mobile and edge devices has formed the Internet of Medical Things (IoMT), which connects personnel and items related to medical facilities with the Internet to realize intelligent features of modern medical services [1]–[3].
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ensure the privacy of users [10]–[12]. Among the scenarios, federated learning ensures and promotes data security and openness. However, the health-related IoMT services are so sensitive that federated learning models of any security breach would be catastrophic.

Data poisoning attacks, also known as training data pollution, occur during the training stage of deep learning models [13]. When the attacker has the ability to obtain, modify or create new training data sets, he or she might poison the model which makes the training stage error by modifying a certain amount of poisoned data [14]–[16]. Thus, the poisoned model learns the wrong correspondence designed by the attacker. Data poisoning attacks can target a part of the data with the same label or data with various labels [17].

Data poisoning attack aims to change the probability distribution of the original training data so that the trained models, e.g., Convolutional Neural Network (CNN) models, make the error prediction [13]. The most dangerous scenarios of data poisoning attacks are kind of data backdoor attacks. The backdoor is activated by the pre-defined pixel pattern or semantic triggers in the inputs [18]. By attacking "open the back door" to the target model, the abnormal behavior of the target model in some specific situations can benefit the attacker, and in general, the performance is the same as that of the normal model. Fig. 1 briefly explains poisoned CNN responses to the normal data and poisoned data. Data poisoning attack has been extensively studied in the centralized learning paradigm, causing concern in the field of healthcare security [19], [20]. Since machine learning is vulnerable to data poisoning attacks, several methods have been proposed to intensify these attacks on federated learning [2], [3], [17]. The more direct way to defend against the data poison attack is data sanitization, to filter out clean training data. However, lacking supervision conditions makes data sanitization a challenging problem that requires an unsupervised learning approach to solve it.

In this paper, we introduce a Federated Data Sanitization Defense a novel approach for federated learning to avoid data poisoning attacks. Federated Data Sanitization formulates clustering as the data sanitization strategy, which is solved the problem of a set of poison data to filter out clean data in federated learning [2], [21]. Clustering is one of the unsupervised learning tasks and has been extensively studied in both centralized and distributed settings [23]–[28]. Constructing clustering in federated learning as a defense against data poisoning attacks can be regarded as a class of bilevel optimization problems with poison and clean data. The data sanitization strategy relies on the fact that poisoned data are often outside the expected input distribution. Suppose a piece of poisoned data has a similar shallow feature to the normal one. In that case, the labels which stand for the deep feature must be different and vice versa, e.g., (For images, the shallow feature can be the pixel information and the deep feature be the semantics). Therefore, poisoned data can be treated as outliers, and data sanitization (i.e., attack detection and removal) can be used. The illustration of our method is shown in fig. 2. Our main contributions are summarized as follows:

- A Federated Data Sanitization Defense is proposed, our method protects training data and is dependable in federated learning, avoiding data poisoning attacks.
- Our method achieves federated clustering to identify the poisoned data, the clustering is based on the consistent association of data and its semantics.
- As an unsupervised method, our work does not rely on prior knowledge of the specific attack, e.g., label-flipping attacks, backdoor attacks, or hybrid attacks, yet achieves a good performance.
- We further evaluate our method in the different ratios of the attacker, our method achieves high accuracy and rather a low attack success rate.

II. RELATED WORK

A. Federated Learning in ImOT

The lack of high-quality labeled data has become a stumbling block restricting the development of healthcare services. Based on an innovative operating concept, federated learning has enabled many attractive advancements in smart healthcare [5]. FedHome proposed a hierarchical joint edge learning framework, where the model aggregation part is done by directly affiliated hospitals, improving the In-home health monitoring services [1]. FedHealth utilized transfer learning methods to achieve personalized model learning [3]. Federated learning also is a viable approach to linking healthcare facility Electroencephalogram (EEG) signals, allowing healthcare facilities to share experiences, not accessing the raw data, with guaranteed privacy [4]. Federated learning allows service providers to train models without accessing data, but potential adversaries on distributed clients can use data poisoning to maliciously damage federated learning models.

B. Federated Clustering

Clusters are divided according to the similarity of clients, and each group is optimized by federated learning, which
can enormously improve the performance and efficiency [24]–[26], [29]. Since clustering is widely-used for unsupervised learning tasks, a variety of clustering methods have been proposed for non-independent and identically distributed (non-IID) data in federated learning. Based on the assumption that there is a reasonable partition so that the subset obtained after clustering satisfies the classical federated learning assumption (transforming the non-IID problem to an IID problem), Clustered Federated Learning proposes a framework for federated client group learning, in which the parameter server performs dynamic division according to participant gradients or update information [28]. The iterative federated clustering algorithm is implemented by the client’s cluster membership, which learns and optimizes the clustering model for clients with similar data distributions [27]. Further, the k-FED method analyzes a one-shot communication scheme for federated clustering, using Lloyd’s method for k-means clustering, and proves heterogeneity can have distinct benefits for a subset of problems [30].

C. Defenses Against Data Poisoning Attacks
Data poisoning attacks aim to compromise feature selection which was crucial to learning methods [31]. Due to the distributed training data in federated learning are not released to the trusted authority and checked, one of the major threats to federated learning is that training data would be mixed with maliciously poisoned data—whether inherent or purposefully inserted by a malicious party, causing the trained model to misclassify [13], [32]–[34]. In order to avoid attacks, one effective way is to detect malicious samples from the perspective of protecting the model’s training stage. BayesAdapter adapts the pre-trained deterministic Bayesian neural networks via cost-effective Bayesian fine-tuning to detect the adversary samples [35], and LiBRe appropriate for adversarial detection is proposed to boost the effectiveness and efficiency of BayesAdapter by building the few-layer deep ensemble variational and adopting the pre-training and fine-tuning workflow [36].

As the defense against poisoning attacks, another way is to improve the robustness of federated learning by selecting models. The server eliminates a small part of models with large differences between a set of client models by choosing an appropriate metric, e.g., (Krum [37], TrimmedMean [38]). The defense limits the impact on poisoned data by selecting a part of the client models for model aggregation and eliminating models that are damaged by malicious data attacks [37]–[39]. The drawback of selecting models is that they can be computationally expensive for large models and the number of clients compared to standard aggregation rules. And this kind of method reduces the aggregation model’s accuracy to some extent [40].

III. FEDERATED DATA SANITIZATION DEFENSE
In this section, we first present the threat model of data poisoning attacks and the defense problem formulation. For a better understanding of the problem formulation, we introduce the problem from the perspectives of both the adversary and the defender. Then we detailed the proposed Federated Data Sanitization Defense against the attacks.

A. Problem Formulation
Given the training dataset \( D = \bigcup_{i=1}^{N} \{ (x_i, y_i) \} \), \( i \in \{1, \ldots, N\} \), each clients owns its private dataset \( D_i \), in which \( x_i \in [0,1]^d \) is an image data and \( y_i \in \{1, \ldots, K\} \) is the ground truth label of the image \( x_i \). As for data poisoning attacks, especially backdoor attacks, the adversary can embed backdoor triggers during the training stage by modifying a certain proportion of training samples as the poisoning dataset in the federated learning. The generic form of a poisoned image \( x \) with a hidden trigger as eq.1 in which \( \mathcal{P} \) is the transfer function to apply the trigger on \( x \). \( m \in \{0,1\}^d \) is a binary mask of trigger positions, \( p \in \{0,1\}^d \) is the backdoor pattern [41].

\[
\begin{align*}
x' &= \mathcal{P}(x, m, p) \\
&= (1 - m) \cdot x + m \cdot p
\end{align*}
\]
Thus, the poisoned training dataset for federated learning is he or she can not have control over the data of all clients to another chosen label.

Algorithm 1 Local k-means clustering

1: **Input:** The clients’ data $D_i$ indexed by $i$, the matrix of shallow features in data $\{A_i\}$, class number of each client’s data $k_i$;
2: Project $\{A_i\}$ and run the standard approximation algorithm to estimate $k_i$ centers $(\nu_1, \nu_2, \ldots, \nu_{k_i})$;
3: Partition the $\{A_i\}$ into $k$ disjoint groups $\{U_i^{(1)}U_i^{(2)}, \ldots, U_i^{(k)}\}$;
4: Calculate $\Delta_r, c \in k_i$ by eq $3$ and verify satisfying eq $4$;
5: **Return:** Cluster assignments $\{U_i^{(1)}U_i^{(2)}, \ldots, U_i^{(k)}\}$ and their means $\Theta_i = (\theta_{i}^{(1)}{,}, \ldots, \theta_{i}^{(k)}{)}$.

Assume that the adversary has prior knowledge of the $D_i$, and creates malicious poisoned data injected into it. Let $D_i \subset D$ be the poisoned dataset $\{x_i, y_i\} = \{P(x_i, m, p), y_i = y^t(x_i, y_i) \in D_i\}$, in which $y^t$ is the backdoor-target class. Thus, the poisoned training dataset for federated learning is completed as $(D \setminus D_i) \cup D_i$.

Although the defender has no knowledge of the poisoned data to defend against these attacks. For a realistic scenario of data poisoning attacks in federated learning, the adversary is not going to transform all the data into poisoned data since he or she can not have control over all the clients in federated learning $[12, 13, 15, 17]$. In this consideration, the defender gets the knowledge that the adversary will only choose a small part of data of one class to create poisoned data, so the data on the clients can be re-clustered using data sanitization to filter out the poisoned data. Here we use $\{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k)}\}, k = \text{card}\{y_i | (x_i, y_i) \in D_i\}$ as the clusters of the client $D_i$, the details of the federated clustering is in Sec $III-B$. After the federated clustering forms a disjoint partition $\{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k)}\}$ for every client’s training data $D_i$. Each client can filter out its poisoned data locally, since the shallow feature maps $A_i$ of the data $D_i$ have a ground-truth label.

B. Federated Clustering

Federated Clustering provides a simplicity approach to cluster the no generative assumptions on the distributed data $[25, 26]$. Federated learning enables distributed data to map data features into a subspace domain $[10]$. Because the poisoned data and normal data have similar shallow features and low correlation of data semantics. When clustering these shallow features by k-means or other clustering methods, the poisoned data will form the same cluster as its origin class data. Thus it will be eliminated through the data semantics: the ground-truth label $[29]$. Federated Clustering consists of two major stages, the local k-means clustering and federated aggregation $[30]$.

Local k-means clustering. Given a set of matrix $\{A_i\}, A \in \mathbb{R}^{n \times d}$ is the shallow feature map data of the $\{D_i\}$. Let $\|A\|$ denote the norm of a matrix $A$, $\{c(A) | A_i \in U_i^{(k)}\}$ is the cluster index for $A_i$.

Algorithm 2 Federated aggregation

1: On each client $i \in [N]$, run algorithm 1 with local data $A_i$ and $k_i$ and obtain device cluster centers $\Theta_i = (\theta_i^{(1)}, \ldots, \theta_i^{(k)})$ at the central node.
2: For $i \in [N]$ and let $U_i^{c} \leftarrow \Theta_i$;
3: Let $\theta \leftarrow \arg \max d_c(x);$
4: $U_i^{c} \leftarrow U_i^{c} \cup \{\theta\};$
5: Run one round to cluster $\theta^{(c)}; i \in [N], c \in [k]$ into $k$ clusters, $(\mu_1, \mu_2, \ldots, \mu_k)$. Use points in $U_i^{c}$ as initial centers.
6: **Return:** the cluster $\{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k)}\}$ the clients cluster server and the corresponding federated aggregation.

Assume the defenders have the prior knowledge about $k$ as the class number of $\{D_i\}$. For local k-means clustering of the $\{A_i\}$, we partition the $\{A_i\}$ into $k$ disjoint groups $U_i = \{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k)}\}$, note that some of $U_i^{(c)}$ could be $\emptyset$. We use $\mu(S) = \frac{1}{|S|} \sum_{i \in S} A_i$ indicate the mean of data indexed by $S$, and $\mu_c = \mu(U_i^{(c)})$ for short, the cost of minimize the $k$-means as the eq $2$.

$$\phi(U_i) = \sum_{j=1}^{k} \sum_{i \in U_j} \|A_i - \mu(U_i^{(j)})\|^2_2.$$  \quad (2)

For a subset $U_i^{c} \in A_i$, let $d_c(x)$ donate the distance of the data $x$ to the set $U_i^{c}$. Define $d_c(x) = \min_{b \in U_i^{c}} \|a - b\|_2$, and we have the function of $A_i$ and the $U_i^{c}$ as the eq $3$.

$$\Delta_c = \sqrt{\frac{k}{\|\bar{A}_i - \bigcup U_i^{c}\|}}.$$  \quad (3)

It has proved that the two clusters $U_i^{c}$ and $U_i^{s}$ are well separated if for large enough constant $m$ satisfies eq $4$ $[30]$.

$$\|\mu_c - \mu_s\|_2 \geq m(\Delta_r + \Delta_s).$$  \quad (4)

Federated aggregation. After clients complete the local clustering stage and compute the cluster means. The server aggregates and accumulates these results to return the aggregated clustering means. Clients $i \in [N]$ use algorithm 1 to achieve the local clustering with the its data $D_i$. After that, clients send the cluster server $\Theta_i = (\theta_i^{(1)}, \ldots, \theta_i^{(k)})$ and their clusters $(U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k)})$.

Let $\{\mu_c, c \in K\} be the server aggregated results, and define the $U_i^{c} = \{c : A_i \in U_i^{c}\}$ and $\theta_i^{(c)} \in \mu_c, s \in [k_i]$. Define $\theta \leftarrow \arg \max d_c(x), x \in U_i^{c}$ and $U_i^{c} \leftarrow U_i^{c} \cup \{\theta\}$. Each round of partition $\theta_i^{(c)}; i \in [N], c \in [k]$ into $k$ clusters, $(\mu_1, \mu_2, \ldots, \mu_k)$ with $U_i^{c}$ as initial centers. The cluster server aggregates and forms a disjoint partition for federated learning.
Algorithm 3 Federated Data Sanitization Defense
1: On each client \( i \in [N] \), projects data \( D_i \) to subspace and gets shallow feature maps \( A_i \).
2: Run algorithm 1 with local data \( A_i \) and \( k_i \) and obtain device cluster centers \( \Theta_i = (\theta_i^{(1)}, \ldots, \theta_i^{(k_i)}) \) at the central node.
3: Run algorithm 2 the clustering \((\mu_1, \mu_2, \ldots, \mu_k)\) the clients cluster server and the corresponding federated aggregation \( \{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k_i)}\} \).
4: Set \( U_i^{(k_i)} \) with the label \( y_i^{U_i} = y_i \mid (x_i, y_i) \in Mo(U_i^{(c)}), \) do data Sanitization in the cluster.
5: Return: Clients with the safe data \( (D' \setminus D_{i,p}) \), and the model trained by FedAvg.

C. Data Sanitization

After all clients has its \( \{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k_i)}\}, D_i = \bigcup_{c=1}^{k_i} U_i^{(c)} \), \( c \in \{1, \ldots, k_i\} \), then we can set every \( U_i^{(k_i)} \) with the label \( y_i^{U_i} = y_i \mid (x_i, y_i) \in Mo(U_i^{(c)}), c \in \{1, \ldots, k_i\} \) which is the modal element in the cluster by the data labels. According to the cluster label by a majority vote, the data in the same cluster can be compared to determine whether it is poisoned data. The majority of data in the same class tend to be the same cluster, the defender can use the \( y_i^{U_i} \) as the criterion to select the data in the cluster and regard other data as poisoned data.

In the end, the server randomly selects a subset of local agents \( S_i \). The number of models selected at each round is \( K = |S_i| = \beta \times N \) where \( \beta \) is the percentage of participating clients and \( N \) is the number of total clients. Each selected local agent \( i \in S_i \) receives the current global model \( G^t \) and trains it with his local data using stochastic gradient descent (SGD), obtaining a locally updated model \( L_i^{t+1} \). The agent sends its model update \( \delta_i^{t+1} = L_i^{t+1} - G^t \) back to the server. The server then aggregates the agents’ model updates and adjusts the global model with the learning rate \( \eta \) based on FedAvg [42].

\[
G^{t+1} = G^t + \frac{\eta}{N} \sum_{i \in S_i} (L_i^{t+1} - G^t).
\]

IV. EXPERIMENT

As the defense against data poisoning attacks, we choose federated clustering to do data sanitization. Since we have the prior knowledge that the MNIST is a 10 classes dataset and the ChestMNIST is the 8, so we choose the cluster number as \( k_i = 10 \) and \( k_j = 8 \) relatively. After the clients in federated learning have completed the clustering of their private data \( D_i \) into 10 clusters \( \{U_i^{(1)}, U_i^{(2)}, \ldots, U_i^{(k_i)}\} \), then every cluster choose the mode of the MNIST class. The chosen data is going to use as the clear data participating in federated learning. Our method completes with the AUROR, FoolsGold, and Krum against the data poisoning attack, in order to more comprehensively evaluate the Generality of our method to different poisoning attacks, we further mix label flipping attacks and backdoor attacks as the new hybrid attack.

A. Datasets and Experimental Setting

Datasets. To verify if our method could effectively and efficiently equip the federated learning with principled data sanitization ability in various data poisoning attacks scenarios, our method is evaluated in the widely used MNIST datasets and MedMNIST datasets. The MNIST database of handwritten digits has a training set of 60,000 examples and a test set of 10,000 examples. Each image contains 28 \( \times \) 28 pixels with a single channel. The digits have been size-normalized and centered in a fixed-size image. Like the MNIST dataset, the MedMNIST dataset performs classification tasks on lightweight 28 \( \times \) 28 images covering major medical image modalities and diverse data sizes, which contains a total of 10 pre-processed open medical image datasets (with data from multiple different data sources and pre-processed) [43], we use the ChestMNIST, which is the part of MedMNIST, to test our method.

Experimental setting. We evaluated our method with varying poisoned methods and different attack strategies. We choose a simple convolution neural network for efficiency. As for MNIST, the network is constructed by two convolution layers, a max-pooling layer, and a fully-connected layer. And for ChestMNIST, we use the ResNet18 as the base network [44]. Our models run for federated learning architecture with \( N = 10 \) clients.

Generally, the adversary’s goal is to discriminately poison global models for a high attack success rate in order to victimize selected classes. We also consider adversaries that can evade the entire training cycle and induce insidious behavior by crafting different poisoning attacks. So we list our defense target:

- Label Flipping Attacks: In this form of attack, we choose a specific class to poison by inverting its own label to another cheating label.
- Backdoor Attacks: We use the trigger, e.g.(shape, size, and position), using the backdoor function to generate adversarial data.
- Hybrid Attacks: As the combination of the two above attacks, we mix up the two poisoned data to attack the model.

In each round of training, the server randomly selects \( N_k = 8 \) clients. In order to highlight the effectiveness and Generality, we make a detailed comparison with existing methods by comparing the attack success rate and model accuracy rate of the model against malicious data. We measure efficiency by evaluating the execution of each step of the model.

Data poisoned attacks. According to the target of the attack, Data poisoning attacks can be divided into random attacks and targeted attacks. Random attacks: Reduce the accuracy of federated learning models, e.g.(label-flipping attack). Targeted attack: Induce the federated learning model to output the target label specified by the adversary, e.g.(backdoor attacks).
Baselines. Since our method is a data sanitization way to clear the poisoned data, it is a thorough solution to the problem and prevents the federated learning models from the poisoned data. And there are some methods tries to make the model more generality against attacks. One line of research aims to distinguish and exclude malicious model updates from the server aggregation. AUROR [43] clusters the local model updates into two groups based on the identified informative features and only uses the majority cluster to update the global model. Another line of research focuses on designing a robust aggregation rule for FL systems. Krum [37] has a Byzantine-resilient aggregation rule that only selects the local model update with the smallest pairwise distance from the closest local updates. FoolsGold [15] assigns different learning rates to the selected agents based on the pairwise cosine similarity between the local model updates to mitigate the influence of backdoor adversaries.

Metric. We estimate the accuracy of the attacking success rate of the defense model. Higher accuracy means the defense strategies do not influence the main task(model prediction of the normal data), and lower attacking success rate means the defense strategies have a more positive capability against attacks.

We have evaluated our methods in the MNIST and the ChestMNIST against the attacks. In the MNIST, we perform our model in the simple structure CNN for efficiency. And as for ChestMNIST, we choose the ResNet18 for better classification performance. The experiments are conducted by Pytorch 1.6 on a server computer that has 4× Nvidia RTX 2080Ti, allowing all the clients to virtualize into it to train the federated model.

Effectiveness. The first part of our evaluation assesses the effectiveness of our methods against three kinds of data poisoning. For each attack, we measure the effectiveness of the model in terms of accuracy and the attack success rate. The higher accuracy means that the main task of the attacked model is normal and efficient. And the lower attack success rate means that the attacked model is well protected by the defense.

Table I and Table II present a convincing comparison between the other defense methods. Our method achieves five championships on each of the six circuits.

As we can see that the fig 4, our method keeps a high accuracy of all the federated learning communication rounds. Our method achieves the highest accuracy (92.43\%) among the four methods against label flipping attacks on the MNIST dataset, and our method achieves 86.23\% and 87.35\% accuracy against the backdoor attacks and hybrid attacks. This result can explain that federated learning with the data sanitization is without compromising model accuracy by reducing the number of training samples. Fig 5 has shown that comparing our method to Non-protection FedAvg in the backdoor attacks, we have achieved very close results.

As for the effectiveness of defense against the attacks, our method achieves better performance than the three competitors, we respectively defend against the label flipping and obtained 2.32\% of the lowest attack success rate on the MNIST dataset. Although we do not beat the Krum in backdoor attack defense(4.33\% : 3.47\%), we achieve better performance on the whole.

Generality. Generality has been regarded as the biggest opponent of the model’s accuracy in specificity. To demonstrate the out-performance Generality of our method, we further do a series evaluation on the ChestMNIST, which is much harder than the MNIST dataset to perform well. We choose ResNet18 as our base network in federated learning.

Fig 6 proves that our method has a good Generality when meets a more complex task. On the ChestMNIST dataset, our method achieves 87.43\% of the highest accuracy among the
TABLE III

| Defense against the attacks on MNIST against the different ratios of adversaries to the number of participating clients. |
|-------------------------------------------------|
| label attacks | 25% | 50% | 75% |
| backdoor attacks | 91.23%/3.42% | 89.14%/4.21% | 87.14%/7.21% |
| backdoor attacks | 84.23%/5.34% | 82.45%/7.42% | 80.67%/9.36% |

four methods against label flipping attacks on the ChestMNIST dataset, and our method achieves 85.76% and 84.29% the accuracy against the backdoor attacks and hybrid attacks. Yet we achieve the lowest attack success rate(4.32%) against the label flipping attack, 7.72% against the backdoor attack, and 6.87% against the hybrid attack.

Although our method filter out the poisoned data causing a reduction of training samples, the experiments on ChestMNIST prove our method without compromising the model.

Rate of attackers. To explore the impact of defense against data poisoning attacks. We evaluate our method against 25%, 50%, 75% the different ratios of adversaries to the number of participating clients. It is prominent that our method successfully defends against the attack by various ratios of adversaries to the number of participating clients. As shown in Table III, with more adversaries attending to the attack, the performance of our method is somewhat degraded, but it still maintains relatively good results.

Time Consumption. We also evaluate the time consumption among these methods. Because our method can provide a secure data environment for federated learning, it achieves the best results on the time consumption of federated model inference time per batch. Our method differs from existing methods in using data sanitization to protect the model from
attacks. Although our method requires extra time for data sanitization, the experimental results prove that our method defends against attacks more effectively.

V. Conclusion

In this paper, we introduce a Federated Data Sanitization Defense to protect the healthcare IoMT systems from data poisoning attacks. Our innovative use of clustering data by features improves data security in federated learning. We investigate the blending correlations between the poisoned data and the normal data and proposed a practical data sanitization strategy, and apply it to federated learning. Our method does not increase the computational overhead of model training, which is especially important for large-scale data training tasks in federated learning.

Acknowledgments

The authors would like to thank the anonymous reviewers for their thorough and constructive comments that have helped improve the quality of this article.

References

[1] Q. Wu, X. Chen, Z. Zhou, and J. Zhang, “Fedhome: Cloud-edge based personalized federated learning for in-home health monitoring,” IEEE Transactions on Mobile Computing, vol. 21, no. 8, pp. 2818–2832, 2022.

[2] Y. Chen, X. Qin, J. Wang, C. Yu, and W. Gao, “Fedhealth: A federated learning framework for wearable healthcare,” IEEE Intelligent Systems, vol. 35, no. 4, pp. 83–90, 2020.

[3] D. C. Nguyen, Q.-V. Pham, P. N. Pathirana, M. Ding, A. Seneviratne, Z. Lin, O. Dobrev, and W.-I. Hwang, “Federated learning for smart healthcare: A survey.” ACM Computing Surveys (CSUR), vol. 55, no. 3, pp. 1–37, 2022.

[4] W. Cai, M. Gao, Y. Jiang, X. Gu, X. Ning, P. Qian, and T. Ni, “Hierarchical domain adaptation projective dictionary pair learning model for eeg classification in iot systems,” IEEE Transactions on Computational Social Systems, pp. 1–9, 2022.

[5] S. M. R. Islam, D. Kwak, M. H. Kabir, M. Hossain, and K.-S. Kwak, “The internet of things for health care: A comprehensive survey,” IEEE Access, vol. 3, pp. 678–708, 2015.

[6] Y. Gao, H. Lin, Y. Chen, and Y. Liu, “Blockchain and sxs-enabled edge-computing-empowered secure iot data analysis,” IEEE Internet of Things Journal, vol. 8, no. 21, pp. 15785–15795, 2021.

[7] D. C. Nguyen, M. Ding, P. N. Pathirana, A. Seneviratne, J. Li, and H. V. Poor, “Federated learning for internet of things: A comprehensive survey,” IEEE Communications Surveys & Tutorials, vol. 23, no. 3, pp. 1622–1658, 2021.

[8] B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-efficient learning of deep networks from decentralized data.” in Artificial intelligence and statistics. PMLR, 2017, pp. 1273–1282.

[9] M. J. Sheller, B. Edwards, G. A. Reina, J. Martin, S. Pati, A. Kotrotsou, M. Milchenko, W. Xu, D. Marcus, R. R. Colen et al., “Federated learning in medicine: facilitating multi-institutional collaborations without sharing patient data.” Scientific reports, vol. 10, no. 1, pp. 1–12, 2020.

[10] Q. Yang, Y. Liu, T. Chen, and Y. Tong, “Federated machine learning: Concept and applications,” ACM Transactions on Intelligent Systems and Technology (TIST), vol. 10, no. 2, pp. 1–19, 2019.

[11] H. Sun, S. Li, F. R. Yu, Q. Qi, J. Wang, and J. Liao, “Toward communication-efficient federated learning in the internet of things with edge computing,” IEEE Internet of Things Journal, vol. 7, no. 11, pp. 11053–11067, 2020.
[32] B. Li, Y. Wang, A. Singh, and Y. Vorobeychik, “Data poisoning attacks on factorization-based collaborative filtering,” Advances in neural information processing systems, vol. 29, 2016.

[33] S. Alfeld, X. Zhu, and P. Barford, “Data poisoning attacks against autoregressive models,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 30, no. 1, 2016.

[34] Y. Wang, P. Mianjy, and R. Arora, “Robust learning for data poisoning attacks,” in International Conference on Machine Learning. PMLR, 2021, pp. 10859–10869.

[35] Z. Deng, H. Zhang, X. Yang, Y. Dong, and J. Zhu, “Bayesadapter: Being bayesian, inexpensively and reliably, via bayesian fine-tuning,” arXiv preprint arXiv:2010.01979, 2020.

[36] Z. Deng, X. Yang, S. Xu, H. Su, and J. Zhu, “Libre: A practical bayesian approach to adversarial detection,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2021, pp. 972–982.

[37] P. Blanchard, E. M. El Mhamdi, R. Guerraoui, and J. Stainer, “Machine learning with adversaries: Byzantine tolerant gradient descent,” Advances in Neural Information Processing Systems, vol. 30, 2017.

[38] D. Yin, Y. Chen, R. Kannan, and P. Bartlett, “Byzantine-robust distributed learning: Towards optimal statistical rates,” in International Conference on Machine Learning. PMLR, 2018, pp. 5650–5659.

[39] J. Guo, H. Li, F. Huang, Z. Liu, Y. Peng, X. Li, J. Ma, V. G. Menon, and K. K. Igorevich, “Adfl: A poisoning attack defense framework for horizontal federated learning,” IEEE Transactions on Industrial Informatics, vol. 18, no. 10, pp. 6526–6536, 2022.

[40] J. Zhang, C. Ge, F. Hu, and B. Chen, “Robustfl: Robust federated learning against poisoning attacks in industrial iot systems,” IEEE Transactions on Industrial Informatics, vol. 18, no. 9, pp. 6388–6397, 2021.

[41] Y. Dong, X. Yang, Z. Deng, T. Pang, Z. Xiao, H. Su, and J. Zhu, “Black-box detection of backdoor attacks with limited information and data,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2021, pp. 16482–16491.

[42] B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-efficient learning of deep networks from decentralized data,” in Artificial Intelligence and Statistics, 2017.

[43] J. Yang, R. Shi, D. Wei, Z. Liu, Z. Zhao, B. Ke, H. Pfister, and B. Ni, “Medmnist v2: A large-scale lightweight benchmark for 2d and 3d biomedical image classification,” arXiv preprint arXiv:2110.14795, 2021.

[44] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 770–778.

[45] S. Shen, S. Tople, and P. Saxena, “Auror: Defending against poisoning attacks in collaborative deep learning systems,” in Proceedings of the 32nd Annual Conference on Computer Security Applications, ser. AC-SAC ’16. New York, NY, USA: Association for Computing Machinery, 2016, p. 508–519.