Comparison of Artificial Neural Network and Box-Jenkins Models to Predict the Number of Patients with Hypertension in Kalar
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Abstract

Artificial Neural Network (ANN) is widely used in many complex applications. Artificial neural network is a statistical intelligent technique resembling the characteristic of the human neural network. The prediction of time series from the important topics in statistical sciences to assist administrations in the planning and make the accurate decisions, so the aim of this study is to analysis the monthly hypertension in Kalar for the period (January 2011- June 2018) by applying an autoregressive–integrated-moving average model (ARIMA) and artificial neural networks and choose the best and most efficient model for patients with hypertension in Kalar through the comparison between neural networks and Box-Jenkins models on a data set for predict. Comparisons between the models has been performed using Criterion indicator Akaike information Criterion, mean square of error, root mean square of error, and mean absolute percentage error, concluding that the prediction for patients with hypertension by using artificial neural networks model is the best.
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1. Introduction

Last years, after increasing the number of patients with chronic hypertension disease, it was to be highlighted to study this disease and the use of statistical methods and artificial intelligence techniques. Hypertension is defined as the abnormal high blood pressure (more than 120/8 mm. Hg) in the arteries [1]. Uncontrolled high blood pressure makes you more likely to get heart disease, stroke, and kidney disease [2].
The time series forecasting assumes that the future values a linear combination of historical data. There are various time series forecasting models; however, the most highly frequently approach to fit such model is Box and Jenkins for fitting ARIMA model. Box and Jenkins (1970) generalized the ARIM model to deal with seasonality [4]. Tiao and Box (1979) described a practical to ARMA modeling of multivariate time series data by three stages: identification, estimation of the parameters and model checking [5].

Artificial Neural Network is extensively used in construction industry [6], analyzing the business data stored in database [7-8], robotics industry systems, decision support systems, automated control systems, and prediction systems [9]. Artificial neural network is a calculation method resembling the characteristic of the human neural network. The important characteristics of neural network involve nonlinearity, capacity to handle large data, and generalization [10].

The main aim is to choose the best and efficient model for forecasting the number of patients with hypertension in Kalar. Through the comparison between neural networks and Box- Jenkins models.

In this paper, introduction, autocorrelation function, partial autocorrelation function, and autoregressive moving average model are introduced. Next, the neural network model is introduced and then the results of these models are compared. Finally, conclusions and recommendation for this study are given.

2.Methodology
2.1. Autocorrelation Function (ACF)

The autocorrelation function is the correlation of time series \((z_1, z_2, \ldots, z_n)\) with itself. The correlation coefficient between \(z_t\) and \(z_{t-1}\) is called lag-k autocorrelation of \(z_t\) and denoted by \(\rho_t\), which is under the assumption of weak stationary and is defined [4], [11]:

\[
\rho_k = \frac{\gamma_k}{\sigma_{y}} = \frac{\sum_{t=k+1}^{n} (z_t - \bar{z})(z_{t+k} - \bar{z})}{\sum_{t=1}^{n} (z_t - \bar{z})^2}, k = 1,2, \ldots, \text{max } k
\]

Where
\[
\bar{z} = \frac{\sum_{t=1}^{n} z_t}{n}
\]
\[
\gamma_k = \text{cov}(z_t, z_{t+k})
\]

With the following Properties:

\(-1 \leq \rho_k \leq 1\)

\(\rho_k = \rho_{-k}\), \(\rho_0 = 1\)

2.2. Partial Autocorrelation Function (PACF)

The correlation coefficient between \(z_t\) and \(z_{t-1}\) after removing the impact of the intervening \(z_{t-1}, z_{t-2}, \ldots, z_{t-k+1}\) is called partial autocorrelation function at lag- k, denoted by \(\phi_{kk}\), and defined\(^{(12)}\):
\[
\phi_{kk} = \begin{cases} 
1 & , k = 0 \\
\rho & , k = 1 \\
\rho_1 \ldots \rho_{k-2} & , k \geq 2 \\
\end{cases}
\]

Calculating partial autocorrelation function of sample form:
\[
\phi_{kk} = \frac{\rho_k \sum_{j=0}^{k-1} \phi_{k-1,j} \rho_{k-1}}{1 - \sum_{j=1}^{k-1} \phi_{k-1,j} \rho_j}
\]  
(3)

Where
\[
\phi_{ij} = \phi_{k-1,j} - \phi_{kk} \phi_{k-1,k-1}, j = 1, 2, \ldots, k - 1
\]

### 2.3. Autoregressive Moving Average Model (ARMA)

The autoregressive moving average model is denoted by \(ARIMA(p, d, q)\).

Where
- \(p\): The order of autoregressive.
- \(q\): The order of moving average.
- \(d\): The order of non-seasonality difference.

For stationary time series, the general form of an ARMA model can be written as:
\[
\phi(B)x_t = \delta + \theta(B)a_t
\]  
(4)

A non-stationary series should be first transformed into a stationary one by considering relevant differences:
\[
\nabla^d x_t = (1 - B)^d x_t = x_t - x_{t-d}
\]  
(5)

\((1 - B)^d\): The \(d\)th difference.

\(B\): The backward shift operator.

For non-stationary time series, the general form of an ARMA model can be written as [12], [13]:
\[
\phi(B)(1 - B)^d x_t = \delta + \theta(B)a_t
\]  
(6)

Where
- \(\phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p\), is the autoregressive operator of order \(p\).
- \(\theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q\), is the moving average operator of order \(q\).
- \(a_t = NID(0, \sigma^2)\)

### 2.4. Model Building

The Box–Jenkins iterative approach for constructing linear time series models consists of four stages [3], [12]: identification, estimation of the parameters, diagnostic checking and forecasting.

The Identification stage is the most important. It consists of the appropriate model from ARIMA models.
The major approaches of appropriate ARIMA models are nonlinear least squares and maximum likelihood estimation.
Diagnostic model checking involves testing the assumptions of the model to identify any area where the model is inadequate.
For goodness of fit test for the suggested ARIMA model such that:

$$Q_k = n(n+2)\sum_{k=1}^{\max k}(n-k)^{-1}$$

(8)

$$H_0 = \rho_k(a_c) = 0$$
$$H_1 = \rho_k(a_c) \neq 0$$

(9)

If $Q$ lies in the extreme 5% of the right side tail of the chi-square distribution, we reject the hypothesis where the residuals are random.

2.5 Neural Networks

2.5.1 Biological Neural

The biological neuron receives inputs from all components of body, combines the input, performs a nonlinear operation and offers the output result [14]. Human brain is highly complex, nonlinear and parallel computer [15]. The human brain includes about 100 billion neurons. The mean neuron is as complex as a small computer and has as many as 10000 physical connections with other cells [16]. A neuron contains of four parts called cell body, dendrites, axon, and synapses [14], [17].

2.5.2 Artificial Neural Network (ANN)

Artificial neural network is a computational model that functions like a human brain through biological neurons [18]. The Artificial neural networks perform helpful calculations and simulate complex modeling in the functioning of the human brain. The first artificial neuron model was proposed in 1943 by McCulloch and Pitts [19-20].

The neural networks approach is widely applied in biological, engineering, medical, financial [21]. The artificial neural network can be designed using either feed forward or feed back approach. There are three types of layers, input layer, hidden layer, and output layer in an artificial neural network [9-10], as shown in Figure 2.
A statistical model is [7], [16]:

$$y_j = f(a_j) = \frac{1}{1 + \exp(-a_j)}$$  \hspace{1cm} (10)

Where $y_j$ is the output of the $n$th layer; $f(a_j)$ is the activation function widely employed by the logistic sigmoid, hyperbolic tangent sigmoid and squared functions [9], [21]. The sigmoid activation function, commonly used and applied in this study, and $a_j$ is the sum of the weight of the previous layer, which is obtained by [22]:

$$a_j = \sum_{i=1}^{n} w_{ij} x_i + b_j$$  \hspace{1cm} (11)

Where $w_{ij}$ is the linkage weight from the neuron I to neuron $j$; $x_i$ is the input data from neuron $i$ to $j$; $b_j$ is the bias on the neuron $i$, and $n$ is the total number of input neurons.

Efficiencies of human neurons and processing elements of ANN can be compared as synapses act like a weight of the arriving stimulus and inspired the weights of ANN; dendrites accumulates the arriving weighted stimulus, inspired the summing function of ANN; cell body, that reasons conversion of collected stimulus in to a new stimulus, inspires activation function; axon, which distributes the new stimulus to the conformable neurons, inspires the output and output links; and finally, threshold value with a role of activating or inactivating increase and decrease of the stimulus, inspires the bias [17]. The hidden nodes can be in single layer or multi-layers. Usually, the multiple layers neurons are called as multiple layers perception [22].

The multiple layers perception neural network is an important architecture, and it is also one of the most widely used architectures that are applicable to different application problems [23].

The criteria of comparison between the models: Akaike information criterion (AIC) [24], [25-26], mean square of error (MSE) [10], root mean square of error (RMSE) [21], and mean absolute percentage error (MAPE) [27]. The formulas are expressed as below:

$$AIC = -2 \text{Log} L + 2m$$

$$AIC = n(1 + \log\pi) + n\log \sigma_a^2 + 2m$$

$$AIC = n\log \sigma_a^2 + 2m$$  \hspace{1cm} (12)

Where:

- $L$: The likelihood function.
- $\sigma_a^2$: The mean square of residuals.
$m$: Parameters of the model.

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \tilde{Y}_i)^2 \]  \hspace{1cm} (13)

\[ RMSE = \left[ \frac{1}{n} \sum_{i=1}^{n} (Y_i - \tilde{Y}_i)^2 \right]^\frac{1}{2} \]  \hspace{1cm} (14)

\[ MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Y_i - \tilde{Y}_i}{Y_i} \right| \times 100 \]  \hspace{1cm} (15)

Where $Y_i$ is the actual value and $\tilde{Y}_i$ is the predicted value, and $n$ is the size sample. The final model is used to generate predictions about the future values and then calculate the forecast errors as developments of new values watch from the time series [23].

3. Data Analysis and Results

3.1. Data Description

The data of current study were the monthly observations that included (5169) patients of hypertension in Kalar city and were obtained from the records of the general hospital- Kalar for the period (Jan. 2011- Jun. 2018) in order to reach an appropriate model to be used to forecast the monthly hypertension. SPSS 22 and Minitab17 statistical software were used.

Table 1 below shows the descriptive statistics of the series and indicates the mean of the time series ($57.43$), the sample size is 90 months. From the data, we considered that the number of patients were female ($60.03\%$) females and ($39.97\%$) males.

| Gender  | No. of patients | Mean   | Max. | Min. | Std. Dev. | Percent |
|---------|-----------------|--------|------|------|-----------|---------|
| Male    | 2066            | 22.8889| 68   | 8    | 9.7778    | 39.97   |
| Female  | 3103            | 34.4778| 76   | 9    | 15.83     | 60.03   |
| Total   | 5169            | 144    | 17   | 23.9996 | 100       |

3.2. Results of Box- Jenkins

Figure 3, represents the series monthly hypertension and we show that data are stationary in the variance, but not stationary in the mean when we plot autocorrelation functions and partial autocorrelation function for the data.
We treat the outlier problem, then take the first difference for the data and plot ACF and PACF again for the difference time series; we show that the series become stationary in the mean and variance.

3.3. Choosing Appropriate Model

We choose the appropriate model through the use of Akaike's information criterion (AIC) as shown in table (2). The best model is the $ARIMA(2,1,1)$, because the values of AIC are minimum. Since the model is:

$$(1 - \phi_1 B - \phi_2 B^2)(1 - B)y_t = \delta + (1 - \theta_1 B)a_t$$

(16)

| Model       | Res. VAR. | AIC      |
|-------------|-----------|----------|
| $ARIMA(1,1,0)$ | 370.6     | 528.446  |
| $ARIMA(1,1,1)$ | 319.2     | 517.158  |
| $ARIMA(0,1,1)$ | 328.5     | 517.714  |
| $ARIMA(0,1,2)$ | 327.0     | 519.306  |
| $ARIMA(1,1,2)$ | 330.9     | 522.362  |
| $ARIMA(2,1,2)$ | 333.9     | 525.165  |
3.4. Estimating the Parameters

| Type     | Coefficient | SE.Coefficient | T   | P – Value |
|----------|-------------|----------------|-----|-----------|
| $AR1$    | 0.3548      | 0.1122         | 3.16| 0.002     |
| $AR2$    | 0.1418      | 0.1129         | 1.26| 0.212     |
| $MA1$    | 1.006       | 0.0097         | 103.63| 0.000   |
| Constant | 0.066       | 0.044          | 1.48| 0.14      |

Modified Box – Pierce (Ljung – Box) Chi – Square Statistic

| Lag | Chi – Square | DF | P – Value |
|-----|-------------|----|-----------|
| 12  | 8.6        | 8  | 0.379     |
| 24  | 18.1       | 20 | 0.579     |
| 36  | 26.6       | 32 | 0.737     |
| 48  | 34.2       | 44 | 0.856     |

Number of observations: Original series 90, after taking the difference 89
Residuals: $SS = 26371.1$, $MS = 310.2$, and d. f = 85

$1 - 0.3548B - 0.1418B^2(1 - B)y_t = 0.066 + (1 - 1.006B)a_t$

3.5. Diagnostic Model Checking

After checking the stationary for the series, the autocorrelation functions and partial autocorrelation function of the residuals are plotted as shown in figures 6 and 7. It is clear that the autocorrelation functions and partial autocorrelation function of the residuals are values that fall within the confidence limits of probability 95%.

$-1.96(1/\sqrt{n}) \leq r(\hat{e}) \leq 1.96(1/\sqrt{n})$

The test is based on first 24 autocorrelations
P-value = 0.579 > 0.05
Accept $H_0$, residuals are random
After verification of the suitability of the model that the model used for forecasting values for monthly hypertension based on \( ARIMA(2,1,1) \), Table 2 showed that.

### 3.6 Results of ANN

The data were randomly divided into two independent training and testing subsets, (80%) of the data was considered for network training and (20%) of data was used for network reliability and used for testing. Table 3 shows that the best model includes five units in the hidden layer, as well as four lags.

**Table 3:** Results of ANN model for the data

| Number of lags | 1     | 2     | 3     | 4     | 5     |
|---------------|-------|-------|-------|-------|-------|
| SSE           | 21.354| 28.266| 30.696| 18.817| 29.594|
| RMSE with 5units | 0.553 | 0.716 | 0.787 | 0.53  | 0.722 |

Table 4 contains a comparison between of ARIMA (1, 1, 2) and ANN5 (4) of the data in order to determine the best appropriate model for prediction hypertension through the use of MSE, RMSE, and MAPE. The results of this analysis show that the best model is the ANN5 (4), because the values of MSE, RMSE, and MAPE are minimum. After verification of the suitability of the model that the model used for forecasting values of the number of patients for two years in monthly (July 2014-June 2016), Figure 8 showed that.

**Table 4:** Comparison of models
### Table

| Year    | Actual | ARIMA Forecast | ANNS(4) Forecast |
|---------|--------|----------------|------------------|
| Aug.2017| 56     | 51.84          | 51.07            |
| Sep.    | 29     | 54.69          | 38.84            |
| Oct.    | 53     | 56.88          | 51.83            |
| Nov.    | 47     | 58.13          | 51.83            |
| Dec.    | 67     | 58.94          | 66.45            |
| Jan. 2018| 42    | 59.48          | 47.23            |
| Feb.    | 20     | 59.85          | 47.21            |
| Mar.    | 61     | 60.12          | 80.72            |
| Apr.    | 68     | 60.34          | 80.72            |
| May.    | 66     | 60.52          | 47.23            |
| Jun     | 102    | 60.68          | 80.72            |
| MSE     | 0      | 415.60         | 206.34           |
| RMSE    | 0      | 20.39          | 14.37            |
| MAPE    | 0      | 40.18%         | 29.18%           |

**Figure 8:** Plot of time series

### 4. Conclusions

The results of application show that (60.03) of patients with hypertension are females and (39.97) of patients with hypertension are males. The statistical tests show that the data are stationary in the variance, but not stationary in the mean. The model for monthly prediction of hypertension by using Box- Jenkins is the model of $ARIMA(2,1,1)$, and by using artificial neural network model is $ANN5(4)$. The model obtained by using artificial neural network is a suitable model for prediction, because when we use this model on data, it gives us less value of mean squares error, root mean squares error, and mean absolute percentage error. This is accuracy signs of this model.

We recommend that the health and medical practitioners should use the $ANN$ models for the forecasting of hypertension disease cases in Kalar, because of their efficiency in prediction and their low error rates.
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