Cosmological constraints from the density gradient weighted correlation function
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ABSTRACT

The mark weighted correlation function (MCF) $W(s, \mu)$ is a computationally efficient statistical measure which can probe clustering information beyond that of the conventional 2-point statistics. In this work, we extend the traditional mark weighted statistics by using powers of the density field gradient $|\nabla \rho/\rho|^{\alpha}$ as the weight, and use the angular dependence of the scale-averaged MCFs to constrain cosmological parameters. The analysis shows that the gradient based weighting scheme is statistically more powerful than the density based weighting scheme, while combining the two schemes together is more powerful than separately using either of them. Utilising the density weighted or the gradient weighted MCFs with $\alpha = 0.5$, 1, we can strengthen the constraint on $\Omega_m$ by factors of 2 or 4, respectively, compared with the standard 2-point correlation function, while simultaneously using the MCFs of the two weighting schemes together can be 1.25 times more statistically powerful than using the gradient weighting scheme alone. The mark weighted statistics may play an important role in cosmological analysis of future large-scale surveys. Many issues, including the possibility of using other types of weights, the influence of the bias on this statistics, as well as the usage of MCFs in the tomographic Alcock-Paczynsky method, are worth further investigations.
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1 INTRODUCTION

The cosmic acceleration (Riess et al. 1998; Perlmutter et al. 1999) indicates either the presence of a “dark energy” component in the Universe or the breakdown of general relativity on cosmological scales. In the last two decades, tremendous effort has been put on the theoretical explanation and observational probes of accelerating universe, yet they are still not well comprehended or accurately measured (Weinberg 1989; Li et al. 2011; Yoo & Watanabe 2012; Weinberg et al. 2013).

On large scales, the spatial distribution of galaxies forms a unique, and complex filamentary motif known as the ‘cosmic web’ (Bardeen et al. 1986; de Lapparent et al. 1986; Huchra et al. 1982; Tegmark et al. 2004; Guzzo et al. 2014), which encodes a significant amount of information about the expansion and structure growth history of the Universe. Over the next few years, surveys of large-scale structure (LSS) like DESI¹, EUCLID², Rubin³, Roman⁴, and CSST (Gong et al. 2019), will explore an unprecedented large volume of the Universe with extraordinary precision. So the development of powerful statistics is of great significance to comprehensively and reliably derive the cosmological parameters from LSS.

The most widely-adopted LSS statistics are the 2-point correlation function (2pCF) or power spectrum measurements (Kaiser 1988; Ballinger et al. 1996; Eisenstein et al. 1998; Blake & Glazebrook 2003; Seo & Eisenstein 2003). These methods have had excellent success when applied to galaxy redshift surveys such as the 2-degree Field Galaxy Redshift Survey (2dFGRS; Colless et al. 2003), the 6-degree Field Galaxy Survey (6dFGS; Beutler et al. 2012), the WiggleZ survey Blake et al. (2011b,a), and the Sloan Digital Sky Survey (SDSS; York et al. 2000); Eisenstein et al. (2005);
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Ongoing studies seek to go beyond the 2-point statistics explored methods like the 3-point statistics (Sabių et al. 2016; Slepian et al. 2017), the 4-point statistics (Sabių et al. 2019), the density field or voids (Ryden 1995; Lavaux & Wandelt 2012; Sutter et al. 2012; Bos et al. 2012; Chan et al. 2014; Cai et al. 2015; Sutter et al. 2014; Mao et al. 2017; Ramanan et al. 2019; Hamaus et al. 2020; Lavaux & Jasche 2021), the Minkowski functionals (Minkowski 1903; Mecke et al. 1994; Schmalzing & Gorski 1998; Kerscher et al. 1998; Park & Kim 2010; Appleby et al. 2020, 2021a,b), deep learning (Ravanbakhsh et al. 2017; Mathuriya et al. 2018; He et al. 2019; Ntampaka et al. 2019; Pan et al. 2020; Li et al. 2020; Mao et al. 2021; Villaescusa-Navarro et al. 2021; Ni et al. 2021; Wu et al. 2021), and so on. While all of them can explore the non-Gaussian clustering information encoded in the LSS, in this analysis we investigate a statistical tool namely the mark weighted correlation function (MCF; Beisbart & Kerscher 2000; Beisbart et al. 2002; Gottlöber et al. 2002; Sneath & Tormen 2004; Sneath et al. 2005; Skibba et al. 2006; White & Padmanabhan 2009; White 2016; Satpathy et al. 2019; Alam et al. 2021; Philcox et al. 2020; Massara et al. 2021) which is simple and computationally efficient compared with the aforementioned statistics.

The MCF is simply the 2-point statistics but with each object weighted by a “mark” related with its local environment. The weights are generally proportional to the local density or a positive or negative power. In this way, the statistics give more emphasis on the dense or the underdense regions. This leads to better discrimination of the different patterns of galaxy clustering and redshift space distortions (RSDs) in the dense or under dense areas, and thus can lead to tighter cosmological constraints compared with the standard 2pCF (Yang et al. 2020).

While using the local density is the simplest way to include the local environment information into the analysis, this approach is certainly far from capturing the full information of the environment. In previous works, many statistical quantities related with the local environment have been proposed and studied (Gott et al. 1986; Mecke et al. 1994; Hahn et al. 2007; Gott et al. 2009; Forero-Romero et al. 2009; Sousbie 2011; Hoffman et al. 2012; Park et al. 2013; Wang et al. 2014; Forero-Romero et al. 2014; Pranav et al. 2019; Fang et al. 2019; Hong et al. 2020; García-Alvarado et al. 2020; Shim et al. 2021a,b; Suárez-Pérez et al. 2021). So it may be worth considering other statistical quantities in the construction of the MCFs, so as to extract more information from the LSS.

In this paper, we extend the scope of the marked statistics by considering more possible weights in the correlation functions. Tentatively, in this analysis we try using the density gradient as the mark, based on three considerations. 1) The first order derivative is the simplest extension to the value itself. It is natural to consider the spatial variation of the field after its value being considered. 2) The density can be used to classify the universe into topological regions of cluster, filament, sheet and void. In contrast, the gradient traces regions where the density changes rapidly, and thus marks the boundaries among the different topological regions. From this viewpoint, the density and the density gradient are complementary descriptions of the LSS. So they could also be complementary in a certain statistics. 3) Phenomenologically, regions having large density gradient are expected to have large gravitational acceleration. Since velocity is not directly observable in surveys, density gradient could be the simplest and most convenient quantity if one were to study the dynamical property of the LSS.

This paper is organized as follows. Section 2 describes the simulation data used in this analysis. In Section 3, we explained the concept and the mathematical definition of the marked statistics we designed. In Section 4, we applied the marked statistics to the simulation data, and presents the obtained cosmological results. We discuss and conclude in Section 5.

2 DATA

To conduct a cosmological analysis using the MCFs of the two weighting schemes, we use the BigMulti-Dark (BigMD) N-body simulation, and also a set of samples produced using the COLA (COmoving Lagrangian Acceleration) algorithm (Tassev et al. 2013). In all simulations, we identify gravitationally bound structures using ROCKSTAR (Behroozi et al. 2013), which is a halo finder based on adaptive hierarchical refinement of friends-of-friends groups in six phase-space dimensions and one time dimension to guarantee robust tracking of substructure. We fixed a halo number density \( n = 0.001 \) \( (\text{h}^{-1}\text{Mpc})^{-3} \) in all simulations to ensure the comparability. Both halos and subhalos are used in our analysis.

2.1 BigMD simulation

The Big MultiDark (BigMD) Planck simulation belongs to the series of MultiDark simulations. It is generated using 3,840\(^3\) particles in a volume of \( (2.5\text{h}^{-1}\text{Gpc})^3 \), based on a flat ΛCDM cosmology with Planck parameters \( H_0 = 67.77 \text{ km s}^{-1}\text{Mpc}^{-1}, \Omega_m = 0.307115, \Omega_b = 0.048206, n_s = 0.9611, \) and \( \sigma_8 = 0.8288 \) (Klypin et al. 2016). The initial condition was set by using the Zeldovich approximation at redshift \( z_{\text{init}} = 100 \). Both the volume and the number of particles are very huge, so this simulation is among the best choices for testing our methodology.

2.2 COLA MultiCosmo Simulations

In order to study the sensitivity of the statistics to cosmological parameters, we also generate five COLA simulations using different cosmological parameters of \( \Omega_m = 0.2671, 0.2871, 0.3071, 0.3271 \) and 0.3471, respectively. Values of the other parameters, i.e. \( \Omega_b, \sigma_8, n_s, \) and \( H_0 \), are fixed to the values adopted in the BigMD simulation. To minimize the
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Yang et al. (2018) crucially determined by the values of \( \rho \).

A clearly different distribution, and the dispersion of the values is significantly smaller compared with the other two schemes.

In the density weighting scheme, weight is solely determined by the local density. Objects in the regions of clusters (voids) are quite similar to each other. The last weighting scheme exhibits a clearly different distribution, and the dispersion of the values is significantly smaller compared with the other two schemes.

\[
\text{weight} \propto \rho \quad \text{weight} \propto \nabla \rho \quad \text{weight} \propto \nabla \rho / \rho
\]

Figure 2. Histograms of the object weights defined as \( \rho \), \( |\nabla \rho| \) and \( |\nabla \rho|/\rho \), respectively. The distributions of the former two schemes are quite similar to each other. The last weighting scheme exhibits a clearly different distribution, and the dispersion of the values is significantly smaller compared with the other two schemes.

\[
\rho_{\text{NNB}}(r) = \sum_{i=1}^{n_{\text{NB}}} W_k(r - r_i, hW),
\]

\( M_{\text{N}} \) weight = \( \rho_{\alpha \text{NB}} \);  

Here we estimate the local density \( \rho_{\text{NNB}} \) using its \( n_{\text{NB}} \) nearest neighbors, i.e. 

Effect of cosmic variance, we maintain the same random seed when generating their initial conditions. These simulations are produced using 1024\(^3\) particles in a box of \((680h^{-1}\text{Mpc})^3\). For convenience, in what follows we refer to them as \textit{COLA MultiCosmo Simulations}.

COLA combines 2LPT (the second order Lagrangian perturbation theory), for time integration for large scale dynamical evolution, with a full-blown N-body Particle-Mesh (PM) algorithm to calculate the small scale dynamics (Tassev et al. 2013). In this work, COLA was chosen because it is hundreds of times faster than N-body simulation and can still maintain a good accuracy on non-linear scales.

2.3 Simulations for Covariance Estimation

To compute the covariance matrices we generate 180 simulations using COLA. All simulations are produced using 600\(^3\) particles in a \((512h^{-1}\text{Mpc})^3\) box, and their cosmological parameters are the same as those adopted in the BigMD simulation. The only difference of these simulations is that we use different random seeds in creating their initial conditions.

3 METHODOLOGY

As a simple generalization of the standard 2-point correlation function, MCF assign each object an environment dependent weight, which is commonly chosen as a form proportional to the local density White (2016); Yang et al. (2020)

weight = \( \rho_{\alpha \text{NB}} \),

Here we estimate the local density \( \rho_{\text{NNB}} \) using its \( n_{\text{NB}} \) nearest neighbors, i.e.

\[
\rho_{\text{NNB}}(r) = \sum_{i=1}^{n_{\text{NB}}} W_k(r - r_i, hW),
\]
where \( \rho_{\text{NB}}(r) \) is the environmental number density around a specific galaxy located at \( r \), and \( W_k \) is the smoothing kernel, for which we choose the 3rd order B-spline functions having non-zero value within a sphere of radius \( 2h_W \ h^{-1}\text{Mpc} \) (Gingold & Monaghan 1977; Lucy 1977). In order to ensure that the kernel always contains \( n_{\text{NB}} \) nearest neighbor halos within a radius of \( 2h_W \), We use an adjustable radius for the smoothing kernel.

As the simplest generalization of Equation 1, in this analysis we use the gradient of the local density as the weight, and define

\[
\text{weight} = \left( |\nabla \rho_{\text{NB}}| / \rho_{\text{NB}} \right)^\alpha,
\] (3)

where the gradient is evaluated via the derivatives of the kernel,

\[
\nabla \rho_{\text{NB}}(r) = \sum_{i=1}^{n_{\text{NB}}} \nabla W_i(r - r_i, h_W).
\] (4)

Equation 3 describes the variation of the local density around a certain position. In order to focus on the variation of \( \rho \), rather than being sensitive to its value, we divide the value of the gradient by the value of \( \rho \). Throughout this analysis, we choose \( n_{\text{NB}} = 30 \), which leads to a smoothing radius \( h_W = 8.3 \pm 3.7 h^{-1}\text{Mpc} \).

For simplicity, we will refer to the above two weighting schemes as density weighting scheme and gradient weighting scheme, respectively. We will apply both of them to the simulation data and compare the cosmological results obtained.

As an illustration of the weighting schemes, Figure 1 shows a slice of objects selected from the BigMD simulation, with weights of the objects represented by their colors. In the density weighting scheme, objects in the most dense regions (clusters) are assigned with very large weights, while objects in void regions are assigned with negligible weights. In case that we use the gradient, and assign each object a weight defined by \( \nabla \rho \), the results are still quite similar to the results of the density weighting scheme. The reason is that the value of \( |\nabla \rho| \) is mostly determined by the value of \( \rho \) itself. Finally, the right panel represents the weighting scheme used in this analysis, where we use weight \( \propto |\nabla \rho|/\rho \), which is not too dependent on \( \rho \) while still sensitive to the variation of the environment.

The distribution of the weights are illustrated in Figure 2. The distribution of the \( \rho \) and \( |\nabla \rho| \) weighting schemes are similar. For both of them, we detect 4-5 orders of magnitude variation among the majority of objects. In contrast, the \( |\nabla \rho|/\rho \) weighting scheme displays a clearly different distribution, and the dispersion of the objects’ weights is only \( \sim 1-2 \) magnitude. We consider the low dispersion to be a particularly advantageous property of this weighting scheme.

Except the difference in the weighting, the other process of the statistics are exactly the same as those in general MCFs. In the measurement of the 2pCF, we adopt the most commonly used Landy-Szalay estimator

\[
W(s, \mu) = \frac{WW(s, \mu) - 2WR(s, \mu) + RR(s, \mu)}{RR(s, \mu)}
\] (5)

Here \( WW(s, \mu) \) denotes the weighted number of galaxy-galaxy pairs, \( WR(s, \mu) \) presents the number of galaxy-random pairs, and \( RR(s, \mu) \) corresponds to the count of random-random pairs. The pairs separation of objects are defined by \( s \pm \Delta s \) and \( \mu \pm \Delta \mu \), where the letter \( s \) is the distance between the pair of objects in the redshift space and \( \mu = \cos(\theta) \), where \( \theta \) denotes the angle between the line joining the pair and the line of sight direction \(^6\). We always use 10 times more particles in a random samples than in the data samples.

In the counting of pairs, the weighting scheme is applied to both the data and the random samples (except that we use a 10x larger \( n_{\text{NB}} \) in the random). This treatment is different from what adopted in (Yang et al. 2020) (where the authors fixed the weights of the randoms as 1). Here we do this to take into consideration the possible correlations between nearby objects induced by the smoothing, although we tested and found that there are no significant changes to the measured 2pCFs.

4 RESULTS

In what follows we present our results. Sec. 4.1 presents the monopole \( W(s) \) and quadrupole \( W_2(s) \) of the two weighting schemes. Sec. 4.2 presents the anisotropic \( W_\Delta(s, \mu) \) measurements. Their covariance matrices are presented in Sec. 4.3. We derive the cosmological constraints in Sec. 4.4.

4.1 The angular-averaged measurements

In this subsection we present the angular-averaged MCFs (i.e. the multipoles), which are defined as

\[
W_l(s) \equiv \frac{2l + 1}{2} \int_{-1}^{1} L_l(\mu) W(\mu, s) d\mu.
\] (6)

In what follows, we present the monopole and quadrupole measurements. For simplicity, we will use \( W(s) \) rather than \( W_0(s) \) to denote the monopoles.

Figure 3 shows the monopole measurements \( s^2 W(s) \) obtained using the density and gradient weighting schemes, with \( \alpha \) taken as -1, -0.5, 0, 0.5 and 1, respectively. Each measurement uses a halo/subhalo sample identified from one BigMDPL snapshot, with a fixed number density \( 10^{-3}(h^{-1}\text{Mpc})^{-3} \) produced by applying a minimal cut of halo/subhalo mass. As described in the previous section, values of \( \rho \) and \( \nabla \rho \) are estimated using 30 nearest neighbors, corresponding to a smoothing radius of \( h_W = 8.3 \pm 3.7 h^{-1}\text{Mpc} \).

The first row shows the results measured at \( z = 0 \). From left to right, we see a clear trend of increasing clustering strength as we increase the value of \( \alpha \), meaning that in regions with larger \( \rho \) or \( |\nabla \rho|/\rho \) objects are more clustered. But the trend is less significant in the gradient weighting scheme. The shapes and amplitudes of the \( s^2 W(s) \)s are affected by the choice of the weighting schemes.

The largest difference between the two schemes is detected at the \( \alpha = -1 \) case. Effectively, weighting the objects by \( \rho^{-1} \) is equivalent to transforming the distribution to a spatially uniform distribution. So in the density weighting scheme we

\(^6\) We use \( s \) instead of \( r \) here, because the statistics is usually computed using the distance in redshift space, and due to the RSDs they are correlated with each other via \( s = r + v/(aH) \).
find $W(s) \approx 0$ at $s \gtrsim 20h^{-1}\text{Mpc}$ \(^7\). Of course, this phenomenon is not detected if weighting is $|\nabla \rho/\rho|^{-1}$.

Figure 3 also compares the $W(s)$ measurements at different redshifts. In all cases, we observe a similar amplitude at different redshifts, and a more prominent BAO peak at higher redshifts.

Finally, Figure 4 shows the quadrupole measurements at $z = 0$. Similar to the monopole results, here we see the two weighting schemes lead to measurements having significantly different shapes and amplitudes, and the density weighting scheme measurement varies more dramatically when we change the value of $\alpha$.

4.2 The scale averaged measurements $W_\Delta(\mu)$

The dynamics of objects crucially depends on their environment. This results in an environmental dependent RSD, and motivates us to study the anisotropic clustering using the mark weighted correlation functions. To do this, we measured the scale-averaged correlation function $W(s, \mu)$, which quantifies the anisotropy via

$$W_\Delta(\mu) \equiv \int_{s_{\text{min}}}^{s_{\text{max}}} W(s, \mu) ds.$$  \hspace{1cm} (7)
and its normalized version
\[
\hat{W}_{\Delta s}(\mu) \equiv \frac{W_{\Delta s}(\mu)}{\int_{0}^{\mu_{\text{max}}} W_{\Delta s}(\mu) \, d\mu}.
\] (8)

These two quantities were used to quantify the RSDs and the Alcock-Paczynski (AP) distortions in the tomographic AP method (Li et al. 2015; Park et al. 2019; Ma et al. 2020), and have been proved useful in constraining the dark matter ratio \(\Omega_m\) (Li et al. 2016), the dark-energy equation of state parameter \(w\) (Li et al. 2016) and its time evolution (Li et al. 2018; Zhang et al. 2019), the Hubble constant (Zhang et al. 2019), the curvature and the properties of neutrinos (Li et al. 2019).

Figure 5 present the measured \(W_{\Delta s}(\mu)\)s when \(s_{\text{min}}, s_{\text{max}}\) are set as 6, 40 \(h^{-1}\)Mpc, respectively. In all cases, we detect a sharp peak at \(0 \lesssim 1 - \mu \lesssim 0.1\), and a slope in the range of \(0.1 \lesssim 1 - \mu\). The former is produced by the finger-of-god (FOG) effect (Jackson 1972), while the latter is the result of the Kaiser effect (Kaiser 1987).

Yang et al. (2020) showed that \(\hat{W}_{\Delta s}(\mu)\) has a statistically stronger constraint on cosmological parameters than \(W(s)\). Also, in the construction of \(W_{\Delta s}\) we integrate the scale-dependence and normalize the amplitude, so compared with \(W(s)\) it is less likely to be affected by scale-dependent bias. So in the following analysis we only use \(\hat{W}_{\Delta s}(\mu)\).

### 4.3 Covariance measurements

Figure 6 shows the correlation coefficients of the \(W_{\Delta s}(\mu)\) in 120 \(\mu\)-bins. Without loss of generality we only present the results using \(\alpha = 0.5\).

In both of the weighting schemes there exist positive correlation among the nearby \(\mu\)-bins, although in the gradient weighting scheme this correlation is slightly weaker. Although measures have been taken to eliminate the similarity between the two weighting schemes, their \(W_{\Delta s}(\mu)\) measurements are still far away from being independent. We find the cross-correlation coefficient \(\lesssim 0.8\) for the near diagonal terms. So we must take the cross-correlation into consideration when simultaneously using the two weight schemes.

### 4.4 Cosmological constraints

In what follows, we study whether the new weighting scheme is helpful in improving the cosmological constraints.
To do this, we try to distinguish the COLA MultiCosmo Simulations using MCFs with different weighting schemes, and evaluate their statistical power. The COLA MultiCosmo Simulations are created using values of $\Omega_m = 0.2671, 0.2871, 0.3071, 0.3271$ and 0.3471, respectively. A varying mass-cut is applied to create a series of $\bar{n} = 10^{-3} (h^{-1}\text{Mpc})^{-3}$ halo/subhalo samples. For simplicity, the $\Omega_m = 0.3071$ simulation is chosen as the baseline, and all simulations are compared with it. The difference is characterized by

$$\chi^2 = \Delta p^T \cdot \text{Cov}^{-1} \cdot \Delta p,$$

(9)

where $\Delta p$ is defined as

$$\Delta p \equiv p(\Omega_m = 0.3071) - p(\Omega_m)$$

and $p$ refer to one or several MCFs, whose weighting scheme and weighting power depends on our choice. Throughout the analysis, we use $n_p = 6$ bins for a single $W_{\Delta s}(\mu)$ measurement. This means that if combining together 2 or 4 MCFs we will have 12 or 24 statistical variables. These numbers are safely small compared with the number of mocks (180) used to compute the covariance matrix (Hartlap et al. 2007).

Figure 7 presents the $W_{\Delta s}(\mu)$ measured in two different cosmologies. In all plots, we impose a cut $\mu > 0.97$ to eliminate the clustering regimes severely affected by the FOG. In both the density and gradient weighting schemes, we are able to distinguish the two cosmologies using the MCFs. In the lower panels (where we show the different between the MCFs in the two cosmologies), $\Delta p$ of two weighting schemes does not coincide. In what follows, we will consider simultaneously using them in the analysis and check whether combining them together is helpful in tightening the cosmological constraints.

The results are illustrated in Figure 8. The left and middle panels show the distributions of the $\chi^2$s and the likelihoods $\mathcal{L} \propto e^{-\frac{1}{2}\chi^2}$, respectively. The plots include the results obtained using the standard 2pcf ($\alpha = 0$), two density weighting scheme MCFs using $\alpha = 0.5, 1$, two gradient weighting scheme MCFs using $\alpha = 0.5, 1$, and the combination of the above four MCFs, respectively. Since we are using the covariance estimated using the 180 COLA simulations, all results represent the statistical power of a $\bar{n} = 10^{-3} (h^{-1}\text{Mpc})^{-3}$ halo/subhalo sample in a $(512 h^{-1}\text{Mpc})^3$ volume.

8 This eliminates the sharp peak in $W_{\Delta s}(\mu)$ near the $1 - \mu = 0$ side; see (Li et al. 2015, 2016) for details.
9 We do not use the $\alpha = -0.5$ and -1 results which are found to be statistically weaker.
Amazingly, we find that the gradient weighting scheme is statistically more powerful than the density weighting scheme. Taking the $\Omega_m = 0.3271$ cosmology as an example. The standard 2pCF yields $\chi^2 \approx 1.3$, which means that we can hardly detect the difference between this cosmology and the baseline cosmology. If using the two MCFs with weight $\propto \rho^{0.5}$, $\rho$, the statistical significance is increased and we get $\chi^2 \approx 2.9$. In contrast, in the gradient weighting scheme, we get $\chi^2 \approx 6$, which is almost twice as large as the former results. Finally, combining the two weighting schemes yields $\chi^2 \approx 8$, which is better than using either of the schemes alone, and is almost 5 times larger than the $\chi^2$ obtained using the standard 2pCF.

To take into consideration the degree of freedom (dof), the rightmost column shows the reduced $\chi^2$, which is defined as the $\chi^2$ divided by the dof. When looking at the values of the reduced $\chi^2$, the results of the density weighting, gradient weighting, or their combination are not too different from each other. This means that, the enlarged $\chi^2$ in the combined scheme is mainly due to the enlarged size of the data vector. Also, compared with the results of the baseline cosmology, the reduced $\chi^2$ in the wrong cosmologies are enlarged by 0.5-1.5, meaning that they are strongly disfavored by the fitting.

In summary, compared with the standard correlation function, the density weighting or gradient weighting MCFs (with $\alpha = 0.5$ and 1) are roughly 2 or 4 times more powerful in constraining $\Omega_m$, while simultaneously using the two weighting scheme is $\approx 1.25$ times more powerful than using only the gradient weighting scheme. The gradient weighting scheme is not only more powerful than the density weighting scheme, but also is statistically complementary to it.

Finally, we mention three caveats to the above analysis. 1) We are limited by computational resources, in comparing cosmologies we use five COLA simulations created by 1024$^3$ particles in a (680$h^{-1}$Mpc)$^3$ box. Considering that we were using clustering at scales of $6-40h^{-1}$Mpc, the volume of the simulations should be large enough for the statistics. However, larger and more accurate simulations are necessary if we are to achieve precise modelling of the cosmological dependence of $W_s(\mu)$. 2) $W_s(\mu)$ may also not be the optimal choice of statistical quantity. This issue is worth further investigation. 3) Our analysis only considers $\alpha = 0.5$ and 1, so the conclusion is only valid if one were using these values of power.

5 CONCLUSIONS AND DISCUSSIONS

The MCFs (or the mark weighted power spectrum) can explore the clustering information not contained in the standard 2-point statistics, while also being much more computationally efficient than three point or higher order statistics. It is of ultra importance for us to studying them, since they may play an important role in the analysis of future surveys.

In this work we consider using the power of the density gradient $(|\nabla \rho|/\rho)^{\alpha}$ as the weight in the marked two point statistics. We use the anisotropic $W_s(\mu)$ to distinguish simulations with different values of $\Omega_m$. The $\chi^2$ and reduced $\chi^2$ shows that both weighting schemes are able to distinguish the different simulations. The $\chi^2$ values indicate that, the gradient weighting scheme is found to be statistically more powerful than the density weighted scheme, while combining the two schemes together can further improve the statistical power.

The work can be considered as an extension of Yang et al. (2020) and Massara et al. (2021), where the authors found that the density weighting scheme can significantly increase the amount of statistical information of the standard two point analysis. We show that the gradient weighted scheme can be complementary and even more powerful.

Phenomenologically it is not difficult to understand why the MCF is more powerful than the standard 2pCF. The clustering in different environments is different. While the information from these regions are mixed together in the standard 2pCF, they are separated if a weighting is applied, enabling
us to extract more information. However, it is much more difficult to explain 1) why the gradient weighting scheme is statistically more powerful than the density weighting scheme and 2) why the two weighting schemes are statistically complementary to each other. Answering these two questions requires accurate theoretical modeling of the statistical quantities (e.g. the work of Philcox et al. (2020)), and is beyond the scope of this work.

Although this proof-of-concept work shows that the density weighted correlation functions are helpful in the LSS analysis, there is still a long way to go before we apply them to real observational data. Here we list two caveats. 1) Weighted by the density or the density gradient, the mark weighted statistics could be more affected by the bias or the velocity bias of the tracers. 2) If one were to combine many MCFs together, a large amount of mocks are required to compute the covariance matrix. In this case, one may have to use methods such like the principle component analysis to reduce the degrees of freedom.

It is difficult to accurately calculate the MCFs from fundamental theory, hindering the comparison between theory and observations. One possibility would be to run a large number of simulations and build up emulators for the MCFs. An alternative option is to use the MCFs in the tomographic AP method (Li et al. 2014, 2015, 2016). The $W_{\Delta \alpha} (\mu)$ with $\alpha = 0$ is exactly the statistical quantity used in that method, and so it is very likely to improve the power of that method via using more marked statistics. We will explore this issue in future works.

There are still many issues related with the MCFs which are important but not addressed in this simple work. As a preliminary study, here we only focus on the constraints of $\Omega_m$, though it is worth exploring other physics such as modified gravity theories, neutrino mass and species, and the dark energy equation of state. Also, while this work shows that one can improve the statistical power of the MCFs by using the density gradient, it is known that this gradient encodes geometric information of the local cosmic web environment (Novikov et al. 2006). This could motivate further study of other cosmic web scalars as markers. Some possibilities include the hessian of the potential field Forero-Romero et al. (2009), the hessian of the density field (Bond et al. 2010), the tidal anisotropy (Bustamante & Forero-Romero 2015) or even graph metrics (Suárez-Pérez et al. 2021), by the Ministry of Education (2018RIA6A1A06024977 and 2020R1I1A1A01073494).

DATA AVAILABILITY
The BigMD simulation used in this paper is available via the CosmoSim database (https://www.cosmosim.org/). The COLA simulation data used in this paper is available upon request.
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