FINDING ASTEROIDS DOWN THE BACK OF THE COUCH: 
A NOVEL APPROACH TO THE MINOR PLANET LINKING PROBLEM

MATTHEW J. HOLMAN,\textsuperscript{1,2} MATTHEW J. PAYNE,\textsuperscript{1} PAUL BLANKLEY,\textsuperscript{2} RYAN JANSSEN,\textsuperscript{2} AND SCOTT KUINDERSMA\textsuperscript{2}

\textsuperscript{1}Harvard-Smithsonian Center for Astrophysics, 60 Garden St., MS 51, Cambridge, MA 02138, USA
\textsuperscript{2}School of Engineering and Applied Sciences, Harvard University, 29 Oxford St., Cambridge, MA 02138, USA

Submitted to ApJ/AJ May 2018

ABSTRACT

We present a novel approach to the minor planet linking problem. Our heliocentric transformation-and-propagation algorithm clusters tracklets at common epochs, allowing for the efficient identification of tracklets that represent the same minor planet. This algorithm scales as $O(N \log N)$, with the number of tracklets $N$, a significant advance over standard methods, which scale as $O(N^3)$. This overcomes one of the primary computational bottlenecks faced by current and future asteroid surveys. We apply our algorithm to the Minor Planet Center’s Isolated Tracklet File, establishing orbits for $\sim 41,000$ new minor planets.
1. INTRODUCTION

A number of ongoing wide-field surveys, such as Pan-STARRS (Denneau et al. 2013), the Catalina Sky Survey (Christensen et al. 2016), OSSOS (Bannister et al. 2016), NEOWISE (Mainzer et al. 2011), and ZTF (Kulkarni 2016), as well as planned surveys such as LSST (Jones et al. 2017) and NEOCam (Mainzer & NEOCam Science Team 2017), are designed to address a range of goals from constraining models of planet formation, through finding evidence of additional planets in our solar system (Trujillo & Sheppard 2016; Gerdes et al. 2017), to fulfilling the US Congressional mandate to discover 90% of the potential hazardous asteroids with diameters exceeding 140m\(^1\).

The typical survey strategy, as it relates to minor planets, is based on identifying ‘tracklets’. A tracklet is a sequence of two or more astrometric detections that are taken over a time span that is short enough that it is likely that the detections correspond to the same moving object, and long enough to allow solar system objects to be distinguished from stationary background sources. A primary goal is to obtain a sufficient number tracklets for each object, distributed over a long enough time span, such that the resulting orbit is accurate enough to readily identify matching observations of the object in the past or future. It is typically necessary to observe tracklets on three different nights to reliably establish an orbit for a main belt asteroid (Kubica et al. 2007; Denneau et al. 2013; Jones et al. 2017).

Current surveys observe wide areas of the sky and detect such large numbers of minor planets that it is not feasible to obtain follow up observations of each of the detected objects. Some tracklets coincide with the predicted positions of already known minor planets with well determined orbits and thus do not require additional observations. Others, such as those that have locations and rates of motion that are consistent with being NEOs, are prioritized for immediate additional observation. The rest must be linked with other tracklets from the same or other surveys, or they will be lost. By design, most objects are naturally re-observed in the course of these surveys. However, the tracklets corresponding to each object must still be identified before the orbits of those objects can be determined. This is known as the ‘linking problem.’

The linking problem is challenging for several reasons. First, asteroids are dense on the sky (\(\sim 400 \text{deg}^{-2}\) near the ecliptic at magnitude \(r \sim 24.5\)). Surveys can also produce significant numbers of false detections (Denneau et al. 2013; Jones et al. 2017), which are incorporated into false tracklets that also contribute to the sky density. The number of tracklets controls the amount of computation required. Thus, a higher sky density of tracklets results in a higher computational burden. Second, the nearly power law distribution of minor planet sizes ensures that nearly all tracklets are near the detection limits and thus cannot be easily distinguished by differences in apparent brightness. Third, many tracklets have similar sky plane velocities, which also makes them difficult to distinguish. Fourth, the apparent motion of minor planets is nonlinear over the span of months when observed from the Earth, therefore a tracklet may not point in the direction toward or away from its predecessors and successors.

The brute force solution to the linking problem would be to fit an orbit to every pair of tracklets. For those pairs that yield a valid orbit, the remaining tracklets can be checked a third time for additional matches. Given millions of tracklets and the computational cost of an individual orbit fit, the brute force approach is currently computationally intractable.

The best available solution to the linking problem, the Pan-STARRS Moving Object Processing System (MOPS), is sophisticated but also complex (Kubica et al. 2007; Denneau et al. 2013). After first identifying tracklets, MOPS projects each tracklet forward and backward in time, using expressions for RA and Dec that are quadratic in time, with predefined ranges of coefficients. MOPS then uses KD-trees to efficiently identify other tracklets near those predicted locations. Based on quadratic fits to pairs of tracklets, MOPS searches for matching third tracklets. The resulting candidate groups of three tracklets are then tested with orbit fitting, which dependably verifies if the tracklets correspond to the same object, with low false positive and false negative rates. MOPS achieves a high level of completeness in simulations (Denneau et al. 2013; Vereš & Chesley 2017a,b; Jones et al. 2017).

Despite these advances, the MOPS approach is still a variation of the brute force method, bringing groups of three tracklets together to be tested with orbit fitting. Predicting the location of plausibly matching tracklets and using a KD-tree to efficiently locate those tracklets significantly improve the overall efficiency, but the number of orbit fits that must be carried out, which is the most computationally intensive step, still scales as \(O(N_t^3)\), where \(N_t\) is the number of tracklets (see eq. A22 of Jones et al. 2017). LSST is planning to dedicate \(\sim 1000\) CPUs to identifying and linking asteroid tracklets with MOPS (Jones et al. 2017). Although this is a small fraction of the computational resources available to LSST, it illustrates the scale of the linking problem using currently available solutions.

Fortunately, we can exploit a useful characteristic of short-arc asteroid orbits to develop a more efficient method. The parameters of such orbits can be neatly separated into those

---

\(^1\) National Aeronautics and Space Administration Authorization Act of 2005 (Public Law 109-155), January 4, 2005, Section 321, George E. Brown, Jr. Near-Earth Object Survey Act
that are well determined and those that are poorly known. The orbit of any minor planet can be described with six parameters (three position components and three velocity components) at a reference time. Observations of a single tracklet provide precise estimates of four of these: the sky plane location and two angular rates of motion. However, the topocentric distance $\rho$ and radial velocity $\dot\rho$ are not directly observed with astrometry and are poorly known, initially. The fundamental challenge in the linking problem, and with orbit fitting in general, is to infer the distance to the object at the times of the observations.

For asteroids, $\rho$ can vary widely and rapidly. For a near-Earth object (NEO) making a close approach to the Earth, $\rho$ can vary by orders of magnitude in the course of days. A priori estimates of $\rho$ are not well defined, unless diurnal parallax is evident.

On the other hand, the heliocentric distance $r$ is slowly varying and has a well-posed prior distribution. If one were able to observe from the Sun, the minor planets would appear to trace great circles on the sky, locally following straight lines in heliocentric angular coordinates. Moreover, the angular velocity of the motion along this great circle would be a simple function of true anomaly, reaching its minimum at apocenter and maximum at pericenter.

A productive approach is to simply assert a set of values for the unknown heliocentric distance. For each of these assumed distances, one can transform the observations to a heliocentric frame and then search for great circle motion. The observations of objects that are actually near the asserted distance will line up. We developed this approach, which we call ‘heliocentric linking’, and have successfully applied it to searches for distance solar system objects in time-sparse Pan-STARRS data (Chen et al. 2016; Lin et al. 2016; Holman et al. 2017). Such a method was recently elaborated upon and applied to a search of WISE data for distant objects (Perdelwitz et al. 2018). We note that the heliocentric linking approach, whether applied to single detection or tracklets, still scales as $O(N^m)$, where $N$ is the number of detections or tracklets to be analyzed and $m$ is the number required to make a confident discovery ($m \sim 3-5$).

However, if one knew the missing information for each tracklet, namely both $r$ and $\dot r$ or equivalently $\rho$ and $\dot \rho$, one would have a full specification of the dynamical state and could integrate the tracklet trajectories to a common time. Those tracklets that correspond to the same object would coincide in position and velocity, to within the observational uncertainties, because they have the same underlying orbit. One could then search for clusters to identify which tracklets correspond to the same object.

In this paper, we combine these two ideas, heliocentric linking and clustering of tracklets, into a novel and efficient solution to the linking problem. We refer to this method as **HELIOLINC.** In §2, we describe the **HELIOLINC** method. In §3, we describe our algorithm for identifying clusters of tracklets (within sets of transformed tracklets). In §4, we demonstrate the training and performance of the **HELIOLINC** algorithm on previously identified tracklets in the Minor Planet Center’s database of Unnumbered objects. In §6, we employ our algorithm to identify new objects within the Minor Planet Center’s “Isolated Tracklet File”, and then in §7, we discuss the implications of our results for ongoing and future surveys.

2. TRANSFORMATIONS

We follow the formalism and notation of Bernstein & Khushalani (2000), with key changes that we will highlight. We consider a minor planet orbiting the Sun. Its position in inertial space at time $t$ is given by $\mathbf{x}(t)$. That of the observatory, $\mathbf{x}_E(t)$, is known precisely. The coordinate system has the $z$-axis pointed outward toward a location on the sky and the $x$-$y$ plane is perpendicular to that, coinciding with the local sky plane. (By convention, the $x$-axis is parallel to the direction of increasing ecliptic longitude, and the $y$-axis completes a right-handed system.) Bernstein & Khushalani (2000) generally adopt a coordinate system that is oriented with the $z$-axis in the direction of the first observation, and the origin is located at the observatory at the time of the first observation. Instead, we divide the sky into regions, using the HEALPix tessellation (Górski et al. 2005), take the center of each as the reference direction for a local sky region, and place the origin at the Sun (or barycenter). Bernstein & Khushalani (2000) take the reference time, $t = 0$, to be the time of the first observation in a tracklet or set of tracklets. Instead, we adopt a common reference time for all tracklets that we will attempt to link. For example, we might take as the reference time the date of new moon for the month being considered. Choosing a common reference time and coordinate system for a set of tracklets that are to be linked is a key part of our method. As will be seen, this approach allows us to efficiently determine which tracklets might correspond to the same minor planet.

As stated in Bernstein & Khushalani (2000), the observed angular coordinates of an asteroid in the local tangent plane are given by

$$\theta_x(t) = \frac{\mathbf{x}'_E(t) \cdot \mathbf{y}}{\left|\mathbf{x}'_E(t)\right|},$$

$$\theta_y(t) = \frac{\mathbf{x}'_E(t) \cdot \mathbf{z}}{\left|\mathbf{x}'_E(t)\right|},$$

(1)

where $t' = t - \Delta t$, and $\Delta t$ is the light travel time from the object to the observer.

The trajectory of the target body can be separated into a linear portion and a gravitational perturbation:

$$\mathbf{x}(t) = \mathbf{x}_0 + \dot{\mathbf{x}}_0 t + \mathbf{g}(t).$$

(2)
The gravitational perturbation \( g(t) \) is given by
\[
g(t = 0) = 0, \quad \dot{g}(t = 0) = 0, \quad \ddot{g}(t) \approx -GM_{\odot} \frac{x(t)}{[x(t)]^3}, \tag{3}
\]
where \( GM_{\odot} \) is the gravitational constant of the Sun. It is worth noting that \( g(t) \) is small for \( t \ll T_{\text{orb}} \), where \( T_{\text{orb}} \) is the orbital period of the object. We have ignored the perturbations of the planets and massive asteroids in Equation 3, as they are even smaller than the perturbation from the Sun. However, they can easily be included.

Bernstein & Khushalani (2000) introduce the following helpful parameterization, based on the components of the inertial position and velocity of the target at the reference time:
\[
\begin{align*}
\alpha &\equiv x_0/z_0, \quad \beta \equiv y_0/z_0, \quad \gamma \equiv \frac{1}{z_0} \\
\dot{\alpha} &\equiv \dot{x}_0/z_0, \quad \dot{\beta} \equiv \dot{y}_0/z_0, \quad \dot{\gamma} \equiv \dot{z}_0/z_0.
\end{align*}
\tag{4}
\]
In this system, \( \alpha \) and \( \beta \) are the components of the angular position of the object at the reference time, \( \dot{\alpha} \) and \( \dot{\beta} \) are angular rates of motion in the inertial coordinate system, \( \gamma \) is a measure of distance to the object, and \( \dot{\gamma} \) is a scaled radial velocity. It is worth noting that the dotted parameters are the velocity components scaled by \( z_0 \), rather than time derivatives. In terms of these parameters, the observations \( \theta_x(t) \) and \( \theta_y(t) \) are:
\[
\begin{align*}
\theta_x &= \alpha + \dot{\alpha}t + \gamma g_x(t) - \gamma x(t) \\
\theta_y &= \beta + \dot{\beta}t + \gamma g_y(t) - \gamma y(t).
\end{align*}
\tag{5}
\]
where \( t' \approx t - \frac{1}{c\gamma} \) is the light-time corrected time of the observation.

The observations of a tracklet constrain four of the six quantities needed to specify an orbit: two angular positions and two angular rates. Bernstein & Khushalani (2000) note the total degeneracy between \( \dot{\alpha} \) and \( \gamma \dot{x}_E \) for observations near opposition. Nearer targets with small transverse velocity have the same apparent angular rate of motion as more distant targets with large transverse velocities. Although this degeneracy limits the quality of orbit fits if observations are restricted to short arcs near opposition, it is advantageous for the linking problem. This degeneracy reduces the dependence on \( \gamma \): errors in \( \gamma \) can be absorbed by changes in \( \dot{\alpha} \). Furthermore, the expressions for \( \theta_x \) and \( \theta_y \) are nearly linear in the parameters, a feature designed and highlighted by Bernstein & Khushalani (2000).

In our earlier work with heliocentric linking we searched a set of heliocentric distances (Lin et al. 2016; Chen et al. 2016; Holman et al. 2017). In the present work, we assume values for both the distance and its rate of change through \( \gamma \) and \( \dot{\gamma} \). We can rearrange equations 5 to yield simple expressions for the linear motion of the object:
\[
\begin{align*}
\alpha + \dot{\alpha}t' &= \theta_x \left[ 1 + \gamma t' + \gamma g_x(t') - \gamma x(t) \right] \\
&\quad - \gamma g_x(t') + \gamma x(t) \\
\beta + \dot{\beta}t' &= \theta_y \left[ 1 + \gamma t' + \gamma g_y(t') - \gamma y(t) \right] \\
&\quad - \gamma g_y(t') + \gamma y(t),
\end{align*}
\tag{6}
\]
where \( \theta_x \) and \( \theta_y \) are observed quantities, and the observatory position \( (x_E, y_E, z_E) \) is known precisely. We note that in Equation 6 the transverse components of the gravitational perturbation, \( g_x(t') \) and \( g_y(t') \), are much smaller than \( g_x(t) \). Furthermore, the two equations are independent of each other, if \( \gamma \) and \( \dot{\gamma} \) are assumed. The factor in brackets is the same in both expressions. These properties simplify the solution.

As described below, we will carry out least squares fits of equations 6 for each tracklet to obtain the parameters \( \alpha, \dot{\alpha}, \beta, \) and \( \dot{\beta} \). These parameters represent components of the motion in inertial space in a common reference frame at a common reference time. Thus, they can be compared to determine which tracklets correspond to the same underlying object. We refer to a set of these four parameters as an ‘arrow’ to distinguish it from a ‘tracklet’, which refers to the original set of observations in sky coordinates (Kubica et al. 2007), and an ‘attributable’, which refers to the parameters resulting from a linear fit of a tracklet in sky coordinates at the time of the tracklet (Milani 1999).

In Figure 1 we demonstrate the effects of the transformation and fitting outlined in Equations 5 and 6 on tracklets for the known Main Belt Asteroid (10606) Crocco.

The top panel of Figure 1 shows a time series of tracklets for (10606) Crocco in topocentric coordinates (RA/Dec) near opposition. The sequence of tracklets shows apparent retrograde motion, as well as curvature (which is exaggerated by the vertical scale of the panel). The next lower panel shows those same tracklets projected onto a local tangent plane. The subsequent panel shows the tracklets after they have been transformed to heliocentric coordinates with an assumed value of \( \gamma = 0.4 \) \((r = 2.5\) AU\). In heliocentric coordinates, the tracklets appear to line up, following a great circle. The bottom panel shows the arrows \((\alpha, \dot{\alpha}, \beta, \dot{\beta})\) that result from fitting the tracklets, assuming \( \gamma = 0.4 \) and \( \dot{\gamma} = 0 \). Choosing the reference frame this way means that at the reference time the values of \( \theta_x \) and \( \theta_y \) are zero, and they diverge from this in an approximately linear manner for observations at times either side of this reference time. By propagating the arrows back to the reference epoch, we see in the bottom panel of Figure 1 that the tracklets cluster within a small radius.

2.1. Gravitational Perturbation

Before continuing, we now examine the gravitational perturbation \( g(t) \) in more detail. The position and velocity vec-
The time-dependent coefficients can be approximated with well known series:

\[ \dot{\sigma}_g(t) = -\frac{1}{2} \sigma t^2 + \frac{1}{2} \sigma \tau t^3 + \ldots \]

\[ g(t) = \dot{\sigma}_g(t) x_0 + \ddot{\sigma}_g(t) \dot{x}_0 - [x_0 - \dot{x}_0 t] \]

where \( \dot{\sigma}_g(t) \) and \( \ddot{\sigma}_g(t) \) are the Gauss ‘f’ and ‘g’ functions, and \( \dot{\sigma}_g(t) \) and \( \ddot{\sigma}_g(t) \) are their time derivatives (Danby 1992). The \( \dot{\sigma}_g(t) \) and \( \ddot{\sigma}_g(t) \) functions describe Keplerian motion about the Sun in the plane defined by \( x_0 \) and \( \dot{x}_0 \) (The perturbations from the planets are far smaller.) The gravitational perturbation of equation 3 is then

\[ g(t) = \dot{\sigma}_g(t) x_0 + \ddot{\sigma}_g(t) \dot{x}_0 - [x_0 - \dot{x}_0 t] \]

The time-dependent coefficients can be approximated with well known series:

\[ \dot{\sigma}_g(t) = -\frac{1}{2} \sigma t^2 + \frac{1}{2} \sigma \tau t^3 + \ldots \]

\[ g(t) = \dot{\sigma}_g(t) x_0 + \ddot{\sigma}_g(t) \dot{x}_0 - [x_0 - \dot{x}_0 t] \]

with \( \sigma = GM_\odot / r_0^3 \) and \( \tau = r_0 / r_0 \) (Danby 1992). In our basis, \( \sigma = GM_\odot \gamma^3 \) and \( \tau \approx \gamma \), to a high degree of accuracy. Thus, 

\[ g(t) \approx (-\frac{1}{2} \sigma t^2 + \frac{1}{2} \sigma \tau t^3) x_0 + (-\frac{1}{6} \sigma t^2) \dot{x}_0, \]

where the \( t^3 \) terms represent the gravitational jerk.

In terms of our parameters, the expressions relevant to equations 5 and 6 are:

\[ \gamma g_\alpha(t) \approx -\frac{1}{2} \sigma t^2 - \frac{1}{6} \sigma \tau t^3 (\gamma^3 - 3 \gamma) \]

\[ \gamma g_\beta(t) \approx -\frac{1}{2} \sigma t^2 - \frac{1}{6} \sigma \tau t^3 (\beta^3 - 3 \beta) \]

\[ \gamma g_\gamma(t) \approx -\frac{1}{2} \sigma t^2 - \frac{1}{6} \sigma \tau t^3 (\gamma^3 - 3 \gamma) \]

There are a few options for the gravitational perturbation, in order of increasing accuracy and computational cost:

- Ignore it. The leading order terms are small and \( O(t^2) \), so entirely neglecting the gravitational perturbation is reasonable if the time span is short enough.

- Neglect all terms except for \( g_\gamma(t) \approx -\frac{1}{2} \sigma t^2 \). The other terms are even smaller or higher order in \( t \). This approach has the advantage that it only depends upon \( \alpha, \beta, \gamma \), but not the other parameters. It also requires negligible additional computation.

- Include all of the terms listed above. This necessitates iteration in the fitting of arrows, because \( \alpha, \dot{\alpha}, \beta, \dot{\beta} \) and \( \gamma, \dot{\gamma} \) are needed to evaluate the perturbation in this approximation.
• Exactly solve the Kepler step, rather than using series expansions for \( f_\alpha(t) \) and \( g_\alpha(t) \). This necessitates both an iteration to solve Kepler’s equation, as well as an overall iteration to fit for the arrows.

• Include all the gravitational perturbations from the Sun and planets. This necessitates an n-body integration for each iteration in the fitting for the arrows.

We adopt the second option for most of our calculations. Examining the other options is left for future work.

3. CLUSTERING ALGORITHM

3.1. Description of Algorithm

In this section we describe the details of each stage of the algorithm. These include preliminary calculations, a series of transformations, finding clusters, and verifying those clusters.

3.1.1. Preliminary Calculations

Most surveys concentrate on observing the regions of sky near solar opposition during dark time. They typically re-observe the same regions of sky a few times during a single lunation. By design, often there are enough tracklets observed of individual objects to support linking using just the observations from a single lunation. This matches the proposed observing strategy for LSST, as well its goals for linking tracklets over 12-15 day intervals. Thus, we divide each data set into \( \pm 15 \) day windows centered on the dates of new moon, which produces units of data that can be processed separately.

For each time window, we further spatially divide the tracklets into separate heliocentric sky regions. The sky regions are chosen to be sufficiently large that a minor planet cannot traverse an entire region in the time span being considered. As will be shown below, the results are relatively insensitive to the choice of distance. We find that only a few values of \( \gamma \) (the inverse of the heliocentric distance), that match the rough distance classes of solar system bodies, are needed to achieve good results.

To determine the heliocentric position vector \( \mathbf{r} \) of the first detection in each tracklet, we assume the value of \( \gamma \) of the distance class, such as \( \gamma = 0.4 \) (\( r = 2.5 \) AU), and transform the topocentric position vector to its heliocentric counterpart. We refer the reader to Appendix A for details of the heliocentric transformation.

Given the heliocentric position vector \( \mathbf{r} \), we determine a spatial index for the tracklet using the HEALPix sky tessellation (Górski et al. 2005). The details of the tessellation are not important for our application. For our purposes, HEALPix is simply a convenient means of spatially organizing the data into sky regions with accompanying central reference directions. Other tessellations such as Hierarchical Triangular Mesh (HTM) (Szalay et al. 2007) are suitable.

At this point, for each distance class, we have divided the tracklets into time windows and sky regions.

3.1.2. Transformations

The tracklets in each combination of time window and sky region form a data set that can be processed independently. The reference time is the center of the time window for the data set, and the reference direction is direction to the center of the sky region.

For each of these data sets, we iterate over a set of \((\gamma, \dot{\gamma})\) parameters to carry out the transformations described in Section 2. For each \((\gamma, \dot{\gamma})\) pair, we transform and least squares fit each tracklet in the data set according to equations 6. The result is an ‘arrow’, the set of \((\alpha, \dot{\alpha}, \beta, \dot{\beta})\) parameters, for each tracklet. For the \((\gamma, \dot{\gamma})\) combination that corresponds to the actual orbit of an object, the transformed arrows for that object will coincide in the space of \((\alpha, \dot{\alpha}, \beta, \dot{\beta})\).

How close to the actual values must the assumed values for \( \gamma \) and \( \dot{\gamma} \) be for a cluster of arrows to be apparent? The spacing in the assumed parameters should be fine enough to ensure that the uncertainties of the arrows are dominated by the observational uncertainties, rather than by the granularity of the assumed parameters. Figure 2 illustrates how the distribution of arrows depends up \( \gamma \) and \( \dot{\gamma} \). In the top panel, the arrows are shown for several assumed values of \( \gamma \), while keeping \( \dot{\gamma} \) fixed at the correct value (\( \gamma \sim 0.3 \)). The cluster spreads out as the assumed values \( \gamma \) depart farther from the correct value. In the bottom panel, the arrows are show for several assumed values of \( \dot{\gamma} \), keeping \( \gamma \) fixed at the correct value. The panels illustrate that relatively tight clusters can be formed without extremely fine steps in \( \gamma \) and \( \dot{\gamma} \). We explore this empirically in Section 4.

3.1.3. Make Clusters

We link tracklets by identifying clusters of their corresponding arrows. There is a wide variety of clustering algorithms; a full exploration of clustering methods is beyond the scope of this work. For this paper, we use a simple KD-tree approach. KD-trees are especially suited to nearest-neighbour detection and are fast for low-dimensional data (Kubica et al. 2007). We use a dual-tree algorithm to efficiently find the neighbors within a given cluster radius \( d \) of every arrow in the tree (Curtin et al. 2013).

We populate a four-dimensional KD-tree with the arrow parameters \((\alpha, \beta, \dot{\alpha}, \dot{\beta})\) determined for the assumed parameters \( \gamma \) and \( \dot{\gamma} \). We use the following metric for the distance between two arrows (distinguished by unprimed and primed parameters):\[
\begin{align*}
d^2 &= (\alpha - \alpha')^2 + (\beta - \beta')^2 \\
d \delta^2 &= \left[ (\dot{\alpha} - \dot{\alpha}')^2 + (\dot{\beta} - \dot{\beta}')^2 \right].
\end{align*}
\]
where $dt$ is a constant factor, in units of time, that relates the angular velocities and the angular positions. The scale factor $dt$ and the cluster radius $d$ are hyper-parameters that we train in Section 4.

Arrows that are separated by less than a specified distance will be both close in angular space and moving parallel to each other. Arrows that correspond to the same object, for which the grid parameters $\gamma$ and $\dot{\gamma}$ are close, will form a tight cluster. We define an acceptable, preliminary cluster as having three or more tracklets within the specified radius. This is consistent with the objective of other linking methods.

### 3.1.4. Verify Clusters

The identified clusters need to be examined to verify that the constituent tracklets are all consistent with corresponding to a single object in heliocentric orbit. To verify that this is the case, we undertake a number of tests designed to exclude obvious “contaminant” tracklets, performing the simpler tests first. We (i) eliminate tracklets with duplicate times, (ii) eliminate inconsistent time/space orderings, and (iii) perform full orbit fits. Orbiting fitting is relatively computationally expensive, however it is sufficiently efficient to perform over the list of tracklets produced by the KD-tree clustering once they have been cleaned-up. Therefore, each matched cluster that passes the above tests has an orbit fit performed to verify it indeed matches a realistic heliocentric orbit.

Further details on the verification methods employed are provided in Section 5.

### 3.2. Algorithmic Scaling

It is important to note that the algorithm described in Section 3.1, contains no nested loops over tracklets. This is of crucial importance, as it means that the algorithmic compute time is essentially linear in the number of tracklets, $O(N_t)$. We note that clustering of tracklets scales as $O(N_c \log N_t)$, where $N_c$ is the number of clusters. Therefore our algorithm will, at worst, scale as $O(N_c \log N_t)$ in the limit that $N_c \to N_t$. This is vitally important, providing hugely improved scaling over the $O(N_t^3)$ scaling of algorithms such as MOPS.

Although it is natural to assume that $N_c < N_t$, where $N_c$ and $N_t$ are the number of clusters and input tracklets, respectively, it is possible for a tracklet/arrow to belong to more than one cluster. However, in almost all cases, and with proper clustering algorithms, $N_c \ll N_t$.

It is worth noting that our algorithm has a large, but fixed, pre-factor. That is, for every tracklet we need to loop over a grid of $\gamma, \dot{\gamma}$ transformations. But the size of this prefactor is small in comparison to the savings gained from reducing to an $O(N_t^2)$ scaling with number of tracklets.

It is also worth noting that all the calculations presented in this work were completed on single processor machines in less than a day.

### 4. DEMONSTRATION OF ALGORITHM: LABELLED DATA

We demonstrate our approach by linking tracklets from the Minor Planet Center’s (MPC) data sets. In particular, we use the MPC’s “Unnumbered Observations” file. Unnumbered minor planets typically have a large number of observations, spanning a few to many years. They have well determined orbits, but the quality of their orbits is not yet that of minor planets that have received numbered designations from the MPC.

We extracted the most recent $10^7$ detections from the Unnumbered Observations file, at the time of processing, and...
selected from these only those objects for which there are at least 20 observations and at least three tracklets.

We created the tracklets by grouping the observations with the same MPC provisional designation (in packed form, i.e. K15BH1W), the same observatory code (i.e. F51), and from the same 24-hour period (truncated MJD). The tuple of provisional designation, observatory code, and truncated MJD uniquely identifies each tracklet. This is how the MPC generally defines tracklets, although there are special cases.

This process creates a sample of \( \sim 1.4 \times 10^5 \) objects, composed of \( \sim 1.7 \times 10^6 \) tracklets, containing a total of \( 6.4 \times 10^6 \) individual observations. Because the identity of the tracklets is known from the provisional designation, we can use this sample as a labelled data-set that allows us to check the accuracy and completeness of our clustering algorithm.

4.1. Identifying Clusters in the Unnumbered Observation File: Fixed \( \gamma = 0.4 \)

In Figure 3 we illustrate our approach using a small sample of data from a region of sky at opposition, near the ecliptic. We use the known identities to plot tracklets from the same object with the same color. The top panel of Figure 3 shows the tracklets in topocentric equatorial coordinates. This is how the tracklets are observed, as a collection of observations that define a sky plane location and direction of motion, i.e. an attributable (Milani 1999). In these coordinates it is difficult to visually identify tracklets that correspond to the same object, although some groups are apparent.

The middle panel shows the tracklets transformed to heliocentric tangent plane coordinates, assuming \( \gamma = 0.4 \). In these coordinates, tracklets for objects with actual heliocentric distances that roughly correspond to \( \gamma = 0.4 \) follow great circle motion on the sky, or straight-line motion in the tangent plane. Close inspection shows transformed tracklets that correspond to the same object.

The bottom panel shows the corresponding arrows for those tracklets, assuming \( \gamma = 0.4 \) and \( \dot{\gamma} = 0 \). These essentially show the location direction of motion of the tracklets at the reference time. Clusters of arrows are now readily apparent. The arrows in these clusters correspond to the same object.

In Figure 4 we illustrate the manner in which different assumed values of \( \dot{\gamma} \) affect the clustering of arrows. The clusters become tightest at the value of \( \dot{\gamma} \) closest to the true value of \( \dot{\gamma} \) at the reference epoch.

This illustrates our approach. We examine a range of \( \gamma \) and \( \dot{\gamma} \) values. For each data set, and for each assumed pair of \( \gamma, \dot{\gamma} \) values, we proceed as outlined in Section 3.1.2, performing the transformation and least squares fit for each tracklet to determine its corresponding arrow parameters \( (\alpha, \dot{\alpha}, \beta, \dot{\beta}) \), as per Equation 6. We then search for clusters among those

---

**Figure 3. Top:** Tracklets in a small region of the sky at opposition, near the ecliptic, plotted in equatorial coordinates. **Middle:** Tracklets transformed to heliocentric \( \theta_1 \) and \( \theta_2 \) coordinates as per Eqn. 5, assuming \( (\gamma, \dot{\gamma}) = (0.4, 0) \). The direction and length of the arrows represent \( \theta_1 \) and \( \theta_2 \). **Bottom:** Using Eqn. 6 we fit for \( (\alpha, \dot{\alpha}, \beta, \dot{\beta}) \). The tails of the plotted arrows indicate \( \alpha \) and \( \beta \), the direction and length represent \( \dot{\alpha} \) and \( \dot{\beta} \). The arrow colors encode the identity of the objects: the propagated arrows in the bottom panel display a clear “clustering” by color, as the arrows from the same object become concentrated in the same region of parameter space. N.B. Fig. 4 ‘zooms-in’ on the bottom panel of this plot.
4.2. Training Clustering Hyper-Parameters

The clustering algorithm depends upon two hyper-parameters:

- $dt$: Velocity weighting of the cluster. This controls the relative importance of the angular positions and angular velocities in the arrow distance metric.

- $d$: Clustering radius in four-dimensional space.

To optimize the parameters, we analyze the observations within $\pm 15$ days of the center of five different, non-sequential lunations. For each lunation, we undertake the preliminary calculations described in Section 3.1.1, separating the data into equal area regions centered on each of the HEALPix centers ($n_{\text{side}} = 8$). The time of the center of the lunation and the unit vector to each HEALPix center establish the reference system for each data set. Each of the regions includes its central HEALPix region and the adjacent eight regions. This results in significant overlap between neighboring search regions. This results in redundant calculations; optimizing the degree of overlap is left to future work.

As a first step, we pick a single value $\gamma = 0.4$, which corresponds to the middle of the main asteroid belt ($r = 2.5$ AU). We explore five values of $\dot{\gamma}$ evenly spaced from $-4 \times 10^{-3}$ to $4 \times 10^{-3}$ rad/day. The extreme values of $\dot{\gamma}$ exceed the range for bound orbits for some parts of the main asteroid belt, thus allowing clustering of interstellar objects (Meech et al. 2017).

For a single value of $dt$ we examined the result of using a Finer granularity in $\dot{\gamma}$ does not appear to be necessary in order to achieve a high linking efficiency for this particular data set.

We identify clusters in those parameters using the methods described in Section 3.1.3. We define a cluster to consist of three or more arrows within the radius, $d$ (see Equation 12). We consider three tracklets to be the minimum for successful clustering for this labelled data. As in the case of unlabelled data, clusters of three or more could be verified by explicit orbit-fitting. At this stage we are not concerned with the temporal distribution of the tracklets. It is possible that all three tracklets come from the same night. In such a case, the arc length would generally not be long enough to determine an orbit, but the tracklets would still support the veracity of the link.

Based on the known identities (labels) of the arrows, we assign one of three different dispositions to each cluster: ‘pure’, ‘valid’, and ‘erroneous’. The arrows in a pure cluster all correspond to the same object. A valid cluster includes three or more arrows from the same object and one or more arrows from another object or objects. The underlying object or objects in a valid cluster can in principle be identified through arrows. Tight clusters of arrows correspond to the same object.

Figure 4. Arrows created using different $\dot{\gamma}$. Arrows from the same known objects are plotted using the same color. Scanning through different values of $\dot{\gamma}$ (top-to-bottom), we find that clusters “move in and out of focus” as different radial velocities are asserted. N.B. the center panel of this plot is a ‘zoom-in’ of the bottom panel in Figure 3.
Figure 5. The dependence of cluster identification and error rate on the tunable parameters. The tracklets are taken from ±15 days of the centers of five non-sequential lunations and include the full sky. The x-axis is the hyper-parameter, \( d \), in radians. Line colors label the hyper-parameter, \( dt \), (in units of days). Top: Number of clusters correctly identified (horizontal blue dashed line is the total number of available objects with three or more tracklets in lunation). Middle: Number of clusters correctly identified including those with at least one erroneous tracklet. Bottom: Number of erroneously identified clusters (fewer than three tracklets from any one object). The gray band indicates the range of cluster radii for which the searches are complete but still have a relatively low error rate.

orbit fitting. An erroneous cluster contains arrows from two or more objects, with no single object having the requisite three arrows.

The top panel of Figure 5 shows the number of pure clusters identified as a function of cluster radius. The colored curves show the results for different values of \( dt \). The dashed line in each panel shows the total number of objects for which there are at least three tracklets in the data set. This is the maximum number of objects that can be found. For small cluster radii, only the tightest clusters are found. As the cluster radius is increased, more and more clusters are found.

The number of pure clusters then begins to decrease as larger cluster radii encompass arrows that do not correspond to the same object.

The middle panel of Figure 5 shows the number of valid clusters. Again, valid clusters have at least three arrows of the same object. In principle, any interloper arrows can be identified and removed via iterative orbit fitting. Valid clusters do not become invalid as more interloper arrows are included. Those clusters simply become more difficult to dis-
entangle. Thus, the curves in the middle panel asymptote to the maximum number of objects available to be found.

The lower panel of Figure 5 shows the number of erroneous clusters. As the cluster radius is increased beyond a threshold, the number of erroneous clusters sharply increases.

A range of values of the cluster radius \( d \) results in a high degree of completeness with a relatively low error rate. The optimum value would depend upon the computational cost required to use orbit fitting to separate interloper tracklets from clusters. As a working value, we adopt \( d = 2 \times 10^{-3} \) rad.

In Section 5 and Figure 7 we provide further consideration of ways to optimize the choice of \( d \) in the face of interloper tracklets.

The value of \( dt \) sets the relative importance of two arrows having the same starting location versus their moving parallel to each other. Smaller values of \( dt \) yield a higher degree of completeness at smaller cluster radii. Larger values of \( dt \) reduce the error rate by excluding arrows that are not parallel to the others in a cluster. The value of \( dt \) can also be understood physically. We found that the ideal ratio corresponds to the time span of the observations. This matches the positional uncertainty with that from the velocity uncertainty. This is typically a few days when considering the tracklets from single lunations. We adopt \( dt = 5 \) days.

In addition to the hyper-parameters \( dt \) and \( d \), the detection efficiency of the algorithm depends on the spacing in the adopted values of \( \gamma \) and \( \dot{\gamma} \). The results in Figure 5 are from a single value \( \gamma = 0.4 \) and \( \Delta \dot{\gamma} = 2 \times 10^{-3} \). Here we explore the effect of using a range of \( \gamma \) values and a finer grid in \( \dot{\gamma} \). Figure 6 includes the same set of curves as shown in Figure 5, but the different curves show the results for different spacing of the adopted values of \( \gamma \) and \( \dot{\gamma} \). We explored increasing the number of \( \gamma \) values from a single value to four values \( (\gamma = 0.3, 0.35, 0.4, 0.45) \) and increasing the \( \dot{\gamma} \) resolution by a factor of two. What we find is that finer spacing in either parameter improves the completeness but not dramatically so. We also found that further increasing the resolution results in very little improvement in completeness, as expected. The tightness of a cluster of arrows is ultimately determined by the observational uncertainties associated with the underlying tracklets and the time elapses between the observations and the reference time. Once the parameter spacing results in a cluster that is tighter than the observational uncertainties allow, finer parameter spacing is not helpful.

### 4.3. Other Orbital Populations

In Sections 4.1 and 4.2, we have demonstrated how one can efficiently search for Main Belt Asteroids within the training data-set from the Unnumbered Observations file.

As our clustering method depends on making heliocentric transformations at an asserted inverse-heliocentric distance, \( \gamma \), if one wishes to efficiently search for other types of solar system object at rather different heliocentric distances (e.g. NEOs, Trojans, Centaurs, TNOs, etc), judicious choices have to be made regarding the parameters used when performing searches.

In Appendix B we provide a detailed discussion of the optimal parameters (e.g. the assumed \( \gamma \), the radius hyper-parameter, \( d \), etc) to be used when searching for such objects.

## 5. Cluster Validation

### 5.1. Sanity Checks

The clusters constructed via the processes described in Section 4 can produce a large number of small, three-element clusters that exist in close proximity, many of which are proper sub-clusters of other clusters. We identify and remove any proper subsets (note that this can be done for any data-set, not just labelled training data). In addition, we discard any clusters for which all of the arrows come from a single night. Such clusters are helpful for the purpose of identifying tracklets that correspond to the same object, but they do not help establish an orbit.

The clusters constructed via the processes described in Section 4 may contain tracklets with duplicate times. If the duplicate times arise from detections taken in the same exposure at the same observatory, we do not allow these tracklets to occupy the same cluster. We deal with this scenario by identifying the number of tracklets with duplicate times, \( N_{T,D} \), and then splitting the cluster into \( N_{T,D} \) overlapping sub-clusters, each of which receives one of the duplicate-time tracklets and all of the other (non-overlapping) tracklets. This process is repeated to exhaustion, ensuring no cluster or sub-cluster contains any duplicate times.

### 5.2. Cluster Validation

As demonstrated in Section 4, some fraction of the clusters generated will be impure, containing tracklets from multiple objects. While the selection of appropriate hyper-parameters (e.g., the search radius, \( d \)) can drastically reduce the generation of impure clusters, we still need to be able to defend against impure clusters. A number of different methods can be imagined to identify and reject impure clusters. In the remainder of this section we describe one such method.

We emphasize that while one can ultimately perform a full orbit-fit on any cluster generated, at this stage in the analysis we are interested in quickly and cheaply identifying and excluding as many impure clusters as possible. Only after that is done do we consider it reasonable to move on to do full orbit-fits.

#### 5.2.1. 6-Dimensional Cluster Refitting

The clusters generated in Section 4 were identified based on their fitted values of \( \alpha, \dot{\alpha}, \beta, \dot{\beta} \), where those values were...
Details of clusters identified for \( dt = 5 \), corresponding to the orange line in Figure 5. To maintain consistency, data plotted in orange here are unique objects found in the training data, while black data are the unique clusters constituting those objects. Top: Dashed lines indicate the total identified objects/clusters, while the dots indicate the subset that are pure. Bottom: Black and Orange dots are repeated from the top panel. Crosses indicate the number of clusters (black) and unique objects (orange) that remained after the simple validation steps of Section 5. Our validation steps remove many clusters, while leaving at least one cluster associated with almost all pure objects.

**Figure 7.** Details of clusters identified for \( dt = 5 \), corresponding to the orange line in Figure 5. To maintain consistency, data plotted in orange here are unique objects found in the training data, while black data are the unique clusters constituting those objects. Top: Dashed lines indicate the total identified objects/clusters, while the dots indicate the subset that are pure. Bottom: Black and Orange dots are repeated from the top panel. Crosses indicate the number of clusters (black) and unique objects (orange) that remained after the simple validation steps of Section 5. Our validation steps remove many clusters, while leaving at least one cluster associated with almost all pure objects.

generated using assumed values of \( \gamma \) and \( \dot{\gamma} \). Having identified the clusters we can now refit each cluster in all 6 parameters, i.e. allowing both \( \gamma \) and \( \dot{\gamma} \) to vary as well. Allowing \( \gamma \) and \( \dot{\gamma} \) to vary means that the two expressions in Equation 6 are no longer independent, hence a non-linear fit is required. A number of fitting methods are possible: we find that the SCIPY (Jones et al. 2001) “minimize” function, employing the BFGS algorithm, is sufficient for our requirements.

As described in Section 2, a number of gravity models are possible for evaluating the \( g_x(t'), g_y(t') \) terms in Equation 6. Because we continue to favor efficiency at this stage, we continue to use the \( -\frac{1}{2} \sigma t^2 \) model used in Section 4.

If the 6-dimensional cluster fit is good, the cluster is retained and assumed to be worthy of a more detailed orbit-fit.

5.2.2. Gauss’ Method

If a cluster fails to pass the criteria for refitting described in Section 5.2.1, we attempt to directly fit the observations using Gauss’ Method (Danby 1992). If Gauss’ Method then yields an acceptable fit, we retain these additional clusters.

5.2.3. Results

Given a set of clusters that have passed either of the fitting methods described in Section 5.2.1 and 5.2.2, we could then carry out a full orbit fit. Given labelled training data (for which the purity and the orbital characteristics of the objects are already known), this step is superfluous.

For the training data described in Section 4 and illustrated in (e.g.) Figure 5, we use the results from the \( dt = \) curve. We then perform the steps described in Sections 5.1 and 5.2, and plot the results in Figure 7. Figure 7 illustrates three important points:

1. The “S”-shape of the dashed-black curve. Further to the detailed training illustrated in Figures 5 and 6 we find that the “S”-shape of the dashed-black curve can tell us about the appropriate value of \( d \) required to conduct a search. In particular, we see that even without using the labels of the data (i.e., using only the black dashed line in the top panel of Figure 7, and hence without knowing which of the clusters are pure), the changing gradients of the curve indicate regions of different purity. Using the yellow, labelled data in the top panel of Figure 7 verifies that towards the left of the curve, the clusters are pure but incomplete, while towards the right of the curve the clusters are complete but highly impure. Hence, a cluster radius around the inflection point of the “S”-curve is close to a sweet-spot, where the results are both highly complete and highly pure. This insight will be of value in Section 6 when deciding an appropriate value of \( d \) to select when searching for clusters in the ITF data.

2. Many Clusters are Removed. In the bottom panel of Figure 7, the black crosses are significantly below the black dots, indicating that the majority of clusters are removed as a result of the steps described in Sections 5.1 and 5.2. This reduces by an order of magnitude the number of clusters that will later require a more expensive full orbit fit.
3. Almost all Objects Remain. Despite the removal of the majority of the clusters, many of which were pure, we find that the majority of objects remain. I.e., in the bottom panel of Figure 7, we see that the yellow crosses are almost exactly coincident with the yellow dots. This means that, despite a number of pure clusters being removed, at least one cluster remains for almost all objects, ensuring that we remain highly complete.

5.3. Inter-Lunation Linking: Orbit Similarity

Using the re-fitted and refined values of 
\((a, \dot{a}, \beta, \dot{\beta}, \gamma, \dot{\gamma})\) generated during the clustering-of-clusters, we can transform to Keplerian Elements, \((a, e, I, \Omega, \omega, MA)\). As is well-known, the first five of these elements are slowly varying, and provide a means to link clusters across lunations (and beyond). We regard this as essentially a “solved problem”; once a cluster with three or more tracklets has been established in one lunation, and a reasonable candidate orbit fitted, a variety of efficient methods exist to propagate that orbit to other lunations. Hence any associated tracklets and/or clusters in other lunations can be incorporated into the a final fitted orbit solution.

6. RESULTS: SEARCHING THE ISOLATED TRACKLET FILE

Having established the performance of our heliocentric clustering algorithm on labelled data (the Unnumbered Observation File) in Sections 4 and 5, we now apply our method to search for new objects within the MPC’s “Isolated Tracklet File” or ITF. Roughly 90% of the tracklets reported to the MPC can be immediately matched with known objects. Of the remaining 10%, many are either linked with other tracklets reported within the previous few days or observed by a follow-up program. However, some tracklets are not identified, linked, or immediately re-observed. These unmatched tracklets are stored in the ITF, with the hope that they can be linked to future observations. These are essentially asteroids that have fallen ‘down the back of the couch.’

6.1. ITF Data Set

At the time of our analysis, the ITF contained about fourteen million observations grouped into nearly four million tracklets. Most of those tracklets are real. And given the area of sky observed nightly by large NASA-funded surveys, we estimate that most objects have been observed multiple times. It is not uncommon for newly discovered objects, with well-determined orbits, to be subsequently found to match several tracklets in the ITF, spread out over a span of several years (e.g. Chen et al. 2016; Weryk et al. 2017).

As an illustration of the ITF data, in Figure 8 we provide plots corresponding to those seen in Figure 3 for the labelled data in Section 4. At the top of Figure 8 we plot data in a “window” in which the time is within 15 days of JD 2457308.5.

In the second panel of Figure 8, the tracklets in have been transformed to heliocentric tangent coordinates assuming that \((\gamma, \dot{\gamma}) = (0.4, 0.0)\). In the third panel, use Eqn. 6 to fit for \((\alpha, \beta, \dot{\alpha}, \dot{\beta})\) and plot their values as arrows, for which we have adopted \(dt = 5\) days.

Unlike the labelled data of Fig. 3, we cannot color the arrows in Figure 8 according to their known identify (as this is unknown). Instead we color the arrows according to the cluster that they have been identified with. After doing this, we see that the propagated arrows in the bottom panel display the same clear “clustering” by color as was seen in the labelled data of Fig. 3

6.2. ITF Cluster Radius Determination

Following the analysis of Section 5.2.3 and Figure 7, we search for clusters in 5 different lunations of the ITF data. As we did previously, we use a single value of \(\gamma = 0.4\) and five values of \(\dot{\gamma}\) evenly spaced from \(-4 \times 10^{-4}\) to \(4 \times 10^{-4}\). We vary the search radius, \(d\), and then plot the total number of returned clusters as a function of \(d\) in Figure 9.

We find that the curve in Figure 9 has a similar “S”-shape to that of the training data in Figure 7, but we see that the transition to the plateau-region occurs slightly earlier, i.e. at values around \(\sim 6 \times 10^{-4}\) rad, rather than the \(\sim 1 \times 10^{-3}\) rad seen for the training data. We interpret this to mean that the ratio of clusterable-objects (i.e. identifiable objects with at least 3 tracklets per cluster) to background contaminants (i.e. un-clusterable single- and pair-tracklets) is lower in the ITF than it was in the training data. To keep the number of contaminated clusters to a minimum, while still achieving good completeness, we adopt a smaller cluster radius \(d \sim 6 \times 10^{-4}\) rad.

6.3. Identified Clusters

We now search for clusters in the data using the parameters identified in Section 6.2. The number of tracklets and resulting clusters (prior to vetting), as a function of lunation, are shown in Figure 10.

6.4. Verified Clusters

We now undertake the validation process described in Section 5. This process enables us to reject some of the clusters identified in Section 6.3. The number of clusters which survive the validation process is \(\sim 41,000\).
Figure 8. Sample ITF trackles: 30 days of observations in a small portion of the night sky. Top: Tracklets plotted in equatorial coordinates; Middle: Tracklets transformed to heliocentric $\theta_x$ and $\theta_y$ coordinates as per Eqn. 5, assuming $(\gamma, \dot{\gamma}) = (0.4, 0)$. The direction and length of the arrows represent $\dot{\theta}_x$ and $\dot{\theta}_y$. Bottom: Using Eqn. 6 we fit for $(\alpha, \beta, \dot{\alpha}, \dot{\beta})$. The tails of the plotted arrows indicate $\alpha$ and $\beta$, the direction and length represent $\dot{\alpha}$ and $\dot{\beta}$. Unlike the labelled data of Fig. 5, we cannot color the arrows according to their known identify. Instead we color the arrows according to the cluster that they have been identified with. The propagated arrows in the bottom panel display the same clear “clustering” by color as was seen in the labelled data of Figure 5.

Figure 9. The total number of clusters identified in five ITF lunations, as a function of cluster radius. The two vertical dashed lines, at $d = 6 \times 10^{-4}$ and $d = 2 \times 10^{-3}$ indicate the cluster radii we used for the searches of the ITF and MPC training data set, respectively.

Figure 10. The total number of tracklets (green), the resulting number of clusters prior to vetting (red), and the number of clusters after vetting (black) as a function of lunation for the ITF. The spikes in the number of clusters prior to vetting are due to large groups of tracklets, in close proximity on the same, from the same observatory on the same nights. These are apparent observational artifacts.

Following the process described above, we have submitted all validated clusters to the MPC\(^4\). These clusters will then be independently validated by MPC staff-member Gareth Williams\(^5\). Following validation, they will be removed from the ITF.

7. DISCUSSION

\(^4\) Using the process described at https://www.minorplanetcenter.net/iau/ITF/ReadMe.txt
\(^5\) As Gareth Williams will act as the MPC’s official “processor” of these data (acting to verify the validity of the links from the point of view of the MPC and IAU), he wishes to retain a degree of impartiality by not being named as an author on this paper.
We have developed a novel algorithm which employs a heliocentric transformation and propagation methods that allow for the “linking” of minor-planet tracklets via clustering.

This method scales as $O(N_t \log N_t)$ in the number of tracklets $N_t$, unlike previous methods which typically scale as $O(N_t^3)$, or worse (Kubica et al. 2007; Denneau et al. 2013; Jones et al. 2017). Thus, it is applicable to data sets with very large numbers of tracklets. In addition, this method is trivially parallelized over different regions of the heliocentric sky, as well over different sets of adopted parameters ($\gamma, \dot{\gamma}$).

This is clearly of great significance for the processing data from upcoming surveys such as LSST, and is likely to enable significant savings in CPU-related costs. The practicalities of processing LSST data using our clustering approach is left to future work.

Going beyond the specific implementation demonstrated here, our method can be applied to more widely separated tracklets, those in separate lunations, by including a more accurate gravity model. In addition, we note that our approach can be generalized to searches for single detections by searching over values for $\dot{\alpha}$ and $\dot{\beta}$ in addition to $\gamma$ and $\dot{\gamma}$. This would be analogous to image-stacking searches for faint moving objects that scan over rate of motion or orbital parameters (Gladman et al. 2001; Holman et al. 2004; Bernstein et al. 2004). Such an approach would preserve the efficient scaling presented here.
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Appendix

A. Heliocentric Transformation

Let us first assume a value for \( r \), the heliocentric distance to the object. This relates the topocentric distance to the object \( \rho \), the heliocentric position of the observatory \( r_{\text{obs}} \), and the solar elongation \( \phi \) as follows:

\[
r^2 = \rho^2 + r_{\text{obs}}^2 - 2\rho r_{\text{obs}} \cos \phi
\]  

(A1)

where \( \cos \phi = -\hat{\rho} \cdot \hat{r}_{\text{obs}} \). After rearranging we get

\[
\rho^2 - 2\rho r_{\text{obs}} \cos \phi + r_{\text{obs}}^2 - r^2 = 0.
\]  

(A2)

The equation permits zero, one, or two real solutions for \( \rho \).

\[
\rho = r_{\text{obs}} \cos \phi \pm \sqrt{r_{\text{obs}}^2 \cos^2 \phi - r_{\text{obs}}^2 + r^2}
\]  

(A3)

We ignore solutions for which \( \rho < 0 \), which implies the observer is looking in the opposite direction (i.e. through the Earth). The assumed geometry in these transformations is illustrated in Figure ??, and which amusingly also demonstrates why Eqn. A3 has the same basic form as the piston motion equations (e.g. ?).

Given a solution for \( \rho \), the heliocentric position of the target is

\[
r = r_{\text{obs}} + \rho \hat{\rho}.
\]  

(A4)

B. Other Orbital Populations

The training in Section 4.2 used a heterogeneous data set, with tracklets from a variety of minor-planet populations. We now wish to understand the efficiency of identification of a range of different population classes, and in particular, to identify the appropriate values of \( \gamma \), \( \dot{\gamma} \), \( d \) and \( dt \) that allow for the most efficient recovery of each population. We provide results for NEO, Trojan, Centaur and TNO populations (the data in Figures 3 and 4 is dominated by MBAs, hence Section 4.2 and Figure 5 suffice to characterize the linking of MBAs).

For each of the NEO, Trojan, Centaur, and TNO populations we create training sets composed purely of each type of object. The small size and sparse nature of this NEO training set means that our error rates will be artificially low because there are far fewer tracklets that might be transformed in a way that contaminates another cluster. Nevertheless, we select appropriate ranges of \( \gamma \) and \( \dot{\gamma} \) for each population (see below), and investigate the recovery of the labelled objects under various hyper-parameter choices.

B.1. NEOs

We begin by searching for NEOs using the standard parameters established for MBAs in Section 4.2. As illustrated in the top panel of Figure 11, we find that our standard method is both remarkably robust and thorough. Even using an “incorrect” \( \gamma = 0.4 \), we recover a significant fraction of the NEOs, meaning that a standard “sweep” for MBAs would also find nearly half of all NEOs as a fortuitous side-effect.

Because NEOs can have a large range semi-major axes and may not be near the Earth at the time of discovery, they occupy a large range of parameter space for our \( \gamma \) parameter. A thorough search for NEOs requires that we examine a wider range of \( \gamma \) and \( \dot{\gamma} \). We use \( 0.5 \leq \gamma \leq 0.9 \) in increments of 0.1). We show in the bottom panel of Figure 11 that a larger cluster radius is necessary to recover as many NEOs as possible.

B.2. Trojans, Centaurs and TNOs

For each of the Trojan, Centaur and TNO population samples, we begin by establishing the fraction of recovered objects when we search using the standard parameters established for MBAs in Section 4.2. We find that a significant fraction of all objects in each population will be recovered by a standard “MBA search” (gray swath, top panels, Figure 12). Using custom values of \( \gamma \), and correspondingly \( \dot{\gamma} \), for each population, we demonstrate in the bottom panels of Figure 12 that a more complete recovery of objects in the population can be achieved.
Figure 11. Recovery of NEO tracklets. Line colors label the hyper-parameter, $dt$, (in units of days). **Top:** NEO recovery using $\gamma = 0.4$, i.e. more suitable for MBAs: gray swath indicates parameters expected for a standard MBA search (see Figure 5). **Bottom** NEO recovery using $\gamma = 0.5 - 0.9$: gray swath indicates parameters optimized for NEO recovery. We find that our method is both remarkably robust and remarkably thorough. Even using an “incorrect” $\gamma = 0.4$, we recover a significant fraction of the NEOs, meaning that a standard “sweep” for MBAs would also find half of all NEOs as a fortuitous side-effect. A larger cluster search radius, even with $\gamma = 0.4$, would identify most NEOs. To recover the remainder, we would use transformations at higher $\gamma$: $0.5 - 0.9$ and use a broader search radius.

B.3. Heliocentric Rates of Motion

The population-specific investigations in Sections B.1 and B.2 above had no “background” population of either main-belt asteroids or false tracklets. If such a background were present, the large cluster radii needed to identify some specific populations could drive exceedingly high rates of erroneous clusters, as can be seen from Figure 5. In a realistic search, we need a means to first remove the large population of main-belt asteroids. There are a number of possible approaches. One could first search with parameters appropriate for MBAs, extract the tracklets for the objects linked using those parameters, and then search the smaller set of remaining tracklets with other sets of parameters. We describe such a detailed fitting and verification procedure in Section 5 below, but we prefer a rapid, but more approximate, method that allows us to process the entire data set quickly and efficiently.

Different dynamical classes of objects are characterized by their rates of motion. We can use the fitted heliocentric rates of motion, $\dot{\alpha}$ and $\dot{\beta}$, derived in the initial preliminary transformation assuming $\gamma = 0.4$, $\dot{\gamma} = 0$, to identify those tracklets/arrows that likely correspond to MBAs. In Figure 13, we plot $\dot{\alpha}$ and $\dot{\beta}$, corresponding to the arrows already plotted in Figure 3. We now color the points according to the type of object (NEO, MBA, etc). One can clearly see that the majority of MBAs have $\dot{\alpha}$ and $\dot{\beta}$ values confined to a region $3.5 \times 10^{-3} < \dot{\alpha} < 5.5 \times 10^{-3}$ and $|\dot{\beta}| < 2 \times 10^{-3}$.

We can then exclude the tracklets that fall in the MBA region from any subsequent searches at different values of $\gamma$, i.e. when we are searching for different types of object. We note that these rates do not strongly depend on solar elongation because the coordinates are heliocentric, assuming the chosen value of $\gamma$ is approximately correct.
Figure 12. Recovery of Trojans (left), Centaurs (middle) and TNO (right) tracklets. Line colors label the hyper-parameter, $dt$, (in units of days).

**Top Row:** Recovery using $\gamma = 0.4$, i.e. more suitable for MBAs: gray swath indicates parameters expected for a standard MBA search (see Figure 5).

**Bottom Row:** Recovery using appropriate $\gamma$ factors for each population: gray swath indicates parameters optimized for population recovery. As seen for NEOs, the majority of Trojans, Centaurs and TNOs can be recovered during a standard ($\gamma = 0.4$) MBA search. However, these searches are more complete when values of $\gamma$ and ranges of $\dot{\gamma}$ that are tailored to each distance classes are used.

Figure 13. Heliocentric rates of motion, $\dot{\alpha}$ and $\dot{\beta}$ for NEOs (black), MBAs (blue) and TNOs (gray) for a transformation using $(\gamma, \dot{\gamma}) = (0.4, 0)$. The majority of the MBAs clearly cluster in a region $3.5 \times 10^{-3} < \dot{\alpha} < 5.5 \times 10^{-3}$ and $|\dot{\beta}| < 2 \times 10^{-3}$ (red). Excluding objects in this region from subsequent transformation runs has the effect of significantly reducing both the error rate and the computational load, allowing us to more efficiently find specific, less frequent dynamical classes of objects (NEOs, Trojans, Centaurs, and TNOs).