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Abstract

We consider the 2D delta-Bose gas by a smooth mollification of the delta potential, where the coupling constant is in the critical window. The main result proves that for two particles, the approximate semigroups on $B_b(\mathbb{R}^2)$ for the Schrödinger operator with singular interaction at the origin converge pointwise in the initial condition. This convergence extends earlier functional analytic results for the convergence in the $L_2$-norm resolvent sense. The central methods introduced here apply the excursion theory of the 2D Bessel process and the ergodicity of the winding number of planar Brownian motion. The limiting semigroup thus shows both the Kallianpur–Robbins law for additive functionals of planar Brownian motion and Kasahara’s second-order law for the fluctuations. As an application, the mode of convergence is extended to the $N$-particle delta-Bose gas for all $N \geq 3$.

Keywords: Delta-Bose gas; Schrödinger operators; additive functionals; Bessel processes; planar Brownian motion; local times and excursion theory; stochastic heat equation; KPZ equation.

Mathematics Subject Classification (2000): 60J55, 60J65, 60H30

Contents

1 Introduction .............................................................. 2

2 Attractive interactions of two particles as excursions .................. 4
  2.1 A-priori bounds .................................................. 6
  2.2 Laplace transforms of the approximate semigroups ............... 8
  2.3 Asymptotic radial symmetry ................................... 9
  2.4 Semigroups for radially symmetric short-range potentials ....... 20

3 Application to the multi-particle delta-Bose gas ...................... 35
  3.1 Poissonian representations of exponential functionals .......... 36
  3.2 Coalescing-branching-type path ensembles ..................... 39
  3.3 Convergences to the limit series ................................ 43

4 Some special functions and exponential functionals ............... 51

5 References ............................................................... 54

*Support from the Natural Science and Engineering Research Council of Canada is gratefully acknowledged.
†Department of Mathematics and Statistics, University of Victoria, British Columbia, Canada.
‡Email: chenyuting@uvic.ca
1 Introduction

In this work, we consider the quantum statistical mechanical system for two particles in the plane subject to attractive interactions. The Hamiltonian is the delta-Bose gas formally defined by

\[-\Delta x_1 - \Delta x_2 - \Lambda \delta(x_2 - x_1).\]  \hspace{1cm} (1.1)

where \(\Delta x_j\) is the two-dimensional Laplacian with respect to \(x_j \in \mathbb{R}^2\), \(\Lambda > 0\) is a coupling constant for the interaction between two particles at \(x_1, x_2\), and \(\delta\) is the Dirac delta function. The construction of the semigroup solution by short-range interactions has been studied extensively by \(L_2\)-functional analytic methods and extends to multi-particles [2, 3, 16, 17, 20]. Our interest in this model arises from the probabilistic counterparts of its projection to \(x_2 - x_1\). By the Feynman–Kac formula, the corresponding semigroup can be formally presented as the expected exponential functional of the local time of planar Brownian motion. Additionally, in terms of the Kardar–Parisi–Zhang equation for interface growth, the semigroup characterizes the second moment of the stochastic heat equation.

To fix ideas, we begin with the definition of the approximate Hamiltonians for (1.1) and recall the earlier results by \(L_2\)-methods. Fix a probability density \(\phi \in \mathcal{C}_c(\mathbb{R}^2)\) and a constant \(\lambda \in \mathbb{R}\). Define

\[\phi_{\epsilon}(x) = e^{-\phi(\epsilon^{-1} x)}, \quad \Lambda_{\epsilon} = \Lambda_{\epsilon}(\lambda) = \frac{2\pi}{\log \epsilon^{-1}} + \frac{2\pi \lambda}{(\log \epsilon^{-1})^2}.\]  \hspace{1cm} (1.2)

As an approximation of the interaction part of the delta-Bose Hamiltonian in (1.1) for \(x_2 - x_1\), set

\[H_{\epsilon} \overset{\text{def}}{=} -\Delta_x - \Lambda_{\epsilon} \phi_{\epsilon}(x),\]  \hspace{1cm} (1.3)

where \(\Delta_x\) is the two-dimensional Laplacian. Then \(H_{\epsilon}^\lambda\) converges to some \(H^\lambda\), as self-adjoint operators on \(L^2(\mathbb{R}^2)\), in the norm resolvent sense, that is,

\[(qI - H_{\epsilon})^{-1} \xrightarrow{\epsilon \to 0} (qI - H)^{-1}, \quad \forall q : \text{Im}(q) \neq 0\]

as a convergence of the \(L_2(\mathbb{R}^2)\)-operator norms. Hence, for the convergence of semigroups, it holds that \(P_{\epsilon, t}^{\beta} = e^{-tH_{\epsilon}}\) converges to \(P_t^{\beta} = e^{-tH}\) in the operator norm [41, pp. 284–291]. The kernels \(P_t^{\beta}(x, y)\) can be characterized explicitly by using the Green function \(G_q(x) = \int_0^\infty e^{-qt}P_{2t}(x)dt\) associated with the probability density \(P_t(x - y) = P_t(x, y)\) of planar Brownian motion and a positive constant \(\beta\):

\[
\frac{\log \beta}{2} = -\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (\log |z - z'|) \phi(z) \phi(z')dzdz' + (\log 2 + \lambda - \gamma_{\text{EM}}),
\]  \hspace{1cm} (1.4)

where \(\log\) is the natural logarithm and \(\gamma_{\text{EM}} = 0.57721\ldots\) is the Euler–Mascheroni constant. We have

\[
\int_0^\infty e^{-qt}P_t^{\beta}(x, z)dt = G_q(x - z) + \frac{4\pi}{\log(q/\beta)}G_q(x)G_q(z), \quad \forall q : \text{Re}(q) > \beta.
\]  \hspace{1cm} (1.5)

See [2, Section 2], [3, Chapter I.5, especially pp.102–104], and [4, (2.7) and (2.10) for \(n = 2\) and \(\beta = e^{-\alpha}\) for this convergence result.

An important application of these convergence results considers connections between the delta-Bose gas and the Kardar–Parisi–Zhang equation [25] in two spatial dimensions for isotropic surface growth models [5]. By the isotropy, the Kardar–Parisi–Zhang equation can be viewed in the form of
the stochastic heat equation. Moreover, by the Feynman–Kac dual relation, the semigroup solution of the multi-particle delta-Bose gas coincides with the moments of the stochastic heat equation. On the other hand, in stark contrast to the case of one dimension, the stochastic heat equation in two dimensions does not allow for construction by Itô’s theory due to the singularity of paths from the noise. Recently, there have been several methods for the construction by using smooth mollifications of the noise and appropriate normalizations. Under these settings, these results prove a sharp transition that starts from Gaussian limits in the subcritical case. Convergences in the critical regime have been obtained in [13, 18, 20]. We remark that the above Hamiltonians and the multi-particle generalizations are widely considered in one spatial dimension for the repulsive case \( \Lambda < 0 \), known as the Lieb–Liniger model [36, 37]. In this case, the model is exactly soluble by the Bethe ansatz,

**Theorem 1.1 (Main result).** \( P_{\varepsilon t}^\beta f(x) \to P_t^\beta f(x) \) for all \( t \in [0, \infty) \), \( f \in \mathcal{B}_b(\mathbb{R}^2) \) and \( x \neq 0 \).

The proof proceeds with the Feynman–Kac representation of the approximate semigroups as exponential functionals with positive exponents of planar Brownian motion. With the scaling of \( \Lambda \varepsilon \) specified above, the additive functionals approximate the local time at the origin of the planar Brownian motion and are known to converge in distribution to a standard exponential random variable by the Kallianpur–Robbins law. The main character is that despite the polarity of the origin, the coupling constant is capable of inducing non-triviality of the exponential functional in the limit.

The present methods are drastically different from the functional analytic methods for the results discussed above in the \( L_2 \)-setting. The basic idea is motivated by Kasahara and Kotani’s [28] process-level approach, which extends the Kallianpur–Robbins law for the convergence of additive functionals of planar Brownian motion [23, 24] and Kasahara’s second-order law for the fluctuations [26, 27]. This approach goes back to [32]. Specifically, we use the strong ergodicity of the Brownian angular process for a crucial reduction, showing that the approximate semigroups depend only on the two-dimensional Bessel process. See also [33, 34] for extensive discussions of additive functionals of planar Brownian motion. For the approximate semigroups under consideration, the issue arises from using the coupling constants in the critical window. After all, proving the asymptotic behaviour we need is at the level of expectations. The exponential random variable from the Kallianpur–Robbins law has an exponential moment that blows up at criticality. This part of the proof relies heavily on the excursion theory of the two-dimensional Bessel process for precise representations of the exponential functionals by the Green functions of the Bessel process. In particular, these methods show that the Kallianpur–Robbins law and Kasahara’s second-order law are both present in the limiting semigroup. We notice that [14] shows a comparable result in the form of strong approximations at the process level.

As an application, we extend the mode of convergence in Theorem 1.1 to the multi-particle setting. The limiting semigroup is presented as an infinite series as in the recent work of [20] under the \( L_2 \)-weak convergence by functional analytic methods. See also [16, 17]. The starting point of the present proof begins with a probabilistic counterpart of a series expansion of the approximate semigroup from [20] by Poisson calculus. The expansion shows that the multi-particle semigroups can be reduced to those for two particles. To pass the limit of the series term by term, we extend some methods from [13] for the case of three particles to the case of \( N \)-particles for all \( N \geq 3 \).

**Frequently used notation.** \( C(T) \in (0, \infty) \) is a constant depending only on \( T \) and may change from inequality to inequality unless otherwise indexed by labels of equations. Other constants and parameters are defined analogously. We write \( A \lesssim B \) or \( B \gtrsim A \) if \( A \leq CB \) for a universal constant \( C \in (0, \infty) \). \( A \asymp B \) means both \( A \lesssim B \) and \( B \lesssim A \). For a process \( X \), \( \mathbb{E}_x = \mathbb{E}_x^X \) or \( \mathbb{E}_\nu = \mathbb{E}_\nu^X \) stresses that the initial condition is the point \( x \) or obeys the law \( \nu \).
2 Attractive interactions of two particles as excursions

Our goal in this section is to prove Theorem 1.1 for a construction of the critical delta-Bose gas semigroup on $B_b(\mathbb{R}^2)$ in the presence of two particles. Recall that the approximation scheme is via a smooth mollification of the delta potential. We work with the Hamiltonian in (1.3) for the interaction part. The semigroup solution can be characterized as the following Feynman–Kac semigroup:

\[
P_{\varepsilon,t}^\beta f(x) \overset{\text{def}}{=} \mathbb{E}_x^W \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t \phi_\varepsilon(\sqrt{2}W_r) dr \right\} f(\sqrt{2}W_t) \right], \quad f \in B_b(\mathbb{R}^2),
\]

for a two-dimensional standard Brownian motion $W$. Here, $\sqrt{2}W$ is identified as the difference $B^2 - B^1$ of two independent planar Brownian motions $B^1$ and $B^2$ under attractive interactions.

For (2.1), we fix once for all $\bar{\omega} = \bar{\omega}(\lambda) \in (0, e^{-e^{100}})$ such that $\Lambda_\varepsilon = \Lambda_\varepsilon(\lambda) \in (0, 1)$ and $1 + \lambda/\log \varepsilon^{-1} \in (0, 2]$ for all $\varepsilon \in (0, \bar{\omega})$. Set

\[
\varphi(x) = \phi(\sqrt{2}x) \quad \& \quad \varphi_\varepsilon(x) = \phi_\varepsilon(\sqrt{2}x)
\]

to circumvent $\sqrt{2}$’s in (2.1), and fix $M_\varphi \in (0, \infty)$ such that $\text{supp}(\varphi) \subseteq \{ x; |x| \leq M_\varphi \}$. We write

\[
A_\varepsilon^\varphi(t) \overset{\text{def}}{=} \Lambda_\varepsilon \int_0^t \phi_\varepsilon(\sqrt{2}W_r) dr = \Lambda_\varepsilon \int_0^t \varphi_\varepsilon(W_r) dr.
\]

The next proposition is the starting point of our investigation. Write $P_t(x, dy) = P_t(x, y)dy$. The family $(P_t)$ is also understood as a semigroup of operators on $B_b(\mathbb{R}^2)$.

**Proposition 2.1.** For all $\varepsilon \in (0, \bar{\omega})$, $f \in B_b(\mathbb{R}^2)$, and $x \in \mathbb{R}^2$, it holds that

\[
\mathbb{E}_x[e^{A_\varepsilon^\varphi(t)} f(W_t)] = P_t f(x) + \Lambda_\varepsilon \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) \mathbb{E}_y[e^{A_\varepsilon^\varphi(t-s)} f(W_{t-s})]
\]

\[
= P_t f(x) + \Lambda_\varepsilon \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) P_{t-s} f(y)
\]

\[
+ \Lambda_\varepsilon^2 \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) \int_0^{t-s} \mathbb{d}\tau \mathbb{E}_y[e^{A_\varepsilon^\varphi(\tau)} \varphi_\varepsilon(W_{\tau}) P_{t-s-\tau} f(W_{\tau})].
\]

**Proof.** To lighten notation, write $g(y)$ for $\Lambda_\varepsilon \varphi_\varepsilon(y)$. The proofs of (2.3) and (2.4) are straightforward applications of the following rules of backward differentiation and forward differentiation:

\[
1 - e^{\int_0^t \mathbb{d}r h(r)} = - \int_0^t \mathbb{d}s h(s) e^{\int_0^t \mathbb{d}r h(r)} = - \int_0^t \mathbb{d}s e^{\int_0^t \mathbb{d}r h(r)} h(s).
\]

Indeed, the backward differentiation in (2.5) gives

\[
\mathbb{E}_x[e^{A_\varepsilon^\varphi(t)} f(W_t)] = \mathbb{E}_x[f(W_t)] + \int_0^t ds \mathbb{E}_x \left[ g(W_s) \exp \left\{ \int_s^t dr g(W_r) \right\} f(W_t) \right]
\]

\[
= \mathbb{E}_x[f(W_t)] + \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) g(y) \mathbb{E}_y \left[ \exp \left\{ \int_0^{t-s} dr g(W_r) \right\} f(W_{t-s}) \right],
\]

which proves (2.3), and we obtain from the forward differentiation in (2.5) that

\[
\mathbb{E}_y \left[ \exp \left\{ \int_0^{t-s} dr g(W_r) \right\} f(W_{t-s}) \right]
\]
\[
\begin{align*}
&= \mathbb{E}_y[f(W_{t-s})] + \int_0^{t-s} d\tau \mathbb{E}_y \left[ \exp \left\{ \int_0^\tau d\tau' g(W_{\tau'}) \right\} g(W_{t-s}) \right] \\
&= \mathbb{E}_y[f(W_{t-s})] + \int_0^{t-s} d\tau \mathbb{E}_y \left[ \exp \left\{ \int_0^\tau d\tau' g(W_{\tau'}) \right\} g(W_{t-s}) P_{t-s-\tau} f(W_{\tau}) \right]. \tag{2.7}
\end{align*}
\]

Combining the last equality and (2.6) proves (2.4). \[\square\]

Observe that for nonzero \(x \in \mathbb{R}^2\), the second term on the right-hand side of (2.4) tends to zero as \(\varepsilon \to 0\). Hence, (2.4) suggests an informal approximation of the density of \(P_{\varepsilon,t}^\beta\) defined by (2.1):

\[
P_{\varepsilon,t}^\beta(x, z) \approx P_{2t}(x, z) + \int_0^t ds P_{2s}(x) \int_0^{t-s} d\tau \frac{\Lambda^2_\beta \mathbb{E}_0 \left[ e^{A_\beta^2(\tau)} | W = 0 \right]}{4\pi \tau} \cdot P_{2(t-s-\tau)}(z). \tag{2.8}
\]

In more detail, the approximation uses the following properties: \(\mathbb{E}_{x/\sqrt{2}}^W [f(\sqrt{2} W_t)] = \mathbb{E}_x^W [f(W_{2t})]\), \(\varphi_\varepsilon(y)dy = (1/2)\delta_0(dy)\), and \(P_t(0) = 1/(2\pi t)\). The following proposition shows an identity taking a form similar to (2.8). Recall that the limiting kernel \(P_t^\beta(x, z)\) from the \(L_2\)-theory is characterized by (1.5), and \(\beta\) is a positive constant defined by (1.4).

**Proposition 2.2.** Write \(\Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt\) for the gamma function, and set

\[
s^\beta(\tau) \overset{\text{def}}{=} 4\pi \int_0^\infty du \frac{\beta u^{\tau-1}}{\Gamma(u)}. \tag{2.9}
\]

Then

\[
\int_0^\infty d\tau e^{-q\tau}s^\beta(\tau) = \frac{4\pi}{\log(q/\beta)}, \quad \forall q \in (\beta, \infty), \tag{2.10}
\]

and for all nonzero \(x\) and \(z\) such that \(x \neq z\),

\[
P_t^\beta(x, z) = P_{2t}(x, z) + \int_0^t ds P_{2s}(x) \int_0^{t-s} d\tau s^\beta(\tau) P_{2(t-s-\tau)}(z). \tag{2.11}
\]

**Proof.** Given \(a, b \in (0, \infty)\), the one-dimensional marginals of the Gamma\((a, b)\)-subordinator \(X^{(a, b)}\) are given by

\[
\mathbb{P}(X^{(a, b)}_u \in d\tau) = f_u^{(a, b)}(\tau)d\tau, \quad f_u^{(a, b)}(\tau) \overset{\text{def}}{=} \frac{b^{au}u^{\tau-1}}{\Gamma(au)}e^{-br}, \quad u, \tau > 0 \tag{2.12}
\]

with the Laplace transforms

\[
\mathbb{E}[e^{-qX^{(a, b)}_u}] = b^{au}(b + q)^{-au} = e^{-au \log(1 + q/b)} \tag{2.13}
\]

[6, p.73]. Hence, \(s^\beta(\tau) = 4\pi \int_0^\infty du f_u^{(1, \beta)}(\tau)e^{\beta \tau}\), and (2.13) proves (2.10):

\[
\int_0^\infty d\tau e^{-q\tau}s^\beta(\tau) = 4\pi \int_0^\infty du \mathbb{E}[e^{-(q-\beta)X^{(1, \beta)}_u}] = \frac{4\pi}{\log(q/\beta)}, \quad \forall q \in (\beta, \infty).
\]

The other required identity, in (2.11), now follows from the last equality in (2.10) upon inverting Laplace transforms for both sides of (1.5). \[\square\]

Henceforth, the methods in the rest of this section are centered around the use of Proposition 2.1.
2.1 A-priori bounds

We begin by proving some a-priori bounds for $P_{\xi \in \mathbb{R}^2}(x)$. Consider a general convolution-type Grönwall inequality: Given $T \in (0, \infty)$ and $a_\varepsilon(T) \in [0, \infty)$,

$$F_\varepsilon(t) \leq a_\varepsilon(T) + \int_0^t b_\varepsilon(s)F_\varepsilon(t-s)\,ds, \quad \forall \, t \in [0, T],$$

(2.14)

where

$$b_\varepsilon(s) = \Lambda_\varepsilon \sup_{y \in \mathbb{R}^2} \int_{\mathbb{R}^2} P_\varepsilon(\varepsilon y, \varepsilon z)\varphi(z)\,dz.$$  

(2.15)

The following proposition proves exponential growth of nonnegative solutions to (2.14).

**Lemma 2.3.** For all $T \in (0, \infty)$, $q \in (q(\|\varphi\|_\infty, \lambda), \infty)$ and $\varepsilon \in (0, \varepsilon_{2.16}(\|\varphi\|_\infty, q, \lambda) \land \overline{\tau})$, any $[0, \infty)$-valued increasing solution $F_\varepsilon(t)$ to (2.14) satisfies

$$F_\varepsilon(t) \leq C(\|\varphi\|_\infty, q, \lambda)a_\varepsilon(T)e^{qT} \log \varepsilon^{-1}.$$  

(2.16)

**Proof.** We first prove a general bound on $F_\varepsilon$ which does not use the particular form of $b_\varepsilon(t)$ in (2.15):

$$F_\varepsilon(T) \leq a_\varepsilon(T)e^{qT} \sum_{n=0}^\infty \left( \int_0^T e^{-qs}b_\varepsilon(s)\,ds \right)^n.$$  

(2.17)

To get this inequality, let $B_\varepsilon(t) = \int_0^t b_\varepsilon(s)\,ds$,

$$F_\varepsilon(t) \leq a_\varepsilon(T) \sum_{n=0}^{N-1} B_\varepsilon(T)^n\mathbb{P}(S_n \leq t) + B_\varepsilon(T)^N\mathbb{P}(S_N \leq t) \cdot \sup_{0 \leq s \leq t} F_\varepsilon(s)$$  

(2.18)

[15, pp.22–24]. To use this bound as $N \to \infty$, note that for all $q \in (0, \infty)$,

$$\int_0^\infty qe^{-qt} \sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{P}(S_n \leq t)\,dt = \sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{E}[e^{-q\xi_1}]^n = \sum_{n=0}^\infty \left( \int_0^T e^{-qs}b_\varepsilon(s)\,ds \right)^n,$$  

(2.19)

where the first equality follows since $\xi_1, \xi_2, \cdots$ are i.i.d., and the second equality uses the definition of the distribution of $\xi_1$. For every $\varepsilon \in (0, \overline{\tau})$, we can find some large $q$ such that the last series in (2.19) is convergent. Then the leftmost side of (2.19) shows that $\sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{P}(S_n \leq t) < \infty$ for all $t \in [0, \infty)$ by monotonicity.

We are ready to prove (2.16). Since $\sup_{0 \leq s \leq T} F_\varepsilon(s) \leq F_\varepsilon(T) < \infty$ by the assumption on $F_\varepsilon$, the convergence of $\sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{P}(S_n \leq t) < \infty$ implies that, by passing $N \to \infty$ for the right-hand side of (2.18), $F_\varepsilon(t) \leq a_\varepsilon(T) \sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{P}(S_n \leq t)$ for all $0 \leq t \leq T$, which immediately yields (2.16) for $q = 0$. For $q \in (0, \infty)$, we obtain (2.16) from the last equality in (2.19) and the following consequence of (2.16) with $q = 0$:

$$e^{-qT}F_\varepsilon(T) = \int_0^\infty qe^{-qt}F_\varepsilon(t)\,dt \leq a_\varepsilon(T) \int_0^\infty qe^{-qt} \sum_{n=0}^\infty B_\varepsilon(T)^n\mathbb{P}(S_n \leq t)\,dt.$$  

(2.20)
Now we use the particular form of \( b_\varepsilon \) in (2.15). Fix \( q \in (0, \infty) \), and recall the definition of \( \Lambda_\varepsilon \) in (1.2). By changing variable in \( s \), for all \( \varepsilon \in (0, \overline{\varepsilon}) \) such that \( \varepsilon^2 q < 1 \),

\[
\int_0^\infty e^{-qs} b_\varepsilon(s) ds \leq \Lambda_\varepsilon \int_0^2 e^{-q^2 s} ds \| \varphi \|_\infty + \frac{\Lambda_\varepsilon}{2\pi} \int_0^\infty \frac{e^{-\varepsilon^2 qs}}{s} ds \int_\mathbb{R}^2 \varphi(z) dz \\
\leq \Lambda_\varepsilon \int_0^1 e^{-q^2 s} ds \| \varphi \|_\infty + \frac{\Lambda_\varepsilon}{4\pi} \left( \frac{1}{s} \int_1^1 ds + \int_1^\infty e^{-s} ds \right) \\
\leq \left( \frac{2\pi}{\log \varepsilon - 1} + \frac{2\pi \lambda}{(\log \varepsilon - 1)^2} \right) \| \varphi \|_\infty + \frac{1}{4\pi} \left( \frac{2\pi}{\log \varepsilon - 1} + \frac{2\pi \lambda}{(\log \varepsilon - 1)^2} \right) [- \log (q\varepsilon^2) + e^{-1}]
\]

\[
= 1 + \frac{\lambda}{(\log \varepsilon - 1)^2} \left( 2\pi \| \varphi \|_\infty + \frac{\log q + e^{-1}}{2} \right)
\]

(2.21)

Applying the last inequality to (2.17) proves (2.16). The proof is complete. ■

The growth of \( b_\varepsilon(s) \) in (2.15) comes from the use of \( \varepsilon y \), rather than \( y \) of order 1. The following lemma shows that the appropriate setting for the application of Lemma 2.3 is (2.4).

**Proposition 2.4.** For all \( T \in (0, \infty) \) and \( \varepsilon \in (0, \varepsilon(\| \varphi \|_\infty, \lambda)) \),

\[
\sup_{y \in \mathbb{R}^2} \int_0^T \Lambda_\varepsilon^2 \mathbb{E}_{xy}\{e^{A_\varepsilon(t) y}(W_t)\} dt \leq C(\| \varphi \|_\infty, \lambda) \Lambda_\varepsilon [1 + \log^+(e^{-2}T)] e^{t(\| \varphi \|_\infty, \lambda) T}.
\]

(2.22)

**Proof.** Set

\[
F_\varepsilon(t') = \sup_{y \in \mathbb{R}^2} \int_0^t \Lambda_\varepsilon^2 \mathbb{E}_{xy}\{e^{A_\varepsilon(t') y}(W_t)\} dt, \quad a_\varepsilon(T) = \sup_{y \in \mathbb{R}^2} \int_0^T \Lambda_\varepsilon^2 \mathbb{E}_{xy}\{\varphi_t(W_t)\} dt.
\]

(2.23)

Then (2.14) holds if we apply (2.3) with \( f \) replaced by \( \Lambda_\varepsilon^2 \varphi_\varepsilon \) and integrate over \( 0 \leq t \leq t' \). In more detail, after the integration, the corresponding second term in (2.3) can be written as

\[
\Lambda_\varepsilon \int_0^{t'} dt \int_0^{t'} ds \int_\mathbb{R}^2 dz P_s(\varepsilon y, \varepsilon z) \varphi(z) \Lambda_\varepsilon^2 \mathbb{E}_{\varepsilon z}\{e^{A_\varepsilon(t-s) z}(W_{t-s})\}
\]

\[
= \int_0^{t'} ds \Lambda_\varepsilon \int_\mathbb{R}^2 dz P_s(\varepsilon y, \varepsilon z) \varphi(z) \int_0^{t'-s} dt \Lambda_\varepsilon^2 \mathbb{E}_{\varepsilon z}\{e^{A_\varepsilon(t) z}(W_t)\}.
\]

To apply Lemma 2.3, we only need to bound \( a_\varepsilon(T) \). Write

\[
\int_0^T \Lambda_\varepsilon^2 \mathbb{E}_{xy}\{\varphi_t(W_t)\} dt = \Lambda_\varepsilon^2 \int_\mathbb{R}^2 dz \varphi(z) \int_0^{e^{-2}T} \frac{1}{2\pi t} \exp \left\{ -\frac{|y - z|^2}{2t} \right\} dt
\]

\[
\leq \Lambda_\varepsilon^2 \| \varphi \|_\infty + \Lambda_\varepsilon^2 \int_\mathbb{R}^2 dz \varphi(z) \int_1^{(e^{-2}T)\vee 1} \frac{dt}{t}.
\]

It follows that

\[
a_\varepsilon(T) \lesssim C(\| \varphi \|_\infty) \Lambda_\varepsilon^2 [1 + \log^+(e^{-2}T)].
\]

(2.24)

The required bound in (2.22) now follows from Lemma 2.3 and (2.24). ■

7
2.2 Laplace transforms of the approximate semigroups

From this point on until the end of the proof of Theorem 1.1, we consider the Laplace transform in time of $P_{\varepsilon,t} f(x)$ defined by (2.1). In this subsection, we give the first simplification by showing the central role of the following functional:

$$G_{\varepsilon}(q, y) \overset{\text{def}}{=} \Lambda_{\varepsilon} \int_0^\infty dt e^{-qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}^q(t)} \varphi_{\varepsilon}(W_t)] = \Lambda_{\varepsilon} \int_0^\infty dt e^{-\varepsilon^2 qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}(t)} \varphi(W_t)],$$

(2.25)

where the second equality uses the Brownian scaling $W_t \overset{(d)}{=} \varepsilon^{-1} W_{\varepsilon^2 t}$ and the notation

$$A_{\varepsilon}(t) \overset{\text{def}}{=} \Lambda_{\varepsilon} \int_0^t \varphi(W_r)dr.$$

Proposition 2.5. For all $0 \neq x \in \mathbb{R}^2$, $q \in (0, q(||\varphi||_\infty, \lambda))$, and $f \in \mathcal{B}_b(\mathbb{R}^2)$, it holds that

$$\lim_{\varepsilon \to 0} \left\{ \int_0^\infty dt e^{-qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}^q(t)} f(W_t)] - \int_0^\infty dt e^{-qt} P_t f(x) \right\} = 0.$$

(2.27)

Here, $\sup_{\varepsilon \in (0, 1]} \int_0^\infty dt e^{-qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}^q(t)}] < \infty$.

Proof. We work with (2.4) and divide the proof into a few steps.

Step 1. We claim that for all $0 \neq x \in \mathbb{R}^2$ and $f \in \mathcal{B}_b(\mathbb{R}^2),$

$$\lim_{\varepsilon \to 0} \int_0^\infty dt e^{-qt} \Lambda_{\varepsilon} \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_{\varepsilon}(y) P_{t-s} f(y) = 0, \quad \forall q \in (0, \infty);$$

(2.28)

$$\sup_{\varepsilon \in (0, 1]} \int_0^\infty dt e^{-qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}^q(t)}] < \infty, \quad \forall q \in (0, 2.22)(||\varphi||_\infty, M_\varphi, \lambda).$$

(2.29)

To see (2.28), note that

$$\int_0^\infty dt e^{-qt} \Lambda_{\varepsilon} \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_{\varepsilon}(y) P_{t-s} f(y)$$

$$= \Lambda_{\varepsilon} \int_{\mathbb{R}^2} dy \varphi(y) \left( \int_0^\infty dt e^{-qt} P_t(x, \varepsilon y) \right) \left( \int_0^\infty dt e^{-qt} P_t f(e \varepsilon y) \right) \xrightarrow{\varepsilon \to 0} 0$$

by dominated convergence. As for (2.29), we use (2.4) and (2.28) to get

$$\limsup_{\varepsilon \to 0} \int_0^\infty dt e^{-qt} \mathbb{E}_{\varepsilon} [e^{A_{\varepsilon}^q(t)}] \leq \int_0^\infty dt e^{-qt} + \limsup_{\varepsilon \to 0} \int_{\mathbb{R}^2} dy \varphi(y) \left( \int_0^\infty dt e^{-qt} P_t(x, \varepsilon y) \right)$$

$$\times \int_0^\infty dt e^{-qt} \sup_{0 < |y'| \leq M_\varphi} \int_0^t \Lambda_{\varepsilon} \mathbb{E}_{\varepsilon y'} [e^{A_{\varepsilon}^q(t)} \varphi_{\varepsilon}(W_t)],$$

(2.30)

which is finite for all $q \in (q(||\varphi||_\infty, M_\varphi, \lambda), \infty)$ by (2.22).

Step 2. In this step, we show that

$$\sup_{\varepsilon: \varphi_{\varepsilon}(z) > 0} \sup_{0 \leq t \leq T} |P_t f(z) - P_t f(0)| \xrightarrow{\varepsilon \to 0} 0, \quad \forall T \in (0, \infty).$$

(2.31)
To see this property, write $P_t f(z) = \mathbb{E}[f(z + \sqrt{t} Z)]$ for $Z \sim \mathcal{N}(0, 1)$. By truncation and a standard approximation of $L_1(\mathbb{R}^2, dz)$-functions by continuous functions [38, Theorem 1.18 on p.34], $(z, t) \mapsto P_t f(z)$ is jointly continuous on $\mathbb{R}^2 \times \mathbb{R}_+$, which is enough to get (2.31).

**Step 3.** We are ready to prove (2.27). By (2.4) and (2.28), it remains to show that

$$
\lim_{\varepsilon \to 0} \int_0^\infty \int_{\mathbb{R}^2} dte^{-qt} \Lambda_\varepsilon^2 \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) \int_0^{t-s} d\tau \mathbb{E}_y[e^{A^\varepsilon_\tau(\tau)} \varphi_\varepsilon(W_\tau)] P_{t-s-\tau} f(W_\tau)
- \int_0^\infty \int_{\mathbb{R}^2} dte^{-qt} \Lambda_\varepsilon^2 \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) \int_0^{t-s} d\tau \mathbb{E}_y[e^{A^\varepsilon_\tau(\tau)} \varphi_\varepsilon(W_\tau)] P_{t-s-\tau} f(0) = 0. \tag{2.32}
$$

Replacing $P_{t-s-\tau} f(0)$ with $1_{\{t-s-\tau \geq L\}}$ in the second term in (2.32) yields an integral of the form

$$
\int_{\mathbb{R}^2} dy h_0(y) \int_0^\infty \int_{\mathbb{R}^2} ds h_1(y) \int_0^{t-s} d\tau h_2(\tau) h_3(t-s-\tau)
- \int_{\mathbb{R}^2} dy h_0(y) \left( \int_0^\infty \int_{\mathbb{R}^2} ds h_1(y) dt \right) \left( \int_0^\infty \int_{\mathbb{R}^2} ds h_2(\tau) dt \right).
$$

We also note that by (2.22),

$$
\lim_{\varepsilon \to 0} \int_0^\infty \int_{\mathbb{R}^2} dte^{-qt} \Lambda_\varepsilon^2 \int_0^t ds \int_{\mathbb{R}^2} P_s(x, dy) \varphi_\varepsilon(y) \int_0^{t-s} d\tau \mathbb{E}_y[e^{A^\varepsilon_\tau(\tau)} \varphi_\varepsilon(W_\tau)] < \infty \tag{2.33}
$$

for all $q \in (q(\|\varphi\|_\infty, M_\varphi, \lambda), \infty)$. By (2.31) and (2.33), (2.32) holds for all $q \in (q(\|\varphi\|_\infty, M_\varphi, \lambda), \infty)$. The proof is complete.

**We only consider nonzero $y$ for $\mathcal{S}_\varepsilon^\beta(q, y)$ in the rest of this section.** This assumption is justified by the role of $\mathcal{S}_\varepsilon^\beta(q, y)$ in (2.27) as an integrand.

### 2.3 Asymptotic radial symmetry

View $W$ as a complex-valued process. Under a nonzero initial condition $W_0 = y$, the skew-product representation of $W$ shows a two-dimensional standard Brownian motion $(\beta_t, \gamma_t)$ such that

$$
W_t = \rho_t \exp\{i\theta_t\} \quad \text{for} \quad \rho_t = |W_t| = \exp\{\beta_{S^{-1}_t}\} \quad \text{and} \quad \theta_t = \gamma_{S^{-1}_t}, \tag{2.34}
$$

where $S_t = \int_0^t e^{2\beta_s} ds$, or equivalently, $S^{-1}_t = \int_0^t ds/\rho_s^2$, and $\theta_0 \in \mathbb{R}$ satisfies $e^{i\theta_0} = y/|y|$ [42, p.193]. Note that $S_t \to \infty$ a.s. by the occupation times formula. We denote the two-dimensional Bessel process $(\rho_t)$ by BES$^2$. A decomposition of $\varphi$ analogous to the skew-product representation is

$$
\varphi(x) = \overline{\varphi(|x|)} + \tilde{\varphi}(x), \quad x \in \mathbb{R}^2 \quad \text{for} \quad \overline{\varphi}(b) = \frac{1}{2\pi} \int_0^\pi \varphi(be^{i\theta}) d\theta, \quad b \in [0, \infty). \tag{2.35}
$$

A key property is $\int \varphi(x) dx = \int \overline{\varphi(|x|)} dx$. The rescaled functions $\varphi_\varepsilon$ and $\tilde{\varphi}_\varepsilon$ are defined as in (2.2).

In this subsection, we consider three asymptotic reductions of $P^\beta_{\varepsilon t} f(x)$ as $\varepsilon \to 0$. The first two are motivated by [28] and rely crucially on (2.34) and (2.35) such that the semigroup is shown to be asymptotically radially symmetric.
2.3.1 Radial symmetrization of initial conditions

The first step is to approximate $\mathcal{G}_\varepsilon^\beta(q, y)$ in (2.25) by replacing its initial condition with the distribution

$$u_{|y|}(H) \overset{\text{def}}{=} \int_T u(d\theta)1_H(|y|e^{i\theta}), \quad H \in \mathcal{B}(\mathbb{R}^2),$$

where $u$ is the uniform distribution on $T = [-\pi, \pi)$. Set $\gamma = \gamma \mod 2\pi$. The one-dimensional marginals of $(\dot{\gamma}_t)$ have densities $\mathbb{P}(\dot{\gamma}_t = \theta)$ with respect to the Lebesgue measure on $T$ [28, (1.2) on p.135]:

$$\mathbb{P}(\dot{\gamma}_t = \theta) = \frac{1}{2\pi} + \frac{1}{2\pi} \sum_{n=1}^{\infty} e^{-n^2t/2} : 2 \cos(n\theta - n\gamma_0), \quad t \in (0, \infty), \quad \theta \in T. \quad (2.36)$$

Hence, $u$ is the equilibrium distribution of $(\dot{\gamma}_t)$, and the following rate of convergence holds:

$$|\mathbb{P}(\dot{\gamma}_t = \theta) - 1/(2\pi)| \leq \frac{g(t)}{2\pi}, \quad \text{where} \quad g(t) = 2 \sum_{n=1}^{\infty} e^{-n^2t/2}. \quad (2.37)$$

The counterpart of $\mathcal{G}_\varepsilon^\beta(q, y)$ where the angle of the initial condition is distributed uniformly is

$$\mathcal{G}_\varepsilon^\beta(q, |y|) \overset{\text{def}}{=} \Lambda_\varepsilon^2 \int_0^\infty dt e^{-qt} \mathbb{E}_{u_{|y|}}[e^{A_{\varepsilon}(t)}\varphi_{\varepsilon}(W_t)] = \Lambda_\varepsilon^2 \int_0^\infty e^{-q^2 t} \mathbb{E}_{u_{|y|}}[e^{A_{\varepsilon}(t)}\varphi(W_t)]dt. \quad (2.38)$$

The next lemma shows the asymptotic equivalence of $\mathcal{G}_\varepsilon^\beta(q, y)$ and $\mathcal{G}_\varepsilon^\beta(q, |y|)$. For the proof, recall that the scale function and the speed measure of $\text{BES}^2$ can be chosen to be $s(x) = 2 \log x$ and $m(dx) = 1_{(0, \infty)}(x)x dx$, respectively [42, p.446]. Then for all $0 < g < a < d < \infty$ and nonnegative $F$,

$$\mathbb{E}_a \left[ \int_0^{T_a \wedge T_d} F(\rho_s)ds \right] = 2 \int_a^d \frac{(\log a - \log g)(\log d - \log r)}{\log d - \log g} F(r)r dr \quad (2.39)$$

$$+ 2 \int_a^g \frac{(\log r - \log g)(\log d - \log a)}{\log d - \log g} F(r)r dr$$

[42, Corollary 3.8 on p.305]. Moreover, (2.39) implies

$$\mathbb{E}_a \left[ \int_0^{T_d} F(\rho_s)ds \right] = 2 \int_a^d (\log d - \log r) F(r)r dr + 2(\log d - \log a) \int_0^a F(r)r dr, \quad (2.40)$$

$$\mathbb{E}_a \left[ \int_0^{T_g} F(\rho_s)ds \right] = 2(\log a - \log g) \int_a^\infty F(r)r dr + 2 \int_a^g (\log r - \log g) F(r)r dr, \quad (2.41)$$

where (2.40) also uses the polarity of 0.

We also use the following implications of the skew-product representation (2.34). Set

$$T_a = T_a(X) \overset{\text{def}}{=} \inf\{t \geq 0; X_t = a\} \quad (2.42)$$

for any real-valued continuous process $X$. Then for all $b \in (0, \infty)$, $S_{T_b(\cdot)}^{-1} = T_{\log b(\cdot)}$ with the notation defined in (2.42), and it follows from changing variables that for any nonnegative function $g$,

$$\int_0^{T_b(\cdot)} g(\rho_s)dv = \int_0^{T_b(\cdot)} g(\exp\{\beta S_{\varepsilon}^{-1}\})dr = \int_0^{S_{T_b(\cdot)}^{-1}} g(\exp\{\beta_v\}) \exp\{2\beta_v\}dv$$

$$= \int_0^{T_{\log b(\cdot)}} g(\exp\{\beta_v\}) \exp\{2\beta_v\}dv. \quad (2.43)$$
Proposition 2.6. Given any $M \in (0, \infty)$ and $q \in (q(\|\varphi\|_\infty, \lambda), \infty)$, the following two-sided uniform bounds hold for all $\varepsilon \in (0, \varepsilon(\|\varphi\|_\infty, M, \lambda) \wedge \eta)$:

$$\inf_{y:0<|y|\leq M} \mathcal{G}_\varepsilon^\beta(q, y) \geq \left( \frac{\int_{1}^{1} (1-t^2)^{-1/2} \cosh(M \sqrt{2 \varepsilon^2 q t}) dt}{\int_{1}^{1} (1-t^2)^{-1/2} \cosh(\log \log \varepsilon^{-1} \sqrt{2 \varepsilon^2 q t}) dt} - \frac{C(M, \lambda)}{(\log \log \varepsilon^{-1})^{1/2}} \right) \times \mathcal{E}_\varepsilon(q, \log \log \varepsilon^{-1}) - \mathcal{F}_\varepsilon^\beta(q, M \varphi)(\log \log \varepsilon^{-1}) \Lambda_\varepsilon^2,$$

$$\sup_{y:0<|y|\leq M} \mathcal{G}_\varepsilon^\beta(q, y) \leq \left( \frac{\int_{1}^{1} (1-t^2)^{-1/2} dt}{\int_{1}^{1} (1-t^2)^{-1/2} \cosh(\log \log \varepsilon^{-1} \sqrt{2 \Lambda_\varepsilon \|\varphi\|_\infty t}) dt} + \frac{C(M, \lambda)}{(\log \log \varepsilon^{-1})^{1/2}} \right) \times \mathcal{E}_\varepsilon(q, \log \log \varepsilon^{-1}) + \mathcal{F}_\varepsilon^\beta(q, M \varphi)(\log \log \varepsilon^{-1}) \Lambda_\varepsilon^2. \tag{2.44}$$

In particular, since $\sup_{\varepsilon \in (0, \pi)} \mathcal{G}_\varepsilon(q, \log \log \varepsilon^{-1}) < \infty$ by Proposition 2.4, we get

$$\lim_{\varepsilon \to 0} \sup_{y:0<|y|\leq M} |\mathcal{G}_\varepsilon^\beta(q, y) - \mathcal{E}_\varepsilon(q, |y|)| = 0. \tag{2.45}$$

Proof. Write $\eta_\varepsilon = \log \varepsilon^{-1}$, and decompose $\mathcal{G}_\varepsilon^\beta(q, y)$ according to

$$\mathcal{G}_\varepsilon^\beta(q, y) = \Lambda_\varepsilon^2 \mathbb{E}_q^W \left[ \int_0^{T_{\eta_\varepsilon}(\rho)} e^{-\varepsilon^2 q t} e^{A_\varepsilon(t)} \varphi(W_t) dt \right] + \Lambda_\varepsilon^2 \mathbb{E}_q^W \left[ \int_0^{T_{\eta_\varepsilon}(\rho)} e^{-\varepsilon^2 q t} e^{A_\varepsilon(t)} \varphi(W_t) dt \right] \tag{2.46}$$

We bound the last two terms separately in the next two steps.

Step 1. To bound $I_{2.46}(\varepsilon, q, y)$ over $0 < |y| \leq M$, we consider

$$I_{2.46}(\varepsilon, q, y) \leq \Lambda_\varepsilon^2 \|\varphi\|_\infty \mathbb{E}_q^\rho \left[ \int_0^{T_{\eta_\varepsilon}(\rho)} \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^t \mathbb{I}_{[0, M \varphi]}(\rho_t) dr \right\} \mathbb{I}_{[0, M \varphi]}(\rho_t) dt \right] \leq \Lambda_\varepsilon^2 \|\varphi\|_\infty \mathbb{E}_q^\rho \left[ \int_0^{T_{\eta_\varepsilon}(\rho)} \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^t \mathbb{I}_{[0, M \varphi]}(\rho_t) dr \right\} \right] \tag{2.47}$$

where the first equality follows from the second equality in (2.5), and the first inequality follows from the Markov property of $(\rho_t)$ and (2.43). Note that the use of $\mathbb{E}_q^\rho \mathbb{I}_{[0, \log \rho_t]}$ in the first inequality is valid since $\beta_0 = \log \rho_0$ by (2.34). In the rest of this proof, we only consider $\varepsilon \in (0, \pi)$ such that $M \leq \eta_\varepsilon < 0.9 \cdot j_{0, 1}/\sqrt{2 \Lambda_\varepsilon \|\varphi\|_\infty}$ unless otherwise mentioned, where $j_{0, 1}$ is the smallest positive zero of the Bessel function of the first kind.

To bound the right-hand side of (2.47), first, note that by (2.40), for all $0 < |y| \leq M$,

$$\mathbb{E}_q^\rho \left[ \int_0^{T_{\eta_\varepsilon}(\rho)} \mathbb{I}_{[0, M \varphi]}(\rho_t) dt \right] \leq C(M \varphi) \log \eta_\varepsilon.$$
Additionally, for all $0 < \|z\| \leq M$, it follows from (4.11) that

$$\mathbb{E}^{\beta}_{\log |z|} \left[ \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^{T_{\log \eta_\varepsilon} (\beta)} e^{2\beta \varepsilon} dr \right\} \right] \leq \frac{\int_{-1}^1 (1 - t^2)^{-1/2} dt}{\int_{-1}^1 (1 - t^2)^{-1/2} \cos (\eta_\varepsilon \sqrt{2}\Lambda_\varepsilon \|\varphi\|_\infty) t dt} \leq C (\|\varphi\|_\infty).$$

Applying the last two displays to (2.47) shows that

$$\sup_{y : 0 < \|y\| \leq M} \Pi_{2.25}^{\beta, \varepsilon, \eta} (\varepsilon, q, y) \leq C (\|\varphi\|_\infty, M\varphi) (\log \eta_\varepsilon) \Lambda_\varepsilon^2.$$  \hfill (2.48)

**Step 2.** To bound $\Pi_{2.25}^{\beta, \varepsilon, \eta}$, we use the strong Markov property of planar Brownian motion at $T_{\eta_\varepsilon}(\rho)$:

$$\Pi_{2.25}^{\beta, \varepsilon, \eta} (\varepsilon, q, y) = \mathbb{E}^y \left[ e^{-\varepsilon^2 q T_{\eta_\varepsilon}(\rho) + \Lambda_\varepsilon (T_{\eta_\varepsilon}(\rho))} \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon \exp \left\{ \varepsilon \gamma_{T_{\eta_\varepsilon} (\rho)} \right\} \right]$$

$$\leq \mathbb{E}^y \left[ \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^{T_{\log \eta_\varepsilon} (\beta)} \mathcal{I}_{[0, M\varphi]} (\rho_r) dr \right\} \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon \exp \left\{ \varepsilon \gamma_{T_{\eta_\varepsilon} (\rho)} \right\} \right]$$

$$\leq \mathbb{E}^y \left[ \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^{T_{\log \eta_\varepsilon} (\beta)} \mathcal{I}_{[0, M\varphi]} (\rho_r) dr \right\} \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon \exp \left\{ \varepsilon \gamma_{T_{\eta_\varepsilon} (\rho)} \right\} \right]$$

$$+ \mathbb{E}^y \left[ \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^{T_{\log \eta_\varepsilon} (\beta)} \mathcal{I}_{[0, M\varphi]} (\rho_r) dr \right\} \mathcal{G} \left( \int_0^{T_{\log \eta_\varepsilon} (\beta)} \frac{dv}{\rho_v^2} \right) \right] \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon \exp \left\{ \varepsilon \gamma_{T_{\eta_\varepsilon} (\rho)} \right\} \right] \right]$$

by (2.37), where the last inequality follows since $(\rho_r) \perp (\gamma_\varepsilon)$ and $\int_0^{T_{\eta_\varepsilon} (\rho)} dv / \rho_v^2 > 0 \ a.s.$

To bound the expectations in (2.49), note that by (2.43),

$$\int_0^{T_{\log \eta_\varepsilon} (\beta)} \frac{dv}{\rho_v^2} = T_{\log \eta_\varepsilon} (\beta) \quad \& \quad \int_0^{T_{\log \eta_\varepsilon} (\beta)} \mathcal{I}_{[0, M\varphi]} (\rho_r) dr \leq \eta_\varepsilon^2 T_{\log \eta_\varepsilon} (\beta).$$

Hence, the bound in (2.49) shows that for all $0 < \|y\| \leq M$,

$$\Pi_{2.25}^{\beta, \varepsilon, \eta} (\varepsilon, q, y) \leq \mathbb{E}^y \left[ \exp \left\{ \Lambda_\varepsilon \|\varphi\|_\infty \int_0^{T_{\log \eta_\varepsilon} (\beta)} e^{2\beta \varepsilon} dr \right\} \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon) \right.$$  \hfill (2.50)

$$\left. + \mathbb{E}^y \left[ \exp \left\{ \eta_\varepsilon^2 \Lambda_\varepsilon \|\varphi\|_\infty T_{\log \eta_\varepsilon} (\beta) \right\} \mathcal{G} \left( T_{\log \eta_\varepsilon} (\beta) \right) \right] \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon) \right]$$

where the last inequality uses (4.11). Similarly, for all $0 < \|y\| \leq M$,

$$\Pi_{2.25}^{\beta, \varepsilon, \eta} (\varepsilon, q, y) \geq \mathbb{E}^y \left[ e^{-\varepsilon^2 q T_{\eta_\varepsilon}(\rho)} \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon) \right] - \mathbb{E}^y \left[ e^{-\varepsilon^2 q T_{\eta_\varepsilon}(\rho)} \mathcal{G} \left( T_{\log \eta_\varepsilon} (\beta) \right) \right] \mathcal{G}^\beta_\varepsilon (q, \eta_\varepsilon) \right.$$  \hfill (2.51)

by (4.7). For the expectations in (2.50) and (2.51), note that for any $c \in [0, \|\varphi\|]$,

$$\sup_{\beta_0 : \beta_0 \leq \log M} \mathbb{E}^{\beta_0}_{\beta_0} \left[ e^{\eta_\varepsilon^2 \Lambda_\varepsilon c T_{\log \eta_\varepsilon} (\beta)} \mathcal{G} \left( T_{\log \eta_\varepsilon} (\beta) \right) \right] = \sup_{\beta_0 : \beta_0 \leq \log M} \sum_{n=1}^{\infty} \mathbb{E}^{\beta_0}_{\beta_0} \left[ e^{-(c \eta_\varepsilon^2 \Lambda_\varepsilon + n^2/2) T_{\log \eta_\varepsilon} (\beta)} \right]$$

\[12\]
where the second equality follows from [42, Proposition II.3.7 on p.71], and the last inequality holds by choosing smaller $\varepsilon$ if necessary in a way that still depends only on $(\|\varphi\|_\infty, M, \lambda)$.

By (2.50)–(2.52), we get, for all $\varepsilon \in (0, \varepsilon(\|\varphi\|_\infty, M, \lambda))$,

\[
\inf_{y:0<|y|\leq M} \mathbb{II}_{2.25}(\varepsilon, q, y) \geq \frac{\int_{-1}^{1} (1-t^2)^{-1/2} \cosh(M\sqrt{2\varepsilon^2 q t})dt}{\int_{-1}^{1} (1-t^2)^{-1/2} \cosh(\eta \varepsilon \sqrt{2q^2 t})dt} \mathbb{S}_\varepsilon^\beta(q, \eta \varepsilon) - \frac{C(M, \lambda)}{\eta \varepsilon^{1/2}} \mathbb{S}_\varepsilon^\beta(q, \eta \varepsilon),
\]

\[
\sup_{y:0<|y|\leq M} \mathbb{II}_{2.25}(\varepsilon, q, y) \leq \frac{\int_{-1}^{1} (1-t^2)^{-1/2}dt}{\int_{-1}^{1} (1-t^2)^{-1/2} \cos(\eta \varepsilon \sqrt{2\Lambda \varepsilon \|\varphi\|_\infty t})dt} \mathbb{S}_\varepsilon^\beta(q, \eta \varepsilon) + \frac{C(M, \lambda)}{\eta \varepsilon^{1/2}} \mathbb{S}_\varepsilon^\beta(q, \eta \varepsilon).
\]

(2.53)

**Step 3.** Putting together (2.48) and (2.53) yields the bounds in (2.44). The proof is complete.  

### 2.3.2 Radialization of the potential

The next step is to reduce the potential $\varphi$ in $P_{\varepsilon, \lambda} f(x)$ to a radially symmetric function. The method considers an alternative aspect of $\mathbb{S}_\varepsilon^\beta(q, y)$ by the function

\[
F_\varepsilon(y, t) \overset{\text{def}}{=} \Lambda_\varepsilon \mathbb{E}_{\varepsilon y}[e^{\varphi_\varepsilon(t)}].
\]

(2.54)

By (2.7),

\[
\mathcal{L}F_\varepsilon, y(q) \overset{\text{def}}{=} \int_{0}^{\infty} q e^{-q t} F_\varepsilon(y, t)dt = \Lambda_\varepsilon + \mathbb{S}_\varepsilon^\beta(q, y).
\]

(2.55)

Let us state the required approximation. Define the **logarithmic energy** of $f$ by

\[
\mathcal{E}(f)(y) \overset{\text{def}}{=} \frac{1}{\pi} f(y) \int_{\mathbb{R}^2} f(z) \log \left( \frac{1}{|y - z|} \right)dz.
\]

(2.56)

Since $\tilde{\varphi}$ is bounded and has a support in $0 \leq |y| \leq M_\varphi$, $\mathcal{E}(\tilde{\varphi})(y)$ has a support in the same set and

\[
\|\mathcal{E}(\tilde{\varphi})\|_\infty \leq \|\varphi\|_\infty^2 \cdot \sup_{y:0\leq|y|\leq M_\varphi} \int_{|z|\leq M_\varphi} |\log |y - z||dz = C(\|\varphi\|_\infty, M_\varphi).
\]

We choose the approximation to be the following exponential functional of BES$^2$:

\[
G_\varepsilon(|y|, t) = \Lambda_\varepsilon \mathbb{E}_{\varepsilon |y|}[\exp \left\{ \Lambda_\varepsilon \int_{0}^{t} \mathbb{E}_{\varepsilon r} (\rho_r dt) \right\} ] ,
\]

(2.57)

where, with the uniform distribution $u$ on $\mathbb{T}$ and $\mathbb{R}^2$ identified as the complex plane,

\[
\mathbb{E}_{\varepsilon}(|y|) \overset{\text{def}}{=} \varphi_\varepsilon(|y|) + \Lambda_\varepsilon \int_{\mathbb{T}} e^{-2 \mathcal{E}(\tilde{\varphi})(e^{-1}|y|e^{i\theta})} u(d\theta).
\]

(2.58)

We also set

\[
\mathcal{L}G_{\varepsilon, |y|}(q) \overset{\text{def}}{=} \int_{0}^{\infty} q e^{-q t} G_\varepsilon(|y|, t)dt, \quad (2.59)
\]
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\[
\overline{\varphi}^\epsilon(|y|) \overset{\text{def}}{=} \overline{\varphi}(|y|) + \Lambda_\epsilon \mathcal{E}(\overline{\varphi})(|y|), \quad \text{where} \quad \mathcal{E}(\overline{\varphi})(|y|) = \int_T \mathcal{E}(\varphi)(|y|e^{i\theta})u(d\theta). \tag{2.60}
\]

Note that by radial symmetry, we can replace \(E^\rho_{\epsilon\|y\|}\) in (2.57) with \(E^W_{\epsilon y}\) or \(E^W_{\epsilon u_{\|y\|}}\), and we have an important positivity of \(\overline{\varphi}^\epsilon\) that will be used in Section 2.4: for \(\overline{\varphi}^\epsilon_{2.61} = \epsilon(\|\varphi\|, M_\varphi) \in (0, \overline{\pi}),\)

\[
\overline{\varphi}^\epsilon(y) \geq 0, \quad \forall y \in \mathbb{R}^2, \quad \epsilon \in (0, \overline{\pi}_{2.61}). \tag{2.61}
\]

The property in (2.61) follows from the definition of \(\overline{\varphi}^\epsilon\) upon writing out its correction term:

\[
\Lambda_\epsilon \mathcal{E}(\overline{\varphi}) = \Lambda_\epsilon \int_T \frac{1}{\pi} |\varphi(|y|e^{i\theta}) - \overline{\varphi}(|y|)| \int_{\mathbb{R}^2} |\varphi(z) - \overline{\varphi}(|z|)| \log \frac{1}{|y - z|} dz u(d\theta)
\]

and bounding the \(dz\)-integral on the right-hand side over all \(y \in \text{supp}(\varphi)\).

**Proposition 2.7.** For all \(M \in [M_\varphi, \infty), q \in (q(\|\varphi\|, \lambda), \infty), \) and \(\epsilon \in (0, \epsilon(\|\varphi\|, M_\varphi, M, q, \lambda) \wedge \overline{\pi}),\)

\[
\sup_{y: 0 < \|y\| \leq M} |\mathcal{LF}_{\epsilon, y}(q) - \mathcal{LG}_{\epsilon, \|y\|}(q)| \leq C(\|\varphi\|, M_\varphi, M, q, \lambda) \Lambda_\epsilon. \tag{2.62}
\]

For the proof, consider the following decompositions according to (2.35):

\[
\mathcal{F}_\epsilon(|y|, t) = \Lambda_\epsilon \mathcal{E}, u_{\|y\|} [e^{2q(t)}], \quad \hat{\mathcal{F}}_\epsilon(y, t) = \mathcal{F}_\epsilon(y, t) - \mathcal{F}_\epsilon(|y|, t), \tag{2.63}
\]

\[
\mathcal{LF}_{\epsilon,|y|}(q) = \int_0^\infty dt q e^{-qt} \mathcal{F}_\epsilon(|y|, t), \quad \mathcal{LF}_{\epsilon, y}(q) = \mathcal{LF}_{\epsilon, y}(q) - \mathcal{LF}_{\epsilon,|y|}(q). \tag{2.64}
\]

By (2.3), the following expansions hold:

\[
\mathcal{LF}_{\epsilon, y}(q) = \Lambda_\epsilon + \int_{\mathbb{R}^2} dz \varphi(z) \left( \Lambda_\epsilon \int_0^\infty dte^{-qt} P_t(\epsilon y, \epsilon z) \right) \mathcal{LF}_{\epsilon, z}(q), \tag{2.65}
\]

\[
\mathcal{LF}_{\epsilon,|y|}(q) = \Lambda_\epsilon + \int_T u(d\theta) \int_{\mathbb{R}^2} dz \varphi(z) \left( \Lambda_\epsilon \int_0^\infty dte^{-qt} P_t(\epsilon |y| e^{i\theta}, \epsilon z) \right) \mathcal{LF}_{\epsilon, z}(q), \tag{2.66}
\]

\[
\mathcal{LG}_{\epsilon,|y|}(q) = \Lambda_\epsilon + \int_T u(d\theta) \int_{\mathbb{R}^2} dz \varphi(z) \left( \Lambda_\epsilon \int_0^\infty dte^{-qt} P_t(\epsilon |y| e^{i\theta}, \epsilon z) \right) \mathcal{LG}_{\epsilon, z}(q). \tag{2.67}
\]

The goal for the proof of Proposition 2.7 is to extract an approximate integral equation for \(\mathcal{LF}_{\epsilon,|y|}(q)\) from (2.66) that takes the same form of (2.67).

**Lemma 2.8.** For all \(M \in (0, \infty), q \in (q(\|\varphi\|, \lambda), \infty), \) and \(\epsilon \in (0, \epsilon(\|\varphi\|, M_\varphi, M, q, \lambda) \wedge \overline{\pi}),\)

\[
\sup_{y: 0 < \|y\| \leq M} |\mathcal{LF}_{\epsilon, y}(q)| \leq C(\|\varphi\|, M_\varphi, M, q, \lambda) \Lambda_\epsilon. \tag{2.68}
\]

**Proof.** For this proof and those of the lemmas for Proposition 2.7 presented below, we use the condition

\[
\epsilon \in (0, \overline{\pi}) : \epsilon q^{1/2}(M + 2M_\varphi)/2^{1/2} \leq 1 \quad \& \quad y : \|y\| \leq M. \tag{2.69}
\]

Expand the resolvent densities in (2.65) and (2.66) by (4.4). Then under (2.69),

\[
\int_{\mathbb{R}^2} dz \varphi(z) \left( \Lambda_\epsilon \int_0^\infty dte^{-qt} P_t(\epsilon y, \epsilon z) \right) \mathcal{LF}_{\epsilon, z}(q)
\]

\[
= \frac{\Lambda_\epsilon}{\pi} \int_{\mathbb{R}^2} dz \varphi(z) \left( \log \epsilon^{-1} + \log \frac{2^{1/2}}{q^{1/2}|y - z|} - \gamma_{EM} + O\left( \frac{\epsilon^2 q |y - z|^2}{2 \log \frac{2^{1/2}}{\epsilon q^{1/2}|y - z|}} \right) \right) \mathcal{LF}_{\epsilon, z}(q).
\]
Take the differences of both sides of (2.65) and (2.66) by using the foregoing display. Hence, under (2.69), we have
\[
|\mathcal{L}\hat{F}_{ε, y}(q)| \leq C(\|φ\|_{\infty}, M_φ, M, q)\Lambda_ε \sup_{0 < |z| \leq M_φ} |\mathcal{L}F_{ε, z}(q)|.
\]
The required bound now follows from the foregoing inequality and Proposition 2.4. ■

Next, we proceed with a key decomposition of \(\mathcal{L}\hat{F}_{ε, |y|}(q)\) from (2.66) as follows:
\[
\mathcal{L}\hat{F}_{ε, |y|}(q) = \Lambda_ε + I_{2.70}(ε, q, y) + II_{2.70}(ε, q, y) + III_{2.70}(ε, q, y) \\
+ IV_{2.70}(ε, q, y) + V_{2.70}(ε, q, y) + VI_{2.70}(ε, q, y).
\] (2.70)

where
\[
I_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(|z|) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \mathcal{L}F_{ε, z}(q),
\] (2.71)
\[
II_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \mathcal{L}F_{ε, z}(q),
\] (2.72)
\[
III_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \\
\times \int_{\mathbb{R}^2} d\varphi'(z') \left( \Lambda_ε \int_0^\infty dt'e^{-qt'} P_{t'}(εz, εz') \right) \mathcal{L}\hat{F}_{ε, z'}(q),
\] (2.73)
\[
IV_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \\
\times \int_{\mathbb{R}^2} d\varphi(|z'|) \left( \Lambda_ε \int_0^\infty dt'e^{-qt'} P_{t'}(εz, εz') \right) \mathcal{L}\hat{F}_{ε, |z'|}(q),
\] (2.74)
\[
V_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \\
\times \int_{\mathbb{R}^2} d\varphi'(z') \left( \Lambda_ε \int_0^\infty dt'e^{-qt'} P_{t'}(εz, εz') \right) \mathcal{L}\hat{F}_{ε, z'}(q).
\] (2.75)

To verify the decomposition in (2.70), the reader may note that according to \(φ(z') = \varphi(|z'|) + \hat{φ}(z')\),
\[
IV_{2.70}(ε, q, y) + V_{2.70}(ε, q, y) = \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \\
\times \int_{\mathbb{R}^2} d\varphi'(z') \left( \Lambda_ε \int_0^\infty dt'e^{-qt'} P_{t'}(εz, εz') \right) \mathcal{L}\hat{F}_{ε, z'}(q).
\]

So according to \(\mathcal{L}F_{ε, z'}(q) = \mathcal{L}\hat{F}_{ε, z'}(q) + \mathcal{L}\hat{F}_{ε, |z'|}(q)\),
\[
III_{2.70}(ε, q, y) + IV_{2.70}(ε, q, y) + V_{2.70}(ε, q, y)
\]
\[
= \int_\Omega \mathbf{u}(dθ) \int_{\mathbb{R}^2} d\varphi(z) \left( \Lambda_ε \int_0^\infty dte^{-qt} P_t(ε|y|e^{iθ}, εz) \right) \\
\times \int_{\mathbb{R}^2} d\varphi'(z') \left( \Lambda_ε \int_0^\infty dt'e^{-qt'} P_{t'}(εz, εz') \right) \mathcal{L}F_{ε, z'}(q).
\]

By the last equality, applying (2.65), with \((y, z)\) replaced by \((z, z')\) there, to \(\mathcal{L}F_{ε, z}(q)\) shows that
\[
II_{2.70}(ε, q, y) + III_{2.70}(ε, q, y) + IV_{2.70}(ε, q, y) + V_{2.70}(ε, q, y)
\]
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\[ = \int_T u(d\theta) \int_{\mathbb{R}^2} dz \hat{\varphi}(z) \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | y | e^{i \theta}, \varepsilon z) \right) \mathcal{L}F_{\varepsilon, z}(q). \]

Finally, by using \( \varphi(z) = \varphi(|z|) + \hat{\varphi}(z) \) again, we obtain from the last equality that the right-hand side of (2.70) coincides with the right-hand side of (2.66).

In the next three lemmas, we estimate the five terms defined in (2.71)–(2.75).

**Lemma 2.9.** For all \( \varepsilon \in (0, \overline{\tau}) \), \( q \in (0, \infty) \), and \( y \in \mathbb{R}^2 \),

\[ I_{2.70}(\varepsilon, q, y) = \int_{\mathbb{R}^2} dz \hat{\varphi}(z) \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | y |, \varepsilon z) \right) \mathcal{L}F_{\varepsilon, |z|}(q). \tag{2.76} \]

**Proof.** By the definition in (2.71) and the skew-product representation in (2.34),

\[ I_{2.70}(\varepsilon, q, y) = \Lambda_\varepsilon \int_0^\infty dt e^{-qt} \mathbb{E}^{W}_{\varepsilon | y |} \left[ \varepsilon^{-2} \varphi(\varepsilon^{-1} \rho t) \mathcal{L}F_{\varepsilon, \varepsilon^{-1} \rho t, \exp \{ 1 \varepsilon t^2 / \rho^2 \}}(q) \right] \]

\[ = \Lambda_\varepsilon \int_0^\infty dt e^{-qt} \mathbb{E}^{\rho}_{\varepsilon | y |} \left[ \varepsilon^{-2} \varphi(\varepsilon^{-1} \rho t) \int_T u(d\theta) \mathcal{L}F_{\varepsilon, \varepsilon^{-1} \rho t e^{i \theta}}(q) \right] \]

\[ = \Lambda_\varepsilon \int_0^\infty dt e^{-qt} \mathbb{E}^{\rho}_{\varepsilon | y |} \left[ \varepsilon^{-2} \varphi(\varepsilon^{-1} \rho t) \mathcal{L} \mathcal{F}_{\varepsilon, \varepsilon^{-1} \rho t}(q) \right], \]

where the second equality follows from the independence between \( (\rho_t) \) and \( (\gamma_t) \) and the stationarity of \( (\gamma_t) \) under the initial condition \( u \), and the last equality follows from the definitions for \( \mathcal{F}_\varepsilon \) in (2.63) and (2.64). Rewriting the last equality in terms of the Brownian transition kernels \( P_t(x, y) \) gives the required identity in (2.76).

**Lemma 2.10.** Fix \( M \in (0, \infty) \) and \( q \in (q(||\varphi||, \lambda), \infty) \). Then for \( |z| \leq M \),

\[ \left| I_{2.70}(\varepsilon, q, y) \right| = C(||\varphi||, M_M, M, q, \lambda) \Lambda_\varepsilon^2, \quad \forall \varepsilon \in (0, ||\varphi||_\infty, M_M, M, q, \lambda) \land (\overline{\tau}); \tag{2.78} \]

\[ \left| I_{2.70}(\varepsilon, q, y) \right| = 0, \quad \forall \varepsilon \in (0, \overline{\tau}); \tag{2.79} \]

**Proof.** Both of the proofs of (2.77) and (2.79) use the mean-zero property:

\[ \int_{\mathbb{R}^2} \hat{\varphi}(z) H(|z|) dz = 0 \tag{2.80} \]

for any radially symmetric function \( H(|z|) \). For \( I_{2.70}(\varepsilon, q, y) \), choose \( H(|z|) \) to be

\[ \int_T u(d\theta) \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | y | e^{i \theta}, \varepsilon z) \right) \]

by the translation invariance of \( u(d\theta) \). For \( I_{2.70}(\varepsilon, q, y) \), choose \( H(|z|) \) to be

\[ \int_T u(d\theta) \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | y |, \varepsilon z e^{-i \theta}) \right) \]

\[ = \int_T u(d\theta) \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | y |, \varepsilon z e^{-i \theta}) \right) \]

\[ = \int_0^\infty dr e^{-r} \int_T d\theta e^{r} \left( \Lambda_\varepsilon \int_0^\infty dt e^{-qt} P_t(\varepsilon | z |, \varepsilon r e^{i \theta}) \right) \mathcal{L} \mathcal{F}_{\varepsilon, r, r'}(q), \]
where we have used the translation invariance of \(d\theta'\) and then the same property of \(u(d\theta)\).

To get (2.78), note that under (2.69), (4.4) gives

\[
\text{I}I\text{I}2.70(\varepsilon, q, y) = \int_T u(d\theta) \int_{\mathbb{R}^2} dz \tilde{\varphi}(z) \frac{\Lambda_{\varepsilon}}{\pi} \left( \log \varepsilon^{-1} + \log \frac{2^{1/2}}{q^{1/2}|y e^{i\theta} - z|} + O \left( \frac{\varepsilon^2 q|y e^{i\theta} - z|^2}{2 \log \frac{2^{1/2}}{\varepsilon q^{1/2}|y e^{i\theta} - z|}} \right) \right)
\times \int_{\mathbb{R}^2} dz' \tilde{\varphi}(z') \frac{\Lambda_{\varepsilon}}{\pi} \left( \log \varepsilon^{-1} + \log \frac{2^{1/2}}{q^{1/2}|z - z'|} + O \left( \frac{\varepsilon^2 q|z - z'|^2}{2 \log \frac{2^{1/2}}{\varepsilon q^{1/2}|z - z'|}} \right) \right) \mathcal{L} \tilde{F}_{\varepsilon, z'}(q).
\]

For the right-hand side, note that under (2.69),

\[
\int_T u(d\theta) \int_{\mathbb{R}^2} dz \tilde{\varphi}(z) \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} dz' \tilde{\varphi}(z') \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \mathcal{L} \tilde{F}_{\varepsilon, z'}(q) = 0,
\]

\[
\left| \int_T u(d\theta) \int_{\mathbb{R}^2} dz \tilde{\varphi}(z) \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} dz' \tilde{\varphi}(z') \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \mathcal{L} \tilde{F}_{\varepsilon, z'}(q) \right| \leq C(\|\varphi\|_{\infty}, M_{\varphi}, M, q, \lambda) \Lambda_{\varepsilon} \sup_{\varepsilon^2 |0 < |z'| \leq M_{\varphi}} |\mathcal{L} \tilde{F}_{\varepsilon, z'}(q)|,
\]

\[
\left| \int_T u(d\theta) \int_{\mathbb{R}^2} dz \tilde{\varphi}(z) \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} dz' \tilde{\varphi}(z') \left( \frac{\Lambda_{\varepsilon}}{\pi} \log \varepsilon^{-1} \right) \mathcal{L} \tilde{F}_{\varepsilon, z'}(q) \right| \leq C(\|\varphi\|_{\infty}, M_{\varphi}, M, q, \lambda) \Lambda_{\varepsilon} \sup_{\varepsilon^2 |0 < |z'| \leq M_{\varphi}} |\mathcal{L} \tilde{F}_{\varepsilon, z'}(q)|.
\]

Here, the first line uses the property \(\int \tilde{\varphi} = 0\). The other integrals from expanding the product in the last expression for \(\text{I}I\text{I}2.70(\varepsilon, q, y)\) can be bounded in the same way as the last two inequalities. We have proved (2.78) by this observation, the last two displays and (2.68).

\[\blacksquare\]

The next estimate will be used together with (2.76) to get the required approximate integral equality for \(\mathcal{L} \tilde{F}_{\varepsilon, |y|}(q)\).

**Lemma 2.11.** Fix \(q, M \in (0, \infty)\). Then for \(|y| \leq M\) and \(\varepsilon \in (0, \varepsilon(\|\varphi\|_{\infty}, M_{\varphi}, M, q, \lambda) \wedge \varepsilon)\),

\[
\left| V_{2.70}(\varepsilon, q, y) - \int_{\mathbb{R}^2} dz (\varphi(|z|) - \varphi(|y|)) \left( \Lambda_{\varepsilon} \int_0^\infty dt e^{-qt} P_t(|y|, \varepsilon z) \right) \mathcal{L} \tilde{F}_{\varepsilon, |y|}(q) \right| \leq C(\|\varphi\|_{\infty}, M_{\varphi}, M, q, \lambda) \Lambda_{\varepsilon}^2.
\]

**Proof.** The proof uses similar arguments for proving Lemma 2.10. Again, under (2.69), (4.4) gives

\[
V_{2.70}(\varepsilon, q, y) = \int_T u(d\theta) \int_{\mathbb{R}^2} dz \tilde{\varphi}(z) \frac{\Lambda_{\varepsilon}}{\pi} \left( \log \varepsilon^{-1} + \log \frac{2^{1/2}}{q^{1/2}|y e^{i\theta} - z|} + O \left( \frac{\varepsilon^2 q|y e^{i\theta} - z|^2}{2 \log \frac{2^{1/2}}{\varepsilon q^{1/2}|y e^{i\theta} - z|}} \right) \right)
\times \int_{\mathbb{R}^2} dz' \tilde{\varphi}(z') \frac{\Lambda_{\varepsilon}}{\pi} \left( \log \varepsilon^{-1} + \log \frac{2^{1/2}}{q^{1/2}|z - z'|} + O \left( \frac{\varepsilon^2 q|z - z'|^2}{2 \log \frac{2^{1/2}}{\varepsilon q^{1/2}|z - z'|}} \right) \right) \mathcal{L} \tilde{F}_{\varepsilon, |y|}(q).
\]

To proceed, expand the product in the right-hand side of the last equality. Any term that involves one of the \(O\)'s or does not use \(\log \varepsilon^{-1}\) can be bounded by \(C(\|\varphi\|_{\infty}, M_{\varphi}, M, q, \lambda) \Lambda_{\varepsilon}^2\).
For the remaining terms, it follows from (2.80) that
\[
\int_T u(d\theta) \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} d\tilde{\varphi}(z') \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \mathcal{L}^2 \varepsilon, |z'| (q) = 0, \tag{2.82}
\]
\[
\int_T u(d\theta) \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} d\tilde{\varphi}(z') \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \mathcal{L}^2 \varepsilon, |z'| (q) = 0, \tag{2.83}
\]
and
\[
\int_T u(d\theta) \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} d\tilde{\varphi}(z') \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \mathcal{L}^2 \varepsilon, |z'| (q) \tag{2.84}
\]
\[
= \int_{\mathbb{R}^2} d\tilde{\varphi}' \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \lambda_{\varepsilon} \left( \frac{1}{\sqrt{2}} \tilde{\varphi}'(z') \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \log \frac{1}{\sqrt{2} |z - z'|} \mathcal{L}^2 \varepsilon, |z'| (q) \right)
\]
\[
= \int_{\mathbb{R}^2} d\tilde{\varphi}' \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \lambda_{\varepsilon} \lambda_{\varepsilon} E(\tilde{\varphi}) (z') \mathcal{L}^2 \varepsilon, |z'| (q)
\]
\[
= \int_{\mathbb{R}^2} d\tilde{\varphi}' \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \left( \bar{\varphi}(|z'|) - \varphi(|z'|) \right) \mathcal{L}^2 \varepsilon, |z'| (q). \tag{2.85}
\]

Here, the second equality follows from the definition of $E(\tilde{\varphi})$ in (2.56) and the mean-zero property (2.80), and the last equality uses the mean-zero property to remove the non-radial part of $E(\tilde{\varphi})(z')$ and then the definition of $\bar{\varphi}$ in (2.60). On the other hand, note that (4.4) gives
\[
\left| \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} - \lambda_{\varepsilon} \int_0^\infty d t e^{-q t} P_t (\varepsilon | y, \varepsilon z') \right| \leq C(\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \lambda_{\varepsilon} \tag{2.86}
\]
for all $0 < |y| \leq M_\varphi$ and $|z'| \leq M_\varphi$. We obtain from (2.85) and (2.86) that under (2.69), the main term for (2.84) satisfies the estimate
\[
\left| \int_T \mathbf{u} (d\theta) \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \times \int_{\mathbb{R}^2} d\tilde{\varphi}(z') \left( \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \right) \mathcal{L}^2 \varepsilon, |z'| (q) \right.
\]
\[
- \int_{\mathbb{R}^2} d\tilde{\varphi}' \left( \lambda_{\varepsilon} \int_0^\infty d t e^{-q t} P_t (\varepsilon | y, \varepsilon z') \right) \left( \bar{\varphi}(|z'|) - \varphi(|z'|) \right) \mathcal{L}^2 \varepsilon, |z'| (q) \right| \leq C(\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \lambda_{\varepsilon}^2.
\]

The required bound now follows by applying the foregoing inequality, (2.82), (2.83) and the observation in the first paragraph of this proof to the expression of $V_{2.70} (\varepsilon, q, y)$ there. \hfill \blacksquare

**End of the proof of Proposition 2.7.** By Lemma 2.8, it remains to show that
\[
\Delta_\varepsilon \overset{\text{def}}{=} \sup_{y: 0 < |y| \leq M} \left| \mathcal{L}^2 \varepsilon, |y| (q) - \mathcal{L} G_{\varepsilon, |y|} (q) \right| \leq C(\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \lambda_{\varepsilon}. \tag{2.87}
\]

Recall (2.70) and the estimates in Lemmas 2.9–2.11. Since $M \geq M_\varphi$, it follows from (2.66), (2.67), and (4.4) that all $\varepsilon \in (0, \varepsilon (\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \wedge \varepsilon)$,
\[
\Delta_\varepsilon \leq \sup_{y: 0 < |y| \leq M} \left( \int_T \mathbf{u} (d\theta) \int_{\mathbb{R}^2} d\tilde{\varphi}(z) \lambda_{\varepsilon} \int_0^\infty d t e^{-q t} P_t (\varepsilon | y | \theta, \varepsilon z) \right) \Delta_\varepsilon + C(\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \lambda_{\varepsilon}^2
\]
\[
\leq \left( 1 - \frac{C (\|\varphi\|_\infty, M_\varphi, M, q, \lambda)}{\log \varepsilon^{-1}} \right) \Delta_\varepsilon + C(\|\varphi\|_\infty, M_\varphi, M, q, \lambda) \lambda_{\varepsilon}^2. \tag{2.88}
\]
Note that in the last inequality, we have also used the following estimate:
\[
\left| \frac{\Lambda_\varepsilon}{\pi} \log \varepsilon^{-1} \int \varphi - 1 \right| \leq \frac{C(\lambda)}{\log \varepsilon^{-1}}, \quad \forall \varepsilon \in (0, \varepsilon(\lambda)).
\]

The required bound in (2.87) for \( \Delta_\varepsilon \) now follows from (2.88). The proof is complete. 

\[\Box\]

### 2.3.3 Cutoffs of potentials

The last reduction considers a cutoff of potentials, which will be used in the next section due to the use of some exponential functionals of planar Brownian motion. We continue to work with the reduction from Proposition 2.7.

**Proposition 2.12.** Let \( \chi_\varepsilon \) be \([0,1]\)-valued functions such that for all \( a > 0 \), \( \lim_{\varepsilon \to 0} \chi_\varepsilon(a) = 1 \). Then for all \( M \in [M_\varphi, \infty) \), \( q \in (q(\|\varphi\|, \lambda), \infty) \) and \( \varepsilon \in (0, \varepsilon(\|\varphi\|, M_\varphi, q, \lambda) \land \bar{\varepsilon}) \),

\[
\sup_{y:0 <|y| \leq M} \Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t d\rho \varphi_\varepsilon(\rho_t) \right\} \varphi_\varepsilon(\rho_t)(1 - \chi_\varepsilon(\varepsilon^{-1}\rho_t)) \right] \\
\leq C(\|\varphi\|, M_\varphi, M, q, \lambda) \left( \frac{\Lambda_\varepsilon \log \varepsilon^{-1}}{\pi} \int_{\mathbb{R}^2} d\rho \varphi_\varepsilon(\rho_t) \chi_\varepsilon(\varepsilon^{-1}\rho_t) + \Lambda_\varepsilon \right).
\]

**Proof.** Write \( \bar{\chi}_\varepsilon = 1 - \chi_\varepsilon \). By an analogue of (2.3) and a change of variables, we get

\[
\Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t d\rho \varphi_\varepsilon(\rho_t) \right\} \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) \right] \\
= \Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \int_{\mathbb{R}^2} d\rho \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) \\
\times \Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t d\rho \varphi_\varepsilon(\rho_t) \right\} \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) \right].
\]

It follows that

\[
L_\varepsilon(q) \overset{\text{def}}{=} \sup_{y:0 <|y| \leq M} \Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t d\rho \varphi_\varepsilon(\rho_t) \right\} \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) \right]
\]

satisfies the inequality

\[
L_\varepsilon(q) \leq A_\varepsilon(q) + B_\varepsilon(q)L_\varepsilon(q),
\]

where

\[
A_\varepsilon(q) \overset{\text{def}}{=} \sup_{y:0 <|y| \leq M} \left| \Lambda_\varepsilon^2 \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \int_{\mathbb{R}^2} d\rho \int_{\mathbb{R}^2} d\rho \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) \right|,
\]

\[
B_\varepsilon(q) \overset{\text{def}}{=} \int_0^\infty dt e^{-q\|\varphi_0\|_{y|y}} \sup_{y \in \mathbb{R}^2} \int_{\mathbb{R}^2} d\rho \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t).
\]

To bound \( A_\varepsilon(q) \), we use (4.4) under condition (2.69) as in the proof of Lemma 2.8. Hence, for all \( \varepsilon \in (0, \varepsilon(\|\varphi\|, M_\varphi, M, q) \land \bar{\varepsilon}) \),

\[
A_\varepsilon(q) \leq \frac{\Lambda_\varepsilon^2 \log \varepsilon^{-1}}{\pi} \int_{\mathbb{R}^2} d\rho \varphi_\varepsilon(\rho_t) \bar{\chi}_\varepsilon(\varepsilon^{-1}\rho_t) + C(\|\varphi\|, M_\varphi, M, q, \lambda)\Lambda_\varepsilon^2.
\]

(2.91)
Additionally, since $\int_{\mathbb{R}^2} |\overline{\varphi}(|z|)|dz \leq 1/2 + \Lambda_\varepsilon C(|\varphi|_\infty, M_\varphi)$, the proof of (2.21) shows that

$$B_\varepsilon(q) \leq 1 - \frac{C(|\varphi|_\infty, q, \lambda)}{\log \varepsilon^{-1}}, \quad \forall q \in (q(|\varphi|_\infty, \lambda), \infty), \quad \forall \varepsilon \in (0, \varepsilon(|\varphi|_\infty, M_\varphi, q, \lambda) \land \varepsilon). \quad (2.92)$$

An application of (2.91) and (2.92) to (2.90) as in (2.88) shows (2.89). The proof is complete. \qed

Let us summarize the reductions obtained so far in Propositions 2.6, 2.7 and 2.12. With $\chi_\varepsilon$ as in Proposition 2.12, set

$$\overline{S}_\varepsilon^2(q, |y|) \overset{\text{def}}{=} \Lambda_\varepsilon^2 \int_0^\infty e^{-q^2 r\rho_\varepsilon} [e^{\rho_\varepsilon(t)} \chi_\varepsilon(\rho_t)] dt, \quad \text{where} \quad \rho_\varepsilon(t) \overset{\text{def}}{=} \Lambda_\varepsilon \int_0^t \frac{\overline{\varphi}_\varepsilon(\rho_r)}{r} dr. \quad (2.93)$$

Then for all $M \in [M_\varphi, \infty)$ and $q \in (q(|\varphi|_\infty, \lambda), \infty)$, it holds that

$$\lim_{\varepsilon \to 0} \sup_{y, 0 < |y| \leq M} |\overline{S}_\varepsilon^2(q, y) - \overline{S}_\varepsilon^2(q, |y|)| = 0. \quad (2.94)$$

We specify the choice of $\chi_\varepsilon$ in Section 2.4.

### 2.4 Semigroups for radially symmetric short-range potentials

In this section, we complete the proof of Theorem 1.1 by proving the asymptotic behavior of $\overline{S}_\varepsilon^2(q, |y|)$ defined in (2.93). We begin by summarizing some more basic properties of BES$^2$. Write $(Q_t)$ for the probability semigroup of BES$^2$. The densities (with respect to the Lebesgue measure) are given by

$$Q_t(a, b) \overset{\text{def}}{=} \frac{b}{t} \exp \left(-\frac{a^2 + b^2}{2t}\right) I_0\left(\frac{ab}{t}\right), \quad \forall a, b, t \in (0, \infty), \quad (2.95)$$

with an extension to $a = 0$ by continuity [42, p.446], where $I_0$ is the modified Bessel function of the first kind (4.2). Recall that we work with $\rho_t = |W_t|$ as a version of BES$^2$. Since $\rho_0 \neq 0$ by assumption and 0 is polar [42, p.442], Itô’s formula implies

$$d\rho_t = (2\rho_t)^{-1}dt + d\overline{W}_t, \quad (2.96)$$

where $\overline{W}$ is a one-dimensional standard Brownian motion given by $d\overline{W}_t = \sum_j W^j_t \rho_t^{-1}dW^j_t$ provided that $W = (W^1, W^2)$. We write $\mathbb{P}_a = \mathbb{P}_a'$ and $\mathbb{E}_a = \mathbb{E}_a'$ throughout this subsection.

We fix the normalization of the semimartingale local times $L^b_t = L^b_t(\rho)$ at levels $b \in (0, \infty)$ according to Tanaka’s formula. The occupation times formula holds in the following form with probability one:

$$\int_0^t g(\rho_s)ds = \int_\mathbb{R} g(b)L^b_t db, \quad \forall g \in \mathcal{B}_+(\mathbb{R}), \quad t \geq 0. \quad (2.97)$$

Moreover, since $\rho_t$ has a probability density for all $t > 0$, one can choose a jointly continuous two-parameter modification $\mathbb{R} \times \mathbb{R}_+ \times (b, t) \mapsto L^b_t$. Since $|W_t| \in L^p(\mathbb{P})$ for all $p \in [1, \infty)$, an application of Tanaka’s formula and the Burkholder–Davis–Gundy inequality to (2.96) yields

$$\sup_{b \in \mathbb{R}} \mathbb{E}_a[(L^b_t)^p] < \infty, \quad \forall p \in [1, \infty), \quad t > 0. \quad (2.98)$$

See [42, Section VI.1] for these properties. On the other hand, under $\mathbb{P}_b$ for $b \in (0, \infty)$, the Markovian local time at $b$ exists since $b$ is instantaneous and recurrent for $(\rho_t)$ by the skew-product representation.
Given $X_t$, set $\tau_t^b = \inf\{s \geq 0; L_s^b > t\}$, the lifetime of the excursion $e_t^b$. We extend any function $F$ on $C(\mathbb{R}_+, \mathbb{R}_+)$ to $\{\partial\}$ by $F(\partial) = 0$, so $\zeta(\partial) = 0$. The process $(e_t^b; t > 0)$ is a Poisson point process [6, Theorem 10 on p.118]. Its characteristic measure, denoted by $\mathbf{N}_b$, is the excursion measure. Since $\tau_t^b - \tau_t^{-}$ is the lifetime of $e_t^b$, the Laplace exponent of the subordinator $(\tau_t^b)$ can be expressed as follows by the exponential formula for Poisson point processes [6, p.8]:

$$- \log \mathbb{E}_b[e^{-\mu \tau_t^b}] = \Phi_b(\mu) = \mathbf{N}_b(1 - e^{-\mu \zeta}), \quad \forall \mu \in (0, \infty). \tag{2.99}$$

We are ready to present the starting point to calculate $\mathbb{E}_b^{\mathbb{R}}(t, |y|)$ defined in (2.93). Write $\mathbb{E}[X; \Gamma] = \mathbb{E}[X_1 \Gamma]$.}

**Proposition 2.13.** (1°) For all $a \in (0, \infty)$ and nonnegative processes $F(t)$,

$$b \mapsto \mathbb{E}_a \left[ \int_0^\infty F(t) dL_t^b \right] = \int_0^\infty \mathbb{E}_a[F(\tau_t^b)] dt \tag{2.100}$$

is the density of the measure $\mathcal{B}((0, \infty)) \ni \Gamma \mapsto \int_0^\infty \mathbb{E}_a[F(t); \rho_t \in \Gamma] dt$. In particular,

$$\int_0^\infty e^{-\mu t} Q_t(b, b) dt = \mathbb{E}_b \left[ \int_0^\infty e^{-\mu t} dL_t^b \right] = \Phi_b(\mu)^{-1}, \quad \forall \mu, b \in (0, \infty). \tag{2.101}$$

(2°) Given $f \in \mathcal{E}_c(\mathbb{R}_+)$, set $A(t) = \int_0^t f(\rho_s) ds$ and

$$\Phi_b(\mu, f) \overset{\text{def}}{=} \mathbf{N}_b(1 - e^{-\mu \zeta + A(\zeta)}) \tag{2.102}$$

with the extended notation $A(t) = \int_0^t f(\epsilon_r) dr$ under $\mathbf{N}_b(de)$. Assume that for a fixed interval $[g, d] \subset (0, \infty)$, we can find $\mu \in (0, \infty)$ such that the following two conditions hold for all $b \in [g, d]$:

$$\sup_{a \in \text{supp}(f) \{0\}} \mathbb{E}_a[e^{-\mu T_b + A(T_b)}] < \infty \quad \& \quad \Phi_b(\mu, f) \in (0, \infty), \tag{2.103}$$

where $T_b = T_b(\rho)$ is defined in (2.42). Then for all $a \in (0, \infty),

$$b \mapsto \frac{\mathbb{E}_a[e^{-\mu T_b + A(T_b)}]}{\Phi_b(\mu, f)}$$

is the density of $\mathcal{B}([g, d]) \ni \Gamma \mapsto \int_0^\infty \mathbb{E}_a[e^{-\mu t} e^{A(t)}; \rho_t \in \Gamma] dt. \tag{2.104}$$
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Proof. (1°) Since $L_b^b = \infty \mathbb{P}_b$-a.s. for $a, b \in (0, \infty)$, the change of variables formula for Stieltjes integrals \cite[Proposition 4.9 on p.8]{42} immediately shows the equality in (2.100). To see the required density property, note that by the extended occupation times formula \cite[Exercise 1.15 on p.232]{42},
\[
\int_0^\infty F(t)g(\rho_t)dt = \int_0^\infty \left( \int_0^\infty F(t)dL^b_t \right) g(b)db, \quad \forall g \in \mathcal{B}_+(\mathbb{R}_+).
\]
Taking expectations of both sides of the foregoing equality proves the required result.

(2°) For all $a, b \in (0, \infty)$, it holds that $\mathbb{P}_b$-a.s. $\tau^+_b = T^+_b + \tau^+_b \circ \theta_{T^+_b}$ for all $t \in (0, \infty)$, where $\theta_t$ is the shift operator. Hence, by the strong Markov property, we can write the second expectation in (2.100) with $F(t) = e^{-\mu t + A(t)}$ as
\[
\int_0^\infty \mathbb{E}_a[e^{-\mu \tau^+_b + A(\tau^+_b)}]dt = \mathbb{E}_a[e^{-\mu T^+_b + A(T^+_b)}] \int_0^\infty \mathbb{E}_b[e^{-\mu \tau^+_b + A(\tau^+_b)}]dt.
\]
For the last integral, note that since $\int_0^\infty 1_{\{\rho_r = b\}} dr = 0$ a.s.,
\[
-\mu \tau^+_b + A(\tau^+_b) = \sum_{r.0<r\leq t} \int_{\zeta(e^b_r)}^{\zeta(e^b_r)} [-\mu + f(e^b_{r,s})]ds = \sum_{r.0<r\leq t} [-\mu \zeta(e^b_r) + A(e^b_r)].
\]
Now, we work with $\mu$ assumed to satisfy both conditions in (2.103). The integrability $\mathbb{N}_b(\{1 - e^{-\mu \zeta + A(\zeta)}\}) < \infty$ for all $b \in [g, d]$ is proven later on in Proposition 2.14 by using the first condition in (2.103). Hence, by the last equality and the exponential formula for Poisson point processes \cite[p.8]{6},
\[
\mathbb{E}_b[e^{-\mu \tau^+_b + A(\tau^+_b)}] = e^{-\Phi_b(\mu,f)t}, \quad t \geq 0,
\]
where $\Phi_b(\mu,f)$ is defined by (2.102). Since $\Phi_b(\mu,f) \in (0, \infty)$ by the second assumed condition in (2.103), the required property in (2.104) follows from (1°) and (2.106). The proof is complete. □

The functional defined in (2.102) can be represented explicitly.

Proposition 2.14. Given $f \in \mathcal{C}_c(\mathbb{R}_+)$, define $A(t)$ as in Proposition 2.13 (2°), and assume only the first condition in (2.103). Then for all $b \in [g, d]$, $\mathbb{N}_b(\{1 - e^{-\mu \zeta + A(\zeta)}\}) < \infty$ and
\[
\Phi_b(\mu,f) = \Phi_b(\mu) - \Phi_b(\mu)\mathbb{E}_b \left[ \int_0^\infty e^{-\mu r}f(\rho_r)\mathbb{E}_{\rho_r}[e^{-\mu T^+_b + A(T^+_b)}]dr \right].
\]

Proof. For $f \geq 0$, we can write
\[
\Phi_b(\mu,f) = \mathbb{N}_b(1 - e^{-\mu \zeta}) + \mathbb{N}_b(e^{-\mu \zeta} - e^{-\mu \zeta + A(\zeta)}) = \Phi_b(\mu) - \mathbb{N}_b \left( e^{-\mu \zeta} \int_0^\zeta f(\epsilon_r)\mathbb{E}_{\epsilon_r}[e^{-\mu T^+_b + A(T^+_b)}]dr \right),
\]
where the last equality follows from the definition of $\Phi_b$ and (2.5). The last term can be written as
\[
\mathbb{N}_b \left( e^{-\mu \zeta} \int_0^\zeta f(\epsilon_r)\mathbb{E}_{\epsilon_r}[e^{-\mu T^+_b + A(T^+_b)}]dr \right) = \mathbb{N}_b \left( \int_0^\zeta e^{-\mu r}f(\epsilon_r)\mathbb{E}_{\epsilon_r}[e^{-\mu T^+_b + A(T^+_b)}]dr \right) - \Phi_b(\mu)\mathbb{E}_b \left[ \int_0^\infty e^{-\mu r}f(\rho_r)\mathbb{E}_{\rho_r}[e^{-\mu T^+_b + A(T^+_b)}]dr \right].
\]
Here, (2.108) follows from the simple Markov property at $r$ under the excursion measure \cite[Theorem III.3.(28) in pp.102–103]{8}, and (2.109) follows from the compensation formula in excursion theory.
We apply Propositions 2.13 (2') to $\overline{\mathbb{P}}^\varepsilon(\mathcal{A}, |y|)$ in (2.93) by taking

$$f = f_\varepsilon = A_\varepsilon\overline{\mathbb{P}}^\varepsilon \quad \& \quad \mu = \varepsilon^2 q, \quad \forall \varepsilon \in (0, \varepsilon_{2.61}),$$

such that the positivity property (2.61) holds. (Recall the function $\overline{\mathbb{P}}^\varepsilon$ defined in (2.60).) For $\chi_\varepsilon$ to be specified near the end of this subsection, let $m_\varepsilon \in (0, \infty)$ be such that $\text{supp}(\chi_\varepsilon) \subseteq \{ y : |y| \geq m_\varepsilon \}$. Then under the assumption of (2.103) for $[g, d] = [m_\varepsilon, M_\varphi]$, we can write

$$\overline{\mathbb{P}}^\varepsilon(q, |y|) = \Lambda_\varepsilon^2 \int_0^\infty \mathbb{E}[|e^{-\varepsilon^2 q T_b + \overline{\mathbb{P}}^\varepsilon(T_b)}|] \Phi_b(\varepsilon^2 q, f_\varepsilon) \overline{\mathbb{P}}^\varepsilon(b) \chi_\varepsilon(b) db,$$

where $\Phi_b(\varepsilon^2 q, f_\varepsilon)$ can be expanded as in (2.107). Observe that in terms of (2.103), (2.107) and (2.111), the first-passage functional

$$\kappa^q_\varepsilon(a, b) \overset{\text{def}}{=} \mathbb{E}_a[e^{-\varepsilon^2 q T_b + \overline{\mathbb{P}}^\varepsilon(T_b)}]$$

is the main object. Henceforth, the task to complete the proof of Theorem 1.1 is to verify the two conditions in (2.103) for the choice in (2.110) and $[g, d] = [m_\varepsilon, M_\varphi]$. For the following proofs, we set

$$\nu_\varepsilon = ||\overline{\mathbb{P}}^\varepsilon||_\infty A_\varepsilon \quad \& \quad \beta_\varepsilon = (\log \log \varepsilon^{-1})^2,$$

and we turn to the explicit formulas of some exponential functionals of Brownian motions.

**Lemma 2.15 (Verification of the first condition of (2.103)).** For any $q \in (0, \infty)$ and $\delta \in (0, 1)$,

$$\frac{K_0(M_\varphi \sqrt{2\varepsilon^2 q})}{K_0(M_\varphi e^{-\delta \varepsilon^2 q M_\varphi} \sqrt{2\varepsilon^2 q})} \leq \kappa^q_\varepsilon(a, b) \leq \frac{1}{\cos(\pi \delta/2)},$$

$$\forall a, b : M_\varphi e^{-\delta \varepsilon^2 q M_\varphi} \leq b \leq a \leq M_\varphi, \ \varepsilon \in (0, \varepsilon_{2.61}),$$

and we can find $\varepsilon_{2.115} = \varepsilon_{2.115}(M_\varphi, q, \lambda) \in (0, \varepsilon_{2.61})$ such that $M_\varphi \sqrt{2\nu_\varepsilon} < \pi/4$ and

$$\frac{1}{I_0(M_\varphi \sqrt{2\varepsilon^2 q})} \leq \kappa^0_\varepsilon(a, b) \leq \int_1^\infty (1 - t^2)^{-1/2} \cos(M_\varphi \sqrt{2\nu_\varepsilon} t) dt,$$

$$\forall a, b : 0 < a \leq b \leq M_\varphi, \ \varepsilon \in (0, \varepsilon_{2.115}).$$

Hence, under the choice of (2.110), the first condition in (2.103) holds for all $[g, d]$ such that $M_\varphi e^{-\delta \varepsilon^2 q M_\varphi} \leq g < d \leq M_\varphi$.

**Proof.** Since $\kappa_\varepsilon^q(a, b) \geq \mathbb{E}_a[e^{-\varepsilon^2 q T_b}]$, the lower bounds in (2.117) and (2.118) follow readily from Theorem 4.2 and the standard properties of $K_0$ and $I_0$: $K_0$ is decreasing, $I_0$ is increasing, and $I_0(0) = 1$.

The restrictions on $b$ in (2.114) and $\varepsilon$ in (2.114) and (2.115) are required for the upper bounds. Note that by (2.43),

$$\int_0^{T_b(\rho)} \overline{\mathbb{P}}^\varepsilon(\rho_v) dv \leq ||\overline{\mathbb{P}}^\varepsilon||_\infty \int_0^{T_{\log b}(\beta)} 1_{(-\infty, \log M_\varphi)}(\beta_v) e^{2\beta_v} dv,$$

(2.116)
where the last equality uses the assumption \( \text{supp}(\varphi) \subset [0, M\varphi] \). Hence, by Proposition 4.6,

\[
\kappa_2^b(a, b) \leq \frac{\cos \left( \log \left( \frac{M\varphi}{\pi M\varphi} \right) \sqrt{2\nu_b} \right)}{\cos \left( \log \left( \frac{M\varphi}{\pi M\varphi} \right) \sqrt{2\nu_b} \right)}, \quad \forall \ a, b : M\varphi e^{-\frac{\pi}{2\nu_b}} < b \leq a; \tag{2.117}
\]

\[
\kappa_0^b(a, b) \leq \frac{\int_{-1}^1 (1 - t^2)^{-1/2} \cos(a\sqrt{2\nu_b}t)dt}{\int_{-1}^1 (1 - t^2)^{-1/2} \cos(b\sqrt{2\nu_b}t)dt}, \quad \forall \ a, b : 0 < a \leq b < \frac{j_{0.1}}{\sqrt{2\nu_b}}. \tag{2.118}
\]

Since \( \log \left( \frac{M\varphi}{\pi M\varphi} \right) \sqrt{2\nu_b} \in [0, \pi/2] \) for \( b > M\varphi e^{-\frac{\pi}{2\nu_b}} \), we obtain the upper bound in (2.114) from (2.117) and the monotonicity of \( \theta \mapsto \cos(\theta) \) in \([0, \pi/2] \). To get (2.115), choose \( \varepsilon_{2.115} = \varepsilon_{2.115}(\|\varphi\|_\infty, M\varphi, \lambda) \in (0, \varepsilon_{2.61}) \) such that \( M\varphi < (\pi/4)/\sqrt{2\nu_b} \) for all \( \varepsilon \in (0, \varepsilon_{2.115}) \). Then for all these \( \varepsilon, t \in (-1, 1) \), and \( 0 < b \leq M\varphi \), we have \( b\sqrt{2\nu_b}|t| \leq M\varphi \sqrt{2\nu_b}|t| < \pi/4 \). By the monotonicity of \( \theta \mapsto \cos(\theta) \) in \([0, \pi/4] \) and in \((-\pi/4, 0) \), (2.118) is enough to get (2.115). The proof is complete. \( \blacksquare \)

Let us introduce some tools to be used repeatedly in the sequel. First, recall the following asymptotic behavior of the Macdonald function \( K_0(4.1) \):

\[
K_0(r) \sim \log r^{-1}, \quad r \to 0; \quad K_0(r) \sim \sqrt{\pi/(2r)}e^{-r}, \quad r \to \infty. \tag{2.119}
\]

[35, (5.16.4) and (5.16.5) on p.136]. We also need the identity:

\[
\int_{-\pi}^\pi \log |1 - re^{i\theta}|d\theta = 0, \quad \forall \ r \in [0, 1]. \tag{2.120}
\]

To see (2.120), note that it holds for all \( r \in [0, 1) \) by the mean-value property of \( \mathbb{C} \ni z \mapsto \log |1 - z| \) in the centered open disc with radius one. The identity extends to \( r = 1 \) by dominated convergence.

Our next goal is to validate the second condition of (2.103) by working with (2.107). We start with an asymptotic expansion of \( \Phi_b(e^{2q})^{-1} \).

**Lemma 2.16.** Given any \( q \in (0, \infty) \), there exist \( \varepsilon_{2.121} = \varepsilon_{2.121}(M\varphi, q) \in (0, \varepsilon_{2.61}) \) and a function \( \eta_{2.122}(\varepsilon) > 0 \) depending only on \( (M\varphi, q, \varepsilon) \) and tending to zero as \( \varepsilon \to 0 \), such that the following properties hold for all \( \varepsilon \in (0, \varepsilon_{2.121}) \) and \( b \in (0, M\varphi) \):

\[
\Phi_b(e^{2q})^{-1} = 2b \log e^{-1} + 2b \left( \frac{\log 2 - \log q}{2} - \log b - \gamma_{\text{EM}} \right) + R_{2.121}(q, b, \varepsilon), \tag{2.121}
\]

\[
|R_{2.121}(q, b, \varepsilon)| \lesssim b \cdot \eta_{2.122}(\varepsilon). \tag{2.122}
\]

**Proof.** By (2.101) and then polar coordinates with a change of variable in \( t \), we have

\[
\Phi_b(e^{2q})^{-1} = \int_0^\infty e^{-e^2q^t}Q_t(b, b)dt = \int_{-\pi}^\pi b \cdot \int_0^\infty \frac{e^{-t}}{2\pi t} \exp \left( -\frac{e^{2q^t}b^2|1 - e^{i\theta}|^2}{2t} \right) dt d\theta.
\]

Hence, by (2.119) and (4.4), we get

\[
\Phi_b(e^{2q})^{-1} = \int_{-\pi}^\pi \frac{1}{b} \log \frac{1}{e^{q^{1/2}b|1 - e^{i\theta}|}} d\theta + \int_{-\pi}^\pi \frac{1}{b} \left( \frac{\log 2}{2} - \gamma_{\text{EM}} \right) d\theta + R_{2.123}(q, b, \varepsilon) \tag{2.123}
\]

\[
= -2b \log q^{1/2} - 2b \log \varepsilon - 2b \log b - \frac{b}{\pi} \int_{-\pi}^\pi \log |1 - e^{i\theta}| d\theta
\]

\[
+ 2b \left( \frac{\log 2}{2} - \gamma_{\text{EM}} \right) + R_{2.123}(q, b, \varepsilon), \tag{2.124}
\]
where

\[ |R_{2.123}(q, b, \varepsilon)| \lesssim \left| \int_{\varepsilon q^{1/2} b |1 - e^{i\theta}| \geq 1} b \cdot \frac{1}{\pi} \left( \log \frac{2^{1/2}}{\varepsilon q^{1/2} b |1 - e^{i\theta}|} - \gamma_{\text{EM}} \right) d\theta \right| + \int_{\varepsilon q^{1/2} b |1 - e^{i\theta}| \geq 1} b \cdot e^{-\varepsilon q^{1/2} b |1 - e^{i\theta}|} d\theta + \int_{\varepsilon q^{1/2} b |1 - e^{i\theta}| < 1} b \cdot \varepsilon^2 q b^2 |1 - e^{i\theta}|^2 \log \frac{1}{\varepsilon q^{1/2} b |1 - e^{i\theta}|} d\theta. \]

To bound the right-hand side of the foregoing \( \lesssim \)-inequality, notice that \( \varepsilon q^{1/2} b |1 - e^{i\theta}| \geq 1 \) for some \( |\theta| \leq \pi \) implies \( \varepsilon q^{1/2} b |1 - e^{i\pi}| \geq 1 \), and \( \int_{0^+} |\log |1 - e^{i\theta}|| d\theta < \infty \) holds. Hence,

\[ |R_{2.123}(q, b, \varepsilon)| \lesssim b \mathbb{1}_{\{\varepsilon q^{1/2} b \geq 1/4\}} \left( \left| \log \frac{1}{\varepsilon q^{1/2} b} \right| + 1 \right) + b \cdot \varepsilon^2 q b^2 \left( \left| \log \frac{1}{\varepsilon q^{1/2} b} \right| + 1 \right). \]  

(2.125)

Finally, (2.121) follows from (2.124) and (2.120) if we set \( R_{2.121}(q, b, \varepsilon) = R_{2.123}(q, b, \varepsilon) \). Then (2.122) holds by (2.125) and the monotonicity of \( r^2 \log r^{-1} \) over \((0, e^{-1/2}]\). The proof is complete. ■

Next, we consider the following Green function that enters \( \Phi_b(\varepsilon^2 q, f_\varepsilon) \) via (2.107):

\[ \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) \mathbb{E}_{\rho_r}[e^{-\varepsilon^2 q T_b + A_\varepsilon(T_b)}] dr \right] = \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) \kappa_2^\varepsilon(\rho_r, b) dr \right], \]  

(2.126)

where we use the notation in (2.112). The asymptotic behavior of this term calls for the main technical considerations. We expand \( \kappa_2^\varepsilon \) in \( \varepsilon \). To this end, note that by the first equality in (2.5),

\[ e^{-\varepsilon^2 q T_b + A_\varepsilon(T_b)} = 1 + \int_0^{T_b} [-\varepsilon^2 q + f_\varepsilon(\rho_s)]e^{-\varepsilon^2 q (T_b - s) + f_\varepsilon(T_b - s)} ds, \]  

(2.127)

or equivalently,

\[ e^{-\varepsilon^2 q T_b + A_\varepsilon(T_b)} + \int_0^{T_b} \varepsilon^2 q e^{-\varepsilon^2 q (T_b - s) + f_\varepsilon(T_b - s)} ds = 1 + \int_0^{T_b} f_\varepsilon(\rho_s)e^{-\varepsilon^2 q (T_b - s) + f_\varepsilon(T_b - s)} ds. \]  

(2.128)

Taking expectations of both sides of (2.128) and applying the Markov property of \( (\rho_t) \) yield

\[ \kappa_2^\varepsilon(a, b) + \varepsilon^2 q \mathbb{E}_a \left[ \int_0^{T_b} \kappa_2^\varepsilon(\rho_s, b) ds \right] = 1 + \mathbb{E}_a \left[ \int_0^{T_b} f_\varepsilon(\rho_s) \kappa_2^\varepsilon(\rho_s, b) ds \right]. \]  

(2.129)

Applying (2.129) to the right-hand side of (2.126), we get

\[ \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) \kappa_2^\varepsilon(\rho_r, b) dr \right] + \text{III}_{2.130}(q, b, \varepsilon) = 1 - \text{I}_{2.130}(q, b, \varepsilon) - \text{II}_{2.130}(q, b, \varepsilon), \]  

(2.130)

where

\[ \text{I}_{2.130}(q, b, \varepsilon) = \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) dr \right], \]

\[ \text{II}_{2.130}(q, b, \varepsilon) = -\mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) \mathbb{E}_{\rho_r} \left[ \int_0^{T_b} f_\varepsilon(\rho_s) \kappa_2^\varepsilon(\rho_s, b) ds \right] dr \right], \]

\[ \text{III}_{2.130}(q, b, \varepsilon) = \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) e^2 q \mathbb{E}_{\rho_r} \left[ \int_0^{T_b} \kappa_2^\varepsilon(\rho_s, b) ds \right] dr \right]. \]
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Lemma 2.17. (1°) It holds that

\[
\sup_{a,b:0<\epsilon_0 \leq b \leq M_\phi} E_a \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] \leq C(M_\phi), \quad \forall \varepsilon \in (0, \varepsilon_{2.115}). \quad (2.131)
\]

(2°) Given any \( q \in (0, \infty) \) and \( \delta \in (0, 1) \), we can find a function \( \eta_{2.132}(\varepsilon) > 0 \) depending only on \( (M_\phi, q, \delta, \lambda, \varepsilon) \) and tending to zero as \( \varepsilon \to 0 \), such that, for all \( \varepsilon \in (0, \varepsilon_{2.61}) \),

\[
\sup_{a,b: \epsilon_0 e^{-\rho_\varepsilon} \leq b < a \leq M_\phi} \left| \frac{\log \varepsilon^{-1} \cdot \varepsilon^2 q}{\log a - \log b} E_a \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] - 1 \right| \leq \eta_{2.132}(\varepsilon), \quad (2.132)
\]

where \( \nu_\varepsilon \) and \( \beta_\varepsilon \) are defined in (2.113).

Proof. (1°) By (2.40) and (2.115), we have, for all \( \varepsilon \in (0, \varepsilon_{2.115}) \) and \( 0 < a \leq b \leq M_\phi \),

\[
E_a \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] \leq 2 \int_a^b (\log b - \log r) rd\!r + 2(\log b - \log a) \int_0^a rd\!r
\]

\[
= 2 \log b \int_0^b rd\!r - 2 \int_a^b (\log r) rd\!r - 2 \log a \int_0^a rd\!r,
\]

which is enough for (2.131).

(2°) The proof of (2.132) considers the following identity from (2.41): for \( 0 < b \leq a < \infty \),

\[
(\log \varepsilon^{-1}) \cdot \varepsilon^2 q \cdot E_a \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] = (\log \varepsilon^{-1}) \cdot 2\varepsilon^2 q \cdot (\log a - \log b) \int_0^a \kappa_\varepsilon^q(r, b) rd\!r
\]

\[
+ (\log \varepsilon^{-1}) \cdot 2\varepsilon^2 q \cdot \int_b^a (\log r - \log b) \kappa_\varepsilon^q(r, b) rd\!r. \quad (2.133)
\]

For all \( \varepsilon \in (0, \varepsilon_{2.61}) \) and all \( a, b \) such that \( M_\phi e^{-\delta \log \varepsilon} \leq b < a \leq M_\phi \), the upper bound in (2.114) shows that the last term in (2.133) satisfies

\[
(\log \varepsilon^{-1}) \cdot 2\varepsilon^2 q \cdot \int_b^a (\log r - \log b) \kappa_\varepsilon^q(r, b) rd\!r \leq (\log \varepsilon^{-1}) \cdot \varepsilon^2 q \cdot C(M_\phi, \delta) (\log a - \log b). \quad (2.134)
\]

For the first term on the right-hand side of (2.133), it remains to estimate

\[
(\log \varepsilon^{-1}) \cdot 2\varepsilon^2 q \cdot \int_0^a \kappa_\varepsilon^q(r, b) rd\!r. \quad (2.135)
\]

Consider two-sided bounds of \( \kappa_\varepsilon^q(r, b) \) as follows. For any \( \varepsilon \in (0, \varepsilon_{2.61}) \), we extend \( \beta_\varepsilon \) in (2.113) to a pair of Hölder conjugates \( (\alpha_\varepsilon, \beta_\varepsilon) \) defined by

\[
\alpha_\varepsilon = [1 - (\log \varepsilon^{-1})^{-2}]^{-1}, \quad \beta_\varepsilon = (\log \varepsilon^{-1})^2. \quad (2.136)
\]

As in the proof of Lemma 2.15, it follows from Theorem 4.2 and Proposition 4.6, for all \( b \) such that \( M_\phi e^{-\delta \log \varepsilon} \leq b \leq M_\phi \), \( b \leq r < \infty \), and \( \varepsilon \in (0, \varepsilon_{2.61}) \),

\[
\frac{K_0(r \sqrt{2\varepsilon^2 q})}{K_0(b \sqrt{2\varepsilon^2 q})} \leq \frac{K_0(r \sqrt{2\alpha_\varepsilon \varepsilon^2 q})}{K_0(b \sqrt{2\alpha_\varepsilon \varepsilon^2 q})} \frac{1}{\cos(\pi \delta/2)^{1/\beta_\varepsilon}}.
\]
Here, the upper bound follows from Hölder’s inequality and the argument in the proof of (2.114) (with \( \nu_\varepsilon \) replaced by \( \nu_\varepsilon \beta_\varepsilon \) in (2.117)). Moreover, since \( K_0 \) is strictly decreasing, the foregoing display implies

\[
\frac{K_0(r\sqrt{2\varepsilon^2 q})}{K_0(M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \leq \kappa^q_\varepsilon(r, b) \leq \left( \frac{K_0(r\sqrt{2\alpha \varepsilon \delta^2 q})}{K_0(M_\varepsilon \sqrt{2\alpha \varepsilon \delta^2 q})} \right)^{1/\alpha_\varepsilon} \frac{1}{\cos(\pi \delta/2)^{1/\beta_\varepsilon}}. \tag{2.137}
\]

Now, consider a lower bound of the term in (2.135). By the lower bound in (2.137), for all \( a, b \) such that \( M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \leq b \leq a \leq M_\varepsilon \) and \( \varepsilon \in (0, \pi/2) \),

\[
(\log^{-1} \cdot 2\varepsilon^2 q \cdot \int_a^\infty \kappa^q_\varepsilon(r, b)dr \geq \log^{-1} \cdot 2\varepsilon^2 q \cdot \int_a^\infty \frac{K_0(r\sqrt{2\varepsilon^2 q})rdr}{K_0(M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \sqrt{2\varepsilon^2 q} )
= \log^{-1} \cdot \frac{a\sqrt{2\varepsilon^2 q}K_1(a\sqrt{2\varepsilon^2 q})}{K_0(M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \sqrt{2\varepsilon^2 q} )\geq \log^{-1} \cdot \frac{1 - \int_0^\infty e^{-s} \int_0^{M_\varepsilon^2(2\varepsilon^2 q)/(4s)} e^{-v}dvds}{K_0(M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \sqrt{2\varepsilon^2 q} ), \tag{2.138}
\]

where the equality and the second inequality follow from

\[
\frac{d}{dr}[rK_1(r)] = -rK_0(r) \quad \text{and} \quad rK_1(r) = \int_0^\infty e^{-s}d\int_0^\infty e^{-v}dvds, \tag{2.139}
\]

respectively. See [35, (5.7.9) on p.110] and (4.5) for the identities in (2.139). To use the bound in (2.138), note that the asymptotic expansion of \( K_0(\sqrt{2}r) \) for \( r \to 0 \) in (4.4) gives, for all \( \varepsilon \in (0, \pi/2) \),

\[
K_0(M_\varepsilon e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \sqrt{2\varepsilon^2 q} ) = \log( e^{-\frac{\delta}{2\sqrt{2\alpha \varepsilon \delta}}}} \sqrt{\varepsilon^2 q})^{-1} + R_2.140 = \frac{\delta \pi}{2\sqrt{2\alpha \varepsilon \delta}} + \log \varepsilon^{-1} + R_2.140, \tag{2.140}
\]

where \( |R_2.140| \lesssim C(M_\varepsilon, q, \delta, \lambda) \). Hence, the right-hand side of (2.138) depends only on \((M_\varepsilon, q, \delta, \lambda, \varepsilon)\) and tends to 1 as \( \varepsilon \to 0 \).

To get an upper bound of the term in (2.135), note that the other inequality in (2.137) gives

\[
\log^{-1} \cdot 2\varepsilon^2 q \cdot \int_a^\infty \kappa^q_\varepsilon(r, b)dr
\leq \log^{-1} \cdot 2\varepsilon^2 q \cdot \int_a^\infty \left( \frac{K_0(r\sqrt{2\alpha \varepsilon \delta^2 q})}{K_0(M_\varepsilon \sqrt{2\alpha \varepsilon \delta^2 q})} \right)^{1/\alpha_\varepsilon} rdr \cdot \frac{1}{\cos(\pi \delta/2)^{1/\beta_\varepsilon}}
= \frac{\log^{-1}}{K_0(M_\varepsilon \sqrt{2\alpha \varepsilon \delta^2 q})^{1/\alpha_\varepsilon}} \cdot \frac{1}{\alpha_\varepsilon} \int_0^\infty K_0(r)^{1/\alpha_\varepsilon} rdr \cdot \frac{1}{\cos(\pi \delta/2)^{1/\beta_\varepsilon}}. \tag{2.141}
\]

For the right-hand side of (2.141), note that \( 1/\alpha_\varepsilon = 1 - (\log \log^{-1} - 2 \) by (2.136). Hence, by the asymptotic behavior of \( K_0(r) \) as \( r \to 0 \) in (2.119),

\[
\frac{\log^{-1}}{K_0(M_\varepsilon \sqrt{2\alpha \varepsilon \delta^2 q})^{1/\alpha_\varepsilon}} = \frac{(\log^{-1})^{1 - 1/\alpha_\varepsilon}}{[K_0(M_\varepsilon \sqrt{2\alpha \varepsilon \delta^2 q})/\log \varepsilon^{-1}]^{1/\alpha_\varepsilon}} \xrightarrow{\varepsilon \to 0} 1. \tag{2.142}
\]

Additionally, by (2.119), dominated convergence, and (2.139), it holds that

\[
\frac{1}{\alpha_\varepsilon} \int_0^\infty K_0(r)^{1/\alpha_\varepsilon} rdr \xrightarrow{\varepsilon \to 0} \int_0^\infty K_0(r) rdr = 1. \tag{2.143}
\]
The right-hand side of (2.141) depends only on \((M_\varphi, q, \delta, \varepsilon)\) and tends to 1 by (2.142) and (2.143).
Now, we obtain from the above implications of (2.138) and (2.141) that
\[
\sup_{a, b: M_\varphi e^{-\delta_\varphi \sqrt{2\nu_\varphi}} \leq b < a \leq M_\varphi} \left| \log \varepsilon^{-1} \cdot 2\varepsilon^2 q \cdot \int_a^\infty K^q_\varepsilon(r, b) r dr - 1 \right| \leq \eta_{2.144}(\varepsilon), \quad \forall \varepsilon \in (0, \bar{\varepsilon}_{2.61}),
\]
(2.144)
where \(\eta_{2.144}(\varepsilon)\) satisfies the same property of \(\eta_{2.132}(\varepsilon)\) in the statement of the present lemma. Combining (2.133), (2.143) and (2.144), we obtain the required estimate in (2.132).

Recall for the last time that \(\nu_\varepsilon\) and \(\beta_\varepsilon\) are defined in (2.113).

**Lemma 2.18.** Let \(\delta_\varepsilon \downarrow 0\) with \(\delta_\varepsilon/\sqrt{2\nu_\varphi \beta_\varphi} \to \infty\) as \(\varepsilon \to 0\) and \(\delta_\varepsilon/\sqrt{2\nu_\varphi \beta_\varphi} \lesssim C(\|\varphi\|, \lambda) (\log \varepsilon^{-1})^{1/3}\). Then for all \(q \in (0, \infty)\), \(\varepsilon \in (0, \varepsilon(M_\varphi, q, \lambda, \bar{\varepsilon}_{2.61})\) and \(b \in (0, \infty)\) such that \(M_\varphi e^{-\delta_\varphi \sqrt{2\nu_\varphi \beta_\varphi}} \leq b \leq M_\varphi\), the following asymptotic expansions hold:

\[
\begin{align*}
I_{2.130}(q, b, \varepsilon) &= \frac{-2}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \left[ \left( \log \frac{2^{1/2}}{q^{1/2}|b-z|} + \lambda - \gamma_{EM} \right) \varphi(|z|) + 2\pi \varphi(\varepsilon) \left( |z| \right) \right] dz \\
+ R_{2.145}(q, b, \varepsilon), \\
II_{2.130}(q, b, \varepsilon) &= \frac{-4\pi}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \varphi(|z|) E_{z} \left[ \int_0^{T_b} \varphi(\rho_s) ds \right] dz + R_{2.146}(q, b, \varepsilon), \\
III_{2.130}(q, b, \varepsilon) &= \frac{2}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \varphi(|z|) \log^+(|z|/b) dz + R_{2.147}(q, b, \varepsilon).
\end{align*}
\]
(In (2.145), \(b\) and \(z\) are identified as complex numbers.) Here, for \(\eta_{2.149}(\varepsilon)\) and \(\eta_{2.150}(\varepsilon) > 0\) depending only on \((\|\varphi\|, M_\varphi, q, \lambda, \delta_\varepsilon, \varepsilon)\) and tending to zero as \(\varepsilon \to 0\), the remainders in (2.145)–(2.147) satisfy

\[
\begin{align*}
|R_{2.145}(q, b, \varepsilon)| &\lesssim \frac{C(\|\varphi\|, M_\varphi, q, \lambda)}{(\log \varepsilon^{-1})^2}, \\
|R_{2.146}(q, b, \varepsilon)| &\lesssim \frac{1}{\log \varepsilon^{-1}} \left( \int_{\mathbb{R}^2} \varphi(|z|) E_{z} \left[ \int_0^{T_b} \varphi(\rho_s) ds \right] dz \right) \eta_{2.149}(\varepsilon) + \frac{C(\|\varphi\|, M_\varphi, q, \lambda)}{(\log \varepsilon^{-1})^{5/3}}, \\
|R_{2.147}(q, b, \varepsilon)| &\lesssim \frac{1}{\log \varepsilon^{-1}} \left( \int_{\mathbb{R}^2} \varphi(|z|) \log^+(|z|/b) dz \right) \eta_{2.150}(\varepsilon) + \frac{C(\|\varphi\|, M_\varphi, q, \lambda)}{(\log \varepsilon^{-1})^{5/3}}.
\end{align*}
\]

**Proof.** We start with some general asymptotic expansions. As \(\varepsilon q^{1/2}|b-z| \to 0\), (4.4) shows

\[
\int_0^\infty \frac{e^{-\varepsilon^2 qt}}{2\pi t} \exp \left( -\frac{|b-z|^2}{2t} \right) dt \\
= \frac{\log \varepsilon^{-1}}{\pi} + \frac{1}{\pi} \left( \log \frac{2^{1/2}}{q^{1/2}|b-z|} - \gamma_{EM} \right) + O \left( \varepsilon^2 q|b-z|^2 \log \frac{1}{\varepsilon q^{1/2}|b-z|} \right).
\]
(2.151)
Recall the definition of \(\bar{\varphi}_\varepsilon\) in (2.60) and the definition of \(f_\varepsilon\) in (2.110). By (2.119) and (2.151), for \(\varepsilon \in (0, \bar{\varepsilon}_{2.61})\) and bounded \(h_{b, \varepsilon}\) to be chosen,

\[
E_b \left[ \int_0^\infty e^{-\varepsilon^2 qr} f_\varepsilon(\rho_r) h_{b, \varepsilon}(\rho_r) dr \right]
\]
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To proceed, we simplify (2.152) to an expansion in $1/\log \varepsilon^{-1}$ up to the first order:

\[
\begin{aligned}
&= \left(2 + \frac{2\lambda}{\log \varepsilon^{-1}}\right) \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \\
&\quad + \left(2 + \frac{2\lambda}{\log \varepsilon^{-1}}\right) \left(\frac{2\pi}{\log \varepsilon^{-1}} + \frac{2\pi \lambda}{(\log \varepsilon^{-1})^2}\right) \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \\
&\quad + \left(2 + \frac{2\lambda}{\log \varepsilon^{-1}} + \frac{2\lambda}{(\log \varepsilon^{-1})^2}\right) \int_{\mathbb{R}^2} \left(\log \frac{2^{1/2}}{q^{1/2}|b-z|} - \gamma_{\text{EM}}\right) \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \\
&\quad + R_{2.152}(h_{b,\varepsilon}, q, b, \varepsilon).
\end{aligned}
\]  

Let us explain the term $R_{2.152}(h_{b,\varepsilon}, q, b, \varepsilon)$. It considers the $O$-term in (2.151) after integrating against $\mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|)$ and takes a form similar to $R_{2.123}(q, b, \varepsilon)$ from using (2.119):

\[
|R_{2.152}(h_{b,\varepsilon}, q, b, \varepsilon)| \leq \left| \frac{\Lambda_\varepsilon}{\pi} \int_{|z| \geq \frac{1}{2}} - \log \left(1 + \frac{1}{2 \gamma_{\text{EM}}} \right) \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \right| \\
+ \frac{\Lambda_\varepsilon}{\pi} \int_{|z| \leq \frac{1}{2}} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \\
+ \frac{\Lambda_\varepsilon}{\pi} \int_{|z| \geq \frac{1}{2}} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz.
\]

Since $\mathcal{E}$ has a support in $[0, M_\varphi]$, for all $b \in (0, M_\varphi]$ and $\varepsilon \in (0, \varepsilon_{2.154}(M_\varphi, q) \land \varepsilon_{2.61})$, the first two terms on the right-hand side of the foregoing inequality are zero. We get

\[
|R_{2.152}(h_{b,\varepsilon}, q, b, \varepsilon)| \leq C(M_\varphi, q) \Lambda_\varepsilon \cdot \varepsilon^2 \log \varepsilon^{-1} \cdot \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz.
\]  

From now on to the end of this proof, we only consider $b \in (0, \infty)$, $\varepsilon \in (0, \varepsilon_{2.154})$, and $z$ such that $M_\varphi \varepsilon^{-\delta_{2.154}} \leq b \leq M_\varphi$. A supremum taken over $b, z$ is subject to the same conditions.

To proceed, we simplify (2.153) to an expansion in $1/\log \varepsilon^{-1}$ up to the first order:

\[
\mathbb{E}_b \left[ \int_0^\infty e^{-2\gamma_r} f_\gamma(\rho_r) h_{b,\varepsilon}(\rho_r) \, dr \right] = 2 \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(|z|) h_{b,\varepsilon}(|z|) \, dz \\
+ \frac{2}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \left[ \log \left(\frac{2^{1/2}}{q^{1/2}|b-z|} + \lambda - \gamma_{\text{EM}}\right) \mathcal{E}(\varphi)(|z|) + 2\pi \mathcal{E}(\varphi)(|z|) \right] h_{b,\varepsilon}(|z|) \, dz \\
+ R_{2.155}(h_{b,\varepsilon}, q, b, \varepsilon),
\]

where the last two terms in (2.155) can be bounded as follows:

\[
\sup_b \left| \frac{2}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \left[ \log \left(\frac{2^{1/2}}{q^{1/2}|b-z|} + \lambda - \gamma_{\text{EM}}\right) \mathcal{E}(\varphi)(|z|) + 2\pi \mathcal{E}(\varphi)(|z|) \right] h_{b,\varepsilon}(|z|) \, dz \right| \\
\leq \frac{C(\|\varphi\|_\infty, M_\varphi, q, \lambda)}{\log \varepsilon^{-1}} \sup_{b, z} |h_{b,\varepsilon}(|z|)|,
\]

\[
\sup_b |R_{2.155}(h_{b,\varepsilon}, q, b, \varepsilon)| \leq \frac{C(\|\varphi\|_\infty, M_\varphi, q, \lambda)}{(\log \varepsilon^{-1})^2} \sup_{b, z} |h_{b,\varepsilon}(|z|)|,
\]

\[
(2.157)
\]
where the last inequality uses (2.154). We work with (2.155)–(2.157) in the following three steps.

**Step 1.** For \( I_{2.130}(q, b, \varepsilon) \), take \( h_{b, \varepsilon} \equiv -1 \). Since \( \int \varphi = 1/2 \), (2.155) gives

\[
I_{2.130}(q, b, \varepsilon) = -\frac{2}{\log \varepsilon^{-1}} \int_{\mathbb{R}^2} \left( \log \frac{2^{1/2}}{q^{1/2}|b - z|} + \lambda - \gamma_{EM} \right) \varphi(|z|) + 2\pi \mathcal{E}(\varphi)(|z|) \right) dz + R_{2.155}(-1, q, b, \varepsilon),
\]

which proves (2.145) by using (2.157).

**Step 2.** For \( II_{2.130}(q, b, \varepsilon) \), we take

\[
h_{b, \varepsilon}(|z|) = -\Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right].
\]

In this case, we only consider the leading order term on the right-hand side of (2.155). So we need to bound \( \sup_{b, z} |h_{b, \varepsilon}(|z|)| \) for the right-hand sides of (2.156) and (2.157). These two terms are given by

\[
-2 \int_{\mathbb{R}^2} \varphi(|z|) \cdot \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right] dz \quad \& \quad \sup_{b, z} \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right].
\]

On one hand, by (2.41), for \( b, z \) in the range specified above with \( b \leq |z| \),

\[
\mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) ds \right] \leq C(\|\varphi\|_{\infty}, M_{\varphi}) \left( \log M_{\varphi} - \log M_{\varphi} e^{-\delta_{\varepsilon} \pi \sqrt{\nu_{\varepsilon} \beta_{\varepsilon}}} \right) = C(\|\varphi\|_{\infty}, M_{\varphi}) \delta_{\varepsilon} \frac{\pi}{2 \sqrt{\nu_{\varepsilon} \beta_{\varepsilon}}}.
\]

Recall that \( \delta_{\varepsilon} \) is chosen in the statement of the present lemma. The bound in (2.161) also applies in the case of \( |z| \leq b \) by (2.131). We get

\[
\sup_{b, z} \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right] \leq C(\|\varphi\|_{\infty}, M_{\varphi}) \sup_{b, z} \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right]
\]

\[
\leq C(\|\varphi\|_{\infty}, M_{\varphi}, q, \lambda) \frac{\pi}{(\log \varepsilon^{-1})^{2/3}}
\]

by the choice of \( \delta_{\varepsilon} \). On the other hand, for the first term in (2.160), we have the replacement:

\[
\left| \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) ds \right] - \frac{2\pi}{\log \varepsilon^{-1}} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) ds \right] \right|
\]

\[
\leq \frac{1}{\log \varepsilon^{-1}} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) \kappa_{\varepsilon}^{q}(\rho, b) - 1 ds \right] + C(\|\varphi\|_{\infty}, M_{\varphi}) \Lambda_{\varepsilon} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) ds \right]
\]

\[
\leq \frac{1}{\log \varepsilon^{-1}} \mathcal{E}_{|z|} \left[ \int_{0}^{T_{b}} \varphi(\rho) ds \right] \eta_{2.163}(\varepsilon),
\]

where \( \eta_{2.163}(\varepsilon) > 0 \) depends only on \( (M_{\varphi}, q, \lambda, \delta_{\varepsilon}, \varepsilon) \) and tends to zero as \( \varepsilon \to 0 \). To justify these properties of \( \eta_{2.163}(\varepsilon) \), we use Lemma 2.15 and (2.162). In using this lemma, recall that \( \varphi \) has a support in \([0, M_{\varphi}]\) and 0 is polar under BES\(^2\). We also need the asymptotic behavior of \( K_{0} \) as in the proof of Lemma 2.17 (cf. (2.140)), the continuity of \( I_{0} \) with \( I_{0}(0) = 1 \), and the assumption \( \delta_{\varepsilon} \to 0 \).
In summary, according to (2.163), we replace the first term in (2.160) by the first term on the right-hand side of (2.146). Then take \( \eta_{2.149}(\varepsilon) = \eta_{2.163}(\varepsilon) \). The right-hand side of (2.163) leads to the first term on the right-hand side of (2.149). The last term in (2.149) follows upon applying (2.162) to (2.156) and (2.157).

**Step 3.** The proof of the required asymptotic expansion of III\(_{2.130}(q, b, \varepsilon)\) is similar. In this case, take

\[
h_{b, \varepsilon}(|z|) = \varepsilon^2 q E_{|z|} \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right].
\]

In contrast to the two terms in (2.160) for Step 2, now consider

\[
2 \int_{\mathbb{R}^2} \mathcal{E}(|z|) \cdot \varepsilon^2 q E_{|z|} \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] dz + \sup_{b, z} \varepsilon^2 q E_{|z|} \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] (2.164)
\]

for the application of (2.155)–(2.157).

By Lemma 2.17, we have

\[
\left| \varepsilon^2 q E_{|z|} \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] - \frac{\log^+ (|z|/b)}{\log \varepsilon^{-1}} \right| \leq \frac{\log^+ (|z|/b)}{\log \varepsilon^{-1}} \eta_{2.132}(\varepsilon) + \varepsilon^2 C(\varphi, q). (2.165)
\]

Hence, as in (2.161), we have

\[
\sup_{b, z} \varepsilon^2 q E_{|z|} \left[ \int_0^{T_b} \kappa_\varepsilon^q(\rho_s, b) ds \right] \leq \frac{C(\|\varphi\|_{\infty}, M\varphi, q, \lambda)}{(\log \varepsilon^{-1})^{2/3}}. (2.166)
\]

To complete the proof of (2.147), the remaining details follow similarly as in the summary of Step 2. The proof is complete.

We calculate the sum of the first terms on the right-hand sides of (2.145)–(2.147). For all \( b \in (0, \infty) \),

\[
I_{2.167}(q) \overset{\text{def}}{=} -2 \int_{\mathbb{R}^2} \left[ \left( \log \frac{2^{1/2}}{q^{1/2}|b - z|} + \lambda - \gamma_{\text{EM}} \right) \mathcal{E}(|z|) + 2\pi \overline{\mathcal{E}(\varphi)(|z|)} \right] dz + 4\pi \int_{\mathbb{R}^2} \mathcal{E}(|z|) \mathcal{E}_{|z|} \left[ \int_0^{T_b} \mathcal{E}(\rho_s) ds \right] dz + 2 \int_{\mathbb{R}^2} \mathcal{E}(|z|) \log^+ (|z|/b) dz. (2.167)
\]

We stress that \( I_{2.167}(q) \) does not depend on \( b \). This property is a consequence of the following lemma.

**Lemma 2.19.** For all \( q \in (0, \infty) \) and \( b \in (0, \infty) \),

\[
I_{2.167}(q) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \left( \log |z - z'| \phi(z)\phi(z') dz dz' - (\log 2 + \lambda - \gamma_{\text{EM}}) - \frac{\log q}{2} \right). (2.168)
\]

Hence, \( I_{2.167}(q) = (1/2) \log(q/\beta) \), where \( \beta \) is defined by (1.4).

**Proof.** We start with the introduction of the central identity for this proof. Let \( S_b \) denote the circle in \( \mathbb{C} \) centered at the origin and with radius \( b \), and let \( g_A(z, z') \) and \( h_A(z, dz') \) be defined by

\[
\mathbb{P}_z^W \left[ \int_0^{H_A} f(W_t) dt \right] = \int_{\mathbb{R}^2} f(z') g_A(z, z') dz', \quad h_A(z, dz') = \mathbb{P}_z^W (H_A < \infty, W_{H_A} \in dz')
\]
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for \( H_A = \inf \{ t > 0; W_t \in A \} \). Then the fundamental identity for logarithmic potentials stated in [40, p.71] shows
\[
\frac{1}{\pi} \log \frac{1}{|z - z'|} = g_{S_b}(z, z') + \int h_{S_b}(z, dz'') \frac{1}{\pi} \log \frac{1}{|z'' - z'|} - \frac{1}{\pi} \log^+(|z|/b), \quad z, z' \in \mathbb{R}^2. \tag{2.169}
\]

Here, we specialize the identity to \( S_t \) and state the identity by incorporating the explicit formulas in [40, Eq. (1) on p. 70 and Proposition 4.9 on p.75].

Let us calculate some integrals in \( I_{2.167}(q) \). Write the sum of the last two terms in (2.167) as
\[
-4\pi \int_{\mathbb{R}^2} \nabla(|z|) E_{|z|} \left[ \int_0^{T_b} \nabla(\rho_s) ds \right] dc + 2 \int_{\mathbb{R}^2} \nabla(|z|) \log^+ (|z|/b) dc
= -4\pi \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) g_{S_b}(z, z') dc' dc + 4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) \log^+ (|z|/b) dc' dc
= -4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) \log \frac{1}{|z - z'|} dc' dc + 4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) \int h_{S_b}(z, dz'') \log \frac{1}{|z'' - z'|} dc' dc,
\]
where the first equality uses \( \int \varphi = 1/2 \), and the second equality follows from (2.169). By the definition of \( h_{S_b} \), the last integral can be written as
\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) \int h_{S_b}(z, dz'') \log \frac{1}{|z'' - z'|} dc' dc
= \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) E_{|z|} \left[ \log \frac{1}{W_{H_{S_b}} - z'} \right] dc' dc
= \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) E_{|z|} \left[ \log \frac{1}{\rho_{H_{S_b}} - z'} \right] dc' dc = \frac{1}{2} \int_{\mathbb{R}^2} \nabla(|z'|) \log \frac{1}{|b - z'|} dc',
\]
where the second equality uses \( \nabla(|z'|) \) to remove the angular part of \( W_{H_{S_b}} \). From the last two displays,
\[
-4\pi \int_{\mathbb{R}^2} \nabla(|z|) E_{|z|} \left[ \int_0^{T_b} \nabla(\rho_s) ds \right] dc + 2 \int_{\mathbb{R}^2} \nabla(|z|) \log^+ (|z|/b) dc
= 4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \nabla(|z|) \nabla(|z'|) \log |z - z'| dc' dc + 2 \int_{\mathbb{R}^2} dc' \nabla(|z'|) \log \frac{1}{|b - z'|}. \tag{2.170}
\]

Additionally, for \( \mathcal{E}(\varphi) \) defined by (2.56), we have
\[
-4\pi \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(|z|) dc = -4\pi \int_{\mathbb{R}^2} \mathcal{E}(\varphi)(z) dc = 4 \int_{\mathbb{R}^2} \varphi(z) \int_{\mathbb{R}^2} \varphi(z') \log |z - z'| dc' dc. \tag{2.171}
\]

We are ready to prove the required identity. Applying (2.120), (2.170), and (2.171) to (2.167) yields that
\[
\mathcal{I}_{2.167}(q) = 4 \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \varphi(z) \varphi(z') \log |z - z'| dc' dc - 2 \int_{\mathbb{R}^2} \left( \frac{\log 2 - \log q}{2} + \lambda - \gamma_{EM} \right) \nabla(|z|) dc
= \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \varphi(z) \varphi(z') \log |z| \sqrt{2} - z'/\sqrt{2} dc' dc - \left( \frac{\log 2 - \log q}{2} + \lambda - \gamma_{EM} \right)
= \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \varphi(z) \varphi(z') \log |z - z'| dc' dc - \left( \frac{\log 4 - \log q}{2} + \lambda - \gamma_{EM} \right),
\]
as required in (2.168).
For the proof of the following lemma, we can choose \(q_{2.167} = q_{2.167}(\|\varphi\|_\infty, M_\varphi, \lambda) \in (0, \infty)\) such that the first term on the right-hand side of (2.167) is positive and \(I_{2.167}((q_{2.167})) > 0\). Note that \(I_{2.167}(q)\) is strictly increasing in \(q\).

**Lemma 2.20 (Verification of the second condition of (2.103)).** Choose \(\delta_\varepsilon\) as in the statement of Lemma 2.18. Then for all \(q \in (q_{2.167}, \infty)\), there exists \(\varepsilon_{2.172} = \varepsilon_{2.172}(\|\varphi\|_\infty, M_\varphi, q, \lambda) \in (0, \varepsilon_{2.61})\) such that

\[
\Phi_b(\varepsilon^2 q, f_\varepsilon) \in (0, \infty) \quad \& \quad \frac{\Lambda^2}{\Phi_b(\varepsilon^2 q, f_\varepsilon)} = \frac{8\pi^2 b}{I_{2.167}(q)} + R_{2.172}(q, b, \varepsilon) \tag{2.172}
\]

for all \(\varepsilon \in (0, \varepsilon_{2.172})\) and all \(b\) satisfying the following condition:

\[
M_\varphi(e^{-\delta_\varepsilon \frac{q}{2\nu q \varepsilon}} \vee e^{-q_{2.149}(\varepsilon)^{-1/2}} \vee e^{-q_{2.150}(\varepsilon)^{-1/2}}) \leq b \leq M_\varphi. \tag{2.173}
\]

Here, the supremum of \(|R_{2.172}(q, b, \varepsilon)|\) over \(b\) of the range in (2.173) is bounded and tends to zero as \(\varepsilon \to 0\). Hence, under the choice of (2.110), the second condition in (2.103) holds for all \([g, d] \subseteq [M_\varphi e^{-\delta_\varepsilon \frac{q}{2\nu q \varepsilon}}, M_\varphi]\) and all \(q \in (q_{2.167}, \infty)\).

**Proof.** Apply (2.145)–(2.147) to (2.130). For all \(q \in (q_{2.167}, \infty), b\) and \(\varepsilon \in (0, \varepsilon_{2.154})\) such that \(M_\varphi e^{-\delta_\varepsilon \frac{q}{2\nu q \varepsilon \varepsilon}} \leq b \leq M_\varphi\), we can write

\[
1 - \mathbb{E}_b \left[ \int_0^\infty e^{-\varepsilon^2 q r} f_\varepsilon(\rho_r) \kappa^q(\rho_r, b) d\rho_r \right] = \frac{I_{2.167}(q)}{\log \varepsilon^{-1}} + R_{2.145}(q, b, \varepsilon) + R_{2.146}(q, b, \varepsilon) + R_{2.147}(q, b, \varepsilon). \tag{2.174}
\]

Here, for every fixed \(q\), it follows from (2.148)–(2.150) that

\[
\log \varepsilon^{-1} \cdot \sup_b |R_{2.145}(q, b, \varepsilon) + R_{2.146}(q, b, \varepsilon) + R_{2.147}(q, b, \varepsilon)| \xrightarrow[\varepsilon \to 0]{} 0, \tag{2.175}
\]

where \(b\) ranges over (2.173). In particular, the terms \(e^{-q_{2.149}(\varepsilon)^{-1/2}}\) and \(e^{-q_{2.150}(\varepsilon)^{-1/2}}\) in (2.173) are chosen to satisfy (2.175) as bound the \(b\)'s in the first terms in the bounds of \(R_{2.146}(q, b, \varepsilon)\) and \(R_{2.147}(q, b, \varepsilon)\). See also (2.40) and (2.41) for bounding that term of \(R_{2.146}(q, b, \varepsilon)\).

By the last two displays, (2.175), and Proposition 2.14, we obtain the strict positivity of \(\Phi_b(\varepsilon^2 q, f_\varepsilon) \in (0, \infty)\) for all \(q \in (q_{2.167}, \infty)\) and \(\varepsilon \in (0, \varepsilon_{2.61})\).

To obtain the expansion in (2.172), note that applying Lemma 2.16 and (2.174) to (2.107) gives

\[
\frac{\Lambda^2}{\Phi_b(\varepsilon^2 q, f_\varepsilon)} \sim \frac{4\pi^2}{(\log \varepsilon^{-1})^2} \cdot 2b \log \varepsilon^{-1} \cdot \frac{\log \varepsilon^{-1}}{I_{2.167}(q)} = \frac{8\pi^2 b}{I_{2.167}(q)}. \tag{2.176}
\]

We still need to quantify the convergence rate for the above approximation and prove the asserted properties of \(R_{2.172}(q, b, \varepsilon)\). To this end, we use the decomposition in (2.174) and the rate of convergence in (2.175) in the elementary form of the resolvent equation \(A^{-1} - (A - \varepsilon)^{-1} = -\varepsilon [A(A - \varepsilon)^{-1}] \) for the left-hand side of (2.174). For this term and the term \(\Phi_b(\varepsilon^2 q, f_\varepsilon)^{-1}\) by (2.122), the growth of \(|\log b|\) can be controlled again by restricting \(b\) to the range in (2.173). The proof is complete.

**Proposition 2.21.** For all \(q \in (q(\varphi, \lambda), \infty)\),

\[
\lim_{\varepsilon \to 0} \sup_{\|\varphi\|_\infty < |y| \leq M_\varphi} \left| \mathbb{P}^{y}_\varepsilon(q, y) - \frac{4\pi}{\log(q/\beta)} \right| = 0.
\]
Proof. By (2.94), it remains to show that for an appropriate choice of the cutoff functions $\chi_\varepsilon$, we have

$$\lim_{\varepsilon \to 0} \sup_{y: 0 < |y| \leq M} \left| \mathbb{E}_{\varepsilon}(q, |y|) - \frac{4\pi}{\log(q/\beta)} \right| = 0. \quad (2.176)$$

Here, recall that $\mathbb{E}_{\varepsilon}(q, |y|)$ is defined in (2.93). We also recall that $m_\varepsilon$ is chosen above (2.111).

We choose the cutoff functions $\chi_\varepsilon$ such that

$$m_\varepsilon = M_\varphi \left( e^{-\delta_\varepsilon \frac{2\pi}{\sqrt{q} \sqrt{\beta}}} \vee e^{-\eta_2} \right).$$

Then by Lemma 2.20,

$$\lim_{\varepsilon \to 0} \sup_{y: 0 < |y| \leq M} \left| \mathbb{E}_{\varepsilon}(q, |y|) - \int_0^\infty \frac{8\pi^2 b}{\log(q/\beta)} \mathcal{F}(b) db \right| = 0.$$

The integral in the foregoing display can be evaluated as follows: by Lemma 2.19,

$$\int_0^\infty \frac{8\pi^2 b}{\log(q/\beta)} \mathcal{F}(b) db = \frac{16\pi^2}{\log(q/\beta)} \int_0^\infty \mathcal{F}(b) db = \frac{4\pi}{\log(q/\beta)}$$

by polar coordinates and the identity $\int \varphi(|z|) = 1/2$. The proof is complete. \(\blacksquare\)

Recall that the required limiting semigroup is characterized by (1.5), and the approximate semigroups under consideration are defined by $P_\varepsilon \varphi(x)$ in (2.1).

Proposition 2.22. For $q \in (q(\varphi, \lambda), \infty)$ and $x \neq 0$,

$$\lim_{\varepsilon \to 0} \int_0^\infty e^{-qt} P_\varepsilon \varphi(x) dt = \lim_{\varepsilon \to 0} \int_0^\infty e^{-qt} P_\varepsilon \varphi(x) dt = \frac{4\pi}{4\pi}.$$

Proof. By (2.27), it remains to calculate

$$\lim_{\varepsilon \to 0} \int_{\mathbb{R}^2} dy \varphi(y) \left( \int_0^\infty dt e^{-qt} P_t(x/\sqrt{2}, \varepsilon y) \right) \times \mathbb{E}_{\varepsilon}^2(q, y) \times \left( \int_0^\infty dt e^{-qt} P_tF(0) \right),$$

where $F(z) = f(\sqrt{2}z)$. By Proposition 2.21 and dominated convergence, the limit is equal to

$$\int_{\mathbb{R}^2} dy \varphi(y) \int_0^\infty dt e^{-qt} P_t(x/\sqrt{2}) \times \left( \frac{4\pi}{\log(q/\beta)} \right) \times \left( \int_0^\infty dt e^{-qt} P_tF(0) \right)$$

$$= G_q(x) \times \frac{4\pi}{\log(q/\beta)} \times \left( \int_0^\infty dt e^{-qt} P_tF(0) \right) \quad (2.178)$$

since

$$\left( \int_{\mathbb{R}^2} dy \varphi(y) \right) \int_0^\infty dt e^{-qt} P_t(x/\sqrt{2}) = \int_0^\infty dt e^{-qt} \frac{1}{4\pi t} \exp \left( -\frac{|x|^2}{4t} \right).$$

The last term in (2.178) can be written as

$$\int_0^\infty dt e^{-qt} P_tF(0) = \int_0^\infty dt e^{-qt} E_t^W[f(\sqrt{2}W_t)] = \int_0^\infty dt e^{-qt} E_t^W[f(W_{2t})].$$

Hence, the density implied by (2.178) from ranging over $f$ is

$$G_q(x) \frac{4\pi}{\log(q/\beta)} G_q(z).$$
We have proved that the limit in (2.178) coincides with the last term in (1.5). The proof is complete. ■

End of the proof of Theorem 1.1. It remains to translate the convergence of Laplace transforms in (2.177) to the required pointwise convergence. First, note that if \( f, g \) are nonnegative and defined on \([0, \infty)\) and \( f \) is increasing, then \( f \ast g \) is increasing. Hence, for the simple case \( f \equiv 1 \), the last term in (2.4) of \( P_{\varepsilon,t}^\beta f(x) \) is increasing by the monotonicity of the \( \varepsilon \tau \)-integral there. Hence, the required pointwise convergence holds by (2.177), an extension of Lévy’s continuity theorem and Helly’s selection principle (cf. [12, the proofs of Theorem 4.1 and Corollary 4.2]).

For the case of general nonnegative \( f \in \mathcal{B}_b(\mathbb{R}^2) \), we need to consider the equicontinuity of \( P_{\varepsilon,t}^\beta f(x) \) in \( t \). By (2.3), it is enough to show the equicontinuity of

\[
t(\varepsilon) \mapsto \Lambda_\varepsilon \int_0^t ds \int_{\mathbb{R}^2} dy P_{t-s}(x,y) \varphi_\varepsilon(y) E_y[e^{A^\varepsilon_\tau(s)} f(W_s)].
\]

To see this property, we notice that by Leibniz’s rule, the derivative of this function is

\[
\Lambda_\varepsilon \varphi_\varepsilon(x) E_x[e^{A^\varepsilon_\tau(t)} f(W_t)] + \Lambda_\varepsilon \int_0^t ds \int_{\mathbb{R}^2} dy \frac{\partial}{\partial t} P_{t-s}(x,y) \varphi_\varepsilon(y) E_y[e^{A^\varepsilon_\tau(s)} f(W_s)],
\]

where

\[
\frac{\partial}{\partial t} P_{t-s}(x,y) = \left( -\frac{1}{2\pi(t-s)^2} + \frac{1}{2\pi(t-s)} \right) \frac{|x-y|^2}{2(t-s)^2} \exp \left( -\frac{|x-y|^2}{2(t-s)} \right).
\]

Since \( x \neq 0 \), the first term in (2.180) is zero for all small \( \varepsilon \) independent of \( t \). In this case, the derivative of the function in (2.179) can be bounded by the increasing function

\[
t(\varepsilon) \mapsto \Lambda_\varepsilon \int_0^t ds \int_{\mathbb{R}^2} dy \left| \frac{\partial}{\partial t} P_{t-s}(x,y) \right| \varphi_\varepsilon(y) E_y[e^{A^\varepsilon_\tau(s)}].
\]

The monotonicity of (2.181) ensures that this function can be bounded by the Laplace transform on compacts; see (2.20). On the other hand, the Laplace transform is convergent, if we recall (2.27) and notice that \( s \mapsto \partial P_{t-s}(x,0)/\partial t \) is integrable at \( t^- \). The convergence holds by (2.55) and Proposition 2.21. We have proved the equicontinuity of the function in (2.179). This is enough to ensure the continuity of the limiting function. The proof is complete. Note that for a sequence of increasing functions that converges to a continuous function, the convergence is uniform on compacts, and so the convergence mode in Theorem 1.1 can be improved this way. ■

3 Application to the multi-particle delta-Bose gas

Throughout this section, we fix an integer \( N \geq 3 \) and use the following notation. Write states of \( N \) many particles in the plane as \( x = (x^1, x^2, \ldots, x^N) \), with \( x^j \in \mathbb{R}^2 \) for all \( 1 \leq j \leq N \). Components of other vector states are indexed by superscripts in the same way. Accordingly, \( \mathbb{R}^{2m} \) is understood as \( m \) products of \( \mathbb{R}^2 \). For the pairwise interactions, \( \mathcal{I}_N \) denotes the set of \( i = (i^1, i^2) \in \{1, \ldots, N\}^2 \) such that \( i^1 > i^2 \), with

\[
E \overset{\text{def}}{=} |\mathcal{I}_N|.
\]

We often regard \( i \) as a set and do not distinguish between sets or points for the use. For example, for \( i, j \in \mathcal{I}_N \) such that \( i \neq j \) and \( i \cap j \neq \emptyset \), \( x^{[\ell]} = x^\ell \) for \( \ell \in i \cap j \). In addition, for any \( i \in \mathcal{I}_N \), define a unitary linear transformation between \( (x^{i'}, x^i) \in \mathbb{R}^4 \) and \( (x^{i'}, x^i) \in \mathbb{R}^4 \) by

\[
x^{i'} = \frac{x^{i'} + x^i}{\sqrt{2}}, \quad x^i = \frac{x^{i'} - x^i}{\sqrt{2}} \iff x^{i'} = \frac{x^{i'} + x^i}{\sqrt{2}}, \quad x^i = \frac{x^{i'} - x^i}{\sqrt{2}}.
\]

(3.1)
Let $B = (B^1, \cdots, B^N)$ be a 2N-dimensional standard Brownian motion. Our goal in this section is to obtain the limit as $\varepsilon \to 0$ of the following Feynman–Kac semigroups as approximate solutions to the $N$-body delta-Bose gas in two dimensions:

$$P_{\varepsilon,t}^\lambda f(x_0) \overset{\text{def}}{=} \mathbb{E}_x^B \left[ \exp \left\{ \lambda \varepsilon \sum_{i \in \mathcal{I}_N} \int_0^t \varphi_{\varepsilon}(B_i^\varepsilon)dr \right\} f(B_t) \right], \quad f \in \mathcal{B}_b(\mathbb{R}^{2N}),$$

(3.2)

where $B^\varepsilon$ is a two-dimensional standard Brownian motion defined by the notation in (3.1).

### 3.1 Poissonian representations of exponential functionals

For fixed $q \in (0, \infty)$, introduce a mean-field interacting system $\{(\Lambda_t)_{t \geq 0}, (\xi_n)_{n \geq 0}\}$ such that $(\Lambda_t)$ is a Poisson process with rate $q$ and jump times $0 < S_1 < S_2 < \cdots$, and $\xi = (\xi_n)$ is an independent Markov chain on $\mathcal{I}_N$ such that $\mathbb{P}(\xi_1 = j | \xi_0 = i) = (M - 1)^{-1}$ for all $j \neq i \in \mathcal{I}_N$. The uniform distribution $\mu_E$ on $\mathcal{I}_N$ is the stationary distribution of $\xi = (\xi_n)$.

The general result in the following proposition is the starting point to reduce (3.2) to the semigroups for two particles under attractive interactions. Here and in what follows, we use the convention that a product over an empty set is equal to 1.

**Proposition 3.1.** For all Borel measurable functions $\varphi(i, r) : \mathcal{I}_N \times \mathbb{R}_+ \to \mathbb{R}_+$, it holds that

$$\exp \left\{ \int_0^t \sum_{i \in \mathcal{I}_N} \varphi(i, r)dr \right\} = e^{qt} \mathbb{E}_{\mu_E}^\xi \left[ \prod_{n=1}^{\Lambda_r} \frac{\varphi(\xi_n, S_n)}{q/E_n} \exp \left\{ \int_{S_n \wedge t}^{S_{n+1} \wedge t} \varphi(\xi_n, r)dr \right\} \right],$$

(3.3)

where $E_1 = E$ and $E_n = E - 1$ for all integers $n \geq 2$.

**Proof.** By dominated convergence and monotone convergence, it is enough to assume that $\varphi(i, r)$ is bounded away from zero and from above. In this proof, we work with a Poisson random measure $\mathcal{M}$ on $\mathcal{I}_N \times \mathbb{R}_+$ with intensity measure

$$\left( \frac{1}{E} \sum_{i \in \mathcal{I}_N} \delta_{i}(dj) \right) \otimes (qdr) = \frac{q}{E} \sum_{i \in \mathcal{I}_N} \delta_{i}(dj) \otimes dr,$$

where $\delta_i$ denotes the delta measure at $i$ defined on $\mathcal{I}_N$.

The proof is to consider the following application of the exponential formula for Poisson random measures [42, Proposition XII.1.12 on p.476]:

$$\exp \left\{ -qt + \int_0^t \sum_{i \in \mathcal{I}_N} \varphi(i, r)dr \right\} = \exp \left\{ \sum_{i \in \mathcal{I}_N} \frac{q}{E} \int_0^t \left( e^{\log \frac{\varphi(i, r)}{q/E}} - 1 \right)dr \right\}
= \mathbb{E} \left[ \exp \left\{ \int_{\mathcal{I}_N \times (0,t]} \log \frac{\varphi(j, r)}{q/E} \mathcal{M}(dj, dr) \right\} \right].$$

(3.4)

Write $E(t) \overset{\text{def}}{=} \mathcal{E}_0(t)$ for the right-hand side of (3.4), where

$$\mathcal{E}_s'(s) \overset{\text{def}}{=} \mathbb{E} \left[ \exp \left\{ \int_{\mathcal{I}_N \times (0,s]} \log \frac{\varphi(j, s + r)}{q/E} \mathcal{M}(dj, dr) \right\} \right].$$
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The rest of the proof is to show that $E(t)$ can be written as the expectation in (3.3) by iterating a first jump recurrence equation. The first step is the following identity:

$$E(t) = e^{-qt} + \mathbb{E}_{\mu_E}^{\xi} \left[ \frac{\varphi(\xi_1, S_1)}{q/E_1} E_{S_1}(t-S_1); S_1 \leq t \right],$$

(3.5)

where $E_1 = E$. To see (3.5), note that $(\xi_1, S_1)$ under $\mathbb{P}_{\mu_E}^{\xi}$ has the same law as the atom $(\xi', S')$ of $M$ at the first jump time of the Poisson process $t \mapsto M(\mathcal{S}_N \times (0, t])$ [6, Proposition 2 on p.7], since the law of $\xi_1$ under $\mathbb{P}_{\mu_E}^{\xi}$ is the uniform distribution by stationarity and $S_1$ is distributed as the exponential random variable with mean $q^{-1}$. Conditioning on the first jump time of $M$ proves (3.5).

The next step is to put $E_{s'}(s)$ in a form that allows for further iterations of (3.5). Roughly speaking, the goal is to condition appropriately such that only a sequence of non-consecutive $\mathcal{S}_N$-components of atoms of $\mathcal{S}_N$ is present under the expectation. Given any $i \in \mathcal{S}_N$, conditioning on the first hitting time $\tau_1$ of $\{i\}^E$ of the Poisson point process associated with $M$ leads to

$$E_{s'}(s) = \mathbb{E} \left[ \exp \left\{ \int_{[i] \times (0, s]} \frac{\varphi(i, s' + r)}{q/E} M(dj, dr) \right\}; \tau_1 > s \right]$$

$$+ \mathbb{E} \left[ \exp \left\{ \int_{\mathcal{S}_N \times (0, \tau_1]} \log \frac{\varphi(j, s' + r)}{q/E} M(dj, dr) \right\} E_{s' + \tau_1}(s - \tau_1); \tau_1 \leq s \right].$$

(3.6)

The two terms on the right-hand side of (3.6) can be calculated as follows. For the first term, note that Poisson random measures of disjoint sets are independent, and $\tau_1$ depends only on $M(\{i\}^E \times \mathbb{R}_+)$ and is distributed as an exponential random variable with mean $[q(E - 1)/E]^{-1}$. Hence,

$$\mathbb{E} \left[ \exp \left\{ \int_{[i] \times (0, s]} \frac{\varphi(i, s' + r)}{q/E} M(dj, dr) \right\}; \tau_1 > s \right]$$

$$= \exp \left\{ \int_0^s \left( \varphi(i, s' + r) - \frac{q}{E} \right) dr \right\} \exp \left\{ \frac{-q}{E} (E - 1)s \right\}$$

$$= \mathbb{E} \left[ \exp \left\{ \int_0^s \varphi(i, s' + r)dr \right\}; S_1 > s \right],$$

(3.7)

where the first equality follows from independence and the exponential formula. For the other term in (3.6), apply [6, Proposition 2 on p.7] again, and so if $\xi'$ is such that $(\xi', \tau_1)$ is an atom of $M$, then $\xi'$ and $\tau_1$ are independent and $\xi'$ is uniformly distributed on $\mathcal{S}_N \setminus \{i\}$. We get

$$\mathbb{E} \left[ \exp \left\{ \int_{\mathcal{S}_N \times (0, \tau_1]} \log \frac{\varphi(j, s' + r)}{q/E} M(dj, dr) \right\} E_{s' + \tau_1}(s - \tau_1); \tau_1 \leq s \right]$$

$$= \mathbb{E} \left[ \exp \left\{ \int_{\{i\} \times (0, \tau_1]} \log \frac{\varphi(i, s' + r)}{q/E} M(dj, dr) \right\} \frac{\varphi(\xi', s' + \tau_1)}{q/E} E_{s' + \tau_1}(s - \tau_1); \tau_1 \leq s \right]$$

$$= \int_0^s \frac{q(E - 1)}{E} e^{-q(E - 1)r'/E} \exp \left\{ \int_0^{r'} \left( \varphi(i, s' + r) - \frac{q}{E} \right) dr \right\} \frac{1}{E - 1} \sum_{j \neq i} \frac{\varphi(j, s' + r')}{q/E} E_{s' + r'}(s - r')dr'$$

$$= \int_0^s q e^{-qr'} \exp \left\{ \int_0^{r'} \varphi(i, s' + r)dr \right\} \frac{1}{E - 1} \sum_{j \neq i} \frac{\varphi(j, s' + r')}{q/(E - 1)} E_{s' + r'}(s - r')dr'$$

$$= \mathbb{E}_{\xi'} \left[ \exp \left\{ \int_0^{S_1} \varphi(i, s' + r)dr \right\} \frac{\varphi(\xi_1, s' + S_1)}{q/E_2} E_{s' + S_1}(s - S_1); S_1 \leq s \right],$$

(3.8)
where \( E_2 = E - 1 \). Applying (3.7) and (3.8) to (3.6) leads to the following identity for all \( i, s, s' \):

\[
\mathcal{E}_t'(s) = E \left[ \exp \left\{ \int_0^s \varphi(i, s' + r) dr \right\} ; S_1 > s \right]
+ \mathbb{E}_t^\xi \left[ \exp \left\{ \int_{S_1}^{s_1} \varphi(i, s' + r) dr \right\} \frac{\varphi(\xi_1, s' + S_1)}{q/E_2} \mathcal{E}_t'(s - S_1) ; S_1 \leq s \right].
\] (3.9)

Note that although \( \mathcal{E}_t'(s) \) does not depend on \( i \), the decomposition on the right-hand side does.

We are ready to conclude the proof. Applying (3.9) to (3.5) gives

\[
\mathcal{E}(t) = e^{-qt} + \mathbb{E}_t^\xi \left[ \frac{\varphi(\xi_1, S_1)}{q/E_1} \exp \left\{ \int_{S_1}^{S_2} \varphi(\xi_1, r) dr \right\} ; S_1 \leq t < S_2 \right]
+ \mathbb{E}_t^\xi \left[ \frac{\varphi(\xi_1, S_1)}{q/E_1} \exp \left\{ \int_{S_1}^{S_2} \varphi(\xi_1, r) dr \right\} \frac{\varphi(\xi_2, S_2)}{q/E_2} \mathcal{E}_t(S_2, t - S_2) ; S_2 \leq t \right].
\] (3.10)

Since \( \mathbb{P}(S_n \leq t) = \mathbb{P}(\Lambda_n \leq n) \leq e^{qt(e^{t-1} - c_1 n)} \) for all \( c \in (0, \infty) \) by Markov’s inequality, (3.3) follows by iterating with (3.9) indefinitely as in (3.10). The proof is complete.

Proposition 3.1 allows for a series expansion of \( Q_{\xi, t}^{\lambda, N} f(x_0) \) from (3.2). To state the series, write

\[
\mathcal{E}^\xi_{i; s, t} = \exp \left\{ \Lambda_\xi \int_s^t \varphi(\epsilon(B)^i_r) dr \right\} \quad \text{&} \quad \mathcal{L}^i_{\xi; s, t} = \int_s^t \Lambda_\xi^2 \mathcal{E}^\xi_{\epsilon; \tau} \varphi(\epsilon(B)^i_r) dr.
\] (3.11)

Then recall that, conditioned on the number \( m \) of jumps of a Poisson process by time \( t \), the jump times within \([0, t]\) are jointly distributed as the order statistics of \( m \) independent uniform random variables over \([0, t]\) [31, Theorem 2.4.6 on p.79]. Hence, by Proposition 3.1 with \( \varphi(i, r) = \Lambda_\xi \varphi_\epsilon(B)^i_r \) and by conditioning on the number of jumps of \( \Lambda_t \), we get

\[
P_{\xi, t}^{\lambda, N} f(x_0) = \mathbb{E}_t^{x_0} [f(B_t)] + \sum_{m=1}^\infty \prod_{n=1}^m E_n \int_{0<s_1<\cdots<s_m<t} \mathbb{E}_t^\xi \left[ P_{\xi; s_1, \cdots, s_m, t}^{\lambda, N} f(x_0) \right] ds_m,
\] (3.12)

where \( ds_m = ds_1 \cdots ds_m \), and for all \( i_1 \neq \cdots \neq i_m, 0 \leq s_1 < \cdots < s_m < t \), and \( f \in \mathcal{B}(\mathbb{R}^N) \),

\[
P_{\xi; s_1, \cdots, s_m, t}^{\lambda, N} f(x_0) \overset{\text{def}}{=} \mathbb{E}_t^{x_0} \left[ \varphi(\epsilon(B)^{i_1}_{s_1}) \cdot \Lambda_\xi \mathcal{E}^{\xi_{s_1, s_2}}_i \cdot \varphi(\epsilon(B)^{i_2}_{s_2}) \cdot \Lambda_\xi \mathcal{E}^{\xi_{s_2, s_3}}_i \cdot \varphi(\epsilon(B)^{i_3}_{s_3}) \cdot \cdots \cdot \Lambda_\xi \mathcal{E}^{\xi_{s_{m-1}, s_m}}_i \cdot \varphi(\epsilon(B)^{i_m}_{s_m}) \right] f(B_t).
\] (3.13)

In more detail, the \( m \)-th term on the right-hand side of (3.12) follows from conditioning on \( \{\Lambda_t = m\} \), and (3.13) follows from the forward expansion in (2.5). An expansion of the product in (3.13) gives

\[
P_{\xi; s_1, \cdots, s_m, t}^{\lambda, N} f(x_0) = \sum_{\sigma \in \{0, 1\}^m} P_{\xi; s_1, \cdots, s_m, t}^{\sigma; i_1, \cdots, i_m} f(x_0),
\] (3.14)

where, for all \( \sigma = (\sigma_1, \cdots, \sigma_m) \in \{0, 1\}^m \), \( i_1 \neq \cdots \neq i_m, 0 < s_1 < \cdots < s_m < t \), and \( f \in \mathcal{B}(\mathbb{R}^N) \),

\[
P_{\xi; s_1, \cdots, s_m, t}^{\sigma; i_1, \cdots, i_m} f(x_0) \overset{\text{def}}{=} \mathbb{E}_t^{x_0} \left[ \varphi(\epsilon(B)^{i_1}_{s_1}) \cdot (1 - \sigma_1) \Lambda_\xi + \sigma_1 \mathcal{L}^{i_{s_1, s_2}}_i \cdot \varphi(\epsilon(B)^{i_2}_{s_2}) \cdot (1 - \sigma_2) \Lambda_\xi + \sigma_2 \mathcal{L}^{i_{s_2, s_3}}_i \cdot \varphi(\epsilon(B)^{i_3}_{s_3}) \cdot \cdots \cdot (1 - \sigma_{m-1}) \Lambda_\xi + \sigma_{m-1} \mathcal{L}^{i_{s_{m-1}, s_m}}_i \cdot \varphi(\epsilon(B)^{i_m}_{s_m}) \cdot (1 - \sigma_m) \Lambda_\xi + \sigma_m \mathcal{L}^{i_m}_{s_m, t} \right] f(B_t).
\] (3.15)
To apply (3.15) to (3.12), write \(d\tau_\ell\) for the integrator of \(L^\xi_{\varepsilon;x_0,\varepsilon;x_{t_0}+1}\). By the Chapman–Kolmogorov equation, \(P^{\varepsilon;x_0}_{\varepsilon;x_1,\varepsilon;x_m,x_0}(x_0)\) is an integral of a function of \(s_1 - \tau_0, \tau_1 - s_1, \ldots, \tau_m - s_m, s, t - \tau_m\) with respect to the measure \(\prod_{\xi} \mathbb{N} \delta(\tau_\ell - s_\ell)dx_1 \cdots dx_m\), where \(\delta(\tau_\ell - s_\ell)\) is the Dirac delta function. Set

\[
\tau_0 = 0, \ t = s_{m+1}, \ u_{m+1} = (u_1, u_2, \ldots, u_{m+1})
\]
and \(v_m = (v_1, v_2, \ldots, v_m)\) such that \(u_\ell = s_\ell - \tau_{\ell-1}\) and \(v_\ell = \tau_\ell - s_\ell\).

Then the following integral representation holds: for some \(I^{\varepsilon;x_0}_{\varepsilon;x_m,x_0}(u_{m+1}, v_m)\),

\[
\int_{0<s_1<s_2<\ldots<s_{m}<t} P^{\varepsilon;x_0}_{\varepsilon;x_1,\varepsilon;x_m,x_0}(x_0)dx_m = \int_{\Delta_m(t)} I^{\varepsilon;x_0}_{\varepsilon;x_m,x_0}(u_{m+1}, v_m) \prod_{\ell=0}^m \delta(v_\ell)du_{m+1}dv_m,
\]

where \(\Delta_m(t)\) is the set of \(u_\ell \in (0, t)\) and \(v_\ell \in [0, t)\) such that \(\sum_{\ell=1}^m (u_\ell + v_\ell) + u_{m+1} < t\).

### 3.2 Coalescing-branching-type path ensembles

Our goal in this subsection is to present an iterated-integral representation of \(I^{\varepsilon;x_0}_{\varepsilon;x_m,x_0}(u_{m+1}, v_m)\) in (3.17) that will be used to pass the limit of the series (3.12) term by term as \(\varepsilon \to 0\).

#### 3.2.1 Integral representations of transitions

Let us begin with the following lemma for explicit representations of the essential transition mechanisms between \(s_\ell\) and \(s_{\ell+1}\) in (3.15). Here and in what follows, we set

\[
s_\varepsilon^i(t; x, y) \overset{\text{def}}{=} \Lambda^2_\varepsilon \mathbb{E}^{\text{W}}_z \left[ \exp \left\{ \Lambda_\varepsilon \int_0^t \varphi_\varepsilon(W_\tau) d\tau \right\} ; W_t = \varepsilon y \right],
\]

in the sense of densities in \(y\), where \(W\) is a planar Brownian motion, and we use the following notation for the usual multiplications of numbers:

\[
\begin{bmatrix} a_1 \\
\vdots \\
a_n \end{bmatrix} \overset{\text{def}}{=} a_1 \cdots a_n.
\]

**Lemma 3.2.** Fix \((x^\nu, x^i) \in \mathbb{R}^4, 0 < s < \infty, i = (i,v) \in \mathcal{I}_N,\) and a nonnegative Borel measurable function \(F : \mathbb{R}^4 \to \mathbb{R}\). Write \(A^i_\varepsilon(s) = \Lambda_\varepsilon \int_0^s \varphi_\varepsilon(B^i_\lambda) d\lambda\). Then

\[
\begin{align*}
\mathbb{E}^{(x^\nu, x^i)}(B^\nu_\varepsilon, B^i_\varepsilon) & \left[ \varphi_\varepsilon(B^i_\lambda)F(B^\nu_\lambda, B^i_\lambda) \right] \\
& = \int_{\mathbb{R}^4} \mathcal{D}(x^\nu, x^i) \left[ P^\nu_\lambda(x^\nu, x^i) + \varepsilon(x^\nu - x^i) \right] \phi(x^\nu - x^i)F(x^\nu + \varepsilon(x^\nu - x^i), x^i), \\
\mathbb{E}^{(B^\nu_\varepsilon, B^i_\varepsilon)}(x^\nu + \varepsilon(x^\nu - x^i), x^i) & \left[ \Lambda^2_\varepsilon \mathbb{E}^{A^i_\varepsilon(s)} \varphi_\varepsilon(B^i_\lambda)F(B^\nu_\lambda, B^i_\lambda) \right] \\
& = \int_{\mathbb{R}^4} \mathcal{D}(z^\nu, z^i) \left[ P^\nu_\lambda(\sqrt{2}x^\nu + \varepsilon x^\nu, z^i) \right] \varphi(z)F \left( \frac{z' + \varepsilon z}{\sqrt{2}}, \frac{z'}{\sqrt{2}} - \varepsilon \frac{z}{\sqrt{2}} \right),
\end{align*}
\]

where \(x^\nu\) is the transformation of \(x^\nu\) and \(x^i\) defined in (3.1).
Proof. To see (3.20), recall \( \varphi(z) = \phi(\sqrt{2}z) \), and then apply the general formula
\[
\int_{\mathbb{R}^4} \phi(z) (x, y) g(x, y) dxdy = \int_{\mathbb{R}^4} \phi(y) g(x, x^\varepsilon (y - x)) dxdy',
\]
which follows from changing variables: \( y' = x + \varepsilon^{-1}(y - x) \). The other identity (3.21) applies the unitary transformation (3.1) to \((B^{i'}, B^i)\) such that \((z', \bar{z})\) denotes the state of \((B^i, B^i)\). Then change variables from \( \bar{z} \) to \( z \) to remove the scaling in \( \varphi \).

The rule in (3.20) for changing variables is to think of the \((i; t)\)-th particle being attracted to the \(i\)-th particle. Thus the state \( x_1^i \) of \( B^i_s \) is the major contribution under \( \varphi(B^i_s) \). In (3.21), the second row in the \([\cdot \cdot \cdot]_x\)-column tracks the attractive interactions of the two particles in terms of the exponential local time of \( B^1 \). For the remaining terms of the integrand of (3.21), set \( \varepsilon \) to zero in the Gaussian kernel and the function \( F \). Then the first row of the \([\cdot \cdot \cdot]_x\)-column shows the transition of \( B^0 \) from \( \sqrt{2}x^i = (x^i + x^i)/\sqrt{2} \) to \( z' \), and under \( F \), the \((i; t)\)-th and \( i\)-th particles have the same state \( z'/\sqrt{2} \).

3.2.2 Iterated-integral representations

In the following steps, we give the definition of the required iterated-integral representation of the function \( I_{x_f, x_0, \varepsilon}^{x_1, \ldots, x_m, \varepsilon} \) in (3.17), which is extended from a method in [13]. See Figure 3.1.

Step 1. By (3.20), (3.21) and the Chapman–Kolmogorov equation, the function \( I_{x_f, x_0, \varepsilon}^{x_1, \ldots, x_m, \varepsilon} \) can be written as an integral of a product of the Gaussian kernel \( P_x(x) \) and the exponential local time density \( g_{\varepsilon}^y(s; x, y) \):
\[
\begin{align*}
\phi(x^i_{\ell}, x^i_{\ell}) d_{\varepsilon} y_{\ell} (x^i_{\ell}, x^i_{\ell}), & \ d_{\varepsilon} z_{\ell}, \ 1 \leq \ell \leq m, \ k \neq i; \\
\phi(\varepsilon_{\ell}) d_{\varepsilon} y_{\ell} (\varepsilon_{\ell}), & \ d_{\varepsilon} z_{\ell}, \ \ell \neq 1, \ k \neq i; \\
\end{align*}
\]
where \( \phi(x^i_{\ell}, x^i_{\ell}) \) arises from the mollifier at time \( s_{\ell} \) as in (3.20), and \( \phi(\varepsilon_{\ell}) \) arises from the mollifier at time \( \tau_{\ell} \) as in (3.21). Note that \( x_{m+1} = \{x^i; 1 \leq \ell \leq m, 1 \leq k \leq N\} \) consists of \( \mathbb{R}^2\)-states at time \( s_{\ell} \), \( z_{\sigma} = \{z^i_{\ell}, z_{\ell}\} \cup \{z^k_{\ell}; k \neq i\} \) is the set of \( \mathbb{R}^2\)-states at time \( \tau_{\ell} \). The subscripts \( \mathbb{R}^4 \) in (3.23), for example, stress the domain of integration.

Step 2. In this step, we define a weighted graph \( G_{x_f, x_0, \varepsilon, u_{m+1}, v_m}^{x_1, \ldots, z_m} \) for fixed \( x_0, x_{m+1}, z_{\sigma} \), and \( 0 < s_1 \leq \tau_1 < s_2 \leq \tau_2 < \cdots < s_m \leq t \) such that the product of the edge weights is the one of which \( I_{x_f, x_0, \varepsilon}^{x_1, \ldots, x_m, \varepsilon} \) is an integral with respect to the grand product measure mentioned in Step 1 from (3.23). We also require that \( s_{\ell} = \tau_{\ell} \) if and only if \( \sigma_{\ell} = 0 \). Here, the change of variables from (3.16) is in force, and the \( \mathbb{R}^2\)-components in \( x_0, x_{m+1}, \) and \( z_{\sigma} \) are all distinct. In view of (3.23), we further think of \( x_{i\ell}^i \) and \( x_{i\ell}^i \) as being glued to each other. The same rule applies to \( z_{\ell}^i \) and \( z_{\ell}^i \).

The definition of this weighted graph is done all at once by specifying the vertices and the weighted edges according to (3.20), (3.21), and the following way of drawing edges.

Definition 3.3 (Drawing of edges). By \( \text{"}w : v_0 \leftrightarrow v_1\text{"} \), we mean an edge of weight \( w \) drawn as a straight line segment between two vertices \( v_0 \) and \( v_1 \). For \( v_0 \leftrightarrow v_1 \), a coiled line segment is drawn.

For any \( 1 \leq k \leq N \) and \( i = (i, i) \in \mathcal{N} \), set \( k / i = i \) if \( k = i \) and \( k / i = k \) otherwise. Now, between time 0 and time \( s_1 \) and between time \( s_m \) and time \( t \), define the following weighted edges along with the vertices:
\[
\begin{align*}
\forall 1 \leq k \leq N, \quad & P_{s_1} (x^k_0, x^k_1 + I_{k=i_1} (x^i_1 - x^i_1)) : (x^k_0, 0) \leftrightarrow (x^k_1, s_1); \\
\forall 1 \leq k \leq N, \quad & P_{t-s_m} (x^{k/m} + I_{k=i_m} (x^{i_m} - x^{i_m}) : (x^k_m, s_m) \leftrightarrow (x^k_{m+1}, t).
\end{align*}
\]
For \( \sigma_\ell = 0 \), the weighted edges and vertices are defined between \( s_\ell \) and \( s_{\ell + 1} \) by

\[
\forall k \in i_\ell, \quad \Lambda^{1/2} P_{s_{\ell + 1} - s_\ell} (x_{\ell}^{k/2} + \{k = i_\ell\} \varepsilon (x_{\ell}^{i_\ell'} - x_{\ell+1}^{i_\ell'}), x_{\ell+1}^{k/2}) + \{k = i_{\ell + 1}\} \varepsilon (x_{\ell+1}^{i_{\ell + 1}'}, x_{\ell+1}^{i_{\ell + 1}'}) ) : (x_{\ell}, s_\ell) \leftrightarrow (x_{\ell+1}, s_{\ell+1}); \quad (3.25)
\]

\[
\forall k \notin i_\ell, \quad P_{s_{\ell + 1} - s_\ell} (x_{\ell}^{k}, x_{\ell+1}^{k/2}) + \{k = i_{\ell + 1}\} \varepsilon (x_{\ell+1}^{i_{\ell + 1}'}, x_{\ell+1}^{i_{\ell + 1}'}) ) : (x_{\ell}, s_\ell) \leftrightarrow (x_{\ell+1}, s_{\ell+1}).
\]

For \( \sigma_\ell = 1 \), we consider the time interval between \( s_\ell \) and \( \tau_\ell \) and the time period between \( \tau_\ell \) and \( s_{\ell + 1} \), separately. In the first case, with the transformation of \( (x_{\ell}^{i_\ell'}, x_{\ell}^{i_{\ell + 1}'}) \) to \( x_{\ell}^{k} \) defined by (3.1),

\[
[ P_{\tau_\ell - s_\ell} (\sqrt{2}\varepsilon x_{\ell}^{i_\ell'}, \varepsilon x_{\ell}^{i_{\ell + 1}'}, x_{\ell}^{i_\ell'}) ]
\]

\[
\mathbb{S}_{\ell}^{2} (x_{\ell}^{i_\ell'} - x_{\ell}^{i_{\ell + 1}'}, x_{\ell}^{i_\ell'} - x_{\ell}^{i_{\ell + 1}'}) : (x_{\ell}, s_\ell) \leftrightarrow (z_{\ell}^{i_\ell'}, \tau_\ell); \quad (3.26)
\]

\[
\forall k \notin i_\ell, \quad P_{\tau_\ell - s_\ell} (x_{\ell}^{k}, x_{\ell}^{k}) : (x_{\ell}, s_\ell) \leftrightarrow (z_{\ell}^{i_\ell'}, \tau_\ell).
\]

Over the other time interval, only edges as straight line segments and Gaussian weights are defined:

\[
P_{s_{\ell + 1} - \tau_\ell} \left( \frac{z_{\ell}^{i_\ell'}}{2} + \varepsilon \frac{z_{\ell}^{i_{\ell + 1}'}}{2}, x_{\ell+1}^{i_{\ell + 1}'}, x_{\ell}^{i_{\ell + 1}'}, \tau_\ell; \quad (3.27)
\]

\[
P_{s_{\ell + 1} - \tau_\ell} \left( \frac{z_{\ell}^{i_\ell'}}{2}, - \varepsilon \frac{z_{\ell}^{i_{\ell + 1}'}}{2}, x_{\ell+1}^{i_{\ell + 1}'}, x_{\ell}^{i_{\ell + 1}'}, \tau_\ell; \quad (3.27)
\]

\[
\forall k \notin i_\ell, \quad P_{s_{\ell + 1} - \tau_\ell} (x_{\ell}^{k}, x_{\ell+1}^{k/2}) + \{k = i_{\ell + 1}\} \varepsilon (x_{\ell+1}^{i_{\ell + 1}'}, x_{\ell+1}^{i_{\ell + 1}'}) ) : (x_{\ell}, s_\ell) \leftrightarrow (x_{\ell+1}, s_{\ell+1}).
\]

This weighted graph \( \mathcal{G}_{\sigma_1, \cdots, \sigma_m}^{x_0, \cdots, x_m, \nu_{m+1}, \nu_m} \), defined by (3.24)–(3.27), depends on \( \varepsilon \) only through the weights. (The \( \varepsilon \)-multiples in the Gaussian kernels arise from removing the scalings in mollifiers.)

The unweighted graph is denoted by \( \mathcal{G} = \mathcal{G}_{x_0, \cdots, x_m, \nu_{m+1}, \nu_m}^{\sigma_1, \cdots, \sigma_m} \). In the next two steps, we define subgraphs of \( \mathcal{G} \) by which \( P_{s_{\ell + 1}, s_{\ell + 1}} (u_{m+1}, u_m) \) is an iterated integral. Each fold integrates over the space components of the vertices of one subgraph with respect to the corresponding measures in (3.23).

**Step 3.** In this step, we define the following unweighted subgraphs:

\[
\mathcal{G}_\ell = \mathcal{G}_{x_0, \cdots, x_m, \nu_{m+1}, \nu_m}^{\sigma_1, \cdots, \sigma_m} (u_{m+1}, u_m), \quad \ell = 0, 1, \cdots, m. \quad (3.28)
\]

such that the edge sets are disjoint, and so are the vertex sets. The vertex set of \( \mathcal{G}_\ell \) consists of the vertices in \( \mathcal{G} \) attached to all of the edges of \( \mathcal{G}_\ell \), but we exclude the leftmost vertices, namely, the vertices \( v \)'s which do not have any edges in \( \mathcal{G}_\ell \) on the left-hand sides of \( v \)'s.

**Definition 3.4.** (1°) A path in \( \mathcal{G} \) is a sequence of non-repeating adjacent edges such that a vertex can be shared by at most two of these edges. It is entanglement-free if no edges is drawn as a coiled line segment. An entanglement-free path is left-maximal if it cannot be extended to an entanglement-free path by adding more edges drawn as straight line segments over smaller times. A usual path begins at time 0 and ends at time \( t \) such that no edges share vertices with edges drawn as coiled line segments.

(2°) The duration of an edge with vertices of time components \( \tilde{s} \) and \( \check{s} \) is \( |\tilde{s} - \check{s}| \). The sum of the durations of the edges of a path \( \mathcal{P} \) is the duration of this path and is denoted by \( |\mathcal{P}| \).

Now, the subgraph \( \mathcal{G}_0 \) has edges of the two entanglement-free paths whose rightmost endpoints intersect at time \( s_1 \). For \( \ell = 1, \cdots, m - 1 \), \( \mathcal{G}_\ell \) has the following edges on both sides of \( s_\ell \): (1) the edge drawn as the coiled line segment between \( s_\ell \) and \( \tau_\ell \) if \( \sigma_\ell = 1 \), and (2) the edges of the unique pair
Figure 3.1: The figure illustrates the paths of $B^1, B^2, B^3, B^4$ undergoing pairwise attractions behind $P_{\epsilon:s_1,s_2,s_3,t}^{\sigma,i_1,i_2,i_3}f(x_0)$, where $i_1 = (2,1)$, $i_2 = (3,2)$, $i_3 = (2,1)$, $i_4 = (4,3)$, $i_5 = (2,1)$, and $\sigma = (0,1,1,0,0)$.

of left-maximal entanglement-free paths, denoted by $P'_\ell$ and $P_\ell$, such that their rightmost endpoints are given by the vertex $(x^{\ell+1}, t^{\ell+1}, s_{\ell+1})$. Plainly, $|P'_\ell|$ and $|P_\ell|$ are bounded below by $s_{\ell+1} - \tau_\ell$.

These two entanglement-free paths can be concatenated for an entanglement-free path, called the spine of $G_\ell$ and denote by $P'_\ell \oplus P_\ell$. Finally, $G_m$ has the following edges: (1) the edge drawn as the unique coiled line segment between $s_m$ and $\tau_m$ if $\sigma_m = 1$; (2) the edges of the two unique left-maximal entanglement-free paths between $\tau_m-1$ and $t$ such that their leftmost endpoints at time $\tau_m-1$ coincide; (3) the edges of the remaining left-maximal entanglement-free paths ending at time $t$. The union of the edge sets of these subgraphs is different from the edge set of $G$ when usual paths are present.

The key observation we need is the following immediate consequence of the assumption $i_\ell \neq i_{\ell+1}$.

**Lemma 3.5.** For all $\ell = 1, 2, \ldots, m - 1$, at least one of the paths $P'_\ell$ and $P_\ell$ starts at time $\tau_{\ell-1}$ or a smaller time. Hence, $|P'_\ell \oplus P_\ell|$ is bounded below by $2(s_{\ell+1} - \tau_\ell) + (s_{\ell} - \tau_{\ell-1})$.

**Step 4.** To state the required iterated-integral representation of $I^{\sigma,i_1,\ldots,i_m}_{\epsilon,f,x_0}(u_{m+1}, v_m)$, write

$$
\Pi^{\sigma}_{\epsilon,t}(u_{m+1}, v_m) = \Pi^{\sigma,i_1,\ldots,i_m}_{\epsilon,t}(u_{m+1}, v_m)
$$

for the product of the edge weights of $G_\ell$ from the definition of $G^{\sigma,i_1,\ldots,i_m}_{\epsilon,t}$. For any function $\tilde{F}$ of the spatial states in the vertices of a subgraph $G_\ell$, $\int_{\tilde{F}}$ denotes the integral with respect to the product of the measures in (3.23) associated with these spatial variables. Recall that $\Delta_m(t)$ is defined below (3.17), and $d\mathbf{s}_m = ds_1 \cdot \cdot \cdot ds_m$. The next result follows from (3.17) and the above definitions by integrating out the usual paths with the Chapman–Kolmogorov equation.

**Proposition 3.6.** It holds that

$$
\int_{0<s_1<\cdots<s_m<t} P_{\epsilon:s_1,s_2,s_3,t}^{\sigma,i_1,\ldots,i_m} f(x_0) d\mathbf{s}_m
\quad = \int_{\Delta_m(t)} \left( \int_{G_0} \Pi_{\epsilon,0}^{\sigma}(u_{m+1}, v_m) \cdots \int_{G_m} \Pi_{\epsilon,m}^{\sigma}(u_{m+1}, v_m)f \right) \prod_{\ell: \sigma=0} \delta(v_\ell)d\mathbf{u}_{m+1} d\mathbf{v}_m,
$$

where the shorthand notation in (3.28) and (3.29) is in force.
3.3 Convergences to the limit series

In this subsection, we prove the limit of \( P_{\varepsilon;N}^\beta f(x_0) \) as \( \varepsilon \to 0 \). By (3.24)–(3.27), the natural candidate for the limit of \( P_{\varepsilon;1;\cdots;1}^1 f(x_0) \) is by setting \( \varepsilon = 0 \) in the Gaussian weights and replacing \( s_\varepsilon^\beta(\tau; x, y) \) with \( s_0^\beta(\tau) \); \( P_{\varepsilon;1;\cdots;1}^\beta f(x_0) \) for \( \sigma \neq 1 \) extends to zero by setting \( \Lambda_\varepsilon = 0 \). By (3.14), this description defines \( P_{1;\cdots;1}^1 f(x_0) \) as an extension of \( P_{\varepsilon;1;\cdots;1}^1 f(x_0) \) to \( \varepsilon = 0 \). (We still need to prove that \( P_{1;\cdots;1}^1 f(x_0) \) is also the limit as \( \varepsilon \to 0 \).) The series solution analogue to (3.12) is

\[
P_{1;\cdots;1} f(x_0) = \sum_{m=1}^\infty \left( \prod_{n=1}^{m} E_n \right) \int_{0 < s_1 < \cdots < s_m < t} \mathbb{E}_\mu^\varepsilon \left[ P_{1;\cdots;1} f(x_0) \right] ds_m.
\]

To state an iterated-integral expansion as in (3.30), set

\[
\Pi_\ell(u_m+1, v_m) = \Pi_{\ell;0,\cdots,0} (u_m+1, v_m)
\]

as the product of the edge weights in \( \Pi_{\ell;0,\cdots,0} (u_m+1, v_m) \) (3.29) extended to \( \varepsilon = 0 \) as before (3.31). With the shorthand notation in (3.28) and (3.32), we have

\[
\int_{0 < s_1 < \cdots < s_m < t} P_{1;\cdots;1} f(x_0) ds_m
\]

\[
= \int_{\Delta_m(t)} \left( \int_{G_0} \Pi_0(u_m+1, v_m) \cdots \int_{G_m} \Pi_m(u_m+1, v_m) f \right) du_m+1 dv_m.
\]

For this iterated-integral representation, the list of measures in (3.23) can be made simpler by replacing \( \phi(x_\ell^n - x_\ell) d\mathbb{R}_+^n(x_\ell^n, x_\ell) \) with \( d\mathbb{R}^n \), and \( \varphi(z_\ell^n) d\mathbb{R}^n(z_\ell^n, x_\ell) \) with \( (1/2)d\mathbb{R}^n \), since setting \( \varepsilon = 0 \) removes the dependence on \( x_\ell^n \) in the Gaussian weights and \( s_\varepsilon^\beta(\tau) \) does not depend on \( z_\ell^n \).

**Theorem 3.7.** For all \( t \in (0, \infty) \), \( f \in \mathcal{B}(\mathbb{R}^{2N}) \), and \( x_0 \in \mathbb{R}^{2N} \) such that \( x_\ell^n = x_\ell^n \) for all \( \ell \neq \ell' \), it holds that \( P_{\varepsilon;1} f(x_0) \to P_{1;\cdots;1} f(x_0) \).

The mode of convergence in this theorem is the second main result of this work. The crucial tool is the following lemma, which restates some methods from [13, pp.407–409].

**Lemma 3.8.** (1°) For all integers \( m \geq 1 \), it holds that

\[
\int_{u_1, \cdots, u_m+1(0,1)} \frac{1}{\prod_{\ell=1}^{m-1} u_{\ell+1} \sqrt{u_{\ell+1} + u_\ell}} du_m+1 \leq 2e \cdot 32^{m-1}.
\]

(2°) Fix \( \sigma \in \{0, 1\}^m \) for \( m \geq 1 \) and nonnegative functions \( S_\ell(v_\ell) \) and \( T_\ell(u_\ell) \). Then for all \( q \in [0, \infty) \),

\[
\int_{\Delta_m(t)} \left( \prod_{\ell;\sigma_\ell=1} T_\ell(u_\ell) \right) \left( \prod_{\ell=1}^{m-1} \frac{T_\ell(u_\ell)}{2u_{\ell+1} + u_\ell} \right) \left( \prod_{\ell=1}^{m-1} \delta(v_\ell) \right) du_m+1 dv_m \leq t^2 e^{qt} \left( \prod_{\ell;\sigma_\ell=1} \int_0^t e^{-qv_\ell} S_\ell(v_\ell) dv_\ell \right) \left( \prod_{\ell=1}^{m-1} \frac{T_\ell(u_\ell/t)}{\sqrt{u_{\ell+1} + u_\ell}} \right) \left( \prod_{\ell=1}^{m-1} \frac{T_\ell(u_\ell/t)}{u_{\ell+1} + u_\ell} \right) du_m+1.
\]

**Proof.** (1°) By [13, Lemma 5.4], the sequence of decreasing functions \( \{\phi_k\}_{k \in \mathbb{Z}_+} \) on \( (0,1) \) defined inductively by

\[
\phi_0(v) = 1 \quad \text{and} \quad \phi_k(v) = \int_0^v \frac{1}{\sqrt{s(s+v)}} \phi_{k-1}(s) ds, \quad \forall k \in \mathbb{N},
\]
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\]
satisfies
\[ \phi_k(v) \leq 32^k e / \sqrt{v}, \quad \forall \, v \in (0, 1), \, k \in \mathbb{N}. \quad (3.35) \]

Hence,
\[ \int_{u_1, \ldots, u_{m+1} \in (0, 1)} \prod_{\ell=1}^{m-1} \frac{1}{\sqrt{u_{\ell+1}(u_{\ell+1} + u_{\ell})}} \, du_{m+1} = \int_0^1 \phi_{m-1}(u_1) \, du_1 \leq 2e \cdot 32^{m-1}, \]
as required.

\((2^o)\) By the elementary inequality \(a + b \geq \sqrt{ab}\) for nonnegative \(a, b\), we have
\[ 2u_{\ell+1} + u_\ell \geq \sqrt{u_{\ell+1}(u_{\ell+1} + u_\ell)}. \]

Hence, given \(q \in [0, \infty)\), it follows from the nonnegativity of \(S_\ell\) and \(T_\ell\) that
\[
\left( \prod_{\ell:s_\ell=1}^{l} S_\ell(v_\ell) \left( \prod_{\ell=1}^{m-1} \frac{T_\ell(u_\ell)}{2u_{\ell+1} + u_\ell} \right) \left( \prod_{\ell=m}^{m+1} T_\ell(u_\ell) \right) \right) \leq e^{\varphi t} \left( \prod_{\ell:s_\ell=1}^{l} e^{-q\varphi t} S_\ell(v_\ell) \right) \left( \prod_{\ell=1}^{m-1} \frac{T_\ell(u_\ell)}{\sqrt{u_{\ell+1}(u_{\ell+1} + u_\ell)}} \right) \left( \prod_{\ell=m}^{m+1} T_\ell(u_\ell) \right). \quad (3.36)
\]
The required inequality follows from integrating both sides of the last inequality, using the definition of \(\Delta_m(t)\), and changing variables by replacing \(u_\ell\) with \(tu_\ell\).

Let us proceed to the first step of the proof of Theorem 3.7 by showing the convergence of the series in (3.31). Recall that \(P_{s_1, \ldots, s_m,t}(x_0)\) has been defined at the beginning of this subsection.

**Proposition 3.9.** Fix \(t \in (0, \infty)\), \(i_1 \neq \cdots \neq i_m\) for \(m \geq 1\), and \(x_0 \in \mathbb{R}^2\), with \(x_0^{i'_\ell} \neq x_0^{i_\ell}\). Then
\[
\int_{0<s_1<\cdots<s_m<t} \mathbb{P}_{s_1, \ldots, s_m, t}(x_0) \, ds_m 
\leq \max_{s \in (0, \infty)} P_{2t}(x_0^{i'_\ell} - x_0^{i_\ell}) \cdot 2e^{2t} \cdot 4^{m-1} \cdot \left( \frac{4\pi}{\log((m \vee 2) / \beta)} \right)^m. \quad (3.37)
\]

**Proof.** Recall the notation in Step 3 of Section 3.2.2. By the Chapman–Kolmogorov equation, we get
\[
\int_{G_0} \Pi_0(u_{m+1}, v_m) \leq \max_{s \in (0, \infty)} P_{2s}(x_0^{i'_\ell} - x_0^{i_\ell}), \quad (3.38)
\]
\[
\int_{G_\ell} \Pi_\ell(u_{m+1}, v_m) \leq \sigma^\beta(v_\ell) \max_{y \in \mathbb{R}^2} P_{\ell+y}(y) \leq \frac{\sigma^\beta(v_\ell)}{2u_{\ell+1} + u_\ell}, \quad 1 \leq \ell \leq m - 1, \quad (3.39)
\]
\[
\int_{G_m} \Pi_m(u_{m+1}, v_m) \leq \sigma_\beta(v_m), \quad (3.40)
\]
where the second inequality in (3.39) uses Lemma 3.5. Apply (3.38)–(3.40) to (3.33). Then (3.43) follows from (2.10) and Lemma 3.8 \((2^o)\) with \(\sigma = 1_m, \, S_\ell = \sigma^\beta, \, T_\ell \equiv 1, \) and \(q = m \vee 2\).

For the next step of proving Theorem 3.7, we need some properties of the Gaussian kernels.

**Lemma 3.10.** \((1^o)\) For all \(x', x \in \mathbb{R}^2\) and \(s, t, \varepsilon \in (0, \infty),\)
\[
\int_{\mathbb{R}^4} \left[ \frac{P_t(x', z + \varepsilon(z' - z))}{P_s(x, z)} \right] \phi(z' - z) \, d(z', z) = \int_{\mathbb{R}^2} P_{s+t}(x - x' - \varepsilon \bar{z}) \phi(\bar{z}) \, d\bar{z}. \quad (3.41)
\]
For all \( \varepsilon, \eta \in (0, \infty) \) such that \( \varepsilon/\eta \leq 1 \), it holds that
\[
\sup_{t \geq \eta} \sup_{x \in \mathbb{R}^2} |P_t(x + \varepsilon y) - P_t(x)| \leq C(M)(\varepsilon/\eta^{1/2})P_{2t}(x). \tag{3.42}
\]

**Proof.** By the change of variables for \( z = (w' - \varepsilon w)/\sqrt{2} \) and \( z' - z = \sqrt{2}w \), we get
\[
\int_{\mathbb{R}^4} \left[ P_t(x', z + \varepsilon(z' - z)) \right] \phi(z' - z)d(z', z) = \int_{\mathbb{R}^4} P_t(x', \frac{w' + \varepsilon w}{\sqrt{2}}) P_s(x, \frac{w' - \varepsilon w}{\sqrt{2}}) \varphi(w)d(w', w)
\]
\[
= 2 \int_{\mathbb{R}^2} P_{s+t}(x' - \frac{\varepsilon w}{\sqrt{2}}, x + \frac{\varepsilon w}{\sqrt{2}}) \varphi(w)dw,
\]
where the second equality uses the Chapman–Kolmogorov equation. The last equality implies (3.41) upon changing variables with \( \tilde{z} = \sqrt{2}w \).

(2°) Write
\[
P_t(x + \varepsilon y) - P_t(x) = \frac{1}{2\pi t} \exp \left\{ -\frac{1}{2} \left( \frac{x}{t^{1/2}} \right)^2 \right\} \left[ \exp \left\{ \frac{x}{t^{1/2}} - \frac{\varepsilon y}{t^{1/2}} \right\} - 1 \right].
\]
By the assumption on \( y \) and \( t \), \( |y|/t^{1/2} \leq (\varepsilon/\eta^{1/2})M \). Hence, to bound the right-hand side of the preceding equality, it is enough to consider, for \( a, b \in \mathbb{R}^2 \) such that \( |b| \leq (\varepsilon/\eta^{1/2})M \),
\[
\left| \frac{1}{2\pi t} \exp \left\{ -\frac{|a|^2}{2} \right\} \left[ \exp \left\{ a \cdot b - \frac{1}{2} |b|^2 \right\} - 1 \right] \right|
\leq \frac{1}{2\pi t} \exp \left\{ -\frac{|a|^2}{2} + a \cdot b \right\} \left[ \exp \left\{ -\frac{1}{2} |b|^2 \right\} - 1 \right] + \frac{1}{2\pi t} \exp \left\{ -\frac{|a|^2}{2} \right\} \left| \exp \{ a \cdot b \} - 1 \right|
\leq \frac{1}{2\pi t} \exp \left\{ -\frac{|a|^2}{2} + |a|(\varepsilon/\eta^{1/2})M^2 \right\} \cdot \left( \frac{\varepsilon/\eta^{1/2}}{2} \right) \cdot \frac{1}{\pi t} \exp \left\{ -\frac{a^2}{2} + |a|(\varepsilon/\eta^{1/2})M \right\} \cdot |a|(\varepsilon/\eta^{1/2})M,
\]
since \( 1 - e^{-x} \leq x \) and \( e^x - 1 \leq xe^x \) for all \( x \geq 0 \). The required bound in (3.42) now follows from the last two displays.

The next proposition is the central part of the proof of Theorem 3.7. Set
\[
\hat{\Psi}_\varepsilon(q) \overset{\text{def}}{=} \sup_{x \in \text{supp}(\varphi)} \Lambda_\varepsilon^2 \int_0^\infty e^{-q\varepsilon E_{x\varepsilon}^W(e^{A_\varepsilon}(r))} \varphi(W_r)dr.
\]
Recall that \( \hat{\Psi}_\varepsilon(q) \) converges to \( 4\pi/\log(q/\beta) \) for all large \( q \) as \( \varepsilon \to 0 \).

**Proposition 3.11.** Fix \( t \in (0, \infty) \), a Borel measurable function \( f \) satisfying \( 0 \leq f \leq 1 \), and \( x_0 \in \mathbb{R}^{2N} \) such that \( x_{0'} \neq x_0 \) for all \( 1 \leq l' \neq \ell \leq N \). Then
\[
\Delta_{3.43}(m, t; \varepsilon) \overset{\text{def}}{=} \sup_{i_1 \neq \cdots \neq i_m} \left| \int_{0 < s_1 < \cdots < s_m < t} (P_{i_1, \cdots, i_m;} f(x_0) - P_{i_1, \cdots, i_m;} f(x_0)) ds_m \right| \tag{3.43}
\]
satisfies the following conditions:
\[
\Delta_{3.43}(m, t; \varepsilon) \leq \max_{\varepsilon \in (0, \infty)} P_{2s}(x_0^{i_1} - x_{0}^{i_1}) \times 2\varepsilon \alpha^2 e^{\varepsilon t} \times 32^{m-1}
\times \left[ (\hat{\Psi}_\varepsilon(q) + \Lambda_\varepsilon)^m + \left( \frac{4\pi}{\log(q/\beta)} \right)^m \right], \quad \forall q \in (\beta, \infty); \tag{3.44}
\]
\[
\Delta_{3.43}(m, t; \varepsilon) \to 0 \quad \text{as } \varepsilon \to 0. \tag{3.45}
\]
Proof. We prove the required bound by considering
\[
\left| \int_{0<s_1<\cdots<s_m<t} (p^{i_1,\ldots,i_m}_{\varepsilon(s_1,\ldots,s_m,t)}f(x_0) - p^{i_1,\ldots,i_m}_{s_1,\ldots,s_m,t}(x_0))ds_m \right|
\leq \sum_{\sigma: \sigma \neq 1} \int_{0<s_1<\cdots<s_m<t} p^{i_1,\ldots,i_m}_{\varepsilon(s_1,\ldots,s_m,t)}1(x_0)ds_m
+ \left| \int_{0<s_1<\cdots<s_m<t} (p^{i_1,\ldots,i_m}_{\varepsilon(s_1,\ldots,s_m,t)}f(x_0) - p^{i_1,\ldots,i_m}_{s_1,\ldots,s_m,t}(x_0))ds_m \right|. \tag{3.46}
\]

Step 1. In this step, we prove that for all \( \sigma \in \{0,1\}^m \) (not just \( \sigma \neq 1_M \)),
\[
\int_{0<s_1<\cdots<s_m<t} p^{i_1,\ldots,i_m}_{\varepsilon(s_1,\ldots,s_m,t)}1(x_0)ds_m \leq \max_{s \in (0,\infty)} P_s(x_{0_{i_1'}}^i - x_{0_{i_1}}^i) \cdot 2et\varepsilon^2e^{\varepsilon t} \cdot 32^{-m-1} \cdot \Lambda_{\varepsilon}^{-m-\|\sigma\|} \tilde{\Theta}_\varepsilon^\beta (q) \|\sigma\|, \quad \text{where } \|\sigma\| \defeq \sum_{\ell=1}^m \sigma_{\ell}.
\] \tag{3.47}

Then given the bound in (3.47) and the general identity \((a+b)^m - a^m = \sum_{\sigma: \sigma \neq 1} a^{m-\|\sigma\|} b^{\|\sigma\|},\)
\[
\sum_{\sigma: \sigma \neq 1} \int_{0<s_1<\cdots<s_m<t} p^{i_1,\ldots,i_m}_{\varepsilon(s_1,\ldots,s_m,t)}1(x_0)ds_m \leq \max_{s \in (0,\infty)} P_s(x_{0_{i_1'}}^i - x_{0_{i_1}}^i) \cdot 2et\varepsilon^2e^{\varepsilon t} \cdot 32^{-m-1} \cdot [(\tilde{\Theta}_\varepsilon^\beta (q) + \Lambda_{\varepsilon})]^m - \tilde{\Theta}_\varepsilon^\beta (q)^m, \tag{3.48}
\]

which gives the bound we need for the first term in (3.46). Moreover, by the property of \( \tilde{\Theta}_\varepsilon^\beta (q) \) recalled before this proposition, the right-hand side tends to zero.

The differences between the proof of (3.47) and the proof of Proposition 3.9 arise from the possibility of dealing with \( \sigma \neq 1_m \). The bounds in (3.39) and (3.40) need to be generalized. For \( \ell = 1, \ldots, m-1 \), the spine of \( G_\ell \) has only one vertex adjacent to an edge drawn as a coiled line segment such that the vertex is not an endpoint of the spine. Hence, by Lemma 3.10 (1°), we can still use the Chapman–Kolmogorov equation and Lemma 3.5 and get the following bounds: for all \( \ell = 1, \ldots, m-1 \),
\[
\int_{G_\ell} \Pi_{x_{\ell+1},v_{\ell}}^{\sigma}(u_{m+1},v_m) \leq \left\{ \begin{array}{ll}
\Lambda_{\varepsilon}^{-W_{\varepsilon}(x_{\ell+1}^i - x_{\ell}^i)} \varphi_{\varepsilon}(W_{\varepsilon}) & , \text{if } \sigma_{\ell} = 1; \\
\frac{\Lambda_{\varepsilon}}{2u_{\ell+1} + u_{\ell}} & , \text{if } \sigma_{\ell} = 0.
\end{array} \right. \tag{3.49}
\]

Similarly,
\[
\int_{G_m} \Pi_{x_{m+1},v_{m}}^{\sigma}(u_{m+1},v_m) \leq \left\{ \begin{array}{ll}
\Lambda_{\varepsilon}^{-W_{\varepsilon}(x_{m+1}^i - x_m^i)} \varphi_{\varepsilon}(W_{\varepsilon}) & , \text{if } \sigma_{m} = 1; \\
\Lambda_{\varepsilon} & , \text{if } \sigma_{m} = 0.
\end{array} \right. \tag{3.50}
\]

To involve \( \tilde{\Theta}_\varepsilon^\beta (q) \), we also need a slight generalization of the proof of Lemma 3.10 (2°) in using a Markov-type inequality for (3.36). After the application of \( \int_0^t dv e^{-qvt} \) to the corresponding bound in (3.49) or (3.50) for \( \sigma_{\ell} = 1 \), take the supremum over \( x_{\ell+1}^i - x_{\ell}^i \in \text{supp}(\varphi) \). We get a bound as \( \tilde{\Theta}_\varepsilon^\beta (q) \). This argument can be done inductively in the order of \( \ell = m, \ldots, 1 \). We have proved (3.47).

Step 2. Condition (3.44) holds by Proposition 3.9 and (3.48). To prove (3.45), we already have the property mentioned below (3.48), and so it remains to show that the supremum of the last term in
(3.46) over all $i_1 \neq \cdots i_m$ tends to zero. We divide the proof into two further steps. In Step 2.1, we remove the $\varepsilon$-correction terms in the Gaussian weights. In Step 2.2, we use the convergence of $s^\beta$ to $s^\beta$ to complete the proof.

**Step 2-1.** Choose $\eta \varepsilon = \varepsilon^2 \log \varepsilon^{-1}$. For all $a \times b = (a_1, \ldots, a_{m+1}, b_1, \ldots, b_m) \in \{0, 1\}^{m+1} \times \{0, 1\}^m$, let $\Delta_{a \times b}(t)$ denote the subset of $\Delta(t)$ such that $u_{\ell} \in [\eta \varepsilon t, \ell t)$, $v_{\ell} \in [\eta \varepsilon t, \ell t)$ for $\ell, \ell'$ such that $a_{\ell} = 1, b_{\ell'} = 1$, and $u_{\ell} \in (0, \eta \varepsilon t), v_{\ell} \in [0, \eta \varepsilon t)$ otherwise. Hence, $\Delta(t)$ is a disjoint union of the sets $\Delta_{a \times b}(t)$ for $a \times b$ ranging over $\{0, 1\}^{m+1} \times \{0, 1\}^m$. We set

\[
\int_{0<s_1<\ldots<s_m<t} P_{1:1,\ldots,1,m}(x_0)f(x_0)ds_m
\]

\[
= \int_{\Delta_{a \times b}(t)} du_{m+1}dv_m \int_{g_0} \Pi_{\varepsilon:0}(u_{m+1}, v_m) \int_{g_1} \Pi_{\varepsilon:1}(u_{m+1}, v_m) \cdots \int_{g_m} \Pi_{\varepsilon:m}(u_{m+1}, v_m)f.
\]

By incorporating the indicator functions for $[\eta \varepsilon t), (0, \eta \varepsilon t)$ and $(0, \eta \varepsilon t)$ for $u_{\ell}$ and $v_{\ell}$ when appropriate, it follows from Lemma 3.5 and a generalization of the proof of Lemma 3.8 (2o) as in Step 1 that the foregoing iterated integral can be bounded by

\[
\max_{s \in (0, \infty)} P_{2s}(x_0^{i_1}, x_0^{i_1}) \times t^2 e^{-\eta \varepsilon t} \left( \prod_{\ell, \ell' = 1} \sup_{b_{\ell} = 1} \int_{x \in \text{supp}(\phi)} \Lambda^{2, v}_{\varepsilon:0}[e^{A^2(v)} \varphi(W_v)]dv \right)
\]

\[
\times \left( \prod_{\ell, \ell' = 1} \sup_{b_{\ell} = 0} \int_{x = \text{supp}(\phi)} \Lambda^{2, v}_{\varepsilon:0}[e^{A^2(v)} \varphi(W_v)]dv \right)
\]

\[
\times \int_{u_1, \ldots, u_{m+1} \in (0, 1)} du_{m+1} \left( \prod_{\ell = 1}^{m-1} \frac{T_{\ell}(u_{\ell}/t)}{u_{\ell+1}(u_{\ell+1} + u_{\ell})} \right) \left( \prod_{\ell = m}^{m+1} T_{\ell}(u_{\ell}/t) \right),
\]

where $T_{\ell}(u_{\ell}) = 1_{[\eta \varepsilon t, \ell t)}(u_{\ell})$ if $a_{\ell} = 1$ and $T_{\ell}(u_{\ell}) = 1_{(0, \eta \varepsilon t)}(u_{\ell})$ otherwise. The term in the foregoing display tends to zero by dominated convergence and the following implications of Proposition 2.4:

\[
\sup_{x \in \text{supp}(\phi)} \Lambda^2 \int_{0}^{\eta \varepsilon t} e^{-\eta \varepsilon v} \Lambda^{2, v}_{\varepsilon:0}[e^{A^2(v)} \varphi(W_v)]dv \to 0,
\]

\[
\sup_{x \in \text{supp}(\phi)} \Lambda^2 \int_{0}^{t} e^{-\eta \varepsilon v} \Lambda^{2, v}_{\varepsilon:0}[e^{A^2(v)} \varphi(W_v)]dv \leq C(\|\varphi\|, \lambda) e^{\eta \varepsilon (\|\varphi\|, \lambda)(t^2/1)}.
\]
Note that (3.53) uses $\eta_\varepsilon$ for the property $\Lambda_\varepsilon \log(\varepsilon^{-2} \eta_\varepsilon t) \to 0$. By (3.52), we have proved that
\[ \lim_{\varepsilon \to 0} \int_{0 < s_1 < \cdots < s_m < t} P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} a \times b f(x_0) d\mathbf{s}_m = 0, \quad \forall a \times b \neq 1_m + 1_m. \tag{3.54} \]

Now we focus on the case $a \times b = 1_m + 1_m$. Denote by $\prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m)$ the product of the Gaussian edge weights in $\prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m)$ with $\varepsilon = 0$. We stress that the edge weights defined by (3.26) remain in use in $\prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m)$. Then the difference between the iterated integral in (3.51) for $a \times b = 1_m + 1_m$ and the analogous integral from replacing $\prod_{\varepsilon;0}^{1_m}$ by $\prod_{\varepsilon;m}$, given by
\[ \int_{\Delta t_{1_m+1}^m} \sum_{m+1 \times d\mathbf{v}_m} \prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m) \int_{\Delta t_{1_m+1}^m} \sum_{m+1 \times d\mathbf{v}_m} \prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m) f, \]
tends to zero. To see the validity of this replacement, note that by Lemma 3.10,
\[ \left| \int_{\mathcal{G}_m} \prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m) f - \int_{\mathcal{G}_m} \prod_{\varepsilon;m}(u_{m+1}, v_m) f \right| \leq \Lambda_{\varepsilon}^2 W^{2\varepsilon} \prod_{\varepsilon;0}^{1_m}(v_{m}^-) \varphi(\varepsilon)(W_{m}) \cdot E(\varepsilon/\eta_\varepsilon^{1/2}) M_\phi, \]
where $M_\phi$ is such that $\phi$ is supported in $|y| \leq M_\phi$. Here, $(\varepsilon/\eta_\varepsilon^{1/2}) M_\phi$ arises whenever we remove $\varepsilon$ from the Gaussian weight where the left endpoint of the edge is where two left-maximal entanglement-free paths are adjacent to an edge drawn as a coiled line segment. There are less than $E$ many such pairs. Note that we have integrated out the right endpoints of the Gaussian weights so that none of them appear in the above bound. Hence, the argument in Step 1 shows the required replacement.

The differences between the above replacement and the remaining replacements are very minor. For $\ell = 1, \ldots, m-1$, removing $\varepsilon$ from the Gaussian weight where $P_\ell^1$ and $P_\ell$ join shows that
\[ \left| \int_{\mathcal{G}_\ell} \prod_{\varepsilon;\ell}^{1_m}(u_{m+1}, v_m) f - \int_{\mathcal{G}_\ell} \prod_{\varepsilon;\ell}^{1_m}(u_{m+1}, v_m) f \right| \leq \Lambda_{\varepsilon}^2 W^{2\varepsilon} \prod_{\varepsilon;\ell}^{1_m}(v_{m}^-) \varphi(\varepsilon)(W_{m}) \cdot (\varepsilon/\eta_\varepsilon^{1/2}) M_\phi \max_{y \in \mathbb{R}^2} P_\ell \cdot P_{\ell} \cdot P_{\ell}(y), \]
again by Lemma 3.10, where the maximum of the Gaussian kernel can be bounded by using Lemma 3.5. (More precisely, we use Lemma 3.10 (2') at the rightmost vertex of the spine.) The case $\ell = 0$ only requires the bound of $(\varepsilon/\eta_\varepsilon^{1/2}) M_\phi$. We have proved that
\[ \lim_{\varepsilon \to 0} \int_{0 < s_1 < \cdots < s_m < t} \left( P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0) - P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0) \right) d\mathbf{s}_m = 0, \tag{3.55} \]
where $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$ is defined by (3.51) with $a \times b = 1_m + 1_m$ and with $\prod_{\varepsilon;0}^{1_m}(u_{m+1}, v_m)$ replaced by $\prod_{\varepsilon;\ell}^{1_m}(u_{m+1}, v_m)$ for all $\ell = 0, 1, \ldots, m$. Moreover, a slight modification of the proof of (3.54) shows that for $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$ defined by replacing $\Delta t_{1_m+1}^m(t)$ with $\Delta(t)$ in $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$,\n\[ \lim_{\varepsilon \to 0} \int_{0 < s_1 < \cdots < s_m < t} \left( P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0) - P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0) \right) d\mathbf{s}_m = 0. \tag{3.56} \]
By (3.55) and (3.56), we have removed all the $\varepsilon$-correction terms in the Gaussian weights.

**Step 2-2.** Let us begin by comparing $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$ and $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$. With respect to the simplified list of measures discussed below (3.33), $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$ differs from $P^{1_m;1;\ldots;1_m}_{\varepsilon;1;\ldots;1_m, t} f(x_0)$ only by the use of $\Phi_{\beta}(t) \overset{\text{def}}{=} 2 \int \phi(x) \Phi_{\beta}(t; x, y) \varphi(y) dx dy$.\n
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instead of $s_\ell^\beta(t)$. To see this simplification, note that since all the Gaussian weights in (3.24)–(3.27) do not depend on $\ell_i$ and $z_\ell$ after setting $\varepsilon = 0$, these simplified measures lead to the new weight

$$\int \int \phi(x_\ell^\ell' - x_\ell^\ell') s_\ell^\beta(\tau_\ell - s_\ell, x_\ell^\ell' - x_\ell^\ell', z_\ell) d\lambda_\ell^\ell' \varphi(z_\ell) dz_\ell = \frac{1}{2} s_\ell^\beta(\tau_\ell - s_\ell)$$

for (3.26). On the other hand, in $P_{s_1, \ldots, s_m}^H f(x_0)$, the corresponding weight under the simplified list of measures is $\frac{1}{2} s_\ell^\beta(\tau_\ell - s_\ell)$. In this step, we work with these characterizations under the simplified list of measures and show that

$$\lim_{\varepsilon \to 0} \int_{0 < s_1 < \ldots < s_m < t} \left( \frac{\Pi_{s_1, \ldots, s_m, t}^H f(x_0) - P_{s_1, \ldots, s_m}^H f(x_0)}{d s_m} \right) = 0. \quad (3.57)$$

Recall that for probability measures $\mu_n, \mu, \nu, \nu$ on $\mathbb{R}$, $\mu_n \otimes \nu_n \Rightarrow \mu \otimes \nu$ if and only if $\mu_n \Rightarrow \mu$ and $\nu_n \Rightarrow \nu$ [7, Theorem 2.8 on p.23]. This result extends immediately to finite measures with total masses converging in $\mathbb{R}_+$ by normalization. Recall also the discussion above (2.179) for convergences of Laplace transforms. We have $\int_0^t \Phi_\ell^\beta(v) dv \to \int_0^t \eta^\beta(v) dv$ for all $t \geq 0$ from the monotonicity of these functions of $t$ and the convergence of the Laplace transform. Hence, by the Portmanteau theorem [7, Theorem 2.1 on p.16], the following convergence property holds: For all bounded continuous functions $F(u_{m+1}, v_m)$ with a compact support,

$$\lim_{\varepsilon \to 0} \int_{\mathbb{R}_+^{m+1} \times \mathbb{R}_+^m} F(u_{m+1}, v_m) \prod_{\ell=1}^m \Phi_\ell^\beta(v_\ell) du_{m+1} dv_m = \int_{\mathbb{R}_+^{m+1} \times \mathbb{R}_+^m} F(u_{m+1}, v_m) \prod_{\ell=1}^m \eta^\beta(v_\ell) du_{m+1} dv_m. \quad (3.58)$$

Recall that we write $\Delta(t)$ for the bounded set of $u_1, \ldots, u_{m+1} \in (0, t)$ and $v_1, \ldots, v_m \in [0, t)$ such that $\sum_{\ell=1}^m (u_\ell + v_\ell) + u_{m+1} < t$. This set is a continuity set of the limiting product measure. Hence, for all bounded continuous functions $F(u_{m+1}, v_m)$ on $\mathbb{R}_+^{m+1} \times \mathbb{R}_+^m$, we have

$$\lim_{\varepsilon \to 0} \int_{\Delta(t)} F(u_{m+1}, v_m) \prod_{\ell=1}^m \Phi_\ell^\beta(v_\ell) du_{m+1} dv_m = \int_{\Delta(t)} F(u_{m+1}, v_m) \prod_{\ell=1}^m \eta^\beta(v_\ell) du_{m+1} dv_m. \quad (3.58)$$

Write $F_0(u_{m+1}, v_m)$ for the iterated integral in (3.33) over the vertices of $G_0, G_1, \ldots, G_m$ after factoring out $s_\ell^\beta(v_\ell)$ for all $\ell$. (This function $F_0(u_{m+1}, v_m)$ is the same as the one when the same factorization is done for the analogous iterated integral for $P_{s_1, \ldots, s_m, t}^H f(x_0)$.) We close the proof of this proposition by proving that, with $F_0(u_{m+1}, v_m)$ chosen above, for every $\eta \in (0, 1)$, there exists $\varepsilon_0$ such that for all $\varepsilon \in (0, \varepsilon_0)$,

$$\int_{\Delta(t)} F_0(u_{m+1}, v_m) \prod_{\ell=1}^m \Phi_\ell^\beta(v_\ell) du_{m+1} dv_m - \int_{\Delta(t)} F_0(u_{m+1}, v_m) \prod_{\ell=1}^m \eta^\beta(v_\ell) du_{m+1} dv_m \leq \eta. \quad (3.59)$$

This property leads to (3.57) by the choice of $F_0$. To prove (3.59), first, we choose for every $\delta_0 > 0$ a $[0, 1]$-valued continuous function $\chi_0$ defined on $[0, \infty)$ such that $\chi_0(v) = 1$ for all $v \geq \delta_0$ and $\chi_0(0) = 0$. For all $a \times b \in \{0, 1\}^{m+1} \times \{0, 1\}^m$, write $\check{x} = 1 - \chi$ and

$$\chi_{n, 0}; a \times b(u_{m+1}, v_m) = \prod_{\ell, a_\ell = 1} \chi_0(u_\ell) \prod_{\ell, a_\ell = 0} \check{\chi}_0(u_\ell) \prod_{\ell, b_\ell = 1} \chi_0(v_\ell) \prod_{\ell, b_\ell = 0} \check{\chi}_0(v_\ell).$$

The sum of $\chi_{n, 0}; a \times b(u_{m+1}, v_m)$ over $a \times b$ equals to 1. Then as in Step 2-1 (see (3.52)) with $q = 0$,

$$\int_{\Delta(t)} F_0(u_{m+1}, v_m) \chi_{n, 0}; a \times b(u_{m+1}, v_m) \prod_{\ell=1}^m \Phi_\ell^\beta(v_\ell) du_{m+1} dv_m$$
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\[ \leq \max_{s \in (0, \infty)} P_{2s}(x_0^1 - \vec{x}^1_0) \times t^2 \left( \prod_{\ell : b_{\ell} = 1} \int_{0}^{t} \mathcal{F}_\varepsilon (v) dv \right) \times \left( \prod_{\ell : b_{\ell} = 0} \int_{0}^{3} \mathcal{F}_\varepsilon (v) dv \right) \]
\[ \times \int_{u_1, \ldots, u_{m+1} \in (0, 1)} du_{m+1} \left( \prod_{\ell = 1}^{m-1} \frac{1_{\{a_{\ell} = 1\}} \chi_{\delta_0} (u_\ell / t) + 1_{\{a_{\ell} = 0\}} \chi_{\delta_0} (u_\ell / t)}{\sqrt{u_{\ell+1}(u_{\ell+1} + u_\ell)}} \right) \]
\[ \times \prod_{\ell = m}^{m+1} \{ 1_{\{a_{\ell} = 1\}} \chi_{\delta_0} (u_\ell / t) + 1_{\{a_{\ell} = 0\}} \chi_{\delta_0} (u_\ell / t) \} . \]

We are ready to prove (3.59). Note that \( \int_{0}^{t} \mathcal{F}_\beta (r) dr \) converges to \( \int_{0}^{t} \mathcal{s}_\beta (r) dr \) for all fixed \( t \geq 0 \), and \( \lim_{t \rightarrow 0} \int_{0}^{t} \mathcal{s}_\beta (r) dr = 0 \). Whenever there is at least some \( \ell \) such that \( a_\ell = 0 \), it follows from Lemma 3.8 (1\(^{o}\)) and dominated convergence that
\[ \lim_{\delta_0 \rightarrow 0} \int_{u_1, \ldots, u_{m+1} \in (0, 1)} du_{m+1} \left( \prod_{\ell = 1}^{m-1} \frac{1_{\{a_{\ell} = 1\}} \chi_{\delta_0} (u_\ell / t) + 1_{\{a_{\ell} = 0\}} \chi_{\delta_0} (u_\ell / t)}{\sqrt{u_{\ell+1}(u_{\ell+1} + u_\ell)}} \right) \]
\[ \times \prod_{\ell = m}^{m+1} \{ 1_{\{a_{\ell} = 1\}} \chi_{\delta_0} (u_\ell / t) + 1_{\{a_{\ell} = 0\}} \chi_{\delta_0} (u_\ell / t) \} = 0. \]

By these observations, we see that for all \( a \times b \neq 1_{m+1} \times 1_{m} \), the bound in (3.60) and its analogue with \( \mathcal{F}_\varepsilon \) replaced by \( \mathcal{s}_\beta \) can be made strictly smaller than \( \eta / (3 \cdot 2^{m+1}) \) by first choosing \( \delta_0 \) and then \( \varepsilon_0 \) according to \( \delta_0 \). On the other hand, it follows from (3.58) that by choosing smaller \( \varepsilon_0 \) if necessary,
\[ \left| \int_{\Delta(t)} (F_0 \chi_{\delta_0 ; 1_{m+1} \times 1_{m}} (u_{m+1}, v_m) \prod_{\ell = 1}^{m} \mathcal{F}_\varepsilon (v_\ell) du_{m+1} dv_m \right. \]
\[ \left. \quad - \int_{\Delta(t)} (F_0 \chi_{\delta_0 ; 1_{m+1} \times 1_{m}} (u_{m+1}, v_m) \prod_{\ell = 1}^{m} \mathcal{s}_\beta (v_\ell) du_{m+1} dv_m \right| < \frac{\eta}{3}, \quad \forall \varepsilon \in (0, \varepsilon) . \]

These bounds are enough to get (3.59). The proof is complete.

\textbf{End of the proof of Theorem 3.7}. The proof of this theorem follows from Propositions 3.9 and 3.11 if we choose \( \varepsilon_0 \in (0, \varepsilon) \) such that for appropriate \( q \in (\beta, \infty) \) in (3.44),
\[ 32^m \left[ \tilde{\mathcal{S}}_{\varepsilon} (q)^m + \left( \frac{4 \pi}{\log(q/\beta)} \right)^m \right] \leq 2 \cdot \left( \frac{3}{4} \right)^m , \quad \forall m \geq 1. \]

To see this bound, note that we can choose \( q \) large enough such that
\[ \frac{32 \cdot 4 \pi}{\log(q/\beta)} < \frac{1}{2}. \]

Additionally, since \( \tilde{\mathcal{S}}_{\varepsilon} (q) \rightarrow 4 \pi / \log(q/\beta) \), we can find \( \varepsilon_0 \in (0, \varepsilon) \) such that
\[ \tilde{\mathcal{S}}_{\varepsilon} (q) < \frac{4 \pi}{\log(q/\beta)} + \frac{1}{4} < \frac{3}{4} , \quad \forall \varepsilon \in (0, \varepsilon_0). \]

We have obtained (3.62) by the last two displays. The proof is complete.
4 Some special functions and exponential functionals

In this section, we collect some properties of the Bessel functions and explicit formulas of exponential functions with positive exponents for one-dimensional Brownian motion and BES$^2$.

Let us start with properties of the Bessel functions. Recall that given an order $\nu$, $J_\nu$ denotes the Bessel function of the first kind, $I_\nu$ the modified Bessel function of the first kind, and $K_\nu$ the Macdonald function. Then the following integral representations hold:

$$K_\nu(z) = \frac{1}{2} \left(\frac{z}{2}\right)^\nu \int_0^\infty t^{-\nu-1} \exp\left(-\frac{z^2}{4t}\right) dt, \quad |\arg(z)| < \frac{\pi}{4};$$  \hfill (4.1)

$$I_\nu(z) = \frac{(z/2)^\nu}{\sqrt{\pi} \Gamma(\nu + 1/2)} \int_{-1}^1 (1 - t^2)^{\nu-1/2} \cosh(zt) dt, \quad |\arg(z)| < \pi, \quad \text{Re}(\nu) > -1/2$$ \hfill (4.2)

[35, (5.10.25) and (5.10.22) on p.119], and $I_0(z) = J_0(iz)$ for all $z \in \mathbb{C}$. We also have the alternative expressions:

$$I_0(z) = \sum_{n=0}^\infty \frac{(z/2)^{2n}}{\Gamma(n+1)^2}, \quad J_0(z) = \sum_{n=0}^\infty \frac{(-1)^n(z/2)^{2n}}{\Gamma(n+1)^2};$$  \hfill (4.3)

the two series have infinite radii of convergence [35, (5.3.2) on p.102 and (5.7.1) on p.108].

Lemma 4.1. As $a \to 0+$,

$$\frac{1}{\pi} K_0(\sqrt{2a}) = \int_0^\infty \frac{e^{-t}}{2\pi t} \exp\left\{-\frac{a^2}{t}\right\} dt = \frac{1}{\pi} \left(\log \frac{1}{a} - \gamma_{EM}\right) + O\left(a^2 \log \frac{1}{a}\right),$$ \hfill (4.4)

$$K_1(a) = \frac{1}{a} \int_0^\infty e^{-s} \int_{a^2/(4s)}^\infty e^{-v} dv ds \sim \frac{1}{a},$$ \hfill (4.5)

where $O(a)$ as $a \to 0$ means $|O(a)| \leq |a|$ for all $0 < |a| \leq 1$.

Proof. We only prove (4.5):

$$K_1(a) = \frac{a}{4} \int_0^\infty \frac{e^{-t}}{t^2} \exp\left\{-\frac{a^2}{4t}\right\} dt = \frac{a}{4} \int_0^\infty e^{-s} \int_0^s \frac{1}{t^2} \exp\left\{-\frac{a^2}{4t}\right\} dt ds$$

$$= \frac{1}{a} \int_0^\infty e^{-s} \int_0^\infty e^{-v} dv ds \sim \frac{1}{a},$$

where the third equality uses the substitution $v = a^2/(4t)$. See also [35, (5.16.4) on p.136].

Next, we turn to exponential functionals of Brownian motions.

Theorem 4.2. For any $\mu \geq 0$ and $M \in (0, \infty),$

$$E_a[e^{-\mu T_b(\rho)}] = \frac{\int_0^\infty t^{-1} \exp\left(-t - \frac{a^2 t}{2\mu}\right) dt}{\int_0^\infty t^{-1} \exp\left(-t - \frac{b^2 t}{2\mu}\right) dt} = \frac{K_0(a\sqrt{2\mu})}{K_0(b\sqrt{2\mu})}, \quad 0 < b \leq a;$$  \hfill (4.6)

$$E_a[e^{-\mu T_b(\rho)}] = \frac{\int_{-1}^1 (1-t^2)^{-1/2} \cosh(a\sqrt{2\mu}t) dt}{\int_{-1}^1 (1-t^2)^{-1/2} \cosh(b\sqrt{2\mu}t) dt} = \frac{I_0(a\sqrt{2\mu})}{I_0(b\sqrt{2\mu})}, \quad 0 < a \leq b;$$ \hfill (4.7)

$$E_{\log a} \left[\exp\left\{-\mu \int_0^{T_{log b(\beta)}} 1_{(-\infty, \log M]}(\beta_v) dv\right\}\right] = \frac{\cosh\left(\log\left(\frac{M}{M_{\text{lower}}}\right)\sqrt{2\mu}\right)}{\cosh\left(\log\left(\frac{M}{M_{\text{upper}}}\right)\sqrt{2\mu}\right)}, \quad 0 < b \leq a;$$ \hfill (4.8)
\[ \mathbb{E}_{\log a} \left[ \exp \left\{ -\mu \int_0^{T_{\log b}(\beta)} e^{2\beta v} dv \right\} \right] = \frac{\int_{-1}^{1} (1 - t^2)^{-1/2} \cosh(a \sqrt{2\mu} t) dt}{\int_{-1}^{1} (1 - t^2)^{-1/2} \cosh(b \sqrt{2\mu} t) dt}, \quad 0 < a \leq b. \quad (4.9) \]

See [9, (2.0.1) on p.513, (2.5.1) on p.207 and (2.10.3) on p.210] for the four identities in Theorem 4.2. Identities (4.6) and (4.7) are obtained in [29, 19], and we use the integral representations in (4.1) and (4.2). For the proof of (4.8) when \( a \leq M \), see [30, Example 2.1 on page 437 with \( \mu = 0 \)]. Note that (4.9) coincides with (4.7) since the stopped additive functional in (4.9) has the same law as the hitting time of the two-dimensional Bessel process by the skew product representation of two-dimensional Brownian motion. See also [21] for related formulas.

To extend the formulas in Theorem 4.2 to positive exponents, we first recall a basic result of analytic characteristic functions [39, Section 2.3 starting on p.20, especially Theorem 2.3.2 on p.22].

**Proposition 4.3.** Suppose that the characteristic function \( \phi \) of a random variable \( X \) admits an analytic extension in the open disc \( D(0, R) \), with radius \( R \leq \infty \) and center at the origin, in \( \mathbb{C} \). Then \( \mathbb{E}[\exp \{a X]\} < \infty \) for all \( 0 \leq a < R \).

In contrast to the rigidity of (4.6) due to the use of the Macdonald function \( K_0 \), the other three formulas (4.7), (4.8) and (4.9) can be extended analytically from positive \( \mu \) to negative \( \mu \) by the analogous property of the hyperbolic cosine. We show the precise result after the following lemmas.

**Lemma 4.4.** For \( 0 \neq w \in \mathbb{C} \), the entire function \( \Phi_w(z) \) defined by \( \Phi_w(z) = \sum_{n=0}^{\infty} (w/2)^{2n} z^n / \Gamma(n + 1)^2 \) satisfies the following properties:

1. For all \( z \in \mathbb{C} \), \( \Phi_w(z) = \cosh(w \sqrt{z}) \). Here, \( \sqrt{z} = (\sqrt{z})^1 \sqrt{\text{arg}(z)/2} \), for \( \text{arg}(z) \in (-\pi, \pi] \), is well-defined on \( \mathbb{C} \) and is analytic on \( \mathbb{C} \setminus (-\infty, 0] \) such that \( (\sqrt{z})^2 = z \). Hence, \( \Phi_w \) is an entire extension of \( z \mapsto \cosh(w \sqrt{z}) \).
2. For all \( z \in \mathbb{R}_+ \), \( \Phi_w(-z) = \cos(w \sqrt{z}) \).
3. The set of zeros of \( \Phi_w \) is \( \{-w^{-2} (n \pi + \pi/2); n \in \mathbb{Z}_+\} \).

**Proof.** The properties in (1) follow from the Taylor expansion of the hyperbolic cosine and a use of the principal branch of logarithm. For (2), we use the Taylor expansion of the cosine to write

\[ \forall z \in \mathbb{R}_+, \quad \cos(w \sqrt{z}) = \sum_{n=0}^{\infty} (-1)^n w^{2n} z^n / (2n)! = \sum_{n=0}^{\infty} w^{2n} (-z)^n / (2n)! = \Phi_w(-z). \]

To see (3), note that the zeros of \( \cosh(\zeta) \) are given by \( i(n \pi + \pi/2) \), for all \( n \in \mathbb{Z} \). This property can be seen by solving \( e^\zeta + e^{-\zeta} = 0 \) for \( e^\zeta \) and then for \( \zeta \). Thus, by the representation of \( \Phi_w \) in (1), the zero set of \( \Phi_w \) is \( \{-w^{-2} (n \pi + \pi/2); n \in \mathbb{Z}\} \). Moreover, since, for \( n \in \mathbb{N} \), \( (-n \pi + \pi/2)^2 = (n \pi - \pi/2)^2 = ((n - 1) \pi + \pi/2)^2 \), the zero set of \( \Phi_w \) simplifies to the required one.

**Lemma 4.5.** For \( 0 \neq w \in \mathbb{C} \), the entire function \( \varphi_w(z) \) defined by \( \varphi_w(z) = \sum_{n=0}^{\infty} (w/2)^{2n} z^n / (n!)^2 \) satisfies the following properties:

1. For all \( z \in \mathbb{C} \), \( I_0(w \sqrt{z}) = \varphi_w(z) = J_0(w \sqrt{z}) \).
2. The zero set of \( \varphi_w \) is \( \{-w^{-2} j_{0,n}^2; n \in \mathbb{N}\} \), where \( 0 < j_{0,1} < j_{0,2} < \cdots \) are the positive zeros of \( J_0 \).

**Proof.** The two identities in (1) follow from the Taylor expansions recalled in (4.3). To see (2), recall that the positive zeros of the even function \( J_0 \) are \( 0 < j_{0,1} < j_{0,2} < \cdots \) [1, Section 9.5 p.370],
and the zeros of \( J_0 \) are all real \cite[Section 9.5 p.372]{1}. Solving the equations \( \pm j_{0,n} = w \sqrt{-z_n} \) gives the required zero set of \( \varphi_w \).

**Proposition 4.6.** For any \( M, \nu \in (0, \infty) \), it holds that

\[
\mathbb{E}_{\log a} \left[ \exp \left\{ \nu \int_0^{\log a(b)} \mathbf{1}_{(-\infty, \log M]}(\beta_v) \, dv \right\} \right] = \frac{\cos \left( \log \left( \frac{M}{b} \right) \sqrt{2 \nu} \right)}{\cos \left( \log \left( \frac{M}{b} \right) \sqrt{2 \nu} \right)}, \quad M e^{-\frac{\pi}{\sqrt{2}}} < b \leq a; \quad (4.10)
\]

\[
\mathbb{E}_{\log a} \left[ \exp \left\{ \nu \int_0^{\log a(b)} e^{2\beta_v} \, dv \right\} \right] = \frac{\int_{-1}^1 (1 - t^2)^{-1/2} \cos(a \sqrt{2 \nu} t) \, dt}{\int_{-1}^1 (1 - t^2)^{-1/2} \cos(b \sqrt{2 \nu} t) \, dt}, \quad 0 < a \leq b < \frac{j_{0,1}}{\sqrt{2 \nu}}. \quad (4.11)
\]

where \( j_{0,1} = 2.40483... \) is the smallest positive zero of \( J_0 \).

**Proof.** We start with the proof of (4.10). If we restrict attention to \( 0 < b \leq a \), it is enough to further assume \( b < M \). In this case, it follows from Proposition 4.3 and Lemma 4.5 \((3^o)\) that (4.8) can be extended analytically to the half-space

\[
\left\{ \mu \in \mathbb{C} \mid \text{Re}(2\mu) > -\left( \log \frac{M}{b} \right)^{-2} \cdot \left( \frac{\pi}{2} \right)^2 \right\}. \quad (4.12)
\]

Moreover, Lemma 4.4 \((3^o)\) shows that the explicit form of the analytic extension to \( \mu \) such that \( \text{Re}(\mu) < 0 \) can be obtained by replacing the hyperbolic cosine with the cosine. For real \( \nu = -\mu > 0 \),

\[
\cosh \left( \log \left( \frac{M}{b} \right) \sqrt{2 \nu} \right) = \cos \left( \log \left( \frac{M}{b} \right) \sqrt{2 \mu} \right) \quad \text{and} \quad \cosh \left( \log \left( \frac{M}{b} \right) \sqrt{2 \nu} \right) = \cos \left( \log \left( \frac{M}{b} \right) \sqrt{2 \mu} \right).
\]

To see the lower bound of \( b \) in (4.10), note that the defining condition of the half-space (4.12) requires

\[
2\nu < \left( \log \frac{M}{b} \right)^{-2} \cdot \left( \frac{\pi}{2} \right)^2 \iff M e^{-\frac{\pi}{\sqrt{2}}} < b.
\]

We have proved all of the properties stated in (4.10).

For the proof of (4.11), Proposition 4.3 and Lemma 4.4 again allow for analytic extensions of \( \mu \mapsto I_0(a \sqrt{2 \mu}) \) and \( \mu \mapsto I_0(b \sqrt{2 \mu}) \) to \( \text{Re}(\mu) < 0 \) since \( \int_{-1}^1 (1 - t^2)^{-1/2} \, dt < \infty \) (the precise value is \( \pi/2 \)). For real \( \nu = -\mu > 0 \), we can write

\[
I_0(a \sqrt{2 \mu}) = \int_{-1}^1 (1 - t^2)^{-1/2} \cosh(a \sqrt{2 \mu} t) \, dt = \int_{-1}^1 (1 - t^2)^{-1/2} \cos(a \sqrt{2 \nu} t) \, dt.
\]

A similar integral representation holds for \( I_0(b \sqrt{2 \mu}), \mu < 0 \). To get an upper bound for the eligible \( b \), now we have to consider the zeros of \( I_0 \) instead by using Lemma 4.5 \((3^o)\). Hence, (4.9) can be extended analytically to the half-space \( \{ \mu \in \mathbb{C} \mid \text{Re}(2\mu) > -b^{-2}j_{0,2}^2 \} \). The defining condition of the foregoing half-space requires

\[
2\nu < b^{-2}j_{0,2}^2 \iff b < \frac{j_{0,1}}{\sqrt{2 \nu}}.
\]

The formula in (4.11) follows. □
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