A PRISMA-driven systematic review of data mining methods used for defects detection and classification in the manufacturing industry

Abstract

Paper aims: This research aims to analyze the primary studies published in recent years focusing on defect detection or classification in manufacturing and extract information about frequently used data mining (DM) methods, their accuracy, strengths, and limitations.

Originality: Industrial production is now undergoing a dynamic transformation in the context of Industry 4.0, where implementation of data mining is a frequently discussed topic, and such an overall summary is missing.

Research method: In this study, the PRISMA-driven systematic literature review is combined with the approach defined by Kitchenham (2004).

Main findings: The most frequently used data mining methods for defect detection are Bayesian network (BN) and Support vector machine (SVM). Besides previously mentioned methods, the Decision trees (DT) and Clustering are often used for defect classification. Neural Networks (NN) use is common for both defect detection and classification. DT, together with the Genetic algorithm (GA) and SVM, achieved the highest average accuracy. Recently, authors often combine different DM methods, and also methods for data dimensionality reduction are often used.

Implications for theory and practice: This study contributes to the quality management literature by extending a summary of recently used DM methods for defect detection and classification. This summary can help researchers choose a suitable method and build models for achieving its research purpose.
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1. Introduction

Due to the rapid technological advancements and globalization the market and industrial environment is getting more complex, challenging and turbulent. To stay competitive firms need to fight for customers by research and inventions mainly in technological field. This gave rise to, in recent years frequently discussed phenomenon, Industry 4.0. which integrates the cyber-world with the physical systems by using semantic machine-to-machine communication, IoT, CPS and embedded systems. Some authors, on the other hand, perceive that much of the shift towards manufacturing paradigm Industry 4.0 has been driven by the emergence of “Big-Data” and the issues associated with their collection, managing and interpretation which are still partially persist (Chen et al., 2015). To deal with the complexities of the modern production system within cyber-physical environment traditional manufacturing companies becomes so-called “smart factories”
(Xu et al., 2018). The “smart” aspect involves the application of large amount of data gathered from sensors located on the production lines towards improvement of industrial processes, with the data actively being used to effect changes in a process, creating an intelligent feedback system (Wang et al., 2015). The big data enables to manufacturers to understand customers’ needs in a holistic or all-encompassing manner and thanks to this almost all customers’ needs could be mapped and analysed (Jiju, 2020). Closely related to the Industry 4.0 term, the field of quality management has also registered a raising trend regarding the possibility of using modern technologies to help increase performance, efficiency and product quality. Product quality is significant (and thus closely watched) factor for all types of companies’ customers. It determines customer satisfaction and, together with other factors (e.g., price or promotion), directly influences the companies’ revenues and market share. Like so, the term “Quality 4.0” has emerged, to help describe the relationship between quality management and Industry 4.0 practices (Raluca, 2021). The term “Quality 4.0” framed by Dan Jacob (Jacob, 2017) is interpreted as an integral part of Industry 4.0 and could be defined as the digitalization of TQM and its impact on quality technology, processes and people. Bowers & Pickerel (2019) stated more specifically that Quality 4.0 is application of digitalization, artificial intelligence and so data mining methods to quality management. As Fayyad & Stolorz (1997) stated already at the turn of this millennium, conventional statistical data analysis methods are no longer the best alternative to be used and this is all the more true for big data processing. A lot of applications contributing to support business decisions have already been promoted since the concepts of data mining were proposed in early 1990 (Fayyad et al., 1996). The huge amount of data in manufacturing databases contains large records with dozens of attributes that need to be explored simultaneously to discover useful information and knowledge, making manual analysis impractical. A detailed review of data mining research in manufacturing has been introduced by Harding et al. (2006) which together with Choudhary et al. (2009) are considered to be the basic sources in this area. More recently Oliff & Liu (2017) examined how data-mining principles and methods may be used for exploring the concept of Intelligent Manufacturing under Industry 4.0 with a focus on improving product and process quality.

This paper aims to extend (not only) above mentioned reviews regarding the topic of Data mining methods application in manufacturing. Attention is paid especially to two parts of quality management in manufacturing, namely defect detection and defect classification in the manufacturing process. Different authors use different approaches, data mining methods and even some of them create new unique ones. In our future research we aim to create a new data mining approach as well and that is why the information, which methods are frequently and successfully used and basically, what has been already done within this topic, is a crucial issue for us.

2. Background

“Data Mining,” often also referred to as “Knowledge Discovery in Databases” (KDD), is a relatively young sub-discipline of computer science aiming at the automatic interpretation of large datasets. The classic definition of knowledge discovery by Fayyad et al. from 1996 describes KDD as “[...the non-trivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data]” (Fayyad et al. 1996, p. 41). The machine learning algorithms construct possible associations among various parameters (called features in data mining and attributes in computer database literature) that are important in modeling processes (Kusiak, 2001). The field of DM makes use of automated tools and techniques, employing sophisticated algorithms to discover hidden patterns, associations, anomalies, or structures from large amounts of data stored in a data warehouse or other information repositories, effective and valuable. In the context of manufacturing, two high-level primary goals of data mining can be identified – they are prediction and description. Descriptive data mining is focused on discovering interesting patterns to characterize the current data. Predictive data mining is meant to assess the behavior of a model and determine future values of key variables based on existing information provided by available databases (Choudhary et al., 2009). One of the most challenging tasks in the whole KDD process is to choose the right data mining technique.

Several approaches to the categorization of Data mining algorithms are available. The approach used in this study identifies strongly with Patel & Patel (2014), although, for our purpose, the methodology was slightly modified. The scheme in Figure 1 represents a description of our approach. Data mining techniques can be roughly categorized into four major groups, namely Classification, Clustering, Association, and Regression. Classification is a process of determining groups (“classes”) of given objects based on their characteristics, where the semantics of these classes is known beforehand. Classification and prediction are two forms of data analysis that can be used to extract models describing important data classes. Classification methods predict the target
3.1. Research questions

The primary research questions considered in this survey are mentioned in Table 1. With respect to RQ1, we will search the relevant quality management literature employing data mining methods.
3.2. Search strategy

3.2.1. Stage 1: database search

The first step is to define search keywords and validate the search string. We combined different keywords that are related to research questions. The list of used keywords is presented in Table 2.

The search string is defined as follows:

\[
\text{ALL (a AND b AND (c OR d) AND e) in (Title or Abstract or Keyword)}
\]

We used the ACM Digital library and ProQuest central as representative search engines to perform automatic searches and refine the search string until all the search items met the requirements and the number of remaining papers was minimal. Then, we used the defined search string to carry out automatic searches. We chose Scopus, ISI Web of Science, and ProQuest central (Table 3) because those three databases are the largest and most complete scientific databases, including high-quality papers regarding data mining problematic. After the automatic search, a total of 227 067 papers were collected (Table 4).

---

**Table 1. Research questions.**

| Question ID | Research Question |
|-------------|-------------------|
| RQ1         | Which are the most frequently used DM methods for defect detection and classification in the manufacturing process? |
| RQ2         | Which DM methods are the most efficient for defect classification/detection according to the chosen criteria? |
| RQ3         | Do authors combine different DM methods for quality management tasks in manufacturing? |
| RQ4         | Do authors use some dimensionality reduction methods for efficient work with high-volume data? |
| RQ5         | What are the main strength and limitations of individual DM methods? |

---

**Table 2. Searched key words.**

| Item ID | Database Search Terms |
|---------|-----------------------|
| a       | data mining           |
| b       | defect                |
| c       | detection             |
| d       | classification         |
| e       | data mining method    |

---

**Table 3. Study resources.**

| Source             | Address          |
|--------------------|------------------|
| Scopus             | Scopus (2021)    |
| ISI Web of Science | Web of Science (2021) |
| ProQuest central   | ProQuest (2021)  |

---

**Table 4. Number of papers found in an automatic database search.**

| Query                                                                 | Results |
|-----------------------------------------------------------------------|---------|
|                                                                      | Scopus | WoS | ProQuest |
| (“neural network”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 498     | 605 | 23545    |
| (“support vector machine”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 137     | 179 | 20574    |
| (“baies network”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 5       | 5   | 4450     |
| (“decision trees”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 67      | 45  | 33910    |
| (“rough set theory”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 7       | 5   | 24605    |
| (“genetic algorithm”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 48      | 53  | 15625    |
| (“association”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 7       | 8   | 61043    |
| (“clustering”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 84      | 179 | 17279    |
| (“regression”) AND (“defect”) AND (“detection”) OR (“classification”) AND (“manufacturing”) | 70      | 112 | 23922    |
3.2.2. Stage 2: grey literature

To cover gray literature, additional records were identified through other sources, e.g., Google Scholar, JSTOR, ACM, etc. Articles have been searched by keywords mentioned in Table 3. Some papers have been found during previous research (Bartova & Bina, 2020). Detected articles were added to the papers pool from the database search.

The gathered articles are then filtered by using the selection strategy described in the next section.

3.3. Selection strategy

This methodological review was conducted in accordance with the Preferred reporting items for systematic reviews and meta-analyses (PRISMA) statement for searching, screening, appraising quality criteria, and data extraction and handling. This approach is used to describe employed research designs, methods, and procedures in the defect detection and classification process in manufacturing. It is used to highlight the strengths and weaknesses of methodological tools and explores the evaluation criteria for the performance and efficiency of used approaches. The review focuses on new methodological approaches, modifications of existing methods, and discussions of quantitative and data analytic approaches.

The original sample for this study included all journal articles published after 2010 found in the defined database by searching with defined keywords and key phrases. Using this searching strategy, 227,067 articles were selected since they represent the most of researched knowledge. The set was then adjusted by applying the inclusion criteria. Because of the selected searching strategy, the set of articles tends to contain a large number of duplicities. The duplicities will be removed in the next step.

3.3.1. Inclusion criteria

- Journal articles and conference papers only
- Papers from January 2010 to March 2021
- Papers investigating defect detection or classification in the manufacturing process using some of Data mining methods
- Papers reported in the English language from any country

A total of 28,255 articles met the inclusion criteria. After the removal of duplicities, we got the total number of 10,877 papers which will be subject to the screening process itself. In the next part of the screening process, the 4-round exclusion process is used to reduce the source set of papers. The reduction process of the original set of papers is demonstrated in the PRISMA flow diagram (see Figure 3).

3.3.2. Exclusion criteria

3.3.2.1. 1st round exclusion criteria

- Papers reported in non-English language from any country
- Systematic reviews, guidelines, organizational reports, abstract booklets, mathematical modeling studies
- Papers that are focused on non-manufacturing applications – healthcare, services, education, construction, biochemical industry

3.3.2.2. 2nd round exclusion criteria

- Papers that are not empirical researches
- Papers focused on data quality
- Papers focused on maintenance, product design, assembling, inventory, etc.
3.3.2.3. 3rd round exclusion criteria

- Papers focused on fault detection
- Papers applying other methods than DM
- Papers focused on defects prediction

3.3.2.4. 4th round exclusion criteria

- Papers that do not report primary data
- Papers focused on image processing, vibration signals, etc.

After the screening phase, 172 remaining articles are subjected to further analysis within the Eligibility phase. The abstracts of all articles are analyzed, and 17 articles are found to be irrelevant.

In addition to general inclusion/exclusion criteria, we consider it critical to assess the “quality” of primary studies. Since the full text of all articles needs to be provided, a total of 79 articles are removed from the research because of the impossibility of obtaining them.
3.4. Quality assessment

In the quality assessment phase, the articles are evaluated according to the different points of view. The crucial aspects are clarity in research aims, methodology, and also results in description and discussion. The criteria for the quality of the study were determined according to the guidelines proposed by Kitchenham & Charters (2007). The corresponding quality checklist is shown in Table 5. The table includes 12 questions that consider four research quality dimensions, including research design, conduct, analysis, and conclusions. For each quality item, we set a value of 1 if the authors put forward an explicit description, then a value of 0.5 if there was a vague description, and value 0 if there was no description at all. Each possible answer for each question has been scored in the main article and converted into a percentage.

| Question ID | Question                                                                 | Percentage |
|-------------|---------------------------------------------------------------------------|------------|
| Q1          | Are the aims of the study clearly stated?                                | 68.85      |
| Q2          | Are the chosen quality attributes distinctly defined?                    | 55.74      |
| Q3          | Are the used DM methods discussed?                                       | 36.07      |
| Q4          | Is the used approach clearly described?                                  | 75.41      |
| Q5          | Are the datasets completely described (source, size, and programming languages)? | 29.51    |
| Q6          | Is it clear how accuracy was measured?                                  | 57.38      |
| Q7          | Is the purpose of the analysis clear?                                   | 73.77      |
| Q8          | Were all model construction methods fully defined (use of tools and methods)? | 44.26    |
| Q9          | Is the accuracy of the results reported?                                | 98.36      |
| Q10         | Are the results compared with other methods?                            | 60.66      |
| Q11         | Do the results support the conclusions?                                 | 62.30      |
| Q12         | Are validity threats discussed?                                         | 21.31      |

Based on the evaluated quality, we have decided to remove from our further research articles achieving less than 60% quality. By this additional criterion, we reduced a total of 15 studies. These papers mainly had insufficiently described methodological approaches or results, which is unacceptable for fulfilling our research objectives.

A total of 61 articles were left after the quality assessment step. In general, only good-quality articles have been chosen. However, some of them do not describe the used dataset and accuracy measurements, and there is a lack of discussion of the limitations of the proposed method. However, the total average score of 8.47 out of 12 indicates that the quality of the research is promising, supporting the validity of the extracted data and the conclusions drawn from them.

3.5. Data extraction

The goal of this step is to design forms to identify and collect useful and relevant information from the selected primary studies so that they can answer our research questions proposed in Section 3.1. Table 6 shows the data extraction form, which will be applied to all selected primary studies for the purpose of detailed analysis.

3.6. Data synthesis

The search for our systematic review was performed in March 2021. Data synthesis is used to collect and summarize the data extracted from primary studies. Moreover, the main goal is to understand, analyze and extract frequently used DM methods for defect detection and classification applications in manufacturing processes. We analyzed the extracted data to determine the trends and collect information about our research questions. In addition, we classified and analyzed articles according to the research questions proposed in Section 3.1. We also classified the literature according to different research questions. The most important task was to classify the articles according to the DM methods through the relevant analysis.
The number of papers from our set of articles distributed over the years is shown in Figure 5. We can see that from 2017 the number of published articles focused on DM methods application in defect detection and classification has significantly increased. So far, the highest number of studies was published in 2020, but the number of studies for 2021 is taken only for the first quarter. From this, we can assume that our research topic is currently often discussed among researchers from around the world.

Figure 6 then shows the particular DM methods usage chart.

The number of papers from our set of articles distributed over the years is shown in Figure 5. We can see that from 2017 the number of published articles focused on DM methods application in defect detection and classification has significantly increased. So far, the highest number of studies was published in 2020, but the number of studies for 2021 is taken only for the first quarter. From this, we can assume that our research topic is currently often discussed among researchers from around the world. Figure 6 then shows the particular DM

| Item ID | Extracted data                  | Description                                      | Type   |
|---------|---------------------------------|-------------------------------------------------|--------|
| 1       | Authors                         | Research author’s other relevant studies         | Whole research |
| 2       | Publication year                 | Indicating the trend of research                 | Whole research |
| 3       | Study title                      | Reflect the relevant research direction          | Whole research |
| 4       | Context study                    | Understand the full text                         | Whole research |
| 5       | DM method or combinations        | Methods used in the model                        | RQ1, RQ2 |
| 6       | Achieved accuracy                | The effectiveness of the methods                 | RQ2, RQ3 |
| 7       | Method strengths                 | The advantages of the approach                   | RQ5    |
| 8       | Method limitation                | The disadvantages of the approach                | RQ5    |
| 9       | Dimensionality reduction         | Method used for dimensionality reduction         | RQ4    |

4. Results

In this section, we will deeply analyze the primary studies to provide an answer to the five research questions presented in Section 3. While Section 4.1 provides an overview of the main concepts discussed in this section, Sections 4.2–4.6 report the answer to the research questions.

4.1. Overview of the DM methods

First, let us consider the question of frequency in using data mining methods for defect detection and their classification in the manufacturing industry. In order to achieve it, the particular methods were basically mined from the final primary studies base. As you can see on the pie chart below (Figure 4) classification technique is conclusively the most frequently used (88.5% from all included articles). That is why we compared the classification algorithms separately. The Neural network (70.37%) and Support vector machine (16.67%) were identified as the most frequently used. Decision trees rank within the list of frequently used methods as well, with a share bigger than 5.56%. The particular DM method is often chosen with respect to the nature of the data and according to the information type intended to be mined. As Han & Kamber (2001) mentioned - the kind of knowledge to be mined determines the data mining functions to be performed. This statement is also supported by Gibert et al. (2010), who believe that the choice of the DM method used depends on both goals of the problem to be solved and the structure of the available data set.

Figure 4. DM methods usage chart.
methods usability distributed over the years. We can see that the Neural network method is the most frequently used, especially in recent years (total of 17 studies in 2020). There is also growth for the SVM method from the year 2017 (with 2 applications in 2017 and 3 in 2019). From the chart, we can also assume that BN method usability will increase in the near future. On the other hand, Regression and Clustering methods are probably already behind the zenith and are no more perspectives for us.

Now, let us look more closely at the considered DM methods in connection with analyzed papers.

- Association rules

  Generally, association rules are not frequently used for defect detection and classification in the manufacturing industry. They are usually employed for the search of relations among individual items (for example, in the shopping basket). Despite that, one paper related to hybrid OLAP-association rule mining based quality management system for extracting defect patterns in the garment industry (Lee et al., 2013) was found in our article base.

- Regression
Similarly, the use of regression analysis for defect detection and their classification is quite rare. The main application area for regression analysis can be identified in the field of defect prediction. Our research detected the only study of defects detection in gearbox where Spectral regression (SR) is combined with the SVM method (Jiang et al., 2014).

- Genetic algorithm

Also, Genetic algorithms were not often used. We have only 2 cases in our final set of articles. Apostolos Chondronasios et al. (2016) used this method for feature selection purposes within the surface defect classification task. Later, Ji-Deok et al. (2018) proposed a combination of genetic algorithms and support vector machines for defect classification in the PCB manufacturing process, which achieved 96% accuracy.

- Neural Networks

Regarding our selected set of papers, the most frequently used and probably the most successful data mining method for defect product detection or classification is the Neural network. Most recently, for example, the article “Unsupervised Pre-Training of Imbalanced Data for Identification of Wafer Map Defect Patterns” written by Shon et al. (2021), where the proposed model is based on convolution variational autoencoder (CVAE), achieved a 95.1% level of F-measure. In our analysis, we found out that more than 42% of composed primary studies implementing NN are focused on CNN, for example, Lin et al. (2019), Wang et al. (2018), Imoto et al. (2019), Lee et al. (2019), Lee & Lee (2019), Yang et al. (2019), Chen et al. (2020a), Chien et al. (2020), Han & Yu (2020), Lee & Ryu (2020), Batool et al. (2020), Lin et al. (2020), Yang et al. (2020), Xu et al. (2020), Cerezci et al. (2020) or Jiang et al. (2021). R-CNN algorithm is also often used (more than 13%), for example, in Tabernik et al. (2019), Shi et al. (2020a), Liyun et al. (2020), Zhao et al. (2020a), Zhang & Shen (2021) or Zhao et al. (2021). Moreover, there are articles focusing on the implementation of Contextual Hopfield Neural Network (Chang et al., 2011), Sparse Convolutional Neural Networks (Bella et al., 2019), FCN (Zhang et al., 2019), ResNet50 (Konовалenko et al., 2020), VGG16 (Ihar et al., 2019), YOLOv3 (Yu et al., 2019). The rest of the studies focused on NN can be seen in Table 7.

- Decision trees

In our set of papers, decision trees are successfully used mainly for defect classification in manufacturing processes. For example, Radhika et al. (2013) proposed a model for defect pattern recognition based on random forest. We can also mention a study from Mao et al. (2018), “An Improved Skewness Decision Tree SVM Algorithm for the Classification of Steel Cord Conveyor Belt Defects,” where authors combine decision tree with SVM with total accuracy of 97%.

- Clustering

One of the most often used data mining methods for defect detection and classification in the manufacturing process is clustering. For example, Chia-Yu Hsu (2015) proposed a clustering algorithm for defect classification in semiconductor manufacturing. Also, Taha et al. (2018) focused on the semiconductor industry, where successfully performed a clustering algorithm for defect pattern recognition. It is also worth mentioning the article “Bayesian spatial defect pattern recognition in semiconductor fabrication using support vector clustering” despite Yuan et al. wrote it in 2010. This study combines different algorithms with total accuracy of up to 96.55%, and for this reason, it is interesting and beneficial for our research.

- Support vector machine

After NN, the Support vector machine algorithm is the second most frequently used method in our primary set of articles. Prachya Bumrungkun (2019) used the SVM method for defect detection in the textile manufacturing industry. In the same year, Li et al. (2019) also used SVM but for surface defects detection in Polycrystalline Diamond Compact manufacturing. Takada et al. (2017) successfully combined SVM with CNN for Electronic Circuit Boards defect detection and classification with an accuracy of 82.64%. Liu et al. (2019) achieved an accuracy of 99.95% by its SVM model for the real-time defect detection task. Also, Baly & Hajj (2012) and Jeong (2017) have achieved good results with the SVM method implementation in semiconductor manufacturing. Lastly, we would like to mention the study from Hoang & Nguyen (2020), where the authors proposed a sequence of SVM and state-of-the-art history-based adaptive differential evolution with linear population size reduction for concrete quality management, which achieved an accuracy of 93%.
Table 7. Comparison of DM methods.

| Method          | Number of studies | Used in Combination | Detection/Classification | Strengths                                                                 | Limitations                                                                                                                                 | Average accuracy | Field of Application         | Reference                  |
|-----------------|-------------------|---------------------|--------------------------|---------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------|------------------|-----------------------------|-----------------------------|
| Association     | 1                 | NO                  | 100% Classification     | - Counting transparency                                                   | - Depend on the human factor                                                                                                               | 100% Confidence | Garment industry             | Lee et al. (2013)          |
|                 |                   |                     |                          | - Too many generated combinations                                         |                                                                                                                                              |                  |                             |                             |
| Bayes network   | 2                 | NO                  | 100% Detection          | - High robustness                                                         | - Low interpretability                                                                                                                        | 94.31%           | Textile manufacturing       | Romli et al. (2021)        |
|                 |                   |                     |                          | - Simple to implement                                                     | - Low learning ability                                                                                                                        |                  |                             | Yapi et al. (2017)         |
|                 |                   |                     |                          | - Great computational efficiency                                         | - Long run time                                                                                                                             |                  |                             |                             |
|                 |                   |                     |                          | - Requires a vast number of records                                       |                                                                                                                                              |                  |                             |                             |
| Clustering      | 5                 | YES                 | 60% Classification/P    | - Well suited for multimodal classes                                      | - Location solution                                                                                                                        | 92.55%           | Semiconductormanufacturing  | Taha et al. (2018)         |
|                 |                   |                     | Pattern recognition     | - Zero costs of the learning process                                      | - Sensitive to noisy or irrelevant attributes                                                                                              |                  | IC manufacturing            | Hsu (2015)                 |
|                 |                   |                     | 40% Detection           | - Performance of the algorithm depends on the number of dimensions used   |                                                                                                                                              |                  |                             |                             |
| Decision trees  | 3                 | YES                 | 100% Classification/P   | - High Interpretability                                                   | - Low robustness                                                                                                                             | 98.50%           | Steel parts manufacturing   | Chien et al. (2020)        |
|                 |                   |                     | Pattern recognition     | - Fast training                                                            |                                                                                                                                              |                  |                             |                             |
|                 |                   |                     |                          | - Proper handling of missing values                                       |                                                                                                                                              |                  |                             |                             |
|                 |                   |                     |                          | - Robustness to outliers in input space                                   |                                                                                                                                              |                  |                             |                             |
|                 |                   |                     |                          | - Superior classification performance                                      |                                                                                                                                              |                  |                             |                             |
|                 |                   |                     |                          | - Good compatibility with other methods                                   |                                                                                                                                              |                  |                             |                             |
| Genetic algorithm | 2               | YES                 | 100% Classification     | - Good compatibility with other methods                                   | - Time-consuming iterations                                                                                                                   | 97.50%           | PCB manufacturing           | Chondronasios et al. (2016) |
|                 |                   |                     |                          | - No global optimum                                                        |                                                                                                                                              |                  |                             |                             |
| Method           | Number of studies | Used in Combination | Detection/Classification | Strengths                              | Limitations                                                   | Average accuracy | Field of Application | Reference                  |
|------------------|-------------------|---------------------|--------------------------|----------------------------------------|---------------------------------------------------------------|------------------|----------------------|----------------------------|
| Neural network   | 38                | NO                  | 18% Classification       | - High robustness                     | - Low interpretability                                      | 93.47%           | Automotive industry  | Jeong et al. (2021)       |
|                  |                   |                     | 82% Detection            | - High accuracy                       | - Time inefficiency                                          |                  | Steel parts manufacturing | Zhu et al. (2021)       |
|                  |                   |                     |                          | - Fault tolerance                     | - Lack of explanatory power                                  |                  | Semiconductor manufacturing | Zhao et al. (2020b)     |
|                  |                   |                     |                          | - Versatility of use                  | - Not easy to understand                                    |                  | Concrete products     | Huang et al. (2020)      |
|                  |                   |                     |                          | - Able to handle noisy data          | - Approximation errors                                       |                  | PCB manufacturing     | Chen et al. (2020b)      |
|                  |                   |                     |                          |                                       | - Slow learning                                              |                  | IC manufacturing      | Shin et al. (2020)       |
|                  |                   |                     |                          |                                       | - Over-fitting                                               |                  | Textile manufacturing | Shi et al. (2020b)       |
|                  |                   |                     |                          |                                       | - Local minima                                               |                  | Concrete products     | Ma et al. (2019)         |
|                  |                   |                     |                          |                                       |                                                               |                  | PCB manufacturing     | Mei et al. (2018)        |
|                  |                   |                     |                          |                                       |                                                               |                  | Etc.                 | Kholief et al. (2017)    |
| Regression       | 1                 | YES                 | 100% Detection           | - Good computation speed              | - Approximation errors                                       | 91.30%           | Automotive industry  | Jiang et al. (2014)      |
|                  |                   |                     |                          | - Low false alarm rate                | - Poor parameter estimates due to data sparsity, overfitting, missing or incomplete data |                  | Semiconductor manufacturing | Hoang & Nguyen (2020) |
|                  |                   |                     |                          | - Easy to interpret                  |                                                               |                  | Concrete products     | Bumrungkun (2019)        |
| Support          | 9                 | YES                 | 33% Classification       | - High classification accuracy        | - Low interpretability                                       | 95.66%           | Automotive industry  | Jingzhong et al. (2018)  |
| Vector Machine   |                   | GA-SVM              | 67% Detection            | - High robustness                     | - High complexity                                            |                  | Semiconductor manufacturing | Takada et al. (2017) |
|                  |                   | DT-SVM              |                          | - Generalization ability              |                                                               |                  | PCB manufacturing     | Wang et al. (2015)       |
|                  |                   | CNN-SVM             |                          | - Stability                           |                                                               |                  | Etc.                 | Etc.                      |
In the following table (Table 7), we summarize individual DM methods, which were found out in our analysis as the most frequently used for defect detection and classification in the manufacturing industry and their average accuracy. The main message of this table is the strengths and limitations of these methods, their frequent field of application, and information on whether the particular method is used in combination with other methods or not. This table will help us in choosing methods for our future research.

4.2. Discussion of research questions

• RQ1: Which are the most frequently used DM methods for defect detection and classification in the manufacturing process?

The goal of this section is to answer the RQ1 (which mentioned DM methods are the most frequently used for defect detection and classification tasks?). Overall, the most commonly used method and also the most popular method in recent years is the neural network. There are several different algorithms used, such as CNN, R-CNN, FCN, ResNet50, etc. The NN method is mainly used for defect detection as well as SVM. For defect classification problems, the Clustering method and Decision trees are the most frequently used. It is necessary to mention that NN, SVM, and Clustering are often used for either defect detection or classification.

• RQ2: Which DM methods are the most efficient for defect classification/detection according to the chosen criteria?

The DM method efficiency can be measured, for example, by F-measure, AOC, or simple accuracy. We have compared the particular DM methods by average accuracy achieved by the proposed method. As you can see from Figure 7, the highest average accuracy was achieved by Decision trees, Genetic algorithms, and SVM methods. During the analysis of individual primary studies, we observed that NN, as well as SVM, have achieved in some cases even 100% accuracy, but due to the high volume of studies implementing in the case of NN, the final result can be distorted. For this purpose, we decided to add a median that is less sensitive to extreme values. So from the median point of view, we can see that accuracy of NN, SVM, and Clustering methods is significantly higher.

• RQ3: Do authors combine different DM methods for quality management tasks in manufacturing?

Recently it has become more common for authors to try to combine different data mining methods and use them parallelly or sequentially. In our primary set of articles, we deduced that approximately 30% of gathered...
articles use more than one DM method. We noticed that SVM is often combined with other methods, such as Genetic algorithms, Decision trees, or Neural networks. On the other hand, we can say that generally, the NN method is not used in combination with other different methods, but sometimes various NN types are combined together.

- **RQ4:** Do authors use some dimensionality reduction methods for efficient work with high volume data?

Generally yes, several studies in our research use some dimensionality reduction methods, such as Principal Component Analysis, Random forest, Factor analysis, or ReliefF algorithm. The dimensionality reduction method was detected in more than 15% of studies, but it is possible that it is not always mentioned in the study methodology or it is not clear.

- **RQ5:** What are the main strength and limitations of individual DM methods?

The complete list of strengths and limitations of particular methods is contained in Table 7, but we can at least discuss here a few of them. Surprisingly, NN, which is the most frequently used, has quite a long list of weaknesses such as low interpretability, time inefficiency, or over-fitting. In contrast, SVM appears to be more effective. Among its strengths, we can mention, for example, high robustness, generalization ability, and high accuracy.

5. Conclusion

This paper introduced a PRISMA-based systematic review focused on defect detection and classification in the manufacturing process using data mining mining. 28255 high-quality articles in the SCOPUS, WoS, and ProQuest Central databases were searched out from who’s the final set of only 61 empirical researches were extracted by sequential selection. It was found out that the most frequently used DM methods for the topic under consideration are NN, SVM, Clustering, and DT. Most importantly, we found out that DT, GA, and SVM achieve the highest average accuracy. The advantages and disadvantages of particular data mining methods based on analyzed articles were identified as well. Additionally, from our research results, we can assume that researchers use different DM methods in combinations and use some data dimensionality reduction methods such as PCA or Random forest. We also found out that the SVM and BN approaches have significant advantages and seem suitable for defect detection tasks. On the other hand, the application of Neural networks brings a lot of disadvantages, which makes them more complicated to be used, but despite this, they are often used for both defect detection and classification. The clustering method is also quite often mainly used for defect classification and achieves good results. It is necessary to state that the results presented in this paper come with certain limitations, especially with respect to the use of three selected source databases to obtain the original set of papers for analysis. We are also aware of some limits in accuracy assessment by average and median values.

This research helps us to design our own model for defect detection and classification, which will be our main interest in future work.
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