Abstract—Because of the limited energy of wireless sensor nodes, the energy loss of communication process affects network performance. In order to prolong the network lifetime and combine the fast ergodicity of the quantum particle swarm, this paper proposes a wireless network routing optimization method to improve the quantum particle swarm, aiming at the leach problem of the wireless sensor network WSN Classic Clustering protocol. The optimal routing speed is accelerated, and the optimal routing and energy consumption of the network are balanced as far as possible, and adjust the parameters of the cluster head election threshold to obtain the most suitable clustering structure for the current environment adaptively, so as to balance the network energy consumption and improve the network life. The experimental results show that compared with the LEACH-EP protocol, GA and PSO, the proposed protocol has better performance in network lifetime and network latency.
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I. INTRODUCTION

Wireless sensor networks, which are composed of several sensor nodes with the capability of communication, perception and data processing, have been widely used in the fields of industrial production, environmental monitoring, intelligent building, medical health and military, and play an important role in the Internet of things[1-3]. Because of its multidisciplinary intersection and integration of various techniques, it has aroused great concern in the Frontier hot research field. Wireless sensor networks are mainly composed of a large number of sensor nodes to complete data collection, transmission and processing. Because the wireless sensor network node's hardware resources and the energy limited, the data processing and the transmission ability is weak, the sensor node's energy mainly relies on itself carries the battery to supply and the capacity is limited, it is difficult to replace the battery, causes the node energy to be limited and cannot supplement. For wireless sensor networks with limited energy, reducing energy consumption is an important measure to prolong the network life [4].

Sensor nodes can be used for data collection, data forwarding and information processing. Sensors, microcontrollers and transceivers are the main components of such sensor networks. The sensor is responsible for converting the physical data into electrical signals, and then it transmits the collected data to the microcontroller, which is responsible for processing the acquired sensing data and controlling the wireless communication system. Transceivers allow data communication with other nodes in the network or with base stations. Network radio transmission is realized by using media access control (MAC) protocol. What all three components have in common is the power distribution unit that determines the power distribution scheme of the three components. How to use energy effectively, prolong the life of wireless sensor network, design a special routing protocol for Wireless sensor network, and ensure that network function has become an important direction in the research of Wireless sensor Network routing protocol, has very important significance.

The structure of this paper is as follows. In Section 2 we give a review on the Wireless Sensor Network Path Optimization algorithms. Section 3 presents our system model and we discuss our proposed method in Section 4. Extensive simulation results and analysis are given in Section 5. Finally, we conclude in Section 6.
II. RELATED WORKS

The structure of sensor module is as follows: Memory, Battery, Sensor Hardware, Embedded Processor and Transceiver. The size of wireless sensor platform mainly depends on their batteries, usually two AA batteries. In terms of energy efficiency, the platform based on TIMSP430 Microcontroller is at the most advanced level of technology, and the current consumption in full working mode is about 10%. The current consumption in idle mode is less than 1 µA.

The second key factor to be considered in signal processing and data processing technology of wireless sensor networks is the communication between modules. Communication leads to two key aspects, which may damage the theoretical validity of data processing algorithms in wireless sensor networks. First of all, we can not assume that the network connectivity is perfect, and link change should be a feature of the simulation framework. Secondly, the synchronization from code execution to network communication should also be considered, because they play a major role in the actual deployment of sensor networks. There are various kinds of sensor network simulation systems from sensor module microcontroller to network communication. For example, from a network perspective, NS2 is a prominent simulator, which can accurately simulate wired and wireless networks with thousands of nodes. Although it is beneficial to a wide range of standard and experimental communication protocols and network architecture, it lacks the simulation of code execution on network nodes. ATEMU and AVRORA provide cycle accuracy in machine code level simulation of sensor module platform based on AVR assembly language, and provide network simulation of hundreds of nodes. However, it is limited to AV Microcontroller and can not simulate the code execution of other types of microcontrollers. Other projects such as EmStar or SENS, which can simulate the interaction in heterogeneous networks by focusing on higher-level interoperability issues, involving low resource sensor module and higher resource micro server platform.

At present, TOSSIM, or TinyOS simulator, is the best choice to simulate particle code execution and network communication with reasonable accuracy. TinyOS is an open source event driven system, which is used to program the current main types of sensor modules. It has the advantages of a large number of program contributions and a large number of users. The program language is a variant of C language NesC, can be compiled as TI MSP430 and ATMega128L AVR microcontrollers, these microcontrollers are currently most widely used in sensor module technology. TOSSIM simulates the actual code running on the sensor module at 4MHz through the virtual clock. It also reproduces the complete network stack of TinyOS at bit level, so as to simulate network contention or packet damage through simple mechanism. Finally, it provides a simple generation of simplified connection network model and energy consumption model.

For the optimization of energy utilization efficiency and energy balance in wireless sensor networks, the existing literatures are studied and solved from many aspects. The typical clustering protocol for prolonging network life is: Low power adaptive layered Clustering (leach) protocol, however, the protocol has many drawbacks.

For this, the current clustering protocol is mainly aimed at the cluster scheme and cluster selection mechanism.

The clustering algorithm is improved by using swarm intelligence algorithm and fuzzy algorithm respectively, so as to optimize energy consumption and enhance network performance [5-6]. An energy-aware Leach protocol is proposed: LEACH-EP, in which nodes with more energy have more opportunities to become cluster Heads (CH) and calculate energy thresholds based on the expected node's percentage of CH, the current remaining energy and the average remaining energy of all CHS in the previous round. This protocol increases the network lifetime by 33% than Leach [7]. In paper [8], a genetic algorithm (GA) is proposed to optimize WSN, the initial cluster head table is constructed by Leach algorithm, and the approximate optimal solution is found by using GA for efficient searching, which can be used to improve the life of WSN, but it is easy to get into the local optimal solution. The cluster head is elected according to the residual Energy, node connectivity and the total time of the elected CH, and the simulated annealing (SA) algorithm is used to optimize all the nodes until the energy consumption of all the clusters is nearly balanced. However, the SA has been searching globally for a long time [9]. The paper [10] adopts the scheme of Mobile base station node to optimize network energy consumption and solve the problem of energy void.

However, the scheme is only suitable for fixed network applications, and the change of Base station node location will result in the increase of routing path update cost of network nodes. Yessad presents a Multipath routing protocol, in which nodes calculate the choice probability of different routes according to the residual energy of different routing paths, the communication energy and the number of forwarding nodes in the path, in order to realize the efficiency and equalization of network energy consumption and improve the whole life of the network [11]. However, the calculation of routing probability of this method requires a large computational overhead. In the paper [12], an energy balance routing protocol based on potential field theory is proposed, and the virtual potential field is established by the potential field theory to ensure that the data packet is transmitted to the base station through high energy region to protect the nodes with low residual energy. The article [13] analyzes the network attack behavior which is related to the concept of security trust, and makes a simple classification, but does not propose the corresponding plan. In [14], a trust calculation method based on D-S evidential theory is proposed.

The method can be used to deal with the information of evidence, obtain the input of trust calculation, and guarantee the precision of trust calculation, but its computational complexity is high, and additional data storage resource cost is needed.
Literature [15] based on game theory, this paper analyzes the relationship between network collaboration, trust and security, focuses on the modeling of trust calculation, and does not design trust data acquisition process. In the paper [16], a secure routing protocol (TSR) for on demand unicast is proposed. Based on the historical behavior record of the nodes, a simple trust Prediction model is established, and the safe route is chosen according to the result of trust evaluation. However, the protocol only evaluates the direct trust evaluation of a node as a trust value, which results in a one-sided and inaccurate trust value calculation.

In recent years, researchers have carried out a lot of research on the applications of Neural Network algorithm to wireless sensor networks. A neural network model is proposed to find the lowest weak connected dominating set in wireless sensor networks, and a new direct fusion algorithm can be chosen to select a suitable transmission radius. Stabilize the network and extend the life cycle of the network [17]. In the paper [18], a Markov model is established using a back propagation (BP) neural network to compute the life cycle of wireless sensor networks, which accurately gives the maximum life cycle value and reduces computational complexity. In the paper [19], a neural network fusion algorithm based on principal element Analysis (PCA) is proposed to process the collected data in the clustering structure of wireless sensor networks, which reduces the data transmission and realizes the classification of different parameter types. In the paper [20], a neural network is proposed to modify the topology of Wireless sensor network routing protocol using Neural Network to improve the efficiency of network energy utilization. In the paper [21], the neural network algorithm is applied to the energy management method of wireless sensor network, the sensor data is processed by neural network to reduce the dimension of transmission data, thus reducing the communication cost and protecting the energy. In the paper [22], for the nonlinear output of sensors affected by environmental parameters, in order to obtain accurate information to compensate for adverse environmental impacts, an effective Laguerre neural network is introduced into wireless sensor networks to make up the nonlinearity and environmental impact of sensors and reduce energy consumption.

The energy optimization algorithm mentioned above has different solutions to the energy problem, but it doesn't consider the network attack situation. The network attack of the routing layer can mislead the energy optimization routing algorithm, generate the network energy consumption and data delivery problems, and seriously affect the normal routing function of the network. However, the routing protocol based on security usually only considers the security of nodes and lacks the reasonable optimization of energy consumption.

For the network energy consumption and network security problems. In a word, when designing an efficient routing algorithm for wireless sensor networks, there are many factors that affect the performance of the network, such as minimizing total energy consumption, balancing network load, accelerating convergence and dynamic network. It would be best to consider all of these factors simultaneously to address the challenges of these real-time applications.

### III. System Model

#### A. Mathematical Model of WSN Routing

The sensor node responsible for collecting the monitoring data from the WSN is defined as the source node. The data is transmitted to the sink through multi-hop communication. The sink fuses the data and sends the result to the base station (BS), i.e. the destination. Let WSN be abstracted into an undirected weighted graph, where V denotes the set of sensor nodes and E denotes the set of links.

\[
V = \{\text{V}_{\text{head}}, v_1, v_2, \ldots, v_n\} \quad (1)
\]

\[
E = \{e_1, e_2, \ldots, e_n\} \quad (2)
\]

Where \(V_{\text{head}}\) denotes the cluster head, and \(v_i\) denotes other sensor nodes in the cluster.

Let \(\lambda_0\) denotes the effective transmission range of each node in V. Then,

\[
E = \{e_i | D(v_j, v_k) \leq \lambda_0, v_j, v_k \in V\} \quad (3)
\]

#### B. Constraints

The operating range \(d_0\) of route in the WSN is subject to the following constraint.

\[
d(v_i, v_j) \leq d_0 \quad (4)
\]

The energy consumption \(\hat{E}\) associated with transmission paths throughout the WSN is to be minimized.

\[
\min \left( \hat{E} \right) = \sum_{i,j} \lambda d(v_i, v_j)^2
\]

where \(\lambda\) denotes the energy consumption coefficient. Considering the need for energy consumption balance between network nodes, the node \(I\) with a lot of energy left is used to forward the data. The remaining energy index \(\gamma_i\) is defined as:
\[ \gamma_i = \frac{E_1}{E_2} \]  

(6)

Where \( E_1 \) denotes the original energy of node \( i \), \( E_2 \) denotes the energy left with node \( i \).

To avoid the low-energy nodes from being selected as the relay, it is stipulated in this paper that the node whose remaining energy is 10% of the original level is regarded as the low-energy node and will not be selected.

C. Clustering protocol

The LEACH protocol does not incorporate the remaining energy of node and the node position into the selection of cluster head. In this paper, the protocol is improved by taking many factors into account to compute the threshold for CH selection. These factors include the distance from the sink, remaining energy, number of times that the node is selected as the CH previously, and the distance from other cluster heads, which are called sub-threshold terms and represented with T1-T4, sequentially. The threshold \( T_{ASLPR}(n) \) for CH selection is computed as:

\[
T_{ASLPR}(n) = \begin{cases} 
Z(n) & E(n) \geq t_1 \frac{1}{N} \sum_{i=1}^{N} E(i) \\
0 & E(n) < t_1 \frac{1}{N} \sum_{i=1}^{N} E(i) 
\end{cases} 
\]  

(7)

where \( Z(n) = \alpha_1 T_1(n) + \alpha_2 T_2(n) + \alpha_3 T_3(n) + \alpha_4 T_4(n) \) , \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) , are the weight of each sub-threshold term and \( \sum_{i=1}^{4} \alpha_i = 1 \) , \( t_1 \) denotes a threshold parameter.

IV. IMPROVED QUANTUM PARTICLE SWARM OPTIMIZATION (QPSO) ALGORITHM

Particle swarm optimization (PSO) algorithm is a kind of adaptive probabilistic optimization technique for simulating swarm intelligence behavior for complex system computation. When PSO solves the optimization problem, each particle has its own position and velocity (distance and direction), the position of the particle is a solution to the optimization problem, through the particle position coordinates to calculate the fitness value to determine the position of the pros and cons of the search process in the past, the optimal position of each particle is called the individual extreme value, namely Pbest. The optimal position of all particles is called global extremum, i.e. gbest.

In order to find the optimal solution of the problem, the particle keeps updating its position in the solution space by tracking the two extremum by the velocity and position update formula. The particle swarm optimization algorithm uses certain evolutionary rules to solve in the search space, with the memory, the particle information is shared in the whole population, but in the particle swarm algorithm, in addition to its own memory pbest, only the global optimal particle gbest share information, so the particle swarm optimization group particle can move to the optimal solution, so that it converges faster. At the same time, such a mechanism may lead to too much concentration of population particles in particle swarm optimization, which makes the algorithm fall into local optimum.

In this paper, particle swarm algorithm has better convergence speed and simpler algorithm, it is easy to fall into the local optimal defect for particle swarm optimization, and proposes an improved strategy of quantum particle swarm optimization. The concept of quantum computing was first proposed by R.landauer and C.bennett in the 70’s, and quantum computing has the characteristics of parallelism and digital storage, and has powerful computing power. Quantum particle swarm optimization (PSO) combines the idea of particle swarm optimization and the quantum computation method, the position of the quantum particle is encoded by the quantum bits, the particle position is updated by the Quantum revolving gate, the randomness of the particle position is greatly increased, and it is easier to appear in the whole solution space, and the whole feasible solution space can be searched. It has stronger global optimization ability and overcomes the defects of standard particle swarm optimization.

The quantum position of a quantum particle is represented by a quantum bit, and the quantum position is defined as \( \begin{pmatrix} \alpha_1 \\ \beta_1 \\ \alpha_2 \\ \beta_2 \\ \ldots \\ \alpha_l \\ \beta_l \end{pmatrix} \), in which \( |\alpha_j|^2 + |\beta_j|^2 = 1, (j = 1,2,\ldots,l) \). In order to make the algorithm more concise and effective, set \( 0 \leq \alpha_j \leq 1, 0 \leq \beta_j \leq 1 \), and \( \beta_j = \sqrt{1-\alpha_j^2} \). Thus, the quantum position of the first quantum particle can be simplified as

\[
x_i = (\alpha_i, \alpha_2, \ldots, \alpha_i) = (x_{i1}, x_{i2}, \ldots, x_{il}) \]  

(8)

The update of quantum particle position in quantum particle swarm optimization using the quantum revolving gate, defined as \( R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \), using the quantum revolving gate \( R(\theta) \) to update the J-Qubit of the first quantum particle \( x_{ij} \) can be expressed as
\[ x_{ij}^{k+1} = R(\theta_{ij}^k) x_{ij}^k = \begin{bmatrix} \cos \theta_{ij}^k & -\sin \theta_{ij}^k \\ \sin \theta_{ij}^k & \cos \theta_{ij}^k \end{bmatrix} x_{ij}^k \] \quad (9)

Similarly, the formula can be simplified to

\[ x_{ij}^{k+1} = x_{ij}^k \times \cos \theta_{ij}^{k+1} - \sqrt{1 - (x_{ij}^k)^2} \times \sin \theta_{ij}^{k+1} \] \quad (10)

Quantum bits \( x_{ij}^k \) are updated with quantum non gate \( v \) when the quantum rotation angle is \( \theta_{ij}^k = 0 \) used, and the update process can be described as:

\[ x_{ij}^{k+1} = \sqrt{1 - (x_{ij}^k)^2} \] \quad (11)

In quantum particle swarm optimization, the update of the quantum rotation angle and position of the D dimension of the first quantum particle is corresponding to the update of particle velocity and position in the particle swarm, and the update process can be expressed as follows:

\[ \theta_{id}^{k+1} = c_1 \cdot e_1 \cdot (P_{ad}^k - x_{id}^k) + c_2 \cdot e_2 \cdot (P_{ad}^k - x_{id}^k) \] \quad (12)

\[ x_{id}^{k+1} = \begin{cases} \sqrt{1 - (x_{id}^k)^2}, & \theta_{id}^{k+1} = 0 \\ x_{id}^k \times \cos \theta_{id}^{k+1} - \sqrt{1 - (x_{id}^k)^2} \times \sin \theta_{id}^{k+1}, & \theta_{id}^{k+1} \neq 0 \end{cases} \] \quad (13)

Where \( 1 \leq i \leq m, 1 \leq d \leq 5 \), K and \( k+1 \) represent the number of iterations, \( \theta_{id}^k \) is the quantum rotation angle of the first d quantum particle in the \( K^{th} \) iteration. \( e_1 \) and \( e_2 \) is the 0 mean variance is 1 of the Gaussian distribution of the random number, \( c_1 \) and \( c_2 \) determines the quantum particle of the individual optimal solution and the entire quantum particle swarm of the global optimal solution to the quantum particle position of the update process influence degree, \( x_{id}^k \) is the position of the first particle in the D dimension of the K iteration, \( P_{ad}^k \) is the position of the individual extreme point in the first D dimension of the first k iteration, which is the position of the global extremum point of the whole particle swarm in the \( K^{th} \) iteration of the first D dimension.

In the process of optimization, the selection, crossover and mutation of genetic algorithm are used to speed up the convergence speed and improve the ability of global search, and finally get an optimal data transmission path.

V. RESULTS AND DISCUSSIONS

In this simulation experiment, the network coverage range is 100mx100m rectangular plane area, randomly distributes 50 sensor nodes, and the nodes are numbered uniformly. The initial energy of the node is 0.5J, the effective transmission distance between nodes is 10m, the total number of ants selected in the experiment is 80, the crossover probability is 0.8, the initial energy of each node is 110J, the energy consumption of the transmit/receive 1bit data is 0.05j/bit, the maximum iteration number is 100. The genetic algorithm (GA), particle swarm optimization (PSO), LEACH-EP protocol and the research algorithm presented in this paper are compared in the simulation experiment. Under the condition that the test environment parameters are the same, each algorithm runs 20 times Monte Carlo Test, taking the average value as the final result.

A. Performance Evaluation Index of Algorithm

In order to better see the optimization efficiency of each algorithm and make the result comparable, the performance evaluation index of the algorithm needs to be established. This index is established in two aspects from path energy consumption and the success rate of finding the optimal path. In the process of finding the optimal path, it is necessary to consume energy continuously, and the total energy consumed is:

\[ E = \sum_{i=1}^{n} e_i \] \quad (14)

Where \( E \) represents the total energy consumed, and \( E_i \) represents the energy consumed by each node. The energy consumption in the transmission process is calculated by free space model.

The path loss is calculated by the following formula:

\[ \lambda = \frac{C}{\text{Bandwidth} \cdot \text{d}^h} \] \quad (15)

\[ e_i = \frac{\lambda^2}{4\pi^2d^2} \] \quad (16)

Therefore, the residual energy of each node can be calculated under the precondition of the initial energy, the number of simulation times and the running time of the sensor.
B. Energy consumption Simulation Results

The simulation results of the total energy consumption of 4 algorithms, as shown in Fig.1, show that the improved quantum particle swarm optimization algorithm in this paper consumes the least energy in the process of finding the optimal path, followed by the particle swarm algorithm, and the LEACH-EP protocol consumes the most energy. Therefore, the QPSO algorithm can reduce the energy consumption and prolong the life cycle of the whole network.

C. Comparison and analysis of network survival time

The network survival Time simulation results of 4 algorithms are shown in Figure 2. According to the results of Fig. 2, the network survival time of this algorithm is much larger than that of genetic algorithm (GA), PSO algorithm and LEACH-EP, and the lifetime of wireless sensor network decreases gradually with the number of perceived nodes decreasing, but the algorithm is slower than other algorithms to reduce the speed. Can effectively extend the lifetime of the entire wireless sensor network.

| Protocols | FND   | HND   | LND    |
|-----------|-------|-------|--------|
| GA        | 528.4 | 725.8 | 1025.6 |
| PSO       | 728.8 | 958.6 | 1153.8 |
| LEACH-EP  | 852.3 | 1085.9| 1238.5 |
| QPSO      | 1135.4| 1283.6| 1382.7 |

VI. CONCLUSION

In order to solve the problem of data transmission energy consumption in wireless sensor networks and how to recover the path quickly when a dead node appears on the transmission path, a wireless sensor routing optimization algorithm based on improved quantum particle swarm algorithm is proposed in this paper. Considering various node factors, the optimal clustering structure of the network is obtained.

Compared with the existing algorithms based on genetic optimization and PSO, the simulation shows that the algorithm makes the residual energy difference between nodes in wireless
sensor network is the least, and the average residual energy of different node packets is more, which can prolong the lifetime of the wireless sensor network effectively. But the link quality is not considered in the algorithm, network latency and other factors related to QoS, with the increase of node radius, the number of neighbor nodes increases, and the burden of the nodes will increase, therefore, in the subsequent research work, based on this algorithm, how to optimize the experimental parameters to improve the performance of the algorithm, still need further study.
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