Solving inverse problems with deep neural networks driven by sparse signal decomposition in a physics-based dictionary

Gaetan Rensonnet 1  Louise Adam 1  Benoit Macq 1

Abstract
Deep neural networks (DNN) have an impressive ability to invert very complex models, i.e. to learn the generative parameters from a model’s output. Once trained, the forward pass of a DNN is often much faster than traditional, optimization-based methods used to solve inverse problems. This is however done at the cost of lower interpretability, a fundamental limitation in most medical applications. We propose an approach for solving general inverse problems which combines the efficiency of DNN and the interpretability of traditional analytical methods. The measurements are first projected onto a dense dictionary of model-based responses. The resulting sparse representation is then fed to a DNN with an architecture driven by the problem’s physics for fast parameter learning. Our method can handle generative forward models that are costly to evaluate and exhibits similar performance in accuracy and computation time as a fully-learned DNN, while maintaining high interpretability and being easier to train. Concrete results are shown on an example of model-based brain parameter estimation from magnetic resonance imaging (MRI).

1. Introduction
Many engineering problems in medicine can be cast as inverse problems in which a vector of latent biophysical characteristics $\omega$ (e.g., biomarkers) are estimated from a vector of $M$ noisy measurements or signals $y \in \mathbb{R}^M$, each measurement being performed with experimentally-controlled acquisition parameters $p_i$ ($i = 1, \ldots, M$) defining the experimental protocol $\mathcal{P} := \{p_i\}_{i=1}^M$.

We consider the case in which a generative model of the signal $S(\omega; p)$ is available but hard to invert and costly to evaluate. This occurs for instance when $S$ is very complex or non-differentiable, which includes most cases of $S$ being a numerical simulation rather than a closed-form model. Without loss of generality, the signal $S$ is assumed to arise from $K$ independent contributions weighted by weights $\nu_1, \ldots, \nu_K$,

$$S(\omega; \mathcal{P}) = \sum_{k=1}^K \nu_k S_k(\omega_k; \mathcal{P}),$$

where the $S_k$ are available and with $\omega = [\omega_1^T \ldots \omega_K^T]^T$. When no linear separation is possible or known then $K = 1$.

Because deep neural networks (DNNs) have shown a tremendous ability to learn complex input-output mappings (Hornik et al., 1990; Fakoor et al., 2013; Guo et al., 2016; Lucas et al., 2018; Zhao et al., 2019), it is tempting to resort to a DNN to learn $\omega$ directly from the data $y$ or from synthetic samples $S(\omega; \mathcal{P})$. This is arguably the least interpretable approach and is referred to as the fully-learned, black-box approach. Little insight into the prediction process is available, which may deter medical professionals from adopting it. In addition, changes to the input such as the size $M$ (e.g., missing or corrupt measurements) or a modified experimental protocol $\mathcal{P}$ (e.g., hardware update) likely require a whole new network to be trained.

At the other end of the spectrum, the traditional, physics-based approach in that case is to perform dictionary fingerprinting. As described in Section 3.2, this roughly consists in pre-simulating many ($N_{tot}$) possible signals $S$ and finding the combination of $K \ll N_{tot}$ responses that best explains the measured data $y$. This method is explainable and interpretable but it is essentially a brute-force discrete search. It is thus computationally intensive at inference time (which may be problematic for real-time applications) and does not scale well with problem size.

We propose an intermediate method, referred to as a hybrid approach, which aims to capture the best of both worlds. The measured signal $y$ is projected onto a basis of $N_{tot}$ fingerprints, pre-simulated using the biophysical model $S$. The naturally sparse representation (in theory, $K \ll N_{tot}$ weights are non zero) is then fed to a neural network with

\[...\]
an architecture driven by the physics of the process for final prediction of the latent biophysical parameters $\omega$.

We describe the theory for general applications and provide an illustrative example of the estimation of brain tissue properties from diffusion-weighted magnetic resonance imaging (DW-MRI) data, where the inverse problem is learned on simulated data. We compare the three methods (dictionary fingerprinting, hybrid and fully-learned) in terms of efficiency and accuracy on the estimated brain properties. The explainability of the hybrid and fully-learned approaches are assessed visually by projecting intermediate activations in a 2D space.

2. Related work

Despite their success at solving many (underdetermined) inverse problems (Lucas et al., 2018; Bai et al., 2020) and despite efforts to explain model predictions in healthcare (ElShawi et al., 2020; Stiglic et al., 2020), DNNs still offer little accountability and are mathematically prone to major instabilities (Gottsching et al., 2020). There has thus been a growing trend toward incorporating engineering and physical knowledge into deep learning frameworks (Lucas et al., 2018). One way to do so is to unfold well-known, often iterative algorithms in a DNN architecture (Ye, 2017; Ye et al., 2019), or to produce parameter updates based on signal updates from the forward model $S$ (Ma et al., 2020). However those approaches require many evaluations of the forward model $S$, which is not always possible or affordable.

The latent variables $\omega$ can be difficult to access. This is the case in our example problem where microstructural properties of the brain cannot be measured in vivo. In such cases, DNNs can be trained on synthetic data $S(\omega; P)$ and then applied to experimental measurements $y$, which is the approach taken with our illustrative example. Another option is via a self-supervised framework wherein the inverse mapping $S^{-1}$ is learned such that $S(S^{-1}(y)) \approx y$ (Senouf et al., 2019). However, the latter again requires many evaluations of $S$.

Our physics-based fingerprinting approach is based on the framework by (Ma et al., 2013) for magnetic resonance fingerprinting (MRF) extended to the multi-contribution case (Rensonnet et al., 2018; 2019). As dictionary sizes increased and inference via fingerprinting became slower, DNN methods have been proposed to accelerate the process (Oksuz et al., 2019; Golbabaei et al., 2019). However, these do not consider the case of multiple linear signal contributions as in Eq. (1).

In the field of DW-MRI (our illustrative example), training of DNNs using high-quality data $y$, i.e. data acquired with a rich protocol $P$, has been suggested in several works (Golkov et al., 2016; Ye, 2017; Schwab et al., 2018; Fang et al., 2019; Ye et al., 2020). The main limitation is that such enriched data may not always be available. It is worth noting that (Ye et al., 2020) also proposed Lasso bootstrap to quantify prediction uncertainty, as a way to strengthen interpretability.

3. Methods

3.1. Running example: estimation of white matter microstructure from DW-MRI

In DW-MRI, $M$ volumes of the brain are acquired by applying magnetic gradients with different characteristics $p$ (intensity, duration, profile). In each voxel of the brain white matter, a measurement vector $y \in \mathbb{R}^M$ is obtained by compiling the $M$ DW-MRI values at this given voxel location.

As illustrated in Figure 1, the white matter is mainly composed of long, thin fibers known as axons which tend to run parallel to other axons, forming bundles called fascicles or populations. In a voxel at current clinical resolution, 2 to 3 populations of axons may intersect (Jeurissen et al., 2013). In this paper a value of $K = 2$ populations is assumed for simplicity. We use a simple model of a population of parallel axons (Figure 1) parameterized by a main orientation $u$, an axon radius index $r$ (of the order of $1 \mu m$) and an axon fiber density $f$ (in $[0, 0.9]$), which are properties involved in a number of neurological and psychiatric disorders (Chalmers et al., 2005; Mito et al., 2018; Andica et al., 2020). Assuming the signal contribution of each population $k$ to be independent (Rensonnet et al., 2018), the generative signal model $S$ in a voxel is

$$S(\omega; P) = \phi_{\text{SNR}} \left( \sum_{k=1}^{K} \nu_k S_{\text{MC}}(u_k, r_k, f_k; P) \right), \quad (2)$$

where the signal of each population is modeled by an accurate but computationally-intensive Monte Carlo simulation $S_{\text{MC}}$ (Hall & Alexander, 2009; Rensonnet et al., 2015). The weights $\nu_k$ can be interpreted as the fraction of voxel volume occupied by each population. The model is stochastic with $\phi$ modeling corruption by Rician noise (Gudbjartsson & Patz, 1995) at a given signal-to-noise ratio (SNR). In most clinical settings, SNR is high enough for Rician noise to be well approximated by Gaussian noise. A least-squares data fidelity term $\| y - S(\omega; P) \|^2_2$ is thus popular in brain microstructure estimation as it corresponds to a maximum likelihood solution.

The acquisition protocol $P$ is the MGH-USC Adult Diffusion protocol of the Human Connectome Project (HCP), which comprises $M = 552$ measurements (Setsompop et al., 2013).
Each sub-problem is convex and is solved exactly by an efficient in-house implementation of the active-set algorithm (Lawson & Hanson, 1995, chap. 23, p. 161), which empirically runs in $O(K)$ time. The optimal biophysical parameters $\hat{\omega}_k$ are finally obtained as those of the optimal fingerprint $\hat{j}_k$ in each $C^k$ and the weights $\hat{\nu}_k$ are estimated from the optimal $\hat{w}_k$.

The main limitation of this approach is its computational runtime complexity $O(N_1 \ldots N_K K)$ or $O(N^K K)$ if $N_k = N$ for all $k$. Additionally, the size $N_k$ of each sub-dictionary $C^k$ also increases rapidly as the number of biophysical parameters, i.e. as the number of entries in $\omega_k$ increases.

In our running example, $K = 2$ sub-dictionaries of size $N = 782$ each are pre-computed using Monte Carlo simulations, corresponding to biologically-informed values of axon radius $r$ and density $f$. The orientations $u_1$, $u_2$ are pre-estimated using an external routine (Tournier et al., 2007) and directly included in the dictionary.

### 3.3. Fully-learned neural network

As depicted in Figure 2, we focus on a multi-layer perceptron (MLP) architecture with rectified linear unit (ReLU) non-linearities (not shown in Figure 2), which has the benefit of a fast forward pass for inference. In our brain microstructure example, training is performed on simulated data obtained by Eq. (2) with tissue parameters $\omega$ drawn uniformly from biophysically-realistic ranges. A mean squared error (MSE) loss is used to match Eq. (3) and (4). Dropout (Srivastava et al., 2014) is included in every layer during training and stochastic gradient descent with adaptive gradient (Adagrad) (Duchi et al., 2011) is used to estimate parameters.

### 3.4. Hybrid method

The proposed method is a combination of the fingerprinting and the end-to-end DNN approaches presented above.

**First stage: NNLS.** The same sub-dictionaries $C^k$ as in Section 3.2 are computed. Instead of solving Eq. (3) with
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The Microstructure Fingerprinting library available at https://github.com/rensonnetg/microstructure_fingerprinting. Written in Python 3 and optimized with Numba (http://numba.pydata.org/).
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**Figure 2.** Interpretable hybrid vs fully-learned approach. (a) The vector of measurements $y$ is decomposed by NNLS into a sparse representation in the space of physics-based fingerprints (i.e., many $w_{kj}$ are zero). The weights are given to a split multi-layer perceptron (MLP) followed by fully-connected (fc) layers to predict the tissue parameters (axon radius $r$, axon fiber density $f$, relative volume of axon population $\nu$). (b) In the fully-learned approach, the input is directly fed to a DNN which makes the final prediction. Rectified linear units (ReLU) follow every fc layer in both networks.

1-sparcity constraints on the sub-vectors $w_k$, a single NNLS problem is solved

$$\hat{w} = \arg\min_{w \geq 0} \| y - D \cdot w \|^2_2,$$

where the optimization completely ignores the structure of the dictionary $D = [C_1 \ldots C_K] \in \mathbb{R}^{M \times N_{tot}}$. Unlike in Eq. (4), only one reasonably large NNLS problem with $\sum_{k=1}^K N_k$ variables is solved rather than many small problems with $K$ variables. The runtime complexity of this algorithm is $O(N_{tot})$ in practice and typically yields sparse solutions (Slawski & Hein, 2011). In fact, if the model $S$ used to generate the dictionary were perfect for the measurements $y$ we would have $|w_{i0}| = K \ll N_{tot}$. There is however no guarantee that the true latent fingerprints in $D$ will be among those attributed non-zero weights by the NNLS optimization. However, we expect those selected fingerprints with non-zero weights to have underlying properties $\hat{w}$ close to and informative of the true latent biophysical properties. The second stage of the method can be seen as finding the right combination of these pre-selected features for an accurate final prediction.

In our running example, as in the fingerprinting approach, the orientations $u_1$, $u_2$ are pre-estimated using an external routine (Tournier et al., 2007) and directly included in the dictionary.

**Second stage: DNN.** The output $\hat{w}$ of the first-stage NNLS estimation is given to the neural network depicted in Figure 2. Its architecture exploits the multi-contribution nature of the problem: each sub-vector $\hat{w}_k$ of $\hat{w}$ is first processed by a “split” independent multi-layer perceptron (MLP) containing $N_k$ input units (blue in Figure 2). Splitting the input has the advantage of reducing the number of model parameters while accelerating the learning of compartment-specific features by preventing coadaptation of the model weights (Hinton et al., 2012). A joint MLP (green in Figure 2) performs the final prediction of biophysical parameters. The output of all fully-connected layers is passed through a ReLU activation. Being a feed-forward network, inference is very fast once trained. The overall computational complexity of the hybrid method is therefore dominated by the first NNLS stage.

**4. Experimental results**

**4.1. Efficiency**

Table 1 specifies the values obtained during the fine-tuning of the meta parameters of the DNNs used in the fully-learned and hybrid approaches. As predicted by theory, the hybrid method is an order of magnitude faster than the physics-based dictionary fingerprinting for inference. However its
NNLS first stage makes it slower than the end-to-end DNN solution. Training times were similar but the fully-learned approach had the advantage of bypassing the precomputation of the dictionary.

4.2. Accuracy

15 000 samples (ω, S(ω; P)) (never seen by our DNNs during training) were simulated using Eq.(2) of our DW-MRI example, with biophysical parameters in realistic ranges and SNR levels 25, 50 and 100. In order to test the robustness of the approaches to parameter uncertainty, two scenarios were tested for the fingerprinting and hybrid methods. First, the population orientations $u_1, u_2$ were estimated using (Tournier et al., 2007) and therefore subject to errors. Second, the reference groundtruth orientations were directly included in the dictionary $D$. This did not apply to the fully-learned model as it learned all parameters from the measurements y directly.

Figure 3 shows that the hybrid approach (green lines) was more robust to uncertainty on $u$ than the physics-based fingerprinting method (blue lines), as the mean absolute errors (MAEs) only slightly increased when $u$ was misestimated (continuous lines). The fully-learned model exhibited the best overall performance. The poorer performance on the estimation of the radius index $r$ (middle row) is a well-known pitfall of DW-MRI as the signal only has limited sensitivity to $r$ (Clayden et al., 2015; Sephehrband et al., 2016). As the reference latent value of $\nu$ increased (x axis of Figure 3), estimation of all tissue properties generally improved for all models.

4.3. Explainability

A total of 11 730 test samples were simulated using Eq. (2) in realistic ranges for $\nu$, $r$, $f$ and crossing angle between $u_1$ and $u_2$ at SNR 50. To ease visualization of the results, $r_1 = r_2$ and $f_1 = f_2$ was enforced. The activations, defined as the vector of output values of a fully-connected layer after the ReLU activation, were inspected at different locations of the DNNs used in the hybrid and the fully-learned methods. The projection of these multi-dimensional vectors into a 2-dimensional space was performed using t-SNE embedding (Van der Maaten & Hinton, 2008) for each of the 11 730 test samples. The idea of this low-dimensional projection was to conserve the inter-sample distances and topology of the high-dimensional space.

As shown in Figure 4, the DNN in the second stage of the hybrid method seemed to learn the $r$ and $f$ properties after just the first layer, while it took the fully-learned model three layers to display a similar sample topology. At the end of the split MLP the $\nu$ parameter (marker shapes in Figure 4) did not seem to have been learned but the different values of $\nu$ were then well separated at the end of the merged final
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Table 1. Meta parameters and efficiency of the three methods.

|                        | Fingerprinting | Fully-learned | Hybrid |
|------------------------|----------------|---------------|--------|
| MINIBATCH SIZE         | ×              | 5000          | 5000   |
| DROPOUT RATE           | ×              | 0.05          | 0.1    |
| LEARNING RATE          | ×              | $5 \times 10^{-4}$ | $1.5 \times 10^{-3}$ |
| TRAINING SAMPLES       | ×              | $4 \times 10^5$ | $4 \times 10^5$ |
| HIDDEN UNITS           | ×              | 3600          | 1700   |
| PARAMETERS             | ×              | $3 \times 10^{6}$ | $4.6 \times 10^{5}$ |
| PRECOMPUTATION TIME    | $\approx 2 d$ | $\times$      | $\times$ |
| INFERENCE TIME/VOXEL   | 1.25 s         | $1.02 \times 10^{-4} s$ | $1.45 \times 10^{-1} s$ |
| INFERENCE COMPLEXITY   | $O \left( N_1 \ldots N_K K \right)$ | $O \left( 1 \right)$ | $O \left( N_1 + \cdots + N_K \right)$ |

MLP (see architecture in Figure 2).

5. Discussion and conclusion

An approach was proposed combining the efficiency of deep neural networks with the interpretability of traditional optimization for general inverse problems in which evaluation of the forward generative model $S$ is possible but expensive. The potential of the method was exemplified on a problem of white matter microstructure estimation from DW-MRI. The DNN used in the hybrid method receives as input the measurements $y$ expressed as a linear combination of a few representative fingerprints taken from a physically-realistic basis. Exploiting the multi-contribution nature of the physical process, this input is separated by signal contribution and fed to independent MLP branches (see Figure 2). The overall effect is an expedited learning process, as suggested in Figure 4 where latent parameters $\omega_k$ are learned directly, “for free”, for each axon population $k$. Consequently, we could consider further reducing the number and/or size of layers in the split MLP part of the network used in our illustrative example.

Figure 4 also confirms that the weights $\nu$ of the independent signal contributions are only learned in the final, joint MLP of the DNN of the hybrid method. This is because a relative signal weight can only be defined with respect to the other weights. The split branches of the network treat individual signal contributions independently, unaware of the other contributions, and thus cannot learn the relative weights $\nu$. This suggests that they more specifically focus on the properties $\omega_k$ of each contribution.

A limitation of the proposed hybrid approach is the need to simulate the dictionary $D$ which can be costly as the number of latent biophysical parameters increases. With high-dimensional inputs such as medical images, it may also be necessary to consider better adapted convolutional network architectures in the second stage of the hybrid method. General decompositions such as PCA analysis could then be considered (Härkönen et al., 2020). Our exemplary experiments were performed on simulated data and further investigation is required to demonstrate that the method generalizes to experimental data.

Further work should also test whether the hybrid approach enables transfer learning from a protocol $\mathcal{P}$ to a new protocol $\mathcal{P}'$. In our DW-MRI example, this could happen with a scanner update or protocol shortened to accommodate pediatric imaging, for instance. While a new dictionary $D'$ would be required for the fingerprinting and the hybrid method, the DNN trained in the hybrid approach should in theory still perform well without retraining. This is because fingerprints in $D'$ would be linked to the same latent biophysical parameters $\omega_{k_j}$ (the number of rows $M'$ of $D'$ would change, but not the number of columns $N_{tot}$). Preliminary results (not shown in this paper) were encouraging. The DNN of the fully-learned approach would need to be retrained completely however.

Future work will also more closely inspect the inference process in the network via techniques such as LIME (Ribeiro et al., 2016), guided back-propagation (Selvaraju et al., 2017), shapley values and derivatives (Shapley, 2016; Sundararajan & Najmi, 2020) or layer-wise relevance propagation (Böhle et al., 2019). This would complement our t-SNE inspection and further reinforce the confidence in the prediction of our approach.

We hope that these preliminary findings may contribute to incorporating more domain knowledge in deep learning models and ultimately encourage the more widespread adoption of machine learning solutions in the medical field.
Figure 4. The neural network of the hybrid approach is faster to learn useful signal representations. Projection in 2-dimensional plane of network activations using t-SNE embedding (Van der Maaten & Hinton, 2008). Top row: network used in the hybrid approach. Activations after (a) the first layer, (b) the last layer of the split MLP; (c) the last layer of the final MLP before final prediction. The input layer has already learned the axon radius $r$ and density $f$ and the final layers learn the relative volumes $\nu$ after the parallel networks merge (Figure 2). Bottom row: network in the fully-learned approach. Activations after (d) the first layer, (e) an intermediate layer, (f) the final layer. The visualization suggests that the first layer hasn’t learned any tissue parameter yet.

Acknowledgements

Computational resources have been provided by the supercomputing facilities of the Université catholique de Louvain (CISM/UCL) and the Consortium des Equipements de Calcul Intensif en Fédération Wallonie Bruxelles (CÉCI) funded by the Fond de la Recherche Scientifique de Belgique (F.R.S.-FNRS) under convention 2.5020.11 and by the Walloon Region.

References

Andica, C., Kamagata, K., Hatano, T., Saito, Y., Uchida, W., Ogawa, T., Takeshige-Amano, H., Hagiwara, A., Murata, S., Oyama, G., et al. Neurocognitive and psychiatric disorders-related axonal degeneration in Parkinson’s disease. *Journal of neuroscience research*, 98(5):936–949, 2020.

Bai, Y., Chen, W., Chen, J., and Guo, W. Deep learning methods for solving linear inverse problems: Research directions and paradigms. *Signal Processing*, pp. 107729, 2020.

Böhle, M., Eitel, F., Weygandt, M., and Ritter, K. Layerwise relevance propagation for explaining deep neural network decisions in MRI-based Alzheimer’s disease classification. *Frontiers in aging neuroscience*, 11:194, 2019.

Chalmers, K., Wilcock, G., and Love, S. Contributors to white matter damage in the frontal lobe in Alzheimer’s disease. *Neuropathology and applied neurobiology*, 31(6):623–631, 2005.

Clayden, J. D., Nagy, Z., Weiskopf, N., Alexander, D. C., and Clark, C. A. Microstructural parameter estimation in vivo using diffusion MRI and structured prior information. *Magnetic resonance in medicine*, 2015.

Duchi, J., Hazan, E., and Singer, Y. Adaptive subgradient methods for online learning and stochastic optimization. *Journal of machine learning research*, 12(7), 2011.

ElShawi, R., Sherif, Y., Al-Mallah, M., and Sakr, S. Interpretability in healthcare: A comparative study of local machine learning interpretability techniques. *Computational Intelligence*, 2020.

Fakoor, R., Ladhak, F., Nazi, A., and Huber, M. Using deep learning to enhance cancer diagnosis and classification. In *Proceedings of the international conference on machine learning*, volume 28. ACM, New York, USA, 2013.

Fang, Z., Chen, Y., Liu, M., Xiang, L., Zhang, Q., Wang, Q., Lin, W., and Shen, D. Deep learning for fast and spatially constrained tissue quantification from highly accelerated data in magnetic resonance fingerprinting. *IEEE transactions on medical imaging*, 38(10):2364–2374, 2019.

Golabaeae, M., Chen, D., Gómez, P. A., Menzel, M. I., and Davies, M. E. Geometry of deep learning for magnetic
Inverse problems by DNNs driven by physics-based dictionary

resonance fingerprinting. In *ICA$SSP 2019$-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICA$SSP)*, pp. 7825–7829. IEEE, 2019.

Golkov, V., Dosovitskiy, A., Sperl, J. I., Menzel, M. I., Czisch, M., Sämann, P., Brox, T., and Cremers, D. Q-space deep learning: two-fold shorter and model-free diffusion MRI scans. *IEEE transactions on medical imaging*, 35(5):1344–1351, 2016.

Gottschling, N. M., Antun, V., Adcock, B., and Hansen, A. C. The troublesome kernel: why deep learning for inverse problems is typically unstable. *arXiv preprint arXiv:2001.01258*, 2020.

Gudbjartsson, H. and Patz, S. The Rician distribution of noisy MRI data. *Magnetic resonance in medicine*, 34(6):910–914, 1995.

Guo, Y., Liu, Y., Oerlemans, A., Lao, S., Wu, S., and Lew, M. S. Deep learning for visual understanding: A review. *Neurocomputing*, 187:27–48, 2016.

Hall, M. G. and Alexander, D. C. Convergence and parameter choice for Monte-Carlo simulations of diffusion MRI. *IEEE transactions on medical imaging*, 28(9):1354–1364, 2009.

Härkönen, E., Hertzmann, A., Lehtinen, J., and Paris, S. Ganspace: Discovering interpretable gan controls. *arXiv preprint arXiv:2004.02546*, 2020.

Hinton, G. E., Srivastava, N., Krizhevsky, A., Sutskever, I., and Salakhutdinov, R. R. Improving neural networks by preventing co-adaptation of feature detectors. *arXiv preprint arXiv:1207.0580*, 2012.

Hornik, K., Stinchcombe, M., and White, H. Universal approximation of an unknown mapping and its derivatives using multilayer feedforward networks. *Neural networks*, 3(5):551–560, 1990.

Jeurissen, B., Leemans, A., Tournier, J.-D., Jones, D. K., and Sijbers, J. Investigating the prevalence of complex fiber configurations in white matter tissue with diffusion magnetic resonance imaging. *Human brain mapping*, 34(11):2747–2766, 2013.

Lawson, C. L. and Hanson, R. J. *Solving least squares problems*, volume 15. Siam, 1995.

Lucas, A., Iliadis, M., Molina, R., and Katsaggelos, A. K. Using deep neural networks for inverse problems in imaging: beyond analytical methods. *IEEE Signal Processing Magazine*, 35(1):20–36, 2018.

Ma, D., Gulani, V., Seiberlich, N., Liu, K., Sunshine, J. L., Duerk, J. L., and Griswold, M. A. Magnetic resonance fingerprinting. *Nature*, 495(7440):187, 2013.

Ma, W.-C., Wang, S., Gu, J., Manivasagam, S., Torralba, A., and Urtasun, R. Deep feedback inverse problem solver. In *European Conference on Computer Vision*, pp. 229–246. Springer, 2020.

Mito, R., Raffelt, D., Dholander, T., Vaughan, D. N., Tournier, J.-D., Salvido, O., Brodtmann, A., Rowe, C. C., Villeluggage, V. L., and Connelly, A. Fibre-specific white matter reductions in Alzheimer’s disease and mild cognitive impairment. *Brain*, 141(3):888–902, 2018.

Oksuz, I., Cruz, G., Clough, J., Bustin, A., Fuin, N., Botnar, R. M., Prieto, C., King, A. P., and Schnabel, J. A. Magnetic resonance fingerprinting using recurrent neural networks. In *2019 IEEE 16th International Symposium on Biomedical Imaging (ISBI 2019)*, pp. 1537–1540. IEEE, 2019.

Rensonnet, G., Jacobs, D., Macq, B., and Taquet, M. A hybrid method for efficient and accurate simulations of diffusion compartment imaging signals. In *11th International Symposium on Medical Information Processing and Analysis*, volume 9681, pp. 968107. International Society for Optics and Photonics, 2015.

Rensonnet, G., Scherrer, B., Warfield, S. K., Macq, B., and Taquet, M. Assessing the validity of the approximation of diffusion-weighted-MRI signals from crossing fascicles by sums of signals from single fascicles. *Magnetic resonance in medicine*, 79(4):2332–2345, 2018.

Rensonnet, G., Scherrer, B., Girard, G., Jankovski, A., Warfield, S. K., Macq, B., Thiran, J.-P., and Taquet, M. Towards microstructure fingerprinting: estimation of tissue properties from a dictionary of Monte Carlo diffusion MRI simulations. *NeuroImage*, 184:964–980, 2019.

Ribeiro, M. T., Singh, S., and Guestrin, C. ” why should i trust you?” explaining the predictions of any classifier. In *Proceedings of the 22nd ACM SIGKDD international conference on knowledge discovery and data mining*, pp. 1135–1144, 2016.

Schwab, E., Vidal, R., and Charon, N. Joint spatial-angular sparse coding for dMRI with separable dictionaries. *Medical image analysis*, 48:25–42, 2018.

Selvaraju, R. R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., and Batra, D. Grad-cam: Visual explanations from deep networks via gradient-based localization. In *Proceedings of the IEEE international conference on computer vision*, pp. 618–626, 2017.

Senouf, O., Vedula, S., Weiss, T., Bronstein, A., Michailovich, O., and Zibulevsky, M. Self-supervised learning of inverse problem solvers in medical imaging. In *Domain Adaptation and Representation Transfer and
Medical Image Learning with Less Labels and Imperfect Data, pp. 111–119. Springer, 2019.

Sepehrband, F., Alexander, D. C., Kurniawan, N. D., Reutens, D. C., and Yang, Z. Towards higher sensitivity and stability of axon diameter estimation with diffusion-weighted MRI. *NMR in Biomedicine*, 29(3):293–308, 2016.

Setsompop, K., Kimmlingen, R., Eberlein, E., Witzel, T., Cohen-Adad, J., McNab, J. A., Keil, B., Tisdall, M. D., Hoecht, P., Dietz, P., et al. Pushing the limits of in vivo diffusion MRI for the Human Connectome Project. *Neuroimage*, 80:220–233, 2013.

Shapley, L. S. 17. A value for n-person games. Princeton University Press, 2016.

Slawski, M. and Hein, M. Sparse recovery by thresholded non-negative least squares. In Advances in Neural Information Processing Systems, pp. 1926–1934, 2011.

Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., and Salakhutdinov, R. Dropout: a simple way to prevent neural networks from overfitting. *The journal of machine learning research*, 15(1):1929–1958, 2014.

Stiglic, G., Koceb, P., Fijacko, N., Zitnik, M., Verbert, K., and Cilar, L. Interpretability of machine learning-based prediction models in healthcare. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, 10(5):e1379, 2020.

Sundararajan, M. and Najmi, A. The many Shapley values for model explanation. In International Conference on Machine Learning, pp. 9269–9278. PMLR, 2020.

Tournier, J.-D., Calamante, F., and Connelly, A. Robust determination of the fibre orientation distribution in diffusion MRI: non-negativity constrained super-resolved spherical deconvolution. *Neuroimage*, 35(4):1459–1472, 2007.

Van der Maaten, L. and Hinton, G. Visualizing data using t-SNE. *Journal of machine learning research*, 9(11), 2008.

Van Essen, D. C., Ugurbil, K., Auerbach, E., Barch, D., Behrens, T. E., Bucholz, R., Chang, A., Chen, L., Corbetta, M., Curtiss, S. W., et al. The Human Connectome Project: a data acquisition perspective. *Neuroimage*, 62 (4):2222–2231, 2012.

Ye, C. Tissue microstructure estimation using a deep network inspired by a dictionary-based framework. *Medical image analysis*, 42:288–299, 2017.

Ye, C., Li, X., and Chen, J. A deep network for tissue microstructure estimation using modified LSTM units. *Medical image analysis*, 55:49–64, 2019.