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Abstract To study the influence of convective momentum transport (CMT) on wind, boundary layer and cloud evolution in a marine cold air outbreak (CAO) we use large-eddy simulations subject to different baroclinicity (wind shear) but similar surface forcing. The simulated domain is large enough, O(100×100 km²), to develop typical mesoscale cellular convective structures. We find that a maximum friction induced by momentum transport (MT) locates in the cloud layer for an increase of geostrophic wind with height (forward shear, FW) and near the surface for a decrease of wind with height (backward shear, BW). Although the total MT always acts as a friction, the interaction of friction-induced cross-isobaric flow with the Coriolis force can develop supergeostrophic winds near the surface (FW) or in the cloud layer (BW). The contribution of convection to MT is evaluated by decomposing the momentum flux by column water vapor and eddy size, revealing that CMT acts to accelerate subcloud layer winds under FW shear and that mesoscale circulations contribute significantly to MT for this horizontal resolution (250 m), even if small-scale eddies are nonnegligible and likely more important as resolution increases. Under FW shear, a deeper boundary layer and faster cloud transition are simulated, because MT acts to increase surface fluxes and wind shear enhances turbulent mixing across cloud tops. Our results show that the coupling between winds and convection is crucial for a range of problems, from CAO lifetime and cloud transitions to ocean heat loss and near-surface wind variability.

Plain Language Summary The vertical mixing of wind speed by shallow convection and clouds (called convective momentum transport, CMT) may play an important role in explaining boundary layer winds in midlatitude weather systems. In this study we use high-resolution simulations to study the influence of CMT on the evolution of winds and clouds in a typical high-latitude weather system: a cold air outbreak. In a cold air outbreak, strong surface fluxes and strong winds lead to extensive cloud decks that evolve as the system travels over increasingly warmer waters. To exemplify the role of wind mixing on surface winds and clouds we run simulations that are subject to different wind shear: from an increase of wind with height (Forward shear; FW) to a decrease of wind with height (backward shear; BW). We find that wind mixing always acts to slow down winds in the main flow direction, but the height where drag maximizes depends on the direction of shear. Whereas small-scale turbulence always acts as a drag, the mesoscale circulations and clouds themselves can speed up winds under FW shear. Enhanced turbulent mixing across cloud top and faster surface winds under FW shear also lead the clouds to evolve faster from closed-deck stratocumulus to broken cumulus fields, which is important for their radiative impact. Our results show that CMT has a significant influence on surface winds and is thus important for understanding air-sea interaction and near-surface wind variability, and as such, wind power generation.

1. Introduction

The influence of convective momentum transport (CMT) by shallow moist convection on large-scale atmospheric circulations is not well understood. One of the reasons is that studies of shallow convection have traditionally focused on first-order effects of shallow convection, such as vertical mixing of moisture and cloud formation, as well as their influence on the energy budget. Another reason is that the turbulence-resolving models, which we use to study shallow convection, are run on domain sizes much smaller than that of atmospheric weather systems, so that the large-scale wind is traditionally prescribed.
As such, it has perhaps too long been interpreted as a forcing unchanged by convection itself. Yet recent sensitivity tests with the European Center of Medium-range Weather Forecasting (ECMWF) IFS model show that long-standing biases in near-surface wind speed and direction over global oceans (Sandu et al., 2013) may be linked to momentum transport by shallow convection. In this study, we wish to better understand the importance of CMT in the momentum budget of cloud-dominated atmospheres that are subject to a different baroclinicity, for example, vertical shear in the large-scale horizontal wind.

The system we focus on is a marine cold air outbreak (CAO), wherein a coupling between winds and convection seems particularly pronounced. In a CAO, polar or cold continental air masses are advected over relatively warm oceans, which trigger large sensible and latent heat fluxes at the air-sea interface (Grossman & Betts, 1990; Papritz & Spengler, 2017; Renfrew & Moore, 1999; Wayland & Raman, 1989). These large surface heat and moisture fluxes drive strong turbulence and convection, which deepen the boundary layer from several hundred meters to typically 2 km and more in a period of several hours (Brümmer, 1996; Fletcher et al., 2016a). Clouds are abundant and often have pronounced mesoscale features, such as open-cellular convection or cloud streets further downstream along a CAO trajectory (Brümmer, 1999). The large surface heat fluxes are driven not only by the pronounced air-sea temperature difference but also by stronger surface winds (Kolstad, 2017). While air-sea temperature differences diminish in response to large surface heat fluxes along CAO trajectories (Papritz et al., 2015), strong winds can help maintain those large fluxes. Strong surface winds, in turn, can be maintained by vertical mixing in the boundary layer, which can provide a downward flux of higher momentum air toward the surface, where winds are generally slowed due to surface drag. Climatologies of CAO’s indeed reveal that low-level wind shear in the center of CAO’s can reach values well above 5 m s⁻¹ · 100 hPa⁻¹ during the initial stage of a CAO (Fletcher et al., 2016a, 2016b). Typically, the shear becomes smaller throughout their evolution, which can be a signature of efficient vertical mixing. At the same time, CAO’s tend to form in environments with pronounced vertical shear above the boundary layer, and more intense CAO’s tend to form under somewhat stronger shear.

If CMT helps to maintain large surface heat fluxes, it is important not only for the lifetime of the CAO but also for the buoyancy flux forcing of the ocean mixed layer (Brümmer, 1996; Marshall & Schott, 1999). Furthermore, the mesoscale organization of convection and clouds appears closely linked to the mesoscale variations in near-surface winds that are typically observed over oceans (Ø(2–100 km))(Overland & Wilson, 1984). Such large horizontal gradients in winds are important for marine activities and offshore wind energy production.

Yet representing the effects of characteristic mesoscale features in clouds and winds in a CAO is challenging for all global numerical models, including those that perform at “gray zone” resolutions, whereby convective or turbulent processes are partly resolved by the model and partly parameterized (De Roode et al., 2019; Tomassini et al., 2017). The Working Group on Numerical Experimentation (WGNE) GreyZone project used a CAO as their first case study to investigate whether parameterizations in global models can capture the observed cloudiness, boundary layer, and mesoscale structures. The GreyZone project emphasized that not just the scale-awareness of the convection scheme but also the interaction of the convection with the boundary layer scheme are important issues to be studied in order to improve model performance. The relative role of convection versus turbulence seems particularly important for the momentum flux. A handful of large eddy simulation (LES) studies have explored the nature of CMT and its representation through conventional mass flux schemes as used in global models (Brown, 1999; Kershaw & Gregory, 1997; Siebesma et al., 2003; Schlemmer et al., 2017; Zhu, 2015). These studies reveal that a mass flux scheme may not fundamentally be appropriate for the momentum flux, which has significant contributions from clear-sky turbulence even in the cloud layer and is additionally altered by local pressure gradients and gravity waves. A recent study by Larson et al. (2019) shows that prognosing momentum fluxes with a higher-order model closed with an assumed probability density function works well for subtropical shallow cumulus cases in which the momentum flux has a three-layer structure, with downgradient momentum flux below cloud base, countergradient momentum flux through cloud base, and weak momentum flux in the cloud layer.

The objective of our study is to better understand how CMT helps set mean boundary layer winds in the midlatitudes, for example, can it explain the weak low-level wind shear as found in climatologies of CAOs. Second, we wish to understand the relative influence of turbulent mixing versus coherent updrafts or mesoscale circulations (the convection) to the momentum flux. And finally, we question how the cloud and boundary layer transitions that are so typical of a CAO depend on vertical shear (via the effect of CMT).
We study this problem by running a Langrangian LES of a well-observed CAO case developed by the WGNE Greyzone project (Field et al., 2014), which we subject to different vertical shear in one of the wind components. By keeping the initial surface wind speed the same, we focus on the effect of momentum transport associated with shear and not on the influence of wind speed itself. In another set of simulations, we completely remove the surface flux response to changes in surface winds that will nevertheless develop, which helps reveal any direct effect of shear on the structure and evolution of turbulence and clouds. In section 2, we describe the setup and methodology of our LESs. In section 3, we discuss some general features of the wind evolution in the CAO and describe the contribution of momentum transport to the kinetic energy budget. In section 4, we discuss the nature of the momentum transport profiles and the scales at which the transport takes place. Finally, in section 5 we present the evolution of the boundary layer and its clouds under different vertical shear in the geostrophic wind.

2. Methodology

2.1. Case Setup and DALES

Our analysis is based on turbulence-resolving simulations of the CONSTRAIN case using the Dutch Atmospheric Large Eddy Simulation (DALES) model, which is an open-source LES code developed in the Netherlands (Heus et al., 2010). The CONSTRAIN case setup is based on a CAO trajectory spanning from the Norwegian Sea toward the Atlantic Ocean (66°N 1°W to 60°N 8.7°W) that took place on 31 January 2010. This was a classical CAO, whereby strong meridional flow carried cold air masses southward over increasingly warmer waters, leading to the typical transition from stratocumulus to shallow cumulus clouds. This type of transition is discussed in Brümmer (1997). Using high-resolution limited area model simulations performed with the Met Office Unified Model, an idealized LES case was constructed, which prescribes initial thermodynamic and dynamic profiles and large-scale forcings (Field et al., 2014).

In short, initial profiles of liquid water potential temperature and total water specific humidity are characterized by a well-mixed boundary layer capped by a strong inversion at ≈1.5 km (Figures 1a and 1b). A time-varying sea surface temperature (SST) is prescribed to mimic a Lagrangian system that moves southward (Figure 1c). This surface forcing and the interactive radiation are the only time-varying forcings we prescribe. Large-scale horizontal advection is ignored and the subsidence is prescribed as a time-varying profile that is only applied to thermodynamics ($q_t$ and $\theta_l$), but not to momentum as to preserve mass continuity, as described in the appendix of De Roode et al. (2019). Hence, in our simulations we decouple the clouds from their large-scale forcing, assuming that the adjustment of the boundary layer to imposed forcing acts on short time scales. This choice is motivated by our desire to gain insight into the role of boundary layer

---

**Figure 1.** Initial profile of (a) potential temperature and (b) total water specific humidity, and a time varying SST (c). Initial and geostrophic wind profiles of the FW (blue line), the BW (red line), and the NS case (black line) are shown in (d). The simulations only differ in the prescribed meridional wind profiles.
processes and somewhat supported by observational and modeling studies, which show that the development of the convective boundary layer embedded in CAOs is largely driven by subsynoptic-scale conditions, such as surface latent and heat fluxes, buoyancy, and cloud top wind shear (Boers & Melfi, 1987; Boers et al., 1991; Brümmer, 1999; Raasch, 1990; Wayland & Raman, 1989).

The simulations are run on a domain of 96 × 96 km² in the horizontal and 5 km in the vertical, with a horizontal resolution of ≈250 m, and a vertical resolution of 25 m up to 3 km, which is stretched with a parameter $\alpha = 1.02$ in the remaining 2 km. This horizontal resolution is sufficient to capture the closed- and open-cell structure of the cloud deck (Wang & Feingold, 2009). All simulations are run for 14.5 hr, of which the first 2 hr are considered as spin-up time and are not included in the statistics.

A recent intercomparison study discusses the representation of the cloud transition in this CAO as simulated with different LES codes (De Roode et al., 2019). The evolution and timing of the transition from closed to open cells can differ between LES codes. Although all models eventually break up the stratocumulus cloud deck, DALES is particularly slow in performing the transition. Adding ice microphysics and reducing the cloud droplet concentration from 50–100 to 10 cm⁻³ can speed up the transition (Field et al., 2017).

Given the tendency of DALES to postpone the cloud transition, we here set the number of cloud droplets to 10 cm⁻³ (compared to 50 cm⁻³ in the original setup). This small number of only 10 cm⁻³ was observed in the cumulus-dominated phase of the transition (Field et al., 2017). In this study DALES is used with a two-moment bulk microphysics scheme (Seifert & Beheng, 2001), with an interactive radiation scheme from Fu and Liou (1992), Fu et al. (1997), and Pincus and Stevens (2009), and a hybrid fifth-order advection scheme for momentum and scalars.

### 2.2. Wind Shear and Surface Fluxes

In the original case setup the initial horizontal wind profiles differ from geostrophic balance, which leads to inertial oscillations. As our focus is on the evolution of wind profiles, we wish to avoid these oscillations and therefore use initial wind profiles that are equal to the geostrophic wind profiles (Schlemmer et al., 2016, 2017).

Our prescribed wind profiles are inspired by the climatology of wind shear in marine CAO’s derived from ERA-Interim reanalysis data (November to April, from 1979 to 2016, Dee et al., 2011). To compile this climatology, we identified air masses that are substantially colder than the sea surface, that is, $\theta_{SST} - \theta_{900} > 4K$ (Papritz & Spengler, 2017). Wind shear is considered between the lowest model level (the wind at 900 hPa (800 hPa, which is a typical inversion height). Four types of low-level shear are distinguished relative to the direction of the background flow and will not consider the lateral shear case.

The most common shear is weak shear ($|\alpha| < 2^{-1/2}$) (see also Figure 1d)), forward shear ($\cos \alpha > 2^{-1/2}$) (see also Figure 1d), backward shear ($\cos \alpha < -2^{-1/2}$), and lateral shear, where the wind shear vector deviates by more than 45° from the direction of the background flow ($-2^{-1/2} \leq \cos \alpha \leq -2^{-1/2}$). In the region of the CONSTRAIN case, the wind shear magnitude in the boundary layer ranges from 2 to 4 ms⁻¹ (100 hPa)⁻¹. The most common shear is the forward shear (FW) 25–35%, while the backward shear (BW), weak shear (NS), and lateral shear categories contribute about 10–25% each (Figure 2). In this study we are predominantly interested in shear in the direction of the background flow and will not consider the lateral shear case.

CAOs are typically embedded in northerly flow to the west of a low-pressure system, with higher pressure to the west (Kolstad et al., 2009; Zolina & Gulev, 2003). The large-scale shear is to first order determined by thermal wind balance. This is confirmed by composites of $\theta_{SST}$ and wind shear for CAO cases in the CONSTRAIN region with predominantly northerly flow at 900 hPa. Forward shear cases occur under the influence of a strong low-pressure system in the Norwegian Sea in cyclonically curved flow. Thereby, a tongue of cold air extends to the east of the region such that the thermal wind has a strong southward component and is, thus, aligned with the background flow (Figure 3a). In the backward shear case, in contrast, the CAO is embedded in anticyclonically curved flow with the tongue of cold air extending to the west of the region, resulting in northward directed thermal wind opposing the background flow (Figure 3c). Finally, in the weak shear case the centerline of the CAO air mass is aligned with the CONSTRAIN region (Figure 3b).

We will run the CONSTRAIN case setup with three different profiles of the meridional wind (note that the zonal wind component is 1 order of magnitude smaller than the meridional component for the CONSTRAIN case) that correspond to the FW, NS, and BW shear in the climatology (Figure 1d). The meridional winds
Figure 2. Relative frequency of low-level wind shear type in CAO’s. The shear is taken in the layer 800 hPa. (a) Forward shear, (b) backward shear, (c) weak shear, (d) schematic of the shear types considered in this study. The frequency of CAO’s is indicated by the gray contours in intervals of 10%.

Figure 2. Relative frequency of low-level wind shear type in CAO’s. The shear is taken in the layer 800 hPa. (a) Forward shear, (b) backward shear, (c) weak shear, (d) schematic of the shear types considered in this study. The frequency of CAO’s is indicated by the gray contours in intervals of 10%.

are $-15$ m s$^{-1}$ at the surface and are subjected to a vertical shear of $\pm 2.4$ m s$^{-1}$ km$^{-1}$ in the FW and BW shear cases. The zonal wind is initialized to constant zero in all simulations. Galilean transformations are applied to the wind fields to reduce the cross-grid fluxes ($-18$, $-12$, and $-15$ m s$^{-1}$, respectively, in FW, BW, and NS in the meridional direction, and $+2$ m s$^{-1}$ in the zonal direction, because the $u$ wind will quickly evolve from its initial value equal to zero due to Coriolis forces).

The surface fluxes are calculated using standard bulk aerodynamic formulae:

$$\psi w|_s = -C_S|U|_s (\psi_{L1} - \psi_s),$$  \hspace{1cm} (1)

$$u_* = \sqrt{C_M |U|_s},$$  \hspace{1cm} (2)

where $\psi \in \{q, \theta\}$, the subscript $s$ stands for surface, and $L1$ stands for the first level above the surface, $|U|_s$ is the total surface wind speed. The quantities $C_S$ and $C_M$ depend on the scalar and wind roughness length, respectively. The surface pressure is prescribed at 1,009 hPa and the roughness length for momentum is $z_0 = 6.6 \cdot 10^{-4}$ m and for scalars $z_T = 3.7 \cdot 10^{-6}$ m.

With this formulation, the surface fluxes are interactive in that they directly depend on the surface wind speed (equations (1), and (2)) and on the near-surface gradient in scalar variable (equation (1)). The larger the surface wind speed, also the larger the momentum flux $u_*$ (e.g., the surface stress). We purposely
prescribe initial and geostrophic wind profiles that have the same wind speed at the surface, because we are interested in the effect of momentum transport that can be revealed by different shear in the winds, and not the effect of surface wind itself. As our results show, different surface winds and thus different air-sea heat exchanges will develop under different wind shear due to momentum transport, which is an important first-order effect. In section 5 we will explore how the boundary layer evolves differently when we prescribe the surface wind speed in the calculation of the surface heat fluxes (equation (1)).

3. Wind Turning, Momentum Transport and the Kinetic Energy Budget

Our first objective is to understand the role of CMT in setting the mean winds in the CAO. Because the clouds and underlying convection undergo a transition during the 14.5 hr of the simulation, during which the airmass is advected over warmer water, we discuss some of the general characteristics of the evolution first and identify different (cloud) phases during the simulation.

3.1. General CAO Evolution

In response to increasing SSTs (Figure 1c) the cloud deck transitions from a closed cellular to an open cellular structure, as illustrated in Figure 4, which shows the albedo in the three stages of the transition for the FW shear case. Three phases of the transition can be distinguished: a stratocumulus phase I (Figures 4a and 4d) from the second to the sixth hour, a transition phase II (Figures 4b and 4e) from the sixth to the tenth hour, and a cumulus phase III (Figures 4c and 4f) from the tenth hour to the end of the simulation.

All three shear simulations have a similar cloud structure in the first phase, where stratocumuli are present, except that the FW shear case has a slightly higher cloud deck (Figure 4d). In the transition phase, cumulus clouds are forming below the stratocumulus deck, and a higher cloud base and cloud top, and a lower cloud fraction maximum in the FW case are more pronounced. In the last phase, all three cases retain part of the stratocumulus deck, but with the smallest cloud fraction in the FW case.

The mean profiles of horizontal winds, specific humidity, and potential temperature throughout the 14.5 hr simulation are shown in Figure 5 for the three shear cases. Evidently, differences in the mean thermodynamic properties under different wind shear develop, although they remain relatively small. The boundary layer in the FW case is deeper, warmer and more humid. The deeper boundary layer can be explained by the
larger surface winds and thus surface fluxes that develop under FW shear. This exemplifies the first-order effect of wind shear that is established through momentum transport. Although the surface winds are the same at the start of the simulation, they evolve differently as momentum transport mixes wind speeds across the boundary layer. This mixing is very efficient, as revealed by the constancy of the meridional wind with height throughout the boundary layer in the three different shear cases.

In section 5 we return to the small but notable differences in the thermodynamic evolution of the CAO. First, we will focus on the evolution of the wind profiles and the resulting wind turning, and ask which processes influence this evolution.

### 3.2. Sensitivity of Wind Turning to Shear

The meridional winds near the surface are about 1, 2.5, and 3.5 ms\(^{-1}\) slower than their geostrophic value of 15 ms\(^{-1}\) in the FW, NS, and BW case, respectively. The zonal winds are 1, 2, and 1.5 ms\(^{-1}\) faster than their initially zero values. The interplay between frictional forces and the Coriolis force helps explain why the zonal wind component develops (equation (5)). Initially, the mean flow is purely southward, but frictional forces, including surface drag, will immediately establish a wind component perpendicular to the mean flow and across isobars, toward the region with lower pressure. In this case, a positive zonal wind develops (see also Figure 6). This effect is stronger in the subcloud layer, as can be seen in Figure 6a. In the FW shear case, vertical mixing will bring stronger meridional winds toward the surface. This leads to less wind turning and thus weaker zonal winds at the surface (Figure 5a). Near the top of the boundary layer, the opposite effect is seen: the upward mixing of relatively slow meridional winds in the FW case, leads to greater wind turning than in the NS and BW cases. In real atmospheres, the CAO system as a whole may not be turning in such a way, because our simulations ignore one important forcing: the large-scale horizontal advection of momentum. We presume that this horizontal momentum advection could largely counteract the strong...
turning at this latitude. Hence, our simulations serve to exemplify the effects introduced by momentum mixing in the presence of a strong Coriolis effect.

This analysis is also important for understanding the cause of the stronger than geostrophic winds that develop. For instance, in the lower part of the boundary layer under FW shear, the meridional wind component is larger than geostrophic, which also leads to stronger total wind speeds. Is this the result of the

Figure 6. Wind turning in (a) the subcloud layer and in (b) the cloud layer. The numbers are the hours in the simulations. The dotted lines indicate the geostrophic wind at the given height. Inertial oscillations are established due to the Coriolis force.
downward transport of stronger meridional winds that exist in the upper boundary layer? To answer this question, it is useful to explore the kinetic energy budget and the role of momentum transport therein.

### 3.3. The Role of Momentum Transport in the Kinetic Energy Budget

The tendencies introduced by momentum transport—accelerations or decelerations—can be derived from the profile of zonal and meridional momentum flux (Figures 7a and 7b). In the NS case, the meridional momentum transport profile $v'w'$, which includes both resolved motions and the parameterized subgrid motions in LES, linearly decreases from the surface to zero at the top of the boundary layer. Such a linearly decreasing profile is well-known for clear convective boundary layers (Conzemius & Fedorovich, 2006; Fedorovich & Conzemius, 2008) and translates to a constant deceleration of the meridional flow throughout the entire boundary layer (Figure 7d). Under FW and BW shear the meridional momentum flux $v'w'$ also decreases with height, albeit with some more concavity in the profiles. This nonlinear feature modifies the impact of momentum transport in the momentum budget, depending on the height (Figure 7d), which we explore further below by studying the kinetic energy budget. The profiles of the zonal momentum flux $u'w'$ show even larger dependence on the background wind (Figure 7a). These concave momentum fluxes profiles are a result of momentum transport that acts to remove the shear in the zonal wind profiles (Figure 7c), which are never well-mixed due to the different wind turning present at different heights.

The horizontal momentum budget may be written as follows:

$$
\frac{\partial}{\partial t} \bar{u} + \bar{u} \frac{\partial}{\partial x} \bar{u} + \bar{v} \frac{\partial}{\partial y} \bar{u} + \bar{w} \frac{\partial}{\partial z} \bar{u} = -\frac{\partial}{\partial x} \bar{u}'\bar{u}' - \frac{\partial}{\partial y} \bar{u}'\bar{v}' - \frac{\partial}{\partial z} \bar{u}'\bar{w}' + f(\bar{v} - \bar{v}_g) ,
$$

(3)

$$
\frac{\partial}{\partial t} \bar{v} + \bar{u} \frac{\partial}{\partial x} \bar{v} + \bar{v} \frac{\partial}{\partial y} \bar{v} + \bar{w} \frac{\partial}{\partial z} \bar{v} \equiv -\frac{\partial}{\partial x} \bar{v}'\bar{u}' - \frac{\partial}{\partial y} \bar{v}'\bar{v}' - \frac{\partial}{\partial z} \bar{v}'\bar{w}' - f(\bar{u} - \bar{u}_g) ,
$$

(4)

where the overbars represent mean states, primes are deviations from the mean states, $u_g$ and $v_g$ are the geostrophic wind components and $f$ is the Coriolis parameter. Ignoring horizontal and vertical advection
The first term on the right-hand side is the momentum transport divergence. The terms $f(\bar{v} - v_g)$ and $-f(\bar{u} - u_g)$ are the combination of the Coriolis force and the large-scale pressure gradient, also called the “ageostrophic component.” The kinetic energy is defined as $\text{KE} = \frac{1}{2}(\bar{u}^2 + \bar{v}^2)$, whose tendency is $\partial_t(\text{KE}) = \bar{u} \partial_z \bar{u}' \bar{w}' + \bar{v} \partial_z \bar{v}' \bar{w}' + (-f \bar{v} v_g + f \bar{u} u_g)$. Therefore, the KE budget may
Figure 9. Total wind field perturbation [ms⁻¹] (first row) and buoyancy [K] (second row) at 50 m for FW, NS, and BW, respectively at the end of the simulation. The black lines are liquid water contours at 2·10⁻⁴ kg·km⁻³ at 1.5 km.

be approximately written as

$$\partial_t(KE) \approx -\bar{v}_u \nabla w' - f \bar{u} v_g .$$  \hspace{1cm} (8)

Figure 8 shows the kinetic energy budget profiles (equation (8)) for each simulation, with from left to right, the KE tendency, the momentum transport (MT) term and the large-scale pressure gradient term. The terms are shown for three phases of the transition, which reflects the oscillation of winds, whereby kinetic energy production first increases and then decreases.

The momentum transport divergence \(-\nabla \cdot \text{MT}\) acts to oppose the large-scale increase in kinetic energy (Figures 8b, 8e, and 8h). The generation of kinetic energy takes place as the winds turn across isobars away from the imposed geostrophic wind direction, in other words, through the interaction of zonal wind \(u\) with the geostrophic wind \(v_g\) (the second “large-scale” term on the right-hand side of equation (8), in the right-most panels in Figure 8). The presence of the zonal wind can be thought of as a reservoir of momentum for the meridional flow. The wind speeds that become stronger than geostrophic near the surface in the FW case or near cloud tops in the BW case (Figure 5b) are thus a result from the energy created as cross isobaric flow or ageostrophic winds arise. In fact, since \(u_g \approx -\partial_yp\) and \(v_g \approx \partial_xp\), the term \(-f \bar{u} v_g + f \bar{v} u_g\) is the work done by the pressure gradient force,

$$-f \bar{u} v_g + f \bar{v} u_g \approx -f \bar{u} \partial_yp - f \bar{v} \partial_xp .$$  \hspace{1cm} (9)

The effect of the Coriolis force is then to induce the turning of the zonal wind component in the meridional direction.

Momentum transport introduces a deceleration in all cases (with the exception of a few hundred meters near cloud tops in the BW shear case). In the NS case, the contribution by momentum transport is mostly constant throughout the layer during each phase. For the FW shear case, the friction introduced by MT is much larger in the cloud layer (−5 to −4 ms⁻¹), whereas in the BW shear case the sub-cloud layer experiences more friction (−4 to −3 ms⁻¹).
In all cases, as the inertial oscillations cause the flow to approach geostrophic balance, the production of kinetic energy through the cross-isobaric flow will be reduced (such as in the third phase). The friction induced by MT then dominates, slowing down the CAO airmass (a negative KE tendency, Figures 8a, 8d, and 8g).

4. Role of Shallow Convection in Momentum Transport

In this section, we address how turbulence, respectively, convective motions help shape the MT profile and how these contributions change with shear. The momentum transport profile depends on the distribution of the vertical velocity, updrafts, and downdrafts and their intensity and location, and on the distribution of the horizontal winds with respect to this structure. The scales of variability involved in setting the momentum flux is rich, as illustrated in Figure 9, which displays the total wind field perturbation $U'$, where $U = \sqrt{u^2 + v^2}$ is the total wind and $U' = U - \bar{U}$, as well as the buoyancy field at $z = 50$ m at the end of the simulation for the FW, NS, and BW cases. The black lines are cloud contours at $q_l = 2 \cdot 10^{-4}$ kg kg$^{-1}$ at 1.5 km. For the sake of clarity, we zoomed in on a 50 × 50 km$^2$ subdomain.

The snapshots reveal the pronounced mesoscale circulations between the closed and open cells present in the cloud field. These circulations develop due to horizontal heating gradients, and are generally thought to be caused by evaporation of precipitation (cold pools), radiative and surface flux feedbacks (Muller & Bony, 2015; Seifert & Heus, 2013; Wang & Feingold, 2009), or water vapor-convection feedbacks (Bretherton & Blossey, 2017). The near-surface horizontal wind fields are characterized by divergence and convergence patterns of the cold pools. Because the FW shear case develops a deeper boundary layer and more precipitation (see section 5), the cold pools here are stronger and larger than in the NS and BW shear cases (areas of negative buoyancy in Figure 9, second row). For example, one may consider the cold pool at $x = 10$ km, $y = 10$ km in the FW shear case. The horizontal wind in the corresponding region shows two diverging patches of faster (red) and slower (blue) winds, where faster here means a stronger southward moving flow. Within these larger wind structures, also many smaller wind variations can be seen, where wind gradients can be up to 6 ms$^{-1}$ within few kilometers.

The momentum flux profiles that correspond to such variability are illustrated using $x$-$z$ snapshots during the cumulus cloud regime (phase III) taken at $y \approx 48$ km, see Figure 10. The snapshots show, from top to bottom: the vertical velocity anomalies (from the domain mean), the meridional wind anomalies, and the meridional momentum flux. The updrafts in the subcloud layer are linked to cumulus clouds overhead and can have peaks up to 4 ms$^{-1}$, while downdrafts are weaker, $-1$ to $-2$ ms$^{-1}$, and localized in the clear sky regions and at the clouds’ edges. Stronger and wider updrafts are visible in the FW case, which develop larger cold pools and stronger convergence (Figure 9) and lead to deeper and fatter clouds compared to the NS and
Figure 11. Decomposition in quartiles of CWV of the (a–c) cloud fraction, (d–f) $w'$, (g–i) $v'$, and (j–l) the resolved $v'w'$ over the last two hours of the simulation. The green lines are the resolved momentum fluxes (which also is the sum of the quartiles). The $y$ axis is normalized by the boundary layer height.
BW shear cases. Evidently, the regions with strong updrafts have a meridional wind that is slower than the mean flow (red), as air from near the surface is transported upward (middle row of Figure 10). Therefore, winds within clouds and within the cloud layer generally tend to be moving slower than the mean airmass. This effect is less clear for the NS and BW shear cases, in which wind speeds in the cloud layer are much closer to wind speed near the surface. Strong cancelations in the product of \( w' \) and \( v' \) occur, so that the momentum flux itself (bottom row) is only strongly pronounced in the updraft areas underneath and within clouds. In other words, the bulk of the positive vertical flux of meridional momentum seems carried by the areas with strong moist convection, but they also have a much smaller statistical weight, as they occupy a small portion of the domain (see the \( v'w' \) snapshots in Figure 10). These cross sections represent only a small part of the domain. In the following we attempt to quantify the overall contributions of convective motions by sampling on column water vapor. Additionally, we perform a spectral analysis on the 3-D turbulence fields to quantify the contribution of different scales to the momentum flux.

### 4.1. Wind and Momentum Flux Sampled on Column Water Vapor

Here we average the momentum fluxes over different parts of the domain ordered by their column water vapor (CWV, defined as the integral of \( q_c \) in the vertical direction), where we assume convective and cloudy regions tend to be the moistest regions within the domain. This method also gives statistical weight to these regions, an aspect that cannot be truly appreciated by looking at the snapshots. The distributions in CWV range from 3 to 7 kg · m\(^{-3}\) with intervals \( \Delta \text{CWV} = 0.02 \text{kg} \cdot \text{m}^{-3} \) (the density is not included).

Figure 11 shows slab averages of quartiles of momentum fluxes \( v'w' \) (only the resolved fluxes) and of wind profiles \( v' \) ordered in such manner, in the last two hours of the simulation (during the cumulus phase III). We identify four quartiles of CWV (based on the frequency of occurrence), as in Table 1.

The first quartile (Q1) contains what we assume are mostly clear sky regions, as revealed from the cloud fraction profiles over just these columns (Figures 11a–11c). The remaining quartiles contain regions with clouds, and the forth quartile (Q4) represents mostly columns with clouds, as the cloud fraction approaches 100% (Figures 11a–11c). We shall refer to Q2 and Q3 as the environment regions of convective updrafts and to Q4 as the cloudy region.

The quartiles of vertical velocity show that CWV nicely separates the areas of strong versus weak convection. They also show that vertical velocity distributions are not strongly affected by the wind shear (Figures 11d–11f), different from what might be expected for more vigorous convection, where wind shear itself has long been shown to help organize deep convective cells into storms and squall lines (Weisman & Klemp, 1984).

The first (mostly clear sky regions), second, and third (partially cloudy regions) quartiles have positive momentum fluxes throughout the layer, which are generally linearly decreasing, and do not extend much in the cloud layer. In these regions the meridional flow experiences a deceleration due to momentum transport. They account for \( \approx 60\% \) of the flux in the subcloud layer (\( \approx 20\% \) each). The fluxes of Q1 and Q2 are established by strong and weak downdrafts, respectively (Figures 11d–11f), which carry large and small negative meridional wind anomalies (which here means stronger than mean meridional flow; Figures 11g–11i). The downward transport in Q2 is larger in the cloud layer and it is located at the edges of the clouds (Figures 11a–11c), in accordance with the study in Heus and Jonker (2008), but it does not contribute much to the total flux.

The strongly convecting moist areas (Q4) dominate the meridional momentum flux (Figures 11j–11l) compared to the drier areas with weakly or strongly subsiding motions (Figures 11d–11f). In fact, Q4 contributes more than 30% of the flux in the subcloud layer, and for almost all of it in the cloud layer. In Q4 the momentum flux profile no longer decreases with height under FW shear, or much less so under NS or BW shear.

### Table 1

*Quartiles Intervals of CWV [kg · m\(^{-3}\) · m], for the FW, BW, and NS cases*

|     | Q1       | Q2       | Q3       | Q4       |
|-----|----------|----------|----------|----------|
| FW  | [3.68,4.50] | (4.50,4.70] | (4.70,4.94] | (4.94,6.78] |
| BW  | [3.72,4.28] | (4.28,4.44] | (4.44,4.62] | (4.62,5.90] |
| NS  | [3.68,4.36] | (4.36,4.56] | (4.56,4.76] | (4.76,6.38] |
Figure 12. Normalized cospectra representing the resolved fluxes $v'w'$ in the last two hours of the simulations (cumulus phase); (top) FW, (middle) NS, (bottom) BW. Green lines: from surface to 800 m. Purple lines: from 800 to 1,600 m. The smallest eddy size, 0.5 km, corresponds to twice the grid spacing. The largest eddy size, 48 km, corresponds to half the domain size.

Under FW shear large positive anomalies (slower wind) found in the cloud layer (or near 1 km) lead to a weaker decrease in momentum flux at those levels (Figures 11j–11l). In other words, the momentum transport carried by convective updrafts tend to accelerate winds in the subcloud layer. This is less true, but still evident for the NS case. It exemplifies how important the shear profile is for understanding the tendency introduced by momentum transport.

4.2. Momentum Flux Contribution by Scale

The variety of scales involved in the structure of the horizontal winds (Figure 9) raises the question, which scales contribute the most to the momentum fluxes, and in which way. This issue has also been investigated by Zhu (2015), with the purpose of assessing the validity of the mass flux approach for momentum transport. A powerful technique to investigate this is the 2-D Fourier transform of the horizontal and vertical wind fields. Following Parseval’s theorem, as explained by Zhu (2015), the momentum fluxes $\overline{u'w'}$ ($\overline{v'w'}$) are integrated over all wave numbers of the cospectra of the Fourier transform of $u'$ ($v'$) and $w'$. The Fourier analysis is performed on the 3-D fields (2-D horizontal fields at each height level), which are collected every 30 min for a period of 2 hr during the cumulus phase (III).

Figure 12 shows the normalized cospectra (hence the probability density function) of $v'$ and $w'$ as a function of decreasing eddy size for FW, NS, and BW. The green lines are for a layer from the surface up to 800 m ($\approx$ subcloud layer), and the purple lines for a layer from 800 to 1,600 m ($\approx$ cloud layer). The $y$ axis corresponds to the percentage of flux carried by each wave number or eddy size. Because the horizontal grid size is $x \approx 250$
m, the smallest resolved eddy here is 500m, while the largest eddy that can be captured by the spectral analysis is 48km (half the domain size). Above the surface (from 500m on), all cospectra peak at eddy size 12km, which corresponds to about the size of the cold pools present in the simulations. A positive value implies a positive correlation of $v'$ and $w'$, while a negative value implies a negative correlation. A positive correlation means that the updrafts carry mostly slower than average winds (positive $v$ anomalies), while downdrafts mostly carry faster than average winds (negative $v$ anomalies). The normalized cospectra of the FW and NS cases are similar and always positive throughout both the subcloud and the cloud layer. In the subcloud layer, medium to small-scale eddies carry most of the flux, whereas in the cloud layer larger scales are important. In comparison, the BW shear case has more variable cospectra, which are on average positive in the subcloud layer, but negative in the cloud layer. This can be seen in Figure 13, where the momentum flux in the BW case is positive in the subcloud layer, and negative in the cloud layer (green line). The reason for this behavior can be found in the prescribed geostrophic and initial wind, Figure 5b. In the BW shear case, faster winds are transported upward, and deposited in the cloud layer (compare the initial profile and the mean state of the meridional wind in Figure 5b). This type of transport is described by a negative correlation of $v'$ and $w'$ in the cloud layer. Furthermore, the updrafts that are strong enough to perform this task mostly belong to the cloudy convective region, as can be seen in Figure 11i, where the faster winds ($v' < 0$) in the cloud layer are found in the fourth quartile Q4. Of course, the negative $v'w'$ can also be generated by downdrafts that carry slower than average winds ($v' > 0$). This is the case of downdrafts associated with local cloud circulation, and with cloud top entrainment. These processes are indeed responsible for the negative fluxes right above the boundary layer top also in the FW and the NS case (Figures 11j–11l). By analyzing the contributions to momentum flux given by updrafts and downdrafts, it emerges that along with downdrafts and cloud top entrainment, the updrafts are responsible for the negative flux only in the BW shear case (not shown here).

Looking at the spectral contributions accumulated over a range of sizes is perhaps more informative to answer whether small-scale turbulence or larger coherent mesoscale motions are more important. Here we divide the cospectra into three contributions: the large-, medium-, and small-scale eddies, which are separated by the dashed lines in Figure 12. The large scales range from half the domain size to 4.8 km. The medium scales range from 4.8 km to 1.2 km, and the remaining eddy sizes account for the small scales, which thus represent all turbulent and convective motions up to scales of about the boundary layer height. In this type of visualization, the area under the curves in Figure 12 is representative of the percentage of flux carried by a group of eddy sizes, rather than the individual percentage carried by each wave. In Figure 13 the momentum flux profiles that correspond to the cumulative cospectra of these three groups are displayed. The solid black lines correspond to the resolved momentum fluxes, and the thin dotted lines to the subgrid scale fluxes. The nature of the differences in flux profiles from the three eddy size groups is similar among the three simulations, but most pronounced in the BW shear case. Similar to what we have seen in the flux profiles for different CWV quartiles, different eddies carry different momentum flux profiles, and thus introduce a different tendency (deceleration or acceleration). The medium scales account for the largest part of the flux (50–70%), and act as a friction. The small scales account for $\approx 30$–40% of the flux in the subcloud layer and only for 10% in the cloud layer, and also introduce a friction. Small-scale eddies are therefore not
negligible, and as noted in Zhu (2015), the mass flux approach would miss to represent part of the flux contributed by these small scales.

Also not negligible, and perhaps equally important, are the larger scales, which contribute the most to the momentum transport in the second half of the subcloud layer (above 500 m) and in the cloud layer, with a maximum below cloud base at \( \approx 800 \) m. In the cloud layer the large scales accounts for \( \approx 40\% \) of the momentum flux. What is best seen in the FW shear case, is that the flux of these larger scales increases with height in the subcloud layer, and only decreases above. This implies that such scales only introduce friction in the upper boundary layer (similar to what we saw for the moistest columns of the domain represented by Q4 in the previous section). In the subcloud layer, they lead to an acceleration of the meridional flow.

One reason for finding that the smallest scales are not more important in producing momentum flux than mesoscales, is that our simulations have a relatively coarse grid spacing at 250 m, so that the smallest resolved eddy scale is already 500 m. A finer resolution would increase the importance of smaller-scale turbulent motions. In another simulation where we refined the resolution by a factor of 2, we find that this is especially true for cloud base, where the contribution by the small scales is doubled. In the subcloud layer the contribution of small scales will also be 10–30% larger.

4.3. Momentum Transport Contribution by Updrafts and Downdrafts

As seen in the previous sections, in the FW shear case the moist convective regions and the mesoscales would accelerate the upper part of the subcloud layer (\( \approx 0.5–1 \) km), effectively reducing the average friction given by vertical momentum mixing.

The natural question that arises is whether this local acceleration is due to the removal of slower than average winds from the subcloud layer, or from additional faster than average winds from above. In order to clarify this, we decompose the momentum flux of the FW shear case in strong updrafts (\( w' > 0.5 \) ms\(^{-1}\)), strong downdrafts (\( w' < -0.5 \) ms\(^{-1}\)), and weak drafts (\( -0.5 \leq w' \leq 0.5 \) ms\(^{-1}\)).

Figure 14. Decomposition of the FW shear case momentum flux at 14.5 hr into strong downdrafts, strong updrafts, and weak drafts. (a) Relative fractions, (b) meridional momentum flux, (c) average vertical velocity perturbation, (d) average meridional velocity perturbation.
With this sampling, strong updrafts and strong downdrafts represent \(\approx 10\% - 20\%\) of the domain each (Figure 14a). The mean strong downdraft is constant in the whole layer (\(\approx -0.8 \text{ ms}^{-1}\)), suggesting that there exists some downward drafts starting from the cloud layer and reaching near the surface (Figure 14c). This can also be seen in \(x-z\) snapshot visualizations, not shown here. However, the contribution of the strong downdrafts to the mean transport of momentum is bounded to the subcloud layer (Figure 14b), and is on average a friction. Hence, the downdrafts are not responsible for the accelerations given by convection and mesoscales, which are more likely a result of the upward motions, whereas slower winds are lifted from the subcloud layer and deposited in the cloud layer.

In conclusion, it is important to notice that the mean meridional wind perturbation in the strong downdrafts rapidly decreases in the subcloud layer and is very small (\(\approx 0.1 \text{ ms}^{-1}\)) in the cloud layer. This is not because there is little variance at these heights, but rather because the meridional winds caught in the downdrafts can vary substantially in the cloud layer, and the downdraft sampling does not capture a coherent structure.

5. Sensitivity of CAO Evolution to Wind Shear

In this section, we return to some of the first-order effects of wind shear on the boundary layer and cloud evolution. Wind shear is typically not considered as a cloud-controlling factor that plays a role in modulating the transition from stratocumulus to cumulus (De Roode et al., 2019). However, our results suggest that wind shear plays at least a secondary role in the evolution of the boundary layer and the cloud deck via its effects on surface winds and surface fluxes, as well as on turbulence and entrainment rates.
As seen in the cloud fraction profiles (Figures 4d–4f), small but notable differences develop in the cloud transition as a function of the shear, which we show in more detail in Figure 15. The cloud cover of all three cases (Figure 15a) decreases with two distinctive jumps at hours 8 and 12. The boundary layer gradually deepens, as the cloud base and cloud top rise and precipitation is produced (Figures 15b–15d). The FW case develops a deeper boundary layer (≈100 m higher than the NS case and ≈200 m higher than the BW case), a slightly higher cloud top and more precipitation throughout the whole simulation. The reduction in cloud cover is also quicker in the FW shear case than in the NS and BW shear case. For example, the cloud cover is 80% after 9 hr, whereas in the other two cases the cloud cover drops to 80% only after 12 hr. At the end of the simulation, the FW shear case cloud cover is ≈50%, while it is ≈60% in the NS case and ≈70% in the BW case.

The FW and BW shear case mix down faster and slower meridional winds, respectively, which leads to a few ms$^{-1}$ difference in the surface wind speed. This results in enhanced surface fluxes of heat and moisture in the FW case (recall equation (1)). However, differences in the transition may also be explained by more direct effects of shear on entrainment mixing at the boundary layer top (Schulz & Mellado, 2018). As found in Mellado et al. (2014) and Mellado (2017), a larger wind shear at the top of stratocumulus clouds can enhance the entrainment.

To disentangle direct effects of wind shear on turbulence and cloud from indirect effects of wind shear on the surface fluxes, modulated by momentum transport, we repeat our three experiments while keeping the surface winds fixed in the calculation of surface fluxes of heat and moisture. We take the surface wind speed of equation (1) as the time average of the NS case, which is |U|$ = 12$ ms$^{-1}$. Because the thermodynamics are not strongly influenced by wind shear (Figures 5c and 5d), fixing the surface wind speed in the surface flux calculation is close to fixing the surface fluxes (Figures 15e and 5f). The surface momentum transport u. is still sensitive to surface wind speed as in equation (2), see Figure 15g.
When the surface wind speed is fixed, the differences in boundary layer height, mean cloud base/top, and precipitation rate are largely removed (Figures 15a–15d, opaque lines). Still, between hours 6–12 the transition from stratocumulus to cumulus is more efficient under the FW shear. In the FW shear case, larger turbulence kinetic energy (TKE) is created both in the sub-cloud and in the cloud layer. Figures 16a and 16b show the mean TKE (for all cases, with both free (shaded lines) and fixed (thin dark lines) surface winds) and the mean total wind speed profiles for each phase (for interactive surface fluxes only), whereby the $y$ axis is normalized by the cloud top height.

Evidently, the TKE profiles depend more strongly on the type of shear than on the surface fluxes. Figure 16b shows that in the stratocumulus phases, the wind shear across the cloud top, and across the cloud layer, is larger in the FW case compared to the other cases. In fact, near cloud tops the wind shear in the FW case is twice as large as the BW and the NS case. This would support larger shear-driven turbulence (and TKE) in the FW case. The shear production term is indeed larger in the FW shear case in the subcloud layer, Figure 16c, and also at cloud top and in the cloud layer in the stratocumulus phase (phase I, Figure 16d).

6. Discussion and Conclusions

Motivated by a desire to better understand the importance of CMT in the momentum budget of midlatitude weather systems, we carried out simulations of a marine cold air outbreak (CAO), which we forced with varying baroclinicity (vertical wind shear).

Our first objective was to study how CMT influences the evolution of wind in a CAO system and whether it can explain weak low-level wind shear found in climatologies of CAOs. Indeed, as convection and clouds develop in the simulations wind speed profiles within the boundary layer become very well-mixed, with little vertical shear remaining. In comparison, zonal winds in BOMEX simulations still have considerable wind shear in the cloud layer (Brown, 1999). The difference may be explained by the different cloud fractions. In the stratocumulus transition case considered in this study, cloud fraction in the cloud layer approaches 100%, whereas in BOMEX the fraction of cloudy updrafts is only 10%.

Besides having little vertical wind shear in the boundary layer, our simulations also develop winds that are faster-than-geostrophic, such as in the cloud layer under backward shear (wind speed decreases with height) or in the subcloud layer under forward shear (wind speed increases with height). A quick explanation may be sought in vertical momentum transport, which can introduce relatively large momentum from near the surface into the cloud layer under backward shear, or relatively large momentum from the cloud layer into the subcloud layer under forward shear. However, our analysis of the kinetic energy budget shows that momentum transport always acts to slow down winds in the mean flow direction. The combination of momentum transport and a strong Coriolis force can increase wind speed beyond its geostrophic value. As winds are initially slowed down by surface drag and momentum transport, the wind turns across isobars into the direction of low pressure (which in our simulations is toward the east). Through the Coriolis force, this cross-isobaric or ageostrophic wind component acts as a reservoir of momentum for the mean meridional wind component, which is directed southward. The clockwise turning of ageostrophic wind in turn strengthens the southward flow, at least on the time scale of our simulations ($\approx 10$ hr). On longer time scales, the ageostrophic wind reverses sign and winds gain a weaker southward component. In our simulations the overall wind turning is maybe exaggerated as we have ignored horizontal wind advection, which probably compensates for part of the wind turning introduced by the Coriolis force.

Although momentum transport always acts like a friction on the mean flow, the magnitude of the friction varies with height depending on the large-scale shear. Under forward shear, the friction introduced by momentum transport maximizes in the cloud layer. This is where the geostrophic wind forcing is the largest and the contrast with slow surface air pronounced. Under backward shear, momentum transport is largest in the subcloud layer, because the geostrophic wind forcing maximizes near cloud base (and as such, the shear between the surface and cloud base is large). The results exemplify how important the large-scale vertical shear is for explaining the nature of momentum transport.

Second, we wished to understand the relative influence of turbulent mixing versus coherent updrafts or mesoscale circulations (the convection) to the momentum flux. When we decompose the total momentum transport into contributions from areas that are strongly convecting (with large column water vapor, CWV)
versus areas that experience mean subsidence and are dry (with low CWV), we find that momentum transport in the high CWV regions can accelerate subcloud layer flow in the mean direction (southward) under forward shear. This happens as (moist) convection transports momentum (with a weak southward component) out of the subcloud layer very efficiently. Accordingly, the momentum flux increases with height throughout the subcloud layer. The same result is found when decomposing the momentum flux spectrally and considering only eddy circulations on the scale of convection and mesoscales. Those mesoscale circulations help to accelerate the flow and oppose the friction introduced by smaller-scale eddies. Although the spectral analyses performed on the resolved fluxes underestimate the contribution by small-scale turbulence because our simulations have a relatively coarse horizontal resolution, they also hint at the compensating effects that are introduced by larger-scale mesoscale circulations, neither of which may be neglected when considering the effect of total momentum transport on large-scale winds.

Finally, we questioned how the cloud and boundary layer transitions that are so typical of CAOs depend on vertical shear through CMT. Via its influence on winds near the surface, momentum transport (and its interaction with the Coriolis force) impacts the surface fluxes and therefore the thermodynamic development of the boundary layer and the cloud transition. Under forward shear, larger surface wind speeds develop, which in turn lead to enhanced surface fluxes of heat and moisture and, thus, promote a deeper boundary layer, a higher cloud top, more precipitation and a faster transition to broken cumulus clouds (with a lower cloud cover). However, the differences are moderate, with a $\pm 10$–$20\%$ increase in flux, $\pm 100$ m deeper boundary layer and $20$–$30\%$ lower cloud cover under forward shear. When excluding the surface wind speed response in the flux calculations, the forward shear still develops a faster transition. This implies that wind shear also has a direct effect on the transition. This happens through the production of more TKE and entrainment under forward shear, where the largest wind shear across the inversion is present, and is in line with previous work using DNS simulations of shear across the stratocumulus top (Mellado et al., 2014). Although this effect is much smaller than the influence of increasing SSTs across the transition, it exemplifies that large-scale wind shear is a factor that should be considered in studies on the sensitivity of stratocumulus to cumulus transitions, for instance in a changing climate.
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