Characterization of quantum spin liquids and their spinon band structures via functional renormalization
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We combine the pseudofermion functional renormalization group (PFFRG) method with a self-consistent Fock-like mean-field scheme to calculate low-energy effective theories for emergent spinon excitations in spin-1/2 quantum spin liquids. Using effective spin interactions from PFFRG as an input for the Fock equation and allowing for the most general types of free spinon ansätze as classified by the projective symmetry group (PSG) method, we are able to systematically determine spinon band structures for spin-liquid candidate systems beyond mean-field theory. We apply this approach to the antiferromagnetic $J_1$-$J_2$ Heisenberg model on the square lattice and to the antiferromagnetic nearest-neighbor Heisenberg model on the kagome lattice. For the $J_1$-$J_2$ model, we find that in the regime of maximal frustration a SU(2) $\pi$-flux state with Dirac spinons yields the largest mean-field amplitudes. For the kagome model, we identify a gapless $\mathbb{Z}_2$ spin liquid with a small circular spinon Fermi surface and approximate Dirac-cones at low but finite energies.

Introduction. The investigation of fractional quasiparticles has developed into one of the most active research topics in modern condensed-matter physics. In general, fractionalization occurs whenever the excitations of a many-body system carry quantum numbers which are fractions of those of the actual elementary constituents. Historically, such emergent phenomena were first theoretically discussed for certain one-dimensional interacting electron systems showing spin-charge separation [1–4]. Later, the observation of the fractional quantum Hall effect in two-dimensional electron gases marked the experimental breakthrough in this growing research area [5–7]. Lately, fractionalization has attracted increasing interest in the context of magnetic systems where, among other examples [8, 9], it manifests through monopole excitations in classical spin ice systems [10–13] or through spinons in spin-1/2 quantum spin liquids [14, 15].

In the latter scenario, strong magnetic frustration effects and large quantum fluctuations hinder a spin system from developing conventional long-range magnetic order [16]. As a consequence, the bosonic $S = 1$ spin-wave excitations of an ordered state can decompose into fractional and deconfined quasiparticles with spin $S = 1/2$, called spinons [17, 18]. The emergent nature of this effect is directly evident when assuming a model with local spin operators $\hat{S}_i$ such as a Heisenberg Hamiltonian

$$\hat{H} = \sum_{\langle i,j \rangle} J_{ij} \hat{S}_i \cdot \hat{S}_j$$

(1)

with pairs of lattice sites labelled $(i, j)$. Even though the spin operators are only capable of changing local spin quantum numbers by integer multiples of Planck’s constant ($\Delta S = 0, \pm 1$), a quantum spin liquid ground state nevertheless features excitations with spin-1/2 [17, 18]. In two-dimensions, the existence of fractionalized excitations in quantum spin liquids is well established for only a handful of systems, namely, the $S = 1/2$ Kalmeyer-Laughlin abelian- [19] and a $S = 1$ nonabelian chiral spin liquid [20], the resonating-valence bond phase in the quantum dimer model on the triangular lattice [21], and the Kitaev spin liquid [22]. Beyond one-dimension, the low-energy theory of quantum spin liquids also requires a coupling of the spinons to an emergent gauge field which may enrich the system with anyonic quasiparticle statistics [23] and topologically protected ground state degeneracies [24].

The theoretical prediction of fractionalization in quantum many-body systems starting from a ‘bare’ Hamiltonian is a notoriously difficult problem. Particularly, for a generic frustrated Heisenberg model, already the numerical identification of a spin-liquid ground state poses a significant challenge. The characterization of its emergent excitations (such as spinon band structures and the type of gauge field they are associated with) represents an even more difficult endeavor. Important but somewhat indirect insight into spinon properties can be gained from the scaling of the entanglement entropy calculated by DMRG [25, 26] (which recently even allowed for a qualitative investigation of emergent Dirac spinons in the kagome spin liquid [27]). Furthermore, variational Monte Carlo (VMC) allows to identify the free fermion model with the lowest variational energy of its Gutzwiller-projected ground state, however, this free fermion model does not necessarily describe the system’s spinon excitations (yet, it has recently met with some success in describing spinon excitations [28, 29]).

In this letter we develop and apply a numerical technique based on PFFRG [30] which directly calculates low-energy effective theories of fermionic spinons in a quantum spin liquid. Within our method, we first calculate renormalized spin interactions via one-loop PFFRG by integrating out energy modes of Eq. (1) down to a low but finite scale $\Lambda$. These effective interactions are then used in a Fock-like mean-field scheme treating the remaining low-energy modes and allowing us to determine the kinetic terms of an effective spinon theory (in-
cluding spinon hopping and singlet pairing). This approach combines the strengths of PFFRG which captures significant parts of the system’s quantum fluctuations with the advantages of a mean-field treatment wherein emergent spinon properties (that would not follow from a PFFRG calculation alone) may be determined self consistently (see also Refs. [31, 32] for related works on Hubbard models). We apply our approach to spin-liquid candidate systems on the square and kagome lattices where the possible ans{"a}tze for spinon hopping and pairing are taken from the respective PSG classifications [33, 34]. Our findings are discussed and benchmarked against VMC results.

**Method.** Our starting point is the fermionic parton construction of spin operators [35] $\hat{S}_i = \frac{1}{2} f_i^\dagger \sigma f_i$ with $f_i = (\hat{f}_{i\uparrow}, \hat{f}_{i\downarrow})$ which, in a first direct approach, may be inserted into Eq. (1) to yield a purely quartic Hamiltonian. Such types of ‘bare’ fermionic Hamiltonians have recently been successfully treated by PFFRG, allowing for an unbiased investigation of magnetically ordered and disordered phases in 2D [36–50] and 3D spin systems [45, 51–58]. Within this technique, the free fermion propagator $G_0(\omega) = \frac{1}{i\omega}$ is regularized by a step-like infrared cutoff function for Matsubara frequencies, yielding $G_0^\Lambda(\omega) = \frac{\Lambda(|\omega|−\Lambda)}{i\omega}$. The artificial $\Lambda$ dependence of this modified theory can be described by a hierarchy of coupled integro-differential equations for all $m$-particle vertex functions $\Gamma_m^\Lambda$. Solving these equations using the standard one-loop plus Katanin truncation yields renormalized and cutoff-dependent vertices $\Gamma_1^\Lambda$ and $\Gamma_2^\Lambda$. Here, $\Gamma_1^\Lambda \equiv \Sigma^\Lambda$ is an onsite imaginary self energy (i.e., an inverse fermionic lifetime) and $\Gamma_2^\Lambda \equiv \Lambda^\Lambda$ is a frequency-dependent effective spin interaction which typically becomes more spread out in real space compared to the range of the bare interactions $J_{ij}$ recovered at $\Lambda \to \infty$. It is important to emphasize that in the absence of quadratic terms in the fermionic Hamiltonian, the self energy $\Sigma^\Lambda$ remains strictly local during the RG flow.

Alternatively, the parton construction may be used to formulate an effective low-energy theory for spinons which for $Z_2$ quantum spin liquids reads

$$\hat{\mathcal{H}}_{\text{eff}} = \sum_{(i,j)} \left( \hat{\psi}_i^\dagger u_{ij} \sigma_{ij} \hat{\psi}_j + \text{h.c.} \right). \quad (2)$$

Here $\sigma_{ij} = \pm 1$ are gauge degrees of freedom living on the lattice bonds [in the case of U(1) or SU(2) spin liquids these fields have the form of a complex phase or are of SU(2)-matrix-type, respectively] and $\hat{\psi}_i = (\hat{f}_{i\uparrow}, \hat{f}_{i\downarrow})^T$. Expanding $u_{ij}$ in terms of Pauli matrices $\tau^\mu$ (where $\mu = 0, 1, 2, 3$ and $\tau^0$ is the identity matrix) the coefficients of $\tau^3$ ($\tau^1$) correspond to real spinon hopping $\text{Re}[t_{ij}]$ (real singlet pairing $\text{Re}[\Delta_{ij}]$). Also note that the partons establish a local gauge freedom [59] according to which the transformation $\hat{\psi}_i \rightarrow W_i \hat{\psi}_i$ leaves the physical spin operators $\hat{S}_i$ unchanged [$W_i$ is a $2 \times 2$ SU(2) matrix] [60, 61].

The key difficulty associated with this effective theory is that it is a priori unclear how exactly Eq. (2) arises from the aforementioned bare fermionic Hamiltonian. According to the more traditional approach [62] of obtaining Eq. (2), the terms $(\hat{f}_i^\dagger \sigma f_i)(\hat{f}_j^\dagger \sigma f_j)$ may be mean-field decoupled into $t_{ij} \hat{f}_{i\sigma} \hat{f}_{j\sigma}$ with $t_{ij} \sim J_{ij} |\hat{f}_{i\sigma}|^2$ and into $\Delta_{ij} \hat{f}_{i\uparrow} \hat{f}_{j\downarrow}$ with $\Delta_{ij} \sim J_{ij} |\hat{f}_{i\uparrow}|^2$. In Feynman many-body language, this decomposition can be easily formulated for hopping and pairing simultaneously, yielding

$$u_{ij} = -\frac{3}{4\beta} \sum_\omega G_{ij}(\omega) e^{i\omega a}, \quad \text{with} \quad u_{ij} = \left( \frac{4\beta}{\Delta_{ij}} \right)^2 \left( t_{ij} \Delta_{ij} - i \frac{\Delta_{ij}}{\beta} \right). \quad (3)$$

where $\omega$ denotes Matsubara frequencies and the propagator $G_{ij}(\omega)$ is a $2 \times 2$ matrix with anomalous contributions in the off-diagonal elements. The self consistency for the amplitudes $u_{ij}$, which act as an effective Fock self energy, is closed via Dyson’s equation $G_{ij}(\omega) = [G_0(\omega)^{-1} - u_{ij}^\Lambda]^{-1}$.

While the bare mean-field treatment in Eq. (3) provides first important insight into emergent spinon properties (see, e.g., the influential works [33, 62–66]), obviously, its applicability is limited as it misses the gauge fluctuations described by $\sigma_{ij}$. Here, we substantially extend and generalize Eq. (3) by incorporating quantum fluctuations contained in the PFFRG vertices $\Sigma^\Lambda$ and $\Lambda^\Lambda$. Firstly, to adjust the regularization procedure of Eq. (3) to the one used in PFFRG we set the temperature $T$ to zero (i.e. $\frac{1}{\beta} \sum_\omega \rightarrow \frac{1}{\pi} \int d\omega$) and instead use the regulator $\Lambda$ by replacing $G_0 \to G_0^{\Lambda}$. The combination of PFFRG and Fock-mean-field analysis is then achieved by first normally integrating the RG equations down to a small but finite scale $\Lambda$. At this cutoff (which is naturally given by the $\Lambda$ value where the self-consistent amplitudes $u_{ij}$ first become finite), we start solving the Fock equation for the remaining low-energy modes where we add $\Sigma^\Lambda$ in Dyson’s equations and replace $J_{ij}$ by the renormalized, frequency-dependent and more real-space spread out vertex $\Gamma^\Lambda$ [67]. This allows us to self-consistently determine the amplitudes $u_{ij}$ which do not follow from a PFFRG analysis alone. The full Fock equation in momentum space with the PFFRG vertices inserted reads

$$u_{k}^\Lambda = -\frac{1}{2\pi} \int d\omega \sum_{q} \Gamma_{k-q}^\Lambda(\omega, \omega, 0) [G_0^\Lambda(\omega)^{-1} - \Sigma^\Lambda(\omega) - u_{q}^\Lambda]^{-1}. \quad (4)$$

Here, we have parametrized the frequency dependence of the two-particle vertex $\Gamma_{k-q}^\Lambda(s, t, u)$ by the usual transfer frequencies $s, t,$ and $u$ as defined in Ref. [30].

The absolute values $|t_{ij}|$ and $|\Delta_{ij}|$ obtained from solving Eq. (4) generally depend on the assumed phase pattern of hoppings and pairings on different lattice structures. Under the assumption that the spin-liquid ground state respects all lattice symmetries (unless stated otherwise we also preserve time-reversal invariance) these patterns follow from a PSG analysis which classifies all possible symmetry-allowed and gauge-inequivalent ans{"a}tze $u_{ij}$. We solve Eq. (4) individually for all $Z_2$ PSG ans{"a}tze and identify the one which yields the largest amplitudes $|t_{ij}|$ and $|\Delta_{ij}|$. Note that even though these PSGs are derived from a $Z_2$ gauge structure, we may still detect U(1) or SU(2) spin-liquid solutions if, e.g., only finite hopping but no pairing amplitudes (or vice versa) are
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imaginary $i\delta_{xy}$ pairing which appears on top of the Z2A$\pi$ state. Note that the plain mean-field amplitudes are defined as a func-
tion of temperature instead of $\Lambda$. (Inset) Illustration of both states
we did not attempt to add further neighbor terms. Most importantly, this chiral state agrees with the one identified in the mean-field treatment of
Ref. [33] confirming the correctness of our considerations.
we find equal hopping and pairing $t_1 = \Delta_1$ for this state, in
which case it can be shown that Z2A$\pi$ actually becomes
gauge equivalent to the well-known SU(2) $\pi$-flux state (de-
noted SU2B$\pi$ in Ref. [33]) with $\pi$-flux through every ele-
mentary square plaquette.
Next, we consider second neighbor terms on top of the pre-
ferrated hopping $t_2$. Interestingly, nei-
ther of the two become finite during the RG flow. In fact, the
only finite (albeit small) second neighbor term we find is an
imaginary $i\delta_{xy}$ pairing $\Delta_2$ which breaks time reversal sym-
metry, hence, signaling a chiral spin liquid, see green line in Fig. 1. Given the smallness of $\Delta_2$ we did not attempt to add further neighbor terms. Most importantly, this chiral state agrees with the one identified in the mean-field treatment of
Ref. [33] confirming the correctness of our considerations.
we now repeat this analysis for the full PFFRG plus mean-field approach. Our results for the nearest-neighbor amplitudes of the Z2A$\pi$ and Z2B$\pi$ states are shown in Fig. 2.
While the shape of the curves is qualitatively different com-
pared to our plain mean-field study, the overall result remains
rather unchanged, particularly, we again find the Z2A$\pi$ state to be preferred. As before, the nearest-neighbor amplitudes are identical ($t_1 = \Delta_1$) which suggests a SU(2) $\pi$-flux state. Considering longer-range terms, we do not detect any of the aforementioned second-neighbor amplitudes, not even the chiral $i\delta_{xy}$ term. Hence, we conclude that the previous detection of a chiral spin liquid was an artefact of the plain mean-field treatment. As shown in Fig. 3, the SU(2) $\pi$-flux state which we propose for this system features four gapless spinon Dirac cones with nodal Fermi points at $k = (\pm \pi, \pm \pi)$. We also calculated the amplitude $\xi$ of both states within an ex-
tended region of $J_2/J_1$ and find that Z2A$\pi$ remains stable throughout the magnetically disordered regime (which ranges approximately from $J_2/J_1 = 0.4$ to 0.6). Particularly, within the Néel (collinear) ordered phase at $J_2 \lesssim 0.4 J_1$ ($J_2 \gtrsim 0.6 J_1$) the amplitudes $\xi$ are seen to decrease rapidly, confirming a di-
rect connection to strong quantum fluctuations [74].
It is instructive to benchmark these findings with VMC

![FIG. 1. Total amplitudes $\xi = (|t|^2 + |\Delta|^2)^{1/2}$ from plain mean-field [Eq. (3)] for the Z2A$\pi$ and Z2B$\pi$ states on the square lattice with $J_2/J_1 = 0.55$. Also shown is the amplitude of the imaginary second neighbor $i\delta_{xy}$ pairing which appears on top of the Z2A$\pi$ state. Note that the plain mean-field amplitudes are defined as a function of temperature instead of $\Lambda$. (Inset) Illustration of both states where red lines (blue dots) denote negative hoppings (pairings) while otherwise the amplitudes are positive.]

![FIG. 2. Total amplitudes $\xi = (|t|^2 + |\Delta|^2)^{1/2}$ from full PFFRG plus mean-field [Eq. (4)] for the Z2A$\pi$ and Z2B$\pi$ states on the square lattice with $J_2/J_1 = 0.55$. The inset shows $\xi$ for both states at small $\Lambda \rightarrow 0$ within a wider range of $J_2/J_1$.]

To illustrate our combined PFFRG plus mean-field procedure and to benchmark with previous studies we first discuss
bond dimer susceptibilities [30]. We set $J_2/J_1 = 0.55$ and proceed successively by starting with nearest-neighbor amplitudes $t_1, \Delta_1$ and then add second neighbor terms $t_2, \Delta_2$. On the nearest-neighbor level, the two PSGs labelled Z2A$\pi$ and Z2B$\pi$ (see Ref. [33]) already cover all possible hopping/pairing terms (which can always be chosen real). The Z2A$\pi$ state has isotropic hopping $t_1$ and $d_{xy}$ pairing $\Delta_1$ while Z2B$\pi$ exhibits staggered hopping $t_1$ and pairing $\Delta_1$ (see inset of Fig. 1 for illustrations). Our plain mean-field results in Fig. 1 indicate that below $T \approx 0.19 J_1$ the state Z2A$\pi$ acquires the largest amplitudes and, hence, appears to be preferred. Furthermore,
which compares variational energies of Gutzwiller-projected wave functions for different PSGs. In agreement with our analysis, VMC finds the Z2A±z±13 state to be preferred as it yields the lowest variational energy [75]. However, differences occur on longer range (±2, ±2) bonds where VMC detects an additional finite dxy term that is absent in our analysis.

Kagome Heisenberg antiferromagnet. The Heisenberg model on the kagome lattice with antiferromagnetic nearest-neighbor couplings J₁ is one of the most intriguing frustrated spin systems. Early on it has been proposed to realize a quantum spin liquid on the kagome lattice with antiferromagnetic nearest-neighbor couplings [0, π, 0]A. However, with amplitudes more than two orders of magnitude smaller, their effect can be safely neglected. Additionally, we investigated various chiral spin liquid ansätze [92] which are found to reside in the gap between the Z2[0, π, 0]A and Z2[0, 0, B] states in Fig. 4(a) [93]. We therefore propose the Z2[0, π, 0]A state with the gapless spinon band structure of Fig. 3(b) to be realized as the ground state of the kagome Heisenberg antiferromagnet. The spinon dispersion shows approximate Dirac cones at small energies |E| ≲ 0.2J₁, however, the Fermi level does not exactly intersect with the nodal points but rather cuts out two small circular Fermi surfaces. While recent VMC [80], DMRG [27, 86], and tensor network [84] approaches support the view of gapless Dirac spinons, small remaining Fermi rings have so far not been observed.

We have performed additional VMC calculations for these ansätze to benchmark our findings. Remarkably, the size of the amplitudes ξ obtained from PFFRG and the variational energies E from VMC [79, 92, 94] show the same sequence [Fig. 4(b)] where even the size of the gaps between states appear similar. A clear difference, however, occurs for the favored Z2[0, π, 0]A state where VMC finds [79] the lowest variational energy in the absence of pairing (which corresponds to the U(1)[0, π] Dirac ansatz). We have also calculated the amplitude ξ for this U(1)[0, π] state and find it slightly below the Z2[0, π, 0]A ansatz [dashed line in Fig. 4(a)]. Interestingly, the striking similarities in the sequence of amplitudes ξ and variational energies E also persists when including chiral states [93].

Discussion and conclusion. We have applied a new methodological combination of PFFRG and Fock-mean-field theory to calculate free spinon theories for quantum spin liquids in antiferromagnetic Heisenberg square and kagome lattice models. For the supposed quantum spin liquid on the square lattice we propose a SU(2) π-flux state with gapless

FIG. 3. Spinon bands from PFFRG plus Fock mean-field in the limit \( \Lambda \to 0 \) for (a) the Z2A±z±13 state of the square lattice Heisenberg antiferromagnet and (b) the Z2[0, π, 0]A state of the kagome Heisenberg antiferromagnet. In (b), only the negative part of the spectrum is shown while the positive part is the exact particle-hole transformed counterpart. The gray region is the first Brillouin zone with the Fermi surface indicated by black rings (the nearest-neighbor lattice constant is always set to one).

FIG. 4. (a) Nearest neighbor amplitudes ξ from full PFFRG plus mean-field for the states Z2[0, π, 0]A, Z2[0, 0, B], Z2[π, 0]A, and Z2[π, π]A on the kagome lattice. Only differences Δξ to the lowest state Z2[π, π]A are shown (which at \( \Lambda \to 0 \) has an absolute amplitude ξ = 0.20\( J_2 \)). Also plotted is the amplitude for the Z2[0, π, 0]A ansatz when omitting pairing terms (effectively resulting in a U(1)[0, π] state) see dashed line. (b) Corresponding variational energies per site from VMC [79, 92, 94].
Dirac spinons. For the kagome Heisenberg antiferromagnet our results indicate a gapless $Z_2$ spin liquid with two small circular Fermi surfaces. While we find an overall good agreement with VMC (particularly concerning the energetic hierarchy of states) certain differences are also revealed. Particularly, for the $\pi$-flux state on the square lattice, VMC finds [75] additional longer-range pairing which is absent in our results. Conversely, for the kagome spin liquid we identify additional nearest-neighbor pairing which VMC does not find [79].

It is important to emphasize that comparisons between PFFRG plus Fock mean-field and VMC generally need to be interpreted with caution since both methods calculate rather different quantities. While PFFRG plus Fock mean-field computes free spinon theories for quantum spin liquids, it does not determine ground-state energies. On the other hand, VMC calculates variational ground-state energies but the underlying free fermion models do not necessarily describe the actual spinon excitations of the system. Stated differently, agreement is a priori not expected and the Gutzwiller projected wave functions of our free spinon models might not even have good variational energies. The deeper reason for such conceptual differences is rooted in short range spinon-spinon interactions (mediated by gauge fluctuations) which are not determined within our approach. We would only expect good variational energies when they are computed from the ground state of an effective model including such interactions. Conversely, if good agreement between both methods is found (as for the models studied above) this might indicate weak spinon-spinon interactions possibly due to large flux (vison) gaps.

Finally, we note that the applicability of our method goes far beyond the systems studied here. Given the flexibility of the PFFRG, extensions towards three-dimensional systems as well as longer range and/or anisotropic frustrated spin interactions are feasible. Further possibilities are provided via extensions incorporating triplet pairing ansätze so as to describe various spin and/or lattice-nematics, all promising a wealth of future applications.
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rather spinon confinement requires the onset of long-range interactions does not yet signal a confinement-deconfinement transition.

Note that the vanishing of spinon hopping/pairing amplitudes does not yet signal a confinement-deconfinement transition. Rather spinon confinement requires the onset of long-range interactions between these quasiparticles.

For the $\mathbb{Z}_2[0, \pi]$ state, namely, $\mathbb{Z}_2[0, \pi]$ (gapped), etc, all of which realize a spin liquid via longer-range amplitudes. We do not find these spinon hopping/pairing amplitudes of the four states we have investigated.

Rather spinon confinement requires the onset of long-range interactions does not yet signal a confinement-deconfinement transition.
Characterization of quantum spin liquids and their spinon band structures via functional renormalization

Methodological details. Here we provide more details about the exact form of the Fock-mean-field equations and explain how to solve them. The full expression for the matrix Green’s function in real space and imaginary time is

\[
G_{ij}(\tau, \tau') = \left\langle T_{\tau} \hat{\psi}_i(\tau) \hat{\psi}_j^\dagger(\tau') \right\rangle = \left( \begin{array}{cc} \mathcal{G}_{ij}(\tau, \tau') & \mathcal{F}_{ij}(\tau, \tau') \\ \mathcal{F}_{ji}^\dagger(\tau', \tau) & -\mathcal{G}_{ji}(\tau', \tau) \end{array} \right), \tag{S1}
\]

\[
\mathcal{G}_{ij}(\tau, \tau') = -\left\langle T_{\tau} \hat{f}_{ij}(\tau) \hat{f}_{ji}^\dagger(\tau') \right\rangle, \tag{S2}
\]

\[
\mathcal{F}_{ij}(\tau, \tau') = -\left\langle T_{\tau} \hat{f}_{ij}(\tau) \hat{f}_{ij}^\dagger(\tau') \right\rangle. \tag{S3}
\]

The self-consistent mean-field equation for the bare interaction in Matsubara and momentum space reads

\[
G_k(\omega) = (i\omega \mathbb{1}_{2\times2} - u_k)^{-1}, \tag{S4}
\]

\[
u_k = -\frac{3}{4} \lim_{\lambda \to 0} \sum_{q} \sum_{\omega} J_{k-q} G^\lambda_q(\omega), \tag{S5}
\]

\[
G^\lambda_q(\omega) = e^{i\omega \sigma^z} G_q(\omega), \tag{S6}
\]

where \(\sum\) sums over the Brillouin zone and \(\sigma^z\) is the third Pauli matrix acting in Nambu space.

When using renormalized vertices, we evaluate the Green’s function via

\[
G^\Lambda_k(\omega) = \theta(|\omega| - \Lambda) \left[ (i\omega - \Sigma^\Lambda(\omega)) \mathbb{1}_{2\times2} - u_k^\Lambda \right]^{-1}, \tag{S7}
\]

where the hopping and pairing terms are determined from

\[
u^\Lambda_k = -\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sum_q (3\Gamma^\Lambda_{k-q}(s, t, u) + \Gamma^d_{k-q}(s, t, u)) G^\lambda_q(\omega). \tag{S8}\]

Here, we have used the vertex parameterization into spin and density channels \(\Gamma^\Lambda\) and \(\Gamma^d\) from Ref. [30]. Furthermore, we performed the \(T \to 0\) limit and assumed \(u^\Lambda_k\) to be constant in Matsubara frequency, i.e., all hoppings and pairings are instantaneous in imaginary time \([\infty \delta(\tau - \tau')]\).

For non-Bravais lattices and for those ansätze that do not obey the translation invariance of their underlying lattice (which is the case for most of the ansätze studied here), we have to extend the matrix structure of the self-consistent equations’ constituents into sublattice space. Labeling the sites within a unit cell of the mean-field ansatz \(a, b, \ldots\), we consider the quantities

\[
\Gamma^\Lambda_{ij} \text{ is represented the same way as } J_{ij} \text{ and both matrices are proportional to the unit matrix in Nambu space. The products } J_{k-q} G_q \text{ and } \Gamma^\Lambda_{k-q} G_q \text{ have to be performed element wise (no matrix multiplication) in sublattice space. However, the sub-lattice space is relevant for the matrix inversion in the computation of } G_q. \tag{S9}\]

Numerical implementation. The PFFRG calculations for the renormalized vertices were performed as described in Refs. [30, 41]. We used a mesh of 100 Matsubara frequencies and limited the range of the vertex functions to clusters of 441 (125) lattice sites for the square (kagome) lattice.

For the evaluation of the self-consistent equations, the Matsubara sum can be performed analytically in the case where the frequency-independent bare interaction is used (mean-field calculation). The resulting terms are temperature dependent and the remaining momentum integrals were numerically evaluated using Wolfram Mathematica. For the renormalized
vertices ($T \to 0$ limit), the Matsubara integrals were performed on a similar frequency grid as for the PFFRG using 120 discretized frequencies for each value of $\Lambda$. Furthermore, the momentum integrals were solved by assuming a grid with 225 points for the full Brillouin zone of the square lattice and with 170 points for the reduced Brillouin zone of the kagome lattice (corresponding to the six-site unit cell of the $Z_2[0, \pi]\alpha$ state, Fig. S2). We have confirmed that further increasing the Matsubara frequency and $k$ space resolutions does not affect the resulting amplitudes by more than 0.1%. As an example, we illustrate in Fig. S1 the solution for the $Z_2[0, \pi]B$ ansatz on the kagome lattice where both sides of the self-consistent equation are plotted as a function of the nearest-neighbor hopping $t_1$. The intersection of both curves determines the solution.

**Nearest neighbor PSG ansätze on the kagome lattice.** In Fig. S2, we illustrate the four non-chiral nearest-neighbor PSG ansätze on the kagome lattice ($Z_2[0, \pi]\alpha$, $Z_2[0, 0]B$, $Z_2[\pi, 0]A$, and $Z_2[\pi, \pi]A$), all containing hopping and pairing amplitudes. These states are characterized by different flux patterns from the hoppings through the elementary triangles (first number in square brackets) and hexagons (second number in square brackets), as also indicated in the figure. Two of these ansätze ($Z_2[0, \pi]\alpha$ and $Z_2[\pi, 0]A$) have an enlarged unit cell containing six sites instead of the three-site unit cell of the kagome lattice. Most importantly, however, due to the projective implementation of symmetries within a PSG treatment, the spin state itself still respects all lattice symmetries. On the nearest-neighbor level, the states $Z_2[\pi, 0]A$ and $Z_2[\pi, \pi]A$ actually realize U(1) spin liquids, i.e., longer range pairings are required to break the gauge structure down to $Z_2$. Also note that among these four states, $Z_2[0, 0]B$ is the only one with a finite spinon gap.

When relaxing time reversal invariance one obtains a plethora of chiral spin liquids [95], and we investigate three promising candidate states, namely, the Chiral-$[\frac{\pi}{2}, 0]$, Chiral-$[\frac{\pi}{2}, \pi]$ states, as illustrated in Fig. S3. Again, these states exhibit different flux patterns through triangles/hexagons where now staggered fluxes of $[\frac{\pi}{2}, 0]$ through up (down) triangles are also allowed. Note that the Chiral-$[\frac{\pi}{2}, 0]$ ansatz has a doubled unit cell, while the other two share the three-site geometrical unit cell of the kagome lattice.

**Mean-field solutions of chiral and non-chiral nearest-neighbor ansätze on the kagome lattice.**

In addition to the results in the main part of the paper, here we show more details of the mean-field solutions on the kagome lattice, also including the chiral ansätze of Fig. S3. In Figs. S4 and S5, we first plot the solutions from a bare mean-field theory. For better solvability of the mean-field equations we use a modified scheme where instead of the temperature $T$ as in Fig. 1 we consider $T \to 0$ and use the
FIG. S5. Amplitudes $\Delta \xi$ from modified bare Fock-mean-field theory for chiral and non-chiral nearest-neighbor ansätze on the kagome lattice. The results are the same as in Fig. S4 but with amplitudes plotted relative to the lowest $Z_2[\pi, \pi]A$ state.

$\Lambda$-regularized propagator $G^\Lambda_0$ together with $\Sigma^\Lambda(\omega) = 0$ and the bare interactions $J_{ij}$ in the mean-field approach. Fig. S4 shows the absolute size of the amplitudes $\xi$ and Fig. S5 shows – for better visibility – the amplitudes $\Delta \xi$ relative to the lowest $Z_2[\pi, \pi]A$ ansatz. Plotted are the quantity $\xi$ (or $\Delta \xi$) for the four non-chiral and three chiral nearest-neighbor ansätze as well as the solution for the hopping amplitude of the $U(1)[0, \pi]$ state which is obtained when omitting the pairing of the $Z_2[0, \pi]\alpha$ ansatz. As can be seen, the $Z_2[0, \pi]\alpha$ state appears preferred while the chiral ansätze have amplitudes with intermediate strengths. In particular, it is worth noting that the Chiral-$\left[\frac{\pi}{2}, 0\right]B$ ansatz has a higher amplitude on the mean-field level compared to the $U(1)[0, \pi]$-state. For comparison we also show the corresponding results for a full PFFRG plus mean-field treatment, again for absolute amplitudes (Fig. S6) and for relative amplitudes (Fig. S7). Note that Fig. S7 contains the same results as Fig. 4 of the main text but with amplitudes for the chiral states added. We observe that compared to the plain mean-field results of Fig. S4 the curves now lie somewhat closer together indicating that quantum fluctuations lead to a stronger competition between different states. Overall, we observe larger amplitudes in Fig. S6 compared to Fig. S4, due to a pronounced increase at small $\Lambda$. The sequence of amplitudes in Figs. S5 and S7 has remained rather unchanged when including full PFFRG vertices except for the $U(1)[0, \pi]$, $Z_2[0, 0]B$, and Chiral-$\left[\frac{\pi}{2}, 0\right]$ states which have swapped their positions, similar to what is observed in VMC studies [92]. Particularly, the crossing of amplitudes in Fig. S5 caused by the Chiral-$\left[\frac{\pi}{2}, 0\right]$ ansatz has disappeared in Fig. S7. In total, the chiral states in Fig. S7 are located in the gap of amplitudes between the $Z_2[\pi, 0]A$ and $Z_2[0, 0]B$ states.

We finally compare the sequence of states in Fig. S7 with the variational energies from VMC, where in addition to Fig. 4 of the main text, we also include results for the chiral states (the variational energies for the chiral states are taken from Ref. [92]). Interestingly, we again find striking similarities in the hierarchy of our amplitudes and the energies from VMC. Indeed, the only obvious difference is that in our results the Chiral-$\left[\frac{\pi}{2}, \pi\right]$ state has the third smallest amplitude among all eight tested states while it has the highest variational energy. However, the energy scales associated with these differences are comparatively small.