Industrially microfabricated ion trap with 1 eV trap depth
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Abstract
Scaling trapped-ion quantum computing will require robust trapping of at least hundreds of ions over long periods, while increasing the complexity and functionality of the trap itself. Symmetric three-dimensional (3D) structures enable high trap depth, but microfabrication techniques are generally better suited to planar structures that produce less ideal conditions for trapping. We present an ion trap fabricated on stacked eight-inch wafers in a large-scale micro-electro-mechanical system microfabrication process that provides reproducible traps at a large volume. Electrodes are patterned on the surfaces of two opposing wafers bonded to a spacer, forming a 3D structure with 2.5 μm standard deviation in alignment across the stack. We implement a design achieving a trap depth of 1 eV for a 40Ca+ ion held at 200 μm from either electrode plane. We characterize traps, achieving measurement agreement with simulations to within ±5% for mode frequencies spanning 0.6–3.8 MHz, and evaluate stray electric field across multiple trapping sites. We measure motional heating rates over an extensive range of trap frequencies, and temperatures, observing 40 phonons/s at 1 MHz and 185 K. This fabrication method provides a highly scalable approach for producing a new generation of 3D ion traps.

1. Introduction
Quantum computing [1, 2] and measurement [3] constitute areas in which quantum systems can provide an advantage relative to classical devices. However, this advantage generally only becomes apparent once a sufficient system size is achieved, which presents a challenge to all technologies being used to pursue this advantage.

In the context of quantum computing, trapped ion systems represent a promising approach that fulfills the DiVincenzo requirements [4, 5]. Many of the most significant results in the field of trapped-ion quantum computing have been achieved using macroscopic linear traps, which hold tens of ions in a single potential well [6–9]. In such systems, high fidelity qubit operations [10], long coherence times [11], and control over long ion strings with about 50 qubits [7, 12] have been demonstrated. However, in order to scale to systems with enough resources to suppress errors using error correction, a modular approach based on inter-connected sub-units will likely be required.

Two modular approaches are under consideration, and are promising for scaling to more than 100 ions. In the first approach [13, 14], separated ion trap modules are interfaced by establishing entanglement through photonic links, an approach that will eventually place strong demands on the reproducibility of traps that must operate reliably in many different setups. The second approach uses multiple trapping zones
situated in a single trap structure [15–19], where zones are interfaced by shuttling ions between them using voltages applied to segmented electrodes [20–22]. Scaling up using these approaches has been challenging due to its complexity: the realization of precisely fabricated trap structures with large numbers of electrodes, and the task of wiring these up and controlling them.

The use of well-established microfabrication techniques [23], including those using micro-electro-mechanical system (MEMS) technology [24, 25], is very attractive to realize traps that meet the demands of complexity and reproducibility that are critical to both approaches. However, while deposition and structuring of patterned conducting and insulating layers on a surface are highly accurate and can achieve high levels of complexity (as for example in references [15, 19, 23, 26–29]), these techniques are generally ill-suited to realize three-dimensional (3D) structures extending beyond several μm in the out-of-plane direction. Therefore, many early investigations were constrained to a planar electrode geometry, which results in lower trap depth (typically ~100 meV) and highly asymmetric field lines [28, 29], complicating the control of traps and making them more susceptible to ion loss [30, 31]. Demonstrations of multi-segment 3D trap electrode structures have been achieved by stacking multiple layers of laser machined or etched material [22, 32–34], however the methods used to produce these traps were not compatible with standard semiconductor fabrication. However, these have achieved trap depths above 1 eV which results in long ion storage times [7, 35], and have demonstrated higher levels of control in advanced tasks such as junction transport [33] and non-adiabatic ion transport [20, 21].

In this article, we describe the design, fabrication, and characterization of a microfabricated ion trap that, in contrast to monolithic microfabricated traps [36], combines surface-electrode structures on multiple, precisely aligned wafers that results in a 3D structure. This achieves a trap depth that surpasses the typical depth present in microfabricated surface-electrode ion traps by one order of magnitude. Fabrication uses a MEMS process on an industrial fabrication line, which is critical to realize reproducible production. The industrial environment offers all necessary tools and process expertise in one facility, and can be used to rapidly incorporate new designs for prototyping. Our fabrication process is streamlined and suited for mass production, including assembly and packaging, to prepare for scaling at a module level.

We characterize ion trapping performance by trapping 40Ca+ ions in a cryogenic apparatus that allows extensive variation of the trapping conditions. We compare measured trap parameters with the simulated model, establishing broad agreement over motional mode frequencies between 0.6 MHz and 3.8 MHz. Studies are also carried out over temperatures between 75 K and 300 K. We measure motional heating rates, finding them comparable to traps with ion-surface distance close to our 200 μm value [37], and characterize stray static-electric and magnetic field components. We thus provide evidence that this MEMS technology is suitable for realizing ion traps for scaled-up quantum technologies.

2. Ion trap design and fabrication

2.1. Trap concept and design
Our microfabricated 3D ion trap design, shown in figure 1(a), comprises three wafers. A bottom wafer carries direct current (DC) and radio-frequency (RF) signals on patterned segmented electrodes. Electrodes on the top wafer electrically extend the trap into the third dimension, creating a 3D structured trap. Our design serves as a proof of concept for a future 3D linear trap with RF electrodes on top and bottom wafers. Applying RF voltage to both bottom and top wafer allows for a more harmonic potential compared to surface-electrode traps and increases the intrinsic RF trap depth. As a first step towards this goal we incorporate DC electrodes on the top wafer to adjust the potential, including by redistributing confinement between the radial directions [38] to improve trap depth. A spacer wafer connects bottom and top wafer, and provides optical access. Such an electrode configuration is similar to previously realized surface traps with an additional metal lid on top to enhance trap depth [39, 40], but the presence of a patterned top wafer allows for extensibility and more complex control over the potential.

Electrostatic finite element method simulations were used to design the DC and RF electrode geometry shown in figure 1(b). The simulations consider the full potential Φ in which a 40Ca+ ion is trapped (over spatial coordinates indexed by r),

$$\Phi(r) = \Phi_{dc}(r) + \Phi_{rf}(r)$$

(1)

that includes the DC potential Φ_{dc} and RF potential Φ_{rf} in the pseudopotential approximation, wherein the force is time-averaged over an oscillation period of the RF drive [41]. The pseudopotential is given by

$$\Phi_{rf} = \frac{1}{4m} \frac{|\nabla \Phi_{rf}(r)|^2}{\Omega_{rf}^2},$$

(2)
Figure 1. Trap concept. (a) Exploded view showing the three wafers that form the ion trap. The bottom wafer includes metal DC and RF electrodes. The glass spacer defines a nominal distance of 400 μm between top and bottom electrodes. Voltages applied to electrodes on the top wafer can adjust the confining potential. Laser access is possible from all four sides of the trap, and a slit between the top electrodes enables fluorescence detection from the top. (b) Top and bottom wafer electrode geometry (top and bottom panels, respectively) in the region near the central trapping zone. The symmetric electrodes ‘B1’, ‘B2’, ‘C1’, ‘C2’, ‘top 1’, and ‘top 2’ are designed to be controlled independently. (c) Simulated trap potential energy and motional mode vectors for radial (left) and axial (right) cross sections through the center trapping site for the voltage set resulting in a trap depth of 1 eV (given in table 1). The trap depth exceeds 1 eV as indicated by 1 eV contour levels (solid lines) that fully enclose the trapping site. Due to voltage limits (section 2.4), this set only provides a 3.6° rotation of the radial modes about the trap (x) axis.

where $e$ is the elementary charge, $m$ is the atomic mass, and

$$\Phi(y, z) = \frac{1}{2} V_{rf} \cos(\Omega_{rf} t)(\alpha y^2 - \beta z^2) $$

for RF amplitude $V_{rf}$, RF frequency $\Omega_{rf}$, and geometry-dependent factors $\alpha = \beta$ adhering to Laplace’s equation for a linear Paul trap. In a simulation of the potential energy landscape, the trap depth $D$ is defined as the energy $\Phi(r_s) - \Phi(0)$ at the lowest saddle point $r_s$ in any direction away from the central trapping site at $r = 0$. If the ion’s energy exceeds this depth, it may escape the trap.

The trap typically operates at $V_{rf} = 183$ V and $\Omega_{rf}/(2\pi) \sim 20.6$ MHz. The overall trap depth was increased by biasing DC voltages so as to increase radial confinement into the out-of-plane direction ($\hat{z}$) [38], similarly to how axial confinement is produced. From our axial symmetry and Laplace’s equation, it follows that in-plane ($\hat{y}$) radial confinement is reduced, though this direction does not generally limit trap depth for our design. The resulting voltage set solution, given in table 1, produces the potential shown in figure 1(c), which remains highly harmonic around the trapping site (see appendix A.1).

This potential gives a trap depth that is limited equally by 1.1 eV saddle points near to the $x$ and $z$ axes (at distances of 860 μm and 180 μm from the trap center, respectively), while the lowest potential barrier along the $y$ direction is 2.5 eV high around 320 μm away. Higher trap depths could be reached if voltages were increased, ultimately limited by dielectric breakdown voltages between metal layers. In traps using a comparable layer stack-up and electrode spacing, breakdown voltages exceeding 800 V were measured [19].

The quadrupole confinement produced by this trap configuration can be compared to an ideal quadrupole potential (which has depth $D = qV_{rf}/4$ for dimensionless Mathieu parameter $q$, using the conventions in reference [42]) to extract a depth-parameterized trap efficiency $\eta = 4D/(qV_{rf})$ in terms of intrinsic (RF-only) trap depth [38]. We simulate the potential of this trap with grounded top electrodes, no top wafer at all, and the planar-fabricated design in reference [43], finding $\eta \sim 1\%$ in all cases. This is comparable to 2%–5% efficiencies calculated in other surface-electrode geometries [38, 44]. Similar results are to be expected, since the quadrupole field is generated similarly (in plane). With the top wafer removed, the ion-surface distance increases from 200 μm to more than 300 μm. Simulations of our microfabricated 3D trap predict an effective trap efficiency $\eta \sim 5\%$ under operational conditions, when DC voltages are used.
to modify the radial potential. We use DC electrodes on the top wafer to adjust confinement in the direction between the wafers in a straightforward way. However, electrodes in a single plane could also be used to change this confinement [38].

The intrinsic trap efficiency can be improved, for example, by applying RF drives to electrodes patterned on both top and bottom wafers. Through simulations we find that certain electrode configurations can produce a quadrupole potential similar to that of traditional 3D traps [45], with increased symmetry relative to our present arrangement. A simulated geometry including a slot in the bottom wafer was predicted to improve intrinsic trap depth from 0.25 eV to 1.55 eV while maintaining ion-surface distance near 200 μm. These simulations compared operation for identical RF amplitudes (183 V) and Mathieu q parameters (q = 0.35). However, while trap depth or trap efficiency are useful metrics for quantifying and comparing trap properties, additional benefits afforded by a 3D geometry—like increased symmetry and harmonicity—should be considered as well. These benefits are already realized by the addition of a top wafer with DC-only electrodes.

We also used simulation data to estimate mode frequencies, calculate stability parameters, predict the effect of static electric field offsets, and find electrode voltages that produce a specified electric potential. Convex optimization techniques were used to solve for voltage sets that could independently control axial confinement, rotation of the confining quadrupole of the potential in the radial plane, and micromotion compensation in three directions [46].

2.2. Trap structure

The structure of the three stacked wafers comprising the 3D trap, including details on layer materials and thicknesses, is shown in figure 2(a).

The trap’s bottom wafer is based on a 725 μm thick silicon substrate (SunEdison, ρ = 3 Ω cm) and uses the same multi-metal-layer technology used to produce a previous surface-electrode trap [19]. Axial confinement is provided by five segmented DC electrodes (‘A’, ‘B1’, ‘B2’, ‘C1’, ‘C2’) centered on the trap axis (figure 1(b)) so that ions can be trapped along the axis at positions within ±250 μm of the center. DC compensation electrodes (‘1a’ and ‘1b’, which are 105 μm displaced from a projection of the x-axis on the plane of the bottom layer, and extend 100 μm in width) on both sides of the trap axis run along the length of the trap and are used for micromotion compensation and radial rotation of the quadrupole moment of the potential. Two RF electrodes (360 μm displaced from the projected x-axis, 400 μm wide) generate confinement in the radial direction. These are placed symmetrically along the axis and are connected together at one end of the trap. The remainder of the trap surface is taken up by DC electrodes (‘2a’, ‘2b’) that can be grounded or used for additional compensation. Vias between the three metal layers allow connections to electrodes at any location, such as the three isolated central islands, each 200 μm long. The lowest metal layer shields the substrate to avoid RF loss in the silicon substrate [47] and aims to prevent the creation of charge carriers induced by stray laser light [48].

The top wafer consists of 445 μm-thick highly-doped silicon on insulator (SOI) (Okmetic, substrate resistivity ρ = 1–10 Ω cm). The highly doped silicon has a thickness of 45 μm and a resistivity of ρ = 1–2 mΩ cm at room temperature. This forms the top layer of the ion trap and incorporates two individually controlled DC electrodes. In this design, no RF is present on the top wafer. The top wafer electrodes are split to create a 550 μm-wide slit, providing optical access to the ion with a numerical

| Table 1. | We apply trapping voltages based on two standard sets, with simulated trap depths near 1 eV and 0.2 eV, while applying RF at $\frac{\Omega_{RF}}{2\pi} \sim 20.6$ MHz. Electrodes labels correspond to those in figure 1(b). The 1 eV set produces the deep trapping potential displayed in figure 1(c), while the 0.2 eV set is the starting point for most other measurements in this work. The 1 eV set is scaled up from the 0.2 eV set and then further adjusted to increase curvature in the out-of-plane ($\hat{z}$) direction. |
|---------|---------------------------------------------------------------------------------------------------------|
|         | 1 eV set (V) | 0.2 eV set (V) |
| shim 2a | 0.04         | 8.16           |
| shim 1a | 11.32        | 0.24           |
| A       | 7.66         | −1.07          |
| B (1, 2)| 8.95         | 5.29           |
| C (1, 2)| 17.18        | 4.91           |
| shim 1b| −24.03       | −9.04          |
| top (1, 2)| 10.46       | 0.58           |
| $V_{RF}$| 183          | 155            |
Figure 2. Trap fabrication. (a) Schematic, radial cross section, and layer stack of the bottom, spacer, and top wafers, which are structured individually. Top electrodes are electrically connected by wirebonding to a bond pad on the highly-doped silicon. The bottom wafer consists of three metal layers (orange), isolated by oxide (blue). Vias in the inter-metal oxide (imox) connect individual metal layers. Laser access is possible through openings in the spacer wafer, with an NA of 0.75 corresponding with openings away from the axis, and an NA of 0.2 along the axial direction (though access is reduced by wirebonds). The table lists all layers with corresponding material and thickness. (b) The three structured wafers are joined through anodic wafer bonding and the single ion traps are separated by mechanical dicing of the bonded wafer. (c) An individual chip after dicing, glued and wirebonded to the carrier PCB for electrical contact. (d) A SEM image of the ion trap structure at the position of the top electrode bonding pad. Analysis of SEM images verify a bond alignment accuracy of 3–4 μm for each interface, which together with the lithographic tools’ specifications leads to a 2.5 μm standard deviation in alignment tolerance for the full stack.

aperture NA = 0.75 that can be used for fluorescence detection. Two bonding pads on the top wafer allow for electrically connecting the top electrodes to additional bond pads on the bottom wafer or directly to the carrier printed circuit board.

The spacer wafer is made of 400 μm-thick borosilicate glass (MEMpax®) featuring gaps at the sides and ends through which laser beams can pass above the surface, with an NA of 0.75 corresponding with openings away from the axis, and an NA of 0.2 along the axial direction. Additionally, wirebond pads at the ends of the trap are spaced to allow axial beam access. Thus, beams should be able to cross the center of the trap in the xy plane without obstruction at angles up to ±55° from the y-axis, and about ±10° from the trap (x) axis.

2.3. Trap fabrication

In order to realize the 3D trap structure described above, three individual eight-inch wafers were wafer-bonded, as illustrated in figure 2(b). Fabrication of the ion trap was carried out in an industrial cleanroom facility7.

The silicon bottom wafer comprises three AlSiCu metal layers created via sputter deposition. These metal layers are isolated by imox layers, deposited as silicon oxide. All metal and oxide layers are structured by optical lithography followed by plasma etching. Details on the fabrication process for this technology can be found in reference [19].

The 45 μm-thick top electrodes and the 400 μm-thick undoped silicon substrate of the top wafer are etched via deep reactive ion etching, with an additional recess of the substrate silicon to provide the high NA (see the cross section in figure 2(a)). To shield the ion from silicon surfaces, the electrodes are gold coated on both sides using a shadow-mask-evaporated stack of 50 nm titanium, 100 nm platinum, and 200 nm gold. Here, titanium serves as an adhesion layer and platinum as a diffusion barrier between the gold and the silicon substrate [49]. However, there are areas of exposed substrate silicon (ρ = 1–10 Ω cm) on the top wafer, which, if charged up, could lead to stray electric fields at the ion’s position.

The spacer wafer is made of borosilicate glass with a coefficient of thermal expansion (α = 3.26 × 10⁻⁶ K⁻¹) [50] matched to silicon (α = (2–4) × 10⁻⁶ K⁻¹) [51] to minimize strain at

7 Infineon Technologies Austria AG, Villach, Austria.
cryogenic temperatures. All glass structures are created by a wet-chemical etch of 280 μm from front and back sides, giving rise to an 84 μm wide spike on the sidewalls (visible in figure 2(d)). One concern this raises for the operation of the trap is that the uncoated glass surfaces could possibly lead to undesired stray charge buildup, causing additional electric fields, or lead to increased motional heating [52]. We study this effect in section 3.2.

2.4. Wafer bond, dicing and assembly
Anodic wafer bonding [53] is a widely used method in industrial packaging and manufacturing, especially in the field of sensor systems [54, 55]. With its high bonding strength and robustness [56], it provides a suitable technique to connect individual wafers to form a 3D ion trap.

We developed a two-step anodic bonding process, optimized for inclusion in the industrial fabrication line: first, the bottom wafer is bonded to the glass spacer, and subsequently, the resulting double stack is bonded to the top wafer. This two-step process allows for semi-automatic optical alignment of both interfaces despite the opacity of silicon wafers that form the outer layers of the triple stack. We found optimal bond parameters of 330 °C bond temperature and a bond voltage of 300 V, as verified by scanning acoustic microscopy analysis, die-shear tests, and repeated cryo-cycling between room temperature and $T = 4$ K (within ca. 5 h) or $T = 70$ K (within ca. 1 min).

The ion traps on the bonded wafer are separated by mechanical dicing as shown in figure 2(b). Then, each ion trap is glued and electrically connected to a carrier PCB as part of an industrial packaging process, based on automated lead-frame handling, semi-automatic die-attach and automated wirebonding, resulting in the final chip shown in figure 2(c).

Using SEM imaging of the wafer stack cross section (figure 2(d)) the bond alignment accuracy of 3–4 μm for each interface was verified. The standard deviation in the alignment tolerance of 2.5 μm across the full wafer stack is in agreement with the lithographic and bonding tools’ specifications and exceeds other 3D ion traps assembled using fasteners [57]. A tilt between top and bottom wafer caused by variations in the glass wafer thickness (≪1 μm) can be neglected for a single chip.

In the batch of traps characterized in this work, SEM imaging revealed a fabrication defect where the two top electrodes were connected together. Only the four shim (‘1a’, ‘1b’, ‘2a’, ‘2b’) and two top (‘top 1’, ‘top 2’) electrodes have significant radial potential moments that can rotate the quadrupole of the potential. Without this moment from individual top electrodes, higher voltages had to be applied to the shim electrodes to rotate radial modes, which limited the rotation angle of the modes seen in figure 1(c). Repeated analysis verified that the defect was corrected in later batches.

Trap fabrication can be done at high volume. Following introduction of the design into the production line, a one-time run-through of the manufacturing cycle (including packaging) produces 50 identical ion traps from one wafer in 4–6 weeks. Typical fabrication runs include lots of 25 wafers.

3. Experimental characterization
Measurements of traps with ions can validate the simulation, design, and fabrication process. We test our traps by placing them at the lowest-temperature (‘base’) cooling stage of a cryogenic apparatus [58] and trapping $^{40}$Ca$^+$ ions. Traps are attached to a DC filter board (with first-order, 36 kHz-cutoff-frequency low-pass filters). DC signals are generated, pass through additional low-pass filters at room temperature (for each line, a fifth-order Bessel filter with a measured cutoff frequency around 10 kHz), and are delivered to the base stage via flexible PCB ribbons to the trap filter board. These ribbons also carry lines from the DC voltage source that reference both DC and RF ground on the trap. The RF signal is delivered via coaxial cables and stepped up using a helical coil resonator (anchored to the same temperature stage, close to the trap), which sets the preferred RF drive frequency. The magnitude $V_{RF}$ was inferred using a rectifier on the filter board PCB (appendix B.1). A magnetic field $|B| \sim 5$ G provided by external coils splits the energy levels of trapped ions using the Zeeman effect and defines a quantization axis. Lasers for photoionization, detection, cooling, state preparation, and qubit manipulation enter the trap structure along the directions as shown in figure 3(a).

This work describes two traps (#1 and #2) from the same fabrication batch tested sequentially in the cryostat, which was operated at a base cooling stage temperature $T_{base} \sim 6.5$ K. The traps were identical in all measured physical properties (such as capacitance) and operated under identical conditions (such as RF frequency), except for a different in trap mounting. The first trap was attached to a PCB that was directly thermally anchored to the base cooling stage. The second trap was placed on a PCB that included a calibrated Pt1000 thermistor, and was more weakly thermally linked to the cooling stage in order to allow characterization of the trap at temperatures up to 300 K. This thermistor permitted measurements of the
trap temperature $T_{\text{trap}}$, calibrated as described in appendix B.2, as well as application of a current to heat the trap independently of the entire base cooling stage.

Application of an RF drive frequency $\Omega_{\text{rf}}/(2\pi) \sim 20.6$ MHz at $V_{\text{rf}} = 183$ V introduced a heat load $P \sim 1$ W in both traps, likely originating from dissipation on the trap. In trap #2, where $T_{\text{trap}}$ was measurable, this raised $T_{\text{trap}}$ to 185 K. The RF dissipation may come from DC resistance of the RF electrodes (about 1 $\Omega$ at 300 K) as well as dielectric loss from the large trap capacitance (about 60 pF in both traps). We observed that our RF drive applied across this capacitance also produced large oscillating magnetic fields resulting in AC Zeeman shifts [39] of the levels in the $4s^2S_{1/2} \leftrightarrow 3d^4D_{5/2}$ transitions that we used for qubit manipulation. These shifts varied as the RF drive power was adjusted, giving rise to a 3.5% correction factor for a transition with $\Delta m = 2$ (denoting spin quantum number $m_s$) for our values of RF drive and magnetic field. Our calculated magnitude of AC magnetic field at $V_{\text{rf}} = 175$ V, $|B_{\text{rf}}| = 2.96$ G, is about five times larger than has been reported in another microfabricated trap where this effect was also observed [60]. Most measurements required that we properly account for this effect. The capacitance could be reduced by at least an order of magnitude, thus mitigating these Zeeman shifts, through adjustments to materials and design geometry, such as using wide-bandgap substrate materials to bypass large GND shields for substrate shielding, increasing the thickness of dielectrics between metal layers, adding through-substrate vias (TSVs) to avoid crossings of RF and DC connection lines, or reducing the width of the RF electrodes.

Though we did not perform a systematic study, we observed that single ion storage times were shorter at higher trap temperatures, ranging from days (at trap temperatures close to $T_{\text{trap}} = 185$ K) to hours (near $T_{\text{trap}} = 300$ K). However, we did note that at a trap temperature $T_{\text{trap}} = 83$ K and a voltage configuration providing 0.2 eV trap depth, strings of more than 10 ions could be trapped stably, in some cases for days without ion loss (appendix B.4). These three temperatures, from lowest to highest, corresponded with providing 0.2 eV trap depth, strings of more than 10 ions could be trapped stably, in some cases for days steady-state outer vacuum chamber of 1.4, 1.6, and 2.0×10$^{-8}$ mbar as measured on a pressure gauge. This suggests that particles may have been generated near the area of increased temperature—perhaps desorbed from trap or heater surfaces—increasing the pressure locally, then eventually registering on the chamber pressure gauge. Ion loss may relate to collisions or chemical reactions stemming from more plentiful or energetic particles [7]. These general observations occurred when either 0.2 eV- or 1.0 eV-depth voltage sets were applied, and so some effect besides trap depth, such as laser cooling capability, was more likely the primary factor contributing to ion loss.

### 3.1. Probing motional mode frequencies

To identify secular motional frequencies of a single trapped ion, we apply a voltage configuration, compensate micromotion, and then perform spectroscopy on the motional sidebands of a chosen $4s^2S_{1/2} \leftrightarrow 3d^4D_{5/2}$ transition. Here we present the data for trap #2, for which the most extensive characterization was performed. From the 1 eV voltage set in table 1, we simulate mode frequencies.
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(0.88, 3.80, 3.76) MHz, ordered by the mode vectors closest to \((\hat{x}, \hat{y}, \hat{z})\). Applying this voltage set, measurement of the trap gives frequencies (0.81, 3.74, 3.80) MHz, consistent with the expected potential to within 8% axially and 2% radially (figure 3(b), 'X' markers). We next applied the 0.2 eV voltage set in table 1, whose lower voltages provide more leeway for parameter variation without reaching voltage limits, and varied RF amplitude (changing radial frequencies) and DC voltages that modify axial curvature (changing axial frequencies). Over a set of parameters producing frequencies \(f_{\text{meas}}\) in the range 0.6–3.8 MHz, measured frequencies matched with simulated values \(f_{\text{sim}}\) to within 10% for the axial mode and 5% for radial modes (figure 3(b)).

Uncertainty in applied \(V_{\text{rf}}\) likely dominates the radial frequency mismatch in figure 3(b). Stray electric field curvature, which is not included in these simulations, would explain a deviation in axial frequencies. Using sideband spectroscopy, we measured a residual anti-confinement (corresponding with axial frequency \(\omega/2\pi = -45(3)\) kHz) at the center trapping site in trap #2. Possible sources of such fields are discussed in section 3.2. In any case, these observations validate the designed model over a wide range of parameters, consistent with high-depth traps that meet the design goals of our 3D microfabrication process.

### 3.2. Measuring stray static electric fields

Dielectric surfaces that are not electrically shielded from the ion can generate stray electric fields [52]. Stray fields that are not sufficiently stable or homogenous may not be compensated well enough to perform high-fidelity quantum gate operations [61], and could make it difficult to scale this technology. To measure stray radial fields, we primarily use parametric-excitation-based micromotion compensation techniques [62]. To determine axial offset field, we apply compensation fields and use a camera to minimize the ion’s shift in position with respect to varied axial curvatures. Uncertainties of the static electric fields from measurements in this section are about ~3 V m\(^{-1}\) for radial fields and <1 V m\(^{-1}\) for axial fields. This results from ~15 min of measuring to evaluate stray field in all directions. Increased measurement time would reduce this uncertainty, but measurements would become susceptible to slow drifts in calibration parameters. From trap simulations, we infer the stray field corresponding to the applied micromotion compensation voltages. We characterize the fields present in both traps along the axis at different trapping sites (figure 4(a)).

The results (figure 4(b)) show large offset field components (up to about 1.5 \(\times 10^3\) V m\(^{-1}\)) in the out-of-plane direction with about 1 \(\times 10^3\) V m\(^{-1}\) axial variation along the measured distance range of \(\pm 0.2\) mm from the trap center. The magnitude of field components in both traps is similar to many single-wafer surface traps [19, 30, 43, 46, 63–66] made from a variety of materials and measured at different temperatures and ion-surface distances. Proposed sources of such fields include charge present on dielectric or metal surfaces [67–69], as well as patch potentials comprising surface oxides [52, 70] or adsorbates [71–73]. These sources can contribute to field offsets if they are distant or distributed, or to field curvature if they are close and point-like.
The results of fitting axial stray field data in both measured traps to a model of uniform charge density on each of the spacers 1–4 and an arbitrary field, $E_{\text{offset}}$. Values in parentheses represent the standard error from the fit.

| spacer | $E_{\text{offset}}$ (V m$^{-1}$) |
|--------|----------------------------------|
| 1      | −2120(340) 1380(200) |
| 2      | 860(400) 630(360) |
| 3      | 1840(380) −2510(450) |
| 4      | 390(260) 320(250) |

Since the stray field is inferred from the micromotion compensation required to move the ion to the RF null, trap misalignment not reflected in simulation that offsets the RF null can be mistaken for an offset field. Misalignment primarily affects lateral ($\hat{y}$) offsets, which from the measured misalignment uncertainty gives a standard deviation $\Delta E_y = 59$ V m$^{-1}$. Uncertainty in the position of the null above the surface is dominated by spacer wafer thickness, 400(3) $\mu$m, to give $\Delta E_z = 48$ V m$^{-1}$. The measured misalignment contributes negligibly to axial field uncertainty. Other imperfections in the geometry used in simulations could also affect the inferred stray field. While misalignment could account for part of the offset of the measured fields, it cannot explain deviations larger than $\Delta E_y$ or $\Delta E_z$ over the range of trapping positions.

In contrast to surface-electrode traps, one possibly significant source of electric field could be charges on the sidewalls of the spacer wafer. The data in figure 4(b) (lines) are fitted to the simulated field from uniform charge densities on these sidewalls, producing values up to 2500 elementary charges per $\mu$m$^2$ (table 2). This is larger than the charge densities reported on fiber surface near ions [69] and on a planar trap [67], but these materials and geometries may not be comparable. The model uses seven free parameters: a uniform charge density on each of the spacers 1–4 that control field curvature along the axis, and the three components of a constant, arbitrary field $E_{\text{offset}}$ that set the offset. Additional variability of 400 $e^-/\mu$m$^2$ in charge density and 200 V m$^{-1}$ in $|E_{\text{offset}}|$ may come from simulated field uncertainty, considering that the spiked sidewall’s position (figure 2(d)) has a 10 $\mu$m standard deviation due to an uncertain etch profile.

The field offsets could be explained, for example, by a charge density of $10^5 e^-/\mu$m$^2$ in the gaps between electrodes on the bottom wafer, which we find in simulation to produce an out-of-plane field offset close to $E_{\text{offset}} \sim −1000$ V m$^{-1}$ measured at the center trapping site. Though this exceeds the charge density that would be required on the spacer sidewalls to produce a comparable field, this field magnitude is nonetheless common among microfabricated surface-electrode traps without significant exposed bulk dielectric [19, 43, 46], and so such surface-based field sources cannot be ruled out. Due to the relative asymmetry of the trap in the out-of-plane direction, these effects all tend to produce larger field components along $\hat{z}$, which is consistent with the measured data. If this charge were unevenly distributed, or debris were present on a trap surface, this could provide curvature in addition to an offset field.

Offset fields might also come from far-away structures that are not part of the trap assembly, like charged lenses or windows. Calculations predict that fields from the nearest dielectric surface (43 mm away) would be shielded by a factor of $\sim 8$ by the largest aperture ($\sim 3$ mm) between the dielectric surface and the ion. The trap is otherwise surrounded by grounded conductors. Therefore, sources of electric field within the shielded region are most consistent with the observations.

The sources responsible for these electric fields may be intrinsic, induced by light, or introduced by atomic flux while operating the trap. Some light from the laser beams that pass through the trap (figure 4(a), blue and red arrows) was observed to scatter from the trap’s inner surfaces and the sides of spacers 2 and 4. If this induced charge, we would expect the strongest effect from the deepest-ultraviolet wavelength, 375 nm photoionization light, present at 30 $\mu$W during loading. During loading, neutral calcium also travels along the direction indicated by the white arrow in figure 4(a), and can deposit on trap surfaces including the sides of spacers 1 and 3. Adsorbate build-up has been shown to alter stray fields [60, 74]. However, we observe that the field remains stable during trap operation, and we do not observe
significant stray field drift in the seconds or hours after loading (resolvable by tracking the ion’s position on a camera). Therefore, while induced charge on these surfaces may contribute to part of the measured field, the bulk of the charge appears to be intrinsic.

We observed small day-to-day changes, culminating in weekly field drifts of 10 V m\(^{-1}\) in-plane and 100 V m\(^{-1}\) out-of-plane (figure 4(c)), which could be explained by local charging and dissipation or fluctuations of DC voltages. These fluctuations were small relative to the axial position field dependence in figure 4(b). Special events like long-term electrical outages, or vacuum or thermal cycling, produced changes at a faster rate. In one such case, a significant change in measured field occurred after DC electronics were disconnected and reconnected (figure 4(c), region 2). This could have possibly reconnected floating electrodes that had not been properly connected (thus changing the calibration of applied compensation or affecting the charge state of weakly implanted electrons in dielectric close to the electrodes [69]) or changed the contact potential at a conductor interface. We note that after the jump the compensated field drift was observed to reverse direction. None of these events are likely to have removed adsorbed surface contaminants.

Overall, the behavior of stray electric fields is similar to that seen in other microfabricated traps, which is consistent with models of charge on bulk dielectric (in our case, for example, spacer sidewalls), in dielectric gaps, or on conductor surfaces in the electrode plane. The observed fields exhibit low drift and are well within the range that can be compensated using low voltages (≪10 V) applied to the available DC electrodes, and thus they do not present an obstacle to trap operation that could hinder the scaling prospects of our 3D MEMS ion trap technology.

3.3. Heating rates

Motional heating of ions reduces the fidelity of single-qubit gates and multi-qubit entangling operations [61] that are critical to a trapped ion quantum processor [75]. Heating of the ions’ motional modes occurs at a rate \(\Gamma_1\) due to electric field noise [76]. This rate can be related to the electric-field noise spectral density, \(S_E\), using [77]

\[
S_E(\omega_m) = \frac{4m\hbar\omega_m}{e^2} \Gamma_h(\omega_m),
\]

where \(m\) is the ion mass, \(\omega_m\) the mode frequency, and \(e\) the electron charge. We measure heating rates of a single ion’s axial, in-plane radial, and out-of-plane radial motional modes using the sideband ratio method [78]. By comparing the \(\Gamma_h\) (or \(S_E\)) dependence on mode frequency, trap temperature, and system configuration to known models, we can pinpoint noise sources and evaluate trap performance. In addition, we monitor drift and scatter of heating rates over time, as well as the response to micromotion miscalibration.

Measured heating rate data are shown in figure 5, plotted against mode frequency \(f_m = \omega_m/2\pi\), trap temperature \(T_{\text{trap}}\), and radial mode angle \(\phi\). To access all modes with laser beams propagating parallel to the plane of the trap, we employ voltage sets (starting with the 0.2 eV-deep set in table 1) that rotate the radial modes by an angle \(\theta = 38^\circ\) relative to \(\hat{y}\) and \(\hat{z}\) using the off-axis shim electrodes. The lowest measured heating rates are below 10 phonons/s at 2.6 MHz at \(T_{\text{trap}} = 165\) K and around 40 phonons/s at 1.0 MHz at \(T_{\text{trap}} = 185\) K; using equation (4) these evaluate to electric field spectral noise densities of \(S_E = 1.8 \times 10^{-13}\) and \(2.8 \times 10^{-13}\) V^2 m\(^{-2}\) Hz\(^{-1}\), respectively. These heating rates are close to those measured elsewhere [37, 77] when comparing to traps with similar ion-electrode distance (200 \(\mu m\)). These measurements were taken in trap #2. While trap #1 produced heating rates as low as 26(2) phonons/s for a radial mode at 2.6 MHz, the trap temperature could not be estimated on this device, and calibrations were not performed as systematically as for trap #2. Therefore, all heating rate data presented here was measured using trap #2.

In figures 5(a) and (b), axial mode data exhibit low scatter, while radial mode data are more scattered relative to the low uncertainty at each point. The uncertainty of individual measurements is obtained by applying binomial statistics to a series of ‘bright’ or ‘dark’ determinations from thresholding photon detection events within a detection window [79]. The plotted uncertainties represent the standard errors of the mean of fitted heating rates for multiple such measurements. The axial mode heating rate follows a power-law scaling model with respect to both temperature and frequency, \(\Gamma_h \propto f^{-\alpha} T_{\text{trap}}^{\beta}\), for exponents of mode frequency \((f, \text{figure 5(a))}\) and temperature \((T_{\text{trap}}, \text{figure 5(b))}\). Fits of the axial heating rate data to \(A T^{\alpha}\) and \(B T_{\text{trap}}^{\beta}\) give \(\alpha = 2.3(1)\) and \(\beta = 1.34(8)\) respectively. Literature values are often given in terms of \(S_E\) scaling coefficients \(\alpha'\) and \(\beta'\), which are related through \(S_E \propto \omega_m^\alpha \Gamma_h \propto f^{-\alpha-1} T_{\text{trap}}^{-\beta}\) to give \(\alpha' = \alpha - 1 = 1.3(1)\) and \(\beta' = \beta = 1.34(8)\). Our scaling exponents are similar to those given in other work [52, 70, 80, 81], in particular the \(\alpha' \sim 1, \beta' \sim 1\) seen to result from electric field noise from surfaces, for example as in reference [82]. We cannot access low enough trap temperatures to distinguish whether the
temperature scaling $\beta$ remains unchanged below our lowest measured temperature, 75 K, or the temperature scaling is disjointed as in references [83, 84].

The scatter in radial heating rates in figure 5(a) is consistent with the effect of a ‘technical’ noise source, with many distinct spectral features that collectively contribute to a large background rate. In the presence of such a source, one would expect an ion to exhibit higher heating rates when its motional frequency is tuned closer to frequency peaks in the electric field noise spectrum. When fit to a power law model, we find exponents $-2.7(3)$ and $-2.0(3)$ for in-plane and out-of-plane modes, respectively. The expected frequency dependence would depend on the nature of the external noise source. This scatter behavior is also consistent with data in figure 5(b), where radial heating rates are not significantly correlated with trap temperature that was adjusted using a heater. In this case, one would expect trap temperature to affect modes for which surface-based noise sources limit the heating rate, while trap temperature would hardly change the effect of external sources. This points to an externally generated noise source, which may be carried along with many distinct spectral features that collectively contribute to a large background rate. In the presence of such a source, one would expect an ion to exhibit higher heating rates when its motional frequency is tuned closer to frequency peaks in the electric field noise spectrum. When fit to a power law model, we find exponents $-2.7(3)$ and $-2.0(3)$ for in-plane and out-of-plane modes; the expected frequency dependence would depend on the nature of the external noise source.

Figure 5. Heating rates are measured for axial (blue circles) and radial modes (green, orange circles) as a function of mode frequency, radial mode rotation, and trap temperature. (a) Axially confining DC voltages are varied to adjust axial mode frequency, while the RF power is varied to adjust radial mode frequencies, with mode rotation angle $\theta = 38^\circ$. When DC voltage sources are disconnected, lower radial rates (diamonds) are measured. In this case radial heating rates align more closely with the axial power-law scaling (solid blue line, exponent $-2.3(1)$), consistent with limitation from surface noise sources (see text). Fits to power law models (dashed) give exponents $-2.7(3)$ and $-2.0(3)$ for in-plane and out-of-plane radial modes, respectively. Trap temperature is varied using a heater near the base of the trap chip. Values are measured at $\theta = 38^\circ$ and normalized (see text) using the frequency scalings in (a) to data set mean frequencies (0.98, 2.35, 2.56) MHz, for axial, out-of-plane, and in-plane modes respectively. Temperature scalings are fit to a power-law model (lines) give exponents (1.34(8), 0.5(2), 0.8(1)). Radial mode data are only weakly correlated with an exponential temperature scaling model (dashed lines), consistent with a limitation from noise sources that are external to the trap. The opacity of radial data is reduced to improve clarity. (c) DC voltages adjustment rotates radial modes by $\theta$ (see inset), giving each mode an angle $\phi$ with respect to the $xy$-plane. The resulting measured heating rates are fit (line) to a sinuous dependence. Measurements are taken at $T_{\text{trap}} = 185$ K, and frequencies are normalized (see text) to data set mean frequency 3.0 MHz. Some outliers are omitted for clarity (see text). Normalization of heating rates was performed in some cases to easily compare data sets collected where different DC or RF voltages were applied, or where trap impedance was modified by the temperature, thus slightly changing delivered power, altering RF amplitude, and shifting motional mode frequencies (see appendix C.1). Heating rates measured while sweeping the trap temperature in figure 5(b) were frequency-normalized to the mean frequency values of axial, out-of-plane radial, and in-plane radial modes, (0.98, 2.35, 2.56) MHz. Heating rates in figure 5(a) were not temperature-normalized, however, since axial mode rates were taken at a constant temperature and radial mode rates were not strongly correlated with temperature (appendix C.1).

We noted that the scatter of radial mode heating rates in figures 5(a) and (b) was consistent with a technical noise spectrum that may originate externally; however, temporal variation of noise sources could also produce scatter. To check this, we repeatedly interleaved calibrations and heating rate measurements over nearly 8 h (with 8 measurements at 43 min intervals followed by 10 measurements at 13 min intervals) at $T_{\text{trap}} = 153$ K and at mode frequencies (0.95, 2.46, 2.65) MHz. Over 19 sequential measurements, this gave mean values of 41, 106, and 20 phonons/s for axial, out-of-plane radial, and in-plane radial modes, and standard deviations 22, 9, and 7 phonons/s, respectively (see appendix C.2). Despite significant axial rate uncertainty under these conditions, the standard deviation of radial rates is small. This suggests that radial heating rate scatter is not the indirect product of drifts in noise properties over time. Seven measurements were performed in the presence of radial shimming fields up to $\pm 45$ V m$^{-1}$, which displaced the ion about 0.5 $\mu$m from the RF null. They did not show a strong dependence on the stray field magnitude, and gave respective mean values 44, 108, and 28 phonons/s, and standard deviations 17, 6, and
predicted values over a broad range of DC and RF voltages, validating our simulation model and suggesting produced in an industrial facility. Measurements of motional frequencies agreed to within 4 phonons/s, respectively. This suggests that neither noise delivered through the RF electrodes nor drifts in static stray fields over time play a significant role in the measured heating rates.

The data in figures 5(a) and (b) are taken at an angle $\theta = 38^\circ$ of the radial mode vectors about the trap axis. To understand the effect of this angle, we applied DC voltage sets that adjusted $\theta$ from 0$^\circ$ to 45$^\circ$. This sets each mode’s angle $\phi$ with respect to the xy-plane (figure 5(c) inset). The ion excitation signal while driving motional sideband transitions also depends on this angle through an effective Rabi rate sensitive to the angle between the beam wavevector and the mode [41]. From these measurements, we cross-checked the designed angle $\phi$ and obtained uncertainty values. As a mode approaches $\phi = 90^\circ$ (out of the plane and orthogonal to the cooling beams) sideband cooling performance degrades, higher initial photon numbers are measured, and the uncertainty of heating rates using the sideband ratio method increases. Therefore, for each mode, data collection is conditioned on cooling to initial values of average photon number $\bar{n} \leq 1.5$, and also on confidence in mode frequency from a calibration using sideband spectroscopy (requiring standard error $<100$ kHz). Even with these conditions, a few outliers result (for example, with negative rates or $>400\%$ relative uncertainty), which are omitted from the plots for clarity. To directly examine the dependence of heating rate on $\phi$, frequencies are normalized to the mean frequency of both radial modes’ data (3.00 MHz) using the procedure described above. The resulting data (figure 5(c)) show that heating rates increase significantly as $\phi$ rotates from an in-plane orientation (along $\hat{y}$) to an out-of-plane orientation (along $\hat{z}$).

These measured heating rates can be described by a sinusoidal model that gives rates at $\phi = 0^\circ$ ten times lower than at $\phi = 90^\circ$. If electric field noise at the ion were limited by losses in a surface dielectric or metal film, one would expect out-of-plane rates two times larger than in-plane rates [82]. The observed excess scaling, however, is more consistent with a model of noise delivered from an external source, such as through trap electrodes. By symmetry of this trap’s electrode layout and its asymmetry in the out-of-plane direction, voltage noise common to all DC electrodes would produce electric field components that are normal to the electrode planes.

Considering whether externally generated noise may couple to the electrodes through DC wiring and limit the heating rates measured on radial modes, we adjusted the DC electrical configuration (further details given in appendix B.3). We found that radial heating rates were only significantly reduced when disconnecting the trap from its DC voltage sources and ground references (which also reference the RF ground). Disconnection left the electrodes electrically floating, with the capacitance of the electrodes and DC filter board capacitors maintaining voltage well enough that no noticeable change of the ion position was observed over the course of experiments (about 5 min).

With DC lines disconnected (figure 5(a), diamond points) the radial heating rates drop, nearly reaching the frequency scaling trend line set by the axial mode. Even when normalizing for frequency, the average in-plane rate remains below the out-of-plane rate by a factor of 2.3, which is almost consistent with noise due to a bulk dielectric or surface layer noise models [52, 82]. However, the two out-of-plane data points (which are taken at slightly different frequencies and temperatures) still demonstrate scatter exceeding the measurement uncertainties. This scatter and the discrepancy in the ratio of the radial modes’ rates suggest that some technical noise sources may persist and become dominant when the DC voltage sources are externally disconnected. These may include inductive pick-up within the cryostat or noise on the RF electrodes.

Heating rates of the axial mode were unaffected by the disconnection of an external noise source, which along with its frequency and temperature dependence suggests a limiting noise source originating on trap surfaces or in bulk dielectric. The relatively low spectral noise densities of this source suggest that our MEMS ion trap technology does not face an exceptional obstacle to scaling due to surface material composition or other aspects of the fabrication method. Radial heating rates, on the other hand, appear to be dominantly set by noise sources originating externally to the trap as evidenced by their scatter, trap temperature independence, strong out-of-plane polarization, and response to DC disconnection. Regardless, for the purpose of trap characterization, these measurements place an upper bound on the contributions from trap surface-based noise sources. Improvements to the apparatus would reduce technical noise and improve the radial modes’ sensitivity to remaining sources of noise, benefiting further trap characterization.

4. Conclusion and outlook

We have demonstrated the operation of a microfabricated MEMS 3D ion trap with a trap depth of 1 eV produced in an industrial facility. Measurements of motional frequencies agreed to within $\pm 5\%$ of predicted values over a broad range of DC and RF voltages, validating our simulation model and suggesting that the trap was accurately fabricated. We found motional heating rates ($<40$ phonons/s at 1 MHz axial...
frequency) commensurate with electric field noise spectral densities found in surface traps of this scale [37, 77]. Our traps could be operated stably, with strings of more than 10 ions trapped for days at lower trap temperatures. Though the data presented was only measured at trap temperatures as low as 70 K due to RF dissipation on the trap, stronger thermal anchoring to the base cooling stage operating with 1.5 W of cooling power at $T_{\text{base}} = 6.5$ K or changes to trap materials and geometry should further reduce heat load. We also characterized the trap up to temperatures of 300 K, suggesting that room temperature operation is possible with this technology.

Because the traps were measured in a newly constructed cryogenic trapping apparatus for which noise had not previously been characterized [58], we discovered systematic noise consistent with an external source. We further isolated this noise, identifying that the electrical configuration (primarily, grounding related to DC voltage supplies) played a role, which indicates the need to improve source noise levels, external filtering, and grounding configuration. Considering the remaining sources of noise, we found an axial mode heating rate dependence on mode frequency and trap temperature in accordance with models of surface effects like fluctuating patch potentials or electric field noise from dielectric bulk or surface layers. We also observed the presence of a large stray static electric field, finding that it was stable and could be compensated. Stray electric fields of this magnitude are sometimes linked to high heating rates [64], but we do not observe this.

Our observations may also inform the design of the next generation of 3D-structured microfabricated ion traps. For example, we observed that isotropically etched spacers produced sharp sidewall profiles, creating light scatter and possibly contributing to stray electric field that needed to be compensated. These walls could be surface-treated, retracted, or flattened using different etching techniques (while ensuring mechanical stability) in order to reduce any limitation on heating rates due to surface dielectric effects. If noise sources originate in bulk dielectric such as these spacers, metal shielding layers could mitigate them. Material and design engineering approaches, for example by thickening metal and dielectric layers, could lower ohmic and capacitive loss through the RF electrodes, reducing power dissipation and lowering the temperature at which the trap can be operated.

The MEMS microfabrication process used to construct the trap in this work is extensible, supporting a number of technologies that will manage growing complexity. Connectivity between the trap and signal or measurement lines could be handled using TSV [85], while through-glass vias [86] could replace wirebond connections between wafers. By integrating on-chip electronics [87], one could increase signal density without increasing in-vacuum wiring requirements or burdening cryostats with excess heat loads. Integrated waveguides [43, 88] would allow to channel light used for trapping, cooling, detection, and control to the ion, thus relaxing requirements for optical access. Junctions could be patterned along the trap axis [21, 32–34, 66] to interface zones, though the spacer and top wafers must be designed carefully to allow optical access. Through the use of vias and multiple metal layers, both top and bottom wafers support extensive electrode segmentation, which could extend to include the addition of RF rails on either wafer. Multiple trapping zones and RF rails have been demonstrated using this technology in surface traps, including in a single-wafer predecessor of this trap [19]. Work to integrate several of these technologies into our microfabricated MEMS trap is actively underway, supported by the possibilities enabled by industrial microfabrication.

Our demonstration of an industrially microfabricated trap with high performance, stable operation, and the potential to integrate optical and electronic features thus positions 3D MEMS ion traps as a promising technology with which to underpin a scalable approach to trapped-ion quantum computing.
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Appendix A. Simulation methods

A.1. Potential symmetry and anharmonicity

In section 2.1 we investigated the effect of applying DC voltages to increase confinement into the out-of-plane direction (z) at the expense of confinement in the in-plane direction (y). The resulting voltage set solution, given in table 1, produced the potential shown in figure 1(c), which remains highly harmonic around the trapping site. In particular, the ratio of the fourth-order term to the second-order term of an even polynomial fourth-order fit to the pseudopotential are 0.6%, 0.7%, and 8% at trap coordinates x = 100 μm, y = 50 μm, and z = 50 μm relative to the trap center, respectively. These distances are chosen because they (in the axial direction) represent the extent of a reasonable ion chain, and (in the radial directions) are on the order of the ion-electrode distance. The effect of fourth-order anharmonicity sampled closer to the trap center will be smaller, since it scales with x². These results are not significantly changed from the case with less out-of-plane confinement (the 0.2 eV voltage set in table 1), with ratios 0.6%, 0.8%, and 12%. From the change in out-of-plane asymmetry between the two voltage sets, it appears that the use of DC to modify confinement improves the symmetry, which is to be expected since this produces a more quadrupole-like pseudopotential with larger effective trap efficiency. From exploratory simulations, we see that of RF drives on electrodes on the top wafer have a similar effect, but by modifying the intrinsic trap efficiency.

Appendix B. Experimental methods

B.1. RF voltage calibration

Values of V_rf were inferred primarily using a rectifier circuit that sampled a fraction of the RF signal near the trap. Using values of the circuit components specified to 1% uncertainty, the rectifier signal was used to calibrate the temperature-dependent transfer function of the resonator used to step up the RF voltage. However, the pick-off fraction of the rectifier is also temperature dependent, increasing this uncertainty to about 5%.

B.2. Trap temperature calibration

We found T_trap to be a good proxy for the temperature of the bottom wafer trap surface (on which the RF electrodes were present) T_surface when the thermistor was also used as a heater over the range 75–300 K. We used a temperature-dependent signature of the complex-valued RF reflection signal S_11 to infer T_surface, and then relate this to T_trap. The RF signal is delivered to the electrodes via a coaxial transmission line, through a step-up resonator, and then through intermediate PCBs onto the trap chip. We want to access the portion of the S_11 signature that depends only a change in temperature of the trap chip.

First, we slowly cooled the cryostat from 300 K to 7 K, with no current flowing through the Pt1000 thermistor and no constant drive applied to the RF electrodes, and measured the temperature near the RF resonator T_M, the temperature on the intermediate PCBs T_PCB, and S_11. Under these conditions, the temperatures of these thermometers—all at the cryostat base temperature stage—were assumed to be in equilibrium, including with T_surface and T_trap. (This also served to calibrate T_trap.) Further, our RF resonator is constructed using internal coils soldered to an outer body, and so we expect the whole structure to be well thermally connected at a temperature well represented by T_RF. Therefore we know the temperatures of the different elements in the RF circuit that could each contribute to S_11.

Once the cooldown calibration was complete, and cryostat had settled at a base temperature, we used the trap thermistor to raise T_trap over a range 7–300 K. Correspondingly, T_RF and T_PCB only increased from 7 K to below 8 K, suggesting that changes in the RF impedance of the trap, rather than the resonator or other parts of the circuit, were primarily responsible for the behavior of S_11. The center frequency and width of the resonance were extracted from S_11 over the range of the cooldown calibration, which vary monotonically with T_RF, to be used as a signature with which to infer T_surface. Finally, while heating the thermistor, the inferred surface temperature T_surface was seen to agree with T_trap to within ~5 K, suggesting that T_trap and is a reasonable measurement of the temperature of the bottom wafer trap surface, T_surface, under steady-state operating conditions. Since a constant RF drive during trap operation does not easily permit the probe measurements of S_11 to infer T_surface, its close relation to T_trap provides a helpful proxy.
measurement. Though we do not know how well \( T_{\text{surface}} \) represents the temperature of all surfaces, this parameter is still useful for characterizing trap behavior relative to the temperature at the trap base, \( T_{\text{trap}} \), as seen in section 3.3.

**B.3. Electrical configuration**

In early measurements of trap #1, we had found that the grounding configuration had a significant effect on heating rates. There, only four signal lines connected the trap ground (at the base cooling stage) to the signal source ground (external to the cryostat) through a total resistance \( R \sim 1 \Omega \), and measured heating rates exceeded \( 10^3 \) phonons/s. Only after also connecting the signal source ground to the trap via the cryostat mechanical chassis, lowering the DC resistance of this path to an estimated 1 m\( \Omega \) (set by the contact resistance of cooling stage components), did we measure the heating rates reported in this work. These configuration changes were similar to those reported in reference [34].

In trap #2, we varied the DC electrical configuration further: bypassing external filters and amplifiers, disconnecting thermometers and heaters, and removing voltage source and ground line connections. Heating rates were measured before, after, and upon reversal of each change to confirm that the measured effects were causal. These changes produced the 'DC disconnected' results given in section 3.3.

**B.4. Trapping ion strings**

In order to strings of up to 14 ions in a straight chain, we lowered axial and radial frequencies to enter a regime of greater stability. Our trap depth was about 0.2 eV axially and 0.3 eV in the (limiting) radial direction. A simulation of a single ion in one typical potential configuration gave motional frequencies of 0.34 MHz (axially), and 1.57 MHz and 1.61 MHz (radially). We found that the number of ions we could hold in a linear chain agreed well with predictions that use the ratio of axial and radial trap frequencies [89].

Relative to the trapping procedure for a single ion, we detuned cooling and detection lasers about 100–200 MHz red and slightly reduced current through our effusion oven. Once a trapped cloud of ions was evident from the number of detected fluorescence counts, we optimized the lasers’ detuning further to provide cooling power sufficient to form the ions into a linear string. If too many ions were trapped to meet the stability criteria for a linear string, we found that we must eject ions from the cloud prior to a string’s formation.

We used a camera and detection algorithms to continuously monitor how many ions were trapped, their positions, and the linearity of the string. The limited size of the detection beam means that this method provided a lower bound on the total number of ions in the string. We monitored the holding time of long strings for many days. In one case a string of at least 10 ions was retained for about one day until a laser frequency jumped. In another case, a string of at least 12 ions reduced to 8 ions over 10 h, at which point the 8 ions stayed another 13 h until we forcibly ejected them from the trap.

The configuration of the experiment, such as micromotion compensation settings, cooling power, and cooling frequency, was not optimized for the trapping of long strings beyond the procedures described above.

**Appendix C. Data analysis methods**

**C.1. Heating rate normalization**

Heating rates measured at frequencies \( \{ f_m \} \) while sweeping the trap temperature in figure 5(b) were frequency-normalized to frequencies \( \{ f_{\text{norm},m} \} \) by multiplying them by a factor

\[
\chi_f = \left( \frac{f_{\text{norm},m}}{f_m} \right)^{-\alpha_m} \tag{C.1}
\]

using the frequency exponents \( \{ \alpha_m \} \) from the fits in figure 5(a), where \( m \) indexes the motional modes. While the heating rate of the ion is the result of contributions from all sources, our simple normalization method assume and corrects for a single limiting source. We found exponents \( (-2.3(1), -3.4(3), -2.9(3)) \) for axial, in-plane radial, and out-of-plane radial modes. The normalized frequencies \( \{ f_{\text{norm},m} \} \) were chosen to be the mean frequency values of modes in the data set, \( (0.98, 2.35, 2.56) \) MHz. Frequencies here were closely clustered, with standard deviations \( (0.08, 0.35, 0.29) \) MHz, giving average normalization factors \( (1.01, 1.09, 1.09) \). Therefore, the scaling exponent \( \beta \), and thus the temperature normalization of figure 5(a) data, are not subject to significant additional uncertainty due to the frequency normalization of figure 5(b) data.
Table C1. Repeated heating rate measurements in phonons/s. The values in parentheses represent the standard error associated with heating rate fits for individual measurements in the data set (at specific times).

| Axial mode | Out-of-plane radial mode | In-plane radial mode |
|------------|--------------------------|---------------------|
| 43(9)      | 97(5)                    | 45(9)               |
| 33(23)     | 115(10)                  | 15(4)               |
| 30(18)     | 113(10)                  | 16(3)               |
| 10(28)     | 109(10)                  | 22(3)               |
| 50(17)     | 115(8)                   | 19(3)               |
| 45(15)     | 94(8)                    | 21(3)               |
| 34(17)     | 110(5)                   | 17(3)               |
| 67(20)     | 96(6)                    | 21(3)               |
| 31(16)     | 107(7)                   | 20(3)               |
| 56(25)     | 109(7)                   | 16(3)               |
| 9(14)      | 126(9)                   | 24(3)               |
| 42(25)     | 109(9)                   | 20(3)               |
| 18(18)     | 120(8)                   | 18(3)               |
| 29(23)     | 94(10)                   | 20(3)               |
| 16(25)     | 96(7)                    | 11(3)               |
| 69(27)     | 103(6)                   | 15(3)               |
| 91(20)     | 99(12)                   | 23(3)               |
| 78(23)     | 100(9)                   | 23(4)               |
| 37(25)     | 117(10)                  | 12(4)               |

Normalization of the data in figure 5(c) follows the same procedure. These data have a relatively small spread in average frequencies (2.92, 3.05) MHz, with standard deviations both around 30 kHz. When normalized to the mean frequency of both modes’ data (2.99 MHz), this results in average normalization factors (0.90, 1.08)).

In figure 5(a), the axial mode data was taken at a constant temperature $T_{\text{trap}} = 185$ K and did not require temperature normalization. The radial mode data required that the RF voltage was varied, which changed trap temperature between 75 K and 193 K (with standard deviations both around 34 K). Thus we considered the effect of a normalization to $T_{\text{norm}} = 185$ K, wherein radial heating rates would be multiplied by a factor

$$\chi_T = \left( \frac{T_{\text{norm}}}{T_{\text{trap}}} \right)^{\beta}$$

(C.2)

using the temperature scaling exponents 0.5(2) and 0.8(1)) for in-plane and out-of-plane radial modes, respectively. We found that normalization did not significantly change the behavior of the radial mode data in figure 5(a), with average normalization factors (1.32, 1.20). Radial modes are likely dominated by noise external to the trap, which should be largely independent of trap temperature. With this physical understanding and the weak correlation of radial heating rates with an exponential temperature scaling model, we choose not to apply this normalization when displaying the data in figure 5(a).

C.2. Uncertainty of repeated heating rate measurements

In section 3.3 we investigated the temporal variation of heating rates to understand possible noise sources. We sought to understand whether, in the presence of noise assumed to produce the significant scatter of radial mode heating rates relative to frequency and temperature, individual measurement uncertainties were representative of the expected distribution. Varying noise could lead to measured values appearing beyond the normal distribution implied by a single measurement’s uncertainty. If the noise changed its characteristics over timescales longer than a single measurement, but before a complete data set could be acquired, this could have consequences for our interpretation of data set trends.

Nineteen sequential measurements were performed over nearly 8 h and under identical measurement conditions, and gave the values in table C1. The data sets have mean values 41, 106, and 20 phonons/s, while the standard deviations are 22, 9, and 7 phonons/s, which does not take into account the measurement uncertainties. The mean values of the uncertainties within each set are 20, 8.1, and 3.5 phonons/s, which are close the sets’ standard deviations. It is thus apparent that while some changes can cause individual heating rates to vary over short timescales, reported measurement uncertainties accurately represent the distribution of measurement values.

We found similar results in the case where radial shim fields were applied to test the robustness of measured rates to shifts in micromotion (table C2). The respective mean values are 44, 108, and 28 phonons/s, with standard deviations 17, 6, and 14 phonons/s. The mean values of the uncertainties here
Table C2. Heating rate measurements in phonons/s for applied shim fields, relative to the micromotion compensated point, in the $\hat{y}$ direction. The values in parentheses represent the standard error associated with heating rate fits for individual measurements in the data set.

| Shim field (V m$^{-1}$) | Axial mode | Out-of-plane radial mode | In-plane radial mode |
|------------------------|------------|--------------------------|---------------------|
| $-44.5$                | $36(34)$   | $96(7)$                  | $17(2)$             |
| $-29.7$                | $65(26)$   | $112(7)$                 | $37(17)$            |
| $-14.8$                | $19(21)$   | $115(10)$                | $29(4)$             |
| $0.0$                  | $24(20)$   | $113(9)$                 | $19(4)$             |
| $14.8$                 | $43(16)$   | $106(10)$                | $17(5)$             |
| $29.7$                 | $56(20)$   | $106(11)$                | $57(19)$            |
| $44.5$                 | $62(17)$   | $109(11)$                | $21(3)$             |

are 22, 9.4, and 7.7 phonons/s, which are comparable to the set’s standard deviations. Therefore the possibility of changing noise characteristics over the course of experimental data acquisition is not a significant concern.
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