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Abstract—Crowd behavior detection is important for the smart cities applications such as people gathering for different events. However, it is a challenging problem due to the internal states of the crowd itself and the surrounding environment. This paper proposes a novel crowd behavior detection framework based on a number of parameters. We first exploit a computer vision approach based on scale invariant feature transform (SIFT) to classify the crowd behavior either into panic or normalcy. We then consider a number of other parameters from the surroundings namely crowd coherency, social interaction, motion information, randomness in crowd speed, internal chaos level, crowd condition, crowd temporal history, and crowd vibration status along with time stamp. Subsequently, these parameters are fed to deep learning model during training stage and the behavior of the crowd is detected during the testing stage. The experimental results show that proposed method renders significant performance in terms of crowd behavior detection.
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I. INTRODUCTION

Smart cities are intended to ease the automated services for people inside their living areas. Recently, smart city services have been the subject of many research articles [1-4]. For example, one of the services reported in [2] is measuring the health of historical building where maintaining such building is a challenge since it requires a frequent visits by administrators and technical staff to check their functionalities. Sensors are used to measure the building characteristics including humidity, temperature, and vibration. Such automated techniques for providing services that might require huge manpower and time invigorated the concept of smart cities. One more service towards smart cities is the waste management where it is a major issue for many cities. Sensors could be placed in garbage cans and when they are full, the system sends the garbage according to the shortest possible route. However, the most important and integral part of smart cities is crowd management with the increase of population. Different social events take place in different public places. To detect abnormal behaviors in crowd is very important for the concept of smart cities as a whole.

Crowd monitoring for behavior detection is an important application for smart cities where the system detects abnormalities during crowd gatherings. This helps to identify any problem source and enable the authority to monitor it. Other well investigated services in smart city traffic monitoring include handling traffic congestion, smart signals, and vehicles routing. Cameras and sensors could be sources to track congested area in crowd and report it back to the authority with less effort compared to the traditional methods where police officers are asked to report any accident of congested crowded area.

For crowd analysis, smart city services may require the interaction between many elements on the roads, homes, and government buildings, and other infrastructures. Regardless of the provided services in the smart cities, effective mechanisms are required to route the collected information from one place to another; other competent mechanisms are mandatory to manage many of the heterogeneous devices as well as many of the newly produced sensors. This raises the concept of internet of things (IoT) and its role towards the implementation of smart cities for crowd analysis to detect abnormal behaviors.

IoT is a network that accomplishes the seamless integration among sub networks such as sensor networks for public places, vehicular networks, and mobile networks. The interaction among these networks allows ease of data exchange between their elements. For example, a mobile node can exchange data with a vehicle in a seamless manner as they are on the same network. However, for a seamless integration among the IoT networks, an elegant model is compulsory. A few models are proposed in the literature including the ones in [5-8]. However, most of the existing models were concern about certain networks. For instance, references [9-11] were focusing on RFID connectivity to IoT environment. Other models are proposed in [12] and [13] for connecting mobile, vehicular and sensor networks in the IoT environment. In both articles, a gateway including access point is proposed as a mean to integrate these networks together. In addition, authors of [14] reported that IoT gateway deployment as a message ferry outperforms placing the gateway based on petro graphical area.

One of the convoluted networks in smart cities applications in general is the Vehicular Ad Hoc Network (VANET) [15]. VANET consists of three main components which are On Board Unit (OBU), Application Unit (AU), and RoadSide Unit (RSU). OBU is a device that is installed in a public place to pass the collected data from sensors or applications in public places to the other OBU in other places or to RSU. AU is a device resides in a public or crowd place that can be utilized for the crowd surrounding information. The final component is RSU, where it is mainly installed along the roads, intersection areas, or crowd public places. The main role is to collect the information that is passed from the OBU to a control center. Based on the transferred data via RSU, the authority in the control center can come up with any crowd related decision.
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Based on the previous VANET facilities and new sensor capabilities, VANET could be one of the main players in IoT that could be exploited in many IoT services including the detection of abnormal crowd behavior in smart cities. Smart cars can identify the crowd congestion in order to facilitate rerouting in the smart city and it can also help to lower the occurrence of abnormal crowd behaviors. One of the challenges in VANET that contributes to the IoT is the detection of crowd behavior as a whole. Identifying crowd behavior could be used as early indicator of a dangerous situation that might lead to chaos in public places. In order to identify crowd behavior, sensors in public places and other units could be of help reporting different features/parameters used to do so. This paper investigates the detection of crowd behavior identification. The problem is not new; however, the previous work focuses on small set of parameters and use traditional methods for the same purpose.

Next section of the paper introduces the literature review to crowd behavior detection; proposed method is presented in Section III; results are elaborated in Section IV; discussion is presented in Section V and Section VI presents the conclusion.

II. LITERATURE REVIEW

Crowd behaviors have been significantly investigated in the literature including [15-22]. The importance of such investigations comes from the impact of such behavior on the people safety. Throughout this section, we summarize the state-of-the-art of crowd behaviors in some of the recent literatures. Table I presents the work done in this field recently. The goal of the studies has been classified in different categories. As can be seen, the table lists the used features, identification method, and the behaviors. The target of research done in [23-24] is to identify a particular crowd considering group of participants based on some features, while in [25-27], the main target is to identify the behavior of the crowd whether the crowd is normal or aggressive. Sometimes, the moderate style is used in exchange with normal style. Identification methodologies used are one of three categories which are neural networks [28-29], classification models [30-31], and statistical models [32-33].

The number of input parameters reported also in the table I ranges from two to four. We argue that with increasing the number of input parameters to the identification method capturing all of the realistic information would increase the accuracy of crowd behavior detection. In fact, this is the main motivation behind the work in this paper. Therefore, in our proposal, different parameters are used as input to the identification method namely crowd feature analysis, crowd coherency, social interaction, motion information, randomness in crowd speed, internal chaos level, crowd condition, crowd temporal history, and crowd vibration status along with time stamp. These inputs will be applied to deep learning identification method for crowd behavior identification.

III. PROPOSED METHOD

This section elaborates on the proposed VANET framework based on IoT architecture [15][34] for crowd analysis. The framework shows how VANET applications and protocols could perfectly fit the IoT architecture for crowd analysis. Fig. 1 shows the layered framework and the name of each layer. It basically consists of seven layers where the bottom layer is the data collection layer. Sensors, odometers, GPS information, etc. are sources of information in this layer. The second layer of the framework is the connectivity layer where different sensors might connect to each other. These sensors need to connect to RSU and RSU might need to connect to the data center. Therefore, all of the connectivity issues could be handled in this layer. This allows the collected information to be exchanged and forwarded to other components in the network until it reaches the data center helping out in decision making process. The collected raw data might be repeated, unsuitable, noisy, and unformatted. Therefore, layer 3 is responsible for data transformation and cleanliness. Layer 4 is responsible for data analysis and storage.
since it is expected to have huge information increasing exponentially with time. This huge collected data needs to be aggregated to save the network bandwidth and removing the data redundancy. Many of the effective aggregation as well as fusion methods could be used in layer 5. Layer 6 is the application layer which involves many of the crowd applications as well as related data center applications. The decision making and process collaboration with other components of the system could be handled in layer 7.

Beside the vertical structure, edge software can be source for multiple layers as needed for crowd anomaly detection. For example, security aspects cannot be dedicated to one layer only. Particularly, security is needed at devices level; so they do not get hacked at the hardware level. It is also needed at application layer; so the software cannot be hacked as well. Another example is the scheduling for devices communication. It can be an important factor at devices level, so it can determine when to sense the data. It is also important at data transformation level; so it can be decided when to schedule the data exchange for crowd monitoring. This allows us to see the model, Fig. 1, from two sides, vertical and horizontal shape. The vertical one has a pre-determined function for each layer and the horizontal one can be an implementation for cross layer functions.

Table II briefly compare the VANET model to the IoT models proposed in [15][34]. As can be seen in the Table II, the proposed model perfectly fit the IoT model. For our work related to crowd behavior identification problem, this model can be extended to encode features and connectivity across multiple nodes in the network.

Nowadays, crowd behavior detection is the main focus of industry and significant progress has been made in this regard. In addition, the concept of IoT enforces many of the automation to take place. However, the behavior of crowd itself is not taking that much attention although it is very important for people safety and for the surrounding environment such as pedestrians. However, crowd behavior identification depends on many of the factors. Some of these factors were taking into consideration in the previous works but due to the complexity of the problem, some others were ignored.

Here, we tend to take different parameters as input for accurate decision making about the crowd behavior including crowd coherency, social interaction, motion information, randomness in crowd speed, internal chaos level, crowd condition, crowd temporal history, and crowd vibration status along with time stamp. These parameters are easy to be captured by sensors in the data collection layer. In addition, the crowd behavior decision could be one of two behaviors namely aggressive and normal. Here, we extend the definition of aggressive crowd that is driven by abnormal motion patterns. Based on these concepts, investigating a well-defined solution to classify crowd behavior is a challenging problem. Part of the challenge is to capture data such as computer vision based features out of a video stream. In fact, this parameter requires accurate image processing algorithm as well as it might take long processing time. In the next section, we will explore the details of the proposed methodologies.

Following the VANET model presented in Fig. 1, the crowd behavior identification could be handled based on the same layers. For instance, the raw data is collected through the data collection layer, then transformed to a suitable format in the transformation layer followed by analysis and storage in the next layer, decisions have to aggregated in the aggregation layer to be passed to the sensor applications layer. Finally, the data is shared using the collaboration process and through the connectivity layer.

For the paper to be self-content, this section starts by brief description to the used methodologies. The following subsection explains the SIFT algorithm. The next subsection briefly explain two of the deep learning neural networks namely Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN).

To detect crowd behavior, we compute scale invariant feature transform (SIFT) [35][36] from each video frame of the

---

**TABLE II. IoT LAYERS AND THEIR FUNCTIONS**

| Layer No. | Layer name                     | Function                                           | Elements in VANET                  |
|-----------|--------------------------------|---------------------------------------------------|-----------------------------------|
| 1         | Physical Device and Controller | Collect and sense the data from the surrounding    | Sensors, odometer                 |
| 2         | Connectivity                   | Setup the connectivity between the network        | Zig bee, Bluetooth                |
| 3         | Edge Computing                 | Exchange the collected data via the connected     | Public place unit, Sensor         |
| 4         | Data Accumulation              | Store the collected data in a dedicate data center | Data center                       |
| 5         | Data Abstraction               | Abstract the stored data to ease the arrival of a  | Artificial intelligent software   |
| 6         | Application                    | Report the abstract to the user via application    | Any mobile application           |
| 7         | Collaboration and Process      | The needed action based on the collected data can  | People, business, sign in the places. |

---

Fig. 1. VANET Framework based IoT Architecture.
crowd video. SIFT based frame matching is a foundation step of many challenging issues in the field of computer vision, including object and situation identification. Besides that, SIFT features have several important aspects that make them significant for associating various frames of the crowd behavior. It is worth noticing that the SIFT features do not change by changing other factors including scale, rotation, and illumination. In addition to that, these features are highly unique, which allows a single feature to be correctly associated with the relevant and matching feature in the consecutive video frame. SIFT features computation from a video frame occurs in four steps which are scale space extrema detection, keypoint localization, orientation assignment, and keypoint descriptor.

Scale-space kernel is mainly the Gaussian function. Therefore, the scale space of a frame of a video is the function \( L(x, y, \sigma) \) that it is generated from the convolution of a variable-scale Gaussian, \( G(x, y, \sigma) \), with the frame, \( I(x, y) \) as given in equations (1) and (2).

\[
L(x, y, \sigma) = G(x, y, \sigma) \ast I(x, y) \tag{1}
\]

\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{(x^2+y^2)}{2\sigma^2}} \tag{2}
\]

The scale-space extrema in the difference-of-Gaussian function is convolved with the video frame, \( D(x, y, \sigma) \), that is calculated from the difference of two nearby scales separated by a constant multiplicative factor \( k \) as provided in equation (3).

\[
D(x, y, \sigma) = (G(x, y, k\sigma) - G(x, y, \sigma)) \ast I(x, y) = L(x, y, k\sigma) - L(x, y, \sigma) \tag{3}
\]

To find the local maxima and minima in the difference frame \( D(x, y, \sigma) \), each feature point is compared to its eight neighbors in the same frame. It is detected and identified only if it is larger than all of these neighbors or smaller than all of them. The computation of this operation is not heavy because most similar features will be identified after the first few operations. The important characteristic is to consider the iteration of sampling in the video frame and scale domains that is needed to effectively identify the extrema. To this end, there is no minimum spacing of features that will choose all the extrema because they can be in near vicinity with high probability. Therefore, we must investigate a formulation that trades off efficiency and completeness. In is important to note that the extrema that are in near vicinity are susceptible to small noise of the video frame.

Additionally, the total number of detected features increases with increased sampling of scales and the total number of correct matches also increases. The feature matching with high probability depends substantially on the amount of accurately matched feature points. Hence, it is important to exploit a larger number of scale samples and features. Nevertheless, the load of calculations also increases with this criteria. To this end, the scale space difference of Gaussian function has a large number of extrema and we can identify the most reliable and effective subset even with a coarse sampling of scales.

Preprocessing the video frame before extrema detection significantly ignores the high magnitude frequencies in spatial domain. Hence, the streaming crowd video frame can be magnified to engender more features than were present in the original video frame. Therefore, the size of the crowd video frame is significantly increased by utilizing linear interpolation technique before establishing the first level of the pyramid. The other operations could have been carried out by considering various sets of subpixel-offset kernels on the original video frame. In fact, increasing the size of the video frame presents improved implementation.

Once a keypoint sample is detected by comparing a pixel to its neighbors, the next step is to carry out a matching process in the neighborhood region. In this way, the technique reject points that have low contrast or improperly localized along an edge. For reliability, ignoring keypoints with low contrast does not suffice. The difference-of-Gaussian procedure will present huge magnitude on edges. Therefore, the process is sensitive to small amount of noises in the neighborhood regions. An improperly detected peak in the difference of Gaussian function will have a large principal curvature which can be calculated from a \( 2 \times 2 \) Hessian matrix computed at the location and scale of the keypoint as given below:

\[
H = \begin{bmatrix}
D_{xx} & D_{xy} \\
D_{xy} & D_{yy}
\end{bmatrix}
\tag{4}
\]

The magnitude \( H \) is formulated by subtracting neighboring features or keypoints. For each video frame, \( L(x, y) \) is calculated using pixel differences as given in equations (5) and (6).

\[
m(x,y) = \sqrt{(L(x+1,y)-L(x-1,y))^2+(L(x+1,y+1)-L(x,y-1))^2} \tag{5}
\]

\[
\theta(x,y) = \tan^{-1}((L(x,y+1)-L(x,y-1))/(L(x+1,y)-L(x-1,y))) \tag{6}
\]

A direction histogram is engendered from the gradient calculations of features within an area around the detected feature in the center. Once the keypoints on the consecutive frames are calculated, we determine the distances among the corresponding keypoints. If the distances of the corresponding keypoints are in a specific range and there are a set of such keypoints, the frame is considered as angry. Otherwise it shows the normal behavior of the driver. In Fig. 2, two frames are presented showing normal and panic crowd behavior from benchmark UMN dataset [37]. Our approach correctly detected the abnormal emotion of the crowd. If there a less than 10 SIFT features matching on the consecutive frames, we consider it panic behavior.

Fig. 2. Crowd behavior Analysis from UMN Dataset [37].
After recognizing partially the behavior of the crowd, we feed it as a parameter along with other parameters to Deep Learning model. It is worth noticing that Deep learning is the novel and significant trend in machine learning. It pledges general, powerful, and fast machine learning, moving us one step closer to artificial intelligence. In the Deep learning, input is passed through several non-linearities before being output. In comparison to Deep learning, traditional learning algorithms e.g., decision trees and SVMs and Naive Bayes are shallow. Deep learning excels on challenging problems where the inputs are not a few parameters but instead are parameter values in the form of images. In addition to ability of the deep learning to handle nonlinear data, deep networks also have other capabilities which set them apart from other traditional machine learning models. For example, we can modify them in different ways to fit to our problem.

The earlier important progress in Deep Learning was Deep Belief Networks [38-39] to pretrain deep networks. This method investigated that pretraining each layer is better for initial weights instead of random initialization. For example, Deep Belief Networks based on Restricted Boltzmann Machines [40], and Deep Autoencoders based on Autoencoders [41].

Autoencoders is driving more interest since it could be used as a way to pretrain neural networks. In fact, training neural networks is very difficult due to the reasons that the magnitudes of gradients in the lower layers and in higher layers are different. Moreover, the curvature of the objective function is difficult for stochastic gradient descent to locate the local optimum. Also Deep networks are multiple parameters oriented. That means they can remember training data but do not generalize well. The pretraining process cope with the aforementioned problems. In the pretraining step, a sequence of shallow autoencoders is trained layer by layer. The last layer is trained exploiting the supervised data. Finally, backpropagation is used to fine-tune the entire network using the supervised data. The significant progress in Deep Learning is the use of convolutional neural networks to obtain a paramount improvement. Actually the unsupervised learning in the autoencoders is less relevant when a lot of labeled data are available. In the convolutional neural networks, a technique called locality structures reduces the number of connections. Also weight sharing is used to reduce the number of connections. A few parameters in the model are constrained to be equal to each other in the weight sharing. The convolution networks also come with another layer known as the maximum pooling layer. In this layer the max value of a selected set of output neurons is calculated from the convolutional layer and it is used as input to higher layers. In the convolution neural networks, explicit computation is performed with all the weights in the forward pass. In the backward pass, the gradient for all the weights is computed based on equation (7).

$$\frac{\partial J}{\partial w_1}, \ldots, \frac{\partial J}{\partial w_g}$$

(7)

The average of the gradients from the shared weights is used to update the weights as given in equations in (8).

$$w_1 = w_1 - \alpha (\frac{\partial J}{\partial w_1} + \frac{\partial J}{\partial w_4} + \frac{\partial J}{\partial w_7})$$

$$w_4 = w_4 - \alpha (\frac{\partial J}{\partial w_1} + \frac{\partial J}{\partial w_4} + \frac{\partial J}{\partial w_7})$$

$$w_7 = w_7 - \alpha (\frac{\partial J}{\partial w_1} + \frac{\partial J}{\partial w_4} + \frac{\partial J}{\partial w_7})$$

(8)

For the max-pooling layer, in the forward pass, the layer that renders the max value is remembered, so that in the backward pass, the gradient for that layer is computed only. In Fig. 3 below, the diagram of the convolutional neural network is depicted that shows the layered architecture.

The input to the CNN may have multiple channels. Therefore, the CNN architecture can be modified to work with such input. In this modification, it is important to have a filter that processes multiple channels input. However, the weights are not shared across different channel. Each set of output produced by each filter is called a map. It is also possible to have a CNN architecture with multiple maps. To take this into account, the CNN can be modified to have multiple filters per location. In fact, the input to the CNN is generally two-dimensional. The CNN architecture cope with two-dimensional inputs. For this purpose, each filter has two dimensions. In case the inputs have many channels, then each filter is essentially three dimensional: row-column-channel.

It is also worth to notice that the CNN architecture considers input with fixed size. However, inputs may have many sizes. To deal with that, it is typical to crop the inputs at the center and convert all inputs to the desired size. In fact, many state-of-the-art CNN are sequences of processing blocks where each block is a combination of convolution, max pooling, and local contrast normalization. The variable size inputs are challenging in some cases. For example, predicting the stock market of any company. One possible solution to deal with the variable-sized input problem is to use convolutional neural network where the max pooling is applied to all of the output of the filters. However, it does not fix the problem. If the input is variable-sized, the output is fix-sized. The problem with this situation is that the CNN is invariant to translation. Considering such a large max-pooling, losing position information is inevitable. In the field of image processing and computer vision, translation invariance is acceptable since the output of a system should be invariant to translation. However, in the stock prediction model, this is an unwanted property, because we want to make use of the precise temporal information. The solution to deal with variable-sized inputs is to use a Recurrent Neural Network (RNN).

![Fig. 3. Coding Process.](image-url)
In the RNN, there are usually three sets of parameters: the input to hidden weights (W), the hidden to hidden weights (U), and the hidden to label weight (V). To this end, all the W’s are shared, all the U’s are shared and all the V’s are shared. It is due to this sharing property, that the RNN is suitable for variable-sized inputs. Considering these notations, the hidden states are iteratively calculated as shown in equation (9).

\[
f(x) = V h_t \\
h_t = \sigma(U h_{t-1} + W x_t) \\
..... \\
h_0 = \sigma(W x_0)
\] (9)

The cost function can be minimized then to get the appropriate weights. To calculate the gradient of the RNN, the backpropagation algorithm can be used which is called Backpropagation through time (BPTT). While computing the gradient for the RNN, it could be either large or very small. Therefore, the entire training process will converge slowly. To improve the speed of the training process, it is suggested to truncate the gradient at certain values.

Based on the proposed parameters for crowd behavior identification, we believe that a deep learning technique is suitable to analyze the crowd behaviors. However, deep learning has been widely used in many of the image classifications as well as audio and showed a successful results over different datasets. It is also designed in such way to accommodate certain type of inputs. Therefore, our solution in this paper works in stages, starting by the collected data as shown in Fig. 4.

The input of the designed system is real crowd videos along with other parameters coming from sensors. Videos are framed and the status of the crowd is captured at each second. However, this raw information has to be preprocessed to have equal weights and meaningful information to the deep learning. Part of the preprocessing is to have weights for each type of parameter. Some other statistics are applied on the collected data for each parameter such as Max, Min, Mean, Median, Variance, and Standard Deviation.

These statistical information expresses the changes in the frame information. Since the collected data will be huge to be used with the deep learning, the crowd behavior can be captured through multiple frames where the collected frames are divided into overlapped segments. Each segment is divided into a number of slices. Again, these slices are overlapped to avoid losing any information during processing. These slices are also considered as deep learning widows.

Another step before providing the input to the selected deep learning model is the fitting and normalization over the training data. The fitting is done by collecting the statistics (mean/stddev) from the training data. Then the testing dataset is also normalized using the statistics calculated from the training dataset. The paper utilizes two different deep learning techniques and their variants which are Convolutional neural networks (CNN) [42] and Recurrent neural networks (RNN) [43]. The dataset is adapted to work with both models during the processing phase. For instance, RNN is better working with sequence learning, the input is formatted accordingly.

![Solution Process](image)

**IV. RESULTS**

This section shows some of our test cases as a proof of concept to the utilization of deep learning with this large number of input parameters. First, in order to have all of the suggested parameters in hand, we consider two popular benchmark datasets which are called UMN [37] and UCSD [44] for panic detection and non-pedestrian entities detection in crowded scenes. Our criteria in measuring the performance of our approach are accuracy, precision, recall, and F1 score. F1 score could be computed by equation (10):

\[
F_1 = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} = \frac{2 \cdot \text{Recall} \cdot \text{Precision}}{\text{Recall} + \text{Precision}}
\] (10)

We divide the video from each dataset into segments and slices. A frame consists of multiple parameters and statistical values. These data are preprocessed to be normalized and fitted according to the requirements of the deep learning model. The training dataset is 70% of the overall dataset and 30% is the testing dataset. For performance measure Conventional Neural Networks (CNN) with/without pooling layers, Recurrent neural networks (RNN), Pre-trained Recurrent neural networks (PretrainRNN) and Stacked Recurrent neural networks (StackedRNN) are examined. For RNN and StackedRNN, the input data is formatted to have one frame per row. Therefore, each row will be having different values ending with the correct label for training data. The frame information within a segment could be averaged to work on segments instead of frames. However, our experiments are done on frames instead for more accurate results. Rectified linear unit (relu) as an activation function and (softmax) are appended to the recurrent layer. Two layer StackedRNN (100 neuron each) are developed for the testing purpose as well. For CNN, the input format is different in terms of number of rows and columns. The number of rows in this case is 48 +8 row representing the main parameters and the generated statistics. However, the number of columns (frames per segment) is 128. Again, 1000 iterations are set Softmax last layer. CNN network is designed with six layers; three are convolution pooling and the other three are fully connected layers.

Table III shows the results collected for UMN dataset [37] from running the different methods using the training and test parts of the same dataset. We also extract other parameters from the dataset including crowd coherency, social interaction, motion information, randomness in crowd speed, internal chaos level, crowd condition, crowd temporal history, and crowd vibration status along with time stamp. These parameters are
extracted manually with the help of 10 participants. As can be seen from the Table III, CNN with pooling layers overall performance is better than CNN without pooling layers. At the same time, RNN results, in general, is much better than CNN. However, the StackedRNN seems to be the best in terms of Accuracy, Precision, Recall, and F1 score. It was able to reach 76% accuracy. Based on our observations to the results, although the current dataset is representative but we believe that StackedRNN could perform more accurate with larger datasets.

Table IV shows the results collected for UCSD dataset [44] from running the different methods using the training and test parts of the same dataset. Again, we extracted other parameters from this dataset including crowd coherency, social interaction, motion information, randomness in crowd speed, internal chaos level, crowd condition, crowd temporal history, and crowd vibration status along with time stamp. As can be seen again from the Table IV, CNN with pooling layers overall performance is better than CNN without pooling layers. At the same time, RNN results, in general, is much better than CNN. However, the StackedRNN seems to be the best in terms of Accuracy, Precision, Recall, and F1 score. It was able to reach 75% accuracy. Based on our observations to the results, although the current dataset is representative but we believe that StackedRNN could perform more accurate with larger datasets.

We also present some results in comparison with other reference methods including spatio-temporal anomaly model (STA) [45], abnormal crowd behavior model (ACB) [46], and anomalous trajectory detection (ATD) [47]. The results are averaged over both the datasets and presented in Table V. As can be seen, our method outperforms all the reference methods.

| Method                | Accuracy | Precision | Recall | F1 Score |
|-----------------------|----------|-----------|--------|----------|
| CNN without pooling   | 0.65     | 0.54      | 0.49   | 0.52     |
| CNN with pooling      | 0.71     | 0.48      | 0.54   | 0.56     |
| RNN                   | 0.67     | 0.52      | 0.46   | 0.50     |
| PretrainRNN           | 0.69     | 0.67      | 0.47   | 0.53     |
| StackedRNN            | 0.76     | 0.71      | 0.60   | 0.66     |

| Method                | Accuracy | Precision | Recall | F1 Score |
|-----------------------|----------|-----------|--------|----------|
| CNN without pooling   | 0.48     | 0.47      | 0.55   | 0.51     |
| CNN with pooling      | 0.57     | 0.58      | 0.49   | 0.52     |
| RNN                   | 0.60     | 0.61      | 0.56   | 0.61     |
| PretrainRNN           | 0.65     | 0.66      | 0.66   | 0.63     |
| StackedRNN            | 0.75     | 0.75      | 0.67   | 0.69     |

Considering these results, we present overall analysis. First, the large number of parameters might affect the decision accuracy. At the same time, not taking all of the parameters into consideration might lead to wrong decision. So, it is a tradeoff between the two cases. Second, some of the parameters might be more effective than others. Part of our future work is to look into these problems and find an elegant solutions. For instance, fuzzy logic control could handle the uncertainty in the collected data and it might be utilized as well to rank the input parameters. Other extension to this work includes collecting big data related to real world crowd condition and data from sensors installed in different public places. Thus it would enable us to consolidate the current framework with more informative and useful information.

### V. Discussion

We have presented a new method for crowd behavior analysis method. We detect and identify panic situations and non-pedestrian entities. It is worth mentioning here that many methods have proposed previously for the same problem as we discussed in the literature review. However, those methods suffer from various problems including lack of generalization capabilities. Moreover, our proposed method is invariant to different key challenges as we mentioned in the introduction section. We carried out detail experimental analysis on two benchmark datasets which are considered very challenging for the same problem in the field of computer vision. Inspired by the concept of the Internet of Things, our method is enriched with robustness to deal with the difficult problem of crowd behavior analysis. In the experimental assessment, we used different performance metrics including accuracy, precision, recall, and F1 Score. Our method showed very performance considering both datasets and performance metrics. In fact, our work can be further extended to many other crowd behavior detection due to its generalization capabilities.

### VI. Conclusion

In this paper, we have explored a new research direction in crowd behavior detection in smart cities using a novel and a comprehensive framework. Initially, SIFT features are considered to detect crowd behaviors. However, SIFT features are not used as standalone input. To make the framework robust, a number of other parameters are taken into account from the surroundings. Then a deep learning model is trained using the generated training data that detects the crowd behavior in the testing phase. CNN with pooling and without pooling, RNN, pretrained RNN, and Stacked RNN are used as deep learning methodologies. These methods are examined and their performances are validated. The results are promising especially with StackedRNN.
In our future work, we will develop novel deep learning architectures to further enhance the capabilities of our crowd behavior analysis method.

ACKNOWLEDGMENT

This research has been supported by the Research Deanship at the University of Hail, KSA, under the grant number 160778.

REFERENCES

[1] Q. Yi, D. Wu, W. Bao, and Pascal Lorenz. "The internet of things for smart cities: Technologies and applications." IEEE Network 33, no. 2 (2019): 4-5.

[2] C. Franco, A. Guerrieri, C. Mastroianni, G. Spezzano, and A. Vinci, eds. The Internet of Things for smart urban ecosystems. Cham: Springer, 2019.

[3] K. Moez. "Improving formal verification and testing techniques for internet of things and smart Cities." Mobile Networks and Applications (2019): 1-12.

[4] K. Moez, M. Lahami, O. Cheikhrouhou, R. Alroobaea, and A. Jmal Malalij. "Security Testing of Internet of Things for Smart City Applications: A Formal Approach." In Smart Infrastructure and Applications, pp. 629-653. Springer, Cham, 2020.

[5] G. Kalpna, V. Puri, J. G. Tromp, N. G. Nguyen, and C. V. Le. "Internet of Things (IoT) and Deep Neural Network-Based Intelligent and Conceptual Model for Smart City." In Frontiers in Intelligent Computing: Theory and Applications, pp. 287-300. Springer, Singapore, 2020.

[6] C. Joseph, and J. Evans. "Informal urbanism and the Internet of Things: Reliability, trust and the reconfiguration of infrastructure." Urban Studies (2020): 00428098019890798.

[7] L. Wenwen, M. Batty, and M. F. Goodchild. "Real-time GIS for smart cities." (2020): 311-324.

[8] M. Ullah, H. Ullah, and F. A. Cheikh. "Single shot appearance model (ssam) for multi-target tracking." Electronic Imaging 2019, no. 7 (2019): 466-1.

[9] J. Hao, L. Xie, C. Wang, Y. Yin, and S. Lu. "CrowdSensing: A crowdsourcing based indoor navigation using RFID-based delay tolerant network." Journal of Network and Computer Applications 52 (2015): 79-89.

[10] M. Ke, P. Zhang, and Z. Mao. "Study on large-scale crowd evacuation method in cultural museum using mutation prediction RFID." Personal and Ubiquitous Computing (2019): 1-15.

[11] M. Marwa, F. A. Shabayek, and M. El-Gayyar. "IoT-Based Framework for Crowd Management." In Mobile Solutions and Their Usefulness in Everyday Life, pp. 47-61. Springer, Cham, 2019.

[12] L. Tie, J. Huang, S. S. Kanhere, J. Zang, and S. K. Das. "Improving IoT data quality in mobile crowd sensing: A cross validation approach." IEEE Internet of Things Journal 6, no. 3 (2019): 5651-5664.

[13] G. Frank, Joseph Lamont. "Internet-of-things (IoT) device/platform for crowd interaction processing." U.S. Patent 10,445,993, issued October 15, 2019.

[14] M. Yalan, P. Gui, X. Luo, B. Liang, L. Fu, and X. Zheng, "IoT-based real time intelligent routing for emergent crowd evacuation." Library Hi Tech (2019).

[15] Vijaya Kumar, V., and K. S. Joseph. "Adaptive Load Balancing Schema for efficient data dissemination in Vehicular Ad-Hoc Network VANET." Alexandria Engineering Journal 58, no. 4 (2019): 1157-1166.

[16] D. Sunay, S. Burman, A. Mazumdar, and N. D. Roy. "Crowd Behavior Analysis and Alert System Using Image Processing." In Emerging Technology in Modelling and Graphics, pp. 721-729. Springer, Singapore, 2020.

[17] X. Yao, S. Liu, Y. Li, and X. Qian. "Crowd Scene Analysis by Output Encoding." arXiv preprint arXiv:2001.09556 (2020).

[18] K. Ajitesh, and M. Kumari. "Design and Analysis of IoT-Based System for Crowd Density Estimation Techniques." In Advances in Data and Information Sciences, pp. 307-315. Springer, Singapore, 2020.
[41] S. Suvash, A. K. Menon, S. Sanner, and L. Xie. “Autorec: Autoencoders meet collaborative filtering.” In Proceedings of the 24th international conference on World Wide Web, pp. 111-112. 2015.

[42] V. Andreea, and K. Lenc. "Matconvnet: Convolutional neural networks for matlab." In Proceedings of the 23rd ACM international conference on Multimedia, pp. 689-692. 2015.

[43] G. Alex, A. R. Mohamed, and G. Hinton. "Speech recognition with deep recurrent neural networks." In 2013 IEEE international conference on acoustics, speech and signal processing, pp. 6645-6649. IEEE, 2013.

[44] Mahadevan V, Li W, Bhalodia V, Vasconcelos N (2010) Anomaly detection in crowded scenes. In: IEEEconference on computer vision and pattern recognition (CVPR), pp 1–8.

[45] O. Nitish, and A. Vaish. "Spatio-temporal anomaly detection in crowd movement using SIFT." In 2018 2nd International Conference on Inventive Systems and Control (ICISC), pp. 646-654. IEEE, 2018.

[46] L. Yue, K. Hao, X. Tang, and T. Wang. "Abnormal Crowd Behavior Detection Based on Predictive Neural Network." In 2019 IEEE International Conference on Artificial Intelligence and Computer Applications (ICAICA), pp. 221-225. IEEE, 2019.

[47] D. Deepan, and D. Mishra. "Unsupervised Anomalous Trajectory Detection for Crowded Scenes." In 2018 IEEE 13th International Conference on Industrial and Information Systems (ICIIS), pp. 27-31. IEEE, 2018.