Abstract—In this work, we propose a new parameter to study the effectiveness of classifiers - the AUC (area under curve) of the balanced accuracy curve (BAC) on data with different balance degrees - we compare its effectiveness with the popular AUC parameters for the ROC and PR curve. We use a global kNN classifier with typical metrics to verify the utility of the new parameter. BAC, ROC and PR curves generate similar results, the advantage of BAC is its simplicity of implementation and ease of interpretation of results.

I. INTRODUCTION

Classification accuracy is the most natural parameter for assessing classification quality. Total accuracy fails when test data are unbalanced in terms of class sizes. With help comes a balanced version of accuracy, which is simply the efficiency of the average across all test classes. Thanks to this parameter, even small test classes are equally taken into account in the classification. In this work, we present a preliminary verification of whether the AUC of a balanced accuracy curve applied on training data balanced in different levels can create a valuable competitive parameter for PR and ROC curve. Let us turn to a brief review of the literature on the topic under discussion. First of all, the parameters that we discuss in this paper concern the evaluation of binary classifiers. Let us introduce the basic notation. The following symbols shall be used: $T = True, P = Positive, F = False, N = Negative$. $TP$ is the number of test objects from the positive class that were correctly classified. $FP$ is the number of test objects from the negative class that were classified into the positive class - the percentage of correctly classified objects in that class out of those classified. $recall = \frac{TP}{TP+FN}$ The Recall parameter tells us about the relevance to the positive class - it specifies the percentage of correctly classified objects in the positive class in relation to all classified objects to the positive class. The best value of the PR curve is closest to the top right corner of the plot. An extensive introduction of the relationship of ROC and PR curves can be seen in papers [5] and [6]. In paper [7], the author leads a discussion on the imbalance of decision classes vs PR curve. The literature review related to classification quality assessment is enormous, we will not even attempt to review it in this paper, for further reading the reader is directed to e.g. paper [12].

In the following sections we have the following content. In Section II we present the research methodology. In section III we present the results of the experiments. In section IV we summarise the work and indicate further research plans. Let us move on to discuss the methodology used in this thesis.

II. METHODOLOGY

In this section we discuss how we implemented the ROC, PR, BAC curves and introduce information about the classifier used.

A. Basic classifier

In testing the effectiveness of AUC values for BAC, ROC and PR curve, we used the kNN classifier. Which does not mean that there is any restriction on the use of other classifiers. The one chosen is an initial reference point. The procedure used is as follows.

Step 1. We input a training decision system $(U_{trn}, A, d)$ and a test decision system $(U_{tst}, A, d)$, where $A$ is a set of conditional attributes, $d$ a decision attribute.

Step 2. The classification of test objects using training objects is carried out as follows.

Across all conditional attributes $a \in A$, training objects $v \in U_{trn}$ and test objects $u \in U_{tst}$, we calculate the importance weights $w(u, v)$ using selected metric.
In the version used, the obvious limitation k is the size of the training system. The test object \( u \) is classified using the weights computed for all training objects \( v \). The weights are ordered in ascending order as,

\[
w_1(u, v_1) \leq w_2(u, v_2) \leq \ldots \leq w_{|U_{trn}|}(u, v_{|U_{trn}|})
\]

Using the calculated and sorted weights, the training decision classes vote with the following parameter, where \( c \) is over the decision classes in the training set,

\[
\text{Class}_{\text{weight}}(u) = \sum_{i=1}^{k} w_i(u, v_c^i).
\]

Eventually, the test object \( u \) is categorized into the class \( c \) with the smallest value \( \text{Class}_{\text{weight}}(u) \).

Assume that the positive class is denoted by 1 and the negative class by 0. Once all test objects \( u \) have been classified, the quality parameter accuracy, \( \text{acc} \) is calculated, according to the equation

\[
\text{acc}_{\text{balanced}} = \frac{\text{acc}_{\text{class}1} + \text{acc}_{\text{class}0}}{2}
\]

\[
\text{acc}_{\text{class}c} = \frac{\text{correctly classified objects in class}_c}{\text{classified objects in class}_c}
\]

**B. BAC curve**

We propose the AUC of the balanced accuracy curve as a new factor for cross-sectional assessment of classification quality. The curve is constructed from balanced accuracy values using training systems with varying levels of class balance. We divide the analyzed data into test and training datasets and determine which of the two possible classes is a positive class and which is a negative class. After classifying each decision class, we create a test set containing 30% of the total number of objects. From the remaining 70% (excluding the data contained in the test set), we create a training set. The splitting and classification procedure is carried out a hundred times - we include the average accuracy value as the final result. In the case of BAC, we use a 0.5 threshold for classification. The class balance levels (of training decision system) we use are: (10 : 90, 20 : 80, 30 : 70..., 90 : 10). The use of BAC is possible when the decision classes are adequately represented in terms of size, since we require the creation of subsets with different levels of balance used data should have access to the same number of objects in the classes. In other words, in the case of data that is highly unbalanced, where one of the important classes is small the use of BAC can be difficult.

**C. ROC and PR curve**

We chose the AUC of the ROC and PR curves as reference parameters. We divide the analyzed data into test and training datasets and determine which of the two possible classes is the positive class and which is the negative class. After determining each decision class, we select 50 random objects from each class and combine the objects into one test set containing 100 objects. Then using the remaining objects from the entire dataset, we create a training set. We use the classification probabilities obtained after applying the kNN classifier to obtain the optimal threshold visualized by ROC curve and PR curve. We compare the probabilities with thresholds in the range from 0 to 1 with a step=0.001. If the probability is greater than or equal to the threshold, then we classify the object into the positive class, otherwise into the negative class. For each threshold, we calculate the coefficients of true positives (sensitivity), false positives and the accuracy.
Fig. 2. An exemplary detailed result for Australian Credit decision system. From the top, BAC, ROC, and PR curves. The metric used is Chebyshev distance defined as follows: \( d(x, y) = \max_i |x_i - y_i| \) (precision) of classifying objects. The example detailed results for the ROC and PR curves, due to the difficulty of showing the mean result are from single classifications. The results summarising the performance of the curves are the average of a hundred times of the experiment.

III. EXPERIMENTAL SESSION

In the experimental part we use the kNN method (See description in section II-A) with metrics: manhattan, euclidean, manhattan-maxmin, cosine, minkowski, chebyshev, canberra, chi-square, jaccard, epsilonHamming, sorensen. Definitions of each metric are provided in the headings of Figures 1 to 11. For the selected classifier, custom implementations for creating BAC, ROC and PR curves were written. We verify parameter performance on three decision systems selected from the UCI repository [15] - Australian Credit, Pima Indians Diabetes and Heart Disease datasets. Detailed results showing all three curves are presented for the Australian Credit decision system only - see figures from 1 to 11. A summary of metrics ranking generation based on AUC of BAC, ROC and PR curves for Australian Credit, Pima Indians Diabetes and Heart Disease systems can be seen in figures 12, 13 and 14.

A. Result summary

In Figures 12, 13 and 14 we have the rankings of the kNN method metrics based on the AUC of the BAC, ROC and PR curves - for Australian Credit, Heart Disease and Pima Indians Diabetes datasets respectively.

Results for Australian Credit decision system: AUC range of three positions for BAC and ROC curve agree for the metrics: canberra, euclidean, manhattan, minkowski, sorensen and epsilonHamming. AUC range of three positions for BAC and PR curve agree for the metrics: canberra,euclidean, minkowski, sorensen, epsilonHamming.
Results for Heart Disease decision system: AUC range of three positions for BAC and ROC curve agree for the metrics: canberra, cosine, chisquared, manhattan, maxmin, euclidean, minkowski, chebyshev, epsilonHamming and sorensen. AUC range of three positions for BAC and PR curve agree for the metrics: jaccard, canberra, manhattan, maxmin, chisquared, minkowski, epsilonHamming, sorensen.

Results for Pima Indians Diabetes decision system: AUC range of three positions for BAC and ROC curve agree for the metrics: jaccard, cosine, chisquared, maxmin, sorensen and epsilonHamming. AUC range of three positions for BAC and PR curve agree for the metrics: jaccard, manhattan, chisquared, maxmin, minkowski, epsilonHamming, sorensen. The overall shape of the ranking indicates that the BAC, ROC and PR curves are comparable tools for assessing classification quality.

When analyzing the results for the three selected decision systems (Australian Credit, Heart Disease, and Pima Indians Diabetes), we see that the area under the balanced accuracy curve for the entire training system balance spectrum can be a competitive factor for determining the quality of classifiers to ROC and PR curve. The ranking results are similar to each other. Some metrics are mixed among themselves because the data are randomly selected, but there are clear common features to these rankings. The shape of the curve showing the ranking of metrics is similar. The main advantage of using the field under the accuracy curve is the simplicity of implementation and the ease of understanding the resulting factor. Which is simply the cross-sectional stability of the classifier for training knowledge balanced in different levels.
**Fig. 6.** An exemplary detailed result for Australian Credit decision system. From the top, BAC, ROC, and PR curves. The metric used is euclidean distance defined as follows:

\[ d(x, y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \]

**IV. Conclusion**

This paper examines the applicability of the field under the accuracy curve-defined as the set of classification accuracies using training systems with different levels of decision class balancing-to the cross-sectional evaluation of the kNN classifier. We used the global method (k is selected from the entire system at once) with different metrics as reference kNN variants. By seeing the results, we can summarise that the specified factor is competitive with the ROC and PR curve, with its implementation and interpretation being much simpler and more understandable. Preliminary results show a similar gradation of methods, the difference in the performance of the metrics is due to the fact that the data were randomly selected, but the overall ranking looks similar. We consider our results as an initial step to open a discussion on the potential applicability of BAC to assess the stability of classifiers. We plan to extend our research to the entire spectrum of classification methods in the future.
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Fig. 10. An exemplary detailed result for Australian Credit decision system. From the top, BAC, ROC, and PR curves. The metric used is Minkowski distance defined as follows: 
\[ d(x, y) = \left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{\frac{1}{p}} , p = 3 \]

Fig. 11. An exemplary detailed result for Australian Credit decision system. From the top, BAC, ROC, and PR curves. The metric used is Sorensen distance defined as follows: 
\[ d(x, y) = 1 - \frac{2 \sum_{i=1}^{n} (x_i + y_i) }{ \sum_{i=1}^{n} x_i + \sum_{i=1}^{n} y_i } \]
Fig. 12. Ranking of metrics for the Australia Credit data set. Comparison of rankings for AUC of BAC, ROC and PR curves.

Fig. 13. Ranking of metrics for the Heart Disease data set. Comparison of rankings for AUC of BAC, ROC and PR curves.

Fig. 14. Ranking of metrics for the Pima Indians Diabetes data set. Comparison of rankings for AUC of BAC, ROC and PR curves.