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ABSTRACT
Lifelong machine learning or continual learning models attempt to learn incrementally by accumulating knowledge across a sequence of tasks. Therefore, these models learn better and faster. They are used in various intelligent systems that have to interact with humans or any dynamic environment e.g., chatbots and self-driving cars. Memory-less approach is more often used with deep neural networks that accommodates incoming information from tasks within its architecture. It allows them to perform well on all the seen tasks. These models suffer from semantic drift or the plasticity-stability dilemma. The existing models use Minkowski distance measures to decide which nodes to freeze, update or duplicate. These distance metrics do not provide better separation of nodes as they are susceptible to high dimensional sparse vectors. In our proposed approach, we use angular distance to evaluate the semantic drift in individual nodes that provide better separation of nodes and thus better balancing between stability and plasticity. The proposed approach outperforms state-of-the-art models by maintaining higher accuracy on standard datasets.

Index Terms— continual deep learning, catastrophic forgetting, semantic drift

1. INTRODUCTION
Machine learning has become more and more important in today’s industries. We can notice the great success of machine learning and its considerable achievements in various domains e.g., construction, robotics, and medicine [1]. The current dominant machine learning approach consists of training a model in isolation. It requires to collect huge amount of data, build a model and train it on the available sample data. These trained models are deployed to facilitate end users as real-life applications [2]. In isolated learning, the model is taken out of service and retrained each time there is new data available. For many tasks the data and computational resources are not available in sufficient supply to train complex models. Moreover, in case of multiple tasks, the isolated learning mechanism does not share the common features across those tasks and rather each time learn it from scratch.

In contrast, a lifelong machine learning (LML) model attempts to mimic the way we humans learn [3]. An LML based model learns incrementally by building on top of the knowledge acquired from the tasks performed in the past. The knowledge across multiple tasks accumulates to enhance learning of newer tasks without dropping its performance on the previously performed tasks. The working mechanism of a lifelong learning model is depicted in Fig. 1. For the current task $T_{N+1}$, the model accumulates its underlying dataset $D_{N+1}$ and relevant knowledge from the previous $T_1$ to $T_N$ tasks. The updated model is available for the application to perform any of the $T_1$ to $T_{N+1}$ tasks. Basic features are expected to be common across multiple tasks where more overlap is expected as the number of tasks increase. For example, the language structures can be used in multiple tasks like question answering, sentiment analysis and summary generation. The provision of relevant knowledge by the knowledge miner ensures that the model does not relearn what is already learnt and rather improve on it [4, 5].

Considering the importance of continual learning in diverse areas, it has variants in prominent machine learning paradigms i.e., supervised, unsupervised and reinforcement learning [1]. Continual learning empowers to have reduced computational cost, and have lesser dependency on the quantity and quality of underlying data for a task. Most importantly it helps to avoid relearning the same patterns repeatedly from scratch in performing different tasks [6]. Transfer learning, meta learning, online learning and multi-task learning are the other paradigms that are related to continual learning [1]. However, transfer learning and meta learning performs single step and unidirectional transfer of knowledge from a single or multiple source tasks to the target task. Online learning contin-
usually learns about the changing needs of a task by updating itself with a continuous influx of training data at the cost of unlearning the previously acquired knowledge [7]. Multi-task learning is the most related of all learning paradigms but it expects all the tasks to be available at once in order to facilitate learning about multiple tasks in parallel [8]. But the luxury of having access to all the tasks and their data is least practical in many application areas. Thus, LML or continual learning overshadows the existing learning paradigms by supporting incremental learning on a sequence of tasks. The learning is persistent and long term that allows to learn newer tasks without allowing to degrade its performance on the previously performed tasks [9]. The phenomenon of forgetting previously acquired information in order to learn new information is termed as catastrophic forgetting or semantic drift. Continual learning models attempt to counter the semantic drift and rather utilize the previous information to facilitate learning newer tasks. Its significance increases many-folds in case of tasks with limited or noisy data.

There are two types of approaching in continual learning i.e., memory-based and memory-less. The memory-based LML models maintain an external knowledge base where knowledge from a sequence of tasks is accommodated [3]. It has modules that deal with harvesting useful knowledge, representing them in a compact form, and maintaining them for long-term use [10]. These modules are activated before and after performing each task to provide relevant past knowledge and update the knowledge-base, respectively, as in Figure 4. The memory-less LML models are often used with deep learning, also called continual deep learning models. It revisits the architecture of the model after performing each task in order to add the new information of the current task within the model [11]. Therefore, the model architecture updates and expands after each task. Sequentially trained on N tasks, the model is expected to perform well on all the tasks. The memory-less approach for continual learning suits deep neural networks better as the implicit nature of feature representation within the weights of the network cannot be connected with explicit external knowledge-base.

The memory-less continual deep learning models separate the nodes of the existing network architecture into freeze, partially regularize or duplicate categories for accommodating the current task. For the current task that is very similar to the previous tasks, majority of the nodes are frozen while others are partially regularized. Whereas, in case of high difference most of the nodes are duplicated to learn new information without unlearning the information about the previous tasks. Freezing and regularizing too many nodes restrict the model to settle for a sub-optimal performance while duplicating too many nodes limit information sharing and allows the model to grow rapidly [11][12]. In the literature of continual learning this problem is known as the plasticity-stability dilemma. The existing research in continual deep learning use magnitude based distance measures as objective function to evaluate semantic drift or catastrophic forgetting in a node represented by a vector of its parameters [13]. In this paper we argue that measures such as euclidean and manhattan distance, as a family of Minkowski metrics, are not the optimal choice for this task. They are sensitive to scale and sparsity where all the points with high dimensional feature space become uniformly distant [14]. In this research, we have used angular distance between the weight vectors of a node i.e., $W_1$ and $W_2$ to measure the semantic drift in a node as $\text{angular} = \text{dis}(W_1, W_2) = \arccos\left(\frac{W_1 \cdot W_2}{|W_1||W_2|}\right) \times (180/\pi)$. With known intervals angular distance is better for applying thresholds to separate nodes to freeze, partially regularize and duplicate. The proposed approach outperforms state-of-the art approaches by maintaining higher accuracy above 96% and 97% on standard continual deep learning datasets i.e., permuted-MNIST, permuted-Fashion-MNIST, and rotated-MNIST.

\section{RELATED WORK}

Continual learning systems can function in a dynamic open environment where they can discover new problems which form new tasks. These new tasks need to be learned in real-time without forgetting the old tasks [1][2]. This is called learning on the job as it attempts to achieve artificial general intelligence by optimizing across multiple tasks [4][5]. The problem of catastrophic forgetting or semantic drift can be observed in transfer learning based models where once the weights of the model are updated according to the target task, the performance on the trained task is expected to degrade. Continual learning addresses this problem by modifying the model architecture such that it learns newer tasks but also retains its learning of the previous tasks as well [13]. However, allowing the model to learn more results in losing the previously learnt tasks and vice versa. This problem is known as the plasticity-stability dilemma in the literature of continual deep learning models [2].

Memory-based continual learning models maintain an extra memory unit to store refined information across all previously performed tasks. In case of gradient of episodic memory which is based on episodic memory, several examples are stored from past tasks and used on minimizing negative backward transfer while learning new tasks [10]. Incremental classifier and representation learning use a combination of two losses i.e., the ordinary classification loss of the current task and distillation loss which will encourage the learner to remember the previous tasks in a sequence [15]. It uses a subset of exemplars stored from previous tasks to perform a nearest class mean classifier. The other type i.e., the memory-less continual learning models accommodate the incoming information within the model architecture. It follows two working mechanisms. The first is based on regularization e.g., elastic weight consolidation [12]. It identifies the weights that are specific to the previous tasks and penalizes their update in order to retain high performance on the previous tasks. Therefore, the model maintains high stability. In case of learning without forgetting, all the parameters i.e., both generic and task specific are updated within a constraint in such a way that the model learns newer tasks without compromising its performance on the previous tasks [16]. The second type involves dynamic architectures such as progressive neural networks that grows progressively for each task by adding a certain number of nodes to accommodate the new features while freezing the nodes of past tasks for better stability [11]. Lateral connections are performed to leverage knowledge from the older tasks to the current task. A drawback of these approaches is that their size grows rapidly incurring higher computational and storage costs.

PathNet is a deep learning architecture that uses agents embeddings in the network to look for nodes having features that can be reused by the current task [17]. The others that are specific to the previous tasks are fixed. In the learn to grow method, the structure and parameter optimization processes are performed after learning each task [18]. Various search criteria are exhausted to optimize the layers, nodes-per-layer and their weights. Regularize, Expand, and Compress mechanism applies a regularization technique and expands the model architecture using an automatic neural architecture search engine [19]. It applies a smart compression of the expanded model after a new task is learned to improve the model efficiency. Dynamically expanding network dynamically selects and duplicates the nodes that need to be retrained [13]. In the first place, it searches the nodes that are relevant to the current task and retrain them. If
the model is not able to learn effectively with the previous step, its architecture expands by adding \( K \) nodes to learn the features of the current task. The model weights that show a drastic deviation from the previous state are duplicated and the original ones are frozen before retraining the model again.

The plasticity-stability dilemma is an open challenge in memoryless continual deep neural networks. Increasing plasticity may reduce the model’s stability and vice versa. The existing approaches make use of magnitude distance measures from the Minkowski measures that do not provide better separation of nodes having large-sparse vectors [13]. These measures are too sensitive to feature scales, dimensionality of the data and their sparsity. Despite the optimal thresholds used, these measures present all points uniformly distant. For example, Let \( W_1 \) be the weight of a given node in the task \( t_1 \) and \( W_2 \) be the expected updated value of the corresponding nodes to accommodate task \( t_2 \). If \( W_1 = [10, 10, 10, 10] \) and \( W_2 = [13, 15, 13, 13] \), then the distance \( dis(W_1, W_2) = ||\langle W_2 − W_1 \rangle||^2 = (10 − 13)^2 + (10 − 13)^2 + (10 − 13)^2 + (10 − 13)^2 = 45 \). It is a high value but in actual the weights have increased in the same direction indicating a similar trend.

### 3. PROPOSED APPROACH

We propose an approach that is more effective against semantic drift or catastrophic forgetting by better balancing of the plasticity and stability of the model. It is an improvement on the hybrid memory-less approach for continual deep learning that allows the model to regularize and expand as \( \sigma \) increases. It may also be referred to as the partial expansion method that ensures maximum utilization of the learnt weights and expanding dynamically for newer high-level features. Since the sequence of tasks are expected to be independent of each other, therefore, the model requires an automated mechanism to decide which nodes to freeze, regularize under constraint or expand through duplication. The model’s performance heavily relies on objective function used to categorize nodes into three categories. There are mainly three steps to learn a newly introduced task. At first, a selective retraining block is performed to make use of similar sequential tasks [13]. Then by comparing the loss of the model with a given threshold, the model is dynamically expanded by \( K \) neurons to accommodate the new task’s features [13][19][1]. In the end, a neurons split or duplication operation is performed to prevent semantic drift while accommodating diverse features.

Working of the proposed approach is represented in Algorithm 1. It takes a sequence of \( N \) tasks i.e., from \( T_1 \) till \( T_N \) along with the threshold \( \sigma \) for separating nodes. The output of the model is the weight matrix \( W_N \) that supports all \( N \) tasks. The lines 1 to 14 represent the processing of tasks in a sequence and may continue after \( N \) as well. Lines 2 checks if this is the first task that the model is performing. In that case, the model is trained from scratch with the default architecture on line 3, using equation [14]:

\[
\text{minimize}\mathcal{L}(W_1, T_1) + \mu||W_1||_1
\]

where \( W_1 \) are the network parameters after training on task \( T_1 \), while \( \mu \) is the regularization parameter. In lines 4 to 13, the model updates its architecture for each task from \( T_2 \) till \( T_N \). It first loads the parameter weights till the last task i.e., \( W_{i-1} \) on line 5. At this stage the model is not trained for the current task \( T_i \), however, the parameter weights \( W_i \) is generated using a small fraction of the dataset for task \( T_i \) using the same architecture, in line 6. It helps to evaluate the relevance between the current task and the previously performed tasks along with underlying semantic drift with respect to each node. The semantic drift is evaluated on lines 7 to 12 as the difference between \( W_i \) and \( W_{i-1} \) using the following equation:

\[
\text{angular distance } \phi_i = \frac{\arccos\left(\frac{\sum_{j=1}^{J} W_{i,j} \times W_{i-1,j}}{\sqrt{\sum_{j=1}^{J} W_{i,j} \times W_{i,j}} \cdot \sqrt{\sum_{j=1}^{J} W_{i-1,j} \times W_{i-1,j}}} \right)}{\pi}  
\]

Algorithm 1 Proposed Approach

**Input:** Task Sequence \( T = T_1, T_2, ..., T_N \), Threshold \( \sigma \)

**Output:** \( W_N \)

1: for \( T_i \in T \) do
2: if \( W_i = \phi \) then
3: Train the model as first task, \( W_i \) using Eq. (1)
4: else
5: Load the trained model, \( W_{i-1} \)
6: Generate \( W_i \) by retraining for \( T_i \)
7: for all hidden nodes \( j \) do
8: \( \rho_j^T_i = \arccos\left(\frac{W_{j,T_i} \times W_{j,T_i-1}}{||W_{j,T_i}|| \times ||W_{j,T_i-1}||}\right) \times (180/\pi) \)
9: if \( \rho_j^T_i > \sigma \) then
10: Duplicate the node \( j \) as \( j' \) and train for \( W_i \)
11: end if
12: end for
13: end if
14: end for

The network weight matrix \( W_i \) is obtained after modifying the model architecture and fully training the dataset for the task \( T_i \). The weight matrix \( W_{i-1} \) represents the parameter weights for the tasks \( T_1 \) till \( T_{i-1} \). The \( \lambda \) represents the penalization parameter that controls the distance between \( W_i \) and \( W_{i-1} \). To prevent catastrophic forgetting, a higher value for \( \lambda \) enforces \( W_i \) to be close in value to \( W_{i-1} \). But if the sequential tasks are largely independent of each other, by using this regularization method, the model settles for a sub-optimal results. Therefore, the duplicate of such nodes are created and added adjacent to the corresponding nodes allowing better generalization across all tasks. Moreover, in the high dimensional feature space of deep neural networks, the angular distance provides better separation of nodes as compared to the magnitude based distance measures. It is robust against feature scales, sparsity and high dimensionality. It resulted in better accuracy for the proposed approach as compared to the existing approaches.
The proposed approach is compared with state-of-the-art continual deep learning models. All the models have a default architecture of two hidden layers having 312 and 128 units respectively. ReLu is being used as the activation function on both layers. The models are trained with an Adam optimiser and learning rate, batch-size and iterations are set to 0.001, 256 and 4300, respectively. The accuracy reported is the average accuracy across all the tasks, as in literature. 5-fold cross validation is used for reporting the performance measures. The other parameters of the existing models are set to their default values in the original work.

In our experiments, we evaluated the performance of our proposed approach on the three datasets i.e., datasets permuted-MNIST, Permuted-Fashion-MNIST and Rotated-MNIST. They are widely used standard in continual deep learning. The permuted-MNIST and Permuted-Fashion-MNIST datasets are used as a sequence of 10 multi-class classification tasks, where in each task, the data has a different permutation. The Rotated-MNIST dataset is used as a sequence of 10 one-vs-rest binary classification tasks. The permuted-MNIST dataset has 70K handwritten digital images or instances of 0 to 9 digits [20]. Permuted-Fashion-MNIST also has 70K images of 10 different clothes from Zalando’s article. Both of these datasets are generated by applying random permutations on the original MNIST and Fashion-MNIST datasets in order to make the detection task more challenging. Both datasets have 55K instances for training the model, 5K for validation and 10K for testing. Rotated-MNIST is generated by rotating the handwritten digits of the original MNIST to random angles between 0 and 360 degrees. Samples instances of the datasets are presented in Fig. 2.

We have compared our proposed approach with the latest continual deep learning models on the permuted-MNIST dataset, as shown in Fig. 3. The proposed approach has outperformed all the existing models i.e., dynamically expendable networks (DEN), elastic weight consolidation (EWC), regularized weight consolidation (RWC) and regularize, expand and compress (REC) [19]. Among these models, RWC [21] and EWC [12] are deep learning methods based on regularization to prevent semantic drift. While, DEN [13] is a partial expansion approach and REC [19] is Regularize, Expand and Compress, a non-expansive continual learning method. When a single network was trained with the same setting for all the tasks, it resulted in an accuracy of 17.4%. The proposed approach has improved accuracy by 0.79% and 1.59% as compared to second and third best models, respectively. The proposed approach has better objective function as angular distance, for separating nodes and adopts well to the other datasets as well.

DEN and the proposed approach belong to the category of partially expanding models that duplicate some nodes while partially regularize others. These models are well suited for tasks with higher diversity. The other approaches that do not expand, settle for sub-optimal solutions. In Table 1, we report the competitive results of DEN and our proposed approach on the three datasets using the previously detailed setup. The hyper-parameter \( \lambda \) is evaluated for different values, where only the ones resulting in highest accuracy are reported. This threshold is responsible for the stability-plasticity balance in dynamically expanding networks. The \( \lambda \) values presented are scalars and angles for DEN and our proposed approach, respectively. Our proposed approach has outperformed DEN on all the

### Table 1: Performance of DEN and our proposed model with best thresholds (\( \lambda \)) and accuracy for the datasets Permuted-MNIST, Fashion-MNIST and Rotated-MNIST

| Model   | Dataset   | \( \lambda \) | Accuracy |
|---------|-----------|--------------|----------|
| DEN     | P-MNIST   | 1            | 95.19    |
| Proposed | P-MNIST   | 30           | 96.49    |
| DEN     | F-MNIST   | 0.1          | 84.58    |
| Proposed | F-MNIST   | 30           | 86.01    |
| DEN     | R-MNIST   | 0.1          | 96.49    |
| Proposed | R-MNIST   | 20           | 97.66    |
three datasets. For the Permuted MNIST dataset, the proposed approach with a hyper-parameter $\lambda$ of $30^\circ$ yields the best performance. On the other hand, the best performance of the DEN is obtained with a hyper-parameter $\lambda$ of 1. Our proposed approach yields an average 1.3% improvement in accuracy as compared to the DEN approach. For the Permuted Fashion MNIST dataset, our approach with a hyper-parameter $\lambda$ of $30^\circ$ has the best performance over the rest and yields on average 1.43% higher accuracy in comparison to the DEN approach. For the Rotated MNIST dataset, our approach with a hyper-parameter $\lambda$ of $20^\circ$ yields the best performance again and gives on average 1.17% accuracy improvement compared to the DEN approach. Overall, the proposed framework achieves around 1.3% improvement in accuracy as compared to the prior method.

5. CONCLUSION

Continual deep learning models have many real-world applications. It allows pre-trained models to be fine-tuned for a number of tasks without the model forgetting about the previously learned tasks. The plasticity-stability dilemma is addressed differently in various existing models in order to balance retention of the previously acquired information and learning new information. The approaches that use dynamic expansion use a threshold to decide which nodes to freeze, partially regularize or duplicate based on the semantic drift for the corresponding task. Our proposed approach uses angular distance to measure semantic drift as compared to scalar distance which has resulted in a higher balance between the stability and plasticity of the model. The proposed approach has outperformed the existing approaches across the standard continual deep learning datasets.
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