ABSTRACT

Music structure analysis (MSA) methods traditionally search for musically meaningful patterns in audio: homogeneity, repetition, novelty, and segment-length regularity. Hand-crafted audio features such as MFCCs or chromagrams are often used to elicit these patterns. However, with more annotations of section labels (e.g., verse, chorus, bridge) becoming available, one can use supervised feature learning to make these patterns even clearer and improve MSA performance. To this end, we take a supervised metric learning approach: we train a deep neural network to output embeddings that are near each other for two spectrogram inputs if both have the same section type (according to an annotation), and otherwise far apart. We propose a batch sampling scheme to ensure the labels in a training pair are interpreted meaningfully. The trained model extracts features that can be used in existing MSA algorithms. In evaluations with three datasets (HarmonixSet, SALAMI, and RWC), we demonstrate that using the proposed features can improve a traditional MSA algorithm significantly in both intra- and cross-dataset scenarios.

1. INTRODUCTION

In the field of Music Structure Analysis (MSA), most algorithms, including many recent and cutting-edge ones [1–3], use conventional features such as MFCCs and Pitch Class Profiles (PCPs). Devising a suitable feature for MSA is challenging, since so many aspects of music—including pitch, timbre, rhythm, and dynamics—impact the perception of structure [4]. Some methods have aimed to combine input from multiple features [5], but this requires care: MSA researchers have long been aware that structure at different timescales can be reflected best by different features (see, e.g., [6]).

A common story in MIR in the past decade is that using feature learning can improve performance on a task. Although this wave of work arrived late to MSA, we have already seen the benefits of supervised learning to model, for instance, ‘what boundaries sound like’ [7], or ‘what choruses sound like’ [8]. One drawback of these two methods was that they were not compatible with existing MSA pipelines: new post-processing methods had to be conceived and implemented. Also, each one solved a limited version of MSA: segmentation and chorus detection, respectively. Developing a supervised approach that can explicitly minimize the losses of segmentation and labeling tasks at the same time remains a challenge.

In [9], unsupervised training was used to create a deep embedding of audio based on a triplet loss that aimed to reflect within-song similarity and contrast. The embedding vectors, treated as features, can directly replace traditional features in existing MSA pipelines, making it possible to leverage large, unannotated collections for MSA. This approach demonstrates the promise of learning features with a deep neural network (DNN) for MSA.

An unsupervised approach has so far been sensible, given how few annotations exist, and how expensive it is to collect more. However, the appeal of supervised learning has grown with the introduction of Harmonix Set [10], containing 912 annotated pop songs. Although Harmonix Set is smaller than SALAMI [11] (which has 1359 songs), it is much more consistent in terms of genre, which raises our hopes of learning a useful embedding. A model trained on SALAMI alone would have to adapt to the sound and structure of pop music, jazz standards, piano concertos, and more; a model trained on Harmonix Set has only to learn the sound and structure of pop songs. In short, the time is right to pursue a supervised approach.

In this paper, we propose to use supervised metric learning to train a DNN model that, for a given song, will embed audio fragments that lie in different sections far apart, and those from the same section close. (See Fig. 1 for an overview of the training pipeline.) This approach can help the model to capture the homogeneity and repetition characteristics of song structure with respect to the section labels (e.g., verse, chorus, and bridge). We also pro-
pose a batch sampling scheme to ensure the labels in a training pair are interpreted meaningfully. Given several relevant open-source packages that can help achieve this work, we introduce a modular pipeline including various metric learning methods and MSA algorithms, and make clear what parts of the system can be easily changed. By using the embeddings as features for an existing MSA algorithm, our supervised approach can support both segmentation and labeling tasks. In experiments, we leverage Harmonix Set, SALAMI, and RWC [12] to investigate the performance in intra- and cross-dataset scenarios.

2. RELATED WORK
Many MSA approaches (see [13] for an overview) are supervised in the sense of being tuned to a dataset—e.g., by setting a filter size according to the average segment duration in a corpus. An advanced version of this is [14], in which a recurrence matrix is transformed to match the statistics of a training dataset. However, supervised training has only been used in a few instances for MSA.

The first such method used supervision to learn a notion of ‘boundaryness’ directly from audio [7]; the method was refined to use a self-similarity lag matrix computed from audio [15]. Similarly, [8] used supervision to learn what characterizes boundaries as well as “chorusness” in audio, and used it in a system to predict the locations of choruses in songs, which is a subproblem of MSA. Although these 3 systems all have an ‘end-to-end’ flavor, in fact they required the invention of new custom pipelines to obtain estimates of structure, e.g., a peak-picking method to select the likeliest set of boundaries from a boundary probability curve. The post-processing is also complex in [16], in which a boundary fitness estimator similar to [15] is combined in a hybrid model with a trained segment length fitness estimator and a hand-crafted timbral homogeneity estimator. In our work, we aim to arrive at a feature representation that can be used with existing pipelines.

Taking the converse approach, [2] used supervision to model how traditional features (MFCCs, CQT, etc.) relate to music structure, using an LSTM combined with a Hidden semi-Markov Model. Since our approaches are complementary, a combined approach—inputting deep structure features to the LSTM-HSMM—may prove successful, and should be explored in future work.

As noted in the previous section, metric learning was previously applied to improve MSA by [9], but that work took an unsupervised approach: audio fragments in a piece were presumed to belong to the same class if they were near each other in time, and to different classes otherwise. This is a useful heuristic, but by design we expect it to use many false positive and false negative pairs in training. Also, that work did not report any evaluation on whether the learned embeddings could help with the segment labeling task, nor on the impact of many choices made in the system that could affect the results: the model architecture, loss function, and segmentation method. In this work, we conduct evaluations on the segmentation and labeling tasks, and investigate the impact of these design choices.

The supervision strategy in this work differs from prior art, and to our knowledge, this work represents the first attempt to develop supervised feature learning with a goal of improving existing MSA algorithms.

3. SYSTEM OVERVIEW
The training pipeline of our proposed system is illustrated in Fig. 1 and is divided into three stages: (1) feature extraction, (2) mining and training, and (3) validation.

The feature extraction stage consists of two modules. Following most state-of-the-art MSA algorithms [13], we synchronize the audio features with beat or downbeats. We use madmom [17] to estimate the beats and downbeats, and use these to create audio inputs to train a DNN; details of this are explained in Section 4.1. The network outputs the embedding vectors of a song for a subsequent algorithm to complete the task.

The mining and training stage covers four modules: batching, which we define ourselves, followed by miner, loss and distance modules, for which we use PML (pytorch-metric-learning) [18], an open-source package with implementation options for each.

Batching: The training data are split into batches with a fixed size. To allow sensible comparisons among the training examples within a batch, we propose a scheme that ensures a batch only contains examples from the same song.

Miner: Given the embeddings and labels of examples in a batch, the miner provides an algorithm to pick informative training tuples (e.g., a pair having different labels but a large similarity) to compute the loss. Conventional metric learning methods just use all tuples in a batch (or, sample them uniformly) to train the model. As the batch size grows, using an informative subset can speed up convergence and provide a better model [18].

Loss: PML provides many well-known loss functions developed for deep metric learning, such as contrastive loss [19] and triplet loss [20]. We instead use MultiSimilarity loss [18] (see Section 4.4), a more general framework that unifies aspects of multiple weighting schemes that has not yet been used in an MIR application.

Distance: The distance metric defines the geometrical relationship among the output embeddings. Common metrics include Euclidean distance and cosine similarity.

For the validation stage, an MSA algorithm is adopted to generate the boundary and label outputs and validate the model learning status in terms of music structure analysis. The open-source package MSAF has implemented a representative sample of traditional algorithms [21]. An algorithm for a different task could be inserted here to tie the training to a different objective.

4. TECHNICAL DETAILS

4.1 Deep Neural Network Module
The input to the DNN module is defined to be a window (e.g. 8 second) of waveform audio, and the output to be a

1 https://github.com/KevinMusgrave/pytorch-metric-learning
multi-dimensional embedding vector. We use a two-stage architecture in which the audio is transformed to a time-frequency representation before entering the DNN, but a fully end-to-end DNN would be possible.

In this work, we study two existing two-stage model architectures: Harmonic-CNN [22] and ResNet-50 [23]. These open-source architectures have shown good performance in general-purpose music audio classification (e.g., auto-tagging [22]), so we believe they can be trained to characterize useful information related to music sections. We replace their final two layers (which conventionally consist of a dense layer plus a sigmoid layer) with an embedding module, which in turn contains a linear layer, a leaky ReLU, a batch normalization, a linear layer, and an L2-normalization at the output. The input and output dimensions of this module are 256 and 100, respectively.

Any model with a similar purpose could be used for the DNN module in the proposed general framework. We have chosen the above architectures for their convenience, but they could be unsuitably complex given the small size of the available MSA training data. Developing a dedicated, optimal architecture is a task for future work.

4.2 Audio Input, Alignment, and Label

In order to synchronize the output embeddings with downbeats, we align the center of an input window to the center of each bar interval. The same procedure applies if aligning to beats. Typically, the input window is much longer than the duration of a bar, so there is additional context audio before and after the downbeat interval. We try three windowing methods that weight this context differently, also as illustrated in Fig. 2: center-mode, where the window is unaltered; alone-mode, where the context audio is zeroed out; and Hann-mode, where a Hann-shaped ramp from 0 to 1 is applied to the context audio. In our pilot studies, Hann-mode performed best, indicating that some context is useful, but the model should still focus on the signal around the center.

Annotations of structure contain, for each section, two timestamps defining the interval, and a label. These labels may be explicit functions (e.g., intro, verse, chorus) or abstract symbols (e.g., A, A’, B, and C) indicating repetition. A training example is assigned with a label according to the label of the exact center in the input audio. We denote a training example aligned with the \( s^i_j \) beat/downbeat of the \( j^{th} \) song by \( s^i_j = (x^i_j, y^i_j) \), where \( x \) and \( y \) are the audio and label, respectively.

4.3 Batch Sampling Scheme

Let a dataset be denoted by \( \{s^m_j \}_{j=1}^{M} \), where the \( j^{th} \) song has \( m_j \) examples. The proposed batch sampling scheme ensures that no cross-song examples are sampled in a batch. Therefore, when comparing any examples within a batch, the labels are meaningful for supervision. For example, we do not want a chorus fragment of song A to be compared with a chorus fragment of song B, since we have no a priori way to know whether these should be embedded near or far in the space.

Algorithm 1 gives the procedure for one epoch, i.e., one full pass of the dataset. We shuffle the original input sequence (line 2) to ensure that each batch is diverse, containing fragments from throughout the song. Lines 4–6 ensure, when more than one batch is needed for a song, the last batch is full by duplicating examples within the song. Once a batch is sampled (line 8), we can run a miner to select informative pairs from the batch to calculate the loss to update the model.

Algorithm 1: One epoch of learning procedure.

**Input:** \( \{s^m_j \}_{j=1}^{M} \), model \( \Theta \), and batch size \( \beta \)

**Output:** Learned model \( \hat{\Theta} \)

1. for \( j = 1 \) to \( M \) do
2. \( \{s^m_j \}_{j=1}^{M} \leftarrow \) shuffle sequence \( \{s^m_j \}_{j=1}^{M} \)
3. \( n \leftarrow \lceil m_j/\beta \rceil \) // number of batches
4. if \( n > 1 \) then
5. \( r \leftarrow n \beta - m_j \) // space in batch
6. \( \{s^m_j \}_{j=r}^{M} \leftarrow \) concat \( \{s^m_j \}_{j=1}^{r} \) and \( \{s^m_j \}_{j=1}^{r} \)
7. for \( k = 1 \) to \( \beta \) do
8. \( \beta \leftarrow \{s^i_j \}, i' = \beta (k - 1) : \min(\beta k, m_j) \)
9. \( \hat{\Theta} \leftarrow \) update \( \Theta \) with loss computed on \( \beta \)

4.4 Miner and Loss

The MultiSimilarity framework [18] uses three types of similarities to estimate the importance of a potential pair: self-similarity (Sim-S), positive relative similarity (Sim-P), and negative relative similarity (Sim-N). The authors show that many existing deep metric learning methods only consider one of these types when designing a loss function. By considering all three types of similarities, MultiSimilarity offers stronger capability in weighting important pairs, setting new state-of-the-art performance in image retrieval. From our experiments, it also demonstrates better accuracy over other methods.

For an anchor \( s^i_j \), an example \( s^j_k \) will lead to a positive pair if they have the same label (i.e., \( y^i_j = y^j_k \)), and a negative pair otherwise (i.e., \( y^i_j \neq y^j_k \)). At the minor phase, the algorithm calculates the Sim-P’s for each positive/negative pair against an anchor, and selects the chal-
4.5 MSA Algorithms

The typical input to an MSA algorithm [21] is a sequence of feature vectors. Then, the algorithm outputs the predicted timestamps and an abstract label for each segment.

Fig. 3 presents four self-similarity matrices (SSMs) of the same test song using different features. We compute the pairwise Euclidean distance matrix and then apply a Gaussian kernel (see [1] for details) to derive the pairwise similarity. The left two matrices are based on a Harmonic-CNN trained with the MultiSimilarity miner and loss; the right two matrices are based on two traditional features, MFCCs and PCPs. We see that, compared to traditional features, the learned features can enhance the blocks considerably in the images, reducing the complexity faced by the MSA algorithm.

We picked three MSA algorithms to study here: spectral clustering (scluster) [1], convex-NMF (cnmf) [24], and foote+fmc2d (using Foote’s algorithm [25] for segmentation and fmc2d [26] for labeling). Note that each is based on analyzing some version of an SSM. As these algorithms were developed using traditional features, we need to adjust their default parameters in MSAF to be more suitable for a SSM with prominent but blurry blocks, rather than a sharp but noisy SSM typically treated with a low-pass filter to enhance the block structure. Also, some MSA algorithms can be sensitive to temporal resolution, which prefers beat- to downbeat-synchronized features.

How the model training criterion improves an MSA algorithm can be explained in a theoretical way. For example, in scluster, small (e.g., one-bar) fragments of music that have the same labels are considered to be mutually connected in a sub-graph. When the metric learning loss is minimized, scluster is more likely to produce a clear sub-graph for each segment in a song, making the graph decomposition more accurate. As Fig. 4 illustrates, the evolution of the validation loss is consistent with the performance of scluster when it is fine-tuned to fully exploit the embeddings. This technique provides a guideline to adjust the parameters of an MSA algorithm for most cases.

5. EXPERIMENTS

5.1 Datasets

We use three datasets to study the performance: Harmonix Set [10], SALAMI [11], and RWC (Popular) [12].

The Harmonix Set covers a wide range of western popular music, including pop, electronic, hip-hop, rock, country, and metal. Each track is annotated with segment function labels and timestamps. The original audio to the annotations is not available, but a reference YouTube link is provided. We searched for the audio of the right version
and manually adjusted the annotations to ensure the labels and timestamps were sensible and aligned to the audio.

In SALAMI, some songs are annotated twice; we treat each annotation of a song separately, yielding 2243 annotated songs in total. We also use a subset with 445 annotated songs (from 274 unique songs) in the “popular” genre, called SALAMI-pop, for cross-dataset evaluation.

The Popular subset of RWC is composed of 100 tracks. There are two versions of the ground truth: one originally included with the dataset (AIST), and the other provided by INRIA [27]. The INRIA annotations contain boundaries but not segment labels.

Table 1 lists some properties of the datasets. “Num” is the number of annotated songs. The number of unique labels per song (“Uni”) ranges between 5.7 and 7.8, indicating that the segment labels are too repetitive to do well on evaluation. Additional statistics like the number of segments per song (“Seg”) and the mean duration per segment in seconds (“Dur”) are all within a proper range. Three of the datasets are employed in MIREX, so we can compare our systems with historical ones.

### 5.2 Evaluation Metrics

We focus on flat annotations (i.e. non-hierarchical) in our experiments. The evaluation metrics for MSA have been well-defined, and details can be found in [13]. We use the following: (1) **HR.5F**: F-measure of hit rate at 0.5 seconds; (2) **HR3F**: F-measure of hit rate at 3 seconds; (3) **PWF**: F-measure of pairwise frame clustering; (4) **SF**: F-measure of normalized entropy score. Hit rate measures how accurate the predicted boundaries are within a tolerance range (e.g., ±0.5 seconds). Pair-wise frame clustering is related to the accuracy of segment labeling. Normalized entropy score gives an estimate about how much a labeling is over- or under-segmented.

### 5.3 Implementation Details

PyTorch 1.6 is used. We adopt audio windows of length 8 seconds, which we found better than 5 or 10 seconds. The audio is resampled at 16kHz and converted to log-scaled mel-spectrograms using 512-point FFTs with 50% overlap and 128 mel-components. We follow [23] and [29] to implement Harmonic-CNN and ResNet-50, respectively. For the miner and loss in pytorch-metric-learning, the default parameters suggested by the package are adopted. We employ the Adam optimizer to train the model, and the proposed features, we use the ground-truth boundaries in the Harmonix Set using 4-fold cross-validation.

We present three sets of evaluations: (1) a comparison of many versions of our pipeline to establish the impact of the choice of modules; (2) a cross-dataset evaluation; and (3) a fair comparison of our system with past MIREX submissions. First, we study the effect of several options for the proposed pipeline: (1) beat or downbeat alignment for input audio; (2) distance metric for the learned features; (3) miner and loss for metric learning. For (3), we use the proposed MultiSimilarity approach and TripletMarginMiner and loss [20]; we also test Contrastive loss [19] with a BaseMiner, which samples pairs uniformly. Each version of the feature embedding is trained and tested on the Harmonix Set using 4-fold cross-validation.

We compare the success of three MSA algorithms when using the proposed features and when using conventional features. In all cases, we synchronize the features to the beats/downbeats estimated by madmom; for the proposed features, we use the ground-truth beats/downbeats for training and the estimated ones for testing. A fair comparison, we fine-tune the algorithm parameters for each algorithm-feature combination (including the conven-

### Table 1. Dataset and segment label statistics.

| Model   | System     | HR.5F | HR3F | PWF | SF |
|---------|------------|-------|------|-----|----|
| Base    | cnmf/B     | .183  | .498 | .566 |
|         | ft+fmc2d/B | .242  | .536 | .592 |
|         | sclust/B   | .263  | .586 | .641 |
| Harm    | cnmf/B/eu/mul | .352 | .647 | .681 |
|         | ft+fmc2d/B/eu/mul | .395 | .580 | .630 |
|         | sclust/B/eu/mul | .466 | .728 | .737 |
| ResN    | cnmf/B/eu/mul | .339 | .618 | .661 |
|         | ft+fmc2d/B/eu/mul | .373 | .572 | .634 |
|         | sclust/D/eu/mul | .433 | .673 | .728 |
| Harm    | sclust/D/eu/mul | .497 | .684 | .743 |
|         | sclust/D/co/mul | .474 | .668 | .727 |
|         | sclust/D/eu/tri | .454 | .669 | .722 |
|         | sclust/D/co/tri | .448 | .659 | .713 |
|         | sclust/D/eu/con | .435 | .635 | .698 |

### Table 2. Cross-validation result on the Harmonix Set. Top 9 rows: Comparison of different models {’Base’: baseline, ’Harm’: Harmonic-CNN, ’ResN’: ResNet-50} and MSA methods at beat-level (’B’). Bottom 6 rows: comparison of different distances {’eu’: Euclidean, ’co’: cosine} and losses {’mul’: MultiSimilarity, ’tri’: TripletMargin, ’con’: Contrastive} options, at downbeat-level (’D’). ’ft’ stands for Foote [25].

mostly different from the defaults. For instance, in sclust, we set (“evec_smooth”, “rec_smooth”, “rec_width”) as (5, 3, 2), which were (9, 9, 9) by default. Also, sclust was designed to use separate timbral and harmonic features, but we use the same proposed features for both.

### 5.4 Result and Discussion

We present three sets of evaluations: (1) a comparison of many versions of our pipeline to establish the impact of the choice of modules; (2) a cross-dataset evaluation; and (3) a fair comparison of our system with past MIREX submissions. First, we study the effect of several options for the proposed pipeline: (1) beat or downbeat alignment for input audio; (2) distance metric for the learned features; (3) miner and loss for metric learning. For (3), we use the proposed MultiSimilarity approach and TripletMarginMiner and loss [20]; we also test Contrastive loss [19] with a BaseMiner, which samples pairs uniformly. Each version of the feature embedding is trained and tested on the Harmonix Set using 4-fold cross-validation.

We compare the success of three MSA algorithms when using the proposed features and when using conventional features. In all cases, we synchronize the features to the beats/downbeats estimated by madmom; for the proposed features, we use the ground-truth beats/downbeats for training and the estimated ones for testing. For a fair comparison, we fine-tune the algorithm parameters for each algorithm-feature combination (including the conven-
6. CONCLUSION AND FUTURE WORK

We have presented a modular training pipeline to learn the deep structure features for music audio. The pipeline consists of audio pre-processing, DNN model, metric learning module, and MSA algorithm. We have explained the functionality for each component and demonstrated the effectiveness of different module combinations. In experiments, we have found that using the learned features can improve an MSA algorithm significantly.

However, the model is not yet fully end-to-end: the MSA outputs (boundaries and labels) are not directly back-propagated to the DNN model. We plan to explore ways to change this in future work—e.g., by exploring self-attention models like the Transformer [36, 37] to build a deeper model that directly outputs the segment clusters. This would eliminate the need to fine-tune MSA parameters.

Table 3. Cross-dataset result on SALAMI-pop (trained on Harmonix Set); and “ft” stands for Foote.

| System          | HR.5F | HR.3F | PWF | Sf  |
|-----------------|-------|-------|-----|-----|
| cnmf/B          | .259  | .506  | .485| .521|
| ft+fmc2d/B      | .319  | .593  | .521| .551|
| scluster/B      | .305  | .553  | .545| .572|
| cnmf/B/eu/mul   | .301  | .573  | .588| .601|
| ft+fmc2d/B/eu/mul| .358 | .599  | .538| .581|
| scluster/B/eu/mul| .378 | .613  | .621| .644|
| scluster/D/eu/mul| .447 | .623  | .615| .653|

Table 4. MIREX-RWC (cross-dataset) result.

| System          | AIST | INRIA |
|-----------------|------|-------|
| HR.5F | HR.3F | PWF | Sf  | HR.5F | HR.3F |
| -------|-------|-----|-----|-------|-------|
| OLDA+fmc2d     | .253  | .554 | .526| .613 | .381  | .604 |
| SMGA1 (2012)   | .246  | .700 | .688| .733 | .252  | .759 |
| GS1 (2015)     | .506  | .715 | .542| .692 | .697  | .793 |
| scluster/D/eu/mul| .438 | .653 | .704| .739 | .563  | .677 |

Table 5. MIREX-SALAMI result.

| System          | HR.5F | HR.3F | PWF | Sf  |
|-----------------|-------|-------|-----|-----|
| cnmf (2016)     | .228  | .427  | .527| .543|
| ft+fmc2d (2016) | .244  | .503  | .463| .549|
| scluster (2016) | .255  | .420  | .472| .608|
| OLDA+fmc2d      | .299  | .486  | .471| .559|
| SMGA1 (2012)    | .192  | .492  | .581| .648|
| Segmentino (2013)| .209 | .475  | .551| .612|
| GS1 (2015)      | .541  | .623  | .505| .650|
| scluster/D/eu/mul| .318 | .506  | .587| .578|
| ft+fmc2d/B/eu/mul| .289 | .519  | .558| .563|
| scluster/D/eu/mul| .356 | .553  | .568| .613|

Table 6. CONCLUSION AND FUTURE WORK

The MSAF algorithms are improved with the learned features, but they still lag behind GS1. This is reasonable, since the training of that model directly connects to the loss of boundary prediction, and ours does not. Nonetheless, “scluster/D/eu/mul” can outperform all the other systems except GS1 by a large margin on both HR.5F and HR.3F.

We have presented a modular training pipeline to learn the deep structure features for music audio. The pipeline consists of audio pre-processing, DNN model, metric learning module, and MSA algorithm. We have explained the functionality for each component and demonstrated the effectiveness of different module combinations. In experiments, we have found that using the learned features can improve an MSA algorithm significantly.

However, the model is not yet fully end-to-end: the MSA outputs (boundaries and labels) are not directly back-propagated to the DNN model. We plan to explore ways to change this in future work—e.g., by exploring self-attention models like the Transformer [36,37] to build a deep model that directly outputs the segment clusters. This would eliminate the need to fine-tune MSA parameters.
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