Well-posedness for the fourth-order Schrödinger equation with third order derivative nonlinearities
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Abstract. We study the Cauchy problem to the semilinear fourth-order Schrödinger equations:

\[
\begin{align*}
    i\partial_t u + \partial_x^4 u &= G \left( \left\{ \partial_x^k u \right\}_{k \leq \gamma}, \left\{ \partial_x^k \bar{u} \right\}_{k \leq \gamma} \right), & t > 0, & x \in \mathbb{R}, \\
    u|_{t=0} &= u_0 \in H^s(\mathbb{R}),
\end{align*}
\]

(4NLS)

where \( \gamma \in \{1, 2, 3\} \) and the unknown function \( u = u(t, x) \) is complex valued. In this paper, we consider the nonlinearity \( G \) of the polynomial

\[
G(z) = G(z_1, \ldots, z_{2(\gamma+1)}) := \sum_{m \leq |\alpha| \leq l} C_\alpha z^\alpha,
\]

for \( z \in \mathbb{C}^{2(\gamma+1)} \), where \( m, l \in \mathbb{N} \) with \( 3 \leq m \leq l \) and \( C_\alpha \in \mathbb{C} \) with \( \alpha \in (\mathbb{N} \cup \{0\})^{2(\gamma+1)} \) is a constant. The purpose of the present paper is to prove well-posedness of the problem (4NLS) in the lower order Sobolev space \( H^s(\mathbb{R}) \) or with more general nonlinearities than previous results. Our proof of the main results is based on the contraction mapping principle on a suitable function space employed by Pornnopparath (J Differ Equ, 265:3792–3840, 2018). To obtain the key linear and bilinear estimates, we construct a suitable decomposition of the Duhamel term introduced by Bejenaru et al. (Ann Math 173:1443–1506, 2011). Moreover we discuss scattering of global solutions and the optimality for the regularity of our well-posedness results, namely we prove that the flow map is not smooth in several cases.
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1. Introduction

1.1. Setting of our problem

In the present paper we study well-posedness for the Cauchy problem in the Sobolev space $H^s(\mathbb{R})$ of the Schrödinger equation with the fourth-order dispersion and $\gamma$-times derivative nonlinearities:

$$
\begin{cases}
i \partial_t u + \partial_x^4 u = G\left(\partial_x^k u \right)_{k \leq \gamma}, \partial_x^k \bar{u} \right)_{k \leq \gamma}, & (t, x) \in I \times \mathbb{R}, \\
u|_{t=t_0} = u_0 \in H^s(\mathbb{R}),
\end{cases}
$$

(1.1)

where $\gamma \in \{1, 2, 3\}$ denotes the order of the highest derivatives in the nonlinearity $G$, $i := \sqrt{-1}$, $\partial_t := \partial/\partial t$, $\partial_x := \partial/\partial x$, $u = u(t, x) : I \times \mathbb{R} \to \mathbb{C}$ is an unknown function of $(t, x)$, $t_0 \in \mathbb{R}$ is an initial time, $(t_0 \in)I$ denotes the maximal existence time interval of the function $u$, $u_0 = u_0(x) : \mathbb{R} \to \mathbb{C}$ is a...
prescribed function which belongs to a $L^2(\mathbb{R})$-based $s$-th order Sobolev space $H^s(\mathbb{R})$ for some $s \in \mathbb{R}$. Throughout this paper, we consider the nonlinear function $G : \mathbb{C}^{2(\gamma+1)} \to \mathbb{C}$ of the following polynomial:

$$G(z) = G_{m,l}^\gamma(z) = G_{m,l}^\gamma(z_1, \ldots, z_{2(\gamma+1)}) := \sum_{m \leq |\alpha| \leq l} C_\alpha z^\alpha,$$  \hspace{1cm} (1.2)

where $z \in \mathbb{C}^{2(\gamma+1)}$, $m \in \mathbb{N}$ and $l \in \mathbb{N}$ with $3 \leq m \leq l$ denote the lowest degree and the highest degree of the polynomial $G$ respectively, and $C_\alpha \in \mathbb{C}$ with $\alpha \in (\mathbb{N} \cup \{0\})^{2(\gamma+1)}$ is a complex constant.

The purpose of the present paper is to improve and generalize the results obtained in the previous papers [8, 9, 13–17, 29–31, 35, 36], that is, to prove well-posedness in the lower order Sobolev space $H^s(\mathbb{R})$ to the problem (1.1) and to show well-posedness to (1.1) with more general nonlinearities than the previous results (see Theorems 1.1, 1.2, 1.3, 1.4, 1.5 and Remark 1.3). Here we say that well-posedness to (1.1) holds if existence, uniqueness of the solution and continuous dependence upon the initial data are valid. We also discuss scattering of the global solutions (Theorems 1.4, 1.5) and the optimality of our well-posedness results, namely, prove that the flow map is not smooth in the sense of Fréchet derivative for some specific nonlinearity (see Remarks 1.7 and 1.9).

1.2. Background and known results

There are many physical results and mathematical results about (1.1) without derivative nonlinearities ($\gamma = 0$) or with first order derivatives ($\gamma = 1$) (see [3, 8, 10, 13, 14, 35] and their references). We recall results closely related to the present study. Wang [35] studied the Cauchy problem (1.1) with a gauge invariant nonlinearity $\partial_x (|u|^{m-1}u)$ with odd $m \geq 5$ and proved small data global well-posedness in the scaling critical space $\dot{H}^{s_c}(\mathbb{R})$, where $\dot{H}$ is the homogeneous Sobolev space and $s_c(1,m) := \frac{1}{2} - \frac{3}{m-1}$ (see Theorem 1.1 in [35]). The first author and Okamoto [14] studied the Cauchy problem (1.1) with $m = 3$ or $m = 4$ and proved large data local well-posedness in $L^2(\mathbb{R})$ for a scaling invariant nonlinearity (1.12) below. In particular, they proved large data local well-posedness and small data scattering in $H^{s_c}(\mathbb{R})$ for a specific nonlinearity $G = G_4^{4,4} = \partial_x (\bar{u}^4)$ (see Theorem 1.3 and Remark 3 in [14]). In the present paper, we improve the results obtained in [14, 35] (see Remark 1.8 for more precise). Hayashi and Naumkin [13] proved a small data scattering to the problem (1.1) with $\gamma = 1$ and $m \geq 5$ in a weighted Sobolev space (In fact, they treated real $m$ with $m > 4$). They [11] (resp. [12]) also study small data global existence and asymptotic behavior of solutions to the problem (1.1) with $\gamma = 1$ and the non-smooth quartic nonlinearity, i.e. $i\partial_x (|u|^3 u)$ (resp. a cubic nonlinearity, $i\partial_x (|u|^2 u)$) in a weighted Sobolev space.

Several models with the fourth-order dispersion, and the second-times derivative ($\gamma = 2$) nonlinearities have been derived from the variational principle with Lagrange density by Karpman [19] and Karpman and Shagalov [20] to take into account the role of small fourth-order dispersion in the propagation
of intense laser beams in a bulk medium with Kerr nonlinearity, and the stability of the solutions for the derived equations was studied in [19,20]. Fukumoto and Moffatto [7] introduced the following Schrödinger equation (1.3), which contains not only the fourth-order dispersion and but also the second-order dispersion, and the second-order derivative ($\gamma = 2$) nonlinearities:

$$i\partial_t u + \nu \partial_x^2 u + \partial_x^2 u = G \left( \{ \partial_x^k u \}_{k \leq 2}, \{ \partial_x^k \bar{u} \}_{k \leq 2} \right), \quad (t, x) \in \mathbb{R} \times \mathbb{R}, \quad (1.3)$$

where $\nu \in \mathbb{R}$ is a non-zero constant. Here the nonlinearity $G = G_2^{3,5} (\gamma = 2$, $m = 3$, $l = 5$) is given by

$$G \left( \{ \partial_x^k u \}_{k \leq 2}, \{ \partial_x^k \bar{u} \}_{k \leq 2} \right) = -\frac{1}{2} |u|^2 u + \lambda_1 |u|^4 u + \lambda_2 (\partial_x u)^2 \bar{u} + \lambda_3 |\partial_x u|^2 u + \lambda_4 u^2 \partial_x^2 \bar{u} + \lambda_5 |u|^2 \partial_x^2 u,$$

(1.4)

where $\lambda_1 := 3\mu/4$, $\lambda_2 := 2\mu - \nu/2$, $\lambda_3 := 4\mu + \nu$, $\lambda_4 := \mu$ and $\lambda_5 := 2\mu - \nu$, with a real constant $\mu \in \mathbb{R}$. The Eq. (1.3) describes the three dimensional motion of an isolated vortex filament embedded in an inviscid incompressible fluid filling an infinite region, and it is proposed as some detailed model taking account of the effect from the higher order corrections of the Da Rios model, that is,

$$i\partial_t u + \partial_x^2 u = -\frac{1}{2} |u|^2 u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}.$$  

This is the second order Schrödinger equation without derivative nonlinearities and with the cubic focusing nonlinearity, which has been extensively studied in the contexts of both physics and mathematics. It is also known that (1.3) with (1.4) is completely integrable, if and only if the identity $2\mu = -\nu$ holds, namely, the identities $\lambda_1 := -3\nu/8$, $\lambda_2 := -3\nu/2$, $\lambda_3 := -\nu$, $\lambda_4 := -\nu/2$ and $\lambda_6 := -2\nu$ hold (see [5]). Under the relation $2\mu = -\nu$, the Eq. (1.3) has infinitely many conservation laws such as

$$\Phi_0[u](t) := \frac{1}{2} \int_{\mathbb{R}} |u(t,x)|^2 dx, \quad \Phi_1[u](t) := \frac{1}{2} \int_{\mathbb{R}} |\partial_x u(t,x)|^2 dx - \frac{1}{8} \int_{\mathbb{R}} |u(t,x)|^4 dx,$$

$$\Phi_2[u](t) := \frac{1}{2} \int_{\mathbb{R}} |\partial_x^2 u(t,x)|^2 dx + \frac{3}{4} \int_{\mathbb{R}} |u(t,x)|^2 \overline{u(t,x)} \partial_x^2 u(t,x) dx$$

$$+ \frac{1}{8} \int_{\mathbb{R}} |u(t,x)|^2 u(t,x) \partial_x^2 u(t,x) dx$$

$$+ \frac{5}{8} \int_{\mathbb{R}} (\partial_x u(t,x))^2 \bar{u}(t,x) dx + \frac{3}{4} \int_{\mathbb{R}} |\partial_x u(t,x)|^2 |u(t,x)|^2 dx$$

$$+ \frac{1}{16} \int_{\mathbb{R}} |u(t,x)|^6 dx,$$

$$\Phi_3[u](t) \cdots$$

see [26]. For more information about physical backgrounds of (1.3), see [6].

Next we recall several previous results about well-posedness of the Cauchy problem (1.1) with second times ($\gamma = 2$) derivative nonlinearities. Hao, Hisao and Wang [9] proved existence of local-in-time solution and uniqueness of
solutions in the class \( C(I; H^{s-1}(\mathbb{R})) \) of the Cauchy problem (1.1) with \( 3 \leq m \leq l \) for arbitrary data in \( H^s(\mathbb{R}) \), where \( s \geq \frac{9}{2} \). We remark that in Theorem 1.1 in [9], the regularity \( s-1 \) of the solution is weaker than \( s \) of the initial data, namely, even if \( u_0 \) belongs to \( H^s(\mathbb{R}) \), \( u(t) \) may not be in \( H^s(\mathbb{R}) \) \( (\subseteq H^{s-1}(\mathbb{R})) \) for some \( t \in I \). However, this situation is not desirable from the viewpoint of well-posedness.

In the present paper, we improve Theorem 1.1 in [9] in the following two sense. The first one is that we prove existence of a local-in-time solution to (1.1) with \( \gamma = 2 \) and \( 3 \leq m \leq l \) for arbitrary data which belong to the wider class \( (H^{s_1}(\mathbb{R}) \text{ with } s_1 \geq \frac{5}{2}) \) than theirs \( (H^{s_2}(\mathbb{R}) \text{ with } s_2 > \frac{9}{2}) \). The second one is that we prove that for any \( t \in I \), the solution \( u(t) \) belongs to the same space as the initial data (see Theorem 1.1-Remark 1.3). They [9] also showed existence of solution locally in time and uniqueness of solutions in \( H^{s-1}(\mathbb{R}) \cap H^6(\mathbb{R}; x^2dx) \) of the problem (1.1) with \( m = 2 \) for arbitrary data in \( H^s(\mathbb{R}) \cap H^6(\mathbb{R}; x^2dx) \) with \( s \geq \frac{25}{2} \). We note that in the case of \( m = 2 \), some spatial decay as \( |x| \to \infty \) assumption on data seems to be needed and we do not pursue the case of \( m = 2 \) in the present paper.

Guo, Sun and Ren [8] proved local well-posedness of (1.1) with the nonlinearity \( G = G_3^{3,9} := c_1u^2 \partial_x^2 \bar{u} + c_2|u|^8u \) for arbitrary data in \( H^s(\mathbb{R}) \) with \( s \geq \frac{1}{2} \), where \( c_1, c_2 \in \mathbb{C} \) are constants. Segata [30] showed local well-posedness of the Cauchy problem (1.3) and (1.4) with a good sign \( \nu < 0 \) and a special coefficient \( \lambda_5 = 0 \) for arbitrary data in \( H^s(\mathbb{R}) \) with \( s \geq \frac{1}{2} \). Huo and Jia [15, Theorem1.1] proved the similar conclusion as [30, Theorem2.1] without the sign condition \( \nu < 0 \) but with \( \nu = 0 \). We emphasize that one of our main results (Theorem 1.3) reconstructs their results [8,15,30]. Segata [31] showed local well-posedness in \( H^s(\mathbb{R}) \) of the problem (1.3) and (1.4) with a good sign \( \nu < 0 \) for arbitrary data in \( H^s(\mathbb{R}) \) with \( s > \frac{7}{2} \). We note that \( \lambda_5 \) in (1.4) is not 0 necessarily in the result [31], whose situation is different from that in [30]. Huo and Jia [16] removed the sign condition \( \nu < 0 \) in [31, Theorem1.1] and proved local well-posedness in \( H^s(\mathbb{R}) \) of the problem (1.3) and (1.4) with \( \nu > 0 \) and \( s > \frac{1}{2} \).

There are fewer physical results and fewer mathematical results about the problem (1.1) with three times (\( \gamma = 3 \)) derivative nonlinearities than the other cases (\( \gamma \in \{0,1,2\} \)). It should be known that Eq. (1.1) with \( \gamma = 3 \) is completely integrable if and only if the nonlinearity \( G = G_3^{3,7} \) is the following form:

\[
G_3^{3,7} \left( \{ \partial_x^k u \}_{k \leq 3}, \{ \partial_x^k \bar{u} \}_{k \leq 3} \right) := \partial_x \left\{ H_1^5 i H_2^3 + \frac{5}{2} i |u|^6 u \right\},
\]

where \( H_1^5 \) is a fifth-order polynomial and \( H_2^3 \) is a third-order polynomial, which are given by

\[
H_1^5 = H_1^5 (u, \partial_x u, \bar{u}, \partial_x \bar{u}) := \frac{3}{2} \partial_x (|u|^4 u) + 3 (\bar{u} \partial_x u - u \partial_x \bar{u}) |u|^2 u,
\]

\[
H_2^3 = H_2^3 \left( \{ \partial_x^k u \}_{k \leq 2}, \{ \partial_x^k \bar{u} \}_{k \leq 2} \right) := -3 (\partial_x u)^2 \bar{u} + \partial_x^2 (|u|^2) u,
\]
respectively (see [37] and its references). We note that $H_1^5$ contains the first order derivative of $u$ and $\bar{u}$ and $H_2^3$ contains the second order derivative $u$ and $\bar{u}$, thus we see that the nonlinearity $G_3^{3,7}$ given by (1.5) contains the third order derivative. It should be also notified that the Eq. (1.1) with the nonlinearity $G_3^{3,7}$ given by (1.5) belongs to a hierarchy of the derivative nonlinear Schrödinger equation, which can be written as

$$i\partial_t U + \partial_x \left\{ (-2i\Lambda)^{2n-1} U \right\} = 0,$$

(1.6)

where $n \in \mathbb{N}$, $U = U(t,x) = \left( u(t,x), \bar{u}(t,x) \right)^T : \mathbb{R} \times \mathbb{R} \to \mathbb{C}^2$ is a solution to (1.6) and $\Lambda$ is the recursion operator (see (A.1) for the definition). When $n = 1$, the Eq. (1.6) is equivalent to the well-known derivative nonlinear Schrödinger equation:

$$i\partial_t u + \partial^2_x u = -i\partial_x (|u|^2 u),$$

(1.7)

which describes nonlinear Alfvén waves in space plasma physics (see [27]) and ultra-short pulse propagation (see [1]). The Eq. (1.7) has also been extensively studied in the field of mathematics (see [28] and its references for example). Moreover, when $n = 2$, we can see that the Eq. (1.6) is equivalent to (1.1) with the nonlinearity $G_3^{3,7}$ given by (1.5) (see Appendix A, for the derivation of (1.1)–(1.5) from the hierarchy (1.6) with $n = 2$).

There are only two mathematical studies about well-posedness of the Cauchy problem of (1.1) with the third order derivative nonlinearities ($\gamma = 3$) as far as the authors know. Ruzhansky, Wang and Zhang [29, Theorem1.2] proved the small data global well-posedness and scattering in the modulation space $M_{2,1}^{3+\frac{1}{m-1}}(\mathbb{R})$ with $m \geq 6$ (see (1.6) in [29] for the definition of the modulation spaces). As in [29, Remark1.3], if $m \geq 10$, then this result covers initial data in the Sobolev space $H_s^{2+\frac{1}{m-1}+\varepsilon}(\mathbb{R})$ with an arbitrarily small $\varepsilon > 0$.

Huo and Jia [17, Theorem1.1] proved local well-posedness of the problem (1.1) with $\gamma = 3$, $m = 3$ and $l \in \mathbb{N}$ with $m < l$, that is $G_3^{3,l}$, for small data in $H^s(\mathbb{R})$ with $s > 4$. The proof of [17, Theorem1.1] is based on a dyadic Fourier restriction space, which is similar to the function space (6.1) we use in the present paper.

However, well-posedness in the Sobolev space $H^s(\mathbb{R})$ for $s \leq 4$ to the problem (1.1) with the nonlinearity $G_3^{3,l}$ ($\gamma = 3$ and $m = 3$) was still a major open problem. In the present paper, we solve this problem and prove local well-posedness of the problem (1.1) with $G_3^{3,l}$ for small data in $H^4(\mathbb{R})$ (see Theorem 1.1).

Finally we also emphasize that one of our main results (Theorem 1.2) implies that the Cauchy problem (1.1) with the nonlinearity $G_3^{3,7}$ given by (1.5), where the Eq. (1.1) is completely integrable and belongs to a hierarchy (1.6) of the derivative nonlinear Schrödinger equation, is locally well-posed in $H^1(\mathbb{R})$ for small data in $H^1(\mathbb{R})$, which is also a completely new result.

Equation (1.1) is invariant under the translation with respect to time and space variables. Thus we may assume that the initial time is zero, i.e. $t_0 = 0$. 


1.3. Scaling critical Sobolev index

Before stating our main results, we introduce a scaling critical Sobolev index $s_c$ for the Cauchy problem (1.1). Such index often divides well-posedness and ill-posedness of Cauchy problems for evolution equations. If the nonlinear term $G = G^{m,l}_\gamma$ with $m = l$ is the following form:

$$G^{m,m}_\gamma \left( \{ \partial_x^k u \}_{k \leq \gamma}, \{ \partial_x^k \bar{u} \}_{k \leq \gamma} \right) = \sum_{k+1-m} \sum_{|\alpha| + |\beta| = \gamma} C^{k,1}_{\alpha,\beta} (\partial_x^{\alpha_1} u) \cdots (\partial_x^{\alpha_k} u) (\partial_x^{\beta_1} \bar{u}) \cdots (\partial_x^{\beta_l} \bar{u}), \quad (1.8)$$

where $\alpha := (\alpha_1, \ldots, \alpha_k) \in (\mathbb{N} \cup \{0\})^k$, $\beta := (\beta_1, \ldots, \beta_l) \in (\mathbb{N} \cup \{0\})^l$ are multi-indices and $C^{k,1}_{\alpha,\beta} \in \mathbb{C}$ is a constant, then Eq. (1.1) is invariant under the scaling transformation $u \mapsto u_\vartheta$ for $\vartheta > 0$, which is defined by

$$u_\vartheta (t, x) := \vartheta^{\frac{4-\gamma}{m-1}} u (\vartheta^4 t, \vartheta x),$$

where $u : I \times \mathbb{R} \to \mathbb{C}$ is a solution to (1.1). A simple computation gives $u_\vartheta (0, x) = \vartheta^{\frac{4-\gamma}{m-1}} u_0 (\vartheta x)$ and

$$\| u_\vartheta (0, \cdot) \|_{\dot{H}^s} = \vartheta^{\frac{4-\gamma}{m-1} - \frac{1}{2} + s} \| u_0 \|_{\dot{H}^s},$$

where for $s \in \mathbb{R}$, $\dot{H}^s = \dot{H}^s (\mathbb{R})$ denotes the $L^2 (\mathbb{R})$-based $s$-th order homogeneous Sobolev space. From this observation, we define the scaling critical (Sobolev) index $s_c$ as

$$s_c = s_c (\gamma, m) := \frac{1}{2} - \frac{4-\gamma}{m-1}.$$

If $s = s_c$, then $\dot{H}^s$-norm of initial data is also invariant under the scaling transformation. The case $s = s_c$ is called scaling critical, the case $s > s_c$ is called scaling subcritical and the case $s < s_c$ is called scaling supercritical.

We also introduce a minimal regularity (Sobolev) exponent $s_0 = s_0 (\gamma, m)$ given by

$$s_0 = s_0 (\gamma, m) := \begin{cases} \frac{\gamma-1}{2}, & m = 3, \\ \frac{2\gamma-3}{6}, & m = 4, \\ s_c + \epsilon, & m \geq 5 \end{cases} \quad (1.9)$$

for $\gamma \in \{1, 2\}$, where $\epsilon > 0$ is an arbitrary positive number and

$$s_0 = s_0 (3, m) := \begin{cases} 1, & m = 3, \\ \frac{1}{2}, & m \geq 4. \end{cases} \quad (1.10)$$

We note that if $s$ satisfies $s \geq s_0 (\gamma, m)$ with $\gamma \in \{1, 2\}$, then $s$ belongs to the scaling subcritical case $s > s_c$.

1.4. Main results

In this subsection, we state our main results in the present paper.

**Theorem 1.1.** (Well-posedness for general nonlinearity) Let $\gamma \in \{1, 2, 3\}$, $m, l \in \mathbb{N}$ with $3 \leq m \leq l$ and $s \geq \frac{3\gamma-1}{2}$. Then the Cauchy problem (1.1) with (1.2) is locally well-posed in $H^s (\mathbb{R})$ for small initial data $u_0 \in H^s (\mathbb{R})$. Let $\gamma = 3,$
m ≥ 3, s ≥ s₀, where s₀ is given by (1.10), and T ∈ (0, 1). We assume that the nonlinearity G = G_{m,m}^\gamma is the form of (1.8).

**Remark 1.1.** Theorem 1.1 with γ = 3 gives extensions of [17, Theorem1.1] with n = 1. More precisely, Theorem 1.1 with γ = 3 implies local well-posedness to the problem (1.1) with the general nonlinearity (1.2) for small initial data in the lower order Sobolev space, that is H^4(\mathbb{R}), than H^{4+\epsilon}(\mathbb{R}) with a positive ε > 0, whose function space is used in [17, Theorem1.1].

For the scaling invariant nonlinearity G_{m,m}^\gamma, which is defined by (1.8), we can prove local well-posedness in H^s(\mathbb{R}) with s ≥ \max\{s₀, 0\}, where s₀ is called a minimal regularity given by (1.9) and (1.10):

**Theorem 1.2.** (Well-posedness for scaling invariant nonlinearity) We assume that the nonlinearity G = G_{m,m}^\gamma is the form of (1.8). Let γ ∈ \{1, 2, 3\}, m ≥ 3, and s ≥ \max\{s₀, 0\}. Then the Cauchy problem (1.1) is locally well-posed in H^s(\mathbb{R}) for small initial data u₀ ∈ H^s(\mathbb{R}).

We can also get the following local well-posedness result to the problem (1.1) with the following nonlinearity (1.11):

**Theorem 1.3.** Let γ ∈ \{1, 2, 3\} and m, l ∈ \mathbb{N} with 3 ≤ m ≤ l. We assume that the nonlinear function G_{m,l}^{\gamma} is the form of

\[
G_{\gamma}^{m,l} \left( \{\partial_x^k u\}_{k \leq \gamma}, \{\partial_x^k \bar{u}\}_{k \leq \gamma} \right) := \sum_{m \leq k+1 \leq l} \sum_{|\alpha| + |\beta| \leq \gamma} C_{\alpha,\beta}^{k,1}(\partial_x^{\alpha_1} u)(\cdot)(\partial_x^{\beta_1} \bar{u})(\cdot) \cdots (\partial_x^{\alpha_k} u)(\cdot)(\partial_x^{\beta_l} \bar{u})(\cdot),
\]

where C_{\alpha,\beta}^{k,1} ∈ \mathbb{C} is a constant. Then the Cauchy problem (1.1) is locally well-posed in H^s(\mathbb{R}) for small initial data u₀ ∈ H^s(\mathbb{R}) with s ≥ γ - \frac{1}{2}.

**Remark 1.2.** The nonlinearity defined in (1.11) is general form such as the each terms do not contain more than γ derivatives.

**Remark 1.3.** In the case of γ ∈ \{1, 2\}, namely γ ≠ 3, the small assumption on the initial data u₀ assumed in Theorems 1.1, 1.2, and 1.3 can be removed (see Theorem 4.4).

**Remark 1.4.** Theorem 1.1 with γ = 2 and Remark 1.3 gives an improvement of [9, Theorem1.1] in the following two sense: The first one is that Theorem 1.1 with Remark 1.3 gives existence of a local-in-time solution to (1.1) with γ = 2, m ∈ [3, l] and the general nonlinearity (1.2) for arbitrary data which belong to the wider class, that is, H^{s₁}(\mathbb{R}) with s₁ ≥ \frac{5}{2}, than H^{s₂}(\mathbb{R}) with s₂ > \frac{9}{2} used in [9, Theorem1.1]. The second one is that Theorem 1.1 with Remark 1.3 verifies that for any t ∈ I, the solution u(t) to the problem (1.1) and (1.2) belongs to the same space as the initial data, whose situation improves the previous result [9, Theorem1.1].
**Remark 1.5.** Theorem 1.3 with $\gamma = 2$ and Remark 1.3 gives extensions of [8, Theorem 1.1], [30, Theorem 2.1], [15, Theorem 1.1], [31, Theorem 1.1] and [16, Theorem 1.1]. More precisely, Theorem 1.3 with $\gamma = 2$ and Remark 1.3 give large data local well-posedness in $H^s(\mathbb{R})$ with $s \geq \frac{1}{2}$ to the problem (1.1) with more general nonlinearities (1.11) with $\gamma = 2$ than both $G_{2,9}^{3,9} := c_1 u^2 \partial_x^2 u + c_2 |u|^8 u$ with $c_1, c_2 \in \mathbb{C}$ in [8, Theorem 1.1] and the physical model (1.4) with $\lambda_0 = 0$ in [30, Theorem 2.1] ($\nu < 0$) and [15, Theorem 1.1] ($\nu > 0$). Moreover, Theorem 1.3 with $\gamma = 2$ and Remark 1.3 also imply large data local well-posedness to the problem (1.1) with the physical model (1.4) for the initial data in $H^s(\mathbb{R})$ with the lower order regularity $s \geq \frac{1}{2}$ than $s \geq \frac{7}{12}$ and $s > \frac{1}{2}$, which are assumed in the previous results [31, Theorem 1.1] and [16, Theorem 1.1] respectively.

**Remark 1.6.** Theorem 1.3 with $\gamma = 3$ gives small data local well-posedness in $H^1(\mathbb{R})$ to the problem (1.1) with the nonlinearity $G_{3,7}^{3,7}$ given by (1.5), where the equation (1.1) is completely integrable and belongs to a hierarchy (1.6) of the derivative nonlinear Schrödinger equation.

**Remark 1.7.** Let $\gamma \in \{1, 2, 3\}$. Then we can prove that the data-to-solution map $u_0 \mapsto u$ to the problem (1.1) with the gauge invariant cubic nonlinearity $G_3^{3,3} \left(\{\partial_x^k u\}_{k \leq \gamma}, \{\partial_x^k \bar{u}\}_{k \leq \gamma}\right) := \partial_x^\gamma (|u|^2 u)$ is not $C^3$ in $H^s(\mathbb{R})$ for $s < \frac{3 \gamma - 1}{2}$ in the sense of Fréchet derivative. Indeed, if we choose $f_N \in L^2$ satisfying

$$\widehat{f_N}(\xi) := N^{-s+\frac{3}{2}} 1_{[N-\sqrt{N}^{-1}, N+\sqrt{N}^{-1}]}(\xi)$$

for $N \gg 1$ as the initial data, then we can prove the estimate

$$\sup_{0 \leq t \leq 1} \left\| \int_0^t e^{i(t-t') \partial_x^\gamma} \left| e^{i t \partial_x^2} f_N(t')^2 e^{i t \partial_x^2} f_N(t') \right| dt' \right\|_{H^s} \gtrsim N^{-2s+3\gamma-1} \to \infty$$

as $N \to \infty$ for $s < \frac{3 \gamma - 1}{2}$ by the same argument used in [26] (see, also [14, Theorem 1.4]), where the implicit constant is independent of $N$. This means that Theorem 1.2 with $m = 3$ is optimal as long as we use the iteration argument. We can also obtain

$$\sup_{0 \leq t \leq 1} \left\| \int_0^t e^{i(t-t') \partial_x^4} \left( \left| \partial_x^2 e^{i t \partial_x^2} f_N(t')^2 \partial_x^4 e^{i t \partial_x^2} f_N(t') \right| \right) dt' \right\|_{H^s} \gtrsim N^{-2s+3\gamma-1} \to \infty$$

as $N \to \infty$ for $s < \frac{3 \gamma - 1}{2}$. This means that Theorem 1.1 is optimal as long as we use the iteration argument.

Next we consider the following scaling invariant nonlinearity

$$G = G_{\gamma,m}^m \left(\{\partial_x^k u\}_{k \leq \gamma}, \{\partial_x^k \bar{u}\}_{k \leq \gamma}\right) := \partial_x^\gamma \mathcal{P}_m(u, \bar{u}),$$  \hspace{1cm} (1.12)

where $\gamma \in \{1, 2, 3\}$, $m \in \mathbb{N}$ and $\mathcal{P}_m : \mathbb{C}^2 \to \mathbb{C}$ is the $m$th order polynomial defined by

$$\mathcal{P}(z, w) = \mathcal{P}_m(z, w) := \sum_{k=0}^m C_k z^k w^{m-k}.$$  \hspace{1cm} (1.13)
Here $C_k \in \mathbb{C}$ with $k \in \{0, \ldots, m\}$ is a complex constant. For the nonlinearity (1.12), we can prove the following global well-posedness results in $H^s(\mathbb{R})$ in the scaling critical or subcritical case $s \geq s_c$ under $\gamma = 3$ and $m \geq 5$ or $\gamma \in \{1, 2\}$ and $m \geq 4$.

**Theorem 1.4.** (Well-posedness and scattering at the scaling critical regularity for $\gamma = 3$) We assume that the nonlinearity $G = G_{3, m}^m$ is the form of (1.12). Let $\gamma = 3$, $m \geq 5$, and $s \geq s_c$. Then, the Cauchy problem (1.1) is globally well-posed in $H^s(\mathbb{R})$ for small initial data $u_0 \in H^s(\mathbb{R})$. Moreover, the global solution $u$ scatters in $H^s(\mathbb{R})$ as $t \to \pm \infty$.

**Theorem 1.5.** (Well-posedness and scattering at the scaling critical regularity for $\gamma \in \{1, 2\}$) We assume that the nonlinearity $G = G_{\gamma, m}^m$ is the form of (1.12). Let $\gamma \in \{1, 2\}$, $m \geq 4$, and $s \geq s_c$. Then, the Cauchy problem (1.1) is locally well-posed in $H^s(\mathbb{R})$ for arbitrary initial data $u_0 \in H^s(\mathbb{R})$ and globally well-posed in $H^s(\mathbb{R})$ for small initial data $u_0 \in H^s(\mathbb{R})$. Moreover, the global solution $u$ scatters in $H^s(\mathbb{R})$ as $t \to \pm \infty$.

We will give the precise statement only for Theorem 1.5 in Theorems 8.1 and 8.2.

**Remark 1.8.** Theorem 1.5 with $\gamma = 1$ gives an improvement of the results obtained in the previous papers [35] and [14]. In [35], well-posedness in the scaling critical Sobolev $H^{s_c}(\mathbb{R})$ was shown only for the special gauge invariant nonlinearity $\partial_x(|u|^{m-1}u)$ with $m \geq 5$. In Theorem 1.2 and Remark 3 in [14], the scaling invariant nonlinearity $G_{1, 4}^{4, 4}$ given by (1.12) with $m = 4$ was studied. Well-posedness in the scaling critical Sobolev space $H^{s_c}(\mathbb{R})$ was proved only for the special nonlinearity $\partial_x(\pi^4)$ (see [14, Theorem]). For the other quartic nonlinearities, that is, $\partial_x(u^4)$, $\partial_x(u^2u^2)$, $\partial_x(|u|^4)$, $\partial_x(|u|^2u^2)$, well-posedness was proved in the space $L^2(\mathbb{R})$ (see [14, Remark 3]), which is a smaller space than the scaling critical Sobolev space $H^{s_c}(\mathbb{R})$.

**Remark 1.9.** Let $\gamma \in \{1, 2, 3\}$, $m \in \mathbb{N}$ with $m \geq 4$ and $s < s_c$. Then we can prove that the data-to solution map $u_0 \mapsto u$ to the problem (1.1) with a specific scaling invariant nonlinearity $G_{\gamma, m} = \partial_x^2(u^m)$ is not $C^m$ in the same manner as the proof of [14, Theorem 1.4 (ii)]. This implies that Theorems 1.4 and 1.5 are optimal as long as we use the iteration argument.

### 1.5. Strategy, difficulties and idea for the proof of the main results

The strategy of our proof of the main results is based on the contraction argument on a suitable function space employed in [28] with several multilinear estimates from the auxiliary space to the solution space. The multilinear estimates are basically proved by combining the linear estimates (Strichartz estimates, Kato-type smoothing estimates, Maximal function estimates, Kenig–Ruiz estimates), a suitable decomposition of the Duhamel term introduced in [2], bilinear Strichartz estimates on the solution spaces with the Littlewood–Paley decomposition and modulation estimates.

Especially, to obtain the multilinear estimates (Theorem 4.4) in the case of $(\gamma, m) = (3, 3)$, we employ the bilinear Strichartz estimate (Theorem 4.2) on
the solution spaces. By using Theorem 4.4, we can prove the well-posedness to the problem (1.1) with the scaling invariant nonlinearity (1.8) in the Sobolev space $H^1(\mathbb{R})$. By using changing variables with $u = \langle \partial_x \rangle^3 v$ and applying the multilinear estimate, we can get the well-posedness for the general nonlinearity $G_3^{3, l}$ in the Sobolev space $H^4(\mathbb{R})$ (Theorem 1.1). This improves the previous result [17, Theorem1.1]. We note that such bilinear Strichartz estimates were not used in the previous papers [17, 29].

In the proof of the scaling critical $s = s_c(\gamma, m)$ case and $(\gamma, m) = (3, 5)$, $(2, 4)$ or $(1, 4)$ case of Theorems 1.4 and 1.5, we need a more delicate argument than the other cases such as the scaling subcritical case $s > s_c(\gamma, m)$. Indeed, in such cases, we employ more sophisticated solution spaces and their auxiliary spaces (see (6.1)) than the spaces given by Definition 2.3. By using these spaces, we can use so-called modulation estimates and deal with nonlinear interactions more precisely. Moreover we also prove more refined bilinear Strichartz estimates (Theorem 6.5) than Theorem 4.2 and apply them to get multilinear estimates (Theorems 6.7, 6.8 and 7.2).

1.6. Organization of the present paper

The rest of the present paper is organized as follows. In Sect. 2, we introduce several notations used throughout this paper and collect fundamental estimates in Fourier analysis and several space-time estimates for solutions to the free fourth order Schrödinger equation. We define the solution spaces and their auxiliary spaces to prove Theorems 1.1, 1.2, 1.3. In Sect. 3, we derive several space-time estimates for the Duhamel term. Especially the proof of the estimate on the $L^1_t L^2_x$-norm of the Duhamel term is given by using a decomposition of it introduced in [2]. In Sect. 4, we prove a bilinear Strichartz estimate on the solution spaces (Theorem 4.2) via the decomposition of the Duhamel term again. Moreover we prove multilinear estimates by combining the Littlewood–Paley theory, the linear estimates and the bilinear Strichartz estimate (Theorem 4.4). In Sect. 5, we prove multilinear estimates for several specific scaling invariant nonlinearities at the scaling critical regularity in the cases $m \geq 6$ with $\gamma = 3$ and $m \geq 5$ with $\gamma = 2$ via the linear estimates. We note that in Sect. 5, we do not need the bilinear Strichartz estimate (Theorem 4.2). In Sect. 6, we introduce more sophisticated solution spaces and their auxiliary spaces (6.1) than the spaces given by Definition 2.3 to treat the similar nonlinearities as studied in Sect. 5 at the scaling critical regularity in the cases $m = 5$ with $\gamma = 3$ and $m = 4$ with $\gamma = 2$. We prove more refined bilinear Strichartz estimates on the solution spaces (Theorem 6.5). By applying Theorem 6.5 and treating nonlinear interactions more precisely, we derive multilinear estimates (Theorems 6.7 and 6.8). In Sect. 7, we introduce the similar solution spaces and their auxiliary spaces (7.1) as (6.1), to treat the similar nonlinearities as studied in Sect. 5 at the scaling critical regularity in the case $m = 4$ with $\gamma = 1$. The proof of Theorem 7.2 is done via the almost similar manner as the proof of Theorem 6.8. In Sect. 8, we give a proof of Theorems 1.1–1.5.
2. Preliminaries

2.1. Notations

We summarize the notations used throughout this paper. For a time interval \( I \) and a Hilbert space \( \mathcal{H} \), we write the function space composed of continuous functions from \( I \) to \( \mathcal{H} \) as \( C(I; \mathcal{H}) \). For a Banach space \( E \subset C(\mathbb{R}; \mathcal{H}) \), we define the time restriction space \( E(I) \) as

\[
E(I) := \{ u \in C(I; \mathcal{H})| \exists v \in C(\mathbb{R}; \mathcal{H}) \text{ s.t. } v|_I = u \}, \quad \| u\|_{E(I)} := \inf \{ \| v\|_E | v|_I = u \}.
\]

In particular, we write \( E(T) \) instead of \( E(I) \) if \( I = [0, T] \) for \( T > 0 \).

For \( 1 \leq p \leq \infty \), we denote the Lebesgue space by \( L^p(\mathbb{R}^\ell) \), where \( \ell = 1 \) or \( 2 \) with the norm \( \| f \|_{L^p} := \left( \int_{\mathbb{R}^\ell} |f(x)|^p dx \right)^{1/p} \) if \( 1 \leq p < \infty \) and \( \| f \|_{L^\infty} := \text{ess.sup}_{x \in \mathbb{R}^\ell} |f(x)| \). For \( 1 \leq p, q \leq \infty \) and a time interval \( I \), we use the space-time Lebesgue space \( L^p_t(\mathbb{R}; L^q(I)) \) with the norm

\[
\| u\|_{L^p_t(\mathbb{R}; L^q(I))} := \| u(t)\|_{L^q(I)}.,
\]

We also use the time-space Lebesgue space \( L^q(\mathbb{R}; L^p_t(I)) \) with the norm

\[
\| u\|_{L^2(\mathbb{R}; L^p_t(I))} := \| u(x)\|_{L^p_t(I)}.,
\]

We often omit the time interval \( I = [0, T] \) \((T > 0)\) and the whole space \( \mathbb{R} \), and write \( L^p_t L^q_x = L^p_t([0, T]; L^q_x(\mathbb{R})) \), \( L^p_t L^p_t = L^p_0(\mathbb{R}; L^p_t([0, T])) \), \( L^p_t L^q_x = L^p_t(\mathbb{R}; L^q_x(\mathbb{R})) \), and \( L^q_t L^p_t = L^q_t(\mathbb{R}; L^p_t(\mathbb{R})) \), if they do not cause a confusion.

Let \( \mathcal{S}(\mathbb{R}^\ell) \) be the rapidly decaying function space. For \( f \in \mathcal{S}(\mathbb{R}) \), we define the Fourier transform of \( f \) as

\[
\mathcal{F}[f](\xi) = \hat{f}(\xi) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ix\xi} f(x) dx,
\]

and the inverse Fourier transform of \( f \) as

\[
\mathcal{F}^{-1}[f](x) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ix\xi} f(\xi) d\xi,
\]

and extend them to \( \mathcal{S}'(\mathbb{R}) \) by duality. We also define the time-space Fourier transform of \( u \in \mathcal{S}(\mathbb{R} \times \mathbb{R}) \) as

\[
\mathcal{F}_{t,x}[u](\tau, \xi) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R} \times \mathbb{R}} e^{ix\xi + it\tau} u(t, x) dt dx.
\]

For a measurable function \( m : \mathbb{R} \to \mathbb{C} \), we denote the Fourier multiplier operator by \( m(\partial_x) \), which is given by

\[
[m(\partial_x)f](x) := \mathcal{F}^{-1} \left[ m(\xi) \hat{f}(\xi) \right](x), \quad x \in \mathbb{R}.
\]  

For \( s \in \mathbb{R} \), we denote the inhomogeneous \( L^2 \)-based Sobolev space by \( H^s = H^s(\mathbb{R}) \) with the norm

\[
\| f\|_{H^s} := \| (\partial_x)^s f\|_{L^2} = \left\| \langle \xi \rangle^s \hat{f} \right\|_{L^2}.
\]
where \( \langle \cdot \rangle := 1 + |\cdot| \). We also use the \( L^2 \)-based homogeneous Sobolev space \( H^s = H^s(\mathbb{R}) \) with the norm

\[
\|f\|_{H^s} := \|\partial_x^s f\|_{L^2} = \|\xi^s \hat{f}\|_{L^2}.
\]

We introduce the free propagator of the fourth-order Schrödinger equation

\[
\{e^{it\hat{\Delta}_0^4}\}_{t \in \mathbb{R}}
\]

defined by

\[
\left( e^{it\hat{\Delta}_0^4} \right) (x) := \mathcal{F}^{-1} \left[ e^{it\xi^4} \hat{f}(\xi) \right] (x) = \frac{1}{2\sqrt{\pi}} \int_{\mathbb{R}} e^{i(x\xi + t\xi^4)} \hat{f}(\xi) d\xi,
\]

for \( (t, x) \in \mathbb{R} \times \mathbb{R} \). For a space-time function \( F \in L^1_{\text{loc}}(0, \infty; L^2_{\text{loc}}(\mathbb{R})) \), we define the integral operator \( I \) as

\[
I[F](t) := \int_0^t e^{i(t-t')\hat{\Delta}_0^4} F(t') dt',
\]

for \( t \geq 0 \) and \( I[F](t) = 0 \) otherwise. We introduce the fundamental solution \( \mathcal{K} \) to the free fourth-order Schrödinger equation given by

\[
\mathcal{K} = \mathcal{K}(t, x) := \mathcal{F}^{-1} \left[ e^{it\xi^4} \right] (x) = \frac{1}{2\sqrt{2\pi}} \int_{\mathbb{R}} e^{i(x\xi + t\xi^4)} d\xi.
\]

We note that the right hand side of (2.4) is a formal expression, since \( e^{it\xi^4} \) does not belong to \( L^2(\mathbb{R}) \) but belong to \( S'(\mathbb{R}) \) for any \( t \in \mathbb{R} \). Moreover, the identity

\[
I[F](t) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \int_0^t \mathcal{K}(t-t', x-y) F(t', y) dt' dy
\]

holds for any \( t \geq 0 \). This expression is utilized to prove Proposition 3.3.

We use the convention that capital letters denote dyadic numbers, e.g.,

\[
N = 2^n \quad \text{for } n \in \mathbb{Z}.
\]

We fix a nonnegative even function \( \varphi \in \mathcal{C}_c^\infty((-2, 2)) \) with \( \varphi(r) = 1 \) for \( |r| \leq 1 \) and \( \varphi(r) \leq 1 \) for \( 1 \leq |r| \leq 2 \). Set \( \psi_N(r) := \varphi(r/N) - \varphi(2r/N) \) for \( N \in 2^\mathbb{Z} \). For \( N \in 2^\mathbb{Z} \), we denote the Littlewood–Paley projection by \( P_N \), whose symbol is given by \( \varphi_N(|\xi|) \), i.e.

\[
(P_N f)(x) := \mathcal{F}^{-1} \left[ \psi_N(|\xi|) \hat{f}(\xi) \right] (x).
\]

We also define the operators \( P_{>N} := \sum_{M>N} P_M \) and \( P_{\leq N} := 1d - P_{>N} \). We often use abbreviations \( f_N = P_N f, f_{\leq N} = P_{\leq N} f \), etc., if they do not cause a confusion. For an interval \( I \subset \mathbb{R} \), we denote the characteristic function on \( I \) by \( 1_I \), which is defined by

\[
1_I(\vartheta) := \begin{cases} 1, & \text{if } \vartheta \in I, \\ 0, & \text{if } \vartheta \in \mathbb{R} \backslash I. \end{cases}
\]

We define Dirac’s delta function centered at the origin as \( \delta = \delta(x) \in S'(\mathbb{R}) \). We use the shorthand \( A \lesssim B \) to denote the estimate \( A \leq CB \) with some constant \( C > 0 \), and \( A \ll B \) to denote the estimate \( A \leq C^{-1}B \) for some large constant \( C > 0 \). The notation \( A \sim B \) stands for \( A \lesssim B \) and \( B \lesssim A \).
Next we state the definition of the \((H^s-)\) solution to the Cauchy problem (1.1).

**Definition 2.1.** \((H^s\text{-solution})\) Let \(s \in \mathbb{R}\) and \(I \subset \mathbb{R}\) be a time interval. A function \(u : I \times \mathbb{R} \to \mathbb{C}\) is a \((H^s-)\) solution to (1.1) on \(I\), if \(u \in C(I; H^s(\mathbb{R}))\) and satisfies the Duhamel formula

\[
u(t) = e^{it\partial_x^4}u_0 - iI[G(u)](t)
\]

in \(H^s(\mathbb{R})\)-sense for any \(t \in I\), where the free fourth order Schrödinger group \(\{e^{it\partial_x^4}\}_{t \in \mathbb{R}}\) is given by (2.2) and the integral operator \(I\) is given by (2.3). If the maximal existence time interval \(I = \mathbb{R}\), then \(u\) is called a global \((H^s-)\) solution to (1.1).

Next we recall the following Bernstein- and Sobolev-inequalities.

**Lemma 2.1.** (Bernstein inequalities, Sobolev inequalities) Let \(p, q\) satisfy \(1 \leq p \leq q \leq \infty\), \(s > 0\) and \(N \in 2\mathbb{Z}\). Then the estimates

\[
\|P_N f\|_{L^p(\mathbb{R})} \lesssim N^{-s}\|\partial_x^s P_N f\|_{L^p(\mathbb{R})}
\]

\[
\|\partial_x^s P_N f\|_{L^p(\mathbb{R})} \lesssim N^s\|P_N f\|_{L^p(\mathbb{R})}
\]

\[
\|\partial_x^{\pm s} P_N f\|_{L^p(\mathbb{R})} \sim N^{\pm s}\|P_N f\|_{L^p(\mathbb{R})}
\]

\[
\|P_N f\|_{L^q(\mathbb{R})} \lesssim N^{\frac{1}{p} - \frac{s}{q}}\|P_N f\|_{L^p(\mathbb{R})}
\]

\[
\|P_N f\|_{L^p(\mathbb{R})} \lesssim N^{\frac{1}{q} - \frac{s}{p}}\|P_N f\|_{L^p(\mathbb{R})}
\]

hold provided that the right-hand sides are finite, where the implicit constants depend only on \(p, q, s\).

For the proof of this lemma, see Appendix in [33] for example.

Next, we recall the Littlewood–Paley theorem.

**Lemma 2.2.** (Littlewood-Paley theorem) Let \(p \in (1, \infty)\) and \(f \in L^p(\mathbb{R})\). Then the equivalency

\[
\left\|\left(\sum_{N \in 2\mathbb{Z}} |P_N f(\cdot)|^2\right)^{\frac{1}{2}}\right\|_{L^p_x(\mathbb{R})} \sim \|f\|_{L^p(\mathbb{R})}
\]

holds, where the implicit constant depends only on \(p\).

For the proof of this lemma, see [32] for instance.

### 2.2. Several estimates for solution to the free fourth-order Schrödinger equation

In this subsection, we collect several estimates of solutions to the free fourth-order Schrödinger equation. We introduce the Strichartz estimates. Before stating the estimates, we define admissible pairs as follows.
Definition 2.2. (Admissible pairs) We say that a pair \((q,r)\) is admissible if it satisfies \(2 \leq q, r \leq \infty\) and 
\[
\frac{2}{q} + \frac{1}{r} = \frac{1}{2}.
\]

Lemma 2.3. (Strichartz estimates)
1. Let \((q,r)\) be admissible and \(I\) be a time interval. Then the estimate
\[
\| |\partial_x|^q e^{it\partial_x^4} \phi \|_{L_q^2(I; L_r^\infty(\mathbb{R}))} \lesssim \| \phi \|_{L_2^2(\mathbb{R})}
\] (2.7)
holds for any \(\phi \in L_2^2(\mathbb{R})\), where the implicit constant depends only on \(q\) and \(r\).
2. Let \((\tilde{q}, \tilde{r})\) be admissible and \((\tilde{q}', \tilde{r}')\) be the pair of H"{o}lder conjugate of \((\tilde{q}, \tilde{r})\) and \(I\) be a time interval. Then the estimate
\[
\| |\partial_x|^{\frac{q}{2} + \frac{3}{2}} I[F] \|_{L_q^2(I; L_r^\infty(\mathbb{R}))} \lesssim \| F \|_{L_{q'}^2(I; L_{r'}^\infty(\mathbb{R}))}
\] (2.8)
holds for any \(F \in L_{q'}^2(I; L_{r'}^\infty(\mathbb{R}))\), where the implicit constant depends only on \(q, r, \tilde{q}, \tilde{r}\).

For the proof, see Proposition 3.1 in [27] or Proposition 2.3 in [14].

Lemma 2.4. (Kato type smoothing [21]) Let \(I\) be a time interval. Then the estimate
\[
\| |\partial_x|^{\frac{3}{2}} e^{it\partial_x^4} \phi \|_{L_{x}^\infty(\mathbb{R}; L_t^2(I))} \leq \| \phi \|_{L_2^2(\mathbb{R})}
\]
holds for any \(\phi \in L_2^2(\mathbb{R})\).

The proof of this estimate can be found in [21].

Proposition 2.5. (Maximal function estimate [31]) Let \(\epsilon > 0\) and \(0 < T < 1\). Then there exists a positive constant \(C > 0\) such that for any \(\phi \in L_2^2(\mathbb{R})\), the inequality
\[
\| \langle \partial_x \rangle^{-(1+\epsilon)} e^{it\partial_x^4} \phi \|_{L_{x}^2(\mathbb{R}; L_t^\infty([0,T]))} \leq C \| \phi \|_{L_2^2(\mathbb{R})}
\] (2.9)
holds.

This proposition is nothing but Proposition 2.2 in [31].

Lemma 2.6. (Kenig–Ruiz estimate [22,24]) Let \(I\) be a time interval. Then there exists a positive constant \(C > 0\) independent of \(I\) such that for any \(\phi \in L_2^2(\mathbb{R})\), the inequality
\[
\| |\partial_x|^{-\frac{1}{4}} e^{it\partial_x^4} \phi \|_{L_{x}^4(\mathbb{R}; L_t^\infty(I))} \leq C \| \phi \|_{L_2^2(\mathbb{R})}
\]
holds.

For the proof of this lemma, see Theorem 2.5 in [22].
2.3. Introduction of function spaces and their properties

In this subsection, we introduce solution spaces for the Cauchy problem (1.1) and their auxiliary spaces (see also [28]).

**Definition 2.3.** \((L^2(\mathbb{R})\text{-based auxiliary space, solution space})\) For a dyadic number \(N \in 2^{\mathbb{N}\cup\{0\}}\), the function space \(Y_N\) is defined by

\[
Y_N := \{ F \in L^1_t L^2_x + L^1_t L^2_x : \| F \|_{Y_N} < \infty \},
\]

with the norm

\[
\| F \|_{Y_N} := \inf \left\{ N^{-\frac{3}{2}} \| F_1 \|_{L^1_t L^2_x} + \| F_2 \|_{L^1_t L^2_x} : F = F_1 + F_2, F_1 \in L^1_x L^2_t, F_2 \in L^1_t L^2_x \right\}.
\]

The function space \(X_N\) is defined by

\[
X_N := \{ u \in \mathcal{L}_\infty_t \mathcal{L}_2_x : \| u \|_{X_N} < \infty \},
\]

with the norm

\[
\| u \|_{X_N} := \| u \|_{\mathcal{L}_\infty_t \mathcal{L}_2_x} + N \frac{1}{2} \| u \|_{L^4_x \mathcal{L}_\infty^\infty} + N^{-(1+\epsilon)} \| u \|_{L^2_x \mathcal{L}_\infty^\infty} + N^{-\frac{1}{4}} \| u \|_{L^4_x \mathcal{L}_\infty^\infty}
\]

\[
+ N^{\frac{1}{2}} \| u \|_{L^\infty_x L^2_t} + \left\| (i \partial_t + \partial^4_x) u \right\|_{Y_N},
\]

where \(\epsilon > 0\) is an arbitrary positive number.

**Remark 2.1.**

1. The function spaces \(Y_N\) and \(X_N\) given in Definition 2.3 are Banach spaces.
2. The power of the dyadic numbers and the function spaces in \(X_N\), i.e.

\[
N^{\frac{1}{2}} \| u \|_{L^4_t L^\infty_x}, \quad N^{-(1+\epsilon)} \| u \|_{L^2_x \mathcal{L}_\infty^\infty}, \quad N^{-\frac{1}{4}} \| u \|_{L^4_x \mathcal{L}_\infty^\infty}, \quad N^{\frac{3}{2}} \| u \|_{L^\infty_x L^2_t},
\]

come from the Strichartz estimate (Lemma 2.3), the maximal function estimate (Proposition 2.5), the Kenig–Ruiz estimate (Lemma 2.6) and the Kato type smoothing (Lemma 2.4) respectively.
3. In the previous work [28], a similar semi-norm to \(\left\| (i \partial_t + \partial^4_x) u \right\|_{Y_N}\) which appears in \(X_N\)-norm is used to study low regularity well-posedness for the second order Schrödinger equation with derivative nonlinearities:

\[
i \partial_t u + \partial^2_x u = G_{1,m}^{m,l} (u, \partial_x u, \overline{u}, \partial_x \overline{u}),
\]

where \(3 \leq m \leq l\).
4. In [17], the authors used the function space such as Definition 2.3 for high frequency to prove the well-posedness of (1.1) with \(\gamma = 3\). But they used the Besov type Fourier restriction norm instead of \(L^1_t L^2_x\). We will also use it for the special cases. (See, Sect. 6 below.)
5. For any function \(\phi = \phi(x)\) on \(\mathbb{R}\), the solution \(e^{it\partial^4_x} \phi\) to the free fourth-order Schrödinger equation satisfies the following identity

\[
\left\| (i \partial_t + \partial^4_x) e^{it\partial^4_x} \phi \right\|_{Y_N} = 0,
\]

which implies that \(\left\| (i \partial_t + \partial^4_x) u \right\|_{Y_N}\) is semi-norm.
6. For a complex valued function $u = u(t, x)$ on $\mathbb{R} \times \mathbb{R}$, the relation
$$\| (i\partial_t + \partial_x^4) u \|_{Y_N} = \| (i\partial_t - \partial_x^4) u \|_{Y_N} \neq \| (i\partial_t + \partial_x^4) u \|_{Y_N}$$
hold. This implies $\| u \|_{X_N} \neq \| \mathcal{P} \|_{X_N}$.

The following proposition means boundedness from $L^2(\mathbb{R})$ to $X_N$ for localized solutions to the free fourth-order Schrödinger equation.

**Proposition 2.7.** (Estimate for localized free solutions from $L^2(\mathbb{R})$ to $X_N$) Let $0 < T < 1$ and $N \in 2^\mathbb{N}$. Then there exists a positive constant $C > 0$ such that the estimate
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{X_N(T)} \leq C \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}$$
holds.

Proposition 2.7 follows from the definition of $X_N(T)$-norm, the Strichartz estimate (2.7), the Kato type smoothing (Lemma 2.4), Kenig–Ruiz estimate (Lemma 2.6), and the maximal function estimate (2.9).

**Proposition 2.8.** (Estimate for localized free solutions from $X_1$ to $L^2(\mathbb{R})$) Let $0 < T < 1$. Then there exists a positive constant $C > 0$ such that the estimate
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{X_1(T)} \leq C \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}$$
holds.

**Proof.** Because
$$\| e^{it\partial_x^4} P_{\leq 1} \phi \|_{L^4_{t,x} L^2_x} + \| e^{it\partial_x^4} P_{\leq 1} \phi \|_{L^2_{t} L^\infty_x} \lesssim \| P_{\leq 1} \phi \|_{L^2_x}$$
by the unitarity of $e^{it\partial_x^4}$ on $L^2$, Proposition 2.5, and Lemma 2.6, it suffices to show that
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^4_{t} L^\infty_x} \lesssim \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}$$
and
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^\infty_{y} L^2_{x}} \lesssim \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}.$$  

By the Bernstein inequality and the unitarity of $e^{it\partial_x^4}$, we have
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^4_{t} L^\infty_x} \lesssim \left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^4_{t} L^2_x} \lesssim T^{\frac{1}{2}} \left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^\infty_{y} L^2_{x}} \lesssim \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}.$$  

On the other hand, we have
$$\left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^\infty_{y} L^2_{x}} \lesssim \left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^4_{t} L^\infty_x} \lesssim T^{\frac{1}{2}} \left\| e^{it\partial_x^4} P_{\leq 1} \phi \right\|_{L^\infty_{y} L^2_{x}} \lesssim \| P_{\leq 1} \phi \|_{L^2(\mathbb{R})}$$
by the same argument.  

Next we introduce the following solution space and its auxiliary space of Besov type for $H^s$-solution to the Cauchy problem (1.1).
Definition 2.4. \((H^s(\mathbb{R})\text{-based auxiliary space, Solution space})\) Let \(s \in \mathbb{R}, \ T > 0.\) We define the function spaces \(X^s(T)\) and \(Y^s(T)\) by the norms

\[
\|u\|_{X^s} = \|u\|_{X^s(T)} := \|P_{\leq 1}u\|_{X^s(T)} + \left( \sum_{N \in 2^N} N^{2s} \|P_Nu\|_{X^s(N)}^2 \right)^{\frac{1}{2}},
\]

\[
\|F\|_{Y^s} = \|F\|_{Y^s(T)} := \|P_{\leq 1}F\|_{Y^s(T)} + \left( \sum_{N \in 2^N} N^{2s} \|P_NF\|_{Y^s(N)}^2 \right)^{\frac{1}{2}},
\]

respectively.

Remark 2.2. The function spaces \(Y^s(T)\) and \(X^s(T)\) given in Definition 2.4 are Banach spaces.

Proposition 2.9. \((\text{Estimate for free solutions from } H^s(\mathbb{R}) \text{ to } X^s)\) Let \(0 < T < 1, \ s \in \mathbb{R} \) and \(\phi \in H^s(\mathbb{R}).\) Then there exists a positive constant \(C_0 > 0\) such that the estimate

\[
\|e^{i t \partial_x^4} \phi\|_{X^s(T)} \leq C_0 \|\phi\|_{H^s(\mathbb{R})}
\]

holds.

Proposition 2.9 follows from Propositions 2.7, 2.8, the Plancherel theorem and the properties of the Littlewood–Paley projection \(P_N.\)

3. Decomposition of the Duhamel term and its application

Our aim of this section is to prove the following estimates (Theorems 3.1 and 3.2) for the Duhamel term \(I[F],\) where the integral operator \(I\) is defined by (2.3), from the auxiliary space \(Y_N\) to the solution space \(X_N,\) whose function spaces are defined in Definition 2.3. The proof is based on the method of the proof of Lemma 7.4 in [2]. (Also see Proposition 3.3 in [28].)

Theorem 3.1. \((\text{Estimate for the localized Duhamel term from } Y_1 \text{ to } X_1)\) Let \(0 < T < 1.\) Then there exists a positive constant \(C > 0\) independent of \(T\) and \(F\) such that the estimates

\[
\|P_{\leq 1}I[F]\|_{X_1(T)} \leq C\|P_{\leq 1}F\|_{Y_1(T)} \tag{3.1}
\]

holds.

Proof. By Proposition 2.8, we have

\[
\|P_{\leq 1}I[F]\|_{X_1(T)} \lesssim \int_0^T \left\| e^{i(t-t')\partial_x^4} P_{\leq 1} F(t') \right\|_{X_1(T)} dt'
\]

\[
\lesssim \int_0^T \left\| e^{-i t'\partial_x^4} P_{\leq 1} F(t') \right\|_{L^2_x} dt' \lesssim \|P_{\leq 1} F\|_{L^1_t L^2_x}.
\]

Therefore, it suffices to show that

\[
\|P_{\leq 1}I[F]\|_{X_1(T)} \lesssim \|P_{\leq 1} F\|_{L^1_t L^2_x}.
\]
Because we have
\[ \| P_{\leq 1} I[F] \|_{L^\infty_T L^2_x} \lesssim \| P_{\leq 1} I[F] \|_{L^2_T L^\infty_x} \]
and
\[ \| P_{\leq 1} I[F] \|_{L^\infty_T L^2_x} \lesssim \| P_{\leq 1} I[F] \|_{L^2_T L^\infty_x} \lesssim \| P_{\leq 1} I[F] \|_{L^4_T L^\infty_x} \]
\[ \lesssim \| P_{\leq 1} I[F] \|_{L^r_{T,x}} \lesssim \| P_{\leq 1} I[F] \|_{L^4_T L^\infty_x} \]
by the Hölder inequality, and the Sobolev inequality, it suffices to show that
\[ \| P_{\leq 1} I[F] \|_{L^p_T L^\infty_x} \lesssim \| P_{\leq 1} I[F] \|_{L^1_T L^2_x} \]
(3.2)
for \( p = 2 \) and 4. We put
\[ \hat{\varphi}(\xi) := \varphi \left( \frac{\xi}{2} \right), \quad \chi(x) := \mathcal{F}^{-1}_\xi \hat{\varphi}(x), \]
where \( \varphi \) is given by (2.6) and
\[ K(t, x) := 1_{[0, 1]}(t) e^{it\partial^4_x} \chi(x), \quad G(t, x) := 1_{[0, 1]}(t) P_{\leq 1} F(t, x). \]
Then, we obtain \( P_{\leq 1} I[F](t, x) = (K * G)(t, x) \) because \( \varphi = \hat{\varphi} \varphi \), where * denotes the time-space convolution. Therefore, by the Young inequality, we have
\[ \| P_{\leq 1} I[F] \|_{L^p_T L^\infty_x} \lesssim \| K \|_{L^p_T L^\infty_x} \| G \|_{L^1_{x,T}}. \]
We note that
\[ \| K \|_{L^p_T L^\infty_x} \lesssim \| \chi \|_{L^2_x} < \infty \]
for \( p = 2 \) and 4 by Proposition 2.5 and Lemma 2.6. Therefore, by the Hölder inequality, we obtain (3.2). \( \square \)

**Theorem 3.2.** (Estimate for the localized Duhamel term from \( Y_N \) to \( X_N \)) Let \( 0 < T < 1 \) and \( N \in 2^N \). Then there exists a positive constant \( C > 0 \) independent of \( T, N \) and \( F \) such that the estimate
\[ \| P_N I[F] \|_{X_N(T)} \leq C \| P_N F \|_{Y_N(T)} \]
(3.3)
holds.

**Corollary 3.3.** (Estimate for the Duhamel term from \( Y^s \) to \( X^s \)) Let \( s \in \mathbb{R}, \, 0 < T < 1, \) and \( F \in Y^s(T) \). Then there exists a positive constant \( C \) independent of \( s, T \) and \( F \) such that the estimate
\[ \| I[F] \|_{X^s(T)} \leq C \| F \|_{Y^s(T)} \]
holds.

Corollary 3.3 follows from Theorems 3.1 and 3.2. Because we have
\[ \| P_N I[F] \|_{X_N(T)} \leq C \| P_N F \|_{L^1_T L^2_x} \]
(3.4)
by the same argument as in the proof of Theorem 3.1, to obtain Theorem 3.2, it suffices to show that
\[ \| P_N I[F] \|_{X_N} \leq C N^{-\frac{3}{2}} \| P_N F \|_{L^1_T L^2_x}. \]
(3.5)
In the following, we focus on the proof of (3.5). We assume that the function \( F \) is defined in \( \mathbb{R} \times \mathbb{R} \). Let \( N \in 2\mathbb{N} \). For \( y \in \mathbb{R} \), we introduce the function \( w_y = w_{y,N} : \mathbb{R} \times \mathbb{R} \to \mathbb{C} \) given by
\[
w_y(t, x) = w_{y,N}(t, x) := \frac{1}{\sqrt{2\pi}} \int_0^t (\tilde{P}_N \mathcal{K})(t - t', x - y)(P_N F)(t', y) dt',
\]
where \( \tilde{P}_N := P_{N/2} + P_N + P_2 \) and \( \mathcal{K} \in S'(\mathbb{R} \times \mathbb{R}) \) is the fundamental solution of the fourth order Schrödinger equation, which is defined by (2.4). We note that the identity
\[
P_N I[F](t, x) = \int_{\mathbb{R}} w_{y,N}(t, x) dy
\]
holds. Boundedness of the function \( w_y \) from \( L_t^2(\mathbb{R}) \) to \( X_N \) is obtained as follows:

**Lemma 3.4.** (Estimate of the function \( w_y \) from \( L^2(\mathbb{R}) \) to \( X_N \)) Let \( N \in 2\mathbb{N} \), \( y \in \mathbb{R} \). It holds that
\[
\|w_y\|_{X_N} \lesssim N^{-\frac{3}{2}} \|P_N F(\cdot, y)\|_{L_t^2(\mathbb{R})}.
\]

We only consider the case of \( y = 0 \). We put \( F_0(t) := (P_N F)(t, 0) \). To obtain Lemma 3.4, it suffices to show that
\[
\|w_0\|_{X_N} \lesssim N^{-\frac{3}{2}} \|F_0\|_{L_t^2(\mathbb{R})}.
\]

We introduce the operators \( P_+ \) and \( P_- \) given by
\[
\tilde{P}_+ f(\xi) := 1_{[0, \infty)}(\xi) \tilde{f}(\xi), \quad \tilde{P}_- f(\xi) := 1_{(-\infty, 0]}(\xi) \tilde{f}(\xi).
\]

The inequality (3.8) is implied by the following proposition with \( L \sim N \).

**Proposition 3.5.** Let \( N \in 2\mathbb{N} \), \( 0 < L \lesssim N \). Let \( h \in L^\infty(\mathbb{R}^2) \) is defined by
\[
w_0(t, x) = -e^{it\partial_x^2} L v_0(x) + (P_{<L/250} 1_{(-\infty, 0)})(x)(P_+ e^{it\partial_x^2} v_0)(x)
- (P_{<L/250} 1_{[0, \infty)})(x)(P_- e^{it\partial_x^2} v_0)(x) + h(t, x),
\]
where
\[
v_0(x) := \mathcal{F}^{-1}_\xi[\psi_N(\xi) \mathcal{F}[F_0](\xi^4)](x), \quad L v_0(x) := \mathcal{F}^{-1}_\xi[\psi_N(\xi) \mathcal{F}[1_{(-\infty, 0]}F_0](\xi^4)](x).
\]

Then, \( h \) satisfies
\[
\|h\|_{L_t^p L_x^q} \lesssim L^{-\frac{1}{2} - \frac{1}{p}} N^{-\frac{1}{2} - \frac{3}{p}} \|F_0\|_{L_t^2}
\]
for any \( p, q \geq 2 \). In particular, if \( N \sim L \), then we have
\[
\|h\|_{L_t^p L_x^q} \lesssim N^{-1 - \frac{1}{p} - \frac{3}{p}} \|F_0\|_{L_t^2}.
\]

**Proof.** We first prove that \( \mathcal{F}_{tx}[h](\tau, \xi) = A(\tau, \xi) \mathcal{F}_{tx}[F_0](\tau, \xi) \), where
\[
A(\tau, \xi) = \left\{ \psi_N(\xi) - (\xi^3 + \xi^2 \tau^\frac{1}{4} + \xi \tau^\frac{3}{4} + \tau^\frac{3}{2}) \frac{1_{\tau > 0}(\tau) \psi_N(\tau^\frac{1}{4})}{4\tau^\frac{3}{4}} \psi_{< L/250}(\xi - \tau^\frac{1}{4})
+ (\xi - \tau^\frac{1}{4})(\xi^2 + \tau^\frac{1}{2}) \frac{1_{\tau > 0}(\tau) \psi_N(\tau^\frac{1}{4})}{4\tau^\frac{3}{4}} \psi_{< L/250}(\xi + \tau^\frac{1}{4}) \right\} \frac{1}{i(\tau - \xi^4 - 40)}.
\]
By the direct calculation, we have
\[ w_0(t, x) = \frac{1}{\sqrt{2\pi}} \left( \int_{\mathbb{R}} 1_{(0, \infty)}(t - t')(P_N\mathcal{K})(t - t', x) F_0(t') dt' - e^{it\partial_x^4} \int_{\mathbb{R}} 1_{(-\infty, 0)}(t')(P_N\mathcal{K})(-t', x) F_0(t') dt' \right) =: I_1 - e^{it\partial_x^4} I_2. \]

By the direct calculation, we have
\[ \mathcal{F}_x[I_2] = \frac{\psi_N(\xi)}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-it'\xi^4} 1_{(-\infty, 0)}(t') F_0(t') dt' = \psi_N(\xi)\mathcal{F}_t[1_{(-\infty, 0)} F_0](\xi^4) = \mathcal{L}v_0(\xi). \]

Therefore, we obtain
\[ h(t, x) = I_1 - (P_{<L/2^{50}} 1_{(-\infty, 0)})(x)(P_+ e^{it\partial_x^4} v_0)(x) + (P_{<L/2^{50}} 1_{[0, \infty)})(x)(P_- e^{it\partial_x^4} v_0)(x) =: I_1 - J_+ + J_- \]

because \( e^{it\partial_x^4} I_2 - e^{it\partial_x^4} \mathcal{L}v_0(x) = 0 \). By the direct calculation, we have
\[ \mathcal{F}_{tx}[I_1](\tau, \xi) = \mathcal{F}_{tx}[1_{[0, \infty)} P_N\mathcal{K} \ast_t F_0](\tau, \xi) = \frac{\psi_N(\xi)}{i(\tau - \xi^4 - i0)} \mathcal{F}_t[F_0](\tau). \]

Therefore, to obtain (3.11), it suffices to show that
\[ \mathcal{F}_{tx}[J_{\pm}](\tau, \xi) = Q_{\pm}(\xi, \tau^{\frac{1}{4}}) \frac{1_{\tau > 0}(\tau)\psi_N(\tau^{\frac{1}{4}})\psi_{<L/2^{50}}(\xi + \tau^{\frac{1}{4}})}{4\tau^{\frac{1}{4}} i(\tau - \xi^4 - i0)} \mathcal{F}_t[F_0](\tau), \]

where
\[ Q_{\pm}(\xi, \tau^{\frac{1}{4}}) := \frac{\xi^4 - \tau}{\xi + \tau^{\frac{1}{4}}}. \]

We note that
\[ \xi^4 - \tau = (\xi - \tau^{\frac{1}{4}})(\xi^3 + \xi^2 \tau^{\frac{1}{4}} + \xi \tau^{\frac{1}{2}} + \tau^2) = (\xi + \tau^{\frac{1}{4}})(\xi - \tau^{\frac{1}{4}})(\xi^2 + \tau^{\frac{1}{2}}). \]

By the direct calculation, we have
\[ \mathcal{F}_x[P_{<L/2^{50}} 1_{(-\infty, 0)}](\xi) = -\frac{\psi_{<L/2^{50}}(\xi)}{i(\xi + i0)}, \quad \mathcal{F}_x[P_{<L/2^{50}} 1_{[0, \infty)}](\xi) = -\frac{\psi_{<L/2^{50}}(\xi)}{i(\xi - i0)} \]

and
\[ \mathcal{F}_{tx}[P_{\pm} e^{it\partial_x^4} v_0](\tau, \xi) = \delta(\tau - \xi^4) 1_{\xi \geq 0}(\xi) \psi_N(\xi) \mathcal{F}_t[F_0](\xi^4). \]
Therefore, by using the variable transform $\eta \mapsto \omega$ as $\eta = \pm \omega^{\frac{1}{4}}$, we have

$$F_{tx}[J_{\pm}](\tau, \xi) = - \left( \frac{\psi_{<L/250}(\xi)}{i(\xi \pm i0)} \right) * \xi \left( \delta(\tau - \xi^{4})1_{\xi \geq 0}(\xi)\eta_{N}(\xi)F_{t}[F_{0}](\xi^{4}) \right)$$

$$= \mp \int_{0}^{\pm \infty} \frac{\psi_{<L/250}(\xi - \eta)}{i(\xi - \eta \pm i0)} \delta(\tau - \eta^{4})\eta_{N}(\eta)F_{t}[F_{0}](\eta^{4})d\eta$$

$$= \mp \int_{0}^{\infty} \frac{\psi_{<L/250}(\xi \mp \omega^{\frac{1}{4}})}{i(\xi \mp \omega^{\frac{1}{4}} \pm i0)} \delta(\tau - \omega)\eta_{N}(\omega^{\frac{1}{4}})F_{t}[F_{0}](\omega) \frac{\pm 1}{4\omega^{\frac{1}{4}}}d\omega$$

$$= - \frac{\psi_{<L/250}(\xi \mp \omega^{\frac{1}{4}})}{i(\xi \mp \omega^{\frac{1}{4}} \pm i0)} \eta_{N}(\omega^{\frac{1}{4}})F_{t}[F_{0}]_{\tau^{4}}(\tau) \frac{1}{4\omega^{\frac{1}{4}}} \frac{F_{t}[F_{0}](\tau)}{i(\tau - \xi^{4} - i0)}.$$  

(3.12)

As a result, we obtain (3.11).

Next, we prove (3.10). We divide $A(\tau, \xi)$ into

$$A(\tau, \xi) = \sum_{j=1}^{4} A_{j}(\tau, \xi), \quad A_{j}(\tau, \xi) = 1_{\Omega_{j}}(\tau, \xi)A(\tau, \xi),$$

where

$$\Omega_{1} := \left\{ (\tau, \xi) \mid \tau > 0, \ |\xi - \tau^{\frac{1}{4}}| < \frac{L}{2^{100}} \right\},$$

$$\Omega_{2} := \left\{ (\tau, \xi) \mid \tau > 0, \ |\xi + \tau^{\frac{1}{4}}| < \frac{L}{2^{100}} \right\},$$

$$\Omega_{3} := \{(\tau, \xi) \mid \tau \leq 0 \}, \quad \Omega_{4} := \mathbb{R}^{2}\backslash(\Omega_{1} \cup \Omega_{2} \cup \Omega_{3}).$$

First, we assume $(\tau, \xi) \in \Omega_{1}$. Then, we have $\psi_{<L/250}(\xi - \tau^{\frac{1}{4}}) = 1$, $\psi_{<L/250}(\xi + \tau^{\frac{1}{4}}) = 0$, and $\xi \sim \tau^{\frac{1}{4}} > 0$ if $\xi \sim N$ or $\tau^{\frac{1}{4}} \sim N$. Furthermore, by the Talor expansion, we obtain

$$\psi_{N}(\xi) = \psi_{N}(\tau^{\frac{1}{4}}) + (\xi - \tau^{\frac{1}{4}})O(N^{-1}).$$

Therefore, we have

$$A_{1}(\tau, \xi) = \psi_{N}(\tau^{\frac{1}{4}}) \left( 1 - \frac{\xi^{3} + \xi^{2}\tau^{\frac{1}{4}} + \xi\tau^{\frac{3}{4}} + \tau^{3}}{4\tau^{\frac{3}{4}}} \right) \frac{1}{i(\tau - \xi^{4} - i0)}$$

$$+ \frac{\xi - \tau^{\frac{1}{4}}}{i(\tau - \xi^{4} - i0)}O(N^{-1})$$

$$= \psi_{N}(\tau^{\frac{1}{4}}) \left( \frac{3\tau^{\frac{1}{2}} + 2\xi\tau^{\frac{1}{4}} + \xi^{2}}{4\tau^{\frac{3}{4}}} \right) \frac{1}{i(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{2}} + \xi^{2}\tau^{\frac{1}{4}} + \xi^{3})} - \frac{1}{i(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{2}} + \xi^{2}\tau^{\frac{1}{4}} + \xi^{3})}O(N^{-1}).$$
It implies that
\[
\|A_1\|_{L^r_r L^2_\xi} \lesssim \int_{0<\tau\sim N^4} \frac{1}{\tau^{\frac{3}{4}}} \left( \int_{0<\xi\sim N} \frac{(3\tau^{\frac{1}{4}} + 2\xi\tau^{\frac{1}{4}} + \xi^2)^2}{(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{4}} + \xi^2\tau^{\frac{1}{4}} + \xi^3)^2} \, d\xi \right)^{\frac{r}{2}} \, d\tau \\
+ \int_{0<\tau\sim N^4} \left( \int_{0<\xi\sim N} \frac{N^{-2}}{(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{4}} + \xi^2\tau^{\frac{1}{4}} + \xi^3)^2} \, d\xi \right)^{\frac{r}{2}} \, d\tau \\
\lesssim N^{-(\frac{7}{2}r - 4)}
\]
for \( r \geq 2 \) and
\[
\|A_1\|_{L^r_\tau L^2_\xi} \lesssim \sup_{0<\tau\sim N^4} \frac{1}{\tau^{\frac{3}{4}}} \left( \int_{0<\xi\sim N} \frac{(3\tau^{\frac{1}{4}} + 2\xi\tau^{\frac{1}{4}} + \xi^2)^2}{(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{4}} + \xi^2\tau^{\frac{1}{4}} + \xi^3)^2} \, d\xi \right)^{\frac{1}{2}} \, d\tau \\
+ \sup_{0<\tau\sim N^4} \left( \int_{0<\xi\sim N} \frac{N^{-2}}{(\tau^{\frac{3}{4}} + \xi\tau^{\frac{1}{4}} + \xi^2\tau^{\frac{1}{4}} + \xi^3)^2} \, d\xi \right)^{\frac{1}{2}} \, d\tau \\
\lesssim N^{-\frac{7}{2}}.
\]
By the same argument, we obtain
\[
\|A_2\|_{L^r_\tau L^2_\xi} \lesssim N^{-(\frac{7}{2}r - \frac{7}{2})}
\]
for \( 2 \leq r \leq \infty \). Next, we assume \((\tau, \xi) \in \Omega_3\). Therefore, we have
\[
A_3(\tau, \xi) = \frac{\psi_N(\xi)}{i(\tau - \xi^4 - i0)}.
\]
We note that
\[
|\tau - \xi^4| \geq -\tau + \frac{N^4}{16} \sim |\tau| + N^4
\]
when \( \tau \leq 0 \) and \(|\xi| \geq \frac{N}{2}\). It implies that
\[
\|A_3\|_{L^r_r L^2_\xi} \lesssim \int_{-\infty}^{0} \frac{1}{(|\tau| + N^4)^r} \left( \int_{|\xi|\sim N} \, d\xi \right)^{\frac{r}{2}} \, d\tau \lesssim N^{-(\frac{7}{2}r - 4)}
\]
for \( r \geq 2 \) and
\[
\|A_3\|_{L^\infty_\tau L^2_\xi} \lesssim \sup_{\tau \leq 0} \frac{1}{(|\tau| + N^4)^r} \left( \int_{|\xi|\sim N} \, d\xi \right)^{\frac{1}{2}} \lesssim N^{-\frac{7}{2}}.
\]
Finally, we assume \((\tau, \xi) \in \Omega_4\). Then, we obtain
\[
|\tau - \xi^4| = |\tau^{\frac{1}{4}} - \xi||\tau^{\frac{1}{4}} + \xi||\tau^{\frac{1}{2}} + \xi^2| \gtrsim LN^3
\]
if \( |\xi| \sim N \) or \( \tau^{\frac{1}{4}} \sim N \). It implies that
\[
|A_4(\tau, \xi)| \lesssim \left( \psi_N(\xi) + \psi_N(\tau^{\frac{1}{4}}) \psi_{L^2/2^0}(\xi - \tau^{\frac{1}{4}}) + \psi_N(-\tau^{\frac{1}{4}}) \psi_{L^2/2^0}(\xi + \tau^{\frac{1}{4}}) \right) \frac{1}{|\tau - \xi^4|}.
\]
Therefore, we have
\[
\|A_4\|_{L^r_ξ L^q_τ}^2 \lesssim \|A_4\|_{L^r_ξ L^q_τ}^2 \lesssim \int_{|ξ| \sim N} \left( \int_{|τ-ξ|^4 \geq L N^3} \frac{1}{(τ-ξ^4)^{r'}} \, dτ \right)^{\frac{1}{r'}} \, dξ
\]
for \( r \geq 2 \) and
\[
\|A_4\|_{L^\infty_ξ L^q_τ} \lesssim \sup_\tau \left( \int_{|ξ| \sim N, |τ-ξ|^4 \geq L N^3} \frac{1}{(τ-ξ^4)^{2}} \, dξ \right)^{\frac{1}{2}} \lesssim L^{-1} N^{-\frac{3}{2}}.
\]
As a result, for \( 2 \leq r \leq \infty \), we obtain
\[
\|A\|_{L^r_ξ L^q_τ} \lesssim L^{-(1-\frac{1}{r})} N^{-\left(\frac{2}{r}-\frac{3}{q}\right)}.
\]
(3.13)

For \( p, q \geq 2 \), we put
\[
\frac{1}{p'} := 1 - \frac{1}{p}, \quad \frac{1}{r} := \frac{1}{p'} - 2 = \frac{2}{p} - 1.
\]
We note that \( r \geq 2 \). Because \( 1 \leq p' \leq 2 \leq q \) and \( F_{tx}[h](τ, ξ) = A(τ, ξ)F_t[F_0](τ) \), we have
\[
\|h\|_{L^p_ξ L^q_τ} \lesssim \|F_t[h]\|_{L^p_ξ L^q_τ} \lesssim \|F_t[h]\|_{L^p_ξ L^q_τ} \lesssim N^\frac{1}{2} - \frac{1}{q} \|F_{tx}[h]\|_{L^p_ξ L^q_τ} \lesssim N^\frac{1}{2} - \frac{1}{q} \|A\|_{L^r_ξ L^q_τ} \|F_t[F_0]\|_{L^p_ξ L^q_τ}.
\]
Therefore, we obtain
\[
\|h\|_{L^p_ξ L^q_τ} \lesssim N^\frac{1}{2} - \frac{1}{q} \|A\|_{L^r_ξ L^q_τ} \|F_t[F_0]\|_{L^p_ξ L^q_τ} \sim L^{-\frac{1}{2} - \frac{1}{q}} N^{-\frac{1}{2} - \frac{1}{q} - \frac{1}{p}} \|F_0\|_{L^2_τ}
\]
by (3.13).

\[\Box\]

**Remark 3.1.** If \((p, q)\) is admissible, namely, \(2/p + 1/q = 1/2\), then we have
\[
N^\frac{3}{2} \|h\|_{L^p_ξ L^q_τ} \lesssim N^{\frac{3}{2} + \frac{1}{2} - \frac{1}{q}} \|h\|_{L^p_ξ L^q_τ} \lesssim N^{\frac{3}{2} + \frac{1}{2} - \frac{1}{q}} \|h\|_{L^p_ξ L^q_τ} \lesssim N^{\frac{3}{2} + \frac{1}{2} - \frac{1}{q}} \|F_0\|_{L^2_τ} = N^{-\frac{3}{2}} \|F_0\|_{L^2_τ}.
\]

**Proof of Theorem 3.2.** We prove (3.5). Let \(F^\infty\) is an extension of \(F\) on \(\mathbb{R}\) such that \(\|F^\infty\|_{L^p_ξ L^q_τ} \leq 2\|F\|_{L^p_ξ L^q_τ}\) and define \(w^\infty_y\) by
\[
w^\infty_y(t, x) := \frac{1}{\sqrt{2\pi}} \int_0^t \tilde{P}_N[K](t - t', x - y)(P_N F^\infty)(t', y) \, dt',
\]
Because
\[
P_N I[F^\infty](t, x) = \int_\mathbb{R} w^\infty_y(t, x) \, dy,
\]
we have
\[
\|P_N I[F^\infty]\|_{X_N} \lesssim \int_\mathbb{R} \|w^\infty_y\|_{X_N} \, dy
\]
\[
\lesssim \int_\mathbb{R} N^{-\frac{3}{2}} \|(P_N F)^\infty(t, y)\|_{L^2_τ} \, dy
\]
\[
= N^{-\frac{3}{2}} \|P_N F^\infty\|_{L^2_τ L^2_τ}
\]
by Lemma 3.4. This implies (3.5). □

**Remark 3.2.** The estimates in this section also can be obtained if we replace $N \in 2\mathbb{N}$ by $N \in 2\mathbb{Z}$. The condition $T < 1$ in this section comes from the maximal function estimate in Proposition 2.8 and the low frequency estimate in Proposition 2.5. Therefore, if the definition of $\| \cdot \|_{X_N}$ does not contain $\| \cdot \|_{L^2_t L^\infty_x}$ and we consider the homogeneous norm instead of $\| \cdot \|_{X^s}$ and $\| \cdot \|_{Y^s}$, then we can remove the condition $T < 1$.

### 4. Multilinear estimates for general nonlinearities

In this section, we first give a proof of a bilinear Strichartz estimate (Theorem 4.2) on the solution spaces given in Definition 2.3. Then we show a multilinear estimate (Theorem 4.4) from the solution space to the auxiliary space given in Definition 2.4.

#### 4.1. Bilinear Strichartz estimates

**Lemma 4.1.** (Bilinear Strichartz estimates $L^2(\mathbb{R}) \times L^2(\mathbb{R}) \to L^2_{t,x}(\mathbb{R} \times \mathbb{R})$) Let $N_1, N_2 \in 2\mathbb{N}$ with $N_1 \gg N_2$. Then for any functions $f, g$ satisfying $P_{N_1} f, P_{N_2} g \in L^2(\mathbb{R})$, the estimate
\[
\left\| \left( P_{N_1} e^{it\partial_x^2} f \right) \left( P_{N_2} e^{it\partial_x^4} g \right) \right\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R})} \leq CN_1^{-\frac{3}{2}} \left\| P_{N_1} f \right\|_{L^2} \left\| P_{N_2} g \right\|_{L^2} \tag{4.1}
\]
holds, where $C$ is a positive constant independent of $N_1, N_2, f, g$.

This lemma can be proved in the almost similar manner as the proof of Lemma 3.4 in [4] (see also Remark 6.2 below).

The following bilinear Strichartz type estimate is useful to construct low regular solutions.

**Theorem 4.2.** (Bilinear Strichartz estimate on $X_{N_1} \times X_{N_2}$) Let $N_1, N_2 \in 2\mathbb{Z}$ and $u_1 \in X_{N_1}, u_2 \in X_{N_2}$. If $N_1 \gg N_2$, then the estimate
\[
\left\| P_{N_1} u_1 P_{N_2} u_2 \right\|_{L^2_{t,x}} \lesssim N_1^{-\frac{3}{2}} \left\| P_{N_1} u_1 \right\|_{X_{N_1}} \left\| P_{N_2} u_2 \right\|_{X_{N_2}} \tag{4.2}
\]
holds, where the implicit constant is independent of $N_1, N_2, u_1, u_2$.

**Proof.** We put $u_{j, N_j} := P_{N_j} u_j$ and $F_j := (i\partial_t + \partial_x^4) u_j$ for $j = 1, 2$. It suffices to show that
\[
\left\| u_{1, N_1} u_{2, N_2} \right\|_{L^2_{t,x}} \lesssim N_1^{-\frac{3}{2}} \left( \left\| u_{1, N_1}(0) \right\|_{L^2_x} + \left\| F_1 \right\|_{Y_{N_1}} \right) \left( \left\| u_{2, N_2}(0) \right\|_{L^2_x} + \left\| F_2 \right\|_{Y_{N_2}} \right).
\]
This follows from the following estimates.

\[
\left\| u_{1, N_1} u_{2, N_2} \right\|_{L^2_{t,x}} \lesssim N_1^{-\frac{3}{2}} \left( \left\| u_{1, N_1}(0) \right\|_{L^2_x} + \left\| F_1 \right\|_{L^1_t L^2_x} \right) + \left( \left\| u_{2, N_2}(0) \right\|_{L^2_x} + \left\| F_2 \right\|_{L^1_t L^2_x} \right), \quad (4.3)
\]
\[
\left\| u_{1, N_1} u_{2, N_2} \right\|_{L^2_{t,x}} \lesssim N_1^{-\frac{3}{2}} \left( \left\| u_{1, N_1}(0) \right\|_{L^2_x} + \left\| F_1 \right\|_{L^1_t L^2_x} \right) + \left( \left\| u_{2, N_2}(0) \right\|_{L^2_x} + N_2^{-\frac{3}{2}} \left\| F_2 \right\|_{L^1_t L^2_x} \right), \quad (4.4)
\]
\[ \|u_{1,N_1}u_{2,N_2}\|_{L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}} \left( \|u_{1,N_1}(0)\|_{L_x^2} + N_1^{-\frac{3}{2}} \|F_1\|_{L_{t,x}^1} \right) \]

\[ \left( \|u_{2,N_2}(0)\|_{L_x^2} + \|F_2\|_{L_{t,x}^1} \right), \tag{4.5} \]

\[ \|u_{1,N_1}u_{2,N_2}\|_{L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}} \left( \|u_{1,N_1}(0)\|_{L_x^2} + N_1^{-\frac{3}{2}} \|F_1\|_{L_{t,x}^1} \right) \]

\[ \left( \|u_{2,N_2}(0)\|_{L_x^2} + \|N_2^{-\frac{3}{2}} \|F_2\|_{L_{t,x}^1} \right). \tag{4.6} \]

We prove only (4.6) because the other estimates can be obtained by the similar or simpler way. We note that

\[ u_{j,N_j}(t) = e^{it\partial_x^4}u_{j,N_j}(0) - i \int_0^t e^{i(t-t')\partial_x^4}P_{N_j}F_j(t')dt' =: A_j + B_j. \]

To obtain (4.6), we prove the followings.

\[ \|A_1A_2\|_{L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}}\|u_{1,N_1}(0)\|_{L_x^2}\|u_{2,N_2}(0)\|_{L_x^2}, \tag{4.7} \]

\[ \|A_1B_2\|_{L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}}N_2^{-\frac{3}{2}}\|u_{1,N_1}(0)\|_{L_x^2}\|F_2\|_{L_{t,x}^1}L_{t,x}^1, \tag{4.8} \]

\[ \|B_1A_2\|_{L_{t,x}^2} \lesssim N_1^{-3}\|F_1\|_{L_{t,x}^1}\|u_{2,N_2}(0)\|_{L_x^2}, \tag{4.9} \]

\[ \|B_1B_2\|_{L_{t,x}^2} \lesssim N_1^{-3}N_2^{-\frac{3}{2}}\|F_1\|_{L_{t,x}^1}\|F_2\|_{L_{t,x}^1}. \tag{4.10} \]

(4.7) is obtained by (4.1).

Now we prove (4.8) and (4.9). By Proposition 3.5, we have

\[ B_j = -\int_\mathbb{R} e^{it\partial_x^4}L_{v_{j,y}}(x)dy + \int_\mathbb{R} (P_{<N_j/2^{\alpha_0}}1_{(-\infty,0]})(x)(P_{+}e^{it\partial_x^4}v_{j,y})(x)dy \]

\[ -\int_\mathbb{R} (P_{<N_j/2^{\alpha_0}}1_{[0,\infty)})(x)(P_{-}e^{it\partial_x^4}v_{j,y})(x)dy + \int_\mathbb{R} h_{j,y}(t,x)dy, \]

where \( v_{j,y} = \mathcal{F}_\xi^{-1}[\psi_N(\xi)\mathcal{F}_t[F_j(t,y)](\xi^4)], \) \( L_{v_{j,y}} = \mathcal{F}_\xi^{-1}[\psi_N(\xi)\mathcal{F}_t[1_{(-\infty,0]}(t)F_j(t,y)](\xi^4)] \) and \( h_{j,y} \) satisfies

\[ \|h_{j,y}\|_{L_{t}^2L_{x}^1} \lesssim N_j^{1-\frac{1}{q}-\frac{3}{2}}\|F_j(t,y)\|_{L_{t,x}^2}. \tag{4.11} \]

We note that

\[ \|v_{j,y}(x)\|_{L_{t,x}^2} \lesssim N_j^{-\frac{3}{2}}\|F_j(t,y)\|_{L_{t,x}^1}, \]

\[ \|L_{v_{j,y}}(x)\|_{L_{t,x}^2} \lesssim N_j^{-\frac{3}{2}}\|F_j(t,y)\|_{L_{t,x}^1}. \tag{4.12} \]

Furthermore, for any \( g \in L^2(\mathbb{R}^2) \), it holds that

\[ \|(P_{<N_j/2^{\alpha_0}}1_{(-\infty,0]})(x)g(t,x)\|_{L_{t,x}^2} \lesssim \|g\|_{L_{t,x}^2}. \tag{4.13} \]

Indeed, if \( \chi_{N_j} \) is defined by \( P_{<N_j/2^{\alpha_0}}f = \chi_{N_j} \ast f \), then we have

\[ \|(P_{<N_j/2^{\alpha_0}}1_{(-\infty,0]})(x)g(t,x)\|_{L_{t,x}^2} = \||\chi_{N_j} \ast 1_{(-\infty,0]}(x)\|_{L_{t,x}^2} \]

\[ \lesssim \int_\mathbb{R} |\chi_{N_j}(z)||1_{(-\infty,0]}(x-z)g(t,x)|_{L_{t,x}^2}dz \]

\[ \lesssim \|g\|_{L_{t,x}^2}. \]
because \( \chi_{N_j}(x) = \mathbb{F}_\xi^{-1}[\varphi(2^{50}N_j^{-1}\xi)](x) \), where \( \varphi \) is defined in (2.6). By the same way, we obtain
\[
\| (P_{<N_j/2^{50}}1_{[0,\infty)}) (x) g(t, x) \|_{L^2_{t,x}} \lesssim \| g \|_{L^2_{t,x}}.
\] (4.14)

Therefore, we have
\[
\| A_1B_2 \|_{L^2_{t,x}} \lesssim \int \| e^{it\partial_x^4}u_{1,N_1}(0) e^{it\partial_x^4}L v_{2,y} \|_{L^2_{t,x}} dy
\]
\[+ \int \| e^{it\partial_x^2}u_{1,N_1}(0) e^{it\partial_x^2}P_+ v_{2,y} \|_{L^2_{t,x}} dy
\]
\[+ \int \| e^{it\partial_x^2}u_{1,N_1}(0) e^{it\partial_x^2}P_- v_{2,y} \|_{L^2_{t,x}} dy
\]
\[+ \int \| e^{it\partial_x^2}u_{1,N_1}(0) h_{2,y} \|_{L^2_{t,x}} dy
\]
\[=: I + II + III + IV.
\]

By (4.1) and (4.12), we obtain
\[
I + II + III \lesssim \int R N_1^{-\frac{3}{2}} \| u_{1,N_1}(0) \|_{L^2_x} \left( \| L v_{2,y} \|_{L^2_x} + \| v_{2,y} \|_{L^2_x} \right) dy
\]
\[\lesssim \int R N_1^{-\frac{3}{2}} N_2^{-\frac{3}{2}} \| u_{1,N_1}(0) \|_{L^2_x} \| F_2(t,y) \|_{L^2_t} dy
\]
\[= N_1^{-\frac{3}{2}} N_2^{-\frac{3}{2}} \| u_{1,N_1}(0) \|_{L^2_x} \| F_2 \|_{L^2_t L^2_x}.
\]

While, by the Hölder inequality, Lemma 2.4, and (4.11) with \((q, p) = (2, \infty)\), we obtain
\[
IV \lesssim \int \| e^{it\partial_x^4}u_{1,N_1}(0) \|_{L^\infty_{t,x}} \| h_{2,y} \|_{L^2_x} \| F_2(t,y) \|_{L^\infty_t} dy
\]
\[\lesssim \int R N_1^{-\frac{3}{2}} \| u_{1,N_1}(0) \|_{L^2_x} N_2^{-\frac{3}{2}} \| F(t,y) \|_{L^2_t} dy
\]
\[= N_1^{-\frac{3}{2}} N_2^{-\frac{3}{2}} \| u_{1,N_1}(0) \|_{L^2_x} \| F_2 \|_{L^2_t L^2_x}.
\]

Therefore, we get (4.8). By the same way, we also get (4.9).

Finally, we prove (4.10). By the same argument as above, \( \| B_1B_2 \|_{L^2_{t,x}} \) is controlled by the summation of
\[
\int \int \| e^{it\partial_x^4}v_1 y_1 e^{it\partial_x^4}v_2 y_2 \|_{L^2_{t,x}} dy_1 dy_2,
\int \int \| e^{it\partial_x^4}v_1 y_1 h_2 y_2 \|_{L^2_{t,x}} dy_1 dy_2,
\int \int \| h_1 y_1 e^{it\partial_x^4}v_2 y_2 \|_{L^2_{t,x}} dy_1 dy_2,
\int \int \| h_1 y_1 h_2 y_2 \|_{L^2_{t,x}} dy_1 dy_2,
\]
where \( \tilde{v}_{j,y} \in \{ \mathcal{L}v_{j,y}, P_+v_{j,y}, P_-v_{j,y} \} \). By (4.1) and (4.12), we obtain
\[
\iint_{\mathbb{R}^2} |e^{it\partial_x^4} \tilde{v}_{1,y_1} e^{it\partial_x^4} \tilde{v}_{2,y_2}|_{L^4_t L^4_x} dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} N_1^{-3} \|	ilde{v}_{1,y_1}\|_{L^2_x} \|	ilde{v}_{2,y_2}\|_{L^2_x} dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} N_1^{-3} N_2^{-3} \|F_1(t,y_1)\|_{L^3_t} N_2^{-3} \|F_2(t,y_2)\|_{L^3_t} dy_1 dy_2 \\
= N_1^{-3} N_2^{-3} \|F_1\|_{L^1_t L^3_x} \|F_2\|_{L^1_t L^3_x}.
\]
By the Hölder inequality, Lemma 2.4, (4.12), and (4.11) with \((q,p) = (2,\infty)\), we obtain
\[
\iint_{\mathbb{R}^2} |e^{it\partial_x^4} \tilde{v}_{1,y_1} h_{2,y_2}|_{L^4_t L^4_x} dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} |e^{it\partial_x^4} \tilde{v}_{1,y_1}|_{L^\infty_t L^4_x} \|h_{2,y_2}\|_{L^2_x} \|L^4_t\| dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} N_1^{-3} \|	ilde{v}_{1,y_1}\|_{L^2_x} N_2^{-3} \|F_2(t,y_2)\|_{L^3_t} dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} N_1^{-3} \|F_1(t,y_1)\|_{L^3_t} N_2^{-3} \|F_2(t,y_2)\|_{L^3_t} dy_1 dy_2 \\
= N_1^{-3} N_2^{-3} \|F_1\|_{L^1_t L^3_x} \|F_2\|_{L^1_t L^3_x}.
\]
By the Hölder inequality and (4.11) with \((q,p) = (\infty,2), (2,\infty)\), we obtain
\[
\iint_{\mathbb{R}^2} \|h_{1,y_1} h_{2,y_2}\|_{L^4_t L^4_x} dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} \|h_{1,y_1}\|_{L^\infty_t L^4_x} \|h_{2,y_2}\|_{L^2_x} \|L^4_t\| dy_1 dy_2 \\
\lesssim \iint_{\mathbb{R}^2} N_1^{-3} \|F_1(t,y_1)\|_{L^3_t} N_2^{-3} \|F_2(t,y_2)\|_{L^3_t} dy_1 dy_2 \\
= N_1^{-3} N_2^{-3} \|F_1\|_{L^1_t L^3_x} \|F_2\|_{L^1_t L^3_x}.
\]
Therefore, we get (4.10). 

Corollary 4.3. Let \( T > 0, N_1, N_2 \in 2^\mathbb{Z} \) and \( u_1 \in X_{N_1}(T), u_2 \in X_{N_2}(T) \). If \( N_1 \gg N_2 \), then the estimate
\[
\|P_{N_1} u_1 P_{N_2} u_2\|_{L^2_t L^2_x} \lesssim T^\theta N_1^{-3} N_2^{-3} \|P_{N_1} u_1\|_{X_{N_1}(T)} \|P_{N_2} u_2\|_{X_{N_2}(T)} \quad (4.15)
\]
holds for any \( \theta \in [0,1] \), where the implicit constant is independent of \( T, N_1, N_2, u_1, u_2 \).

Proof. By the Hölder inequality and the definition of \( X_N \)-norm, we have
\[
\|P_{N_1} u_1 P_{N_2} u_2\|_{L^2_t L^2_x} \lesssim \|1_{(-T,T)}(t)\|_{L^1_t} \|P_{N_1} u_1\|_{L^1_t L^4_x} \|P_{N_2} u_2\|_{L^4_t L^4_x} \\
\lesssim T^{\frac{1}{4}} N_1^{-\frac{1}{2}} \|P_{N_1} u_1\|_{X_{N_1}} \|P_{N_2} u_2\|_{X_{N_2}}.
\]
Therefore, by the interpolation between this estimate and (4.2), we obtain (4.15). 

Remark 4.1. The estimates (4.1), (4.2), and (4.15) also holds if we replace \( P_{N_2} \) by \( P_{\leq 1} \).
4.2. Multilinear estimate

**Theorem 4.4.** (Multilinear estimate) Let \( m \geq 3, \gamma \in \{1, 2, 3\}, 0 < T < 1 \). Set

\[
s_0 = s_0(\gamma, m) := \begin{cases} 
\frac{\gamma - 1}{2}, & m = 3, \\
\frac{\gamma}{3} - \frac{1}{2}, & m = 4, \\
s_c + \epsilon, & m \geq 5 
\end{cases}
\]

for \( \gamma \in \{1, 2\} \) and

\[
s_0 = s_0(3, m) := \begin{cases} 
1, & m = 3, \\
\frac{1}{2}, & m \geq 4,
\end{cases}
\]

where \( \epsilon > 0 \) is an arbitrary positive number. If \( s \geq \max\{s_0, 0\} \), then for any \( u_1, \ldots, u_m \in X^s(T) \) and the multi-index \( \alpha = (\alpha_1, \ldots, \alpha_m) \in (\mathbb{N} \cup \{0\})^m \) with \( |\alpha| = \gamma \), it holds that

\[
\left\| \prod_{i=1}^{m} \partial_i \tilde{u}_i \right\|_{Y^s(T)} \lesssim T^\delta \prod_{i=1}^{m} \|u_i\|_{X^s(T)} \quad (4.16)
\]

for some \( \delta > 0 \) if \( \gamma \in \{1, 2\} \) and \( \delta = 0 \) if \( \gamma = 3 \), where \( \tilde{u}_i \in \{u_i, \overline{u}_i\} \). The implicit constant depends only on \( m, s, s_0 \).

**Proof.** Let \( m \geq 3, s \geq s_0, 0 < T < 1 \), and \( u_i \in X^s(T) \) \((i = 1, \ldots, m)\). We write \( P_{\leq 1} = P_1 \). For \( i = 1, \ldots, m \) and \( N_i \in 2^{\mathbb{N} \cup \{0\}} \), we set \( c_{i,N_i} := N_i^s \|P_{N_i}u_i\|_{X_{N_i}(T)} \). We define

\[
I_0 := \left\{ \sum_{N \in 2^{\mathbb{N} \cup \{0\}}} N^{2s} \left\| P_N \left( \prod_{i=1}^{m} P_i \tilde{u}_i \right) \right\|_{Y_N(T)}^2 \right\}^{\frac{1}{2}},
\]

\[
I_k := \left\{ \sum_{N \in 2^{\mathbb{N} \cup \{0\}}} N^{2s} \left\| P_N \left( \sum_{(N_1, \ldots, N_m) \in \Phi_k} N_{N_1}^{1} \prod_{i=1}^{m} P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)}^2 \right\}^{\frac{1}{2}} \quad (k = 1, \ldots, m),
\]

where

\[
\Phi_k := \{(N_1, \ldots, N_m) | N_1 \geq \cdots \geq N_m, N_1 \sim \cdots \sim N_k \gg N_{k+1}\}
\]

and \( N_{m+1} := 1 \). We will show

\[
I_k \lesssim T^\delta \prod_{i=1}^{m} \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}} \quad (4.17)
\]

for some \( \delta \geq 0 \). For \( k = 0 \), by the Hölder inequality and the Bernstein inequality, we have

\[
I_0 \lesssim \left\| \prod_{i=1}^{m} P_i \tilde{u}_i \right\|_{Y_N} \lesssim \left\| \prod_{i=1}^{m} P_i u_i \right\|_{L^1 L^2_x} \lesssim T \|P_1 u_1\|_{L^\infty L^2_x} \prod_{i=2}^{m} \|P_i u_i\|_{L^\infty L^2_x} \lesssim T \prod_{i=1}^{m} c_{i,1}.
\]
Therefore, it suffices to show
\[ N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \bar{u}_i \right) \right\|_{Y_N(T)} \lesssim T^\delta N_2^{-\epsilon} \left( \prod_{i=1}^m c_{i,N_i} \right) \] (4.18)
when \((N_1, \ldots, N_m) \in \Phi_1\) and
\[ \sum_{N \leq N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \bar{u}_i \right) \right\|_{Y_N(T)} \lesssim T^\delta N_k^{-\epsilon} \left( \prod_{i=1}^m c_{i,N_i} \right) \] (4.19)
when \((N_1, \ldots, N_m) \in \Phi_k\) with \(k = 2, \ldots, m\). for some \(\epsilon > 0\). Indeed, if (4.18) and (4.19) holds, then by the Cauchy–Schwarz inequality for dyadic summation, we have

\[
I_k^2 \lesssim \sum_N \left( \sum_{N_1, \ldots, N_m} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \bar{u}_i \right) \right\|_{Y_N(T)} \right)^2
\]
\[
\lesssim \sum_N \left( \sum_{N_1, N_2, \ldots, N_m} T^\delta N_2^{-\epsilon} \left( \prod_{i=1}^m c_{i,N_i} \right) \right)^2
\]
\[
\lesssim T^{2\delta} \sum_N \left( \sum_{N_1, N_2, \ldots, N_m} \left( \sum_{N_i \geq N_1} N_i^{-\frac{2\epsilon}{m-k}} \right) \left( \sum_{N_i} c_{i,N_i}^2 \right) \right)
\]
\[
\lesssim T^{2\delta} \prod_{i=1}^m \left( \sum_{N_i} c_{i,N_i}^2 \right)
\]

and

\[
I_k \lesssim \sum_{(N_1, \ldots, N_m) \in \Phi_k} \sum_{N \leq N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \bar{u}_i \right) \right\|_{Y_N(T)}
\]
\[
\lesssim \sum_{(N_1, \ldots, N_m) \in \Phi_k} T^\delta N_k^{-\epsilon} \left( \prod_{i=1}^m c_{i,N_i} \right)
\]
\[
\leq T^\delta \left( \sum_{N_1, \ldots, N_k} \prod_{i=1}^k c_{i,N_i} \right) \prod_{i=k+1}^m \left( \sum_{N_i \geq N_k} N_i^{-\frac{2\epsilon}{m-k}} \right) \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\]
\[
\lesssim T^\delta \prod_{i=1}^m \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\]

for \(k = 2, \ldots, m\).

Now, we prove (4.18) and (4.19).
Case 1: \( m = 3 \).

(i) For \( k = 1 \) \((N \sim N_1 \gg N_2)\).

By the definition of the norm \( \| \cdot \|_{Y_N(T)} \), the Hölder inequality and (4.15), we have

\[
N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^{3} P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)} \leq N^{s-\frac{3}{2}} N_1^\gamma \left\| \prod_{i=1}^{3} P_{N_i} u_i \right\|_{L_1^1 L_2^2}
\]

\[
\lesssim N_1^{s-\frac{3}{2} + \gamma} \left\| P_{N_1} u_1 P_{N_2} u_2 \right\|_{L_2^2 L_\infty^T} \left\| P_{N_3} u_3 \right\|_{L_2^2 L_\infty^T}
\]

\[
\lesssim T^{\theta} N_1^{-(3-\gamma-\theta)} N_2^{-s} N_3^{-s+1+\epsilon} \prod_{i=1}^{3} c_{i,N_i}
\]

\[
\lesssim T^{\theta} N_2^{-s} \epsilon \prod_{i=1}^{3} c_{i,N_i}
\]

for \( 0 \leq \theta \leq \min\{1,3-\gamma\} \), \( \epsilon > 0 \), and \( s \geq \frac{\gamma-2+\theta+3\epsilon}{2} \). We choose \( \theta \) and \( \epsilon \) as \( 3\epsilon + \theta \leq 1 \). In particular, we have to choose \( \theta = 0 \) when \( \gamma = 3 \).

(ii) For \( k = 2 \) \((N_1 \sim N_2 \gg N_3)\).

By the definition of the norm \( \| \cdot \|_{Y_N(T)} \), the Hölder inequality and (4.15), we have

\[
\sum_{N \lesssim N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^{3} P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)} \leq N_1^{s+\gamma} \left\| \prod_{i=1}^{3} P_{N_i} u_i \right\|_{L_1^1 L_2^2}
\]

\[
\lesssim N_1^{s+\gamma} T^{\frac{1}{2}} \left\| P_{N_1} u_1 \right\|_{L_1^1 L_\infty^T} \left\| P_{N_2} u_2 P_{N_3} u_3 \right\|_{L_2^2 L_\infty^T}
\]

\[
\lesssim T^{\frac{1}{2}} N_1^{-(s-\gamma+2)} N_3^{-s} \prod_{i=1}^{3} c_{i,N_i}
\]

\[
\lesssim T^{\frac{1}{2}} N_1^{-(s-\frac{\gamma-1}{2})} N_3^{-s-\frac{3-\gamma}{2}} \prod_{i=1}^{3} c_{i,N_i}
\]

\[
\lesssim T^{\frac{1}{2}} N_3^{-\epsilon} \prod_{i=1}^{3} c_{i,N_i}
\]

for \( \epsilon > 0 \) and \( s \geq \max\{\frac{2-\gamma}{2}, -\frac{3-\gamma}{2} + \epsilon, 0\} \). We note that \( \frac{\gamma-1}{2} \geq -\frac{3-\gamma}{2} + \epsilon \) if we choose \( \epsilon \) as \( \epsilon \leq 1 \).

(iii) For \( k = 3 \) \((N_1 \sim N_2 \sim N_3 \gg 1)\).

By the definition of the norm \( \| \cdot \|_{Y_N(T)} \), the Hölder inequality, we have

\[
\sum_{N \lesssim N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^{3} P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)}
\]
\[
\leq N_1^{s+\gamma} \left\| \prod_{i=1}^{3} P_{N_i} u_i \right\|_{L_T^1 L_x^2}
\leq N_1^{s+\gamma} T^{\frac{1}{2}} \left\| P_{N_1} u_1 \right\|_{L_T^1 L_x^\infty} \left\| P_{N_2} u_2 \right\|_{L_T^1 L_x^\infty} \left\| P_{N_3} u_3 \right\|_{L_T^\infty L_x^2}
\lesssim T^{\frac{1}{2}} N_1^{2s+\gamma-1} \prod_{i=1}^{3} c_i, N_i
\lesssim T^{\frac{1}{2}} \prod_{i=1}^{3} c_i, N_i
\]
for \( s \geq \max\{ \frac{2-\gamma}{2}, 0 \} \).

**Case 2**: \( m \geq 4 \).

We only consider the case \( s < \frac{1}{2} \) because the case \( s \geq \frac{1}{2} \) is simpler. By the Bernstein inequality, we have
\[
\prod_{i=5}^{m} \left\| P_{N_i} u_i \right\|_{L_{x,T}^\infty} \lesssim \prod_{i=5}^{m} N_1^{\frac{1}{2}} \left\| P_{N_i} u_i \right\|_{L_T^\infty L_x^2} \lesssim N_1^{(m-4)\left(\frac{1}{2}-s\right)} \prod_{i=5}^{m} c_i, N_i \quad (4.20)
\]
for \( m \geq 5 \) and \( s < \frac{1}{2} \). We assume \( \prod_{i=5}^{m} \left\| P_{N_i} u_i \right\|_{L_{x,T}^\infty} = 1 \) and \( \prod_{i=5}^{m} c_i, N_i = 1 \) if \( m = 4 \). Then (4.20) is true for \( m \geq 4 \).

(i) For \( k = 1 \) \((N \sim N_1 \gg N_2)\)

By the definition of the norm \( \| \cdot \|_{Y_N(T)} \), the Hölder inequality, (4.15), and (4.20) we have
\[
N^s N_1^\gamma \left\| P_{N_i} \left( \prod_{i=1}^{m} P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)}
\leq N^{s-\frac{3}{2}} N_1^\gamma \left\| \prod_{i=1}^{m} P_{N_i} u_i \right\|_{L_T^1 L_x^2}
\leq N_1^{s-\frac{3}{2}+\gamma} \left\| P_{N_1} u_1 P_{N_2} u_2 \right\|_{L_{x,T}^2} \left\| P_{N_3} u_3 \right\|_{L_T^1 L_x^\infty} \left\| P_{N_4} u_4 \right\|_{L_T^\infty L_x^2} \prod_{i=5}^{m} \left\| P_{N_i} u_i \right\|_{L_{x,T}^\infty}
\lesssim T^{\frac{\theta}{2}} N_1^{(3-\gamma-\theta)} N_2^{-s} N_3^{-s+\frac{1}{2}} N_4^{-s+\frac{1}{2}} N_5^{(m-4)\left(\frac{1}{2}-s\right)} \prod_{i=1}^{m} c_i, N_i
\lesssim T^{\frac{\theta}{2}} \prod_{i=2}^{4} N_i^{-s+\frac{1}{2}+\frac{3-\gamma-\theta}{3} + \frac{m-4}{m} \left(\frac{1}{2}-s\right)} \prod_{i=1}^{m} c_i, N_i
\lesssim T^{\frac{\theta}{2}} N_2^{-\epsilon} \prod_{i=1}^{m} c_i, N_i
\]
for \( 0 \leq \theta \leq \min\{1, 3 - \gamma\} \), \( \epsilon > 0 \), and \( s \geq s_c + \frac{\theta+3\epsilon}{m-1} \). We choose \( \theta \) and \( \epsilon \) as \( \theta + 3\epsilon \leq (m - 1)(s - s_c) \) for \( s > s_c \). In particular, we have to choose \( \theta = 0 \) when \( \gamma = 3 \).
(ii) For $k = 2$ ($N_1 \sim N_2 \gg N_3$)

By the definition of the norm $\| \cdot \|_{Y_N(T)}$, the Hölder inequality, the Sobolev inequality, (4.15), and (4.20), we have

$$\sum_{N \lesssim N_1} N^s N^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)}$$

$$\leq N_1^{s+\gamma} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L_T^2 L_x^2}$$

$$\leq N_1^{s+\gamma} \left\| P_{N_1} u_1 P_{N_2} u_2 P_{N_3} u_3 \right\|_{L_T^{2,\infty}} \left\| P_{N_2} u_2 P_{N_4} u_4 \right\|_{L_T^{2,\infty}} \prod_{i=1}^m \left\| P_{N_i} u_i \right\|_{L_T^{2,\infty}}$$

$$\lesssim N_1^{s+\gamma} \left\| P_{N_1} u_1 P_{N_2} u_2 P_{N_3} u_3 \right\|_{L_T^{2,\infty}} \left\| P_{N_2} u_2 P_{N_4} u_4 \right\|_{L_T^{2,\infty}} \prod_{i=1}^m \left\| P_{N_i} u_i \right\|_{L_T^{2,\infty}}$$

$$\lesssim T^{\frac{\theta}{2}} N_1^{-(s+\gamma+\frac{5}{2}-\theta)} N_3^{-s} N_4^{-s} N_5^{(m-4)(\frac{1}{2}-s)} \prod_{i=1}^m c_i, N_i$$

for $0 \leq \theta \leq 1$, $\epsilon > 0$, and $s \geq \max\{\gamma - \frac{5}{2} + \theta, s_c + \frac{\theta+2\epsilon}{m-1}, 0\}$. We choose $\theta$ and $\epsilon$ as $\theta + 2\epsilon \leq (m - 1)(s - s_c)$ for $s > s_c$.

(iii) For $k = 3$ ($N_1 \sim N_2 \sim N_3 \gg N_4$)

By the definition of the norm $\| \cdot \|_{Y_N(T)}$, the Hölder inequality, (4.15), and (4.20), we have

$$\sum_{N \lesssim N_1} N^s N^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \tilde{u}_i \right) \right\|_{Y_N(T)}$$

$$\leq N_1^{s+\gamma} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L_T^2 L_x^2}$$

$$\leq N_1^{s+\gamma} \left\| P_{N_1} u_1 \right\|_{L_T^{2,\infty}} \left\| P_{N_2} u_2 \right\|_{L_T^{2,\infty}} \left\| P_{N_3} u_3 P_{N_4} u_4 \right\|_{L_T^{2,\infty}} \prod_{i=1}^m \left\| P_{N_i} u_i \right\|_{L_T^{2,\infty}}$$

$$\lesssim T^{\frac{\theta}{2}} N_1^{-(2s+\gamma+\frac{5}{2}-\theta)} N_4^{-s} N_5^{(m-4)(\frac{1}{2}-s)} \prod_{i=1}^m c_i, N_i$$

$$\lesssim T^{\frac{\theta}{2}} N_4^{-(s+\gamma+\frac{5}{2}-\theta)+(m-4)(\frac{1}{2}-s)} \prod_{i=1}^m c_i, N_i$$

$$\lesssim T^{\frac{\theta}{2}} N_4^{-s} \prod_{i=1}^m c_i, N_i$$
for $0 \leq \theta \leq 1$, $\epsilon > 0$, and $s \geq \max\{\frac{1}{2}(\gamma - \frac{5}{2} + \theta), s_c + \frac{\theta + \epsilon}{m - 1}, 0\}$. We choose $\theta$ and $\epsilon$ as $\theta + \epsilon \leq (m - 1)(s - s_c)$ for $s > s_c$.

(iv) For $k = 4$ ($N_1 \sim N_2 \sim N_3 \sim N_4 \gg N_5$)

If $m = 4$, by the definition of the norm $\| \cdot \|_{Y_N(T)}$, H"older inequality, we have

$$
\sum_{N \lesssim N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} u_i \right) \right\|_{Y_N(T)}
\leq N_1^{s + \gamma} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L_x^4 L_t^2}
\leq T^{\frac{1}{2}} N_1^{s + \gamma} \left\| P_{N_1} u_1 \right\|_{L_x^4 L_t^\infty} \left\| P_{N_2} u_2 \right\|_{L_x^4 L_t^\infty} \left\| P_{N_3} u_3 \right\|_{L_x^4 L_t^\infty} \left\| P_{N_4} u_4 \right\|_{L_x^4 L_t^\infty}
\lesssim T^{\frac{1}{2}} N_1^{3 + \gamma - \frac{3}{2}} \prod_{i=1}^m c_i, N_i
$$

for $s \geq \max\{\frac{\gamma}{3} - \frac{1}{2}, 0\}$.

If $m \geq 5$, by the definition of the norm $\| \cdot \|_{Y_N(T)}$, H"older inequality, we have

$$
\sum_{N \lesssim N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} u_i \right) \right\|_{Y_N(T)}
\leq N_1^{s + \gamma} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L_x^4 L_t^2}
\leq T^{\frac{1}{2}} N_1^{s + \gamma} \left\| P_{N_1} u_1 \right\|_{L_x^4 L_t^\infty} \left\| \frac{4}{T^{\frac{1}{2}}} L_x^{s-\theta} L_t^\infty \right\| \left\| P_{N_2} u_2 \right\|_{L_x^4 L_t^\infty} \left\| P_{N_3} u_3 \right\|_{L_x^4 L_t^\infty} \left\| P_{N_4} u_4 \right\|_{L_x^4 L_t^\infty}
\left\| P_{N_5} u_5 \right\|_{L_x^\infty L_t^2} \prod_{i=6}^m \left\| P_{N_i} u_i \right\|_{L_x^\infty L_t^1},
$$

where we assumed $\prod_{i=6}^m \left\| P_{N_i} u_i \right\|_{L_x^\infty L_t^1} = 1$ if $m = 5$. We note that

$$
\prod_{i=6}^m \left\| P_{N_i} u_i \right\|_{L_x^\infty L_t^1} \lesssim N_1^{(m-5)(\frac{1}{2} - s)} \prod_{i=6}^m c_i, N_i
$$

for $m \geq 6$. By the interpolation between

$$
\left\| P_{N_1} u_1 \right\|_{L_x^4 L_t^\infty} \lesssim N_1^{-\frac{1}{2}} \left\| P_{N_1} u_1 \right\|_{X_{N_1}(T)}
$$

and

$$
\left\| P_{N_1} u_1 \right\|_{L_x^\infty L_t^2} \lesssim \left\| P_{N_1} u_1 \right\|_{X_{N_1}(T)},
$$

we have

$$
\left\| P_{N_1} u_1 \right\|_{L_x^{\frac{1}{2}} L_t^{\frac{3}{2}}} \lesssim N_1^{\frac{1-s}{2}} \left\| P_{N_1} u_1 \right\|_{X_{N_1}(T)}
$$
for \(0 \leq \theta \leq 1\). This and the Sobolev inequality imply
\[
\|P_{N_1} u_1\rceil_{L^\infty_T L_x^\infty} \lesssim N_1^{-\frac{1}{2} + \theta} \|P_{N_1} u_1\rceil_{X_{N_1}(T)} \lesssim N_1^{-\frac{1}{2} + \theta} c_{1,N_1}.
\]
Therefore, we obtain
\[
\sum_{N \lesssim N_1} N^s N_1^\gamma \left\| P_N \left( \prod_{i=1}^m P_{N_i} \tilde{u}_i \right) \rceil_{Y_N(T)} \right\| \lesssim T^\theta N_1^{-3s + \gamma - 2 + \theta} N_5^{-s + (m-5)(\frac{1}{2} - s)} \prod_{i=1}^m c_{i,N_i}
\]
\[
\lesssim T^\theta N_5^{-(m-1)s + \frac{m-1}{2} - (4 - \gamma) + \theta} \prod_{i=1}^m c_{i,N_i}
\]
\[
\lesssim T^\theta N_5^{-\epsilon} \prod_{i=1}^4 c_{i,N_i}
\]
for \(0 \leq \theta \leq 1\), \(\epsilon > 0\), and \(s \geq \max \{ \frac{\gamma - 2 + \theta}{3}, s_c + \frac{\theta + \epsilon}{m-1}, 0 \} \). We choose \(\theta\) and \(\epsilon\) as \(\theta + \epsilon \leq (m-1)(s - s_c)\) for \(s > s_c\).

**Remark 4.2.** For \(m = 3\), if we do not use the bilinear Strichartz estimate, then the worst case is not \(k = 3\). Indeed, for \(k = 1 (N \sim N_1)\), we have
\[
N^s \frac{\gamma - 2 + \theta}{3} \left\| \prod_{i=1}^3 P_{N_i} u_i \rceil_{L_1^2 L_T^2} \right\| \lesssim N^s \frac{\gamma - 2 + \theta}{3} \|P_{N_1} u_1\rceil_{L_\infty^\infty L_T^2} \|P_{N_2} u_2\rceil_{L_2^2 L_T^\infty} \|P_{N_3} u_3\rceil_{L_2^2 L_T^\infty}
\]
\[
\lesssim N^s \frac{\gamma - 2 + \theta}{3} N_1^{-s + \frac{3}{2}} N_2^{-s + 1 + \epsilon} N_3^{-s + 1 + \epsilon} \prod_{i=1}^3 c_{i,N_i}
\]
when \(\gamma = 3\). This guarantees the trilinear estimate only for \(s > 1\). Therefore, by using the bilinear Strichartz estimate, we can improve the result in [17].

**Remark 4.3.** When \(\gamma = 3\), we cannot obtain (4.16) with \(\delta > 0\). This is the reason why large data cannot be treated in Theorems 1.1 and 1.2.

**Remark 4.4.** We can also obtain
\[
\left\| \prod_{i=1}^m \tilde{u}_i \rceil_{Y_s(T)} \right\| \lesssim T^\delta \prod_{i=1}^m \|u_i\rceil_{X_s(T)}
\] (4.21)
for the same \(s\) and \(\delta\) as in Theorem 4.4 because
\[
\left\| \prod_{i=1}^m \tilde{u}_i \rceil_{Y_s(T)} \right\| \lesssim \left\| \prod_{i=1}^m P_{\leq 1} \tilde{u}_i \rceil_{Y_s(T)} \right\| + \sum_{k=1}^m \left\| (\partial_x^\gamma P_{\geq 1} \tilde{u}_k) \prod_{1 \leq i \leq m, i \neq k} \tilde{u}_i \rceil_{Y_s(T)} \right\|
\]
We can treat the first term of R.H.S by the same way as the estimate for \(I_0\) and the second term of R.H.S by the same way as the estimates for \(I_k\) \((k = 1, \ldots, m)\).
5. Multilinear estimates at the scaling critical regularity in the cases $m \geq 6$ with $\gamma = 3$ and $m \geq 5$ with $\gamma = 2$

In this section, we prove multilinear estimates at the scaling critical regularity $s = s_c(\gamma, m)$ in the cases $m \geq 6$ with $\gamma = 3$ and $m \geq 5$ with $\gamma = 2$. To treat these cases, we define the function spaces $X_N$ and $Z_N$ equipped with the norms

\[
\|u\|_{X_N} := \|u\|_{L^\infty_t L^2_x} + N^{-\frac{1}{4}} \|u\|_{L^4_t L^\infty_x} + N^{\frac{3}{2}} \|u\|_{L^\infty_t L^4_x},
\]

\[
\|F\|_{Z_N} := N^{-\frac{3}{2}} \|F\|_{L^1_t L^2_x},
\]

instead of Definition 2.3. Furthermore, we define $\dot{X}^s$, $X^s$, $\dot{Z}^s$, and $Z^s$ by

\[
\|u\|_{\dot{X}^s} := \left( \sum_{N \in 2^Z} N^{2s} \|P_N u\|_{X_N}^2 \right)^{\frac{1}{2}}, \quad \|u\|_{X^s} := \|u\|_{\dot{X}^0} + \|u\|_{\dot{X}^s},
\]

\[
\|F\|_{\dot{Z}^s} := \left( \sum_{N \in 2^Z} N^{2s} \|P_N F\|_{Z_N}^2 \right)^{\frac{1}{2}}, \quad \|F\|_{Z^s} := \|F\|_{\dot{Z}^0} + \|F\|_{\dot{Z}^s}.
\]

We can see that

\[
\left\| e^{it\partial_x^3} u_0 \right\|_{X^s} \lesssim \|u_0\|_{H^s}, \quad \left\| \int_0^t e^{i(t-t')\partial_x^3} F(t') dt' \right\|_{X^s} \lesssim \|F\|_{Z^s}
\]

by the same argument as in the previous sections.

**Theorem 5.1.** (Multilinear estimates) Let $m \geq 6$. Set

\[
s_c = s_c(m) := \frac{1}{2} - \frac{1}{m-1}.
\]

(i) For any $u_1, \ldots, u_m \in \dot{X}^{s_c}$, it holds that

\[
\left\| \partial_x^3 \prod_{i=1}^m \tilde{u}_i \right\|_{\dot{Z}^{s_c}} \lesssim \prod_{i=1}^m \|u_i\|_{\dot{X}^{s_c}},
\]

where $\tilde{u}_i \in \{u_i, \overline{u}_i\}$. The implicit constant depends only on $m$.

(ii) If $s \geq s_c$, For any $u_1, \ldots, u_m \in X^s$, it holds that

\[
\left\| \partial_x^3 \prod_{i=1}^m \tilde{u}_i \right\|_{Z^s} \lesssim \prod_{i=1}^m \|u_i\|_{X^s},
\]

where $\tilde{u}_i \in \{u_i, \overline{u}_i\}$. The implicit constant depends only on $m$ and $s$.

**Proof.** Let $s \geq 0$. We assume $u_i \in \dot{X}^s \cap \dot{X}^{s_c}$ and $\|u_i\|_{\dot{X}^{s_c}} \lesssim 1$ ($i = 1, \ldots, m$).

We first prove

\[
\left\| \partial_x^3 \prod_{i=1}^m u_i \right\|_{Z^s} \lesssim \sum_{i=1}^m \|u_i\|_{\dot{X}^s}.
\]


This implies
\[ \left\| \partial_x^3 \prod_{i=1}^m \tilde{u}_i \right\|_{Z^s} \lesssim \sum_{i=1}^m \| u_i \|_{X_s^s} \prod_{1 \leq k \leq m, k \neq i} \| u_k \|_{X_s^c} \] (5.6)
for any \( u_i \in X^s \cap X^{s,c} \) because \( \| u_i \|_{X^c} = \| u_i \|_{X^{s,c}} \). For \( i = 1, \ldots, m \) and \( N_i \in 2^Z \), we set \( c_{1,N_1} := N_1 \| P_{N_1} u_1 \|_{X_{N_1}}, c_{i,N_i} := N_i^{s,c} \| P_{N_i} u_i \|_{X_{N_i}} \) (\( i = 2, \ldots, m \)).

We define
\[
I_1 = \left\{ \sum_{N \in 2^Z} N^{2s+6} \left( \sum_{N_1 \geq \cdots \geq N_m} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{Z_N} \right)^2 \right\}^{1 \over 2},
\]
\[
I_2 = \sum_{N \in 2^Z} N^{s+3} \sum_{N_1 \geq \cdots \geq N_m} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{Z_N}.
\]

Then, we have
\[ \left\| \partial_x^3 \prod_{i=1}^m \tilde{u}_i \right\|_{Z^s} \lesssim I_1 + I_2. \]

It suffices to show that
\[ \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^2_x L^2_t} \lesssim N_1^{1-s-\frac{s}{2}} \left( \prod_{i=6}^m N_i^{1-s} \right)^{1 \over 2} \prod_{i=1}^m c_{i,N_i}. \] (5.7)

Indeed, if (5.7) holds, then we have
\[
I_1^2 \lesssim \sum_{N} N^{2s+6} \left( \sum_{N_1 \sim N} \sum_{N_2 \geq \cdots \geq N_m} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{Z_N} \right)^2
\]
\[
\lesssim \sum_{N} \left( \sum_{N_1 \sim N} \sum_{N_2 \geq \cdots \geq N_m} N^{s+\frac{s}{2}} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^2_x L^2_t} \right)^2
\]
\[
\lesssim \sum_{N} \left( \sum_{N_1 \sim N} \sum_{N_2 \geq \cdots \geq N_m} N^{s+\frac{s}{2}} N_1^{1-s-\frac{s}{2}} \left( \prod_{i=6}^m N_i^{1-s} \right)^{1 \over 2} \prod_{i=1}^m c_{i,N_i} \right)^2
\]
\[
\lesssim \sum_{N} \left( \sum_{N_1 \sim N} \left( \sum_{N_2} c_{2,N_2} \prod_{i=3}^m c_{i,N_i} \right)^2 \right)^2
\]
\[
\lesssim \left( \sum_{N_1} \sum_{N_2} c_{2,N_2}^2 + \prod_{i=3}^m \sum_{N_i} c_{i,N_i}^2 \right)^2
\]
by the Young inequality and

\[
I_2 \leq \sum_{N_1} \sum_{N_2 \sim N_1} \sum_{N < N_1} \sum_{N_3 \geq \ldots \geq N_m} N^{s+3} \left| \prod_{i=1}^{m} P_{N_i} u_i \right|_{Z_N} \leq \sum_{N_1} \sum_{N_2 \sim N_1} \sum_{N < N_1} \sum_{N_3 \geq \ldots \geq N_m} N^{s+\frac{3}{2}} \left| \prod_{i=1}^{m} P_{N_i} u_i \right|_{L^1_t L^2_x} \leq \sum_{N_1} \sum_{N_2 \sim N_1} \sum_{N < N_1} \left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} c_{1,N_1} c_{2,N_2} \sum_{N_3 \geq \ldots \geq N_m} \left( \frac{\prod_{i=6}^{m} N_i^{\frac{1}{2}-s_c}}{\prod_{i=2}^{5} N_i^{s_c-\frac{1}{4}}} \right) \prod_{i=3}^{m} c_{i,N_i} \leq \prod_{i=1}^{m} \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\]

by the Cauchy–Schwarz inequality because \((m - 5)(\frac{1}{2} - s_c) = 4(s_c - \frac{1}{4}) > 0\). Therefore, we obtain (5.5) since

\[
\sum_{N_i} c_{i,N_i}^2 = \| u_i \|^2_{X^{s_c}} \lesssim 1
\]

for \(i = 2, \ldots m\). Now, we prove (5.7). By the Hölder inequality and the Bernstein inequality, we have

\[
\left| \prod_{i=1}^{m} P_{N_i} u_i \right|_{L^1_t L^2_x} \leq \left| P_{N_1} u_1 \right|_{L^\infty_t L^2_x} \prod_{i=2}^{5} \left| P_{N_i} u_i \right|_{L^{4}_t L^\infty_x} \prod_{i=6}^{m} \left| P_{N_i} u_i \right|_{L^\infty_x t} \lesssim N_1^{s-\frac{s-\frac{3}{2}}{2}} \left( \frac{\prod_{i=6}^{m} N_i^{\frac{1}{2}-s_c}}{\prod_{i=2}^{5} N_i^{s_c-\frac{1}{4}}} \right) \prod_{i=1}^{m} c_{i,N_i}.
\]

The estimate (5.3) follows from (5.6) with \(s = s_c\). Next, we prove (5.4). By (5.6) with \(s = 0\), we have

\[
\left| \partial_x^3 \prod_{i=1}^{m} u_i \right|_{Z^0} \lesssim \sum_{i=0}^{m} \| u_i \|_{\dot{X}^0} \prod_{k \neq i}^{m} \| u_k \|_{\dot{X}^{s_c}} \lesssim \sum_{i=1}^{m} \| u_i \|_{X^s}
\]

for \(s \geq s_c\). While by (5.6) with \(s \geq s_c\), we have

\[
\left| \partial_x^3 \prod_{i=1}^{m} u_i \right|_{\dot{Z}^s} \lesssim \sum_{i=0}^{m} \| u_i \|_{X^s} \prod_{k \neq i}^{m} \| u_k \|_{\dot{X}^{s_c}} \lesssim \sum_{i=1}^{m} \| u_i \|_{X^s}.
\]

Therefore, we obtain (5.4). \(\square\)

**Remark 5.1.** We cannot obtain (5.3) and (5.4) for \(m = 5\) by the same argument because the factors \(N_i^{s_c-\frac{1}{4}} (i = 2, \ldots, 5)\) are vanished.

**Theorem 5.2.** (Multilinear estimates) Let \(m \geq 5\). Set

\[
s_c = s_c(m) := \frac{1}{2} - \frac{2}{m - 1}.
\]
(i) For any \( u_1, \ldots, u_m \in \dot{X}^{s_c} \), it holds that

\[
\left\| \partial^2_x \prod_{i=1}^m \tilde{u}_i \right\|_{Z^{s_c}} \lesssim \prod_{i=1}^m \| u_i \|_{\dot{X}^{s_c}},
\]

(5.8)

where \( \tilde{u}_i \in \{ u_i, \overline{u}_i \} \). The implicit constant depends only on \( m \).

(ii) If \( s \geq s_c \), then for any \( u_1, \ldots, u_m \in X^s \), it holds that

\[
\left\| \partial^2_x \prod_{i=1}^m \tilde{u}_i \right\|_{Z^s} \lesssim \prod_{i=1}^m \| u_i \|_{X^s},
\]

(5.9)

where \( \tilde{u}_i \in \{ u_i, \overline{u}_i \} \). The implicit constant depends only on \( m \) and \( s \).

Proof. Let \( c_{i,N_i} \) \((i = 1, \ldots, m)\) are defined in the proof of Theorem 5.1. Then, we have (5.7) by the same way, where we assumed

\[
\prod_{i=6}^m N_i^{\frac{1}{2} - s_c} = 1
\]

if \( m = 5 \). Therefore, we obtain

\[
N^{s+2 - \frac{3}{4}} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^1_t L^2_x} \lesssim \left( \frac{N}{N_1} \right)^{s + \frac{1}{2}} \left( \prod_{i=2}^{m} N_i^{\frac{s}{4} - s_c} \prod_{i=2}^{m} N_i^{\frac{s}{4} - s_c} \right) \prod_{i=1}^m c_{i,N_i}.
\]

This implies

\[
\left\| \partial^2_x \prod_{i=1}^m \tilde{u}_i \right\|_{Z^s} \lesssim \sum_{i=1}^m \| u_i \|_{X^s} \prod_{1 \leq k \leq m} \| u_k \|_{\dot{X}^{s_c}}.
\]

for \( s \geq s_c \) by the same argument as in the proof of Theorem 5.1 because \( 1 = 4\left( \frac{1}{4} - s_c \right) + (m-5)(\frac{1}{2} - s_c) > 0 \). In particular, we have

\[
I_1 \lesssim \prod_{i=1}^m \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\]

and need not the renormalize argument for \( \| u_i \|_{\dot{X}^{s_c}} \) \((i = 2, \ldots, m)\). \( \square \)

To treat the large data for the scaling critical case, we give the following.

**Theorem 5.3.** (Multilinear estimates) Let \( m \geq 5 \), \( 0 < T < 1 \), and \( M \in 2^N \).

Set

\[
s_c = s_c(m) := \frac{1}{2} - \frac{2}{m - 1}.
\]

(i) For any \( u_1, \ldots, u_m \in \dot{X}^{s_c} \), it holds that

\[
\left\| \partial^2_x \left( \prod_{i=1}^m \tilde{u}_i - \prod_{i=1}^m P_{M} \tilde{u}_i \right) \right\|_{\dot{Z}^{s_c}(T)} \lesssim T^\delta M^\kappa \prod_{i=1}^m \| u_i \|_{\dot{X}^{s_c}(T)}
\]

(5.10)

for some \( \delta > 0 \) and \( \kappa > 0 \) depending only on \( m \).
(ii) For any $u_1, \ldots, u_m \in X^{s_c}$, it holds that
\[
\left\| \partial_x^2 \left( \prod_{i=1}^m \tilde{u}_i - \prod_{i=1}^m P_{\geq M} \tilde{u}_i \right) \right\|_{Z^{s_c}(T)} \lesssim T^\delta M^\kappa \prod_{i=1}^m \| u_i \|_{X^{s_c}(T)} \tag{5.11}
\]
for some $\delta > 0$ and $\kappa > 0$ depending only on $m$.

**Proof.** By the symmetry, we can assume $N_1 \geq \cdots \geq N_m$ and $N_m < M$. Let $s \geq 0$, $c_{1, N_1} := N_1^s \| P_{N_1} u_1 \|_{X_{N_1}(T)}$, $c_{i, N_i} := N_{i}^{s_c} \| P_{N_i} u_i \|_{X_{N_i}(T)} \ (i = 2, \ldots, m - 1)$, and $c_{m,N_m} := N_{m}^{s_c} \| P_{\leq M} P_{N_m} u_m \|_{X_{N_m}(T)}$. We first assume the case $m \geq 6$ By the Hölder inequality, we have
\[
\left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^1_x L^2_T} \leq T^{\frac{1}{2} - \frac{1}{p}} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^1_x L^p_T} \leq T^{\frac{1}{2} - \frac{2}{p}} \| P_{N_1} u_1 \|_{L^\infty_x L^p_T} \left( \prod_{i=2}^m \| P_{N_i} u_i \|_{L^\infty_x L^p_T} \right) \left( \prod_{i=1}^{m-1} \| P_{N_i} u_i \|_{L^{\infty_x L^\infty_T}} \right) \left( \prod_{i=1}^m \| P_{\leq M} P_{N_m} u_m \|_{L^{\infty_x L^\infty_T}} \right)
\]
for $p > 2$, where we assumed
\[
\prod_{i=1}^{m-1} \| P_{N_i} u_i \|_{L^{\infty_x L^\infty_T}} = 1
\]
when $m = 6$. By the interpolation between the two estimates
\[
\| P_{N_1} u_1 \|_{L^\infty_x L^2_T} \lesssim N_1^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}(T)} , \quad \| P_{N_1} u_1 \|_{L^\infty_x L^\infty_T} \lesssim N_1^{\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}(T)} ,
\]
we obtain
\[
\| P_{N_1} u_1 \|_{L^\infty_x L^p_T} \lesssim N_1^{\frac{1}{2} - \frac{2}{p}} \| P_{N_1} u_1 \|_{X_{N_1}(T)} .
\]
Therefore, by the Bernstein inequality, it holds that
\[
N^{s+2 - \frac{3}{2}} \left\| \prod_{i=1}^m P_{N_i} u_i \right\|_{L^1_x L^2_T} \lesssim T^{\frac{1}{2} - \frac{1}{p}} \left( \frac{N}{N_1} \right)^{s + \frac{1}{2}} \left( \prod_{i=1}^{m-1} N_i^{\frac{1}{2}} \| P_{\geq M} \tilde{u}_i \|_{H^s(T)} \right) \left( \prod_{i=1}^m \| u_i \|_{X^{s_c}(T)} \right)
\]
We choose $p > 2$ as $p = \frac{2(m-1)}{m-2}$. Then, $4(\frac{1}{4} - s_c) + (m - 6)(\frac{1}{2} - s_c) = \frac{4}{p} - 1 > 0$. Therefore, we obtain
\[
\left\| \partial_x^2 \left( \prod_{i=1}^m \tilde{u}_i - \prod_{i=1}^m P_{\geq M} \tilde{u}_i \right) \right\|_{Z^s} \lesssim T^{\frac{3}{2} - \frac{1}{p}} M^{\frac{s}{2} - s_c} \sum_{i=1}^m \| u_i \|_{X^s} \prod_{1 \leq k \leq m, k \neq i} \| u_k \|_{X^{s_c}}
\]
for $s \geq s_c$ by the same argument as in the proof of Theorem 5.2 because $N_m < M$ and $\frac{1}{2} - s_c > 0$. 

Next, we assume the case \( m = 5 \). Then, \( s_c = 0 \). Therefore, it holds that

\[
N^{s+\frac{2}{7}} \left\| \prod_{i=1}^{5} P_{N_i} u_i \right\|_{L^2_t L^2_x} \\
\leq T^{\frac{1}{2}} - \frac{1}{7} N^{s+\frac{2}{3}} \left\| P_{N_1} u_1 \right\|_{L^2_t L^4_x} \left( \prod_{i=2}^{4} \left\| P_{N_i} u_i \right\|_{L^4_t L^\infty_x} \right) \left\| P_{<M} P_{N_5} u_5 \right\|_{L^2_t L^\infty_x}
\]

\[
\lesssim T^{\frac{1}{2}} - \frac{1}{7} \left( \frac{N}{N_1} \right)^{s+\frac{1}{2}} \left( \prod_{i=2}^{4} N_i^{\frac{1}{4}} \right) \frac{N_5^{\frac{1}{4}}}{N_1^{\frac{3}{4}}} \prod_{i=5}^{m} c_i N_i
\]

and obtain

\[
\left\| \partial_x^2 \left( \prod_{i=1}^{5} \tilde{u}_i - \prod_{i=1}^{m} P_{\geq M} \tilde{u}_i \right) \right\|_{L^s_x} \lesssim T^{\frac{1}{2}} - \frac{1}{7} M^{\frac{5}{4}} \sum_{i=1}^{5} \left\| u_i \right\|_{\dot{X}^s} \prod_{1 \leq k \leq m, k \neq i} \left\| u_k \right\|_{\dot{X}^{s_c}}
\]

for \( s \geq s_c \) by choosing \( p > 2 \) as \( p = \frac{16}{7} \) because \( \frac{3}{4} = 4 \cdot \frac{7}{16} - 1 > 0 \) and \( N_5 < M \).

6. Multilinear estimates at the scaling critical regularity in the cases \( m = 5 \) with \( \gamma = 3 \) and \( m = 4 \) with \( \gamma = 2 \)

In this section, we study the Cauchy problem (1.1) with a specific scaling invariant nonlinearity (1.12) at the scaling critical regularity \( s = s_c(\gamma, m) \) in the cases \( (\gamma, m) = (3, 5) \) and \( (2, 4) \). Let \( N \in 2^\mathbb{Z} \). To do so, we use the following more sophisticated Banach spaces \( X_N \) and \( Y_N \) endowed with the norms

\[
\left\| u \right\|_{X_N} := \left\| u(0) \right\|_{L^2_x} + \left\| (i\partial_t + \partial_x^4) u \right\|_{Y_N},
\]

\[
\left\| F \right\|_{Y_N} := \inf \left\{ \left\| F_1 \right\|_{Z_N} + \left\| F_2 \right\|_{\dot{X}_0^{-\frac{1}{2}, 1}} \mid F = F_1 + F_2 \right\},
\]

\[
\left\| F \right\|_{Z_N} := N^{-\frac{3}{2}} \left\| F \right\|_{L^1_t L^2_x},
\]

respectively, instead of Definition 2.3. Here \( \cdot \left\|_{\dot{X}^{0, b, q}} \) denotes the Besov type Fourier restriction norm given by

\[
\left\| u \right\|_{\dot{X}^{0, b, q}} := \left\{ \begin{array}{ll}
\left( \sum_{A \in 2^\mathbb{Z}} A^b \left\| Q_A u \right\|_{L^q_t L^2_x} \right)^{\frac{1}{q}}, & \text{if } 1 \leq q < \infty, \\
\sup_{A \in 2^\mathbb{Z}} A^b \left\| Q_A u \right\|_{L^1_t L^2_x}, & \text{if } q = \infty,
\end{array} \right.
\]

where \( Q_A \) with \( A \in 2^\mathbb{Z} \) denotes the Littlewood–Paley projection defined by

\[
\mathcal{F}_{t,x}[Q_A u](\tau, \xi) := \psi_A(\tau - \xi^4) \mathcal{F}_{t,x}[u](\tau, \xi).
\]
We note that \( \|(i \partial_t + \partial_x^4)u\|_{\dot{X}^{0,-\frac{1}{2}}} = \|u\|_{\dot{X}^{0,\frac{1}{2}}} \). Furthermore, we define the Banach spaces \( \dot{X}^s, X^s, \dot{Y}^s, \) and \( Y^s \) endowed with the norms
\[
\|u\|_{X^s} := \left( \sum_{N \in 2^Z} N^{2s}\|P_N u\|_{X_N}^2 \right)^{\frac{1}{2}}, \quad \|F\|_{X^s} := \left( \sum_{N \in 2^Z} N^{2s}\|P_N u\|_{Y_N}^2 \right)^{\frac{1}{2}}.
\]
where \( s \in \mathbb{R} \). We can see that by Lemma 2.2, the estimates
\[
\left\| e^{it\partial_x^2} f \right\|_{\dot{X}^s} \lesssim \|f\|_{H^s}, \quad \left\| \int_0^t e^{i(t-t')\partial_x^4} F(t') dt' \right\|_{\dot{X}^s} \lesssim \|F\|_{\dot{Y}^s} \quad (6.2)
\]
hold for any \( f \in \dot{H}^s(\mathbb{R}) \) and \( F \in \dot{Y}^s \).

**Remark 6.1.** The similar norms as \( \| \cdot \|_{X_N} \) and \( \| \cdot \|_{Y_N} \) are used by Tao [34] to prove the well-posedness of the quartic generalized Korteweg-de Vries at the scaling critical regularity \( \dot{H}^{-\frac{1}{6}} \) (see [34, Section 2]). In the proof of [28, Theorem 1.3], Pornnopparath used such norms to prove the small data global well-posedness of the quintic derivative nonlinear Schrödinger equations at the scaling critical regularity \( \dot{H}^{\frac{1}{5}} \).

**Lemma 6.1.** (Extension lemma) Let \( S \) be any space-time Banach space that satisfies
\[
\|g(t)F(t, x)\|_S \lesssim \|g\|_{L^\infty_t} \|F(t, x)\|_S
\]
for any \( F \in S \) and \( g \in L^\infty_t \). Let \( T : L^2(\mathbb{R}) \times \cdots \times L^2(\mathbb{R}) \to S \) be a spatial multilinear operator satisfying
\[
\left\| T(e^{it\partial_x^2} u_1, 0, \ldots, e^{it\partial_x^2} u_k, 0) \right\|_S \lesssim \prod_{j=1}^k \|u_{j,0}\|_{L^2_x}
\]
for any \( u_{1,0}, \ldots, u_{k,0} \in L^2(\mathbb{R}) \) with \( k \in \mathbb{N} \). Then it holds that
\[
\|T(u_1, \ldots, u_k)\|_S \lesssim \prod_{j=1}^k \left( \|u_j(0)\|_{L^2_x} + \| (i \partial_t + \partial_x^4)u_j \|_{\dot{X}^{0,-\frac{1}{2}}} \right)
\]
for any \( u_1, \ldots, u_k \in \dot{X}^{0,\frac{1}{2}} \).

For the proof of this lemma, see Lemma 4.1 in [34].

By Lemma 6.1, the linear estimates (Lemmas 2.3, 2.4, 2.6), and the same argument as in the proof of Theorem 3.2 (See also Remark 3.2), we obtain the following.

**Proposition 6.2.** Let \( N \in 2^\mathbb{Z} \). It holds that
\[
\|P_N u\|_{L^\infty_t L^2_x} + N^\frac{1}{2} \|P_N u\|_{L^1_t L^\infty_x} + N^\frac{3}{2} \|P_N u\|_{L^2_t L^\infty_x} + N^{-\frac{1}{2}} \|P_N u\|_{L^6_t L^\infty_x} \lesssim \|P_N u\|_{X_N}
\]
for any \( u \in X_N \).

Furthermore, we get the following.
Proposition 6.3. Let $N \in 2^\mathbb{Z}$. It holds that

$$\|P_N u\|_{X^{0,\frac{1}{2},\infty}} \lesssim \|P_N u\|_{X_N}$$

for any $u \in X_N$.

Proof. We put $F = F_1 + F_2 := (i\partial_t + \partial_x^4)u$, where $P_N F_1 \in Z_N$ and $P_N F_2 \in \dot{X}^{0,-\frac{1}{2},1}$. Then, we have

$$u(t) = e^{it\partial_x^4}u_0 - i \int_0^t e^{i(t-t')\partial_x^4} F_1(t')dt' - i \int_0^t e^{i(t-t')\partial_x^4} F_2(t')dt'$$

$$= e^{it\partial_x^4}u_0 - i \sum_{k=1}^2 \left( \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_k(t')dt' - e^{i\partial_x^4} \int_0^0 e^{-it'\partial_x^4} F_k(t')dt' \right).$$

Because the space-time Fourier transform of the linear solution is supported in $\{(\tau,\xi)\mid \tau - \xi^4 = 0\}$, we have

$$\|P_N e^{it\partial_x^4}u_0\|_{X^{0,\frac{1}{2},\infty}} = 0, \quad \|P_N e^{it\partial_x^4} \int_{-\infty}^0 e^{-it'\partial_x^4} F_k(t')dt'\|_{X^{0,\frac{1}{2},\infty}} = 0.$$

Therefore, it suffices to show that

$$\|P_N \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_1(t')dt'\|_{X^{0,\frac{1}{2},\infty}} \lesssim \|P_N F_1\|_{Z_N} \quad (6.3)$$

and

$$\|P_N \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_2(t')dt'\|_{X^{0,\frac{1}{2},\infty}} \lesssim \|P_N F_2\|_{X^{0,-\frac{1}{2},1}}. \quad (6.4)$$

We first prove (6.3). For $y \in \mathbb{R}$, we put

$$w_y(t, x) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^t \left( P_N \mathcal{K} \right)(t-t', x-y) F_1(t', y)dt',$$

where $\mathcal{K}$ is defined by (2.4). Then, we have

$$P_N \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_1(t')dt' = \int_{\mathbb{R}} w_y(t, x)dy \quad (6.5)$$

and

$$\mathcal{F}_{t,x}[w_y](\tau, \xi) = \frac{1}{\sqrt{2\pi i}} e^{-i\xi y} \psi_N(\xi) \mathcal{F}_t[F_1](\tau, y).$$
Therefore, for $A \in 2^\mathbb{Z}$, by using the variable transform $\xi \mapsto \omega$ as $\omega = \tau - \xi^4$, we have
\[
\|Q_A w_y\|_{L^2_{t,x}} \sim \|\psi_A(\tau - \xi^4)\mathcal{F}_{t,x}[w_y](\tau, \xi)\|_{L^2_{\tau,\xi}} \\
\sim \left( \int_{\mathbb{R}} \int_{\mathbb{R}} \left| \psi_A(\xi)\psi_A(\tau - \xi^4) \right| |\mathcal{F}_t[F_1](\tau, y)|^2 d\xi d\tau \right)^{\frac{1}{2}} \\
\lesssim \left( \int_{\mathbb{R}} N^{-3} \int_{\mathbb{R}} \left| \frac{\psi_A(\omega)}{\omega^2} \right| |\mathcal{F}_t[F_1](\tau, y)|^2 d\omega d\tau \right)^{\frac{1}{2}} \\
\lesssim N^{-\frac{3}{2}} A^{-\frac{1}{2}} \left( \int_{\mathbb{R}} |\mathcal{F}_t[F_1](\tau, y)|^2 d\tau \right)^{\frac{1}{2}} \\
\lesssim N^{-\frac{3}{2}} A^{-\frac{1}{2}} \|F_1(t, y)\|_{L^2_t}.
\]
This and (6.5) imply (6.3).

Next, we prove (6.4). By the direct calculation, we have
\[
\mathcal{F}_{t,x} \left[ P_N \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_2(t') dt' \right](\tau, \xi) = \frac{1}{i} \frac{\psi_N(\xi)}{\tau - \xi^4 - i0} \mathcal{F}_{t,x}[F_2](\tau, \xi).
\]
Therefore, for $A \in 2^\mathbb{Z}$, we obtain
\[
\left\|Q_A P_N \int_{-\infty}^t e^{i(t-t')\partial_x^4} F_2(t') dt' \right\|_{L^2_{t,x}} \lesssim A^{-1} \|Q_L P_N F_2\|_{L^2_{t,x}}.
\]
This and the embedding $\dot{X}^{0,-\frac{1}{2},1} \hookrightarrow \dot{X}^{0,-\frac{1}{2},\infty}$ imply (6.4). \hfill \square

### 6.1. Refined bilinear Strichartz estimates

For $L \in 2^\mathbb{Z}$, we define the bilinear operators $R^\pm_L$ as
\[
R^+_L(f, g) := \int \int_{\mathbb{R} \times \mathbb{R}} e^{i\xi x} \psi_L(\xi_1 \pm (\xi - \xi_1)) \hat{f}(\xi_1) \hat{g}(\xi - \xi_1) d\xi_1 d\xi.
\]  

#### Lemma 6.4. (Refined bilinear Strichartz estimate $L^2(\mathbb{R}) \times L^2(\mathbb{R}) \rightarrow L^2_{t,x}(\mathbb{R} \times \mathbb{R})$)

Let $L, N_1, N_2 \in 2^\mathbb{Z}$ with $N_1 \geq N_2$. Then for any functions $f, g$ satisfying $P_{N_1} f, P_{N_2} g \in L^2(\mathbb{R})$, the estimates
\[
\left\| R^+_L \left( P_{N_1} e^{it\partial_x^4} f, P_{N_2} e^{it\partial_x^4} g \right) \right\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R})} \leq CN_1^{-1} L^{-\frac{1}{2}} \|P_{N_1} f\|_{L^2} \|P_{N_2} g\|_{L^2},  
\]  

\[
\left\| R^-_L \left( P_{N_1} e^{it\partial_x^4} f, P_{N_2} e^{it\partial_x^4} g \right) \right\|_{L^2_{t,x}(\mathbb{R} \times \mathbb{R})} \leq CN_1^{-1} L^{-\frac{1}{2}} \|P_{N_1} f\|_{L^2} \|P_{N_2} g\|_{L^2},  
\]

hold, where $C$ is a positive constant independent of $L, N_1, N_2, f, g$. 

Proof. We only prove (6.8), since (6.7) can be obtained in the similar manner. By Plancherel’s theorem, the equivalency holds. Thus, it suffices to show that the estimate holds. Therefore, Lemma 4.1 follows from (6.8) with \( L = N_1 \).

\[ I := \left| \int_{\mathbb{R}} \left( \int_{\Omega} e^{it\xi^4} \hat{f}(\xi) e^{it(\xi-\xi^1)^4} \tilde{g}(\xi-\xi_1) h(t, \xi) d\xi_1 d\xi \right) dt \right| \leq N_1^{-1} L^{-\frac{1}{2}} \| \psi_N f \|_{L^2} \| \psi_N g \|_{L^2} \| h \|_{L^2} \]

holds for any \( h \in L^2(\mathbb{R} \times \mathbb{R}) \), where \( \Omega = \Omega(L, N_1, N_2) \) is defined by

\[ \Omega := \{ (\xi, \xi^1) \mid |\xi_1| \sim N_1, |\xi - \xi_1| \sim N_2, |\xi_1 - (\xi - \xi_1)| \sim L \}. \]

Since the identity

\[ \int_{\mathbb{R}} e^{it(\xi^1 + (\xi-\xi_1)^4)} h(t, \xi) dt = \sqrt{2\pi} \mathcal{F}[h](\xi) \]

holds for any \( \xi, \xi^1 \in \mathbb{R} \), by the Cauchy–Schwarz inequality, the estimate

\[ I = \sqrt{2\pi} \left| \int_{\Omega} \hat{f}(\xi) \tilde{g}(\xi-\xi_1) \mathcal{F}[h](-\xi^4_1 - (\xi - \xi^1)^4, \xi) d\xi_1 d\xi \right| \leq \| \psi_N f \|_{L^2} \| \psi_N g \|_{L^2} \left( \int_{\Omega} |\mathcal{F}[h](-\xi^4_1 - (\xi - \xi^1)^4, \xi) |^2 d\xi_1 d\xi \right)^{\frac{1}{2}} \]

holds. We use changing variables with \( \xi_1 \mapsto \tau \) as \( \tau = -\xi_1^4 - (\xi - \xi^1)^4 \). Since the relations

\[ \left| \frac{d\tau}{d\xi_1} \right| \sim |\xi^3_1 - (\xi - \xi^1)^3| \sim |\xi_1 - (\xi - \xi^1)| \max \{ |\xi_1|^2, |\xi - \xi^1|^2 \} \sim LN_1^2 \]

hold for any \( (\xi, \xi^1) \in \Omega \), by Plancherel’s theorem, the estimates

\[ \int_{\Omega} |\mathcal{F}[h](-\xi^4_1 - (\xi - \xi^1)^4, \xi) |^2 d\xi_1 d\xi \leq N_1^{-2} L^{-1} \int_{\Omega} |\mathcal{F}[h](\tau, \xi) |^2 d\tau d\xi \sim N_1^{-2} L^{-1} \| h \|_{L^2}^2 \]

hold, which implies (6.9). \( \square \)

Remark 6.2. When \( N_1 \gg N_2 \), the relations \( |\xi_1| \sim N_1 \) and \( |\xi - \xi_1| \sim N_2 \) imply the equivalency \( |\xi_1 - (\xi - \xi_1)| \sim N_1 \). Therefore, Lemma 4.1 follows from (6.8) with \( L = N_1 \).

Theorem 6.5. (Refined bilinear Strichartz estimate on \( X_{N_1} \times X_{N_2} \)) Let \( L, N_1, N_2 \in 2^\mathbb{Z} \) and \( u_1 \in X_{N_1}, u_2 \in X_{N_2} \). If \( N_1 \geq N_2 \geq L \), then the estimates

\[ \| R_L^+ (P_{N_1} u_1, P_{N_2} u_2) \|_{L^2_t x} \leq N_1^{-1} L^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}} \| P_{N_2} u_2 \|_{X_{N_2}}, \]

\[ \| R_L (P_{N_1} u_1, P_{N_2} u_2) \|_{L^2_t x} \leq N_1^{-1} L^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}} \| P_{N_2} u_2 \|_{X_{N_2}} \]
hold, where the implicit constants are independent of $L, N_1, N_2, u_1, u_2$.

Proof. We only prove (6.11) since (6.10) can be obtained in the similar manner. We set $u_{j,N_j} := P_{N_j} u_j$ and $F_j := (i\partial_t + \partial_x^4) u_j$ for $j = 1, 2$. It suffices to show that the estimate

$$\| R_L^{-1}(u_1,N_1, u_2,N_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \left( \| u_1, N_1 \|_{L^2_x} + \| F_1 \|_{Y_{N_1}} \right) \left( \| u_2, N_2 \|_{L^2_x} + \| F_2 \|_{Y_{N_2}} \right)$$

holds. This follows from the following estimates:

$$\| R_L^{-1}(u_1,N_1, u_2,N_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \left( \| u_1, N_1 \|_{L^2_x} + \| F_1 \|_{X_{N_1,\frac{3}{2}}} \right), \quad (6.12)$$

$$\| R_L^{-1}(u_1,N_1, u_2,N_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \left( \| u_1, N_1 \|_{L^2_x} + \| F_1 \|_{X_{N_1,\frac{3}{2}}} \right), \quad (6.13)$$

$$\| R_L^{-1}(u_1,N_1, u_2,N_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \left( \| u_1, N_1 \|_{L^2_x} + \| F_1 \|_{X_{N_1,\frac{3}{2}}} \right), \quad (6.14)$$

We can obtain the estimate (6.15) in the same manner as the proof of (4.6). To obtain (6.12), (6.13), and (6.14), we use Lemma 6.1. Then, we have only to prove

$$\| R_L^{-1}(e^{i\partial_x^4} u_1, N_1(0), e^{i\partial_x^4} u_2, N_2(0)) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \| u_1, N_1 \|_{L^2_x} \| u_2, N_2 \|_{L^2_x}, \quad (6.16)$$

$$\| R_L^{-1}(e^{i\partial_x^4} u_1, N_1(0), u_2, N_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \| u_1, N_1 \|_{L^2_x} \| u_2, N_2 \|_{L^2_x} + N_2^{-\frac{3}{2}} \| F_2 \|_{L^1_x L^2_t}, \quad (6.17)$$

$$\| R_L^{-1}(u_1, N_1, e^{i\partial_x^4} u_2, N_2(0)) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \left( \| u_1, N_1 \|_{L^2_x} + N_1^{-\frac{3}{2}} \| F_1 \|_{L^1_x L^2_t} \right) \| u_2, N_2(0) \|_{L^2_x}. \quad (6.18)$$

The estimate (6.16) is obtained by (6.8). We prove (6.17) only since (6.18) can be shown in the similar manner. We note that the identity holds

$$u_{2,N_2}(t) = e^{i\partial_x^4} u_{2,N_2}(0) - i \int_0^t e^{i(t-t')\partial_x^4} P_{N_2} F_2(t') dt' =: A_2 + B_2$$

for any $t \in \mathbb{R}$. To obtain (6.17), we prove the following estimates:

$$\| R_L^{-1}(e^{i\partial_x^4} u_1, N_1(0), A_2) \|_{L^2_{t,x}} \lesssim N_1^{-1} L^{-\frac{3}{2}} \| u_1, N_1 \|_{L^2_x} \| u_2, N_2(0) \|_{L^2_x}, \quad (6.19)$$
\[ R_L^- \left( e^{it\partial_x^4}u_1, N_1(0), B_2 \right) \|_{L^2_{t,x}} \lesssim N_1^{-1} N_2^{-\frac{3}{2}} L^{-\frac{1}{2}} \| u_1, N_1(0) \|_{L^2} \| F_2 \|_{L^1_x L^2_t}. \quad (6.20) \]

The estimate (6.19) is obtained by (6.8) because \( A_2 \) is a linear solution. The estimate (6.20) can be obtained by the same way as the proof of (4.8) and (4.9). But we apply Proposition 3.5 as

\[ B_2 = - \int e^{it\partial_x^4} L v_{2,y}(x) dy + \int (P_{< L/2501(\infty,0)})(x)(P_+ e^{it\partial_x^4} v_{2,y})(x) dy \]

and use

\[ \| R_L^- (g_1(t,x), (P_{< L/2501(\infty,0)})(x)g_2(t,x)) \|_{L^2_{t,x}} \lesssim \| R_L^- (g_1, g_2) \|_{L^2_{t,x}}. \quad (6.21) \]

instead of (4.13), where \( I = (-\infty, 0) \) or \([0, \infty)\). Now, we prove (6.21) for \( I = (-\infty, 0) \). The case \( I = [0, \infty) \) is same. Because \( |\xi_1 - (\xi - \xi_2)| \sim L \) and \( |\xi_2| \ll L \) imply \( |\xi_1 - (\xi - \xi_2 - \xi_1)| \sim L \), we have

\[ F_x[R_L^{-}(g_1(t,x), (P_{< L/2501(\infty,0)})(x)g_2(t,x))(\xi)] = \int \psi_x(\xi_1 - (\xi - \xi_1))\bar{\xi}(t,\xi_1) \left( F_x[P_{< L/2501(\infty,0)}]*\bar{\xi}(t) \right)(\xi - \xi_1) d\xi_1 \]

\[ \sim \int \int \psi_x(\xi_1 - (\xi - \xi_2 - \xi_1))\bar{\xi}(t,\xi_1)F_x[P_{< L/2501(\infty,0)}](\xi_2)\bar{\xi}(\xi - \xi_2 - \xi_1) d\xi_1 d\xi_2 \]

\[ = \int F_x[P_{< L/2501(\infty,0)}](\xi_2)F_x[R_L^{-}(g_1(t,x), g_2(t,x))](\xi - \xi_2) d\xi_2 \]

\[ = F_x[P_{< L/2501(\infty,0)}](\xi_2)R_L^{-}(g_1(t,x), g_2(t,x))(\xi) \]

Therefore, if \( \chi_L \) is defined by \( P_{< L/250} = \chi_L * f \), then we have

\[ \| R_L^{-}(g_1(t,x), (P_{< L/2501(\infty,0)})(x)g_2(t,x)) \|_{L^2_{t,x}} \]

\[ = \| P_{< L/2501(\infty,0)}(x)R_L^{-}(g_1(t,x), g_2(t,x)) \|_{L^2_{t,x}} \]

\[ = \| (\chi_{N_j} * 1_{(-\infty,0)})(x)R_L^{-}(g_1(t,x), g_2(t,x)) \|_{L^2_{t,x}} \]

\[ \lesssim \int_R |\chi_{N_j}(x)||1_{(-\infty,0)}(x-z)R_L^{-}(g_1(t,x), g_2(t,x))|L^2_{t,x} dz \]

\[ \lesssim \| R_L^{-}(g_1, g_2) \|_{L^2_{t,x}} \]

because \( \chi_{N_j}(x) = F_{\xi}^{-1}[\varphi(250N_j^{-1}\xi)](x) \).

\[ \square \]

**Corollary 6.6.** Let \( T > 0, L, N_1, N_2 \in 2^Z \), and \( u_1 \in X_{N_1}, u_2 \in X_{N_2} \). If \( N_1 \geq N_2 \gg L \), then the estimates

\[ \| R_L^+(P_{N_1}u_1, P_{N_2}u_2) \|_{L^2_{t,x}} \lesssim T^\theta N_1^{-1+\frac{\theta}{2}} L^{-\frac{1-\theta}{2}} \| P_{N_1}u_1 \|_{X_{N_1}} \| P_{N_2}u_2 \|_{X_{N_2}}, \quad (6.22) \]

\[ \| R_L^-(P_{N_1}u_1, P_{N_2}u_2) \|_{L^2_{t,x}} \lesssim T^\theta N_1^{-1+\frac{\theta}{2}} L^{-\frac{1-\theta}{2}} N_1^{-1} L^{-\frac{\theta}{2}} \| P_{N_1}u_1 \|_{X_{N_1}} \| P_{N_2}u_2 \|_{X_{N_2}}, \quad (6.23) \]

hold, where the implicit constants are independent of \( T, L, N_1, N_2, u_1, u_2 \).

Proof is the same as Corollary 4.3.
6.2. Multilinear estimates

**Theorem 6.7.** Multilinear estimates

(i) For any \( u_1, \ldots, u_5 \in \dot{X}^{\frac{1}{4}} \), it holds that

\[
\left\| \partial_x^3 \prod_{i=1}^5 \tilde{u}_i \right\|_{\dot{Y}^{\frac{1}{4}}} \lesssim \prod_{i=1}^5 \|u_i\|_{\dot{X}^{\frac{1}{4}}},
\]

where \( \tilde{u}_i \in \{u_i, \overline{u}_i\} \).

(ii) If \( s \geq \frac{1}{4} \), then for any \( u_1, \ldots, u_5 \in X^s \), it holds that

\[
\left\| \partial_x^3 \prod_{i=1}^5 \tilde{u}_i \right\|_{Y^s} \lesssim \prod_{i=1}^5 \|u_i\|_{X^s},
\]

where \( \tilde{u}_i \in \{u_i, \overline{u}_i\} \). The implicit constant depends only on \( s \).

**Proof.** We define

\[
I_1 := \left\{ \sum_{N \in 2^Z} N^{2s+6} \left( \sum_{(N_1, \ldots, N_5) \in \Phi_1} \left\| \prod_{i=1}^5 P_{N_i} u_i \right\|_{Z_N} \right)^2 \right\}^{\frac{1}{2}},
\]

\[
I_k := \sum_{N \in 2^Z} N^{s+3} \sum_{(N_1, \ldots, N_5) \in \Phi_k} \left\| \prod_{i=1}^5 P_{N_i} u_i \right\|_{Z_N} \quad (k = 2, 3, 5),
\]

\[
I_4 := \sum_{N \in 2^Z} N^{s+3} \sum_{(N_1, \ldots, N_5) \in \Phi_4} \left\| P_N \left( \prod_{i=1}^5 P_{N_i} \tilde{u}_i \right) \right\|_{Y_N},
\]

where

\[
\Phi_1 := \{(N_1, \ldots, N_5)| N_1 \geq \cdots \geq N_5, N \sim N_1 \gg N_2\},
\]

\[
\Phi_k := \{(N_1, \ldots, N_5)| N_1 \geq \cdots \geq N_5, N_1 \gg N, N_1 \sim \cdots \sim N_k \gg N_{k+1}\} \quad (k = 2, 3, 4),
\]

\[
\Phi_5 := \{(N_1, \ldots, N_5)| N_1 \geq \cdots \geq N_5, N \lesssim N_1 \sim \cdots \sim N_5\}.
\]

We note that

\[
\left\| \partial_x^3 \prod_{i=1}^5 \tilde{u}_i \right\|_{\dot{Y}^s} \lesssim \sum_{k=1}^{5} I_k
\]

holds. Let \( s \geq 0 \). For \( i = 1, \ldots, m \) and \( N_i \in 2^Z \), we set

\[
c_{1,N_1} := N_1^s \|P_{N_1} u_1\|_{X_{N_1}},
\]

\[
c_{i,N_i} := N_i^{\frac{1}{2}} \|P_{N_i} u_i\|_{X_{N_i}} \quad (i = 2, \ldots, 5).
\]
Now, we consider $I_k$ for $k \neq 4$. We assume $u_i \in \tilde{X}^s \cap \tilde{X}^{\frac{1}{4}}$ and $\|u_i\|_{\tilde{X}^{\frac{1}{4}}} \lesssim 1$ ($i = 1, \ldots, 5$). Then, it holds that
\[
\sum_{N_i} c_{i,N_i}^2 = \|u_i\|^2_{\tilde{X}^{\frac{1}{4}}} \lesssim 1
\] (6.26)
for $i = 2, \ldots, 5$. We prove
\[
I_k \lesssim \sum_{i=1}^5 \|u_i\|_{\tilde{X}^s} \prod_{1 \leq k \leq 5, k \neq i} \|u_k\|_{\tilde{X}^{\frac{1}{4}}}
\] (6.27)
This implies
\[
I_k \lesssim \sum_{i=1}^5 \|u_i\|_{\tilde{X}^s} \prod_{1 \leq k \leq 5} \|u_k\|_{\tilde{X}^{\frac{1}{4}}}
\] (6.28)
for any $u_i \in \tilde{X}^s \cap \tilde{X}^{\frac{1}{4}}$ because $\overline{u_i}$ ($i = 1, \ldots, m$) do not appear in the definition of $I_k$ when $k \neq 4$. To obtain (6.27), it suffices to show
\[
I_k \lesssim \left( \sum_{N_1} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\] (6.29)
We first prove (6.29) for $k = 5$. By the Hölder inequality and Proposition 6.2, we have
\[
\left\| \prod_{i=1}^5 P_{N_i} u_i \right\|_{Z_N} = N^{-\frac{3}{2}} \left\| \prod_{i=1}^5 P_{N_i} u_i \right\|_{L^2_x L^2_t} \leq N^{-\frac{3}{2}} \|P_{N_1} u_1\|_{L^\infty_t L^2_x} \|P_{N_2} u_2\|_{L^4_x L^4_t} \|P_{N_3} u_3\|_{L^4_x L^4_t} \|P_{N_4} u_4\|_{L^4_x L^4_t} \|P_{N_5} u_5\|_{L^4_x L^4_t} \lesssim N^{-\frac{3}{2}} N_1^{-s-\frac{3}{2}} \prod_{i=1}^5 c_{i,N_i}.\]
Therefore, by the Cauchy–Schwarz inequality for dyadic summation, we obtain
\[
I_5 \lesssim \sum_N \sum_{(N_1, \ldots, N_5) \in \Phi_5} N^{s+3} \left\| \prod_{i=1}^5 P_{N_i} u_i \right\|_{Z_N} \lesssim \sum_{N_1} \sum_{N \leq N_1} \sum_{N_2} \sum_{N_3} \sum_{N_4} \sum_{N_5} N^{s+3} N^{-\frac{3}{2}} N_1^{-s-\frac{3}{2}} \prod_{i=1}^5 c_{i,N_i} \lesssim \prod_{i=1}^5 \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}.\]
This implies (6.29) for $k = 5$ by (6.26).
Next, we consider $I_k$ for $k = 1, 2, 3$. By the same argument as in the proof of Theorem 5.1, to obtain (6.29), it suffices to show that

$$\left\| \prod_{i=1}^{5} P_{N_i} u_i \right\|_{L_1^t L_2^x} \lesssim N_1^{-s-\frac{3}{2}} \left( \frac{N_5}{N_{k+1}} \right)^{\frac{1}{4}} \prod_{i=1}^{5} c_{i,N_i}$$

(6.30)

for $(N_1, \ldots, N_5) \in \Phi_k$. By the Hölder inequality, (6.11) with $L = N_1$, Bernstein inequality, and Proposition 6.2, we have

$$\left\| \prod_{i=1}^{5} P_{N_i} u_i \right\|_{L_1^t L_2^x} \lesssim N_1^{-\frac{3}{2}} \left( \prod_{2 \leq i \leq 4 \atop i \neq k+1} N_i^\frac{1}{4} \right) N_5^\frac{3}{4} \prod_{i=1}^{5} \left\| P_{N_i} u_i \right\|_{X_{N_i}}$$

$$\sim N_1^{-s-\frac{3}{2}} N_{k+1}^{-\frac{3}{4}} N_5^\frac{3}{4} \prod_{i=1}^{5} c_{i,N_i}.$$

Therefore, we obtain (6.30).

Now, we consider $I_4$. We prove

$$I_4 \lesssim \prod_{i=1}^{5} \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}.$$

(6.31)

We put

$$\Phi_{4,1} := \{(N_1, \ldots, N_5) \in \Phi_4 | N \lesssim N_5 \},$$

$$\Phi_{4,2} := \{(N_1, \ldots, N_5) \in \Phi_4 | N \gg N_5 \},$$

and

$$I_{4,l} := \sum_{N \in 2^\ell} N^{s+3} \sum_{(N_1, \ldots, N_5) \in \Phi_{4,l}} \left\| P_N \left( \prod_{i=1}^{5} P_{N_i} u_i \right) \right\|_{Y_N} \quad (l = 1, 2).$$
(i) For \( l = 1 \) (\( N \lesssim N_5 \))

By the definition of the norm \( \| \cdot \|_{Y_N} \), the Hölder inequality, (6.11) with \( L = N_1 \), Bernstein inequality, and Proposition 6.2, we have

\[
\left\| \prod_{i=1}^{5} P_{N_i} \tilde{u}_i \right\|_{Y_N} \leq N^{-\frac{3}{2}} \left\| \prod_{i=1}^{5} P_{N_i} u_i \right\|_{L^2_{1,1} L^2_{t,x}} \\
\leq N^{-\frac{3}{2}} \| P_{N_1} u_1 P_{N_5} u_5 \|_{L^2_{1,1}} \| P_{N_2} u_2 \|_{L^4_{1} L^\infty_{t}} \| P_{N_3} u_3 \|_{L^4_{1} L^\infty_{t}} \| P_{N_4} u_4 \|_{L^4_{1,1}} \\
\lesssim N^{-\frac{3}{2}} N_1^{-s-\frac{3}{2}} N_4^{\frac{1}{4}} N_5^{-\frac{1}{4}} \prod_{i=1}^{5} c_{i,N_i}.
\]

Therefore, we obtain

\[
I_{4,1} \lesssim \sum_{N_1} \sum_{N_2 \sim N_1} \sum_{N_3 \sim N_1} \sum_{N_4 \sim N_1} \sum_{N_5 \ll N_1} N^{s+\frac{3}{2}} N_1^{-s-\frac{3}{2}} N_4^{\frac{1}{4}} N_5^{-\frac{1}{4}} \prod_{i=1}^{5} c_{i,N_i} \\
\lesssim \sum_{N_1} \sum_{N_2 \sim N_1} \sum_{N_3 \sim N_1} \sum_{N_4 \sim N_1} \sum_{N_5 \ll N_1} c_{1,N_1} c_{2,N_2} c_{3,N_3} c_{4,N_4} c_{5,N_5} \sum_{N_5 \ll N_1} N_1^{-s-\frac{3}{2}} N_5^{s+\frac{3}{2}} \prod_{i=1}^{5} c_{i,N_i} \\
\lesssim \prod_{i=1}^{5} \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}
\]

by the Cauchy–Schwarz inequality for dyadic summation.

(ii) For \( l = 1 \) (\( N \gg N_5 \))

We put \( P_{N_i}^\pm := P_{\pm} P_{N_i} \), where \( P_+ \) and \( P_- \) are defined in (3.9). Then we have

\[
\prod_{i=1}^{5} P_{N_i} \tilde{u}_i = \left\{ \prod_{i=1}^{4} (P_{N_i}^+ \tilde{u}_i + P_{N_i}^- \tilde{u}_i) \right\} P_{N_5} \tilde{u}_5.
\]

We define

\[
K := \# \{ i \in \{1, 2, 3, 4\} \mid \tilde{u}_i = \tilde{w}_i \}.
\]

We only have to consider the cases \( K = 0, 1, 2 \) because the case \( K = 3, 4 \) can be treated by the same way of the case \( K = 1, 0 \), respectively.

Case 1. \( K = 0 \)

By the symmetry, we only have to prove the estimates for

\[
J_{+-} := P_{N_1}^+ u_1 P_{N_2}^- u_2 P_{N_3} u_3 P_{N_4} u_4 P_{N_5} \tilde{u}_5, \\
J_{++} := P_{N_1}^+ u_1 P_{N_2}^+ u_2 P_{N_3}^+ u_3 P_{N_4}^- u_4 P_{N_5} \tilde{u}_5, \\
J_{-+} := P_{N_1}^- u_1 P_{N_2}^+ u_2 P_{N_3}^- u_3 P_{N_4}^+ u_4 P_{N_5} \tilde{u}_5.
\]

We first prove the estimate for \( J_{+-} \). Because \( \xi_1 \) and \( \xi_2 \) are opposite sign for \( \xi_1 \in \text{supp} \mathcal{F}_x[P_{N_1}^+ u_1] \) and \( \xi_2 \in \text{supp} \mathcal{F}_x[P_{N_2}^- u_2] \), it holds that

\[
|\xi_1 - \xi_2| = \xi_1 + (-\xi_2) \geq \max\{|\xi_1|, |\xi_2|\} \sim N_1.
\]

This implies that

\[
\| P_{N_1}^+ u_1 P_{N_2}^- u_2 \|_{L_{1,1}^2 L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}} \| P_{N_1}^+ u_1 \|_{X_{N_1}} \| P_{N_2}^- u_2 \|_{X_{N_2}}
\]

by (6.11) with $L = N_1$. Therefore, by the definition of the norm $\| \cdot \|_{Y_N}$, the Hölder inequality, the Bernstein inequality and Proposition 6.2, we obtain

$$\| P_N J_+ \|_{Y_N} \lesssim N^{-\frac{3}{2}} N_1^{-s-\frac{3}{2}} N_2^{-\frac{3}{2}} N_5^{\frac{1}{2}} \prod_{i=1}^5 c_{i,N_i}$$

by the same way for $I_1$. Because $N_1 \sim N_2$, we have

$$N^{s+3} \| P_N J_+ \|_{Y_N} \lesssim \left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} \left( \frac{N_2}{N_1} \right)^{\frac{3}{2}} \prod_{i=1}^5 c_{i,N_i}.$$  

(6.32)

Next, we prove the estimates for $J_{++}$. We put

$$J_{++}^{\text{high}} := \sum_{A \gg N_4^4} Q_A J_{++}, \quad J_{++}^{\text{low}} := \sum_{A \ll N_4^4} Q_A J_{++}.$$

We first consider $J_{++}^{\text{high}}$. Because

$$\| J_{++}^{\text{high}} \|_{X^0,-\frac{1}{2},1} \sim \sum_{A \gg N_4^4} A^{-\frac{1}{2}} \| Q_A J_{++}^{\text{high}} \|_{L^2_t L^\infty_x} \lesssim N_1^{-2} \| J_{++} \|_{L^2_t L^\infty_x},$$

by the definition of the norm $\| \cdot \|_{Y_N}$, the Hölder inequality, the Bernstein inequality and Proposition 6.2, we obtain

$$\| P_N J_{++}^{\text{high}} \|_{Y_N} \lesssim \| J_{++}^{\text{high}} \|_{X^0,-\frac{1}{2},1} \lesssim N_1^{-2} \| P_{N_4}^+ u_1 \|_{L^\infty_t L^2_x} \| P_{N_2}^+ u_2 \|_{L^4_t L^\infty_x} \| P_{N_3}^+ u_3 \|_{L^4_t L^\infty_x} \| P_{N_5}^+ u_4 \|_{L^\infty_t L^4_x} \| P_{N_5}^+ u_5 \|_{L^2_t L^\infty_x} \prod_{i=1}^5 c_{i,N_i}.$$  

(6.33)

Finally, we consider $J_{++}^{\text{low}}$. Let $(\tau_i, \xi_i) \in \text{supp} F_{t,x}[P_{N_i}^+ u_i]$ ($i = 1, 2, 3, 4$), $(\tau_5, \xi_5) \in \text{supp} F_{t,x}[P_{N_5} u_5]$. Then,

$$|\tau_1 + \tau_2 + \tau_3 + \tau_4 \pm \tau_5 - (\xi_1 + \xi_2 + \xi_3 + \xi_4 + \xi_5) \pm 4| \ll N_4^4$$

since $\text{supp} F_{t,x}[J_{++}^{\text{low}}] \subset \{ (\tau, \xi) | |\tau - \xi| \ll N_4^4 \}$. Because $N_1 \sim N_2 \sim N_3 \sim N_4 \gg N_5$, there exist $C_i > 0$ and $r_i \in \mathbb{R}$ satisfying $|r_i| \ll N_1$, such that

$$\xi_i = C_i N_1 + r_i \ (i = 1, 2, 3, 4), \quad \xi_5 = r_5.$$  

This implies

$$\|(\xi_1 + \xi_2 + \xi_3 + \xi_4 \pm \xi_5) \pm 4 - (\xi_1^4 + \xi_2^4 + \xi_3^4 + \xi_4^4)\|$$

$$\sim |(C_1 + C_2 + C_3 + C_4) N_1^4 - (C_1^4 + C_2^4 + C_3^4 + C_4^4) N_1^4| \quad (6.34)$$

$$\sim N_1^4$$

since $(C_1 + C_2 + C_3 + C_4)^4 > C_1^4 + C_2^4 + C_3^4 + C_4^4$. Therefore, at least one of $\tau_i - \xi_i^4$ ($i = 1, 2, 3, 4$) and $\tau_5 \mp \xi_5^4$ is larger than $N_1^4$. By the symmetry, we
can assume \( \text{supp} F_{t,x} [P^+_N u_1] \subset \{(\tau, \xi) | |\tau - \xi^4| \gtrsim N^4_1\} \) or \( \text{supp} F_{t,x} [P_N u_5] \subset \{(\tau, \xi) | |\tau + \xi^4| \gtrsim N^4_4\} \). For the former case, we have

\[
\|P^+_N u_1\|_2 \lesssim \sum_{A \gtrsim N^4_1} \|Q_A P^+_N u_1\|_2 \lesssim N_1^{-2} \sup_{A \in 2^\mathbb{Z}} A^{\frac{1}{2}} \|Q_A P^+_N u_1\|_2 \approx N_1^{-2} \|P^+_N u_1\|_{\mathcal{X}_0, \frac{1}{2} \infty} \lesssim N_1^{-2} \|P^+_N u_1\|_{X_{N_1}}
\]

by Proposition 6.3. Therefore, by the definition of the norm \( \|\cdot\|_{Y_N} \), the Hölder inequality, Bernstein inequality, and Proposition 6.2, we obtain

\[
\|P_N J^\text{low}_{++} \|_{Y_N} \leq N^{-\frac{3}{4}} \|J^\text{low}_{++} \|_{L^1_t L^2_x} \leq N^{-\frac{3}{4}} \|P^+_N u_1\|_{L^2_t} \lesssim \sum_{A \gtrsim N^4_1} \|Q_A P_N u_5\|_2 \lesssim N_1^{-2} \sup_{A \in 2^\mathbb{Z}} A^{\frac{1}{2}} \|Q_A P_N u_5\|_2 \approx N_1^{-2} \|P_N u_5\|_{X_{N_5}}
\]

For the later case, we have

\[
\|P_N \tilde{u}_5\|_{L^2_t} \lesssim \sum_{A \gtrsim N^4_1} \|Q_A P_N u_5\|_2 \lesssim N_1^{-2} \sup_{A \in 2^\mathbb{Z}} A^{\frac{1}{2}} \|Q_A P_N u_5\|_2 \approx N_1^{-2} \|P_N u_5\|_{X_{N_5}}
\]

by Proposition 6.3. Now, we used

\[
\psi_A(\tau + \xi^4) F_{t,x} [P_N u_5]\|_{L^2_t} \sim \psi_A(\tau - \xi^4) F_{t,x} [P_N u_5]\|_{L^2_t} \xi
\]

when \( \tilde{u}_5 = u_5 \) and \( |\tau_5 + \xi^4| \gtrsim N^4_1 \). Therefore, by the Hölder inequality, the Sobolev inequality, and the Bernstein inequality, we have

\[
\|P^+_{N_3} u_3 P^+_{N_4} u_4 P_N \tilde{u}_5\|_{L^2_t} \lesssim \sum_{A \gtrsim N^4_1} \|Q_A P_{N_3} u_3\|_2 \|P_{N_2} u_2\|_2 \|P_{N_4} u_4\|_2 \|P_{N_3} u_3 P_{N_4} u_4 P_N \tilde{u}_5\|_{L^2_t} \lesssim N_3^{\frac{1}{2}} N_4^{\frac{1}{2}} N_5^{\frac{1}{2}} N_1^{-2} \sum_{i=3}^5 \|P_N u_i\|_{X_{N_i}}
\]

Therefore, by the definition of the norm \( \|\cdot\|_{Y_N} \), the Hölder inequality, and Proposition 6.2, we obtain

\[
\|P_N J^\text{low}_{++} \|_{Y_N} \leq N^{-\frac{3}{4}} \|J^\text{low}_{++} \|_{L^1_t L^2_x} \leq N^{-\frac{3}{4}} \|P^+_N u_1\|_{L^2_t} \lesssim \sum_{A \gtrsim N^4_1} \|Q_A P_N u_5\|_2 \lesssim N_1^{-2} \sup_{A \in 2^\mathbb{Z}} A^{\frac{1}{2}} \|Q_A P_N u_5\|_2 \approx N_1^{-2} \|P_N u_5\|_{X_{N_5}}
\]

Because \( N_1 \sim N_4 \) and \( N \lesssim N_1 \), We have

\[
N^{s+3} \|P_N J_{++} \|_{Y_N} \lesssim \left\{ \left( \frac{N}{N_1} \right)^{s+3} + \left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} \right\} \left( \frac{N_5}{N_1} \right)^{\frac{1}{4}} \sum_{i=1}^5 \|P_N u_i\|_{X_{N_i}}
\]

(6.36)
\[
\left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} \left( \frac{N_5}{N_1} \right)^{\frac{1}{2}} \prod_{i=1}^{5} c_{i,N_i}.
\]

(6.37)

by (6.33), (6.35), and (6.36). By the same argument, we obtain

\[
\|P_NJ_\pm\|_{Y_N} \lesssim \left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} \left( \frac{N_5}{N_1} \right)^{\frac{1}{2}} \prod_{i=1}^{5} c_{i,N_i}.
\]

(6.38)

As a result, by (6.32), (6.37), and (6.38), we have

\[
I_{4,2} \lesssim \sum_{N} \sum_{(N_1, \ldots, N_5) \in \Phi_{4,2}} N^{s+3} (\|P_NJ_+\|_{Y_N} + \|P_NJ_\pm\|_{Y_N} + \|P_NJ_-\|_{Y_N})
\]

\[
\lesssim \sum_{N_1} \sum_{N \leq N_1} \sum_{N_2 \sim N_1} \sum_{N_3 \sim N_1} \sum_{N_4 \sim N_1} \sum_{N_5 \ll N_1} \left( \frac{N}{N_1} \right)^{s+\frac{3}{2}} \left( \frac{N_5}{N_1} \right)^{\frac{1}{2}} \prod_{i=1}^{5} c_{i,N_i}
\]

\[
\lesssim \prod_{i=1}^{5} \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}.
\]

Case 2. \( \mathbf{K = 1} \)

By the symmetry, we can assume \( \tilde{u}_i = u_i \) (\( i = 1, 2, 3 \)), \( \tilde{u}_4 = u_4 \), and we only have to prove the estimates for

\[
J_{1\pm} := P_{N_1}^\pm u_1 P_{N_2}^\pm u_2 P_{N_3}^\pm u_3 P_{N_4}^\pm \hat{u}_4 P_{N_5} \hat{u}_5,
\]

\[
J_{2\pm} := P_{N_1}^\pm u_1 P_{N_2}^\pm u_2 P_{N_3}^\pm u_3 P_{N_4}^\pm \hat{u}_4 P_{N_5} \hat{u}_5.
\]

We first prove the estimate for \( J_{1\pm} \). Because \( \xi_1 \) and \( \xi_4 \) are same sign for \( \xi_1 \in \text{supp} \mathcal{F}_x[P_{N_1}^\pm u_1] \) and \( \xi_4 \in \text{supp} \mathcal{F}_x[P_{N_4}^\pm \hat{u}_4] \), it holds that

\[
|\xi_1 + \xi_4| = |\xi_1| + |\xi_4| \geq \max\{|\xi_1|, |\xi_4|\} \sim N_1.
\]

It implies that

\[
\|P_{N_1}^\pm u_1 P_{N_4}^\pm \hat{u}_4\|_{L^2_t,x} \lesssim N_1^{-\frac{3}{2}} \|P_{N_1}^\pm u_1\|_{X_{N_1}} \|P_{N_4}^\pm u_4\|_{X_{N_4}}
\]

by (6.10) with \( L = N_1 \). Therefore, we can treat \( J_{1\pm} \) by the same way for \( J_{\pm -} \) in Case 1.

Next, we prove the estimates for \( J_{2+} \). We put

\[
J_{2,+}^{\text{high}} := \sum_{A \geq N_4^4} Q_A J_{2,+}, \quad J_{1/2}^{\text{low}} := \sum_{A \ll N_4^4} Q_A J_{2,+}.
\]

We have to only consider \( J_{2,+}^{\text{low}} \) because we can treat \( J_{2,+}^{\text{high}} \) by the same way for \( J_{2,+}^{\text{high}} \) in Case 1. Let \( (\tau_1, \xi_1) \in \text{supp} \mathcal{F}_{t,x}[P_{N_1}^\pm u_i] \) (\( i = 1, 2, 3 \)), \( (\tau_4, \xi_4) \in \text{supp} \mathcal{F}_{t,x}[P_{N_4}^\pm \hat{u}_4] \), \( (\tau_5, \xi_5) \in \text{supp} \mathcal{F}_{t,x}[P_{N_5} \hat{u}_5] \), then,

\[
|\tau_1 + \tau_2 + \tau_3 - \tau_4 \pm \tau_5 - (\xi_1 + \xi_2 + \xi_3 - \xi_4 \pm \xi_5)|^4 \ll N_4^4
\]

since \( \text{supp} \mathcal{F}_{t,x}[J_{1/2}^{\text{low}}] \subset \{(\tau, \xi)| |\tau - \xi|^4 \ll N_1^4\} \). Because \( N_1 \sim N_2 \sim N_3 \sim N_4 \gg N_5 \), there exist \( C_i > 0 \) and \( r_i \in \mathbb{R} \) satisfying \( |r_i| \ll N_1 \), such that

\[
\xi_i = C_i N_1 + r_i \quad (i = 1, 2, 3), \quad \xi_4 = -C_4 N_1 + r_4, \quad \xi_5 = r_5.
\]
It implies

\[
\begin{align*}
|((\xi_1 + \xi_2 + \xi_3 - \xi_4 + \xi_5)^4 - (\xi_1^4 + \xi_2^4 + \xi_3^4 - \xi_4^4 + \xi_5^4)| \\
\sim |(C_1 + C_2 + C_3 + C_4)^4 N_1^4 - (C_1^4 + C_2^4 + C_3^4 - C_4^4)N_1^4| \\
\sim N_1^4
\end{align*}
\]

since \((C_1 + C_2 + C_3 + C_4)^4 > C_1^4 + C_2^4 + C_3^4 - C_4^4\). Therefore, we can treat \(J_2^{\text{low}}\) by the same way for \(J_4^{\text{low}}\) in Case 1. \(J_4\) also can be treated by the same way.

**Case 3.** \(K = 2\)

By the symmetry, we can assume \(\tilde{u}_i = u_i\) \((i = 1, 3)\) and \(\tilde{u}_i = \overline{u}_i\) \((i = 2, 4)\). Because \(N \gg N_5\), it holds that

\[
|\xi_1 + \xi_2 + \xi_3 + \xi_4| \sim N
\]

for \(\xi_i \in \text{supp} \mathcal{F}_x [P_{N_i} u_i]\) \((i = 1, 3)\) and \(\xi_i \in \text{supp} \mathcal{F}_x [P_{N_i} \overline{u}_i]\) \((i = 2, 4)\). Therefore, at least one of \(|\xi_1 + \xi_2|\) and \(|\xi_3 + \xi_4|\) is larger than \(N\). By the symmetry, we can assume \(|\xi_1 + \xi_2| \gtrsim N\). Then, we have

\[
\|P_{N_1} u_1 P_{N_2} \overline{u}_2\|_{L^2_{\xi}} \lesssim N^{-1} N^{-\frac{1}{2}} \|P_{N_1} u_1\|_{X_{N_1}} \|P_{N_2} u_2\|_{X_{N_2}}
\]

by (6.10) with \(L = N\). Therefore, we can treat \(I_{4,2}\) by the same way for \(I_1\).

As a result, we obtain (6.28) for \(k = 4\). Therefore, we get

\[
\left\| \partial_x^3 \prod_{i=1}^5 \tilde{u}_i \right\|_{Y^s} \lesssim \sum_{i=1}^5 \|u_i\|_{X^s} \prod_{1 \leq k \leq 5, \ k \neq i} \|u_k\|_{X^\frac{1}{4}}
\]

(6.39)

for \(s \geq 0\). The estimate (6.24) follows from (6.39) with \(s = \frac{1}{4}\). The estimate (6.25) follows from (6.39) with \(s = 0\) and \(s \geq \frac{1}{4}\). \(\square\)

**Theorem 6.8.** (Multilinear estimates)

(i) For any \(u_1, \ldots, u_4 \in X^{-\frac{1}{6}}\), it holds that

\[
\left\| \partial_x^2 \prod_{i=1}^4 \tilde{u}_i \right\|_{Y^{-\frac{1}{6}}} \lesssim \prod_{i=1}^4 \|u_i\|_{X^{-\frac{1}{6}}},
\]

(6.40)

where \(\tilde{u}_i \in \{u_i, \overline{u}_i\}\).

(ii) If \(s \geq -\frac{1}{6}\), then for any \(u_1, \ldots, u_4 \in X^s\), it holds that

\[
\left\| \partial_x^2 \prod_{i=1}^4 \tilde{u}_i \right\|_{Y^s} \lesssim \prod_{i=1}^4 \|u_i\|_{X^s},
\]

(6.41)

where \(\tilde{u}_i \in \{u_i, \overline{u}_i\}\). The implicit constant depends only on \(s\).
Proof. Let \( s \geq -\frac{1}{6} \). For \( i = 1, \ldots, m \) and \( N_i \in 2^\mathbb{Z} \), we set \( c_{1,N_i} := N_1^s \|P_{N_i}u_1\|_{X_{N_1}} \), \( c_{i,N_i} := N_i^{-\frac{s}{2}} \|P_{N_i}u_i\|_{X_{N_i}} \) \((i = 2, 3, 4)\). We define

\[
I_1 := \left\{ \sum_{N \in 2^\mathbb{Z}} N^{2s+4} \left( \sum_{(N_1, \ldots, N_4) \in \Phi_1} \left\| \prod_{i=1}^4 P_{N_i}u_i \right\|_{Y_N} \right)^2 \right\}^{\frac{1}{2}},
\]

\[
I_k := \sum_{N \in 2^\mathbb{Z}} N^{s+2} \sum_{(N_1, \ldots, N_k) \in \Phi_k} \left\| \prod_{i=1}^4 P_{N_i}u_i \right\|_{Y_{N}} \quad (k = 2, 3, 4),
\]

where

\[
\Phi_1 := \{(N_1, \ldots, N_4)| N_1 \geq \cdots \geq N_4, \ N \sim N_1 \gg N_2\},
\]

\[
\Phi_k := \{(N_1, \ldots, N_4)| N_1 \geq \cdots \geq N_4, \ N_1 \gg N, \ N \sim \cdots \sim N_{k+1}\} \quad (k = 2, 3),
\]

\[
\Phi_4 := \{(N_1, \ldots, N_4)| N_1 \geq \cdots \geq N_4, \ N \lesssim N_1 \sim \cdots \sim N_4\}.
\]

We prove

\[
I_k \lesssim \prod_{i=1}^4 \left( \sum_{N_i} c_{i,N_i}^2 \right)^{\frac{1}{2}}. \tag{6.42}
\]

First, we assume \((N_1, N_2, N_3, N_4) \in \Phi_1 \cup \Phi_2 \cup \Phi_3\). Then, \( N_1 \gg N_4 \). By the definition of the norm \( \| \cdot \|_{Y_N} \), the Hölder inequality, (6.11) with \( L = N_1 \), Bernstein inequality, and Proposition 6.2, we have

\[
N^{s+2} \left\| \prod_{i=1}^4 P_{N_i}u_i \right\|_{Y_N} \leq N^{s+\frac{3}{2}} \left\| \prod_{i=1}^4 P_{N_i}u_i \right\|_{L_1^4 L_2^3}
\]

\[
\leq N^{s+\frac{3}{2}} \left\| P_{N_1}u_1 P_{N_4}u_4 \right\|_{L_2^3} \| P_{N_2}u_2 \|_{L_4^2 L_1^\infty} \| P_{N_3}u_3 \|_{L_4^2 L_1^\infty}
\]

\[
\lesssim \left( \frac{N}{N_1} \right)^{s+\frac{1}{2}} \frac{N_2}{N_1} \frac{N_3}{N_1} \frac{N_4}{N_1} \prod_{i=1}^4 c_{i,N_i}.
\]

We note that \( s + \frac{1}{2} > 0 \) for \( s \geq -\frac{1}{6} \). Therefore, we obtain (6.42) for \( k = 1, 2, 3 \) by the same argument as in the proof of Theorem 5.2.

Next, we consider \( I_4 \). We put \( P_{N_i} \pm := P_{N_i} \pm P_{N_i} \), where \( P_+ \) and \( P_- \) are defined in (3.9). Then we have

\[
\prod_{i=1}^4 P_{N_i}u_i = \prod_{i=1}^4 (P_{N_i}^{+} \tilde{u}_i + P_{N_i}^{-} \tilde{u}_i).
\]

We define

\[
K := \# \{ i \in \{1, 2, 3, 4\} | \tilde{u}_i = \overline{w_i} \}.
\]

For the cases \( K = 0, 1, 3, 4 \), we can obtain (6.42) for \( I_4 \) by almost same way to the proof of Theorem 6.7. Therefore, we only give the proof for the case \( K = 2 \).
By the symmetry, we can assume $\tilde{u}_i = u_i$ ($i = 1, 3$) and $\tilde{u}_i = \overline{u}_i$ ($i = 2, 4$). We only have to prove the estimates for
\[
J_{1\pm} := P_{N_1}^\pm u_1 P_{N_2}^\pm \overline{u}_2 P_{N_3} u_3 P_{N_4} \overline{u}_4,
\]
\[
J_{2\pm} := P_{N_1}^\pm u_1 P_{N_2}^\pm \overline{u}_2 P_{N_3} u_3 P_{N_4}^\pm \overline{u}_4.
\]
We first prove the estimate for $J_{1\pm}$. Because $\xi_1$ and $\xi_2$ are same sign for $\xi_1 \in \text{supp} F_\tau [P_{N_1}^\pm u_1]$ and $\xi_2 \in \text{supp} F_\tau [P_{N_2}^\pm \overline{u}_2]$, it holds that
\[
|\xi_1 + \xi_2| = |\xi_1| + |\xi_2| \geq \max\{|\xi_1|, |\xi_2|\} \sim N_1.
\]
It implies that
\[
\|P_{N_1}^\pm u_1 P_{N_2}^\pm \overline{u}_2\|_{L_{t,x}^2} \lesssim N_1^{-\frac{3}{2}} \|P_{N_1}^\pm u_1\|_{X_{N_1}} \|P_{N_2}^\pm u_2\|_{X_{N_2}}
\]
by (6.10) with $L = N_1$. Therefore, we can treat $J_{1\pm}$ by the same way for $I_k$ ($k = 1, 2, 3$), and obtain
\[
N^{s+2} \|P_N J_{1\pm}\|_{Y_N} \lesssim \left( \frac{N}{N_1} \right)^{s+\frac{1}{2}} \prod_{i=1}^{4} c_{i,N_i} \tag{6.43}
\]
because $N_1 \sim N_2 \sim N_3 \sim N_4$.

Next, we prove the estimates for $J_{2+}$. We put
\[
J_{2+}^{\text{high}} := \sum_{A \geq N_4^4} Q_A J_{2+}, \quad J_{2+}^{\text{low}} := \sum_{A \ll N_4^4} Q_A J_{2+}.
\]
We first consider $J_{2+}^{\text{high}}$. Because
\[
\|J_{2+}^{\text{high}}\|_{X_{0,-\frac{1}{4}}} \sim \sum_{A \geq N_4^4} A^{-\frac{1}{4}} \|Q_A J_{2+}^{\text{high}}\|_{L_{t,x}^2} \lesssim N_1^{-2} \|J_{2+}\|_{L_{t,x}^2},
\]
by the definition of the norm $\|\cdot\|_{Y_N}$, the Hölder inequality, Bernstein inequality, and Proposition 6.2, we obtain
\[
N^{s+2} \|P_N J_{2+}^{\text{high}}\|_{Y_N} \lesssim \|J_{2+}^{\text{high}}\|_{X_{0,-\frac{1}{4}}} \lesssim \left( \frac{N}{N_1} \right)^{s+\frac{1}{2}} \prod_{i=1}^{4} c_{i,N_i} \tag{6.44}
\]
because $N_1 \sim N_2 \sim N_3 \sim N_4$, we have
\[
N^{s+2} \|P_N J_{2+}^{\text{high}}\|_{Y_N} \lesssim \left( \frac{N}{N_1} \right)^{s+\frac{2}{2}} \prod_{i=1}^{4} c_{i,N_i}.
\]
Finally, we consider $J_{2+}^{\text{low}}$. Let $((\tau_i, \xi_i)) \in \text{supp} F_{\tau,x} [P_{N_1}^\pm u_i]$ ($i = 1, 3$), $((\tau_i, \xi_i)) \in \text{supp} F_{\tau,x} [P_{N_1}^\pm u_i]$ ($i = 2, 4$). Then,
\[
|\tau_1 - \tau_2 + \tau_3 - \tau_4 - (\xi_1 - \xi_2 + \xi_3 - \xi_4)^4| \ll N_1^4
\]
since supp\(\mathcal{F}_{t,x}[J_{2+}^{\text{low}}]\) \(\subset\{(\tau, \xi)| |\tau - \xi^4| \ll N_1^4\}\). This implies
\[
(\xi_1 - \xi_2 + \xi_3 + \xi_4)^4 - (\xi_1^4 - \xi_2^4 + \xi_3^4 - \xi_4^4)\] 
\sim |(C_1 + C_2 + C_3 + C_4)^4 N_1^4 - (C_1^4 - C_2^4 + C_3^4 - C_4^4)N_1^4| 
\sim N_1^4
\]
by the same reason for \(J_{++}^{\text{low}}\) and \(J_{2+}^{\text{low}}\) in the proof of Theorem 6.7. Therefore, at least one of \(\tau_i - \xi_i^4\) \((i = 1, 3)\) and \(\tau_i + \xi_i^4\) \((i = 2, 4)\) is larger than \(N_1^4\). If supp\(\mathcal{F}_{t,x}[P_{N_i}^+ u_i]\) \(\subset\{(\tau, \xi)| |\tau - \xi^4| \gtrsim N_1^4\}\) \((i = 1, 3)\), then, we have
\[
\|P_{N_i}^+ u_i\|_{L_{t,x}^2} \lesssim \sum_{A \geq N_1^4} \|Q_A P_{N_i}^+ u_i\|_{L_{t,x}^2} \lesssim N_1^{-2}\|Q_A P_{N_i}^+ u_i\|_{X_{N_i}} 
= N_1^{-2}\|P_{N_i}^+ u_i\|_{X_{0, \frac{1}{4}, \infty}} \lesssim N_1^{-2}\|P_{N_i}^+ u_i\|_{X_{N_i}}
\]
by Proposition 6.3. If supp\(\mathcal{F}_{t,x}[P_{N_i}^- u_i]\) \(\subset\{(\tau, \xi)| |\tau + \xi^4| \gtrsim N_1^4\}\) \((i = 2, 4)\), then, we have
\[
\|P_{N_i}^- u_i\|_{L_{t,x}^2} \lesssim \sum_{A \geq N_1^4} \|Q_A P_{N_i}^- u_i\|_{L_{t,x}^2} \lesssim N_1^{-2}\|Q_A P_{N_i}^- u_i\|_{X_{N_i}} 
= N_1^{-2}\|P_{N_i}^- u_i\|_{X_{0, \frac{1}{4}, \infty}} \lesssim N_1^{-2}\|P_{N_i}^- u_i\|_{X_{N_i}}
\]
by Proposition 6.3. Now, we used
\[
\|\psi_A(\tau + \xi^4)\mathcal{F}_{t,x}[P_{N_i}^- u_i]\|_{L_{t,x}^2} \sim \|\psi_A(\tau - \xi^4)\mathcal{F}_{t,x}[P_{N_i}^+ u_i]\|_{L_{t,x}^2}.
\]
We only assume the case supp\(\mathcal{F}_{t,x}[P_{N_i}^+ u_i]\) \(\subset\{(\tau, \xi)| |\tau - \xi^4| \gtrsim N_1^4\}\) because the other cases are same. By the definition of the norm \(\|\cdot\|_{Y_N}\), the H\ölder inequality, the Bernstein inequality, and Proposition 6.2, we obtain
\[
N^{s+2}\|P_{N_i} J_{2+}^{\text{low}}\|_{Y_N} \leq N^{s+2}N^{-\frac{3}{2}}\|J_{2+}^{\text{low}}\|_{L_t^4 L_x^2} 
\leq N^{s+\frac{1}{2}}\|P_{N_1}^+ u_1\|_{L_t^4 L_x^2} \|P_{N_2}^- u_2\|_{L_t^4 L_x^\infty} \|P_{N_3}^+ u_3\|_{L_t^4 L_x^\infty} \|P_{N_4}^- u_4\|_{L_x^{\infty}} 
\lesssim N^{s+\frac{1}{2}}N_1^{-s-2}N_2^{\frac{s}{2}}N_3^{\frac{s}{2}}N_4^{\frac{s}{2}} \prod_{i=1}^4 c_i N_i.
\]
Because \(N_1 \sim N_2 \sim N_3 \sim N_4\), we have
\[
\|P_{N_i} J_{2+}\|_{Y_N} \lesssim \left(\frac{N}{N_1}\right)^{s+2} \prod_{i=1}^4 c_i N_i. \tag{6.45}
\]
By the same argument, we obtain
\[
\|P_{N_i} J_{2-}\|_{Y_N} \lesssim \left(\frac{N}{N_1}\right)^{s+2} \prod_{i=1}^4 c_i N_i. \tag{6.46}
\]
As a result, by (6.43), (6.45), and (6.46), we have

\[
I_4 \lesssim \sum_{N} \sum_{(N_1, \ldots, N_4) \in \Phi_4} N^{s+2} \left( \|P_N J_{1+} \|_{Y^N} + \|P_N J_{1-} \|_{Y^N} + \|P_N J_{2+} \|_{Y^N} + \|P_N J_{2-} \|_{Y^N} \right)
\]

\[
\lesssim \sum_{N_1} \sum_{N \leq N_1} \sum_{N_2 \sim N_1} \sum_{N_3 \sim N_1} \sum_{N_4 \sim N_1} \left( \frac{N}{N_1} \right)^{s+2} \prod_{i=1}^{4} c_{i, N_i}
\]

\[
\lesssim \prod_{i=1}^{4} \left( \sum_{N_i} c^2_{i, N_i} \right)^{\frac{1}{2}}
\]

because \( s + 2 > 0 \) for \( s \geq -\frac{1}{6} \).

\[ \square \]

**Remark 6.3.** We cannot obtain the same estimate for \( I_4 \) when \( K = 2 \) by using (6.10) with \( L = N \) like as the proof of Theorem 6.7. Indeed, if we use (6.10), then the power of \( N \) becomes negative for \( s < 0 \). Therefore, we cannot sum up with respect to \( N \).

**Remark 6.4.** We can also obtain

\[
\left\| \partial^2_x \prod_{i=1}^{4} \bar{u}_i \right\|_{Y^s(\bar{T})} \lesssim T^\delta \sum_{k=1}^{4} \| u_k \|_{X^s(T)} \prod_{1 \leq i \leq 4} \| u_i \|_{X^{\frac{1}{6}+\rho}(T)}
\]

for any \( 0 < T < 1, s > -\frac{1}{6}, 0 < \rho < \frac{1}{6} \), and some \( \delta = \delta(\rho) > 0 \) by using Corollary 6.6 with \( L = N_1 \), \( \theta = 3\rho \) for \( I_1, I_2, I_3 \), and \( J_{1\pm} \),

\[
\| P_{N_1} u_1 \|_{L^\infty_T L^2_x} \lesssim T^\theta \| P_{N_1} u_1 \|_{L^\infty_T L^{\frac{2}{3}}_x} \lesssim T^\delta N_1^{-\frac{1}{6}+4\theta} \| P_{N_1} u_1 \|_{X_{N_1}(T)}
\]

(6.47)

with \( \theta = \frac{3\rho}{4} \) for \( J^{\text{high}}_{2+} \), and

\[
\| P_{N_1}^+ u_1 \|_{L^2_T L^2_x} \lesssim T^\frac{\rho}{2} N_1^{-2(1-\theta)} \| P_{N_1} u_1 \|_{X_{N_1}(T)}
\]

(6.48)

with \( \theta = 3\rho \) for \( J^{\text{low}}_{2+} \) in the proof of Theorem 6.8. The second estimate in (6.47) can be obtained by the interpolation between the following estimates

\[
\| P_{N_1} u_1 \|_{L^\infty_T L^2_x} \lesssim N_1^{\frac{1}{2}} \| P_{N_1} u_1 \|_{L^\infty_T L^2_x} \lesssim N_1^{\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}(T)}, \quad \| P_{N_1} u_1 \|_{L^\infty_T L^2_x} \lesssim N_1^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}(T)}
\]

The estimate (6.48) can be obtained by the interpolation between the following estimates.

\[
\| P_{N_1}^+ u_1 \|_{L^2_T L^2_x} \lesssim N_1^{-2} \| P_{N_1} u_1 \|_{X_{N_1}(T)}, \quad \| P_{N_1}^+ u_1 \|_{L^2_T L^2_x} \lesssim T^\frac{\rho}{2} \| P_{N_1} u_1 \|_{X_{N_1}(T)}
\]

**Theorem 6.9.** (Multilinear estimates)

(i) For any \( u_1, \ldots, u_4 \in \dot{X}^{-\frac{1}{6}} \), it holds that

\[
\left\| \partial^2_x \left( \prod_{i=1}^{4} \bar{u}_i - \prod_{i=1}^{4} P_{\geq M} \bar{u}_i \right) \right\|_{Y^{-\frac{1}{6}}(\bar{T})} \lesssim T^\delta M^\kappa \prod_{i=1}^{4} \| u_i \|_{\dot{X}^{-\frac{1}{6}}}
\]

(6.49)

for some \( \delta > 0 \) and \( \kappa > 0 \).
(ii) For any \( u_1, \ldots, u_4 \in X^{-\frac{1}{4}} \), it holds that
\[
\left\| \partial_x^2 \left( \prod_{i=1}^{4} \tilde{u}_i - \prod_{i=1}^{4} P_{\geq M} \tilde{u}_i \right) \right\|_{Y^{-\frac{1}{4}}_N} \lesssim T^\delta M^\kappa \prod_{i=1}^{4} \| u_i \|_{X^{-\frac{1}{4}}} \tag{6.50}
\]
for some \( \delta > 0 \) and \( \kappa > 0 \).

Proof is similar to Theorem 5.3.

7. Multilinear estimates at the scaling critical regularity in the case of \( m \geq 4 \) with \( \gamma = 1 \)

In this section, we use the solution space \( X_N \) and its auxiliary space \( Y_N \) with the norms
\[
\| u \|_{X_N} := \| u(0) \|_{L^2_x} + \| (i \partial_t + \partial_x^4) u \|_{Y_N},
\]
\[
\| u \|_{Y_N} := \inf \left\{ \| u_1 \|_{L^1_t L^2_x} + \| u_2 \|_{X^{0,-\frac{1}{2}}} : u = u_1 + u_2 \right\}, \tag{7.1}
\]
instead of Definition 2.3, where \( N \in 2^\mathbb{Z} \). Furthermore, we introduce the function spaces \( \dot{X}^s, X^s, \dot{Y}^s, \) and \( Y^s \) with the norms
\[
\| u \|_{\dot{X}^s} := \left( \sum_{N \in 2^\mathbb{Z}} N^{2s} \| P_N u \|^2_{X_N} \right)^{\frac{1}{2}}, \quad \| u \|_{X^s} := \| u \|_{\dot{X}_0} + \| u \|_{\dot{X}^s},
\]
\[
\| F \|_{Y^s} := \left( \sum_{N \in 2^\mathbb{Z}} N^{2s} \| P_N F \|^2_{Y_N} \right)^{\frac{1}{2}}, \quad \| F \|_{Y^s} := \| F \|_{\dot{Y}_0} + \| F \|_{\dot{Y}^s},
\]
where \( s \in \mathbb{R} \). We can easily see that the estimates
\[
\left\| e^{i t \partial_x^4} f \right\|_{\dot{X}^s} \lesssim \| f \|_{\dot{H}^s}, \quad \left\| \int_0^t e^{i (t-t') \partial_x^4} F(t') dt' \right\|_{\dot{X}^s} \lesssim \| F \|_{\dot{Y}^s} \tag{7.2}
\]
hold for any \( f \in \dot{H}^s(\mathbb{R}) \) and \( F \in Y^s \), where the implicit constants are independent of \( f \). Furthermore, by the same argument as the proof of Proposition 6.2 and 6.3, the estimates
\[
N^{\frac{1}{2}} \| P_N u \|_{L^1_t L^\infty_x} \lesssim \| P_N u \|_{X_N} \tag{7.3}
\]
and
\[
\| P_N u \|_{X^{0,-\frac{1}{2}}_{L^\infty}} \lesssim \| P_N u \|_{X_N}
\]
hold for any function \( u \) satisfying \( P_N u \in X_N \).

**Theorem 7.1.** (Refined bilinear Strichartz estimates on \( X_N \times X_N \)) Let \( L, N_1, N_2 \in 2^\mathbb{Z} \) and \( P_N u_1 \in X_{N_1}, P_N u_2 \in X_{N_2} \). If \( N_1 \geq N_2 \gtrsim L \), then the estimates
\[
\left\| R_L^+ (P_{N_1} u_1, P_{N_2} u_2) \right\|_{L^4_{t,x}(\mathbb{R} \times \mathbb{R})} \lesssim N_1^{-1} L^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}} \| P_{N_2} u_2 \|_{X_{N_2}}, \tag{7.4}
\]
\[
\left\| R_L^- (P_{N_1} u_1, P_{N_2} u_2) \right\|_{L^4_{t,x}(\mathbb{R} \times \mathbb{R})} \lesssim N_1^{-1} L^{-\frac{1}{2}} \| P_{N_1} u_1 \|_{X_{N_1}} \| P_{N_2} u_2 \|_{X_{N_2}}, \tag{7.5}
\]
hold, where the implicit constants are independent of \( L, N_1, N_2, u_1, u_2 \). Here the bilinear operators \( R^\pm_L \) are defined by (6.6).
Proof is same as Theorem 6.5.

**Theorem 7.2.** (Multilinear estimates) Let \( m \geq 4 \). Set
\[
\frac{1}{2} - \frac{3}{m-1}.
\]
(i) For any \( u_1, \ldots, u_m \in \dot{X}^{s_c} \), it holds that
\[
\left\| \partial_x \prod_{i=1}^{m} \tilde{u}_i \right\|_{Y^{s_c}} \lesssim \prod_{i=1}^{m} \| u_i \|_{\dot{X}^{s_c}}, \quad (7.6)
\]
where \( \tilde{u}_i \in \{ u_i, \overline{u}_i \} \) and the implicit constant depends only on \( m \).

(ii) If \( s \geq s_c \), then for any \( u_1, \ldots, u_m \in X^s \), it holds that
\[
\left\| \partial_x \prod_{i=1}^{m} \tilde{u}_i \right\|_{Y^s} \lesssim \prod_{i=1}^{m} \| u_i \|_{X^s}, \quad (7.7)
\]
where \( \tilde{u}_i \in \{ u_i, \overline{u}_i \} \) and the implicit constant depends only on \( m \) and \( s \).

**Proof.** Let \( s \geq \min\{ s_c, 0 \} \). We assume \( u_i \in \dot{X}^s \cap \dot{X}^{s_c} \ (i = 1, \ldots, m) \). For \( i = 1, \ldots, m \) and \( N_i \in \mathbb{Z}^+ \), we set \( c_{1,N_i} := N_i \| P_{N_i} u_1 \|_{X_{N_i}} \), \( c_{i,N_i} := N_i \| P_{N_i} u_i \|_{X_{N_i}} \) \((i = 2, \ldots, m)\). We put
\[
\Phi_1 := \{ (N_1, \ldots, N_m) \mid N_1 \geq \cdots \geq N_m, \ N \sim N_1 \gg N_2 \},
\]
\[
\Phi_k := \{ (N_1, \ldots, N_m) \mid N_1 \geq \cdots \geq N_m, \ N_1 \gg N, \ N_1 \sim \cdots \sim N_k \gg N_{k+1} \} \quad (k = 2, 3, \ldots, m-1),
\]
\[
\Phi_m := \{ (N_1, \ldots, N_m) \mid N_1 \geq \cdots \geq N_m, \ N \lesssim N_1 \sim \cdots \sim N_m \}.
\]

We first consider the case \( m \geq 5 \). By the Hölder inequality, Theorem 7.1 with \( L = N_1 \), the Bernstein inequality, and (7.3), we have
\[
N^{s+1} \left\| \prod_{i=1}^{m} P_{N_i} u_i \right\|_{L_t^1 L_x^2} \lesssim \prod_{i=1}^{m} \| P_{N_i} u_i \|_{L_t^\infty L_x^\infty} \leq N^{s+1} \left\| P_{N_1} u_1 P_{N_4} u_4 \right\|_{L_t^4 L_x^\infty} \left\| P_{N_2} u_2 \right\|_{L_t^4 L_x^\infty} \left\| P_{N_3} u_3 \right\|_{L_t^4 L_x^\infty} \prod_{i=5}^{m} \| P_{N_i} u_i \|_{L_t^\infty L_x^\infty}
\]
\[
\lesssim \left( \frac{N}{N_1} \right)^{s+1} \left( \frac{N_{2}^{\frac{1}{4} - s_c} N_{3}^{\frac{1}{4} - s_c} N_{4}^{s_c} \prod_{i=5}^{m} N_{i}^{\frac{1}{2} - s_c}}{N_{1}^{\frac{1}{2}}} \right) \prod_{i=1}^{m} c_{i,N_i}
\]
(7.8)
if \((N_1, \ldots, N_m) \in \Phi_k\) with \(k = 1, 2, 3\). We note that \(\frac{1}{2} = -1 - 3s_c + (m - 4)(\frac{1}{2} - s_c) > 0\). On the other hand, by the H"older inequality, the Bernstein inequality, and \((7.3)\), we have

\[
N^{s+1} \left\| \prod_{i=1}^{m} P_{N_i} u_i \right\|_{L^1_x L^2_t} \leq N^{s+1} \left( \prod_{i=1}^{4} \left\| P_{N_i} u_i \right\|_{L^1_x L^\infty_t} \right) \left\| P_{N_5} u_5 \right\|_{L^\infty_x L^2_t} \prod_{i=6}^{m} \left\| P_{N_i} u_i \right\|_{L^\infty_t}
\]

\[
\lesssim \left( \frac{N^{s+1}}{N_1^{s+\frac{1}{2} N_2^{-\frac{1}{2}}}} \right) \left( \frac{N_5^{-s_c} \prod_{i=6}^{m} N_i^{\frac{1}{2} - s_c}}{N_2^{s_c} N_3^{\frac{1}{2} + s_c} N_4^{\frac{1}{2} + s_c}} \right) \prod_{i=1}^{m} c_{i, N_i} \quad (7.9)
\]

if \((N_1, \ldots, N_m) \in \Phi_k\) with \(k = 4, \ldots, m\). We assume \(\prod_{i=6}^{m} N_i^{\frac{1}{2} - s_c} = 1\) if \(m = 5\). We note that \(1 + 3s_c = -s_c + (m - 5)(\frac{1}{2} - s_c) > 0\). Therefore, we obtain

\[
\left\| \partial_x \prod_{i=1}^{m} \tilde{u}_i \right\|_{\hat{X}^s} \lesssim \sum_{i=1}^{m} \left\| u_i \right\|_{\hat{X}^s} \prod_{1 \leq k \leq m, k \neq i} \left\| u_k \right\|_{\hat{X}^s} \quad (7.10)
\]

for any \(u_i \in \hat{X}^s \cap \hat{X}^{s_c}\) by the same argument as in the proof of Theorem 5.2.

Next, we consider \(m = 4\). Then, \(s_c = -\frac{1}{2}\). By the same argument as above, we obtain

\[
N^{s+1} \left\| \prod_{i=1}^{m} P_{N_i} u_i \right\|_{L^1_x L^2_t} \lesssim \left( \frac{N}{N_1} \right)^{s+1} \left( \frac{N_4}{N_1} \right)^{\frac{1}{2}} \prod_{i=1}^{4} c_{i, N_i}
\]

if \((N_1, N_2, N_3, N_4) \in \Phi_k\) with \(k = 1, 2, 3\). Therefore, we only have to consider the case \((N_1, N_2, N_3, N_4) \in \Phi_4\). Namely, \(N_1 \sim N_2 \sim N_3 \sim N_4\). We put \(P_{N_i}^\pm := P_\pm P_{N_i}\), where \(P_+\) and \(P_-\) are defined in \((3.9)\). Then we have

\[
\prod_{i=1}^{4} P_{N_i} \tilde{u}_i = \prod_{i=1}^{4} (P_{N_i}^+ \tilde{u}_i + P_{N_i}^- \tilde{u}_i).
\]

We define

\[
K := \# \{ i \in \{1, 2, 3, 4\} \mid \tilde{u}_i = \overline{u_1} \}.
\]

By the same argument as in the proof of Theorem 6.7 for \(K = 0, 1\) and Theorem 6.8 for \(K = 2\), we can use the bilinear estimates \((6.10), (6.11)\) with \(L = N_1\) or the modulation bound such as \((6.34)\). Namely,

\[
\left\| P_{N_i} \tilde{u}_i P_{N_j} \tilde{u}_j \right\|_{L^2_t L^\infty_x} \lesssim N_1^{-\frac{3}{4}} \left\| P_{N_i} u_i \right\|_{X_{N_i}} \left\| P_{N_j} u_j \right\|_{X_{N_j}}
\]

for some \((i, j)\) or

\[
\left\| P_{N_i} \tilde{u}_i \right\|_{L^2_t L^\infty_x} \lesssim N_1^{-2} \left\| P_{N_i} u_i \right\|_{X_{N_i}}
\]
for some $i$ holds. For the former case with $(i, j) = (1, 2)$, by the Hölder inequality, Theorem 7.1 with $L = N_1$, and (7.3), we have

$$N^{s+1} \left\| \prod_{i=1}^{4} P_{N_i} \tilde{u}_i \right\|_{L_t^1 L_x^2} \leq N^{s+1} \left\| P_{N_1} \tilde{u}_1 P_{N_2} \tilde{u}_2 \right\|_{L_t^2 L_x^2} \left\| P_{N_3} u_3 \right\|_{L_t^4 L_x^\infty} \left\| P_{N_4} u_4 \right\|_{L_t^4 L_x^\infty}$$

$$\lesssim N^{s+1} N_1^{-\frac{3}{2}} N_3^{-\frac{1}{2}} N_4^{-\frac{1}{2}} \prod_{i=1}^{4} \left\| P_{N_i} u_i \right\|_{X_{N_i}}$$

$$\lesssim \left( \frac{N}{N_1} \right)^{s+1} \prod_{i=1}^{4} c_{i,N_i}.$$ 

For the later case with $i = 1$, by the Hölder inequality, the Bernstein inequality, we have

$$N^{s+1} \left\| \prod_{i=1}^{4} P_{N_i} \tilde{u}_i \right\|_{L_t^1 L_x^2} \leq N^{s+1} \left\| P_{N_1} \tilde{u}_1 \right\|_{L_t^2 L_x^2} \left\| P_{N_2} u_2 \right\|_{L_t^2 L_x^2} \left\| P_{N_3} u_3 \right\|_{L_t^4 L_x^\infty} \left\| P_{N_4} u_4 \right\|_{L_t^4 L_x^\infty}$$

$$\lesssim N^{s+1} N_1^{-2} N_2^{-\frac{1}{2}} N_3^{-\frac{1}{2}} N_4^{-\frac{1}{2}} \prod_{i=1}^{4} \left\| P_{N_i} u_i \right\|_{X_{N_i}}$$

$$\lesssim \left( \frac{N}{N_1} \right)^{s+1} \prod_{i=1}^{4} c_{i,N_i}.$$ 

Therefore, we obtain (7.10) for $m = 4$. \qed

**Remark 7.1.** If $m \in \{4, 5, 6\}$ (then, $s_c < 0$), we can also obtain

$$\left\| \partial_x \prod_{i=1}^{m} \tilde{u}_i \right\|_{\dot{X}^s(T)} \lesssim T^\delta \sum_{k=1}^{4} \left\| u_k \right\|_{\dot{X}^s(T)} \prod_{1 \leq i \leq 4} \left\| u_i \right\|_{\dot{X}^{s_c+\rho}(T)}$$

for any $0 < T < 1$, $s > s_c$, $0 < \rho < -s_c$, and some $\delta = \delta(\rho) > 0$ by the same reason as in Remark 6.4.

**Theorem 7.3.** (Multilinear estimates) Let $m \geq 4$, $0 < T < 1$, and $M \in 2^\mathbb{N}$. Set

$$s_c = s_c(m) := \frac{1}{2} - \frac{3}{m-1}.$$ 

(i) For any $u_1, \ldots, u_m \in \dot{X}^{s_c}$, it holds that

$$\left\| \partial_x \left( \prod_{i=1}^{m} \tilde{u}_i - \prod_{i=1}^{m} P_{\geq M} \tilde{u}_i \right) \right\|_{\dot{Y}^{s_c}(T)} \lesssim T^\delta M^\kappa \prod_{i=1}^{m} \left\| u_i \right\|_{\dot{X}^{s_c}(T)}$$

(7.11)

for some $\delta > 0$ and $\kappa > 0$ depending only on $m$.

(ii) For any $u_1, \ldots, u_m \in X^{s_c}$, it holds that

$$\left\| \partial_x \left( \prod_{i=1}^{m} \tilde{u}_i - \prod_{i=1}^{m} P_{\geq M} \tilde{u}_i \right) \right\|_{Y^{s_c}(T)} \lesssim T^\delta M^\kappa \prod_{i=1}^{m} \left\| u_i \right\|_{X^{s_c}(T)}$$

(7.12)

for some $\delta > 0$ and $\kappa > 0$ depending only on $m$. 

8. Proof of well-posedness and scattering

In this section, we give proofs of Theorems 1.1, 1.2, 1.3, 1.4, and Theorem 1.5. For $s \in \mathbb{R}$ and $r > 0$, we define the closed ball $B_r \left( H^s(\mathbb{R}) \right)$ in $H^s(\mathbb{R})$ centered at the origin with the radius $r$ as

$$B_r \left( H^s(\mathbb{R}) \right) := \{ \phi \in H^s(\mathbb{R}) : \| \phi \|_{H^s(\mathbb{R})} \leq r \}.$$

For $T > 0$, $s \in \mathbb{R}$, and $\rho > 0$, we introduce a closed ball $X^s(T;\rho)$ in $X^s(T)$ centered at the origin with the radius $\rho$ as

$$X^s(T;\rho) := \{ u \in X^s(T) : \| u \|_{X^s(T)} \leq \rho \}.$$

For Theorems 1.1, 1.2, and 1.3, we choose the function space $X^s(T)$ as Definitions 2.3 and 2.4. For Theorems 1.4 and 1.5, we choose $X_N$ as defined in (5.1), (6.1), or (7.1) instead of Definition 2.3.

For $u_0 \in B_r( H^s(\mathbb{R}) )$, we introduce a nonlinear mapping $\Psi$ given by

$$\Psi[u](t) := e^{it\partial_4^4}u_0 - i\mathcal{I} \left[ G \left( \{ \partial_x^k u \}_{k \leq \gamma}, \{ \partial_x^k \bar{u} \}_{k \leq \gamma} \right) \right]$$

for $t \in (-T,T)$, where $u \in X^s(T;\rho)$.

Locally well-posedness part for $s > s_c$ (in Theorems 1.2, 1.3, and Theorem 1.5) and small data globally well-posedness part for $s \geq s_c$ (in Theorems 1.4 and 1.5) can be obtained by the standard contraction mapping argument. To show Theorem 1.1, we introduce a new unknown function $v$ given by $v := \langle \partial_x \rangle^\gamma u$. By applying the contraction mapping principle, we can construct the new function $v$. Especially, the nonlinear terms can be handled in the similar argument to treat the form of (1.11). Therefore, we only give the proof of the small data scattering part for $s \geq s_c$ and the large data locally well-posedness part for $s = s_c$ in Theorem 1.5.

The precise statement of the small data global well-posedness and scattering part of Theorem 1.5 is as follows.

**Theorem 8.1.** Let $\gamma \in \{1,2\}$, $m \geq 4$, and $s \geq s_c$. We assume that the nonlinearity $G = G_{m,m}^{\gamma}$ is the form of (1.12). Then there exists a positive constant $\varepsilon = \varepsilon(m,s) > 0$ such that for any $u_0 \in B_{\varepsilon} \left( H^s(\mathbb{R}) \right)$, there exists a unique small global solution $u \in X^s(\mathbb{R})$ to the problem (1.1)–(1.12) on $\mathbb{R}$. Moreover, there exist scattering states $u_\pm \in H^s(\mathbb{R})$ such that the identity

$$\lim_{t \to \pm \infty} \left\| u(t) - e^{it\partial_4^4}u_\pm \right\|_{H^s} = 0$$

holds, where the double-sign corresponds.

**Proof of Theorem 8.1.** We only consider the positive time direction, since the negative time direction can be treated in the similar manner. The unique global solution $u \in X^s(\mathbb{R})$ can be obtained by using the multilinear estimates and the standard contraction mapping argument. We prove the scattering of the solution. Let $t_2 > t_1 > 0$. We claim that if $F \in Y^s$, then the relation

$$\| F \|_{Y^s(t_1,t_2)} \to 0.$$

Proof is similar to Theorem 5.3.
holds as \( t_2 > t_1 \to \infty \). Indeed, we note that for any \( N \in 2^\mathbb{Z} \), the relation
\[
\|P_N F\|_{Y^s(t_1, t_2)} \to 0 \tag{8.4}
\]
holds as \( t_2 > t_1 \to \infty \) due to the definition of the \( Y_N \)-norm. By the embedding \( Y^s \hookrightarrow Y^s(t_1, t_2) \) and the relation (8.4), the relation (8.3) holds. We note that the nonlinear term \( G \) belongs to \( Y^s \) due to the the multilinear estimates. By the linear estimates ((7.2) for \( \gamma = 1 \) and (6.2) for \( \gamma = 2 \)) and the relation (8.3), the relations
\[
\left\| e^{-it_2 \partial_x^4} u(t_2) - e^{-it_1 \partial_x^4} u(t_1) \right\|_{H^s(\mathbb{R})} = \left\| \int_{t_1}^{t_2} e^{-it' \partial_x^4} G(t') dt' \right\|_{H^s(\mathbb{R})} \\
\leq \sup_{t \in [t_1, t_2]} \left\| \int_{t_1}^{t} e^{-i(t-t') \partial_x^4} G(t') dt' \right\|_{H^s(\mathbb{R})} \\
\leq C_8 \|G\|_{Y^s(t_1, t_2)} \to 0
\]
hold as \( t_2 > t_1 \to \infty \), which implies that \( \left\{ e^{-it \partial_x^4} u(t) \right\}_{t > 0} \) satisfies the Cauchy condition in \( H^s(\mathbb{R}) \). Since \( H^s(\mathbb{R}) \) is complete and the operator \( e^{it \partial_x^4} \) is unitary, there exists \( u_+ \in H^s(\mathbb{R}) \) such that the identity (8.2) holds, which completes the proof of the theorem. \( \square \)

**Remark 8.1.** The small data scattering part of Theorem 1.4 can be proved in the similar manner as above.

Next we give a proof of large data local well-posedness at the scaling critical regularity \( s = s_c \) in Theorem 1.5. For \( R \geq \epsilon > 0 \) and \( \phi_1 \in B_R(\widetilde{H}^{s_c}(\mathbb{R})) \), we introduce a closed ball \( \phi_1 + B_\epsilon(\widetilde{H}^{s_c}(\mathbb{R})) \) in \( \widetilde{H}^{s_c}(\mathbb{R}) \) given by
\[
\phi_1 + B_\epsilon(\widetilde{H}^{s_c}(\mathbb{R})) := \left\{ \phi \in \widetilde{H}^{s_c}(\mathbb{R}) \mid \phi = \phi_1 + \phi_2, \|\phi_2\|_{\widetilde{H}^{s_c}(\mathbb{R})} \leq \epsilon \right\}.
\]
For any \( \phi \in \widetilde{H}^{s_c}(\mathbb{R}) \), the identity \( \lim_{M \to \infty} \|P_{\geq M} \phi\|_{\widetilde{H}^{s_c}(\mathbb{R})} = 0 \) holds, which enables us to define a map \( M : \widetilde{H}^{s_c}(\mathbb{R}) \to 2^{\mathbb{N}} \) given by
\[
M(\phi) = M(\phi, \epsilon) := \min \left\{ M \in 2^{\mathbb{Z}} : \|P_{\geq M} \phi\|_{\widetilde{H}^{s_c}(\mathbb{R})} \leq \epsilon \right\}.
\]
For \( T \in (0, 1), \rho > 0 \) and \( a > 0 \), we introduce a closed ball \( X^{s_c}(T; \rho, a) \) in \( X^{s_c}(T) \) defined by
\[
X^{s_c}(T; \rho, a) := \left\{ u \in X^{s_c}(T) : \|u\|_{X^{s_c}(T)} \leq \rho, \|P_{\geq M} u\|_{X^{s_c}(T)} \leq a \right\}.
\]
In the following, we prove that the nonlinear mapping \( \Psi \) given by (8.1) is a contraction mapping on the complete metric space \( X^{s_c}(T; \rho, a) \). The main tools for the proof are the multilinear estimates (7.7)–(7.12) if \( \gamma = 1 \) or (5.9)–(5.11) if \( \gamma = 2 \).

The precise statement of the large data local well-posedness part of Theorem 1.5 at the critical regularity case \( s = s_c \) is as follows.

**Theorem 8.2.** (Large data local well-posedness at the critical regularity \( s = s_c \)) Let \( \gamma \in \{1, 2\} \) and \( m \geq 4 \). We assume that the nonlinearity \( G = G_{\gamma}^{m,m} \) is the form of (1.12). Then the following statements hold:
(Existence): There exist a constant $\epsilon = \epsilon(m) > 0$ dependent only on $m$ and a map $M : H^{s_c}(\mathbb{R}) \to 2^\mathbb{N}$ such that the following holds: For any $R > 0$ and $u_0^* \in B_R(H^{s_c}(\mathbb{R}))$, there exists $T = T(R, M(u_0^*)) > 0$ such that for any $u_0 \in u_0^* + B_\epsilon(H^{s_c}(\mathbb{R}))$, there exists a solution $u \in X^{s_c}(T)$ to the problem (1.1)–(1.8) on the time interval $I_T = (-T, T)$.

(Uniqueness): Let $u \in X^{s_c}(T)$ be the solution obtained in the Existence part. Let $T_1 \in (0, T)$ and $w \in X^{s_c}(T_1)$ be another solution to (1.1)–(1.8). If the identity $u_0 = w(0)$ holds, then the identity $u = w$ holds on $[-T_1, T_1]$.

(Continuity of the flow map): For any $R > 0$, $u_0^* \in B_R(H^{s_c}(\mathbb{R}))$ and $T > 0$ given above, the flow map $u_0 \mapsto u \in X^{s_c}(T)$ is Lipschitz continuous.

Proof of Theorem 8.2. (Existence): The proof is based on the argument of the proof of [18, Theorem 6.2]. Let $a \in \left(0, \left(\frac{1}{8C_1}\right)^{\frac{1}{m-1}}\right]$ and $\epsilon \in \left(0, \frac{a}{4c_0}\right]$ be positive numbers. Let $R > 0$ be an arbitrary positive number and $u_0^* \in B_R(H^{s_c}(\mathbb{R}))$. We set $M \in 2^\mathbb{N}$ such as $M := M(u_0^*, \epsilon)$. We define $\rho$ and $T$ as

$$
\rho = \rho(R) := \max\left(4C_0 R, a\right), \quad T = T(R, M) := \min\left(1, \left(\frac{a}{8C_2 M^\kappa \rho^m}\right)^{\frac{1}{\delta}}\right),
$$

where $C_0$ is given by (7.2) if $\gamma = 1$ and by (6.2) if $\gamma = 2$, and $\kappa$ is given by (7.12) if $\gamma = 1$ or by (5.11) if $\gamma = 2$. The positive constants $C_1 = C_1(m) > 0$ and $C_2 = C_2(m) > 0$ are depending only on $m$, which are given by (8.5) below. Then we note that the estimates

$$
C_0 R \leq \rho, \quad C_0 \epsilon \leq \frac{a}{4} \leq \rho, \quad C_1 a^m \leq \frac{a}{8} \leq \rho, \quad C_2 T \delta M^\kappa \rho^m \leq \frac{a}{8} \leq \rho
$$

hold. Let $u_0 \in u_0^* + B_\epsilon(H^{s_c}(\mathbb{R}))$ be an arbitrary initial data. Then the estimates

$$
\|u_0\|_{H^{s_c}(\mathbb{R})} \leq R + \epsilon, \quad \|P_{\geq M} u_0\|_{H^{s_c}(\mathbb{R})} \leq \|P_{\geq M} u_0\|_{H^{s_c}(\mathbb{R})} + \|P_{\geq M} (u_0 - u_0^*)\|_{H^{s_c}(\mathbb{R})} \leq 2\epsilon
$$

hold. We apply the multilinear estimates ((7.7)–(7.12) if $\gamma = 1$ or (5.9)–(5.11) if $\gamma = 2$). Thus by the linear estimates ((7.2) for $\gamma = 1$ or (6.2) for $\gamma = 2$), the estimates

$$
\|\Psi[u]\|_{X^{s_c}(T)} \leq \left\|e^{it\partial_x^s u_0}\right\|_{X^{s_c}(T)} + \sum_{k=0}^{m} |C_k| \left\|I \left[\partial_x^\gamma \left(u^{k-\bar{u}^m-k}\right)\right]\right\|_{X^{s_c}(T)}
$$

$$
\leq C_0 \|u_0\|_{H^{s_c}(\mathbb{R})} + C_{s_c} \sum_{k=0}^{m} |C_k| \left\|\partial_x^\gamma \left(u^{k-\bar{u}^m-k}\right)\right\|_{Y^{s_c}(T)}
$$

$$
\leq C_0 \|u_0\|_{H^{s_c}(\mathbb{R})} + C_{s_c} \sum_{k=0}^{m} |C_k| \left\|\partial_x^\gamma \left\{(P_{\geq M} u)^{k-\bar{u}^m-k}\right\}\right\|_{Y^{s_c}(T)}
$$

$$
+ C_{s_c} \sum_{k=0}^{m} |C_k| \left\|\partial_x^\gamma \left\{u^{k-\bar{u}^m-k} - (P_{\geq M} u)^{k-\bar{u}^m-k}\right\}\right\|_{Y^{s_c}(T)}
$$

$$
\leq C_0 (R + \epsilon) + C_1 \|P_{\geq M} u\|_{X^{s_c}(T)}^m + C_2 T \delta M^\kappa \|u\|_{X^{s_c}(T)}^m
$$

$$
\leq C_0 (R + \epsilon) + C_1 a^m + C_2 T \delta M^\kappa \rho^m \leq \frac{3}{4} \rho
$$

(8.5)
hold. In the similar manner as the proof of the above estimates (8.5), the inequalities

$$\| P_{\geq M} \Psi[u] \|_{X^{s_c}(T)} \leq 2C_0 \epsilon + C_1 a^m + C_2 T^\delta M^\kappa \rho^m \leq \frac{3}{4} a$$  (8.6)

hold. The estimates (8.5) and (8.6) imply that the nonlinear mapping $\Psi$ is well defined from $X^{s_c}(T; \rho, a)$ to itself. Let $u, w \in X^{s_c}(T; \rho, a)$. By a simple computation, the identity

$$u^k w^{m-k} - w^k u^{m-k} = (u - w) \pi^{m-k} \sum_{i=1}^k u^{k-i} w^{i-1} + (u - w) w^k \sum_{i=1}^{m-k} \pi^{m-k-i} w^{i-1}$$  (8.7)

holds for any $u, w \in C$. By the identity (8.7), in the similar manner as the proof of the estimate (8.8), there exists

$$\| \Psi[u] - \Psi[w] \|_{X^{s_c}(T)} \leq C_s \sum_{k=0}^m |C_k| \left[ \sum_{i=1}^k \| \partial_x^\gamma \{(u - w) \pi^{m-k} u^{k-i} w^{i-1}\} \|_{Y^{s_c}(T)} + \sum_{i=1}^{m-k} \| \partial_x^\gamma \{(u - w) \pi^{m-k-i} w^{k-i} \} \|_{Y^{s_c}(T)} \right]$$

$$\leq C_s \sum_{k=0}^m |C_k| \sum_{i=1}^m \left( T^\delta M^\kappa \| u \|_{X^{s_c}(T)} \| w \|_{X^{s_c}(T)}^{i-1} \right) + \| P_{\geq M} u \|_{X^{s_c}(T)} \| P_{\geq M} w \|_{X^{s_c}(T)}^{i-1} \| u - w \|_{X^{s_c}(T)} \leq \frac{1}{2} \| u - w \|_{X^{s_c}(T)}$$  (8.8)

hold. This implies that the nonlinear mapping $\Psi$ is a contraction mapping. Thus by the contraction mapping principle, we see that there exists a unique solution $u \in X^{s_c}(T; \rho, a)$ to (1.1)–(1.12).

(Uniqueness): On the contrary, we assume that there exists $t \in (0, T_1]$ such that the relation $u(t) \neq w(t)$ holds. Then we can define $t_0 := \inf \{ t \in [0, T_1) : u(t) \neq w(t) \}$. Since $u, w \in X^{s_c}(T_1) \hookrightarrow C([0, T_1); H^s(\mathbb{R}))$, the identity $u(t_0) = w(t_0)$ holds. By the time translation, we may assume that $t_0 = 0$. We note that for any $w \in X^{s_c}(T_1)$, the identity $\lim_{M \to \infty} \| P_{\geq M} w \|_{X^{s_c}(T_1)} = 0$ holds. Therefore, in the similar manner as the proof of the estimate (8.8), there exists $\tau \in (0, T_1)$ such that the estimates

$$\| u - w \|_{X^s(\tau)} \leq C T^\delta \sum_{k=0}^m |C_k| \sum_{i=1}^m \left( M^\kappa \| u \|_{X^{s_c}(T_1)} \| w \|_{X^{s_c}(T_1)}^{i-1} \right) + \| P_{\geq M} u \|_{X^{s_c}(T_1)} \| P_{\geq M} w \|_{X^{s_c}(T_1)}^{i-1} \| u - w \|_{X^{s_c}(\tau)} \leq \frac{3}{4} \| u - w \|_{X^s(\tau)}$$
hold for $M > 0$ large enough, which implies that the identity $u(t) = w(t)$ holds on $[0, \tau)$. This contradicts the definition of $t_0$.

(Continuity of the flow map): Let $u_0, w_0 \in u_0^* + B_{\epsilon}(H^{s_c}(\mathbb{R}))$ and $u, w \in X^{s_c}(T)$ be the corresponding solutions given by the Existence part. In the similar manner as the proof of the estimate (8.8), the estimate

$$\|u - w\|_{X^{s_c}(T)} \leq C_0 \|u_0 - w_0\|_{H^{s_c}(\mathbb{R})} + \frac{1}{2} \|u - w\|_{X^{s_c}(T)}$$

hold, which implies that the flow map $u_0^* + B_{\epsilon}(H^{s_c}(\mathbb{R})) \mapsto X^{s_c}(T), u_0 \mapsto u$ is Lipschitz continuous.

\[\square\]
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A. Derivation of an important 4NLS model with third order derivative nonlinearities

In this appendix, we derive the important 4NLS model with third order derivative nonlinearities ($\gamma = 3$), that is, (1.1)–(1.5), from the second ($n = 2$) of the derivative nonlinear Schrödinger (DNLS) hierarchy (1.6). To describe the DNLS hierarchy (1.6) more precisely, we give the definitions of several notations. For a complex-valued function $u = u(x)$ on $\mathbb{R}$, we introduce a $\mathbb{C}^2$-valued function $U = U(x)$ on $\mathbb{R}$ defined by $U := (u, \bar{u})^T$. Let $\sigma_3$ be the third Pauli matrix given by

$$\sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$
For a $\mathbb{C}^2$-valued smooth function $(v, w)^T$ on $\mathbb{R}$, we introduce a first order differential operator $D_1$ defined by

$$D_1 \begin{pmatrix} v \\ w \end{pmatrix}(x) := \sigma_3 \frac{d}{dx} \begin{pmatrix} v \\ w \end{pmatrix}(x) = \begin{pmatrix} v_x(x) \\ -w_x(x) \end{pmatrix}.$$ 

Moreover, for a $\mathbb{C}^2$-valued smooth function $(v, w)^T$ decaying 0 as $|x| \to \infty$, we introduce a linear operator $D_2$ defined by

$$D_2 \begin{pmatrix} v \\ w \end{pmatrix}(x) := -U(x) \int_x^{\infty} U(y)^* \frac{d}{dy} \begin{pmatrix} v(y) \\ w(y) \end{pmatrix} dy = -\left( \frac{u(x)}{\overline{u}(x)} \right) \int_x^{\infty} \left\{ u(y)v_y(y) + u(y)w_y(y) \right\} dy.$$ 

We note that for a smooth function $u = u(x)$ decaying 0 as $|x| \to \infty$, the identity

$$D_2 U(x) = \begin{pmatrix} |u(x)|^2 u(x) \\ u(x)|^2 u(x) \end{pmatrix}$$

holds for any $x \in \mathbb{R}$. Indeed, this identity follows from the following identities

$$- \int_x^{\infty} \left\{ u(y)u_y(y) + u(y)\overline{u}_y(y) \right\} = - \int_x^{\infty} \frac{d}{dy} |u(y)|^2 dy = |u(x)|^2.$$

For a smooth $\mathbb{C}^2$-valued function $(v, w)^T$ decaying 0 as $|x| \to \infty$, we define the recursion operator $\Lambda$ given by

$$\Lambda \begin{pmatrix} v \\ w \end{pmatrix} := i \left( D_1 + iD_2 \right) \begin{pmatrix} v \\ w \end{pmatrix}. \quad (A.1)$$

By using this operator, we can write the $n$-th of the derivative nonlinear Schrödinger hierarchy as

$$i \partial_t U(t, x) + \partial_x \left\{ (-2i\Lambda)^{2n-1} U \right\} (t, x) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}, \quad (A.2)$$

where $U = U(t, x) = \left( u(t, x), \overline{u(t, x)} \right)^T$ is a smooth solution decaying 0 as $|x| \to \infty$ and $n \in \mathbb{N}$.

In the following, we only consider the case of $n = 2$. By a simple calculation, the identity

$$(-2i\Lambda)^3 = (D_1 + iD_2)^3$$

holds. By a simple calculation and taking the first component of the Eq. (A.2), we can derive the Eqs. (1.1) with (1.5).
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