An Efficient Dynamic Load Balancing Mechanism for Cloud Computing Environment
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ABSTRACT
Cloud computing environment provides the information technology service and resources using in the Internet. It offers a variety of services such as IAAS (infrastructure as a service), SAAS (software as a service) and PAAS (platform as a service). The scenario of cloud computing environment mainly refers to both the cloud environment service provider and the cloud environment service user. Cloud environment service provider provides cloud environment resources and services to the cloud environment service provider. The cloud environment service provider should use its resources efficiently to make a profit, but the cloud environment challenging task for them is to maximize cloud environment resources. This article describes the energy saving approach by optimizing the use of hosts and minimizing the active host using migration techniques.
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1. INTRODUCTION
Cloud computing environment is a type of computer that is based on sharing multiple computer resources instead of using a local server or personal server to handle the application[1]. There are many issues in the cloud computing environment such as cloud security, cloud privacy, cloud compliance, cloud stability and cloud load balance. They are all load balance primary and biggest problem[1]. The biggest question is the distribution of the load on the resources shared on the Internet. Suppose two or three servers are used to complete a task, another algorithm is needed to determine which cloud server is used to assign a task, which server is busy, and which cloud server is loaded. Some cloud computing environment systems have to deal with the situation where servers are distributed over different geographical location[2]. This paper defines different possible approaches to dynamic load balance in different cloud computing environment systems.

The first method defines a nature-inspired strategy for effectively balancing loads on distributed servers.

The second method took random samples of the computer domain and designed them so that all nodes were self-organizing.

The third approach equates the node cluster with similar behaviors and the loads within them.
The Forth algorithm compares the current host load with others and balances the load according to the current system load.

The last approach calculates the load of the host variable and balances the load accordingly [13].

2. CLOUD COMPUTING ENVIRONMENT

Cloud computing environment is primarily geographically distributed and developed to implement computing within different types of resources. Cloud computing has no specific definition, but it is defined as a set of distributed computers that can provide the required calculation resources and services with the help of the Internet [1]. As previously described it provides services such as IAAS, SAAS and PAAS to a geographically diverse clientele. A well-known example is the Amazon elastic system cloud environment, which provides the virtual machine environment, different configurations of the system CPU, system processor, and internal memory [3].

3. EXISTING TECHNOLOGY

In this existing technology section the different types of schemes for cloud environment load balancing technologies are defined and explained in various technologies and their behavior.

3.1 Honeybee Technique

The self-regulatory and behavioral-based algorithm was used to dynamic load balancing for the application layer [5]. This algorithm was motivated by the Honey bees and their approach for finding food.

Two attributes are defined in their methods here, one of the methods is forerunner and the other is inspect. A method forester bee searches for a suitable food available source, and when they find a specific food source, they coming back to the hive and accomplish a "vagal dance" [5].

The suitable source is carefully chosen according to the size, quality and distance of the source. All of these parameters are observed by Forage bees, and they was show the bees through skating. The scout bees then follow the forager to harvest of their food. This method is used as a resource pursuit tool for different computer applications. There are different virtual servers and virtual server’s process different requests from users [4]. Each server performances as a forerunner or scout and places the ad on the billboard after successfully completing the request. Initially, each server roughly selects a virtual server to deliver a request, which calculates the current virtual server load and compares it with the overall virtual server load. If the load on that virtual server is less than the external requests, it will be assigned to that virtual server. If the load on that server is greater than the scout reads the billboard, it will follow the virtual server listed from the ad board. The load of virtual servers is calculated according to the CPU usages [5]. The picture shows how server allocation is done.
3.2. Random pro methodology

In this method the load of the server is described permitting to its connection. Allocated links define the capacity of the server. The full work of this methodology is initiating [6]. This methodology does not use a static network to display nodes and their existing resources. That dynamic network methodology was developed, which offers the virtual machines load sharing level, resource update approach.

Nowadays, define the dynamic network appliance by defining the in-degrees of the node total edges toward the node = N the free resources of that lump. When a nodule receives a request for a new tasks, it removes an incoming margin and reduces its own size. One degree deduction indicates that the total accessible resources are condensed to N-1 [6]. The process of removal and adding of edges is defined by the random model. The standard level defines the work attendance rate as equal to the work completion rate, so a dynamic network mechanism connecting all nodes is created.

The random pattern defines the removal and adding of edges. The random model describes how all the nodes in the network are taken approximately. The model of the boot node is fixed so that with each step it moves to the neighboring node. Therefore the removal of the tip and the adding of the edges are relational to the free sources of the tip [6].
3.3. Dynamic grouping

Related nodes or facilities are bundled composed to conserve load balance for cloud systems [8]. This procedure is well-thought-out as a self-integration procedure that transforms the network. This method can be used where nodes have same information of related types of nodes and they can act on its behalf. Each node is reactivated by dynamic clustering as follows [8]:

1. Any one type of node is the "initiator" node at random.
2. The "Matchmaker" node was assign to the launcher node.
3. The matchmaker node selects the node corresponding to the boot node and creates a connection between them.
4. The matchmaker removes the node connection between itself and the selected neighbor.

This approach has been extensively explored in [7], showing how it develops from a complex network to a stable network.

3.4 Balance Compressions

The simplest method introduced in Comparison and Equilibrium [9] is to compare the current host loads and maintain the equilibrium position by comparing the current host load with others.

The current host is randomly selected at a specific time. Using parameters such as no. Virtual machine operation is determined by the current host's CPU usage and storage usage load. The current host randomly selects other hosts from the network and compares their load to their own load. If the current host load exceeds the loads of the selected node, the current host will transfer its additional load to the selected node. All of the nodes are the system perform the same function on the network.

3.5 Dynamic comparison and load balance

This method was introduced in [10], which takes two gate values. The current host load defines the next step to be implemented. The current host load is calculated below:

\[
\text{Host load} = x \times \text{(CPU usage)} + y \times \text{(RAM usage)} + z \times \text{(BW usage)} \tag{1}
\]

Where x, y and z are 0 [0, 1] and they are the weight coefficient.

The threshold values used here are calculated below:

Host Limit: This defines the maximum capacity of the host that the load host can perform with maximum performance.

\[
\text{H_UTD (Host Top Door Value): host limit} \tag{2}
\]

where weight is the weight coefficient, which is selected by the seller.
H_LTD (minimum threshold value of host): host limit

α, where weight is the weight coefficient, which is selected by the seller.

This method can divides the server optimization problem for two sections. The first section is the distributes more loads to the current host using the load balancing method and the second is the section reduces the number of active hosts on the network to support the green computing technology concept [10].

Part 1: However, there is a situation when the load of the host is higher than the upper threshold value predefined by the dealer, so the host is considered to have higher loads. Therefore the load balancing method is used to reduce the additional loads and transfer the additional loads to the host. Here it is done by adaptive comparison and dynamic load balance algorithm technique. It finds the host that can handle extra loads without too much load.

Part 2: Assume that there is a position where the load of the host is less than the minimum threshold value of the host, which is pre-defined by the dealer, so the load-transfer algorithm is used to transfer the additional load to the other host server. This is achieved through the migration of virtual machines. It finds the host that can handle extra loads without too much load.

Fig 2. Proposed algorithm for server optimization [10]
4. ANTICIPATED WORK

Dynamic comparison and load balancing methods do not consider server load at Virtual Machine allocation time. It simply assigns the Virtual Machine to the server, which then checks the load on the server at pre-defined intervals. Further steps are performed due to the high load or load state of the server. The load balance is used using the adaptive comparison and balance method if the server is overloaded and if the server is loaded, the server integration method is used for the shutdown server. The Virtual Machine is displaced to balance the loads after both situations. The proposed method works in estimating the host load after Virtual Machine allocation. If the server is overloaded accordingly the prediction will be made on a different host than the Virtual Machine. The proposed method predicts host loads after Virtual Machine allocation and predicts that Virtual Machine will be generated on a different host if the host has higher loads. It therefore reduces the number of migrations due to host overloading conditions. The proposed method supports Green System by reducing the number of active hosts using server integration. If the host is loaded the algorithm will move the Virtual Machine from the host and try to reduce the number of active hosts to save energy.
Fig 5. Proposed method

Fig 6. Result of proposed algorithm
5. RESULTS INVESTIGATION & EVALUATION

All tests are accompanied in the cloud simulator tool kit using cloudsim tool. The results evidently show that the proposed algorithm works better than our proposed algorithm. The proposed method minimizes migration by verifying host usage before Virtual Machine allocation. The proposed method supports green cloud computing by reducing the number of active hosts in the cloud computing environment.

This method decreases due to relocation and idle time during relocation. The proposed algorithm minimizes migration due to high load on the host, checking in advance whether the host is suitable for VM or not? If the host has enough capacity to create and run the new Virtual Machine without overloading the new Virtual Machine, it will be assigned a new Virtual Machine so that the host overload level cannot occur. The proposed method moves the Virtual Machine from the least loaded host to the ideal host. The results clearly show that the proposed method can save more energy with less time for our proposed method.
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