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Abstract—The implementation of current deep learning training algorithms is power-hungry, owing to data transfer between memory and logic units. Oxide-based RRAMs are outstanding candidates to implement in-memory computing, which is less power-intensive. Their weak RESET regime is particularly attractive for learning, as it allows tuning the resistance of the devices with remarkable endurance. However, the resistive change behavior in this regime suffers many fluctuations and is particularly challenging to model, especially in a way compatible with tools used for simulating deep learning. In this work, we present a model of the weak RESET process in hafnium oxide RRAM and integrate this model within the PyTorch deep learning framework. Validated on experiments on a hybrid CMOS/RRAM technology, our model reproduces both the noisy progressive behavior and the device-to-device (D2D) variability. We use this tool to train Binarized Neural Networks for the MNIST handwritten digit recognition task and the CIFAR-10 object classification task. We simulate our model with and without various aspects of device imperfections to understand their impact on the training process and identify that the D2D variability is the most detrimental aspect. The framework can be used in the same manner for other types of memories to identify the device imperfections that cause the most degradation, which can, in turn, be used to optimize the devices to reduce the impact of these imperfections.

Index Terms—Binarized neural networks (BNN), deep learning, in-memory computing, resistive random-access memory (RRAM), weak reset.

I. INTRODUCTION

The advance of machine learning algorithms holds remarkable prospects in terms of benefits to the society [1]. However, this progress comes at the cost of a considerable energy budget [2]. The bulk of this energy consumption is attributed to the shuttling of information between the memory and logic units of the computing system [3], a bottleneck, that can be circumvented by the use of in-memory computing. For such designs, oxide-based resistive memories (RRAMs), or memristors, are a major breakthrough. Their fast, low-power, non-volatile switching and full compatibility with the CMOS process lends quite well towards the realization of energy-efficient, adaptable synaptic weights [4], [5]. Unfortunately, owing to their dependence on nanometer-scale physics of atoms and ions, oxide-based RRAMs are usually very difficult to model accurately, which is a challenge for the design of in-memory neural networks.

Oxide-based RRAM devices switch through the formation and dissolution of conductive filaments of oxygen vacancies (Fig. II(a)). They function based on a combination of transport, thermal, and electrochemical effects; a multiplicity of mechanisms of atomic movement can coexist within the same device, giving rise to different regimes, depending on the state of the device and bias conditions [6]. Additionally, the devices exhibit very important fluctuations that resist simple modeling [7], [8]. In recent years, considerable progress has been made in the modeling of these devices in the regimes relevant for embedded and standalone memory applications [6], [9]–[12]. On the other hand, a programming regime known as weak RESET (programmed with a low voltage) [13], [14] remains vastly unexplored, as this regime, presenting exacerbated fluctuations, has no usage for conventional memory applications. Remarkably, recent works suggest that this regime might be extremely useful for artificial intelligence (AI) and neuromorphic applications, allowing such systems to do learning using little power and area [14], [15]. Although studies about low voltage switching [16], device models [17], and noise [18], [19] have been carried out in the past, a comprehensive study integrating all these aspects have not been done. To investigate this lead convincingly, and to design systems, an accurate model of the weak RESET process is needed. Additionally, the model needs to be compatible with the very specific frameworks used for designing neural networks (PyTorch, TensorFlow...), optimized for operating on graphics processing units (GPUs) and to perform automatic differentiation and were not designed for including device effects such as noise and variability [20].

In this work, we propose an efficient analytical behavioral model for the weak RESET regime of HfOx-based RRAM, including device fluctuations, and implement it within a deep-learning framework to model synaptic parameters. We provide and validate this model with extensive measurements, using multiple statistical quantities, on a hybrid HfOx RRAM/CMOS integrated circuit. This device model is specifically optimized for integration within deep learning frameworks, and this feature allows us to investigate the behavior of such devices in the context of neural network training. We implement this model within PyTorch, a deep-learning framework by adapting the optimizer. We present simulation results of binarized neural network (BNN), a quantized form of more traditional neural networks for which the weak RESET regime of RRAMs is particularly attractive, using fully connected and convolutional architecture for MNIST and CIFAR-10 tasks, respectively. Finally, using these simulations, we study the impact of device imperfections on the network performance.

II. HAFNIUM OXIDE RRAM TECHNOLOGY

For this work, we rely on measurements of a hafnium oxide (HfOx)-based OXRAM technology. The memory stack has a TiN/HfOx(10 nm)/Ti(10 nm)/TiN composition where the TiN layers serve as the electrodes [21]. Our nanodevices are integrated within the back-end-of-line of a 130 nm commercial CMOS process, between metal levels four and five, as shown in Fig. II(b). Such integration of logic and memory facilitates the implementation of energy-efficient in-memory computing. Each memory device is associated with an NMOSFET, allowing precise control of the programming conditions, such as the compliance current, which enables the formation of the conducting filaments [9]. After an initial electroforming step, the
device can switch between low-resistance (LRS) and high-resistance states (HRS) depending upon the polarity of the applied voltage pulses. The switching between LRS and HRS is attributed to the gradual formation and dissolution of the conductive oxygen-vacancy filaments within the oxide.

The weak RESET regime is stimulated by applying low voltage negative pulses, and pulse times shorter than used in the traditional RESET. It makes the switching smoother, which enables the finer tuning of resistance, at the cost of a reduced HRS/LRS ratio. Measurements in Fig. 1(c) show that repeated one-Volt weak RESET pulses lead to a progressive increase in the cell resistance, albeit in a noisy manner. In this Figure, the resistance is read at a very low voltage (0.1 V) after each weak RESET pulse, so that a very low read current flows through the device, and, therefore, there is no read disturb effect. We choose the weak RESET regime of operation to achieve high endurance in our devices. For learning tasks, this is essential, as individual devices are required to be programmed reliably for a large number of cycles. Fig. 2 shows the outstanding endurance of two complementary devices each with resistances $R_{BL}$ and $R_{BLb}$, that are programmed in the weak RESET, for more than $10^{10}$ cycles. This is orders of magnitude more than when devices are used with traditional higher-voltage RESET [21], and orders of magnitude more of what is needed for practical learning tasks (e.g., $10^4$ cycles for the CIFAR-10 object recognition task).

However, the resistance increase due to the weak RESET seen in Fig. 1(c) is particularly noisy, and in a way that appears non-trivial. Cells in the weak RESET regime are therefore reminiscent of biological synapses, which also modulate their conductivity (weight) during the learning process, in a way that is often believed to be noisy [22]. Recently, it has been shown that RRAM cells in weak RESET could indeed be used to do learning, for a type of neural networks, called binarized neural networks (BNNs), which are more resilient to noise, and less energy consuming than analog neural networks [14], [15].

\begin{equation}
\tilde{w} = w_{gap}/w_0,
\end{equation}

where $w_0$ is a length scale associated with the standard size of the filament. Owing to its quantum mechanical origin, the resistance of the device associated with the tunneling gap $\tilde{w}$ is

\begin{equation}
R(\tilde{w}) = R_0 \exp(\tilde{w}),
\end{equation}

where $R_0$ is the resistance of the device in LRS, i.e., when the tunneling gap is zero. The model does not include filament diameter, which appears to have a second-order effect during the weak RESET process. The variations in the tunneling gap $\tilde{w}$ give rise to its progressive RESET behavior. It also leads to the noise which is a consequence of the invasive biasing and is not related to the read noise [23]. Fig 3 shows an example of $\tilde{w}$ extracted from measurements, showing both its increasing trend and its noise, when successive weak RESET pulses are applied. In our model, the earlier contribution, $\tilde{w}_{mean}$ is described by a piecewise linear model as a function of the pulse number $t$, parameterized by $m_1$, $t^*$, $c_1$ and $m_2$ as

\begin{equation}
\tilde{w}_{mean} = \begin{cases} 
m_1 t + c_1 & t < t^* \\
m_2 t + (m_1 - m_2) t^* + c_1 & t \geq t^* 
\end{cases}
\end{equation}

The first regime ($t < t^*$), where the increase of resistance is steeper and less noisy is physically related to conditions where the heating due to the Joule effect is more pronounced, compared to the later

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{(a) Illustration of the progressive dissolution of the conducting filament by the recombination of oxygen ions and vacancies under the influence of consecutive RESET pulses. Also, the increment ($\Delta \tilde{w}_{mean}$) and fluctuation terms ($\Delta \tilde{w}_{RTN}/\Delta \tilde{w}_{pink}$) of our device model (described in Section III) are shown schematically. (b) SEM image of an HfOx-based RRAM device integrated into the BEOL of our technology. (c) Progressive evolution of the resistance of two measured devices with the application of consecutive weak RESET pulses of amplitude 1 V and writing time of 0.1 µs.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig2.png}
\caption{Endurance measurement on two complementary devices programmed with weak RESET pulses of width 1 µs and SET compliance current of 200 µA: median value of log resistance ratio ($R_{BL}/R_{BLb}$), extracted over 10k rounds for measurement of a pair of devices over $5 \times 10^{10}$ cycles.}
\end{figure}
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\includegraphics[width=\textwidth]{fig3.png}
\caption{(a) Piecewise linear fit of the mean model to the $\tilde{w}$ of a device (different than Fig. 1(c)). The parameters $m_1$, $t^*$, $c_1$ and $m_2$ are extracted from this fit. (b) Power spectral density of $\tilde{w}$ averaged over 64 devices showing the presence of a $(1/f^2)$ trend for low frequencies and a pink-noise like $(1/f)$ response for higher frequencies.}
\end{figure}
In our model, we developed a Markov process \( X \) where \( \alpha \) and \( \beta \) are related to the switching process and is independent of the passive resistive contribution from the fluctuations of the vacancies, which is more suitable for the GPU-based implementation that is expected for deep learning frameworks [27].

To characterize the fluctuations in the value of the resistance, we first compute the power spectral density (PSD) of \( \tilde{w} \) extracted from measurements. As shown in Fig. 4(b), the PSD averaged over 64 devices exhibits both a \( 1/f^2 \) and a \( 1/f \) contribution. The \( 1/f^2 \) part is consistent with the Random Telegraph Noise (RTN) that we find in our devices (Fig. 4(a)) [24]. On the other hand, the \( 1/f \) dependence indicates the existence of pink noise. Both of these types of noise are related to the switching process and is independent of the passive noise that we would get during read-out only. In our model, we capture these two types of noise by the quantities \( \tilde{w}_{pink} \) and \( \tilde{w}_{RTN} \).

RTN can be found in the second regime of the mean model (Fig. 4(a)) and is attributed to the perturbations related to the creation and destruction of oxygen vacancies in non-stoichiometric hafnium oxide [23]. The RTN component \( \tilde{w}_{RTN} \) is modeled as a two-state Markov process

\[
\tilde{w}_{RTN} = \alpha X,
\]

where \( X \) is a random variable taking a value of zero or one depending upon the resistive contribution from the fluctuations of the vacancies, and \( \alpha \) is the amplitude of the resistance jumps [25]. The probabilities of switching from zero to one and vice-versa are given by \( P_{high} \) and \( P_{low} \). Hence, the transition matrix \( T \) of the Markov process is defined as

\[
T = \begin{pmatrix}
12 & P_{high} \\
P_{low} & 12
\end{pmatrix}
\]

The pink noise, on the other hand, might be related to the dynamically changing defect states in the oxide [26]. It is modeled using an approach where the values can be sequentially generated, which is more suitable for the GPU-based implementation that is expected for deep learning frameworks [27]. In this method, the pink noise is generated in the following manner. Firstly, \( \text{pole} \) number of white Gaussian values, \( \omega_r \), \( r = 0, 1, ..., \text{pole} \) are generated. These values are then passed through a low-pass FIR filter with coefficients \( b_r \), which are the values of the impulse response, so that the generated noise is pink in its PSD. Thus, mathematically the pink noise component is described by

\[
\tilde{w}_{pink} = \alpha \sum_{r=0}^{\text{pole}} b_r \omega_r,
\]

where \( \alpha \) is a scaling factor. The variation of our state variable \( \tilde{w} \) is then obtained by the superposition of these three components as

\[
\tilde{w} = \tilde{w}_{mean} + \tilde{w}_{RTN} + \tilde{w}_{pink}.
\]

The physical impact of the variation of these three terms is shown schematically in Fig. 4(a).

In addition, RRAM devices are subject to important device-to-device (D2D) variability, due to the various possible topologies of the conductive filaments and dynamic perturbations, which can have a considerable impact on neuromorphic applications and should be modeled carefully. Fig. 4(a)-(d) show the distribution of the parameters of our mean model, extracted from experiments on 64 devices integrated into a memory array. The distributions of the \( m_1 \), \( t^* \), \( c_1 \) and \( m_2 \) parameters can be well fitted using an exponential, a lognormal, a Gaussian, and a lognormal distribution respectively. The variation in the absolute value of the resistance is done by sampling the initial resistance \( R_0 \) (Eq. 2) from a Gaussian distribution whose parameters are extracted from the experimental initial LRS
distribution of the devices (Fig. 4(e)). This makes sure that even if we are only dealing with the variations in the state parameter $\tilde{w}$, the absolute resistances also bear the same variability as the devices. Table I lists the extracted parameters, used for our simulations. The parameters $m_1$ and $m_2$ describe the monotonic progressive increase of the filament gap, and follow an exponential law, highlighting that some devices are relatively insensitive to weak RESET. The Gaussian distribution of $R_0$ and $c_1$ is connected to the Gaussian distribution of the LRS.

The parameters used to generate the noise (cycle-to-cycle variation) are fine-tuned so that the experiments and simulations in Fig. 5(b) and (c) match, and the values are summarized in Table II. The obtained values naturally replicate the noise levels observed in both regimes of the mean model.

Fig. 5 shows that the resulting model, integrating D2D, reproduces all measured aspects of the experiments with outstanding accuracy. Fig. 5(a) shows the individual trajectories in the weak RESET process of 64 measured and 64 simulated devices. Fig. 5(b) shows that the distribution of the changes in $\tilde{w}$ after each weak RESET pulse follows the same Lorentzian distribution in both the experiments and simulations. It is centered at zero, which implies that the fluctuations dominate over the monotonic changes arising from the mean model, which would have caused a bimodal distribution of positive values. The narrow peaks and wide tails of Lorentzian distribution represent the more frequent pink-noise and the less frequent RTN induced fluctuations respectively. Fig. 5(c) shows the mean spectral power spectrum of Figs. 5(a), and Fig. 5(d) shows the mean cross-correlation of $\tilde{w}$ between the 64 devices, where $t_i$ and $t_j$ are the pulse numbers to the $i^{th}$ and $j^{th}$ devices, defined as:

$$\text{Cross Corr.} ([t_i - t_j]) = \sum_{t_i, t_j} \tilde{w}(t_i)\tilde{w}(t_j). \quad (7)$$

The average cross-correlation between the 64 devices is a measure of the D2D variability captured by our model, which also agrees with the experiments. The mean auto-correlation at zero shift is about 10,000, which is twice the average cross-correlation at zero shift, indicating that the inter-device variability is larger than the intra-device one. Overall, the model, therefore, seems ideal to mimic RRAM cells.

| Component           | Model param. | Distr.  | Distr. param. |
|---------------------|--------------|---------|---------------|
| RTN amplitude       | $a$          | Uniform | $a_0=0$, $a_2=0.5$ |
| Mean model          | $m_1$        | Exponential | $x_0=3.74e-5$, $\lambda=6.56e-4$ |
| $c_1$               | Gaussian     | $\mu=5.29e-3$, $\sigma=5.32e-2$ |
| $t^*$               | Log-normal   | $s=0.80$, $\sigma=542.5$ |
| $m_2$               | Exponential  | $x_0=1.64e-54$, $\lambda=2.89e-5$ |
| Resistance          | $R_0$        | Gaussian | $\mu=6988 \Omega$, $\sigma=381.7 \Omega$ |

**IV. IMPLEMENTATION WITHIN A DEEP LEARNING FRAMEWORK**

Artificial neural networks (ANN) are networks of neurons, connected by synapses, laid in a hierarchical manner: the neuronal activations of a layer are computed from the neurons of the previous layer. The value of neuron activation is computed by first taking the sum over the previous activations weighted by their corresponding synaptic values, and then, applying a non-linear function to it. The aim of learning a task is to find an optimum set of values for the synaptic connections, called weights. To that end, analog memory cells have been used as the weights owing to their ability to adapt conductances [28].

However, to train ANNs, precise values of these weights need to be stored and updated, since the weights and activations can take any real value. This is a problem for RRAM-based implementation in the weak RESET regime, as inter-device and intra-device variabilities are ubiquitous in such nano-devices, as seen in section III. An alternative approach is to use BNNs, where both the neuronal activations and synaptic weights take binary values (+1 and -1) [29], [30]. Despite this simplicity of representation, BNNs can approach state-of-the-art accuracy on vision tasks [29]. During inference, that is calculating the output of the network given the input, this makes their arithmetic extremely simple. The product of the activation and the weight is replaced by a simple XNOR operation. Also, the accumulation of the products can be simply done by counting the number of ones, called the population count. Both of these can be implemented using relatively simple, low power consuming circuitry [21]. The advantage of binarization is both from the reduction of the read-out complexity as well as from the fact that low precision synapses and weights can be used for inference.

During the training phase i.e., when the network learns the op-
timum values of the weights, a hidden, real-valued weight is also associated with the synapses [29], [30]. As shown in Fig. 6, the binarized weight \( W_{ij}^{\text{bin}} \) connecting the neuron \( a_j \) of the previous layer to the neuron \( a_i \) of the next layer relates to the hidden real weight, \( W_{ij}^{\text{real}} \), as

\[
W_{ij}^{\text{bin}} = \text{sign}(W_{ij}^{\text{real}}),
\]

and the binarized activation is given by

\[
a_i = \text{sign}(\text{popcountXNOR}(W_{ij}^{\text{bin}}, a_j) - \Delta),
\]

where \( \Delta \) is a threshold that serves the role of shifting in batch normalization of the activation values. During the inference phase, only the binarized weights need to be calculated. On the other hand, for learning, the hidden real weights need to be updated by a learning rule, but not explicitly read. We utilize this by avoiding the use of energy-intensive circuits that are required to read the analog resistance state that plays the role of the real weights. Following the approach of [14], we employ a differential 2T2R structure within a crossbar array (Fig. 7(a)), in which the two resistances \( R_{BL} \) and \( R_{BLb} \) account for a single real synaptic weight as

\[
W_{ij}^{\text{real}} = \log_{10}(R_{BL}/R_{BLb}).
\]

As shown in [31] and [32], the 2T2R scheme based on the ratio of two resistances provides a lower error rate compared to 1T1R, which is crucial for the device to operate in the weak RESET regime. The 2T2R structure also allows performing training relying solely on RESET pulses.

In the training phase, to update the real weight, the RRAM devices are programmed using weak RESET pulses on either of the two devices. If the BNN learning rule suggests to increase the real weight by \( \delta W_{ij}^{\text{real}} \), we apply weak RESET pulses to the BL device, therefore increasing \( W_{ij}^{\text{real}} \). Conversely, if \( \delta W_{ij}^{\text{real}} \) is negative, we apply weak RESET pulses to the BLb device, therefore reducing, \( W_{ij}^{\text{real}} \). In both cases, the number of pulses is chosen proportionally to \( \delta W_{ij}^{\text{real}} \). Due to the differential 2T2R nature of the synapses, this training technique requires only RESET pulses. For the tasks we have performed, we have seen that the progressivity of the RESET process is sufficient, however for more complex tasks this might not be enough. In that case, we can apply a reprogramming strategy, proposed in [14], to bring back the system where proper RESET is applicable.

For the inference, the sign of this real hidden weight has to be read, and this can be achieved by an energy-efficient and fast circuit called pre-charge sense amplifier [21], [33]. It compares \( R_{ij} \) and the device-based parameters the new device resistance states are updated using weak RESET pulses, we adapted the PyTorch adaptive moment estimation optimizer.

The frameworks normally used for designing neural networks, such as PyTorch and TensorFlow, model synapses as floating-point real weights. When a neural network is trained, sophisticated optimization algorithms, called optimizers, such as adaptive moment estimation, optimize these weights values by making noiseless, highly precise, and deterministic updates [34]. To test our vision, i.e., to design a physical model where synapses are implemented by RRAM, and the weights are updated using weak RESETs, we adapted the PyTorch deep learning framework in three important ways. First, in deep learning frameworks, the synaptic parameters are stored as tensors with dimensions appropriate to the corresponding architecture. In our approach, these parameters are now modeled by an added dimension that accounts for the device state variables. These are the different parameters that are needed to store the number of pulses that have been previously applied to a device, and to generate pink and telegraph noise (pulses already applied \( t \), RTN state variable \( X \) and \( \omega_{y}s \)).

Second, the parameters of the neural network is typically initialized according to certain pre-defined initialization schemes [35], [36]. In our case, as the synaptic parameters are linked with the device resistances, we initialize the devices by sampling through the distributions mentioned in Table I.

Finally, the in-built optimizers provide updates that are real-valued floating-point numbers. But, in RRAM-based networks, we can only modify the resistances, by the application of a discrete number of voltage pulses. Thus, the updates given by PyTorch’s adaptive moment estimation methods are discretized by the multiplication by a suitable learning rate and rounding down to integer values. These pulses then produce the synaptic updates following the model of section III.

The scheme of integration of our device model into the PyTorch framework is schematically shown in Fig. 8(a). Synaptic weights are initialized as device resistance values in a differential manner incorporating the D2D variability explored in section III. The network does the forward pass on the input and calculates the updates for the weights, which is then converted to integer-valued pulses numbers \( n \) that are to be applied to the devices. Using the number of pulses, and the device-based parameters the new device resistance states are
First, we train a fully connected (FC) BNN. Figs. 9(a) and (b) show PyTorch simulations of the training process of binarized neural network for the MNIST and CIFAR-10 tasks, respectively. Test accuracies of 98% and 90% on the MNIST and CIFAR-10 tasks is obtained. Adding D2D variability therefore caused degradation of test accuracy, although it is more prominent in the CIFAR-10 task (Figs. 9(a)-(b)). We observe that for both tasks, the network can reach the baseline accuracy. Thus, our BNN scheme is robust to the non-linearity of the devices, which is a major advantage with regards to fluctuations of RRAM technology. Our modified PyTorch optimizer could also be adapted to all kind of emerging devices considered for neuromorphic applications.

V. NEURAL NETWORK SIMULATION RESULTS

We now test our device model, integrated into PyTorch on two pattern recognition tasks. First, we train a fully connected (FC) BNN with one hidden layer of 3,000 units for solving the MNIST handwritten digit-recognition benchmark. We then train a convolutional BNN to solve the CIFAR-10 object-recognition task. The architecture uses 3x3 kernels for convolutions (Conv), and 2x2 for MaxPool (MP) and reads: [Conv384, Conv384, MP, Conv768, Conv768, MP, Conv1536, Conv512, MP, FC(1024-1024-10)]. Figs. 9(a) and (b) show PyTorch simulations of the training process of binarized neural network for the MNIST and CIFAR-10 tasks, respectively. Test accuracies of 98% and 90% on the MNIST and CIFAR-10 tasks, respectively, were achieved without device simulations (ideal floating-point synapses). Inclusion of the full device simulation in the BNN training simulation makes it four times slower, the bottleneck being the sequential generation of the full device simulation in the BNN training simulation makes it four times slower, the bottleneck being the sequential generation of the full device simulation. The results suggest the outstanding potential of the weak RESET regime in such conditions. This work also explores the various aspects of RRAM device imperfections on neural network performance. Using the proposed framework, future work will investigate the design of more advanced neural networks on difficult tasks, and how neural network design can be optimized for robustness to the fluctuations of RRAM technology.

VI. CONCLUSION

In this work, we presented a model of the weak RESET behavior of HfO$_2$ RRAM and its fluctuations, and its integration within a deep learning framework for simulations of hardware neural networks on GPUs. The results suggest the outstanding potential of the weak RESET regime in such conditions. This work also explores the various aspects of RRAM device imperfections on neural network performance. Using the proposed framework, future work will investigate the design of more advanced neural networks on difficult tasks, and how neural network design can be optimized for robustness to the fluctuations of RRAM technology.
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