Abstract

In this paper we study existence and orbital stability for solitary waves of the nonlinear Klein-Gordon equation. The energy of these solutions travels as a localized packet, hence they are a particular type of solitons. In particular we are interested in sufficient conditions on the potential for the existence of solitons. Our proof is based on the study of the ratio energy/charge of a function, which turns out to be a useful approach for many field equations.

1 Introduction

We are interested in studying the existence of a particular class of solutions for the nonlinear wave equation: the soliton solutions. By solitary wave we mean a solution of a field equation whose energy travels as a localized packet; if a solitary wave exhibits orbital stability it is called soliton. In this respect solitons have a particle-like behavior and they occur in many questions of mathematical physics, such as classical and quantum field theory, nonlinear optics, fluid mechanics, plasma physics (see e.g. [13, 8]).

Today, we know (at least) three mechanisms which might produce solitary waves and solitons:

- (i) Complete integrability; e.g. Korteweg-de Vries equation
  \[ u_t + u_{xxx} + 6uu_x = 0 \]  
  (KdV)

- (ii) Topological constrains; e.g. Sine-Gordon equation
  \[ u_{tt} - u_{xx} + \sin u = 0 \]  
  (SNG)
• (iii) Ratio energy/charge: e.g. the nonlinear Klein-Gordon equation

$$\psi_{tt} - \Delta \psi + W'(\psi) = 0$$

(NKG)

where $$\psi(t, x) \in H^1(\mathbb{R} \times \mathbb{R}^N, \mathbb{C})$$ with $$N \geq 2$$, and $$W : \mathbb{C} \to \mathbb{R}$$ with $$W(\psi) = F(|\psi|)$$ for some $$C^2$$ function $$F : \mathbb{R} \to \mathbb{R}$$. This kind of solitons are called hylomorphic solitons in [1].

The study of solitons for equation (NKG) has a very long history starting with the pioneering paper of Rosen [9]. Coleman [5] and Strauss [12] gave the first rigorous proofs of existence of solutions of the type (1.1) for some particular $$W$$'s, and later necessary and sufficient existence conditions have been found by Berestycki and Lions [4].

The first orbital stability results for (NKG) are due to Shatah; in [10] a necessary and sufficient condition for orbital stability is given. We will discuss this result in Section 2.2. However this condition is difficult to be verified in concrete situations due to the fact that one should know explicit properties of the solitary wave. See also [7] for a generalization of methods in [10].

The aim of this paper is to establish sufficient conditions on the function $$W$$ which guarantee the existence of stable solitary waves. Moreover these conditions are in some sense also necessary (see Remark 2.11 below).

The study of solitary waves of equation (NKG) can be reduced to that of standing waves. A standing wave is a finite energy solution of (NKG) having the following form

$$\psi(t, x) = u(x)e^{-i\omega t}, \quad u \geq 0, \quad \omega \in \mathbb{R}.$$  \hfill (1.1)

Substituting (1.1) in (NKG), we get

$$- \Delta u + W'(u) = \omega^2 u$$ \hfill (1.2)

Since equation (NKG) is obtained by studying critical points of a Lagrangian with density $$L$$ (see (2.1)) which is invariant for the Poincaré group, we can obtain solutions $$\psi'(t, x)$$ just making a Lorentz transformation of a given solution $$\psi(t, x)$$. Namely, if we take the velocity $$v = (v, 0, 0), |v| < 1$$, and set

$$t' = \gamma (t - vx_1), \quad x'_1 = \gamma (x_1 - vt), \quad x'_2 = x_2, \quad x'_3 = x_3 \quad \text{with} \quad \gamma = \frac{1}{\sqrt{1 - v^2}}$$

it turns out that

$$\psi'(t, x) = \psi(t', x')$$

is a solution of (NKG).

In particular given a standing wave $$\psi(t, x) = u(x)e^{-i\omega t}$$, the function $$\psi_v(t, x) := \psi(t', x')$$ is a solitary wave which travels with velocity $$v$$. Thus, if $$u(x) = u(x_1, x_2, x_3)$$ is any solution of equation (1.2), then

$$\psi_v(t, x_1, x_2, x_3) = u (\gamma (x_1 - vt), x_2, x_3) e^{i(k \cdot x - \bar{\omega} t)}$$,
is a solution of (NKG) provided that
\[ \bar{\omega} = \gamma \omega \quad \text{and} \quad k = \gamma \omega v \]

Hence to study the existence of solitons we can restrict to consider standing waves.

We consider the following hypotheses on the potential \( W \):

\[ W(0) = W'(0) = 0, \ W''(0) = 1 \quad (H_0) \]

\[ \alpha_0 := \inf_{z \in \mathbb{C}} \frac{W(z)}{\frac{1}{2} |z|^2} < 1 \quad (H_1) \]

\[ W(z) \geq 0 \quad (H_2) \]

Our main result is the following

**Theorem 1.1.** If \((H_0), (H_1), \) and \((H_2)\) hold then equation (NKG) admits solitons.

**Remark 1.2.** We now make some comments on the assumptions of the theorem above. The assumption \( W''(0) = 1 \) is a normalization condition; making a change of the space variable, \((H_0)\) is satisfied provided that \( W''(0) > 0 \). We remark that if \( W''(0) < 0 \) there are no standing waves, and if \( W''(0) = 0 \) standing waves exist under restrictive assumptions on the growth of \( W \) (see [4]). Condition \((H_1)\) is the crucial assumption and it is typical for solitons of type (iii). Assumption \((H_2)\) is natural for many physical models described by (NKG); however it is not necessary to have orbital stability (see also Remark 2.11 below).

# 2 Statement of the main results

## 2.1 The wave equations as dynamical systems

Let us consider the Lagrangian density

\[ L(\psi) = \frac{1}{2} \left( \left| \frac{\partial \psi}{\partial t} \right|^2 - |\nabla \psi|^2 \right) - W(\psi). \quad (2.1) \]

Its critical points satisfy equation (NKG), with

\[ W'(\psi) = F'(|\psi|) \frac{\psi}{|\psi|}. \]

Moreover \( L(\psi) \) is invariant for the action of the Poincaré group and for the gauge action of the group \( S^1 \) given by

\[ \psi \mapsto e^{i\theta} \psi \quad \theta \in \mathbb{R} \quad (2.2) \]
and can be considered as the simplest nonlinear Lagrangian density with these invariance properties. In the following sections we will see that equation (NKG), with assumptions \((H_0)-(H_2)\) on \(W\), produces a very rich model in which there are solitary waves which behave as relativistic particles.

We remark that if \(W'(\psi)\) is linear, namely \(W'(\psi) = \Omega^2 \psi\), then equation (NKG) reduces to the Klein-Gordon equation. Among the solutions of the Klein-Gordon equations there are the wave packets which behave as solitary waves but disperse in space as time goes on. On the contrary, if \(W\) has a nonlinear suitable component the wave packets do not disperse, hence one can find solitons.

We now reconsider the problem from the point of view of dynamical systems. Let us consider the space \(X = H^1(\mathbb{R}^N, \mathbb{C}) \times L^2(\mathbb{R}^N, \mathbb{C})\). To a function \(\psi(t,x) \in H^1(\mathbb{R} \times \mathbb{R}^N, \mathbb{C})\) we can associate a vector \(\Psi = (\psi, \psi_t)\) which is in \(X\) for any \(t \in \mathbb{R}\). Equation (NKG) can be written in the form

\[
\frac{\partial \Psi}{\partial t} = A\Psi - W'(\Psi)
\]  

for the matrix

\[
A = \begin{pmatrix} 0 & 1 \\ \Delta & 0 \end{pmatrix}
\]

and vector function

\[
W'(\Psi) = \begin{pmatrix} 0 \\ W'(\psi) \end{pmatrix}.
\]

Together with an initial condition \(\Psi(0,x)\), equation (2.3) is a Cauchy problem, and its solutions define a flow \(U\) on the phase space \(X\), that is a map \(U : \mathbb{R} \times X \to X\) given by

\[
\Psi(t,x) = U(t,\Psi(0,x))
\]  

Global existence for the flow \(U\) is guaranteed by assumption \((H_2)\).

Noether’s theorem states that any invariance for a one-parameter group of the Lagrangian implies the existence of an integral of motion, namely of a quantity on solutions which is preserved with time (see e.g. [6]). Thus equation (2.3) has ten integrals: energy, momentum, angular momentum and ergocenter velocity. Moreover, another integral is given by the gauge invariance (2.2): charge. We now briefly introduce these integrals, for details we refer to [6]. In this paper we are only interested in energy and charge.

Energy, by definition, is the quantity which is preserved by the time invariance of the Lagrangian. In our case it has the following form

\[
E(\Psi) = \int \left[ \frac{1}{2} |\psi|^2 + \frac{1}{2} |\nabla \psi|^2 + W(\psi) \right] dx
\]  

\[4\]
Momentum and angular momentum are the quantity preserved respectively by the space translations and space rotations invariance of the Lagrangian. Their expressions are given by

\[ \vec{P}(\Psi) = -\text{Re} \int \psi_t \overline{\nabla \psi} \, dx \]
\[ \vec{M}(\Psi) = \text{Re} \int (x \times \nabla \psi) \, \overline{\psi_t} \, dx \]

If we take the Lagrangian (2.1), the quantity preserved by the Lorentz transformation, by standard computations, is the derivative of the ergocenter \( \vec{Q} \) which satisfies

\[ \dot{\vec{Q}}(\Psi) = \vec{P}(\Psi) \]
\[ E(\Psi) \]

Then, the three components of \( \dot{\vec{Q}} \) are other three integrals of motion.

Finally, we consider the charge, which is the quantity preserved by the trivial gauge action (2.2). The charge for a general Lagrangian \( L \) has the following expression (see e.g. [3])

\[ C(\Psi) = \text{Im} \int \frac{\partial L}{\partial \psi_t} \, \overline{\psi} \, dx \]

In our case we get

\[ C(\Psi) = \text{Im} \int \psi_t \, \overline{\psi} \, dx \]

Without loss of generality we consider solutions with negative charge. The same results can be obtained in the same way also in the case of positive charge.

As stated in the introduction, a particular class of solutions of (NKG) (and of (2.3)) is given by standing waves, namely solutions of the form (1.1) for which the couple \((u, \omega)\) satisfies equation (1.2).

Moreover if \( u \in H^1(\mathbb{R}^N, \mathbb{R}^+) \) is a solution of (1.2) for any given \( \omega \in \mathbb{R} \), we have a standing wave for (NKG). For a standing wave \( \psi_0 \) the relative element in the space \( X \) is given by \( \Psi_0 = (u(x)e^{-i\omega t}, -i\omega u(x)e^{-i\omega t}) \), and energy and charge are given by

\[ \mathcal{E}(\Psi_0) = \int \left( \frac{1}{2} |\nabla u|^2 + \frac{1}{2} \omega^2 u^2 + W(u) \right) \, dx, \quad (2.6) \]
\[ C(\Psi_0) = -\int \omega \, u^2 \, dx. \quad (2.7) \]

Since we consider only the case of negative charge, it holds \( \omega \in \mathbb{R}^+ \).

We can identify the standing waves as a subset of

\[ Y := \{(u, \omega) \in H^1(\mathbb{R}^N, \mathbb{R}^+) \times \mathbb{R}^+ \} \quad (2.8) \]
through the embedding of $Y$ into $X$ given by
\[ Y \ni (u, \omega) \mapsto (u(x)e^{-i\omega t}, -i\omega u(x)e^{-i\omega t}) \in X \quad \forall t \in \mathbb{R} \quad (2.9) \]
and define two functionals on $Y$, energy
\[ E(u, \omega) := \int \left( \frac{1}{2} |\nabla u|^2 + \frac{1}{2} \omega^2 u^2 + W(u) \right) dx, \quad (2.10) \]
and charge
\[ C(u, \omega) = -\int \omega u^2 \, dx. \quad (2.11) \]
Notice that energy $E$ and charge $C$ of a standing wave $\Psi_0$ ((2.6) and (2.7)) coincide with energy $E$ and charge $C$ of the couple $(u, \omega) \in Y$ corresponding to $\Psi_0$.

Using these definitions, standing waves $\Psi_0$ will be found as points of constrained minima of the energy function $E(u, \omega)$ on the manifold
\[ M_C = \{(u, \omega) \in Y : C(u, \omega) = C\} \quad (2.12) \]
of $(u, \omega)$ with fixed charge $C \neq 0$.

In the following, an important quantity is the ratio between energy and absolute value of charge, hence we introduce the notation $\Lambda(u, \omega)$ for the functional on $Y$ defined by
\[ \Lambda(u, \omega) := \frac{E(u, \omega)}{|C(u, \omega)|} = \frac{1}{2} \omega + \frac{1}{2\omega} \alpha(u) \quad (2.13) \]
where
\[ \alpha(u) := \frac{\int \left( \frac{1}{2} |\nabla u|^2 + W(u) \right) dx}{\frac{1}{2} \int u^2 \, dx} \quad (2.14) \]
The study of the functional $\Lambda$ turns out to be useful for a general approach to many field equations. For a discussion of these subjects we refer to \[\Pi\].

**Proposition 2.1.** Let $\alpha_0$ be defined as in (H1). Then
\[ \alpha_0 = \inf_{u \in H^1} \alpha(u) \]

**Proof.** By (H1), for all $u \in H^1$ it holds
\[ \alpha(u) \geq \frac{\int W(u) \, dx}{\frac{1}{2} \int u^2 \, dx} \geq \frac{\alpha_0 \int \frac{1}{2} u^2 \, dx}{\frac{1}{2} \int u^2 \, dx} = \alpha_0 \]
hence one inequality is proved. For the opposite inequality, by (H1) for any $\varepsilon > 0$ there exists $z_0 \in \mathbb{C}$ such that
\[ \frac{W(z_0)}{\frac{1}{2} |z_0|^2} < \alpha_0 + \frac{\varepsilon}{2} \]
We remark that \( W \) depends only on the modulus of \( z \), and denote \( r_0 = |z_0| \).

Let us choose a family of functions \( u_R(x) \in H^1 \), with \( R \geq 0 \), by

\[
u_R(x) = \begin{cases} 
  r_0 & \text{if } |x| \leq R \\
  0 & \text{if } |x| \geq R + 1 \\
  r_0(1 + R - |x|) & \text{if } R \leq |x| \leq R + 1
\end{cases}
\]  

(2.15)

Moreover, let \( \mu \) be the \( N \)-dimensional Lebesgue measure, \( B_R = \{|x| \leq R\} \) and \( B_{R+1} = \{R \leq |x| \leq R + 1\} \), then we need the basic result

\[
\lim_{R \to \infty} \frac{\mu(B_{R+1})}{\mu(B_R)} = 0
\]  

(2.16)

Hence, by (2.15) and (2.16) for \( R \) big enough it holds

\[
\alpha(u_R) \leq \frac{\int_{B_{R+1}} \left( \frac{1}{2} |\nabla u_R|^2 + W(u_R) \right) \, dx + \int_{B_R} W(u_R) \, dx}{\int_{B_R} \frac{1}{2} u_R^2 \, dx} \leq \frac{\mu(B_{R+1})(\frac{1}{2} r_0^2 + \max_{0 \leq |z| \leq r_0} W(z))}{\frac{1}{2} r_0^2 \mu(B_R)} + \frac{W(z_0)}{\frac{1}{2} |z_0|^2} < \alpha_0 + \epsilon
\]

Hence the proposition in proved. \( \square \)

### 2.2 Orbital stability

An important property of the orbits of a dynamical system is their stability with respect to small perturbations. In the following we consider on \( X \) the distance induced by the usual product topology of \( H^1(\mathbb{R}^N, \mathbb{C}) \times L^2(\mathbb{R}^N, \mathbb{C}) \).

**Definition 2.2.** Let \( \Gamma \) be a subset of \( X \) which is invariant under the evolution flow \( U : \mathbb{R} \times X \to X \) of (2.3) (see (2.4)). The set \( \Gamma \) is called stable if for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( d(\Gamma,\Psi(0,x)) < \delta \) implies that \( d(\Gamma, U(t,\Psi(0,x))) < \varepsilon \) for all \( t \in \mathbb{R} \).

A standing wave is then defined to be orbitally stable if its orbit \( U \) is a stable set under the flow in the sense of Definition 2.2. Moreover, since equation (NKG) is invariant under space and time translations, we consider also all the possible translates of its orbit.

**Definition 2.3.** A standing wave \( \psi_0(t,x) = u(x)e^{-i\omega t} \) is called orbitally stable if the set

\[
\Gamma(u,\omega) := \{ (u(x+y)e^{-i(\omega t - \theta)}, -i\omega u(x+y)e^{-i(\omega t - \theta)}) : y \in \mathbb{R}^N, \theta \in \mathbb{R} \} \subset X
\]

is stable for the evolution flow \( U \).
In [10] and [7], the orbital stability of a standing wave is studied with respect to its frequency $\omega$. Namely, the authors consider the real function

$$\omega \mapsto d(\omega) := E(u_\omega, \omega) + \omega C(u_\omega, \omega)$$

where $E$ and $C$ are the energy and the charge on $Y$, and $u_\omega$ is the ground state solution of (1.2) for a fixed $\omega$. They prove that a necessary and sufficient condition for the orbital stability of a standing wave $\psi(t, x) = u(x)e^{-i\omega_0 t}$ is the convexity of the map $d(\omega)$ in $\omega_0$. This condition is difficult to be verified since $d(\omega)$ cannot be computed explicitly. However, in some particular cases, the properties of $d(\omega)$ can be investigated. For example in [11] the authors give exact ranges of the frequency $\omega$ for which they obtain stability and instability of the respective standing waves for the nonlinear wave equation with $W(\psi) = \frac{1}{2}|\psi|^2 - \frac{1}{p}|\psi|^p$. In particular, stability occurs for $2 < p < 2 + 4/N$. Unfortunately, for a general $W$, it is very difficult to prove or disprove the convexity of $d(\omega)$.

The aim of this paper is to overcome this difficulty and to establish the stability of standing waves looking directly at $W$ itself.

As stated above, standing waves will be found as constrained points of minimum $(u, \omega)$ for the energy functional $E$ on the space $Y \subset X$ with fixed charge $C$. We prove stability for these standing waves by proving stability with respect to the flow $U$ of the ground state set $\Gamma_C$, that is defined for a given charge $C$ as the set

$$\Gamma_C := \bigcup_{E(u, \omega) = \min_{\Gamma_C} E} \Gamma(u, \omega) \quad (2.18)$$

To prove stability of the ground state set we use the Lyapunov stability method.

**Definition 2.4.** A function $V : X \to \mathbb{R}$ is a Lyapunov function for the set $\Gamma_C$ if

- $V \geq 0$ and $V(\Psi) = 0$ if and only if the function $\Psi$ is of the form $(u(x)e^{-i\omega t}, -i\omega u(x)e^{-i\omega t})$ with $(u, \omega) \in \Gamma_C$;
- $\frac{d}{dt} V(\Psi(t, x)) \leq 0$ for any $t$, where $\Psi(t, x) = U(t, \Psi(0, x))$ is solution of (2.3);
- if $V(\Psi_n) \to 0$ then $d(\Psi_n, \Gamma_C) \to 0$.

**Proposition 2.5 (Lyapunov stability method).** If there exists a a Lyapunov function for the set $\Gamma_C$, then $\Gamma_C$ is stable.
2.3 Results

We now state our results. The proofs are given in Section 3.

Our main result is Theorem 1.1. It follows from some preliminary results which have some interest in themselves. We first prove the existence of a standing wave using a new proof based on the following variational principle.

Recall (2.8) and (2.12) for the definition of $Y$ and $M_C$.

**Theorem 2.6.** A standing wave $\psi_0(t,x) = u(x)e^{-i\omega t}$ is a solution of (NKG) if and only if $(u,\omega) \in Y$ is a critical point of $E(u,\omega)$ constrained on the manifold $M_C$ with $C = C(u,\omega)$.

**Lemma 2.7.** If there exists $(\bar{u},\bar{\omega}) \in Y$ such that $\Lambda(\bar{u},\bar{\omega}) < 1$, there exist standing waves solutions of (NKG) obtained as points of minima of the energy $E(u,\omega)$ constrained to the manifold $M_{\bar{C}}$ with $\bar{C} = C(\bar{u},\bar{\omega})$.

By (H1) and Proposition 2.1, it follows that there exists $\bar{u}$ such that $\alpha(\bar{u}) < 1$. Moreover, by definition of $\Lambda$ (see (2.13)), it follows that

$$\inf_{\omega \in \mathbb{R}^+} \Lambda(\bar{u},\omega) = \sqrt{\alpha(\bar{u})} < 1$$

Hence there exists $(\bar{u},\bar{\omega})$ such that $\Lambda(\bar{u},\bar{\omega}) < 1$. Hence Lemma 2.7 implies the existence of standing waves solutions of (NKG). Then we prove the orbital stability of the standing waves.

**Theorem 2.8.** If $(u,\omega)$ is an isolated point of local minimum of the functional $E(u,\omega)$ constrained to the manifold $M_C$ with $C = C(u,\omega)$, then $\psi_0(t,x) = u(x)e^{-i\omega t}$ is an orbitally stable standing wave.

Theorem 1.1 is a pure existence result and gives no information on the charge and frequency of the standing waves. Using Lemma 2.7, we obtain results for the charge. Properties of the standing waves for different charges with respect to the form of the potential $W$ and relative frequencies are discussed in details in [1].

**Corollary 2.9.** If $(H_0), (H_1), (H_2)$ hold then there exists $C_0 > 0$ such that for any $|C| \in (C_0, \infty)$ there exists an orbitally stable standing wave for equation (NKG) with charge $C$.

Existence of stable standing waves for all charges can be obtained by a stronger version of assumption $(H_1)$. Let us consider the condition

$$W(z) - \frac{1}{2}|z|^2 \leq -|z|^{2+\epsilon} \text{ with } 0 < \epsilon < \frac{4}{N} \text{ for all } z \in \mathbb{C} \text{ with } |z| \text{ small. } (H'_1)$$

**Corollary 2.10.** If $(H_0), (H'_1), (H_2)$ hold then for any $C \neq 0$ there exists an orbitally stable standing wave for equation (NKG) with charge $C$. 
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Remark 2.11. If condition \((H_3)\) below holds, it is possible to prove that assumption \((H_2)\) is not only sufficient but also necessary in order to get the existence of an absolute minimum of the energy \(E(u, \omega)\) constrained to the manifold \(M_C\). Thus, if this assumption is violated, it is still possible to have orbitally stable solitary waves as points of local minimum, but they can be destroyed by a perturbation which send them out of the basin of attraction.

3 Proofs

In this section we consider only the case \(C < 0\) and \(\omega \in \mathbb{R}^+\). For \(C > 0\) and \(\omega \in \mathbb{R}^-\) the proofs are identical.

Moreover we give proofs of our results and in particular of Theorem 1.1 which hold under an additional assumption. By \((H_0),(H_1),(H_2)\), we can write

\[
W(\psi) = \frac{1}{2}|\psi|^2 + R(|\psi|)
\]

where \(R : \mathbb{R}^+ \to \mathbb{R}\) is a \(C^2\) function satisfying

\[
R(0) = R'(0) = R''(0) = 0, \quad R(s) \geq -\frac{1}{2}s^2 \quad \forall s \in \mathbb{R}^+
\]

and there exists \(s_0 \in \mathbb{R}^+\) such that \(R(s_0) < 0\). We assume that for all \(s \in \mathbb{R}^+\)

\[
|R''(s)| \leq c_1 s^{p-2} + c_2 s^{q-2} \quad \text{with} \quad c_1, c_2 > 0 \quad \text{for} \quad 2 < p \leq q < 2^* \quad (H_3)
\]

This doesn’t change the generality of our results. Indeed if \((H_3)\) is violated for the potential \(W\), we can define a potential \(\tilde{W}\) which satisfies all assumptions \((H_0)-(H_3)\) and for which there exists \(\tilde{s} > 0\) such that

\[
\tilde{W}(z) = W(z) \quad \forall |z| < \tilde{s}, \quad (3.2)
\]

and the functions \(\tilde{R}(|z|) = \tilde{W}(z) - \frac{1}{2}|z|^2\) satisfies

\[
\tilde{R}'(s) \geq 0 \quad \forall s \geq \tilde{s}. \quad (3.3)
\]

Hence, by our results it follows that there exists a charge \(C\) and a stable standing wave \(\psi(t, x) = u(x)e^{-i\omega t}\) for which

\[
-\Delta u + \tilde{W}'(u) = \omega^2 u
\]

and \((u, \omega)\) is a point of minimum for the energy \(\tilde{E}\) on the manifold \(M_C\), where \(\tilde{E}\) is the energy of equation (2.10) with \(\tilde{W}\) instead of \(W\). We have the following result for \(\psi\).

Lemma 3.1. Let \(\tilde{W}\) satisfy \((H_0)-(H_3)\) and \((3.3)\), then

\[
\|\psi(t, \cdot)\|_{L^\infty(\mathbb{R}^N)} \leq \tilde{s} \quad \forall t \in \mathbb{R}
\]
Proof. Let \( u \) be a solution of (3.4) and set \( u = \bar{s} + v \). It is sufficient to prove that \( v \leq 0 \). Let \( \Omega := \{ x : v(x) \geq 0 \} \). By (3.4) we have that
\[
-\Delta v + \tilde{W}'(\bar{s} + v) = \omega^2(\bar{s} + v) \quad \text{in } \Omega \\
v = 0 \quad \text{on } \partial\Omega
\]

Multiplying both sides of the above equation by \( v \) and integrating in \( \Omega \), we get
\[
0 = \int_{\Omega} \left[ |\nabla v|^2 + \tilde{W}'(\bar{s} + v)v - \omega^2(\bar{s} + v)v \right] dx \\
= \int_{\Omega} \left[ |\nabla v|^2 + \tilde{R}'(\bar{s} + v)v + (1 - \omega^2)(\bar{s} + v)v \right] dx \\
\geq \int_{\Omega} \left[ |\nabla v|^2 + \tilde{R}'(\bar{s} + v)v \right] dx \\
\geq \int_{\Omega} |\nabla v|^2 dx
\]
where we have used (3.3) and \( \omega < 1 \), which follows from Remark 3.2. From this it follows that \( v = 0 \) in \( \Omega \). \( \square \)

Lemma 3.1 and (3.2) imply that \( \tilde{W}(\psi) = W(\psi) \), hence \( \tilde{E} \) coincides with the energy \( E \) for the functional \( W \) on a neighbourhood of the point \((u, \omega)\). Moreover, since also \( \tilde{W}'(\psi) = W'(\psi) \), then \((u, \omega)\) is a solution of (1.2) with the potential \( W \). Hence \((u, \omega)\) is a point of local minimum for the energy \( E \) on the manifold \( M_C \). Theorems 2.6 and 2.8 apply to \((u, \omega)\), and therefore \( \psi(t, x) = u(x)e^{-i\omega t} \) is a stable standing wave for (NKG).

This argument implies that we can assume condition \( \mathcal{H}_3 \) without loss of generality.

**Proof of Theorem 2.6.** A point \((u, \omega) \in Y \) is critical for \( E(u, \omega) \) constrained on the manifold \( M_C \) if and only if there exists \( \lambda \in \mathbb{R} \) such that
\[
\frac{\partial E(u, \omega)}{\partial u} = \lambda \frac{\partial C(u, \omega)}{\partial u} \\
\frac{\partial E(u, \omega)}{\partial \omega} = \lambda \frac{\partial C(u, \omega)}{\partial \omega}
\]  
(3.5)

By definition of energy and charge (equations (2.10) and (2.11)), equation (3.5) can be written as
\[
-\Delta u + W'(u) + \omega^2 u = -2\lambda \omega u \\
\int \omega u^2 dx = -\lambda \int u^2 dx.
\]
Since \( C \neq 0 \), from the second equation \( \lambda = -\omega \), and the first becomes equation (1.2). \( \square \)
Proof of Lemma 2.7. First of all we use (3.1) to write the ratio \( \Lambda(u,\omega) \) defined in (2.13) in the form

\[
\Lambda(u,\omega) = \frac{1}{2} \left( \frac{1}{\omega} + 1 \right) + \frac{J(u)}{|C(u,\omega)|} \tag{3.6}
\]
where

\[
J(u) := \int \left( \frac{1}{2} |\nabla u|^2 + R(u) \right) dx \tag{3.7}
\]

Step I. If \((u_n,\omega_n)\) is a minimising sequence for \(E\) on \(M_\bar{C}\), then up to a subsequence

\[
\begin{align*}
\omega_n &\to \omega_0 \neq 0 \\
u_n &\to u_0 \neq 0 \text{ weakly in } H^1(\mathbb{R}^N) \\
u_n &\to u_0 \neq 0 \text{ strongly in } L^t_{\text{loc}}(\mathbb{R}^N), \quad 2 \leq t < 2^*. \tag{3.8}
\end{align*}
\]

with

\[
\int u_n^2 dx \to \rho := \frac{|\bar{C}|}{\omega_0} \tag{3.9}
\]

To prove (3.8) we need to prove boundedness for \((u_n,\omega_n)\). From \([H_0]\) it follows that

\[
\exists \delta > 0 \exists c_1 > 0, \text{ such that } W(z) \geq c_1 |z|^2 \text{ for } 0 \leq |z| \leq \delta. \tag{3.10}
\]

and one can choose \(c_1 = \min_{0 \leq |z| \leq \delta} \frac{W(z)}{\frac{1}{2} |z|^2}\). By equations (2.10) and (2.11) we can write

\[
E(u_n,\omega_n) = \int \left( \frac{1}{2} |\nabla u_n|^2 + W(u_n) \right) dx + \frac{|\bar{C}| \omega_n}{2}
\]

Hence necessarily \(\omega_n\) and \(\int |\nabla u_n|^2 dx\) are bounded. Thus up to a subsequence, \(\omega_n \to \omega_0\). We now show that also \(\int u_n^2 dx\) is bounded. Let us assume on the contrary that \((u_n,\omega_n)\) is minimising for \(E\) on \(M_\bar{C}\) and

\[
\int u_n^2 dx \to \infty.
\]

Clearly \(\int W(u_n) dx\) is bounded and by \([H_0]\) and (3.10)

\[
\int W(u_n) dx \geq \int_{0 \leq u_n \leq \delta} W(u_n) dx \geq c_1 \int_{0 \leq u_n \leq \delta} u_n^2 dx. \tag{3.11}
\]

On the other hand

\[
\int_{0 \leq u_n \leq \delta} u_n^2 dx + \int_{u_n \geq \delta} u_n^2 dx \to \infty,
\]

thus we have, by equation (3.11)

\[
\int_{u_n \geq \delta} u_n^2 dx \to \infty.
\]
This drives to a contradiction because
\[
\frac{1}{\delta^{2\varepsilon-2}} \int_{u_n \geq \delta} u_n^{2\varepsilon} dx \geq \int_{u_n \geq \delta} u_n^2 dx
\]
and by the Sobolev embedding theorem
\[
\int_{u_n \geq \delta} u_n^{2\varepsilon} dx \leq \int u_n^{2\varepsilon} dx \leq K \left\| \nabla u_n \right\|^2 dx < \text{const.}
\]
Thus, \( \int |u_n|^2 dx \) is bounded and the classical embedding theorems imply (3.8).

**Step II.** We prove that
\[
\inf_{M_C} E = \inf_{N_\rho} J + \frac{1}{2} \rho + \frac{\bar{C}^2}{2\rho}
\]
where \( \rho \) is defined in (3.9) and
\[
N_\rho := \left\{ u \in H^1(\mathbb{R}^N, \mathbb{R}^+) : \int u^2 dx = \rho \right\}
\]
By (3.7), the energy \( E \) of any minimising sequence can be written in the following form
\[
E(u_n, \omega_n) = J(u_n) + \frac{1}{2} \int u_n^2 dx + \frac{\bar{C}^2}{2} \int u_n^2 dx \to m_c := \inf_{M_C} E(u, \omega)
\]
hence by (3.9)
\[
J(u_n) \to m_c - \frac{1}{2} \rho - \frac{\bar{C}^2}{2\rho}.
\]
Now we take \( v_n = \frac{\sqrt{\rho}}{|u_n|_{L^2}} u_n \in N_\rho \) and show that
\[
J(v_n) - J(u_n) \to 0.
\]
Indeed,
\[
|J(v_n) - J(u_n)| = \left| \frac{\rho}{|u_n|_{L^2}} - 1 \right| \int |\nabla u_n|^2 dx + \int R\left(\frac{\sqrt{\rho}}{|u_n|_{L^2}} u_n - R(u_n)dx\right) \leq \frac{\rho}{|u_n|_{L^2}} - 1 \right| \int |\nabla u_n|^2 dx + \left| R\left(\frac{\sqrt{\rho}}{|u_n|_{L^2}} u_n + (1 - \theta)u_n dx\right) \right|
\]
and by (3.1) and (H3)
\[
\int R' \left(\theta \frac{|u_n|_{L^2} \sqrt{\rho}}{|u_n|_{L^2}} u_n + (1 - \theta)u_n dx\right) \leq c_1 \int \left( \theta \frac{|u_n|_{L^2} \sqrt{\rho}}{|u_n|_{L^2}} + (1 - \theta) \right)^{p-1} |u_n^p dx| + c_2 \int \left( \theta \frac{|u_n|_{L^2} \sqrt{\rho}}{|u_n|_{L^2}} + (1 - \theta) \right)^{q-1} |u_n^q dx|.
\]
The Sobolev embedding theorem gives that
\[
\int u_n^q dx, \int u_n^p dx \text{ are bounded}
\]
and we get equation (3.14) since \( \frac{\rho}{\| u_n \|_{L^2}} \rightarrow 1 \). Hence by (3.13) and (3.14) it follows that
\[ J(v_n) \rightarrow m_c - \frac{1}{2} \rho - \frac{\bar{C}^2}{2\rho}. \]

hence
\[ \inf_{N_\rho} J \leq m_c - \frac{1}{2} \rho - \frac{\bar{C}^2}{2\rho}. \] (3.15)

The opposite inequality holds since for any \( v \in N_\rho \) the couple \( (v, \frac{\bar{C}}{\rho}) \in M_{\bar{C}} \) and
\[ E \left( v, \frac{\bar{C}}{\rho} \right) = J(v) + \frac{1}{2} \rho + \frac{\bar{C}^2}{2\rho} \geq m_c \]

Hence
\[ \inf_{N_\rho} J \geq m_c - \frac{1}{2} \rho + \frac{\bar{C}^2}{2\rho}. \] (3.16)

Equations (3.15) and (3.16) together imply (3.12).

**Step III.** We now claim that the energy \( E \) has a point of minimum on the manifold \( M_{\bar{C}} \) with \( \bar{C} = C(\bar{u}, \bar{\omega}) \).

By hypothesis, there exists \( (\bar{u}, \bar{\omega}) \in M_{\bar{C}} \) such that \( \Lambda(\bar{u}, \bar{\omega}) < 1 \). Hence by definition of \( \Lambda \) (see (2.13))
\[ \inf_{M_{\bar{C}}} E < |\bar{C}| \] (3.17)

and moreover by elementary arguments
\[ \frac{1}{2} \rho + \frac{\bar{C}^2}{2\rho} \geq |\bar{C}| \]

for any \( \rho > 0 \). Hence by (3.12) and (3.17) it follows
\[ \inf_{N_\rho} J < 0 \] (3.18)

Now by (3.18) and by applying results in [2], it follows that the functional \( J \) has a point of minimum \( v_0 \) constrained to the manifold \( N_\rho \), that is \( J(v_0) = \inf_{N_\rho} J \). By repeating the same argument as above and by (3.12) we have that
\[ E \left( v_0, \frac{\bar{C}}{\rho} \right) = J(v_0) + \frac{1}{2} \rho + \frac{\bar{C}^2}{2\rho} = \inf_{M_{\bar{C}}} E \]
and the thesis follows.

The proof of Theorem 1.1 is now completed by proving Theorem 2.8.
Remark 3.2. By applying results in [2], we can say more about any minimising sequence \((u_n, \omega_n)\) for \(E\) on \(MC\). By finding a correspondent minimising sequence for the functional \(J\) of equation (3.7) as done in step II, we obtain that the sequence \((u_n, \omega_n)\) has the following properties: there exists a sequence \((y_n) \subset \mathbb{R}^N\) such that \(u_n(x) = \tilde{u}(x + y_n) + w_n(x)\) with \(w_n \to 0\) in \(H^1\); the limit \(\tilde{\omega}\) of the sequence \(\omega_n\) satisfies \(\tilde{\omega}^2 < W''(0)\).

3.1 Proof of Theorem 2.8.

Let \(C \in \mathbb{R}^-\) be such that the functional \(E\) on \(Y\) has a constrained minimum on the manifold \(MC\), and all points of minimum \((u_0, \omega_0)\) in \(MC\) are isolated.

We first study relations between the energies \(E\) on \(X\) and \(E\) on \(Y\) defined in Section 2.1. In (2.9) we have given the embedding of \(Y\) into \(X\). If \((u, \omega) \in Y\) then \(E(u, \omega) = E(u(t, x) e^{-i\omega t})\) and \(C(u, \omega) = C(u(t, x) e^{-i\omega t})\). Let now \(\Psi = (\psi(t, x), \psi_t(t, x))\) be a function in \(X\). Using polar notation we write \(\psi(t, x) = u(t, x) e^{iS(t, x)}, u \geq 0\) and set \(\tilde{\omega}(t) := -C(\psi) \int u^2(t, x) dx / \int u^2(t, x) dx\) (3.19)

By using this notation we can associate to any function \(\Psi \in X\) a point \((u(t, x), \tilde{\omega}(t))\) in \(Y\) for any \(t \in \mathbb{R}\). Hence we can compare the energy \(E(\psi)\) of equation (2.5) and the energy \(E(u, \tilde{\omega})\) of equation (2.10).

Lemma 3.3. For any \(\Psi(t, x)\) in \(X\) and for any \(t \in \mathbb{R}\) it holds

\[ E(\Psi) \geq E(u, \tilde{\omega}) + \frac{1}{2} \int (|\nabla S|^2 u^2 + |\partial_t u|^2) dx \] (3.20)

\[ C(\Psi) = C(u, \tilde{\omega}) = -\tilde{\omega} \int u^2 dx \] (3.21)

Proof. Equation (3.20) follows by applying Hölder inequality to get

\[ \left( \int \partial_t S u^2 dx \right)^2 \leq \int \partial_t S^2 u^2 dx \int u^2 dx \]

and comparing (2.5) and (2.10). Equation (3.21) follows from (3.19).

Lemma 3.4. For any \(t \in \mathbb{R}\), it holds

\[ m_c = \inf_{MC} E(u, \omega) = \inf_{C(\Psi) = C} E(\Psi) \]

Proof. From Lemma 3.3 it follows that if \(C(\Psi) = C\) then \(C(u, \tilde{\omega}) = C\) and \(E(\Psi) \geq E(u, \tilde{\omega})\). Hence \(\inf E \geq \inf E(u, \tilde{\omega}) \geq \inf_{MC} E\).

For the opposite inequality, we use the embedding (2.9). It implies that \(\inf_{MC} E = \inf_{MC} E(u(x) e^{-i\omega t}) \geq \inf E\).
It will be useful in the following to consider a kind of projection of a couple \((u, \tilde{\omega}) \in Y\) on the manifold \(M_C\). This is achieved by defining for a function \(\psi(t, x)\)

\[
\omega(t) := \frac{\tilde{\omega}(t)}{C(\Psi)}
\]

(3.22)

where \(\tilde{\omega}(t)\) is as in (3.19). Then it follows that \(C(u(t, x), \omega(t)) = C\) for any \(t \in \mathbb{R}\).

We now introduce the function

\[
V(\Psi) = (\mathcal{E}(\Psi) - m_c)^2 + (\mathcal{C}(\Psi) - C)^2
\]

and prove that it is a Lyapunov function for the ground state set \(\Gamma_C\) of equation (2.18) for any \(t\). The first two conditions of Definition 2.4 follow straightforward from the definitions of energy and charge, and from Lemma 3.4. Indeed, if \(V(\Psi) = 0\) then \(\mathcal{C}(\Psi) = C\) and \(\mathcal{E}(\Psi) = m_c\). Hence, by Lemma 3.3 and 3.4 it follows that \(C(u, \tilde{\omega}) = C\) and \(E(u, \tilde{\omega}) = m_c = \mathcal{E}(\Psi)\). Hence \(\nabla S = \partial_t u = 0\) and \(\partial_t S\) is constant almost everywhere. Therefore \(\Psi\) is a standing wave and \((u, \tilde{\omega})\) is in \(\Gamma_C\). Moreover, since energy and charge are first integrals of the evolution flow of equation (2.3), \(\frac{d}{dt} V = 0\). We now prove the last condition. We need to show that if \((\Psi_n)\) is a sequence of functions in \(X\) satisfying \(V(\Psi_n) \to 0\), then \(d(\Psi_n, \Gamma_C) \to 0\), where we recall that the distance is given by the product topology on \(X = H^1(\mathbb{R}^N) \times L^2(\mathbb{R}^N)\).

Let \((\Psi_n(t, x))\) be a sequence of functions in \(X\) such that \(\mathcal{E}(\Psi_n) \to m_c\) and \(\mathcal{C}(\Psi_n) \to C\). Then using notation introduced in (3.19) and by Lemma 3.3 and 3.4 for any \(t \in \mathbb{R}\) it holds \(E(u_n, \tilde{\omega}_n) \to m_c\), \(C(u_n, \tilde{\omega}_n) \to C\) and

\[
\int (|\nabla S_n|^2 u_n^2 + |\partial_t u_n|^2) \, dx \to 0
\]

(3.23)

Hence, if \(\omega_n(t)\) is defined as in (3.22), we have

\[
E(u_n, \omega_n) \to m_c = \inf_{M_C} E, \quad C(u_n, \tilde{\omega}_n) = C \quad \forall t \in \mathbb{R}
\]

that is \((u_n, \omega_n)\) is for any \(t \in \mathbb{R}\) a minimising sequence for \(E\) on \(M_C\). By Remark 3.2 this implies that there exists a sequence \((y_n)\) in \(\mathbb{R}^N\) such that up to a choice of sub-sequences

\[
u_n(x - y_n) \to u_0(x) \quad \text{in} \quad H^1 \quad \text{and} \quad \omega_n \to \omega_0
\]

(3.24)

with \(E(u_0, \omega_0) = m_c\), \(\omega_0 < 1\) and \((u_0, \omega_0)\) is an isolated point of minimum for \(E\) on \(M_C\). Hence \(\psi_0(t, x) = u_0(x)e^{-i\omega_0 t}\) is a standing wave solution of (NKG), and to finish the proof we need to show that for any \(t \in \mathbb{R}\) there exists \(\theta(t) \in \mathbb{R}\) such that

\[
\|\psi_n(t, x - y_n)e^{-i\theta(t)} - \psi_0(t, x)\|_{H^1} + \|\partial_t \psi_n(t, x - y_n)e^{-i\theta(t)} - \partial_t \psi_0(t, x)\|_{L^2} \to 0
\]

(3.25)
Notice that (3.25) shows that the set $\Gamma(u_0, \omega_0)$ (see (2.17)) is stable, hence the standing wave $\psi_0(t, x) = u_0(x)e^{-i\omega_0 t}$ is orbitally stable according to Definition 2.3. However since $(u_0, \omega_0)$ is an isolated point of minimum then $\Gamma(u_0, \omega_0)$ is a connected component of $\Gamma_C$, hence the stability of $\Gamma_C$ is equivalent to that of $\Gamma(u_0, \omega_0)$.

**Lemma 3.5.** For any $t \in \mathbb{R}$ there exists $\theta(t) \in \mathbb{R}$ such that

$$\|\psi_n(t, x - y_n) - u_0(x)\|_{H^1} \to 0 \quad (3.26)$$

**Proof.** We first prove the lemma with a function $\theta(t, x) \in \mathbb{R}$, and later we show that $\theta(t, x)$ is almost everywhere constant in $x$. For clarity the dependence in $t$ is suppressed in formulas in which no confusion is possible.

By (3.24) and (3.23) it follows that $u_n(x - y_n)$ is bounded in $H^1$, and $\nabla(u_n(x - y_n))e^{iS_n(x - y_n)}$ and $u_n(x - y_n)e^{iS_n(x - y_n)}\nabla(S_n(x - y_n))$ are bounded in $L^2$, hence $\psi_n(x - y_n)$ is bounded in $H^1$. By classical Sobolev embedding theorems it follows that up to a sub-sequence $\psi_n(x - y_n)$ is convergent in $L^2_{loc}$ and almost everywhere to some function $\phi_0(t, x) \in L^2_{loc}$ for any $t \in \mathbb{R}$. We need to show that $\phi_0(t, x) = u_0(x)e^{i\theta(t, x)}$, where $u_0(x)$ is the radial component of the standing wave $\psi_0(t, x)$. By classical results on elliptic equations, we have that the function $u_0(x)$, which is a solution of (1.2) with $\omega_0$, is smooth and positive. Hence

$$\frac{|\psi_n(x - y_n)|}{u_0(x)} \to \frac{|\phi_0(x)|}{u_0(x)} \quad \text{almost everywhere}$$

Moreover by (3.24), we have $u_n(x - y_n) \to u_0(x)$ almost everywhere, hence

$$\left|\frac{\phi_0(x)}{u_0(x)}\right| = 1 \quad \text{almost everywhere}$$

that is, for any $t \in \mathbb{R}$ there exists $\theta(t, x)$ such that

$$\phi_0(t, x) = u_0(x)e^{i\theta(t, x)}$$

We recall that $\psi_n(x - y_n)$ is bounded in $H^1$ and we have just shown that $\psi_n(x - y_n) \to u_0(x)e^{i\theta(t, x)}$ almost everywhere. Hence, using (3.24), it holds

$$\psi_n(x - y_n) \to u_0(x)e^{i\theta(t, x)} \quad \text{weakly in} \quad L^2, \quad \|\psi_n(x - y_n)\|_{L^2} \to \|u_0(x)e^{i\theta(t, x)}\|_{L^2}$$

hence

$$\psi_n(x - y_n) \to u_0(x)e^{i\theta(t, x)} \quad \text{in} \quad L^2 \quad (3.27)$$

To obtain (3.26) it now remains to prove that

$$\nabla\psi_n(x - y_n) \to (\nabla u_0(x))e^{i\theta(t, x)} \quad \text{in} \quad L^2 \quad (3.28)$$

By (3.25) $u_n(x - y_n)e^{iS_n(x - y_n)}\nabla(S_n(x - y_n))$ vanishes for $n \to \infty$ in $L^2$, and $\nabla(u_n(x - y_n))e^{iS_n(x - y_n)}$ is bounded in $L^2$. Moreover by (3.27) it follows that
\(S_n(t,x) \to \theta(t,x)\) almost everywhere in \(x\) for any \(t\). Hence, using \((3.24)\), it follows that

\[
\nabla (u_n(x - y_n)) e^{iS_n(x-y_n)} \to (\nabla u_0(x)) e^{i\theta(t,x)} \quad \text{weakly in } L^2
\]

\[
\|\nabla (u_n(x - y_n)) e^{iS_n(x-y_n)}\|_{L^2} \to \| (\nabla u_0(x)) e^{i\theta(t,x)}\|_{L^2}
\]

hence \((3.28)\) follows.

Now we prove that \(\theta(t,x)\) is almost everywhere constant in \(x\) for any \(t\). We recall that \(S_n(t,x) \to \theta(t,x)\) almost everywhere in \(x\), and we can assume that \(|S_n(t,x)| \leq 2\pi\) for all \((t,x)\). Hence \(S_n \to \theta\) in \(L^1_{loc}\) and in the sense of distributions. Moreover, since \(u_n(x - y_n)/u_0(x) \to 1\) in \(L^2_{loc}\), we conclude that

\[
\frac{u_n(x - y_n)}{u_0(x)} \nabla S_n(t,x) \to \nabla \theta(t,x) \quad \text{in the sense of distributions } \forall t \quad (3.29)
\]

Now, \(u_0(x) > 0\) for all \(x\), hence for any compact set \(B \subset \mathbb{R}^N\)

\[
\int_B \left| \frac{u_n(x - y_n)}{u_0(x)} \nabla S_n(t,x) \right| dx \leq \|u_n(x - y_n)\nabla (S_n(x - y_n))\|_{L^2} \left( \int_B \left| \frac{1}{u_0(x)} \right| dx \right)^{\frac{1}{2}}
\]

By \((3.23)\), it follows that

\[
\frac{u_n(x - y_n)}{u_0(x)} \nabla S_n(t,x) \to 0 \quad \text{in } L^2_{loc} \text{ and in the sense of distributions } \forall t \quad (3.30)
\]

By \((3.29)\) and \((3.30)\), it follows that \(\nabla \theta(t,x)\) is a function in \(L^2\) and \(\nabla \theta(t,x) = 0\) almost everywhere.

\textbf{Lemma 3.6}. For any \(t \in \mathbb{R}\) let \(\theta(t) \in \mathbb{R}\) be chosen as in Lemma \((3.5)\). Then

\[
\| (\nabla \psi_n(t,x-y_n)) e^{-i\theta(t)} - (-i\omega_0 u_0(x))\|_{L^2} \to 0
\]

\textbf{Proof}. We write

\[
\partial_t \psi_n(t,x-y_n) = \left( (\partial_t u_n(t,x-y_n)) + i u_n(t,x-y_n)(\partial_t S_n(t,x-y_n)) \right) e^{iS_n(t,x-y_n)}
\]

and the first term on the right vanishes for \(n \to \infty\) in \(L^2\) by \((3.23)\). Moreover, by the choice of the sequence \((\Psi_n(t,x))\) and \((3.19)\), it holds \(\mathcal{E}(\Psi_n) - E(u_n, \omega_n) \to 0\), which together with \((3.23)\) implies that for all \(t \in \mathbb{R}\)

\[
u_n(t,x-y_n)(\partial_t S_n(t,x-y_n)) e^{iS_n(t,x-y_n)} \to -\omega_n(t) u_n(t,x-y_n) e^{iS_n(t,x-y_n)} \quad \text{in } L^2 \quad (3.31)
\]

Moreover by definition of \(\omega_n(t)\) (see \((3.22)\)) and by \((3.21)\) it holds \(\omega_n \to \omega_0\). Hence by Lemma \((3.5)\)

\[
\tilde{\omega}_n(t) u_n(t,x-y_n) e^{iS_n(t,x-y_n)} \to \omega_0 u_0(x) e^{i\theta(t)} \quad \text{almost everywhere}
\]

\[
\| \tilde{\omega}_n(t) u_n(t,x-y_n) e^{iS_n(t,x-y_n)}\|_{L^2} \to \| \omega_0 u_0(x) e^{i\theta(t)}\|_{L^2}
\]
Repeating the same argument as in Lemma 3.5 this implies that
\[ \tilde{\omega}_n(t)u_n(t, x - y_n)e^{iS_n(t, x - y_n)} \to \omega_0u_0(x)e^{i\theta(t)} \quad \text{in} \ L^2 \ \forall \ t \]
(3.32)
By (3.31) and (3.32) the lemma follows. \(\square\)

Now (3.25) follows by choosing \(\theta(t) = -\omega_0t + \tilde{\omega}(t)\), and the proof of
Theorem 2.8 is finished.

3.2 Conclusive proofs

**Proof of Corollary 2.9.** Let us consider the family of functions \(u_R \in H^1\)
defined for \(R \geq 0\) in (2.15) and consider the frequencies \(\omega_R = \sqrt{\alpha(u_R)}\),
where \(\alpha(u)\) is defined in (2.14). Using (2.13) we find that \(\Lambda(u_R, \omega_R) = \sqrt{\alpha(u_R)}\)
and in Proposition 2.1 we have shown that \(\alpha(u_R) \to \alpha_0\) as \(R \to \infty\). By
(H1) we have \(\alpha_0 < 1\), hence there exists \(R_0\) such that for all \(R \geq R_0\) it holds
\(\Lambda(u_R, \omega_R) < 1\). Hence let \(C_0 = C(u_{R_0}, \omega_{R_0})\), then since
\[ C(u_R, \omega_R) = -\sqrt{\alpha(u_R)}O(R^N) \to -\infty \quad \text{as} \ R \to \infty \]
for any \(C \in (-\infty, C_0)\) there exists \(R > R_0\) such that \(C(u_R, \omega_R) = C\) and
\(\Lambda(u_R, \omega_R) < 1\). Hence Lemma 2.7 applies for existence, stability is obtained
by Theorem 2.8 and the corollary is proved. \(\square\)

**Proof of Corollary 2.10.** By using (3.1), (3.6) and (3.7), we fix \(\omega = 1\) and we have to prove that for any \(C \in (-\infty, 0)\) there exists \(u \in H^1\) such that
\(\Lambda(u, 1) < 1\) and \(C(u, 1) = C\). We let again \(R \geq 0\) and define a family
of functions \(u_R \in H^1\) by
\[ u_R(x) = \begin{cases} 
\gamma R^{-\frac{\alpha}{2}} & \text{if } |x| \leq R \\
0 & \text{if } |x| \geq 2R \\
\gamma R^{-\frac{\alpha}{2}} \left(2 - \frac{|x|}{R}\right) & \text{if } R \leq |x| \leq 2R
\end{cases} \]
(3.33)
where \(\gamma\) is a constant to be fixed later. Moreover by (H4) we have for \(R\) big
enough
\[ J(u_R) = \int \left(\frac{1}{2} |\nabla u_R|^2 + W(u_R) - \frac{1}{2} |u_R|^2\right) dx \leq \int \left(\frac{1}{2} |\nabla u_R|^2 - |u_R|^2 + \varepsilon\right) dx \]
with \(0 < \varepsilon < \frac{1}{N}\). Hence (3.33) and (3.34) imply that
\[ J(u_R) \leq \text{const} R^{-2} \left(1 - R^{2-\varepsilon}\right) \to 0^- \quad \text{as} \ R \to \infty \]
Hence let \(R_0\) be such that \(\Lambda(u_R, 1) < 1\) for \(R \geq R_0\). Then we choose \(\gamma\) such that
\(C(u_{R_0}, 1) = C\). The corollary is proved by applying Lemma 2.7 for
existence and Theorem 2.8 for stability. \(\square\)
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