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Abstract—Variational quantum algorithms are one of the most promising methods that can be implemented on noisy intermediate-scale quantum (NISQ) machines to achieve a quantum advantage over classical computers. This article describes the use of a variational quantum algorithm in conjunction with the finite difference method for the calculation of propagation modes of an electromagnetic wave in a hollow metallic waveguide. The two-dimensional (2D) waveguide problem, described by the Helmholtz equation, is approximated by a system of linear equations, whose solutions are expressed in terms of simple quantum expectation values that can be evaluated efficiently on quantum hardware. Numerical examples are presented to validate the proposed method for solving 2D waveguide problems.
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I. INTRODUCTION

Quantum computing is an emerging computing paradigm that seeks to take advantage of superposition and entanglement in quantum mechanics to improve computational efficiency and overcome the limitations of classical computing [1]. Over the last few decades, it has attracted the attention of many a researcher from a myriad of fields, including physics, chemistry, biology, computer science, and engineering. The potential acceleration promised by quantum algorithms is especially attractive to computer-aided engineering because of the growing need to solve more complex and larger-scale computational problems within a reasonable timeframe.

In 2009, Harrow, Hassidim, and Lloyd (HHL) proposed a quantum algorithm for solving systems of linear equations [2]. Their eponymous algorithm promises an exponential speedup over classical algorithms when the linear system is sparse and has a small condition number, and if the desired output is the result of some measurement of the solution vector instead of a classical description of the entire solution vector. Since then, a number of works have implemented [3] and generalized [4] the HHL algorithm and applied it to problems in various fields, for example, fluid dynamics [5], [6], electromagnetic problems [7], semiconductors [8], and differential equations [9], including nonlinear differential equations [10], [11]. A drawback, however, of the HHL algorithm is that the number of qubits and circuit depths needed to implement it for many problems of practical value are too large for current and near-term quantum computers. It may be many more years before fault-tolerant quantum computers capable of running the HHL algorithm become available.

In the meantime, recently developed cloud-based quantum hardware from IBM [12], Rigetti [13], etc., have provided researchers with the opportunity to empirically implement quantum algorithms that use a limited number of qubits and have limited circuit depths. With this opportunity, a new class of quantum algorithms, called variational quantum algorithms (VQAs), has become popular and has emerged as one of the most promising candidates to achieve a practical quantum advantage over classical algorithms [14]–[17]. These VQAs are hybrid quantum-classical algorithms that take into account the limitations of current and near-term quantum hardware and distribute computational tasks between classical and quantum computers on the basis that some tasks can be run on one type of device more efficiently than on the other (for a more comprehensive treatment of hybrid quantum-classical algorithms, we refer the reader to [14]). In a VQA, the computational problem to be solved is encoded into a cost function, which is then expressed in terms of expectation values of Hamiltonians. An ansatz1 with tunable parameters is chosen and expectation values with respect to the ansatz are computed using a quantum computer. The measurement values that are obtained from the quantum computer are fed into a classical optimizer, which updates the parameters of the ansatz in an outer loop that seeks to optimize the cost function iteratively. Popular VQAs include the variational quantum eigensolver (VQE), which computes the ground state energies of Hamiltonians [18], [19] and the quantum approximate optimization algorithm (QAOA) [20], which finds approximate solutions to combinatorial optimization problems. More recently, VQAs have been proposed to solve linear systems [21]–[23] and partial differential equations [24]–[28].

In this article, we describe a novel approach to solve a microwave waveguide modes problem that can be implemented on current and near-term quantum computers. In particular, we design a variational quantum-based algorithm to calculate the propagation modes of an electromagnetic wave in a hollow

1In the context of variational quantum circuits, an ansatz, also called a parameterized quantum circuit, typically describes a subroutine consisting of a sequence of gates with tunable parameters applied to specific wires [14].
metallic waveguide. Similar to HHL, the output of our algorithm is a quantum state, which can be measured to extract properties of the propagation modes. The wave propagation problem can be described by Helmholtz equations that can be approximated by eigenvalue equations via the finite difference method. Using a penalty method (called variational quantum deflation) introduced by [29] and decomposition techniques from [27], the eigenvalues and corresponding eigenvectors can be obtained by minimizing a cost function that is expressed in terms of quantum expectation values of simple Hamiltonians that can be evaluated efficiently on near-term quantum hardware. These eigenvectors are quantum states whose vector representation gives the solution to the waveguide modes problem.

The remainder of this article is organized as follows. In Sec. II, we describe a formulation of the problem of wave propagation in a metallic waveguide and use the finite difference method to approximate the problem by a system of linear equations. We then present an efficient decomposition of the linear system and express our cost function in terms of simple quantum expectation values. In Sec. III, we describe our algorithm for finding the propagation modes of the microwave waveguide and discuss details of our numerical implementation of it. In Sec. IV, we present numerical results obtained by implementing our proposed algorithm on Qiskit’s statevector simulator [30]. Finally, we present a summary and discussion of our main results in Sec. V.

II. FORMULATION

A. Microwave waveguide

Consider a rectangular metallic hollow waveguide whose waveguide axis coincides with the $z$-axis and which is filled with a homogeneous material with permeability $\mu$ and permittivity $\varepsilon$. The electric field $E$ and magnetic field $H$ propagating in the waveguide can be decomposed into components along the $z$ axis and components transverse to the $z$ axis. Denoting the transverse electric and magnetic fields by $E_z$ and $H_z$ respectively, the two-dimensional scalar wave equations for the transverse electric (TE) wave and transverse magnetic (TM) wave can be obtained, respectively, as the following Helmholtz equations [31, p. 37]:

$$\nabla_s^2 H_z = -k_z^2 H_z, \quad \text{for TE waves}, \quad (1)$$

$$\nabla_s^2 E_z = -k_z^2 E_z, \quad \text{for TM waves}, \quad (2)$$

where the subscript $s$ represents the subspace transverse to the $z$-direction, and $k_z^2 = k^2 - k^2_v$, where $k = \sqrt{\omega^2 \mu \varepsilon}$ is the wavenumber inside the waveguide—where $\omega$ is the angular frequency—and $k_z$ is the component of $k$ in the $z$-direction. The TE and TM mode waves satisfy the following boundary conditions on the metallic waveguide wall: the $E_z$ component satisfies the Dirichlet boundary condition $E_z = 0$, whereas the $H_z$ component satisfies the Neumann boundary condition $\hat{n} \cdot \nabla_s H_z = \frac{\partial}{\partial n} H_z = 0$, where $\hat{n}$ denotes a unit vector normal to the boundary.

One could employ numerical methods to discretize (1) and (2) and convert them into matrix equations, which could then be solved on a classical computer. In this article, however, we consider a different approach that allows the problem to be solved on near-term quantum computers. Unlike the case in classical computation where $O(N)$ bits are required to represent a matrix equation of dimension $N$, here only $\log_2 N$ qubits are required. First, the two-dimensional problem is cast as two separate, orthogonal one-dimensional wave problems, along the $x$-axis and along the $y$-axis. For a one-dimensional field distribution along the $x$-axis, the Laplacian operator in (1) and (2) simplifies to the second-order derivative $\frac{d^2}{dx^2}$, which can be approximated by using the central finite difference method as $\frac{d^2 f}{dx^2} \approx \frac{f_{i-2} - 2f_i + f_{i+2}}{\Delta x^2}$. This approximation converts the scalar wave problem into an eigenvalue equation

$$M_V = \lambda V, \quad (3)$$

where $M$ is a matrix that depends on the boundary conditions, and $V$ and $\lambda$ denote its eigenvectors and eigenvalues respectively. More precisely, $M$ can be obtained by discretizing the cross section of the rectangular waveguide with a uniform shifted grid [32]: the matrix $M$ under Dirichlet boundary conditions (denoted $M_{x,D}$) and under Neumann boundary conditions (denoted $M_{x,N}$) can be obtained, respectively, as

$$M_{x,D} = \frac{1}{\Delta x^2} \begin{bmatrix} 3 & -1 & 0 & \cdots & 0 \\ -1 & 2 & -1 & \cdots & 0 \\ 0 & -1 & 2 & -1 & \cdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & -1 & 2 & -1 \\ 0 & \cdots & 0 & -1 & 1 \end{bmatrix} \quad (4)$$

and

$$M_{x,N} = \frac{1}{\Delta x^2} \begin{bmatrix} 1 & -1 & 0 & \cdots & 0 \\ -1 & 2 & -1 & 0 & \cdots \\ 0 & -1 & 2 & -1 & \cdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & -1 & 2 & -1 \\ 0 & \cdots & 0 & -1 & 1 \end{bmatrix} \quad (5)$$

For a derivation of (4) and (5), we refer the reader to Appendix A. The same procedure can be carried out for the one-dimensional discretization along the $y$-axis of a waveguide to obtain the matrices $M_{y,D}$ and $M_{y,N}$. We denote the number of grid points along the $x$ and $y$ directions by $2^{n_x}$ and $2^{n_y}$ respectively, where we have taken these numbers to be powers of 2 in order for the quantum algorithm that we will later describe to be implementable on multi-qubit systems. Note that we do not require that $n_x = n_y$, i.e. the discretization sizes along $x$ and $y$ components could be different. For the simplicity of subsequent discussions, we shall assume that the grid size $\Delta x = 1$.

Next, the matrices $M_{x,j}$ and $M_{y,j}$ (for $j \in \{D,N\}$) can be combined using the Kronecker product $\otimes$ to produce matrices for the 2D waveguide modes [33]: the matrix for TM modes is given by

$$M_{TM} = I^\otimes n_y \otimes M_{x,D} + M_{y,D} \otimes I^\otimes n_x \quad (6)$$

and the matrix for TE modes is given by

$$M_{TE} = I^\otimes n_y \otimes M_{x,N} + M_{y,N} \otimes I^\otimes n_x \quad (7)$$
where $I$ denotes the $2 \times 2$ identity matrix, and the Kronecker product symbol on the exponent denotes iterated Kronecker multiplication: for example, $A^{\otimes k} = A \otimes A \otimes \ldots \otimes A$.

In this article, we restrict our attention to the case where $M \in \{M_{TE}, M_{TM}\}$. The propagation modes of the microwave waveguide are encoded by the solution vectors $V$ of the eigenvalue equation (3) with the above $M$'s. To distinguish between the different propagation modes, we denote the eigenvalues of $M$ by $E_i$ and their corresponding normalized eigenvectors by the state vectors $|v_i\rangle$, where we have used Dirac's bracket notation [34]. We use the convention of ordering the eigenvalues in increasing order: $E_0 \leq E_1 \leq \ldots \leq E_{2n-1}$, where $n = n_x + n_y$.

B. Cost function

Our goal is to solve the eigenvalue equation $M|v_i\rangle = E_i|v_i\rangle$, for $M \in \{M_{TE}, M_{TM}\}$. We start by describing the task of finding the ground state energy $E_0$ of $M$. Consider the cost function

$$F_0(\theta) = \langle \psi(\theta)|M|\psi(\theta)\rangle,$$  

(8)

where $|\psi(\theta)\rangle \in \mathcal{A}$ is an ansatz chosen from a family $\mathcal{A}$ of ansatzes parameterized by $\theta$. For any $\theta$, the cost function (8) gives an upper bound for the ground state energy, i.e. $F_0(\theta) \geq E_0$. Furthermore, if $\mathcal{A}$ is a sufficiently rich class, then minimizing (8) with respect to $\theta$ by using, say, a variational quantum algorithm will yield a good approximation of $E_0$ [18].

Besides computing the lowest propagation mode of the microwave waveguide, the variational approach can also be used to compute the second- and higher-order eigenvalues to determine the cutoff frequencies and ensure operation in a single-mode environment. In order to compute the $k$-th excited-state energy $E_k$ of the matrix $M$, the cost function (8) can be modified by including additional penalty terms:

$$F_k(\theta) = \langle \psi(\theta)|M|\psi(\theta)\rangle + \sum_{i=0}^{k-1} \beta_i \langle \psi(\theta)|\psi(\theta^{(i)})\rangle^2,$$  

(9)

where for each $i \in \{0, \ldots, k-1\}$, $\beta_i$ is chosen to be any large constant satisfying $\beta_i > E_k - E_i$, and $\theta^{(i)}$ is defined as the (previously-found) angle that minimizes (or approximately minimizes) the cost function $F_i$, i.e. $F_i(\theta^{(i)}) = \min_{\theta} F_i(\theta)$ [29]. The minimizations of (9) are performed iteratively, starting from $k = 0$ and increasing $k$ by one in each iteration until all the desired higher-order eigenvalues are obtained. Note that the second term in (9) enforces the constraint that the state $|\psi(\theta^{(k)})\rangle$ minimizing the cost function is orthogonal to the previously optimized states $|\psi(\theta^{(0)})\rangle, \ldots, |\psi(\theta^{(k-1)})\rangle$.

In order to evaluate the expectation value in (9) using quantum circuits (over typical gate sets), we need to provide a decomposition of $M$ into simpler observables. A canonical way to achieve this is to decompose $M$ over the Pauli basis $\mathcal{P}_n = \{P_1 \otimes \ldots \otimes P_n : V_i \in \{I, X, Y, Z\}\}$ as

$$M = \sum_{P \in \mathcal{P}_n} c_P P,$$  

(10)

where $c_P = \frac{1}{2^n} \text{tr}(PM)$ are the scalar coefficients in the expansion and

$$X = |1\rangle\langle 0| + |0\rangle\langle 1|, \ Z = |0\rangle\langle 0| - |1\rangle\langle 1|, \ Y = iXZ$$  

(11)

are the Pauli matrices [35]. A major drawback of this decomposition is that the number of non-zero coefficients $c_P$ in (10)—and hence the number of expectation values that would need to be evaluated—increases exponentially with $n$.

To circumvent this drawback, we make use of a more efficient decomposition similar to that proposed recently by Sato et al. [27] that expresses $M$ as a linear combination of unitary transformations of simple Hamiltonians. This decomposition has the advantage that the number of terms in the decomposition—and hence the number of expectation values that would need to be evaluated—is a constant independent of $n$. To decompose $M$, note that we could write the matrices $M_{x,d}$ from (4) and $M_{x,n}$ from (5), as well as the matrices $M_{y,d}$ and $M_{y,n}$, as

$$M_{i,j} = P_n \left[ I^{\otimes n_{i-1}} \otimes (I - X) + I^{\otimes n_{n-i}} \otimes (X + a_j I) \right] P_n^{-1} + I^{\otimes n_{n-i}} \otimes (I - X),$$  

(12)

for $t \in \{x, y\}$ and $j \in \{D, N\}$, where $a_D = 1$ and $a_N = -1$; $I_0 = |0\rangle\langle 0|$, and $P_n$ denotes the $n$-qubit cyclic shift operator defined by

$$P_n = \sum_{i=0}^{2^n-1} |(i+1) \mod 2^n\rangle\langle i|. \quad (13)$$

By substituting (12) into (6) and (7) and simplifying the resulting expressions, we find that for $j \in \{TM, TE\}$,

$$M_j = 4I^{\otimes n_x+n_y} + \sum_{i=1}^{2} H_i + \sum_{i=3}^{4} \sum_{j=5}^{8} H_i \Gamma_i V_i V_j + \sum_{i=5}^{8} \sum_{j=5}^{8} W_i H_i W_j,$$  

(14)

where

$$V = I^{\otimes n_x} \otimes P_n,$$

$$W = P_n \otimes I^{\otimes n_y},$$

$$H_1 = H_3 = -I^{\otimes n_x+n_y-1} \otimes X,$$

$$H_2 = H_4 = -I^{\otimes n_x} \otimes I^{\otimes n_y},$$

$$H_5 = b_j I^{\otimes n_x} \otimes I^{\otimes n_y} \otimes I,$$

$$H_7 = b_j I^{\otimes n_x} \otimes I^{\otimes n_y} \otimes I,$$

$$H_8 = b_j I^{\otimes n_x} \otimes I^{\otimes n_y} + 1,$$  

(15)

and $b_{TM} = 1$ and $b_{TE} = -1$. The decomposition (14) expresses $M_j$ as a sum of unitary conjugations of simple Hamiltonians $4I^{\otimes n_x+n_y}, H_1, \ldots, H_8$ and allows the cost function (9) to be written in terms of expectation values that can be evaluated by simple measurements of quantum states prepared on a quantum computer. In particular, the first term of (9), with $M = M_j$, for $j \in \{TM, TE\}$, can be written as

$$\langle \psi(\theta)|M_j|\psi(\theta)\rangle = 4 + \sum_{i=1}^{8} \langle \phi_i(\theta)|H_i|\phi_i(\theta)\rangle,$$  

(16)
where \( |\phi_i(\theta)\rangle = |\psi(\theta)\rangle \) for \( i = 1, 2 \); \( |\phi_i(\theta)\rangle = V|\psi(\theta)\rangle \) for \( i = 3, 4, 5 \); and \( |\phi_i(\theta)\rangle = W|\psi(\theta)\rangle \) for \( i = 6, 7, 8 \). Hence, unlike the Pauli decomposition (10) where the number of expectation values grows exponentially in \( n \), the decomposition presented in (16) involves only a constant (in \( n \)) number of expectation values.

### III. IMPLEMENTATION

In this section, we shall describe our proposed algorithm for solving the 2D waveguide modes problem. To obtain the first \( m \) modes of the microwave waveguide, we perform the following algorithm (see Fig. 1):

1. Set \( k = 0 \).
2. Initialize a set of parameters \( \theta \) on a classical computer.
3. Evaluate the cost function \( F_k(\theta) \) in (9) on a quantum computer.
4. Set \( \theta^{(k)} = \theta \) and proceed to the next step if one of the terminal conditions is satisfied; otherwise, update the set of parameters \( \theta \) using some classical optimization scheme and return to step 3.
5. If \( k = m - 1 \), halt. Otherwise, increment \( k \) by 1 and return to step 2 for the next waveguide mode.

The trial quantum state \( |\psi(\theta)\rangle \) in step 2 is prepared by applying a parametrized unitary \( U(\theta) \) to the initial state \( |0^\otimes n\rangle \). In this article, the state \( U(\theta)|0^\otimes n\rangle \) is chosen to be the hardware-efficient ansatz (HEA) shown in Fig. 2, which consists of both rotation gates \( R_y(\theta) = \exp(-i\theta Y/2) \) and controlled \( NOT \) gates, where the latter are arranged in a linear entanglement structure. To ensure that our ansatz is sufficiently expressive, we use a multi-layered HEA with \( n = n_x + n_y \) layers.

To implement the cyclic shift operators (13) that are applied to the ansatz \( |\psi(\theta)\rangle \) to obtain \( V|\psi(\theta)\rangle \) and \( W|\psi(\theta)\rangle \) in (16), we note that \( P_k \) can be written as a product of \( k \) multi-control Toffoli gates, where the largest of these gates involves \( k - 1 \) controls. More precisely, \( P_k = \prod_{i=1}^{k-1} C^{(i)}(X)_{k,k-1,\ldots,k-i} \), where \( C^{(i)}(X)_{k,k-1,\ldots,k-i} \) is the multi-control Toffoli gate with \((k,k-1,\ldots,k-i+1)\) as the control qubits and \( k-i \) as the target qubit (see, for example, [36, Fig. 4]). The multi-control Toffoli gate can in turn be decomposed into a circuit consisting of only a linear number of \( T \) gates, controlled-\( NOT \) gates and Hadamard gates, with a linear number of ancilla qubits that are each set to and returned to the computational basis state \( |0\rangle \) [37]. In other words, each \( C^{(i)}(X) \) gate in the decomposition of \( P_k \) increases the circuit depth (with respect to the Clifford+\( T \) gate set) by \( O(k) \) and uses \( O(k) \) ancilla qubits that can be reused. This results in an overall circuit with \( O(k) \) ancilla qubits and depth \( O(k^2) \) that is needed to implement \( P_k \). Hence, applying the cyclic shift operators using the above decomposition to the hardware-efficient ansatz gives an efficient way to prepare the states \( |\phi_i(\theta)\rangle \) that can be measured on a quantum computer to evaluate the cost function (9).

Step 4 of our algorithm involves a classical optimization subroutine that is used to minimize the cost function (9). This subroutine could be performed by either gradient-based or gradient-free optimizers, which differ based on whether they make use of information about the gradient of the cost function. Unlike gradient-free optimizers, gradient-based optimizers utilize this information to find a good search direction that informs how the parameters in the variational circuit are updated. An example of a gradient-based optimizer is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) optimizer [38–41], which we will use in our simulations.

We conclude this section by giving an analytical expression for the gradient of the cost function that can be used by the
the gradient is given by
\[
\frac{\partial F_k(\theta)}{\partial \theta_j} = \langle X \otimes M \rangle_{\theta \psi} \frac{\partial \psi(\theta_1, \psi(\theta))}{\partial \theta_j} + \sum_{i=0}^{k-1} \beta_i \langle X \otimes |0\rangle \rangle_{\Phi_{ij}(\theta)},
\]

where
\[
|\partial_j \psi(\theta), \psi(\theta)\rangle = \frac{1}{\sqrt{2}} \left(|0\rangle \otimes |\partial_j \psi(\theta)\rangle + |1\rangle \otimes |\psi(\theta)\rangle\right),
\]
\[
|\Phi_{ij}(\theta)\rangle = \left[I \otimes U^\dagger (\theta^{(i)})\right] |\partial_j \psi(\theta), \psi(\theta)\rangle, \text{ and}
\]
\[
|\partial_j \psi(\theta)\rangle = 2 \frac{\partial \psi(\theta)}{\partial \theta_j}.
\]

A detailed derivation of (17) is provided in Appendix B. Since (17) is expressed as a linear combination of quantum expectation values, the gradient of the cost function can be evaluated on a quantum computer. A potential disadvantage of such an approach, though, is that the number of shots needed to evaluate the gradient on a quantum computer might be large. In such a scenario, it might be preferable to approximate the gradient by means of numerical differentiation.

IV. RESULTS

For our implementation, we consider the propagation modes of a 15 mm × 10 mm rectangular metallic waveguide. For the computation of the characteristics of the waveguide propagation, we implemented our proposed algorithm and ran the simulation using the statevector simulator on Qiskit [30], IBM’s open-source framework for working with quantum circuits and algorithms and coordinating between classical and quantum hardware. For the minimization process, the BFGS optimizer (see discussion in Sec. III) was deployed to update the ansatz parameter \( \theta \) in the iteration step.

TABLE I: Comparison of VQA solution for TE and TM modes with classical and analytical solutions

| Mode  | VQA \( f_{\text{cut-off}} \) (GHz) | Classical solution \( f_{\text{cut-off}} \) (GHz) | Analytical solution \( f_{\text{cut-off}} \) (GHz) |
|-------|----------------------------------|-----------------------------------------------|-----------------------------------------------|
| TE\(_{10}\) | 9.9770                          | 9.9770                                         | 9.9931                                         |
| TE\(_{01}\) | 14.8955                         | 14.8935                                        | 14.9896                                        |
| TM\(_{11}\) | 17.9265                         | 17.9264                                        | 18.0153                                        |
| TM\(_{21}\) | 24.8225                         | 24.8225                                        | 24.9827                                        |

In Table I, the cut-off frequency of the first two TM and TE modes obtained from minimizing (9) using VQE are tabulated and compared with the results of classical and analytical solutions. Here, the analytical solution refers to the exact solution obtained by solving the Helmholtz equations (1) and (2) directly, and the classical solution refers to the solution obtained by classically solving the eigenvalue equation (3) using LAPACK routines. The results for VQA are obtained by averaging the outcomes of five trials for \( n_x = 4 \) and \( n_y = 3 \) qubits in the horizontal and vertical directions, respectively. For both TE and TM modes, the cut-off frequencies computed from the VQA are almost identical to the classical solutions with an error of below 0.001%. When compared with the analytical solutions, the errors are below 1%, which validates the accuracy of our proposed method. By using the optimized parameters computed in Table I, the field distributions of the corresponding modes can be reconstructed from the ansatz: the \( H_z \) field distributions of the computed TE modes and the \( E_z \) field distributions of the computed TM modes are shown in Figs. 3 and 4 respectively.

Fig. 3: Two-dimensional color plot of the \( H_z \) of computed waveguide TE modes obtained from the VQA: (a) TE\(_{10}\), and (b) TE\(_{01}\).

Fig. 4: Two-dimensional color plot of the \( E_z \) of computed waveguide TM modes obtained from the VQA: (a) TM\(_{11}\), and (b) TM\(_{21}\).

Lastly, the effects of changing the number of layers in the ansatz on finding the TM\(_{11}\) mode solution are shown in Fig. 6. The results are obtained from the minimization of six different \( n_x, n_y \) scenarios and up to 11 layers of HEA are considered due to resource constraints. The success rates shown in Fig. 6a measure the correct solutions that converged with fidelity \( |\langle x|\psi(\theta)\rangle|^2 \geq 0.95 \), where \( x \) is the eigenvector obtained from the classical algorithm. Fig. 6b tabulates the three different
V. CONCLUSION

This article has extended the use of variational quantum-based algorithms to the task of solving for the propagation modes of an electromagnetic wave in metallic waveguides. By using the proposed algorithm, the eigenvalue equation describing the 2D waveguide modes problem can be solved by performing quantum measurements of simple observables with respect to efficiently-preparable quantum states. We have shown that the number of expectations that need to be evaluated is independent of the system size. Numerical experiments have been presented to validate the proposed method for computing the propagation modes of a metallic waveguide. They demonstrate, inter alia, a significant improvement of accuracy when the number of qubits is only slightly increased.

For our implementation of the algorithm in this article, we used the hardware-efficient ansatz with $R_y$ rotation gates and controlled-NOT entanglers. We leave open the question about the performance (e.g. rate of convergence, success rate) of other ansatzes. Investigating, benchmarking, and proposing metrics to assess the performance of different ansatzes for various problems are currently active areas of research [14], [42]–[44].

Our study has assumed that the state preparations, unitary transformations and measurements in the quantum circuits used are implemented perfectly. However, real-world quantum computers are susceptible to noise, which would degrade the quality of the solutions obtained. An important question we leave open for future work is the extent to which noise affects the performance of our algorithm, and the degree to which error mitigation techniques [15], [45]–[49] can reduce the effects of the noise. Such an endeavor should take into consideration some recent theoretical and numerical work that have highlighted some limitations of quantum error mitigation on expectation estimation and training quantum circuits [50], [51].

APPENDIX A

1D DIRICHLET AND NEUMANN MATRICES

In this appendix, we shall derive the expressions (4) and (5) in the main text. Recall that we have used a uniform shifted
which gives
\[ f_i = \text{value of the function } f \text{ at point } i. \]

For TE modes, the Dirichlet boundary condition is
\[ f_0 = -f_{-1}, \]
which gives
\[ \frac{\partial^2 f}{\partial x^2} \bigg|_{x=0} \approx \frac{f_{-1} - 2f_0 + f_{+1}}{\Delta x^2} \]
\[ = \frac{f_0 - f_{-1}}{\Delta x}. \]  

(19)

(20)

For TM modes, the Neumann boundary condition is
\[ \frac{\partial f}{\partial x} \bigg|_{x=0} = 0 \]
\[ \Rightarrow f_0 = f_{-1}, \]
which gives
\[ \frac{\partial^2 f}{\partial x^2} \bigg|_{x=0} \approx \frac{f_{-1} - 2f_0 + f_{+1}}{\Delta x^2} \]
\[ = \frac{f_0 - f_{-1}}{\Delta x}. \]  

(21)

For both the TE and TM modes, the boundary conditions at the other end can be obtained in a similar fashion to (20) and (21), respectively. The different boundary conditions corresponding to the TE and TM modes modify the first and last entries of (19) to produce (4) and (5), respectively.

**APPENDIX B**

**DERIVATIVE OF COST FUNCTION**

In this appendix, we derive an analytical expression for the derivative of the cost function (9). Denoting the state \(|\psi(\theta^{(i)})\rangle\) by \(|\psi_i\rangle\), the cost function (9) can be written as
\[
F_k(\theta) = \langle \psi(\theta) | M | \psi(\theta) \rangle + \sum_{i=0}^{k-1} \beta_i \langle \psi(\theta) | \psi_i \rangle^2 = \langle \psi(\theta) | A | \psi(\theta) \rangle,
\]
where
\[
A = M + \sum_{i=0}^{k-1} \beta_i |\psi_i\rangle \langle \psi_i|.
\]  

(22)

(23)

Differentiating the cost function (22) with respect to the \(j\)-th component of the parameter vector \(\theta\) gives
\[
\frac{\partial F_k(\theta)}{\partial \theta_j} = \left( \frac{\partial \langle \psi(\theta) |}{\partial \theta_j} \right) A |\psi(\theta)\rangle + \langle \psi(\theta) | A \left( \frac{\partial |\psi(\theta)\rangle}{\partial \theta_j} \right) = 2 \left( \frac{\partial \langle \psi(\theta) |}{\partial \theta_j} \right) A |\psi(\theta)\rangle,
\]
where the last line follows from the hermiticity of \(A\) and the fact that the hardware-efficient ansatz has a matrix representation that is real (for ansatzes that are not real, the expression (24) should be replaced by its real part). Note that the derivative in the above expression is given by
\[
\frac{\partial \langle \psi(\theta) |}{\partial \theta_j} = \frac{\partial}{\partial \theta_j} U(\theta_1, \ldots, \theta_j, \ldots) |0\rangle^\otimes n
\]
\[= \frac{1}{2} U(\theta_1, \ldots, \theta_j + \pi, \ldots) |0\rangle^\otimes n, \]
where the last line follows from the fact that the hardware-efficient ansatz (see Fig. 2), each component \(\theta_i\) of the parameter vector \(\theta\) occurs exactly once in the circuit as the exponent of the rotation gate \(R_y(\theta_i) = \exp(-i\theta_i Y/2). \) Since \(U(\theta_1, \ldots, \theta_j + \pi, \ldots)\) is unitary, the state \(\frac{\partial \langle \psi(\theta) |}{\partial \theta_j} \) is not normalized. We shall denote the normalized state corresponding to it as
\[|\partial_j \psi(\theta)\rangle := 2 \frac{\partial \langle \psi(\theta) |}{\partial \theta_j} = U(\theta_1, \ldots, \theta_j + \pi, \ldots) |0\rangle^\otimes n. \]

Hence, (24) may be written as
\[
\frac{\partial F_k(\theta)}{\partial \theta_j} = \langle \partial_j \psi(\theta) | A | \psi(\theta) \rangle. \]

(27)

Our goal is to express (27) as a quantum expectation value. To this end, we will make use of the following identity: if \(H\) is a Hermitian \(d \times d\) matrix and \(|u\rangle\) and \(|v\rangle\) are \(d\)-dimensional (complex) unit vectors, then
\[
\mathbb{R} \langle u | H | v \rangle = \langle u, v | X \otimes H | u, v \rangle,
\]
where \(X\) is the single-qubit Pauli-X operator, \(\mathbb{R} = (\mathbb{Z} + \mathbb{Z})/2\) denotes the real part of a complex number \(z\), and
\[
|u, v\rangle = \frac{1}{\sqrt{2}} (|0\rangle \otimes |u\rangle + |1\rangle \otimes |v\rangle) = \frac{1}{\sqrt{2}} \begin{pmatrix} u \\ v \end{pmatrix}.
\]  

(28)

(29)

Using (28) and the fact that the inner product in (27) is real, we obtain
\[
\frac{\partial F_k(\theta)}{\partial \theta_j} = \langle \partial_j \psi(\theta), \psi(\theta) | X \otimes A | \partial_j \psi(\theta), \psi(\theta) \rangle
\]
\[= \langle X \otimes M | \partial_j \psi(\theta), \psi(\theta) \rangle + \sum_{i=0}^{k-1} \beta_i \langle X \otimes |\psi_i\rangle |\psi_i\rangle \langle \partial_j \psi(\theta), \psi(\theta) \rangle, \]
where we used the following notation to denote quantum expectation values: \(\langle H \rangle_{\psi} = \langle \psi | H | \psi \rangle\). To express the gradient (30) in terms of preparable states and simple observables, we use the fact that \(|\psi_i\rangle = |\psi(\theta^{(i)})\rangle = U(\theta^{(i)}) |0\rangle\). By defining the state
\[
|\Phi_{ij}(\theta)\rangle = \left(I \otimes U^\dagger (\theta^{(i)})\right) |\partial_j \psi(\theta), \psi(\theta)\rangle,
\]
the gradient (30) can be written as the following sum of expectation values:
\[
\frac{\partial F_k(\theta)}{\partial \theta_j} = \langle X \otimes M | \partial_j \psi(\theta), \psi(\theta) \rangle + \sum_{i=0}^{k-1} \beta_i \langle X \otimes |0\rangle \langle 0 | \Phi_{ij}(\theta) \rangle.
\]

(30)

(31)
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