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Abstract

Green’s functions with continuum spectra are a way of avoiding the strong bounds on new physics from the absence of new narrow resonances in experimental data. We model such a situation with a five-dimensional model with two branes along the extra dimension \( z \), the ultraviolet (UV) and the infrared (IR) one, such that the metric between the UV and the IR brane is AdS\(_5\), thus solving the hierarchy problem, and beyond the IR brane the metric is that of a linear dilaton model, which extends to \( z \rightarrow \infty \). This simplified metric, which can be considered as an approximation of a more complicated (and smooth) one, leads to analytical Green’s functions (with a mass gap \( m_\text{g} \sim \text{TeV} \) and a continuum for \( s > m_\text{g}^2 \)) which could then be easily incorporated in the experimental codes. The theory contains Standard Model gauge bosons in the bulk with Neumann boundary conditions in the UV brane. To cope with electroweak observables the theory is also endowed with an extra custodial gauge symmetry in the bulk, with gauge bosons with Dirichlet boundary conditions in the UV brane, and without zero (massless) modes. All Green’s functions have analytical expressions and exhibit poles in the second Riemann sheet of the complex plane at \( s = M_n^2 - iM_n\Gamma_n \), denoting a discrete (infinite) set of broad resonances with masses \( (M_n) \) and widths \( (\Gamma_n) \). For gauge bosons with Neumann or Dirichlet boundary conditions, the masses and widths of resonances satisfy the (approximate) equation \( s = -4m_\text{g}^2W_n^2[\pm(1+i)/4] \), where \( W_n \) is the \( n \)-th branch of the Lambert function.
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1 Introduction

The Standard Model (SM) of electroweak (EW) and strong interactions has been put on solid grounds by past and current experimental data, collected at e.g. the Large Electron Positron (LEP) or the Large Hadron Collider (LHC) [1, 2]. In spite of the lack of clear deviations in particle physics experiments, there is a number of observational facts (dark matter, baryon asymmetry of the universe, . . .), and theoretical drawbacks (hierarchy problem, . . .) which cannot be coped by the SM and demand some ultraviolet (UV) completion of the theory. This has motivated a plethora of beyond the SM (BSM) models.

One of the most successful BSM models is the Randall-Sundrum (RS) model, proposed in 1999 [3], where the hierarchy between the four-dimensional (4D) Planck scale $M_{\text{Pl}}$ and the TeV scale is solved by means of a warped fifth dimension and two branes, the UV brane and the infrared (IR) brane. Associated with each SM field, the theory predicts a discrete spectrum made out of towers of composite discrete states known as Kaluza-Klein (KK) states, with masses in the TeV range. The elusiveness of isolated and narrow resonances in direct searches at the LHC [4, 5], led people to explore different solutions to the hierarchy problem that could escape present detection, as e.g. the presence of broad resonances [6]. Some other exploring scenarios include the clockwork models, as well as their 5D continuum limit [7, 8], the linear dilaton models (LDM) [9, 10] and the Little String theories [11], which predict discrete spectra with a TeV mass gap and a mass separation between modes $\sim 30$ GeV.

A new scenario has been recently proposed, in which there appears a TeV mass gap followed by a continuum of resonances heavier than the mass gap [12–16]. These models are characterized by the absence of the IR boundary (replaced by an admissible singularity of the metric) \(^1\), and the gapped continuum spectrum is present when the behavior of the bulk potential of the stabilizing (canonically normalized) 5D scalar field $\phi$ is given, in the limit $\phi \to \infty$, by the critical behavior, $V(\phi) \propto \exp\left(\frac{2}{\sqrt{3}M_5} \phi\right)$, where $M_5$ is the 5D Planck scale [22]. The behavior of the metric near the UV boundary is AdS$_5$, thus giving a connection with the RS model in this regime, and allowing for a holographic interpretation of the model and relating it with unparticles [23, 24]. The model includes an IR brane, where the Higgs (a mesonic doublet) is localized and which triggers EW symmetry breaking, while the fifth dimension extends beyond the IR brane till the singularity.

In a recent publication we have presented the results of the Green’s functions by

\(^1\)Identifying the IR brane with the manifold boundary gives rise to a different class of models with a different phenomenology, which has been explored in a number of papers, Refs. [17–21].
focusing on the holographic method, which is convenient for the computation of UV-to-UV brane propagators [13]. In this paper we will use a different approach based on the direct computation of the Green’s functions from the inhomogeneous equations of motion with appropriate boundary conditions. We will use for that a simplified metric which behaves like AdS$_5$ between the UV and the IR branes, and like the metric of the LDM, between the IR brane and the singularity. This will allow us to compute the Green’s functions of fields propagating at any point in the bulk. In addition, the model presented in this work is simple enough to lead to analytical formulas while, at the same time, sharing all the desirable features of a model which leads to a gapped continuum spectrum as discussed in Ref. [13].

This theory can be considered as a modelization of 4D theories with continuum spectra and a mass gap, as can be the case of unparticle theories and Unhiggs theories, which share similar features and whose phenomenology has been extensively studied in a number of papers [25–32]. In order to protect EW precision observables we will need to introduce an extra custodial gauge symmetry. Although more realistic models can be introduced, we will just consider the simplest model [33] where the gauge symmetry for the EW sector in the bulk is $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ which breaks to $U(1)_Y$ by the UV boundary conditions, while it remains unbroken in the IR brane.

The outline of this paper is as follows. We introduce in Sec. 2 the general formalism for the 5D action, including the gravitational background and the gauge sector which will be used throughout the rest of the paper. The Green’s functions and the spectral functions for the massless gauge bosons are studied in Sec. 3. In particular the Green’s functions in the complex $s$ plane are studied, which lead to complex poles in the second Riemann sheet, interpreted as broad resonances. The similar analysis for the SM massive gauge bosons $W,Z$, including the Green’s functions, spectral functions and resonances, is postponed to Appendix A. The computation of the Green’s functions for gauge bosons with Dirichlet boundary condition in the UV brane is addressed in Sec. 4. Finally we present in Sec. 5 the prediction of the model for the electroweak precision observables. We conclude with a discussion of our results, and an outlook toward future directions in Sec. 6.

2 The five-dimensional model

We consider a slice of 5D space-time between a brane at the value $y = y_0 = 0$ in proper coordinates, the UV brane, and an admissible singularity placed at $y = y_s$, a value which is determined dynamically. In addition, we will introduce an IR brane, at $y = y_1 < y_s$, responsible for electroweak breaking, where we will assume the Higgs sector is localized.
The 5D action of the model, including the stabilizing bulk scalar \( \phi(x, y) \), with mass dimension \( 3/2 \), reads as

\[
S = \int d^5x \sqrt{|\det g_{MN}|} \left( -\frac{1}{2\kappa^2} R + \frac{1}{2} g^{MN}(\partial_M \phi)(\partial_N \phi) - V(\phi) \right) - \sum_\alpha \int_{B_{\alpha}} d^4x \sqrt{|\det \bar{g}_{\mu\nu}|} \lambda_\alpha(\phi) - \frac{1}{\kappa^2} \int_{B_0} d^4x \sqrt{|\det \bar{g}_{\mu\nu}|} K_0 ,
\]

(2.1)

where \( \kappa^2 = 1/(2M_5^2) \), with \( M_5 \) being the 5D Planck scale, \( V(\phi) \) and \( \lambda_\alpha(\phi) \) are the bulk and brane potentials of the scalar field \( \phi \), and the index \( \alpha = 0 (\alpha = 1) \) refers to the UV (IR) brane. We will assume a \( \mathbb{Z}_2 \) symmetry \( (y \rightarrow -y) \) across the UV brane, which translates into boundary conditions on the fields, while we will impose matching conditions for bulk fields across the IR brane. Note that the fifth dimension continues beyond the IR brane until the singularity. The IR brane is responsible for the generation of the \( \sim \) TeV scale, and contains the brane Higgs potential which spontaneously breaks the electroweak symmetry, thus solving the hierarchy problem, as we will see.

The parameter \( \kappa^2 \), can be traded by the parameter \( N \) in the dual theory by the relation \( [34] N^2 \approx \frac{8\pi^2\ell^3}{\kappa^2} \), where \( \ell \equiv 1/k \) is a parameter of the order of the Planck length, which determines the value of the 5D curvature. The metric \( g_{MN} \) is defined in proper coordinates by

\[
ds^2 = g_{MN}dx^M dx^N \equiv e^{-2A(y)} \eta_{\mu\nu}dx^\mu dx^\nu - dy^2 ,
\]

(2.2)

so that in Eq. (2.1) the 4D induced metric is \( \bar{g}_{\mu\nu} = e^{-2A(y)} \eta_{\mu\nu} \), where the Minkowski metric is given by \( \eta_{\mu\nu} = \text{diag}(1,-1,-1,-1) \). The last term in Eq. (2.1) is the usual Gibbons-Hawking-York boundary term \( [35, 36] \), where \( K_0 \) is the extrinsic UV curvature. In terms of the metric of Eq. (2.2) the extrinsic curvature term reads as \( [37] K_0 = -4A'(y_0) \).

The equations of motion (EoM) read then as \(^2\)

\[
A'' = \frac{\kappa^2}{3} \phi'^2 + \frac{\kappa^2}{3} \sum_\alpha \lambda_\alpha(\phi) \delta(y - y_\alpha) ,
\]

(2.3)

\[
A'^2 = -\frac{\kappa^2}{6} V(\phi) + \frac{\kappa^2}{12} \phi'^2 ,
\]

(2.4)

\[
\phi'' - 4A'\phi' = V'(\phi) + \sum_\alpha \lambda'_\alpha(\phi) \delta(y - y_\alpha) .
\]

(2.5)

\(^2\)From here on the prime symbol \( (') \) will stand for the derivative of a function with respect to its argument, and the dot symbol \( (\cdot) \) derivative only with respect to the conformal coordinate \( z \) related to \( y \) by \( dy = e^{-A}dz \).
The EoM in the bulk can also be written in terms of the superpotential $W(\phi)$ as \cite{38}

$$
\phi'(y) = \frac{1}{2} \frac{\partial W}{\partial \phi}, \quad A'(y) = \frac{\kappa^2}{6} W, \quad (2.6)
$$

and

$$
V(\phi) = \frac{1}{8} \left( \frac{\partial W}{\partial \phi} \right)^2 - \frac{\kappa^2}{6} W^2(\phi). \quad (2.7)
$$

Due to the $Z_2$ symmetry across the UV brane, the localized terms impose the following boundary conditions in the UV

$$
W(\phi(y_0)) = \lambda_0(\phi(y_0)), \quad W'(\phi(y_0)) = \lambda'_0(\phi(y_0)). \quad (2.8)
$$

In addition, the IR brane leads to the following jumping conditions

$$
\Delta W(\phi(y_1)) = 2\lambda_1(\phi(y_1)), \quad \Delta W'(\phi(y_1)) = 2\lambda'_1(\phi(y_1)), \quad (2.9)
$$

where $\Delta X$ is the jump when crossing the brane.

In the following we will impose continuity conditions for $W(\phi)$ and $W'(\phi)$. Simple brane potentials satisfying the boundary conditions of Eq. (2.8), the jumping conditions of Eq. (2.9) with $\Delta W(\phi(y_1)) = \Delta W'(\phi(y_1)) = 0$, and fixing dynamically the values $v_\alpha$ of $\phi$ at the branes, i.e. $v_\alpha = \phi(y_\alpha)$, are given by

$$
\lambda_0(\phi) = W(\phi) + \frac{1}{2} \gamma_0 (\phi - v_0)^2, \quad \lambda_1(\phi) = \frac{1}{2} \gamma_1 (\phi - v_1)^2. \quad (2.10)
$$

This formalism has been extensively discussed in e.g. Refs. \cite{39, 40}.

2.1 The gravitational background

We will provide in this section a particular realization of the gravitational background that will be used in the present work. As we will see, the model is simple enough to obtain analytical results for the Green’s function in the forthcoming sections, but it contains all the ingredients needed to study the physics of the gapped continuum spectra, while solving the hierarchy problem à la RS.

A simple model solving the hierarchy problem and with a continuum spectrum was already characterized in Ref. \cite{13} by the superpotential

$$
W(\phi) = \frac{6k}{\kappa^2} \left( 1 + e^{\kappa \phi/\sqrt{3}} \right), \quad (2.11)
$$

or the corresponding bulk potential $V(\phi)$

$$
V(\phi) = -\frac{6k^2}{\kappa^2} \left[ 1 + 2e^{\kappa \phi/\sqrt{3}} + \frac{3}{4} e^{2\kappa \phi/\sqrt{3}} \right]. \quad (2.12)
$$
After solving the EoM, the background value of the scalar field $\phi$ and warp factor $A(y)$ are given by

$$
\phi(y) = -\frac{\sqrt{3}}{\kappa} \log [k(y_s - y)] , \quad A(y) = ky - \log \left( \frac{y_s - y}{y_s} \right),
$$

(2.13)

where $y_s$ is the location of the singularity in proper coordinates, such that after fixing the value of the field $\phi$ in the branes, at $y = y_\alpha$, by brane potentials $\lambda_\alpha(\phi)$, dynamically fixing $\phi(y_\alpha) = v_\alpha$, the brane and singularity distances are fixed by

$$
k y_s = e^{-\kappa v_0/\sqrt{3}}, \quad k y_1 = e^{-\kappa v_0/\sqrt{3}} - e^{-\kappa v_1/\sqrt{3}}.
$$

(2.14)

As we have seen in Ref. [13], the value of the gap and the warped $k$ scale at the IR brane

$$
\rho \equiv e^{-A(y_1)} k,
$$

(2.15)

does not exceed the TeV size, as required to solve the hierarchy problem, should be of the same order of magnitude. The further requirement of identification of both scales leads to the extra condition

$$
k(y_s - y_1) = 1,
$$

(2.16)

which amounts to the choice $v_1 = 0$, which can be taken without loss of generality. In the rest of this paper the relation (2.16) will be adopted.

In particular the warp factor $A(y)$ behaves like the RS-metric between the UV and IR branes ($0 < ky \lesssim ky_1$), $A(y) \simeq ky$, while it behaves like $A(y) \simeq -\log \left( \frac{y_s - y}{y_s} \right)$ between the IR brane and the singularity ($y \gtrsim y_1$). We can then approximate the exact metric by the approximate one

$$
A(y) \simeq ky \Theta(y_1 - y) + [ky_1 - \log (ky_s - ky)] \Theta(y - y_1),
$$

(2.17)

where the step function is $\Theta(x) = 1$ ($0$) for $x > 0$ ($x \leq 0$). Comparison between both, the exact (2.13) and approximate (2.17), metrics is done in the plot of Fig. 1. As we can see the approximate solution of Eq. (2.17) behaves like the exact one in the relevant regions of the parameter space and moreover, as we will see in the next sections, it will allow for analytical solutions to the Green’s functions which, otherwise, could only be computed numerically [13].

The approximate metric of Eq. (2.17) can arise from the (approximate) superpotential

$$
W(\phi) \simeq \frac{6k}{\kappa^2} \Theta(v_1 - \phi) + \frac{6k}{\kappa^2} e^{\kappa(\phi-v_0)/\sqrt{3}} \Theta(\phi - v_1),
$$

(2.18)
which leads to the following profile for the field $\phi$

$$
\phi(y) \simeq v_0 \Theta(y_1 - y) + \left[ v_0 - \frac{\sqrt{3}}{\kappa} \log(ky_s - ky) \right] \Theta(y - y_1). \quad (2.19)
$$

It can be useful to define the metric in conformally flat coordinates defined by

$$
ds^2 = e^{-2A(z)} (\eta_{\mu\nu}dx^\mu dx^\nu - dz^2).
$$

Comparison with Eq. (2.2) leads to the relation between conformal and proper coordinates, $z'(y) = e^{A(y)}$, that can be solved to obtain

$$
z(y) \simeq \frac{e^{ky}}{k} \Theta(y_1 - y) + \frac{e^{ky_1}}{k} [1 - \log(ky_s - ky)] \Theta(y - y_1), \quad (2.20)
$$

so that $z_s = \lim_{y \to y_s} z(y) = \infty$. Similarly one finds the following expression for the scalar field as a function of the conformal coordinate

$$
\phi(z) \simeq v_0 \Theta(z_1 - z) + \left[ v_0 + \frac{\sqrt{3}}{\kappa} \rho(z - z_1) \right] \Theta(z - z_1), \quad (2.21)
$$

where we have defined the quantities

$$
z_0 \equiv 1/k \quad \text{and} \quad z_1 \equiv 1/\rho. \quad (2.22)
$$
Note that we have fixed the integration constant by considering in the UV brane $z(y = 0) = 1/k$. Finally, one can write the warp factor in terms of the conformal coordinate, leading to

$$A(z) \simeq \log(kz) \theta(z_1 - z) + [\log(kz_1) + \rho(z - z_1)] \theta(z - z_1).$$  \hspace{1cm} (2.23)

In this paper we will indistinctly use proper ($y$) or conformal ($z$) coordinates.

The value of $M_5$ is determined by the relation of $M_5$ and $k$ with the 4D rationalized Planck mass, $M_{Pl} = 2.4 \times 10^{18}$ GeV, via the expression

$$\kappa^2 M_{Pl}^2 = \int_{y_s}^{y_s} dy \ e^{-2A(y)} \implies M_5^3 \simeq kM_{Pl}^2.$$  \hspace{1cm} (2.24)

Taking into account that $k \lesssim M_5$, this yields $M_5 \simeq \mathcal{O}(M_{Pl})$ so that the Planck scale turns out to be the fundamental scale of the theory, and the TeV is a derived scale after warping. This situation contrasts with the discrete LDM, in which $M_5 \simeq \rho \simeq$ TeV are fundamental scales [9, 10] (see the discussion in Ref. [15]).

### 2.2 The gauge sector

As it will become clear in this paper, as the theory is RS between the UV and IR branes, in order to protect electroweak observables from going out of control, the SM gauge group has to be extended with an extra custodial gauge symmetry $SU(2)_R$ [33]. The custodial model is then based on the bulk gauge group [33, 41–44]

$$SU(3)_c \otimes SU(2)_L \otimes SU(2)_R \otimes U(1)_X,$$  \hspace{1cm} (2.25)

where $X \equiv B - L$, with 5D gauge bosons ($G, W_L, W_R, X$), with mass dimension 3/2, and 5D couplings ($g_c, g_L, g_R, g_X$), with mass dimension $-1/2$.

The breaking $SU(2)_R \otimes U(1)_X \rightarrow U(1)_Y$, where $Y$ is the SM hypercharge, with gauge boson $B$ and coupling $g_Y$, is done in the UV brane by boundary conditions. Therefore the gauge fields ($W^a_L, W^a_R, X$) define ($W^a_L, W^{1,2}_R, B, Z_R$), with (UV, IR) boundary conditions, as

$$W^a_L \ (a = 1, 2, 3), \hspace{1cm} (+, +) \hspace{1cm} (2.26)$$

$$B = \frac{g_X W^3_R + g_R X}{\sqrt{g^2_R + g^2_X}}, \hspace{1cm} (+, +) \hspace{1cm} (2.27)$$

$$W^{1,2}_R, \hspace{1cm} (-, +) \hspace{1cm} (2.28)$$

$$Z_R = \frac{g_R W^3_R - g_X X}{\sqrt{g^2_R + g^2_X}}, \hspace{1cm} (-, +) \hspace{1cm} (2.29)$$
The $SU(2)_L \otimes SU(2)_R$ symmetry is unbroken in the IR brane, where all composite states are localized, such that the custodial symmetry is exact.

The covariant derivative for fermions is

$$\mathcal{D} = \partial - i \left[ g_L \sum_{a=1}^{3} W_L^a T_L^a + g_R \sum_{b=1}^{2} W_R^b T_R^b + g_Y \mathcal{B} Y + g_{Z_R} \mathcal{Z}_R Q \right],$$

(2.30)

where $g_Y$ and $g_{Z_R}$ are defined in terms of $g_R$ and $g_X$ as

$$g_Y \equiv \frac{g_R g_X}{\sqrt{g_R^2 + g_X^2}}, \quad g_{Z_R} \equiv \sqrt{g_R^2 + g_X^2},$$

(2.31)

and the hypercharge $Y$ and the charge $Q_{Z_R}$ are defined by

$$Y \equiv T_R^3 + Q_X, \quad Q_{Z_R} \equiv \frac{g_R^2 T_R^3 - g_X^2}{g_R^2 + g_X^2} Q_X,$$

(2.32)

with $Q_X \equiv (B - L)/2$.

Electroweak symmetry breaking is triggered in the IR brane by the bulk Higgs bi-doublet

$$H = \begin{pmatrix} H_2^0 & H_1^+ \\ H_2^- & H_1^0 \end{pmatrix}, \quad Q_X = 0,$$

(2.33)

where the rows transform under $SU(2)_L$ and the columns under $SU(2)_R$. We will denote their VEVs as $\langle H_2^0 \rangle \equiv v_2/\sqrt{2}$ and $\langle H_1^0 \rangle \equiv v_1/\sqrt{2}$, so that we will introduce the angle $\beta$ as, $\cos \beta = v_1/v$ and $\sin \beta = v_2/v$, with $v \equiv \sqrt{v_1^2 + v_2^2}$.

One can rotate to the gauge boson mass eigenstates by considering the angle $\theta_L \equiv \theta_W$, which is the usual weak mixing angle, and $\theta_R$, defined as

$$\cos \theta_R \equiv \frac{g_R}{\sqrt{g_R^2 + g_X^2}}, \quad \sin \theta_R \equiv \frac{g_X}{\sqrt{g_R^2 + g_X^2}}.$$  

(2.34)

Using Eq. (2.31) and (2.34) one finds $\sin \theta_R = g_Y/g_R < 1$.

As for fermions, left-handed ones are in $SU(2)_L$ bulk doublets as in the SM

$$Q_L^i = \begin{pmatrix} u_L^i \\ d_L^i \end{pmatrix}, \quad L^i_L = \begin{pmatrix} \nu_L^i \\ e_L^i \end{pmatrix},$$

(2.35)

where the index $i$ runs over the three generations. On the other hand, as $SU(2)_R$ is a symmetry of the bulk, right-handed fermions $F_R^{i}$ ($F = e, u, d$) should appear in doublets of $SU(2)_R$, $F_R^i = (f_R^i, f_R'^i)^t$. However, as $SU(2)_R$ is broken by the orbifold conditions on the UV brane it means, for bulk right-handed fermions, that one component of the doublet must be even, under the orbifold $Z_2$ parity, and has a zero mode, while the other component of the doublet must be odd, and thus without any zero mode. We thus need to double the SM right-handed fermions in the bulk.
3 Standard model massless gauge bosons

In this section we will compute Green’s functions for massless SM gauge bosons $A_\mu$ (i.e. the SM photon and gluon). The Lagrangian for massless gauge bosons is

$$\mathcal{L} = \int_0^{y_s} dy \left[ -\frac{1}{4} \text{tr} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} e^{-2A} \text{tr} A_\mu' A'_\mu \right],$$

(3.1)

where the trace is over gauge indices. After Fourier transforming the coordinates $x^\mu$ into momenta $p^\mu$ we can make the field decomposition $A_\mu(p, y) = f_A(y) A_\mu(p) / \sqrt{y_s}$, and the EoM of the fluctuations is given by [17]

$$p^2 f_A(y) + \partial_y (e^{-2A} \partial_y f_A(y)) = 0.$$  

(3.2)

In conformal coordinates, and after rescaling the field by $f_A(z) = e^{A(z)/2} \hat{f}_A(z)$, we obtain the Schrödinger like form for the EoM

$$- \partial_z^2 \hat{f}_A(z) + V_A(z) \hat{f}_A(z) = p^2 \hat{f}_A(z),$$

(3.3)

where the effective Schrödinger potential is

$$V_A(z) = \frac{1}{4} A^2(z) - \frac{1}{2} \tilde{A}(z).$$

(3.4)

Plugging Eq. (2.23) into this equation, we find the following result for the effective potential

$$V_A(z) = \begin{cases} 
3/(4z^2) & z \leq z_1 \\
\rho^2/4 & z_1 < z
\end{cases},$$

(3.5)

where $z_1 \equiv 1/\rho$ and $\rho$ is defined in Eq. (2.15) [4]. We can see that in the IR regime the potential is constant

$$V_A(z) = m_g^2, \quad \text{with} \quad m_g = \frac{\rho}{2}.$$  

(3.6)

We thus find the existence of a mass gap of the potential, which will translate into a gap followed by a continuum KK spectrum.

---

3We are using in this section the gauge $A_5 = 0$.

4Note that $V_A(z)$ is discontinuous at $z = z_1$, and given Eq. (3.3) this induces a discontinuity in $\partial_z^2 f_A(z_1)$. Nevertheless $f_A(z)$ and $\hat{f}_A(z)$ are continuous functions.
3.1 General Green’s functions

We will now compute the Green’s functions for gauge bosons propagating in the bulk of the 5D space-time from $y$ to $y'$, where both $y$ and $y'$ are considered arbitrary. To compute the Green’s function we have to solve an inhomogeneous version of the EoM Eq. (3.2). This is given by

$$p^2 G_A(y, y'; p) + \partial_y \left( e^{-2\Delta} \partial_y G_A(y, y'; p) \right) = \delta(y - y'), \quad (3.7)$$

where the derivatives are with respect to the variable $y$. After fixing the value of $y'$, we can divide the $y$ space into the following domains: i) Region I: $0 \leq y \leq y'$, ii) Region II: $y' < y < y_1$, and, iii) Region III: $y_1 < y < y_s$; where we are assuming $y' < y_1$. When doing so, we find the general solution

$$G_A(y, y'; p) = \begin{cases} 
C_{1}^{I} \cdot e^{ky} J_1 \left( \frac{e^{ky}}{k} p \right) + C_{1}^{I} \cdot e^{ky} Y_1 \left( \frac{e^{ky}}{k} p \right) & \text{Region I} \\
C_{1}^{II} \cdot e^{ky} J_1 \left( \frac{e^{ky}}{k} p \right) + C_{1}^{II} \cdot e^{ky} Y_1 \left( \frac{e^{ky}}{k} p \right) & \text{Region II} \\
C_{1}^{III} \cdot (y_s - y)^{\frac{1}{2} \Delta_A} + C_{1}^{III} \cdot (y_s - y)^{\frac{1}{2} \Delta_A} & \text{Region III}
\end{cases} \quad (3.8)$$

where $J_1(x)$ and $Y_1(x)$ are Bessel functions of the first and second kind, respectively, and

$$\Delta_A^\pm \equiv \pm \delta_A - 1, \quad \delta_A = \sqrt{1 - 4p^2 / \rho^2}. \quad (3.9)$$

Unless otherwise stated, the square root will be considered in the first Riemann sheet. For time-like momenta, $p^2 > 0$, we will adopt the usual prescription $p^2 \to p^2 + i\epsilon$, so that for real values of $p$ above the mass gap, $p > m_q$, $\delta_A = -i \sqrt{4p^2 / \rho^2 - 1}$. For space-like momenta $p^2 < 0$, $p \equiv i|p|$, then $\delta_A = \sqrt{1 + 4|p|^2 / p^2}$ which is always positive.

The solution of Eq. (3.8) involves six arbitrary constants $C_i^{I,II,III}$ ($i = 1, 2$), i.e. two constants per region. The Green’s functions are subject to the following boundary and matching conditions

$$\begin{align*}
(\partial_y G_A)(y_0) &= 0, & \Delta G_A(y') &= 0, & \Delta (\partial_y G_A)(y') &= e^{2\Delta}(y'), \\
\Delta G_A(y_1) &= 0, & \Delta (\partial_y G_A)(y_1) &= 0.
\end{align*} \quad (3.10)$$

For the case $y_1 < y'$, one should consider as domains: $0 \leq y \leq y_1$, $y_1 < y \leq y'$ and $y' < y < y_s$; leading to a general solution $G_A(y, y'; p)$ whose expression differs slightly from Eq. (3.8) due to the different definitions of the domains.

To solve the square root function, $f(z) = \sqrt{z}$, we will define the first Riemann sheet in the complex plane $z = |z|e^{i\varphi} \in \mathbb{C}$ as the one corresponding to $\varphi \in (-\pi, \pi]$, so that this function has a branch cut along the negative real axis. The second Riemann sheet is reached by shifting $\varphi \to \varphi + 2\pi$, i.e. it corresponds to $\varphi \in (\pi, 3\pi]$. Then, the relation between the square root in the first, $f_1(z)$, and second, $f_2(z)$, Riemann sheets is $f_2(z) = -f_1(z)$, cf. e.g. Ref. [45] and references therein.
where only the behavior on the first variable \( y \) is shown in the Green’s functions, and 
\[
\Delta f(y) \equiv \lim_{\epsilon \to 0} (f(y + \epsilon) - f(y - \epsilon)).
\]
In addition, we should impose regularity at the singularity \( y = y_s \), i.e. \( C^{111}_1 = 0 \). This corresponds to outgoing wave boundary condition in Lorentzian AdS, which follows from the analytical continuation of the IR regular solution for Euclidean AdS \([46]\), i.e. in conformal coordinates
\[
G_A(z, z'; p) \simeq e^{-\frac{1}{2} \Delta_A \rho z} e^{-\sqrt{m^2 - p^2} z} = e^{i \sqrt{-m^2 + p^2} z}, \tag{3.11}
\]
where in the last equality we have assumed that \( p > m \), and adopted the prescription mentioned above \(^7\). Then, after conveniently defining the variables
\[
y_\downarrow \equiv \min(y, y'), \quad y_\uparrow \equiv \max(y, y'), \tag{3.12}
\]
and after implementing the boundary and matching conditions in the general solution of Eq. (3.8) for \( y' < y_\downarrow \) (and in the equivalent general solution for \( y_\downarrow < y' \)), one finds
\[
G_A(y, y'; p) = \begin{cases}
\frac{\pi}{2} e^{k(y+y')} \frac{\mathcal{P}(y_\downarrow) \mathcal{Z}(y_\uparrow)}{\Phi(p)} & y_\downarrow, y_\uparrow \leq y_1 \\
\frac{2}{p} e^{k y_\downarrow} (k(y_s - y_1))^{\frac{\Delta_A}{2} / \Phi(p)} & y_\downarrow \leq y_1 < y_\uparrow \\
\frac{1}{p^2} \frac{Q(y_\uparrow)}{\Phi(p)} & y_1 < y_\downarrow, y_\uparrow
\end{cases}, \tag{3.13}
\]
a solution valid for \( 0 \leq y, y' < y_s \). The functions \( \Phi(p), \mathcal{P}(y), \mathcal{Z}(y) \) and \( Q(y) \) are defined as
\[
\Phi(p) = Y_0(p/k) \cdot J_+(p/\rho) - J_0(p/k) \cdot Y_+(p/\rho), \\
\Psi(p) = Y_0(p/k) \cdot J_-(p/\rho) - J_0(p/k) \cdot Y_-(p/\rho), \\
\mathcal{P}(y) = Y_0(p/k) \cdot J_1(e^{ky}/p/k) - J_0(p/k) \cdot Y_1(e^{ky}/p/k), \\
\mathcal{Z}(y) = J_+(p/\rho) \cdot Y_1(e^{ky}/p/k) - Y_+(p/\rho) \cdot J_1(e^{ky}/p/k), \\
Q(y) = -\frac{1}{p^2} \frac{1}{k(y_s - y)} [\Phi(p) - (k(y_s - y))^\Delta \Psi(p)], \tag{3.14}
\]
where we define
\[
J_\pm(p/\rho) = 2 p J_0(p/\rho) + \Delta^\pm \Delta J_1(p/\rho), \quad Y_\pm(p/\rho) = 2 p Y_0(p/\rho) + \Delta^\pm \Delta Y_1(p/\rho). \tag{3.15}
\]
Up to now we have not made any approximation. However, some of these functions can be slightly simplified by assuming \( p \ll k \). In this case \( J_0(p/k) \simeq 1 + \mathcal{O}((p/k)^2) \)
\(^7\)Notice that we are not considering in Eq. (3.11) the incoming wave \( \propto e^{-i \sqrt{-m^2 + p^2} z} \) as this is singular.
and $Y_0(p/k) \simeq \mathcal{K} + \mathcal{O} ((p/k)^2)$ with

$$
\mathcal{K} \equiv \frac{2}{\pi} (\gamma_E - \log(2) + \log(p/\rho) - ky_1)
.$$ (3.16)

Then, the approximate expressions of $\Phi(p)$, $\Psi(p)$ and $\mathcal{P}(y)$ for $p \ll k$ turn out to be

$$
\Phi(p) \simeq \mathcal{K} \cdot J_+(p/\rho) - Y_+(p/\rho), \quad \Psi(p) \simeq \mathcal{K} \cdot J_-(p/\rho) - Y_-(p/\rho),
$$

$$
\mathcal{P}(y) \simeq \mathcal{K} \cdot J_1 \left(e^{ky_1}/k\right) - Y_1 \left(e^{ky_1}/k\right).
$$ (3.17)

When $y = y_0$ we can consider further simplifications in $\mathcal{P}(y)$ as well as in $\mathcal{Z}(y)$. While all the computations in this paper will be performed by using the exact Green’s function given by Eqs. (3.13)-(3.15), we will provide sometimes in the text approximate formulas to make the explicit expressions simpler.\(^8\)

Let us study some of the properties of the Green’s functions. In the limit $y \to y_0$ the Green’s function can be written in the simplified form

$$
G_A(y_0, y'; p) = \left[e^{ky_1} \mathcal{Z}(y') \Theta(y_1 - y') - \frac{4}{\pi \rho} (k(y_s - y'))^{\Delta_+^2/2} \Theta(y' - y_1)\right] \frac{1}{p} \frac{1}{\Phi(p)}. \quad (3.18)
$$

Notice that the Green’s function (3.13) can be expressed as the product of two functions in the form $G_A(y, y'; p) = A(y_1)B(y_1)$, and this can also be written as

$$
A(y_1)B(y_1) = A(y)B(y')\Theta(y' - y) + A(y')B(y)\Theta(y - y'). \quad (3.19)
$$

Then, it is clear that the Green’s function is symmetric under the exchange of $y$ and $y'$, i.e. it fulfills the property

$$
G_A(y, y'; p) = G_A(y', y; p). \quad (3.20)
$$

This property is not obvious from the EoM, Eq. (3.7).

Another property is

$$
\text{Im} \left(A(y)B(y')\right) = \text{Im} \left(A(y')B(y)\right), \quad y, y' \leq y_1 \quad \text{or} \quad y, y' \geq y_1, \quad \text{for } p^2 > 0, \quad \text{which follows from the explicit expressions of Eq. (3.13), and taking into account the following relations}
$$

$$
\left(\Delta_+^\pm (p)\right)^* = \Delta_-^\mp (p), \quad \Phi^* (p) = \Psi(p), \quad J_+^* (p/\rho) = J_-^*(p/\rho), \quad Y_+^* (p/\rho) = Y_-^*(p/\rho), \quad \left(p^2 \geq m^2_g\right). \quad (3.22)
$$

which are valid for time-like momenta. The properties given by Eqs. (3.21) and (3.22) will be relevant for the study of the spectral functions in Sec 3.4.

\(^8\)Notice that when considering momenta $p \sim \mathcal{O}(\rho)$, which will be the case throughout this paper, we are neglecting in Eqs. (3.16)-(3.17) corrections of order $\mathcal{O}((\rho/k)^2) = \mathcal{O}(10^{-30})$, so that the approximation made in these expressions turns out to be extremely good.
3.2 Brane-to-brane Green’s functions

Using the general result for \(G_A(y, y'; p)\), one can obtain the particularly interesting cases of brane-to-brane Green’s functions for gauge bosons. There are three relevant cases: i) UV-to-UV, ii) UV-to-IR, and iii) IR-to-IR Green’s functions; and they are obtained by considering the limits

\[
G_A(y_\alpha, y_\beta; p) = \lim_{y \to y_\alpha, y' \to y_\beta} G_A(y, y'; p).
\]

(3.23)

In particular, the UV-to-UV Green’s function can be computed as well by using the holographic formalism, see Ref. [13]. It is interesting and useful to provide the explicit analytical expressions for the brane-to-brane Green’s functions. These are

\[
G^{-1}_A(y_0, y_0; p) = \frac{p \Phi(p)}{\mathcal{Z}(y_0)} \simeq -\frac{\pi p^2}{2k} \cdot \frac{\Phi(p)}{J_+(p)},
\]

(3.24)

\[
G^{-1}_A(y_0, y_1; p) = -\frac{\pi \rho}{4k} p \Phi(p),
\]

(3.25)

\[
G^{-1}_A(y_1, y_1; p) = -\frac{\rho^2}{2k} \cdot \frac{\Phi(p)}{\mathcal{P}(y_1)} \simeq -\frac{\rho^2}{2k} \cdot \frac{\Phi(p)}{\mathcal{K} \cdot J_1 \left( \frac{\rho}{\rho} \right) - Y_1 \left( \frac{\rho}{\rho} \right)},
\]

(3.26)

where in the second equality of Eqs. (3.24) and (3.26) we have assumed \(p \ll k\). All Green’s functions include the zero-mode contribution which behaves as

\[
G^0_A = \frac{1}{y_s p^2} = \lim_{p \to 0} G_A(y, y'; p)
\]

(3.27)

which, after coupling to two fermions lines, with strength \(g^2_5\), yields the usual 4D behavior \(g^2_4/p^2\). Then, we can define Green’s functions contributed only by the continuum KK modes, with the zero-mode contribution subtracted out, as

\[
G_A(y, y'; p) = G_A(y, y'; p) - G^0_A.
\]

(3.28)

Note that while scale invariance is explicitly broken by the scales \(\rho\) and \(k\), it is possible to define rescaled Green’s functions \(G_A(y, y'; p) = \mathcal{F}_G \cdot G_A(y, y'; p)\) that turn out to be dimensionless, and their dependence on momenta and scales is through dimensionless products and ratios \(G_A(ky, ky'; p/\rho, \rho/k)\) (cf. Ref. [13]). The required scaling factor

\[
\mathcal{F}_G = \rho \left( \frac{\rho}{k} \right)^a (ky_s)^b,
\]

(3.29)

where \(a\) and \(b\) are real numbers, is independent of the momentum \(p\). We will be interested in the effect on the brane-to-brane Green’s functions of a change of the scale \(\rho\). To this end, we will consider a rescaling of the form

\[
p \to p' = cp, \quad \rho \to \rho' = cp \quad \text{and} \quad k \to k' = \tilde{c}k,
\]

(3.30)
Figure 2: Plots of the rescaled Green’s functions \( F_{00} \cdot |G_A(y_0, y_0; p)| \) (left panel), \( F_{01} \cdot |G_A(y_0, y_1; p)| \) (middle panel), and \( F_{11} \cdot |G_A(y_1, y_1; p)| \) (right panel) as functions of \( p/\rho \). We have used \( A_1 = 35 \) in all panels and assume time-like momenta \( p^2 > 0 \).

with \( c \neq \bar{c} \). While the ratio \( p/\rho \) is not affected by the rescaling, one has \( \rho/k \to (c/\bar{c}) \cdot \rho/k \). Using that \( ky_s = 1 - \log(\rho/k) \), cf. Eqs. (2.15)-(2.16), one can see that Eq. (3.30) implies a shift of \( ky_s \) (or \( A(y_1) \)), i.e. \( ky_s \to ky_s - \log(c/\bar{c}) \). When considering \( a = 1 \) in Eq. (3.29), the dimensionless brane-to-brane Green’s functions \( G_A = G_A(p/\rho, \rho/k) \) turn out to have a smooth logarithmic dependence on \( \rho/k \), so that the effect of the scaling parameters \( c \) and \( \bar{c} \) is also logarithmic. In addition, it is possible to choose the parameter \( b \) in Eq. (3.29) so that the corresponding scaling factor \( F_G \) removes the dominant dependence in \( \log(\rho/k) \) of the respective Green’s function, making it almost invariant under shifts of \( ky_s \). While the factor that makes \( G_A^0 \) invariant is \( F_G = \frac{c}{k}(ky_s) \), the brane-to-brane Green’s functions with the zero-mode subtracted out \( G_A(y_0, y_1; p) \) will be approximately invariant under shifts of \( ky_s \) when multiplying them by the factors \( F_{\alpha\beta} \), where

\[
F_{00} = \frac{\rho^2}{k}(ky_s)^2, \quad F_{01} = \frac{\rho^2}{k}(ky_s), \quad F_{11} = \frac{\rho^2}{k}.
\]

(3.31)

These factors will be used in the rest of the manuscript, in particular in Sec. 3.4 for the spectral functions, as well as in Sec. 4 and Appendix A.

We plot, in Fig. 2, \( |G_A(y_0, y_0; p)| \) (left panel), \( |G_A(y_0, y_1; p)| \) (middle panel), and \( |G_A(y_1, y_1; p)| \) (right panel), normalized by the factors \( F_{\alpha\beta} \) of Eq. (3.31), as functions of \( p/\rho \), for time-like momenta \( p^2 > 0 \). For space-like momenta \( p^2 < 0 \) the Green’s functions are purely real. In Fig. 3 we plot the Green’s functions \( G_A(y_0, y_0; |p|) \), \( G_A(y_0, y_1; |p|) \) and \( G_A(y_1, y_1; |p|) \), normalized by \( F_{\alpha\beta} \), as functions of \( |p|/\rho \), for space-like momenta \( p^2 < 0 \).

It is also interesting to provide the limits \( p \ll \rho \) of the Green’s functions. This
leads to the following Taylor series expansions
\[
G^{-1}_A(y_0, y_0; p) \approx \frac{9}{4k} \frac{p^4}{\rho^2} + \mathcal{O}(p^6),
\]
\[
G^{-1}_A(y_0, y_1; p) \approx \frac{9 - 3ky_s}{4k} \frac{p^4}{\rho^2} + \mathcal{O}(p^6),
\]
\[
G^{-1}_A(y_1, y_1; p) \approx \frac{9 + 2ky_s(-3 + ky_s)}{4k} \frac{p^4}{\rho^2} + \frac{(113 + 4ky_s[63 + 2ky_s(-19 + 4ky_s)]) p^6}{128k} + \mathcal{O}(p^8).
\]

The $p^2$ behavior is valid for any Green’s function, i.e. $G^{-1}_A(y, y'; p) \approx y_0 p^2 + \cdots$. We keep terms up to $\mathcal{O}(p^6)$ in the IR-to-IR Green’s function as these will be needed in the computation of electroweak precision observables of Sec. 5.

Finally, the behavior in the regime $\rho \ll p$ (and $p \ll k$) is, for time-like momenta, $p^2 > 0$
\[
G^{-1}_A(y_0, y_0; p) \approx \frac{k y_1 - \log \left( \frac{p}{\rho} \right) + i \frac{\pi}{2}}{2} \left( \frac{p}{\rho} \right)^2 \frac{\rho^2}{k},
\]
\[
G^{-1}_A(y_0, y_1; p) \approx \sqrt{\frac{2}{\pi}} e^{-i(p/\rho - \pi/4)} \left( k y_1 - \log \left( \frac{p}{\rho} \right) + i \frac{\pi}{2} \right) \left( \frac{p}{\rho} \right)^{3/2} \frac{\rho^2}{k},
\]
\[
G^{-1}_A(y_1, y_1; p) \approx \frac{e^{-i(p/\rho - \pi/4)}}{\cos \left( \frac{p}{\rho} + \frac{\pi}{4} \right)} \left( \frac{p}{\rho} \right) \frac{\rho^2}{k}.
\]

Notice that the rescaled Green’s functions behave as $G^{-1}_A(y, y'; p) \approx \left( p/\rho \right)^2 + \cdots$, and they turn out to be functions of $p/\rho$ with ‘‘power-like’’ corrections in $k y_s = 1 - \log(\rho/k)$.
and for space-like momenta $p^2 < 0$, $p \equiv i|p|$, 

\[
G^{-1}_A(y_0, y_0; |p|) \approx \frac{1}{\rho} \left( \log \left( \frac{|p|}{\rho} \right) - k y_1 \right) \left| \frac{|p|}{\rho} \right|^2 \frac{\rho^2}{k}, \tag{3.38}
\]

\[
G^{-1}_A(y_0, y_1; |p|) \approx \frac{\sqrt{2}}{\pi} e^{\frac{|p|}{\rho}} \left( \log \left( \frac{|p|}{\rho} \right) - k y_1 \right) \left| \frac{|p|}{\rho} \right|^{3/2} \frac{\rho^2}{k}, \tag{3.39}
\]

\[
G^{-1}_A(y_1, y_1; |p|) \approx -2 \left| \frac{p}{\rho} \right| \frac{\rho^2}{k}. \tag{3.40}
\]

Notice that for space-like momenta the Green’s function $G_A(y_0, y_1; |p|)$ goes exponentially to zero as $e^{-|p|/\rho}$ for $|p| \gg \rho$, a property which was recently noticed in Ref. [47].

The general asymptotic behavior for the Green’s function $G_A(z_0, z'_1; |p|)$, with $z'_1 < z_1$, is $\sim \exp(-z'|p|/z_1\rho)$.

### 3.3 Green’s functions in the complex plane and resonances

Although the spectrum of excitations is a continuum, starting from the mass gap $m_g = \rho/2$, which is characteristic of a conformal theory, as the conformal invariance is explicitly (spontaneously) broken by the UV (IR) brane it is worth exploring the structure of the Green’s functions in the complex $s \equiv p^2$ plane, with

\[
s \equiv M^2 - iM \Gamma = M^2 (1 - ir), \quad r \equiv \Gamma/M, \tag{3.41}
\]

as it is well known in Quantum Field Theory that resonances with mass $M$ and decay width $\Gamma$ are associated to the presence of poles in the unphysical Riemann sheet. Needless to say, in ordinary Quantum Field Theory, the presence of poles in the complex plane are associated to production processes corresponding to decays of the resonance into other particles of mass $m$, for energies above the threshold $s > 4m^2$. Nevertheless our Green’s functions, even considered at the classical level, have an imaginary part, unrelated to any decay process, similarly to the case of unparticles. Still exploring the complex $s$ plane is worth given that, as we stated above, conformal invariance is broken, which makes a fundamental difference with respect to the case of unparticles.

Let us study the possible existence of poles of the Green’s functions $G_A(y, y'; s)$ in the complex $s$-plane. As the origin of the non-vanishing imaginary part of Green’s functions is the threshold function $\delta_A(s) = \sqrt{1 - 4s/\rho^2}$ which has two Riemann sheets, similar to the threshold function of the decay into two particles, in order to perform an analysis of the resonances, one should compute the Green’s functions in the second Riemann sheet of the square root function. It can be easily seen that a change from the first (I) to the second (II) Riemann sheet is equivalent to the replacement $\delta^I_A(s) \rightarrow -\delta^I_A(s) = -\delta_A(s)$, i.e.

\[
\delta^I_A(s) = -\sqrt{1 - 4s/\rho^2}, \tag{3.42}
\]
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Figure 4: Left panel: Contour plot of $\log_{10} |\Phi(p)|$ in the plane $(M/\rho, \Gamma/M)$. The contour lines form small circles around the zeros of $\Phi(p)$. The (red) dots stand for the positions of the zeros of $\Phi(p)$ as given by the analytical formula of Eq. (3.46). Right panel: Plot of $|\Phi(p)|$ along an interpolating curve connecting the zeros of $\Phi(p)$ appearing in the left panel. We have used the variables $M/\rho$ and $r \equiv \Gamma/M$ defined in Eq. (3.41). We have considered $A_1 = 35$.

where the square root in this formula is the one in the first Riemann sheet. Let us point out that the function $\delta_A(s)$, and then the Green’s functions $G_A(y, y'; s)$, have a branch cut from the mass gap $s = \rho^2/4$ to infinity along the real axis with the first Riemann sheet corresponding to $\varphi \in [0, 2\pi)$, where $\varphi$ is defined as $s - \rho^2/4 = |s - \rho^2/4| e^{i\varphi}$. The second Riemann sheet corresponds to $\varphi \in [2\pi, 4\pi)$. The Green’s functions are continuous when changing from the first to the second Riemann sheets, but there appears a discontinuity at the branch cut if one approaches it using the same Riemann sheet. This discontinuity is accounted by the spectral function.

From Eqs. (3.24)-(3.26), one realizes that the possible poles (excluding the zero-mode) should appear as zeros of the function $\Phi(p)$. Following this idea, we display in Fig. 4 a contour plot of $\log_{10} |\Phi(p)|$ computed in the second Riemann sheet. For convenience, we have expressed the squared complex momenta $s$ in the plane $M/\rho$ and $r$ given in Eq. (3.41). One can see from the left panel of Fig. 4 that there appears an intriguing structure of zeros of the function $\Phi(p)$ in the $s$ plane. In the right panel of Fig. 4 we plot the function $|\Phi|$ along an interpolating curve connecting the zeros of $\Phi(p)$ (the red points in the left panel of Fig. 4), as a function of $M/\rho$. We can check that the $\Phi$ function indeed vanishes at those points.
All resonances appear for both positive and negative values of $\Gamma$. The latter are unphysical shadow poles, required by Hermitian analyticity [27, 48]. The lightest resonances appear at the values

$$(M/\rho, r) = (2.42, 2.87), (6.03, 1.12), (9.37, 0.768), (12.64, 0.601), (15.87, 0.500), \cdots.$$  

(3.43)

The values of $M/\rho$ follow a pattern similar to the KK modes in the RS model, for which the eigenvalues $M_n/\rho$ are close to the zeros of the $J_0(M_n/\rho)$ function. However, contrary to the RS model, the resonances in the gapped continuum model have a finite width. This width increases slowly with energy, but the relative width $\Gamma/M$ decreases, so that the resonances tend to a distribution closer to Dirac delta functions at high energies.

We can study analytically the location of these zeros in the following way. If one performs an expansion of the function $\Phi(p)$ at large momentum $\rho \ll |p| (|p| \ll k)$ one finds

$$\Phi(p) \approx \frac{e^{-i(p/\rho + \pi/4)}}{\sqrt{2\pi^3}} \left[ e^{i2p/\rho} - 8i \left( \frac{p}{\rho} \right)^2 \right] \log \left( \frac{p}{\rho} \right) \left( \frac{\rho}{p} \right)^{3/2}, \quad \text{Im} \left( (p/\rho)^2 \right) < 0. \quad (3.44)$$

Then, the zeros of $\Phi(p)$ correspond to the solutions of the equation

$$e^{i2p/\rho} = 8i \left( \frac{p}{\rho} \right)^2, \quad (3.45)$$

which turn out to be

$$\frac{s}{\rho^2} = -W_n \left[ \frac{\varepsilon}{4} (1 + i) \right]^2, \quad \varepsilon = \pm 1, \quad n = -1, -2, -3, \cdots. \quad (3.46)$$

Here $W_n$ is the $n$-th branch of the Lambert function\textsuperscript{10}. We display as red dots in Fig. 4 (left) the results of Eq. (3.46). Moving from lighter to heavier resonances corresponds to taking $(n, \varepsilon) = (-1, +1), (-1, -1), (-2, +1), (-2, -1), \cdots$, in this order. Note the close agreement of the analytical results with the true zeros of $\Phi(p)$, even for the lightest resonances: the relative error for the values of $M/\rho$ and $\Gamma/M$ decreases with $M/\rho$, and it is $\lesssim 2\%$ except for the lightest resonance which is $\sim 15\%$.

We display in Fig. 5 contour plots in the plane $(M/\rho, \Gamma/M)$ of the (common logarithm of the absolute value of the) brane-to-brane Green’s functions computed in the second Riemann sheet. All Green’s functions $G_A(y_\alpha, y_\beta; s)$ exhibit poles in the complex $s$-plane located at the corresponding zeros of the function $\Phi(p)$. In the case

\textsuperscript{10}The Lambert function is the solution of the equation $z = W(z) e^{W(z)}$. In addition to the principal branch $n = 0$, there are other infinite branches denoted by $W_n(z)$ for integer $n$.\textsuperscript{10}
Figure 5: Contour plot in the plane \((M/\rho, \Gamma/M)\) of the common logarithm of the absolute value of the Green's functions \(\log_{10} |G_A(y_0, y_0)|\) (left panel), \(\log_{10} |G_A(y_0, y_1)|\) (middle panel) and \(\log_{10} |G_A(y_1, y_1)|\) (right panel). The (red) dots stand for the positions of the poles of the Green's functions as predicted by the analytical formula of Eq. (3.46). The contour lines form small circles around the poles of \(G_A(y_\alpha, y_\beta)\) (those circles with red dots), or circles around the zeros of \(G_A(y_\alpha, y_\beta)\) (those circles with no red dots). We have considered \(A_1 = 35\).

Figure 6: Relative difference, in the plane \((M, \Gamma)\), between the positions of the zeros of \(\Phi(p)\) and of \(J_{+}(p)\) computed in the second Riemann sheet, corresponding to the poles and zeros of the Green's function \(G_A(y_0, y_0)\), respectively. These zeros are denoted by \((M_\Phi, \Gamma_\Phi)\) and \((M_{J_+}, \Gamma_{J_+})\), respectively.

of \(G_A(y_0, y_0)\), for each pole of the Green's function there appears a zero close to it. The function \(J_{+}(p)\) in the numerator of \(G_A(y_0, y_0)\), in Eq. (3.24), behaves, for large
momentum, as
\[
J_+(p) = \frac{e^{-i(p/p+\pi/4)}}{\sqrt{8\pi}} \left[ e^{i2p/p} - 8i \left( \frac{p}{\rho} \right)^2 \right] \left( \frac{p}{p} \right)^{3/2}, \quad \text{Im} \left( \frac{(p/\rho)^2}{\rho} \right) < 0. \quad (3.47)
\]

From a comparison with Eq. (3.44), we conclude that the zeros of \( G_A(y_0, y_0) \) turn out to be very close to its poles, and their residues approximately cancel. In order to quantitatively characterize the difference between the positions of these zeros and poles, we have displayed in Fig. 6 the relative difference in the plane \((M, \Gamma)\) of the location of the zeros of \( \Phi(p) \) and of \( J_+(p) \) in the second Riemann sheet, with \( s_\Phi \equiv M_\Phi^2 - iM_\Phi \Gamma_\Phi \) and \( s_{J_+} \equiv M_{J_+}^2 - iM_{J_+} \Gamma_{J_+} \), respectively. This difference is \( \lesssim 3\% \), and rapidly decreases for heavier resonances. Finally, let us notice that the Green’s function \( G_A(y_0, y_1) \) does not have any zero, while \( G_A(y_1, y_1) \) has also zeros located in the real axis, corresponding to zeros in the denominator of Eq. (3.26). Subsequently there is no suppression of the pole residues in these cases.

It is interesting to realize that the poles of the Green’s function in the real axis of the complex \( s \) plane correspond to eigenvalues of the EoM of the fluctuations (3.2), a property that can be checked as follows. The wave function \( f_A(y) \) is subject to the following boundary condition in the UV brane and jumping conditions in the IR brane
\[
C_{UV}(p) \equiv \left. \frac{\partial_y f_A(y)}{f_A(y)} \right|_{y=0} = 0, \quad \Delta f_A(y_1) = 0, \quad \Delta(\partial_y f_A)(y_1) = 0. \quad (3.48)
\]

In addition, for states with mass below the mass gap (the zero mode) regularity should be imposed at the singularity \( y = y_s \) which implies \( f_A(y) \approx (y_s - y)^{1/2\Delta^+_A} \), an IR behavior that can be written more explicitly as
\[
f_A(z) \sim e^{-\sqrt{m^2_g - p^2}z} \Theta(m^2_g - p^2) + e^{i\sqrt{-m^2_g + p^2}z} \Theta(p^2 - m^2_g). \quad (3.49)
\]

However, regularity in the IR singularity should not be imposed for states with mass above the mass gap. The general solution of the EoM of the fluctuations (3.2) contains four integration constants \( C_i^{I,II} \) \((i = 1, 2)\), i.e. two constants per region: i) Region I: \( 0 < y < y_1 \), and ii) Region II: \( y_1 < y < y_s \). The jumping conditions in the IR brane fix two of the constants.

Let us first discuss the eigenvalue problem below the mass gap \((p < m_g)\). In this case, the regularity condition at \( y = y_s \) fixes one of the integration constants, as the solution with \(+\) and \(-\) in the first and second exponents of Eq. (3.49), respectively, is absent. The remaining integration constant can only be fixed by normalization of the
wave function. Finally, the UV boundary condition is fulfilled only for certain values of the momentum. From an explicit computation of $C_{\text{UV}}(p)$, it turns out that

$$C_{\text{UV}}(p) = G_{A}^{-1}(y_0, y_0; p),$$

where the explicit expression of the UV-to-UV Green’s function is given by Eq. (3.24). Then, we conclude that the values of the momenta $p$ fulfilling the UV boundary condition ($C_{\text{UV}}(p) = 0$) correspond exactly to the poles of the Green’s function, in our case to the zero mode ($p^2 = 0$). Let us point out that only the zero mode (and not the resonances discussed in this section) corresponds to a genuine single bound state, and then to the solution of an eigenvalue problem for a Hermitian Hamiltonian ($p^2 \in \mathbb{R}$)\textsuperscript{11}.

Regarding the states with mass above the mass gap ($p > m_g$), the three conditions in Eq. (3.48) fix three of the integration constants. As in the case of the bound state, the remaining integration constant can only be fixed by normalization of the wave function in the continuum, something that can be done, for instance, as $\langle f_p | f_{p'} \rangle = \delta(p^2 - p'^2)$. It is precisely the absence of the regularity condition at $y = y_s$ which gives rise to a continuum spectrum, analogous to scattering states in quantum mechanics.

### 3.4 Spectral functions

For time-like momenta, $p^2 > 0$, all Green’s functions have imaginary contributions for values of $p > m_g = \rho/2$, which is not associated to a particle threshold decay, an intrinsic property of e.g. unparticle theories. In this way we can define the corresponding spectral functions as

$$\rho_A(y, y'; s) \equiv -\frac{1}{\pi} \text{Im} G_A(y, y'; s + i\epsilon), \quad s \equiv p^2.$$  \hspace{1cm} (3.51)

In Fig. 7 we show the spectral functions $\rho_A(y_0, y_0; p)$, $\rho_A(y_0, y_1; p)$ and $\rho_A(y_1, y_1; p)$ as functions of $p/\rho$ where the prefactors, defined by Eq. (3.31), make them approximately invariant for $p > 0$ under a rescaling of the form of Eq. (3.30), i.e. under shifts of the value of $k y_s$ \cite{13}. By using the identity

$$\lim_{\epsilon \to 0^+} \frac{1}{x + i\epsilon} = \mathcal{P} \frac{1}{x} - i\pi \delta(x),$$

one can see that the small $p$ behavior of the Green’s functions provided in Sec. 3.2 implies the existence of a Dirac delta behavior in the spectral functions at $p = 0$,

$$\rho_A(y, y'; s) = \frac{1}{y_s} \delta(s) + \cdots.$$  \hspace{1cm} (3.53)

\textsuperscript{11}An analysis similar to the one presented above was also performed for the radion field within the LDM in Ref. [15]. In this case, the condition (3.50) (with $G_A$ replaced by the Green’s function of the radion) was also obtained, and it correctly predicted the mass of the radion corresponding to a single bound state below the mass gap.
This delta function appears in all the spectral functions of Fig. 7.

Notice that while the spectral functions \( \rho_A(y_0, y_0) \) and \( \rho_A(y_1, y_1) \) are positive definite (as they are 4D spectral functions in the corresponding 4D branes), the UV-to-IR brane spectral function \( \rho_A(y_0, y_1) \) is not, a fact that challenges the physical interpretation of the spectral function in 4D Quantum Field Theory, as it is positive definite by its probabilistic interpretation. This apparent contradiction was already noticed and addressed for the graviton field in the context of LDM, cf. Ref. [15]. Following similar ideas, we will briefly explain below how the positivity of the spectral function in our theory is understood.

From the 4D point of view, the spectral function \( \rho_A(y, y'; s) \) can be considered as the matrix element \( (y, y') \) of an operator \( \hat{\rho}_A \), i.e. \( \langle y'| \hat{\rho}_A |y \rangle \).

\[
(\hat{\rho}_A)_{y'y} \equiv \rho_A(y, y'; s).
\] (3.54)

This operator acts on the infinite dimensional space parametrized by the coordinate \( y \). We can similarly define for the Green’s functions \( G_A(y, y'; s) \) the operator \( \hat{G}_A \) such that

\[
\hat{\rho}_A = -\frac{1}{\pi} \text{Im} \hat{G}_A, \quad \text{where} \quad \text{Im} \hat{G}_A = \frac{1}{2i} \left( \hat{G}_A - \hat{G}_A^\dagger \right).
\] (3.55)

Let us clarify at this point that it is expected that the operator \( \hat{\rho}_A \) is positive semidefinite, but this does not imply that every matrix element is positive semidefinite. The elements of \( \hat{\rho}_A \) form an infinite (continuous) dimensional matrix. Using the explicit expressions for the Green’s function given by Eq. (3.13), and taking into account the

\[\text{We could also use a Dirac notation for the matrix element, } \rho_A(y, y'; s) = \langle y|\hat{\rho}_A|y' \rangle. \text{ We thank Prof. L.L. Salcedo for a private communication on the meaning of the spectral operator and its matrix elements.}\]
properties of Eqs. (3.21) and (3.22), it is possible to check that the determinant of any 
$2 \times 2$ submatrix is vanishing, i.e.

$$(\hat{\rho}_A)_{2 \times 2} = \begin{pmatrix} (\hat{\rho}_A)^y_y & (\hat{\rho}_A)^y_{y'} \\ (\hat{\rho}_A)^{y'}_y & (\hat{\rho}_A)^{y'}_{y'} \end{pmatrix} \implies \det(\hat{\rho}_A)_{2 \times 2} = (\hat{\rho}_A)^y_y(\hat{\rho}_A)^{y'}_{y'} - (\hat{\rho}_A)^y_{y'}(\hat{\rho}_A)^{y'}_y = 0. \quad (3.56)$$

This property, together with $(\hat{\rho}_A)^y_y = (\hat{\rho}_A)^{y'}_{y'}$, cf. Eq. (3.20), implies that the matrix $\hat{\rho}_A$ turns out to have a factorizable form, i.e. any matrix element can be written in the form

$$(\hat{\rho}_A)^y_{y'} = \rho_y \rho_{y'} \quad \text{where} \quad \rho_y = \sqrt{(\hat{\rho}_A)^y_y}. \quad (3.57)$$

Given this factorization property, it turns out that the operator $\hat{\rho}_A$ is positive semidefinite, and all its eigenvalues are zero except one $\lambda(p)$, which is given by the trace of the matrix, i.e.

$$\lambda(p) = \text{tr} \, \hat{\rho}_A = \int_0^{y_s} dy \rho_A(y, y; p). \quad (3.58)$$

In particular, note that $(\hat{\rho}_A)^y_y = \rho_y^2 \geq 0$ implies that $\lambda(p) \geq 0$.\footnote{Notice that a symmetric matrix is positive semidefinite if and only if all its eigenvalues are non-negative.}

In order to perform this integral, let us split it into two domains,

$$\lambda(p) = \lambda_{01}(p) + \lambda_{1s}(p), \quad (3.59)$$

where

$$\lambda_{01}(p) \equiv \int_0^{y_1} dy \rho_A(y, y; p), \quad \lambda_{1s}(p) \equiv \int_{y_1}^{y_s} dy \rho_A(y, y; p). \quad (3.60)$$

The integral of $\lambda_{01}$ can easily be performed, and the result is plotted in Fig. 8. The prefactor, defined as

$$\mathcal{F}_\lambda = \rho^2, \quad (3.61)$$

makes it almost invariant under shifts of $k y_s$. Notice the appearance of softened peaks, at values $p/\rho \simeq n \pi$, i.e. at the positions of the resonances obtained in Sec. 3.3. There is also a Dirac delta behavior at $p = 0$. Focusing now on $\lambda_{1s}$, it turns out to be divergent due to the term $\propto 1/(y_s - y)$ in Eq. (3.14), so it needs to be regularized. We will do it by introducing the cutoff $\bar{\epsilon}$ in the integral, so integrating up to $k y_s - \bar{\epsilon}$. The integral will then be dominated by its value at $k y_s - \bar{\epsilon}$ giving a term proportional to $- \log \bar{\epsilon}$. The final result is then

$$\lambda(s) = \delta(s) + \left[ -\frac{\log \bar{\epsilon}}{2 \pi \rho} \lambda_{\text{cont}}(s) + \mathcal{O}((\bar{\epsilon})^0) \right] \Theta(s - m^2_g), \quad \lambda_{\text{cont}}(s) = (s - m^2_g)^{-1/2}, \quad (3.62)$$
Figure 8: The UV-to-IR brane contribution to the rescaled 4D spectral function: $F_{\lambda} \cdot \lambda_0(p)$. We have used $A_1 = 35$ and assume time-like momenta $p^2 > 0$.

where $\delta(s)$ is the contribution of the zero mode, $\lambda_{\text{cont}}(s)$ the contribution from the continuum, and the $O(\tilde{\epsilon}^0)$ term denotes the contribution from resonances. As we can see the contribution from the continuum is the dominant one and comes entirely from the singularity at $y_s$.

Finally, let us point out that the Green’s function and spectral function can be written also in the form

$$G_A(y, y'; s) = \frac{f_0(y) f_0(y')}{|| f_0 ||^2} \frac{1}{s + i\epsilon} + \int_{m_0^2}^{\infty} dm^2 \sigma(m^2) \frac{f_{m^2}(y) f_{m^2}(y')}{s - m^2 + i\epsilon}, \quad (3.63)$$

$$\rho_A(y, y'; s) = \frac{f_0(y) f_0(y')}{|| f_0 ||^2} \delta(s) + \sigma(s) f_s(y) f_s(y') \Theta(s - m_0^2), \quad (3.64)$$

respectively, where $f_0(y)$ is the zero mode eigenfunction, $f_{m^2}(y)$ are continuum eigenfunctions, $|| f_0 ||^2 \equiv \int_0^{\infty} dy f_0(y)^2$ is the squared norm, and $\sigma(s)$ is a spectral density in the continuum which is finite and whose relation with $\lambda(s)$ can be obtained by integrating Eq. (3.64). These formulas generalize well-known expressions for the discrete case. A more detailed analysis of $\lambda(s)$ as well as the decomposition of Eqs. (3.63)-(3.64) will be studied in a forthcoming publication [49].

3.5 Unparticle vs. resonant contribution to Green’s functions

Once we have studied the resonances appearing in the Green’s functions, related to the zeros of $\Phi(p)$, one question arises: can the Green’s functions be considered just as summations of resonant contributions or, is there any genuine continuous contribution
on top of the resonances? To answer this question, let us have a look at the explicit expression of the Green’s function given by Eq. (3.13). Notice that in the three regions ($y_{↓}, y_{↑} \leq y_{1}, y_{↓} \leq y_{1} < y_{↑}$ and $y_{1} < y_{↓}, y_{↑}$), the function $1/\Phi(p)$ multiplies the full expression. Taking into account the structure of the function $Q(y)$ given by the last line of Eq. (3.14), we can see that only in the last region one can split the Green’s function into two terms

$$G_A(y, y'; p) = G_{A, \text{un}}(y, y'; p) + G_{A, \text{res}}(y, y'; p), \quad y_{1} < y_{↓}, y_{↑},$$

where

$$G_{A, \text{un}}(y, y'; p) = -\frac{k}{\rho^2} \frac{1}{k(y_{s} - y_{↓})} \left( \frac{y_{s} - y_{↓}}{y_{s} - y_{↑}} \right)^{\Delta_{+}^{1}/2} \frac{1}{\delta_{A}(p)},$$

$$G_{A, \text{res}}(y, y'; p) = \frac{k}{\rho^2} [k(y_{s} - y_{↓}) \cdot k(y_{s} - y_{↑})]^{\Delta_{+}^{1}/2} \frac{1}{\delta_{A}(p)} \frac{\Psi(p)}{\Phi(p)},$$

corresponding to a continuous and a resonant contribution, respectively. The first contribution $G_{A, \text{un}} \propto \delta_{A}^{-1}$ is free of resonances, as $\Phi(p)$ does not appear in its expression, and it has a structure similar to the propagator of gapped unparticles [27]. We display in Fig. 9 the results for $|G_{A, \text{un}}(y, y'; p)|$, for the corresponding spectral function $\rho_{A, \text{un}}(y, y'; p)$, and for the resonant contribution to the spectral function $\rho_{A, \text{res}}(y, y'; p)$, with $y = (y_{1} + y_{s})/2$. Note that the unparticle contribution does not have any zero mode, and both the Green’s function and the spectral function have divergent behaviors when the momentum approaches the mass gap from above, i.e. $\rho_{A, \text{un}}(y, y'; p) \rightarrow \infty$.

Figure 9: Plots of the unparticle and resonant contributions to the Green’s function. We display the result for $F_{11} \cdot |G_{A, \text{un}}(y, y'; p)|$ (left panel), $F_{11} \cdot \rho_{A, \text{un}}(y, y'; p)$ (middle panel) and $F_{11} \cdot \rho_{A, \text{res}}(y, y'; p)$ (right panel), as functions of $p/\rho$. We have used $y = y' = (y_{1} + y_{s})/2$ and $A_{1} = 35$ in all panels, and assume time-like momenta $p^{2} > 0$. 

27
An interesting property of the functions $\Phi(p)$ and $\Psi(p)$ is that
\[ \Phi^{II}(p) = \Psi^{I}(p), \tag{3.68} \]
where the superindexes I and II stand for the first and second Riemann sheet, respectively. This property implies that while $G_{A, \text{res}}(y, y'; p)$ has poles in the second Riemann sheet, it has zeros in the first Riemann sheet that are located in the complex $s$ plane at the same positions as the poles of the second Riemann sheet. Note, however, that these are not zeros of the full Green’s function $G_A(y, y'; p)$, but only of the resonant part.

Finally notice that the (divergent) continuous eigenvalue of the 4D spectral function $\lambda(p)$, which was computed in Sec. 3.4, $\lambda_{\text{cont}}(s)$, corresponds to a contribution from unparticles with a dimension $d_U = 3/2$ and mass gap $m_g$ [27, 48].

4 Gauge bosons with Dirichlet boundary condition

In the considered extension of the SM we will use Dirichlet boundary condition for the extra gauge bosons ($W_R, Z_R$) on the UV brane, see Sec. 2.2. To study this, one should start from the general solution of Eq. (3.7), which is given by Eq. (3.8). While the Neumann boundary condition in the UV brane, used in Eq. (3.10), leads to $(\partial_y G_A)(y_0) = 0$, the Dirichlet boundary condition is given by
\[ G_A^{(-+)}(y_0) = 0. \tag{4.1} \]
This condition is supplemented by the other conditions in Eq. (3.10). As an example, the integration constants in Region I turn out to fulfill the relation
\[ C_1^I = -\frac{Y_\alpha (\frac{y}{k})}{J_\alpha (\frac{y}{k})} C_2^I \quad \text{with} \quad \alpha = \begin{cases} 0 & (\text{Neumann}) \\ 1 & (\text{Dirichlet}) \end{cases}. \tag{4.2} \]
As a consequence, the difference between the Green’s functions with Neumann and Dirichlet boundary conditions will be in the indexes of some of the Bessel functions. Following a procedure similar to the one explained in Sec. 3.1, the Green’s functions with Dirichlet boundary condition turn out to be
\[ G_A^{(-+)}(y, y'; p) = \begin{cases} \frac{\pi}{2k} e^{k(y+y')} \frac{\mathcal{P}(y_1) \mathcal{Z}(y_\uparrow)}{\mathcal{H}(p)} & y_\downarrow, y_\uparrow \leq y_1 \\ -\frac{2}{\rho} e^{ky_\downarrow} (k(y_s - y_\uparrow))^\Delta_A^+/2 \frac{\mathcal{P}(y_1) \mathcal{Q}(y_\uparrow)}{\mathcal{H}(p)} & y_\downarrow \leq y_1 < y_\uparrow \\ \left(\frac{y_s - y_\uparrow}{y_s - y_\downarrow}\right)^\Delta_A^{+/-2} \frac{\mathcal{Q}(y_1) \mathcal{Q}(y_\uparrow)}{\mathcal{H}(p)} & y_1 < y_\downarrow, y_\uparrow \end{cases}, \tag{4.3} \]

\[ 14 \text{The property of Eq. (3.68) follows from } (\Delta_A^+)^{II} = (\Delta_A^+)^{I}. \]
We have used the notation
\[
\begin{align*}
\Omega(p) &= Z(0), \quad \bar{\Psi}(p) = Y_1(p/k)J_-(p/\rho) - J_1(p/k)Y_-(p/\rho), \\
\mathcal{P}(y) &= Y_1(p/k)J_1(e^{k\rho}p/k) - J_1(p/k)Y_1(e^{k\rho}p/k), \\
\mathcal{Q}(y) &= -\frac{k^2}{\rho^2} \frac{1}{k(y_s - y)} \left[ \Omega(p) - (k(y_s - y))^{\delta} \bar{\Psi}(p) \right],
\end{align*}
\]  
(4.4)

where the function \(Z(y)\) is defined in Eq. (3.14). Note that in the limit \(y \to y_0\) one has \(\mathcal{P}(y_0) = 0\), so that
\[
G_A^{(\pm)}(y_0, y'; p) = 0, 
\]  
(4.5)
a property that is consequence of the boundary condition of Eq. (4.1). As in the case of gauge bosons with Neumann boundary condition in the UV brane, this Green’s function also fulfills the property \(G_A^{(\pm)}(y, y'; p) = G_A^{(\pm)}(y', y; p)\).

The expression for the IR-to-IR Green’s function \(G_A^{(\pm)}(y_1, y_1; p)\) reduces to
\[
G_A^{(\pm)}(y_1, y_1; p)^{-1} = -\frac{\rho^2}{2k} \frac{\Omega(p)}{\mathcal{P}(y_1)} \simeq -\frac{\rho^2}{2k} \left[ \Delta_A^+ + 2p \frac{\mathcal{J}_0 \left( \frac{p}{\rho} \right)}{\rho J_1 \left( \frac{p}{\rho} \right)} \right],
\]  
(4.6)

where in the second equality we have assumed \(p \ll k\), while the other brane-to-brane Green’s functions, \(G_A^{(\pm)}(y_0, y_0; p)\) and \(G_A^{(\pm)}(y_0, y_1; p)\), are vanishing as a consequence of Eq. (4.1), cf. Eq. (4.5). The limit \(p \ll \rho\) of the IR-to-IR Green’s function is
\[
G_A^{(\pm)}(y_1, y_1; p)^{-1} \simeq \frac{2\rho^2}{k} + \frac{5p^2}{4k} + \mathcal{O}(p^4),
\]  
(4.7)

while its behaviors in the regime \(\rho \ll p\) for time-like momenta, \(p^2 > 0\), and space-like momenta, \(p^2 < 0\), (and \(p \ll k\)) are the same as for the Green’s function \(G_A(y_1, y_1; p)\), cf. Eqs. (3.37) and (3.40).

In the following we denote the zero momentum limit of the IR-to-IR Green’s function as \(G_A^{(\pm)0} = -k/(2\rho^2)\). We display in Fig. 10 the results for the normalized IR-to-IR Green’s function \(|G_A^{(\pm)}(y_1, y_1; p)/G_A^{(\pm)0}|\) for time-like momenta \(p^2 > 0\) (left panel), and \(G_A^{(\pm)}(y_1, y_1; |p|)/G_A^{(\pm)0}\) for space-like momenta \(p^2 < 0\) (middle panel). In the latter case, the Green’s function is purely real, and \(G_A^{(\pm)}(y_1, y_1; |p|)\) decreases like the inverse power of \(|p|\) for momenta \(|p| \gg \rho\), i.e. \(\sim \rho/|p|\).

Finally, it is displayed in the right panel of Fig. 10 the result for the rescaled spectral function \(\mathcal{F}_{11} \cdot \rho_A^{(\pm)}(y_1, y_1; p)\), where the prefactor \(\mathcal{F}_{11}\) is defined in Eq. (3.31). Notice that gauge bosons with Dirichlet boundary conditions do not have zero modes, so that no Dirac delta behavior in the spectral function at \(p = 0\) is present in this case.
We now study the Green’s function in the complex plane. One can see from Eq. (4.3) that the pole structure of the Green’s function \( G^{(-+)}_A(y, y'; p) \) corresponds to the zeros of \( \Omega(p) \). We display in the left panel of Fig. 11 a contour plot of \( \log_{10} |\Omega(p)| \) in the second Riemann sheet, the lightest resonances appearing in the complex plane at

\[
(M/\rho, \Gamma/M) = (2.36, 2.95), (5.98, 1.13), (9.32, 0.771), (12.59, 0.603), (15.82, 0.501), \cdots.
\]

We can analytically study these zeros in a way similar to the procedure explained in Sec. 3.3. The expansion of \( \Omega(p) \) at large momentum \( \rho \ll |p| (|p| \ll k) \) leads to

\[
\Omega(p) \approx e^{-i(p/\rho + \pi/4)} \sqrt{2\pi^3} \frac{e^{i2p/\rho} - 8i\left(\frac{p}{\rho}\right)^2}{\rho^5} \left(\frac{\rho}{p}\right)^{5/2}, \quad \text{Im} \left((p/\rho)^2\right) < 0. \tag{4.9}
\]

This asymptotic behavior is similar to the one of \( \Phi(p) \), cf. Eq. (3.44), hence we find that at this order of the computation the zeros of \( \Omega(p) \) are located at the same positions as the zeros of \( \Phi(p) \), and they are given by Eq. (3.46). We conclude that the poles of the Green’s function for gauge bosons \( G^{(-+)}_A(y, y'; p) \) are located very close to the poles of \( G_A(y, y'; p) \). The relative difference between the location of the poles in both cases is \( \lesssim 2\% \) for the lightest resonances, and \( \lesssim 0.5\% \) for resonances \( M/\rho \gtrsim 10 \). Finally, let us mention that the relative error of the approximate formula of Eq. (3.46) with respect to the true zeros of \( \Omega(p) \) is a factor 2–3 better than for the case of \( \Phi(p) \), except for the lightest resonance, for which is similar, cf. Sec. 3.3.

The Green’s function for gauge bosons with Dirichlet boundary condition in the UV brane also has unparticle and resonant contributions, as for the massless case in...
Figure 11: Contour plot in the plane \((M/\rho, \Gamma/M)\) of \(\log_{10} |\Omega(p)|\) cf. Eq. (3.14) (left panel), and the absolute value of the IR-to-IR Green’s function \(\log_{10} |G^{(-+)}_A(y_1,y_1)|\) (right panel). The (red) dots stand for the positions of the poles of the Green’s function with Dirichlet boundary condition as predicted by Eq. (4.9), and given by the analytical formula of Eq. (3.46). We have considered \(A_1 = 35\).

Eq. (3.65). The unparticle contribution turns out to be identical as for massless gauge bosons, and it is given by Eq. (3.66).

Finally, we can study as well the positivity of the spectral operator \(\hat{\rho}_A^{(-+)}\). The procedure is similar to the one presented in Sec. 3.4, leading to a single non-vanishing eigenvalue \(\lambda^{(-+)}(p)\) given by the trace of the matrix \((\hat{\rho}_A^{(-+)})_y'\). As for the case of gauge bosons with Neumann boundary conditions, the integral over the \(y\) coordinate has to be regularized with a cutoff \(\bar{\epsilon}\), leading to a divergent unparticle contribution from the region \(y_1 < y < y_s\), and other finite contribution from the resonances. The result is given by Eq. (3.62) but without the pole at the origin, i.e.

\[
\lambda^{(-+)}(s) = \left[ -\frac{\log \bar{\epsilon}}{2\pi \rho} \lambda_{un}(s) + \mathcal{O}(\bar{\epsilon}^0) \right] \Theta(s - m_g^2), \quad \lambda_{un}(s) = (s - m_g^2)^{-1/2}, \quad (4.10)
\]

where \(\lambda_{un}(s)\) is the spectral function of an unparticle with a mass gap \(m_g\) and dimension \(d_U = 3/2\).

5 Electroweak precision observables

Even if the observable \(T\) is protected by the custodial symmetry, as it is well known the rest of observables are unprotected and, as our model departs from the usual RS
models since resonances have a (broad) width, it is worth doing a detailed analysis of (oblique) electroweak observables.

When the electroweak symmetry is broken there is a mixing between the SM fields $W_L$ and $Z_L$ and the heavy modes of $W_{L,R}$ and $Z_{L,R}$ induced by the Lagrangian

$$
\mathcal{L} = \text{tr} |g_5^L W_L^a T_L^a \mathcal{H} - g_5^R W_R^a T_R^a|^2,
$$

where we are indicating with the script $g_5$ the 5D gauge couplings, related to the 4D couplings $g_4$ by $g_5 = g_4 \sqrt{y_s}$.

After putting the Higgs bi-doublet $\mathcal{H}$, which we assume to be localized on the IR brane, $\mathcal{H} = \begin{pmatrix} H_0^0 \\ H_1^0 \\ H_2^0 \\ H_1^1 \end{pmatrix}$ (5.2)

at its minimum, $\langle H_{1,2}^0 \rangle = v_{1,2}$, with $v_1^2 + v_2^2 = v^2$ and $v = 246.22$ GeV, the Lagrangian (5.1) gives rise to the quadratic terms

$$
\mathcal{L} = \frac{v^2}{4} g_5^2 \left[ g_5^L W_L(y_1, x) W_L(y_1, x) + g_5^R W_R(y_1, x) W_R(y_1, x) - \frac{2v_1 v_2}{v^2} g_5 g_5 R W_L(y_1, x) W_R(y_1, x) + \frac{1}{2} g_5^L g_5^R c_L Z_L(y_1, x) Z_L(y_1, x) - g_5^L g_5^R c_R Z_R(y_1, x) Z_R(y_1, x) \right],
$$

where $W_X W_X \equiv W_X^+ W_X^-$ for $X = L, R$, and $W_L W_R \equiv W_L^+ W_R^- + W_L^- W_R^+$. One has $v_1 = v \cos \beta$ and $v_2 = v \sin \beta$, and then $2v_1 v_2 / v^2 = 2t_\beta / (1 + t_\beta^2)$ where we have defined $t_\beta \equiv \tan \beta$. In the custodial limit $t_\beta = 1$ and $v_1 = v_2 = v / \sqrt{2}$.

As we have seen in the previous sections and in the Appendix A, the fields $W_L$ and $Z_L$ have a zero mode, which is the corresponding SM field, and a gapped continuum of states, while the fields $W_R$ and $Z_R$ do not possess zero mode, but only the continuum of states above the mass gap. For the electroweak observables contributing to the new physics, the oblique $T$, $S$ and $U$ parameters are defined as [50]

$$
\alpha T = \frac{\Pi_{WW}(0)}{m_W^2} - \frac{\Pi_{ZZ}(0)}{m_Z^2},
\alpha S = 4s_L^2 c_L^2 \Pi_{ZZ}(0)^2,
\alpha (S + U) = 4s_L^2 \Pi_{WW}(0).
$$

For the computation of these parameters, we need to select as external fields the zero modes of either $W_L$ and $Z_L$ and only propagate the continuum of states. We will
then define the Green’s functions propagating only the continuum of states as

\[
G_{W_L,Z_L}(y_1,y_1;p) = G_{W_L,Z_L}(y_1,y_1;p) - G_{W_L,Z_L}^0(p),
\]

\[
G_{W_R,Z_R}(y_1,y_1;p) = G_{W_R,Z_R}(y_1,y_1;p),
\]

where \(G_{W_L,Z_L}\) and \(G_{W_R,Z_R}\) are, respectively, the Green’s functions \(G_A \) and \(G_A^{(+)}\) computed in Secs. 3 and 4 \(^{15}\). By using the notation \(G(0) \equiv \lim_{p \to 0} G(y_1,y_1;p)\), a straightforward calculation yields \([44]\)

\[
\alpha T = m_W^2 y_s \left[ G_{W_L}(0) + \frac{4t^2_\beta}{(1 + t^2_\beta)^2} \frac{g_R^2}{g_L^2} G_{W_R}(0) \right] - m_Z^2 y_s \left[ G_{Z_L}(0) + \frac{g_R^2}{g_L^2} c_L^2 c_R^2 G_{Z_R}(0) \right],
\]

where \(t_\beta = v_2/v_1\). Using the results of previous sections we find

\[
G_{W_L}(0) = G_{Z_L}(0) = \frac{-2(ky_s)^2 + 6(ky_s) - 9}{4(ky_s)y_s\rho^2} \equiv G_L(0),
\]

\[
G_{W_R}(0) = G_{Z_R}(0) = -\frac{(ky_s)}{2y_s\rho^2} \equiv G_R(0),
\]

so that

\[
\alpha T = m_W^2 y_s \frac{s_L^2}{c_L^2} \left( 1 - \frac{1}{s_R^2} \frac{(1 - t^2_\beta)^2}{(1 + t^2_\beta)^2} \right) G_R(0) - G_L(0).
\]

A similar calculation yields

\[
\alpha S = 4m_Z^4 y_s s_L^2 c_L^2 \left[ G'_L(0) + \frac{s_L^2 c_R^2}{s_R^2} G'_R(0) \right],
\]

\[
\alpha U = 4m_Z^4 y_s s_L^2 c_L^2 \left[ 1 - \frac{1}{s_R^2} \frac{(1 - t^2_\beta)^2}{(1 + t^2_\beta)^2} \right] G'_R(0) - G'_L(0),
\]

where the prime stands for \(\frac{d}{dp^2}\), and \(G'_{W_L}(0) = G'_{Z_L}(0) \equiv G'_L(0), \ G'_{W_R}(0) = G'_{Z_R}(0) \equiv G'_R(0)\). Then we find

\[
G'_L(0) = \frac{-40(ky_s)^3 + 324(ky_s)^2 - 977(ky_s) + 648}{128(ky_s)^2 y_s \rho^4},
\]

\[
G'_R(0) = -\frac{5(ky_s)}{16y_s \rho^2}.
\]

\(^{15}\)In this section we are neglecting the finite mass effects of \(W\) and \(Z\) bosons, an approximation which is valid as long as \(m_{W,Z} \ll \rho\). These effects could have been easily considered by using the propagators of Appendix A and evaluating the expressions of Eq. (5.4) at the pole of the Green’s function \(G_{A,M}(y_1,y_1;p^2)\), i.e. at \(p^2 \simeq m_{W,Z}^2\). However these effects should be negligible in view of the mass hierarchy \(m_A \ll \rho\).
We can see that, in the limit of large value of $k y_s$, $G_{L,R}(0), G'_{L,R}(0) = \mathcal{O}(k y_s)$, while $G_R(0) - G_L(0), G'_R(0) - G'_L(0) = \mathcal{O}(k y_s)^0$, which is the cancellation which appears on the observables $T$ and $U$ in the custodial limit $t_\beta = 1$. However, still the observable $S$ gives a sizable contribution, which is partly cancelled if we introduce a small breaking of the custodial symmetry, i.e. when we introduce a small value of $t_\beta - 1$.

The most recent experimental constraints for the oblique $S$, $T$ and $U$ parameters [51] gives

$$S = -0.01 \pm 0.10, \quad T = 0.03 \pm 0.12, \quad U = 0.02 \pm 0.11, \quad (5.12)$$

with correlations

$$\text{corr}(S,T) = 92\%, \quad \text{corr}(S,U) = -80\%, \quad \text{corr}(T,U) = -93\%. \quad (5.13)$$

We display in Fig. 12 the $\chi^2$ distribution in the plane $(s_R, \rho)$ (left panel) and $(g_R, \rho)$ (right panel) for the value of $t_\beta = 1.25$. The solid (dashed) lines are the corresponding 95% (67%) C.L. limits. As we can see the lowest value of the parameter $\rho$ is $\rho_{\text{min}} \sim 1$ TeV, which corresponds to a value of the coupling $g_R \sim 0.45$, in turn corresponding to $s_R \sim 0.8$, well in the perturbative region. For other values of $t_\beta$ the result smoothly changes. For instance in the custodial limit, i.e. for $t_\beta = 1$ we find that $\rho_{\text{min}} \sim 2.5$ TeV, corresponding to a value of $g_R \sim 5.6$, well inside the non-perturbative region.
6 Conclusions and outlook

In this paper we have studied a 5D model which naturally leads to gapped continuum spectra. The model is defined in terms of a metric which has an AdS$_5$ behavior in the UV, and a linear behavior in the IR for the scalar field in conformal coordinates, and constitutes a faithful enough approximation of the model presented in Ref. [13], having the advantage of allowing for analytical expressions for the Green’s functions. In this paper we have concentrated on the case of bulk propagating gauge bosons $A_M$, with Green’s functions $G_A(y, y')$. The spectrum of SM massless gauge bosons (the photon and gluon) is a continuum of KK modes with a mass gap equal to $m_g = \rho/2$ where $\rho \sim \text{TeV}$, and an isolated massless pole which corresponds to the corresponding 4D gauge boson. In the case of SM massive gauge bosons (the $W$ and $Z$ bosons) the isolated pole becomes massive. For the case of gauge bosons with Dirichlet boundary conditions on the UV brane, the spectrum is a continuum with a mass gap equal to $m_g$, but without any isolated pole, which has been projected out of the spectrum by the boundary conditions.

We have considered the Green’s functions in the complex $s$ plane, and found the existence of poles in the second Riemann sheet. We have computed the masses and widths of the associated resonances, and found that, while the former are close to the masses of the KK modes in the RS model, the latter are quite large ($\Gamma/\rho \gtrsim 7$) indicating the presence of broad resonances. Their relative widths $\Gamma/M$, however, decrease with increasing energy, so that they tend to a distribution closer to Dirac delta functions in this regime. The behavior of the Green’s functions $G_A(y, y')$ with $y_1 < y, y'$, i.e. between the IR brane and the singularity, is then explained as a summation of two contributions: a contribution which is purely continuous, and turns out to be related to gapped unparticle propagators, and other contribution that contains the resonances. We have extended theses analyses to gauge bosons with Dirichlet boundary condition in the UV brane, as well as to massive gauge bosons, leading to similar conclusions. In all the cases the resonances are present: in the Dirichlet case the positions of the poles in the complex plane are very close to the poles for massless gauge bosons, while in the massive case the values of the widths turn out to decrease with increasing values of $m_A/\rho$.

Notice that while the RS model leads to a discrete KK spectrum with zero widths [3], the linear dilaton model has a purely continuous spectrum above the mass gap, apart from the possible existence of isolated zero modes [15] (see also [14]). As our model shares both features, a RS metric between the UV and IR branes, and a linear dilaton model metric between the IR brane and the singularity, the result is that the RS resonances are endowed with a width, as a result of the effect of the linear dilaton metric
while there still remains a pure unparticle contribution to the Green’s functions. In fact our explicit Green’s functions exhibit a pole structure in the second Riemann of the complex $s$ plane, with a broad width, which widely depart from an infinite series of Breit-Wigner resonances. Notice that in spite of being a 4D Green’s function the particle width is incorporated \textit{ab initio} and is not associated to particle production, a characteristic feature of unparticles. We plan to go deeper into this issue in the future.

This present study can be extended to the computation of Green’s functions of other fields, i.e. fermions, Higgs bosons, the graviton and the radion. Regarding phenomenological applications, the brane-to-brane Green’s functions can be used to study the excess with respect to the SM prediction of some processes at the LHC, in particular the cross-section of $pp$ collisions where a continuum KK gluon is produced by Drell-Yan processes and decays into a pair of light/heavy fermions localized in the UV/IR brane. For other phenomenological applications in particle physics, it would be interesting to study the couplings of the continuum KK modes with the SM fields, and provide values for the Wilson coefficients of the corresponding effective field theory. Other possible applications include the study of dark matter as a weakly interacting continuum \cite{16, 52}. Some of these issues will be addressed in a forthcoming publication \cite{49}.
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A Standard model massive gauge bosons

In this Appendix we will study the Green’s functions $G_{A,M}$ for massive SM gauge bosons. As we are considering the Higgs sector localized on the IR brane, in the case of the SM massive gauge bosons $A_\mu$ there are extra terms in the 5D Lagrangian, Eq. (3.1), as

$$\Delta \mathcal{L}_5 = \left(-\frac{1}{2} M_\mu^2 Z_\mu^2 - M_W^2 |W_\mu|^2 \right) \delta(y - y_1), \quad M_A^2 = y_s m_A^2, \quad (A.1)$$

(for $A = W, Z$), which leads to a modification of the EoM for the Green’s function, as

$$\left[p^2 - y_s m_A^2 \delta(y - y_1)\right] G_{A,M}(y, y'; p) + \partial_y \left(e^{-2A} \partial_y G_{A,M}(y, y'; p)\right) = \delta(y - y'). \quad (A.2)$$

Using Eq. (A.2), the derivative of the Green’s functions turns out to be discontinuous at $y = y_1$, with a jump given by $^{16}$

$$\Delta(\partial_y G_{A,M})(y, y')|_{y = y_1} = m_A^2 y_s e^{2A(y_1)} G_{A,M}(y_1, y') \quad (A.3)$$

One can now solve the EoM by dividing the $y$ space into three regions, as explained in Sec. 3.1. When doing that, we find a general solution identical to Eq. (3.8) which is subject to the same boundary and matching conditions as in Eq. (3.10), except for $\Delta(\partial_y G_{A,M})(y_1)$ which is given by Eq. (A.3). Finally, one finds that the Green’s function for massive gauge bosons is given by Eq. (3.13) with the replacements $\Phi(p) \rightarrow \Phi_M(p)$, $Z(y) \rightarrow Z_M(y)$ and $Q(y) \rightarrow Q_M(y)$, where the functions $\Phi_M(p)$, $Z_M(y)$ and $Q_M(y)$ are given by

$$\Phi_M(p) = Y_0(p/k) \cdot J_{M+}(p/\rho) - J_0(p/k) \cdot Y_{M+}(p/\rho),$$

$$\Psi_M(p) = Y_0(p/k) \cdot J_{M-}(p/\rho) - J_0(p/k) \cdot Y_{M-}(p/\rho),$$

$$Z_M(y) = J_{M+}(p/\rho) \cdot Y_1(e^{k y p/k}) - Y_{M+}(p/\rho) \cdot J_1(e^{k y p/k}),$$

$$Q_M(y) = -\frac{k}{\rho^2 k(y_s - y)} \left[\Phi_M(p) - (k(y_s - y))^\delta \Psi_M(p)\right], \quad (A.4)$$

$^{16}$In the following we will assume that $y' \neq y_1$, hence $\int_{y_1-\epsilon}^{y_1+\epsilon} dy \delta(y - y') = 0$ and the term in the right-hand side of Eq. (A.2) does not contribute to Eq. (A.3). Then, the Green’s functions involving the IR brane are computed as $G_{A,M}(y_1, y) = \lim_{y' \rightarrow y_1} G_{A,M}(y, y')$. Alternatively we could directly compute the Green’s function $G_{A,M}(y, y_1)$ by considering a jump at $y = y_1$ given by

$$\Delta(\partial_y G_{A,M})(y, y_1)|_{y = y_1} = m_A^2 y_s e^{2A(y_1)} G_{A,M}(y_1, y_1) + e^{2A(y_1)},$$

where the first and second term in the right-hand side correspond to the contribution of the terms $\propto \delta(y - y_1)$ and $\propto \delta(y - y')$ in Eq. (A.2), respectively. We have checked that both procedures lead to the same result.
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with
\[ J_{M\pm}(p/\rho) = \frac{2p}{\rho}J_0(p/\rho) + \Xi_A^\pm J_1(p/\rho), \quad Y_{M\pm}(p/\rho) = \frac{2p}{\rho}Y_0(p/\rho) + \Xi_A^\pm Y_1(p/\rho), \]  \hspace{1cm} (A.5)
and we have used the notation
\[ \Xi_A^\pm = \Delta_A^\pm + 2ky_s \cdot (m_A/\rho)^2. \]  \hspace{1cm} (A.6)

The approximate expressions of \( \Phi_M(p) \) and \( \Psi_M(p) \) for \( p \ll k \) turn out to be
\[ \Phi_M(p) = \mathcal{K}J_{M+}(p/\rho) - Y_{M+}(p/\rho), \quad \Psi_M(p) = \mathcal{K}J_{M-}(p/\rho) - Y_{M-}(p/\rho). \]  \hspace{1cm} (A.7)

In the limit \( y \to y_0 \) one finds the same expression as Eq. (3.18) with the replacements for \( \Phi \) and \( \mathcal{Z} \) mentioned above. As it is obvious from Eq. (A.6), the present Green’s function tends to the result for massless gauge bosons given by Eq. (3.13), when considering the limit \( m_A \to 0 \) (\( \Xi_A^\pm \to \Delta_A^\pm \)). As in the massless case, the Green’s function for massive gauge bosons fulfills the property \( G_{A,M}(y,y';p) = G_{A,M}(y';y,p) \).

The analytical expressions for the brane-to-brane Green’s functions are, respectively,
\[ G_{A,M}^{-1}(y_0, y_0; p) = \frac{\rho \Phi_M(p)}{\mathcal{Z}_M(y_0)} \sim -\frac{\pi}{2k} \cdot \frac{\Phi_M(p)}{J_{M+}(p)}, \]  \hspace{1cm} (A.8)
\[ G_{A,M}^{-1}(y_0, y_1; p) = -\frac{\pi}{4k} \rho \Phi_M(p), \]  \hspace{1cm} (A.9)
\[ G_{A,M}^{-1}(y_1, y_1; p) = -\frac{\rho^2}{2k} \cdot \frac{\Phi_M(p)}{\mathcal{P}(y_1)} \sim -\frac{\rho^2}{2k} \cdot \frac{\Phi_M(p)}{\mathcal{K} \cdot J_1 \left( \frac{p}{\rho} \right) - Y_1 \left( \frac{p}{\rho} \right)}, \]  \hspace{1cm} (A.10)

where in the second equality of Eqs. (A.8) and (A.10) we have assumed \( p \ll k \), and in the limit \( p, m_A \ll \rho \) they are
\[ G_{A,M}^{-1}(y_0, y_0; p) \approx -\left[ 1 + \frac{1}{2} \left( \frac{m_A}{\rho} \right)^2 \right]^{-1} \frac{\rho^2}{k} \]  \hspace{1cm} (A.11)
\[ + \left[ 1 - 3 \left( \frac{m_A}{\rho} \right)^2 \right] y_s p^2 + \mathcal{O} \left( (m_A/\rho)^4, (p/\rho)^4 \right), \]
\[ G_{A,M}^{-1}(y_0, y_1; p) \approx -y_s m_A^2 \]  \hspace{1cm} (A.12)
\[ + \left[ 1 + \frac{1}{2} \left( -\frac{3}{2} + k y_s \right) \left( m_A/\rho \right)^2 \right] y_s p^2 + \mathcal{O} \left( (m_A/\rho)^4, (p/\rho)^4 \right), \]
\[ G_{A,M}^{-1}(y_1, y_1; p) \approx -y_s m_A^2 + y_s p^2 + \mathcal{O} \left( (m_A/\rho)^4, (p/\rho)^4 \right). \]  \hspace{1cm} (A.13)
These functions have poles at
\[ p^2 \bigg|_{(y_0, y_0)} \simeq m_A^2 \left[ 1 + \frac{3 - k y_s}{2 p^2} \right] + \mathcal{O} \left( \frac{m_A}{\rho} \right)^4 \], \hspace{1cm} (A.14)
\[ p^2 \bigg|_{(y_0, y_1)} \simeq m_A^2 \left[ 1 + \left( \frac{3}{2} - k y_s \right) \frac{m_A^2}{2 p^2} + \mathcal{O} \left( \frac{m_A}{\rho} \right)^4 \right] \], \hspace{1cm} (A.15)
\[ p^2 \bigg|_{(y_1, y_1)} \simeq m_A^2 \left[ 1 + \mathcal{O} \left( \frac{m_A}{\rho} \right)^4 \right] . \hspace{1cm} (A.16)\]

We show in Fig. 13 the inverse Green’s functions \( G^{-1}_{A,M}(y_0, y_0; p) \), \( G^{-1}_{A,M}(y_0, y_1; p) \) and \( G^{-1}_{A,M}(y_1, y_1; p) \) as functions of \( p \), for \( \rho = 1 \) GeV (left panel), \( \rho = 4 \) GeV (right panel) and \( m_A = m_Z \). The position of the zero in these panels corresponds to the pole in \( G_A(y_\alpha, y_\alpha; p) \). Notice that the Green’s functions are real in the range of momenta \( 0 \leq p < m_q \) (except for a Dirac delta behavior at \( p \simeq m_A \) as we will see below). We have normalized the plots by the values of the Green’s functions at \( p = 0 \), i.e.
\[ G^0_{A,M} = \lim_{p \to 0} G_{A,M}(y, y'; p) \simeq -\frac{1}{y_s m_A^2} . \hspace{1cm} (A.17)\]

The asymptotic behaviors for the inverse Green’s functions with time-like momenta \( p^2 > 0 \), \( p \gg \rho \), and with space-like momenta \( p^2 < 0 \), \( |p| \gg \rho \), are given, respectively, by Eqs. (3.35)-(3.37) and (3.38)-(3.40).

In order to study the poles in the (second Riemann sheet of the) complex \( s \) plane of the Green’s functions, we display in Fig. 14 a contour plot of \( \log_{10} |\Phi_M(p)| \), where
the structure of zeros of this function, corresponding to resonances, can be seen. The lightest resonances appear at

\[
(M/\rho, \Gamma/M)_{\rho=1\,\text{TeV}} = (2.55, 1.44), (5.91, 0.670), (9.14, 0.467), (12.34, 0.366), (15.52, 0.304), \cdots, \quad (A.18)
\]

\[
(M/\rho, \Gamma/M)_{\rho=4\,\text{TeV}} = (2.35, 2.86), (5.87, 1.10), (9.14, 0.744), (12.35, 0.574), (15.54, 0.472), \cdots. \quad (A.19)
\]

As it can be seen in Fig. 14, and from a comparison with Eq. (3.43), the effect of the mass for the zero modes of the gauge bosons is to reduce the width of the resonances,
but the masses of the resonances are not much affected. We display in Fig. 15 the dependence of the ratios $M/\rho$ (left panel) and $\Gamma/M$ (right panel) with the gauge boson mass for the three lightest resonances. Notice that for $\rho = 1$ TeV the physical values for the $Z$ and $W$ masses correspond to $m_A/\rho \simeq 0.1$, and this leads to a reduction of the widths of the resonances by a factor $\sim 0.6$. A physical interpretation consistent with this property is that the KK modes are quasi bound states with a finite probability to tunnel to the continuum region $z > z_1$. As the brane mass of Eq. (A.1) is taken larger, it tends to produce almost Dirichlet boundary conditions at the IR brane and the KK resonances become more stable, i.e. their widths tend to zero.\footnote{We thank the (anonymous) referee for a useful comment on this issue.}

We can study analytically the zeros of $\Phi_M(p)$ following the procedure of Sec. 3.3. The expansion of the function $\Phi_M(p)$ at large momentum $\rho \ll |p|$ ($|p| \ll k$) and...
1 \ll ky_s(m_A/\rho)^2 \cdot |p|/\rho \ll |p|^2/\rho^2\) leads to \(^{18}

\[
\Phi_M(p) \overset{\rho \ll |p|}{\approx} 2 \sqrt{\frac{2}{\pi^3}} e^{-i(p/\rho - \pi/4)} \left[ ky_s(m_A/\rho)^2 e^{i2p/\rho} - 2\frac{p}{\rho}\right] \times \\
\times \log \left( \frac{p}{k} \right) \left( \frac{p}{p} \right)^{1/2}, \quad \text{Im} \left( (p/\rho)^2 \right) < 0. \tag{A.21}
\]

Then, the zeros of \(\Phi_M(p)\) correspond to the solutions of the equation

\[
ky_s(m_A/\rho)^2 e^{i2p/\rho} = 2\frac{p}{\rho}, \tag{A.22}
\]

which turn out to be

\[
\left( \frac{p}{\rho} \right)^2 = -\frac{1}{4} W_n \left[ -iky_s(m_A/\rho)^2 \right]^2, \quad n = -1, -2, \ldots. \tag{A.23}
\]

We display in Fig. 14 as cyan dots the results of Eq. (A.23) with \(m_A = m_Z\) and \(\rho = 1\) TeV. The relative error of Eq. (A.23) with respect to the true zeros of \(\Phi_M(p)\) decreases with \(M/\rho\), and it is \(\lesssim 0.5\%\) except for the lightest resonance which is \(\sim 4\%\). The error of the approximate formula (A.23) increases when \(m_A/\rho\) decreases as in this case the approximation \(1 \ll ky_s(m_A/\rho)^2 \cdot |p|/\rho\) is no longer valid. In this regime of very small gauge boson masses the formula of Eq. (3.46) is a much better approximation.

Let us notice that the Green’s function for massive gauge bosons can be split also into unparticle and resonant contributions, as for the massless case in Eq. (3.65). The unparticle contribution for massive gauge bosons turns out to be identical as for massless gauge bosons, and it is given by Eq. (3.66).

Finally, we show in Fig. 16 the brane-to-brane spectral functions \(\rho_{\alpha,\mu}(y_\alpha, y_\beta; p)\) as functions of \(p\), for \(\rho = 1\) TeV and \(\rho = 4\) TeV. The prefactors, defined in Eq. (3.31), make them approximately invariant under shifts of \(ky_s\). In contrast to the results obtained in Sec. 3.4 for massless gauge bosons, where it appears a Dirac delta behavior at \(p = 0\), in the massive case this behavior is found at \(p \approx m_A\). In all the cases the continuum spectrum starts at \(p = 0.5\) TeV (2 TeV) for \(\rho = 1\) TeV (4 TeV).

\(^{18}\)The large momentum expansion of the function \(\Phi_M(p)\) is

\[
\Phi_M(p) \overset{\rho \ll |p|}{\propto} e^{i2p/\rho} \left( 1 + 4iky_s(m_A/\rho)^2 \cdot p/\rho \right) + 4p/\rho \left( -2p/\rho + ky_s(m_A/\rho)^2 \right), \tag{A.20}
\]

for \(\text{Im} \left( (p/\rho)^2 \right) < 0\), so that one can see that in the limit \(m_A/\rho \to 0\) the massless case formula of Eq. (3.44) is recovered. However, the zeros of this formula do not admit a direct analytical expression unless some of the terms are neglected. This is why in getting Eq. (A.21) we have assumed \(ky_s(m_A/\rho)^2 \ll |p|/\rho\) and \(1 \ll ky_s(m_A/\rho)^2 \cdot |p|/\rho\), so that two of the terms in Eq. (A.20) have been neglected. The disadvantage of this approximation is that the massless limit can no longer be recovered.
Figure 16: Rescaled spectral functions \( F_{00} \cdot \rho_{A,M}(y_0,y_0;p) \) (left panel), \( F_{01} \cdot \rho_{A,M}(y_0,y_1;p) \) (middle panel) and \( F_{11} \cdot \rho_{A,M}(y_1,y_1;p) \) (right panel) for \( A = Z, m_Z = 0.091 \) TeV. We display the results for \( \rho = 1 \) TeV (solid blue lines) and \( \rho = 4 \) TeV (dashed red lines). We have used \( A_1 = 35 \) in all panels and assume time-like momenta \( p^2 > 0 \).

We can study as well the positivity of the spectral operator \( \hat{\rho}_{A,M} \). The procedure is similar to the one presented in Sec. 3.4 and the eigenvalue \( \lambda_M(p) \) is given by

\[
\lambda_M(s) = \delta(s - m_A^2) + \left[ -\frac{\log \bar{\epsilon}}{2\pi \rho} \lambda_{\text{un}}(s) + \mathcal{O}(\bar{\epsilon}^0) \right] \Theta(s - m^2_A), \quad \lambda_{\text{un}}(s) = (s - m_{g}^2)^{-1/2}.
\]

(A.24)

reflecting the existence of the isolated zero mode with squared mass \( m_A^2 \ll m_g^2 \).
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