Quantum state driving: measurements versus pulses
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The quantum Zeno effect is well-known for fixing a system to an eigenstate by frequent measurements. It is also known that applying frequent unitary pulses induces a Zeno subspace that can also pin the system to an eigenspace. Both approaches have been studied as means to maintain a system in a certain subspace. Extending the two concepts, we consider making the measurements/pulses dynamical so that the state can move with the motion of the measurement axis/pulse basis. We show that the system stays in the dynamical eigenbasis when the measurements/pulses are slowly changing. Explicit bounds for the apply rate that guarantees a success probability are provided. In addition, both methods are inherently resilient against non-Markovian noise. Finally, we discuss the similarities and differences between the two methods and their connection to adiabatic quantum computation.

I. INTRODUCTION

Frequent measurements can fix a state to an eigenstate of the measurement observable. It is known as the quantum Zeno effect (QZE) [1, 2]. It is often considered an approach of error prevention or suppression for quantum systems [3–5]. A closely related idea that uses frequent strong unitary pulses to average out unwanted noise has been well developed in the area of dynamical decoupling (DD) [6–8]. Similar to measurements, applying frequent pulses can also create a stabilization for a quantum system. This connection to the QZE is well illustrated in [9], where it shows the frequent pulses induce a Zeno subspace which eliminates transitions to other subspaces and provides a freezing effect similar to the QZE.

Since frequent measurements pin a state to the measurement basis, one can expect that if the measurement is slowly changing, the state can be steered with it. An experiment of this effect can be found in [10], where the authors considered a circuit-QED setting that demonstrates a steering of a superconducting qubit by dynamically changing the measurement operator in a rate slower than the measurement-induced dephasing rate. This has also been analyzed theoretically [11–13]. In particular, [11] has shown that a state continuously measured with a time-dependent projector remains in the projected space at all times in the limit of infinite measurement rate.

However, a quantitative bound for the required measurement rate that guarantees a given success probability, in a generic setting, is lacking. On the other hand, frequent unitary pulses induce a Zeno subspace in the unitary’s spectrum. If the pulses are slowly changing, the induced subspace will also be time-varying, which drives the system in a similar manner as a slowly changing measurement does. This type of quantum state manipulation via dynamical pulses has not been fully explored and is the other main topic in this paper.

We first present the measurement control method with Theorem 1 that explains the setting and result. In contrast to existing works, which often consider only the infinite measurement rate or relatively specific systems, Theorem 1 provides an exact bound for the success probability for an arbitrary system that is subjected to an external noise. In particular, we show how high the measurement rate should be to achieve a desired success probability. Following the Zeno steering approach, we demonstrate that the same quantum state driving can also be accomplished by frequent pulses. The result is based on the effect of a fast phase averaging over a function, which can be realized as an extension of the mean ergodic theorem. The mathematical details are provided in Supplemental Material. We found that the required pulse rate is in general higher than the required measurement rate for the same accuracy, although pulses are often considered a less expensive operation than measurements. We discuss the similarities and differences between the two and argue that both can be realized as an adiabatic quantum computing task [17].

II. ZENO STEERING

The essence of the quantum Zeno effect can be seen from a simple two-level example. Suppose a state, initially in |0⟩, evolves according to \( \exp(-iH\tau) \) with some Hamiltonian and is measured in the \( \{|0⟩, |1⟩\} \) basis for every interval \( \tau/N \). For each measurement, the probability of getting the outcome |0⟩ given the state was in |0⟩ is \( |\langle 0 | \exp(-iH\tau/N) | 0 \rangle |^2 = 1 - O(\tau^2/N^2) \), implying the probability that the state never left |0⟩ is \( 1 - O(\tau^2/N) \), after \( N \) measurements over the interval \( \tau \). If \( N \) is large enough, the state can be fixed at |0⟩ with a probability arbitrarily close to 1. Moreover, this holds true for more general cases where the Hamiltonian jointly acts on the system with its environment. In these cases, the frequent measurements are often considered an error-suppression technique that aims to preserve the system from external disturbance.
Instead of using Zeno effect to keep the state from evolving, we consider time-dependent frequent measurements that drive the state along the measurement axis. Suppose a system $S$ is frequently measured by a sequence of $N$ measurements with projectors $\{\Pi_0, \Pi_1, \ldots\}$, where each measurement axis is slightly rotated from the previous one, i.e., $\Pi_{j+1} = e^{iK_j dt} \Pi_j e^{-iK_j dt}$ with some generator $K_j$. If the system is initially in the projected space of $\Pi_0$, it becomes in the projected space of $\Pi_N$, in the large $N$ limit. A stronger result also holds: the probability that the system always stays in the $\Pi_j$ space approaches 1. If the system is subjected to an interaction with an environment $B$ while being frequently measured, the probability of the system being in the final projected space $\Pi_N$ can still approach 1. The following theorem summarizes these results.

**Theorem 1.** Suppose a system with Hilbert space $\mathcal{H}_S$ is interacting with an environment with Hilbert space $\mathcal{H}_B$ via a joint Hamiltonian $H_{SB} \in \mathcal{B}(\mathcal{H}_S \otimes \mathcal{H}_B)$. Suppose we perform a sequence of $N$ projective measurements $\{\Pi_j, \Pi_{j+1}\}_{j=1}^N$ on the system with intervals $\tau/N$, where $\Pi_j = \Pi_j \otimes I_B$ are some projectors acting only on the system. The projector at the $(j + 1)$th step is related to the projector at the $j$th step by

$$
\Pi_{j+1} = e^{iK_j \frac{\tau}{N}} \Pi_j e^{-iK_j \frac{\tau}{N}}
$$

with some Hermitian operators $K_j = K_j \otimes I_B$ that rotate the measurement axis. The sequence of measurements is done over a duration $\tau$. If the joint system $\rho \in \mathcal{B}(\mathcal{H}_S \otimes \mathcal{H}_B)$ is initially

$$
\rho(0) = \Pi_0 \rho(0) \Pi_0,
$$

then the probability that the final state $\rho(\tau)$ is in the projected space of $\Pi_N$ after $N$ measurements is

$$
P(\rho(\tau) = \Pi_N \rho(\tau) \Pi_N) \geq 1 - \epsilon e^\epsilon,
$$

where

$$
\epsilon = \frac{4(K + \|H_{SB}\|_\infty) \tau^2}{N} e^{2(K + \|H_{SB}\|_\infty)\tau/N}
$$

and $K \equiv \max_{j} \{\|K_j\|_\infty\}$ and $\|\cdot\|_\infty$ being the Schatten infinity norm.

This result partly resembles the Zeno effect in that Hamiltonian dynamics only affects probabilities in the second order of duration $dt$ ($= \tau/N$). In addition, the rotating measurement axis effectively produces another sequence of Hamiltonian driven evolutions for the state. After $N$ measurements, the probability that the system never jumped to an orthogonal part is a product of conditional probabilities that each is $1 - \mathcal{O}(dt^2)$. Therefore, the probability of this event happening is $1 - \mathcal{O}(\tau^2/N)$, which approaches 1 at large $N$. The exact bound for this success probability requires more careful evaluations and is provided in Supplemental Material. Although the bound holds for any set of parameters, it becomes meaningful only if $\epsilon$ is sufficiently small. One can see that when $\epsilon > 0.57$ the bound becomes negative and no longer provides any useful information about the success probability. In this regime, it is also possible to experience the anti-Zeno effect \cite{15, 22}, which states that a moderately small measurement rate can actually increase the decay rate.

Note that the $H_{SB}$ can in general contain the environment’s internal Hamiltonian $H_B$. However, it is intuitive that $H_B$ should not affect the success probability since $H_B$ commutes with the measurements and $K_j$. Therefore, we have

**Corollary 1.** Follow from Theorem 1 if $H_{SB}$ has components acting purely on the environment $B$, the success probability is independent of those terms, i.e.,

$$
P(\rho(\tau) = \Pi_N \rho(\tau) \Pi_N) \geq 1 - \epsilon e^\epsilon,
$$

where

$$
\epsilon = \frac{4(K + \|H_{SB}\|_\infty) \tau^2}{N} e^{2(K + \|H_{SB}\|_\infty)\tau/N},
$$

$H_{SB}B = H_{SB} - H_B$, and $H_B$ has support only on $B$.

Proof. First note that $[H_B, K_j] = [H_B, \Pi_j] = 0$ for all $j$. This implies $L^n_{SB} L^n_j \Pi_j = L^n_{SB} \Pi_j L^n_j$, which leads to the result.

Theorem 1 can represent a control protocol that aims to steer the system to a final target space in $\Pi_N$. During the steering process, the system is affected by its environment with an interaction Hamiltonian $H_{SB}$. The measurement rate is identified as $\lambda = N/\tau$ and

$$
\epsilon = 4(K + \|H_{SB}\|_\infty)\tau K + \|H_{SB}\|_\infty e^{2K + \|H_{SB}\|_\infty} \frac{\lambda}{\lambda}. \tag{7}
$$

The successful steering probability is at least $1 - \epsilon e^\epsilon$. When the measurement rate is large enough, i.e., $\lambda \gg K + \|H_{SB}\|_\infty$, the success probability is $1 - \mathcal{O}(K + \|H_{SB}\|_\infty/\lambda)$. One can realize $K$ as the steering rate of the control protocol, i.e., $K \sim \|\Pi\|_\infty$, where $\|\Pi\|_\infty$ represents the rate at which the measurement axis changes with time. More specifically, in the continuum, we have

$$
\Pi(t + dt) = e^{iK(t + dt)} \Pi(t) e^{-iK(t) dt}
$$

$$
\Rightarrow \|\Pi(t + dt)\|_\infty \sim \|K(t)\|_\infty. \tag{8}
$$

$\|H_{SB}\|_\infty$ represents the strength of the noise from the interaction between the system and the bath. Corollary 1 shows that $H_{SB}$ excludes the environment’s internal Hamiltonian (but can include $H_S$ in general). One can also evaluate the measurement rate that guarantees a required success probability $1 - \delta$, i.e., the measurement rate achieving a required success probability $1 - \delta$ is

$$
\lambda \geq \frac{2(K + \|H_{SB}\|_\infty)}{W(\delta)/\left(2(K + \|H_{SB}\|_\infty)\tau\right)}, \tag{9}
$$
where \( W(\cdot) \) is the Lambert \( W \) function, which is a monotonically increasing function in the \( \mathbb{R}^+ \) domain \cite{23} and \( W(x) \to x \) when \( x \to 0 \) and \( W(x) \to \log x \) when \( x \to \infty \).

The original Zeno effect is recovered by making \( K_j = 0 \) for all \( j \), where the system “remains” in the projected space \( \Pi_0 (= \Pi_N) \).

III. PULSE STEERING

It is shown in \cite{11, 24} that applying frequent unitary pulses induces a Zeno subspace with respect to the unitary’s spectrum. In light of this, we consider applying frequent unitary pulses in place of measurements. In particular, we examine whether the steering can be achieved with a weaker operation, i.e., using pulses rather than measurements. We show that the steering can still be achieved up to an arbitrary accuracy with a high enough pulse rate. To gain intuition behind the pulse control method, we first look at the cases where the pulse is changing according to a time-independent generator without any external noise affecting the state. And we extend the result to the most general cases where the pulse is changing according to a time-dependent generator and state is also subjected to an external noise while being steered.

**Time-independent generator.**— To gain intuition of this mechanism, we first consider the special cases where the generator of pulse’s rotation is time-independent. Suppose the system is applied with a sequence of time-varying unitary pulses between intervals \( dt = \tau / N \), i.e., the first pulse is \( U_1 = e^{iKdt} U e^{-iKdt} \), and the second is \( U_2 = e^{iKdt} U_1 e^{-iKdt} \), etc., where \( K \) is a Hermitian operator that generates the rotations of the pulses. The initial unitary \( U \) has a spectral decomposition \( \sum_{\mu} e^{-i\phi_{\mu}} \Pi_{\mu} \).

After applying \( N \) pulses, the system becomes

\[
|\psi(N dt)\rangle = U_N \cdots U_1 |\psi(0)\rangle = e^{iKN_{dt}} U e^{-iK(N-1)dt} \cdots e^{-iKdt} U_N |\psi(0)\rangle
\]

\[
= e^{iKN dt} \left( U e^{-iKdt} \right)^{N-1} |\psi(0)\rangle
\]

\( \text{(10)} \)

It is shown (e.g., Thm. 1 in \cite{23}) that in the limit of \( N \to \infty \),

\[
(U e^{-iKdt})^{N-1} \to U^N e^{-i \sum_{\nu} \Pi_{\nu} K_{\nu} \tau} = U_Z,
\]

\( \text{(11)} \)

where the subscript \( Z \) indicates the \( U \) induced Zeno subspace. This result is closely related to the Mean Ergodic Theorem \cite{24, 26}, which says that averaging over all powers of a unitary will eliminate all the subspaces except the one with eigenvalue 1.

Suppose the initial state \( |\psi(0)\rangle \) is in the projected space of \( \Pi_\nu \), i.e., \( \langle \psi(0)| \Pi_\nu |\psi(0)\rangle = 1 \). Using Eq. (10) and (11), we see that after \( N \) pulses, the “weight” in the rotated projected space \( \Pi_{\nu, N} \) is

\[
\langle \psi(N dt)| \Pi_{\nu, N} |\psi(N dt)\rangle = \langle \psi(N dt)| e^{iK_{\nu} N dt} \Pi_\nu e^{-iK_{\nu} N dt} |\psi(N dt)\rangle
\]

\[
= \langle \psi(0)| U_Z^* \Pi_\nu U_Z |\psi(0)\rangle = \langle \psi(0)\rangle |\Pi_\nu \rangle |\psi(0)\rangle = 1.
\]

\( \text{(12)} \)

This indicates the state is moved to \( \Pi_{\nu}(\tau) = \Pi_{\nu, N} \) projected space after the sequence of pulses, i.e., the state initially in \( \Pi_\nu \) is dragged to the projected space \( \Pi_{\nu}(\tau) \) as the pulse evolves to \( U_N = U(\tau) = \sum_{\mu} e^{-i\phi_{\mu}} \Pi_{\mu}(\tau) \).

A. Time-dependent generator and noise

Now we consider applying a sequence of time-varying pulses where the changes are generated by a time-dependent generator \( K(t) \). In addition, we assume the state is also affected by an external noise \( H_{SB} \) while we apply the pulses. Suppose the initial unitary \( U \) has a spectral decomposition \( \sum_{\mu} e^{-i\phi_{\mu}} \Pi_{\mu} \). The first pulse is \( U_1 = e^{iK(0) dt} U e^{-iK(0) dt} \), and the second is \( U_2 = e^{iK(dt) dt} U_1 e^{-iK(dt) dt} \), etc., where \( K(t) \) is a Hermitian operator that generates the rotations of the pulses and is analytic in its real an imaginary part. We denote the state \( |\psi\rangle \) the joint state vector that includes the system \( S \) and its environment \( B \). The pulses \( U \) and generator \( K \) only act on \( S \), and \( H_{SB} \) acts on both \( S \) and \( B \).

After \( N \) applications of the pulses, the state becomes

\[
|\psi(N dt)\rangle = U_N e^{-iH_{SB} dt} \cdots U_1 e^{-iH_{SB} dt} |\psi(0)\rangle
\]

\[
= \prod_{\ell=0}^{N-1} e^{iK(\ell dt) dt} U e^{-iH_{SB} dt} |\psi(0)\rangle
\]

\( \text{(13)} \)

where \( K(\ell dt) \) is a Hermitian operator satisfying

\[
e^{-iK(\ell dt) dt} = \prod_{\ell' = 0}^{\ell-1} e^{iK(\ell' dt) dt} e^{-iH_{SB} dt} \prod_{\ell' = 0}^{\ell-1} e^{iK(\ell' dt) dt}.
\]

\( \text{(14)} \)

The product \( \prod \) assumes a descending order in time. Note that \( K(t) \) is another time-dependent Hermitian operator, which in general does not commute with itself at different times. Its analyticity in time is inherited from the exponential products of \( K(t) \). Notice the difference between Eq. (10) and (13). In particular, for a time-independent generator we have Eq. (11), which is a consequence of Mean Ergodic Theorem, while in the time-dependent case we have

\[
\prod_{\ell=0}^{N-1} U e^{-iK(\ell dt) dt} \to U^N T e^{-i \sum_{\nu} \Pi_{\nu} \bar{K}(s) ds} = U_Z \to \infty
\]

\( \text{(15)} \)

in the large \( N \) limit. \( T \) is a descending time-ordered operator. This is proved in Identity 1 in Supplemental
Material. It uses an extension of Mean Ergodic Theorem, i.e., \( \lim_{N \to \infty} (1/N) \sum_{\ell=0}^{N} f(\ell/N) e^{i\ell \theta} = 0 \) for any analytic function \( f \) (see Lemma 2 in S. M.). One can see that the resulting operator \( U_Z \) also has a Zeno subspace with respect to \( U \)'s spectrum. Again, suppose the state \( |\psi(0)\rangle \) was initially in the projected space of \( \Pi_\nu \) (i.e., \( \langle \psi(0)|\Pi_\nu|\psi(0)\rangle = 1 \)). After the sequence of \( N \) pulses the projected space is rotated to \( \Pi_\nu(\tau) \equiv \Pi_{\nu,N} = \left( \prod_{\ell=0}^{N-1} e^{iK(\ell dt)dt} \right) \Pi_\nu \left( \prod_{\ell=0}^{N-1} e^{iK(\ell dt)dt} \right) \). The state after \( N \) pulses becomes

\[
|\psi(N dt)\rangle \rightarrow \prod_{\ell=0}^{N-1} e^{iK(\ell dt)dt} U_Z |\psi(0)\rangle,
\]

and (recall \( \tau = N dt \)) the weight in the \( \Pi_\nu(\tau) \) space becomes

\[
\langle \psi(\tau)|\Pi_\nu(\tau)|\psi(\tau)\rangle \rightarrow \langle \psi(0)|U_Z^\dagger \Pi_\nu U_Z|\psi(0)\rangle = \langle \psi(0)|\Pi_\nu|\psi(0)\rangle = 1. \tag{17}
\]

This shows that the system \( S \), initially in the \( \Pi_\nu \) space, is moved to the \( \Pi_\nu(t) \) space after the operation. This provides a state manipulation method by using the concept of dynamical decoupling, but instead of aiming to decouple from environment, it uses time-varying pulses to steer the state to a desired space.

IV. DISCUSSION

We have shown that a target quantum state can be prepared via frequent measurements or pulses, even under the presence of noise. The measurement state preparation relies on the Zeno effect to pin the state onto the measurement axis and drag it while the measurement axis slowly changes. Similarly, frequent strong pulses induce a Zeno subspace that prohibits transitions to other subspaces. By slowly changing the state, the states stays in the time-changing subspace and evolves along the pulses to the target space. In the following, we discuss the similarities and differences between the two.

In general, applying measurements is considered a more expensive procedure compared to applying unitaries — one would need to know the measurement basis to perform a measurement but unitaries pulses can be carried out without the knowledge of the spectrum. This may make using measurements sounds impractical at first. However, we can consider a scenario that the initial measurement is in some known basis and the measurement evolves according to \( \Pi_i = i[K(t), \Pi_i] \), where \( \Pi_i \) are the projectors of the measurement and \( K(t) \) is some generator. Note that an operator \( \Pi \) satisfying \( \Pi = i[K(t), \Pi] \) evolves in the same way as in Theorem 1. Suppose \( \{\Pi_i(0)\} \) is some known measurement and the state is initially in the \( \Pi_i(0) \) space. We know that at time \( t \) the state will be in the \( \Pi_i(t) \) space even though we do not necessarily need to know \( \Pi_i(t) \). Similarly, in the unitary pulse setting, the pulse \( \hat{U} \) satisfies \( \hat{U} = i[K(t), \hat{U}] \).

A state initially in an eigenspace of \( U(0) \) will be in the corresponding eigenspace of \( U(t) \) at time \( t \). Again, we only know the initial pulse and how it evolves but we do not need to know explicitly what \( U(t) \) is. This is reminiscent of a quantum state satisfying a Schrödinger equation — we know the initial state and the Hamiltonian but we do not in general know what the state is at a particular time. This can have applications to quantum computing in a similar sense of adiabatic quantum computation (AQC) [17]. In AQC, we initially prepare a state in the ground state of an easy-to-prepare Hamiltonian, and the Hamiltonian is slowly changed to a target Hamiltonian that encodes the problem to be solved. If the rate of change is small enough, the state will be in the target ground state of the evolved Hamiltonian. In a similar sense, the slowly changing Hamiltonian is replaced with a slowly evolving measurement/pulse in the measurement/pulse steering scenario.

A more technical difference between the measurement and pulse steering is the rate at which we apply the measurements/pulses. To achieve a given accuracy (or success probability), the required pulse rate is in general higher than the required measurement rate. This is because measurements are intrinsically a stronger dephasing operation comparing to unitaries — each measurement completely eliminates the off-diagonal components while each unitary pulse does not. As a result, measurements provide a stronger fixing onto the basis. This difference is quantitatively reflected in the bounds of Theorem 1 and the proof of Identity 1. In the measurement setting, the success probability is lower bounded by a quantity that depends only on the operator norm of the generator and that of the noise term, as shown in Theorem 1. However, in the pulse setting, the success probability depends on not only the norms but also the number of different eigenvalues of the pulse (see proof of Identity 1), which can depend on the system size. Although measurements are more efficient in terms of the apply rate, they are sometimes considered more expensive to carry out in reality, comparing to pulses. Nevertheless, the best use case for both approaches will be casting to an adiabatic evolution of the operator, i.e., \( \hat{\Pi} = i[K(t), \hat{\Pi}] \) or \( \hat{U} = i[K(t), \hat{U}] \), where the initial operation is easy to perform and the evolution of the operation is known and controllable.

V. CONCLUSION

We have provided two methods to manipulate the evolution of a quantum state. The first method is by applying frequent measurements while slowly changing the measurement basis. The state will be fixed onto the basis and follow its movement. When the measurement rate is much larger than the rate at which the measurement axis changes and the norm of the noise, then the success probability approaches 1. A quantitative bound for the required measurement rate to achieve a success probabil-
ity is also provided. The second method is by applying frequent unitary pulses while the pulses are slowly changing. A state initially in an eigenspace of the initial pulse will be steered to the corresponding eigenspace of the final pulse. The weight in the correct final eigenspace approaches 1 as the pulse rate becomes much larger than the pulse change rate, the noise strength and the number of eigenvalues of the pulse. The measurement approach is an extension of quantum Zeno effect while the pulse method is a generalization of the idea of dynamical decoupling. We have also discussed the pros and cons between the two. In particular, the required measurement rate is less than the required pulse rate, but measurements can be harder to carry out comparing to pulses. Finally, we have shown that both methods can be mapped to a state preparation task in a similar sense of the adiabatic quantum computing. A nice bonus of them is that they can intrinsically suppress errors during the operations, in the same way as in the Zeno effect and dynamical decoupling.

Given the similar structure of adiabatic evolution and measurement/pulse driving, it would be interesting to explore a deeper connection between them and possibly discover a unified framework to describe these phenomena. On the more practical side, an immediate direction to pursue would be to verify the pulse steering method in experiment, for small systems, as the measurement steering method for a single qubit has been demonstrated in [10]. With the rapid development in the quantum computing sector, new platforms have been actively proposed and studied. The dynamical measurement/pulse protocols can provide new control capabilities for systems with continuously tunable measurements or pulses.
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Supplemental Material

PROOF OF THEOREM 1

Here, we provide a detailed proof for the Theorem 1 in the main context. We begin by evaluating the probability of success for the first step, and we bound the conditional probabilities between each step. By noticing that the final success probability is lowered bounded by the particular case where we got all outcomes $\Pi$, we obtain the bound given in Theorem 1.

The joint state $\rho$ is initially in the projected space of $\Pi_0$. For the first step, it evolves unitarily for a duration $\tau/N$ and is projectively measured with the measurement $\{\Pi_1, \Pi_1^\perp\}$. For simplicity, we denote $dt = \tau/N$. The probability of obtaining the outcome $\Pi_1$ from the first measurement is

$$P(\Pi_1) = \text{Tr} [\Pi_1 e^{L_{SB} dt} \rho(0) \Pi_1] = \text{Tr} [e^{-iK_0 dt} \Pi_0 e^{-iK_0 dt} e^{L_{SB} dt} \rho(0)] = \text{Tr} [\Pi_0 e^{L_0 dt} e^{L_{SB} dt} \rho(0)],$$

(18)

where $L_{SB}(\cdot) \equiv -i[H_{SB}, \cdot]$ and $L_j(\cdot) \equiv -iK_j, \cdot$ with $j = 0, \cdots, N - 1$. Expanding $P(\Pi_1)$ to the first order of $dt$, we observe

$$P(\Pi_1) = \text{Tr} [\Pi_0 \rho(0)] + \text{Tr} [\Pi_0 \mathcal{L}_0(\rho(0)) dt + \Pi_0 \mathcal{L}_{SB} \rho(0)] dt + O(dt^2)$$

$$= 1 - i \text{Tr} [\Pi_0 |K_0, \rho(0)| dt - i \text{Tr} [\Pi_0 |H_{SB}, \rho(0)|] dt + O(dt^2),$$

(19)

where $\Pi_0 \rho(0) \Pi_0 = \rho(0)$ and $\text{Tr}[A[B, C]] = -\text{Tr}[B[A, C]]$ are used. We see that the probability of $\rho$ being in the projected space of $\Pi_1$ after the first measurement is $1 - O(dt^2)$.

We can evaluate the probability of getting the outcome $\Pi_{j+1}$ given the previous outcome being $\Pi_j$ as,

$$P(\Pi_{j+1} | \Pi_j) = \text{Tr} [\Pi_{j+1} e^{L_{SB} dt} \rho(jdt) \Pi_{j+1}] = \text{Tr} [\Pi_j e^{L_j dt} e^{L_{SB} dt} \rho(jdt)]$$

$$= \text{Tr} \left[ \Pi_j e^{-iK_j dt} e^{-iH_{SB} dt} \rho(jdt) e^{iH_{SB} dt} e^{iK_j dt} \right]$$

$$= \text{Tr} \left[ \rho(jdt) e^{iH_{SB} dt} e^{iK_j dt} \Pi_j e^{-iK_j dt} e^{-iH_{SB} dt} \right]$$

$$= \text{Tr} \left[ \rho(jdt) e^{L_{SB} dt} e^{-L_j dt} \Pi_j \right]$$

$$= \text{Tr} [\rho(jdt)|K_j, \Pi_j|] dt + i \text{Tr} [\rho(jdt)|H_{SB}, \Pi_j|] dt + \text{Tr} \left[ \rho(jdt) \sum_{n+m \geq 2} \frac{(-L_{SB} dt)^m (-L_j dt)^n}{m! n!} \Pi_j \right]$$

$$\equiv 1 + R_2 = 1 - |R_2|,$$

(20)

where $\Pi_j \rho(jdt) \Pi_j = \rho(jdt)$ is used and we denote

$$R_2 \equiv \text{Tr} \left[ \rho(jdt) \sum_{n+m \geq 2} \frac{(-L_{SB} dt)^m (-L_j dt)^n}{m! n!} \Pi_j \right]$$

the remainder of the expansion starting from the second order of $dt$. Since probability is upper bounded by 1, it must be true that $R_2 \leq 0$. $|R_2|$ can be upper bounded by

$$|R_2| = \left| \text{Tr} \left[ \rho(jdt) \sum_{n+m \geq 2} \frac{(-L_{SB} dt)^m (-L_j dt)^n}{m! n!} \Pi_j \right] \right|$$

$$\leq \sum_{n+m \geq 2} \left| \text{Tr} \left[ \rho(jdt) \frac{(-L_{SB} dt)^m (-L_j dt)^n}{m! n!} \Pi_j \right] \right|$$

$$\leq \sum_{n+m \geq 2} (dt)^{n+m} \frac{(dt)^m}{m! n!} \|\rho(jdt)\|_1 \|L_{SB}^m L_j^n \Pi_j\|_\infty,$$

(21)

where $\|\cdot\|_1$ and $\|\cdot\|_\infty$ are the Schatten 1-norm and $\infty-$norm respectively and the property $|\text{Tr}[AB]| \leq \|A\|_1 \|B\|_\infty$ is used. The term $\|L_{SB}^m L_j^n \Pi_j\|_\infty$ can be bounded by

$$\|L_{SB}^m L_j^n \Pi_j\|_\infty \leq \|2H_{SB}\|_\infty \|2K_j\|_\infty \|\Pi_j\|_\infty \leq \|2H_{SB}\|_\infty^2 (2K)^n,$$

(22)
where \( \| \mathcal{L}(\cdot) \|_\infty = \| [H, \cdot] \|_\infty \leq 2 \| H \|_\infty \| \cdot \|_\infty \) is repeatedly used for \( \mathcal{L}_S^m \) and \( \mathcal{L}_j^n \), and \( K \equiv \max_j \| K_j \|_\infty \). The remainder becomes

\[
|R_2| \leq \sum_{n+m \geq 2}^{\infty} \frac{(dt)^{n+m}}{m!n!} \| 2H_{SB} \|_\infty^m (2K)^n
\]

\[
= e^{2(||H_{SB}||_\infty + K)dt} - 1 - 2(||H_{SB}||_\infty + K)dt
\]

\[
\leq 4(||H_{SB}||_\infty + K)^2 dt^2 e^{2(||H_{SB}||_\infty + K)dt} \equiv \frac{\epsilon}{N},
\]

where the final inequality follows from Taylor’s remainder theorem for exponential functions and we define

\[
\epsilon \equiv N4(||H_{SB}||_\infty + K)^2 dt^2 e^{2(||H_{SB}||_\infty + K)dt}.
\]

Therefore, we have

\[
P(\Pi_{j+1}\Pi_j) = 1 - |R_2| \geq 1 - \frac{\epsilon}{N}.
\]

We see that the probability of the state being in the space of \( \Pi_{j+1} \) given it was in the space of \( \Pi_j \) is at least \( \epsilon/N \) close to 1. Hence, the probability that we obtain the outcome \( \Pi_{N}, \Pi_{N-1}, \cdots, \Pi_1 \) for the \( N \) projective measurements is

\[
P(\text{getting } \Pi_j \text{ for every measurement } \{\Pi_j, \Pi_j^\perp\})
\]

\[
= P(\Pi_N|\Pi_{N-1})P(\Pi_{N-1}|\Pi_{N-2})\cdots P(\Pi_1)
\]

\[
\geq \left(1 - \frac{\epsilon}{N}\right)^N = \sum_{\ell=0}^{N} \binom{N}{\ell} \left(-\frac{\epsilon}{N}\right)^\ell
\]

\[
\geq 1 - \sum_{\ell=1}^{N} \binom{N}{\ell} \left(\frac{\epsilon}{N}\right)^\ell = 1 - \sum_{\ell=1}^{N} \frac{\epsilon^\ell}{\ell!} \frac{N}{N} \frac{N-1}{N} \cdots \frac{N-\ell+1}{N}
\]

\[
\geq 1 - \frac{\epsilon}{N} \sum_{\ell=0}^{N} \frac{\epsilon^\ell}{\ell!} \geq 1 + 1 - e^\epsilon
\]

\[
\geq 1 - e^\epsilon,
\]

where the Taylor’s remainder theorem for exponentials is used again for the final inequality. From this, we can conclude that the probability of the state being in the \( \Pi_N \) space is at least \( \epsilon e^\epsilon \) close to 1, i.e.,

\[
P(\rho(N dt) = \Pi_N|\rho(N dt)\Pi_N) \geq P(\Pi_N|\Pi_{N-1})P(\Pi_{N-1}|\Pi_{N-2})\cdots P(\Pi_1) \geq 1 - e^\epsilon.
\]

Replacing with \( dt = \tau/N \), we obtain

\[
P(\rho(\tau) = \Pi_N|\rho(\tau)\Pi_N) \geq 1 - e^\epsilon,
\]

where

\[
\epsilon = \frac{4(K + ||H_{SB}||_\infty)^2 \tau^2}{N} e^{2(K + ||H_{SB}||_\infty)\tau/N}.
\]
MATHEMATICAL DETAILS FOR THE PULSE STEERING

This section provides the mathematical background for the pulse steering method. The following two Lemmas generalize the fact that the sum of different powers of a phase is of order $O(1)$, i.e., it does not grow with the number of terms in the sum. Theorem 2 is the backbone for the pulse method result, and it generalizes Eq. (16) in [11] and Theorem 1 in [23] to time-dependent Hermitian operators.

**Lemma 1.** For any real number $\phi \not\equiv 0 \mod 2\pi$ and any positive integer $k$,

$$\lim_{N \to \infty} \left| \sum_{n=0}^{N-1} \left( \frac{n}{N} \right)^k e^{in\phi} \right| = \frac{1}{|1-e^{i\phi}|}.$$  

Proof. Let us define the finite sequence

$$S_N(\phi) \equiv \sum_{n=0}^{N-1} e^{in\phi} = \frac{1-e^{iN\phi}}{1-e^{i\phi}}.$$  

One can observe that

$$\sum_{n=0}^{N-1} \left( \frac{n}{N} \right)^k e^{in\phi} = \left( \frac{-i}{N} \right)^k \left( \frac{d}{d\phi} \right)^k S_N(\phi) = \left( \frac{-i}{N} \right)^k \left( \frac{d}{d\phi} \right)^k \frac{1-e^{iN\phi}}{1-e^{i\phi}}.$$  

As $N$ goes to infinity, we only have to keep track of the $N^k$ order terms since the lower order terms will vanish when multiplying the pre-factor $1/N^k$. One can see that the only term with $O(N^k)$ is the $d^k/d\phi^k$ acting on the phase, i.e.,

$$\left| \left( \frac{d}{d\phi} \right)^k \frac{1-e^{iN\phi}}{1-e^{i\phi}} \right| = \frac{1}{|1-e^{i\phi}|} N^k + O(N^{k-1}).$$

Combining with the pre-factor $1/N^k$ and taking the limit $N \to \infty$, we obtain the result claimed. \hfill \Box

This indicates that for any polynomial function $p_k(x)$ of order $k$, the infinite series is bounded, i.e.,

$$\left| \sum_{n=0}^{N-1} p_k(n/N) e^{in\phi} \right| < \infty \quad \text{as } N \to \infty.$$  

In addition, the coefficient is constant in $k$. Therefore, one can expect it works for any analytic function $f(x)$, i.e.,

$$\left| \sum_{n=0}^{N-1} f(n/N) e^{in\phi} \right| < \infty \quad \text{as } N \to \infty.$$  

Intuitively, this is true because of Lemma 1 and the fact that any analytic function allows a Taylor expansion from any point in its analytic region, i.e.,

$$f(x) = \sum_{k=0}^{\infty} \frac{f^{(k)}(0)}{k!} x^k.$$  

The quantity in question is

$$\lim_{N \to \infty} \lim_{K \to \infty} \left| \sum_{n=0}^{N-1} \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left( \frac{n}{N} \right)^k e^{in\phi} \right| \leq \lim_{K \to \infty} \lim_{N \to \infty} \sum_{k=0}^{K} \left| \frac{f^{(k)}(0)}{k!} \right| \sum_{n=0}^{N-1} \left( \frac{n}{N} \right)^k e^{in\phi}$$

$$= \frac{1}{|1-e^{i\phi}|} \sum_{k=0}^{\infty} \frac{|f^{(k)}(0)|}{k!} < C,$$  

where the first equality uses Lemma 1 and the analyticity of $f(x)$. A more formal statement is provided below.

**Lemma 2.** Let $f(x)$ be a real analytic function in $\mathbb{R}$ and $\phi \not\equiv 0 \mod 2\pi$. Then there exists a constant $C$ such that

$$\lim_{N \to \infty} \left| \sum_{n=0}^{N-1} f\left( \frac{n}{N} \right) e^{in\phi} \right| < C.$$  

In addition, any partial sum is also bounded by the same constant $C$, i.e.,

$$\lim_{N \to \infty} \left| \sum_{n=L}^{M} f\left( \frac{n}{N} \right) e^{in\phi} \right| < C,$$  

where $M > L$. 
Proof. From Taylor’s Theorem, we have for any \( x \) and any truncation order \( K \)

\[
f(x) = \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} x^k + \frac{f^{(K+1)}(x')}{(K+1)!} x^{K+1},
\]

where \( x' \in [0, x] \).

We first evaluate the full sum. The quantity in question is

\[
\sum_{n=0}^{N-1} f\left(\frac{n}{N}\right) e^{in\phi} \leq \sum_{n=0}^{N-1} \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{n}{N}\right)^k e^{in\phi} + \sum_{n=0}^{N-1} \frac{f^{(K+1)}(x'_n)}{(K+1)!} \left(\frac{n}{N}\right)^{K+1} e^{in\phi} \equiv S_1 + S_2,
\]

where \( x'_n \in [0, n/N] \). We first evaluate the first term \( S_1 \), i.e.,

\[
S_1 = \sum_{n=0}^{N-1} \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{n}{N}\right)^k e^{in\phi} \leq \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{1}{N}\right)^k \left(1 - \frac{e^{iN\phi}}{1 - e^{i\phi}}\right) \leq \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{1}{N}\right)^k \left(\frac{1}{1 - e^{i\phi}}\right) \left(1 - \frac{e^{iN\phi}}{1 - e^{i\phi}}\right) .
\]

The last norm is bounded by 2 (i.e., it is 1 for \( k - l \geq 1 \) and \( \leq 2 \) for \( k - l = 0 \)). The middle term with \( l \)th order derivative on \( 1/(1 - e^{i\phi}) \) can be evaluated by observing that there are \( 2^{l-1} \) terms, where each term is no larger than \( l!/(NC_\phi)^l \), where \( C_\phi = \min\{1, |1 - e^{i\phi}|\} \). Therefore, the middle term can be bounded by \( l!/(NC_\phi)^l / 2C_\phi \). Combining together, we get

\[
S_1 \leq \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{1}{N}\right)^k \left(1 - \frac{e^{iN\phi}}{1 - e^{i\phi}}\right) \leq \sum_{k=0}^{K} \frac{f^{(k)}(0)}{k!} \left(\frac{1}{N}\right)^k \left(1 - \frac{e^{iN\phi}}{1 - e^{i\phi}}\right) .
\]

where the final quantity converges as \( K \to \infty \) (because \( f(x) \) is analytic and its Taylor series converges absolutely).

The second term \( S_2 \) in (32) can be bounded as

\[
S_2 = \left| \sum_{n=0}^{N-1} \frac{f^{(K+1)}(x'_n)}{(K+1)!} \left(\frac{n}{N}\right)^{K+1} e^{in\phi} \right| \leq \left| \frac{f^{(K+1)}(x^*)}{(K+1)!} \right| \sum_{n=0}^{N-1} \left(\frac{n}{N}\right)^{K+1} N ,
\]

where \( x^* \) is such that \( |f^{(K+1)}(x^*)| = \max_{x \in [0,1]} |f^{(K+1)}(x)| \). Recall that whenever \( N \geq 4K/C_\phi \), \( S_1 \) is bounded as \( \leq (35) \). We set \( N = 4K/C_\phi \) and we have

\[
S_2 \leq \left| \frac{f^{(K+1)}(x^*)}{(K+1)!} \right| \frac{4K}{C_\phi} \leq \frac{4K}{(K+1)!} \left| \frac{f^{(K+1)}(x^*)}{(K+1)!} \right| \to 0 \quad \text{as} \quad K \to \infty ,
\]
where the last quantity is the \((K + 1)\)th term of the Taylor expansion of \(f(x^* + 2)\) from \(x^*\), which approaches 0 as \(K\) increases. Finally, since the inequality \((22)\) holds for any \(K\) and \(N\), we can set \(N = 4K/C_\phi\) and take \(K \to \infty\). Therefore, we obtain the result

\[
\lim_{N \to \infty} \left| \sum_{n=0}^{N-1} f \left( \frac{n}{N} \right) e^{in\phi} \right| \leq C.
\]

The partial sum can be evaluated in a similar manner to \((22)\), i.e.,

\[
\left| \sum_{n=L}^{M} f \left( \frac{n}{N} \right) e^{in\phi} \right| \leq \sum_{n=L}^{M} \sum_{k=0}^{K} \frac{f^{(k)}(x^*)}{k!} \left( \frac{n}{N} \right)^k e^{in\phi} \leq \sum_{n=L}^{M} \frac{f^{(K+1)}(x^*)}{(K+1)!} \left( \frac{n}{N} \right)^{K+1} e^{in\phi}
\]

\[
= S_1 + S_2.
\]

The first term is

\[
S_1 \leq \sum_{k=0}^{K} \frac{|f^{(k)}(0)|}{k!} \sum_{n=L}^{M} \left( \frac{n}{N} \right)^k e^{in\phi} = \sum_{k=0}^{K} \frac{|f^{(k)}(0)|}{k!} \left( \frac{1}{N^k} \right) \left( \frac{d}{d\phi} \right)^k e^{iL\Phi} \left( \frac{1 - e^{-i(M-L)\phi}}{1 - e^{-i\phi}} \right)
\]

\[
\leq \sum_{k=0}^{K} \frac{|f^{(k)}(0)|}{k!} \left( \frac{1}{N^k} \right) \left( \frac{d}{d\phi} \right)^k \left( \frac{1}{N^{k+1}} \right) \left( \frac{d}{d\phi} \right)^{k+1} \left( \frac{e^{iL\Phi} - e^{iM\Phi}}{e^{i\phi}} \right) \leq \left( \frac{M}{N} \right)^{k+1} \leq \left( \frac{4}{N} \right)^{k+1} \leq 2
\]

\[
\leq 2 \frac{2}{C_\phi} \sum_{k=0}^{K} \frac{|f^{(k)}(0)|}{k!} \to C \quad \text{as} \quad K \to \infty,
\]

where \((39)\) has the same bound as \((38)\). The second term is similarly to \((39)\) as

\[
S_2 = \sum_{n=L}^{M} \frac{f^{(K+1)}(x^*)}{(K+1)!} \left( \frac{n}{N} \right)^{K+1} e^{in\phi} \leq \left| \frac{f^{(K+1)}(x^*)}{(K+1)!} \right| (M-L),
\]

which approaches 0 as \(K \to \infty\) while \(N = 4K/C_\phi\). This completes the proof.

**Theorem 2.** For a time dependent Hermitian matrix \(H(t)\), where the real and imaginary parts of each element are analytic functions of \(t\), and a unitary matrix \(U\) with a spectral decomposition \(\sum_{\mu=1}^{m} e^{i\phi_{\mu}} P_{\mu}\), where \(e^{i\phi_{\mu}} \neq e^{i\phi_{\nu}}\) whenever \(\mu \neq \nu\) and \(P_{\mu}\) projectors,

\[
\left\| U^N \prod_{t=0}^{N-1} U e^{-iH(tt/N)dt/N} - \prod_{t=0}^{N-1} e^{-i\sum_{\mu=1}^{m} \phi_{\mu} P_{\mu} H \left( \frac{\pi}{N} \right) P_{\mu}} \right\| = O \left( \frac{1}{N} \right),
\]

or equivalently

\[
\lim_{N \to \infty} U^N \prod_{t=0}^{N-1} U e^{-iH(tt/N)dt/N} = T e^{-i\int_{0}^{N} P_{\mu} H(s) P_{\mu} ds},
\]

where \(T\) is the descending time ordering operator.

**Proof.** First we rewrite the product as

\[
U^N \prod_{t=0}^{N-1} U e^{-iH(tt/N)dt/N}
\]

\[
= U^N e^{-iH((N-1)t/N)dt/N} U^{N-1} U^N e^{-iH((N-2)t/N)dt/N} U^{N-2} \ldots U^1 e^{-iH(0)dt/N} U e^{-iH(0)t/N}
\]

\[
= e^{-iH_N t/N} e^{-iH_{N-2} t/N} \ldots e^{-iH_0 t/N} = \prod_{t \in 0}^{N-1} e^{-iHt/N},
\]

\[(43)\]
where

\[ H_\ell \equiv U^\dagger H(t/N)U^\ell. \]

The product of exponentials can be Taylor expanded and compared at the same order of \( t/N \), i.e.,

\[
\prod_{\ell=0}^{N-1} e^{-iH_\ell t/N} = \sum_{k_0, \ldots, k_{N-1}=0}^{\infty} \left( \frac{-it}{N} \right)^{k_{N-1}} \ldots \left( \frac{-it}{N} \right)^{k_0} \frac{H_{k_{N-1}}^{k_{N-1}} \ldots H_0^{k_0}}{k_0! \ldots k_{N-1}!}.
\]

\[ = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{-it}{N} \right)^k \sum_{k_0+\cdots+k_{N-1}=k} \frac{k!}{k_0! \ldots k_{N-1}!} \frac{H_{k_{N-1}}^{k_{N-1}} \ldots H_0^{k_0}}{k_0! \ldots k_{N-1}!} = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{-it}{N} \right)^k \left( \sum_{\ell=0}^{N-1} H_\ell \right)^k.
\]

\[ = I + \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{-it}{N} \right)^k \sum_{\ell_1, \ldots, \ell_k = 0}^{N-1} \sum_{\mu, \ldots, \mu_k \in \sigma} T(P_{\mu_0} \ldots P_{\mu_k} H_{\ell_1} \ldots H_{\ell_k} P_{\mu_k}) \quad (44)\]

where \( T \) is the descending ordering operator, i.e., \( T(H_{j_1} \ldots H_{j_k}) = H_{r_1} \ldots H_{r_k} \) with \( r_1 \geq \cdots \geq r_k \) and \( \{ r_q \}_{q=1}^{k} = \{ j_q \}_{q=1}^{k} \), and \( 44 \) is from the multinomial theorem. Recall that the spectral decomposition of \( U \) is \( \sum_{\mu=1}^{m} e^{i\phi_\mu} P_\mu \). Now we insert the spectral projectors \( P_\mu \) and separate \( 44 \) into two sums, i.e.,

\[
\prod_{\ell=0}^{N-1} e^{-iH_\ell t/N} = I + \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{-it}{N} \right)^k \sum_{\ell_1, \ldots, \ell_k = 0}^{N-1} \sum_{\mu, \ldots, \mu_k \in \sigma} T(P_{\mu_0} \ldots P_{\mu_k} H_{\ell_1} \ldots H_{\ell_k} P_{\mu_k}) \quad (45)\]

where \( T \) only order \( \ell_j \) but not \( \mu_j \), and

\[ \sigma = \{ \mu_0, \ldots, \mu_k \in \{ 1, \ldots, m \} \mid \text{excluding any case with } \mu_0 = \mu_1 \cdots = \mu_k \}. \]

Recall from the definition of \( H_\ell \), we have \( P_\mu H_\ell P_\mu = P_\mu H(t\ell/N)P_\mu \). Inserting this equality back to the first sum in \( 46 \) and deriving backwards along \( 45 \) and \( 44 \) by replacing each \( H_\ell \) with \( P_\mu H(t\ell/N)P_\mu \), we have

\[
\prod_{\ell=0}^{N-1} e^{-iH_\ell t/N} = \sum_{\mu=1}^{m} P_\mu \prod_{\ell=0}^{N-1} e^{-i\frac{H_\ell}{\ell} P_\mu H(t\ell/N)P_\mu} \]

\[
+ \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{-it}{N} \right)^k \sum_{\ell_1, \ldots, \ell_k = 0}^{N-1} \sum_{\mu, \ldots, \mu_k \in \sigma} T(P_{\mu_0} \ldots P_{\mu_k} H_{\ell_1} \ldots H_{\ell_k} P_{\mu_k}) = \sum_{\mu=1}^{m} P_\mu \prod_{\ell=0}^{N-1} e^{-iH_\ell t/N} P_\mu \quad (47)\]

where the product \( \prod \) assumes descending order. One can see that the first term is a unitary operator block-diagonal in \( U \)'s spectrum \( \{ P_\mu \} \). The second term will decay to 0 as \( N \) goes to infinity. This is mainly due to Lemma \( 2 \) (applied to the real and imaginary part of each element of \( H \)). For each \( \mu \neq \nu \) (implying \( e^{i\phi_\mu} \neq e^{i\phi_\nu} \)), we have

\[
\left\| P_\mu \left( \sum_{\ell=0}^{N-1} H_\ell \right) P_\nu \right\| = \left\| P_\mu \left[ \sum_{\ell=0}^{N-1} e^{i\ell(\phi_\nu - \phi_\mu)} H(t\ell/N) P_\nu \right] \right\| \leq \left\| \sum_{\ell=0}^{N-1} e^{i\ell(\phi_\nu - \phi_\mu)} H(t\ell/N) \right\| \leq C \quad (48)\]

for some constant \( C \). For convenience, we use operator norm (or max norm) for \( \| \cdot \| \). In particular, it says that there exists a constant \( C \) that bounds \( \left\| P_\mu \left( \sum_{\ell=0}^{N-1} H_\ell \right) P_\nu \right\| \) for any \( N \). In general, \( C \) depends on \( \mu \) and \( \nu \). However, we can choose \( C \) to be the largest among all \( \mu, \nu \).
To evaluate $R_k$, we first break the sum with the ordered products into different sets of restricted region, i.e., for each set of $(\mu_0, \cdots, \mu_k) \in \sigma$,

$$\sum_{\ell_1, \cdots, \ell_k = 0}^{N-1} T(P_{\mu_0}H_{\ell_1}P_{\mu_1} \cdots P_{\mu_{k-1}}H_{\ell_k}P_{\mu_k})$$

$$= k! \sum_{(\ell_1, \cdots, \ell_k) \in \Theta_k} P_{\mu_0}H_{\ell_1}P_{\mu_1} \cdots P_{\mu_{k-1}}H_{\ell_k}P_{\mu_k}$$

$$+ \frac{k!}{2!} \sum_{(\ell_1, \cdots, \ell_k) \in \Theta_{k-1}} P_{\mu_0}H_{\ell_1}P_{\mu_1} \cdots P_{\mu_{k-1}}H_{\ell_k}P_{\mu_k}$$

$$+ \frac{k!}{3!} \sum_{(\ell_1, \cdots, \ell_k) \in \Theta_{k-2}} P_{\mu_0}H_{\ell_1}P_{\mu_1} \cdots P_{\mu_{k-1}}H_{\ell_k}P_{\mu_k}$$

$$\vdots$$

$$+ \frac{k!}{k!} \sum_{(\ell_1, \cdots, \ell_k) \in \Theta_1} P_{\mu_0}H_{\ell_1}P_{\mu_1} \cdots P_{\mu_{k-1}}H_{\ell_k}P_{\mu_k},$$

(49)

where

$$\Theta_k = \{\ell_1, \cdots, \ell_k \in \{0, 1, \cdots, N-1\} \mid \ell_1 > \ell_2 > \cdots > \ell_k\}$$

$$\Theta_{k-1} = \{\ell_1, \cdots, \ell_k \in \{0, 1, \cdots, N-1\} \mid \ell_1 > \cdots > \ell_k, \text{ where } 1 \text{ "} > \text{" is replaced by "="}\}$$

$$\Theta_{k-2} = \{\ell_1, \cdots, \ell_k \in \{0, 1, \cdots, N-1\} \mid \ell_1 > \cdots > \ell_k, \text{ where } 2 \text{ "} > \text{" are replaced by "="}\}$$

$$\vdots$$

$$\Theta_1 = \{\ell_1, \cdots, \ell_k \in \{0, 1, \cdots, N-1\} \mid \ell_1 = \ell_2 = \cdots = \ell_k\}.$$

(50)

For example, let $k = 4$, then $(5 = 5 > 4 > 2) \in \Theta_{4-1}$, $(6 > 5 = 5 > 2) \in \Theta_{4-1}$, $(15 > 10 > 3 = 3) \in \Theta_{4-1}$, etc.. The prefactor $k!/q!$ means there are $k!/q!$ ways to allocate $k$ numbers to $k$ slots with $q$ of them being the same. Note that
the number of elements in each set is $|\Theta_k| = \binom{N}{k}$, $|\Theta_{k-1}| = \binom{N}{k-1}$, etc.. Therefore, we have

$$
||R_k|| = \left| \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \sum_{\ell_1, \ldots, \ell_k = 0}^{N-1} T(P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k}) \right|
$$

$$
\leq \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \left( \left| \begin{array}{c}
k! \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_k} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
+ \frac{k!}{2!} \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_{k-1}} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
\vdots \\
+ \frac{k!}{k!} \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_0} \end{array} \right| \right)
$$

$$
\leq \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \left( \left| \begin{array}{c}
k! \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_k} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
+ \frac{k!}{2!} \left( \frac{N}{k-1} \right) H_{k-1}^{k-1} + \frac{k!}{3!} \left( \frac{N}{k-2} \right) H_{k-2}^{k-2} + \cdots + \frac{k!}{k!} \left( \frac{N}{1} \right) H_1 \\
\leq \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \left( \left| \begin{array}{c}
k! \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_k} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
+ 2^k N^{k-1} H_{k-1}^{k-1} \end{array} \right| \right)
\right)
$$

(51)

The remaining term is also $O(N^{k-1})$ due to Lemma 2. This can be shown by first observing that for any $(\mu_0, \cdots, \mu_k) \in \sigma$, there exists a pair $\mu_j = \mu_{j+1}$. Therefore, we can use Lemma 2 to factor out a constant for the $\ell_j$ term, i.e.,

$$
\left| \begin{array}{c}
k! \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_k} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
+ \frac{k!}{2!} \left( \frac{N}{k-1} \right) H_{k-1}^{k-1} + \cdots + \frac{k!}{k!} \left( \frac{N}{1} \right) H_1 \\
\leq \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \left( \left| \begin{array}{c}
k! \sum_{(\ell_1, \ldots, \ell_k) \in \Theta_k} P_{\mu_0} H_{\ell_1} P_{\mu_1} \cdots P_{\mu_{k-1}} H_{\ell_k} P_{\mu_k} \\
+ 2^k N^{k-1} H_{k-1}^{k-1} \end{array} \right| \right)
\right)
$$

(52)
where $\Theta_k^{(t)}$ indicates $\Theta_k$ removing the entry $\ell_j$. Note that (52) uses Lemma 2 which says there exists a constant that bounds any partial sum. Inserting (52) back to (51), we get

$$||R_k|| \leq (kN^{k-1}CH_{\text{max}}^{-1} + 2kN^{k-1}H_{\text{max}}) \left( \sum_{(\mu_0, \ldots, \mu_k) \in \sigma} \right) \leq N^{k-1}H_{\text{max}}^k 2^k \left( \frac{C}{H_{\text{max}}} + 1 \right) \left( \sum_{\mu_0, \ldots, \mu_k = 0}^{m} \right) = C' N^{k-1}H_{\text{max}}^k 2^k m^{k+1}. \quad (53)$$

Combining (53) with (17), we have

$$\left| \left| \prod_{\ell=0}^{N-1} e^{-iH_{\text{max}}t/N} - \sum_{\mu=1}^{m} P_{\mu} \prod_{\ell=0}^{N-1} e^{-i\frac{\mu}{N}P_{\mu}H_{\text{max}}} P_{\mu} \right| \right| = \left| \left| U^{1N} \prod_{\ell=0}^{N-1} U e^{-iH(tt/N)\ell/N} - \prod_{\ell=0}^{N-1} e^{-i\sum_{\mu=1}^{m} \frac{\mu}{N}P_{\mu}H_{\text{max}}} P_{\mu} \right| \right|$$

$$= \left| \left| \sum_{k=1}^{\infty} \frac{1}{k!} \left( -\frac{it}{N} \right)^k R_k \right| \right| \leq \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{t}{N} \right)^k ||R_k||$$

$$\leq \sum_{k=1}^{\infty} \frac{1}{k!} \left( \frac{t}{N} \right)^k C' N^{k-1}H_{\text{max}}^k 2^k m^{k+1}$$

$$= \frac{C'm}{N} \sum_{k=1}^{\infty} \frac{(2mtH_{\text{max}})^k}{k!} \leq \frac{C'm}{N} e^{2mtH_{\text{max}}} = O \left( \frac{1}{N} \right). \quad (54)$$

□