Review of the features of augmented reality application in the training of operators and maintenance staff
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Abstract. An overview of the use of augmented reality technology used to improve the training efficiency of operators and service personnel in the industry is presented. When considering the issues of building augmented reality systems, it was noted that in addition to technological issues, it is also essential to pay increased attention to the social aspect, especially if it is intended to apply augmented reality technology in multiplayer mode. A common environment in the interaction of several participants can disrupt the sense of identity of users, as well as potentially threaten the feeling of personal space and the sensation of physical objects. It is necessary to take into account the cognitive load theory and the schematic theoretical model of concreteness fading. The advantage of using augmented reality is to reduce human errors and improve the quality of training. For the use of augmented reality in the absence of a reliable network connection and the availability of only short communication sessions, the use of special tickets is proposed.

1. Introduction
The augmented reality is penetrating more and more into industry and education every year. The Ministry of Digital Development, Communications and Mass Media of the Russian Federation has developed the Roadmap for the development of ‘through’ digital technology ‘Technology of virtual and augmented reality’ [1].

The mixing of physical and digital worlds defines the combination of real and virtual environments and it is a part of the reality/virtual continuum (RVC) [2], [3]. The RVC describes the interactions between reality and virtuality. In RVC, augmented reality (AR) is the reflection of virtual objects in the context of the real world. Modern AR solutions on portable devices use an image from a real device and combine it with virtual content. These solutions have been mass-produced for a long time as head-mounted devices, for example, Microsoft HoloLens 2 [4], Google Glass Enterprise Edition 2 [5], Meta 2 [6]. Modern AR applications also include tactile feedback and spatial sound [7], [8].

2. Features of AR application in training
The application of AR to increase the efficiency of operators and maintenance staff is an undoubted advantage, but it is necessary to develop special software products with support of AR and to teach users how to use this technology. The amount of information provided through AR should be dosed. as operators can get used to hints of system and desire to solve problems independently and even
impossibility to carry out the same actions without AR application will decrease. For this purpose, it is offered to reduce gradually a stream of the new information as it is possible that really important one will be missed. In addition, it is necessary to remove the insignificant or irrelevant information out of the executed process.

It is important to remember that people have limited working memory capacity [9], [10]. There are three types of cognitive load in the learning process: 1) intrinsic cognitive load, determined by the complexity of the learning task itself, 2) extraneous cognitive load associated with conscious, constructive processes used to construct mental representations and not conducive to learning, 3) appropriate cognitive load. If the memory capacity is fully utilized in internal and external processes, there will be no remaining cognitive resources for learning and learning will be difficult. According to the Four-component Instructional Design (4C/ID) mode of learning [11], early learning tasks should include a lower intrinsic cognitive load from the interactivity of elements, and as tasks become more complex, the extraneous load should decrease when moving to more complex material.

According to the schematic theoretical model of concreteness fading [12], the process of operator training should be effectively conducted in three stages. At the first stage, training is provided on specific examples, when it is easier for the operator to interpret ambiguous abstract views in terms of well-understood specific objects, as well as to use the advantages of embodied knowledge, which gives experience with physical and perceptual processes that are limited and give the right conclusions. According to an embodied theory of cognition [13], [14], high-level cognitive processes stem from action and perception. At this stage, understanding abstract symbols requires reflecting these symbols on a bodily experience or a representation of these experiences. The concrete stage enables learners to acquire a store of images that can be used when abstract symbols are forgotten or disconnected from the underlying concept. In addition, the operator remembers a set of images, symbols and gestures that will be used in the AR metaphor when abstract symbols relate to real objects. After mastering the abstract concept in solving new problems, the operator will rely on this set of attributes [15]. At the other two stages, there is a transition from real physical representation to graphic schemes and models, and then to ordinary abstract symbols.

This point requires further research, because according to [16] the transition from abstract to concrete can sometimes improve the learning efficiency.

Thus, when training operators, AR software must adapt to the operator's accumulated experience. The transition is made from pointing out the sequence of all necessary steps for performing a specific operation to controlling the correctness of actions and fixing the very fact of execution of embedded instructions.

3. Social and technical aspects of AR application

At the building AR, the technical aspects of designing the AR environment are most often investigated. Only recently it has been noted that the social aspect of the application of AR has to be taken into account. AR users are developing a sense of interconnection and psychological belonging to virtual artifacts in AR environment develops more, than in the usual virtual environment. A common environment in the interaction of several participants may disturb the sense of identity of users, as well as potentially threaten the sense of personal space and the sense of physical objects [17], [18]. There is a certain difference in the estimation of perception when using augmented reality glasses and the hand-held device [19]. To transfer feedback to the AR system it is possible to use sensors installed on the body. However, some actions are easier to perform in the street than in a public place, because some gestures are simply not permitted there [20]. Also note that gestures and movements of the operator may not be related to the AR control process, but to other work, maintenance of the system or random movements.

Also, while using AR it is possible to feel physiological discomfort when personal space is disturbed [21].
Besides, to increase efficiency of training it is important to raise level of user's perceived trust to AR system [22] and to visualize processes with application of habitual for the operator external environment, especially at remote control mode.

As it has already been noted, in the process of training to work with AR it is necessary to move from the virtual environment to the real world, when the operator is given only the necessary dosing information and his actions are controlled and checked for correctness. It is suggested to use multi-level scenarios of data display depending on qualification and type of staff. For example, to display only the current temperature, its graph in the near future, its extrapolation to the future, or only a message when it deviates from the expected value, etc.

In the same way, in order to present data, it is required to move from a real physical representation to an abstract one.

Nowadays AR is widely used directly for the learning process itself [23], [24]. In our opinion, it is more effective to apply AR for large and complex systems, in which it is necessary to provide reliability and stability through the abstract presentation of data to the operator in real time, overlaid on the natural environment [25].

The easiest way to analyze the external environment is to use the computer vision library OpenCV [26]. To bind physical objects, we suggest using markerless framework which does not imply the use of fiducian markers [27] or even natural markers in the environment [28], [29]. At the same time there is a problem of adaptation of computer vision system to changes in external illumination [30]. Most often the image of equipment is processed through a calibrated camera by ARToolKit [31] or SLAM [32] framework, which can be replaced by a more advanced GLEAM [33]. It should be noted that it is important to try to eliminate the perceptual problem of incorrect depth interpretation of graphical objects overlaid on the real world [34], [35]. This is especially shown in stereoscopic systems, where it is required to provide ‘translucent vision’ or challenging X-ray visualization. For hand-held devices such problem is less actual [36].

The greatest effect from the application of AR can be achieved with the provision of joint activities and work that requires coordinated efforts. In this case, for multi-user AR especially actual becomes the social aspect considered earlier, and also safety and protection against extraneous intervention [37], [38].

An additional advantage of using AR is the reuse of the training software. If there is a change of operators and maintenance staff, there is no need to teach them all the knowledge and skills at once. They receive them directly from the AR system during application. The qualification requirements for users are considerably reduced, but the requirements for the AR system (software, databases and knowledge, rules and models) increase. Also, there are fewer human errors and it is possible to control the operator's actions in real time [39].

4. The direction of further research
Certain problems can represent possibility of operation AR without access to a network, in an offline mode, but designers of AR offer to use sessions of communication and special tickets for the industry [40].

Despite the difficulties with introduction AR in the industry the advanced manufacturers of automation equipment already offer ready decisions [41], [42].

In our opinion AR should be used for complex systems where it is necessary to exclude human errors. [43], [44].

It should be noted that AR is increasingly used not only for staff training but also for controlling industrial systems [45], [46] and applications [47], [48].
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