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Recurrent Events Data Analysis for Product Repairs, Disease Recurrences, and Other Applications, by Wayne B. Nelson, Philadelphia, PA: ASA-SIAM, 2003, ISBN 0-89871-522-9, 151 pp., $85.00.

Recurrence count data arise when an observational unit or group of units is monitored over time and the times of a particular event or class of events are recorded. Examples include counts of maintenance actions on repairable systems, transactions with customers, recurrences of a disease, and the birth of children. More generally, each event may have an associated “value” (e.g., the cost of a maintenance action or the size of an order). Questions of interest include the behavior of the recurrence rate (or cost accumulation rate) as a function of time (i.e., whether the rate is increasing, decreasing, or constant over time). The population mean cumulative number of events (or mean cumulative cost) per unit at a particular time (e.g., at the end of the warranty period) is also of primary interest. Such a cumulative function is called, generically, a mean cumulative function (MCF). The need to compare MCFs (e.g., for units manufactured in different manufacturing periods or individuals receiving different treatments for a disease) is also common.

This is Wayne Nelson’s third book-length contribution to the statistical/engineering literature. Like its predecessors, this book provides a timely, self-contained treatment of an important area of application. All of the material is carefully motivated by actual applications. The examples consist of an interesting mixture of applications from engineering, medical science, and other areas. Despite the fact that some of the material is technically difficult, the writing style is crystal clear.

This book will appeal to statisticians, engineers, biomedical professionals, and other scientists who face the task of extracting and presenting information from recurrence data. Each chapter concludes with a collection of exercises; thus the book could also serve as a supplementary text for a course in biostatistics, reliability data analysis, reliability engineering, or a more general course on event time data analysis. The book will also be an important reference for those wanting to do research on the development of methods for recurrence data analysis.

Recurrence data have been around for a long time, as demonstrated by Nelson’s examples. However, such data have received little focus in practice, because there has not been a flexible, robust, consistent set of methods to analyze them (at least not in commercially available software). The use of the methods described in this book will escalate in the near future both because of this book itself and the fact that interest in such methods has sparked development of commercial software to do the analyses. The major statistical packages (e.g., Minitab 2000, JMP 2002, SAS 1999, S-PLUS 2002, and the SPLIDA 2003 add-on to S-PLUS) all have recently added or are planning to add capabilities to do some or all of the analyses contained in this book. Nelson surveys the capabilities and provides examples of the outputs for most of these packages.

This book comprises the following chapters:

1. Recurrent Events Data and Applications
2. Population Model, MCF, and Basic Concepts
3. MCF Estimates for Exact Age Data
4. MCF Confidence Limits for Exact Age Data
5. MCF Estimate and Limits for Interval Age Data
6. Analysis of a Mix of Events
7. Comparison of Samples
8. Survey of Related Topics.

Each chapter begins with a stated purpose and overview and concludes with problems on analyzing actual data and extending the methods.

Chapter 1 introduces recurrence data with six applications, including transmissions in automobiles, bladder tumors in patients, and births of children to statisticians (with an interesting comparison of the differences between male and female statisticians). Each application has a description of the motivating problem, the structure of the data, information sought, and a graphical (event plot) display of the data. This chapter also introduces and explains some of the important basic concepts and practical issues that need to be considered when attacking a real problem. These include such issues as definition of time zero, choice of an appropriate time scale (e.g., whether time is defined as the amount of calendar time or the amount of use that a units has seen), and how to view types of events. These discussions allow us to benefit from Nelson’s vast experience in working with the sticky, but important, definitional issues that arise with real problems involving data collection, analysis, and interpretation.

Chapter 2 describes the population stochastic model and its MCF, which contains most of the information sought from recurrence data. The MCF is the population mean cumulative number or cost of events, across all of the units in a population, as a function of time. This flexible nonparametric model requires no assumptions about the form of the MCF or about homogeneity or independence of population units. Although the MCF increases in most applications, this is not a requirement of the model (e.g., the response at any given point in time could be negative, as in the return of merchandise). This flexibility alone greatly increases the range of potential applications. Moreover, this model is more realistic than the well-known nonhomogeneous Poisson process (NHPP) model. There is also useful discussion that contrasts this recurrence model with the more commonly used life distribution model for survival data. Often there has been confusion between the hazard rate function of a life distribution and the recurrence rate function of a counting process. Although both have been referred to as “failure rate,” they are not the same, and thus many avoid using the term “failure rate” in favor of less ambiguous terms.

Chapter 3 develops the basic method for estimating the MCF in the presence of multiple censoring, which arises when different units are under observation for different amounts of time. This chapter presents MCF plots produced by the various statistical packages. Plots of the sample MCF provide insight into the behavior of a recurrence process and answers to most of the questions of interest.

Computing an estimate of the MCF would be trivial if all units were under observation for the same length of time, but such situations are rare in practice, due to staggered entry or “time” scales that depend on use, such as hours of service for a jet engine or miles driven for an automobile. The MCF estimation method also allows for left censoring and gaps in the observation of units. The MCF estimator presented in this chapter (first presented in Nelson 1988) is reminiscent of Nelson’s cumulative-hazard-based estimate of the fraction failing as a function of time for population nonrepairable units when the failure-time data are multiply censored (Nelson 1969). That is, estimates of the incremental change in the MCF can be obtained directly (based on the known number of units that are “at risk” for an event), even in the presence of censoring. These then are accumulated into an estimate of the MCF.

Chapter 4 builds on the technical presentation in Chapter 3, developing expressions for the variance of the MCF estimator and an estimator for this variance. A variance estimate is then used to construct approximate confidence intervals for the population MCF. Such intervals should generally be presented in the plot of the sample MCF and are available in the statistical packages mentioned earlier.

Nelson compares his unbiased variance estimator with a “naïve” estimator based on the assumption of independent increments, a property of the commonly used parametric NHPP model (but not required in Nelson’s setup). The assumption of independent increments is, however, often inappropriate in applications. Nelson notes that in the usual case where population increments are positively correlated, use of the naïve variance estimator yields confidence intervals for the MCF that are too narrow. Such positive correlation arises in, for example, the common situation when samples are from a nonhomogeneous population. In Nelson’s approach, robustness is achieved by estimating the variances and covariances of the increments with simple moment statistics. These moment estimators are then combined with the usual formulas for the variance of a sum of dependent random variables. Lawless and Nadeau (1995) provided a similar robust estimator for the MCF, which, although biased, is guaranteed to be positive. Nelson’s unbiased estimator has a positive, albeit small, probability of being negative.

Chapter 5 extends the methods in Chapters 3 and 4 to provide MCF estimates and confidence intervals for interval age data. Such data are common and arise when data have been summarized into counts (or costs) of events that have occurred in given time intervals. For example, reporting the number of events in each month of service is often used to summarize product warranty data. When intervals are small, and when event histories are available for all units, the exact methods in Chapters 3 and 4 can be used directly. When, for example, unit
histories are grouped to give monthly counts of events, the information needed to compute Nelson’s variance estimate for the sample MCF, described in Chapter 4, has been lost. Instead, Nelson describes and illustrates how to compute a simple “naive” variance estimate and confidence intervals that would be correct under the assumption of an underlying nonhomogeneous Poisson process model.

Chapter 6 describes methods for analyzing recurrence data when events can be divided into categories. Examples include different failure modes for a system and gender of a child born. The basic underlying model is that each category has its own population MCF. Under weak assumptions, the MCFs for individual event types can be added to give the MCF for a specified set of event types. Knowing the MCF for each category would allow one to answer questions about the MCF for all types of events combined, for a particular type of event, and for any chosen subset of the event types. Each of these questions is illustrated with data on failures of traction motors for subway cars. For example, a reliability analyst can estimate the MCF for a system under the assumption that one or more failure modes can be eliminated.

As Nelson points out, the MCF estimators presented in this chapter do not require independence of the underlying stochastic processes that generate the different kinds of events. This is in contrast to the life data competing-risk model where the assumption of independence is critical for making inferences about the effect of removing a failure mode (see, e.g., chap. 5 of Nelson 1982). For the MCF model, there is, however, the tacit assumption that eliminating a failure mode will not affect the MCF functions of the other failure modes.

Although the methods based on the nonparametric recurrence stochastic process model are versatile and require minimal assumptions, in more complicated situations they cannot be applied without careful thought. Consider, for example, a repairable system that has a replaceable unit with two failure modes (A and B), both of which are caused by a common mechanism (e.g., corrosion). Due to the common cause, the times to failure for the two components are highly correlated. When the component fails from either A or B, it is replaced, censoring the other mode. If this censoring of the other mode is naively overlooked, and an engineering change is made to eliminate one of the failure modes (say A), then only the symptom has been fixed and there will be a corresponding increase in the MCF for mode B. Then looking at the past data for the occurrence of mode B to estimate the MCF of mode B alone would be misleading.

Chapter 7 presents methods for comparing sample MCFs to see whether they differ statistically. The methods are based on an estimate of the difference between two MCFs of processes to be compared and confidence intervals computed for this difference. The methods are illustrated by comparing treatments for recurrent bladder tumors and replacements of two different batches of locomotive breaking grids. Both pointwise and simultaneous (over time) comparisons are described. There is also brief discussion of multiple comparison methods that would be needed if more than two MCFs are to be compared.

Chapter 8 provides a very useful survey of other topics closely related to the methods presented in the main part of the book. Topics described include Poisson process and nonhomogeneous Poisson process models, renewal process models, models with covariates, and other models.

As with Wayne Nelson’s other books, this book contains a valuable collection of interesting actual applications and corresponding data that we can expect to be used in future publications by other people doing research in this area. An Excel workbook that contains all of the data in the book is available at http://www.siam.org/books/sa10.

In summary, this is an important and interesting book from which most statisticians and many others who analyze data will derive benefit. As the easy-to-use tools described here become more commonly known, I predict that the methods will be much more widely used.

William Q. Meeker
Iowa State University
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Statistical Models and Methods for Lifetime Data (2nd ed.), by Jerald F. Lawless, Hoboken, NJ: Wiley, 2003, ISBN 0-471-37215-3, xx + 630 pp., $89.95.

Statistical modeling and analysis of data on time to occurrence of an event of interest is of great importance in product reliability, a subject likely of interest to many Technometrics readers. This book is not concerned exclusively with reliability data analysis, although it gives many examples from product reliability. Rather, it strives to provide a “comprehensive account of models and methods for lifetime data” for use in a wide variety of fields. The first edition of this book is one of a few texts that I use consistently as a reference for lifetime data modeling. This second edition is expanded and updated with recent research and will be a valuable reference for anyone concerned with lifetime data analysis. The book could also serve as a text in a graduate-level course in statistical modeling of lifetime data. It is clearly written, concise, and contains numerous references to material beyond its scope.

Most chapters contain several examples from both the engineering and biomedical sciences. The datasets for the examples are not available at a single website; rather, website references are given for the larger datasets, and smaller datasets are listed in the text. Brief computational notes at the end of each chapter describe software that can be used to perform the analyses described in the chapter. Most of the examples were prepared using S-PLUS software, but the programs are not available to readers. It would be useful to make the programs and data for the examples available from a single website, as done by, for example, Meeker and Escobar (1998). By doing so, Lawless would do readers a service by showing them not only how to use the software to perform routine tasks, such as fitting the parametric regression models of Chapter 6, but also how to perform more advanced and less-obvious analyses, such as the multivariate modeling of Chapter 11. Another useful feature would be to show readers how to perform some of the analyses using other popular software, such as SAS and STATA.

Chapter 1, “Basic Concepts and Models,” introduces several examples used in later chapters. These examples introduce the concept of censored data. Basic concepts for continuous-lifetime data models, such as the hazard and the survivor functions, are introduced, and statistical distributions commonly used to model lifetime data are defined. Less commonly used distributions, such as those with piecewise constant or polynomial hazard functions, are also briefly discussed. Mixture models and regression models are introduced, as are models with multiple modes of failure.

Chapter 2, “Observation Schemes, Censoring, and Likelihood,” discusses likelihood-based methodology as a unifying principle for inference for right-censored, interval-censored, and truncated discrete- and continuous-lifetime data. Counting process notation is introduced in sufficient detail to formulate a model for general censoring processes, but the reader need not have detailed knowledge of counting process theory to understand most of this chapter or later chapters.

Chapter 3, “Some Nonparametric and Graphical Procedures,” presents basic nonparametric estimates of survival probabilities and quantiles. The Kaplan–Meier estimator of the survivor function and the Nelson–Aalen estimator of the cumulative hazard function are analyzed in detail. Estimation of the survivor function when the data are truncated or interval censored are discussed. Construction and interpretation of P–P plots, probability plots, and cumulative hazard plots are presented. Estimation of survival probabilities by life table methods is discussed in some detail.

Chapter 4, “Inference Procedures for Parametric Models,” presents likelihood-based inference for certain parametric lifetime models. The exponential distribution is discussed extensively. The gamma, inverse Gaussian, and models with polynomial hazard functions are discussed more briefly. Inference for interval-censored or truncated data is discussed in general terms. Mixture models and models with threshold parameters are discussed. Finally, the computation and interpretation of prediction intervals are presented.