Towards Domain-agnostic Depth Completion

Guangkai Xu¹*, Wei Yin²*, Jianming Zhang³, Oliver Wang³, Simon Niklaus³ Simon Chen³ Jia-Wang Bian⁴†

¹ Zhejiang University, China ² DJI Technology, China ³ Adobe Research, United States ⁴ University of Oxford, United Kingdom

Abstract
Existing depth completion methods are often targeted at a specific sparse depth type and generalize poorly across task domains. We present a method to complete sparse/semi-dense, noisy, and potentially low-resolution depth maps obtained by various range sensors, including those in modern mobile phones, or by multi-view reconstruction algorithms. Our method leverages a data-driven prior in the form of a single image depth prediction network trained on large-scale datasets, the output of which is used as an input to our model. We propose an effective training scheme where we simulate various sparsity patterns in typical task domains. In addition, we design two new benchmarks to evaluate the generalizability and robustness of depth completion methods. Our simple method shows superior cross-domain generalization ability against state-of-the-art depth completion methods, introducing a practical solution to high-quality depth capture on a mobile device.
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1 Introduction
Accurate metric depth is important for many computer vision applications, in particular 3D perception [1, 2] and reconstruction [3–5]. Typically, depth is obtained by using direct range sensors such as LiDAR and Time-of-Flight (ToF) sensors on modern mobile phones or computed by multi-view stereo methods [6, 7]. However, usually, these sources can only provide incomplete and/or sparse depth information. For example, LiDAR sensors capture depth in a linear scanning pattern, ToF sensors are lower resolution and fail at specular or distant surfaces, and multi-view reconstruction methods [6–8] only provide confident depth at textured regions and are range limited by the camera baseline (the iPhone rear stereo camera has a maximum depth of 2.5 meters).

Existing depth completion methods can be classified into two categories according to the input sparsity pattern: depth inpainting methods that fill large holes [9–11], and sparse depth densification methods that densify sparsely distributed depth measurements [12–16]. When working on a specific sparsity pattern, e.g., on either NYU [17] or KITTI [18], recent approaches [12, 13, 15, 19, 20] can obtain impressive performance. However, in real-world scenarios, the sparsity pattern may be subject to change or unknown at training time, as it is a function of hardware, software, as well as the configuration of the scene itself.
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In this paper, we revisit existing methods and analyze the performance gap between the training setup and downstream applications. We find that existing depth completion methods suffer from the following key limitations. First, their methods work best on one specific sparsity pattern, but they are sensitive to mild perturbations of the depth sampling and generalize poorly to other types of sparse depth (e.g., from Kinect depths to smartphone depths). Second, they are sensitive to noise and outliers produced by the depth capture process. To address these issues, we propose a simple yet effective method for robust cross-domain depth completion.

Our method provides the following improvements. First, inspired by domain randomization methods [21–23], we analyze the existing set of common sparsity patterns and create a diverse set of synthetic sparsity patterns to train our model. To improve the cross-domain generalization ability, we follow recent monocular depth prediction methods [24, 25] and utilize a diverse training dataset that consists of multiple depth sources. Furthermore, to make our method robust to noise, we leverage the depth map predicted by a well-trained single image depth prediction method as a data-driven scene prior. Such approaches learn a strong prior on diverse scenes [25], but their predicted depths have unknown shifts and scales due to the training data used (stereo images with unknown baseline). By incorporating sparse metric depth cues and a single image relative depth prior, our method is able to robustly produce a dense metric depth map.

Furthermore, as current benchmarks on NYU [17] and Matterport3D [26] cannot evaluate a method's robustness to different sparsity types, noises, and diverse scenes, we redesign a benchmark based on existing datasets. We combine 3 datasets, i.e., NYU [17], ScanNet [27], and DIODE [28], which include both indoor and outdoor scenes. We simulate 3 different sparsity types for model evaluation based on typical application scenarios. Furthermore, we also set up another benchmark to evaluate a model’s robustness to noisy sparse depth inputs, which can be produced by SLAM, SFM methods, or multi-view stereo methods. Therefore, we collect 16 NYU videos and employ COLMAP [29] to create noisy sparse depth for completion.

Our simple approach sets up a strong baseline on our new benchmarks for robust domain-agnostic depth completion. We also show that our method can generalize well on sparse depth captured by various smartphones, providing a practical solution to high-quality depth sensing on low-cost mobile devices.

In conclusion, our main contributions are as follows.

• We analyze existing “RGB + sparse depth” depth completion methods in terms of generalization across different domains and robustness to noise.
• We propose a method that incorporates a data-driven single-image prior and effective data augmentation techniques for domain-agnostic depth completion.
• We design two new synthetic benchmarks for evaluating the robustness and the generalizability of a depth completion method. Our new benchmark design simulates challenges in various real-world scenarios. We hope that our new paradigm of training and benchmarking depth completion models can also evoke new thoughts on improving single depth estimation methods using sparse depth measurements[24, 25, 30].

2 Related Work

Sparse Depth Completion. Depth completion [20, 31] aims to densify a sparse depth input. As the sparse depths captured by different solutions have varying sparsity patterns, several methods are proposed to solve these problems. Depth maps captured with low-cost LiDAR only have a few hundred or thousand measurements per image. Several methods [12, 13, 16, 32, 33] propose to leverage texture information to complete these types of sparsity patterns. Besides such very sparse depth types, commodity-level RGB-D cameras such as Kinect, RealSense, and Tango produce depth images that are semi-dense but missing certain regions. This often happens due to objects with low reflective properties and objects beyond the maximum supported distance. Several methods treat this as a depth inpainting task and leverage smoothness priors [34], background surface extrapolation [35], and surface normals [9]. These methods have shown promising results, but they focus on only a single sparse depth type. In contrast, we design a unified solution for all these depth sparsity patterns. Different from previous depth completion methods that use an RGB image and a sparse depth map as input, we propose to additionally leverage a pretrained scale-shift-invariant depth prediction model as a scene prior to improve the depth completion quality and robustness.

Our work mainly focuses on the paradigm of depth completion given RGB image and sparse depth. Some existing works also deal with the depth-only completion setting. CU-Net [36] concentrates on the LiDAR depth-only completion task, BoostingDepth [37] uses the locally weighted linear regression (LWLR) method to align the predicted depth with the ground-truth depth. For this depth-only setting, we can use a neural network to fit the transformation between sparse depth and completed depth without RGB information, i.e., reusing our guidance-map pipeline without inputting RGB image. The guidance map can offer structure information, and the sparse ground-truth depth can offer accurate adjustment direction of depth maps, and we think it will perform better than the simple LWLR of BoostingDepth. However, for this work, we only concentrate on the paradigm given both RGB image and sparse depth.

Monocular Depth Estimation. Monocular depth estimation aims to predict the depth from a single RGB image. Eigen et al. [38] proposed the first multi-scale neural network to predict depth from a single image. Subsequently, many supervised [39–41] and self-supervised methods [42, 43] have been proposed to address this task. One problem is the limited availability of training data (especially metric depth), so recent methods [25, 44–47] that learn affine-invariant depth have shown that much better generalization properties can be obtained by training on diverse large-scale datasets that include data with an unknown shift and scale (e.g., from stereo images). The affine-invariant depth estimation models are very popular in many applications such as offering geometric priors for neural reconstruction [48, 49]. However, the unknown scale and shift of the predicted depth maps can bring duplication and distortion of the unprotected point clouds, as mentioned in BoostingDepth [37]. These methods rely on performing least square fitting with ground-truth depth for practical application, which results in poor performance without considering the distribution difference between the predicted depth and ground-truth depth. One of our contributions is to propose a novel paradigm and learn to deal with the distribution difference inherently.

3 Analysis of Existing Methods

In this section, we evaluate two state-of-the-art depth completion methods to assess their performance with respect to different sparsity patterns, dataset generalization, and robustness to noise. To do this, we perturb the sparsity pattern of the input depth in various ways and add additional
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Fig. 2: Robustness analysis. We analyze the performance of CSPN [12] (completion) and Senushkin et al. [10] (inpainting) in terms of input point numbers/patterns (a, c) and outlier ratios (b, d). CSPN is trained on NYU [17], and we evaluate it on both NYU and ScanNet [27]. Senushkin et al. is trained and evaluated on Matterport3D [26].

We also evaluate methods on their zero-shot cross-dataset generalization performance [25] (evaluating on a different dataset than what the models were trained on). We choose two methods for this analysis, CSPN [16] and Senushkin et al. [10]. The former is designed to complete very sparse depth with only hundreds of sparse points, while the latter is designed to complete contiguous holes. We use the code and the model weights provided by the authors for this evaluation. As a reference, we also report the performance of our method, which is going to be presented in Sec. 4. Note that our method is not trained on any of the datasets mentioned below.

For CSPN [16] which is trained on NYU [17], we use NYU and ScanNet [27] for testing, and we vary the number of measured/input points from 500 to 20000. Senushkin et al. [10] is trained on Matterport3D with the task of completing holes. We use Matterport 3D for testing, and erode the valid depth regions with different kernel sizes to control the number of valid points on Matterport3D [26]. Note that these perturbations do not significantly change the sparsity patterns, and a robust model should be able to handle these mild variations. However, from Fig. 2 (a) and (c), we observe that their methods are sensitive to such mild perturbations. It is especially quite counterintuitive that the performance of CSPN degrades with the increase of the input points, showing that it generalizes poorly beyond the sampling density it was trained on. The depth completion method CSPN is trained on the NYU dataset with the sparse depth containing 500 points randomly sampled from the gt depth map following the previous work [50]. Due to the lack of diversity of the input sparse depth paradigms, it shows less robustness when the number of samples increases. Different from CSPN, we simulate three various sparsity patterns, and randomize the parameter of sample points number, which improves the robustness significantly.

Besides, as outliers are unavoidable in many applications, we also simulate depth noise for both methods by sampling 0% – 10% points from the sparse depth and multiplying the original depth with a random factor from 0.1 – 2. Fig. 2 (b) and (d) show that their performance also degrades more significantly with the increase in outliers than our method.

Furthermore, we test their robustness to different sparse depth patterns and cross-domains

| Sparsity type | Uniform (2500 points, AbsRel (%)) | Features (2500 points, AbsRel(%)) |
|--------------|-----------------------------------|-----------------------------------|
|              | NYU ScanNet Matterport3D          | NYU ScanNet Matterport3D          |
| CSPN [19]    | 1.1 2.0 27.9                      | 1.9 13.8 51.9                     |
| Senushkin et al. [10] | 77.3 62.1 69.5 | 76.9 60.8 66.7 |
| Ours         | 1.5 1.1 2.2                       | 1.5 1.6 2.7                       |

Table 1: Robustness to different sparse depth patterns (AbsRel error). CSPN is trained on NYU to complete very sparse depth, while Senushkin et al. [10] is trained on Matterport3D to complete holes. They are tested on 3 datasets with two different sparse depth types. The sparse depth of the ‘Uniform’ type is sampled uniformly from the ground truth depth, while ‘Features’ are sampled from FAST feature points. Both methods are sensitive to the sparsity pattern and dataset domain.
generalization (Table 1. For both methods, we input two kinds of sparse depth, i.e. uniform sparse depth (Uniform) and sparse depth based on points that are detected by the FAST [51] feature detector (Features). It shows that CSPN, which was trained on the uniform sparse depth, is sensitive to the point distribution (performance degrades a lot from ‘Uniform’ to ‘Features’), while Senushkin et al. [10] fails on both sparsity patterns. Besides, we can observe that CSPN is sensitive to the dataset domains. It performs much better on the training dataset (NYU) than the other two datasets. Results are summarized in Table 1. By contrast, our method is more robust to cross-domains and different sparsity patterns.

4 Robust Depth Completion

We now introduce our approach, a sparse depth completion method that is designed to be robust to noise, applicable to different types of sparse depth, and to generalize well to unseen datasets.

4.1 Model Architecture and Training

The framework is illustrated in Fig. 3. Our depth completion model takes as input the RGB image, sparse depth, as well as a guidance depth map, and it outputs a dense completed depth map. The sparse depth map supplies depth metric information, the guidance map offers robust geometric information, and they are combined implicitly with the help of our depth completion network, which performs much better than the traditional least square aligning. (See Table 3.) We use the slightly modified ESANet-R34-NBt1D network with the ResNet-34 backbone proposed by Seichter et al. [52] for depth completion, and we use the affine-invariant depth predicted by the method from Yin et al. [24] as the guidance depth map. Concretely, the original ESANet [52] fuses the RGB branch and the depth branch to estimate semantic information. During training our robust depth completion model, we simply concatenate the sparse depth map, the valid mask of the sparse depth, and the predicted guidance map together, regard it as the depth branch input of the ESANet. We employ the virtual normal loss [39], pair-wise normal regression loss [24], ranking edge loss [41], and L1 loss to supervise training. The overall loss is defined as follows.

\[ L = L_{vnl} + L_{pwn} + L_{rel} + L_1 \] (1)

We sample 36000 images from Taskonomy [53], DIML [54], and TartainAir [55] as the training data.

4.2 Sparsity Pattern Generation

As we cannot access enough data to cover the diverse sparsity patterns of all possible downstream applications during training, we instead simulate a set of various sparsity patterns. This approach is motivated by domain randomization methods [21–23] that train models on simulated data and show that the domain gap to real data can be reduced by randomizing the rendering in the simulator.

We categorize the sparse depth patterns into three main classes, which are illustrated in Fig. 4. During training, we sample sparse points from the dense ground truth depth and try to recover the dense depth map.

- **Uniform.** We sample uniformly distributed points, from hundreds to thousands of points, to simulate the sparsity pattern from the low-resolution depths, e.g., those captured by ToF sensors on mobile phones.

- **Features.** In order to simulate the sparsity pattern from structure-from-motion and multi-view stereo methods, where high confidence depth values are produced only at regions with distinct/matchable features, we apply the FAST [51] feature detector that samples points on textured regions and particularly image corners.

- **Holes.** Commodity-grade depth sensors cannot capture depth on bright, transparent, reflective and distant surfaces. Therefore, multiple large coherent regions may be missing. We simulate this by 1) masking the depth using a random polygonal region, 2) masking regions at a certain distance, and 3) masking the whole image with the exception of a polygonal region.

To increase the diversity of these patterns, we augment each type of sparse depth by randomizing its parameters (e.g., the number of valid points, mask size, and feature thresholds), and then by combining sparsity patterns together.
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Figure 3: Our method takes an RGB image, sparse depth, and guidance map as input, and it outputs a dense completed depth.

Figure 4: Visualization of sampled sparse depths. We simulate three different patterns from (a) the dense depth for training models: (b) random uniform sampling, (c) feature point based sampling, and (d) region-based sampling.

Improving the Robustness to Outliers. Outliers and depth sensor noise are unavoidable in any depth acquisition method. Most previous methods only take an RGB image and a sparse depth as the input, and they do not have any extra source of information with which they could distinguish the outliers. However, our method leverages a data prior from the single image depth network, which can help resolve incorrect constraints when there is a significant discrepancy between the two. In order to encourage the network to learn this, we add outliers during training. Specifically, we randomly sample several points and scale their depth by a random factor from 0.1 to 2.

4.3 Benchmark Redesign

Existing benchmarks such as NYU and Matterport3D only consider a specific type of sparsity, and thus they are not suitable for benchmarking a model’s robustness and generalization ability across different task domains. Therefore, we propose two new benchmark designs based on typical types of depth sparsity and depth noise in real-world applications. Critically, we note that the methods we use for generating sparse and noisy data are not the same as those used for training our approach, this allows us to evaluate the generalization of our training sparsity patterns on these (more realistic) sparsity patterns. Additionally, neither of these datasets was used when training our method.

The first one aims to evaluate the generalization ability of depth completion methods to various sparsity situations, termed GeneralSparsity. We collect 3 datasets (NYU [17], ScanNet [27], as well as DIODE [28]) and propose 3 sparse depth patterns to simulate commodity-level RGBD sensors: 1) Unpaired FOV. Some RGBD sensors have different fields of view between the RGB camera and the depth sensor, such as KinectV2 (RGB: 84.1° × 53.8°; Depth: 70.6° × 60°) [56]. We propose to mask a 25% region along the 4 borders of the ground truth depth to simulate this situation. 2) Sparse ToF. Time-of-light sensors (ToF) embedded in mobile devices have much lower resolution than that of an RGB camera. For example, the RGB sensor and the depth sensor on a Huawei phone have the same field of view but the resolutions for the RGB camera and the ToF sensor are 1280 × 960 and 240 × 180 respectively. We up-project the raw depth to the RGB size and obtain the sparse depth shown in Fig. 5. In our benchmark, we downsample the ground truth depth map to a low resolution, up-project to the original size and mask the distant regions to obtain
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**Fig. 5:** RGBD capture using a Huawei phone and its up-projected sparse depth map. The depth and the RGB sensor have the same field of view but the resolution is different. RGB resolution is in $1280 \times 960$ but for depth, it is in $240 \times 180$. The “Up-projected Sparse Depth” means upsampling the raw depth map to the larger RGB image resolution, and this process will result in the sparsity of the depth map. See the “Zoomed-in Region” for better visualization.

| Dataset           | Sparsity Pattern                        | Scenes   | Images # |
|-------------------|-----------------------------------------|----------|----------|
| GeneralSparsity   | Sparse ToF / Unpaired FoV               | Indoor   | 654      |
| Benchmark         | / Short Range                           |          |          |
| ScanNet [27]      | Sparse ToF / Unpaired FoV               | Indoor   | 700      |
|                   | / Short Range                           |          |          |
| DIODE [28]        | Sparse ToF / Unpaired FoV               | Indoor   | 771      |
|                   | / Short Range                           | Outdoor  |          |
| NoisySparsity     | Holes, Noisy                            | Indoor   | 4046     |
| Benchmark         |                                         |          |          |

*Table 2*: Details of proposed two new benchmarks. ‘GeneralSparsity’ aims to evaluate the model’s robustness to different sparsity patterns across domains, while ‘NoisySparsity’ evaluates the robustness to noises.

5 Experiments

In this section, we conduct several experiments to demonstrate the effectiveness of our approach.

**Implementation Details.** We employ the network proposed by Seichter *et al.* [52] with a pretrained ResNet-34 [57] backbone in our experiments. We use SGD for optimization with an initial learning rate of 0.02 for all layers. The learning rate is decayed every 40000 iterations with the ratio 0.1, and we used 24 samples per batch. We are shown in Fig. 6. More details of these two benchmarks are shown in Table 2.
Fig. 6: Qualitative comparison for completing noisy sparse depth. The noisy sparse depths are obtained by masking COLMAP [29] depths. Our completed results have fewer outliers and errors.

sampled 12000 images from three datasets respectively for training, i.e. Taskonomy [53], DML [54], and TartanAir [55]. During training, images are randomly flipped horizontally and resized to 448 × 448.

Evaluation Metrics. Following previous methods [12, 13], we employ multiple metrics to evaluate the results, including absolute relative error (AbsRel), mean absolute error (MAE), root mean squared error (RMSE), and percentage of pixels satisfying $\delta_\tau = \max\left(\frac{d_{\text{pred}}}{d_\text{gt}}, \frac{d_\text{gt}}{d_{\text{pred}}}\right) < 1.25\tau$. For runtime analysis, we only record the runtime of the model forward process, and regard the average of 3 times of 1000 forward process on a single Nvidia RTX 3090 Ti as ‘Time’.

5.1 Depth Completion Evaluation

In this experiment, we first compare our method with previous methods on the old NYU and Matterport3D benchmarks to show that our method can achieve performance comparable to previous methods, although it has not been trained on either of these datasets. Second, we benchmark on our new sparse depth completion benchmarks. Finally, we test our method on the DualPixel dataset [61] captured by a smartphone to further show the generalization of our method to mobile sensors.

Existing Benchmarks. Here, we compare to current state-of-the-art methods on NYU [17] and Matterport3D [26]. Although these two benchmarks have different sparse depth types, we use a single model for the evaluation on both of them. We include a baseline method (Ours-baseline) where the model does not make use of depth guidance, that is, it directly predicts the complete depth from RGB and sparse depth. Results are shown in Table 3 and Table 4, which indicate that our method achieves performance comparable to current methods, despite not being trained on these datasets.

Following [13, 19], we uniformly sample 500 points from the ground truth as the sparse depth on NYU. We can see that our method achieves performance on par with previous methods, and better accuracy than the baseline. Compared with our baseline (Ours-baseline), using a pretrained guidance model further improves performance. When compared to Yin et al. [24] (which provides our guidance input), we see that even with only 500 sparse points, the performance is improved significantly. Furthermore, we observe that our method is robust with respect to different guides, see ‘Ours-W MiDaS’ (using the MiDaS depth as the input during testing) and ‘Ours-W Yin et al. [24]’. As depths from Yin et al. [24] are employed for the guidance map during training, taking their depth can achieve better results in testing.

Existing methods were trained on small-scale data. To the best of our knowledge, our work
is the first to prove the feasibility of our robust monocular depth completion paradigm, and it is one of our contributions. The performance difference between the compared methods and “Ours-baseline” mainly comes from the effectiveness of the training paradigm on diverse datasets, and the performance difference between “Ours-baseline” and “Ours-W Guidance” mainly comes from our guidance map pipeline. As a result, our comparisons in Table 5 can show the effectiveness of both the robust monocular depth completion paradigm and the guidance-map pipeline. Also, the performance of methods with the guidance map can outperform those of depth maps outputted by the depth prediction network MiDaS and Yin et al.by

Table 3: Depth completion results on the NYU dataset. Following [13, 19], we uniformly sample 500 points from ground truth as the sparse depth. Our method is not trained on NYU but is comparable with state-of-the-art methods that are trained on NYU. MiDaS and Yin et al. are monocular depth estimation methods that are used as input to our method. “23.3ms+17.1ms” means depth completion network requires 23.3ms and the generation of guidance map spends 17.1ms.

| Methods                  | RMSE↓ | AbsRel↓ | δ1↑ | δ2↑ | δ3↑ | Time↓ |
|--------------------------|-------|---------|-----|-----|-----|-------|
| MiDaS [25]               | 0.513 | 0.110   | 88.6| 98.1| 99.6| 17.1ms|
| Yin et al. [24]          | 0.402 | 0.090   | 91.3| 98.0| 99.5| 26.0ms|
| Ours-baseline            | 0.210 | 0.036   | 98.4| 99.6| 99.9| 23.3ms|
| Ours-W MiDaS [25]        | 0.199 | 0.024   | 98.6| 99.6| 99.9| 23.3ms+17.1ms|
| Ours-W Yin et al. [24]   | 0.183 | 0.022   | 98.7| 99.7| 99.9| 23.3ms+26.0ms|

Table 4: Depth completion results on the Matterport3D dataset. Our method is not trained on Matterport3D but is comparable with state-of-the-art methods that are trained on Matterport3D. RMSE and MAE are given in meters. MiDaS and Yin et al. are monocular depth estimation methods that are used as input to our method.

| Methods                  | RMSE↓ | MAE↓  | δ1.05↑ | δ1.1↑ | δ1↑ | δ2↑ | δ3↑ |
|--------------------------|-------|-------|--------|-------|-----|-----|-----|
| Huang et al. [11]        | 1.092 | 0.342 | 66.1   | 75.0  | 85.0| 91.1| 93.6|
| Zhang et al. [9]         | 1.316 | 0.461 | 65.7   | 70.8  | 78.1| 85.1| 88.8|
| Semushkin et al. [10]    | 1.028 | 0.299 | 71.9   | 80.5  | 89.0| 93.2| 95.0|
| Yin et al. [24]          | 2.06  | 1.13  | 17.9   | 29.8  | 50.7| 72.3| 83.4|
| MiDaS [25]               | 3.45  | 2.01  | 13.2   | 21.8  | 37.5| 54.8| 66.4|
| Ours-baseline            | 2.35  | 0.574 | 68.9   | 78.6  | 86.1| 91.5| 96.0|
| Ours-W MiDaS [25]        | 1.49  | 0.448 | 67.8   | 76.3  | 85.0| 91.0| 94.5|
| Ours-W Yin et al. [24]   | 1.03  | 0.320 | 71.2   | 79.0  | 87.1| 93.1| 96.0|
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Fig. 7: Qualitative comparison of depth and reconstructed 3D shape. Our completed metric depth has finer details and the reconstructed 3D shape is more accurate than Senushkin et al. [10] and Yin et al. [24]. Note that Yin et al. cannot predict metric depth.

Table 5: Comparison of state-of-the-art methods on our proposed GeneralSparsity benchmark. This benchmark mainly analyzes the robustness of depth completion methods to different sparsity types. Although these testing datasets and sparsity types are unseen to our methods during training, we can achieve better performance than current methods.

| Methods  | NLSPN [13] | Senushkin et al. [10] | Ours-baseline | Ours-W Guidance |
|----------|------------|-----------------------|---------------|-----------------|
| NYU      | AbsRel↓    | Unp. FOV              | 0.150         | 0.224           | 0.046           | 0.031           |
|          |            | Sparse ToF            | 0.190         | 0.615           | 0.018           | 0.013           |
|          |            | Short Range           | 0.114         | 0.093           | 0.041           | 0.030           |
| ScanNet  | AbsRel↓    | Unp. FOV              | 0.716         | 0.255           | 0.049           | 0.028           |
|          |            | Sparse ToF            | 1.413         | 0.793           | 0.022           | 0.014           |
|          |            | Short Range           | 0.202         | 0.166           | 0.047           | 0.037           |
| DIODE    | AbsRel↓    | Unp. FOV              | 6.684         | 0.687           | 0.150           | 0.139           |
|          |            | Sparse ToF            | 11.370        | 6.120           | 0.143           | 0.111           |
|          |            | Short Range           | 1.005         | 0.623           | 0.144           | 0.137           |

Table 5: Comparison of state-of-the-art methods on our proposed GeneralSparsity benchmark. This benchmark mainly analyzes the robustness of depth completion methods to different sparsity types. Although these testing datasets and sparsity types are unseen to our methods during training, we can achieve better performance than current methods.

a large margin, and it ensures the impact and necessity of our guidance map pipeline.

It is worth noticing that our analysis in Fig. 2 has shown the lack of robustness of existing depth completion methods, and our reliability in practical applications. For Table 3 and Table 4, the upper part of the methods are not only trained on the training split of test datasets, but also lack robustness to outliers and sample point numbers. Even though we report their best performance on suitable point numbers without any noise of ground truth, we can still achieve comparable performance without training on the domain of test datasets. If we offer noisy ground-truth depth, our methods can outperform these methods by a large margin, according to Table 5 and Table 6.

Moreover, the qualitative comparison on Matterport3D is illustrated in Fig. 7. Although Senushkin et al. [10] can achieve better accuracy than ours (note that it was trained on Matterport3D) we find that our reconstructed scene structure is better.

Proposed New Benchmarks. We now compare to current state-of-the-art methods on the proposed GeneralSparsity and NoisySparsity datasets.
Sparse ToF Short Range Unpaired FOV
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Fig. 8: Qualitative completion results on the DIOIDE [28] dataset. Note that none of the methods are trained on this dataset. We compare our method with Senushkin et al. [10] and NLSPN [13] using 3 different unseen sparsity patterns.

We compare our approach to NLSPN [13] and Senushkin et al. [10] since they have achieved the most promising results on current benchmarks. Note that the NLSPN method is trained on NYU, while Senushkin et al. [10] is trained on Matterport3D. In contrast, our method is not trained on either of these datasets. Furthermore, the specific sparsity patterns used for evaluation are not utilized in our training. Results are summarized in Table 5. We find that NLSPN [13] and Senushkin et al. [10] do not generalize well to different types of sparse depth, or datasets, which is reasonable as they are trained on one dataset and one sparsity type only. In contrast, our method can achieve comparable performance on both datasets. Furthermore, compared to our baseline method, we see that using the guidance map can consistently improve the performance over all datasets and sparse depth types. The quantitative comparison of completing 3 different patterns on the DIOIDE dataset is demonstrated in Fig. 8. More examples on our proposed GeneralSparsity benchmark are shown in Fig. 11, 12, and 13.

On the NoisySparsity benchmark, we evaluate robustness to noisy sparse inputs. In Table 6, we observe that our method can achieve better accuracy than existing methods. Compared with our baseline approach, using the guidance map further boosts performance. Qualitative comparisons are shown in Fig. 6, we can see that our completed depths have much fewer outliers and noise (see the wall). More quantitative comparisons can be found in Fig. 9, 14 and 15. Compared with the baseline (no guidance map), our approach is more robust to noise (see ‘library_0006’ and ‘living_room_0058’).

Completing Mobile Phone Sensor Depth.
Many smartphones have been equipped with cheap 3D sensors. To evaluate the robustness
Table 6: Comparison on the proposed NoisySparsity benchmark, showing robustness to noisy input.

| Metrics          | NLSPN [13] | Shenshkin et al. [10] | Ours (baseline) | Ours (W Guidance) |
|------------------|------------|------------------------|-----------------|-------------------|
| AbsRel (%)↓     | 24.9       | 18.26                  | 6.41            | 5.25              |
| δ₁ (%)↑         | 54.7       | 70.3                   | 93.6            | 95.2              |

Fig. 10: Completion of the phone-captured depths. Our method is more robust to different depth sensors than previous methods.

of our completion method with respect to noisy phone-captured depths, we perform a quantitative comparison on a Google Pixel 3 captured RGBD dataset (DualPixel) [61]. We apply the provided confidence map to sample the most confident 36% regions as the sparse depths and evaluate the depth on the most confident 80% regions. On this dataset, our method achieves 1.6% AbsRel (↓), while NLSPN [13] and Shenshkin [10] only achieve 4.1% and 24.86% respectively.

Furthermore, we also qualitatively test on 2 more phones, i.e. iPhone 12, and Huawei Mate 30. In each case, the depths are acquired differently. iPhone uses a stereo matching method to obtain the depth, which is normalized to 0 – 255 and saved as the inverse depth. Huawei provides a low-resolution dense depth, i.e. 180 × 240 pixels, which is captured by a ToF sensor. Google Pixel uses a dual-pixel sensor, which has a very small baseline, to capture the depth. The comparison is illustrated in Fig. 10. We can see that our method generalizes well to different real-world sparse data acquisition devices with a single trained model. More examples are shown in Fig. 16 and 17.

Ablation of Synthetic Sparsity Patterns. This study aims to investigate the effectiveness of different simulated sparsity patterns during training. We remove one of the proposed patterns during training and evaluate them on 3 zero-shot datasets with different patterns. On NYU and ScanNet, we simulate the pattern ‘Sparse ToF’ and ‘Unpaired FOV’, while we use the provided sparse depth on Matterport3D. All models have been trained with the same number of epochs, and identical parameters other than the sparsity patterns. Results are summarized in Table 7. We observe that when missing the simulated sparse depth pattern, the performance on the most-related testing data will decrease. For example, the model trained without the ‘Holes’ pattern has worse performance than others on ScanNet and Matterport3D. Therefore, we see how combining different sparsity patterns improves cross-domain generalization.

6 Discussion

Limitations. Our method takes as input a depth map from the monocular depth estimation model as the guidance. While such single-image depth methods are improving, it is possible for the guidance map to have significant errors still. This leads
Sparse Depth Completion

| Methods       | NYU (Sparse ToF) | ScanNet (Unpaired FOV) | Matterport3D (Original pattern) |
|---------------|------------------|------------------------|-------------------------------|
| W/o Features  | 0.036            | 0.047                  | 0.122                         |
| W/o Uniform   | 0.021            | 0.044                  | 0.121                         |
| W/o Holes     | 0.012            | 0.12                   | 0.165                         |
| Ours-Full     | 0.013            | 0.028                  | 0.120                         |

Table 7: Ablation of different training sparsity patterns. The model is trained on the simulated patterns except the one specified by ‘W/o’ and evaluated on zero-shot datasets.

Conclusion. In this paper, we analyze existing depth completion methods and show that they cannot generalize to different data domains and are sensitive to noise. We propose a simple yet robust system for depth completion. Our method leverages a single image depth prior and is trained with diverse data augmentation. In addition, we redesign two depth completion benchmarks to better evaluate a depth completion method’s generalization ability and its robustness to noise, different sparsity patterns, and diverse scenes. We show that our approach achieves promising performance on our new benchmarks, works with a variety of sensor types and is robust to the sensor noise, with a single trained model. Our method provides a solution to high-quality mobile depth capture, which can improve downstream depth-related applications on mobile devices.
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