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Abstract We are dealing with the validity of a large deviation principle for a class of reaction–diffusion equations with polynomial non-linearity, perturbed by a Gaussian random forcing. We are here interested in the regime where both the strength of the noise and its correlation are vanishing, on a length scale $\epsilon$ and $\delta(\epsilon)$, respectively, with $0 < \epsilon, \delta(\epsilon) \ll 1$. We prove that, under the assumption that $\epsilon$ and $\delta(\epsilon)$ satisfy a suitable scaling limit, a large deviation principle holds in the space of continuous trajectories with values both in the space of square-integrable functions and in Sobolev spaces of negative exponent. Our result is valid, without any restriction on the degree of the polynomial nor on the space dimension.

1 Introduction

We are dealing here with the equation

$$\begin{cases}
\partial_t u(t, \xi) = \Delta u(t, \xi) + f(u(t, \xi)) + \sqrt{\epsilon} \xi \delta(t, \xi), & t > 0, \quad \xi \in D, \\
u(0, \xi) = x(\xi), & \xi \in D, \\
u(t, \xi) = 0, & t \geq 0, \quad \xi \in \partial D,
\end{cases} \quad (1.1)$$

defined in a bounded smooth domain $D \subset \mathbb{R}^d$, with $d \geq 1$. The nonlinearity $f$ is given by the polynomial

$$f(r) = -r^{2n+1} + \lambda_1 r + \lambda_2, \quad r \in \mathbb{R},$$
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for some \( n \in \mathbb{N} \) and \( \lambda_1, \lambda_2 \in \mathbb{R} \). The forcing term \( \xi^\delta(t, \xi) \) is a zero mean space-time Gaussian noise, white in time and colored in space, with correlation of order \( \delta \), and \( \epsilon > 0 \) is the parameter that measures the intensity of the noise.

If \( \delta > 0 \), then, by using classical arguments in the theory of SPDEs, it is possible to show that, for every fixed \( \epsilon > 0 \), Eq. (1.1) is globally well-posed (for a proof, see e.g. [7, Theorem 7.19]). On the other hand, if the space dimension \( d \) is bigger than 1, and the Gaussian noise is white, both in time and in space, (that is \( \delta = 0 \)) the well-posedness of Eq. (1.1) is a problem and a proper renormalization of the non-linear term \( f \) is required. In case of space dimension \( d = 2 \), this renormalization is realized through the Wick ordering (to this purpose, see [6,13,15]). In case \( d = 3 \) and \( f \) is a polynomial of degree 3, the proof of the well-posedness of the problem requires a considerably more complicated renormalization of the non-linearity (see [11], and also [16] for the global well-posedness). Nothing of what we have mentioned applies in dimension \( d = 4 \) and higher.

Here, we are interested in the validity of a large deviation principle for Eq. (1.1), when both \( \epsilon \) and \( \delta \) go to zero. In [5] it has been studied this problem when first \( \epsilon \to 0 \) and then \( \delta \to 0 \), in the case \( f \) is a Lipschitz-continuous nonlinearity, without any restriction on the dimension. It has been proved that the action functional \( I^\delta_T \), that describes the large deviation principle for the family \( \{u^\epsilon_\delta\}_{\epsilon > 0} \) in the space \( C([0, T]; L^2(D)) \), is \( \Gamma \)-convergent, as \( \delta \downarrow 0 \), to the functional

\[
I_T(u) = \frac{1}{2} \int_0^T |\partial_t u(t) - \Delta u(t) - f(u(t))|^2_{L^2(D)} dt.
\]

The functional \( I_T \) corresponds to the large deviation action functional for Eq. (1.1), in case of space-time white noise, when well-posedness is a challenge. In particular, the \( \Gamma \)-convergence of \( I^\delta_T \) to \( I_T \) has allowed to obtain the converge of the quasi-potential and, as a consequence, the approximation of the expected exit times and exit places from suitable functional domains by the solution of Eq. (1.1). The problem of large deviations for this model has also been cited in [1] and [14].

In [12], Hairer and Weber have studied the large deviation principle for Eq. (1.1), with \( f(r) = -r^3 + \lambda_1 r \), in dimension \( d = 2, 3 \), under the assumption that \( \delta = \delta(\epsilon) \).

By using the recently developed theory of regularity structures, they have proved the validity of a large deviation principle for the family of random variables \( \{u^\epsilon\}_{\epsilon > 0} \), where \( u^\epsilon = u^\epsilon_{\delta(\epsilon)} \), in case

\[
\lim_{\epsilon \to 0} \delta(\epsilon) = 0.
\]

Actually, they have proved that if, in addition to (1.3), the following conditions hold

\[
\lim_{\epsilon \to 0} \epsilon \log \delta(\epsilon)^{-1} = \rho \in [0, \infty), \quad \text{for } d = 2,
\]

\[
\lim_{\epsilon \to 0} \epsilon \delta(\epsilon)^{-1} = \rho \in [0, \infty), \quad \text{for } d = 3,
\]

then the family \( \{u^\epsilon\}_{\epsilon > 0} \) satisfies a large deviation principle in \( C([0, T], C^\eta(D)) \), where \( C^\eta(D) \) is some space of functions of negative regularity in space, with respect to the action functional

\[\mathbb{S} Springer\]
\[ I_T^\rho(u) = \frac{1}{2} \int_0^T |\partial_t u - \Delta u + c_\rho u + u^3|_{L^2(D)}^2 \, dt. \]

Here \( c_\rho \) is some explicitly given constant, depending on \( \rho \) and \( d \), and such that \( c_0 = -\lambda_1 \).

In [12], Hairer and Weber have also considered the renormalized equation

\[
\begin{aligned}
\partial_t u(t, \xi) &= \Delta u(t, \xi) + (c + 3\epsilon c^{(1)}_{\delta(\epsilon)} - 9\epsilon^2 c^{(2)}_{\delta(\epsilon)}) u(t, \xi) - u^3(t, \xi) + \sqrt{\epsilon} \xi \delta(\epsilon)(t, \xi), \\
\lim_{\epsilon \to 0} \left( \epsilon \log \delta(\epsilon) - 1 \right) &= 0, \quad \text{if } d = 2,
\end{aligned}
\]

where \( c^{(1)}_{\delta(\epsilon)} \) and \( c^{(2)}_{\delta(\epsilon)} \) are the constants that arise from the renormalization procedure. They have proved that if in this case (1.3) holds, then the family of solutions \( \{u_\epsilon\}_{\epsilon > 0} \) satisfies a large deviation principle in \( C([0, T], C^\eta(D)) \), with action functional \( I_T^0 \).

Hairer and Weber’s proof of the large deviation principle relies strongly on the understanding of the renormalized equation even for the schemes without renormalization. In particular, in [12] they claim that it is not clear whether a large deviations principle holds in higher dimensions, even in the regime \( \epsilon \ll \delta(\epsilon)^{d-2} \).

In the present paper, by using the so-called weak convergence approach to large deviations (see [2]), we extend Hairer and Weber’s result to polynomials \( f \) of any degree and to any space dimension \( d \geq 2 \). Actually, we prove that the family of solutions \( \{u_\epsilon\}_{\epsilon > 0} \) of Eq. (1.1) satisfies a large deviation principle in \( C([0, T]; H^{-s}(D)) \), for every \( s > 0 \), with respect to the action functional \( I_T \) defined in (1.2), under the assumption that \( \delta = \delta(\epsilon) \) satisfies condition (1.3) and (in case of periodic boundary conditions)

\[
\lim_{\epsilon \to 0} \epsilon \log \delta(\epsilon) - 1 = 0, \quad \text{if } d = 2,
\]

and

\[
\lim_{\epsilon \to 0} \epsilon \delta(\epsilon)^{-(d-2)} = 0, \quad \text{if } d \geq 3. \tag{1.5}
\]

Moreover, we prove the validity of a large deviation principle in \( C([0, T]; L^2(D)) \), with respect to the same action functional \( I_T \), under the more restrictive assumption that

\[
\lim_{\epsilon \to 0} \epsilon \delta(\epsilon)^{-\eta} = 0, \quad \text{for } \eta > d - 2. \tag{1.6}
\]

In fact, in the present paper we consider Dirichlet boundary an arbitrary conditions in a general smooth bounded domain \( D \) and, in this case, scalings (1.5) and (1.6) become slightly different (see Theorem 5.1 for the precise statement).

Let us finally mention that the weak convergence approach has already been used in the context of stochastic reaction diffusion equations in [17] but there the driving noise is spatially smooth whereas in our work it approaches a space time white noise.
2 Notations

Let $D$ be a bounded domain in $\mathbb{R}^d$, having smooth boundary. In what follows, we shall denote by $H$ the Hilbert space $L^2(D)$, endowed with the usual scalar product

$$\langle x, y \rangle_H = \int_D x(\xi) y(\xi) \, d\xi,$$

and the corresponding norm $|\cdot|_H$. Moreover, we shall denote by $E$ the Banach space $C(\bar{D})$, endowed with the supremum norm $|x|_E = \sup_{x \in \bar{D}} |x(\xi)|$, and the duality $\langle \cdot, \cdot \rangle_E, E^\star$. For any $p \in [1, \infty) \setminus \{2\}$, the norms in $L^p(D)$ will be denoted by $|\cdot|_p$ and the duality between $L^p(D)$ and $L^q(D)$, with $p^{-1} + q^{-1} = 1$, will be denoted by $\langle \cdot, \cdot \rangle_{p,q}$.

Next, for any $x \in E$, we denote

$$M_x = \{ \xi \in \bar{D} : |x(\xi)| = |x|_E \}.$$

Moreover, if $x \neq 0$, we set

$$\mathcal{M}_x = \{ \delta_{x,\xi} \in E^\star : \xi \in M_x \},$$

where $\delta_{x,\xi}$ is the element of the dual $E^\star$ defined by

$$\langle \delta_{x,\xi}, y \rangle_{E^\star} = \frac{x(\xi)y(\xi)}{|x|_E}, \quad y \in E.$$

For $x = 0$, we set

$$\mathcal{M}_0 = \{ h \in E^\star : |h|_{E^\star} = 1 \}.$$

Clearly, we have

$$\mathcal{M}_x \subseteq \partial |x|_E := \{ h \in E^\star : |h|_{E^\star} = 1, \langle h, x \rangle_{E, E^\star} = |x|_E \},$$

for every $x \in E$, and, due to the characterization of $\partial |x|_E$, it is possible to show that if $\# M_x = 1$, then $\mathcal{M}_x = \partial |x|_E$. In particular, if $u : [0, T] \to E$ is any differentiable mapping, then

$$\frac{d}{dt} |u(t)|_E \leq \langle u'(t), \delta \rangle_{E, E^\star}, \quad (2.1)$$

for any $t \in [0, T]$ and $\delta \in \mathcal{M}_{u(t)}$ (for all details we refer e.g. to [7, Appendix D] and also to [3, Appendix A]).
In what follows we shall denote by $A$ the realization in $H$ of the Laplace operator $\Delta$, endowed with Dirichlet boundary conditions. That is

$$D(A) = \left\{ u \in W^{2,2}(D) : u(x) = 0, \ x \in \partial D \right\}, \ \ \ Au = \Delta u.$$  

In fact, with the same arguments that we will use in the case of Dirichlet boundary conditions, we can also treat Neumann or periodic boundary conditions.

It is possible to check (see e.g. [9] for all details and proofs) that $A$ is a non-positive and self-adjoint operator in $H$, which generates an analytic semigroup $e^{tA}$ with dense domain. In [9, Theorem 1.4.1] it is proved that the space $L^1(D) \cap L^\infty(D)$ is invariant under $e^{tA}$, so that $e^{tA}$ may be extended to a non-negative one-parameter contraction semigroup $T_p(t)$ on $L^p(D)$, for all $1 \leq p \leq \infty$. These semigroups are strongly continuous for $1 \leq p < \infty$ and are consistent, in the sense that $T_p(t)u = T_q(t)u$, for all $u \in L^p(D) \cap L^q(D)$. This is why we shall denote all $T_p(t)$ by $e^{tA}$. Finally, if we consider the part of $A$ in the space of continuous functions $E$, it generates an analytic semigroup which has no dense domain in general (it clearly depends on the boundary conditions).

The semigroup $e^{tA}$ is compact on $L^p(D)$ for all $1 \leq p \leq \infty$ and $t > 0$. The spectrum $\{-\alpha_k\}_{k \in \mathbb{N}}$ of $A$ is independent of $p$ and $e^{tA}$ is analytic on $L^p(D)$, for all $1 \leq p \leq \infty$. Moreover, there exists $c > 0$ such that

$$c^{-1} k^{\frac{d}{2}} \leq \alpha_k \leq c k^{\frac{d}{2}}, \ \ \ k \in \mathbb{N}. \ \ (2.2)$$

In what follows, for every $s > 0$, we denote by $H^{-s}(D)$ the closure of $H$ with respect to the norm

$$|x|^2_{H^{-s}(D)} = \sum_{k=1}^{\infty} x_k^2 \alpha_k^{-s}.$$  

Concerning the complete orthonormal system of eigenfunctions $\{e_k\}_{k \in \mathbb{N}}$, in case $D = [0, L]^d$, we have $\sup_{k \in \mathbb{N}} |e_k|_\infty < \infty$. In case of a general bounded domain $D$ in $\mathbb{R}^d$, with $d > 1$, having a smooth boundary, we have that there exists some $c = c(D) > 0$ such that

$$|e_k|_\infty \leq c \alpha_k^{\frac{d-1}{2}}, \ \ \ k \in \mathbb{N}$$

(for a proof see [10], where the estimate above is proved for $d$-dimensional compact manifold with boundary). In particular, due to (2.2), we have

$$|e_k|_\infty \leq c k^{\frac{d-1}{2d}}, \ \ \ k \in \mathbb{N}.$$  

Thus, in what follows, we will assume the following condition
Hypothesis 1 There exist $\alpha = \alpha(d) \geq 0$ and $c > 0$ such that

$$|e_k|^2_{\infty} \leq c k^{\frac{n}{2}}, \quad k \in \mathbb{N}. \quad (2.3)$$

Now, for every $x : D \to \mathbb{R}$ we shall denote

$$F(x)(\xi) = f(x(\xi)), \quad \xi \in D,$$

where

$$f(r) = -r^{2n+1} + \lambda_1 r + \lambda_2, \quad r \in \mathbb{R},$$

for some $n \in \mathbb{N}$ and $\lambda_1, \lambda_2 \in \mathbb{R}$. It is immediate to check that $F$ maps $E$ into $E$ continuously, is locally Lipschitz continuous and

$$|F(x)|_E \leq c \left( |x|_E^{2n+1} + 1 \right), \quad x \in E.$$

Moreover, for every $x, y \in E$ and $\delta \in \mathcal{M}_{x-y}$, we have

$$\langle F(x) - F(y), \delta \rangle_{E,E^*} \leq c |x - y|_E, \quad x, y \in E. \quad (2.4)$$

It is also possible to check that, if we denote

$$p_n = 2(n + 1), \quad q_n = \frac{2(n + 1)}{2n+1},$$

then $F$ maps $L^{p_n}(D)$ into $L^{q_n}(D)$ and for every $x, y \in L^{p_n}(D)$ we have

$$|F(x) - F(y)|_{q_n}^{q_n} \leq c \int_D |x(\xi) - y(\xi)|^{q_n} \left( |x(\xi)|^{2n} + |y(\xi)|^{2n} + 1 \right)^{q_n} d\xi \leq c |x - y|_{p_n}^{q_n} \left( |x|_{p_n} + |y|_{p_n} + 1 \right)^{2nq_n}.$$

This implies that for every $x, y \in L^{p_n}(D)$

$$|F(x) - F(y)|_{q_n} \leq c |x - y|_{p_n} \left( |x|_{p_n}^{2n} + |y|_{p_n}^{2n} + 1 \right). \quad (2.5)$$

In particular, we get

$$|F(x)|_{q_n} \leq c \left( |x|_{p_n}^{2n+1} + 1 \right), \quad x \in L^{p_n}(D). \quad (2.6)$$

Moreover, there exists some constant $c > 0$ such that for every $r, s \in \mathbb{R}$

$$(f(r) - f(s))(r - s) \leq -c |r - s|^{p_n} + \lambda_1 |r - s|^2,$$
and this implies that for every \( x, y \in L^{p_n}(D) \), it holds

\[
\langle F(x) - F(y), x - y \rangle_{q_n, p_n} \leq -c |x - y|_{p_n}^2 + \lambda_1 |x - y|_{H}^2.
\]  

(2.7)

In what follows, for every \( N > 0 \) we shall define

\[
f_N(r) = \begin{cases} 
  f(r), & |r| \leq N, \\
  f(Nr/|r|), & |r| > N.
\end{cases}
\]

and we shall denote by \( F_N \) the composition operator associated with \( f_N \). As \( f_N : \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous and bounded, the mapping \( F_N : E \to E \) is Lipschitz-continuous and bounded. For every \( M \geq N \), we have

\[
|x|_E \leq N \implies F_M(x) = F_N(x) = F(x).
\]  

(2.8)

Moreover, it is possible to verify that for every \( N > 0 \) and \( \delta \in \mathcal{M}_{x-y} \)

\[
\langle F_N(x) - F_N(y), \delta_{x-y} \rangle_{E, E^*} \leq c |x - y|_E, \quad x, y \in E.
\]  

(2.9)

for some constant \( c \) independent of \( N \).

3 The Model

As we mentioned in the introduction, we are dealing here with the equation

\[
\begin{cases}
\partial_t u(t, \xi) = \Delta u(t, \xi) + f(u(t, \xi)) + \sqrt{\varepsilon} \partial_t w^\delta(t, \xi), & t > 0, \quad \xi \in D \\
u(0, \xi) = x(\xi), & \xi \in D, \quad u(t, \xi) = 0, & t \geq 0, \quad \xi \in \partial D.
\end{cases}
\]  

(3.1)

Concerning the random perturbation \( w^\delta(t) \), we assume that for every \( \delta > 0 \) it is a cylindrical Wiener process in \( L^2(D) \), white in time and colored in space, with covariance

\[
Q_\delta = \left( I + \delta \sqrt{-A} \right)^{-2\beta},
\]

for some \( \beta = \beta(d) \geq 0 \), depending on the space dimension \( d \). This means that \( w^\delta(t) \) can be represented as

\[
w^\delta(t) = \sum_{k=1}^{\infty} \lambda_k(\delta) e_k(\xi), \quad t \geq 0,
\]

where \( \{e_k(t)\}_{k \in \mathbb{N}} \) is a sequence of independent standard Brownian motions defined on a stochastic basis \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\), \( \{e_k\}_{k \in \mathbb{N}} \) is the complete orthonormal system of \( L^2(D) \) that diagonalizes \( A \) (see Sect. 2) and

\[\square\] Springer
\[ \lambda_k(\delta) = (1 + \delta \sqrt{\alpha_k})^{-\beta}, \quad k \in \mathbb{N}. \tag{3.2} \]

**Hypothesis 2** For every \( d > 1 \), we assume

\[ \beta = \beta(d) > \frac{d - 2 + \alpha}{2}, \tag{3.3} \]

where \( \alpha = \alpha(d) \) is the non-negative constant introduced in Hypothesis 1.

With the notation introduced in Sect. 2, for every \( \epsilon, \delta > 0 \) Eq. (3.1) can be rewritten as the following abstract evolution equation

\[ du(t) = [Au(t) + F(u(t))] \, dt + \sqrt{\epsilon} \, dw^\delta(t), \quad u(0) = x. \tag{3.4} \]

Due to Hypothesis 2, for every \( \epsilon, \delta > 0 \) the linear problem

\[ dz(t) = Az(t) \, dt + \sqrt{\epsilon} \, dw^\delta(t), \quad z(0) = 0, \tag{4.1} \]

admits a unique mild solution \( z^\epsilon_\delta \) belonging to \( L^p(\Omega; C([0, T]; E)) \), for every \( p \geq 1 \) and \( T > 0 \). Therefore, as proved in [7, Theorem 7.19], for any initial condition \( x \in H \), Eq. (3.4) admits a unique mild solution \( u^\epsilon_\delta \in L^p(\Omega; C([0, T]; H) \cap L^{2(n+2)}((0, T) \times D)) \), for every \( p \geq 1 \) and \( T > 0 \).

**4 The Skeleton Equation**

We are here interested in the study of the well-posedness of the following deterministic problem

\[ \frac{du}{dt}(t) = Au(t) + F(u(t)) + \varphi(t), \quad u(0) = x, \tag{4.1} \]

where the control \( \varphi \) is taken in \( L^2(0, T; H) \) and the initial condition \( x \) in \( H \).

We recall that a function \( u \) in \( C([0, T]; X) \) is a mild solution to Eq. (4.1) if

\[ u(t) = e^{tA}x + \int_0^t e^{(t-s)A} F(u(s)) \, ds + \int_0^t e^{(t-s)A} \varphi(s) \, ds, \]

(here we denote by \( X \) either \( H \), or \( E \), or \( L^p(D) \), for \( p \geq 1 \)).

**Theorem 4.1** For every \( T > 0 \) and for every \( x \in H \) and \( \varphi \in L^2(0, T; H) \), there exists a unique mild solution \( u^{x, \varphi} \) to Eq. (4.1) in \( C([0, T]; H) \cap L^{p_n}((0, T) \times D) \). Moreover

\[ |u^{x, \varphi}|_{C([0,T];H)} + |u^{x, \varphi}|_{L^{p_n}((0,T) \times D)} \leq c_T \left( 1 + |x|_H + |\varphi|_{L^2(0,T;H)} \right). \tag{4.2} \]

**Proof** For every \( N > 0 \), we introduce the approximating problem

\[ \frac{du}{dt}(t) = Au(t) + F_N(u(t)) + \varphi(t), \quad u(0) = x. \tag{4.3} \]
As $F_N : E \rightarrow E$ is Lipschitz continuous, if $x \in E$ and $\varphi \in L^2(0, T; E)$ there exists a unique mild solution $u_N \in C([0, T]; E)$. In case we want to emphasize the dependence of $u_N$ on the initial condition $x$ and the control $\varphi$, we will denote it by $u_N^{x, \varphi}$.

Now, according to (2.1) and (2.9), for every $\delta(t, N) \in \mathcal{M}_{hN(t)}$ we have

$$
\frac{d}{dt} \left| u_N(t) \right|_E \leq \langle Au_N(t), \delta(t, N) \rangle_{E,E^*} + \langle F_N(u_N(t)) - F_N(0), \delta(t, N) \rangle_{E,E^*} + \langle F_N(0), \delta(t, N) \rangle_{E,E^*} + \langle \varphi(t), \delta(t, N) \rangle_{E,E^*} \leq c \left| u_N(t) \right|_E + \left| \varphi(t) \right|_E + \lambda_2,
$$

so that

$$
\left| u_N(t) \right|_E \leq cT \left| x \right|_E + \left| \varphi \right|_{C([0,T];E)} + \lambda_2, \quad t \in [0, T].
$$

According to (2.8), this means in particular that if we fix

$$
\bar{N} > cT \left( \left| x \right|_E + \left| \varphi \right|_{C([0,T];E)} + \lambda_2 \right),
$$

and define

$$u^{x, \varphi}(t) = u_N^{x, \varphi}(t), \quad t \in [0, T],$$

the function $u^{x, \varphi}$ is a mild solution to problem (4.1). Moreover, $u^{x, \varphi}$ is the unique mild solution. Actually, if $v_1$ and $v_2$ are two mild solutions in $C([0, T]; E)$ and $\rho = v_1 - v_2$, due to (2.4), for every $\delta \in \mathcal{M}_{\rho(t)}$ we have

$$
\frac{d}{dt} \left| \rho(t) \right|_E \leq \langle A\rho(t), \delta \rangle_{E,E^*} + \langle F(v_1(t)) - F(v_2(t)), \delta \rangle_{E,E^*} \leq c \left| \rho(t) \right|_E,
$$

and, as $\rho(0) = 0$, we can conclude that $v_1(t) - v_2(t) = \rho(t) = 0$, for every $t \in [0, T]$.

Now, if $x \in H$ and $\varphi \in L^2(0, T; H)$, let $\{x_k\}_{k \in \mathbb{N}} \subset E$ and $\{\varphi_k\}_{k \in \mathbb{N}} \subset L^2(0, T; E)$ be two sequences such that

$$\lim_{k \to \infty} |x_k - x|_H + |\varphi_k - \varphi|_{L^2(0,T;H)} = 0. \quad (4.4)$$

If we fix $k, h \in \mathbb{N}$ and define $\rho := u^{x_k, \varphi_k} - u^{x_h, \varphi_h}$, we have that $\rho$ is a mild solution to the problem

$$
\frac{d\rho}{dt}(t) = A\rho(t) + \left[ F(u^{x_k, \varphi_k}(t)) - F(u^{x_h, \varphi_h}(t)) \right] + \left[ \varphi_k(t) - \varphi_h(t) \right], \quad \rho(0) = x_k - x_h.
$$

Therefore, due to (2.7), we have

$$
\frac{1}{2} \frac{d}{dt} \left| \rho(t) \right|^2_H \leq \langle A\rho(t), \rho(t) \rangle_H + \langle F(u^{x_k, \varphi_k}(t)) - F(u^{x_h, \varphi_h}(t)), \rho(t) \rangle_{q_n, p_n} + \langle \varphi_k(t) - \varphi_h(t), \rho(t) \rangle_H \leq -c \left| \rho(t) \right|^2_{p_n} + c \left| \rho(t) \right|^2_H + |\varphi_k(t) - \varphi_h(t)|^2_H.
$$
This implies that
\[
|\rho(t)|_H^2 + \int_0^t |\rho(s)|_{p_n}^{p_n} \, ds \leq c_T \left( |x_k - x_h|^2_{L^2(0,T;H)} + |\varphi_k - \varphi_h|^2_{L^2(0,T;H)} \right). \tag{4.5}
\]

In particular, due to (4.4), we have
\[
\lim_{k,h \to \infty} |u^{x_k,\varphi_k} - u^{x_h,\varphi_h}|_{C([0,T];H)} + |u^{x_k,\varphi_k} - u^{x_h,\varphi_h}|_{L^p((0,T) \times D)} = 0,
\]
so that the sequence \( \{u^{x_k,\varphi_k}\}_{k \in \mathbb{N}} \) converges in \( C([0,T];H) \cap L^p((0,T) \times D) \) to some \( u^{x,\varphi} \), that satisfies estimate (4.2).

Thus, in order to conclude the proof of the present theorem, we have to show that \( u^{x,\varphi} \) is a mild solution to Eq. (4.1). For every \( k \in \mathbb{N} \), we have
\[
u^{x_k,\varphi_k}(t) = e^{tA}x_k + \int_0^t e^{(t-s)A} F(u^{x_k,\varphi_k}(s)) \, ds + \int_0^t e^{(t-s)A} \varphi_k(s) \, ds. \tag{4.6}
\]

According to (2.5), we have
\[
\left| \int_0^T \left| e^{(t-s)A} \left[ F(u^{x,\varphi}(s)) - F(u^{x_k,\varphi_k}(s)) \right] \right|_{q_n} \, ds \right|_{q_n} \leq c \int_0^T |F(u^{x,\varphi}(s)) - F(u^{x_k,\varphi_k}(s))|_{q_n} \, ds
\]
\[
\leq c \int_0^T |u^{x,\varphi}(s) - u^{x_k,\varphi_k}(s)|_{p_n} \left( |u^{x,\varphi}(s)|_{p_n}^{2n} + |u^{x_k,\varphi_k}(s)|_{p_n}^{2n} + 1 \right) \, ds,
\]

Therefore, since both \( u^{x,\varphi} \) and \( u^{x_k,\varphi_k} \) satisfy estimate (4.2), we get
\[
\int_0^T \left| \int_0^T e^{(t-s)A} \left[ F(u^{x,\varphi}(s)) - F(u^{x_k,\varphi_k}(s)) \right] \, ds \right|_{q_n} \, dt
\]
\[
\leq \left( \int_0^T |u^{x,\varphi}(s) - u^{x_k,\varphi_k}(s)|_{p_n}^{p_n} \, ds \right)^{\frac{1}{p_n}} \left( \int_0^T \left( |u^{x,\varphi}(s)|_{p_n}^{2nq_n} + |u^{x_k,\varphi_k}(s)|_{p_n}^{2nq_n} \right) \, ds + 1 \right)^{\frac{1}{p_n}}
\]
\[
\leq c_T \|x,\varphi\|_{L^p((0,T) \times D)}.
\tag{4.7}
\]

Moreover, since we have
\[
\sup_{t \in [0,T]} \left| \int_0^t e^{(t-s)A} \left[ \varphi(s) - \varphi_k(s) \right] \, ds \right|_H \leq c_T |\varphi - \varphi_k|_{L^2(0,T;H)},
\]
and
\[
\sup_{t \in [0,T]} \left| e^{tA}(x - x_k) \right|_H \leq |x - x_k|_H,
\]
due to (4.4) and (4.7) we can take the limit, as \( k \uparrow \infty \), in both sides of (4.6) with respect to the \( L^1(0, T; L^{qn}(D)) \)-norm and we get that \( u^{x, \varphi} \) satisfies the equation

\[
    u^{x, \varphi}(t) = e^{tA}x + \int_0^t e^{(t-s)A} F(u^{x, \varphi}(s)) \, ds + \int_0^t e^{(t-s)A} \varphi(s) \, ds.
\]

Finally, as any solution \( u^{x, \varphi} \) satisfies estimate (4.2), uniqueness follows. \( \square \)

5 The Large Deviation Result

In Sect. 3 we have seen that for every \( \epsilon, \delta > 0 \) and every initial condition \( x \in H \), Eq. (3.4) admits a unique mild solution \( u^\epsilon_{x, \delta} \in L^p(\Omega; C([0, T]; H) \cap L^{2(n+1)}(0, T) \times D) \). Here and in what follows, we shall assume that \( \delta = \delta(\epsilon) > 0 \), for every \( \epsilon > 0 \), with

\[
    \lim_{\epsilon \to 0} \delta(\epsilon) = 0.
\]

Our purpose is proving the validity of a large deviation principle in the space \( C([0, T]; H^{-s}(D)) \), for \( s > 0 \), and in the space \( C([0, T]; H) \), as \( \epsilon \to 0 \), for the family of random variables \( \{u^\epsilon_x\}_{\epsilon > 0} \), where \( u^\epsilon_x = u^\epsilon_{x, \delta(\epsilon)} \), for every \( \epsilon > 0 \). If we want to emphasize the dependence of \( u^\epsilon_x \) from its initial condition, we denote it by \( u^\epsilon_x \).

**Theorem 5.1** Let Hypotheses 1 and 2 be satisfied and assume that

\[
    \lim_{\epsilon \to 0} \delta(\epsilon) = 0.
\]

If

\[
    \lim_{\epsilon \to 0} \epsilon \Lambda(\delta(\epsilon)) = 0, \quad (5.1)
\]

where

\[
    \Lambda(\delta) := \begin{cases} 
        \log \delta^{-1}, & \text{if } \alpha = 0 \text{ and } d = 2, \\
        \delta^{-(d-2+\alpha)}, & \text{otherwise},
    \end{cases}
\]

then, for every initial condition \( x \in H \) and for every \( s > 0 \), the family of random variables \( \{u^\epsilon_x\}_{\epsilon > 0} \) satisfies a large deviation principle in \( C([0, T]; H^{-s}(D)) \), with action functional

\[
    I_T(u) = \frac{1}{2} \int_0^T \left| u'(t) - Au(t) - F(u(t)) \right|_H^2 \, dt. \quad (5.2)
\]

Moreover, if there exists \( \gamma > d - 2 + \alpha \) such that

\[
    \lim_{\epsilon \to 0} \epsilon \delta(\epsilon)^{-\gamma} = 0, \quad (5.3)
\]
then the family \( \{u^\epsilon\}_\epsilon > 0 \) satisfies a large deviation principle in \( C([0, T]; H) \), with respect to the same action functional \( I_T \).

As we have already done in our previous paper [4], where we have studied an analogous problem for the 2-dimensional stochastic Navier–Stokes equation with periodic boundary conditions, we will prove Theorem 5.1 by using the weak convergence approach to large deviations, as developed in [2] in the case of SPDEs. To this purpose, we first introduce some notation and then we give two conditions that, in view of what is proved in [2], imply the validity of the Laplace principle for the family \( \{u^\epsilon\}_\epsilon > 0 \), with respect to the action functional \( I_T \), in the spaces \( C([0, T]; H^{-1}(D)) \) and \( C([0, T]; H) \), depending on the different scaling conditions between \( \epsilon \) and \( \delta(\epsilon) \) (see (5.1) and (5.3)).

In Theorem 4.1 we have shown that, for every predictable process \( \varphi(t) \) in \( L^2(\Omega \times [0, T]; H) \), the problem

\[
\frac{du}{dt}(t) = Au(t) + F(u(t)) + \varphi(t), \quad u(0) = x, \quad (5.4)
\]

admits a unique mild solution \( u^{\epsilon, \varphi} \in C([0, T]; H) \cap L^2(n+1)((0, T) \times D) \). By combining together the proof of Theorem 4.1 with [7, proof of Theorem 7.19], it is possible to prove that for every fixed \( \epsilon > 0 \) the problem

\[
du(t) = \left[Au(t) + F(u(t)) + Q_{\delta(\epsilon)}\varphi(t)\right]dt + \sqrt{\epsilon}d\omega(\epsilon)(t), \quad u(0) = x, \quad (5.5)
\]

admits a unique mild solution \( u^{\epsilon, \varphi} \in L^2(\Omega; C([0, T]; H) \cap L^2(n+1)((0, T) \times D)) \).

**Condition 1** If \( I_T \) is the functional defined in (5.2), the level sets \( \{I_T(u) \leq r\} \) are compact in \( C([0, T]; H) \), for every \( r \geq 0 \).

**Condition 2** For every fixed \( T > 0 \) and \( \gamma > 0 \), let us define

\[
\mathcal{A}^\gamma_T := \left\{ u \in L^2(\Omega \times [0, T]; H) \text{ predictable} : \int_0^T |u(s)|_H^2 ds \leq \gamma, \ P - \text{a.s.} \right\}.
\]

If the family \( \{\varphi_\epsilon\}_\epsilon > 0 \subset \mathcal{A}^\gamma_T \) converges in distribution, as \( \epsilon \downarrow 0 \), to some \( \varphi \in \mathcal{A}^\gamma_T \), in the space \( L^2(0, T; H) \), endowed with the weak topology, then the family \( \{u^{\epsilon, \varphi_\epsilon}\}_\epsilon > 0 \) converges in distribution to \( u^{\epsilon, \varphi} \), as \( \epsilon \downarrow 0 \), in the space \( C([0, T]; H^{-1}(D)) \) or \( C([0, T]; H) \), depending if condition (5.1) or condition (5.3) are satisfied, respectively.

As we already mentioned, in [2] it is proved that if Condition 1 and Condition 2 hold, then the family of random variables \( \{u_\epsilon\}_\epsilon > 0 \) satisfies a large deviation principle in the space \( C([0, T]; H^{-1}(D)) \) or \( C([0, T]; H) \), with respect to the action functional \( I_T \) defined in (5.2). This means that Theorem 5.1 follows, once we prove that Condition 1 and Condition 2 are both satisfied.

Condition 1 follows if we can prove that the mapping

\[
\varphi \in L^2(0, T; H) \mapsto u^\varphi \in C([0, T]; H),
\]
is continuous, when $L^2(0, T; H)$ is endowed with the weak topology and $C([0, T]; H)$ is endowed with the strong topology.

As far as Condition 2 is concerned, we use the Skorohod theorem and rephrase such a condition in the following way. Let $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})$ be a probability space and let $\{\bar{w}^{\delta(\epsilon)}(t)\}_{t \geq 0}$ be a Wiener process, with covariance $Q^{\delta(\epsilon)}$, defined on $(\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})$ and corresponding to the filtration $\{\bar{\mathcal{F}}_t\}_{t \geq 0}$. Moreover, let $\{\bar{\varphi}_\epsilon\}_{\epsilon > 0}$ and $\bar{\varphi}$ be $\{\bar{\mathcal{F}}_t\}_{t \geq 0}$-predictable processes in $A^\gamma_T$, such that the distribution of $(\bar{\varphi}_\epsilon, \bar{\varphi}, \bar{w}^{\delta(\epsilon)})$ coincides with the distribution of $(\varphi_\epsilon, \varphi, w^{\delta(\epsilon)})$ and

$$\lim_{\epsilon \to 0} \bar{\varphi}_\epsilon = \bar{\varphi} \quad \text{weakly in } L^2(0, T; H), \quad \bar{\mathbb{P}} - \text{a.s.}$$

Then, if $\bar{u}^{\bar{\varphi}_\epsilon}$ is the solution of an equation analogous to (5.5), with $\varphi_\epsilon$ and $w^{\delta(\epsilon)}$ replaced respectively by $\bar{\varphi}_\epsilon$ and $\bar{w}^{\delta(\epsilon)}$, we have that

$$\lim_{\epsilon \to 0} |\bar{u}^{\bar{\varphi}_\epsilon} - \bar{u}^{\bar{\varphi}}|_{\mathcal{E}} = 0, \quad \bar{\mathbb{P}} - \text{a.s.}$$

where $\mathcal{E} = C([0, T]; H^{-s}(D))$ if (5.1) holds and $\mathcal{E} = C([0, T]; H)$ if (5.3) holds. In what follows, when proving the above statement, we will just forget about the $-\bar{\mathbb{P}}$.

### 5.1 Proof of Theorem 5.1

In fact, we only need to prove Condition 2, introduced above. Actually, we will see that Condition 1 follows from the same arguments, as a special case.

To this purpose, we fix a sequence $\{\varphi_\epsilon\}_{\epsilon > 0} \subset \mathcal{A}^\gamma_T$, which is $\mathbb{P}$-a.s. convergent to some $\varphi \in \mathcal{A}^\gamma_T$, with respect to the weak topology of $L^2(0, T; H)$, and we denote by $u^{x, \varphi_\epsilon}$ the solution of Eq. (5.5) starting from the initial condition $x \in H$. Our purpose is showing that, if $u^{x, \varphi}$ is the solution of Eq. (5.4), then

$$\lim_{\epsilon \to 0} \mathbb{E} \left| u^{x, \varphi_\epsilon} - u^{x, \varphi} \right|_{C([0,T];H^{-s}(D))} = 0, \quad \text{(5.6)}$$

or

$$\lim_{\epsilon \to 0} \mathbb{E} \left| u^{x, \varphi_\epsilon} - u^{x, \varphi} \right|_{C([0,T];H)} = 0, \quad \text{(5.7)}$$

depending on the different scaling conditions between $\epsilon$ and $\delta(\epsilon)$ that we assume in Theorem 5.1. In fact, to prove Condition 2, we would just need $\mathbb{P}$-almost sure convergence.

Before proving (5.6) or (5.7), we introduce some notation and prove a preliminary result. For every $\varphi \in L^2(0, T; H)$, we define

$$\Phi(\varphi)(t) := \int_0^t e^{(t-s)A} \varphi(s) \, ds.$$ 

As shown e.g. in [8, Proposition A.1.], for every $\gamma < 1/2$

$$\Phi : L^2(0, T; H) \to C^{1 - \gamma}([0, T]; D((-A)^\gamma)). \quad \text{(5.8)}$$
is a bounded linear operator. In particular, due to the continuity of mapping (5.8) and to the compactness of the embedding \( C^{1/2-\gamma}([0, T]; D((-A)\gamma)) \hookrightarrow C([0, T]; H) \), if \( \{\varphi_k\}_{k \in \mathbb{N}} \) is a bounded sequence in \( L^2(0, T; H) \), weakly convergent to some \( \varphi \in L^2(0, T; H) \), we have

\[
\lim_{k \to \infty} |\Phi(\varphi_k) - \Phi(\varphi)|_{C([0,T];H)} = 0. \tag{5.9}
\]

Next, for every \( \epsilon > 0 \) and \( \varphi \in L^2(0, T; H) \), we define

\[
\Phi_\epsilon(\varphi)(t) := \int_0^t e^{(t-s)A} Q_{\delta(\epsilon)} \varphi(s) \, ds = \Phi(Q_{\delta(\epsilon)} \varphi)(t).
\]

**Lemma 5.2** If \( \{\varphi_\epsilon\}_{\epsilon > 0} \) is a family of processes in \( \mathcal{A}_T^\gamma \) that converges almost surely, as \( \epsilon \downarrow 0 \), to some \( \varphi \in \mathcal{A}_T^\gamma \), in the space \( L^2(0, T; H) \), endowed with the weak topology, then

\[
\lim_{\epsilon \to 0} |\Phi_\epsilon(\varphi_\epsilon) - \Phi(\varphi)|_{C([0,T];H)} = 0, \quad \mathbb{P} - \text{a.s.} \tag{5.10}
\]

**Proof** For every \( \epsilon > 0 \), we have

\[
\Phi_\epsilon(\varphi_\epsilon) - \Phi(\varphi) = \Phi(Q_{\delta(\epsilon)} (\varphi_\epsilon - \varphi)) + \Phi(Q_{\delta(\epsilon)} \varphi - \varphi). \tag{5.11}
\]

Since

\[
\lim_{\epsilon \to 0} Q_{\delta(\epsilon)} (\varphi_\epsilon - \varphi) = 0, \quad \text{weakly in } L^2(0, T; H),
\]

with \( Q_{\delta(\epsilon)} (\varphi_\epsilon - \varphi) \in \mathcal{A}_T^\gamma \), and \( Q_{\delta(\epsilon)} \varphi \) converges to \( \varphi \) in \( L^2(0, T; H) \), as \( \epsilon \to 0 \), our lemma follows from (5.9) and from the continuity of the mapping \( \Phi : L^2(0, T; H) \to C([0,T];H) \).

Now, we can proceed with the proof of (5.6) and (5.7). From now on, \( x \in H \) is the fixed initial condition in the statement of Theorem 5.1 and \( y \in H_0^1(D) \) is some other initial condition to be determined later on. For every \( \epsilon > 0 \), we define

\[
\rho_\epsilon^x(t) := u^x_{\epsilon,\varphi_\epsilon}(t) - u^y_{\epsilon,\varphi_\epsilon}(t), \quad t \in [0, T]. \tag{5.12}
\]

We have

\[
\frac{d\rho_\epsilon^x}{dt}(t) = A\rho_\epsilon^x(t) + \left[ F(u^x_{\epsilon,\varphi_\epsilon}(t)) - F(u^y_{\epsilon,\varphi_\epsilon}(t)) \right], \quad \rho_\epsilon^x(0) = x - y,
\]

so that, thanks to (2.7), we get

\[
|u^x_{\epsilon,\varphi_\epsilon}(t) - u^y_{\epsilon,\varphi_\epsilon}(t)|^2_H = |\rho_\epsilon^x(t)|^2_H \leq e^{\lambda_1 t}|x - y|^2_H. \tag{5.13}
\]

In the same way, if we define

\[
\rho(t) := u^y(t) - u^x(t), \quad t \in [0, T], \tag{5.14}
\]

\( \square \) Springer
we get
\[ |u^{x,\varphi}(t) - u^{x,\hat{\varphi}}(t)|_H^2 = |\rho(t)|_H^2 \leq e^{\lambda_1 t} |x - y|_H^2. \]  
(5.15)

Now, for every \( \epsilon > 0 \), we define
\[ \vartheta_\epsilon(t) := u^{x,\varphi_\epsilon}(t) - \sqrt{\epsilon} z_\delta(t), \quad t \in [0, T], \]  
(5.16)

where, for every \( \delta > 0 \), \( z_\delta(t) \) is the solution to problem (A.5), that is
\[ z_\delta(t) = \int_0^t e^{(t-s)A} d w_\delta(s), \quad t \in [0, T]. \]

This means that
\[ \frac{d\vartheta_\epsilon}{dt}(t) = A\vartheta_\epsilon(t) + F(\vartheta_\epsilon(t) + \sqrt{\epsilon} z_\delta(t)) + Q_\delta(t)\varphi_\epsilon(t), \quad \vartheta_\epsilon(0) = y, \]

so that, thanks to (2.6) and (2.7)
\[
\begin{align*}
\frac{1}{2} \frac{d}{dt} |\vartheta_\epsilon(t)|_H^2 + |\vartheta_\epsilon(t)|_H^2 &= \langle F(\vartheta_\epsilon(t) + \sqrt{\epsilon} z_\delta(t)) - F(\sqrt{\epsilon} z_\delta(t)), \vartheta_\epsilon(t) \rangle_{q_n, p_n} \\
&\quad + \langle F(\sqrt{\epsilon} z_\delta(t)), \vartheta_\epsilon(t) \rangle_{q_n, p_n} + \langle Q_\delta(t)\varphi_\epsilon(t), \vartheta_\epsilon(t) \rangle_H \\
&\leq -c |\vartheta_\epsilon(t)|_{p_n}^2 + |\vartheta_\epsilon(t)|_H^2 + |F(\sqrt{\epsilon} z_\delta(t))|_{q_n, p_n} |\vartheta_\epsilon(t)|_{p_n} + c |\varphi_\epsilon(t)|_H |\vartheta_\epsilon(t)|_H \\
&\leq -c \frac{1}{2} |\vartheta_\epsilon(t)|_{p_n}^2 + c |\sqrt{\epsilon} z_\delta(t)|_{p_n}^{2n+2} + c |\vartheta_\epsilon(t)|_H^2 + c |\varphi_\epsilon(t)|_H^2.
\end{align*}
\]
As a consequence of the Gronwall Lemma, since \( \varphi_\epsilon \in A_T^\gamma \), this implies
\[
\begin{align*}
|\vartheta_\epsilon(t)|_H^2 + \int_0^t |\vartheta_\epsilon(s)|_H^2 ds + \int_0^t |\vartheta_\epsilon(s)|_{p_n}^{p_n} ds &\leq c_T \left( |y|_H^2 + \int_0^t |\sqrt{\epsilon} z_\delta(s)|^{2n+2} ds + y^\lambda \right),
\end{align*}
\]
and then, due to (A.2), we conclude that for every \( \lambda > 0 \)
\[
\mathbb{E} \left( \sup_{t \in [0, T]} |\vartheta_\epsilon(t)|_H^2 + \int_0^T |\vartheta_\epsilon(s)|_H^{2n+2} ds + \int_0^T |\vartheta_\epsilon(s)|_{p_n}^{p_n} ds \right)^\lambda \leq c_\lambda(T) \left( |y|_H^{2\lambda} + y^{2\lambda} \right) + c_\lambda(T) [\epsilon \Lambda(\delta)\right)^{\lambda(n+1)}.
\]  
(5.17)

Next, we define
\[ \varrho^2_\epsilon(t) := \vartheta_\epsilon(t) - u^{x,\hat{\varphi}_\epsilon}(t), \quad t \in [0, T], \]  
(5.18)
where $\vartheta_\epsilon(t)$ is the process defined in (5.16) and $\hat{\varphi}_\epsilon = Q_{\delta(\epsilon)} \varphi_\epsilon$. We have that $\rho_2^\epsilon(t)$ satisfies the equation

$$\frac{d\rho_2^\epsilon(t)}{dt} = A\rho_2^\epsilon(t) + F(\vartheta_\epsilon(t) + \sqrt{\epsilon} z_{\delta(\epsilon)}(t)) - F(u^y, \hat{\varphi}_\epsilon(t)), \quad \rho_2^\epsilon(0) = 0,$$

and then

$$\frac{1}{2} \frac{d}{dt} |\rho_2^\epsilon(t)|^2_H + |\rho_2^\epsilon(t)|^2_{H^1} = \langle F(\vartheta_\epsilon(t) + \sqrt{\epsilon} z_{\delta(\epsilon)}(t)) - F(u^y, \hat{\varphi}_\epsilon(t)), \rho_2^\epsilon(t) + \sqrt{\epsilon} z_{\delta(\epsilon)}(t) \rangle_{q_n, p_n} - \langle F(\vartheta_\epsilon(t) + \sqrt{\epsilon} z_{\delta(\epsilon)}(t)) - F(u^y, \hat{\varphi}_\epsilon(t)), \sqrt{\epsilon} z_{\delta(\epsilon)}(t) \rangle_{q_n, p_n},$$

According to (2.5) and (2.7), this implies

$$\frac{1}{2} \frac{d}{dt} |\rho_2^\epsilon(t)|^2_H + |\rho_2^\epsilon(t)|^2_{H^1} \leq c |\rho_2^\epsilon(t)|^2_H + c |\sqrt{\epsilon} z_{\delta(\epsilon)}(t)|^2_H$$

and from the Gronwall lemma we obtain

$$\sup_{t \in [0, T]} |\rho_2^\epsilon(t)|^2_H \leq c_T \int_0^T |\sqrt{\epsilon} z_{\delta(\epsilon)}(t)|^2_H dt$$

By taking the expectation of both sides, this yields

$$\mathbb{E} \sup_{t \in [0, T]} |\rho_2^\epsilon(t)|^2_H \leq c_T \mathbb{E} |\sqrt{\epsilon} z_{\delta(\epsilon)}(t)|^2_H + c_T \mathbb{E} \sup_{t \in [0, T]} \left( \mathbb{E} |\sqrt{\epsilon} z_{\delta(\epsilon)}(t)|^2_{p_n} \right)^{\frac{1}{2}} \mathbb{E} \left( \int_0^T |u^y, \hat{\varphi}_\epsilon(t)|^2_{p_n} dt \right)^{\frac{1}{2}},$$

and since

$$|\hat{\varphi}_\epsilon|_{L^2(0,T;H)} = |Q_{\delta(\epsilon)} \varphi_\epsilon|_{L^2(0,T;H)} \leq \sqrt{\gamma},$$

thanks to (5.1), (5.17), (A.2) and (4.2), we conclude that for every $\epsilon \in (0, 1]$

$$\mathbb{E} \sup_{t \in [0, T]} |\rho_2^\epsilon(t)|^2_H \leq c_T \left( 1 + |y|^2_{H^1} + \gamma \frac{2n+1}{2} \right) [\epsilon \Lambda(\delta(\epsilon))]^{\frac{1}{2}}. \quad (5.19)$$

Finally, we define

$$\rho_3^\epsilon(t) := u^y, \hat{\varphi}_\epsilon(t) - u^y, \varphi(t), \quad t \in [0, T]. \quad (5.20)$$
We have
\[
\frac{1}{2} \frac{d}{dt} |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)} + |A u^{y, \hat{\phi}_t}(t)|^2_H \\
= \langle F(u^{y, \hat{\phi}_t}(t)) - F(0), A u^{y, \hat{\phi}_t}(t) \rangle_H + \langle F(0), A u^{y, \hat{\phi}_t}(t) \rangle_H + \langle \hat{\phi}_t(t), A u^{y, \hat{\phi}_t}(t) \rangle_H,
\]
so that
\[
\frac{d}{dt} |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)} + |A u^{y, \hat{\phi}_t}(t)|^2_H \\
\leq \langle F(u^{y, \hat{\phi}_t}(t)) - F(0), A u^{y, \hat{\phi}_t}(t) \rangle_H + c |\hat{\phi}_t(t)|^2_H + c.
\]
If we assume \( y \in H^1_0(D) \), integrating by parts we have
\[
\langle F(u^{y, \hat{\phi}_t}(t)) - F(0), A u^{y, \hat{\phi}_t}(t) \rangle_H = \int_D f'(u^{y, \hat{\phi}_t}(t, x))|\nabla u^{y, \hat{\phi}_t}(t, x)|^2 \, dx \\
\leq -c \int_D |u^{y, \hat{\phi}_t}(t, x)|^2 |\nabla u^{y, \hat{\phi}_t}(t, x)|^2 \, dx + c |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)}.
\]
Therefore, due to (5.21) we obtain
\[
\frac{d}{dt} |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)} + |A u^{y, \hat{\phi}_t}(t)|^2_H \leq c |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)} + c |\hat{\phi}_t(t)|^2_H + c,
\]
which implies
\[
\sup_{t \in [0, T]} |u^{y, \hat{\phi}_t}(t)|^2_{H^1(D)} + \int_0^T |A u^{y, \hat{\phi}_t}(t)|^2_H \, dt \leq c \left( |y|^2_{H^1(D)} + \gamma + 1 \right).
\]
This means that the family
\[
\{u^{y, \hat{\phi}_t}\}_{\epsilon > 0} \subset C([0, T]; H^1_0(D)) \cap L^2(0, T; D(A))
\]
is \( \mathbb{P} \)-a.s. bounded. Moreover, according to (4.2), we have that the family \( \{u^{y, \hat{\phi}_t}\}_{\epsilon > 0} \) is bounded in \( L^{p_n}((0, T) \times D) \), so that
\[
\{F(u^{y, \hat{\phi}_t})\}_{\epsilon > 0} \subset L^q_n((0, T) \times D) \leftrightarrow L^q_n(0, T; (W^{\eta,2}(D))^\prime(D)), \quad \eta := \frac{dn}{p_n},
\]
is bounded. In particular, we obtain that
\[
\{u^{y, \hat{\phi}_t}\}_{\epsilon > 0} \subset W^{1,q_n}(0, T; (W^{\eta,2}(D))^\prime(D)) \\
\hookrightarrow C^\alpha([0, T]; (W^{\eta,2}(D))^\prime(D)), \quad \alpha < \frac{1}{p_n},
\]
is bounded. This, together with (5.22), implies that
\[
\{u^{y, \hat{\phi}_t}\}_{\epsilon > 0} \subset C([0, T]; H) \text{ is compact.}
\]
As a consequence of Lemma 5.2, any limit point of \( \{u^{y, \hat{\phi}_\epsilon}\}_{\epsilon > 0} \) has to coincide with \( u^{y, \phi} \), so that we can conclude that

\[
\lim_{\epsilon \to 0} \sup_{t \in [0, T]} |\rho^\epsilon_3(t)|_H = \lim_{\epsilon \to 0} \sup_{t \in [0, T]} |u^{y, \hat{\phi}_\epsilon}(t) - u^{y, \phi}(t)|_H = 0, \quad \mathbb{P} - \text{a.s.}
\]

Moreover, due to (4.2), the family \( \{\sup_{t \in [0, T]} |\rho^\epsilon_3(t)|_H\}_{\epsilon > 0} \subset L^1(\Omega) \) is equi-integrable, so that for every fixed \( y \in H^1_0(D) \)

\[
\lim_{\epsilon \to 0} \sup_{t \in [0, T]} |\rho^\epsilon_3(t)|_H = 0. \quad (5.23)
\]

Now, collecting all terms defined above in (5.12), (5.14), (5.16), (5.18), (5.20), we have

\[
u_{\epsilon} \phi(t) - u_{\epsilon} \phi(t) = \sum_{i=1}^{3} \rho^\epsilon_i(t) + \rho(t) + \sqrt{\epsilon} z_\delta(\epsilon)(t), \quad t \in [0, T].
\]

Thanks to (5.13), (5.15) and (5.19), this implies

\[
\mathbb{E} \sup_{t \in [0, T]} |u_{\epsilon} \phi(t) - u_{\epsilon} \phi(t)|_X \leq cT |x - y|_H + c_{T, \gamma} \left(1 + |y|^{2n+1}_H \right) \left[\epsilon \Lambda(\delta(\epsilon))\right]^{\frac{1}{2}} + \mathbb{E} \sup_{t \in [0, T]} |\rho^\epsilon_3(t)|_H + \sqrt{\epsilon} \mathbb{E} \sup_{t \in [0, T]} |z_\delta(\epsilon)(t)|_X,
\]

where \( X = H \) or \( X = H^{-s}(D) \). For an arbitrary \( \rho > 0 \), we fix \( y \in H^1_0(D) \) such that \( cT |x - y|_H < \rho \). Therefore, from (5.1), (5.3), (5.23), (A.8) and (A.9), we get

\[
\lim_{\epsilon \to 0} \sup_{t \in [0, T]} |u_{\epsilon} \phi(t) - u_{\epsilon} \phi(t)|_X \leq \rho,
\]

and, due to the arbitrariness of \( \rho \), we conclude that (5.6) and (5.7) hold.
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**Appendix A**

For every \( \delta > 0 \) and \( \theta \in (0, 1) \), we denote

\[
z_{\delta, \theta}(t) = \int_0^t (t - s)^{-\frac{\theta}{2}} e^{(t-s)A} dw^{\delta}(s), \quad t \geq 0. \quad (A.1)
\]

In case \( \theta = 0 \), we denote \( z_{\delta, 0}(t) = z_{\delta}(t) \).
Lemma A.1 Under Hypotheses 1 and 2, there exists $\tilde{\theta} \in (0, 1)$ such that for any $\kappa, \gamma \geq 1$ and $T > 0$ and for any $\delta \in (0, 1)$ and $\theta \in [0, \tilde{\theta})$ we have

$$
\sup_{t \in [0, T]} \mathbb{E}|z_{\delta, \theta}(t)|_p^\kappa \leq c_{\kappa, \gamma}(T) \Lambda_{\tilde{\theta}}(\delta)^{\frac{\kappa}{\gamma}},
$$

(A.2)

where

$$
\Lambda_{\tilde{\theta}}(\delta) = \begin{cases} 
\log \delta^{-1}, & \text{if } \alpha = \theta = 0, \ d = 2, \\
\delta^{-(d-2(1-\theta)+\alpha)}, & \text{otherwise.}
\end{cases}
$$

Proof According to (2.3), for every $p \geq 2$ we have

$$
\mathbb{E}|z_{\delta, \theta}(t)|_p^p = \mathbb{E} \left[ \int_D \sum_{k=1}^{\infty} \int_0^t (t-r)^{-\theta} e^{-2(t-r)\alpha_k} \lambda_k(\delta) e_k(\xi) d\beta_k(r) \right]^p d\xi
$$

$$
\leq c_p \int_D \left( \int_0^t (t-r)^{-\theta} \sum_{k=1}^{\infty} e^{-2(t-r)\alpha_k} \lambda_k^2(\delta) |e_k(\xi)|^2 dr \right)^{\frac{p}{2}} d\xi
$$

$$
\leq c_p |D| \left( \sum_{k=1}^{\infty} \lambda_k^2(\delta) k^{\frac{\alpha}{d}} \int_0^t r^{-\theta} e^{-2r\alpha_k} dr \right)^{\frac{p}{2}} \leq c_p |D| \left( \sum_{k=1}^{\infty} \lambda_k^2(\delta) k^{\frac{\alpha}{d}} \right)^{\frac{p}{2}}.
$$

Hence, thanks to (2.2) and (3.2), we obtain,

$$
\mathbb{E}|z_{\delta, \theta}(t)|_p^p \leq c_p(T) |D| \left( \sum_{k=1}^{\infty} \frac{1}{k^{2(1-\theta)-\alpha} (1 + \delta k^{\frac{1}{\alpha}})^2 \beta} \right)^{\frac{p}{2}}.
$$

(A.3)

Notice that, due to (3.3), there exists $\tilde{\theta} \in (0, 1)$ such that the series above is convergent, for every fixed $\delta > 0$ and $\theta \in [0, \tilde{\theta})$.

We have

$$
\sum_{k=1}^{\infty} \frac{1}{k^{2(1-\theta)-\alpha} (1 + \delta k^{\frac{1}{\alpha}})^2 \beta} \sim \int_1^{\infty} \frac{1}{x^{2(1-\theta)-\alpha} (1 + \delta x^{\frac{1}{\alpha}})^2 \beta} dx,
$$

and then, with a change of variable, we obtain

$$
\sum_{k=1}^{\infty} \frac{1}{k^{2(1-\theta)-\alpha} (1 + \delta k^{\frac{1}{\alpha}})^2 \beta} \sim d \delta^{-(d-2(1-\theta)+\alpha)} \int_\delta^{\infty} \frac{1}{x^{1-(d-2(1-\theta)+\alpha)} (1 + x)^2 \beta} dx.
$$

Therefore, if $\alpha = \theta = 0$ and $d = 2$, since $\beta > 0$ we have

$$
\sum_{k=1}^{\infty} \frac{1}{k^{2(1-\theta)-\alpha} (1 + \delta k^{\frac{1}{\alpha}})^2 \beta} \sim c \log \frac{1}{\delta}.
$$
Otherwise, according to Hypothesis 2, there exists \( \bar{\theta} > 0 \) such that

\[
2\beta - (d - 2(1 - \theta) + \alpha) > 0,
\]

for every \( \theta \in [0, \bar{\theta}) \). Hence, as \( d - 2(1 - \theta) + \alpha > 0 \), we get

\[
\sum_{k=1}^{\infty} \frac{1}{k^{\frac{2(1-\theta)-\alpha}{d}}} (1 + \delta k^\frac{1}{2})^{2\beta} \sim d \delta^{-(d-2(1-\theta)+\alpha)} \int_0^\infty \frac{1}{x^{1-(d-2(1-\theta)+\alpha)}(1+x)^{2\beta}} \, dx \leq c \delta^{-(d-2(1-\theta)+\alpha)}.
\]

This implies (A.2), in case \( \kappa = p \). The general case follows from the Hölder inequality. \( \square \)

Next, for every \( s > 0 \), we have

\[
\mathbb{E} \left| z_{\delta, \theta}(t) \right|^2_{H^{-s}(D)} = \sum_{k=1}^{\infty} \int_0^t (t-r)^{-\theta} e^{-2(t-r)\alpha_k} \lambda_k^2(\delta) \alpha_k^{-s} \, dr.
\]

Therefore, by proceeding as in the proof of Lemma A.1 we conclude

**Lemma A.2** Under Hypotheses 1 and 2, there exists \( \bar{\theta} \in (0, 1) \) such that for any \( s, T > 0 \) and for any \( \delta \in (0, 1) \) and \( \theta \in [0, \bar{\theta}) \) we have

\[
\sup_{t \in [0, T]} \mathbb{E} \left| z_{\delta, \theta}(t) \right|^2_{H^{-s}(D)} \leq c(T) \Gamma_{\theta, s}(\delta), \tag{A.4}
\]

where

\[
\Gamma_{\theta, s}(\delta) = \begin{cases} 
\log \delta^{-1}, & \text{if } \alpha = 0 \text{ and } d = 2, \\
\delta^{-(d-2(1-\theta)-2s)}, & \text{otherwise}.
\end{cases}
\]

Now, let us consider the linear problem

\[
dz(t) = Az(t) \, dt + dw^\delta(t), \quad z(0) = 0. \tag{A.5}
\]

Its unique mild solution \( z_\delta(t) \) coincides with the process \( z_{\delta,0}(t) \) defined in (A.1), for \( \theta = 0 \). Notice that, due to (A.2), we have

\[
\sup_{t \in [0, T]} \mathbb{E} \left| z_{\delta}(t) \right|_{L^p(D)}^\kappa \leq c_{\kappa, p}(T) |D| \begin{cases} 
(\log \delta^{-1})^\frac{\kappa}{2}, & \text{if } \alpha = 0 \text{ and } d = 2, \\
\delta^{-(d-2+\alpha)/2}, & \text{otherwise}.
\end{cases} \tag{A.6}
\]
By using a stochastic factorization argument, for every $\theta \in (0, 1)$, we have

$$z_\delta(t) = \frac{\sin(\theta \pi)}{2\pi} \int_0^t (t - \sigma)^\frac{\delta}{2} - 1 e^{(t - \sigma)} A z_{\delta, \theta}(\sigma) d\sigma.$$ 

If we take $\kappa > 2/\theta$, we have

$$|z_\delta(t)|^\kappa_H \leq c_{\kappa, \theta} \left( \int_0^T \sigma^\left(\frac{\delta}{2} - 1\right) \frac{d\sigma}{\kappa - 1} \right)^{\kappa - 1} \int_0^t |z_{\delta, \theta}(\sigma)|^\kappa_H d\sigma \leq c_{\kappa, \theta}(T) \int_0^t |z_{\delta, \theta}(\sigma)|^\kappa_H d\sigma.$$ 

Therefore, if we fix $\gamma > d - 2 + \alpha$ and we pick $\theta_{\gamma} \in (0, \bar{\theta})$ such that

$$d - 2(1 - \theta_{\gamma}) + \alpha < \gamma,$$

thanks to (A.2), we get

$$\mathbb{E} \sup_{t \in [0, T]} |z_\delta(t)|^\kappa_H \leq c_{\kappa, \gamma}(T) \delta^{-\frac{\gamma\kappa}{\kappa}}. \quad (A.7)$$

Thus, we have proven the following result.

**Lemma A.3** Under Hypotheses 1 and 2, for every $\kappa \geq 2$ and $\delta > 0$ we have that for every $\gamma > d - 2 + \alpha,$

$$\mathbb{E} \sup_{t \in [0, T]} |z_\delta(t)|^\kappa_H \leq c_{\kappa, \gamma}(T) \delta^{-\frac{\gamma\kappa}{\kappa}}, \quad \delta \in (0, 1). \quad (A.8)$$

Finally, by using again a factorization argument, for every $s > 0$ and $\kappa > \frac{2}{s} \vee 1$ we have

$$|z_\delta(t)|^\kappa_{H^{-s}(D)} \leq c \left( \int_0^T \sigma^{-\left(\frac{s}{2} - 1\right)} \frac{d\sigma}{\kappa - 1} \right)^{\kappa - 1} \int_0^t |z_{\delta, s}(\sigma)|^\kappa_{H^{-s}(D)} d\sigma$$

$$\leq c(T) \int_0^t |z_{\delta, s}(\sigma)|^\kappa_{H^{-s}(D)} d\sigma.$$ 

Therefore, due to (A.4) we can conclude that the following result is true.

**Lemma A.4** Under Hypotheses 1 and 2, for every $s > 0$, $\delta \in (0, 1)$ and $\kappa \geq 1$ we have that

$$\mathbb{E} \sup_{t \in [0, T]} |z_\delta(t)|^\kappa_{H^{-s}(D)} \leq c_{\rho}(T) \begin{cases} \log \delta^{-1}, & \text{if } d = 2, \\ \delta^{-(d-2)}, & \text{if } d \geq 3. \end{cases} \quad (A.9)$$
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