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Abstract

The main scenario of the present paper is to introduce certain approach of variables by setting the structural behavior of fractional inequalities. Some new structural properties will be established concerning them.
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1. Introduction

In recent years, the importance of integral inequalities play a vital appearance in the mathematics, sciences and technology (MST). It has achieved a significant development from last few decades and can be seen in [1, 16, 19] and many others. The structure of fractional calculus has a first hand knock over the area presuming the way out of various tools in MST; in order to attract more closeness towards the subject and to determine its utility, various kinds of statements and uses of fractional derivatives have been expanded. It was Riemannan Liouville and Letnikov who are most familiar in this direction of study as can be seen in [5, 9–11, 15, 18, 20, 22], and etc.

It was Caputo who put together the classical sense of the Riemannan Liouville fractional derivative for solving fractional differential equations with applied approaches called initial conditions. Further Letnikov has synthesized the notion of fractional calculus given by Leibniz in a new way.

Quite recently, the author in [8] introduced new notion on probability theory by involving fractional calculus in to play and extended the classical results. More structures and its various applications to real world problems which includes differential equations, fluid mechanics, biomathematics etc can be found in [2, 3, 7, 14, 24], and many others. We now present some definitions as follows.

**Definition 1.1** ([16, 17, 21]). We define Riemann Liouville fractional integral of order \( \kappa \geq 0 \) for a continuous map \( g(\nu) \) on \([c, d]\), which is given by

\[
\mathcal{R}_a^\kappa [g(\nu)] = \frac{1}{\Gamma(\kappa)} \int_a^\nu (\nu - s)^{\kappa - 1} g(s) ds \quad \text{for} \quad a < \nu \leq d,
\]

where \( \Gamma(\kappa) = \int_0^\infty e^{-\nu} \nu^{\kappa - 1} d\nu \) is called as the Gamma function and \( \mathcal{R}_a^0 = + \mathcal{I}_a^0 g(\nu) = g(\nu) \).
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It is important to see that for \( \kappa \geq 0 \), we have following well known properties:

\[
\mathcal{R}_c^\kappa \mathcal{R}_c^\omega [g(v)] = \mathcal{R}_c^{\kappa+\omega} [g(v)]
\]

and

\[
\mathcal{R}_c^\kappa \mathcal{R}_c^\omega [g(v)] = \mathcal{R}_c^\omega \mathcal{R}_c^\kappa [g(v)].
\]

**Definition 1.2 ([25]).** For \( \kappa \geq 0 \) and \( 1 \leq p < \infty \), define \( \mathcal{L}_{p,k}(c,d) \) by

\[
\|g\|_{\mathcal{L}_{p,k}(c,d)} = \left[ \int_c^d |g(v)|^p v^k dv \right]^{\frac{1}{p}} < \infty
\]

which is called as Lebesgue measurable real-valued functions \( g \) on \([c,d]\).

**Definition 1.3 ([25]).** For \( c \in \mathbb{R} \) and \( 1 \leq p < \infty \), define \( \mathcal{X}_p^\kappa(c,d) \) by

\[
\|g\|_{\mathcal{X}_p^\kappa(c,d)} = \left[ \int_c^d |g(v)|^p v^\kappa dv \right]^{\frac{1}{p}} < \infty
\]

called as the real-valued Lebesgue measurable functions \( g \) on \([c,d]\) and for the choice of \( p = \infty \), consider it as

\[
\|g\|_{\mathcal{X}_\infty^\kappa(c,d)} = \sup_{c \leq v \leq d} |g(v)|.
\]

**Remark 1.4.** By choosing \( c = \frac{(u+1)}{p} \) with \( 1 \leq p < \infty \), \( u \geq 0 \), then \( \mathcal{X}_p^\kappa(c,d) \) coincides to \( \mathcal{L}_{p,k}(c,d) \) and also for \( c = \left( \frac{1}{p} \right) \) with \( 1 \leq p < \infty \), then \( \mathcal{X}_p^\kappa(c,d) \) is reduced to the classical space \( \mathcal{L}_p^\kappa(c,d) \).

**Definition 1.5.** ([25]) Let \( g \in \mathcal{L}_{1,s} \) with \( \kappa \geq 0 \). The generalized Riemann-Liouville fractional integrals \( \mathcal{R}_{c,h}^{\kappa,s} \) and \( \mathcal{R}_{c,b}^{\kappa,s} \) with order \( \kappa \geq 0 \), \( h > 0 \) are given by

\[
\mathcal{R}_{c,h}^{\kappa,s} g(u) = \left( \frac{(s+1)^{1-\frac{\kappa}{p}}}{h \Gamma(\kappa)} \right) \int_c^u (u^{s+1} - v^{s+1})^{\frac{\kappa}{p}-1} v^{s} g(v) dv \quad \text{for} \quad u > c.
\]

Throughout the paper, the random variable \( X \) will be abbreviated by r.v.

**Definition 1.6.** For a r.v. \( X \) having a positive p.d.f. \( g \) on \([c,d]\), then, for \( s \geq 0 \) and \( c < \nu \leq d \), the fractional expectation function with order \( \kappa \) is given as

\[
E_{X^{\kappa}}(u) = \mathcal{R}_{c,h}^{\kappa,s}[u g(u)] = \left( \frac{(s+1)^{1-\frac{\kappa}{p}}}{h \Gamma(\kappa)} \right) \int_c^u (u^{s+1} - v^{s+1})^{\frac{\kappa}{p}-1} v^{s} g(v) dv.
\]

**Definition 1.7.** We define the fractional expectation of positive real valued function of order \( \kappa \) for a r.v. \( X - E(X) \) as

\[
E_{X - E(X)}^{\kappa}(u) = \left( \frac{(s+1)^{1-\frac{\kappa}{p}}}{h \Gamma(\kappa)} \right) \int_c^u (u^{s+1} - v^{s+1})^{\frac{\kappa}{p}-1} (t - E(X)) v^{s} g(v) dv.
\]

It is important to note that for \( u = d \), the above definitions take the following form.

**Definition 1.8.** For a r.v. \( X \) having a positive p.d.f. \( g \) on \([c,d]\). For \( s \geq 0 \), the fractional expectation function of order \( \kappa \) is given as

\[
E_{X^{\kappa}}(u = d) = \left( \frac{(s+1)^{1-\frac{\kappa}{p}}}{h \Gamma(\kappa)} \right) \int_c^d (d^{s+1} - v^{s+1})^{\frac{\kappa}{p}-1} v^{s} g(v) dv.
\]
**Definition 1.9.** Let \( E(X) \) represents the mathematical expectation of \( X \) be a r.v. with a positive p.d.f. \( g \) defined on \([c, d]\). Then, for \( s \geq 0 \) and \( c < \nu \leq d \), we define the fractional variance function of order \( \kappa \) as

\[
\sigma^2_{X, \kappa, h}(u) = +\mathcal{R}^{\kappa, s}_{c, h}[(u - E(X))^2f(u)] = \frac{(s+1)^{1-\frac{\nu}{\kappa}}}{\frac{\nu}{\kappa}} \int_c^u (u^{s+1} - \nu^{s+1})^{\frac{\nu}{\kappa} - 1}(\nu - E(X))^2\nu^s g(\nu) \, d\nu.
\]

**Definition 1.10.** If \( u = d \), then we define the fractional variance function of order \( \kappa \) as

\[
\sigma^2_{X, \kappa, h}(u = d) = \frac{(s+1)^{1-\frac{\nu}{\kappa}}}{\frac{\nu}{\kappa}} \int_c^d (d^{s+1} - \nu^{s+1})^{\frac{\nu}{\kappa} - 1}(\nu - E(X))^2\nu^s g(\nu) \, d\nu.
\]

Now choosing \( \kappa \) and \( s \) differently and \( s \), we have the following remark.

**Remark 1.11.**

(D1) Choosing \( s = 0 \) and \( \kappa = 1 = h \) in Definition 1.6, we get \( E_{X, 1, 1} = E(X) \) as the classical expectation of r.v. \( X \).

(D2) Choosing \( s = 0 \) and \( \kappa = 1 = h \) in Definition 1.8, we get \( \sigma^2_{X, 1} = \sigma^2(X) = \int_c^d (\nu - E(X))^2\nu^s g(\nu) \, d\nu \) as the classical variance of r.v. \( X \).

(D3) Choosing \( \kappa = 1 \), we get the well known result \( \mathcal{R}^\kappa[f(d)] = 1 \).

2. Main Results

This portion will be dealing with the new generalization of results of continuous r.v. with fractional integral order.

**Theorem 2.1.** For an r.v. \( X \) having a positive p.d.f. \( g \) on \([c, d]\), then for all \( c < \nu \leq d \), \( \kappa \geq 0 \) and \( s \geq 0 \), we have

(i) the inequality

\[
+\mathcal{R}^{\kappa, s}_{c, h}[g(u)]\sigma^2_{X, \kappa, h}(u)(E_{X-E(X), \kappa}(u))^2 \leq \|g\|_\infty \frac{(s+1)^{1-\frac{\nu}{\kappa}}(u^{s+1} - c^{s+1})^{\frac{\nu}{\kappa}}}{\Gamma(\kappa + 1)} + \mathcal{R}^{\kappa, s}_{c, h}[u^{2s+2}] - ( +\mathcal{R}^{\kappa, s}_{c, h}[u]^2)
\]

holds provided \( g \in L_\infty[c, d] \); and

(ii) the inequality

\[
+\mathcal{R}^{\kappa, s}_{c, h}[g(u)]\sigma^2_{X, \kappa, h}(u)(E_{X-E^g(X), \kappa}(u))^2 \leq \frac{1}{2} (u^{s+1} - c^{s+1})^2 \left( +\mathcal{R}^{\kappa, s}_{c, h}[u] \right)
\]

(2.1)

holds.

**Proof.** We first consider the function \( \mathcal{H} \) for \( \nu, m \in (c, \nu), c < \nu \leq d \)

\[
\mathcal{H}(\nu, m) = \left( \mathcal{H}_1(\nu) - \mathcal{H}_1(m) \right) \left( \mathcal{H}_2(\nu) - \mathcal{H}_2(m) \right)
\]

(2.2)

where \( \kappa \geq 0 \). Now multiplying (2.2) by \( \frac{(s+1)^{1-\frac{\nu}{\kappa}}(u^{s+1} - c^{s+1})^{\frac{\nu}{\kappa} - 1}u^{s+1}}{\Gamma(\kappa + 1)} - \nu^s p(\nu) \) on both sides, where the map \( p \) is \( p : [c, d] \rightarrow \mathbb{R}^+ \) with \( \nu \in (c, u) \). We now integrate obtained identity from \( c \) to \( u \), we see

\[
\frac{(s+1)^{1-\frac{\nu}{\kappa}}}{\Gamma(\kappa + 1)} \int_c^u (u^{s+1} - \nu^{s+1})^{\frac{\nu}{\kappa} - 1}(\nu - E(X))^2\nu^s g(\nu) \, d\nu
\]

(2.3)

\[
+ \mathcal{R}^{\kappa, s}_{c, h}[p\mathcal{H}_1(\mathcal{H}_2(\nu) - \mathcal{H}_2(m)) + \mathcal{R}^{\kappa, s}_{c, h}[p\mathcal{H}_1(\nu)] - \mathcal{H}_1(m)\mathcal{H}_2(m) + \mathcal{R}^{\kappa, s}_{c, h}[p(\nu)]
\]

\[
\mathcal{H}_1(\nu) - \mathcal{H}_1(m)\mathcal{H}_2(m) + \mathcal{R}^{\kappa, s}_{c, h}[p(\nu)]
\]

\[
= + \mathcal{R}^{\kappa, s}_{c, h}[p\mathcal{H}_1(\mathcal{H}_2(\nu) - \mathcal{H}_2(m)) + \mathcal{R}^{\kappa, s}_{c, h}[p\mathcal{H}_1(\nu)]
\]

\[
- \mathcal{H}_1(m)\mathcal{H}_2(m) + \mathcal{R}^{\kappa, s}_{c, h}[p(\nu)].
\]
Now multiplying (2.3) by \( \frac{(s+1)^{1-s}(u^{s+1} - m^{s+1})^{\frac{s}{2}}}{\Gamma(\kappa)} \) for \( m \in (c, u) \) and then integrating over \((c, u)\) with respect to \( m \), we see

\[
\left(\frac{s+1}{\hbar^2 \Gamma(\kappa)}\right)^{1-s}(u^{s+1} - v^{s+1})^{\frac{s}{2}} - (u^{s+1} - m^{s+1})^{\frac{s}{2}} - p(v)p(m)\delta(v, m)v^s m^s d\nu dm
= 2 + \mathcal{R}_{c,h}^{k,s}[p(v)] + \mathcal{R}_{c,h}^{k,s}[p\delta_1(v)] - 2 - \mathcal{R}_{c,h}^{k,s}[p\delta_1(v)] + \mathcal{R}_{c,h}^{k,s}[p\delta_2(v)].
\]  

(2.4)

Now in (2.4), choosing \( p(v) = g(v) \) and \( \delta_1(v) = \delta_2(v) = v^{s+1} - E(\mathcal{X}), v \in (c, d) \), we see

\[
\left(\frac{s+1}{\hbar^2 \Gamma(\kappa)}\right)^{1-s}(u^{s+1} - v^{s+1})^{\frac{s}{2}} - (u^{s+1} - m^{s+1})^{\frac{s}{2}} - g(v)g(m)(v^{s+1} - m^{s+1})^2 v^s m^s d\nu dm
= 2 + \mathcal{R}_{c,h}^{k,s}[g(u)] + \mathcal{R}_{c,h}^{k,s}[g(u)(u^{s+1} - E(\mathcal{X}))^2] - 2 - \mathcal{R}_{c,h}^{k,s}[g(u)(u^{s+1} - E(\mathcal{X}))^2].
\]  

(2.5)

But on the other hand, we see that

\[
\left(\frac{s+1}{\hbar^2 \Gamma(\kappa)}\right)^{1-s}(u^{s+1} - v^{s+1})^{\frac{s}{2}} - (u^{s+1} - m^{s+1})^{\frac{s}{2}} - g(v)g(m)(v^{s+1} - m^{s+1})^2 v^s m^s d\nu dm
\leq \|g\|_{\infty}^2 \left(2 + \mathcal{R}_{c,h}^{k,s}[u^{2s+2}] - 2 \left(\mathcal{R}_{c,h}^{k,s}[g(u)]\right)^2\right).
\]  

(2.6)

Thus, from (2.5) and (2.6), we get (i) part of this result.

For part (ii), we have

\[
\left(\frac{s+1}{\hbar^2 \Gamma(\kappa)}\right)^{1-s}(u^{s+1} - v^{s+1})^{\frac{s}{2}} - (u^{s+1} - m^{s+1})^{\frac{s}{2}} - g(v)g(m)(v^{s+1} - m^{s+1})^2 v^s m^s d\nu dm
\leq \sup_{v, m \in [c, u]} \left[(v^{s+1} - m^{s+1})^2 \right] \left[\mathcal{R}_{c,h}^{k,s}[g(u)]\right]^2 = \left(u^{s+1} - c^{s+1}\right)^2 \left[\mathcal{R}_{c,h}^{k,s}[g(u)]\right]^2.
\]  

(2.7)

Consequently, from (2.5) and (2.7), we get (2.1) as desired.

\( \square \)

**Corollary 2.2.** For \( \kappa \geq 0 \) and \( \hbar = 1 \), choose a continuous r.v. \( \mathcal{X} \) with p.d.f. \( g \) defined in \([c, d]\). Then,

(i) the inequality

\[
\frac{d^{s+1} - c^{s+1}}{\Gamma(\kappa)} \sigma_{\mathcal{X}, k} - \mathcal{E}_{\mathcal{X}, k}^2 \leq \|g\|_{\infty}^2 \left(\frac{(d^{s+1} - c^{s+1})^{2\kappa + 2}}{\Gamma(\kappa + 1)\Gamma(\kappa + 3)} - \left[\frac{(d^{s+1} - c^{s+1})^{\kappa + 1}}{\Gamma(\kappa + 1)}\right]^2\right)
\]  

holds if \( g \in L_\infty[c, d] \) and \( s \geq 0 \);

(ii) the inequality

\[
\frac{d^{s+1} - c^{s+1}}{\Gamma(\kappa)} \sigma_{\mathcal{X}, k} - \mathcal{E}_{\mathcal{X}, k}^2 \leq \frac{1}{2} \left[\frac{(d^{s+1} - c^{s+1})^{2\kappa}}{\Gamma(\kappa)\Gamma(\kappa + 3)}\right]^2
\]  

holds for any \( s \geq 0 \).

**Deduction 2.3.** By choosing \( \kappa = 1 = \hbar \) and \( s = 0 \) in (i) of Corollary 2.2, we get the first part of Theorem 1 in [4].

**Deduction 2.4.** By choosing \( \kappa = 1 = \hbar \) and \( s = 0 \) in (ii) of Corollary 2.2, we get the last part of Theorem 1 in [4].

**Theorem 2.5.** Let \( \mathcal{X} \) be a r.v. with p.d.f. \( g : [c, d] \to \mathbb{R}^+ \). Then
For all \( c < u \leq d, \kappa \geq 0, \lambda \geq 0 \) and \( s \geq 0 \), we have

\[
\begin{align*}
&\mathbb{R}_c^{U \lambda} g(u)^2 \mathcal{X}_{\lambda}(u) + \mathbb{R}_c^{U \lambda} g(u) \mathfrak{J}_\beta(u) - 2(E_X - E_X)(u) - 2(u^s - c^s) \\
&\leq \| g \|^2 \| u - c \|^2 \mathbb{R}_c^{U \lambda} |u^{2s+2}| + \| g \|^2 \| u - c \|^2 \mathbb{R}_c^{U \lambda} |u^{2s+2}| - 2 \left( \mathbb{R}_c^{U \lambda} u \right) \left( \mathbb{R}_c^{U \lambda} |u| \right)
\end{align*}
\]

holds for \( g \in L_\infty([c, d]) \); and

(ii) the inequality

\[
\begin{align*}
\mathbb{R}_c^{U \lambda} g(v)^2 \mathcal{X}_{\lambda}(u) + \mathbb{R}_c^{U \lambda} g(u) \mathfrak{J}_\beta(u) - 2(E_X - E_X)(u) - 2(u^s - c^s) \\
\leq (v^s - c^s) \left( \mathbb{R}_c^{U \lambda} g(v) \right) \left( \mathbb{R}_c^{U \lambda} |u| \right)
\end{align*}
\]

holds for any \( c < u \leq d, \kappa \geq 0, \lambda \geq 0 \) and \( s \geq 0 \).

**Proof.** From (2.2), we can write

\[
\mathbb{R}_c^{U \lambda} g(u)^2 \mathcal{X}_{\lambda}(u) + \mathbb{R}_c^{U \lambda} g(u) \mathfrak{J}_\beta(u) - 2(E_X - E_X)(u) - 2(u^s - c^s) = (2.9)
\]

For \( u \in (c, d) \), we insert \( p(u) = g(u), \mathfrak{J}_1(u) = \mathfrak{J}_2(u) = u^s - E(X) \) in (2.9), we see

\[
\mathbb{R}_c^{U \lambda} g(u)^2 \mathcal{X}_{\lambda}(u) + \mathbb{R}_c^{U \lambda} g(u) \mathfrak{J}_\beta(u) - 2(E_X - E_X)(u) = (2.10)
\]

But we also see

\[
\begin{align*}
&\mathbb{R}_c^{U \lambda} g(u)^2 \mathcal{X}_{\lambda}(u) + \mathbb{R}_c^{U \lambda} g(u) \mathfrak{J}_\beta(u) - 2(E_X - E_X)(u) - 2(u^s - c^s) \\
&\leq \| g \|^2 \| u - c \|^2 \mathbb{R}_c^{U \lambda} |u^{2s+2}| + \| g \|^2 \| u - c \|^2 \mathbb{R}_c^{U \lambda} |u^{2s+2}| - 2 \left( \mathbb{R}_c^{U \lambda} u \right) \left( \mathbb{R}_c^{U \lambda} |u| \right)
\end{align*}
\]

Consequently, this with equation (2.10) proves the part (i) of the result.

To establish (ii), we will make use of the fact that

\[
\sup_{v, m \in [c, u]} (v^s - m^s)^2 = (u^s - c^s)^2
\]
and get
\[
(s + 1)^{\frac{n+h}{b}} \int_c^u \int_c^{u'} (u^{s+1} - \gamma^{s+1})^{-1} (u^{s+1} - m^{s+1})^{-1} \leq (u^{s+1} - c^{s+1})^2 \left( + R_{c,b}^{K,s}[u] \right) \left( + R_{c,b}^{\lambda,s}[u] \right).
\]

Hence, this equation along with (2.10) proves the part (ii), i.e., (2.8) is established. □

**Deduction 2.6.** By choosing \(c = d\) of Theorem 2.5, we receive Theorem 2.1.

**Theorem 2.7.** Let \(X\) be a r.v. having p.d.f. \(g : [c, d] \to \mathbb{R}^+\). Then
\[
+ R_{c,b}^{K,s}[g(u)] \sigma^2_{X,X,b}(u) - (E_{X-E(X),\kappa}(u))^2 \leq \frac{1}{4} (d^{s+1} - c^{s+1})^2 \left( + R_{c,b}^{K,s}[u] \right)^2 \tag{2.11}
\]
for every \(c < u \leq d\), \(\kappa \geq 0\) and \(s \geq 0\).

**Proof.** From Theorem 3.1 of [23], one can write
\[
\left| + R_{c,b}^{K,s} [p(u)] + R_{c,b}^{K,s} [p\gamma^2(u)] - \left( + R_{c,b}^{K,s} [p\gamma(u)] \right) \right|^2 \leq \frac{1}{4} \left( + R_{c,b}^{K,s} [p(u)] \right)^2 (M - m).
\]

Now for \(u \in [c, d]\), we choose \(p(u) = g(u)\) and \(\gamma_1(u) = u^{s+1} - E(X)\), then \(M = d^{s+1} - E(X)\) and \(m = c^{s+1} - E(X)\). Thus, from (2.11), we can have
\[
0 \leq + R_{c,b}^{K,s}[g(u)] + R_{c,b}^{K,s} \left[ g(u) \left( u^{s+1} - E(X) \right) \right] - \left( + R_{c,b}^{K,s} \left[ g(u) \left( u^{s+1} - E(X) \right) \right] \right)^2 \leq \frac{1}{4} \left( + R_{c,b}^{K,s} [g(u)] \right)^2 (d^{s+1} - c^{s+1})^2.
\]

This yields that
\[
+ R_{c,b}^{K,s} [g(u)] \sigma^2_{X,X,b}(u) - (E_{X-E(X),\kappa}(u))^2 \leq \frac{1}{4} (d^{s+1} - c^{s+1})^2 \left( + R_{c,b}^{K,s}[u] \right)^2.
\]

This completes the proof. □

**Corollary 2.8.** For a p.d.f. \(g\) of r.v. \(X\), we have
\[
\frac{d^{s+1} - c^{s+1}}{\Gamma(k)} \int_c^X \sigma^2_{X,X,b}(u) - (E_{X-E(X),\kappa}(u))^2 \leq \frac{1}{4} \left( d^{s+1} - c^{s+1} \right)^2 \tag{2.11}
\]
for \(\kappa \geq 0\) and \(s \geq 0\).

**Deduction 2.9.** By choosing \(\kappa = 1 = h\) in Corollary 2.8 we have Theorem 2 of [4].

**Theorem 2.10.** Let \(X\) be a r.v. having p.d.f. \(g : [c, d] \to \mathbb{R}^+\). Then
\[
+ R_{c,b}^{K,s}[g(u)] \sigma^2_{X,X,b}(u) + + R_{c,b}^{\lambda,s}[g(u)] \sigma^2_{X,X,b}(u) + 2 \left( c^{s+1} - E(X) \right) \left( d^{s+1} - E(X) \right) + R_{c,b}^{K,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)]
\]
\[
\leq \left( c^{s+1} + d^{s+1} - 2E(X) \right) + R_{c,b}^{K,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)] + R_{c,b}^{\lambda,s}[g(u)]
\]
for every \(c < u \leq d\), \(\kappa \geq 0\), \(\lambda \geq 0\) and \(s \geq 0\).
Proof. From Theorem 2.5 of [23], we can write

\begin{align*}
&\left[ + \mathcal{R}_{c,b}^{K,s}[p(u)] + \mathcal{R}_{c,b}^{\lambda,s}[p\phi_1^2(u)] + + \mathcal{R}_{c,b}^{\lambda,s}[p(u)] + \mathcal{R}_{c,b}^{K,s}[p\phi_1^3(u)] \\
&- 2 + \mathcal{R}_{c,b}^{K,s}[p\phi_1(u)] + \mathcal{R}_{c,b}^{\lambda,s}[p\phi_1(u)]\right]^2 \\
&\leq \left[ M + \mathcal{R}_{c,b}^{K,s}[p(u)] - + \mathcal{R}_{c,b}^{K,s}[p\phi_1(u)] \right) \left( + \mathcal{R}_{c,b}^{\lambda,s}[p\phi_1(u)] - m + \mathcal{R}_{c,b}^{\lambda,s}[p(u)] \right) \\
&+ \left( + \mathcal{R}_{c,b}^{\lambda,s}[p\phi_1(u)] - m + \mathcal{R}_{c,b}^{\lambda,s}[p(u)] \right) \left( M + \mathcal{R}_{c,b}^{\lambda,s}[p(u)] - + \mathcal{R}_{c,b}^{\lambda,s}[p\phi_1(u)] \right)^2.
\end{align*}

Choosing \( p(u) = g(u) \) and \( \phi_1(u) = \nu^{s+1} - E(X) \) in (2.12) yields

\begin{align*}
&\left[ + \mathcal{R}_{c,b}^{K,s}[g(u)] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))^2] + + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X))^2] \\
&- 2 + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X)))] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X)))] \right]^2 \\
&\leq \left[ M + \mathcal{R}_{c,b}^{K,s}[g(u)] - + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X))] \right) \left( + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] - m + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] \right) \\
&+ \left( + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] - m + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] \right) \left( M + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] - + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] \right)^2.
\end{align*}

Now from (2.10) and (2.13) and using the fact that the left hand side of (2.10) is positive, we see

\begin{align*}
&\left[ + \mathcal{R}_{c,b}^{K,s}[g(u)] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))^2] + + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X))^2] \\
&- 2 + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X)))] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X)))] \right]^2 \\
&\leq M + \mathcal{R}_{c,b}^{K,s}[g(u)] - + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X))] \right) \left( + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] - m + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] \right) \\
&+ \left( + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] - m + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] \right) \left( M + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] - + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))] \right)^2.
\end{align*}

This yields us

\begin{align*}
&\left[ + \mathcal{R}_{c,b}^{K,s}[g(u)] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X))^2] + + \mathcal{R}_{c,b}^{\lambda,s}[g(u)] + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X))^2] \\
&- 2 + \mathcal{R}_{c,b}^{K,s}[g(u) (u^{s+1} - E(X)))] + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (u^{s+1} - E(X)))] \right]^2 \\
&\leq M \left( + \mathcal{R}_{c,b}^{K,s}[g(u)] (E_{X-E(X),\lambda}(u)) + + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (E_{X-E(X),\lambda}(u))] \right) \\
&+ m \left( + \mathcal{R}_{c,b}^{K,s}[g(u)] (E_{X-E(X),\lambda}(u)) + + \mathcal{R}_{c,b}^{\lambda,s}[g(u) (E_{X-E(X),\lambda}(u))] \right).
\end{align*}

Using this in the values of \( M \) and \( m \) from Theorem 2.7 and by simple calculations we get the result. \( \square \)
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