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Abstract—Quaternion singular value decomposition (QSVD) is a robust technique of digital watermarking which can extract high quality watermarks from watermarked images with low distortion. In this paper, QSVD technique is further investigated and an efficient robust watermarking scheme is proposed. The improved algebraic structure-preserving method is proposed to handle the problem of “explosion of complexity” occurred in the conventional QSVD design. Secret information is transmitted blindly by incorporating in QSVD two new strategies, namely, coefficient pair selection and adaptive embedding. Unlike conventional QSVD which embeds watermarks in a single imaginary unit, we propose to adaptively embed the watermark into the optimal hiding position using the Normalized Cross-Correlation (NC) method. This avoids the selection of coefficient pair with less correlation, and thus, it reduces embedding impact by decreasing the maximum modification of coefficient values. In this way, compared with conventional QSVD, the proposed watermarking strategy avoids more modifications to a single color image layer and a better visual quality of the watermarked image is observed. Meanwhile, adaptive QSVD resists some common geometric attacks, and it improves the robustness of conventional QSVD. With these improvements, our method outperforms conventional QSVD. Its superiority over other state-of-the-art methods is also demonstrated experimentally.

Index Terms—QSVD, structure-preserving method, coefficient pair selection, adaptive embedding.

I. INTRODUCTION

TODAY in the era of big data, an increasingly serious problem is the illegal copying, modification, and forgery of digital media. Digital watermarking is considered as a powerful technology to protect intellectual property theft, which involves the insertion of specific information (i.e., a watermark) into multimedia documents as a form of identification [1]. Digital watermarks can be embedded in noise-tolerant multimedia, including image, audio, or video. Therefore, image watermarks can be classified as robust and fragile. Robust watermarking is meant to be resilient to modification attempts, whereas fragile watermarking makes the embedded information sensitive to modification. Data hiding can be reversible or irreversible, where the former is used to ensure exact recovery of the original host image after extracting the embedded information [2]. Different reversible watermarking methods have been proposed to achieve high data hiding capacity with low distortion, such as lossless compression [3], difference expansion (DE) [4]–[6], histogram shifting (HS) [7]–[9] and prediction-error expansion (PEE) [10]–[13]. In addition, such as the patchwork theory [14] and integer wavelet transform (IWT) [15], they can also successfully resist JPEG compression. For irreversible watermarking methods, some of them involve embedding and extracting the watermark using feature invariant coefficient, and combining the watermark bits to establish association rules by slightly modifying the host image pixels [16]–[18]. Although these schemes are irreversible, the correlation of their feature invariant coefficients is robust enough to resist various possible attacks and ensure that the watermarked image has high invisibility without affecting the normal use of the host image.

The SVD-based methods [16]–[22] and its variants [23], [24] accomplish robust embedding by slightly modifying the singular values or singular vectors of the factorized matrix in non-overlapping blocks. Due to the stability of SVD, that is, small numerical changes of singular values or the correlation of feature invariant elements in singular vectors after different attacks, these methods were reported to be robust to most attacks. Chang et al. [19] proposed a model that exploits the features of watermarks to establish association rules and embeds the rules into a host image. Their model combined with SVD technology can resist different image processing attacks. The experimental results also indirectly reflect that SVD technology is a powerful tool for robust watermarking. Bao et al. [20] proposed an image-adaptive watermarking scheme by applying a simple quantization-index-modulation process on the singular value of wavelet subband. The scheme is robust against the JPEG compression. Mohammad et al. [21] proposed an improved SVD-based watermarking method by directly using the reference watermark. This method successfully solves the problem of false positive detection and is extremely robust against geometric distortion attacks. Note that in the watermarking scheme implemented by modifying the singular value, since the singular value is closely related to the pixels of the entire image, the watermarked images all show poor visual quality after being reconstructed. Su et al. [16], [17] proposed a color image watermarking scheme by using the correlation of feature invariant elements in the
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first column of the factorized matrix $U$ of SVD. Experimental results show that their algorithm is robust against some common attacks with low distortion. However, these watermarking schemes are designed to individually mark each image layer, which ignores the correlation of the three image layers (R,G,B) and the synchronization of the watermark embedding. Recently, Li et al. \cite{22} rearranged the three color layers of the color image block into a column matrix $M$. The watermarking scheme exploits the SVD of the matrix $M$ to embed and extract the watermark in a holistic manner. Liu et al. \cite{18} proposed a blind watermarking scheme based on QSVD. The scheme uses the traditional QSVD algorithm to embed the watermark into the optimal coefficient pair of the imaginary part $i$ of the quaternion matrix $U$. Experimental results show that their algorithm has superior performance in terms of robustness and invisibility. Among those methods, QSVD has attracted considerable attention since the method has the potential to well exploit the integration of quaternion and the feature invariant coefficient pairs of SVD in natural images. So that we focus on developing a new QSVD-based approach of watermarking with making an improvement on the QSVD algorithm and introducing a novel adaptive embedding technique.

Quaternion were introduced by Hamilton in 1843 \cite{25}. The literature on quaternion matrices have extensive applications in many research fields, consisting of quantum mechanics \cite{26}, field theory \cite{27} and image processing \cite{28}–\cite{30}. In particular, the quaternion matrix applied to the image representation, which integrates well the three image layers of the color image. It not only allows the three image layers to be processed synchronously but also avoids loss of correlation between image layers. Hosny et al. \cite{31} proposed a robust color image watermarking method based on quaternion Legendre-Fourier moments (QLFMs) to resist geometric attacks and common signal processing attacks. Experimental results show that this method has superior performance in terms of visual imperceptibility and robustness when resisting various attacks. Later, they developed a resilient color image watermarking method using accurate quaternion radial substituted Chebyshev moments (QRSCMs) \cite{32}. The high-precision, fast, and stable calculation of QRSCMs makes the designed watermarking scheme have better performance. Based on accurate polar harmonic Fourier moments (PHFMs) and chaotic mapping, Ma et al. \cite{33} proposed a novel watermarking algorithm for copyright protection, which has strong robustness against geometric attacks by relying on the geometric invariance of accurate PHFMs. These watermarking methods are feasible and have room for improvement in reducing the computational complexity and increasing the watermark capacity.

The SVD \cite{34,35} is one of the most powerful tools in matrix computations. The SVD of a quaternion matrix was theoretically derived in 1997 by Zhang \cite{36}. On the basis of theory, the SVD calculation of the quaternion matrix cannot be realized quickly and effectively, especially the large-scale matrix. In 2005, the quaternion toolkit developed by Sangwine et al. \cite{37} facilitated the research of workers and was widely used by most scholars. However, we clearly recognize that its computational complexity is quite expensive. Recently, Jia et al. \cite{38} proposed a real structure-preserving algorithm of Givens based transformation for solving the right eigenvalue problem of Hermitian quaternion matrices, using the special structures and properties of real counterpart of Hermitian quaternion matrices. Afterwards, Jia et al.’s method \cite{38} is developed by Li et al. \cite{39} to calculate the SVD of the quaternion matrix, where the algorithm costs about one-third CPU time of that by running svd of Quaternion toolkit. The advantage of real structure-preserving algorithm is that the real arithmetic number is greatly reduced but the assignment numbers is large. Therefore, Li et al. \cite{40} further proposed a structure-preserving algorithm of Householder based transformation to calculate the SVD of the quaternion matrix, which takes about half CPU time of that by running the Givens based algorithm. It effectively reduces the assignment number, but the spatial structure is not fully utilized in the bidiagonal reduction process for quaternion matrices. With the rapid development of these disciplines, high-performance algorithms for solving these problem are still greatly in need.

The mechanism of QSVD-based embedding can be described as follows. Firstly, a color host image is represented by a pure quaternion matrix. Secondly, the pure quaternion matrix is divided into non-overlapping blocks and the QSVD algorithm is performed to obtain its $U$ matrix at each block that needs to be embedded. Finally, the watermark bits are embedded or extracted according to some feature invariance in the quaternion matrix $U$. Though the QSVD-based watermarking scheme works well, there is still room for improvement. Actually, focusing on the highly correlated coefficient pairs can fully exploit the local data, which is very helpful to enhance watermark performance.

In this paper, the QSVD technique is further improved and an efficient robust watermarking scheme is presented. The main contributions of this brief are as follows:

- **Efficient algorithm:** Unlike the conventional QSVD algorithm, we propose an efficient real structure-preserving QSVD algorithm combined with the quaternion Householder transformation and the generalized Givens transformation. It focuses on the optimization of the spatial structure and the improvement of replacing the quaternion Householder transformation with the generalized Givens transformation once the two quaternions are calculated in the bidiagonal reduction of quaternion matrix. In fact, it is also verified in the numerical experiments that our structure-preserving algorithm only costs about half of the CPU time of the algorithms proposed in \cite{39} and \cite{40}.

- **Coefficient pairs selection:** As an intermediate step of watermarking scheme, according to some characteristics of quaternion matrix $U$, such as magnitude and sign, we propose to calculate the highly correlated coefficient pairs for watermark embedding using the Normalized Cross-Correlation (NC) method. Compared with the statistical methods in the conventional QSVD, an optimal feature-invariant position is obtained, which is more robust to some common geometric attacks.

- **Adaptive embedding:** Conventional QSVD embeds a bit into one of three imaginary units ($i,j,k$), which causes more modification in a single image layer. Based on the
determination of the coefficient pairs, we adaptively select the optimal hidden position in the three coefficient pairs of the three imaginary units. In this way, a watermarked image with better visual quality is obtained compared to conventional QSVD.

With these improvements, our method performs better than the conventional QSVD-based methods. It can extract high quality watermark with low distortion.

The rest of this paper is organized as follows. In Section II, we present some properties of quaternion matrices and the real counterparts. After that, we present an efficient structure-preserving algorithm for computing the SVD of quaternion matrices in Section III. In Section IV, the advantages of coefficient pairs selection and adaptive embedding are explained. In Section V, based on the proposed QSVD algorithm, the proposed watermark embedding and extraction schemes are described in details. In Section VI, our algorithm is evaluated in comparison with the latest structure-preserving algorithm, and our watermarking scheme is evaluated in comparison with the conventional QSVD and some other state-of-the-art works. Concluding remarks are given in the last section.

II. PRELIMINARIES

In this section we present some basic results for quaternion matrices and their real counterparts.

We always use the following notation. Let the superscripts \( T \) and \( H \) denote the transpose and the conjugate transpose, respectively. \( \mathbb{R} \) and \( \mathbb{C} \) are the sets of the real and complex numbers, respectively. We denote by \( \mathbb{H} \) the set of quaternion:

\[
\mathbb{H} = \{ q = a + bi + cj + dk \mid a, b, c, d \in \mathbb{R} \},
\]

where three imaginary units \( i, j, k \) satisfy

\[
i^2 = j^2 = k^2 = ijk = -1.
\]

When \( a = 0 \), \( q \) is called pure quaternion. For \( q = a + bi + cj + dk \in \mathbb{H} \), the conjugate of \( q \) is \( \bar{q} = a - bi - cj - dk \), and \(|q|^2 = \bar{q}q = a^2 + b^2 + c^2 + d^2\). If \( q \neq 0 \), then the inverse \( q^{-1} = \bar{q}/|q|^2 \) is unique. Let \( \mathbb{H}^{m \times n} \) and \( \mathbb{H}^n \) be the collections of all \( m \times n \) matrices with entries in \( \mathbb{H} \) and \( n \)-dimensional vectors, respectively. For any quaternion matrix \( Q = Q_0 + Q_1i + Q_2j + Q_3k \in \mathbb{H}^{m \times n} \), \( Q^T = Q_0^T + Q_1^T i + Q_2^T j + Q_3^T k \), and \( Q^H = Q^\top - Q_1^\top i - Q_2^\top j - Q_3^\top k \).

In [41], Sangwine proposed to encode the three image layers of an RGB image on the three imaginary units of a pure quaternion matrix, that is,

\[
Q(x, y) = R(x, y)i + G(x, y)j + B(x, y)k,
\]

where \( R(x, y), G(x, y) \) and \( B(x, y) \) are the red, green and blue values of the pixel \((x, y)\), respectively. Obviously, the advantage of the quaternion matrix used to investigate many color image problems is that quaternion can treat three image layers holistically without neglecting the correlation and synchronicity between the image layers, and its disadvantage is computational complexity.

In the following text, we always apply the real counterpart of \( Q \) defined in [38] to deal with the computational complexity of quaternion, denoted by

\[
Q^R = \begin{bmatrix}
Q_0 & Q_2 & Q_1 - Q_3 \\
-Q_2 & Q_0 & Q_3 + Q_1 \\
-Q_1 + Q_3 & -Q_3 & Q_0 \\
-Q_3 + Q_1 & Q_1 - Q_3 & Q_0
\end{bmatrix},
\]

and their relationship is equivalent. The algebraic structure of \( Q^R \) is called JRS-symmetry in [38], which is implicitly preserved in the algebraic structure-preserving algorithms in [38]–[40]. Thus, for the convenience of loading, transformation, extraction, and computation, \( Q^R \) is simplified to a block column or a block row as follows:

\[
Q^R_c = [Q_3^c - Q_2^c - Q_1^c - Q_0^c]^T,
Q^R_r = [Q_0, Q_2, Q_1, Q_3],
\]

which avoids the dimensional expansion problem caused by the real counterpart. In this way, the computation workload, computational time and storage spaces are greatly reduced by using real operation instead of quaternion operation.

III. IMPROVED QUATERNION SINGULAR VALUE DECOMPOSITION

In this section, we present an improved version of QSVD.

THEOREM III.1 (QSVD [36]). Let \( Q \in \mathbb{H}^{m \times n} \). Then there exist two unitary quaternion matrices \( U \in \mathbb{H}^{m \times m} \) and \( V \in \mathbb{H}^{n \times n} \) such that

\[
Q = U \Sigma V^H,
\]

where \( \Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_\ell) \), \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_\ell \geq 0 \), are positive singular values of \( Q \), and \( \ell = \min(m, n) \).

Firstly, we recall two important quaternion unitary transformations: generalized Givens transformation [42] and Householder transformations [38], [40], [43].

ALGORITHM III.2 (generalized Givens transformation [42]). Let \( x = [x_1, x_2]^\top \in \mathbb{H}^2 \) be given with \( x_2 \neq 0 \). Then there exists a generalized Givens matrix

\[
\mathcal{G} =\begin{bmatrix}
q_{11} & q_{12} \\
q_{21} & q_{22}
\end{bmatrix},
\]

such that \( \mathcal{G}^H x = [||x||_2 0]^\top \). A choice of \( \mathcal{G} \) is

\[
q_{11} = \frac{x_1}{||x||_2}, q_{21} = \frac{x_2}{||x||_2}.
\]

In order to ensure stability, the selection problem of \( q_{12}, q_{22} \) will be discussed in the following two cases.

(a) if \( |x_1| \leq |x_2| \),

\[
q_{12} = |q_{21}|, q_{22} = -|q_{21}|q_{21}^H y_{11}^H:
\]

(b) if \( |x_1| > |x_2| \),

\[
q_{22} = |q_{11}|, q_{12} = -|q_{11}|q_{11}^H q_{21}^H.
\]

ALGORITHM III.3 (Householder transformation [38], [40], [43]). Given two different quaternion vectors \( x = [x_1, \ldots, x_n]^\top, y = [y_1, \ldots, y_n]^\top \in \mathbb{H}^n \) with \( ||x|| = ||y|| \) and \( y^\top x \in \mathbb{R} \), there exists a quaternion Householder matrix...
Fig. 1. The bidiagonal reduction process of $4 \times 4$ quaternion matrices. Here, the letter $r$ denotes some real numbers and $\hat{x}$ represents the element to be processed, the superscripts $l$ and $r$ denote the alternately pre- and post multiplication, respectively.

defined by $\mathcal{H} = I - 2uu^H$, where $u = \frac{y-x}{\|y-x\|}$, such that $\mathcal{H}y = x$. For any real vector $v \in \mathbb{R}^n$ with $\|v\| = 1$, $\mathcal{H}v = \frac{y}{\|y\|}$. Let $\mathcal{H}_3 := I - 2uu^H$, where $u = \frac{y-x}{\|y-x\|}$ (proposed in \[43\]), $g_t = \begin{cases} \frac{1}{|z_t|}, & z_t \neq 0, \\ 1, & \text{otherwise} \end{cases}$ (proposed in \[40\]), and when $x = \|y\|v$, $\mathcal{H}_3 := G\mathcal{H}_1$, where $G = \text{diag}(g_1, g_2, \ldots, g_n)$, $g_t = \begin{cases} \frac{1}{|z_t|}, & z_t \neq 0, \\ 1, & \text{otherwise} \end{cases}$ with $z = \mathcal{H}_1y$. 

Then, we propose an efficient QSVD algorithm based on $G$ in Algorithm \[11\] and $\mathcal{H}_3$ in Algorithm \[III.3\].

Let $Q$ be an $m \times n$ quaternion matrix with $m \geq n$. The bidiagonal reduction proceeds by alternately pre- and postmultiplying $Q$ by Householder transformations $\mathcal{H}_3$ and/or generalized Givens transformations $G$. The reduction of the bidiagonalization is shown in Fig. 1. For the first step, we determine a quaternion Householder transformation $\mathcal{H}_3$ to eliminate all hatted quaternions in the first column of $Q$ being zero except for the first hatted element. Then another transformation $\mathcal{H}_3^2$ is determined to eliminate all hatted quaternions in first row of $Q$ being zero except for the first hatted element. Next, the reduction proceeds recursively on the matrix $Q(2 : m, 2 : n)$. Once the two quaternions are rotated in the last two rows and columns of the matrix, we replace $\mathcal{H}_3$ with $G$ to reduce the expensive computation.

In applying the rotations, however, we must distinguish two cases. In the first case, when QSVD of a large-scale quaternion matrix is executed, the efficiency gain of rotating two quaternions by using $G$ instead of $\mathcal{H}_3$ is negligible. However, our proposed efficient Algorithm \[III.3\] shown in Fig. 2 optimizes the data structure of the algorithm in \[40\] to avoid the redundant data being transmitted and calculated, and is compared with $\mathcal{H}_2$ based and $\mathcal{H}_3$ based QSVD algorithm for CPU time and precision in Example \[VI.1\]. In the second case, if we wish to calculate the QSVD of a $4 \times 4$ quaternion matrix, the reduced computational amount of replacing the $\mathcal{H}_3$ with $G$ is huge, see Remark \[III.1\] for the explanation.

**Remark III.1.** In Table 1, we present the comparison on real arithmetic numbers and assignment numbers between the quaternion generalized Givens transformation and the quaternion Householder transformation when two quaternions are rotated, where assignment numbers refer to call subroutines or perform matrix operations. The $\mathcal{H}_3$ is replaced by $G$, which reduces 4 assignment numbers and 41 real flops. From Fig. 1 the QSVD of a $4 \times 4$ quaternion matrix replaces $\mathcal{H}_3$ twice with $G$, so that approximately 274 real flops are reduced. A color image of size $512 \times 512$ is divided into $128 \times 128$ image blocks of size $4 \times 4$. The proposed QSVD applied to all image blocks will have approximately $128 \times 128 \times 274$ expensive real flops reduced. Algorithm \[III.4\] takes about $64(mn^2 - n^3)/3$ flops for the bidiagonalization for $Q^H$ of an $m \times n$ quaternionic matrix $Q$ without generating unitary matrices.

**IV. COEFFICIENT PAIRS SELECTION AND ADAPTIVE EMBEDDING**

**A. Coefficient pair selection**

We first give an example to illustrate the advantage of coefficient pair selection. Suppose that a $4 \times 4$ quaternion matrix $Q_k$ is one of the blocks of the host image, and has the QSVD as

$$Q_k = \begin{bmatrix} q_{11} & q_{12} & q_{13} & q_{14} \\ q_{21} & q_{22} & q_{23} & q_{24} \\ q_{31} & q_{32} & q_{33} & q_{34} \\ q_{41} & q_{42} & q_{43} & q_{44} \end{bmatrix} := U\Sigma V^H$$

$$= \begin{bmatrix} u_{11} & u_{12} & u_{13} & u_{14} \\ u_{21} & u_{22} & u_{23} & u_{24} \\ u_{31} & u_{32} & u_{33} & u_{34} \\ u_{41} & u_{42} & u_{43} & u_{44} \end{bmatrix} \begin{bmatrix} \sigma_1 & 0 & 0 & 0 \\ 0 & \sigma_2 & 0 & 0 \\ 0 & 0 & \sigma_3 & 0 \\ 0 & 0 & 0 & \sigma_4 \end{bmatrix} \begin{bmatrix} v_{11} & v_{12} & v_{13} & v_{14} \\ v_{21} & v_{22} & v_{23} & v_{24} \\ v_{31} & v_{32} & v_{33} & v_{34} \\ v_{41} & v_{42} & v_{43} & v_{44} \end{bmatrix}.$$  \hspace{1cm} (3)

It is noted that the component $U$ has an interesting property, i.e., all elements of the three imaginary parts $(i,j,k)$ of the first column of the $U$ component have the same symbol respectively and their values are very close. For example, a pure quaternion matrix $Q_k = Q_1 + Q_2 + Q_3 \in \mathbb{H}^{4 \times 4}$ obtained from a digital image block, where

$$Q_1 = \begin{bmatrix} 0.3930 & 0.5392 & 0.4243 & 0.2593 \\ 0.1695 & 0.2347 & 0.9328 & 0.0087 \\ 0.5745 & 0.6261 & 0.8279 & 0.5718 \\ 0.7796 & 0.5523 & 0.2507 & 0.6526 \end{bmatrix},$$

$$Q_2 = \begin{bmatrix} 0.6489 & 0.4875 & 0.8106 & 0.8273 \\ 0.1580 & 0.9233 & 0.7149 & 0.3924 \end{bmatrix},$$

$$Q_3 = \begin{bmatrix} 0.4207 & 0.7816 & 0.2996 & 0.2786 \\ 0.3079 & 0.5307 & 0.3980 & 0.9620 \\ 0.5799 & 0.6404 & 0.7491 & 0.1425 \\ 0.2203 & 0.2465 & 0.9459 & 0.4230 \end{bmatrix}.$$
ALGORITHM III.4 (QSVD based on $\mathcal{H}_3$ and $\mathcal{G}$). Given a quaternion matrix $Q = Q_0 + Q_1 i + Q_2 j + Q_3 k \in \mathbb{H}^{m \times n}$, where $Q_k \in \mathbb{R}^{m \times n}$, $k = 0, 1, 2, 3$, this algorithm presents two orthogonal matrices $U \in \mathbb{H}^{m \times m}$, $V \in \mathbb{H}^{n \times n}$ and a diagonal matrix $\Sigma \in \mathbb{R}^{m \times n}$. Without loss of generality, we suppose $m \geq n$.

Two auxiliary functions: $in(p, q) := [p, q, n + p : n + q, 2n + p : 2n + q, 3n + p : 3n + q]$, $id(p) := [p, n + p, 2n + p, 3n + p]$, for any positive integers $p$ and $q$. `eye`, `zeros` and `svd` are functions of MATLAB.

Function: $[U, \Sigma, V] = \text{QSVD}(Q_0, Q_1, Q_2, Q_3)$

$C := Q^T_c = [Q_0^T, -Q_2^T, -Q_1^T]^T$, $U = [\text{eye}(m), \text{zeros}(m, 3m)]$, $V = [\text{eye}(n), \text{zeros}(3n, n)]$.

1. for $s = 1 : n - 2$
2. $C(in(s, m), s : n) = \mathcal{H}_3^s * C(in(s, m), s : n)$; $U(:, in(s, m)) = U(:, in(s, m)) * \mathcal{H}_3^s$;
4. $T = [C(s : m, s + 1 : n), -C(m + s : 2m + s + 1 : n), -C(2m + s : 3m + s + 1 : n), -C(3m + s : 4m + s + 1 : n)]$;
5. if $s < n - 2$
6. $T = T * \mathcal{H}_3^s$; $V(in(s + 1, n) ; :) = \mathcal{H}_3^s * V(in(s + 1, n) ; :)$;
8. $T = T * \mathcal{G}^s$; $V(in(s + 1, n) ; :) = (\mathcal{G}^s)^T * V(in(s + 1, n) ; :)$;
10. end
11. $C(in(s, m), s + 1 : n) = [T(:, 1 : n - s); -T(:, n - s + 1 : 2(n - s)); -T(:, 2(n - s) + 1 : 3(n - s)); -T(:, 3(n - s) + 1 : 4(n - s))]$;
12. end
13. $s = n - 1$;
14. if $m = n$
15. $C(in(s, n), s : n) = (G^s)^T * C(in(s, n), s : n)$; $U(:, in(s, n)) = U(:, in(s, n)) * \mathcal{G}^s$;
16. else
17. $C(in(s, m), s : n) = \mathcal{H}_3^s * C(in(s, m), s : n)$; $U(:, in(s, m)) = U(:, in(s, m)) * \mathcal{H}_3^s$;
18. end
19. $T = [C(s : m, n), -C(m + s : 2m + n), -C(2m + s : 3m + n), -C(3m + s : 4m + n)]$;
20. $T = T * \mathcal{G}^s$;
21. $C(id(s, m), s : n) = [T(:, 1); -T(:, 2); -T(:, 3); -T(:, 4)]; V(id(n), :) = (G^s)^T * V(id(n), :)$;
22. $s = n$;
23. if $m = n$
24. $C(id(s, m), s : n) = (G^s)^T * C(id(s, m), s : n)$; $U(:, id(s, m)) = U(:, id(s, m)) * \mathcal{G}^s$;
25. else
26. $C(id(s, m), s : n) = \mathcal{H}_3^s * C(id(s, m), s : n)$; $U(:, in(s, m)) = U(:, in(s, m)) * \mathcal{H}_3^s$;
27. end
28. $B = C(1 : m, 1 : n); [u_0, u_1, u_3] = \text{svd}(B)$;
29. $u_0 = U^T(1 : m, 1 : n) * u_0$; $u_1 = -U^T(1 : m, 2m + 1 : 3m) * u_6$; $u_2 = -U^T(1 : m, 1 : 2m) * u_6$; $u_3 = -U^T(1 : m, 3m + 1 : 4m) * u_6$;
$v_0 = V(1 : n, 1 : n) * v_0$; $v_1 = -V(2n + 1 : 3n, 1 : n) * v_6$; $v_2 = -V(n + 1 : 2n, 1 : n) * v_6$; $v_3 = -V(3n + 1 : 4n, 1 : n) * v_6$.
30. $\Sigma = \Delta_3$; $U = U_0 + U_1 i + U_2 j + U_3 k$; $V = V_0 + V_1 i + V_2 j + V_3 k$.

Where $\mathcal{H}_3^s$, $\mathcal{G}^s$ and $G^s$ are transformations performed by the current loop step $s$.

Fig. 2. The QSVD reduction process of quaternion matrices.

| Methods | Generate $\mathcal{H}_3^s$ | Transformation $\mathcal{H}_3^s(x, x \in \mathbb{H})$ |
|---------|-----------------------------|--------------------------------------------------|
| $\mathcal{H}_3^s$ | 11 | 46 |
| $\mathcal{G}^s$ | 9 | 69 |

by performing Algorithm III.4 we have

$$U = \begin{bmatrix}
-0.0056 & 0.0006 & -0.0972 & 0.0078 \\
0.0091 & 0.0090 & -0.1524 & -0.0985 \\
-0.0342 & -0.1173 & 0.1112 & -0.0320 \\
-0.0141 & -0.1533 & 0.1215 & -0.1281 \\
-0.2826 & -0.0898 & -0.0042 & 0.1067 \\
-0.2657 & -0.5240 & -0.2734 & -0.0360 \\
-0.4276 & 0.0661 & 0.0610 & -0.2312 \\
-0.3224 & 0.5914 & -0.2827 & 0.2786 \\
-0.2802 & 0.2037 & 0.1590 & 0.3170 \\
-0.2323 & 0.5357 & 0.4099 & 0.0873 \\
-0.2624 & 0.0558 & 0.2277 & -0.4115 \\
-0.0732 & -0.0974 & 0.3526 & 0.1343 \\
-0.2731 & 0.2883 & 0.0993 & -0.4089 \\
-0.3252 & -0.0843 & -0.2757 & -0.0796 \\
-0.3249 & -0.1236 & 0.0824 & 0.5552 \\
-0.3785 & 0.5558 & 0.4099 & 0.0873
\end{bmatrix}$$

As can be seen from $U$ matrix, the symbol and magnitude relationship of the elements of the three imaginary units of $u_{11}$, $u_{21}$, $u_{31}$ and $u_{41}$ can be used for robust watermarking.

In order to select the optimal embedding coefficient pair in $u_{11}$, $u_{21}$, $u_{31}$ and $u_{41}$, for six standard $512 \times 512$ sized color images Baboon, F-16, House, Lena, Lostlake and Monolake
we adopt the following procedure to experiments.

- The test image of size $M \times N$ is divided into image blocks of size $4 \times 4$.
- Each image block is calculated by QSVD to obtain a $U$ matrix.
- Matrix $U_{x}^{i}$ is composed of the coefficients of the imaginary part $i$ of $u_{x}$ obtained for each image block, and $U_{y}^{i}$ and $U_{x}^{i}$ are also the same, where the dimensions of $U_{x}^{i}$, $U_{y}^{i}$ and $U_{y}^{i}$ are $m \times n$, $m = M/4$, $n = N/4$, and $x \in \{1, 2, 3, 4\}$, respectively.
- Calculate the correlation between two matrices $U_{y}^{i}$ and $U_{x}^{i}$ (between $U_{y}^{i}$ and $U_{y}^{i}$, between $U_{y}^{i}$ and $U_{y}^{i}$) using Normalized Cross-Correlation (NC), where $y \in \{1, 2, 3, 4\}$, $x \neq y$.

As can be seen from the Table II, the average value of the imaginary part $i$ of the NC($u_{21}, u_{31}$) is 0.9924, the average value of $j$ is 0.9913, and the average value of $k$ is 0.9924, which shows that there are three coefficient pairs of the three imaginary parts of $u_{21}$ and $u_{31}$ are respectively the closest elements for many standard images. Therefore, it is noted that there exists a strong correlation between the coefficients of the three imaginary units (i, j, k) of $u_{21}$ and $u_{31}$, respectively. This property can be explored for image watermarking.

**B. Adaptive embedding**

The three coefficient pairs of the three imaginary units between $u_{21}$ and $u_{31}$ have high correlation respectively. Usually, an imaginary unit is specified in three imaginary units to select its coefficient pair as the optimal for watermark embedding, such as the coefficient pair of the imaginary unit i is specified in Liu et al.’s method [18]. In this paper, one of the three imaginary units is adaptively selected according to different images and different image blocks. From the longitudinal data in Table III, the optimal embedding position of the watermark in the two images of Baboon and Lena is the imaginary part i of NC($u_{21}, u_{31}$), and their values are 0.9866 and 0.9993, respectively. For images F-16, House, Lostlake and Monolake, the optimal embedding position is the imaginary part k of NC($u_{21}, u_{31}$), and their values are 0.9987, 0.9956, 0.9908 and 0.9937, respectively. Moreover, the host image being tested is divided into a number of image blocks, which adds to the importance of adaptively selecting the imaginary unit and its coefficient pair. Therefore, the optimal coefficient pair are adaptively selected for watermark embedding according to different images and different image blocks, which avoids the selection of coefficient pair with low correlation, and thus, it reduces embedding impact by decreasing the maximum modification of coefficient values.

According to the selection of the optimal coefficient pair described above, $u_{21}$ and $u_{31}$ are modified with $\Delta_1$ and $\Delta_2$ respectively to hide the watermark information and the details will be shown in Section V. The values of the corresponding modifications $\Delta_1$ and $\Delta_2$ can be divided into the following cases:

- Imaginary unit i: $\Delta_1 = \delta_{11}i$, $\Delta_2 = \delta_{21}i$,
- Imaginary unit j: $\Delta_1 = \delta_{12}j$, $\Delta_2 = \delta_{22}j$,
- Imaginary unit k: $\Delta_1 = \delta_{13}k$, $\Delta_2 = \delta_{23}k$,

As we can see from Table II, the average value of the imaginary part i of the NC($u_{21}, u_{31}$) is 0.9924, the average value of j is 0.9913, and the average value of k is 0.9924, which shows that there exists a strong correlation between the coefficients of the three imaginary units (i, j, k) of $u_{21}$ and $u_{31}$, respectively. This property can be explored for image watermarking.

**TABLE II**

| Image  | NC($u_{11}, u_{21}$) | NC($u_{11}, u_{31}$) | NC($u_{12}, u_{31}$) | NC($u_{21}, u_{31}$) | NC($u_{21}, u_{31}$) | NC($u_{31}, u_{31}$) |
|--------|---------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| Baboon | 0.9856              | 0.9775               | 0.9703               | 0.9866               | 0.9727               | 0.9814               |
| F-16   | 0.9968              | 0.9922               | 0.9840               | 0.9978               | 0.9897               | 0.9945               |
| House  | 0.9942              | 0.9860               | 0.9802               | 0.9953               | 0.9877               | 0.9957               |
| Lena   | 0.9993              | 0.9978               | 0.9962               | 0.9993               | 0.9980               | 0.9994               |
| Lostlake | 0.9884            | 0.9762               | 0.9696               | 0.9886               | 0.9765               | 0.9885               |
| Monolake | 0.9873             | 0.9772               | 0.9707               | 0.9866               | 0.9769               | 0.9860               |
| Average | 0.9920              | 0.9845               | 0.9785               | 0.9924               | 0.9836               | 0.9909               |
| Baboon | 0.9772              | 0.9645               | 0.9559               | 0.9786               | 0.9590               | 0.9726               |
| F-16   | 0.9966              | 0.9908               | 0.9832               | 0.9972               | 0.9897               | 0.9958               |
| House  | 0.9946              | 0.9867               | 0.9759               | 0.9953               | 0.9834               | 0.9910               |
| Lena   | 0.9962              | 0.9899               | 0.9830               | 0.9966               | 0.9906               | 0.9967               |
| Lostlake | 0.9872             | 0.9734               | 0.9661               | 0.9787               | 0.9741               | 0.9874               |
| Monolake | 0.9926             | 0.9864               | 0.9827               | 0.9922               | 0.9864               | 0.9920               |
| Average | 0.9907              | 0.9820               | 0.9745               | 0.9913               | 0.9805               | 0.9893               |
| Baboon | 0.9772              | 0.9616               | 0.9509               | 0.9779               | 0.9560               | 0.9734               |
| F-16   | 0.9986              | 0.9964               | 0.9915               | 0.9987               | 0.9937               | 0.9961               |
| House  | 0.9946              | 0.9859               | 0.9724               | 0.9956               | 0.9817               | 0.9900               |
| Lena   | 0.9978              | 0.9947               | 0.9916               | 0.9979               | 0.9948               | 0.9979               |
| Lostlake | 0.9905             | 0.9814               | 0.9764               | 0.9908               | 0.9813               | 0.9905               |
| Monolake | 0.9941             | 0.9896               | 0.9871               | 0.9937               | 0.9897               | 0.9937               |
| Average | 0.9921              | 0.9849               | 0.9783               | 0.9924               | 0.9829               | 0.9903               |
| Total average | 0.9916             | 0.9838               | 0.9771               | 0.9920               | 0.9823               | 0.9902               |
respectively, based on the following rules in Eqs. (5)-(6) to obtain the matrices $Q_k$ and the other reconstructed elements $q_{ij}$ ($i \in \{2,3\}, j \in \{1,2,3,4\}$) are also the same. We find that the modification $\Delta_1$ in coefficient of the imaginary unit $j$ is always being subtracted, which causes the image layer $G$ to be modified more than the other two image layers $R$ and $B$. Adaptive embedding avoids this situation and obtains a better PSNR as shown in Fig. 2 of Experiment V.2. Finally, we remark that the proposed method can achieve better performance by fully exploiting the local correlation.

V. A NOVEL COLOR IMAGE WATERMARKING SCHEME BASED ON QSVD

A. Embedding and extracting procedure

Suppose the original host color image represented by the pure quaternion matrix $Q \in \mathbb{H}^{m \times n}$, and the original binary watermark image $W \in \mathbb{R}^{m \times n}$.

ALGORITHM VI.1 (Watermark embedding process).

Step 1. Converting the original binary watermark image into a vector sequence for indexing and embedding. The watermark sequence $[w_1, w_2, \cdots, w_k]$ are obtained and $w_k \in \{0,1\}$.

Step 2. The host image is divided into non-overlapping image blocks $Q_k \in \mathbb{H}^{4 \times 4}$ in a holistic way. In order to improve the watermarking robustness against cropping attack of the proposed method, the image blocks are selected by the random coordinate sequence based on the private key $K_a$.

Step 3. Performing Algorithm III.4 on each block $Q_k$ as Eq. (4) to obtain the matrices $U_k, V_k$ and $\Sigma_k$, $[U_k, \Sigma_k, V_k] = \text{QSVD}(Q_k)$.

Step 4. Changing the relationship of the optimal coefficient pair between $(u_{21})_{i/j/k}$ and $(u_{31})_{i/j/k}$ according to the watermark information. If the embedded binary watermark bit is 1, the value of $(u_{21} - u_{31})_{i/j/k}$ should be negative and its magnitude is greater than $T$. If the embedded binary watermark bit is 0, the value of $(u_{21} - u_{31})_{i/j/k}$ should be positive and its magnitude is greater than a threshold $T$. When these two conditions are violated, the elements of $(u_{21})_{i,j,k}$ and $(u_{31})_{i,j,k}$ should be modified as $(u_{21})_{i,j,k}$ and $(u_{31})_{i,j,k}$, respectively, based on the following rules in Eqs. (5)-(6) to embed the watermark $w_k$ and obtain the modified $U_k^*$.

\[
\begin{align*}
q_{21} &= \sigma_1 u_{21} v_{11} + \sigma_2 u_{22} v_{21} + \sigma_3 u_{23} v_{31} + \sigma_4 u_{24} v_{41} \\
&= \sigma_1 (\alpha_0 \gamma_0 - (\alpha_1 + \delta_1) \gamma_1 - \alpha_2 \gamma_2 - \alpha_3 \gamma_3) \\
&+ \sigma_1 ((\alpha_0 \gamma_0 + (\alpha_1 + \delta_1) \gamma_1 + \alpha_2 \gamma_2 + \alpha_3 \gamma_3)) \\
&+ \sigma_1 ((\alpha_0 \gamma_0 - (\alpha_1 + \delta_1) \gamma_1 + \alpha_2 \gamma_2 + \alpha_3 \gamma_3)) \\
&+ \sigma_1 ((\alpha_0 \gamma_0 + (\alpha_1 + \delta_1) \gamma_1 - \alpha_2 \gamma_2 - \alpha_3 \gamma_3)) \\
&+ \sigma_2 u_{22} v_{21} + \sigma_3 u_{23} v_{31} + \sigma_4 u_{24} v_{41},
\end{align*}
\]

and the other reconstructed elements $q_{ij}$ ($i \in \{2,3\}, j \in \{1,2,3,4\}$) are also the same. We find that the modification $\Delta_1$ in coefficient of the imaginary unit $j$ is always being subtracted, which causes the image layer $G$ to be modified more than the other two image layers $R$ and $B$. Adaptive embedding avoids this situation and obtains a better PSNR as shown in Fig. 2 of Experiment V.2. Finally, we remark that the proposed method can achieve better performance by fully exploiting the local correlation.

where $w_k$ is the watermark bit, $(x)_{i/j/k}$ denotes an coefficient of the imaginary part $i$ or $j$ or $k$ of the quaternion $x$, $\text{sign}(x)$ is the sign of $x$, $\text{abs}(x)$ is the absolute value of $x$ and $u_{avg} = (\text{abs}((u_{21})_{i/j/k}) + \text{abs}((u_{31})_{i/j/k})) / 2$.

Step 5. Obtaining the watermarked image block by

\[
Q_k^* = U_k^* \Sigma_k V_k^*.
\] (7)

Step 6. Repeating Steps 3-5 with the private key $K_a$ until all watermark information is embedded in the host image.

Step 7. Recombine all $4 \times 4$ watermarked blocks $Q_k^*$ to obtain the watermarked image $Q^*$.

The simplified embedding mechanisms can be summarized in Fig. 3.

Our method is a blind watermarking algorithm, that is, the watermark information can be extracted without the original host image and the original watermark information. The detailed steps of the watermark extraction are explained as follows.

ALGORITHM VI.2 (Watermark extraction process).

Step 1. Obtaining the watermarked image. The watermarked image $Q^* = Q_0^* + Q_1^* + Q_2^* + Q_3^*$ is not a pure quaternion matrix. We set the real part $Q_0^* \rightarrow Q^*$ to the same size zero matrix, then assume $Q^* = Q_1^* + Q_2^* + Q_3^*$ as a suspicious image with embedded watermark information.

Step 2. Obtaining the watermarked image block. The watermarked image $Q^*$ is partitioned into non-overlapping watermarked blocks with size of $4 \times 4$ pixels. Then, using the random coordinate sequence based on the private key $K_a$ to select the watermarked block $Q_k^*$.

Step 3. Applying Algorithm III.4 to the watermarked block $Q_k^*$ and obtaining the matrices $U_k^*, \Sigma_k^*, V_k^*$.

Step 4. Using Eqs. (8)-(10) to extract the watermark information $w_k^*$

\[
\begin{align*}
\text{Diff}_{\min} &= \min(\text{abs}(\text{diff}_1), \text{abs}(\text{diff}_2), \text{abs}(\text{diff}_k)), \\
w_k^* &= \begin{cases} 
1, & \text{if } \text{Diff}_{\min} \geq 0, \\
0, & \text{if } \text{Diff}_{\min} < 0.
\end{cases}
\end{align*}
\] (10)
Step 5. Repeating Steps 3-4 by the private key $ka$ until all watermarked blocks have been performed. Extracted binary sequence $w^*$ is reconverted to the matrix of original size.

Step 6. Reconstructing the final extracted watermark $W^*$ from the matrix of extracted watermark information.

B. Evaluation criteria

Generally, the performance of the watermarking methods is investigated by measuring their invisibility, robustness, capacity, etc. For the imperceptible feature, the traditional method PSNR, as shown in Eq. (11), is used to measure the similarity between the original color image $Q \in \mathbb{R}^{M \times N}$ and the watermarked image $Q^* \in \mathbb{R}^{M \times N}$.

$$\text{PSNR} = 10 \times \log \frac{3 \times M \times N \times (1/2)^2}{\|Q - Q^*\|_F^2} \text{dB}$$

(11)

where 1 represents the maximum value of a pixel in a color channel, and $M$, $N$ denote the height and width of an image respectively. $\|Q - Q^*\|_F^2 = \text{trace}((Q - Q^*)^H(Q - Q^*)) = \|Q - Q^*\|^2_F$. In general, a larger PSNR indicates the watermarked image more closely resembles the original host image, which means that the watermark more imperceptible.

In addition, method BER, as denoted in Eq. (12), is used to measure the dissimilarity between the extracted watermark and the original watermark. Generally, a lower BER reveals that the extracted watermark resembles the original watermark more closely.

$$\text{BER} = \frac{b}{e \times f}$$

(12)

where $b$ is the number of incorrectly detected bits, $e \times f$ is the size of the original watermark.

VI. Numerical experiments

In this section we present two numerical examples. In Example VI.1, we compare Algorithm III.4 with two other latest algorithms: one is the performance of the $\mathcal{H}_2$-based algorithm [39], another is the implementation of the $\mathcal{H}_1$-based algorithm [40]. All these experiments are performed on matrix $Q_0, Q_1, Q_2, Q_3 \in \mathbb{R}^{m \times n}$ with $m \geq n$, obtained using the function $\text{rand}$. Therefore, by probability one, quaternion matrices $Q$ are of full column ranks. In Example VI.2, we use Algorithm III.4 to embed and extract watermark on the color image represented by pure quaternion matrix, and display its evaluation results in comparison with the state-of-the-art methods [18] and [22] regarding invisibility and robustness. All these computations are performed on an Intel(R) Core(TM) 64 × 64 Corei7-8750H @ 2.20GHz/8.00GB computer using MATLAB R2017b.

Example VI.1: Given a quaternion matrix $Q = Q_0 + Q_1i + Q_2j + Q_3k \in \mathbb{R}^{a \times b \times k}$, where $Q_p, (p=0,1,2,3)$ are all random real matrices, $a$ and $b$ are two given positive integers, $a, b$ and $k$ determine the dimension of $Q$.

For $a = 9$, $b = 6$, $k = 1 : 70$ and $m = ak, n = bk$, we compare the CPU times and accuracy of three real structure-preserving algorithms of QSVD with generating unitary transformation matrix $U$ and $V$. From Fig. 4 we observe that the CPU time of the proposed algorithm is the smallest, and it costs about half CPU time of that by running the algorithms of [39] and [40]. From the absolute residual curves of Fig. 4 we find that the three algorithms are very stable, located in a high-precision interval. Among them, the proposed algorithm and the algorithm in [40] are more stable than the algorithm in [39]. From the above discussion, we see that our real structure-preserving algorithm is efficient and convenient. Notice that in Fig. 3 we do not compare CPU times of one which adopts the function $\text{svd}$ in quaternion toolkit, or one that directly uses the built-in function $\text{svd}$ on the representation $Q^H$ of $Q$, because Li et al. [39] have already shown that their algorithm is superior to these two methods.

![Fig. 4. The CPU times (seconds) and the absolute residuals of QSVD with generating $U$ and $V$.](image)

Example VI.2: Four standard 512 × 512 sized color images in the CVG-UGR image database, i.e., Lena, House, Lostlake and F-16 are used as the host images [44] as shown in Fig. 5 while a binary Logo of size 64 × 64 are used as original watermark as shown in Fig. 6. The proposed method is compared with the existing state-of-the-art methods [18] and [22] for evaluating invisibility, robustness, capacity, security, and efficiency based on the same embedding rate of $\frac{1}{14}$ bits per pixel (bpp).

In order to ensure the invisibility of the watermark and the quality of the extracted watermark, the criterion for all the experiments is to first ensure that the PSNR value is greater than 40 dB, and then ensure that the BER value of the extracted watermark is less than 0.3. Therefore, the threshold $T$ of this paper is set in the appropriate interval [0.002, 0.04] to verify the effectiveness of the proposed method.

1. The watermark invisibility analysis.
In order to evaluate the invisibility of the watermark, we embed the watermark of Fig. 6 in all host images, and then compare it with two recent works of Liu et al. \cite{18} and Li et al. \cite{22}. For the three methods, we vary the threshold $T$ from 0.002 to 0.04 with step size 0.002. Fig. 7 plots their PSNR values and trends, which demonstrates that the better visual quality of watermarked images can be obtained by the proposed method.

2. The watermark robustness analysis

Regarding robustness, different strengths of several different attacks are commonly performed on the watermarked color images. These attacks include: JPEG compression (compression ratio is 20%, 40%, 60%, respectively), motion blur (mask is (4, 4), (6, 6), (9, 9), respectively), cropping (ratio is 10%, 30%, 50%, respectively), scaling (ratio is 0.5, 2, 4, respectively), speckle noise (variance is 0.05), salt & pepper noise (density is 0.05).

The comparison results of the three watermarking schemes are shown in Figs. 8-9 and Table III. Figs. 8-9 plots the variation of the BER values of the three methods tested with images F-16 and House within the set threshold interval, where the image House is tested and verified as a different image. Table III visually shows the watermarks extracted at the threshold $T = 0.035$ by the three methods tested with all the images in Fig. 5. From Figs. 8-9 and Table III, the proposed method yields a superior performance than the other two methods. For the JPEG compression case, the BER values of the proposed method are basically the smallest among the three methods within the threshold interval. Especially, when the compression factor is 20% (Fig. 9(a)), the proposed method exhibits much stronger robustness. For the motion blur and the scaling cases, the proposed method is strictly more robust than the other two methods. For the cropping case, the BER values of the proposed method are comparable with those of Li et al.’s method, but are much better than those of Liu et al.’s method. These reflect that the proposed QSVD method with the highly correlated coefficient pairs can obtain stronger robustness. For the speckle noise case, the BER values of the three methods are close in the threshold interval $T$. For the salt & pepper noise case, the BER values of the proposed method are comparable with those of Liu et al.’s method, but are much better than those of Li et al.’s method. In addition, we can also find that the robustness is gradually enhanced with the increase of threshold $T$. From Fig. 7 if the PSNR values of the three methods are the same, the proposed method can choose a larger threshold $T$ to achieve higher robustness. Overall, the proposed QSVD method is more robust than the other two methods.

To further highlight the robustness of the proposed method, we calculate the mean of the BER values obtained by different strengths of several different attacks using the data in Table III. They are 0.1404 (method [18]), 0.1204 (method [22]) and 0.0930 (proposed method). From the mean results, we can also conclude that the proposed method is more resistant to different image processing attacks than the other two methods.

3. The execution time comparison analysis

Regarding the execution time, it is another important criterion. After many times running, as can be seen from Table IV, the average execution time of the proposed method is much smaller than that of Liu et al. \cite{18}. This means that the proposed method is efficient. Therefore, it should be noted that the calculation amount of the proposed QSVD algorithm is much less than that of the conventional QSVD algorithm. Li et al.’s method \cite{22} is based on the built-in function svd from Matlab, the execution time is the fastest.

4. The capacity and security analysis

The watermark capacity is a key indicator used to measure the performance of a watermarking scheme. In this paper, since the proposed watermarking scheme uses the optimal coefficient pair selection strategy, the maximum capacity is equal to the number of host images divided into a $4 \times 4$ block matrix. This strategy is different from the traditional QSVD watermarking technology. The traditional QSVD uses a statistical method to select a fixed coefficient correlation pair.
for watermark embedding, which ignores the equivalence of the three imaginary parts used to represent color images and causes a color image layer to be modified too much. In this paper, three highly correlated coefficient pairs are found for the first time, and the proposed strategy is to adaptively select the coefficient pair with the highest correlation in each 4 × 4 block matrix. Therefore, for the 512 × 512 host image, the maximum payload of the proposed QSVD and the traditional QSVD are both 128 × 128. In addition, the actual payload is limited by the distortion of the watermarked image and the quality of the extracted watermark, so the embedding rate is (64 × 64)/(512 × 512) = 0.015625(bpp). In particular, our method can further pushes forward the capacity limit of conventional QSVD. It provides a very high capacity in a single embedding pass three imaginary units simultaneously, when \[ \Delta_1 = \delta_{11} + \delta_{12} + \delta_{13}, \Delta_2 = \delta_{21} + \delta_{22} + \delta_{23}, \] then 3 bits will be carried in each image block. We shows the visual quality of triple watermarks (as shown in Fig. 3) simultaneously embedded in the host image. For example, for images Lena, House, Baboon, F-16, Monolake and Lostlake, we show their PSNR values in Fig. 10. All PSNR values are greater than 34 dB, which means that the visual quality of the watermarked image is unnoticeable. Thus the triple watermarking scheme is effective and feasible, but this paper mainly involves adaptive embedding, and the research on the robustness of triple embedding will be carried out in the future work.

A random coordinate sequence based on the private key \( K_a \) is adopted, which increases the unpredictable choice for embedded blocks and embedded locations. Moreover, the watermark bits are adaptively embedded in the three imaginary units, which also increases security. They greatly increases the security of the entire watermarking process.

VII. CONCLUSION

In this paper, we propose a new robust watermarking scheme based on efficient QSVD, coefficient pair selection, and adaptive embedding. Our method focuses on efficient algorithms and highly correlated coefficient pairs. Compared with conventional QSVD, the structure-preserving method frees up more cumbersome calculations for better performance. Moreover, compared with other state-of-the-art structure-preserving methods, the CPU runtime of our method is about half of that of the algorithms in [39] and [40]. Highly correlated coefficient pairs are determined by the NC method and are adaptively selected. These make the watermarked image more fidelity and the extracted watermark has better visual quality against common watermark attacks. Experimental results demonstrate that the proposed method successfully makes the watermark imperceptible and robust against various geometric attacks and signal processing operations. Compared with other state-of-the-art watermarking schemes, the new proposed method has better performance to protect the copyright of color images that will be transmitted over the Internet. This paper also proposes a high-capacity mechanism and verifies its feasibility. In the future, a high-capacity and more robust watermarking scheme is expected.
Fig. 8. Robustness comparison between our method and two methods of Liu et al. [18] and Li et al. [22] on watermarked image F-16 with different attacks.
Fig. 9. Robustness comparison between our method and two methods of Liu et al. [18] and Li et al. [22] on watermarked image House with different attacks.

Fig. 10. Corresponding PSNR for triple watermarks embedded in different host images at appropriate interval $T$.
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### Table III

Comparison of the robustness (BER) between the proposed method and methods [18], [22] when the threshold $T = 0.035$.

| Watermarked image | F-16 | Lena |
|-------------------|------|------|
| **Algorithms**    | Method [18] | Method [22] | The proposed | Method [18] | Method [22] | The proposed |
| JPEG 40           | 0.1245 | 0.1890 | 0.1208 | 0.2246 | 0.2419 | 0.2450 |
| BER               | 0.0271 | 0.0820 | 0.0266 | 0.0806 | 0.1299 | 0.0774 |
| JPEG 60           | 0.1267 | 0.1740 | 0.0996 | 0.0947 | 0.1318 | 0.0801 |
| Motion blur (4,4) | 0.0105 | 0.0205 | 0.0090 | 0.0049 | 0.0105 | 0.0005 |
| BER               | 0.0320 | 0.0603 | 0.0208 | 0.0601 | 0.1160 | 0.0603 |
| Motion blur (9,9) | 0.0149 | 0.0364 | 0.0117 | 0.0190 | 0.0635 | 0.0129 |
| BER               | 0.2368 | 0.0674 | 0.0064 | 0.2390 | 0.0684 | 0.0011 |
| Croping 10%       | 0.2518 | 0.2319 | 0.2214 | 0.2048 | 0.2129 | 0.2146 |
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