Consequences of ignoring group association in spatial capture–recapture analysis
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Many models in population ecology, including spatial capture–recapture (SCR) models, assume that individuals are distributed and detected independently of one another. In reality, this is rarely the case – both antagonistic and gregarious relationships lead to non-independent spatial configurations, with territorial exclusion at one end of the spectrum and group-living at the other. Previous simulation studies suggest that grouping has limited impact on the outcome of SCR analyses. However, group associations entail not only spatial clustering of activity centers but also coordinated space use by group members, potentially impacting both ecological and observation processes underlying SCR analysis. We simulated SCR scenarios with different strengths of aggregation (clustering of individuals into groups with shared activity centers) and cohesion (synchronization of detection patterns of members of a group). We then fit SCR models to the simulated data sets and evaluated the effect of aggregation and cohesion on parameter estimates. Low to moderate aggregation and cohesion did not impact the bias and precision of estimates of density and the scale parameter of the detection function. However, non-independence between individuals led to high levels of overdispersion. Overdispersion strongly decreased the coverage of confidence intervals around parameter estimates, thereby increasing the probability of erroneous predictions. Our results indicate that SCR models are robust to moderate levels of aggregation and cohesion. Nonetheless, spatial dependence between individuals can lead to false inference. We recommend that practitioners 1) test for the presence of overdispersion in SCR data caused by aggregation and cohesion, and, if necessary, 2) correct their variance estimates using the overdispersion factor \( \hat{c} \). Approaches for doing both are described in this paper. We also urge the development of SCR models that incorporate spatial associations between individuals not only to account for overdispersion but also to obtain quantitative information about social aspects of study populations.
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The majority of models in population ecology assume that individuals are independently distributed and detected. Although this assumption is rarely mentioned, it applies to commonly used models like Poisson GLMs, capture–recapture (CR) models, distance sampling methods and other hierarchical approaches for estimating population level parameters such as abundance and density (Knape et al. 2011).

Spatially explicit capture–recapture (SCR) techniques were introduced in 2004 (Efford 2004) and their use has since expanded rapidly (Borchers and Efford 2008, Royle et al. 2013). SCR models enable investigators to utilize the information contained in the spatial configuration of individual detections and non-detections to generate spatially explicit estimates of density and abundance (Efford and Fewster 2013, Royle et al. 2013). Importantly, SCR provides an approach to scale up ecological processes at the individual level to populations and landscapes (Chandler and Clark 2014, Royle et al. 2018).

Like conventional CR, SCR models assume independence among individuals (Borchers and Efford 2008, Royle et al. 2013). In practice, this assumption is often violated by interactions in the spatial configuration of individuals, such as territoriality, group-living or periodic aggregations (e.g. feeding and breeding). Non-independence of individuals, such as clustering into groups, is being recognized as a potential source of bias and inflated precision in capture–recapture analysis and other hierarchical methods (Anderson et al. 1994, Pradel et al. 2005, Royle 2008, Reich and Gardner 2014, Muneza et al. 2017, Hickey and Sollmann 2018).
Because the spatial attribution of individuals and of sampling are explicit in SCR, violations of independence could be of particular concern for these models, where the ecological process may be impacted by the non-independence in the distribution of individuals and the observation process by the non-independence of individual detections.

Despite these concerns, SCR models are being applied to species with various degree of sociality, including group-living ones, such as some members of cetaceans (Marques et al. 2012), canids (López-Bao et al. 2018), ungulates (Muneza et al. 2017) and primates (Granjon et al. 2017). Even species not considered as group-living can temporarily form close associations between two or more individuals, e.g. during calving, breeding or when raising offspring (Bonenfant et al. 2004, Bischof et al. 2017).

Here we use simulations to study the consequences of ignoring the spatial configuration of individuals into groups in SCR models. Recently, López-Bao et al. (2018) used simulations to explore the effect of spatial aggregation of individuals in SCR models and concluded that it led to negligible bias in abundance estimates, at least when all of the available habitat was sampled. However, in this and another investigation involving SCR (Russell et al. 2012), grouping was limited to a spatial clustering of activity centers without consideration for dependent space use at the home range scale and thus correlated detection patterns of group members. Our study expands upon this work by addressing non-independence in both the spatial distribution of home ranges and in individual space use within home ranges and thus detection patterns.

For the purposes of our investigation, we define two terms to describe group-association as it relates to the spatial distribution of individuals: aggregation and cohesion. Aggregation denotes the degree to which individuals in the population coalesce into groups, with all individuals solitary at one end of the spectrum (Fig. 1a) and with all individuals aggregated into a single group at the other end (Fig. 1b). For simplicity, we assume that all members of a group share identical activity center (AC) locations and the same home range. 

![Figure 1. Illustration of aggregation (a and b) and cohesion (c and d), leading to non-independent detections of individuals. Points refer to individual activity centers (AC, colored by individual) and lighter shading of the plot background indicates higher detection probability. Light grey crosses indicate the location of detectors. Individual ACs are displayed with a slight jitter, but their location is identical for all members of a group. Aggregation is the process whereby individuals in the population coalesce into a decreasing number of groups with increasing group size. The two extremes are shown: (a) all individuals are solitary and (b) all individuals aggregate into a single group. Cohesion (bottom row) is the process whereby group members share an increasing proportion of detection locations within their home range. The two extremes are shown: (c) detections of group members are independent of one another and (d) detection patterns for all group members are identical (i.e. all members of a group are detected at identical locations). Lines (color-coded by individual) visually connect detection locations with the associated individual AC; they do not imply movements.](https://bioone.org/journals/Wildlife-Biology)
range size, but deviations from these assumptions are readily accommodated. Cohesion refers to the degree of correspondence in the pattern of home range utilization – and consequently detection patterns – of group members. At one extreme, all group members use the shared home range independently (Fig. 1c). At the other extreme, individuals move through and use the shared home range in unison, being detected at the same sites synchronously (Fig. 1d). While still relatively simple, this representation of group-association as a function of both aggregation within the population and cohesion among group members may be more apt to describe the relevant processes that could influence the outcome of SCR analyses. This is a reasonable premise, because SCR analyses model both the spatial distribution of home ranges (latent AC locations) and individual probability of detection within home ranges (implicit in the detection function), while assuming independence between individuals in both processes.

Non-independence between individuals leads to overdispersed observation data and consequently underestimated sampling variance (Fletcher 2012). This problem has been explored extensively in the capture–recapture context, where it can arise from a variety of processes (Lebreton et al. 1992, Pradel et al. 2005, Choquet et al. 2009), including group association (Anderson et al. 1994). Considering non-independence between individuals as a source of overdispersion may help better understand the consequences of grouping also in SCR analyses. Furthermore, this perspective offers a potential solution to deal with overdispersion via the application of a variance inflation factor (Schmidt and Anholt 1999, Cam et al. 2004). We simulated populations for different combination of aggregation and cohesion to explore the effect of grouping on the main parameter estimates of interest of SCR analyses: density and the scale parameter of the detection function.

Material and methods

General approach

Our objective was to explore the consequences of group-association for parameters estimated with SCR models. To this end, we simulated populations with different levels of aggregation, cohesion and density and exposed them to a virtual detection process. This approach yielded datasets that mimicked observations from real-life populations with varying degree of independence between individuals. We then fitted a simple SCR model that assumed independent distribution and detection of individuals to each simulated data set. Finally, we quantified overdispersion in the data and evaluated the performance of each model in terms of precision, bias and coverage of the 95% confidence intervals associated with key parameter estimates.

Simulations

Habitat and detector grid

The habitat was defined as a square of 20 × 20 distance units (du). A square 12 × 12 detector grid (1 du detector spacing) was centered on the habitat, leaving a 4.5 du wide habitat buffer around the detector grid (Fig. 2).

Aggregation and AC placement

Spatial aggregation of individuals was simulated as a clustering of individual activity centers into groups of increasing size \( \alpha \) (and therefore decreasing number of groups, Fig. 2). Given a total population size \( N \), \( \alpha \) can take values between 1 (all-solitary) and \( N \) (aggregation of the entire population into a single group Fig. 2). Although \( \alpha \) typically varies between groups in real populations, in our example we assume that populations are made up of groups of identical

---

Figure 2. Examples of a population of 128 individuals configured into different levels of aggregation (group size). Individual activity centers (orange points) are displayed with a jitter, but their location is identical for all members of a group (shown as clusters). Light-colored crosses indicate the location of detectors.
size. All members of a group shared the same AC location during simulations. Group ACs were drawn randomly from the square habitat. We assume that N is fixed, and thus the model represents a binomial point process based on a uniform intensity surface (Illian et al. 2008).

**Cohesion and detection**

The basic SCR model assumes a direct link between the probability (or frequency) of detecting individual i at detector j and the distance $d_{ij}$ from this detector to the individual’s AC. The diminishing detection probability with increasing distance from the AC is often modeled using the half-normal detection function:

$$p_{ij} = p_0 \exp \left( -\frac{d_{ij}^2}{2\sigma^2} \right)$$  \hspace{1cm} (1)

where $p_0$ and $\sigma$ are the magnitude and scale parameter of the detection function, respectively. Observations (detection: $y_{ij} = 1$ and non-detection: $y_{ij} = 0$) are then realized as the outcomes of a Bernoulli process such that

$$y_{ij} - Bernoulli(p_{ij})$$  \hspace{1cm} (2)

This formulation of the observation process encompasses both the variation in detection probability across space due to individual home range utilization, as well as the efficiency of the detection process (e.g. search effort). Although SCR analysis, like CR, often model multiple detection occasions, this is not indispensable, as replication of detection opportunities is provided through the spatial dimension (multiple detectors) and thus makes detection probability identifiable during a single occasion (Efford et al. 2009). We opted for a single-occasion model with binary detection in this study, as this most closely resembles data we are working with in a current project – non-invasive genetic monitoring of large carnivores in Scandinavia – where we have limited information about the temporal structure of searches or sample deposition by individuals (Milleret et al. 2018).

We modeled cohesion (Fig. 1c–d) as a probabilistic mixture of two extreme detection patterns for each individual: an independent detection pattern $y_g$ (but still conditional on its group-specific AC) and a group-specific detection pattern $y_{ij}$. For each group g (g in 1…G), the group-specific detection history was modelled as:

$$y_g - Bernoulli(p_g)$$  \hspace{1cm} (3)

with

$$p_g = p_0 \exp \left( -\frac{d_{gj}^2}{2\sigma^2} \right)$$  \hspace{1cm} (4)

Then, each member of the group randomly follows the group-specific pattern or makes an independent choice with probability $\gamma$ (cohesion) and $1 - \gamma$, respectively:

$$C_{ij} - Bernoulli(\gamma)$$  \hspace{1cm} (5)

Finally, detection $\tilde{y}_{ij}$ of individual i at detector j is realized by

$$\tilde{y}_{ij} = C_{ij} y_{ij} + (1 - C_{ij}) y_{ij}$$  \hspace{1cm} (6)

This process induces dependency – in terms of adherence to a common detection pattern – between members of a group, ranging from full independence ($\gamma = 0$) to an identical pattern of detections ($\gamma = 1$).

Equations 3–6 generate cohesion by cloning individual detection patterns of group members, which is also a way to overdispersion has been introduced in the non-spatial CR literature (Anderson et al. 1994). The mechanism behind such correlation in detection patterns among group members is their spatio–temporal synchronization of space use (shared movements and home ranges) and thus exposure to detectors. If an individual has been detected at a given detector, it makes detection of its group members at that detector more likely, but not certain. Even in cases where spatial association is nearly perfect, detection patterns of group members may not be identical. The case representing $\gamma = 1$ is thus unlikely to be encountered in studies of real populations.

**Simulation scenarios**

For the simulations, we set $\sigma = 1.5$ du and the baseline detection probability $p_0 = 0.1$. The total number of individuals within the habitat was kept constant (n = 128) across all simulations and translates into an overall density of 0.32 individual ACs per du². We generated 40 different scenarios from different combinations of values of cohesion $\gamma$ (0, 0.25, 0.5, 0.75, 1) and aggregation $\alpha$ represented by group sizes of 1 (all solitary), 2, 4, 8, 16, 32, 64 and 128 (entire population in one large group, Fig. 2) We ran 1000 simulations for each scenario, resulting in 40 000 simulated data sets.

**Additional simulations**

López-Bao et al. (2018) reported a slight negative bias in SCR-based abundance estimates from simulations using an unsampled buffer area around the detector grid, but not when the entire available habitat was sampled. In order to test for the role of a buffer in modulating the impact of aggregation and cohesion on inferences, we repeated the analysis with an equivalent habitat size (20 x 20 du), population density, $\sigma$ and $p_0$, but with a detector grid (same spacing) that covered the entire available habitat. Finally, to explore the impact of a changing spatial extent (and thus population size, detections and the proportion of the total population constituted by a group), we halved the habitat square together with a corresponding reduction in the detector grid, without changing the density of ACs. This led to a simulated population of 64 individuals occupying a 10 x 20 du habitat. Given the lower population size in this third state–space configuration, we used group sizes of 1, 2, 4, 8, 16, 32 and 64 individuals and generated 35 000 simulated datasets.
SCR model fitting and evaluation of model performance

We fitted a basic SCR model which accounted for neither aggregation nor cohesion (Supplementary material Appendix 3) to each simulated dataset. Models were fitted in R (www.r-project.org) using function secr.fit from package ‘secr’ ver. 3.2.0 (Efford 2015). R code for implementing simulations and fitting an SCR model to simulated data are provided in the Supplementary material Appendix 1.

We used relative bias, coefficient of variation and coverage to evaluate the effect of aggregation and cohesion on estimates of density \( D \) and the scale parameter \( \sigma \) of the detection function.

Relative bias (RB) was calculated as:

\[
RB = \frac{\tilde{\theta} - \theta}{\theta}
\]

(7)

where \( \theta \) is the true (simulated) value of the parameter and \( \tilde{\theta} \) is the mean estimate.

The precision of each parameter estimate \( \tilde{\theta} \) was assessed through its coefficient of variation (CV; Walther and Moore 2005):

\[
CV = \frac{SD(\tilde{\theta})}{\theta}
\]

(8)

Where \( SD(\tilde{\theta}) \) is the standard deviation of the estimate. We calculated the coverage of the 95% credible interval (‘coverage’), i.e. the probability that the 95% confidence interval of the parameter estimate contains the true value of that parameter.

Non-independence between individuals (i.e. aggregation) might lead to overdispersion in CR datasets (Anderson et al. 1994), we therefore calculated the overdispersion factor \( \tilde{c} \) from counts of unique animals per detector (Fletcher 2012):

\[
\tilde{c} = \frac{1}{1+\tau} \times \frac{P}{(k-\rho)} = \frac{\sum_{j=1}^{k} (\tilde{y}_j - \tilde{\mu})^2}{\tilde{V} \times (1+\tau) \times (k-\rho)}
\]

(9)

where \( P = \sum_{j=1}^{k} (\tilde{y}_j - \tilde{\mu})^2 / \tilde{V} \); \( \tilde{\mu} \) and \( \tilde{V} \) are the estimated mean and variance respectively, the \( \tilde{y}_j \) are the independent random variables (i.e. the counts of unique animals at the \( j=1\ldots k \) detectors), \( \rho \) is the number of parameters in the model (i.e. 1 in our case as we assume homogeneous density \( D \) and \( \tau = \sum_{j=1}^{k} s_j / nk \) where \( s_j = \frac{V'}{V} (\tilde{y}_j - \tilde{\mu}) \)

and \( V' = \partial V / \partial \tilde{\mu} \).

An overdispersion factor \( \tilde{c} > 1 \) signifies overdispersed data, i.e. when the variance in the data exceeds that predicted by the statistical model. We compared \( \tilde{c} \) to the relative variance (RV) of \( D \), which we calculated as the ratio of the empirical variance among simulations \( \text{var}(\tilde{D}) \) for any given simulation scenario and the variance \( \text{var}_0(\tilde{D}) \) associated with the independent scenario (\( \alpha = 1, \gamma = 0 \)):

\[
\text{RV} = \frac{\text{var}(\tilde{D})}{\text{var}_0(\tilde{D})}
\]

(10)

We did not attempt to fit models to simulated data if no individuals were detected or if the average number of detections per detected individual (i.e. the number of detectors at which an individual was detected) was equal to 1. These constraints were implemented as they represented conditions that would lead to model fitting failure. We also removed from further analysis additional simulations that, despite meeting aforementioned criteria, resulted nonetheless in failure during attempted fitting (e.g. inability to estimate key parameters) due to sparse data.

Results

Results presented in this section, unless otherwise indicated, refer to the simulated cases with a 12×12 detector grid surrounded by a 4.5 du unsampled habitat buffer, amounting to a total available habitat of 20×20 du. Additional results for the other two state–space configurations (20×20 du and 10×20 du without unsampled habitat buffer) are provided in the Supplementary material Appendix 1. Models were successfully fitted to all simulated datasets with low and moderate levels of aggregation (\( \alpha \leq 8 \)), regardless of the level of cohesion. Increasing non-independence – both aggregation and cohesion – was associated with a growing proportion of failed models. At maximum aggregation (\( \alpha = 128 \)) and cohesion (\( \gamma = 1 \)), 88% of models failed (Supplementary material Appendix 1 Fig. A2, Table A1).

Effects on bias and precision

We detected little systematic bias (<2%) in estimates of density (\( D \)) and the scale parameter of the detection function (\( \sigma \)) at low and moderate levels of aggregation (\( \alpha \leq 8 \)) and cohesion (\( \gamma \leq 0.25 \), Fig. 3a, c, Supplementary material Appendix 1 Table A2). A positive bias in estimates of \( D \) was noticeable at high levels of aggregation, an effect that was amplified by cohesion (e.g. at \( \alpha = 64 \), median RB = 23% when cohesion = 0 and RB = 37% when cohesion = 1; Fig. 3a, Supplementary material Appendix 1 Table A2). The coefficient of variation (CV) of both \( D \) and \( \sigma \) decreased at high levels of aggregation (\( \alpha \geq 32 \)) and cohesion (\( \gamma = 1 \), Fig. 3d). However, even at high levels of aggregation and cohesion, the 95% quantiles around estimates of overall RB and CV in most cases overlapped the nominal values of these measures (Supplementary material Appendix 1 Table A2).

Simulations with the entire habitat sampled were characterized by a similar absence of bias and changes in precision at low and moderate levels of aggregation, regardless of the level of cohesion (Supplementary material Appendix 1 Fig. A3, A4, Table A4, A6). Patterns in bias and CV at high
levels of aggregation and cohesion were also qualitatively similar to those in simulations with an unsampled habitat buffer. Results from the half-sized (10 × 20 du) and full-sized (20 × 20 du) habitat without buffer were nearly identical to each other qualitatively and quantitatively, but with lower among-simulation variation in key parameters in the latter, due to the larger sample size (larger population size and more detectors, therefore more detections, Supplementary material Appendix 1 Fig. A3, A4, Table A4, A6).

**Overdispersion and coverage**

Overdispersion increases with both cohesion and aggregation (Fig. 4). At maximum cohesion (γ = 1), group size is equal to overdispersion and predictive of the inflation in empirical variance of estimates of D and σ among simulations (Fig. 4). Reducing cohesion also reduced overdispersion at a given level of aggregation. Overdispersion is manifested as overstated precision; coverage of the 95% confidence intervals of both D and σ was therefore drastically affected by aggregation (Fig. 5). Coverage was nominal (95%, Fig. 5a) in simulated populations composed entirely of solitary (independent) individuals but dropped rapidly as aggregation increased. Decreasing cohesion mitigated the negative impact of aggregation on coverage, an effect that was more pronounced for σ than for D (Fig. 5), at least in simulations that included an unsampled habitat buffer around the detector grid (but see Supplementary material Appendix 1 Fig. A5, A6). With the exception of extreme dependence (maximum aggregation and cohesion), aggregation and cohesion had diminished effects on coverage in simulations where the detector grid covered the entire available habitat compared with simulations that included an unsampled habitat buffer (Fig. 5, Supplementary material Appendix 1 Fig. A5, A6; Table A4, A6). In all three state–space configurations, coverage of D and σ returned to near their nominal values for most combinations of aggregation and cohesion once we corrected the variance estimates using the inflation factor $\hat{\text{c}} \left( \text{corrected var } (\theta) \right) = \hat{\text{c}} \var{\theta}$; Fig. 5, Supplementary material Appendix 1 Fig. A5, A6). One exception was coverage of D in the configuration with a habitat buffer: here, coverage remained comparatively poor at high aggregation and low cohesion (Fig. 5b).

**Discussion**

Our simulation study revealed that spatial capture–recapture analyses are robust to low and moderate levels of spatial dependence between individuals, at least in terms of bias. However, both aggregation and cohesion led to overdispersed data and decreased the coverage of key parameter estimates.
Thus, spatial association among individuals in a population, if ignored, can lead to unreliable inferences. Understanding aggregation and cohesion as a source of overdispersion could provide access to a framework for goodness-of-fit testing (Pradel et al. 2005) and model selection (Anderson et al. 1994) and, as we have done here (Fig. 5), correct underestimated sampling variance and poor coverage of confidence intervals (Lebreton et al. 1992).

A growing number of studies and monitoring projects employ SCR to estimate density and other ecological parameters (Chandler and Clark 2014, Royle et al. 2018). Many of the species targeted exhibit various degrees of group association, from temporary affiliations during breeding or offspring care to long-term congregation into large groups. What do our findings mean in terms of aggregation and cohesion in real life populations that may be studied using SCR? Investigators that use SCR to estimate population density or abundance for solitary species or species with small group sizes (such as family groups of cougars consisting of a female and her dependent young; Russell et al. 2012) can likely trust their inferences even if they ignore grouping. However, there is indication that coverage starts dropping already here, especially if cohesion is high, as is most likely the case for dependent offspring (Fig. 5). As both aggregation and cohesion increase, estimates of $D$ and $\sigma$ become less reliable (lower coverage). For example, inferences will more likely be flawed for a population of ungulates that consists of small and cohesive herds than for a species of marmots, where individuals live in family groups of similarly small size but where group members perform mostly independent movements (Armitage 2014). At very high levels of aggregation, such as communally roosting bats with independent...
nightly hunting forays (low cohesion; Audet 1990) or populations of fish that form large schools (high cohesion), inferences might be severely impacted when grouping is ignored. In general, we recommend that investigations into the reliability of ecological models in the face of violated assumptions consider coverage, as bias and precision alone may provide a more optimistic assessment than is warranted. As aggregation and cohesion increase, investigators run a growing risk of obtaining erroneous estimates of key parameters (i.e. with 95% CI limits that do not include the true parameter value). For example, in our simulations of a population composed on 128 individuals, even moderate aggregation into groups of eight individuals, led to noticeably reduced coverage of \( D \) (67%) at cohesion \( \gamma = 0.75 \) (Fig. 5). In the habitat/detector grid configuration that included an unsampled habitat buffer, the effect of aggregation on coverage was most pronounced for estimates of density, where increasing group sizes led to a rapid decrease in coverage, even at low levels of cohesion (Fig. 5, Supplementary material Appendix 1 Table A2).

Figure 5. Panels (a) and (c) show the decrease in coverage of density (\( D \)) and the scale parameter of the detection function (\( \sigma \)) for SCR data simulated with different levels of aggregation (group size; x-axes) and cohesion (probability of shared detection pattern, colors). Coverage is the proportion of simulations where the 95% confidence interval of the estimates contains the true parameter value. Panels (b) and (d) show coverage of variance estimates corrected for overdispersion. Poor coverage at high levels of aggregation and cohesion results from overdispersion in the data. In general, we found that aggregation and cohesion had stronger positive effects on overdispersion (and thus negative effects on coverage) in simulations with a habitat buffer around the detector grid (which is the case in most SCR studies) than in simulations where the entire habitat was sampled. Consistent with these findings, López-Bao et al. (2018) reported lower coverage of population size in simulations that included an unsampled habitat buffer around the detector grid. Using Fletcher’s (2012) method to estimate the overdispersion factor (Fletcher’s \( \hat{c} \)) from count data, we were able to correct our precision estimates of the parameters of interest and recover nominal levels of coverage in most aggregation and cohesion situations. However, we also found that the relationship between the empirical overdispersion (as measured by RV)
Aggregation and cohesion result in overdispersed data and decrease the reliability of predictions generated by SCR models by over-stating precision. As the scope of SCR analyses expands to include an increasing number of species and systems, so does the range of social structures that may influence how individuals are configured in space. Investigators can mitigate the effect of non-independence between individuals by correcting variance estimates for overdispersion. Finally, we see the explicit incorporation of grouping into SCR models as a desirable development. Doing so would not only help mitigate potential bias and imprecision arising from non-independence in the spatial configuration of individuals, but could also provide a means for obtaining additional important quantitative information about the ecology of the studied system. While to our knowledge there are currently no SCR models that incorporate group association, this has already been incorporated into other abundance estimation approaches (Clement et al. 2017, Hickey and Sollmann 2018), which could serve to stimulate developments in SCR. Meanwhile, our simulation framework can be used as a tool for exploring model sensitivity to violations of independence, in cases where grouping occurs but is ignored.
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