Visualizing Confidence Intervals for Critical Point Probabilities in 2D Scalar Field Ensembles
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ABSTRACT
An important task in visualization is the extraction and highlighting of dominant features in data to support users in their analysis process. Topological methods are a well-known means of identifying such features in deterministic fields. However, many real-world phenomena studied today are the result of a chaotic system that cannot be fully described by a single simulation. Instead, the variability of such systems is usually captured with ensemble simulations that produce a variety of possible outcomes of the simulated process. The topological analysis of such ensemble data sets and uncertain data, in general, is less well studied. In this work, we present an approach for the computation and visual representation of confidence intervals for critical point probabilities in ensemble data sets. We demonstrate the added value of our approach over existing methods for critical point prediction in uncertain data on a synthetic data set and show its applicability to a data set from climate research.

Index Terms: Uncertainty visualization, scalar topology, critical points, ensemble data, climate data, inferential statistics, glyphs.

1 INTRODUCTION
Topological methods are routinely used today to visualize and study specific features in deterministic (scalar) fields. An important class of topological features is critical points, as they mark extremal values in the data and indicate points where the level set topology of a field undergoes fundamental changes. In piecewise-linear (PL) scalar fields given on simplicial grids, critical points can only occur at the grid’s vertices, and their type is determined solely by the values of their direct neighbors in the grid (cf. Figure 2) [18].

It is less well understood how topological methods, and in particular critical point detection, can be extended to analyze uncertain data [6]. The related uncertainty can have different sources [16]. Most existing critical point extraction methods focus on the investigation of aleatoric uncertainty by assuming or requiring a latent distribution underlying the data but do not consider epistemic uncertainties arising from approximating those distributions by a finite number of input fields (cf. Section 2).

In this work, we present a method for computing and visualizing confidence intervals for the occurrence probabilities of critical points in ensembles of PL 2D scalar fields. For this, no assumptions on the underlying distribution are made. We evaluate our method with synthetic data (which we also used to compare existing critical point extraction methods in our previous work [20]) and apply it to a real-world data set from climate research.

2 RELATED WORK
The consideration of uncertainty has been identified as one of the most important research directions in visualization [10]. Key challenges in this area were listed by Johnson and Sanderson [11]. In their survey on topological methods in visualization, Heine et al. [6] also found a lack of methods for the treatment of uncertain data.

The progress in the field of uncertainty visualization has been summarized in multiple state-of-the-art reports [1, 2, 12, 16, 22]. Here, we focus on works closely related to our own in that they also investigate critical points in uncertain scalar fields. We group them into two categories based on the type of considered uncertainty following the classification used by Potter et al. [16]:

Aleatoric uncertainty. This kind of uncertainty is inherent to the...
Consider a random variable (RV) \( X \) drawn from a distribution \( F \). A common task in statistics is to find certain properties \( \theta \) of \( X \). The exact distribution of \( X \) is often unknown; only a finite number of (independent) observations \( X_1, \ldots, X_m \sim F \) is available. In such cases, one therefore approximates \( \theta \) with some estimate \( \hat{\theta} \) computed from those observations. As \( X_1, \ldots, X_m \) constitutes only a finite sample from \( X \)’s distribution, \( \hat{\theta} \) will deviate more or less from the true value of \( \theta \) depending on the number of considered observations \( m \).

The variability of \( \hat{\theta} \) makes it risky to put trust in this single point estimate. In addition to this value, one, therefore, often specifies a confidence interval (CI) that will hold the true value of \( \theta \) with a certain probability. More formally, let \( \gamma \in [0, 1] \). We then call \( [a, b] \) a CI with confidence level \( \gamma \) for \( \theta \) if the probability of \( [a, b] \) to contain \( \theta \) is at least \( \gamma \). \( P(\theta \in [a, b]) \geq \gamma \). Note that in this, \( \theta \) is a fixed (but unknown) parameter, and it is rather the interval \( [a, b] \) that varies with repeated samples, thus containing \( \theta \) in only \( 100\% \cdot \gamma \) of such repetitions. More details on the general concept of CIs can be found, e.g., in the book by Wasserman [23, Section 6.3.2].

### 3.2 CIs for Occurrence Probabilities of Critical Points

We are interested in the occurrence probabilities of critical points in ensembles of PL scalar fields \( f_1, \ldots, f_n \), defined on a common 2D simplicial grid, where each \( f_i \) is the vector of the field’s values at the grid vertices. For each field \( f_i \), a grid point \( x \) is either of some type \( \{ \text{max}, \text{min}, \text{sad} \} \) (cf. Figure 2) or not, e.g., \( x \) is either a maximum or not. The occurrence of those events can hence be described as \( m \) independent Bernoulli trials taking a value of 1 (success) if \( x \) is of the respective type and 0 (failure) otherwise. The number of occurrences of each type at \( x \) in an ensemble of size \( m \) can then be expressed as binomial RVs \( X_{\text{type}} \sim \text{Bin}(m, p_{\text{type}}) \), where \( p_{\text{type}} \) is the (unknown) success probability of the Bernoulli experiments, i.e., the probability for \( x \) to be of that type. Note that while we assume the fields’ values at a single grid point to be stochastically independent, we do not require the RVs \( X_{\text{type}} \) to be independent across different types or grid points, which they generally are not. Our goal is to reason about the aleatoric uncertainty of critical points by estimating the occurrence probabilities \( p_{\text{type}} \). A common estimate for the success probability of a binomial distribution is the relative frequency

\[
\hat{p}_{\text{type}} := \frac{c_{\text{type}}}{m},
\]

where \( c_{\text{type}} \) is the number of fields in which \( x \) has that type [23]. Estimating \( p_{\text{type}} \) from observations produces epistemic uncertainties due to finite-sample errors that can be quantified with CIs.

Different methods for the approximation of CIs for the success probability of binomial distributions exist [3]. Here, we use Jeffreys intervals, as they were found to be well suited for small sample sizes of \( m \leq 40 \) but also produce results comparable to those of other methods for larger samples. This approach uses Bayesian inference [23, Chapter 11] and the Jeffreys prior [9] to find that a likely distribution of \( p_{\text{type}} \), given \( c_{\text{type}} \), is the beta distribution

\[
\text{Beta}(1/2 + c_{\text{type}}, 1/2 + m - c_{\text{type}}).
\]

Then

\[
[B(1/2 + c_{\text{type}}, 1/2 + m - c_{\text{type}}), B(1/2 + c_{\text{type}}, 1/2 + m - c_{\text{type}})]
\]

is an equitailed CI (i.e., \( P(p_{\text{type}} < B_{\text{lower}}) = P(p_{\text{type}} > B_{\text{upper}}) \)) for \( p_{\text{type}} \). In this, \( \alpha := 1 - \gamma \) is the probability that the interval does not include the true value of \( p_{\text{type}} \) and \( B(1/2 + c_{\text{type}}, 1/2 + m - c_{\text{type}}) \) denotes the quantile function of the Beta distribution. The equitailedness is another positive property of the Jeffreys interval which is not generally given for other CIs. To avoid ill-behaved CIs in the case that \( p_{\text{type}} \) is close to zero or one, we follow the suggestion by Brown et al. [3] and set \( B_{\text{lower}} = 0 \) if \( c_{\text{type}} = 0 \) and \( B_{\text{upper}} = 1 \) if \( c_{\text{type}} = m \).
the underlying stochastic process. We can then draw an arbitrary number of fields from a multivariate normal (MVN) distribution with those estimated parameters. This drawing process has the advantage of preserving a major part of the spatial autocorrelation of the input data, providing a more representative data set than a purely synthetic one. For each ensemble size $m \in \{k^2 \mid k = 2, \ldots, 10\}$ we draw ten ensembles from the MVN distribution.

We applied the proposed method to each ensemble and produced an animation for each ensemble size to visually assess the stability of the results. We also produced an image for the ground truth probabilities $p_{\text{type}}$ by drawing glyphs with $p_{\text{lower}}$, $p_{\text{upper}} = p_{\text{type}}$ (cf. supplement) and prepended it to each animation. Figure 1 shows the pictures obtained for a single ensemble of size 9 (left) and 49 (right). The animations for those and the remaining sample sizes are provided in the supplemental material.

In the result computed from only nine input fields (Figure 1, left), all glyphs show a comparatively large uncertainty in the form of broad outer arcs in lighter colors for all three types of critical points. In the inset, most glyphs do not contain darker-colored inner segments (e.g., $\emptyset$), meaning that the corresponding CIs start at zero. That is, it cannot be ruled out (on a 95% confidence level) that the probability for that critical point type is zero. For points showing glyphs with a large inner segment of darker color (e.g., $\circ$, on the other hand, we may be confident that they will be of the corresponding type with non-negligible probability. More precisely, the probability of a false positive (i.e., the point in truth is not of the indicated type) is less than 2.5%. Overall, a comparison of the prediction with the ground truth probabilities for critical points (see supplement) shows that points with non-zero lower CI boundaries (i.e., glyphs containing dark segments) had indeed a high probability of being of that type.

By increasing the number of input fields to 49 (Figure 1, right), the CIs shrink to much smaller ribbons. That is, with increasing number of samples, more accurate predictions on the critical point probabilities can be made while still maintaining the same 5% chance of missing the true probability. A comparison with the ground truth probabilities confirms that points found to have a high probability for certain critical types were indeed likely to have that type.

What is more, the animations show that the amount of variation across the repeated draws for a single ensemble size is low for all ensemble sizes, especially in comparison with the animations obtained for the methods that do not take epistemic uncertainties into account [5, 13, 15] (cf. supplement of our previous work [20]).

### Real-World Data Set

We further applied our method to a real-world data set from climate research with the goal to investigate how climate change impacts the interannual variability of sea-level pressure over the North Atlantic. The most dominant mode of variation, also called the leading empirical orthogonal function (EOF), for this region is known to characterize the North Atlantic Oscillation (NAO) [8]. Its characteristic spatial pattern, consisting of two anticorrelated regions, in the following called centers of action (COAs), is depicted in Figure 3.
Figure 4: Confidence intervals for critical point occurrence probabilities for an ensemble of sea-level pressure fields over the North Atlantic, indicating the northern (top row) and southern (bottom row) centers of action of the winter-time North Atlantic Oscillation at the beginning (left column) and end (right column) of a 150-years long global warming simulation with an increase in the CO$_2$ concentration of 1% per year.

2099. From each of these, as well as for the 1% CO$_2$ simulation, we then computed the leading EOF with sliding time windows of 50 years, as we also did in our previous works [20, 21]. This gives us, for each time window, an ensemble of 100 EOF fields, on each of which we applied the proposed method. This results in time series of images encoding the CIs for critical point probabilities with our glyph design. These were then concatenated into animations to analyze how the location of the likely positions of the northern and southern COA of the NAO changes over time.

Figure 4 shows the resulting pictures for the 1% CO$_2$ run for the first (1850/51–1899/1900, left column) and last (1949/50–1998/99, right column) time window. From those pictures, we can identify a pronounced northeastern shift of the southern COA (bottom row) and a marginal northward trend of the northern COA (top row), both of which are in agreement with our previous findings [20, 21]. Overall, the pictures for the northern COA show more glyphs with large dark portions, especially at the left-most region of minima over Greenland, indicating that with 95% confidence the probability of minima at those points is relatively high. The southern COA, on the other hand, shows only comparatively low probabilities for maxima in a widespread region, which we also observed previously [20, Figure 9]. This indicates a high amount of spatial uncertainty on the precise location of the maxima across the ensemble members.

The animation for this and the remaining scenario simulations are provided in the supplemental material.

5 CONCLUSION AND FUTURE WORK

In this work, we presented an approach for the computation and visualization of confidence intervals for the occurrence probabilities of critical points in ensembles of piecewise-linear 2D scalar fields.

We applied the method to synthetic data that has been used previously [20] to compare existing methods for the detection of critical points in uncertain data. Other than most of those methods, the approach presented here incorporates both aleatoric and epistemic uncertainties and communicates them to the viewer, thereby preventing him from trusting in predictions computed from small sample sizes that were merely a product of chance.

We also applied our method to a data set from climate research to investigate the impact of global warming on the NAO. We could reiterate our previous findings [20, 21] of systematic shifts of the two COAs defining the NAO that are more pronounced for more extreme climate change scenarios. As in our previous work [20], we also found that the southern COA exhibits strong spatial uncertainties resulting in overall low probabilities. This effect gets worse with increasing grid resolutions because the perturbed nature of the members will then make it more likely that the critical points are located at slightly different grid points. This is a limitation of methods that analyze the criticality of a field on a per-vertex basis. We hence plan to search for approaches that also consider the spatial autocorrelation in the data to identify regions of critical points with spatial uncertainty as the same features. This would mitigate the dependency of the results from the grid resolution as the accumulated probability of each feature would not be as strongly affected by the resolution.

Another point to keep in mind is that the existence and position of topological features of PL fields depends on the way the domain is triangulated [4, 17]. Finally, as noise in (real-world) data sets can lead to a large number of critical points with low persistence [18], a preprocessing step (e.g., [19]) might be required to avoid artifacts.

CIs are a common means for capturing the (epistemic) uncertainties that arise from small sample approximations. However, studies have shown that CIs can be prone to misinterpretations [7]. An evaluation thus seems advisable to assess how well the here proposed glyphs are interpreted by users with different backgrounds. Overall, it might be interesting to examine how CIs can be visually represented to mitigate such common misinterpretations.
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