Correlated electrons in a Crystalline Topological insulator
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We study the effects of e-e interaction in a 3D Crystalline Topological Insulator by adding on-site repulsion to the single-particle Hamiltonian and solving the many-body problem within Cluster Perturbation Theory. The goal is to clarify how many body effects modify the topological phase that stems from the crystal symmetries. Tuning the strength of the on-site interaction we show that band inversion disappears in the bulk and surface states lose their metallic character.

PACS numbers: 71.10.-w, 71.10.Fd, 73.20.-r, 73.43.-f

Crystalline Topological Insulators (CTIs) are a new entry in the fascinating class of topological materials. In these systems, the basic ingredients that give rise to topological insulators - time-reversal invariance and spin-orbit interaction - are substituted by crystal symmetries. After the pioneering work that introduced the very notion of CTI, real materials that exhibit this behaviour have been predicted by theory and revealed by experiments. Most of the theoretical studies for both real and model CTIs have been based on a single particle description of the electronic states and this in spite of the prediction of CTI behavior also for materials where strong e-e correlations are expected. Few works have addressed the effects of electron interactions in CTIs investigating how electron correlations affect their topological classification or give rise to new topological crystalline Mott insulator phases. The combination of topological band structure and e-e interactions has been extensively studied in standard topological insulators (see Refs. [1] [2] for recent reviews). In this field, the two-dimensional honeycomb lattice with intrinsic spin-orbit interaction and on-site e-e repulsion - the so-called Kane-Mele-Hubbard model - has been identified as a paradigmatic example. For this system different many-body approaches have been applied, from Quantum Monte Carlo simulations to Quantum Cluster methods, showing that the Hubbard interaction may drastically affect the stability of the quantum spin Hall phase and suppress topological protected edge states.

In this paper we study the effects of Hubbard correlations on a CTI focusing on quasi-particle states for both bulk and surface systems. We rely on our analysis on a solution of the many-body Hamiltonian by Cluster Perturbation Theory (CPT) calculating one-particle propagator and spectral functions. We investigate the effects of e-e interaction in the prototypical CTI introduced by Ref. where a tetragonal unit cell hosts two inequivalent atoms with two orbitals per site. This simplified structure, containing different sites and different orbitals, may exhibit non-trivial orbital textures that have been shown to be essential in real CTIs. We will see that the many-body effects may drastically modify the band orbital order and consequently affect the CTI phase.

This paper is organized as follows: After a reminder of the single particle properties and an outline of the method adopted to solve the many-body Hamiltonian, the results are shown for both the 3D crystal and the surface-terminated one, illustrating the effects of e-e correlations in terms of orbital order in 3D and of metallic/non-metallic surface states.

Single particle band structure. As mentioned above, the model consists of a tetragonal lattice with two atoms, A and B, per cell and two orbitals per site. Intralayer first- and second- nearest neighbours hopping parameters connect atoms of the same species with values \( t_A^1 = -t_A^2 = 1, t_B^1 = -t_B^2 = 0.5 \), intralayer hopping parameters connect sites A and B with values \( t_A^1 = 2.5, t_B^2 = 0.5, t_A^2 = 2 \) (see Fig. 1(a)). An orbital dependence is introduced in the intralayer hopping parameters making them different from zero only when connecting identical orbitals.

The 3D crystal is insulating and this thanks to the hopping between sites A and B: indeed, neglecting them, one would get the band structure reported in panel (a) of Fig. 2 where bands localized on A sites intersect the corresponding bands associated to B sites. The inclu-
sion of interlayer hopping opens the gap and gives rise to the peculiar orbital texture where states of predominant A and B character interchange along the valence and conduction band edges (panel (b) of Fig. 2). The site composition gives rise to a particular mechanism of band inversion essential for the occurrence of topologically protected metallic surface states. Indeed band inversion is ubiquitous in topological materials: it can be associated to orbital and/or spin degrees of freedom\cite{22,23} or to atomic composition\cite{24}. The evolution of band inversion with e-e interaction will be the main result of this paper.

In order to study the reduced dimensionality we have adopted a geometrical geometry by stacking 20 A-B bilayers along the (001) axis; in this configuration we have both A- and B-terminated surfaces and correspondingly surface states localized either on A or B sites (Fig. 3 (b)). The same slab geometry can be used as a non-primitive unit cell to calculate bulk states, getting the so-called Projected Bulk Band Structure (PBBS) (Fig. 3 (a)) . As currently done in surface physics\cite{25,26} PBBS allows to identify straightaway the energy regions that, prohibited in the bulk, can host localized states at the surface. The orbital texture of PBBS whereby the A and B bands alternate across the gap edges is also shown.

**FIG. 2.** (a) Single-particle band structure calculated at k-points around A where the minimum energy separation between valence and conduction band occurs. In blue (red) eigenvalues of predominant A- (B) character. Panel (a) reports eigenvalues obtained with no intralayer hoppings ($t'_1 = t'_2 = t''_1 = 0$); panel (b) eigenvalues obtained with hopping parameters of ref. 2.

**Interacting Crystalline Topological Insulator**

The interacting Hamiltonian reads:

$$\hat{H} = \sum_{\alpha \beta} \sum_{ijll'} t_{\delta \alpha, j \beta} \hat{c}_{i \delta \alpha}^\dagger \hat{c}_{j \beta} + U \sum_{\delta \alpha \beta} \hat{n}_{\delta \alpha} \hat{n}_{\delta \beta}$$

(1)

Here $\alpha, \beta$ are orbital indices, $i, j$ run over the atomic positions within the unit cell and $l, l'$ refer to lattice vectors. $U$, the strength of the on-site Hubbard interaction, is assumed to be site and orbital independent.

We solve the many-body problem by Cluster Perturbation Theory (CPT)\cite{27} CPT has been successfully used to study Mott-Hubbard physics both in model systems\cite{28,29} and in real materials\cite{30,31} and more recently to address correlated topological phases of matter\cite{32}.\cite{33} CPT belongs to the class of Quantum Cluster theories which solve the problem of many interacting electrons in an extended lattice by approaching first the many body problem in a subsystem of finite size - a cluster - and then embedding it within the infinite medium.\cite{34} The lattice is seen as a periodic repetition of identical clusters each of them containing $M$ atoms characterized by a set of $n_{orb}^i$ orbitals ($K = \sum_M n_{orb}^i$ is the total number of sites/orbitals per cluster). The Hamiltonian is then partitioned in two terms, an intra-cluster and an inter-cluster one. Since the e-e Coulomb interaction is on-site, the inter-cluster Hamiltonian contains only single particle hopping terms and the many body part is present in the intra-cluster Hamiltonian only. The Green’s function for the extended lattice can then be obtained by solving the equation

$$G_{i\alpha \beta}(k, \omega) = G_{i\alpha \beta}^0(\omega) + \sum_{i' \delta} B_{i\alpha i' \delta}(k, \omega) G_{i' \delta \beta}(k, \omega).$$

(2)

Here the $K \times K$ matrix $B_{i\alpha i' \delta}(k, \omega)$ is given by

$$B_{i\alpha i' \delta}(k, \omega) = \sum_i \sum_{i''} e^{i k \cdot R_i} \sum_{\gamma} \sum_{\gamma''} G^c_{\gamma i'' \gamma}(\omega) t_{\gamma' \gamma'' i' \delta}$$

with $R_i$ the lattice vectors and $t_{\gamma' \gamma'' i' \delta}$ the hopping between site $i'$ and $i''$ belonging to different clusters. $G^c_{\gamma i'' \gamma}$ is the Green’s function obtained by exact diagonalization of the interacting Hamiltonian for the finite cluster; we separately solve the problem for N, N-1 and N+1 electrons and express the cluster Green’s function in the Lehmann representation at real frequencies.\cite{35}

For the tetragonal lattice, the 4-site cluster shown in Fig. 1 (a) has been adopted. This choice is suggested by

**FIG. 3.** a) Single-particle Projected Bulk Band Structure calculated along high-symmetry directions of the 2D Brillouine Zone of Fig. 1 (c) around $\overline{M}$ point. In blue (red) eigenvalues with predominant A- (B) character. (b) Eigenvalues obtained for a slab of 20 A-B bilayers. In blue (red) eigenstates localized at the lower (upper) surface layer containing A (B) sites.
the strength of hopping parameters: in the present model the largest hopping parameters are those connecting A-B sites. They are included in the exact diagonalization while the smaller ones are used, in the spirit of CPT, perturbatively in the periodization of the cluster Green’s function.

Once the cluster Green’s function in the local basis $G_{i\alpha;i'\beta}(\omega)$ has been calculated by exact diagonalization, eq. [2] is solved by matrix inversion at each $k$ and $\omega$. The quasi-particle band structure is then obtained in terms of spectral function $A(k\omega)$

$$A(k\omega) = \frac{1}{\pi} \sum_n \text{Im} G(kn\omega).$$

where

$$G(kn\omega) = \frac{1}{K} \sum_{i'i'} e^{-ik\cdot(r_i-r_{i'})} C_{i\alpha}^n(k) G_{ii'}(k,\omega)$$

Here $n$ is the band index and $C_{i\alpha}^n(k)$ are the eigenstate coefficients obtained by the single-particle band calculation.[10]

Results. We compare now the spectral function obtained for the bulk crystal with increasing values of $U$. We see that the minimum energy separation between hole and particle excitations - the quasi-particle gap $\Delta$ - diminishes with $U$ and goes to zero at a critical value $U_c = 2.5$. After that, $\Delta$ keeps increasing linearly as in a standard Mott-Hubbard regime. This behaviour resembles quite closely what happens in the Kane-Mele-Hubbard model which describes graphene as a Quantum Spin Hall topological insulator in the presence of on-site e-e interaction.[21] [23] [12]

Simultaneously, as band inversion disappears, surface states lose their metallic character and a gap appears in their k-dispersion. This is shown in Fig. 6 where the local spectral functions obtained for the 20-layer slab are shown for the same $U$ values. In the non interacting CTI the existence of gapless surface states has been associated to a topological phase; we see that this phase persists only up to $U < U_c$.

In conclusion, we have demonstrated that the Hubbard interaction modifies the orbital texture of the quasi-particle band edges around the Fermi level; this effect is remarkable and can be relevant also in real materials exhibiting CTI behaviour. Above the critical value $U_c$ band inversion is removed and surface states are gapped. This suggests the identification of this critical value as a tran-

![FIG. 5. Site selected bulk quasi-particle states at k-points where the minimum energy separation between hole and particle states occurs. Panels (a), (b), (c) correspond to $U = 1, 2, 5, 3.5$ respectively. The left (right) panels in blue (red) show the A-site (B-site) contribution.](image)

![FIG. 4. Evolution of the minimum energy separation between hole and particle excitations as a function of the strength of the U-parameter.](image)
FIG. 6. Surface quasi-particle states for increasing $U$ across $U_c$. Panels (a), (b), (c) correspond to $U = 1, 2.5, 3.5$ respectively. The left (right) panels in blue (red) show states localized at the $A$-site ($B$-site) terminated surface.

An explicit confirmation of topological character and of its evolution with $U$ would require the generalization to the interacting case of the new $Z_2$ topological invariant that has been introduced to classify the topological crystalline insulator phase in the non interacting system.$^5$ The so-called topological Hamiltonian$^{[13,14]}$ - a fictitious non-interacting Hamiltonian associated to the inverse of the dressed Green’s function at zero frequency - would be the most promising approach. It has been applied to identify the topological character of heavy fermion mixed valence compound$^{[15,16]}$ and of the half-filled honeycomb lattice$^{[22,23]}$ in the presence of on-site Hubbard interaction. The application of this method to CTI’s will be the subject of a forthcoming paper.

---
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