Principles of carbon nanotube dielectrophoresis
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ABSTRACT
Dielectrophoresis (DEP) describes the motion of suspended objects when exposed to an inhomogeneous electric field. It has been successful as a method for parallel and site-selective assembling of nanotubes from a dispersion into a sophisticated device architecture. Researchers have conducted extensive works to understand the DEP of nanotubes in aqueous ionic surfactant solutions. However, only recently, DEP was applied to polymer-wrapped single-walled carbon nanotubes (SWCNTs) in organic solvents due to the availability of ultra-pure SWCNT content. In this paper, the focus is on the difference between the DEP in aqueous and organic solutions. It starts with an introduction into the DEP of carbon nanotubes (CNT-DEP) to provide a comprehensive, in-depth theoretical background before discussing in detail the experimental procedures and conditions. For academic interests, this work focuses on the CNT-DEP deposition scheme, discusses the importance of the electrical double layer, and employs finite element simulations to optimize CNT-DEP deposition condition with respect to the experimental observation. An important outcome is an understanding of why DEP in organic solvents allows for the deposition and alignment of SWCNTs in low-frequency and even static electric fields, and why the response of semiconducting SWCNTs (s-SWCNTs) is strongly enhanced in non-conducting, weakly polarizable media. Strategies to further improve CNT-DEP for s-SWCNT-relevant applications are given as well. Overall, this work should serve as a practical guideline to select the appropriate setting for effective CNT DEPs.
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1 Introduction
The chirality (denoted with one set of indices \((n, m)\))-resolved band structure of single-walled carbon nanotubes (SWCNTs) enables many exceptional electrical and optical properties [1, 2], making nanotubes a competitive candidate-material for novel electronics [3–6] and optoelectronics [7, 8]. Indeed, many benchmarks of SWCNT applications have been reached, such as 40-nm-footprint transistors [9], 5-nm gate length field-effect transistors (FETs) [10], 3-dimensional computation-storage-in-stack chips [11], submicron-gated ultrahigh radio-frequency electronics [4, 12, 13] and room-temperature single-photon emitter [4]. However, there is still no approved technique for the reliable integration of SWCNTs into complex device architectures to meet with different applications. This technology gap needs to be closed to promote reproducibility of carbon nanotube (CNT) devices.

The fundamental challenge of SWCNT integration is to precisely and site-selectively assemble nanotubes to achieve the largest possible packing density with a negligible inter-tube dielectric screening effect [14–16]. Perfectly aligned CNTs with an equidistant pitch are ideal to ensure the optimum of device performance and reproducibility. So far, methods aiming at this purpose can be categorized as two approaches: in-situ on-substrate horizontal growth of CNT parallel arrays and solution-based CNT post-assembling. Methods based on CNT on-substrate growth have yielded nanotube films with a high-degree of alignment and a packing density of up to 70 tubes/μm [17–22]. However, due to an inefficient growth-control over CNT chirality in this way, metallic (m-) SWCNTs, to some extent, are always present in devices, significantly suppressing device performance. Comparatively, solution-based post-assembly methods, such as shear-force guided SWCNT alignment [23, 24] is known to lack fine-control over CNT orientations and locations. The Langmuir-Schaef er method [25, 26], a widely used technique for fabricating molecular thin films, illustrates inefficiency in assembling monolayer SWCNT arrays, thus detrimental to transistor performances because of the increased inter-tube electrostatic screening effect in multilayer assemblies. Recently, transistors based on monolayer CNT films were fabricated through a dose-controlled, floating evaporative self-assembly method [12, 13, 27, 28]. The CNT packing density can range from 60 up to 200 tubes/μm, and corresponding devices have demonstrated promising saturated on-state currents which exceed their silicon-based counterparts [28, 29]. This improvement, beyond the state-of-the-art, is attributed to the removal of polymer residues through high-temperature annealing. More precise pitch scaling of CNT arrays is
demonstrated through template-guided CNT assembly using DNA bricks [30–33]. However, the performance of transistors formed in this way is still inferior for electrical applications [30, 31, 33]. Comparatively, high CNT packing densities have also been achieved using dielectrophoresis (DEP) [15, 34], which is a method versatile for selective deposition of micro-/nanoparticles [35, 36]. The advantage of DEP for nanotube integration is its capability to obtain the site-selective deposition of CNTs at a monolayer coverage, a high degree of alignment, and a high packing density. Unlike electrophoresis, DEP does not require depositing particles to be charged [37] but makes use of their induced dipole moments within an external inhomogeneous electric field. Beneficially, the placement and density of particle depositions are tunable and controllable by simply optimizing electrode structures or adjusting electric fields [38, 39].

DEP was first developed in the 1950s [40] and then applied to biological applications in the 1970s [41]. Since 2000, the method has seen a revival due to the successful manipulation of nanoparticles [35, 42–44]. In 2003, DEP had been used for CNT depositions aiming at selectively separating CNT bundles [45] and m-SWCNTs [38] out of aqueous solutions using MHz alternating current (AC) electric fields. Later on, a study of the frequency dependence of CNT DEPs [46] illustrated that semiconducting (s-) SWCNTs could deposit from water-based suspensions at sub-MHz frequency because of the ionic-surfactant induced surface conductance. Strategically, using low-frequency DEP in combination with highly-purified s-SWCNT aqueous dispersions eventually realized a high-performance CNT electronics as discussed in Ref. [4]. However, the presence of residual metallic nanotube content still obstructs CNT aqueous dispersions [15, 34, 46, 47]. By contrast, this problem is significantly suppressed through dispersing SWCNTs into organic solvents (such as toluene) with polymer wrapping [34, 48–50].

In order to realize ultra-pure s-SWCNT depositions through DEP, the deposition scheme of this technique must be revisited, which is the motivation of this work. We discuss both theoretical and experimental aspects of CNT-DEP with organic solvents and compare the results to those of aqueous solutions. Thereby, we obtain a comprehensive view of the principles of CNT DEP. Beyond the conventional scope of discussing merely the dielectric response and electric fields, both thermal and fluidic physics involved in the DEP is also included here. The framework of this study is organized in the following way: Section 2 reviews the theory about CNT motions and solvent fluidics during the CNT-DEP process. Section 3 focuses on the CNT-DEP deposition scheme and discusses the importance of understanding the formation of the electrical double layer (EDL). Then in Section 4, finite element simulations are performed to investigate the optimum DEP condition for the deposition of s-SWCNTs and compared with experimental observations. Finally, Section 5 summarizes the discussions.

2 Theoretical consideration

2.1 Motion of CNT in suspension

The DEP deposition for a SWCNT is driven by the nonuniform local electric field which is generated through electrically biased nano- or microscale electrodes. The electric field induces a dipole moment mainly along the longitudinal axis of the nanotube. Because of the nonuniformity of the electric field, a net DEP force ensues which moves the nanotube inwards (positive DEP) or outwards (negative DEP) into the deposition region with respect to the direction of the electric-field gradient. In practice, there are many other factors such as the gravitational force and Brownian motion, also playing an essential role in the motion of SWCNTs in liquids. In order to quantitatively describe the movement of a SWCNT within DEP, one must consider all these factors and analyze their effects on either the translational or the rotational CNT motions.

2.1.1 Translational motion

In a fluid system, the ratio of the inertial force to the viscous force, known as the Reynolds number, is less than 0.02 for a suspended CNT with length ≤ 100 μm as discussed in Refs. [35, 51]. The small Reynolds number indicates that the inertial force of a SWCNT moving in the fluid is negligible compared to its viscous force, meaning that the motion of the nanotube follows Stoke’s law [35].

The translational motion of a CNT driven by a force $\vec{F}$ within the fluid is expressed as

$$\frac{d\vec{u}_{CNT}}{dt} = -\gamma (\vec{u}_{CNT} - \vec{v}) + \vec{F}$$

where $m_{CNT}$ is the CNT mass, $\vec{u}_{CNT}$, and $\vec{v}$ denote the velocity of the CNT and the fluid, respectively. The term $-\gamma (\vec{u}_{CNT} - \vec{v})$ represents the drag force of this nanotube experienced in the fluid, with the friction factor $\gamma$ given by $\gamma = 3 \pi \eta d_{CNT} / \ln(2l_{CNT} / d_{CNT})$. $l_{CNT}$ and $d_{CNT}$ are the CNT length and diameter, respectively, and $\eta$ stands for the dynamic viscosity of the fluid [52].

For a given force $\vec{F}$ and a fluid velocity $\vec{v}$, the CNT instant velocity is

$$\vec{u}_{CNT} = \left( \frac{\vec{u}_{CNT} - \vec{v}}{y} \right) \exp(-\gamma/m_{CNT} + \vec{v} + \vec{F})$$

$\vec{u}_{CNT}$ indicates the initial velocity of the CNT. The characteristic time for the initial acceleration is $\tau = m_{CNT} / \gamma$. Within this work, $\tau$ is calculated based on the parameters displayed in Table 1. Notably, $\tau$ is below $10^{-11}$ seconds for a CNT with 1 μm in length and 2.5 nm in diameter. Figures 1(a) and 1(b) show the dependence of $\tau$ on the chiral index $(n, m)$ of the nanotube dispersed either in water ($\eta = 0.894$ mPa·s, also see the Table 1) or in toluene ($\eta = 0.583$ mPa·s, Table 1). For a practical timescale larger than $\tau$, it is reliable to assume that the CNT is moving at a terminal velocity of

$$\vec{u}_{CNT} = \frac{\vec{v} + \vec{F}}{y}$$

In practice, both the acceleration of fluid and diffusion of fluid vorticity also influence the CNT motion, making the situation more complicated. However, that discussion goes beyond the scope of this work.

(a) Gravitational force

The mass density of a $(n, m)$ SWCNT is $\rho_{CNT} = 3.89 \times 10^4 / \sqrt{n^2 + m^2 + mn}$ kg/m³ [53, 54]. Based on this expression, the gravitational force for a SWCNT in a fluid with a density of $\rho_m$ is

$$\vec{F}_g = \rho_{CNT} - \rho_m) \vec{g}$$

where $\vec{g}$ is the gravitational acceleration and $\nu = \pi d_{CNT}^2 / 6$ is the CNT volume. Based on Eq. (3), the terminal velocity of the SWCNT driven by its gravity is

$$\vec{u}_{CNT} = \frac{\rho_{CNT} - \rho_m) \vec{g} \ln(2l_{CNT} / d_{CNT}) \rho_{CNT} - \rho_m)}{18 \eta}$$

Figures 1(c) and 1(d) illustrate the terminal velocities induced
Table 1  Variables, parameters and referenced values

| Symbol | Physics | Value | References |
|--------|---------|-------|------------|
| l_{CNT} | SWCNT length | 1 μm |            |
| d_{CNT} | SWCNT diameter | 1.3 nm |            |
| T      | Surrounding temperature | 300 K |            |
| V_{DEP} = \varphi_0 | DEP voltage potential | 1–5 V (V_{rms}) |            |
| \varepsilon_0 | Vacuum permittivity | 8.854 × 10^{-12} F/m |            |

Permittivity:
- 0.01-wt.%-SDS water: 81 × \varepsilon_0 [60]
- 100-ppm-H2O toluene: 2.38 × \varepsilon_0 [86]
- Silicon: 11.7 × \varepsilon_0 [87]
- SiO2: 3.9 × \varepsilon_0 [88]
- m-SWCNT permittivity: 10,000 × \varepsilon_0 [76]
- s-SWCNT permittivity: 35 × \varepsilon_0 [60]

Conductivity:
- 0.01-wt.%-SDS water: 0.004 S/m Measured
- 100-ppm-H2O toluene: 2.0 × 10^{-10} S/m Measured
- Silicon: 4.3 × 10^{-10} S/m [89]
- SiO2: 1.0 × 10^{-10} S/m [90]
- m-SWCNT conductivity: 1,000 S/m [91]
- s-SWCNT conductivity: 0.35 S/m [60]
- Zeta potential: 25 mV [92]
- Debye length: 0.01-wt.%-SDS water: 16.9 nm Calculated
- 100-ppm-H2O toluene: 9,519 nm Calculated

Dynamics viscosity:
- Water: 0.894 × 10^{-3} Pa·s [71]
- Toluene: 0.583 × 10^{-3} Pa·s [93]

Thermal conductivity:
- Water: 706.75 J/(kg·K) [71]
- Toluene: 4,181 J/(kg·K) [71]
- Silicon: 163 W/(K·m) [71]
- SiO2: 722 J/(kg·K) [96]

Boltzmann constant: 1.38 × 10^{-23} J/K [96]

Terminal velocity: 3.62 × 10^{-3} cm²/(V·s) [99]

Diffusion coefficient: 2.2 × 10^{-9} cm²/s [97]

Electrode gap length: 1 μm [98]

Effective ion size: 0.66 nm [99]

Effective charge: 1.60 × 10^{-19} C [99]

Bulk ion concentration: 3.4 × 10^{-4} mol/L [99]

Valence of ions: +1, −1

Figure 1  ((a) and (b)) Characteristic acceleration time scale \( \tau \) and ((c), (d)) terminal velocity induced by the gravitational force for CNTs dispersed in (a) water (\( \rho_{\text{water}} = 1.0 \times 10^{3} \text{ kg/m}^3 \)) or in (b) toluene (\( \rho_{\text{toluene}} = 866.9 \text{ kg/m}^3 \)), respectively. In both cases, this velocity is below 10^{-11} m/s, and negligible compared to those induced through Brownian motion and DEP as discussed below.

(b) Brownian motion

The Brownian motion describes the random motion of a suspending particle originating from its collisions with atoms or molecules in fluids or gases [55]. Statistically, the random displacement of a solution-based CNT arising from the Brownian motion follows a Gaussian profile as [56, 57]

\[
\Delta L = \sqrt{2Dt}
\]  

where \( \Delta L \) is the displacement of the CNT in the liquid driven by the Brownian motion, and \( D \) stands for the diffusion tensor of the nanotube in this liquid. \( t \) is the time of observation.

A CNT is a prolate spheroid. In order to obtain an analytical solution in the Eq. (6), two translational hydrodynamic friction factors \( \gamma_{\text{par}} \) and \( \gamma_{\text{per}} \) are needed to describe both motions in parallel and perpendicular directions with respect to the CNT longitudinal axis [58]. Therefore, the displacement of the CNT becomes [56]

\[
D_{\text{trans}} = \frac{k_B T 2 \ln(l_{\text{CNT}}/d_{\text{CNT}}) - \gamma_{\text{par}} - \gamma_{\text{per}}}{6\pi\eta l_{\text{CNT}}} l_{\text{CNT}}
\]  

Figure 2(a) shows the translational diffusion for a CNT with a diameter of 1.3 nm as a function of length. For a 1 μm long CNT dispersed in either water or in toluene, \( D_{\text{trans}} \) is 3.1 μm²/s or 5.0 μm²/s, respectively. The Brownian motion gives rise to several orders of magnitude larger CNT displacement than that induced by the gravitational force. Thus, one can anticipate that an effective DEP deposition only occurs if the DEP translational displacement of the CNT is larger than the Brownian-motion one.

(c) Dielectrophoretic force

Based on Pohl’s theory, for a particle of prolate-spheroid shape [37], the DEP force \( \vec{F}_{\text{DEP}} \) is

\[
\vec{F}_{\text{DEP}} = (\vec{p} \cdot \nabla) \vec{E}
\]  

where \( \vec{p} \) is the induced dipole moment of the particle within...
where * indicates the complex conjugation. \( \Re \) and \( \Im \) mean to take the real and imaginary parts of variables into concern. The first term \( 1 / 4 \Re [\tilde{a}_i (\nabla |\tilde{E}|) \nabla |\tilde{E}|] \) is non-zero for a spatially varying electric field, while the second term \( -1 / 2 \Re [\tilde{a}_i (\nabla \times (\Re |\tilde{E}| \times \Im |\tilde{E}|))] \) is non-zero only if there is a spatially varying phase within DEP circuits which is frequently accessible in travelling wave DEP or electrorotation \([52]\). Thus, the second term is negligible for a two-microscale-electrode based DEP system at low frequencies. Therefore, the spatial phase is a constant in DEPs involved in this work, leading to

\[
\langle F_{\text{DEP}} \rangle = \frac{\pi d_{\text{CNT}}^2 L_{\text{CNT}}}{12} \epsilon_r \Re \left[ \frac{\tilde{e}_{\text{CNT}} - \tilde{e}_m}{(\tilde{e}_m + (\tilde{e}_{\text{CNT}} - \tilde{e}_m) L_i)} \right] \nabla \left| \tilde{E}_{\text{rms}} \right|^2
\]

with \( \tilde{E}_{\text{rms}} \) standing for the root mean square of the electric field \( \tilde{E} \).

In practice, the dipole approximation used in Eq. (13) is inaccurate when the CNT is close to a null field or within a region where field strength varies greatly, such as at the edge of electrodes. Under that circumstance, a higher-order moment (such as quadrupole, octupole, etc.) and a corresponding force term become significant and non-negligible.

The expression in the square bracket of Eq. (13) is known as CMF. In general, it has a high-frequency-limit form of

\[
\lim_{\omega \to \infty} \tilde{f}_{\text{CM}} = \frac{\epsilon_{\text{CNT}} - \epsilon_m}{\epsilon_m}
\]

and low-frequency-limit form of

\[
\lim_{\omega \to 0} \tilde{f}_{\text{CM}} = \frac{\sigma_{\text{CNT}} - \sigma_m}{\sigma_m}
\]

with considering the depolarization factor \( L_i \) is on the order of only \(10^{-7} \) for a 1-μm long nanotube (as shown in Fig. 2(c)).

Recently, Li et al. \([60]\) reported that the low-frequency approximation of the CMF as given in the Eq. (15) is inaccurate when the high-conductivity aqueous surfactant medium (\( \sigma_m \approx 0.004 \) S/m for 0.01 wt% sodium dodecyl sulfate (SDS)-water) is replaced by a low conductivity solvent, such as toluene (\( \sigma_m \leq 10^{-11} \) S/m) in the CNT DEP. In the latter case, the influence of the depolarization index \( L_i \) on the magnitude of \( f_{\text{CM}} \) increases as the conductivity of the medium drops. Thus, for toluene, the low-frequency limit of the CMF becomes only CNT geometry dependent, and Eq. (15) turns into

\[
\lim_{\omega \to 0} \tilde{f}_{\text{CM}} = \frac{\sigma_{\text{CNT}}}{\sigma_{\text{CNT}} L_i} = \frac{1}{L_i} \frac{d_{\text{CNT}}^2 \ln(2 \epsilon_{\text{CNT}}/L_i) - 1}{d_{\text{CNT}}^2 - 1}
\]

2.1.2 Rotational motion

(a) Brownian motion

Aside from the translational displacement, a SWCNT also rotates in the liquid because of the Brownian motion. A diffusion coefficient \( y \) characterizes such rotational movement. According to the Broersma theory \([57]\), the rotational diffusion tensor \( D_{\text{rot}} \) of a prolate ellipsoid is

\[
D_{\text{rot}} = \frac{3k_B T}{\pi \eta} \frac{\ln(2 \epsilon_{\text{CNT}} / d_{\text{CNT}}) - y}{l_{\text{CNT}}^2}
\]

In terms of a CNT (1 μm in length, 1.3 nm in diameter), the \( D_{\text{rot}} \) are 24.3 rad/s and 39.3 rad/s in water and in toluene, respectively (as shown in Fig. 2(a)). Thus, in order to realize
well-aligned CNT deposition, this rotational diffusion needs to be overcome by a sufficient field-induced torque in DEP.

(b) DEP torque
The expression of DEP torque $\vec{T}_{\text{DEP}}$ of a particle is [37]

$$\vec{T}_{\text{DEP}} = \vec{p} \times \vec{E}$$

(18)

Assuming the direction of an electric field is within the 1-2 plane (as shown in Fig. 2(b)), meaning $\vec{E}_{\text{m,1}} = 0$, thereby $(T_{\text{DEP},1}) = (T_{\text{DEP}}) = 0$ and the time-averaged dielectrophoretic torque of a CNT is [63]

$$(T_{\text{DEP},2}) = \frac{n \varepsilon_0 C_{\text{CNT}}}{6} \left[ \vec{E}_{\text{m,1}} \cdot \vec{E}_{\text{m,2}} \right]$$

(19)

with $\vec{E}_{\text{m,1}} = \vec{E}_m \cos \theta$ and $\vec{E}_{\text{m,2}} = \vec{E}_m \sin \theta$. Integrating Eq. (11) into the above equation, one can derive

$$(T_{\text{DEP},3}) = \frac{n \varepsilon_0 C_{\text{CNT}}}{6} \left[ \vec{E}_{\text{m}}^2 \varepsilon \gamma \left[ \frac{\vec{E}_{\text{m}} - \vec{E}_m}{(\varepsilon + (\varepsilon_{\text{CNT}} - \varepsilon_m)L_1)} \right. - \frac{\vec{E}_{\text{m}} - \vec{E}_m}{(\varepsilon + (\varepsilon_{\text{CNT}} - \varepsilon_m)L_2)} \right] \sin \theta \cos \theta$$

(20)

(c) CNT alignment
Based on the torque $T_{\text{DEP}}$ in the Eq. (20), the rotational energy of a CNT is given by

$$U_{\text{rot}} = \int (T_{\text{DEP},2})_{\text{CNT}} d\theta$$

(21)

Concerning the thermal energy $k_B T$, with $k_B$ denoting the Boltzmann constant and $T$ the temperature, determining the Brownian motion, $U_{\text{rot}}$ follows the Boltzmann distribution using

$$f(\theta)d\Omega = \frac{\exp(-U_{\text{rot}}/k_B T)}{\int_0^{2\pi} \exp(-U_{\text{rot}}/k_B T)d\Omega}$$

(22)

with $d\Omega = 2\pi \sin \theta d\theta$.

In general, the SWCNT alignment is frequently characterized by the Nematic order parameter $S_{\text{m,2}}$, which is zero in a disordered phase and non-zero in an ordered phase as discussed in Refs. [60, 62]. Assuming that the CNT is aligned within the same plane (such as 1–2 plane in Fig. 2(b)) of the external field, the expression of the Nematic order parameter is

$$S_{\text{m,2}} = \int_{-\pi/2}^{\pi/2} \cos 2\theta \cdot f(\theta, U_{\text{rot}}) d\Omega$$

(23)

2.1.3 Trajectory of motion
Based on the above discussions, the translational and rotational motions of a CNTs in DEP are [64, 65]

$$\vec{u}_{\text{CNT}} = \vec{v} + \frac{\vec{F}_{\text{DEP}} + \vec{F}_g}{\gamma} + \frac{\Delta R_{\text{m,1}}}{\Delta t}$$

(24)

$$\vec{\sigma}_{\text{CNT}} = \vec{\sigma}_m + \frac{\vec{F}_{\text{DEP}} + \vec{F}_g}{\gamma} + \frac{\Delta R_{\text{m,1}}}{\Delta t}$$

(25)

with $\Delta R_{\text{m,1}}$ and $\Delta R_{\text{m,1}}$ standing for the translational and rotational displacements of a CNT induced by the Brownian motion within a time interval of $\Delta t$, respectively, and $\gamma_0$ defined as

$$\gamma_0 = \frac{2}{3} \eta \left( \frac{\vec{u}_{\text{CNT}}^2 + d_{\text{CNT}}^2}{2\ln(2l_{\text{CNT}}/d_{\text{CNT}}) - 1} \right)$$

(26)

here it is assumed that the fluid velocity $\vec{v}$, and the angular rotation velocity $\vec{\sigma}_m$ are constants. However, this assumption could be inappropriate to describe the entire motion of a SWCNT in solution when large electric fields are applied in DEP, as discussed in Section 4.

2.2 Electrohydrodynamic effects
With the increase of the electric field, the Joule heating becomes significant in DEP. This phenomenon gives rise to an electrothermal force (ETF) on the liquid because of the temperature-induced variations in the conductivity and permittivity of the solvent [66]. As the Joule heating becomes non-negligible, one must consider the effect of buoyancy force on the movement of CNT in DEP. Besides, depending on the electrode geometry, an applied alternating current (AC) DEP bias yields a tangential component at the interface between the electrode and electrolyte. This component points along the electrical double layer (EDL), as shown in Fig. 2(d), contributing to a fluid motion denoted as the AC electrosrotic (ACEO) flow [52]. Usually, this flow, which is field frequency-dependent, leads to an unwanted migration of CNTs. Thereby it is detrimental for a controllable CNT deposition, and hence must be suppressed. Furthermore, as the field frequency decreases, ion-charges within the local double layer also experience a Coulomb force, causing ions to move within the solution with respect to the direction of the electric field. This motion leads to a flow known as DC electro-osmosis (DCEO) of the liquid and should also be reduced for an ideal CNT-DEP deposition. Therefore, in order to achieve a well-aligned and highly dense CNT assembly, a complete comprehension of the fluid electrohydrodynamics involving electrical, thermal and fluidic fields is required.

2.2.1 Potential field
The distribution of the electromagnetic field in a liquid is derivable by solving Maxwell’s equations. For a microsystem, it is reliable to neglect the magnetic effect on the flow of liquid because the energy stored in the magnetic field, $W_M$, is much smaller than that of the electrical energy, $W_E$ [35], as

$$\frac{W_M}{W_E} = \frac{(1/2)\mu L^2}{(1/2)\varepsilon E^2} \ll 1$$

(27)

Within a liquid, the conduction and displacement currents give rise to the magnetic field. If the conduction current dominates, the magnetic field intensity $|\vec{H}| \sim \sigma |\vec{E}| L$, with $L$ standing for the characteristic length of the system. Thus, for a conductivity $\sigma < 0.1$ S/m and $L < 1$ mm

$$\frac{W_M}{W_E} \sim \frac{\mu \sigma L^2}{\varepsilon} < 10^{-5}$$

(28)

If the displacement current dominates, $|\vec{H}| \sim \omega |\vec{E}| L$. For a frequency $f = \omega/2\pi < 10$ MHz and $L < 1$ mm,

$$\frac{W_M}{W_E} \sim \frac{\mu \omega^2 L^2}{\varepsilon} < 10^{-5}$$

(29)

Therefore, for a linear and isotropic medium with a displacement field of $\varepsilon \vec{E}$, the magnetic field is negligible, and Maxwell’s equations approach the quasi-electrostatic limit [35, 67], where

$$\nabla \times \vec{E} = 0$$

(30)

$$\nabla \cdot (\varepsilon \vec{E}) = \rho_q$$

(31)
\[ \nabla \cdot \mathbf{j} + \frac{\partial \rho_e}{\partial t} = 0 \]  
(32)

where \( \rho_e \) is the volume charge density of the medium. The Eq. (32) is the continuity equation of Maxwell’s equations.

In a bulk electrolyte, the relationship between the current density \( \mathbf{j} \) and the electrical conductivity \( \sigma \) is more complicated than Ohm’s law, \( \mathbf{j} = \sigma \mathbf{E} \), because the current is usually transported by different types of ions with different mobilities.

For a binary symmetrical electrolyte [35], such as SDS-water, the current density \( \mathbf{j} \) is

\[ \mathbf{j} = e(n_+ + n_-) \mu \mathbf{E} - eD \nabla (n_+ - n_-) + e(n_+ - n_-) \mathbf{v} \]  
(33)

with \( e \) denoting the absolute value of the electric charge, and \( \mu, D, n_+, n_- \) are the mobility, diffusion coefficient, and the number density of positive and negative ions, respectively. The relative difference in the number densities of different ions is

\[ \Gamma = \frac{n_+ - n_-}{n_0} = \frac{\nabla \cdot (e \mathbf{E})}{e n_0 \mu L} \]  
(34)

with \( n_0 \) standing for the unperturbed ion density. Under the conditions of \( |\mathbf{E}| \sim 10^4 \text{ V/m}, n_0 \sim 10^{23} \text{ m}^{-3} \), and \( L \sim 10 \text{ µm} \), \( \Gamma \) is about \( 10^{-4} \), which indicates that the liquid can be considered as quasi-electroneutral, meaning the third item of Eq. (33) is negligible [68]. Furthermore, comparing the diffusion current \( eD \nabla (n_+ - n_-) \) to the drift current \( e(n_+ + n_-) \mu \mathbf{E} \) of Eq. (33) yields [35]

\[ \frac{eD \nabla (n_+ - n_-)}{e(n_+ + n_-) \mu \mathbf{E}} = \frac{De\mathbf{E}}{2e\nu n_0 \mu L} = \left( \frac{\lambda_{De}}{L} \right)^2 \]  
(35)

where \( \lambda_{De} = \sqrt{eD / 2e\nu n_0 \mu} \) is the Debye length, a length scale over which mobile charge carriers screen out the electric field in solutions or in conductors. Generally, \( \lambda_{De} \) is about the order of nanometers for water with ionic surfactants like SDS, which is much smaller than the characteristic length (typically in microns) of a DEP system (this is not true for the toluene-based case, where \( \lambda_{De} \) becomes larger than the DEP characteristic length as discussed below). Hence, the ratio of Eq. (35) is very small in practice, thereby diffusion current is negligible. Furthermore, when comparing the convection current \( \rho_e \mathbf{v} \) from the Eq. (31) with the conduction current \( e \mathbf{E} / (\sigma = 2en_0 \mu) \)

\[ \frac{\nabla \cdot (e \mathbf{E}) \mathbf{v}}{\sigma \mathbf{E}} \sim \frac{e \mathbf{v} / \sigma L}{\nu} \sim 7 \times 10^{-6} \]  
(36)

for a given \( \sigma \sim 10^{-3} \text{ S/m}, L \sim 10 \text{ µm} \) and \( \nu \sim 100 \text{ µm/s} \). The term \( \nu \mathbf{v} / L \sigma \), known as the electrical Reynolds number [69], represents the ratio of the timescale of charge convection by the fluid flow over that of charge relaxation in the Ohmic conduction. Since this value is usually small, the electrical equations are decoupled from the mechanical equations, as mentioned in Ref. [35].

Based on the above discussions, it is convenient to neglect diffusion currents and convection currents and to assume that \( \sigma \) and \( e \) are time-independent within DEPs. Thus, combining Eqs. (31) and (32) as

\[ \nabla \left[ (\sigma + i\omega e) \mathbf{E} \right] = 0 \]  
(37)

with the electric field described by \( \mathbf{E}(\omega, t) = \mathbf{E}_0 e^{i\omega t} \).

In practice, the gradients in permittivity and conductivity of the fluid are minimal, and thus, the electric potential distribution is described by the Laplace equation

\[ \Delta \varphi = 0 \]  
(38)

2.2.2 Thermal field

The electric field of the DEP generates electric currents due to existing ions, which inevitably heats the liquid. In order to derive the temperature distribution of the system, one must solve the equation which describes the coupling between the internal energy of media and temperature [66]

\[ \rho_e c_p \left[ \frac{\partial T}{\partial t} + (\mathbf{v} \cdot \nabla) T \right] = K \nabla^2 T + \sigma |\mathbf{E}|^2 \]  
(39)

where \( c_p \) is the specific heat capacity of the media under standard pressure, and \( K \) is the thermal conductivity of the fluid. In the presence of an electric field, the temperature field rapidly reaches a stationary state within a diffusion time interval \( t_{diff} = \rho_e c_p L^2 / K \). It is shorter than 0.1 seconds for DEP in toluene (\( K = 0.141 \text{ W/mK} \), see Table 1) and in SDS-water (\( K = 0.6 \text{ W/mK} \)). Under the heating of an AC field, the total temperature \( T \) becomes \( T_0 + \Delta T(t) \), where \( T_0 \) is the time average temperature and \( \Delta T(t) \) is the frequency-dependent temperature variation. Normally \( \Delta T(t) \approx 1/2 \omega t_{diff} \), which is negligible for a electrical field with a frequency higher than 1 kHz, meaning the item \( \rho_e c_p \partial T / \partial t \) can be neglected from the above equation [66]. Therefore, only the time average term stays.

In a microsystem, the convection of heat is smaller than heat diffusion. This comparison is usually characterized as the Péclet number, denoting the ratio between thermal energy transmitted within fluid through convection over conduction [70], and as given by

\[ \frac{\rho_e c_p |\mathbf{v} \cdot \nabla| T}{K L} \ll 1 \]  
(40)

Neglecting the heat convection term, the temperature equation (39) reduces to the Poisson’s equation, with the Joule heating as the energy source

\[ K \nabla^2 T = -\sigma |\mathbf{E}|^2 \]  
(41)

2.2.3 Fluidic field

Based on the mass conservation principle, the velocity \( \mathbf{v} \) of an incompressible fluid can be described using the Navier-Stokes equations [35]

\[ \nabla \cdot \mathbf{v} = 0 \]  
(42)

\[ \rho_e \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p + \eta \nabla^2 \mathbf{v} + \frac{\mathbf{f}_e}{\rho_e} + \rho_e \mathbf{g} \]  
(43)

where \( \rho_e \left( \partial \mathbf{v} / \partial t + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) \), \( -\nabla p \), \( \eta \nabla^2 \mathbf{v} \), \( \mathbf{f}_e \), \( \rho_e \mathbf{g} \) represent the inertial force, pressure force, viscous force, external electrical force and gravitational force imposed on the fluid, respectively.

For a microsystem with the dimension \( L < 100 \text{ µm} \) and a typical value of \( \mathbf{v} < 100 \text{ µm/s} \), the Reynolds number is

\[ \left[ \rho_e (|\mathbf{v} \cdot \nabla|)^2 / \eta \nabla^2 \mathbf{v} \right] \sim \frac{\Re = \rho_e |\mathbf{E}| L / \eta}{\eta} \leq 0.011(\text{water}), 0.015(\text{toluene}) \]  
(44)

indicating that the convective-inertial force is much smaller than the force caused by the fluid viscosity, and thereby negligible. Besides, the stationary state of the fluid forms within a time interval \( t = \rho_e |\mathbf{E}| L / \eta \) which is usually smaller.
than 0.01 seconds after the electric field is on, indicating the term \( \rho_m \partial \vec{v} / \partial t \approx 0 \) for a long time observation. Thus, the time-averaged component of fluidic motions \( \vec{v} \) can be derived using

\[
0 = -\nabla p + \eta \nabla^2 \vec{v} + \vec{f}_e + \rho_m \vec{g}
\]

For an incompressible fluid, the time average term of \( \vec{f}_e \) is

\[
\vec{f}_e = \frac{1}{2} \nabla \left( \left( \sigma_m \left( S_1 - S_2 \right) \left( \nabla \cdot \vec{E} \right) \right) \left( \nabla \cdot \vec{E} \right) + \frac{1}{2} \left( \vec{E} \cdot \nabla \vec{E} \right) \right)
\]

The charge and electric field on the right-hand side are in complex amplitudes. The first term represents the Coulomb force, and the second term indicates the dielectric force that depends on gradients of conductivity and permittivity of the fluid.

In practice, local heating of electric currents induces gradients in the permittivity and conductivity of a fluid, which in turn induces a body force on the fluid, known as the ETF as mentioned above. Taking the effect of ETF into account, the Eq. (46) expands as [42, 66, 71]

\[
\vec{f}_e = \frac{1}{2} \nabla \left( \left( \sigma_m \left( S_1 - S_2 \right) \left( \nabla \cdot \vec{E} \right) \right) \left( \nabla \cdot \vec{E} \right) + \frac{1}{2} \left( \vec{E} \cdot \nabla \vec{E} \right) \right)
\]

with \( S_1 = \left( 1 \omega / \sigma \right) \left( \partial \sigma / \partial T \right) \approx -0.004 K^{-1} \) and \( S_2 = \left( 1 \omega / \sigma \right) \left( \partial \sigma / \partial T \right) \approx 0.02 K^{-1} \) standing for the relative variations of fluid permittivity and conductivity induced through the temperature gradient.

Based on the Eq. (47), it is clear that the ETF is field frequency-dependent: If \( \omega \gg \sigma / \epsilon \) (about 5.6 MHz for 0.01-wt.%-SDS water and 9 Hz for 100-ppm-H₂O toluene in this work), then the second term (the dielectric force) dominates the ETF; Otherwise, the first term (Coulomb force) does.

Gradients of temperature can also generate a gravitational body force \( \vec{f}_g \) on the fluid, known as buoyancy. When \( \omega \epsilon / \sigma \ll 1 \), the buoyancy force is smaller than the electrical force as given in the Eq. (46) since

\[
\left| \frac{\vec{f}_g}{\vec{f}_e} \right| \leq \frac{\left( \partial \rho_m / \partial T \right)(T)}{\left( L / \sigma \right) \left( \partial \sigma / \partial T \right)} \epsilon \nabla^2 \]

yielding a result of \( \left| \vec{f}_g / \vec{f}_e \right| \ll 10^{-1} \) for all media conditions used in this work, e.g. water and toluene with a characteristic length \( L \leq 50 \mu m \) and an applied voltage \( V = 10 \text{ V} \). If \( L \) is further reduced, for instance down to micrometers and below, the influence of the buoyancy becomes negligible.

AC currents can generate divergent electric fields in the planar electrode arrays of DEP chips, which leads to electric field components tangential to the EDLs at the surface of electrodes (as shown in Fig. 2(d)). Such tangential fields exert non-zero time-averaged forces on the ions within the diffuse double layers, causing them to move along EDLs, which in turn results in a drag flow on the fluids. The induced flow, known as the ACEO flow, starts from zero at the slip-plane (a hypothetical boundary plane separating a stagnant liquid layer at the interface from the bulk liquid [72]) and gradually increase to a maximum of \( v_{ACEO} \) [73]. Generally, the time-average ACEO slip velocity can be derived through the generalization of Smoluchowski formula [52]

\[
v_{ACEO} = \frac{\Lambda \epsilon_m V^2}{8 \pi \lambda_\epsilon \left( 1 + \Gamma^2 \right)^2}
\]

with a dimensionless frequency, \( \Gamma \) expressed as

\[
\Gamma = \frac{\omega C_{DL} \pi L^2}{2 \sigma_m}
\]

\( x \) denotes the distance in the horizontal direction from the center of the electrode gap. The \( C_{DL} \) represents the capacitance of the electrical double layer which is composed of an immobile charged Stern layer and a Poisson-Boltzmann-distribution charged diffuse layer formed at the interface between the electrolyte and electrode (as shown in Fig. 2(d)). The factor \( \Lambda \) indicates the ratio of the Stern-layer capacitance \( C_s \) over the sum capacitance of the \( C_c \) and diffuse layer capacitance \( C_f \). It dominates the field of potential distribution within the EDLs and will be discussed in Section 3.

The \( v_{ACEO} \) profile depends strongly on the electrical-field frequency. It tends to be zero at both low and high-frequency limits, but reaches a maximum when \( \Gamma = 1 \). For a high field frequency, both drift and diffusion velocities of the surface charge are small, because the EDL cannot relax and rebuild sufficiently within the short time of field oscillation. Whereas at a low frequency, the applied potential \( V_{Applied} \) especially in a medium with high ion-concentration, drops mainly across the double layer which results in a minimal electric potential \( V_{DEP} \) across the solution.

The maximum DCEO velocity above the double layer can be determined using the Helmholtz-Smoluchowski equation [73, 74]

\[
v_{DCEO} = \frac{\epsilon_m \zeta}{\eta} E_x
\]

where \( \zeta \) is the zeta-potential at the slip-plane, denoting the potential difference between the micelle forming surfactant solution and the dielectric layer of the substrate [73, 75]. \( E_x \) denotes the electric field tangential to the solid surface of the substrate. Unlike the ACEO, the driven potential of the DCEO across the dielectric-layer/electrolyte interface becomes negligible at high frequency, leading to an insignificant slip velocity.

3 Experimental considerations

3.1 Circuit of dielectrophoresis

In the above sections, we have assessed the physics describing the DEP-induced motion of a CNT and the competing factors. Generally, a simulation of the electric field distribution within a liquid can be obtained by numerically solving the Laplace equation of eq. (38). Such a simulation is essential since the field-magnitude distribution and frequency dominate the deposition and alignment of the CNT. A detail which complicates the electric-field simulation is the interface between the solid surface and liquid. Such an interface requires extending the simulation space for the Laplace equation beyond the liquid region using \( \nabla (\epsilon \nabla \varphi) = 0 \), with \( \epsilon \) the permittivity of the materials involved.

A highly conducting material, such as a metal, can be modelled as either a region with infinitely high permittivity or as surfaces with a fixed potential (Dirichlet boundary condition) [76]. However, modelling an ionic conductor under external bias is more difficult because of the charge accumulation at the liquid-metal interface, which gives rise to the formation of the EDL (as shown in Figure 2(d)) showing up as a complex impedance in the simulation. Generally, the characteristic screening length in a liquid is the Debye length \( \lambda_D = \sqrt{\varepsilon D / \sigma} \approx \lambda_{DL} \), as mentioned in Section 2.2.1. It is several orders of magnitude larger than that in metal because of the low conductivity \( \sigma \) and low diffusivity \( D \) of ions compared to those of free electrons.
The impedance of the EDL as an ideal capacitor is

\[
Z_{DL} = \frac{1}{j\omega C_{DL}}
\]  

(52)

or as a constant phase element, which is more appropriate for an imperfect dielectric [52]

\[
Z_{DL} = \frac{A}{C_{DL} j\omega} ^\phi
\]  

(53)

Typically, the equivalent circuit for a liquid excluding the double-layer would be a capacitor and a resistor in parallel

\[
Z_L = \frac{R}{1 + j\omega RC}
\]  

(54)

In case that \( \lambda_{DL} \) is much smaller than the gap \( L \) between DEP electrodes, the impedance of the system then adds up to \( Z = Z_{DL} + Z_L \), as shown in Fig. 3(a).

The voltage \( \varphi \) that drops across the double layer is

\[
\varphi(\omega, Z_{DL}, Z_L) = \frac{Z_{DL}}{Z_{DL} + Z_L} \varphi_0
\]  

(55)

When \( \lambda_{DL} \ll L \), the electrical field distribution in the liquid under an external bias of \( \varphi_0 \), can be derived by solving \( \varepsilon \cdot \Delta \varphi = 0 \) with the electrode potential set to \( \varphi_0 = \varphi \). The EDL presents as a 2D layer which weakens the internal electric field.

In the other case, when \( \lambda_{DL} \) is much larger than \( L \), the potential drop over the distance \( L \) within the double-layer is \( \varphi_0 \), and the total impedance of the system is \( Z \approx Z_L \), as shown in Fig. 3(b).

Consequently, the field distribution in the liquid is given by \( \varepsilon \cdot \Delta \varphi = 0 \) by setting the electrode potential to \( \varphi_0 \): the double-layer does not influence the internal electric field or the field distribution.

In the case of \( \lambda_{DL} \ll L \), the impedance of the EDL depends on the field frequency. Since the impedance of the circuit, \( Z = Z_{DL} + Z_L \), is then complex. One must consider the generation of an electric field in a liquid for low-, medium- and high-field frequency ranges. Here two critical frequencies \( \omega_{c1} \) and \( \omega_{c2} \) (with \( \omega_{c1} < \omega_{c2} \)) are defined to account for two transitions in the impedance spectrum (as introduced in Section 3.3) separating these ranges.

For \( 0 < \omega < \omega_{c1} \), the double layer dominates the impedance of the system \( Z \approx Z_{DL} \). The external voltage drops predominantly across the EDL, leaving the liquid quasi-field free. Thus, in this low-frequency range, the double-layer capacitance dominates the total impedance, resulting in \( |Z| \propto \omega^{-1} \).

For \( \omega_{c1} < \omega < \omega_{c2} \), the impedance is dominated by the resistive part of \( Z_L \). Hence \( Z \) becomes frequency independent within this medium-frequency range, and the external voltage drops mainly across the liquid.

For \( \omega > \omega_{c2} \), the impedance is dominated by the capacitive component of \( Z_L \) and again \(|Z| \propto \omega^{-1} \). As in the medium-frequency range, the external potential drops across the liquid.

The equivalent-circuit diagram of a water-based DEP system with \( \lambda_{DL} \ll L \), is shown in Fig. 4(a). The magnitude and the phase of the corresponding impedance spectrum, together with the potential difference across the liquid with and without the EDL, are simulated using the commercial Multisim Analog Devices Edition 10.0 (Figs. (b)–(d)) with the experimental data shown in Section 3.2.

Hence whether the applied potential \( \varphi_0 \) drops primarily across the liquid or across the EDL depends on the frequency \( \omega \) and \( \lambda_{DL} \) in relation to the system length \( L \). This dependence is schematically displayed in Table 2.

The equivalent circuit diagram of a toluene-based DEP system with \( \lambda_{DL} \gg L \) and the corresponding simulations are shown in Fig. 5. In this case, all frequencies will be suitable for the maximum internal field (\( V_L \)) generation, which is opposite to the \( \lambda_{DL} \ll L \) case, where \( \omega > \omega_{c1} \) is required.

### Table 2 Comparisons of bias \( \varphi \) across a liquid to the applied bias \( \varphi_0 \) with respect to \( \lambda_{DL} \) and \( L \)

| \( \lambda_{DL} \) vs. \( L \) | \( \omega \) vs. \( \omega_{c1} \) | \( \omega_{c1} < \omega < \omega_{c2} \) | \( \omega > \omega_{c2} \) |
|-----------------------------|--------------------------|--------------------------|--------------------------|
| \( \lambda_{DL} \ll L \)     | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) |
| \( \lambda_{DL} \approx L \)  | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) |
| \( \lambda_{DL} \gg L \)     | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) | \( \varphi \approx \varphi_0 \) |

### 3.2 Electrical double layer

From the above discussion, it is evident that estimating the EDL thickness is very important. The screening length \( \lambda_{DL} \approx \lambda_{DL} \) and the electrode distance \( L \) determine the suitable frequency range for maximizing \( V_L \), thereby \( V_{DEP} \).

The formation of a Helmholtz EDL stems from the competition between electrostatic interactions and Brownian motion of ions as described by the Gouy and Chapman et. al. [52]. A typical representation of EDLs goes back to the Stern case, where an inner layer (called the compact layer) is in contact with the double layer.

![Figure 3](https://example.com/figure3.png)  
Figure 3: Equivalent circuit diagram of an electric double layer formed at the interface between DEP electrodes and liquid for (a) \( \lambda_{DL} \ll L \) and (b) \( \lambda_{DL} \gg L \).
with electrodes. The ions absorb on the electrode surfaces due to high electrostatic interactions. The diffuse double layer, in which the potential drops exponentially with respect to the distance, starts outside the compact layer. The potential at the interface, known as slip plane [72] formed between the compact and the diffuse layer as shown in Fig. 2(d), is called zeta potential $\zeta$ as mentioned in Section 2.2.3.

The potential distribution in the diffuse layer is derivable by solving with the non-linear Poisson-Boltzmann (PB) equation [77]

$$\nabla \cdot (-\varepsilon \nabla \varphi) = \Sigma z_i c_i^w \exp(-z_i \varepsilon \varphi / k_B T)$$  \hspace{1cm} (56)

with the bulk concentration $c_i^w$ and charge number $z_i$ of all ions. For a planar surface in which the thickness of EDL is negligible compared to the dimensions of its encompassing particle, meaning the thin EDL limit for a particle, the PB equation turns into the Gouy-Chapman (GC) equation which has an analytical solution for a semi-infinite, symmetrical binary condition of $z = z^+ = z^-$, written as [77]

$$\varphi(x) = \frac{2k_B T}{z e \ln \left( 1 + \tanh \left( \frac{ze \varphi}{4k_B T} \right) \right) \exp(-\kappa x)} \left( 1 - \tanh \left( \frac{ze \varphi}{4k_B T} \right) \right) \exp(-\kappa x)$$  \hspace{1cm} (57)

with the parameter $\kappa$ equivalent to the inverse value of the Debye length

$$\kappa = \frac{1}{\lambda_D} = \sqrt{\frac{e k_B T}{2z^2 \varepsilon c^w}}$$  \hspace{1cm} (58)

In the case of spherical geometry, meaning the thick limit of EDLs, the Debye-Hückel (DH) equation is a good approximation for the PB equation, which yields a corresponding analytical solution given by [77]

$$\varphi(z) = \zeta \exp(-z/\kappa^{-1})$$  \hspace{1cm} (59)

Based on the above discussion, it is apparent that the potential $\varphi$ decreases exponentially with respect to the distance from the polarized electrode. However, the DH theory becomes inappropriate if the electrical potential energy of ions is larger than the thermal energy, as in that case, one must consider the strong steric effect within EDLs.

Figure 6(a) demonstrates the excellent agreement between the PB equation and the analytical Eq. (57) for a case with $\varphi > k_B T / z e$ at the room temperature. In contrast, the Debye length from the DH theory slightly overestimates the double-layer thickness. However, the PB equation and Eq. (57) also have limited applicability at large surface potentials ($\varphi \gg k_B T / z e$) because they neglect that ions have a finite size. Therefore, the ion concentration at the electrodes can reach unrealistic values at large voltages, as shown in Figs. 6(b) and 6(c).

To account for the steric effect of ions, a modified Poisson-Boltzmann (MPB) equation, which includes the influence of finite ion sizes within the Stern layer, has been proposed by Kilic et al. [77] and is given by

$$\nabla \cdot (-\varepsilon \nabla \varphi) = \sum z_i c_i^w \exp(-z_i \varepsilon \varphi / k_B T) 1 + 2v_{un} \sinh^2(z_i \varepsilon \varphi / 2k_B T) \exp(z_i \varepsilon \varphi / k_B T),$$

$$\varphi(x = 0) = \zeta, \varphi(x \to \infty) = 0, \frac{d\varphi}{dx}(x \to \infty) = 0$$  \hspace{1cm} (60)

Here $v_{un}$ denotes the packing parameter $v_{un} = 2\chi c^w$, and it can be derived by taking the effective ions size $\chi$ into account. Notably, the way to characterize $\chi$ is to consider it as a cutoff for the unphysical divergences of the PB theory. This parameter includes not only the solvation shell ($\approx 6.6$ Å for $\text{Cl}^-$ and $\text{OH}^-$ in aqueous [52, 78]) but also the permittivity change induced by the electric field (up to a factor of 10 for water, as discussed below) [79], making $\chi$ larger than the measurable diameter of the ion.

For a binary symmetric $z:z$ electrolyte, the MPB Eq. (60) becomes

$$\nabla \cdot (-\varepsilon \nabla \varphi) = -2\varepsilon c^w \sinh(z_i \varepsilon \varphi / k_B T) \exp(z_i \varepsilon \varphi / k_B T),$$  \hspace{1cm} (61)

Figures 6(b) and 6(c) demonstrate the limitations of the PB, GC and DH in comparison to the MPB. It is perceivable that over-packing of ions at the electrode surface occurs when raising the bias from 0.1 to 1 V. However, the obtained characteristic thickness (thickness of Stern layer) of absorbed
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**Figure 5** (a) Equivalent circuit diagram of a DEP experiment with $\lambda_D \gg L$. (b) Simulated impedance spectrum of the circuit. (c) The potential drop $V$ across the liquid and its corresponding phase spectra (d). Parameters are taken from the analysis of corresponding impedance spectra described in Section 3.2.
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**Figure 6** Comparisons of electric potential distributions calculated using the PB, GC, DH and MPB models under different (a) ion (Chlorine ion $\text{Cl}^-$, with “M” standing for mole) concentrations and different bias: (a) 50 mV, (b) 100 mV and (c) 1 V. (d) Electric potential distribution derived with MPB model for different ion-concentration media: 1-wt.%-SDS water, 0.1-wt.%-SDS water, 0.01-wt.%-SDS water, 0.001-wt.%-SDS water, 0.0001-wt.%-SDS water, pure water and 100-ppm-\text{H}_2\text{O} toluene. The light-blue dash line denotes the electric potential at $\lambda_D$. 
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$$\text{(Equation 57)}$$
ions in the PB model is smaller than the one reasonably evaluated in the MPB model. Therefore, under a high bias, the MPB is appropriate to derive the potential distribution of bias across the EDLs.

From the above discussions, one can determine the double-layer thickness $\lambda_{DL}$ for solutions with different ion concentrations. Figure 6(d) shows the potential profiles starting at $\phi_0 = 0.1 \, \text{V}$ across the EDLs formed in neutral water, in an aqueous surfactant solution with 1 wt.% SDS ($\varepsilon = 0.034 \, \text{mL/mol}$), in diluted solutions (dilution factors 10, 10², 10³ and 10⁴), as well as in commercial toluene with a typical impurity concentration of 100-ppm H₂O. The simulations show that the EDL thickness is on the order of 1 nm for solutions of 1-wt.%-SDS water, and about 1 µm for pure water, while it is up to 10 µm for toluene (here $\sigma = 10^{-11} \, \text{S/m}$ is in use). Practically, a stable aqueous dispersion of individual CNTs requires a surfactant concentration on the order of 1-wt.% SDS, and for the dielectrophoretic deposition of CNTs, these dispersions are often used either undilutedly or diluted by a factor of up to 100. Hence, the double-layer thickness in aqueous CNT dispersions for DEP is below 100 nm. Since the typical electrode distance in this work is 1 µm, this means that the EDL thickness $\lambda_{DL} \ll L$. Therefore $\phi_0$ drops mainly across the double-layer but not across the liquid for $\omega \ll \omega_c$.

$\omega_c$ can be derived using the expression for the cutoff frequency of an RC circuit as
\[
\omega_c = \left(\frac{R C_{DL}}{2}\right)^{-1} = \left(\frac{\varepsilon L}{\sigma 2 \lambda_{DL}}\right)^{-1}
\]
with $C_{DL} = \varepsilon A / \lambda_{DL}$ and $R_L = L / \sigma A$, $A$ is the effective cross-section area of parallel electrode pairs. $\sigma$ stands for the conductivity of the solution. $\varepsilon = 81 \varepsilon_0$ is the permittivity of water with $\varepsilon_0$ the vacuum permittivity [60], see Table 1.

An overview of $\lambda_{DL}$, $\sigma$ and $\omega_c$ for pure water and water with various concentrated SDS is given in Table 3. The calculations show that for a CNT-DEP based on aqueous dispersion with an electrode distance of $L \approx 1 \, \mu\text{m}$, one should apply AC signals at $\omega > 0.1 \, \text{MHz}$ to ensure that the external voltage drops mainly across the liquid instead of only across the EDLs. Moreover, since electrochemical reactions, including the dissociation of water, are suppressed at AC frequencies, high peak-to-peak voltages are accessible.

In a toluene-based CNT dispersion, the situation is different. The reported value for the conductivity of toluene ranges from $\sigma = 10^{-11}$ to $10^{-10} \, \text{S/m}$ [80]. This conductivity originates from the charged impurities such as dissociated water in toluene. The solubility limit of water in toluene is 330 ppm, and even commercially available anhydrous toluene contains a significant water content <100 ppm, which corresponds to a water concentration of $10^{-3} \, \text{mol/L}$. However, data on the ion concentration of Toluene is absent in the literature. Therefore, one must derive the critical frequency through impedance spectroscopy measurements. Novikov et al. [80] measured a conductivity of $\sigma = 10^{-16} \, \text{S/m}$ and a critical frequency $\omega_c \approx 1 \, \text{Hz}$ for toluene with parallel electrodes at a distance of $L \approx 100 \, \mu\text{m}$. The thickness of the double-layer can be estimated using Eq. (62). Taking $\varepsilon = 2.38 \varepsilon_0$, $\lambda_{DL} = 1.35 \times 10^{-3} \, \text{m}$ (as shown in Table 3) was obtained for Toluene. This calculation shows that $\lambda_{DL} \gg L$ in toluene for electrodes with a gap size of $\sim 1 \, \mu\text{m}$. Therefore, $\phi_0$ drops mainly across the liquid and becomes independent of the field frequency.

Even though we have estimated the EDL thickness, which can be much larger than the electrode distance, strictly speaking, the non-linear PB and MPB models are improper for electrical potential analysis under these situations, because the deformation of EDLs induced by the convection and polarization of electrolytes are absent in these models [81]. Additionally, in the vicinity of the electrode surface, generally within the range of few nanometers, the approximation of electro-neutral liquids based on Eq. (34) becomes no longer appropriate due to charge separations induced by the local high electric field. In order to describe the behaviour of such a thick diffuse double layer, the Nernst-Planck equations for all the ions, combined with Poisson’s equation, known as the Poisson-Nernst-Planck (PNP) equations, should be employed [82].

\[
\frac{\partial c_i}{\partial t} = \nabla \cdot (D_i \nabla c_i + \mu_i c_i \nabla \phi) (63)
\]
\[
\nabla \cdot (-\varepsilon \nabla \phi) = \sum c_i c_i (64)
\]
where $\mu_i$ is the mobility of the species $i$, and $D_i = \mu_i / kT$ stands for Einstein’s relation. Figure 7 demonstrates the corresponding electric potential distribution of EDLs using the PNP model with concerning the upper limitation of ion-concentration given by $\nu_m = 2x / \lambda_{DL}^2$. The results for toluene vary somewhat as compared to Fig. 6(d), but still $\lambda_{DL} \gg L$.

Regarding the Stern layer, in which immobile ions strongly adsorb to the electrode surface and implying that no free charge exists, mathematically the electric potential within this layer is also accessible based on
\[

\nabla \cdot (-\varepsilon \nabla \phi) = 0 (65)
\]

However, in practice, the permittivity of polar electrolytes is not constant when the electric field becomes very large. Because the orientation of electrolyte molecules becomes highly ordered due to the saturation of polarization under such a high electric field, resulting in the suppression of continuous orientation even with the further increase of the field amplitude. This phenomenon leads to the decrease of the medium permittivity. As Booth stated [79], there are two regions involved in the divergence of the liquid permittivity with respect to an artificial critical electric field intensity of $10^7 \, \text{V/m}$. Above this intensity, the permittivity of the medium is given by
\[
\epsilon_s \left(\frac{\varepsilon_0}{\phi} \left[1 + 3 \beta \left[\frac{1}{\varepsilon_0} \left[\frac{n^2}{\phi} - (\epsilon_s(0) - n^2)\right]\right] \right] \right) = \frac{1}{\beta^2} \left[\frac{1}{\phi} - \frac{1}{\beta} \frac{1}{\phi} \right] (66)
\]
with $\beta = 5b / 2kT(n^2 + 2)$. While for $|\vec{E}| < 10^7$ V/m, $\varepsilon_r |\vec{E}|$ is approximately equivalent to the bulk permittivity under zero electric field $\varepsilon_r (0)$, which is equivalent to the bulk fluid permittivity $\varepsilon_m$. The parameter $n$ denotes the refractive index of the liquid [83], and $b = 1.85 \times 10^{-11}$ (CGSE units, for toluene $b \approx 0.36 \times 10^{-11}$ [84]) stands for the dipole moment of the solvent.

Figure 8 shows the calculated permittivity distributions for two kinds of electrolytes, 0.01-wt.%-SDS water and 100-ppm-H$_2$O toluene. When the applied potential is above 0.1 V, the permittivity of 0.01-wt.%-SDS water decreases dramatically within the Stern layer (from 81$\varepsilon_0$ to below 30$\varepsilon_0$). In contrast, the permittivity for 100-ppm-H$_2$O toluene is almost unchanged (around 2.38$\varepsilon_0$) before the potential rises to 0.5 V. Therefore, in order to precisely derive the impedance of the EDLs, $Z_{DL} = 1 / i\omega C_{DL}$, one must consider the calibration of the permittivity change within the Stern layer for large-bias based CNT DEPs.

The double-layer capacitance $C_{DL}$ can be treated as a serial connection of the Stern layer capacitance $C_s$ and the diffuse layer capacitance $C_D$ and is given by

$$\frac{1}{C_{DL}} = \frac{1}{C_s} + \frac{1}{C_D} = \varepsilon_r \frac{A}{d_s}, C_D = \varepsilon_0 \frac{A}{d_D}, d_s = \chi / 2, d_D = \lambda_D$$

The effective cross-section area of the parallel electrode in this work is $A = 2.0 \times 10^{-5}$ m$^2$ and is derived from impedance spectroscopy measurements, as discussed in this section. Because of the capacitive impedance distribution of EDLs, the weight ratio of the electrical potential drop across the diffuse layers compared to the total potential of EDLs is $A = C_s / (C_D + C_s)$, as described in Section 2.2.3. While for the Stern layer, it is $1 - A$, which is ~0.07 for 0.01-wt.%-SDS water and ~3.5 $\times$ 10$^{-5}$ for 100-ppm-H$_2$O toluene based on parameters presented in Table 1 under a bias of 0.5 V. Considering the electrical-field-induced permittivity change, $1 - A$ increases up to 0.14 for the water solution, while staying almost unchanged for the toluene case as the bias rises to 1.0 V, because the dipole moment of molecular toluene is much smaller than that of water.

At low frequency, the capacitive impedance of the liquid bulk is much larger than the Ohmic resistance. Thus, the conductivity $\sigma_m$ dominates the impedance of the bulk liquid. Under that situation, the potential drop across the EDLs becomes

$\Delta\varphi_{DL} = (V_{DEP} / 2) / (1 + i\omega L C_{DL} / 2\sigma_m)$ with $L$ denoting the characteristic length of the DEP circuit.

Overall, within this section, the take-home message at this point is that EDLs can significantly modify the electric field and that the applied electrical bias cannot be used entirely for the SDS-water or toluene-based CNT-DEPs. The ratio of the potential loss over the total bias is accessible through the characterization of EDL dielectrics and geometries using the MPB or PNP models. However, in order to derive to what extent the applied bias is practical for DEP, the capacitance value of the EDL is required, which can be obtained from impedance spectroscopy measurements of typical DEP circuits.

3.3 Impedance spectroscopy

In order to make use of impedance spectroscopy, it is crucial to understand all the impedances of the electrical elements involved in the DEP [73]. We have discussed a way to characterize the double-layer thickness and the critical frequencies for a liquid relevant to the CNT-DEP: water dispersions with ionic surfactant SDS and toluene dispersions with non-ionic polymer surfactant. For electrodes with micro-scale gaps in toluene, the applied potential always drops mainly across the bulk liquid, whereas for water, a critical frequency $\omega_{C1}$ exists. When a low-frequency ($\omega < \omega_{C1}$) field is applied in water-based DEP, the potential mainly drops across the double layer, while at a high frequency ($\omega > \omega_{C1}$), it falls across the liquid. Experimentally, such a critical frequency is traceable in the impedance spectrum.

Figure 9 shows how the impedance spectrum of a DEP circuit varies with respect to the employed solvents. For pure water, the transition frequency occurs at $4 / 2\pi = 1 \times 10^5$ Hz. This transition frequency depends on the solvent conductance and rises with increasing ionic surfactant concentration, which agrees with the above discussions about the cutoff frequency $\omega_{C1}$ of the EDL (Table 3).

The experimental results are fitted based on circuit models (Fig. 4(a) and 5(a)) with taking the EDL as a constant phase element (Eq. (53)). The corresponding EDL capacitance $C_{DL}$ and the exponent index $\xi$ of the high ion-concentration media have been derived using a bulk liquid capacitance $C_L$ of 2.019 pF (as illustrated in Table 4). Figure 9 shows an excellent agreement between the models and the experimental data. Three regimes are distinguishable in the impedance spectra for all electrolytes, except for toluene. For toluene, the impedance spectrum is entirely coincident with that of the bare circuit where no liquid bridges the electrode gap. As a result, the corresponding fitting parameters become inaccessible. This phenomenon indicates that the capacitance of the EDL for toluene is much smaller than the parasitic capacitance, verifying that the applied DEP bias mainly drops across the liquid because $\lambda_{DL} \gg L$.

Figure 8 The calculated ((a) and (c)) electric potential, ((b) and (d)) permittivity and electric field strength distributions of 0.01-wt.%-SDS water and 100-ppm-H$_2$O toluene with taking the Stern layer into account.

Figure 9 Experimental observations and fits of the (a) impedance amplitude and (b) phase for DEP circuits exposed to various media (1-wt.%-SDS water, 0.1-wt.%-SDS water, 0.01-wt.%-SDS water, pure water and 100-ppm-H$_2$O toluene). The driven bias is 0.5 V. Back circuit stands for no liquid case.
The EDL thickness of SDS-water increases with respect to the decrease in surfactant concentration, which varies from 3.0 nm for 1-wt.%-SDS water to 17.9 nm for 0.01-wt.%-SDS water. Besides, considering the relative permittivity change induced by the high local electric field within the Stern layers, it is evident that the value of \( \lambda_{DL} \), the thickness of the dielectric EDL, is half of the measured EDL thickness due to two symmetric EDLs formed on each interface of electrode pairs in experiments.

For a quantitative comparison, \( \lambda_{DL} \) for different SDS aqueous solution concentrations have been experimentally obtained and displayed in Table 4. The EDL thickness of SDS-water increases with respect to the decrease in surfactant concentration, which varies from 3.0 nm for 1-wt.%-SDS water to 17.9 nm for 0.01-wt.%-SDS water. Furthermore, taking a closer look at the derived exponent index \( \xi \), we note that this parameter rises slightly from 0.6738 for 1-wt.%-SDS water up to 0.6851 for 0.01-wt.%-SDS water, indicating that the dielectric EDL becomes more lossless when the ion-concentration decreases. Following this change, the entire EDL thickness rises from 0.006 µm up to 0.036 µm, which means that the capacitance \( C_t \) of aqueous bulk can no longer be considered constant when the electrolyte becomes heavily diluted. This change leads to uncertainties in measuring the capacitance of the liquid and thereby the thickness of the EDLs.

### 4 Implications for carbon nanotube dielectrophoresis

Based on the previous discussions, we will now simulate, as a practical example, the deposition of carbon nanotubes dispersed both in ionic surfactant solutions and in toluene for single and multiple contact geometries and verify the results with experimental observations.

#### 4.1 CNT suspensions

The experiments employ two types of CNT dispersions, 0.01-wt.%-SDS water and toluene with about 100 ppm H₂O. The preparation process of these dispersions via the size-exclusion-chromatography (SEC) methods is described in the Refs. [34, 60]. Absorption spectra of the dispersions are shown in Fig. 10. Both the mono-chiral and multi-chiral s-SWCNT dispersions are comparable regarding overall nanotube concentrations.

We have prepared dispersions with an average CNT length of ~ 1 µm to match the electrode gaps size, and a concentration of about 1 CNT per µm² to ensure the deposition of CNTs one-by-one. Based on results from the experiments and simulations in Ref. [60], we use conductivity and permittivity values of CNTs, as displayed in Table 1, to describe the polarizability of the nanotubes: \( \sigma = 4 \times 10^{-4} \text{ S/m} \), \( \varepsilon = 81 \varepsilon_0 \) for 0.01-wt.%-SDS water (diluted with distilled water (VWR CA1.16754.5000)), and \( \sigma = 2 \times 10^{-10} \text{ S/m} \), \( \varepsilon = 2.38 \varepsilon_0 \) for the 100-ppm-H₂O toluene (commercial toluene (Alfa Aesar, CAS-number 108-88-3) with 100 ppm-water content).

#### 4.2 Device geometry

The equations discussed in Section 2.2 for solving the electric field, temperature field, and fluid-velocity distributions of a DEP system are coupled with each other and can be solved sequentially for specific DEP cases. In order to conduct the numerical simulations, finite element method (FEM) simulations were performed using a commercial software package (COMSOL MULTIPHYSICS 5.0). A simplified schematic geometry for CNT-DEP without loss of generality is given in Fig. 11(a) (side view) and 11(b) (top view). Upon setting up appropriate boundary conditions (as mentioned below) and structured meshes (minimum mesh size of 0.1 nm), the electric potential, temperature, and fluid velocity distributions arising from the applied \( V_{dep} \) become derivable through the FEM analysis.

In the following discussion, both the field-frequency dependent translational and rotational motions of CNTs with 1 µm in length and 1.3 nm in diameter are simulated during the DEP process. Furthermore, the efficiency and alignment performance of CNT deposition using different DEPs are discussed with respect to media (either water or toluene) and electrical bias (AC or DC, 1 Vrms or 5 Vrms).

| Medium                  | \( R_s \) (Ω) | \( C_s \) (pF) | \( C_t \) (μF) | \( \xi \) | \( \lambda_{DL} (\text{nm}) \) | \( \lambda_{m} + \lambda_s (\text{nm}) \) | \( \lambda_{m} + \frac{\xi + 2}{\xi} \) (nm) |
|-------------------------|--------------|---------------|---------------|--------|-----------------|---------------------------------|---------------------------------|
| 1-wt.%-SDS-Water        | 3.556        | 2.019         | 2.396         | 0.6738 | 2.092           | 2.01                            | 3.00                            |
| 0.1-wt.%-SDS-Water      | 19.290       | 2.019         | 1.201         | 0.6845 | 5.968           | 5.63                            | 6.62                            |
| 0.01-wt.%-SDS-Water     | 88.580       | 2.019         | 0.400         | 0.6857 | 17.921          | 17.13                           | 18.12                           |

\( \lambda_{DL} \) is half of the measured EDL thickness due to two symmetric EDLs formed on each interface of electrode pairs in experiments.

#### 4.3 Potential field

**4.3.1 Boundary condition**

In order to simplify comparisons between the effects of different electric fields, such as AC or DC, on the CNT-DEP deposition, all biases involved are given as the root-mean-square voltage \( V_{rms} \). For the simulation the coupled Eqs. (30)–(32) were solved for the applied voltage (see Eq.(69)) using the insulating outer boundary conditions \( n = 0 \).

Considering the presence of EDLs between the metallic surface and the bulk electrolyte, the boundary condition for an electrode is chosen based on the charge conservation equation for the given double layer, i.e. the current flowing into the element of the double layer is equal to the increase of the stored charges. In terms of a high ion-concentration medium based CNT-DEP, the electrode gap is much larger than the EDL thickness. For instance, in the 0.01-wt.%-SDS water-based DEP (with \( \lambda_{DL} \) around 17 nm, as shown in Table 1), the EDL is theoretically equivalent to a distributed capacitor between the electrode and the bulk since the lateral currents along the double layer (either convection or conduction) is negligible in comparison to the normal current [35]. Thus, the normal current flowing into the EDL is equal to the increase of the stored charges. Besides, the thickness of the EDL is so

![Figure 10](image-url) Optical absorption spectra of CNT dispersions based on (a) 1-wt.%-SDS water and (b) 100-ppm-H₂O toluene. The peaks are assigned to the chiral index of SWCNTs.
small that it does not enter the liquid space. Therefore, the conservation of charge condition under this case is

$$\sigma \frac{\partial \phi}{\partial n} = \frac{\partial}{\partial t} (C_{DL}(\phi - V_{App})) \quad (68)$$

where \( n \) represents the outer normal, \( C_{DL} \) is the EDL capacitance per unit area and is given by

$$C_{DL} = \frac{\varepsilon_n}{\varepsilon + \chi \varepsilon_n} \quad (70)$$

For a field with frequency \( \omega > \sigma / \varepsilon \), where the displacement current dominates, the potential \( \phi \) just outside the EDL becomes equal to the applied potential \( V_{App} \). This \( \phi \) is crucial for successfully achieving CNT-DEP deposition in 0.01-wt.%-SDS water.

However, for a DEP in 100-ppm-H\(_2\)O toluene, the above concerns about the EDL boundary condition are invalid, since the thickness of the double layer is much larger than the characteristic length of DEP system (\( L = 1 \mu m \) in this work). In this case, a realistic description of EDL must consider the impact of the Stern layer and hence Eq. (69) has to be used to determine the electric field, thereby replacing \( C_s \) with \( C_{DL} \).

The electrode surface potential is set through

$$\phi - \frac{\sigma}{i\omega C_{DL}} \frac{\partial \phi}{\partial n} = V_{App} \quad (70)$$

For the substrate/electrolyte interface within the electrodes gap, the boundary condition is given by the continuity of the total normal current density using

$$(\sigma_{ISO} + i\omega\varepsilon_{is}) \frac{\partial \phi_{ISO}}{\partial n} = (\sigma_{m} + i\omega\varepsilon_{m}) \frac{\partial \phi_{m}}{\partial n} \quad (71)$$

Two typical wiring configurations are employed in this work for CNT-DEPs, back-grounded (BG) and top-grounded (TG) as shown in Figs. 11(a) and 11(b). The former indicates that the conducting silicon wafer is set to the ground potential, which is the configuration that has been applied for wafer-scale CNT-DEP deposition [85]. Under this situation, all floating electrodes, excluding the common one in Figs. 11(a) and 11(b), are modelled at floating potentials by using the electric shielding boundary condition provided by COMSOL. The TG connection means that all floating electrodes are set to the ground potential, while the common electrode is fixed with a potential derived from the Eqs. (69) or (70).

### 4.3.2 Simulation and discussion

Figures 12 and 13 show the side-view potential distributions.

**Figure 11** The side (a) and top view (b) of the DEP structure used in this work. Notably, the electrical signal is applied to the middle-common electrode. For the BG-DEP, the silicon substrate is set to the ground ("O" stands for the original point), while for the TG case, all floating electrodes are set to the ground. (c) SEM image of typical BG toluene-CNT-DEP deposition using a 50 Hz, 3.5 Vrms bias based on the 90-μm long, 1-μm wide electrode structure (scalar bar: 1 μm).

**Figure 12** Back-grounded case: Characterizations of electric potential distributions for 0.01-wt.%-SDS water (Wat.) and 100-ppm-H\(_2\)O toluene (Tol.) based DEPs with respect to the field frequency. For the former, it shows the BG based potential-distribution surfaces with respect to frequencies of (a) 10 kHz, (b) 100 kHz and (c) 1 MHz, and (d) plots of the potential drop across the electrode gap under different frequencies (1 kHz, 10 kHz, 100 kHz, 1 MHz and 10 MHz). For the latter, the corresponding BG based potential-distribution surfaces with respect to frequencies of (e) 1 Hz, (f) 10 Hz, and (g) 100 Hz, and (h) plots of the potential drop across the electrode gap under different frequencies (0.001 Hz, 0.01, 1, 10 and 100 Hz) are demonstrated. A bias of 5 Vrms is applied for all cases.
bias of 50 Hz and 3.5 Vrms was performed using an extended-frequency CNT-DEPs using toluene, a BG-toluene DEP with a connection based on toluene. However, such low-frequency access for toluene is attributed to the thickness of EDLs being much larger than the electrode gap, making the impedance of the circuit dominated by the capacitance of the diffuse layer rather than the Stern layer or the liquid. This realization underlines the advantage of using Toluene for the CNT DEP as it allows a low-frequency bias and hence a highly-efficiency s-SWCNT deposition as discussed in the session 2.1.1.

The continuity of temperature and the normal heat flux at the interface determines the boundary conditions in the temperature-field simulation. For a micro-structure, the temperature field is sensitive to the ambient environment, which can differ from one experiment to the another. As shown in Fig. 11(b), since the electrodes are only 50 nm thick, they can be assumed to be transparent for the flux of heat, therefore they are removable from the model [35]. Besides, the upper and lower boundaries of the model are also set to be at room temperature (300 K) due to the efficient heat exchange with the environment in reality. A symmetric boundary condition of $-n \cdot (-K \nabla T) = 0$ is applied to the lateral edges, because these edges are far away from the location of power dissipation near the electrode gap [73].

Figure 14 displays the simulated results for the steady-state temperature field from Eq. (39) on the basis of the electric field simulation. It is evident that for an AC DEP in 0.01-wt.%-SDS water using the TG configuration, there is a significant Joule heating, thus an increase in the local temperature. The temperature gradient is much larger than for the DC DEP in 100-ppm-H2O toluene. Notably, in the water case, the temperature increases from 300 up to 301.1 K, while it remains almost unchanged in the toluene case. Moreover, the maximum temperature gradient in water is about six orders of magnitude higher than that in toluene. As discussed in Section 2.2, such DEP-induced temperature gradients inevitably give rise to the electrothermal motion of the fluid. As shown in Fig. 14, this motion is much more pronounced in the AC DEP based on water than the DC DEP using toluene.
of EDLs is much larger than the channel length, making it be neglected even under a high frequency because the thickness is low ion-concentration medium such as toluene, the ACEO can perform AC DEP based on water and the DC DEP using toluene. For a DCEO where 0D C E O = 0, the silicon-dioxide substrate must be introduced to account for the DC offset is imposed between two electrodes, a slip condition on the metallic electrodes in order to take the emergence of the ACEO into account, especially for the DCEO condition for the DC DEP with toluene in water and the DC-DEP with a 5 V bias based on 100-ppm-H2O toluene. Both are with the TG-configuration. Arrows indicate the direction of fluid flow. Note the logarithmic scale.

4.5 Fluidic field

By setting up boundary conditions, one can calculate the velocity of the fluid based on discussions in Section 2.2.3 using Eqs. (42) and (43) on the basis the electric field and temperature distribution.

4.5.1 Boundary condition

No-slip conditions are imposed on all boundaries of the fluid domain: \( v = 0 \). In particular situations, however, it is necessary to introduce a slip condition on the metallic electrodes in order to take the emergence of the ACEO into account, especially for the frequency regime when \( \nu \nu = \nu \nu \). Similarly, when a DC offset is imposed between two electrodes, a slip condition on the silicon-dioxide substrate must be introduced to account for the DCEO where \( \nu \nu = \nu \nu \). In this section, again, two DEP situations are included: the AC DEP based on water and the DC DEP using toluene. For a low ion-concentration medium such as toluene, the ACEO can be neglected even under a high frequency because the thickness of EDLs is much larger than the channel length, making the \( C \) much smaller than that of the high ion-concentration medium. Thus, we have applied the ACEO condition for the AC DEP of surfactant-water (for instance 0.01-wt.%-SDS water), whereas the DCEO condition for the DC DEP with toluene in the simulations.

4.5.2 Simulation and discussion

Figure 15 demonstrates the fluid velocity distributions present in the DEPs of 0.01-wt.%-SDS water and of 100-ppm-H2O toluene when considering the effects of ETF, ACEO and DCEO. The steady-state fluid velocity induced in the AC DEP based on 0.01-wt.%-SDS water is over ten times larger than that of the DC DEP using 100-ppm-H2O toluene. This can be attributed to the pronounced ETF effect in the former case. Notably, the direction (represented by the red arrows) of the liquids just above the substrate is opposite from the left half to the right one (Fig. 15). This phenomenon is helpful to transport CNTs into the effective deposition region. Since the velocities of the fluid convection in these DEPs are overwhelming compared to the CNT diffusion (around \( \sim \mu m/s \), caused by the Brownian motion as introduced in Section 2.1.1), it is the fluid convection instead of diffusion that carries CNTs into the DEP effective region for deposition.

4.6 Carbon nanotube dielectrophoretic deposition

Finally, the velocity and alignment of a CNT in the DEP based on either 0.01-wt.%-SDS water or 100-ppm-H2O toluene are simulated using the TG configuration, as shown in Fig. 16. From the side-view, it is evident that the toluene DEP yields a higher deposition velocity and a higher degree of CNT alignment than the water case under the identical bias condition (5 V \( V_{\text{rms}} \), 100 kHz, as shown in Figs. 16(a) and 16(b); 16(i) and 16(j)). These results are expected since the detrimental properties of aqueous surfactant solutions, such as high fluid conductivity and extensive screening the CNT polarizability, lower the deposition performance of DEP. The simulations also illustrate the benefits of using the low-frequency field in the CNT DEP based on toluene, as shown in Figs. 16(c) and 16(f); 16(i) and 16(j)). For a DEP with 5 V DC bias, a maximum velocity of about \( \sim 1 \) m/s and an alignment angle (with respect to the X-axis) of 0.01° are observed, whereas, with a bias of 5 V \( V_{\text{rms}} \), they are only 0.27 m/s and 0.05°, respectively. This frequency dependence is attributed to the decrease of the CNT polarizability with respect to the increase of the Maxwell-Wagner relaxation field frequency, as discussed in the Ref. [60]. Similar observations are also visible in the top views of DEPs, as shown in Figs. 16(c) and 16(d), (g)–(h) and (k)–(l).

In order to further evaluate the DEP performance using these two kinds of solvents, more simulations with different bias were performed, and the results are presented in Figs. 16(c) and 16(d), 16(g) and 16(h), 16(k) and 16(l). As shown, a maximum velocity of \( 10^{-3} \) m/s \( \approx 4.7 \) cm/s and a highest alignment (with respect to the X-axis) of 85° for the CNT deposition has been reached in the toluene-based DEP with 1V-DC bias. They become 31 μm/s and 63° for the DEP of SDS-water using bias of 5 V \( V_{\text{rms}} \), 100 kHz. But the two values of the latter case are comparable to 65 μm/s and 62° derived from the 1V-100 kHz biased DEP in toluene. Thus, one can conclude that the toluene-based DC DEP, with an applied bias below the threshold voltage of electrolysis, is the most effective way to deposit aligned CNTs.

Aiming at quantitatively comparing the CNT deposition efficiency via DEP in SDS-water and in toluene, the corresponding velocity distributions were calculated, with the DEP induced motion subtracted from the Brownian motion, as shown in Fig. 17. The mean radius of effective regions where CNTs can be deposited effectively through the DEP with a 5 V, 100 kHz bias in 0.01-wt.%-SDS water is about 3 μm (Fig. 17(a)). This value is only one-fourth of that for the DEP in 100-ppm-H2O toluene with a 5 V DC bias (Fig. 17(b)). Hence, approximately, the volume in which CNT depositions occur is about two times smaller than that of the SDS-water case.
orders of magnitude larger for the DEP in toluene than in SDS-water.

It is noteworthy that all the above discussions are based on simulations without CNT bridging between electrodes. After the deposition of nanotubes, the electrical potential distribution between electrode gaps changes due to the electric screening of deposited CNTs, influencing the continuous assembly of CNTs [85]. Thus, further analysis is required for this situation.

Experimentally, we have verified the simulations of DEP in 0.01-wt.%-SDS water (5 V rms, 100 kHz) and 100-ppm-H2O toluene with standard electrode structures (with a channel size of 1 μm × 1 μm). SEM images after depositions are shown in Fig. 18. As stated above, it is evident that the alignment and density of CNT deposition by DEP in 0.01-wt.%-SDS water is worse and lower than those obtained with DEP in 100-ppm-H2O toluene under the same or even lower bias conditions.

Finally, in order to achieve large-scale or highly dense CNT
deposition for optoelectrical applications, an electrode structure with a 1 μm × 90 μm channel size is also employed for study, and the deposition results are shown in Figs. 18(c) and 18(d)). Also, in this case, the DEP in toluene (10 V, DC) results in a CNT deposition with higher density and better alignment than that based on SDS-water (15 Vrms, 100 kHz), which once again confirms the numerical simulations.

5 Conclusions

The principle of CNT-DEP has been discussed extensively in both theory and experiment for two solvents, water, and toluene (with 100 ppm H2O impurity). For the toluene case, the EDL thickness turns out to be much larger than the micron-scale electrode gap. Thus, the DEP can be performed at a low frequency, even DC bias. This condition is beneficial to enhance the CNT polarizability for the DEP deposition by making use of its low-frequency CMF limit. Simulations and SEM characterizations, indeed, confirm that the performance of the DEP in toluene for s-SWCNT deposition is enhanced as compared to the DEP in water. In particular, CNT-DEP in toluene with a DC bias is shown to be the most promising approach for aligned s-SWCNT deposition. Moreover, a quantitative efficiency-difference between toluene-based DC-DEP and water-based AC-DEP is demonstrated by considering the effective dielectrophoretic region for nanotube deposition.
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