Augmented Reality-Based Surgery on the Human Cadaver Using a New Generation of Optical Head-Mounted Displays: Development and Feasibility Study
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Abstract

Background: Although nearly one-third of the world’s disease burden requires surgical care, only a small proportion of digital health applications are directly used in the surgical field. In the coming decades, the application of augmented reality (AR) with a new generation of optical-see-through head-mounted displays (OST-HMDs) like the HoloLens (Microsoft Corp) has the potential to bring digital health into the surgical field. However, for the application to be performed on a living person, proof of performance must first be provided due to regulatory requirements. In this regard, cadaver studies could provide initial evidence.

Objective: The goal of the research was to develop an open-source system for AR-based surgery on human cadavers using freely available technologies.

Methods: We tested our system using an easy-to-understand scenario in which fractured zygomatic arches of the face had to be repositioned with visual and auditory feedback to the investigators using a HoloLens. Results were verified with postoperative imaging and assessed in a blinded fashion by 2 investigators. The developed system and scenario were qualitatively evaluated by consensus interview and individual questionnaires.

Results: The development and implementation of our system was feasible and could be realized in the course of a cadaver study. The AR system was found helpful by the investigators for spatial perception in addition to the combination of visual as well as auditory feedback. The surgical end point could be determined metrically as well as by assessment.

Conclusions: The development and application of an AR-based surgical system using freely available technologies to perform OST-HMD–guided surgical procedures in cadavers is feasible. Cadaver studies are suitable for OST-HMD–guided interventions to measure a surgical end point and provide an initial data foundation for future clinical trials. The availability of free systems for researchers could be helpful for a possible translation process from digital health to AR-based surgery using OST-HMDs in the operating theater via cadaver studies.
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Introduction

Health care is increasingly supported by digital technologies [1]. Almost one-third of the world’s disease burden requires surgical intervention [2], yet only a small fraction of the potential applications of digital health is used in the surgical domain [1]. Current digital health applications such as artificial intelligence (AI)-based predictive models, the use of telemedicine, and wearables do not touch the core of surgical activity in the operating theater [3]. Assistance systems based on augmented reality (AR) or robotics use, on the other hand, would allow the surgeon’s core activities to benefit from digital health in the coming decades [4]. However, the use of autonomous robots in surgery is ambitious considering surgeons take many years to become trained and surgical interventions can often be very situation-specific. In this respect, unlike robotics, AR as an assistance system for the surgeon supports spatial perception and simultaneously incorporates the surgeon’s experience. Thereby, AR-based surgery could be a near future and feasible step toward digital health in the operating theater [5].

Further technical development has made optical-see through head-mounted displays (OST-HMDs) such as the HoloLens (Microsoft Corp) commercially viable with broad use in the industry [6]. Health care and surgery, in particular, are not primarily affected by this development, among other things due to the high regulatory requirements for medical devices. Any researcher in medicine can quickly develop AI-based models with a few lines of script code based on public data and provide proof of performance. However, in surgery with next-generation technologies like AR with OST-HMDs, this development is not yet foreseeable [7].

By feeding back relevant information to the surgeon during surgical tasks based on preoperative or intraoperative medical imaging data or AI-based guided models, AR with or without image-guided surgery (IGS) could overcome one of the main problems of surgical procedures, which is that they mainly rely on the surgeon’s spatial awareness or haptic perception in the surgical field [4,5]. AR itself augments the otherwise real environment with virtual objects, is located in a reality-virtuality continuum, and includes a wide range of technologies [8]. Beside visual perception, AR can also refer to one or multiple combined modalities of perception, such as auditory or haptic [9].

AR applications have been used since the mid-1990s, mainly for surgical procedures on rigid tissue in the head and neck region. Examples of applications in the operating theater are orthognathic surgery, oncology including parotid surgery, and traumatology. Anatomical and pathological structures, drilling and implant position, resection margins, and reconstructive planning are visualized using different AR technologies [10,11]. Similar examples can also be found on cadavers [12-14].

Due to the underlying technology with external monitors, however, many of these deployed systems result in a dissociation between the perceptual site and the operational field [5,10]. HMDs, on the other hand, enable an egocentric view [15] with virtual objects directly displayed in the surgical field of view [10]. Even though HMDs were first described in the 1960s [16], the capabilities of the various HMDs used intraoperatively still vary widely [17]. Basically, 2 classes of AR HMDs can be distinguished [15], optical see-through and video see-through HMDs, the former having the advantage of an unobstructed view of the surgical field [17].

On the road to widespread use of this rapidly developing technology, proof of performance is essential, especially in the regulatory context. Cadaveric studies have long provided a contribution to demonstrating the performance of new medical technologies and are considered a pre-study proof of performance prior to clinical trials [18]. However, cadaveric studies are rare when using OST-HMDs [19-22], and it is still unclear whether cadavers are generally suitable for testing surgical applications with OST-HMDs.

In order to enhance the development of digital health in surgery, we aimed to develop an AR- and OST-HMD–based system for a cadaveric study using free technologies to make it available and adoptable for research in various experimental surgical scenarios as proof of performance. Furthermore, we wanted to investigate if cadaver studies using this system would be suitable for testing system feasibility, applicability in a surgical task that relies primarily on spatial and haptic perception, and evaluability of its surgical end point.

We chose a simple and understandable AR scenario on fresh cadaver heads using a HoloLens, where the surgeon had to reduce a fractured zygomatic arch, a common injury of the human face.

Methods

System Development

Concept and Requirements

The purpose of our study was to develop an AR-based system for IGS to be used in a surgical environment with human cadavers. The aim was to augment the surgeon’s spatial perception with 3D models based on previous medical imaging by overlaying them on the surgical field using AR. This overlay is intended to be adaptive by adjusting to the current position of the cadaver and surgical instruments and to allow interaction between both. Three essential feedback functions should be provided here: feedback of the proximity of the surgical instrument to surgical target structures by means of a visual signal, an auditory signal, and a visual representation of the movement of the surgical instrument. The graphical user interface should allow intuitive selection of the different cases with specific models and different functions by gestures via...
AR-based buttons. Furthermore, all described functionalities should also be usable with voice commands to enable hands-free working.

Overall, the system should be easily adaptable to different surgical scenarios, cost-efficient, and easily replicable by third parties, allowing it to be universally applicable as proof of performance for OST-HMDs in surgery on cadavers.

**Implementation**

We aimed to achieve our requirements by using the commercially available HoloLens 1 as one of the state-of-the-art and most broadly used OST-HMDs combined with the camera-based tracking system Vuforia (version 8.5.8, PTC Inc). Our software prototype was developed using the C# programming language with the popular game engine Unity 2018.4.13f LTS (Unity Technologies) and the Mixed Reality Toolkit (version 2.3.0, Microsoft Corp) for rapid prototyping. Our software prototype was then developed into a prerelease candidate of an open-source software as part of a master’s thesis in computer science [23].

Based on medical imaging data, 3D models were created for the cadavers and surgical instruments (Figure 1a). In order to attach the mounts for image tracking, the cadavers were prepared beforehand to obtain a definite reference point (Figure 1b and Figure 2a). Subsequently, mounts were designed in Autodesk Inventor Professional 2020 (Autodesk Inc), 3D printed using a Fortus 450mc (Stratasys), and attached to the cadaver heads and surgical instruments (Figure 1b and Figure 2b). The image target was used for tracking the cadaver heads (Figure 1c) and for the half-cube for holographic verification described below (Figure 2c). The Vuforia multitarget (corresponds to a combination of image targets so that the surgical instrument can be tracked from both sides) was used for tracking the surgical instrument; in our scenario, a Stromeyer hook (Figure 1c and Figure 2d).

Figure 1. System development: (a) Creation of virtual 3D representations (in purple) of the cadaver and surgical instruments based on computed tomography images. (b) 3D printing of mounts with image targets for attachment to the cadaver and the surgical instruments for camera-based tracking. (c) Superimposition of the virtual 3D models (purple) and real-world object (gray) resulting in an augmented reality (AR) object (cyan). (d) Performing AR-based surgery with an optical see-through head-mounted display. Possibility of interaction between surgical target structures and instruments by means of visual and auditory feedback. Software can be controlled via gestures using an AR-based graphical user interface. DICOM: Digital Imaging and Communications in Medicine; CT: computed tomography; OST-HMD: optical see-through head-mounted display; AR: augmented reality.
Figure 2. Technical setting: (a) To ensure a consistent method for tracking, a metal angle was attached to the bone of the forehead of each cadaver to attach the tracking mount as not every cadaver head had proper dentition for a stable splint-based tracking. (b) An image target on the mount connected to the forehead via the metal angle. (c) A half-cube for holographic verification can be used for testing the superimposition between real and virtual objects to represent possible errors in the fit of an optical see-through head-mounted display (OST-HMD) or errors in tracking by user-verifiable reference surfaces. (d) The surgical instrument (Stromeyer hook, in our scenario) with an attached tracking mount.

A graphical user interface was developed for the AR software to make the virtual anatomical models of the respective cadavers selectable via AR-based buttons and to adjust the software (Figure 1d and Figure 3). It had 3 main functionalities: visual feedback in the region of interest by a color transition of the models from green to red when the tip of the virtual surgical instrument touches the virtual cadaver model (Figure 4c and 4d), auditory feedback from an acoustic tone whose pitch was modulated depending on the distance between the tip of the virtual instrument and the virtual model (Figure 3a and 3b), and visual feedback through virtual drawing (Figure 3d). In our scenario, it was possible to trace the inner contour of the zygomatic arch with the tip of the Stromeyer hook and then visualize it within a bounding box at different sizes and from different directions to evaluate the shape of the inner zygomatic arch contour. All functionalities described were also usable with voice.

When a virtual model was selected, it was superimposed on the real cadaver head by continuous tracking (Figure 1d, Figure 4c, and Figure 4d). The surgical instrument was tracked throughout. To evaluate the perceived superimposition between virtual and real surgical instruments, a half-cube was printed with distinct reference surfaces.
Figure 3. Graphical user interface: (a) Display of the graphical user interface in the Unity development environment. Not all functions mentioned were used in our scenario. The “Recalibrate” button can be used to align the virtual representation of the surgical instrument with the virtual representation of the half-cube. For this, the real surgical instrument (Stromeyer hook) must be exactly aligned with the surfaces of the real half-cube for the holographic verification. Acoustic feedback can be deactivated via the “Sound: Off” button. Additionally, the slider provides an adjustment of the sound functionality depending on the distance [d] and the factor [a] with the formula [d^a]. To visualize the movement of the surgical instrument, the “Draw” function can be used to display the trajectory by a 3D line. With the button “Enlarge drawing,” the drawing can be zoomed in and with the button “Delete drawing,” the drawing function can be reset. A selection of radio buttons to choose the appropriate cadaver case. (b) Additionally, the virtual and real cadaver head could be adjusted by hand movement, and the sensitivity of the adjustment could be controlled by a slider. This function was not used. (c) Representation of the calibration function with the half-cube in blue, the surgical instrument in white, and the holder for the image target in green. (d) Illustration of the visualization of the instrument trajectory.
Figure 4. Cadaver trial: (a) A 3D model of the facial skull (white) of one of the cadaver cases with a color representation of the unfractured zygomatic arch (cyan), fixed metal angle (purple), mounting (black), and image target (yellow). (b) A fresh cadaver head shows the placed mount and image target for navigation. (c-d) Photograph taken through HoloLens as one of the investigators performs the cadaver trial. (c) The cadaver head is overlaid with the virtual bone model. The zygomatic arch is shown in green because the tip of the virtual Stromeyer hook has not yet collided with the intended position of the nonfractured zygomatic arch model. The Stromeyer hook is superimposed with an accurate virtual model of itself. (d) The tip of the virtual Stromeyer hook now touches the model of the nonfractured zygomatic arch, resulting in a color change of the zygomatic arch model to red.
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Cadaveric Trial
Preparation
Ten fresh cadaver heads were randomly selected. The initial condition of the facial skeleton was first scanned with cone beam computed tomography (CBCT, Dentsply Sirona). To ensure a consistent method, a metal angle was attached to the bone of the forehead of each cadaver to attach the tracking mount (Figure 2a and 2b) as not every cadaver head had proper dentition for stable splint-based tracking. Subsequently, all zygomatic arches were randomly fractured by a direct blow with a surgical hammer. The fractured state was then scanned again with CBCT. Thereafter, all cadaver heads were frozen until study examination. The resulting fractured zygomatic arches had 1 to 5 fragments. A total of 16 zygomatic arch fractures were classified as type II, 3 as type III, and 1 as type IV, according to Yamomoto et al [24] (Multimedia Appendix 1).

Trial
The cadaver heads were randomly assigned to the investigators (a resident and a senior surgeon). One zygomatic arch side of each head was randomly selected (based on a random number generator) for reduction by the conventional method and the opposite side by the AR-based method. Before reduction, the investigators were able to view the CBCT imaging data with the fractured situation on a computer. The conventional reduction was performed with the Stromeyer hook through a percutaneous incision and was based only on haptic perception. The AR-based reduction was performed identically, with the addition of a registered virtual model of the Stromeyer hook and a registered virtual model of the intact zygomatic arch of the corresponding cadaver displayed on the HoloLens. The aforementioned functionalities of feedback through color transition, virtual drawing, and audio signals provided the investigators with additional visual and auditory perception.
(Figure 4c and 4d). For both methods, the time between the percutaneous incision and performed reduction was measured. After complete reduction, the corresponding cadaver head was scanned with CBCT.

**Evaluation**

Based on postoperative imaging, 3D models of the cadaver heads were created and registered with the corresponding preoperative and initial situation using Geomagic Studio 2013. The zygomatic arch was defined as the region from the temporal origin of the zygomatic process to a straight vertical extension line at the posterior margin of the frontosphenoid process of the zygoma and converted to separate models. The deviation of the different models was then compared (settings: maximum deviation 10 mm, critical angle 45.0°; display resolution set to fine). The initial nonfractured model was used as a reference and compared to the fractured model and subsequently to the reduced model (Figure 5). The results obtained were exported for statistical analysis.

**Figure 5.** Evaluation: (a) A fractured zygomatic arch visualized before reduction and (b) after reduction in axial cone beam computed tomography slices. (c) The deviation of a fractured zygomatic arch is displayed in color in Geomagic Studio 2013 (3D Systems Inc). Red is for severe deviation (≥1 mm) and green for minor deviation (<1 mm). (d) The same case in Geomagic Studio 2013 after reduction.

Finally, reduction quality was classified into 4 levels based on postoperative imaging by 2 noninvestigators in a consensus and blinded fashion according to Yakomoto et al [24]: poor for reduction without improvement in bone fragment shape and continuity, fair for incomplete restoration but an improvement in bone fragment shape and continuity, good for near-complete restoration of shape with and without continuity of bone fragments, and excellent for complete restoration of shape with continuity of bone fragments.

The AR software was assessed using the System Usability Scale (SUS) [25]. Afterward, a consensus interview with open-ended questions was conducted with both investigators, and the AR-based scenario was qualitatively assessed using an individual questionnaire (Multimedia Appendix 2) on a 5-point Likert scale (1=strongly disagree; 5=strongly agree).

**Statistical Analysis**

The R programming language (R Foundation for Statistical Computing) was used for statistical analysis. Results were expressed as mean and standard deviation. The 95% confidence intervals were calculated by bootstrapping with 1000 replications [26].

**Results**

**Surgical Outcome**

Within the quantitative reduction measurement between fractured and reduced zygomatic arches, our test scenario showed a mean reduction of 0.78 mm (95% CI 0.37-1.29 mm) for the conventional method and 0.52 mm (95% CI 0.23-0.77 mm) for the AR-based method (Figure 6a). The mean time to perform zygomatic arch reduction using the conventional method was 84 seconds (95% CI 52-116 s) and for the AR-based method was 115 seconds (95% CI 54-198 s). A distinct difference in zygomatic arch reduction was observed between the resident and the senior surgeon. Of the 10 zygomatic arch reductions performed by the senior surgeon, 9 were rated good or excellent, while 6 of 10 performed by the resident were rated
good or excellent (Figure 6b). This distinct difference was not present between the conventional and AR method, with 8 of 10 zygomatic arch repositions rated good or better for the conventional method and 7 of 10 for the AR method (Figure 6c).

**Figure 6.** Results: (a) The absolute surface deviation of the fractured and reduced model was calculated in comparison to the nonfractured model and presented as a boxplot before and after reduction for the augmented reality–based method (in blue) and the conventional method (in yellow). Black triangles represent individual measured values. The large red dot represents the mean value and black dots represent outliers. (b,c) Results of zygomatic arch repositioning were determined by 2 investigators in a blinded fashion (for the method) and by consensus. Displayed as a 4-panel chart. Excellent/good was rated as an adequate and fair/poor as an inadequate surgical outcome. (b) Comparison of the resident with the senior surgeon. (c) Comparison based on the method used.

**Evaluation by Investigators**

Based on consensus interviews with both investigators, the vertical field of view (FOV) was considered small and tracking mounts could interfere in certain surgical scenarios. When using the HoloLens 1, it was noted that an incorrect fit on the head could also lead to an error in superimposition between virtual and real objects. In this context, the simple half-cube for holographic verification was perceived as helpful for evaluation. Visualization of the fractured condition was preferred over the nonfractured one for navigation.

In addition, an individual Likert questionnaire was performed (Table 1). Both investigators agreed that the holographic visualization of the skeleton by means of an OST-HMD was helpful for spatial perception (mean 4.5) and that it appeared as an integrated part of the fresh cadaver head (mean 4.0). They disagreed that the attached mount for tracking the surgical instrument was perceived as disturbing in that scenario (mean 2.5). Both disagreed with the statement that they felt insecure using the AR-based method (mean 1.5) and agreed that they felt confident using the AR-based method when reducing the zygomatic arch (mean 4.5). They also expressed a preference to use the AR-based method on real patients (mean 4.5) and strongly agreed that they found the AR-based method helpful in the field of haptic surgery (mean 5.0). The average SUS for the AR application was 90 and can thus be rated as best imaginable.
In our study, we demonstrated that it is possible to develop an adaptable and usable AR-based system with OST-HMDs and image-guided capacities for surgical interventions by combining freely available technologies and evaluating them in a test scenario on human cadavers. This system can be adopted by researchers worldwide and adapted to their own surgical scenarios. The implementation will require a HoloLens or Unity-compatible OST-HMD, the ability to capture 3D medical imaging data, and a 3D printer to produce suitable mounts for the cadaver and surgical equipment. The software and models of the 3D mounts are freely available under an open-source license.

However, the presented system still has shortcomings. When using HoloLens, we have found that an incorrect fit on the head leads to a positioning error between the eyes and the semitransparent display, causing perceptual errors. Only with the correct fit were both real and virtual objects correctly superimposed. For this reason, the simple half-cube we have developed for holographic verification can be used for evaluating the superimposition between real and virtual objects to represent possible errors in the fit of an OST-HMD or, additionally, errors in tracking by user-verifiable reference surfaces (Figure 2c and Figure 3c). The FOV of the HoloLens 1 with 34° was perceived as relatively low [27], although it was judged to be sufficient for our procedure. Depending on the surgical procedure, it could also lead to poor ergonomics and potentially affect the success of the surgical intervention. An enlarged FOV like on the HoloLens 2 [27] could possibly alleviate this.

Although the tracking mount was not found to be a disturbance by the investigators, it could become a potential concern during surgical procedures where space is limited or could lead to tracking errors because the tracking mount is obscured. One solution would be a mount-free or electronic tracking method to avoid disturbing surgeons in such situations [28].

Previous studies that evaluated image-based tracking using Vuforia and a HoloLens indicated a position error of 1.74 to 1.94 mm [29,30]. Our visual evaluation using a printed half-cube conformed to the range of the aforementioned studies (~2 mm). We did not perform a reexamination because we used the same system as the studies mentioned [29,30]. Overall, we considered this sufficient for a majority of surgical scenarios for the first proof of performance. However, the tracking was slow with quick instrument or head movements. This could be improved by increased hardware performance provided by the HoloLens 2 or by holographic remoting, where the main computational load is carried out on an external computer [31]. During the development of our system, we noticed that tracking with Vuforia is faster when the image targets have a black background, which further addressed performance limits [23]. Another alternative would be markerless registration, which has shown an average positioning error between 3.3 to 9.3 mm, depending on the spatial direction. In the future, this error might be reduced with more powerful hardware and could be a serious alternative, especially since markerless registration has no potentially disturbing markers in the surgical field [32]. Manual registration, which showed a mean error of alignment of 12.4 mm, would be another option. After appropriate training or assistance by fiducial markers, the error was reduced to 10 mm [11,33]. Consequently, image-based registration with Vuforia, which is much more accurate, is still the method of choice for most applications [29,30].

In our scenario, it was possible to visualize both the fractured and nonfractured situation, as the healthy bone condition can often be reconstructed with little effort by mirroring the nonfractured side, especially for the face [34]. Since individual bone fragments could not be tracked with our method, we

### Discussion

#### Principal Findings

In our study, we demonstrated that it is possible to develop an adaptable and usable AR-based system with OST-HMDs and image-guided capacities for surgical interventions by combining freely available technologies and evaluating them in a test scenario on human cadavers. This system can be adopted by researchers worldwide and adapted to their own surgical scenarios. The implementation will require a HoloLens or Unity-compatible OST-HMD, the ability to capture 3D medical imaging data, and a 3D printer to produce suitable mounts for the cadaver and surgical equipment. The software and models of the 3D mounts are freely available under an open-source license.

However, the presented system still has shortcomings. When using HoloLens, we have found that an incorrect fit on the head leads to a positioning error between the eyes and the semitransparent display, causing perceptual errors. Only with the correct fit were both real and virtual objects correctly superimposed. For this reason, the simple half-cube we have developed for holographic verification can be used for evaluating the superimposition between real and virtual objects to represent possible errors in the fit of an OST-HMD or, additionally, errors in tracking by user-verifiable reference surfaces (Figure 2c and Figure 3c). The FOV of the HoloLens 1 with 34° was perceived as relatively low [27], although it was judged to be sufficient for our procedure. Depending on the surgical procedure, it could also lead to poor ergonomics and potentially affect the success of the surgical intervention. An enlarged FOV like on the HoloLens 2 [27] could possibly alleviate this.

Although the tracking mount was not found to be a disturbance by the investigators, it could become a potential concern during surgical procedures where space is limited or could lead to tracking errors because the tracking mount is obscured. One solution would be a mount-free or electronic tracking method to avoid disturbing surgeons in such situations [28].

Previous studies that evaluated image-based tracking using Vuforia and a HoloLens indicated a position error of 1.74 to 1.94 mm [29,30]. Our visual evaluation using a printed half-cube conformed to the range of the aforementioned studies (~2 mm). We did not perform a reexamination because we used the same system as the studies mentioned [29,30]. Overall, we considered this sufficient for a majority of surgical scenarios for the first proof of performance. However, the tracking was slow with quick instrument or head movements. This could be improved by increased hardware performance provided by the HoloLens 2 or by holographic remoting, where the main computational load is carried out on an external computer [31]. During the development of our system, we noticed that tracking with Vuforia is faster when the image targets have a black background, which further addressed performance limits [23]. Another alternative would be markerless registration, which has shown an average positioning error between 3.3 to 9.3 mm, depending on the spatial direction. In the future, this error might be reduced with more powerful hardware and could be a serious alternative, especially since markerless registration has no potentially disturbing markers in the surgical field [32]. Manual registration, which showed a mean error of alignment of 12.4 mm, would be another option. After appropriate training or assistance by fiducial markers, the error was reduced to 10 mm [11,33]. Consequently, image-based registration with Vuforia, which is much more accurate, is still the method of choice for most applications [29,30].

In our scenario, it was possible to visualize both the fractured and nonfractured situation, as the healthy bone condition can often be reconstructed with little effort by mirroring the nonfractured side, especially for the face [34]. Since individual bone fragments could not be tracked with our method, we
presented the nonfractured situation as a guide for bone reposition. During the consensus interview, this was perceived as a disadvantage for conducting the reduction since the ideal situation can be easily imagined by the investigators themselves. Consequently, the fractured situation and, if necessary, an additional nonfractured situation should be offered for visualization in future examinations. The visualization of the bone with shaded 3D models was perceived as an integral part of the cadaver head. However, further research should focus on whether the use of different display methods such as points, lines, contours, planes, surfaces, wireframes, meshes, and volumes offer advantages in surgical procedures with AR [5].

Our system provided visual and auditory feedback depending on the distance of the surgical instrument working area and intended reduction situation of the bone. This was realized visually via a color change of the virtual zygomatic arch model as well as via the possibility of graphical representation of the movement path of the surgical instrument tip. The drawing function can be used to show the internal contour of bones—in our case, the contour of the fractured bone. If a fracture offset is present, it would be represented by an offset of the drawing line (Figure 3d). To our knowledge, this is the first time that an intraoperative drawing function has been applied in surgery with an OST-HMD. The acoustic feedback operated by increasing the amplitude as a function of the distance between the working area of the surgical instrument and surgical target structure. The combination of visual and auditory feedback was found to be helpful by the investigators. This is consistent with the observation in an AR-based model scenario for a needle biopsy performed by surgeons, where the combination of visual and auditory feedback significantly reduced localization error and increased the success rate [35].

It has already been shown that studies with OST-HMDs on cadavers are suitable to measure the difference between the planning of drill holes, placement of screws, or performance of osteotomies and the actual performance [19-22]. Our study was also able to demonstrate that cadaveric studies with OST-HMDs are suitable to determine fracture reductions quantitatively and qualitatively and thus in one of the veritable surgical end points. In this regard, expected differences between a resident and a senior surgeon were observed. The advantage of using fresh cadavers is the presence of realistic and complex anatomical conditions and thus a situation analogous to the living patient without taking possible surgical risks.

Studies on fresh cadavers, however, cannot determine clinical outcomes such as pain, patient-guided range of motion, dysfunction, or other clinical parameters. Nevertheless, cadaveric studies can be used to provide a data basis for subsequent clinical study planning. The technical system can be evaluated and tested. The developed AR system did not result in a large temporal difference from the conventional method in our scenario. It is important to measure duration as an end point, as surgery time is an important quality indicator. Prolonged surgery durations lead to a greater number of complications for the patient [36] and increased costs for the health care system [37]. Furthermore, the quantitative (reduction in mm) and qualitative (assessed reduction quality) data obtained can be used to plan the sample size for larger cadaveric studies or clinical trials. Procedures where the number of subjects to be treated according to sample size planning is already very large and thus the effect is at the same time very weak may therefore not add much value and could be avoided in this way.

Overall, the number of studies with application of AR-based surgery with OST-HMDs in cadaveric studies is small [19-22]. In contrast, AI-based models can be developed by any researcher today with public data and a few lines of scripting. By this method, breakthrough results in diagnostics and nonsurgical therapy were achieved. However, a similar development for surgery that digitizes the operation field is missing. For this to happen, AR-based applications must become mass-market-ready and proof of performance must be provided. We hope that other researchers will feel motivated to develop their cadaver test scenarios with this prototype system.

Conclusion

The development and application of an AR-based surgical system using freely available technologies to perform OST-HMD–guided surgical procedures in cadavers is feasible, but our presented open-source prototype should be further developed. Cadaver studies are suitable for OST-HMD–guided interventions to measure a surgical end point and provide an initial data foundation for future clinical trials. In this regard, it has been shown in our scenario that the effect of the AR-based approach could be more likely to make a difference in residents. This should be considered when planning future trials. The availability of free systems for researchers could be helpful for a possible translation process from digital health to AR-based surgery using OST-HMDs in the operating theater via cadaver studies.

Acknowledgments

The authors express their posthumous thanks to the body donors who made this study possible. We thank Rainer Röhlig for his valuable feedback and suggestions. Thanks to Axel Honné for helping to 3D print the mountings and half-cube. Thanks to Max Schulze-Hagen for scanning the Stromeyer hook with a computer tomograph. This research received no external funding. The data presented in this study are available from the corresponding author upon reasonable request. The source code of the software will be available online with publication.

Authors’ Contributions

BP was responsible for conceptualization, methodology, software, investigation, resources, original draft preparation, visualization, and project administration. AM was responsible for conceptualization, investigation, supervision, and project administration. MB was responsible for methodology. MO was responsible for methodology and investigation. TWK was responsible for methodology.
and supervision. MC was responsible for the software. FP was responsible for investigation. FH was responsible for investigation, resources, and supervision. SCM and AP were responsible for resources. All authors were responsible for formal analysis and reviewing and editing the manuscript. All authors had full access to all the data, have read and agreed to the published version of the manuscript and agree to be accountable for all aspects of work ensuring integrity and accuracy.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Overview of zygomatic arch fractures.
[DOCX File, 24 KB - Multimedia Appendix 1]

Multimedia Appendix 2
Questionnaire.
[DOCX File, 20 KB - Multimedia Appendix 2]

References
1. Cohen AB, Dorsey ER, Mathews SC, Bates DW, Safavi K. A digital health industry cohort across the health continuum. NPJ Digit Med 2020;3:68 [FREE Full text] [doi: 10.1038/s41746-020-0276-9] [Medline: 32411829]

2. Shrime MG, Bickler SW, Alkire BC, Mock C. Global burden of surgical disease: an estimation from the provider perspective. Lancet Glob Health 2015 Apr 27;3 Suppl 2:S8-S9 [FREE Full text] [doi: 10.1016/S2214-109X(14)70384-5] [Medline: 25926322]

3. Jayaraman PP, Forkan ARM, Morshed A, Haghighi PD, Kang Y. Healthcare 4.0: A review of frontiers in digital health. WIREs Data Mining Knowl Discov 2019 Dec 25;10(2):1. [doi: 10.1002/widm.1350]

4. Tarassoli SP. Artificial intelligence, regenerative surgery, robotics? What is realistic for the future of surgery? Ann Med Surg (Lond) 2019 May;41:53-55 [FREE Full text] [doi: 10.1016/j.jamsu.2019.04.001] [Medline: 31049197]

5. Kersten-Oertel M, Jannin P, Collins DL. DVV: a taxonomy for mixed reality visualization in image guided surgery. IEEE Trans Vis Comput Graph 2012 Feb;18(2):332-352. [doi: 10.1109/TVCG.2011.50] [Medline: 21383411]

6. Santi GM, Ceruti A, Liverani A, Osti F. Augmented reality in industry 4.0 and future innovation programs. Technologies 2021 Apr 29;9(2):33. [doi: 10.3390/technologies9020033]

7. Atallah S. Digital Surgery. Cham: Springer International Publishing; 2021.

8. Milgram P, Kishino F. A taxonomy of mixed reality visual displays. IEICE Transactions Inf Syst 1994;77(12):1321-1329 [FREE Full text]

9. Sigrist R, Rauter G, Riener R, Wolf P. Augmented visual, auditory, haptic, and multimodal feedback in motor learning: a review. Psychon Bull Rev 2013 Feb;20(1):21-53. [doi: 10.3758/s13423-012-0333-8] [Medline: 23132605]

10. Badiali G, Cercenelli L, Battaglia S, Marcelli E, Marchetti C, Ferrari V, et al. Review on augmented reality in oral and cranio-maxillofacial surgery: toward “surgery-specific” head-up displays. IEEE Access 2020;8:59015-59028. [doi: 10.1109/access.2020.2973298]

11. Sutherland I. A head-mounted three dimensional display. AFIPS '68 Proc Fall Joint Comput Conf, Part I 1968:757-764. [doi: 10.1145/1476589.1476686]

12. Rolland JP, Fuchs H. Optical versus video see-through head-mounted displays in medical visualization. Presence Teleoperators Virtual Envir 2000 Jun;9(3):287-309. [doi: 10.1162/105474600566808]
18. Recommended content and format of non-clinical bench performance testing information in premarket submissions: guidance for industry and Food and Drug Administration staff. FDA. 2019. URL: https://www.fda.gov/media/113230/download [accessed 2021-09-21]

19. Hoch A, Liebmann F, Carrillo F, Farshad M, Rahm S, Zingg P, et al. Augmented reality based surgical navigation of the periacetabular osteotomy of ganz: a pilot cadaveric study. In: Rauter G, Cattin P, Zaman A, Rien R, editors. New Trends in Medical and Service Robotics. Cham: Springer; 2021:192-201.

20. Kriechling P, Loucas R, Loucas M, Casari F, Fürnštahl P, Wieser K. Augmented reality through head-mounted display for navigation of baseplate component placement in reverse total shoulder arthroplasty: a cadaveric study. Arch Orthop Trauma Surg 2021 Jul 02:1. [doi: 10.1007/s00402-021-04025-5] [Medline: 34213578]

21. Spirig JM, Roner S, Liebmann F, Fürnštahl P, Farshad M. Augmented reality-navigated pedicle screw placement: a cadaveric pilot study. Eur Spine J 2021 Aug 04;30:3731-3737. [doi: 10.1007/s00586-021-06950-w] [Medline: 34350487]

22. Molina CA, Phillips FM, Colman MW, Ray WZ, Khan M, Orru’ E, et al. A cadaveric precision and accuracy analysis of augmented reality-mediated percutaneous pedicle implant insertion. J Neurosurg Spine 2020 Oct 30;1:9. [doi: 10.3171/2020.6.SPINE20370] [Medline: 33126206]

23. Cesov M. Intra-Operative Guide in Augmented Reality With Head Mounted Devices in Oral and Maxillofacial Surgery. Aachen: RWTH Aachen University; Sep 07, 2020.

24. Yamamoto K, Murakami K, Sugiuara T, Fujimoto M, Inoue M, Kawakami M, et al. Clinical analysis of isolated zygomatic arch fractures. J Oral Maxillofac Surg 2007 Mar;65(3):457-461. [doi: 10.1016/j.joms.2006.06.276] [Medline: 17307593]

25. Bangor A, Kortum PT, Miller JT. An empirical evaluation of the System Usability Scale. Int J Human Comput Interact 2008 Jul 30;24(6):574-594. [doi: 10.1080/10447310802205776]

26. Canty A, Ripley BD. boot: Bootstrap R (S-Plus) functions. 2021. URL: https://cran.r-project.org/web/packages/bootstrap/ [accessed 2022-03-22]

27. Microsoft: HoloLens documentation. 2021. URL: https://docs.microsoft.com/en-us/hololens/ [accessed 2021-10-28]

28. Mautz R. Indoor positioning technologies. ZürichTH. Zurich: ETH Zurich, Department of Civil, Environmental and Geomatic Engineering, Institute of Geodesy and Photogrammetry; 2012. URL: https://www.research-collection.ethz.ch/bitstream/handle/20.500.11850/54888/eth-5659-01.pdf?sequence=1&isAllowed=y [accessed 2022-03-22]

29. Frantz T, Jansen B, Duerinck J, Vandemeulebroucke J. Augmenting Microsoft’s HoloLens with vuforia tracking for neuronavigation. Healthc Technol Lett 2018 Oct;5(5):221-225 [FREE Full text] [doi: 10.1049/htl.2018.5079] [Medline: 30464584]

30. Seifabadi R, Li M, Long D, Xu S, Wood B. Accuracy study of smartglasses/smartphone AR systems for percutaneous needle interventions. Medical Imaging 2020: Image-Guided Procedures, Robotic Interventions, and Modeling February 2020, Houston, Texas, United States. Bellingham, WashingtonPIE; 2020 Presented at: Medical Imaging 2020: Image-Guided Procedures, Robotic Interventions, and Modeling; 2020; Houston p. 30. [doi: 10.1117/12.2549278]

31. Lee J, Kim S, Kim L, Kang J, Lee S, Kwon S. A study on virtual studio application using Microsoft Hololens. Int J Adv Geomatic Engineering, Institute of Geodesy and Photogrammetry; 2012. URL: https://www.research-collection.ethz.ch/bitstream/handle/20.500.11850/54888/eth-5659-01.pdf?sequence=1&isAllowed=y [accessed 2022-03-22]

32. Pepe A, Trotta GF, Mohr-Ziak P, Gsaxner C, Wallner J, Bevilacqua V, et al. A marker-less registration approach for mixed reality-aided maxillofacial surgery: a pilot evaluation. J Digit Imaging 2019 Dec;32(6):1008-1018 [FREE Full text] [doi: 10.1007/s10278-018-00272-6] [Medline: 31485953]

33. Francz M, Stratemeier J, Karle C, Rotter N, Hesser J, Huber L, et al. Augmented reality with HoloLens in parotid surgery: how to assess and to improve accuracy. Eur Arch Otorhinolaryngol 2021 Jul;278(7):2473-2483. [doi: 10.1007/s00405-020-06351-7] [Medline: 32910225]

34. Gibelli D, Cellina M, Gibelli S, Oliva AG, Termine G, Pucciarelli V, et al. Assessing symmetry of zygomatic bone through three-dimensional segmentation on computed tomography scan and ”mirroring” procedure: a contribution for reconstructive maxillofacial surgery. J CranioMaxillofac Surg 2018 Apr;46(4):600-604. [doi: 10.1016/j.jcms.2018.02.012] [Medline: 29548881]

35. Bork F, Fuers B, Schneider A, Pinto F, Graumann C, Navab N. Auditory and visuo-temporal distance coding for 3-dimensional perception in medical augmented reality. 2015. URL: http://campar.in.tum.de/pub/bork2015ismar/bork2015ismar.pdf [accessed 2022-03-22]

36. Cheng H, Clymer JW, Po-Han Chen B, Sadeghirad B, Ferko NC, Cameron CG, et al. Prolonged operative duration is associated with complications: a systematic review and meta-analysis. J Surg Res 2018 Sep;229:134-144 [FREE Full text] [doi: 10.1016/j.jss.2018.03.022] [Medline: 29936980]

37. Mischkowski RA, Zinser MJ, Kübler AC, Krug B, Seifert U, Zöller JE. Application of an augmented reality tool for maxillary positioning in orthognathic surgery: a feasibility study. J CranioMaxillofac Surg 2006 Dec;34(8):478-483. [doi: 10.1016/j.jcms.2006.07.862] [Medline: 17157519]

Abbreviations

AI: artificial intelligence
AR: augmented reality
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| Abbreviation | Description |
|--------------|-------------|
| CBCT         | cone beam computed tomography |
| FOV          | field of view |
| IGS          | image-guided surgery |
| OST-HMD      | optical see-through head-mounted display |
| SUS          | System Usability Scale |
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