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1. Introduction

A major development in the theory of nonnormal operator theory was the Sz.-Nagy dilation theorem (any Hilbert-space contraction operator \( T \) can be represented as the compression of a unitary operator to the orthogonal difference
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of two invariant subspaces) and the concomitant Sz.-Nagy–Foias functional model for a completely nonunitary contraction operator (we refer to [42] for a complete treatment). Since then there have been many forays into extensions of the formalism to more general settings. Perhaps the earliest was that of Andô [9] who showed that any pair of commuting contractions can be dilated to a pair of commuting unitary operators, but the construction had no functional form like that of the Sz.-Nagy–Foias model for the single-operator case and did not lead to a functional model for a commutative contractive pair. Around the same time the Commutant Lifting Theorem due to Sz.-Nagy-Foias [42] appeared, with a seminal special case due to Sarason [49]. It was soon realized that there is a close connection between the Andô Dilation Theorem and Commutant Lifting (see [47, Section 3]). However in the same paper of Parrott it was shown that Andô’s result fails for \(d\) commuting contractions as soon as \(d \geq 3\). Arveson [11] gave a general operator-algebraic/function-algebraic formulation of the general problem which also revealed the key role of the property of complete contractivity as opposed to mere contractivity for representations of operator algebras.

Since the appearance of [21], much work has focused on the \(d\)-tuple of coordinate multipliers \(M_{z_1}, \ldots, M_{z_d}\) on the Hardy space over the polydisk \(H^2_{\mathbb{D}^d}\) as well as the coordinate multipliers \(M_{\zeta_1}, \ldots, M_{\zeta_d}\) on the Lebesgue space over the torus \(L^2_{\mathbb{T}^d}\) and variations thereof as models for commuting isometries, and the quest for Wold decompositions related to variations of these two simple examples. While the most definitive results are for the doubly-commuting case (see [40, 50, 52]), there has been additional progress developing models to handle more general classes of commuting isometries [56, 57, 30, 29].

One can then study examples of commutative contractive tuples by studying compressions of such commutative isometric tuples to jointly coinvariant subspaces (see e.g. the book of Douglas-Paulsen [35] for an abstract approach and work of Yang [61]). This work has led to a wealth of distinct new types of examples with special features, including strong rigidity results (see e.g. [36]). In case the commutative contractive tuple itself is doubly commuting, one can get a rather complete functional analogue of the Schäffer construction of the minimal unitary dilation (see [58, 24]).

More recent work of Agler and Young along with collaborators [1, 6, 7], inspired by earlier work of Bercovici-Foias-Tannenbaum [18] having motivation from the notion of structured singular-value in Robust Control Theory (see [38, 18]), explored more general domains on which to explore the Arveson program: a broad overview of this direction is given in Section 2.2 below. Followup work by Bhattacharyya and collaborators (including the second author of the present manuscript) [22, 23, 25, 26, 27, 28] as well as of Sarkar [31] found analogues of the Sz.-Nagy–Foias defect operator \(D_T = (I - T^*T)^{1/2}\) and a more functional form for the dilation and model theory results established for these more general domains (specifically, the symmetrized bidisk \(\Gamma\) and tetrablock domain \(\mathbb{E}\) to be discussed below).
The goal of the present paper is to adapt these recent advances in the theory of $\Gamma$- and $E$-function-theoretic operator theory to the original Andô-Parrott setting where the domain is the polydisk $\mathbb{D}^d$ and the associated operator-theoretic object is a operator-tuple $\underline{T} = (T_1, \ldots, T_d)$ of commuting contraction operators on a Hilbert space $\mathcal{H}$. Specifically, we adapt the definition of Fundamental Operators, originally introduced in [25] for $\Gamma$-contractions and then adapted to $E$-contractions in [22], to arrive at a definition of Fundamental Operators $\{F_{j1}, F_{j2} : j = 1, \ldots, d\}$ for a commutative contractive operator tuple $\underline{T} = (T_1, \ldots, T_d)$. We then show that the set of Fundamental Operators can be jointly Halmos-dilated to another geometric object which we call an Andô tuple as it appears implicitly as a key piece in Andô’s construction of a joint unitary dilation in [9] for the pair case. While the set of Fundamental Operators is uniquely determined by $\underline{T}$, there is some freedom in the choice of Andô tuple associated with $\underline{T}$. With the aid of an Andô tuple, we are then able to construct a (not necessarily commutative) isometric lift for $\underline{T}$ which has the form of a Berger-Coburn-Lebow (BCL) model (as in [21]) for a commutative isometric operator-tuple. While any commutative isometric operator-tuple can be modeled as a BCL-model, there is no tractable characterization as to which BCL-models are commutative, except in the $d = 2$ case. For the $d = 2$ case it can be shown that there is an appropriate choice of the Andô tuple which leads to a commutative BCL-model—thereby giving a more succinct proof of Andô’s original result. For the general case where $d \geq 3$, we next show how the noncommutative isometric lift constructed from the Andô tuple can be cut down to the minimal isometric-lift space for the single product operator $T = T_1 \cdots T_d$ to produce an analogue of the single-variable lift for the commutative tuple situation which we call a pseudo-commutative contractive lift of $\underline{T}$. For the case where $T = T_1 \cdots T_d$ is completely nonunitary, we model the minimal isometric-lift space for $T$ as the Sz.-Nagy–Foias functional-model space $\left[ H^2(D_{\Theta T}), \Delta_{\Theta T} \cdot L^2(D_{\Theta T}) \right]$ for $T$ based on the Sz.-Nagy–Foias characteristic function $\Theta_T$ for $\underline{T}$ and we arrive at a functional model for the whole commutative tuple $\underline{T} = (T_1, \ldots, T_d)$ consistent with the standard Sz.-Nagy–Foias model for the product operator $T = T_1 \cdots T_d$. Let us mention that the basic ingredients of this model already appear in the work of Das-Sarkar-Sarkar [31] for the pure-pair case ($d = 2$ and $T = T_1 T_2$ has the property that $T^{*n} \to 0$ strongly as $n \to \infty$). This leads to the identification of additional unitary invariants (in addition to the characteristic function $\Theta_T$) so that the whole collection $\{G, \mathbb{W}, \Theta_T\}$ (which we call a characteristic triple for the commutative contractive tuple $\underline{T}$) is a complete unitary invariant for $\underline{T}$ for the case where $T = T_1 \cdots T_d$ is completely nonunitary. Here $G = \{G_{j1}, G_{j2} : j = 1, \ldots, d\}$ consists of the Fundamental Operators for the adjoint tuple $\underline{T}^* = (T_1^*, \ldots, T_d^*)$ and $\mathbb{W} = \{W_{z1}, \ldots, W_{zd}\}$ consists of a canonically constructed commutative unitary tuple of multiplication operators on the Sz.-Nagy–Foias defect model space $\Delta_{\Theta_T} \cdot L^2(D_{\Theta_T})$ with product equal to multiplication by the coordinate $M_\zeta$ on $\Delta_{\Theta_T} \cdot L^2(D_{\Theta_T})$, all of which is vacuous for the case where $T = T_1 \cdots T_d$ is pure. Let us also
mention that we obtain an analogue of the Sz.-Nagy–Foias canonical decomposition for a contraction operator, i.e.: any commutative contractive operator tuple $T$ splits as an orthogonal direct sum $T = T_u \oplus T_c$ where $T_u$ is a commutative unitary operator-tuple and $T_c$ is a commutative contractive operator tuple with $T = T_1 \cdots T_d$ completely nonunitary. As the unitary classification problem for commutative unitary tuples can be handled by the spectral theory for commuting normal operators (see [34, 10]), the results for the case where $T = T_1 \cdots T_d$ is completely nonunitary combined with the spectral theory for the commutative unitary case leads to a model theory and unitary classification theory for the general class of commutative contractive operator-tuples.

Let us mention that Bercovici-Douglas-Foias [14, 15, 16] have also recently obtained a wealth of structural information concerning commutative contractive tuples. This work also builds off the BCL-model for the commutative isometric case, but also derives additional insight concerning the BCL-model itself. There also appears the notion of characteristic function for a commutative contractive operator-tuple, but this is quite different from our notion of characteristic function (simply the Sz.-Nagy-Foias characteristic function of the single operator equal to the product $T = T_1 \cdots T_d$).

The paper is organized as follows. After the present Introduction, Section 2 on preliminaries provides (i) a reference for some standard notations to be used throughout, (ii) a review of the rational dilation problem, especially in the context of the specific domains $\Gamma$ (symmetrized bidisk) and $E$ (tetra-block domain), including some discussion on how these domains arise from specific examples of the structured singular value arising in Robust Control theory, (iii) some background on Fundamental Operators in the setting of the symmetrized bidisk, along with some additional information (iv) concerning Berger-Coburn-Lebow models for commutative isometric-tuples [21] and (v) concerning the Douglas approach [32] to the Sz.-Nagy–Foias model theory which will be needed in the sequel. Let us also mention that the present manuscript is closely related to our companion paper [13] where the results of the present paper are developed directly for the pair case $(T_u = (T_1, T_2)$ is a commutative contractive operator-pair) from a more general point of view where additional details are developed. Finally this manuscript and [13] subsume the preliminary report [54] posted on arXiv.

Acknowledgement: Finally let us mention that this paper is dedicated to the memory of Ron Douglas, a role model and inspiring mentor for us. Indeed it is his approach to the Sz.-Nagy–Foias model theory in [32] which was a key intermediate step in our development of the multivariable version appearing here. In addition his recent work with Bercovici and Foias [14, 15, 16] has informed our work as well.
2. Preliminaries

2.1. Notation

We here provide a reference for a core of common notation to be used throughout the paper.

Given an operator $A$ on a Hilbert space $X$, we write

- $\nu(A)$ = numerical radius of $A$ = $\sup\{|\langle Ax, x \rangle_X| : x \in X \text{ with } \|x\| = 1\}$.
- $\rho_{\text{spec}}(A)$ = spectral radius of $A$ = $\sup\{|\lambda| : \lambda \in \mathbb{C} \text{ and } \lambda I - A \text{ not invertible} \}$.
- If $T \in L(X)$ with $\|T\| \leq 1$, then $D_T$ denotes the defect operator of $T$ defined as $D_T = (I - T^*T)^{\frac{1}{2}}$ and $D_T = \text{Ran} D_T$.
- Given the set of $d$ indices $\{j : 1 \leq j \leq d\}$, $(j)$ denotes the tuple of $d - 1$ indices $(1, \ldots, j - 1, j + 1, \ldots, d)$.
- For a $d$-tuple $(T_1, T_2, \ldots, T_d)$ of operators and an index $j$ such that $1 \leq j \leq d$, $T_{(j)}$ denotes the operator $T_1 \cdots T_{j-1}T_{j+1} \cdots T_d$.

2.2. Domains with motivation from control: the symmetrized bidisk $G$ and the tetrablock $E$

The symmetrized bidisk $G$ is the domain in $\mathbb{C}^2$ defined as

$$G = \{(s, p) \in \mathbb{C}^2 : \exists (\lambda_1, \lambda_2) \in \mathbb{D}^2 \text{ such that } s = \lambda_1 + \lambda_2 \text{ and } p = \lambda_1 \lambda_2 \}. \quad (2.1)$$

The study of this domain from a function-theoretic and operator-theoretic point of view was initiated in a series of papers by Agler and Young starting in the late 1990s (see [3, 4, 5, 6, 7, 8]) with original motivation from Robust Control Theory (see [38] and the papers of Bercovici, Foias and Tannenbaum [17, 18, 19, 20]). The control motivation can be explained as follows.

A key role is played by the notion of structured singular value introduced in the control literature by Packer and Doyle [45]. The structured singular value $\mu_\Delta(A)$ of a $N \times N$ matrix over $\mathbb{C}$ with respect to an uncertainty set $\Delta$ (to be thought of as the admissible range for an additional unknown variable $\Delta$ which is used to parametrize the set of possible true plants around the chosen nominal (oversimplified) model plant) is defined to be

$$\mu_\Delta(A) = [\sup\{r \in \mathbb{R}_+ : I - \Delta A \text{ invertible for } \Delta \in \Delta \text{ with } \|\Delta\| \leq r\}]^{-1}$$

After appropriate normalizations, it suffices to test whether $\mu_\Delta(A) < 1$;

$$\mu_\Delta(A) < 1 \Leftrightarrow I - A\Delta \text{ invertible for all } \Delta \in \Delta \text{ with } \|\Delta\| \leq 1.$$

In the control theory context, this appears as the test for internal stability not only for the nominal plant but for all other possible true plants as modeled by the uncertainty set $\Delta$. In practice the uncertainty set is taken to be the set of all matrices having a prescribed block diagonal structure.
For the case of $2 \times 2$ matrices, there are three possible block-diagonal structures:

\[ \Delta_{\text{full}} = \left\{ \begin{bmatrix} z_{11} & z_{12} \\ z_{21} & z_{22} \end{bmatrix} : z_{ij} \in \mathbb{C} \right\} = \text{all } 2 \times 2 \text{ matrices.} \]

\[ \Delta_{\text{scalar}} = \left\{ \begin{bmatrix} z \\ 0 \\ 0 \end{bmatrix} : z \in \mathbb{C} \right\} = \text{all scalar } 2 \times 2 \text{ matrices.} \]

\[ \Delta_{\text{diag}} = \left\{ \begin{bmatrix} z_1 \\ 0 \\ 0 \\ z_2 \end{bmatrix} : z_1, z_2 \in \mathbb{C} \right\} = \text{all diagonal matrices.} \]

An easy exercise using the theory of singular-value decompositions is to show that

\[ \mu_{\Delta_{\text{full}}}(A) = \|A\|. \]

To compute \( \mu_{\Delta_{\text{scalar}}}(A) \), one can proceed as follows. Given \( A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \), from the definitions we see that

\[ \mu_{\Delta_{\text{scalar}}}(A) < 1 \iff \det \begin{bmatrix} 1 - za_{11} & -za_{12} \\ -za_{21} & 1 - za_{22} \end{bmatrix} \neq 0 \text{ for all } z \text{ with } |z| \leq 1 \]
\[ \iff 1 - (\text{tr } A)z + (\det A)z^2 \neq 0 \text{ for all } z \text{ with } |z| \leq 1. \quad (2.2) \]

Thus the decision as to whether \( \mu_{\Delta_{\text{scalar}}}(A) < 1 \) depends only on \( \text{tr } A \) and \( \det A \), i.e., on \( \text{tr } A = \lambda_1 + \lambda_2 \) and \( \det A = \lambda_1 \lambda_2 \) where \( \lambda_1, \lambda_2 \) are the eigenvalues of \( A \). This suggests that we define a map \( \pi_G : \mathbb{C}^{2 \times 2} \to \mathbb{C}^2 \) by

\[ \pi_G(A) = (\text{tr } A, \det A) \]

and introduce the domain

\[ G' = \{ x = (x_1, x_2) \in \mathbb{C}^2 : \exists A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \in \mathbb{C}^{2 \times 2} \text{ with } \pi_G(A) = x \text{ and } \mu_{\Delta_{\text{scalar}}}(A) < 1 \}. \quad (2.3) \]

Note next that the first form of the criterion (2.2) for \( \mu_{\Delta_{\text{scalar}}}(A) < 1 \) can also be interpreted as saying that \( A \) has no inverse-eigenvalues inside the closed unit disk, i.e., all eigenvalues of \( A \) are in the open unit disk, meaning that \( \rho_{\text{spec}}(A) < 1 \). In this way we see that the symmetrized bidisk \( G \) (2.1) is exactly the same as the domain \( G' \) given by (2.3). This equivalence gives the connection between the symmetrized bidisk and the structured singular value \( A \mapsto \mu_{\Delta_{\text{scalar}}}(A) \).

Noting that similarity transformations \( A \mapsto A' = SAS^{-1} \) for some invertible \( S \) preserve eigenvalues and using the fact that \( \rho_{\text{spec}}(A) < 1 \) if and only if \( A \) is similar to a strict contraction (known as Rota’s Theorem [48] among mathematicians whereas engineers think in terms of \( X = S^*S \succ 0 \) being a solution of the Linear Matrix Inequality \( A^*XA - X \prec 0 \)—see e.g. [38, Theorem 11.1 (i)]), we see that yet another characterization of the domain \( G \) is

\[ G = \{ x = (s, p) \in \mathbb{C}^2 : \exists A \in \mathbb{C}^2 \text{ with } \pi_G(A) = x \text{ and } \|A\| < 1 \}. \quad (2.4) \]
The fact that one can always write down a companion matrix $A$ whose characteristic polynomial $\det(zI - A)$ is equal to a given polynomial $1 - sz + ps^2$ leads us to one more equivalent definition of $G$:

$$G = \{(s,p) \in \mathbb{C}^2 : 1 - sz + pz^2 \neq 0 \text{ for } |z| \leq 1\}. \quad (2.5)$$

The closure of $G$ is denoted by $\Gamma$.

A similar story holds for the tetrablock domain $E$ defined as

$$E = \{x = (x_1, x_2, x_3) \in \mathbb{C}^3 : 1 - x_1 z - x_2 w + x_3 zw \neq 0 \text{ whenever } |z| \leq 1, |w| \leq 1\}$$

(2.6)

(the analogue of definition (2.5) for the symmetrized bidisk $G$) and its connection with the structured singular value $A \mapsto \mu_{\Delta_{\text{diag}}}(A)$. From the definitions we see that, for $A = [\begin{smallmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{smallmatrix}]$, $\mu_{\Delta_{\text{diag}}}(A) < 1 \iff \det \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \begin{pmatrix} z & w \\ 0 & A \end{pmatrix} \neq 0 \text{ for } |z| \leq 1, |w| \leq 1$

$$\iff 1 - za_{11} - wa_{22} + zw \cdot \det A \neq 0 \text{ whenever } |z| \leq 1, |w| \leq 1.$$

This suggests that we define a mapping $\pi_E : \mathbb{C}^2 \times \mathbb{C}^2 \to \mathbb{C}^3$ by

$$\pi_E \left( \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix} \right) = (a_{11}, a_{22}, a_{11} a_{22} - a_{12} a_{21})$$

and we define a domain $E$ by

$$E = \{x = (x_1, x_2, x_3) \in \mathbb{C}^3 : \exists A \in \mathbb{C}^2 \times \mathbb{C}^2 \text{ with } \pi_E(A) = x \text{ and } \mu_{\Delta_{\text{diag}}}(A) < 1\}. \quad (2.7)$$

If $x = (x_1, x_2, x_3)$ belongs to $E$ as defined in (2.6) above, we can always take $A = [\begin{smallmatrix} x_1 & x_2 - x_3 \\ x_2 & x_3 \end{smallmatrix}]$ to produce a matrix $A$ with $\pi_E(A) = (x_1, x_2, x_3)$ and then this $A$ has the property that $\mu_{\Delta_{\text{diag}}}(A) < 1$. Thus definitions (2.6) and (2.7) are equivalent. Among the many equivalent definitions of $E$ (see [1, Theorem 2.2]), one of the more remarkable ones is the following variation of definition (2.7):

$$E = \{x = (x_1, x_2, x_3) \in \mathbb{C}^3 : \exists A \in \mathbb{C}^3 \text{ with } \pi_E(A) = x \text{ and } \|A\| < 1\}. \quad (2.8)$$

That (2.7) and (2.8) are equivalent can be seen as a consequence of the $2s + f$ theorem in the control literature (with $s = 0, f = 2$ so that $2s + f = 2 \leq 3$)—see [38, Theorem 8.27], but is also proved in [1] directly.

While the original motivation was the control theory connections, most of the ensuing research concerning the domains $G$ and $E$ focused on their role as new concrete domains to explore operator- and function-theoretic questions concerning general domains in $\mathbb{C}^d$. One such question is the rational dilation problem formulated by Arveson [11]. Let us assume that $K$ is a compact set in $\mathbb{C}^d$ (as is the case for $K$ equal to $\Gamma = \overline{G}$ or $\overline{E}$). Suppose that we are given a commutative tuple $T = (T_1, \ldots, T_d)$ of Hilbert space operators with Taylor joint spectrum contained in $K$ (if the Hilbert space $\mathcal{H}$ is finite-dimensional, one can take Taylor joint spectrum to mean the set of joint eigenvalues). If $r$ is any function holomorphic in a neighborhood of $K$ (taking $r$ to be rational suffices: if $K$ is polynomially convex, one can even take $r$ to be polynomial) any reasonable functional calculus can be used to define
We say that $T$ is a $K$-contraction (sometimes also phrased as $K$ is a spectral set for $T$), if for all $r \in \text{Rat}(K)$ (rational functions holomorphic in a neighborhood of $K$) it is the case that the following von Neumann inequality holds:

$$\|r(T)\|_{B(H)} \leq \|r\|_{\infty, K} = \sup_{z \in K} |r(z)|$$

where $B(H)$ is the Banach algebra of bounded linear operators on $H$ with the operator norm. Let us say that that operator tuple $U = (U_1, \ldots, U_d)$ is $K$-unitary if $U$ is a commutative tuple of normal operators with joint spectrum contained in the distinguished boundary $\partial_e K$ of $K$. We say that $T$ has a $K$-unitary dilation if there is a $K$-unitary operator-tuple $U$ on a larger Hilbert space $K$ containing $H$ such that $r(T) = P_H r(U)|_H$ for all $r \in \text{Rat}(K)$. If $T$ has a $K$-unitary dilation $U$, it follows that

$$\|r(T)\| = \|P_H r(U)|_H\| \leq \|r(U)\| = \sup_{z \in \partial_e K} |r(z)|$$

(by the functional calculus for commutative normal operators)

$$= \sup_{z \in K} |r(z)|$$

(by the definition of the distinguished boundary)

and it follows that $T$ has $K$ as a spectral set. The rational dilation question asks: for a given compact set $K$, when is it the case that the converse direction holds, i.e., that $T$ being a $K$-contraction implies that $T$ has a $K$-unitary dilation $U$? For the case of $K$ equal to the closed polydisk $\overline{D}^d$, the rational dilation question is known to have an affirmative answer in case $d = 1$ (by the Sz.-Nagy dilation theorem [43]) as well as $d = 2$ (by the Andô dilation theorem [9]) but has a negative answer for $d \geq 3$ by the result of Parrott [47].

For the case of $K = \Gamma$ it is known that the rational dilation question has an affirmative answer (\cite{7, 25}) while the case of $K = \overline{E}$ was initially thought to be settled in the negative [46] but now appears to be still undecided [12].

It is known that existence of a $K$-unitary dilation for $T$ is equivalent to the existence of a $K$-isometric lift for $T$. Here a commutative operator-tuple $V = (V_1, \ldots, V_d)$ defined on a Hilbert space $K_+$ is said to be a $K$-isometry if there is a $K$-unitary $d$-tuple $U = (U_1, \ldots, U_d)$ on a Hilbert space $K$ containing $K_+$ such that $K_+$ is invariant for $U$ and $U$ restricted to $K_+$ is equal to $V$, i.e.,

$$U_j K_+ \subset K_+ \text{ and } U_j|_{K_+} = V_j \text{ for } j = 1, \ldots, d.$$

Then we say that the $K$-contraction $T$ has a $K$-isometric lift if there is a $K$-isometric operator-tuple $V$ on a Hilbert space $K_+$ containing $H$ such that $V$ is a lift of $T$, i.e., for each $j = 1, \ldots, d$,

$$V_j^* H \subset H \text{ and } V_j^*|_H = T_j^*.$$

It is known that a $K$-contraction $T$ has a $K$-unitary dilation if and only if $T$ has a $K$-isometric lift. In practice $K$-isometric lifts are easier to work with, so in the sequel we shall only deal with $K$-isometric lifts. This point has been made in a number of places (see e.g. the introduction in [12]).
We define a couple of terminologies here. To add flexibility to the construction of such lifts, we often drop the requirement that $\mathcal{H}$ be a subspace of $\mathcal{K}_+$ but instead require only an isometric identification map $\Pi: \mathcal{H} \to \mathcal{K}_+$. We summarize the precise language which we shall be using in the following definition.

**Definition 2.1.** We say that $(\Pi, \mathcal{K}_+, S = (S_1, \ldots, S_d))$ is a lift of $\underline{T} = (T_1, \ldots, T_d)$ on $\mathcal{H}$ if

- $\Pi: \mathcal{H} \to \mathcal{K}_+$ is isometric, and
- $S_j^* \Pi h = \Pi T_j^* h$ for all $h \in \mathcal{H}$ and $j = 0, 1, 2, \ldots, d$.

A lift $(\Pi, \mathcal{K}_+, S)$ of $\underline{T}$ is said to be **minimal** if

$$\mathcal{K}_+ = \overline{\text{span}}\{S_1^{m_1} S_2^{m_2} \cdots S_d^{m_d} h : h \in \mathcal{H}, m_j \geq 0\}.$$ 

Two lifts $(\Pi, \mathcal{K}_+, S)$ and $(\Pi', \mathcal{K}'_+, S')$ of the same $(T_1, \ldots, T_d)$ are said to be **unitarily equivalent** if there is a unitary operator $\tau: \mathcal{K}_+ \to \mathcal{K}'_+$ so that $\tau S_j = S'_j \tau$ for each $j = 1, \ldots, d$, and $\tau \Pi = \Pi'$.

It is known (see Chapter I of [42]) that when $\mathcal{K} = \mathbb{D}$, any two minimal isometric lifts of a given contraction are unitarily equivalent. However, minimality in several variables does not imply uniqueness, in general. For example, two minimal $\mathbb{D}^2$-isometric lifts need not be unique (see [41]). Instead of $\mathbb{D}$-contraction, the terminology **tetrablock contraction** was used in [22]. We follow this terminology.

### 2.3. Fundamental operators

For our study of commutative contractive tuples $\underline{T} = (T_1, \ldots, T_d)$, we shall have use for the following theorem concerning $\Gamma$-contractions. We refer back to Section 2.1 for other notational conventions.

**Theorem 2.2.** Let $(S, T)$ be a $\Gamma$-contraction on a Hilbert space $\mathcal{H}$. Then

1. (See [25, Theorem 4.2].) There exists a unique operator $F \in \mathcal{B}(\mathcal{D}_T)$ with $\nu(F) \leq 1$ such that

$$S - S^* T = D_T F D_T.$$

2. (See [22, Lemma 4.1].) The operator $F$ in part (1) above is the unique solution $X = F$ of the operator equation

$$D_T S = XD_T + X^* D_T T.$$

This theorem has been a major influence on further developments in the theory of both $\Gamma$-contractions [26, 27] and tetrablock contractions [22, 28, 53]. The unique operator $F$ in Theorem 2.2 is called the **fundamental operator** of the $\Gamma$-contraction $(S, T)$. 
2.4. Models for commutative isometric tuples

The following result of Berger, Coburn and Lebow for commutative-tuples of isometries is a fundamental stepping stone for our study of commutative-tuples of contractions.

**Theorem 2.3.** Let $d \geq 2$ and $(V_1, V_2, \ldots, V_d)$ be a $d$-tuple of commutative isometries acting on $\mathcal{K}$. Then there exist Hilbert spaces $\mathcal{F}$ and $\mathcal{K}_u$, unitary operators $U_1, \ldots, U_d$ and projection operators $P_1, \ldots, P_d$ on $\mathcal{F}$, commutative unitary operators $W_1, \ldots, W_d$ on $\mathcal{K}_u$, such that $\mathcal{K}$ can be decomposed as

$$
\mathcal{K} = H^2(\mathcal{F}) \oplus \mathcal{K}_u
$$

and with respect to this decomposition

$$
V_j = M_{U_j}P_j + zU_jP_j \oplus W_j, \quad V(j) = M_{P_jU_j^* + zP_jU_j^*} \oplus W(j) \text{ for } 1 \leq j \leq d,
$$

and $V = V_1V_2 \cdots V_d = M_z \oplus W_1W_2 \cdots W_d$.

**Proof.** See Theorem 3.1 in [21] as well as [14, Section 2] for a different perspective. □

**Definition 2.4.** Given two Hilbert spaces $\mathcal{F}, \mathcal{E}$, $d$ projections $P_1, P_2, \ldots, P_d$ in $\mathcal{B}(\mathcal{F})$, $d$ unitaries $U_1, U_2, \ldots, U_d$ in $\mathcal{B}(\mathcal{F})$, and $d$ commuting unitaries $W_1, W_2, \ldots, W_d$ in $\mathcal{B}(\mathcal{E})$, the tuple

$$(\mathcal{F}, \mathcal{E}, P_j, U_j, W_j)_{j=1}^d$$

will be referred to as a BCL tuple. We shall call the tuple of isometries acting on $H^2(\mathcal{F}) \oplus \mathcal{E}$ given by

$$(M_{P_1U_1^* + zU_1P_1} \oplus W_1, M_{U_2P_2^* + zU_2P_2} \oplus W_2, \ldots, M_{U_dP_d^* + zU_dP_d} \oplus W_d)$$

the BCL model associated with the BCL tuple $(\mathcal{F}, \mathcal{E}, P_j, U_j, W_j)_{j=1}^d$.

**Remark 2.5.** If $P$ and $U$ are a projection and a unitary acting on a Hilbert space $\mathcal{F}$, then one can check that the multiplication operator $M_{U(P^* + zP)}$ acting on $H^2(\mathcal{F})$ is an isometry. It should however be noted that given $d$ projections $P_1, P_2, \ldots, P_d$ and unitaries $U_1, U_2, \ldots, U_d$ on $\mathcal{F}$, the tuple of isometries

$$(M_{P_1U_1^* + zU_1P_1}, M_{U_2P_2^* + zU_2P_2}, \ldots, M_{U_dP_d^* + zU_dP_d})$$

need not be commutative, in general. Necessary conditions for such a tuple of isometries to be commuting are given in Theorem 3.2 of [21]:

$U_1U_2 \cdots U_d = I_{\mathcal{F}}, \quad U_i U_j = U_j U_i$ for $1 \leq i, j \leq d$,

$$P_{j_1} + U_{j_1}^* P_{j_2} U_{j_1} + U_{j_2}^* U_{j_1}^* P_{j_3} U_{j_1} U_{j_2} + \cdots + U_{j_{d-1}}^* \cdots U_{j_1}^* P_{j_n} U_{j_1} \cdots U_{j_{d-1}} = I_{\mathcal{F}}$$

for $(j_1, j_2, \ldots, j_d) \in S_d$

(2.12)

where $S_d$ is the permutation group on $d$ indices $\{1, 2, \ldots, d\}$. When $d = 2$, these necessary conditions (2.12) simplify to

$$U_2 = U_1^* \text{ and } P_2 = I_{\mathcal{F}} - P_1.$$

(2.13)

which turn out to be sufficient as well for the $d = 2$ case.
It is well known that an arbitrary family of commutative isometries has a commutative unitary extension (see [42, Proposition I.6.2]). The Berger-Coburn-Lebow model for commutative isometries gives some additional information regarding such extensions.

Lemma 2.6. Let $V = (V_1, V_2, \ldots, V_d)$ be a $d$-tuple of commutative isometries on a Hilbert space $\mathcal{H}$ and $V = V_1 V_2 \cdots V_d$. Then $V$ has a commutative unitary extension $Y = (Y_1, Y_2, \ldots, Y_d)$ such that $Y = Y_1 Y_2 \cdots Y_d$ is the minimal unitary extension of $V$.

Proof. See [21, Theorem 3.6]. \hfill \Box

2.5. Canonical commutative unitary tuple associated with a commutative tuple of contractions

Let $(T_1, T_2, \cdots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ and $T = T_1 T_2 \cdots T_d$. Since $T$ is a contraction, the sequence $T^n T^* n$ converges in the strong operator topology. Let $Q$ be the positive semidefinite square root of the limit operator, so $Q^2 := \text{SOT- lim } T^n T^* n$. (2.14)

Then the operator $X^* : \text{Ran } Q \rightarrow \text{Ran } Q$ defined densely by $X^* Q = QT^*$, (2.15)

is an isometry because for all $h \in \mathcal{H}$,

$$\langle Q^2 h, h \rangle = \lim_{n \rightarrow \infty} \langle T^n T^* n T^* h, T^* h \rangle = \langle QT^* h, QT^* h \rangle.$$

(2.16)

Let $W^*_D$ on $\mathcal{R}_D \supseteq \text{Ran } Q$ be the minimal unitary extension of $X^*$. Define the operator $\hat{O}_{D, T^*} : \mathcal{H} \rightarrow H^2(D_{T^*})$ as

$$\hat{O}_{D, T^*}(z) h = \sum_{n=0}^{\infty} z^n D_{T^*} T^* n h, \text{ for every } h \in \mathcal{H}.$$ (2.17)

Then the operator $\Pi_D : \mathcal{H} \rightarrow H^2(D_{T^*}) \oplus \mathcal{R}_D$ defined by

$$\Pi_D(h) = \hat{O}_{D, T^*}(z) h \oplus Q(h) = \sum_{n=0}^{\infty} z^n D_{T^*} T^* n h \oplus Qh$$ (2.18)

is an isometry and satisfies the intertwining property

$$\Pi_D T^* = (M_z \oplus W_D)^* \Pi_D$$ (2.19)

(see e.g. [32, Section 4]). We conclude that with the isometry $V_D$ defined on $K_D := H^2(D_{T^*}) \oplus \mathcal{R}_D$ as

$$V_D := M_z \oplus W_D,$$ (2.20)

($\Pi_D, K_D, V_D$) is an isometric lift of $T$. One can furthermore shows that this lift is minimal as well (see [32, Lemma 1]).

If we now recall that $T = T_1, T_2, \ldots, T_d$, we see that for all $h \in \mathcal{H}$ and $i = 1, 2, \ldots, d$,

$$\langle T_i Q^2 T_i^* h, h \rangle = \lim(T^n(T_i T_i^*) T^* n h, h) \leq \lim(T^n T^* n h, h) = \langle Q^2 h, h \rangle.$$

By the Douglas Lemma \[33\], this implies that there exists a contraction \(X_i^*\) such that
\[
X_i^* Q = QT_i^*.
\] (2.21)
Since \(T = T_1, T_2, \ldots, T_d\), it is evident that \((X_1, X_2, \ldots, X_d)\) is a commutative tuple of contractions and that
\[
X_1^* \cdots X_d^* = X^*,
\]
where \(X^*\) is as in \((2.15)\). Since \(X^*\) is an isometry, so also is each \(X_i\). By Lemma 2.6 we have a commutative unitary extension \((W_{\partial 1}', W_{\partial 2}', \ldots, W_{\partial d}')\) of \((X_1^*, X_2^*, \ldots, X_d^*)\) on the same space \(\mathcal{R}_D \supseteq \text{Ran} Q\), where the minimal unitary extension \(W_D\) of \(X^*\) acts and
\[
W_D = W_{\partial 1} W_{\partial 2} \cdots W_{\partial d}.
\] (2.22)
Note that this means
\[
\mathcal{R}_D = \overline{\text{span}}\{W^\partial_0 x : x \in \text{Ran} Q \text{ and } n \geq 0\}. \tag{2.23}
\]
The tuple
\[
W_\partial := (W_{\partial 1}, W_{\partial 2}, \ldots, W_{\partial d}) \tag{2.24}
\]
will be referred to as the canonical commutative unitary tuple associated with \((T_1, T_2, \ldots, T_d)\). We next show that the canonical tuple of commutative unitary operators is uniquely determined by the tuple \((T_1, T_2, \ldots, T_d)\).

**Lemma 2.7.** Let \(T = (T_1, T_2, \ldots, T_d)\) on \(\mathcal{H}\) and \(T' = (T'_1, T'_2, \ldots, T'_d)\) on \(\mathcal{H}'\) be two tuples of commutative contractions. Let \(W_\partial = (W_{\partial 1}, W_{\partial 2}, \ldots, W_{\partial d})\) on \(\mathcal{R}_D\) and \(W'_\partial = (W'_{\partial 1}, W'_{\partial 2}, \ldots, W'_{\partial d})\) on \(\mathcal{R}'_D\) be the respective commutative tuples of unitaries obtained from \(T\) and \(T'\) as above, respectively. If \(T\) is unitarily equivalent to \(T'\) via the unitary similarity \(\phi : \mathcal{H} \to \mathcal{H}'\), then so are \(W_\partial\) and \(W'_\partial\) via the induced unitary transformation \(\tau_\phi : \mathcal{R}_D \to \mathcal{R}'_D\) determined by \(\tau_\phi : W^\partial_0 \to W'^\partial_0\phi h\). In particular, if \(T = T'\), then \(W_\partial = W'_\partial\).

**Proof.** That the tuples \(W_\partial\) and \(W'_\partial\) are obtained from \(T\) and \(T'\) respectively means that
\[
W^\partial_{\partial j} Q = QT_j^* \quad \text{and} \quad W'^\partial_{\partial j} Q' = Q'T_j'^* \quad \text{for each } j = 1, 2, \ldots, d,
\]
\[
W_D = \prod_{j=1}^\infty W^\partial_{\partial j}, \quad W'_D = \prod_{j=1}^\infty W'^\partial_{\partial j}, \tag{2.25}
\]
where \(Q'^2 = \text{SOT-lim}_{n \to \infty} T'^n T'^*n\) and \(Q'^2 = \text{SOT-lim}_{n \to \infty} T^n T'^*n\) with \(T = T_1 T_2 \cdots T_d\) and \(T' = T'_1 T'_2 \cdots T'_d\). We shall show that set of equations \((2.25)\) is all that is needed to prove the lemma.

So suppose that the tuples \(T\) and \(T'\) are unitarily equivalent via the unitary similarity \(\phi : \mathcal{H} \to \mathcal{H}'\). By definitions of \(Q\) and \(Q'\), it is easy to see that \(\phi\) intertwines \(Q\) and \(Q'\) also and hence \(\phi\) takes \(\text{Ran} Q\) onto \(\text{Ran} Q'\). By \((2.25)\) it follows that \(\phi\) intertwines \(W^\partial_{\partial j} |_{\text{Ran} Q}\) and \(W'^\partial_{\partial j} |_{\text{Ran} Q'}\) for each
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$j = 1, 2, \ldots, d$. Now remembering the formula (2.23) for the spaces $\mathcal{R}_D$ and $\mathcal{R'}_D$, we define $\tau_\phi : \mathcal{R}_D \rightarrow \mathcal{R'}_D$ by

$$\tau_\phi : W^n_D x \mapsto W^{n+1}_D \phi x,$$

for every $x \in \text{Ran } Q$ and $n \geq 0$

and extend linearly and continuously. It is evident that $\tau_\phi$ is unitary and intertwines $W_D$ and $W'_D$. For a non-negative integer $n$, $j = 1, 2, \ldots, d$ and $x$ in $\text{Ran } Q$, and extend linearly and continuously. It is evident that $\tau_\phi$ is unitary and intertwines $W_D$ and $W'_D$. For a non-negative integer $n$, $j = 1, 2, \ldots, d$ and $x$ in $\text{Ran } Q$, we compute

$$\tau_\phi W\partial_j(W^n_D x) = \tau_\phi W^{n+1}_D \left( \prod_{j \neq i=1}^d W^{*}_{\partial_i} x \right)$$

and $\tau_\phi W^{n+1}_D \left( \prod_{j \neq i=1}^d W^{*}_{\partial_i} x \right) = W'_{\partial_j} W^{n+1}_D \phi x = W'_{\partial_j} \tau_\phi(W^n_D x)$.

and the lemma follows. □

3. Fundamental operators for a tuple of commutative contractions

The following result reduces the study of commutative contractive $d$-tuples to the study of a family of $\Gamma$-contractions. This enables us to apply the substantial body of existing results concerning $\Gamma$-contractions to the study of commutative contractive operator-tuples.

**Proposition 3.1.** Let $d \geq 2$ and $\underline{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ and let $T = T_1 \cdots T_d$. Then for each $j = 1, 2, \ldots, d$ and $w \in \overline{\mathcal{B}}$, the pair

$$(S_j(w), T(w)) := (T_j + wT(j), wT)$$

is a $\Gamma$-contraction, where $T(j) := T_1 \cdots T_{j-1}T_{j+1} \cdots T_d$.

**Proof.** Note that for each $j = 1, 2, \ldots, d$ and $w \in \overline{\mathcal{B}}$, the pair $(S_j(w), T(w))$ is actually the symmetrization of two commutative contractions, viz., $T_j$ and $wT(j)$. Since every such pair is a $\Gamma$-contraction, the result follows. □

Proposition 3.1 allows us to apply the $\Gamma$-contraction theory to obtain fundamental operators associated with a $d$-tuple of commutative contractions. This is the main result of this section.

**Theorem 3.2.** Let $d \geq 2$ and $\underline{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ and let $T = T_1T_2 \cdots T_d$. Then

1. For each $i = 1, 2, \ldots, d$, there exist unique bounded operators $F_{i1}, F_{i2} \in \mathcal{B}(D_T)$ with $\nu(F_{i1} + wF_{i2}) \leq 1$ for all $w \in \overline{\mathcal{B}}$ such that

$$T_i - T_i^* T = D_T F_{i1} D_T,$$

$$T_{i} - T_i^* T = D_T F_{i2} D_T.$$
2. For each $i = 1, 2, \ldots, d$, the pair $(F_{i1}, F_{i2})$ as in part (1) is the unique solution $(X_{i1}, X_{i2}) = (F_{i1}, F_{i2})$ of the system of operator equations

\begin{align*}
D_T T_i &= X_{i1} D_T + X_{i2}^* D_T T, \\
D_T T_{(i)} &= X_{i2} D_T + X_{i1}^* D_T T. \tag{3.3}
\end{align*}

Proof. Note first that Proposition 3.1 ensures us that for all $w \in \mathbb{T}$, the pairs $(S_i(w), T(w)) := (T_i + wT_{(i)}, wT)$ are $\Gamma$-contractions. Hence by Theorem 2.2 there exist operators $F_i(w) \in \mathcal{B}(D_T)$ such that

\begin{align*}
S_i(w) - S_i(w)^* T(w) &= D_T F_i(w) D_T \tag{3.4}
\end{align*}

which in turn simplifies to

\begin{align*}
(T_i - T_{(i)}^*) + w(T_i - T_{(i)}^*) &= D_T F_i(w) D_T.
\end{align*}

Let us introduce the notation

\begin{align*}
L_0 &= T_i - T_{(i)}^*, \\
L_1 &= T_{(i)} - T_{i}^*, \\
L(w) &= L_0 + wL_1
\end{align*}

so that we can write more compactly as

\begin{align*}
L(w) &= D_T F_i(w) D_T. \tag{3.5}
\end{align*}

Our goal is to show that then necessarily $F_i(w)$ has the pencil form

\begin{align*}
F_i(w) &= F_{i1} + wF_{i2}, \tag{3.6}
\end{align*}

for some uniquely determined operators $F_{i1}$ and $F_{i2}$ in $\mathcal{B}(D_T)$. Note that we recover $L_0$ and $L_1$ from $L(w)$ via the formulas

\begin{align*}
L_0 &= L(0), \\
L_1 &= \frac{L(w) - L(0)}{w} \quad \text{for any } w \in \mathbb{D} \setminus \{0\}.
\end{align*}

Since $L(0) = D_T F_i(0) D_T$, it is natural to set

\begin{align*}
F_{i1} &= F_i(0). \tag{3.7}
\end{align*}

Similarly, since we recover $L_1$ from $L(w)$ via the formula

\begin{align*}
L_1 &= \frac{L(w) - L(0)}{w} \quad \text{for any } w \in \mathbb{D} \setminus \{0\},
\end{align*}

it is natural to set

\begin{align*}
F_{i2} &= \frac{F_i(w) - F_i(0)}{w} \quad \text{for } w \in \mathbb{D} \setminus \{0\}. \tag{3.8}
\end{align*}

To see that the right-hand side of (3.8) is independent of $w$, we note that

\begin{align*}
L_1 &= \frac{L(w) - L(0)}{w} = D_T \frac{F_i(w) - F_i(0)}{w} D_T.
\end{align*}

Since $L_1$ is independent of $w$ and $(F_i(w) - F_i(0))/w \in \mathcal{B}(D_T)$, it follows that, for any two points $w, w' \in \mathbb{D} \setminus \{0\}$, we have

\begin{align*}
D_T \left( \frac{F_i(w) - F_i(0)}{w} - \frac{F_i(w') - F_i(0)}{w'} \right) D_T &= 0.
\end{align*}

From the general fact

\begin{align*}
X \in \mathcal{L}(D_T), \\
D_T X D_T = 0 \Rightarrow X = 0, \tag{3.9}
\end{align*}
it follows that \( \frac{F_i(w) - F_i(0)}{w} = \frac{F_i(w') - F_i(0)}{w'} \) and hence \( F_{i2} \) is well-defined by (3.8). From the definitions we see that \( L_0 + wL_1 = DT(F_{i1} + wF_{i2})DT \) and hence, again by the uniqueness statement (3.9), we have established that \( F_i(w) \) has the pencil form (3.6) as wanted.

Finally equations (3.2) now follow by equations coefficients in the pencil identity \( L(w) = DT(T(w)DT. \)

To prove part (2), we see by part (2) of Theorem 2.2 that for each \( i = 1, 2, \ldots, d \) and \( w \in \mathbb{T} \), the operator \( F_i(w) \) is the unique operator that satisfies

\[
D_T S_i(w) = F_i(w)DT + F_i(w)^* DT T(w).
\]

Hence it follows that for all \( w \in \mathbb{T} \) we have

\[
D_T(T_i + wT(i)) = (F_i + wF_i2)DT + w(F_i1 + wF_i2)^* DT T.
\]

A comparison of the constant terms and the coefficients of \( w \) gives the equations in (3.3).

The uniqueness part follows from that of the function \( F_i(w) \) as follows. If \( F_{i1}^' \) and \( F_{i2}^' \) are operators on \( D_T \) that satisfy (3.3), then setting \( F_i(w)^' = F_{i1}^' + wF_{i2}^' \) gives

\[
D_T S_i(w) = F_i(w)^' DT + F_i(w)^* DT T(w).
\]

By the uniqueness in part (2) of Theorem 2.2 we conclude \( F_i(w) = F_i(w)^' \) proving \( F_{i1} = F_{i1}^' \) and \( F_{i2} = F_{i2}^' \) for all \( i = 1, 2, \ldots, d \). \( \square \)

**Definition 3.3.** For a \( d \)-tuple \( T = (T_1, T_2, \ldots, T_d) \) of commutative contractions on a Hilbert space \( \mathcal{H} \), the unique operators \( \{F_{i1}, F_{i2} : i = 1, 2, \ldots, d\} \) obtained in Theorem 3.2 are called the fundamental operators of \( T \). The fundamental operators of the adjoint tuple \( T^* = (T_1^*, T_2^*, \ldots, T_d^*) \) will be denoted by \( \{G_{i1}, G_{i2} : i = 1, 2, \ldots, d\} \).

The following is a straightforward consequence of Theorem 3.2

**Corollary 3.4.** Let \( T = (T_1, T_2, \ldots, T_d) \) be a \( d \)-tuple of commutative contractions on a Hilbert space \( \mathcal{H} \). Then the fundamental operators \( \{G_{i1}, G_{i2} : i = 1, \ldots, d\} \) of the adjoint tuple \( T^* = (T_1^*, T_2^*, \ldots, T_d^*) \) are the unique operators satisfying the systems of equations

\[
\begin{align*}
T_i^* - T_iT^* &= D_T^*G_{i1}DT^* \quad \text{and} \\
T_i^* - T_iT^* &= D_T^*G_{i2}DT^*
\end{align*}
\]

and

\[
\begin{align*}
D_T^*T_i^* &= G_{i1}DT^* + G_{i2}^*DT^*T^* \quad \text{and} \\
D_T^*T_i^* &= G_{i2}DT^* + G_{i1}^*DT^*T^*
\end{align*}
\]

for each \( i = 1, 2, \ldots, d \):

We next note some additional properties of the fundamental operators. These properties will not be used in this paper but are of interest in their own right.
Proposition 3.5. Let $\mathcal{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ and $T = T_1 T_2 \cdots T_d$. Let $\{F_{j1}, F_{j2} : j = 1, \ldots, d\}$ be the fundamental operators of $\mathcal{T}$ and $\mathcal{T}^\ast$, respectively. Then for each $j = 1, 2, \ldots, d$,

1. $PF_{j1} = G_{j1}^T|_{\mathcal{D}_T}$;
2. $D_T F_{j1} = (T_j D_T - D_T G_j T)|_{\mathcal{D}_T}$, $D_T F_{j2} = (T_j G_j^T - D_T G_j T)|_{\mathcal{D}_T}$;
3. $(F_{j1}^T D_T D_T^\ast - F_{j2} T^\ast)|_{\mathcal{D}_T^\ast} = D_T D_T^\ast G_j - T^\ast G_j^2$ and $(F_{j2}^T D_T D_T^\ast - F_{j1}^T T^\ast)|_{\mathcal{D}_T^\ast} = D_T D_T^\ast G_j - T^\ast G_j^2$.

Proof. Let $(T_1, T_2)$ be a commutative pair of contractions on a Hilbert space $\mathcal{H}$. We claim that the triple $(T_1, T_2, T_1 T_2)$ is a tetrablock contraction or equivalently the closure of the tetrablock domain $\mathcal{E}$ as in (2.6) is a spectral set for $(T_1, T_2, T_1 T_2)$. Let $\pi_{\mathbb{D}^2, \mathcal{E}} : \mathbb{D}^2 \to \mathcal{E}$ be the map defined by

$$\pi_{\mathbb{D}^2, \mathcal{E}} : (z_1, z_2) \mapsto (z_1, z_2, z_1 z_2)$$

and let $f$ be any polynomial in three variables. Then by Andô’s theorem

$$\|f(T_1, T_2, T_1 T_2)\| = \|f \circ \pi_{\mathbb{D}^2, \mathcal{E}}(T_1, T_2)\| \leq \|f \circ \pi_{\mathbb{D}^2, \mathcal{E}}\|_{\infty, \mathbb{D}^2} \leq \|f\|_{\infty, \mathcal{E}}.$$ 

Therefore the triple $(T_1, T_2, T_1 T_2)$ is a tetrablock contraction whenever $(T_1, T_2)$ is a commutative pair of contractions.

Thus, given a $d$-tuple $\mathcal{T} = (T_1, T_2, \ldots, T_d)$ of commutative contractions on a Hilbert space $\mathcal{H}$, there is an associated family of tetrablock contractions, viz.,

$$(T_j, T_{(j)}, T), \quad j = 1, 2, \ldots, d.$$ 

Hence parts (1), (2) and (3) of Proposition 3.5 follow immediately from Lemmas 8, 9 and 10 of [22], respectively. \hfill \Box

Remark 3.6. We note that a result parallel to Theorem 3.2 appears in the theory of tetrablock contractions (see [22] Theorem 3.4), namely: if $(A, B, T)$ is a tetrablock contraction, then [22] that there exists two bounded operators $F_1, F_2$ acting on $\mathcal{D}_T$ with $\nu(F_1 + z F_2) \leq 1$, for every $z \in \overline{\mathbb{D}}$ such that

$$A - B^* T = D_T F_1 D_T$$

and

$$B - A^* T = D_T F_2 D_T.$$ 

Moreover, Corollary 4.2 in [22] shows that $F_1, F_2$ are the unique operators $(X_1, X_2)$ such that

$$D_T A = X_1 D_T + X_2^* D_T T, \quad D_T B = X_2 D_T + X_1^* D_T T.$$ 

These unique operators $F_1, F_2$ are called the fundamental operators of the tetrablock contraction $(A, B, T)$.

Furthermore, it is possible to arrive at the result of Theorem 3.2 via applying these results to the special tetrablock contractions (3.13). Our proof of Theorem 3.2 instead relies only on the properties of fundamental operators for $\Gamma$-contractions.
4. Joint Halmos dilation of fundamental operators

The following notion of dilation for the case \( d = 1 \) goes back to a 1950 paper of Halmos [39], hence our term joint Halmos dilation.

**Definition 4.1.** For a tuple \( \mathcal{A} = (A_1, A_2, \ldots, A_d) \) of operators on a Hilbert space \( \mathcal{H} \), a tuple \( \mathcal{B} = (B_1, B_2, \ldots, B_d) \) of operators acting on a Hilbert space \( \mathcal{K} \) containing \( \mathcal{H} \) is called a joint Halmos dilation of \( \mathcal{A} \), if there exists an isometry \( \Lambda : \mathcal{H} \to \mathcal{K} \) such that \( A_i = \Lambda^* B_i \Lambda \) for each \( i = 1, 2, \ldots, d \).

**Lemma 4.2.** Let \( d \geq 2 \) and \((T_1, T_2, \ldots, T_d)\) be a \( d \)-tuple of commutative contractions on \( \mathcal{H} \) and \( T = T_1T_2 \cdots T_d \).

1. Let \( \alpha = (j_1, \ldots, j_k) \) be a \( k \)-tuple such that \( 1 \leq j_1 < j_2 < \cdots < j_k \leq d \). Consider the \( k \)-tuple \((T_{j_1}, T_{j_2}, \ldots, T_{j_k})\) and define \( T_\alpha = T_{j_1} \cdots T_{j_k} \). Let \( \Delta_\alpha : \mathcal{D}_{T_\alpha} h \mapsto D_{T_{j_1}} \cdots D_{T_{j_k}} h \) be the operator defined by

\[
\Delta_\alpha : D_{T_\alpha} h \mapsto D_{T_{j_1}} T_{j_2} \cdots T_{j_k} h \oplus \cdots \oplus D_{T_{j_{k-1}}} T_{j_k} h \oplus D_{T_{j_k}} h \tag{4.1}
\]

for all \( h \in \mathcal{H} \). Then \( \Delta_\alpha \) is an isometry.

2. For each \( j = 1, 2, \ldots, d \), the operator

\[
\Lambda_j : \mathcal{D}_T \to \mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d}
\]

given by

\[
\Lambda_j : D_T h \mapsto D_{T_j} T_{(j)} h \oplus \Delta_{(j)} D_{T_{(j)}} h , \quad \text{for all } h \in \mathcal{H} \tag{4.2}
\]

is an isometry, where \( \Delta_{(j)} \) for the tuple \((j) = (1, \ldots, j-1, j+1, \ldots, d)\) is as in (4.1).

3. For each \( j = 1, 2, \ldots, d \), the operator \( U_j^* : \text{Ran } \Lambda_j \to \mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d} \) defined by

\[
U_j^* : D_{T_j} T_{(j)} h \oplus \Delta_{(j)} D_{T_{(j)}} h \mapsto D_{T_j} h \oplus \Delta_{(j)} D_{T_{(j)}} T_j h \text{ for all } h \in \mathcal{H} \tag{4.3}
\]

is an isometry.

4. After possibly enlarging the Hilbert space \( \mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d} \) to a larger Hilbert space

\[
\mathcal{F} := \mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d} \oplus \mathcal{E}
\]

for some auxiliary Hilbert space \( \mathcal{E} \),

(a) the isometries \( U_j^* \) in part (3) can be extended to be unitary operators on \( \mathcal{F} \) (still denoted as \( U_j^* \)).

(b) for each \( j = 1, 2, \ldots, d \), there exists a unitary operator \( \tau_j \) on \( \mathcal{F} \) such that

\[
\tau_j \Lambda_j = \Lambda_1 , \tag{4.4}
\]

where \( \tau_1 = I_{\mathcal{F}} \).

**Proof of Part (1).** Note that the norm of the vector on the RHS of (4.1) is

\[
\|D_{T_{j_1}} T_{j_2} \cdots T_{j_k} h\|^2 + \|D_{T_{j_2}} T_{j_3} \cdots T_{j_k} h\|^2 + \cdots + \|D_{T_{j_{k-1}}} T_{j_k} h\|^2 + \|D_{T_{j_k}} h\|^2 \tag{4.5}
\]
Making use of the general fact that if $T$ is a contraction on a Hilbert space $\mathcal{H}$, then $\|DT_h\|^2 = \|h\|^2 - \|Th\|^2$ for every $h \in \mathcal{H}$, we can convert (4.3) to the telescoping sum
\[
\left(\|T_{j_1} \cdots T_{j_k} h\|^2 - \|T_{j_1} T_{j_2} \cdots T_{j_k} h\|^2\right) + \cdots + \left(\|T_{j_k} h\|^2 - \|T_{j_{k-1}} T_{j_k} h\|^2\right) + (\|h\|^2 - \|T_{j_k} h\|^2).
\]
This shows that $\Delta_{\alpha}$ is an isometry.

**Proof of Part (2).** Use the fact that $\Delta_{(j)}$ is an isometry by Part (1) to get
\[
\|DT_j T_{(j)} h\|^2 = \|\Delta_{(j)} DT_{(j)} h\|^2 = \|DT_j T_{(j)} h\|^2 + \|DT_{(j)} h\|^2
\]
and
\[
\|T_{(j)} h\|^2 - \|Th\|^2 = (\|h\|^2 - \|T_{(j)} h\|^2).
\]

**Proof of Part (3).** By a similar computation as done in Part (2), one can show that the norms of the vectors $DT_j T_{(j)} h \oplus \Delta_{(j)} DT_{(j)} h$ and $DT_j h \oplus \Delta_{(j)} DT_{(j)} T_j h$ are the same for every $h \in \mathcal{H}$.

**Proof of Part (4).** Denote by $\mathcal{D}$ the Hilbert space $\mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d}$. Then we may define unitary operators $\tau_j$ on $\mathcal{D}$ by
\[
\tau_j = U_j U_j^*.
\]
(see in particular $\tau_1 = I_D$). Note next that
\[
\tau : \Lambda_j DT_j h = DT_j T_{(j)} h \oplus \Delta_{(j)} DT_{(j)} h \mapsto DT_j T_{(1)} h \oplus \Delta_{(1)} DT_{(1)} h = \Lambda_1 DT_j h
\]
Hence $\tau_j$ is a well-defined unitary operator on all of $\mathcal{D}$ satisfying the intertwining relation (4.4). If any of the equalities in (4.6) does not hold, then we add an infinite dimensional Hilbert space $\mathcal{E}$ to $\mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d}$ so that (4.6) does hold with $\mathcal{D}$ replaced by
\[
\mathcal{F} := \mathcal{D}_{T_1} \oplus \mathcal{D}_{T_2} \oplus \cdots \oplus \mathcal{D}_{T_d} \oplus \mathcal{E}.
\]
This proves (4). \hfill $\square$

**Notation:** For the adjoint tuple $(T_1^*, T_2^*, \ldots, T_d^*)$, the symbols $\mathcal{F}, \Lambda_j, U_j, \tau_j$ introduced in Lemma 4.2 will be changed to $\mathcal{F}_j^*, \Lambda_{j*}, U_{j*}$ and $\tau_{j*}$, respectively. In addition to this, we denote by $P_j$ and $P_{j*}$ the projections of $\mathcal{F}$ and $\mathcal{F}_*$ onto $\mathcal{D}_{T_j}$ and $\mathcal{D}_{T_j*}$, respectively.

**Definition 4.3.** Let $d \geq 2$ and $T = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions. Let $\mathcal{F}, \Lambda_j, U_j$ be as in Lemma 4.2 and for $j = 1, 2, \ldots, d$ let $P_j$ denote the projection of $\mathcal{F}$ onto $\mathcal{D}_{T_j}$. Then we say that the tuple $(\mathcal{F}, \Lambda_j, P_j, U_j)_{j=1}^d$ is an Andô tuple for $T$. 


Theorem 4.4. Let \( d \geq 2 \), \( \mathbf{T} = (T_1, T_2, \ldots, T_d) \) be a \( d \)-tuple of commutative contractions on a Hilbert space \( \mathcal{H} \), \((\mathcal{F}, \Lambda_j, P_j, U_j) \) \( j=1,2,\ldots,d \) be a Schäffer tuple for \( \mathbf{T} \) and \{\( F_{j1}, F_{j2} : j = 1,2,\ldots,d \)\} be the fundamental operators for \( \mathbf{T} \). Then

1. For each \( j = 1,2,\ldots,d \), the pair \((F_{j1}, F_{j2})\) has a joint Halmos dilation to a commutative pair of partial isometries, viz.,

\[
(F_{j1}, F_{j2}) = \Lambda^*_j (P_{j1}^* U_j^* U_j P_j) \Lambda_j. \tag{4.8}
\]

2. With the unitaries \( \tau_j \) as obtained in part (5) of Lemma 4.2, there is a joint Halmos dilation for the set \( \{F_{j1}, F_{j2} : j = 1,2,\ldots,d\} \), viz.,

\[
(F_{j1}, F_{j2}) = \Lambda^*_j (\tau_j P_{j1}^* U_j^* \tau_j^*, \tau_j U_j P_j \tau_j^*) \Lambda_1, \quad \text{for each } j = 1,2,\ldots,d. \tag{4.9}
\]

Proof of (1): The proof of this part uses the uniqueness of the fundamental operators. For \( h, h' \in \mathcal{H} \) we have

\[
\langle D_T \Lambda^*_j P_{j1}^* U_j^* \Lambda_j D_T h, h' \rangle = \langle P_{j1}^* U_j^* (D_T T_j) h \oplus \Delta(j) D_T h', D_T T_j h' \oplus \Delta(j) D_T h' \rangle
\]

\[
= \langle 0 \oplus \Delta(j) D_T T_j h, D_T T_j h' \oplus \Delta(j) D_T h' \rangle
\]

\[
= \langle D_T T_j h, D_T h' \rangle = \langle (T_j - T_j^*) T h, h' \rangle. \]

Therefore \( D_T \Lambda^*_j P_{j1}^* U_j^* \Lambda_j D_T = T_j - T_j^* T \). By a similar computation one can show that \( D_T \Lambda^*_j U_j^* \Lambda_j D_T = T_j - T_j^* T \). By Theorem 3.2, the fundamental operators are the unique operators satisfying these equations. Hence (4.8) follows.

Proof of (2): This follows from the property \( (4.4) \) of the unitaries \( \tau_j \): \( \tau_j \Lambda_j = \Lambda_1 \), for each \( j = 1,2,\ldots,d \). Using this in (4.8), we obtain (4.9). \( \square \)

5. Non-commutative isometric lift of tuples of commutative contractions

As was mentioned in connection with the rational dilation problem in Section 2.2 for \( d \geq 3 \) it can happen that a \( \mathbb{D}^d \)-contraction fails to have a \( \mathbb{D}^d \)-isometric lift once \( d \geq 3 \), unlike the case of \( d = 1 \) and \( d = 2 \). Note that a \( \mathbb{D}^d \)-contraction consists of a commutative \( d \)-tuple \( \mathbf{T} = (T_1,\ldots,T_d) \) of contraction operators, while a \( \mathbb{D}^d \)-isometry consists of a commutative \( d \)-tuple of isometries. Here we show that, even for the case of a general \( d \geq 3 \), a \( \mathbb{D}^d \)-contraction always has a (in general noncommutative) isometric lift \( \mathbf{V} = (V_1,\ldots,V_d) \).

Let \( T \) be a contraction on a Hilbert space \( \mathcal{H} \). Schäffer [55] showed that the following \( 2 \times 2 \) block operator matrix

\[
V^S = \begin{bmatrix} T & 0 \\ e_0^* D_T & M_z \end{bmatrix} : \mathcal{H} \oplus H^2(\mathcal{H}) \rightarrow \mathcal{H} \oplus H^2(\mathcal{H}) \tag{5.1}
\]

is an isometry and hence a lift of the contraction \( T \). Here, \( e_0 : H^2(\mathcal{H}) \rightarrow \mathcal{H} \) is the “evaluation at zero” map: \( e_0 : g \mapsto g(0) \). For a given \( d \)-tuple \( \mathbf{T} = (T_1,\ldots,T_d) \) of contraction operators, let \( V_{j}^S \) be the Schäffer isometric lift of
\(T_j\), for each \(1 \leq j \leq d\). Then the tuple \(V^S := \langle V_1^S, V_2^S, \ldots, V_d^S \rangle\) is an (in general noncommutative) isometric lift of \(T\).

It is of interest to develop other constructions for such possibly noncommutative isometric lifts which have more structure and provide additional insight. Our next goal is to provide one such construction where the (possibly noncommutative) isometric lift of the given commutative contractive \(d\)-tuple \(T = (T_1, \ldots, T_d)\) has the form of a (possibly noncommutative) BCL model.

The starting point for the construction is an Andô tuple \((F_*, \Lambda_j, P_j, U_j)_{j=1}^d\) of \(T^*\), with the BCL model for the lift then having the form

\[
(M_{\tau_j, (U_j, P_j^* + z U_j, P_j)} + W_{\partial_j})_{j=1}^d,
\]

where \(W_{\theta} := \langle W_{\theta_1}, W_{\theta_2}, \ldots, W_{\theta_d} \rangle\) is the canonical commutative unitary tuple associated with the commutative contractive \(T\) as in (2.24), and where \(\tau_j\) \((j = 1, \ldots, d)\) are unitaries acting on \(F\) as in Part (5) of Lemma 4.2. We first need a preliminary lemma.

**Lemma 5.1.** Let \(d \geq 2\), \((T_1, T_2, \ldots, T_d)\) be a \(d\)-tuple of commutative contractions and \((F, \Lambda_j, P_j, U_j)_{j=1}^d\) be an Andô tuple for \((T_1, T_2, \ldots, T_d)\). Then the operator identities

\[
P_j U_j^* \Lambda_j D_T + P_j U_j^* \Lambda_j D_T T = \Lambda_j D_T T_j,
\]

\[
U_j P_j \Lambda_j D_T + U_j P_j^* \Lambda_j D_T T = \Lambda_j D_T T_{(j)}
\]

hold for \(j = 1, \ldots, d\).

**Proof.** Let \(j\) be some integer between 1 and \(d\), and \(h\) be in \(\mathcal{H}\). Then

\[
P_j U_j^* \Lambda_j D_T h + P_j U_j^* \Lambda_j D_T T h
\]

\[
= P_j U_j^* (D_T T_{(j)} h \oplus \Delta_{(j)} D_T T_{(j)} h) + P_j U_j^* (D_T T_{(j)} T h \oplus \Delta_{(j)} D_T T_{(j)} T h)
\]

\[
= P_j (D_T h \oplus \Delta_{(j)} D_T T_{(j)} h) + P_j (D_T T h \oplus \Delta_{(j)} D_T T_{(j)} T h)
\]

\[
= (0 \oplus \Delta_{(j)} D_T T_{(j)} h) + (D_T T h \oplus 0) = D_T T_{(j)} T h \oplus \Delta_{(j)} D_T T_{(j)} T h
\]

\[
= \Lambda_j D_T T_{(j)} h.
\]

The proof of the second equality in (5.2) is similar to that of the first one. \qed

**Theorem 5.2.** Let \(T = (T_1, T_2, \ldots, T_d)\) be a \(d\)-tuple of commutative contractions, \(W_{\theta} := \langle W_{\theta_1}, W_{\theta_2}, \ldots, W_{\theta_d} \rangle\) be the canonical commutative unitary tuple associated with \(T\) as in (2.24), let \((F_*, \Lambda_j, L_j, P_j^*, U_j)_{j=1}^d\) be an Andô tuple for \(T^*\), and let \(T = T_1 T_2 \cdots T_d\). Then

1. For each \(1 \leq j \leq d\), define the isometries \(\Pi_j^* : \mathcal{H} \to H^2(F_*) \oplus \mathcal{R}_D\) as

\[
\Pi_j^* h = (I_{H^2} \otimes \Lambda_j^*) \hat{O}_{D_T} T^* h \oplus Q h.
\]

Then the identities

\[
\Pi_j^* T_{(j)}^* = (M_{U_j, P_j^* + z U_j, P_j} \oplus W_{\partial_j}) \Pi_j^*
\]

\[
\Pi_j^* T_{(j)}^* = (M_{P_j^* U_j^* + z P_j^* U_j^*} \oplus W_{(\partial_j)}^*) \Pi_j^*\]

(5.4)
hold for $1 \leq j \leq d$, i.e. for each $j = 1, 2, \ldots, d$,

\[
(\Pi_{j*}, M_{U_j, P^+_{j*}} + zU_j, P^*_{j*} \oplus W_{\partial_j}, M_{P_j, U^*_{j*}} + zP^+_{j*}U^*_{j*} \oplus W_{(\partial j)}, M_z \oplus W_D) \tag{5.5}
\]

is an isometric lift of $(T_j, T(\j)), T)$.  

2. With the unitaries $\tau_{j*}$ obtained as in part (4) of Lemma 4.2 applied to $(T_1^*, T_2^*, \ldots, T_d^*)$, we have for each $j = 1, 2, \ldots, d$,

\[
\begin{align*}
\Pi_1 T_j^* &= (M_{\tau_{j*}(U_j, P^+_{j*} + zU_j, P^*_{j*})\tau_{j*}^* \oplus W_{\partial j})^{\Pi_1*} \\
\Pi_1 T_{(j)}^* &= (M_{\tau_{j*}(P_j, U^*_{j*}) + zP^+_{j*}U^*_{j*})\tau_{j*}^* \oplus W_{(\partial j)})^{\Pi_1*},
\end{align*}
\tag{5.6}
\]

i.e. if we denote the projections $\tau_{j*}P_j\tau_{j*}^*$ and unitaries $\tau_{j*}U_j\tau_{j*}^*$ by $P_{j'}^*$ and $U_{j'}^*$, respectively, then the $d$-tuple of (in general non-commutative) isometries

\[
(M_{U_j, P^+_{j*} + zU_j, P^*_{j*}} \oplus W_{\partial j})_{j=1}^d
\]

is a lift of $(T_1, T_2, \ldots, T_d)$ via the embedding $\Pi_{1*} : \mathcal{H} \to H^2(\mathcal{F}_*) \oplus \mathcal{R}_D$.

Proof of part (1): For every $h \in \mathcal{H}$, we have for each $j = 1, 2, \ldots, d$,

\[
(M_{U_j, P^+_{j*} + zU_j, P^*_{j*}} \oplus W_{\partial j})_{j=1}^d h
\]

\[
= \sum_{n \geq 0} z^n P_{j*} U_{j*}^* \Lambda_{j*} D T^* T^{*n} h + \sum_{n \geq 0} z^n P_{j*} U_{j*}^* \Lambda_{j*} D T^* T^{*n+1} h \oplus W_{\partial j}^* Q h
\]

\[
= \sum_{n \geq 0} z^n (P_{j*} U_{j*}^* \Lambda_{j*} D T^* + P_{j*} U_{j*}^* \Lambda_{j*} D T^* T^*) T^{*n} h \oplus QT_{j*}^* h
\]

\[
= \sum_{n \geq 0} z^n \Lambda_{j*} D T^* T^{*n} h \oplus QT_{j*}^* h = \Pi_{j*} T_{j*} h
\]

where we use the first equation in (5.2) for the last step.

A similar computation using the second equation in (5.2) leads to the second equation in (5.4).

Proof of part (2): It follows from property (4.4) of $\tau_j$ and the definition 5.3 of $\Pi_{j*}$ that

\[
((I_{H^2} \otimes \tau_{j*}) \oplus I_{\mathcal{R}})_{j=1}^d = \Pi_{1*}, \text{ for each } j = 1, 2, \ldots, d.
\]

Using this in (5.4) one obtains (5.6). \hfill \square

Remark 5.3. Note that for a given $d$-tuple $T = (T_1, T_2, \ldots, T_d)$ of commutative contractions, if there exists an Andô tuple of $T^*$ such that the $d$-tuple of isometries given in (5.7) is commutative, then there exists a commutative isometric lift of $T$. Therefore a priori, we have a sufficient condition for dilation in $\mathfrak{D}^d$.

Remark 5.4. Note that in the terminology of Definition 2.1 the context of part (2) of Theorem 5.2 the collection of objects $(\Pi_D, H^2(\mathcal{F}_*) \oplus \mathcal{R}_D, V)$, where we set $V = (V_1, \ldots, V_d)$ with

\[
V_j = M_{U_j, P^+_{j*} + zU_j, P^*_{j*}} \oplus W_{\partial j} \text{ for } j = 1, \ldots, d
\]

(5.8)
is a (not necessarily commutative) isometric lift for \((T_1, \ldots, T_d)\), where
the construction involves only an Andô tuple \((F_*, \Lambda_j, P_{js}, U_{sj})_{j=1}^d\) for \(T = (T_1, \ldots, T_d)\). Note also that the presentation (5.8) shows that \((V_1, \ldots, V_d)\) is just the (not necessarily commutative) BCL-model associated with the BCL-tuple \((F_*, R_d, P_{sj}, U_{sj}, W_{\partial j})_{j=1}^d\) as in Definition 2.4.

6. Pseudo-commutative contractive lifts and models for tuples of commutative contractions

One disadvantage of dilation theory in \(B^d (d \geq 2)\) is that there is no uniqueness of minimal isometric lifts when such exist, even in the case \(d = 2\) (where at least we know such exist)—unlike the classical case \(d = 1\). We next identify an alternative generalization of the notion of isometric lift for the \(d = 1\) case, which, as we shall see, always exists and has good uniqueness properties.

**Definition 6.1.** For a given \(d\)-tuple \(T = (T_1, T_2, \ldots, T_d)\) of commutative contractions acting on a Hilbert space \(H\), we say that \((\Pi, K, S, V)\) is a pseudo-commutative contractive lift of \((T_1, T_2, \ldots, T_d, T)\), where \(S = (S_1, S_2, \ldots, S_d)\) and \(T = T_1T_2\cdots T_d\), if

1. \(\Pi : H \rightarrow K\) is an isometry such that \((\Pi, K, V)\) is the minimal isometric lift of the single operator \(T\), and
2. with \(S_j' = S_j^* V\) for each \(1 \leq j \leq d\), the pairs \((S_j, V), (S_j', V)\) are commutative and

\[(S_j^*, S_j'^*) \Pi = \Pi(T_j^*, T_j'^*).\]

**Remark 6.2.** Note that we do not assume that the tuples \(S = (S_1, S_2, \ldots, S_d)\) and \(S' = (S_1', S_2', \ldots, S_d')\) be commutative but we do require that each of the pairs \((S_j, V)\) and \((S_j', V)\) be commutative. Also one can show that the validity of the equation \(S_j' = S_j^* V\) implies the validity of the equation \(S_j = S_j'^* V\) for each \(j = 1, 2, \ldots, d\) as follows:

\[S_j' = S_j^* V \Rightarrow S_j'^* V = V^* S_j \Rightarrow S_j'^* V = V^* S_j V = V^* V S_j = S_j.\]

Suppose that \((V_1, V_2, \ldots, V_d)\) on \(K\) is a commutative isometric lift of a given \(d\) tuple of commutative contractions \(T = (T_1, T_2, \ldots, T_d)\) on \(H\) via an isometric embedding \(\Pi : H \rightarrow K\). Let us denote by \(V\) the isometry \(V_1V_2\cdots V_d\). Then with \(V'_j := V_1 \cdots V_{j-1}V_{j+1} \cdots V_d\) for \(j = 1, 2, \ldots, d\), we see that part (2) in Definition 6.1 is satisfied. However, the lift \((\Pi, K, V)\) of \(T = T_1T_2\cdots T_d\) need not be minimal, i.e. condition (1) in Definition 6.1 may not hold.

The next theorem shows that for a given tuple \(T\) of commutative contractions, a pseudo-commutative contractive lift exists and any two such lifts are unitarily equivalent in a sense explained in the theorem.

**Theorem 6.3.** Let \(T = (T_1, T_2, \ldots, T_d)\) be a \(d\)-tuple of commutative contractions acting on a Hilbert space \(H\) and let \(T = T_1T_2\cdots T_d\). Then there exists a pseudo-commutative contractive lift of \((T_1, T_2, \ldots, T_d, T)\). Moreover, if \((\Pi_1, K_1, S, V_1)\) and \((\Pi_2, K_2, R, V_2)\) are two pseudo-commutative contractive
lifts of \((T_1, T_2, \ldots, T_d, T)\), where \(S = (S_1, S_2, \ldots, S_d)\) and \(R = (R_1, R_2, \ldots, R_d)\), then \((\Pi_1, K_1, S, V_1)\) and \((\Pi_2, K_2, R, V_2)\) are unitarily equivalent in the sense of Definition 2.1.

Proof of Existence. Roughly the idea is that a pseudo-commutative contractive lift of \(T = (T_1, \ldots, T_d)\) arises as the compression of the Andô-tuple-based noncommutative isometric lift constructed in Theorem 5.2 to the minimal lift space for the single contraction operator \(T = T_1 \cdots T_d\). Precise details are as follows.

We use the Douglas model for the minimal isometric lift of the single contraction operator \(T = T_1 \cdots T_d\) as described in Section 2.5, namely

\[
(H^2(D_{T^*}) \oplus R_D, \Pi_D, V_D = M_z \oplus W_D)
\]

as in (2.18), (2.19), (2.20). We let \((W_{\partial 1}, \ldots, W_{\partial d})\) be the canonical unitary tuple associated with \((T_1, \ldots, T_d)\) as in (2.24), and let \(\{G_{i1}, G_{i2} : i = 1, \ldots, d\}\) be the fundamental operators associated with \(T^* = (T_1^*, \ldots, T_d^*)\) as in (3.10). Set

\[
S_D := (S_1^D, S_2^D, \ldots, S_d^D) := (M_{G_{11}^* + zG_{12}^*} \oplus W_{\partial 1}, M_{G_{21}^* + zG_{22}^*} \oplus W_{\partial 2}, \ldots, M_{G_{d1}^* + zG_{d2}^*} \oplus W_{\partial d})
\]

and

\[
S_D' := (S_1^D, S_2^D, \ldots, S_d^D) := (M_{G_{12}^* + zG_{11}^*} \oplus W(\partial 1), M_{G_{22}^* + zG_{21}^*} \oplus W(\partial 2), \ldots, M_{G_{d2}^* + zG_{d1}^*} \oplus W(\partial d)).
\]

We shall show that

\[
(\Pi_D, K_D = H^2(D_T) \oplus R_D, S_D, M_z \oplus W_D)
\]

is a pseudo-commutative contractive lift of \(T = (T_1, \ldots, T_d)\).

Toward this goal let us first note that part (1) of Theorem 4.4 for the \(d\) tuple \(T^*\), we get

\[
(G_{j1}, G_{j2}) = \Lambda_{j*}^*(P_{j1}^* U_{j*}^* U_{j*} P_{j*}^* \Lambda_{j*}^*) \quad \text{for each } j = 1, 2, \ldots, d,
\]

where \((F_*, \Lambda_{j*}, P_{j*}, U_{j*})_{j=1}^d\) is an Andô tuple for \(T^*\). We now recall the construction of a noncommutative isometric lift described in Theorem 5.2. Notice that the isometries \(\Pi_{j*} : H \to H^2(F_*) \oplus R_D\) as in (5.3) can be factored as

\[
\Pi_{j*} h = \left[\begin{array}{cc}
(I_{H^2} \otimes \Lambda_{j*}) & 0 \\
0 & I_R
\end{array}\right] \left[\begin{array}{c}
\hat{O}_{D_{T^*}, T^*(z)} h \\
Qh
\end{array}\right] = \left[\begin{array}{cc}
0 & 0 \\
(I_{H^2} \otimes \Lambda_{j*}) & I_R
\end{array}\right] \Pi_D h.
\]

(6.5)
Therefore from the first equation in (5.4) we get for each \( j = 1, 2, \ldots, d \),

\[
\Pi_D T_j^* h = \begin{bmatrix}
(I_{H^2} \otimes \Lambda_j^*) & 0 \\
W_{\partial_j}^* & 0
\end{bmatrix}
\begin{bmatrix}
M_{U_j, P_{j^*, zU_j, P_j}}^* & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
(I_{H^2} \otimes \Lambda_j^*) & 0 \\
W_{\partial_j}^* & 0
\end{bmatrix}
\Pi_D h
\]

\[
= \begin{bmatrix}
M_{\Lambda_j^* U_j, P_{j^*, \Lambda_j, z\Lambda_j^* U_j, P_j, \Lambda_j^*}}^* & 0 \\
0 & W_{\partial_j}^*
\end{bmatrix}
\Pi_D h
\]

\[
= \begin{bmatrix}
M_{G_{j1}, zG_{j2}}^* & 0 \\
0 & W_{\partial_j}^*
\end{bmatrix}
\Pi_D h.
\]

Consequently, we have for each \( j = 1, 2, \ldots, d \),

\[
\Pi_D T_j^* = (M_{G_{j1}, zG_{j2}}^* \oplus W_{\partial_j}^*) \Pi_D = S_j^{D*} \Pi_D h
\]  

(6.6)

Similarly starting with the second equation in (5.4) and proceeding as above we obtain

\[
\Pi_D T_i^* = (M_{G_{i2}, zG_{i1}}^* \oplus W_{(\partial_i)}^*) \Pi_D = S_i^{D*} \Pi_D.
\]

(6.7)

Then with \( V_D = M_z \oplus W_D \), the Douglas isometric lift of \( T = T_1 T_2 \cdots T_d \) as discussed in Section 2.5 it follows from the equality (see (2.22))

\[
W_D = W_{\partial 1} W_{\partial 2} \cdots W_{\partial d}
\]

that \( S_j^{D} = S_j^{D*} V_D \) for each \( j = 1, 2, \ldots, d \). As we have already noted, \((\Pi, K_D, V_D)\) is a minimal isometric lift of \( T \). Therefore part (1) of Definition 6.1 is satisfied. Also it follows from definitions (6.1) and (6.2) that the pairs \((S_j, V_D)\) and \((S_{j}, V_D)\) are commutative for each \( j = 1, 2, \ldots, d \). And finally from equations (6.6) and (6.7) we see that part (2) of Definition 6.1 is also satisfied. Consequently, (6.3) is a pseudo-commutative contractive lift of \((T_1, T_2, \ldots, T_d, T)\). □

**Proof of Uniqueness in Theorem 6.3**

The strategy is to show that any pseudo-commutative contractive lift \((\Pi, K, S, V)\) is unitarily equivalent to the canonical-model pseudo-commutative contractive lift \((\Pi_D, K_D, S^D, V_D)\), as constructed in the existence part of the proof. Since \((\Pi, V)\) and \((\Pi_D, V_D)\) are two minimal isometric dilations of \( T = T_1 T_2 \cdots T_d \), there exists a unitary \( \tau : K \rightarrow K_D \) such that \( \tau V = V_D \tau \) and \( \tau \Pi = \Pi_D \). We show that this unitary does the rest of the job.

Without loss of generality we may assume that \((\Pi, V) = (\Pi_D, V_D)\). Due to this reduction all we have to show is that \( S = S^D \) and \( S' = S'^D \). First let us suppose

\[
S_j = \begin{bmatrix}
A_j & B_j \\
C_j & D_j
\end{bmatrix}
\quad \text{and} \quad
S_j' = \begin{bmatrix}
A_j' & B_j' \\
C_j' & D_j'
\end{bmatrix}
\]

(6.8)
for each $j = 1, 2, \ldots, d$ with respect to the decomposition $K_D = H^2(D_{T^*}) \oplus R_D$. Since each $S_j$ commutes with $V_D = M_z \oplus W_D$, we have

$$
\begin{bmatrix}
A_j & B_j \\
C_j & D_j
\end{bmatrix}
\begin{bmatrix}
M_z & 0 \\
0 & W_D
\end{bmatrix}
= 
\begin{bmatrix}
M_z & 0 \\
0 & W_D
\end{bmatrix}
\begin{bmatrix}
A_j & B_j \\
C_j & D_j
\end{bmatrix}
\quad \Leftrightarrow
\begin{bmatrix}
A_j M_z & B_j W_D \\
C_j M_z & D_j W_D
\end{bmatrix}
= 
\begin{bmatrix}
M_z A_j & M_j B_j \\
W_D C_j & W_D D_j
\end{bmatrix}.
$$

(6.9)

It is well-known that any operator that intertwines a unitary and a pure isometry is zero (see e.g. [44, page 227] or [13, Chapter 3]), hence $B_j = 0$ for $j = 1, 2, \ldots, d$. Since each $S_j$ commutes with $V_D$ also, by a similar computation with $S_j'$, we have $B_j' = 0$ for each $j = 1, 2, \ldots, d$. From the identity of $(1, 1)$-entries in (6.9) we see that

$$
A_j = M_{\varphi_j} \quad \text{and} \quad A_j' = M_{\varphi_j'},
$$

for some $\varphi_j, \varphi_j' \in H^\infty(B(D_{T^*}))$. (6.10)

Hence $S_j$ and $S_j'$ have the form

$$
S_j = 
\begin{bmatrix}
M_{\varphi_j} & 0 \\
C_j & D_j
\end{bmatrix}, \quad S_j' = 
\begin{bmatrix}
M_{\varphi_j'} & 0 \\
C_j & D_j'
\end{bmatrix}.
$$

(6.11)

Since $S_j' = S_j^* V$ and hence also by Remark 6.2, $S_j = S_j^* V$, we then have

$$
\begin{bmatrix}
M_{\varphi_j'} & 0 \\
0 & D_j'
\end{bmatrix} = 
\begin{bmatrix}
M_{\varphi_j} & C_j^* \\
0 & D_j
\end{bmatrix}
\begin{bmatrix}
M_z & 0 \\
0 & W_D
\end{bmatrix}
= 
\begin{bmatrix}
M_{\varphi_j} M_z & C_j^* W_D \\
0 & D_j^* W_D
\end{bmatrix},
$$

$$
\begin{bmatrix}
M_{\varphi_j'} & 0 \\
0 & D_j'
\end{bmatrix} = 
\begin{bmatrix}
M_{\varphi_j} & C_j^* \\
0 & D_j
\end{bmatrix}
\begin{bmatrix}
M_z & 0 \\
0 & W_D
\end{bmatrix}
= 
\begin{bmatrix}
M_{\varphi_j} M_z & C_j^* W_D \\
0 & D_j^* W_D
\end{bmatrix}.
$$

(6.12)

From equality of the $(1, 2)$ entries we see that

$$
0 = C_j^* W_D, \quad 0 = C_j^* W_D.
$$

As $W_D$ is unitary, in particular $W_D$ is surjective and we may conclude that in fact $C_j = 0$, $C_j^* = 0$ and the form (6.11) for $S_j$ and $S_j'$ collapses to

$$
S_j = 
\begin{bmatrix}
M_{\varphi_j} & 0 \\
0 & D_j
\end{bmatrix}, \quad S_j' = 
\begin{bmatrix}
M_{\varphi_j'} & 0 \\
0 & D_j'
\end{bmatrix}.
$$

(6.13)

Looking next at the identities $M_{\varphi'_j} = M_{\varphi_j} M_z$ and $M_{\varphi_j} = M_{\varphi'_j} M_z$ for each $j = 1, 2, \ldots, d$ in terms of power series expansions of $\varphi_j$ and $\varphi'_j$ then leads to

$$
\varphi_j(z) = \tilde{G}_{j1} + z \tilde{G}_{j2} \quad \text{and} \quad \varphi'_j(z) = \tilde{G}_{j2} + z \tilde{G}_{j1}
$$

for some $\tilde{G}_{j1}, \tilde{G}_{j2} \in B(D_{T^*})$. We shall eventually see that $\{\tilde{G}_{j1}, \tilde{G}_{j2} : j = 1, 2, \ldots, d\}$ is exactly the set of fundamental operators $\{G_{j1}, G_{j2} : j = 1, 2, \ldots, d\}$ for $T^*$.

Let us now analyze the second components in (6.13) involving the operator tuples $(D_1, D_2, \ldots, D_d)$ and $(D'_1, D'_2, \ldots, D'_d)$. From the relations

$$
(S_j^*, S_j'^*) \Pi_D = \Pi_D(T_j^*, T_j^*)
$$

we have for all $h \in \mathcal{H}$,

$$
D_j^* Q h = QT_j^* h \quad \text{and} \quad D_j'^* Q h = QT_j^* h,
$$
which by (2.21) implies that $D^*_j|_{\text{Ran} \, Q} = X^*_j$, for each $j = 1, 2, \ldots, d$. Since each $S_j$ and $S'_j$ commute with $V_D$, $D_j$ and $D'_j$ commute with $W_D$ and since $W_D$ is a unitary, $D^*_j$ and $D'^*_j$ also commute with $W_D$. Using this we have for every $\xi \in \text{Ran} \, Q$ and $n \geq 0$,

$$D^*_j(W^*_D)\xi = W^*_D D^*_j \xi = W^*_D X^*_j \xi = W^*_D W^*_j \xi = W^*_j W^*_d \xi.$$  

$$D'^*_j(W^*_D)\xi = W^*_D D'^*_j \xi = W^*_D X^*_j \xi = W^*_D W^*_j \xi = W^*_j W^*_d \xi.$$  

As the set of elements of the form $W^*_D \xi$ is dense in $\mathcal{R}_D$, we conclude that

$$D_j = W_j$$

and

$$D'_j = W(j)$$

for each $j = 1, 2, \ldots, d$. The fundamental operator $G_{j_1}$ is characterized as the unique solution of

$$D^*_j G_{j_1} D_j^* = T^*_j - T(j) T^*$$

As $S$ is a pseudo-commutative contractive lift of $T$ with embedding operator $\Pi_D$, we have by Definition 6.1 the intertwining conditions

$$S^*_j \Pi_D = \Pi_D T^*_j, \quad S'^*_j \Pi_D = \Pi_D T^*_{(j)}, \quad W^*_D \Pi_D = \Pi_D T^*$$

from which we also deduce that

$$T(j) = T(j) \Pi_D \Pi_D = \Pi^*_D S^*_j \Pi_D.$$

We may then compute

$$T^*_j - T(j) T^* = \Pi^*_D \Pi_D (T^*_j - T(j) T^*) = \Pi^*_D S^*_j \Pi_D - \Pi^*_D \Pi_D S'_j \Pi_D T^*$$

$$= \Pi^*_D (S^*_j - S'_j W_D) \Pi_D = \Pi^*_D (S^*_j - S'_j W_D W^*_D) = \Pi^*_D S^*_j (I - W_D W^*_D)$$

$$= \Pi^*_D \left[ M'_j (I - M_z M^*_z) \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right] = \Pi^*_D \left[ (I - M_z M^*_z) \otimes \tilde{G}_{j_1} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right]$$

$$= \tilde{O}^*_{D_{T^*}} \left[ (I - M_z M^*_z) \otimes \tilde{G}_{j_1} \right].$$

From the general formula

$$\tilde{O}^*_{D_{T^*}} : \sum_{n=0}^\infty h_n z^n \mapsto \sum_{n=0}^\infty T^n h_n$$

for the action of the adjoint observability operator $\tilde{O}^*_{D_{T^*}}$ and combining (6.17) and (6.18), we finally arrive at

$$D^*_j G_{j_1} D^*_j = \tilde{O}^*_{D_{T^*}} \left[ (I - M_z M^*_z) \otimes \tilde{G}_{j_1} \right] D^*_j = D^*_j \tilde{G}_{j_1} D^*_j$$

and (6.16) follows as wanted.

A similar computation shows that

$$D^*_j G_{j_2} D^*_j = T^*_j - T(j) T^* = \cdots = D^*_j \tilde{G}_{j_2} D^*_j.$$
for $j = 1, \ldots, d$ from which it follows that $\tilde{G}_{j2} = G_{j2}$ as well. This completes the proof of uniqueness in Theorem 6.3. □

**Remark 6.4.** The proof of the existence part of Theorem 6.3 actually gives a canonical model (6.1)-(6.2) for an arbitrary pseudo-commutative contractive lift of a given commutative contractive operator-tuple $\underline{T} = (T_1, \ldots, T_d)$. By compressing the operators $\Sigma^{D}$ to the subspace

$$\mathcal{H}_D = (H^2(D_{T^*}) \ominus \mathcal{R}_{D}) \ominus \text{Ran} \Pi_{D},$$

we arrive at a Douglas-type functional model for the original commutative contractive operator tuple. The precise statement is: Let $\underline{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ and $T = T_1T_2 \cdots T_d$. Let $\{G_{i1}, G_{i2} : i = 1, \ldots, d\}$ be the fundamental operators of the adjoint tuple $\underline{T}^* = (T_1^*, T_2^*, \ldots, T_d^*)$ and $W_\partial = (W_{\partial 1}, W_{\partial 2}, \ldots, W_{\partial d})$ be the canonical commutative unitary-operator tuple associated with $\underline{T}$ as in (2.24). Then the tuple $(T_1, \ldots, T_d, T)$ is unitarily equivalent to

$$P_{\mathcal{H}_D}(M_{G_{i1}^+ + zG_{i2}} \oplus W_{\partial 1}, \ldots, M_{G_{i2}^+ + zG_{i1}} \oplus W_{\partial d}, M_z \oplus W_D) |_{\mathcal{H}_D}, \quad (6.19)$$

and $(T(1), \ldots, T(d), T)$ is unitarily equivalent to

$$P_{\mathcal{H}_D}(M_{G_{i1}^+ + zG_{i1}} \oplus W_{(1)}, \ldots, M_{G_{i2}^+ + zG_{i2}} \oplus W_{(d)}, M_z \oplus W_D) |_{\mathcal{H}_D}, \quad (6.20)$$

where $\mathcal{H}_D = (H^2(D_{T^*}) \ominus \mathcal{R}_{D}) \ominus \text{Ran} \Pi_{D}$.

We saw in the above proof of uniqueness that the unitary involved in two pseudo-commutative contractive lifts $(\Pi_1, \mathcal{K}_1, \underline{S}, V_1)$ and $(\Pi_2, \mathcal{K}_2, \underline{R}, V_2)$ is the same unitary that is involved in the unitary equivalence of the two minimal isometric lifts $(\Pi_1, \mathcal{K}_1, V_1)$ and $(\Pi_2, \mathcal{K}_2, V_2)$ of $T$. Since such a unitary is unique (see the proof of Theorem I.4.1 in [42]), we have the following consequence of Theorem 6.3.

**Corollary 6.5.** Let $\underline{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions acting on a Hilbert space and $T = T_1T_2 \cdots T_d$. If $(\Pi_1, \mathcal{K}_1, \underline{S}, V_1)$ and $(\Pi_2, \mathcal{K}_2, \underline{R}, V_2)$ be two pseudo-commutative contractive lifts of $(T_1, T_2, \ldots, T_d, T)$ such that $(\Pi_1, \mathcal{K}_1, V_1) = (\Pi_2, \mathcal{K}_2, V_2)$, then $\underline{S} = \underline{R}$.

We end this section with another model for tuples of commutative contractive operator-tuples. This model will be used crucially in the next section where we analyze characteristic tuples for a given commutative contractive operator-tuple.

Sz.-Nagy and Foias gave a concrete functional dilation for the minimal isometric dilation for the case of a completely nonunitary (c.n.u.) contraction (see [42] for a comprehensive treatment). In their construction of this functional model appears what they called the *characteristic function* for a contraction operator $T$ on a Hilbert space $\mathcal{H}$, a contractive analytic function on the unit disk $\mathbb{D}$ defined explicitly in terms of $T$ via the formula

$$\Theta_T(z) := [-T + zD_{T^*}(I_\mathcal{H} - zT^*)^{-1}D_T]|_{\mathcal{D}_T^*} : \mathcal{D}_T \to \mathcal{D}_{T^*} \text{ for } z \in \mathbb{D}. \quad (6.21)$$
Also key to their analysis is the so-called defect of the characteristic function $\Delta_T$ defined a.e. on the unit circle $\mathbb{T}$ as

$$\Delta_T(\zeta) := (I - \Theta_T(\zeta) \Theta_T(\zeta))^1/2, \quad (6.22)$$

where $\Theta_T(\zeta)$ is the radial limit of the characteristic function. There it is shown that $(\Pi_{NF}, V_{NF})$ is a minimal isometric dilation of $T$, where $V_{NF}$ is the isometry

$$V_{NF} := M_z \oplus M_\zeta|_{\Delta_T L^2(D_T)} \text{ on } K_{NF} := H^2(D_{T^*}) \oplus \Delta_T L^2(D_T) \quad (6.23)$$

and $\Pi_{NF} : \mathcal{H} \to K_{NF}$ is some isometry with

$$\mathcal{H}_{NF} := \text{Ran} \Pi_{NF} = \left[ \frac{H^2(D_{T^*})}{\Delta_T L^2(D_T)} \right] \oplus \left[ \frac{\Theta_T}{\Delta_T} \right] \cdot H^2(D_T). \quad (6.24)$$

It is shown in [13] that, in case $T$ is completely nonunitary, the isometric embedding $\Pi_{NF}$ has the explicit formula

$$\Pi_{NF} = (I_{H^2} \otimes D_{T^*} \oplus u_{\min})\Pi_D, \quad (6.25)$$

where $u_{\min} : \mathcal{R}_D \to \Delta_T L^2(D_T)$ is a unitary that intertwines $W_D$ and $M_\zeta|_{\Delta_T L^2(D_T)}$. Let us introduce the notation

$$W_{\sharp j} := u_{\min} W_{\partial j} u_{\min}^*, \quad U_{\min} := ((I_{H^2} \otimes D_{T^*}) \oplus u_{\min}) \quad (6.26)$$

for unitary operators $W_{\sharp j}$ on $\Delta_T L^2(D_T)$ for $j = 1, \ldots, d$ and a unitary operator $U_{\min} : \mathcal{R}_D \to \Delta_T L^2(D_T)$. Then we have

$$U_{\min} V_D = V_{NF} U_{\min} \text{ and } U_{\min} \Pi_D = \Pi_{NF}. \quad (6.27)$$

Using this relation between $\Pi_D$ and $\Pi_{NF}$ we have the following intertwining relations that follow from (6.6) and (6.7), respectively.

$$\Pi_{NF} T_i^* = (M_{G_{11}^* + z G_{12}} \oplus W_{\sharp 1}^*) \Pi_{NF}, \quad \Pi_{NF} T_i^* = (M_{G_{22}^* + z G_{11}} \oplus W_{\sharp 2}^*) \Pi_{NF}. \quad (6.27)$$

Equations (6.27) then provide us a Sz.-Nagy–Foias type functional model for tuples of commutative contractions.

**Theorem 6.6.** Let $\mathcal{T} = (T_1, T_2, \ldots, T_d)$ be a $d$-tuple of commutative contractions on a Hilbert space $\mathcal{H}$ such that the contraction operator $T = T_1 T_2 \cdots T_d$ is c.n.u. Let \(\{G_{11}, G_{12} : i = 1, \ldots, d\}\) be the fundamental operators of the adjoint tuple $\mathcal{T}^* = (T_1^*, T_2^*, \ldots, T_d^*)$ and let the model space $\mathcal{H}_{NF}$ be as in (6.24). Then $$(T_1, \ldots, T_d, T)$$ is unitarily equivalent to

$$P_{\mathcal{H}_{NF}}(M_{G_{11}^* + z G_{12}} \oplus W_{\sharp 1}, \ldots, M_{G_{d1}^* + z G_{d2}} \oplus W_{\sharp d}, M_z \oplus M_\zeta|_{\Delta_T L^2(D_T)})|_{\mathcal{H}_{NF}}, \quad (6.28)$$

and $(T(1), \ldots, T(d), T)$ is unitarily equivalent to

$$P_{\mathcal{H}_{NF}}(M_{G_{12}^* + z G_{11}} \oplus W_{\sharp 1}, \ldots, M_{G_{d2}^* + z G_{d1}} \oplus W_{\sharp d}, M_z \oplus M_\zeta|_{\Delta_T L^2(D_T)})|_{\mathcal{H}_{NF}}. \quad (6.29)$$
Remark 6.7. Equations (6.27) also provide us another model for pseudo-commutative contractive lifts, at least for the case where the \( T = T_1 \cdots T_d \) is c.n.u. Indeed, let \( \mathcal{T} = (T_1, T_2, \ldots, T_d) \) be a \( d \)-tuple of commutative contractions on a Hilbert space \( \mathcal{H} \) and \( T = T_1 T_2 \cdots T_d \) and let \( \{G_{i1}, G_{i2} : i = 1, \ldots, d\} \) be the set of fundamental operators of the adjoint tuple \( \mathcal{T}^* = (T_1^*, T_2^*, \ldots, T_d^*) \). Let us set

\[
\sum^{NF} := (S_1^{NF}, S_2^{NF}, \ldots, S_d^{NF}) \\
:= (M_{G_{11}^*+zG_{12}} \oplus W_{z1}, M_{G_{21}^*+zG_{22}} \oplus W_{z2}, \ldots, M_{G_{d1}^*+zG_{d2}} \oplus W_{zd})
\]

(6.30)

\[
\sum^{tNF} := (S_1^{tNF}, S_2^{tNF}, \ldots, S_d^{tNF}), \\
:= (M_{G_{12}^*+zG_{11}} \oplus W(z_{11}), M_{G_{22}^*+zG_{21}} \oplus W(z_{22}), \ldots, M_{G_{d2}^*+zG_{d1}} \oplus W(z_{d2})).
\]

(6.31)

Then it follows from the definition and from \( M_{\mathbf{\Delta} x L^2(D_T)} = W_{z1} W_{z2} \cdots W_{zd} \) that \( S_j^{NF} = S_j^{tNF} V_{NF} \) for each \( j = 1, 2, \ldots, d \), where \( V_{NF} \) is the minimal isometric lift of \( T \) as defined in (6.23). Hence by Equations (6.27) it follows that the tuple \((\Pi_{NF}, K_{NF}, \sum^{NF}, V_{NF})\) is a pseudo-commutative contractive lift of \((T_1, T_2, \ldots, T_d, T)\).

7. Characteristic triple for a tuple of commutative contractions

Let \( \mathcal{T} = (T_1, T_2, \ldots, T_d) \) be a \( d \)-tuple of commutative contractions on a Hilbert space \( \mathcal{H} \) and \((\mathcal{F}_s, \Lambda_{j*}, P_{j*}, U_{j*})\)^\( d \) be an Andô tuple for \( \mathcal{T}^* = (T_1^*, T_2^*, \ldots, T_d^*) \). Let \( \{G_{j1}, G_{j2} : j = 1, 2, \ldots, d\} \) be the set of fundamental operators of \( \mathcal{T}^* \). Then note that by part (2) of Theorem 4.4 we have

\[
(G_{j1}, G_{j2}) = \Lambda_{j*} (\tau_{j*} P_{j*} U_{j*}^* \tau_{j*}^* \tau_{j*} P_{j*} \tau_{j*}^* \Lambda_{j*}) \Lambda_{j*} \quad \text{for} \quad j = 1, 2, \ldots, d.
\]

(7.1)

Definition 7.1. Let \( \mathcal{T} = (T_1, T_2, \ldots, T_d) \) be a \( d \)-tuple of commutative contractions on a Hilbert space, \( \mathcal{G}_2 := \{G_{j1}, G_{j2} : j = 1, 2, \ldots, d\} \) be the set of fundamental operators of \( \mathcal{T}^* \) and \( \mathcal{W}_2 := (W_{z1}, W_{z2}, \ldots, W_{zd}) \) be the tuple of commutative unitaries as in (6.26). The triple \((\mathcal{G}_2, \mathcal{W}_2, \Theta_T)\) is called the characteristic triple for \( \mathcal{T} \), where \( \Theta_T \) is the characteristic function for the contraction \( T = T_1 T_2 \cdots T_d \).

Note that the expression (7.1) of the fundamental operators of \( \mathcal{T}^* \) indicates the dependence of the characteristic triple on a choice of an Andô tuple for \( \mathcal{T}^* \). However, the uniqueness part of Theorem 3.2 says that the fundamental operators are uniquely determined by \( \mathcal{T} \). Consequently, the characteristic triple, despite its apparent dependence on a choice of an Andô tuple, turns out to be uniquely determined already by the \( d \)-tuple \( \mathcal{T} \) of commutative contractions. In fact, as Theorem 7.3 below explains, the characteristic triple (up to the natural notion of equivalence to be defined next) is a complete unitary invariant for tuples of commutative contractions.
Definition 7.2. Let \((D, D_*, \Theta), (D', D'_*, \Theta')\) be two purely contractive analytic functions. Let \(G = \{G_{j1}, G_{j2} : j = 1, 2, \ldots, d\}\) on \(D_*\), \(G' = \{G'_{j1}, G'_{j2} : j = 1, 2, \ldots, d\}\) on \(D'_*\) be two sets of contraction operators and \(W = (W_1, W_2, \ldots, W_d)\) on \(\Delta_\Theta L^2(D)\), \(W' = (W'_1, W'_2, \ldots, W'_d)\) on \(\Delta_{\Theta'} L^2(D')\) be two tuples of commutative unitaries such that their product is \(M_\ell\) on the respective spaces. We say that the two triples \((G, W, \Theta)\) and \((G', W', \Theta')\) coincide if:

1. \((D, D_*, \Theta)\) and \((D', D'_*, \Theta')\) coincide, i.e., there exist unitary operators \(u : D \to D'\) and \(u_* : D_* \to D'_*\) such that the diagram

\[
\begin{array}{ccc}
D_T & \xrightarrow{\Theta(z)} & D_{T'} \\
\downarrow u & & \downarrow u_* \\
D_{T'} & \xrightarrow{\Theta'(z)} & D_{T''}
\end{array}
\]

commutes for each \(z \in D\).

2. The same unitary operators \(u, u_*\) as in part (i) satisfy the additional intertwining conditions:

\[
G' = (G'_1, G'_2) = u_* G u_*^* = (u_* G_1 u_*^*, u_* G_2 u_*^*, \ldots, u_* G_d u_*^*),
\]

\[
W' = (W'_1, W'_2) = \omega_u W \omega_u^* = (\omega_u W_1 \omega_u^*, \omega_u W_2 \omega_u^*, \ldots, \omega_u W_d \omega_u^*),
\]

where \(\omega_u : \Delta_{\Theta} L^2(D) \to \Delta_{\Theta'} L^2(D')\) is the unitary map induced by \(u\) according to the formula

\[
\omega_u := (I_{L^2} \otimes u)|_{\Delta_{\Theta} L^2(D)}.
\]

Theorem 7.3. Let \(T = (T_1, T_2, \ldots, T_d)\) on \(H\) and \(T' = (T'_1, T'_2, \ldots, T'_d)\) on \(H'\) be two tuples of commutative contractions. Let \((G_z, W_z, \Theta_T)\) and \((G'_z, W'_z, \Theta_{T'})\) be the characteristic triples of \(T\) and \(T'\), respectively, where \(T = T_1 T_2 \cdots T_d\) and \(T' = T'_1 T'_2 \cdots T'_d\). If \(T\) and \(T'\) are unitarily equivalent, then \((G_z, W_z, \Theta_T)\) and \((G'_z, W'_z, \Theta_{T'})\) coincide.

Conversely, suppose in addition that \(T\) and \(T'\) are c.n.u. with characteristic triples \((G_z, W_z, \Theta_T)\) and \((G'_z, W'_z, \Theta_{T'})\) coinciding. Then \(T\) and \(T'\) are unitarily equivalent.

Proof. First let us suppose that \(T\) and \(T'\) be unitarily equivalent via a unitary similarity \(U : H \to H'\). Then

\[
U(I - T^{*}T) = (I - T'^{*}T')U \quad \text{and} \quad U(I - TT^{*}) = (I - T'T'^{*})U
\]

and the functional calculus for positive operators implies that \(U\) induces two unitary operators

\[
u := U|_{D_T} : D_T \to D_{T'} \quad \text{and} \quad u_* := U|_{D_{T'}} : D_{T'} \to D_{T'^*}.
\]

A consequence of the Sz.-Nagy–Foias theory [32] is that \(u_* \Theta_T u^* = \Theta_{T'}\), showing \(\Theta_T\) and \(\Theta_{T'}\) coincide, i.e., condition (i) holds.
As for condition (ii), note that since the fundamental operators satisfy the fundamental equations (3.10), one can easily deduce using (7.4) that
\[ u_\ast(G_{j1}, G_{j2}) = (G'_{j1}, G'_{j2})u_\ast \text{ for each } j = 1, 2, \ldots, d, \] (7.6)
where \( G_2 = \{G_{j1}, G_{j2} : j = 1, 2, \ldots, d\} \) and \( G'_2 = \{G'_{j1}, G'_{j2} : j = 1, 2, \ldots, d\} \).
It remains to establish the unitary equivalence of \( \mathbb{W}_z \) and \( \mathbb{W}'_z \) via \( \omega_u = (I_{L^2} \otimes u)|_{\Delta_T L^2(D_T)} \). To this end, we consider the tuple \((\tilde{\Pi}, \tilde{\mathcal{K}}, \tilde{\mathcal{S}}, \tilde{\mathcal{S}}', \tilde{V})\), where \( \tilde{\mathcal{K}} = \mathcal{K}_{NF} \) and \( \tilde{V} = V_{NF} \) as in (6.23) and where
\[
\tilde{\Pi} := \left((I_{H^2} \otimes u^*_u) \oplus \omega^*_u\right) \Pi_{NF} U : \mathcal{H} \to H^2(D_{T'}) \oplus \Delta_T L^2(D_T)
\]
\[
\tilde{\mathcal{S}} := (\tilde{S}_1, \tilde{S}_2, \ldots, \tilde{S}_d) := (M_{G_{11}^* + z G_{12}} \oplus W''_1, M_{G_{21}^* + z G_{22}} \oplus W''_2, \ldots, M_{G_{d1}^* + z G_{d2}} \oplus W''_d)
\]
\[
\tilde{\mathcal{S}}' := (\tilde{S}'_1, \tilde{S}'_2, \ldots, \tilde{S}'_d) := (M_{G'_{11}^* + z G'_{12}} \oplus W''_1, M_{G'_{21}^* + z G'_{22}} \oplus W''_2, \ldots, M_{G'_{d1}^* + z G'_{d2}} \oplus W''_d)
\] (7.7)
with
\[
\mathbb{W}'' := (W''_1, W''_2, \ldots, W''_d) := (\omega_u \mathbb{W}_z \otimes \omega^*_u = (\omega_u W_{z1}^* \omega^*_u, \omega_u W_{z2}^* \omega^*_u, \ldots, \omega_u W_{zd}^* \omega^*_u).
\]
By tracing through the intertwining properties of the unitary identification maps \( U \) and \( \omega_u \), one can see that actually \( \tilde{\Pi} = \Pi_{NF} \). A further consequence of these intertwining properties is that the tuple
\[
(\Pi_{NF}, \mathcal{K}_{NF}, \tilde{\mathcal{S}}^{NF}, \tilde{\mathcal{S}}'^{NF}, V_{NF})
\]
as in (6.30) and (6.30) being a pseudo-commutative contractive lift of \( T \) implies that \( (\Pi, \mathcal{K}_{NF}, \tilde{\mathcal{S}}, \tilde{\mathcal{S}}', V_{NF}) \) is a pseudo-commutative contractive lift of \( T \) as well. A direct application of Corollary 6.5 then tells us that \( \mathbb{W}'' = \mathbb{W}_z \), i.e.,
\[
\omega_u W_{zj}^* \omega^*_u = W_{zj}^* \text{ for } j = 1, \ldots, d
\]
and condition (ii) in Definition 7.2 is now verified as wanted.

Conversely, assume that the product operators \( T \) and \( T' \) are c.n.u. and \( T \) and \( T' \) have characteristic triples which coincide. By Theorem 6.6 each of \( T \) and \( T' \) is unitarily equivalent to its respective Sz.-Nagy–Foias functional model. It is now a straightforward exercise to see that the unitary identification maps \( u \) and \( u_\ast \) in the definition of the coincidence of the characteristic triples leads to a unitary identification of the model spaces \( \mathcal{H}_{NF} \) and \( \mathcal{H}'_{NF} \) which also implements a unitary similarity of the respective model operator tuples (6.28) and (6.29) associated with \( T \) and \( T' \). This completes the proof of Theorem 7.3. \( \square \)

We next introduce the notion of admissible triple for a collection \( \{G, \mathbb{W}, \Theta\} \) of the same sort as appearing in Definition 7.2 but which satisfies some additional conditions; the additional conditions correspond to what is needed to conclude that the triple arises as the characteristic triple for some contractive commutative tuple \( T \).
Definition 7.4. Suppose that \((D, D^*, \Theta)\) is a purely contractive analytic function, \(\mathcal{G} = \{G_j: j = 1, \ldots, d\}\) is a collections of operators on \(D^*\), \(\mathcal{W} = \{W_1, \ldots, W_d\}\) is a commutative \(d\)-tuple of unitary operators on \(\Delta \Theta L^2(D)\) such that:

1. Each \(M_{G_1^* + zG_2}\) is a contraction operator on \(H^2(D^*)\).
2. \(W_1 \cdots W_d = M_\zeta|_{\Delta \Theta L^2(D)}\).
3. The space \(Q_\Theta := \left[\Theta\right] H^2(D) \subset \left[\frac{H^2(D^*)}{\Delta \Theta L^2(D)}\right]\) is jointly invariant for the operator tuple \(\left\{M_{G_1^* + zG_2}: j = 1, \ldots, d\right\}\).
4. With \(K_\Theta = \left[\frac{H^2(D^*)}{\Delta \Theta L^2(D)}\right]\) and \(\mathcal{H}_\Theta \supseteq Q_\Theta\) and with operators \(T_j\) on \(\mathcal{H}_\Theta\) defined by

\[
T_j = P_{\mathcal{H}(\Theta)} \left[ M_{G_1^* + zG_2} \begin{bmatrix} 0 & 0 \\ W_j \end{bmatrix} \right]|_{\mathcal{H}(\Theta)} \text{ for } j = 1, \ldots, d, \quad (7.8)
\]

the operator-tuple \((T_1, \ldots, T_d)\) is commutative with product (in any order) then given by

\[
T_1 \cdots T_d = P_{\mathcal{H}(\Theta)} \left[ \begin{bmatrix} M_z & 0 \\ 0 & M_\zeta \end{bmatrix} \right]|_{\mathcal{H}(\Theta)}.
\]

Then we shall say that the collection \(\{\mathcal{G}, \mathcal{W}, \Theta\}\) is an admissible triple and that the commutative contractive operator-tuple \(T = (T_1, \ldots, T_d)\) acting on the space \(\mathcal{H}(\Theta)\) is the functional model associated with the admissible triple \(\{\mathcal{G}, \mathcal{W}, \Theta\}\).

Let us note that the functional model associated with an admissible triple \(\{\mathcal{G}, \mathcal{W}, \Theta\}\) also displays a pseudo-commutative contractive lift for its functional-model commutative, contractive operator tuple \(\mathbf{T}\), namely:

\[
S := \left\{ \begin{bmatrix} M_{G_1^* + zG_2} & 0 \\ 0 & W_j \end{bmatrix} : j = 1, \ldots, d \right\}, \quad V = \begin{bmatrix} M_z & 0 \\ 0 & M_\zeta \end{bmatrix}
\]

\[
S' := \left\{ \begin{bmatrix} M_{G_2^* + zG_1} & 0 \\ 0 & W_j \end{bmatrix} : j = 1, \ldots, d \right\}.
\]

Note also that it easily follows from the definitions that the characteristic triple for a commutative contractive \(d\)-tuple \(\overline{T}\) is an admissible triple. Furthermore the functional model associated with the characteristic triple \((\mathcal{G}_z, \mathcal{W}_z, \Theta_T)\) is the same as the functional model obtained by considering \((\mathcal{G}_z, \mathcal{W}_z, \Theta_T)\) as an admissible triple. The content of Theorem 6.6 is that any commutative contractive tuple \(\overline{T}\) is unitarily equivalent to its associated functional model \(\mathbf{T}\).

Our next goal is to indicate the reverse path: how to go from an admissible triple to a characteristic triple for some commutative contractive pair \(\mathbf{T}\). We state the result without proof.
Theorem 7.5. If $(\mathcal{G}, \mathcal{W}, \Theta)$ is an admissible triple, then $(\mathcal{G}, \mathcal{W}, \Theta)$ is a characteristic triple for some contractive operator tuple. More precisely, the admissible triple $(\mathcal{G}, \mathcal{W}, \Theta)$ coincides with the characteristic triple $(\mathcal{G}_2, \mathcal{W}_2, \Theta_T)$ of its functional model.

Since model theory and unitary classification for commuting tuples of unitary operators can be handled by spectral theory, the importance of the next result is that the c.n.u. restriction on $T = T_1 \cdots T_d$ appearing in Theorem 6.6 and Theorem 7.3 is not essential. This result for the case $d = 1$ goes back to Sz.-Nagy-Foias [42].

**Theorem 7.6.** Let $T = (T_1, T_2, \ldots, T_d)$ be a commutative contractive operator-tuple acting on a Hilbert space $\mathcal{H}$. Then there corresponds a decomposition of $\mathcal{H}$ into the orthogonal sum of two subspaces reducing each $T_j$, $j = 1, 2, \ldots, d$, say $\mathcal{H} = \mathcal{H}_u \oplus \mathcal{H}_c$, such that with

$$
(T_{1u}, T_{2u}, \ldots, T_{du}) = (T_1, T_2, \ldots, T_d)|_{\mathcal{H}_u},
\quad (T_{1c}, T_{2c}, \ldots, T_{dc}) = (T_1, T_2, \ldots, T_d)|_{\mathcal{H}_c},
$$

(7.9)

$T_u = T_{1u}T_{2u} \cdots T_{du}$ is a unitary and $T_c = T_{1c}T_{2c} \cdots T_{dc}$ is a completely nonunitary contraction. Moreover, then $T_u \oplus T_c$ with respect to $\mathcal{H} = \mathcal{H}_u \oplus \mathcal{H}_c$ is the Sz.-Nagy–Foias canonical decomposition for the contraction operator $T = T_1T_2 \cdots T_d$.

**Proof.** Let $\{F_{j1}, F_{j2} : j = 1, 2, \ldots, d\}$ be the set of fundamental operators of $T$. Then by Theorem 3.2 for each $j = 1, 2, \ldots, d$, we have

$$
T_j - T_j^* T = D_T F_{j1} D_T \text{ and } T_j - T_j^* T = D_T F_{j2} D_T.
$$

(7.10)

By part (1) of Theorem 4.4 each of $F_{j1}$ and $F_{j2}$ are contractions. Consequently, we have for every $\omega$ and $\zeta$ in $\mathbb{T}$

$$
I_{D_T} - \text{Re}(\omega F_{j1}) \geq 0 \text{ and } I_{D_T} - \text{Re}(\zeta F_{j2}) \geq 0.
$$

(7.11)

Adding together the two inequalities (7.11) then gives

$$
2I_{D_T} - \text{Re}(\omega F_{j1} + \zeta F_{j2}) \geq 0 \text{ for all } \omega, \zeta \in \mathbb{T}.
$$

(7.12)

Recall that the fundamental operators act on $D_T = \overline{\text{Ran} \ D_T}$. Therefore inequality (7.12) is equivalent to

$$
2D_T^2 - \text{Re}(\omega D_T F_{j1} D_T + \zeta D_T F_{j2} D_T) \geq 0, \text{ for all } \omega, \zeta \in \mathbb{T},
$$

By (7.10) we see that this in turn is the same as

$$
2D_T^2 - \text{Re}(\omega (T_j - T_j^* T)) - \text{Re}(\zeta (T_j - T_j^* T)) \geq 0, \text{ for all } \omega, \zeta \in \mathbb{T}.
$$

(7.13)

Let

$$
T = \begin{bmatrix} T_u & 0 \\ 0 & T_c \end{bmatrix} : \mathcal{H}_u \oplus \mathcal{H}_c \rightarrow \mathcal{H}_u \oplus \mathcal{H}_c
$$

(7.14)

be the canonical decomposition of $T$ into unitary piece $T_u$ and completely nonunitary piece $T_c$. We show below that each $T_j$ is block diagonal with respect to the decomposition $\mathcal{H} = \mathcal{H}_u \oplus \mathcal{H}_c$. Toward this end, we first suppose
that with respect to the decomposition $\mathcal{H} = \mathcal{H}_u \oplus \mathcal{H}_c$ for each $j = 1, 2, \ldots d$ we have

$$T_j = \begin{bmatrix} A_j & B_j \\ C_j & D_j \end{bmatrix}$$
and

$$T_{(j)} = \begin{bmatrix} E_j & K_j \\ L_j & H_j \end{bmatrix}. \quad (7.15)$$

Apply (7.13) to obtain that for each $j = 1, 2, \ldots, d$,

$$\begin{bmatrix} 0 & 0 \\ 0 & 2D^2 \end{bmatrix} - \Re \begin{pmatrix} A_j - E_j^*T_u & B_j - L_j^*T_c \\ C_j - K_j^*T_u & D_j - H_j^*T_c \end{pmatrix} \quad (7.16)$$

In particular, the $(1,1)$-entry in this inequality must satisfy

$$\mathbb{P}^j_{11}(\omega, \zeta) := \Re(\omega(A_j - E_j^*T_u)) + \Re(\zeta(E_j - A_j^*T_u)) \leq 0, \text{ for all } \omega, \zeta \in \mathbb{T}, \quad (7.17)$$

which implies that

$$\mathbb{P}^j_{11}(\omega, 1) + \mathbb{P}^j_{11}(\omega, -1) = 2 \Re(\omega(A_j - E_j^*T_u)) \leq 0 \text{ and } \quad \mathbb{P}^j_{11}(1, \zeta) + \mathbb{P}^j_{11}(-1, \zeta) = 2 \Re(\zeta(E_j - A_j^*T_u)) \leq 0.$$

It is an elementary exercise to show that, if a bounded operator $X$ such that $\Re(\zeta X)$ is zero. Since the matrix is positive semi-definite, the $(2,1)$-entry (and hence also the $(2,1)$-entry) is also zero, i.e., for all $\omega, \zeta \in \mathbb{T}$

$$\mathbb{P}^j_{12}(\omega, \zeta) := \omega(B_j - L_j^*T_c) + \zeta(C_j^* - T_u^*K_j) + (K_j - C_j^*T_c) + \zeta(L_j - T_u^*B_j) = 0,$$

which in particular implies that

$$\mathbb{P}^j(\omega) := \mathbb{P}^j_{12}(\omega, 1) + \mathbb{P}^j_{12}(\omega, -1) = 2\omega(B_j - L_j^*T_c) + 2\zeta(C_j^* - T_u^*K_j) = 0$$

for every $\omega \in \mathbb{T}$. This implies the first two of the following equations while the last two are obtained similarly:

$$B_j = L_j^*T_c, \quad C_j^* = T_u^*K_j, \quad K_j = C_j^*T_c \quad \text{and} \quad L_j^* = T_u^*B_j. \quad (7.19)$$

Commutativity of each $T_j$ with $T$ gives

$$A_jT_u = T_uA_j, \quad B_jT_c = T_uB_j, \quad C_jT_u = T_cC_j \quad \text{and} \quad T_cD_j = D_jT_c, \quad (7.20)$$

while commutativity of $T_{(j)}$ with $T$ implies

$$E_jT_u = T_uE_j, \quad K_jT_c = T_uK_j, \quad L_jT_u = T_cL_j \quad \text{and} \quad T_cH_j = H_jT_c. \quad (7.21)$$

Using the last equation in (7.19) and the third equation in (7.21) we get

$$B_j^*T_u^2 = L_jT_u = T_cL_j = T_cB_j^*T_u.$$
As $T_u$ is unitary, this leads to

$$B_j^*T_u = T_cB_j^*. \quad (7.22)$$

Using the second equality in (7.20) together with (7.22) leads to

$$T_cT_c^*B_j^* = T_cB_j^*T_u^* = B_j^* = B_j^*T_u^*T_u = T_c^*B_j^*T_u = T_c^*T_cB_j^*,$$

which implies that $T_c$ is unitary on $\text{Ran} \ B_j^*$ for $j = 1, 2, \ldots, d$. Since $T_c$ is completely nonunitary, each $B_j$ must be zero. By similar arguments one can show that $C_j = 0$, for each $j = 1, 2, \ldots, d$. This completes the proof. □

Remark 7.7. We note that a proof of Theorem 7.6 is given in [13] for the pair case ($d = 2$). It is of interest to note that the general case can be reduced to the pair case simply by applying the result for the pair case to the special pair $(T_j, T_{(j)})$ for each $j = 1, \ldots, d$. Our proof on the other hand is a direct multivariable proof.

Remark 7.8. Examples and special cases: If we consider the special case with $T = V$ is a commutative tuple of isometries $V = (V_1, \ldots, V_d)$ with product operator $V = V_1 \cdots V_d$ c.n.u. (i.e., $V$ is a pure isometry or shift operator), then the associated characteristic function $\Theta_V$ is zero, and the model theory presented here amounts to the BCL-model for commuting isometries as in Theorem 2.3. In detail, the characteristic triple collapses to the first component $\mathbb{G}$ which has the additional structure of the form

$$G_{j1} = P_j^+U_j^*, \quad G_{j2} = U_jP_j$$

for a collection of projection operators $P_j$ and unitary operators $U_j$ on a space $\mathcal{F}$ ($j = 1, \ldots, d$) forming a BCL-tuple (Definition 2.4) for which the associated isometric operator-tuple $V_j$ (with $W_j$ trivial for $j = 1, \ldots, d$) is commutative. The difficulty in writing down examples is that there is no explicit way to write down such operator tuples $\mathbb{G}$ so that the associated isometric-tuple $V$ is commutative.

As we have seen in Section 2.4, given such a collection of operators forming a BCL-tuple as in Definition 2.4 (with $W$ taken to be trivial for simplicity), the operators $V_j = MG_{j1}^* + zG_{j2}$ ($j = 1, \ldots, d$) form an isometric tuple but there are no explicit criteria for deciding when it is the case that this is a commutative isometric tuple, unless $d = 1, 2$.

Similarly from Theorem 7.5 to construct examples of commutative contractive tuples, it suffices to construct examples of admissible triples. At its core, according to Definition 2.4, an admissible triple consists of a pure contractive operator function $(\mathcal{D}, \mathcal{D}_*, \Theta)$ together with a collection of operators $\mathbb{G} = \{G_{j1}, G_{j2} : 1 \leq j \leq d\}$ on $\mathcal{D}_*$, and a commutative unitary tuple $\mathbb{W} = \{W_j : 1 \leq j \leq d\}$ acting on $\Delta_0L^2(\mathcal{D})$ satisfying auxiliary conditions (1)-(5). While conditions (1) and (2) are not so difficult to analyze, the joint-invariance property in condition (3) and the joint-commutativity property in condition (4) are mysterious: for a general $\Theta$ there is no apparent way to write down interesting explicit examples of potential admissible triples $(\mathbb{G}, \mathbb{W}, \Theta)$ which satisfy these additional properties, even for the $d = 2$ case.
In case $\Theta$ is inner, the $W$-component becomes trivial, condition (1) is just the requirement that the operator pencil $G_j(z) = G^*_j + zG_j2$ have $H^\infty$-norm at most 1 but one is still left with the nontrivial requirement (3) that $M_{G^*_j + zG_j2}$ leave the subspace $M_\Theta H^2(D)$ invariant. Unlike the case for the BCL-model for commutative isometric tuples, this flaw happens even in the $d = 2$ case.

An example which may be tractable is the case where the commutative contractive tuple $\underline{T} = (T_1, \ldots, T_d)$ acts on a finite-dimensional Hilbert space $\mathcal{X}$ and has a basis of joint eigenvectors. Similar examples are discussed in [2, 16].

More detail on all these issues will appear in forthcoming work of the authors [13].
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