Abstract: This paper presents an algorithm for local motion planning in environments populated by moving elliptical obstacles whose velocity, shape and size are fully known but may change with time. We base the algorithm on a collision avoidance vector field (CAVF) that aims to steer an agent to a desired final state whose motion is described by a double integrator kinematic model. In addition to handling multiple obstacles, the method is applicable in bounded environments for more realistic applications (e.g., motion planning inside a building). We also incorporate a method to deal with agents whose control input is limited so that they safely navigate around the obstacles. To showcase our approach, extensive simulations results are presented in 2D and 3D scenarios.
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1. INTRODUCTION

Collision avoidance constitutes a fundamental problem in robotics. For example, unmanned aerial vehicles (UAVs) have found many applications related to search and rescue, payload and package delivery, and surveillance, to name but a few. To accomplish their mission, robots have to plan their path in environments that are often populated by obstacles. Such obstacles are not precisely known or can be mobile and hence are often characterized in probabilistic ways (e.g., a confidence or probability ellipsoid). Due to the motion and rotation of these obstacles, as well as the dynamic information gathered by the robot, the probability density of the obstacles (i.e., their shape) may vary with time. Additionally, they are required to react in real time to pop-up tasks and addition or removal of some other agents. Therefore, a well-designed algorithm for such problems needs to be decentralized, reactive, computationally inexpensive, and handle fast collision avoidance.

Literature review: Some of the earliest and most notable algorithms tackling obstacle avoidance problems consist of creating a graph by discretizing the autonomous agent’s free configuration space, considering only the geometric requirement of finding an obstacle-free path between two points. Some of the most popular graph-based search algorithms are Dijkstra’s (Dijkstra et al. (1959)) and A* (Hart et al. (1968); Yang and Zhao (2004)), which require a configuration of the space graph using basic or more advanced sampling techniques such as Voronoi diagrams and projections (Huttenlocher et al. (1993); Aurenhammer (1991)). However, discrete methods rely on search-space granularity (i.e., searching a complex discrete space) to compute the optimal solution, and therefore, are not very suitable for real-time applications.

Many relevant algorithms have been developed for motion planning in dynamic environments using velocity obstacles, which aim at selecting avoidance maneuvers to avoid obstacles in the velocity space (Fiorini and Shiller (1998)). These algorithms are generated by selecting robot velocities outside of the velocity obstacles, which represent the set of robot velocities that would result in a collision. Optimal reciprocal collision avoidance (ORCA) is an extension of the velocity obstacle algorithm to include multiple agents by resolving the common oscillation problem in multi-agent navigation (Van den Berg et al. (2008); Van Den Berg et al. (2011); Snape et al. (2011)).

More recently, new algorithms have been leveraging the qualities of machine learning to tackle problems in unknown / sparse dynamic environments. For example, an algorithm for socially aware multiagent collision avoidance with deep reinforcement learning (SA-CADRL) has been designed to produce more time-efficient paths than ORCA (Chen et al. (2017); Long et al. (2018)).

Algorithms based on harmonic potential flow can deal with multiple moving convex and star-shaped concave obstacles by applying a dynamic modulation matrix, dependent on the characteristics of the obstacles, to the original dynamic system (Khansari-Zadeh and Billard (2012); Huber et al. (2019)). However, these velocity-based controllers do not take into account the inertia of the robot or more realistic kino-dynamic constraints.

Local methods represent a robot as a particle in the configuration space under the influence of an artificial potential field, whereas the direction of motion is generally chosen according to the gradient of the potential function...
We consider an agent moving in bounded environments for more realistic applications. Firstly we consider obstacles with uncertain motion resulting in a position and velocity of the center of mass of the obstacles, as well as their shape and orientation. Secondly we consider obstacles with uncertain motion resulting in a position and velocity of the center of mass of the obstacles, as well as their shape and orientation. Finally, we incorporate a method to deal with agents whose control input is limited so that they can safely navigate around the obstacles.

Contributions: This paper presents a novel local motion-planning algorithm in environments populated by multiple moving obstacles with time-varying elliptical shapes. We base our algorithm on a collision avoidance vector field (CAVF) that aims to steer an agent to a desired final state under double integrator dynamics.

We first assume that the agent has access to the exact position and velocity of the center of mass of the obstacles, as well as their shape and orientation. Secondly we consider obstacles with uncertain motion resulting in a position and velocity of the center of mass of the obstacles, as well as their shape and orientation. Finally, we incorporate a method to deal with agents whose control input is limited so that they can safely navigate around the obstacles.

Outline: The remainder of the paper is structured as follows. Section 2 presents the problem setup, Section 3 presents the core of our algorithm and Section 4 details the control law derived from the vector field. In addition, Section 5 shows extensive simulations results and finally, Section 6 concludes this work.

2. PROBLEM SETUP

We consider an agent moving in an $N$-dimensional position space $\Omega \subseteq \mathbb{R}^N$ (where $N = 2$ or $N = 3$) which can be a bounded set. The state of the agent is defined as

$$\mathbf{x} = \begin{pmatrix} \mathbf{P} \\ \mathbf{V} \end{pmatrix}$$

where $\mathbf{P} \in \Omega$ is the position of the agent and $\mathbf{V} \in \mathbb{R}^N$ is the velocity. We consider an obstacle whose center of mass is initially located (at time $t = 0$) at $\mathbf{P}_o \in \Omega$ and has a constant velocity $\mathbf{V}_o \in \mathbb{R}^N$, which implies that the obstacle’s motion is reduced to a straight line if $\mathbf{V}_o \neq 0$ (if $\mathbf{V}_o = 0$, the obstacle is static).

We also assume that the obstacle’s boundary $\chi^b$ can be parametrically described as a function of two variables $u \in [0, 2\pi]$ and $v \in [0, \pi]$. In the case in which the obstacle’s boundary is an ellipse (2D), we have

$$\mathbf{P}(t; u) = \begin{pmatrix} a(t) \cos(u) \\ b(t) \sin(u) \end{pmatrix},$$

whereas in the case of an ellipsoid (3D), we have

$$\mathbf{P}(t; u, v) = \begin{pmatrix} a(t) \cos(u) \sin(v) \\ b(t) \sin(u) \sin(v) \\ c(t) \cos(v) \end{pmatrix}.$$ 

The velocity $\mathbf{V}_e$ due to expansion/contraction at a point $\mathbf{P}^o \in \chi^b$, corresponding to a pair $(u, v)$, can be described as

$$\mathbf{V}_e^p = \frac{\partial \mathbf{P}^o(t; u, v)}{\partial t}.$$ 

The agent is subject to a double integrator dynamics:

$$\dot{\mathbf{x}}(t) = \begin{pmatrix} \mathbf{V}(t) \\ \mathbf{u}(t) \end{pmatrix}, \quad \mathbf{x}(0) = \mathbf{x}_0 = \begin{pmatrix} \mathbf{P}_0 \\ \mathbf{V}_0 \end{pmatrix}$$

(1)

where $\mathbf{u}(t) \in \mathbb{R}^N$ is the control input.

Next, we formulate the main problem considered in this paper.

Problem 1. Let an agent be subject to the dynamics given in Eq. (1). Then, find a control input $\mathbf{u}(t) : [0, t_f] \rightarrow \mathbb{R}^N$ so that the agent will reach a final desired location $\mathbf{P}_f \in \Omega$ with zero velocity at a free final time $t_f$:

$$\mathbf{x}(t_f) = \mathbf{x}_f = \begin{pmatrix} \mathbf{P}_f \\ \mathbf{0} \end{pmatrix},$$

while avoiding collisions with obstacles.

3. CAFV DESIGN

The collision avoidance vector field (CAVF) is designed to match the desired agent’s velocity along the state space. For example, the CAFV is directed towards the final location and is null at the final location. Because of obstacles appearing on the way from the agent’s location to its final location, the CAFV has to be modulated so that the agent does not enter into collision (see Fig. 1).

![Fig. 1. In the absence of obstacles (a), the CAFV points towards $\mathbf{P}_f$. In the presence of obstacles (b), the CAFV is modulated to avoid the obstacle ($\mathbf{P}_0 = [0, 0.25]'$ and $\mathbf{P}_f = [1, 0.75]'$).](image)

3.1 Static Obstacle

For a static obstacle, the collision avoidance vector field $h$ has to satisfy the following impenetrability condition at any point $\mathbf{P}^o$ of the obstacle boundary:
The rotation angle $\beta$ to modify the shape of the sigmoid given by $d \gamma(P) || P_f - P ||^{-p} \hat{n}(P^c(P))$, and hence $h(P) = R(P) || P_f - P ||^{-p} \gamma(P) || P_f - P ||^{-p} (P_f - P)$, where $p \in [0, 1]$ is a modulation exponent which controls the difference of intensity across the vector field. $P^c(P)$ is defined as the point on the obstacle boundary that is closest to $P$, which can be computed via an iterative optimization algorithm (Nürnberg (2006)). We introduce a location-dependent factor $\gamma \in [0, 1]$ which is defined as follows:

$$\gamma(P) = \frac{a_r \alpha_r x(P)}{\sqrt{1 + (2a_r \alpha_r x(P))^2}} + \frac{1}{2}$$

where $x(P) := (d(P) + d_o(P))/(d(P) d_o(P))$, $d_o$ is the influence distance of the obstacle (typically in the order of the obstacle semi-major axis), $d(P) = ||P - P^o(P)||$ and $d_o(P) = d(P) - d_i$. In addition, $a_r$ is a modulation constant to modify the shape of the sigmoid given by $\gamma$. The vector field $h$ guarantees that $h_o = 0$ when the agent is located at the influence distance since $d = d_i$ implies $x \rightarrow -\infty$ and hence $\gamma = 0$. Furthermore, a rotation operator $R$ of angle $\alpha_R$ is applied to the vector field so that the agent goes around the obstacle when the agent is on the line of sight between the agent and the target position. More formally, for $N = 2$, the matrix $R$ at a point $P$ is defined as

$$R(P) = \begin{bmatrix} \cos(\alpha_R(P)) & \sin(\alpha_R(P)) \\ -\sin(\alpha_R(P)) & \cos(\alpha_R(P)) \end{bmatrix}$$

Let us define $\beta(P) = e^{-b_x^2 x(P)}$ where $b_x \in \mathbb{R}$ is a fixed parameter. The rotation angle $\alpha_R$ is then computed proportionally to the angle between $\hat{n}$ and $P_f - P_o$,

$$\alpha_R(P) = \frac{\beta(P)}{2} \angle(\hat{n}(P), P_f - P_o)$$

where $P_f - P_o$ corresponds to the vector pointing from the obstacle center $P_o$ to the final position $P_f$. The factor $\beta$ is introduced to ensure that the vector field is not rotated (that is, $\beta = 0$) and hence $R = I_N$ where $I_N$ is the identity matrix of order $N$ when the agent is located at the influence distance of the obstacle (continuity of the vector field), and when the agent is located on the obstacle boundary (non-penetrability of the obstacle).

Now that the vector field has been described analytically, we can analyze two particular cases. The first scenario consists in the vectors $\hat{n}$ and $P_f - P_o$ making an angle of $\pi$ (singular case), corresponding to a point $P$ exactly behind the obstacle with respect to the desired location. In this case, the field is rotated by an angle $\alpha \in [-\pi/2, \pi/2]$ so that the agent deviates from its initial trajectory to go around the obstacle (forming a singularity in the vector field). The second scenario appears when these two vectors $\hat{n}$ and $P_f - P_o$ are aligned, that is, when the point $P$ lies in between the obstacle and the target. In this case, the vector field is not rotated ($\alpha = 0$) since the agent is in front of the obstacle and can freely move to the target. The vector field is illustrated in Fig. 2 where the target position is represented by a red cross.

![Fig. 2. Vector field and associated path line for an initial agents location $P_0 = [-10,0]^T$. The singularity appears around $[-5,-3]$ (behind the obstacle).](image)

**Proposition 1.** With the vector field defined in Eq. (3), the condition of impenetrability given in Eq. (2) is guaranteed for the case of a static obstacle.

**Proof:** When the agent is located at a point $P^b \in \chi^b$ (on the boundary of the obstacle), we obtain $P^o(P^b) = P^b$, $d = 0$, $x \rightarrow \infty$ and hence $\gamma = 1$. In addition, we have $\beta = 0$, $\alpha_R = 0$ and thus $R = I_N$. Given the particular value of the vector field

$$h(P^b) = ||P_f - P||^{-p} \left[ ||P_f - P|| \hat{n}(P^b) + (P_f - P) \right],$$

we obtain

$$h(P^b) \cdot \hat{n}(P^b) = ||P_f - P||^{-p} \left[ ||P_f - P|| + (P_f - P) \cdot \hat{n}(P^b) \right] = ||P_f - P||^{-p} \left[ ||P_f - P|| + (P_f - P) \cdot \hat{n}(P^b) \right] \geq 0,$$

which verifies Eq. (2) of impenetrability and thus concludes the proof.

### 3.2 Moving Obstacle

The velocity $V_b$ of the obstacle boundary at $P^b$ can be the result of multiple contributing terms. This paper will examine 2 movements: constant velocity translation ($V_o$) and expansion/contraction of the boundary in time ($V_e$) so that $V_b = V_o + V_e$. Additionally, we consider the obstacle’s velocity in the normal direction of the obstacle boundary only if it is greater than zero ($V_b \cdot \hat{n} > 0$) so that the agent is not attracted to the obstacle when it is moving away from it.

To account for the fact that the obstacle is moving, we introduce an additional term $h_m(P) = \gamma V_b$ to the vector field such that the total vector field $h_m(P)$ for a moving obstacle is given by

$$h_m(P) = h(P) + h_v(P).$$
When the obstacles are moving, the impenetrability condition requires that the component of the vector field normal to the boundary has to satisfy the following inequality:

\[ h_m(P^b) \cdot \hat{n}(P^b) \geq V_b \cdot \hat{n}(P^b) \quad \text{for all } P^b \in \chi^b. \quad (5) \]

**Proposition 2.** With the vector field defined in Eq. (4), the condition of impenetrability given in Eq. (5) is guaranteed for an obstacle moving at constant velocity \( V_b \).

**Proof:** When the agent is located at the boundary \( P^b \) of the obstacle, we have \( \gamma = 1 \). It follows that

\[ h_m(P^b) \cdot \hat{n}(P^b) = h(P^b) \cdot \hat{n}(P^b) + V_b \cdot \hat{n}(P^b) \geq 0 \quad \text{from Eq. (2)} \]

\[ \geq V_b \cdot \hat{n}(P^b), \]

which verifies Eq. (5) (condition of impenetrability) and thus concludes the proof. \( \square \)

In addition, \( h_0(P) = 0 \) (when the agent is located at the influence distance \( d = d_i \)) so that \( h(P) = h_f(P) \) as if there were no obstacles.

3.3 Multiple Obstacles

Next, we consider the case of multiple (non-overlapping) obstacles. Let \( d_j = \| P - P_j^e(P) \| \) be the distance between \( P \) and \( P_j^e(P) \), where \( P_j^e(P) \) is the point on the boundary of obstacle \( j \) that is closest to \( P \). When there are \( M \) obstacles, the vector field is extended by taking the sum of the local CAVFs weighted by their distance to the agent’s position \( P \) so that the vector field at the boundary of obstacle \( i \) is only determined by the local vector field \( h_i(P) \) associated to this obstacle:

\[ h(P) = \sum_{i=1}^{M} w_i(P) h_i(P), \quad (6) \]

where

\[ w_i(P) = \prod_{j=1}^{M} d_j \quad \text{and hence} \quad \sum_{i=1}^{M} w_i(P) = 1. \]

**Proposition 3.** With the vector field defined in Eq. (6), the condition of impenetrability given in Eq. (2) is guaranteed for the case of multiple (non-overlapping) obstacles.

**Proof:** When the agent is located at the boundary \( P^b \) of obstacle \( j \), we obtain \( w_j(P_j^b) = 1 \) for \( i = j \) and \( w_i(P_j^b) = 0 \) for \( i \neq j \). The resulting vector field is thus given by \( h_i(P_j^b) = h_j(P_j^b) \). The impenetrability condition for multiple obstacles is therefore guaranteed since the impenetrability condition at the boundary of a single obstacle has already been proven in Proposition 1. \( \square \)

3.4 Bounded Environment

We now consider an environment that is a convex polygonal set such that the agent is not allowed to exit through its boundaries (for instance \( \Omega \) is a rectangular domain in 2D or a rectangular parallelepiped in 3D). This extension is implemented by assigning a flat ellipsoidal obstacle to each edge. More formally, for an ellipse whose semi-axis lengths are given by \( a \) and \( b \), we consider a large semi-major over semi-minor length ratio: \( a/b \gg 1 \).

4. CONTROL LAW

As mentioned earlier, we consider a double integrator dynamics given in Eq. (1). Since the vector field \( h \) reflects the desired agent’s velocity \( V(t) \), we aim to find a control law providing a link between \( h \) and \( V(t) = u(t) \). We therefore consider a control law mixing the proportional gain and the derivative of the vector field:

\[ u = k_p(h - V) + k_v \dot{h}. \]

where \( k_p \in \mathbb{R} \) is the proportional gain, \( k_v \in \mathbb{R} \) is the derivative gain and \( \dot{h} = \nabla h \cdot V \) following the chain rule. The agent will only follow the CAVF (velocity vectors) if the initial velocity matches the velocity of the vector field at the initial position. For example when \( V = \theta \) at start, we have \( h = \nabla h \cdot V = 0 \) as well. If we use the simple control law \( u = \bar{h} \), we would obtain \( u = 0 \) and the agent would never start. We thus also need a proportional controller at start to launch the agent and make it match the desired velocity.

Once the desired speed is similar to the local vector field \( (h \simeq V) \), the second term of the proposed control law based on \( \dot{h} \) takes the lead, taking into account not only the value of \( h \) at the agent’s location but also the variation \( \nabla h \) of the vector field around this location to better predict the best trajectory. This gradient can be computed numerically via the symmetric difference quotient.

4.1 Norm-Constrained Control Input

When the input is constrained, the agent might not be able to escape an obstacle if its speed is too high near the obstacle. We consider the case in which \( u \in U = \{ u \in \mathbb{R}^N : \|u\| \leq \bar{u} \} \) where \( \bar{u} \in \mathbb{R}^+ \). The time to stop the agent with initial velocity \( V_0 \) is then \( t = \| V_0 \| / \bar{u} \). Based on the motion equation \( x(t) = -\bar{u}^2 t^2 / 2 + V_0 t \), the distance that has been traveled in this time is given by

\[ R = \frac{V_0^2}{2 \bar{u}}, \]

where \( V_0 \) is the radial velocity of the agent towards the obstacle. We artificially inflate each obstacle by the distance \( R \) so that the agent can adjust its trajectory to avoid lying inside the inflated boundary of the obstacle. It is worth noting that this technique which aims at avoiding collision, it does not guarantee impenetrability (neither of the inflated obstacle nor of the real obstacle) in all conditions and further research is needed.

When the obstacle is moving, the velocity of the agent in the obstacle frame is given by \( V_0 - V \) where \( V_4 \) is the velocity of the obstacle at the obstacle boundary along the line of sight towards the agent (composed of the obstacle velocity and the expansion velocity).

5. NUMERICAL SIMULATIONS

The following simulations are computed in 2D and 3D scenarios for a system with double integrator dynamics. The agent is considered to be a particle (point mass) and all the simulations have been realized with the following parameters: \( d_i = 0.3 \), \( a_i = 0.01 \) and \( p = 0.5 \). The video presenting all the cases presented in this section is available at https://youtu.be/xSLyvFngAIW. The source code used
to produce the paper is available at https://github.com/MartinBraquet/vector-field-obstacle-avoidance.

5.1 Multiple Static Obstacles

The CAVF design for 2D static obstacles has been presented in Section 3 (see Fig. 1). Fig. 3 presents the motion of an agent in a 3D space, moving around multiple ellipsoids and reaching the desired final location.

Fig. 3. 3D obstacle avoidance with multiple ellipsoids.

5.2 Moving Obstacles with Time-Varying Shape

In Fig. 4, the elliptical obstacle is located in the bottom-right quadrant at start ($P_0 = [0.6, 0.2]^\top$) and is moving upwards at constant velocity (dashed lines).

Fig. 4. 2D obstacle avoidance with a moving ellipse of time-varying shape represented in plain gray (initial position), dashed black (intermediate positions) and plain black (final position) ($P_0 = [0.2, 0.2]^\top$ and $P_f = [0.8, 0.6]^\top$).

Additionally, moving obstacles lead to growing uncertainty in probabilistic motion. We consider scenarios where such uncertainty is represented by an ellipse of time-varying shape (growing with time, see video whose link is given at the start of the section for further illustrations). The agent starts avoiding the obstacle by going above the ellipse. Since the agent is moving with a similar speed as the obstacle, he then decides to slow down and let the obstacle move upwards so that he reaches his target location by going below the obstacle.

The norm of the position error, given by $\|e(t)\| = \|P(t) - P_f\|$, is decreasing exponentially. The norm of the control input $u(t)$, which is assumed unbounded in this simulation is high at the beginning since the initial zero velocity does not match the desired velocity of the vector field at the initial agent’s location.

5.3 Bounded Environment

As shown in Fig. 5, the environment is a square domain, that is, bounded by four walls, and an ellipse is located at the center. The vector field is directed outward around the ellipse and inward next to the walls, the agent is thus guaranteed to stay in the desired area and he is correctly moving towards his target.

Fig. 5. 2D obstacle avoidance with an ellipse in a bounded environment ($P_0 = [0.1, 0.5]^\top$ and $P_f = [0.9, 0.5]^\top$).

5.4 Norm-Constrained Input Control

We finally consider the case where the control input is constrained such that $\|u(t)\| \leq \bar{u}$ for all times $t \geq 0$. For the simulations shown in Fig. 6, we set the maximum norm of the control input to be $\bar{u} = 1 \text{ m/s}^2$. The black dashed lines represent the inflated boundary of the obstacles depending on the speed of the agent. It should be noted that the obstacle in the top-right quadrant is not inflated since the agent, located at $P = [0.5, 0.5]^\top$ in the figure, is not in its area of influence. We can notice that the agent is correctly reaching his target while his control input has been capped twice (the second time being when the agent enters the inflated region of the left obstacle, while still avoiding collision).
6. CONCLUSION

In summary, this paper addresses the problem of moving an agent in an environment populated with static and dynamic elliptical obstacles whose shape, position and velocity can change with time. The resulting algorithm is based on a vector field designed to provide information about the desired local agent’s velocity and steer the system to a desired target under a double integrator dynamics. Our work has been extended to include bounded environments and limited control inputs.

Further research can be done to extend the work to obstacles of any convex shape, and then to obstacles with non-convex shapes. Moreover, additional research on vector field-based algorithms can extend this work, whose applicability is limited to agents with double integrator kinematics, to problems with more general dynamics.
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