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Abstract: In the past two decades, Earth observation (EO) data have been utilized for studying the spatial patterns of urban deprivation. Given the scope of many existing studies, it is still unclear how very-high-resolution EO data can help to improve our understanding of the multidimensionality of deprivation within settlements on a city-wide scale. In this work, we assumed that multiple facets of deprivation are reflected by varying morphological structures within deprived urban areas and can be captured by EO information. We set out by staying on the scale of an entire city, while zooming into each of the deprived areas to investigate deprivation through land cover (LC) variations. To test the generalizability of our workflow, we assembled multiple WorldView-3 datasets (multispectral and shortwave infrared) with varying numbers of bands and image features, allowing us to explore computational efficiency, complexity, and scalability while keeping the model architecture consistent. Our workflow was implemented in the city of Nairobi, Kenya, where more than sixty percent of the city population lives in deprived areas. Our results indicate that detailed LC information that characterizes deprivation can be mapped with an accuracy of over seventy percent by only using RGB-based image features. Including the near-infrared (NIR) band appears to bring significant improvements in the accuracy of all classes. Equally important, we were able to categorize deprived areas into varying profiles manifested through LC variability using a gridded mapping approach. The types of deprivation profiles varied significantly both within and between deprived areas. The results could be informative for practical interventions such as land-use planning policies for urban upgrading programs.
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1. Introduction

Over the past few decades, Sub-Saharan Africa (SSA) has been facing an extensive and overwhelming population growth, mainly occurring in urban regions [1]. The lack of provisions to address this phenomenon has further exaggerated socio-economic fragmentation within cities [2], leading to the proliferation of deprived urban areas (DUAs) that often lack basic services, such as access to clean water and sanitation, among others [3]. Within DUAs, urban dwellers are often exposed to unhealthy and unsuitable physical environments, with hazardous effects on their health. For instance, as pointed out by Aliu et al. [4] in a case study on Lagos, Nigeria, residents of the most deprived areas of the...
city were surrounded by solid waste and stagnant water, which contributes to the degree of overall deprivation. Additionally, the issue of waste disposal and its effect on disease burden was demonstrated by Muoki et al. [5] using, as a case study, the Mukuru slums of Nairobi, Kenya. In the current COVID-19 pandemic, DUAs are largely neglected and face a disproportionate epidemiological burden of diseases in comparison to more affluent neighborhoods [6]. Demonstrated difficulties to maintain social distancing and maintain necessary livelihood activities have been emphasized, while the disruption of global supply chains has led to food shortages in several of the most vulnerable and deprived areas [7–10]. The situation is a matter of great concern, considering the fact that the number of dwellers residing in these areas often represent the majority of a city’s population and is likely highly underestimated [11]. For example, in Nairobi DUAs occupy less than five percent of the city extension but are home to more than sixty percent of the population [12].

International efforts to improve the well-being of the most vulnerable urban residents, such as the United Nations (UN) Sustainable Development Goal 11 (SDG11), require a large amount of information to be regularly assembled and analyzed for adequately monitoring progress towards their targets. To address the issue of data gaps, Earth observation (EO) has been proposed as a way to map various aspects of DUAs, such as the physical environment, socio-economic status, human population counts, and health risk, among others [13–15]. Nonetheless, the majority of EO-based studies on DUAs focus on mapping their location and extent within a city’s boundaries but not their inter- or intra-DUA variations, which is a necessary prerequisite towards evidence-based policy making [16]. In fact, DUAs can be vastly different from each other, even within the same city, as they reflect the various socio-economic processes that created them. Their differences may lie in their infrastructure (i.e., the provision of basic services), their socio-economic status, or their land tenure status, but also in their physical characteristics (i.e., urban patterns, size and materials of dwellings, width of streets, and areas of open space). As such, it is imperative to acquire a better understanding of these variations in order to converge towards global or local DUA typologies and support policy-making efforts [17,18]. The combination of very-high-resolution (VHR) EO data and machine-learning-based processing is a powerful approach to unveil the intra-variation in DUAs based upon the physical characteristics captured on satellite images, while it can also analyze geographical regions spread throughout an entire city at unprecedented levels of spatial detail.

Nonetheless, the potential of EO data to analyze DUAs at large geographic scales brings its own limitations and must be further explored [19], despite efforts to link EO data and socio-economic elements [20–23]. There have been only limited attempts to create parsimonious and transferable models as most EO studies focus on small urban snippets while not accounting for the complexity of the applications [24]. Moreover, as DUAs can be highly heterogeneous within a city, an appropriate adaptation of existing mapping frameworks to accurately depict them is necessary. This relates to the selection of the classification scheme (i.e., including classes such as waste piles) as well as tackling frequently encountered challenges, such as limited data availability and transferability of city-wide applications, as well as increasing our understanding of the remotely sensed data that are needed to achieve these goals. As such, by using Nairobi, Kenya, as a case study we go beyond the current state of the art and investigate a novel, multifaceted set of objectives:

1. Detailed characterization within and between DUAs based on their land cover (LC) indicators and the potential of mapping rarely mapped deprived urban LC classes, such as waste piles and vehicles.
2. The transferability potential of EO-based LC models across various deprived areas in Nairobi, using multisource and multiresolution satellite data, taking parsimony into consideration.
3. The potential contribution of infrequently used satellite datasets for the task of urban LC mapping, such as the full multispectral (MS) eight-band bundle of the WorldView-3 (WV-3) sensor, along with its full set of shortwave infrared (SWIR) bands.
Finally, adhering to open science standards, a processing framework has been developed through mostly open access software to facilitate its replication and use by other stakeholders, researchers, and organizations. In Section 2, we describe the materials and methods used in our work as well as their availability.

2. Materials and Methods

We developed a transferable and parsimonious workflow that can be generalized for a scientific understanding of DUA diversity in terms of detailed LC composition analysis (Figure 1).

![Figure 1. Workflow of the proposed framework.](image)

2.1. Study Area and Data

The study area is found in Nairobi City County, Kenya. Nairobi comprises many DUAAs, such as Kibera, the largest slum in Africa and one of the largest globally. DUAAs are commonly referred to as “slums” or “informal settlements” by local authorities (e.g., by Kenyan slum upgrading programs, such as KESIP) and international authorities [25]. In this paper, we denote all these regions as DUAAs, in order to escape from any pejorative connotation that the word “slum” implies for Nairobi citizens. Nairobi DUA dwellers constitute more than sixty percent of the city population [12], with current estimates putting the number up to 2.5 million [26], and are characterized by a low socio-economic status and poor-quality houses [27]. As Abascal et al. [28] point out, there is no agreement yet on the area-based characterization of DUAAs, and poverty is still being measured only with socio-economic household-level indicators, often at administrative levels. The DUA layer utilized in this study was provided by the Spatial Collective (SC) company in 2020. SC is a Nairobi-based organization working in the field of geographic information systems (GISs) in SSA cities. SC empowers and supports DUA communities and organizations by collecting data needed by the communities. The operational approach is to work with people in the communities, using available technologies to collect the geographic data that matters to them. As such, the study extent is valuable as it represents local dwellers’ understanding and perceptions of the extent and location of the settlements.

An extended set of WV-3 bands acquired in 2020 was employed, comprising of a panchromatic band (0.30 m), 8 multispectral bands (1.24 m), and 8 SWIR bands (3.70 m) (Table 1). The WV-3 MS bands were pansharpened through the PANSHARP module of the PCI Geomatica software using the panchromatic band. The WV-3 MS bands contain rich spectral information across the visible and near-infrared spectrum (coastal, blue, green, yellow, red, red edge, NIR 1, and NIR 2 bands), while the SWIR bands provide detailed information of the shortwave spectrum and have been used for a variety of applications [29–31]. Additionally, we co-registered the WV-3 SWIR bands to the WV-3 MS ones to account for a small positional shift between them. False-color composites of MS and SWIR imagery along with the DUAAs of Nairobi used in the study are illustrated in Figure 2. Finally, areas with clouds or cloud shadows were masked from any subsequent analysis.
Table 1. WorldView-3 bands used and their wavelengths.

| Multispectral Bands | Wavelength (nm) | SWIR Bands | Wavelength (nm) |
|---------------------|----------------|------------|-----------------|
| Coastal             | 397–454        | SWIR-1     | 1184–1235       |
| Blue                | 445–517        | SWIR-2     | 1546–1598       |
| Green               | 507–586        | SWIR-3     | 1636–1686       |
| Yellow              | 580–629        | SWIR-4     | 1702–1759       |
| Red                 | 626–696        | SWIR-5     | 2137–2191       |
| Red edge            | 698–749        | SWIR-6     | 2174–2232       |
| Near-IR1            | 765–899        | SWIR-7     | 2228–2292       |
| Near-IR2            | 857–1039       | SWIR-8     | 2285–2373       |
| Panchromatic band   | 450–800        |            |                 |

Figure 2. (a) Study area in Nairobi City County, Kenya. We studied the DUAs that were covered by the complete set of WorldView-3 multispectral and SWIR bands. (b) Location map of Nairobi within national and international borders.

2.2. Geographic Object-Based Image Analysis Processing (GEOBIA)

The data pre-processing, segmentation, and feature extraction were developed using the open source software GRASS GIS [32] and the processing chain proposed by Grippa et al. [33] in a Jupyter Notebook environment [34]. The feature selection algorithms, predictions, and accuracy measurements were performed through the R statistical software. The GEOBIA-related code and resultant maps are publicly available in the Zenodo scientific repository [35].
2.2.1. Spectral Layers and Textures

The initial features were the eight multispectral and eight shortwave infrared bands of the WV-3 satellite. Additionally, we computed the normalized difference vegetation index (NDVI). Finally, for each multispectral, shortwave, and NDVI band we computed an extensive set of first- and second-order texture layers, which can be observed in detail in Appendix A Table A1. The textures were computed at three kernel sizes (3, 9, and 19), representing different spatial scales and capturing different levels of spatial information.

2.2.2. Segmentation

To start with, we applied a 50 m buffer to our DUA layer in order to remove potential artifacts and merge very small adjacent areas. We applied a GEOBIA framework to derive the segments using a locally adapted unsupervised segmentation parameter optimization (USPO) procedure, as proposed by Grippa et al. [36]. First, the RGBNIR bands of the WV-3 images were used as an input for the region-growing segmentation algorithm of GRASS GIS [37]. The segmentation process was optimized using the F-measure, which considers both intra- and inter-segment heterogeneity, by utilizing the Moran’s I and variance spatial metrics, and has been demonstrated as one of the most robust unsupervised segmentation practices [38]. The segmentations that best optimized these combined measures were selected for further processing, such as feature extraction and classification.

2.2.3. Simulation of Limited Training Data

One of the critical objectives was to investigate the transferability of the LC models between the various DUAs in Nairobi. To achieve this, we used one of the DUAs for which we have the best field knowledge and local contacts, Mathare, to assemble a database of training data. Mathare consists of 13 neighborhoods (1.43 km² and 11.4% of the total DUA area in Nairobi) and is visualized in Figure 3. We collected training data through random and manual sampling. The classification scheme was designed to reflect indicators of openness, density, socio-economic status, and environmental health hazards [39]. We sampled standard LC classes such as buildings, types of vegetation but also classes that may relate to socio-economic profiles of urban areas such as waste piles and vehicles. A category representing shadows was additionally sampled. Using computer-assisted photo interpretation by remote sensing experts, we labelled 6240 segments within Mathare with their underlying LC class (Table 2). Notably, the mapping of waste piles has been strongly desired by local communities and stakeholders during the COVID-19 crisis. Locations of waste piles collected by ground field checks were provided by the SC.

| Class               | Samples | Deprivation Domain Captured                                      |
|---------------------|---------|------------------------------------------------------------------|
| Building            | 2839    | Unplanned morphology (e.g., density)                             |
| Ground surface      | 842     | Unplanned morphology (open space)                                |
| Low vegetation      | 186     | Environmental assets (green space)                               |
| Tall vegetation     | 249     | Environmental assets (green space)                               |
| Shadow              | 414     | Unplanned morphology (e.g., distance between buildings, height)  |
| Vehicles            | 270     | Road infrastructure (accessibility), economic activity           |
| Water               | 28      | Physical and health-related hazard (e.g., floods, water-borne diseases) |
| Waste piles         | 149     | Health-related hazards (e.g., due to air, soil and water pollution, and vector-borne diseases) |

The reason for using training data from only one DUA in Nairobi was to simulate the common scenario where an abundance of data is only available at a small, specific location of a larger study area due to the availability of ground surveys and local contacts.
there. Equally important, it allowed us to investigate the transferability of the LC models across other DUAs in the city, even if they conform to different morphological typologies. Afterwards, we proceeded to the transfer of the LC models and subsequent LC typological grouping to other DUA locations in Nairobi (Figure 1).

Figure 3. Mathare DUA in Nairobi, delineated into 13 neighborhoods, where training data for the LC models were sampled and assembled.

2.2.4. Descriptive Statistics

The features used in the classification consist of a set of descriptive statistics calculated for each layer and at the segment level, such as the mean, median, and standard deviation. A full list of the computed statistics can be found in Appendix A Table A2. Additionally, the mean and standard deviation of each layer were also extracted in all the neighboring segments. This allowed us to capture high levels of contextual information. Finally, we partitioned the features into four categories to test different scenarios and assess the assets and drawbacks of using several band combinations. In detail, we categorized the predictive features into those derived from the RGB bands, the RGBNIR bands, all 8 WV-3 multispectral bands (hereby denoted as MS-8), and finally all 8 MS bands with all 8 SWIR bands (hereby denoted as All).

2.2.5. Feature Selection

One of the primary objectives of this study was to create parsimonious models, eliminate the computational burden of such a large-scale application, and avoid the “curse of dimensionality” [24]. Moreover, using only a limited number of well-selected features is desirable when seeking to develop transferable models. To do so, we employed a state-of-the-art feature selection (FS) method, namely the popular variable selection using random forests (VSURF) algorithm [40]. VSURF is a wrapper algorithm that creates iterative and nested random forest (RF) models and evaluates the importance of each predictive feature
in the classification task. As a final step, it recommends the feature subset that is most discriminant while maintaining or increasing classification accuracy. Using our training data, we ran the VSURF algorithm for each of the four EO datasets and produced a list of the most predictive variables (Table A3). Notably, the lack of spectral richness of some combinations is compensated for by using more texture features. For instance, the RGB and RGBNIR FS subsets contain 62% textural features, while the MS-8 and All subsets contain only 46%. The proportions of NDVI-based features appear to be similar across datasets, as for the RGBNIR, MS-8, and All sources the prevalence was 23%, 23%, and 18%, respectively. In the All dataset, 11% of the features were SWIR-based. Ultimately, the number of selected variables was dramatically lower than using the initial set of features, as evidently demonstrated in Table 3.

| Source | Total Number of Features | Features Retained after VSURF Selection |
|--------|--------------------------|----------------------------------------|
| RGB    | 3613                     | 21                                     |
| RGBNIR | 6013                     | 27                                     |
| MS-8   | 10813                    | 26                                     |
| All    | 14,173                   | 28                                     |

2.2.6. Classification

To perform the classification, we used the commonly employed RF algorithm. RF is an ensemble of classification decision trees, quite resistant to overfitting due to its strong bootstrapping nature of repeatedly utilizing only subsets of data and features, that has been widely used in the remote sensing literature [26]. The RF algorithm provides a pseudo-independent internal accuracy metric, namely out-of-bag (OOB) accuracy, which can unveil a first and relatively robust impression of model performance [41]. The important hyperparameters that need to be defined in an RF algorithm are the number of grown decision trees and the number of selected features at each of the nodes. Both parameters were tuned through cross-validation through the “caret” package in R statistical software [42].

2.2.7. Validation

To validate our results we collected an extensive, independent validation dataset from the DUA layer of Nairobi. To start with, across all DUAs, we sampled 3000 segments. Those related to inland water, vehicles, and waste piles were collected non-randomly, while the rest of the samples were randomly allocated. Moreover, we fully labeled nine 50 m × 50 m rectangular tiles, randomly placed across the study area, to account for the accuracy using dense-level sampling. Table 4 presents the validation data collected.

| Class                  | Total   | Dense Labeling (Pixels) | Non-Dense Labeling (Segments) |
|------------------------|---------|-------------------------|-------------------------------|
| Building               | 89,133  | 87,901                  | 1232                          |
| Ground surface         | 67,494  | 67,006                  | 488                           |
| Low vegetation         | 37,478  | 37,184                  | 294                           |
| Tall vegetation        | 29,690  | 29,504                  | 186                           |
| Shadow                 | 19,928  | 19,683                  | 245                           |
| Vehicle                | 768     | 607                     | 161                           |
| Inland water           | 812     | 653                     | 159                           |
| Waste piles            | 1599    | 1388                    | 211                           |
3. Results
3.1. Land Cover Mapping Using GEOBIA
3.1.1. Land Cover Mapping Using GEOBIA

A snippet of the segmentation output can be found in Figure 4. Despite the complexity and heterogeneity of the urban landscape in DUAs, the unsupervised segmentation appeared satisfactory as the produced segments represented whole, or parts of, land surface objects, such as building roofs and trees. A total of 1,933,484 segments were produced for the whole study area.

Figure 4. Subset of the segmentation results. (a) False-color composite of the WV-3 satellite and (b) optimized segmentation layer for the same area (segments are displayed in random colors).

3.1.2. Model Evaluation on the Training Data

As a first step, we assess the OOB accuracy of the RF-based LC models in Mathare, using the various datasets, with or without FS methods (Table 5). It is evident that while performing FS does not influence the OOB model accuracy in all four datasets, it dramatically decreases the training time of the model. Additionally, the overall accuracy (OA) in all experiments except for the RGB-based models shows non-significant differences and reaches an excellent level of around 89%. Given these preliminary findings, we only further investigate models incorporating FS. Subsets of the various LC model predictions in Mathare are visualized in Figure 5. As a large number of training data was available in Mathare, it is not unexpected that all classification models exhibit a remarkably high classification accuracy there.
3.1.3. Model Transferability

The trained models were used to predict the LC in other DUAs of Nairobi, where no training data were available. Using our validation dataset, we computed the overall accuracy (OA) and balanced accuracy per class (Table 6). Notably, the RGBNIR dataset provides the best results. Nonetheless, all band combinations, except for the RGB models, demonstrate remarkably similar performance. The RGB models overestimated built-up regions, which is reasonable given the lack of infrared information. In general, and in all models, the best-mapped classes were buildings, vegetation, and shadows. The classification of waste piles and vehicles was satisfactory (Figures 6 and 7), especially since the trained models were spatially transferred to other parts of the city that do not necessarily contain the same spectral, spatial, or morphological distributions as the training area. In particular, the accuracy of waste piles ranged between 62–76%, depending on the dataset employed. Adding SWIR or all 8 WV-3 multispectral bands improved the results compared to the RGBNIR or RGB models. Interestingly, SWIR indicators improved water class accuracy by a margin of about 6 percent. Additional examples of the LC maps can be found in the supplementary material.

Table 5. Out-of-bag accuracy on the training data for every comparative experiment. FS stands for the reduced dataset post-feature selection.

| Source   | Overall Accuracy (%) | Training Time (s) |
|----------|----------------------|-------------------|
| All FS   | 89.4                 | 7.62              |
| All      | 89.9                 | 99.00             |
| MS-8 FS  | 89.2                 | 5.20              |
| MS-8     | 89.5                 | 80.04             |
| RGBNIR FS| 89.2                 | 6.57              |
| RGBNIR   | 89.5                 | 58.60             |
| RGB FS   | 85.2                 | 3.96              |
| RGB      | 86.1                 | 49.88             |

Figure 5. Snippet of the LC models predictions in an area in Mathare, Nairobi. (a) WV-3 false-color composite. LC predictions using (b) all available bands (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
3.1.3. Model Transferability

The trained models were used to predict the LC in other DUAs of Nairobi, where no training data were available. Using our validation dataset, we computed the overall accuracy (OA) and balanced accuracy per class (Table 6). Notably, the RGBNIR dataset provides the best results. Nonetheless, all band combinations, except for the RGB models, demonstrate remarkably similar performance. The RGB models overestimated built-up regions, which is reasonable given the lack of infrared information. In general, and in all models, the best-mapped classes were buildings, vegetation, and shadows. The classification of waste piles and vehicles was satisfactory (Figures 6 and 7), especially since the trained models were spatially transferred to other parts of the city that do not necessarily contain the same spectral, spatial, or morphological distributions as the training area. In particular, the accuracy of waste piles ranged between 62–76%, depending on the dataset employed. Adding SWIR or all 8 WV-3 multispectral bands improved the results compared to the RGBNIR or RGB models. Interestingly, SWIR indicators improved water class accuracy by a margin of about 6 percent. Additional examples of the LC maps can be found in Figures A1–A6, while the detailed confusion matrices can be found in Tables A4–A7.

Table 6. Overall accuracy of the LC maps and balanced accuracy of the various CL classes using data from all the investigated DUAs in Nairobi. Values in bold indicate the best performing model.

| Class          | ALL  | MS   | RGBNIR | RGB  |
|----------------|------|------|--------|------|
| Overall accuracy| 87.57| 87.43| 88.07  | 80.51|
| Building       | 92.04| 91.72| 92.39  | 86.26|
| Bare soil      | 89.29| 88.55| 89.38  | 83.68|
| Low vegetation | 94.86| 94.77| 94.94  | 94.37|
| Tree           | 94.43| 94.50| 93.87  | 93.36|
| Shadow         | 90.86| 92.55| 93.72  | 89.22|
| Vehicle        | 69.67| 72.89| 71.50  | 69.66|
| Water          | 78.16| 72.90| 71.41  | 70.68|
| Waste pile     | 74.29| 75.77| 71.96  | 62.42|

3.1.4. Model Scalability

The effect of FS in large-scale applications is not only reflected in the reduced training time of the machine learning models, but also in the time reduction in the feature engineering process. For instance, computing a single texture (on a three-by-three kernel window) over the study area, requires roughly 15 min of processing time (on a single processing thread) and requires about 17 gigabytes of space as a GeoTiff file. This being the case, it would require massive amounts of time and storage space to deal with such an application if the number of features was multiplied to a few dozen. Running an LC model across a study area with 5000 features would require more than 2000 h of processing time and more than 15,000 GB of storage space (Figure 8). Alternatively, by focusing on computing large numbers of features only in the training data locations, as in this study, we can exponentially reduce the computational burden, efficiently select the most discriminant features, and use only them on the rest of the study area.
found in Figures A1–A6, while the detailed confusion matrixes can be found in Tables A4–A7.

Table 6. Overall accuracy of the LC maps and balanced accuracy of the various CL classes using data from all the investigated DUAs in Nairobi. Values in bold indicate the best performing model.

| Class                      | ALL MS RGBNIR | RGB | Overall accuracy | Balanced accuracy |
|----------------------------|---------------|-----|------------------|-------------------|
| Building                   | 92.04         | 91.72 | 92.39            | 86.26             |
| Bare soil                  | 89.29         | 88.55 | 89.38            | 83.68             |
| Low vegetation             | 94.86         | 94.77 | 94.94            | 94.37             |
| Tree                       | 94.43         | 94.50 | 93.87            | 93.36             |
| Shadow                     | 90.86         | 92.55 | 93.72            | 89.22             |
| Vehicle                    | 69.67         | 72.89 | 71.50            | 69.66             |
| Water                      | 78.16         | 72.90 | 71.41            | 70.68             |
| Waste pile                 | 74.29         | 75.77 | 71.96            | 62.42             |

Figure 6. LC maps in the Uboja community, which contains a remarkable amount of waste piles. (a) WV-3 false-color composite. LC predictions using (b) all available bands (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.

3.2. Inter- and Intra-DUA Variability

3.2.1. Unsupervised Clustering

To provide the first LC-based typology of DUAs, we used the model that performed best (RGBNIR). The RGBNIR LC map was aggregated to a 50 m × 50 m grid extending over all DUAs in Nairobi by calculating the proportion of each LC class. Next, the aggregated grid values were used in a sequential, unsupervised k-means clustering. Various experimentations on the number of clusters were undertaken; the one with the best trade-off between identifying meaningful urban clusters and their number was selected.
3.1.4. Model Scalability

The effect of FS in large-scale applications is not only reflected in the reduced training time of the machine learning models, but also in the time reduction in the feature engineering process. For instance, computing a single texture (on a three-by-three kernel window) over the study area, requires roughly 15 min of processing time (on a single processing thread) and requires about 17 gigabytes of space as a GeoTiff file. This being the case, it would require massive amounts of time and storage space to deal with such an application if the number of features was multiplied to a few dozen. Running an LC model across a study area with 5000 features would require more than 2000 h of processing time and more than 15,000 GB of storage space (Figure 8). Alternatively, by focusing on computing large numbers of features only in the training data locations, as in this study, we can exponentially reduce the computational burden, efficiently select the most discriminant features, and use only them on the rest of the study area.

3.2.2. Description of the Extracted Clusters

Six clusters (A to F) were produced to show land-cover differences across (inter-DUA) and within (intra-DUA) settlements. Each cluster is defined by different proportions of the eight LC features: waste piles; building; low vegetation; tall vegetation; vehicles; shadow; ground surface; and water. As shown in Figure 9, each LC class is reflected in different proportions within each morphological cluster. Figure 10 demonstrates examples of grid cells (50 m × 50 m) that belong to these clusters, both on the satellite image and respective LC map.
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3.2.1. Unsupervised Clustering

To provide the first LC-based typology of DUAs, we used the model that performed best (RGBNIR). The RGBNIR LC map was aggregated to a 50 m × 50 m grid extending over all DUAs in Nairobi by calculating the proportion of each LC class. Next, the aggregated grid values were used in a sequential, unsupervised k-means clustering. Various experimentations on the number of clusters were undertaken; the one with the best trade-off between identifying meaningful urban clusters and their number was selected.

3.2.2. Description of the Extracted Clusters

Six clusters (A to F) were produced to show land-cover differences across (inter-DUA) and within (intra-DUA) settlements. Each cluster is defined by different proportions of the eight LC features: waste piles; building; low vegetation; tall vegetation; vehicles; shadow; ground surface; and water. As shown in Figure 9, each LC class is reflected in different proportions within each morphological cluster. Figure 10 demonstrates examples of grid cells (50 m × 50 m) that belong to these clusters, both on the satellite image and respective LC map.

Notably, there is a clear signature in each morphological cluster with respect to its LC distribution (Figure 11). The clusters from A to D represent low-density areas of the settlements, usually located at the edge of the neighborhood or on the main streets, while groups E and F represent high-density, built-up areas. For instance, group F is associated with extremely high building density and an almost complete absence of vegetation, while group E, although densely built, contains significantly taller buildings, i.e., a higher value of shadows as well as more vegetation and open space. Cluster A stands out for having the highest presence of ground surface. Cluster B is associated with the presence of large proportions of garbage and water areas. Cluster C is defined by having the greater presence of tall trees as well as shadows. Most zones in Cluster D are low-vegetation, and the presence of buildings in them is almost non-existent.
Figure 10. Examples of the LC signature within each morphological cluster.

Notably, there is a clear signature in each morphological cluster with respect to its LC distribution (Figure 11). The clusters from A to D represent low-density areas of the settlements, usually located at the edge of the neighborhood or on the main streets, while groups E and F represent high-density, built-up areas. For instance, group F is associated with extremely high building density and an almost complete absence of vegetation, while group E, although densely built, contains significantly taller buildings, i.e., a higher value of shadows as well as more vegetation and open space. Cluster A stands out for having the highest presence of ground surface. Cluster B is associated with the presence of large proportions of garbage and water areas. Cluster C is defined by having the greater presence of tall trees as well as shadows. Most zones in Cluster D are low-vegetation, and the presence of buildings in them is almost non-existent.

Figure 11. Cluster description based on LC feature distribution.

3.2.3. Inter-DUA Variability

On a city scale, there are some common patterns across DUAs (Figure 12). For instance, cluster A or cluster E occupy a large fraction of each DUA (i.e., cluster A or cluster E cover > 40% of the total DUA area, except in Imara). Additionally, cluster B is insignificant in all DUAs, not exceeding 10% of their area. Nonetheless, despite these common characteristics, there is a high degree of variability across DUAs, exceeding 20% in some cases, as shown in Table 7 where their proportions are documented.
3.2.4. Intra-DUA Variability

The spatial arrangement of the clusters is also a point of interest. For instance, Mathare and Waruku show similar proportions of each cluster but differ significantly in their spatial distribution (Figure 13). In the former cluster A (open space, streets, and built-up to a low degree) is more widespread, while in the latter it only follows the central street network, indicating a less-developed street network and fewer open spaces.

DUAs north-east of Nairobi (e.g., Biafra and Korogocho) exhibit stronger intra-urban differences than in the south (e.g., Imara). There, DUAs are more homogeneous, with highly dense areas (cluster F dominating the landscape; Figure 14). On the other hand, Korogocho is characterized by a high proportion of open spaces, but also with moderately to highly dense built-up areas. Elevated buildings are found at the center of the settlement, while the perimeter is composed of green areas. Similarly, Biafra is characterized by a high proportion of open spaces as ground surfaces and low vegetation, while tall vegetation is also located at the edges of the settlement.
DUAs north-east of Nairobi (e.g., Biafra and Korogocho) exhibit stronger intra-urban differences than in the south (e.g., Imara). There, DUAs are more homogeneous, with highly dense areas (cluster F dominating the landscape; Figure 14). On the other hand, Korogocho is characterized by a high proportion of open spaces, but also with moderately to highly dense built-up areas. Elevated buildings are found at the center of the settlement, while the perimeter is composed of green areas. Similarly, Biafra is characterized by a high proportion of open spaces as ground surfaces and low vegetation, while tall vegetation is also located at the edges of the settlement.

**Figure 14.** Morphological cluster distribution in Korogocho, Biafra and Imara.

### 4. Discussion

#### 4.1. On the Potential of Transferability, Interpretability, and Scalability

Through the results of this work, it was demonstrated that it is possible to create robust and transferable EO-based VHR LC models across the various DUAs of Nairobi, even if the availability of training data is restricted to a small fraction of the study area. This is owed largely to (i) computing a vast number of predictive features, which is rarely seen in GEOBIA studies, and (ii) using refined FS techniques to select the smallest, yet most discriminant of them to create parsimonious applications. The positive effects of developing small, yet highly predictive classification models were demonstrated in Georganos et al. [24], both in terms of accuracy and reduced complexity. Notably, the transferability of models was satisfactory, even though Mathare is not similar to all DUAs with respect to morphological characteristics. For instance, some of the DUAs exhibit lower building density with more regular layouts, in contrast to the highly dense built-up areas...
of Mathare. The most problematic class in terms of accuracy and visual inspection was the water bodies, which can be explained by the small number of training samples and can be alleviated by using water data in other areas of the city, which can be well-known and quickly derived from services such as OpenStreetMap. Interestingly, the mapping of waste piles was relatively robust across the city, which can rapidly provide information for epidemiological and health risk analyses.

The proposed data extraction approach can be compared to classical deep learning (DL) applications, with the difference being that the retrieved features are not the outputs of a black box algorithm but engineered by a transparent automated process. DL-based approaches usually outperform classical ML methods but require large amounts of training data, often inaccessible in DUAs, which is not the case in this application [43]. Nonetheless, the increased generalization potential of DL architectures through advances in the area of domain adaptation encourages their exploration in future applications in DUAs, particularly with the steady increase in the availability of training data sources.

With respect to the comparative experiments, all approaches produced satisfactory predictions. Nonetheless, it was surprising that the best model was the one using only the four RGBNIR bands of the WV-3 sensor. This can be explained under the scenario that the most discriminant information for the DUA LC classification is contained in the RGBNIR bands. As such, adding more bands can produce noise and redundancy. Moreover, the FS approaches, being heuristic algorithms, likely perform better to find an optimal solution the smaller the feature space is. Navigating a space of roughly 4000 features rather than 10,000 to find an optimal solution can further explain this outcome. Nonetheless, given that classes such as waste piles are crucial for adequately characterizing DUAs, adding SWIR information or all eight WV-3 multispectral bands can be of benefit compared to the RGBNIR-based model. The varying spectral signature of waste piles (i.e., due to their complex mixture of materials, such as various types of colored plastics) can be a likely explanation for this effect [31]. With respect to the merits of using SWIR information, the large mismatch in spatial resolution (0.3 m for the MS bands and 3.7 m for the SWIR ones) diminished its full potential contribution. However, the SWIR data appeared to be partially useful for some specific classes that are expressed as large objects—large trees, water, and, as mentioned previously, waste piles. It is therefore implied that SWIR data at a finer resolution, or fusion techniques that may account for such large differences in the spatial resolution, might further improve the results. Another relevant and salient outcome is that scalability is possible as (i) only a few bands are needed for satisfactory results, which can be realized by openly available sources of VHR imagery such as Google Earth imagery, and (ii) a few well-picked features are sufficient, exponentially decreasing the computational burden of a large-scale application.

4.2. On the Potential of Transferability, Interpretability, and Scalability

Our efforts to categorize intra-DUA variability based on their LC fractions highlighted the existence of different morphological profiles. The differences were mainly related to the built-up density, absence or presence of vegetation, vehicles, and waste piles. Consequently, they provide a first step to better understand the internal structure of deprived areas and provide meaningful indicators in support of pro-poor policies and evidence-based policy making towards sustainable cities. For instance, the extracted morphological clusters can be linked with urban health issues such as waste disposal. As the Nairobi River enters the city from the west and branches into several rivers, all of them are polluted with waste. Most of the waste from these deprived areas is discharged directly into surface waters, as can be seen in Figure 15. Additionally, when it rains, the surface water often transports the waste into the water bodies or adjacent areas, causing deteriorating health conditions through events such as bacterial infection outbreaks [36]. This pollution causes health problems, not only in the deprived settlements but also in the rest of the city, leading to the large-scale pollution of local rivers [44]. These areas are accurately reflected in the morphological clusters and can be spatially mapped with unprecedented precision.
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Figure 15. Street view images of waste piles in a river flowing through a Nairobi DUA.

Nonetheless, the results are subject to the sensitivities or degree of sophistication of the clustering algorithm. It is advised that a combination of expert knowledge encompasses the data-driven results from the clustering procedure, with respect to issues such as the number of clusters. Moreover, alternative approaches to computing deprivation levels should be explored through supervised classification, provided that the availability of in situ information is sufficient. At the same time, although there was intrinsic variation in terms of LC typology within each DUA, there were also significant differences across them. It is important to understand these typological differences to develop local context-based policies, i.e., upgrading programs related to each settlement. As reflected by their typological profiles, each settlement responds to different social processes, and knowing that each DUA has an intrinsic history behind it this is not an unexpected outcome [45,46]. Finally, this research paves the way for assessing the temporal evolution of deprived areas.

4.3. Future Prospects

Future work should tackle several issues, both from a technical and applied perspective. To start with, efforts to replicate this framework with more easily accessible RS data, such as Sentinel 1 and 2 or Google Earth imagery, should be attempted [47]. A positive outcome of the replication, even with less thematic details can enhance the scalability of this work to national or continental levels, producing crucial interpretable indicators that can readily be integrated in global slum mapping efforts. Additionally, efforts to transfer the proposed framework to other cities should be investigated. Moreover, in order to improve the typology more information should be taken into consideration, such as landscape metrics (capturing the spatial arrangement of the LC) along with land-use information. Finally, a comparative analysis in terms of predictive algorithms should be investigated in further by including more machine and deep learning approaches.

5. Conclusions

Our work has provided a novel framework with which to characterize deprived urban areas (DUAs) through Earth observation (EO) datasets. We tailored a GEOBIA process-
ing chain to our requirements for mapping the specificities of the land cover in DUAs. Additionally, we considered factors such as model complexity and the computational burden; we endeavored to favor the potential of the transferability of the whole process. Using an extended set of WorldView-3 data (panchromatic, eight multispectral, and eight shortwave infrared bands), we found that the visible and near-infrared bands are sufficient (i.e., overall accuracy of 88.07%) to produce high-quality land-cover maps while maximizing effectiveness and reducing the financial cost of acquiring more extensive spectral information. Furthermore, we proposed a way to transform land-cover maps into gridded spatial units that reflect deprivation profiles. We discussed and identified novel insights into the variations in the physical morphology between and within deprived areas. Notably, the morphological clusters show variations between DUAs in terms of density, environmental, and infrastructure characteristics. Such information could be used to understand geographic patterns of differences, identify hotspots for interventions (e.g., health interventions), and monitor changes across space as well as (if using multitemporal imagery) time. Our results help to pave the road for more integrative EO-based research towards evidence-based policy making in support of the most vulnerable urban populations.
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Appendix A

Table A1. Textures computed on the multispectral and shortwave infrared bands of the WorldView-3 imagery.

| Texture                   |
|---------------------------|
| Angular second moment     |
| Contrast                  |
| Correlation               |
| Variance                  |
| Inverse difference moment |
| Sum average               |
| Sum variance              |
| Sum entropy               |
| Entropy                   |
| Difference variance       |
| Difference entropy        |
| Information measures of correlation |
Table A2. Extracted descriptive statistics at the object level in all the input bands for the land-cover classification.

| Statistic | Minimum | Maximum | Range | Mean | Median | Standard deviation | Coefficient of variation | First quartile | Third quartile | 90% percentile |
|-----------|---------|---------|-------|------|--------|--------------------|--------------------------|----------------|--------------|---------------|

Table A3. VSURF-retained features for each dataset.

| RGB | RGBNIR | MS-8 | All |
|-----|--------|------|-----|
| Blue band texture kernel $9 \times 9$ entropy 90th percentile neighboring standard deviation | NDVI first quartile | NDVI first quartile | NDVI first quartile |
| Blue band texture kernel $9 \times 9$ sum entropy third quartile neighboring standard deviation | NDVI median | NDVI 90th percentile | NDVI mean |
| Green band first quartile | NDVI texture kernel $3 \times 3$ difference entropy 90th percentile | NDVI texture kernel $19 \times 19$ information measure of correlation range | NDVI texture kernel $19 \times 19$ entropy maximum |
| Green band median | NDVI texture kernel $3 \times 3$ difference entropy third quartile | NDVI texture kernel $3 \times 3$ difference entropy 90th percentile | NDVI texture kernel $3 \times 3$ difference entropy 90th percentile |
| Blue band first quartile | NDVI texture kernel $3 \times 3$ sum average mean | NDVI third quartile | NDVI third quartile |
| Red band first quartile | NDVI texture kernel $9 \times 9$ correlation 90th percentile | Yellow band texture kernel $9 \times 9$ correlation maximum neighboring standard deviation | Coastal band texture kernel $19 \times 19$ contrast third |
| Blue band mean | NIR band texture kernel $19 \times 19$ sum variance max neighboring mean | Red band texture kernel $3 \times 3$ correlation 90th percentile neighboring mean | Coastal band texture kernel $3 \times 3$ difference entropy median |
| Green band third quartile | Blue band first quartile | Red edge band texture kernel $9 \times 9$ information measure of correlation minimum neighboring mean | Coastal band texture kernel $3 \times 3$ difference entropy standard deviation |
| Red band median | Green band first quartile | NIR band texture $19 \times 19$ sum variance maximum neighboring standard deviation | Red band texture kernel $3 \times 3$ correlation 90th percentile neighboring mean |
| Blue band 90th percentile | Blue band median | NIR band texture $9 \times 9$ difference entropy maximum neighboring mean | Red band texture kernel $3 \times 3$ difference entropy first quartile |
| Red band texture kernel $3 \times 3$ variance 90th percentile | Blue band third quartile | Coastal band first quartile | Red edge band texture kernel $19 \times 19$ contrast mean |
| Red band texture kernel $3 \times 3$ difference entropy mean | Red band coefficient of variation | Coastal band mean | NIR band texture kernel $19 \times 19$ difference variance third quartile |
| Green band texture kernel $3 \times 3$ variance 90th percentile | NIR band first quartile | Blue band first quartile | NIR band texture kernel $19 \times 19$ sum variance maximum neighboring mean |
| Table A3. Cont. |
|----------------|
| **RGB** | **RGBNIR** | **MS-8** | **All** |
| Blue band texture kernel $3 \times 3$ correlation third quartile neighboring mean | NIR band median | Green band median | NIR band texture kernel $3 \times 3$ sum average minimum |
| Blue band texture kernel $9 \times 9$ information measure of correlation 90th percentile | NIR band third quartile | Red band first quartile | NIR second band texture kernel $3 \times 3$ difference entropy first quartile |
| Green band texture kernel $3 \times 3$ sum average first quartile | Blue band texture kernel $19 \times 19$ variance median | Red edge band first quartile | Coastal band first quartile |
| Green band texture kernel $3 \times 3$ difference entropy median | Blue band texture kernel $9 \times 9$ variance median | Red edge band median | Blue band first quartile |
| Green band texture kernel $3 \times 3$ sum average coefficient of variation | Green band texture kernel $19 \times 19$ variance median | NIR band first quartile | Green band median |
| Red band texture kernel $3 \times 3$ contrast 90th percentile | Green band texture kernel $9 \times 9$ information measure of correlation third quartile | NIR 2nd band first quartile | Red band coefficient of variation |
| Red band texture kernel $9 \times 9$ variance third quartile | Red band texture kernel $19 \times 19$ correlation maximum | Blue texture kernel $3 \times 3$ difference entropy median | Red edge band first quartile |
| Blue band texture kernel $9 \times 9$ angular second moment coefficient of variation | Red band texture kernel $3 \times 3$ difference entropy first quartile | Blue band texture kernel $9 \times 9$ information measure of correlation third quartile | Red edge band mean |
| Red band texture kernel $9 \times 9$ contrast mean | Red edge band texture kernel $19 \times 19$ contrast mean | Red edge band median | |
| Red band texture kernel $9 \times 9$ correlation first quartile | NIR band texture $19 \times 19$ difference variance third quartile | NIR band first quartile | |
| Red band texture kernel $9 \times 9$ variance first quartile | NIR band texture kernel $3 \times 3$ sum average minimum | NIR second band first quartile | |
| NIR band texture kernel $3 \times 3$ sum average minimum | NIR second band texture kernel $3 \times 3$ difference entropy first quartile | NIR second band mean | |
| NDVI texture kernel $19 \times 19$ angular second moment minimum | NIR second band texture kernel $3 \times 3$ variance median | SWIR first band texture kernel $3 \times 3$ angular second moment standard deviation neighboring standard deviation | |
| SWIR fifth band first quartile | SWIR seventh band first quartile | |

**Table A4.** Confusion matrix using validation data and features from all sensors and bands (*All* dataset).

| Class | Building | Bare, Asphalted Ground | Low Vegetation | Tree | Shadow | Vehicle | Water | Waste Pile |
|-------|----------|------------------------|----------------|------|--------|---------|-------|------------|
| Building | 78,567 | 8820 | 106 | 0 | 877 | 265 | 0 | 498 |
| Bare, asphalted ground | 7092 | 57,241 | 1154 | 603 | 692 | 188 | 0 | 524 |
| Low Vegetation | 154 | 712 | 34,955 | 1533 | 0 | 99 | 0 | 25 |
| Tree | 22 | 0 | 2212 | 25,447 | 1971 | 0 | 0 | 38 |
| Shadow | 381 | 890 | 0 | 382 | 18,190 | 84 | 1 | 0 |
| Vehicle | 332 | 0 | 0 | 0 | 417 | 0 | 19 | |
| Water | 0 | 148 | 0 | 0 | 317 | 0 | 347 | 0 |
| Waste piles | 106 | 88 | 18 | 63 | 3 | 3 | 266 | 1052 |
Table A5. Confusion matrix using validation data and features from the 8 WV-3 multispectral bands (MS-8 dataset).

| Class          | Building  | Bare, Asphalted Ground | Low Vegetation | Tree    | Shadow | Vehicle | Water | Waste Pile |
|----------------|-----------|------------------------|----------------|---------|--------|---------|-------|------------|
| Building       | 78,434    | 9321                   | 106            | 0       | 748    | 319     | 143   | 62         |
| Bare, asphalted ground | 7534       | 56,944                 | 1090           | 568     | 708    | 199     | 0     | 451        |
| Low vegetation | 76        | 747                    | 35,016         | 1614    | 0      | 0       | 0     | 25         |
| Tree           | 22        | 132                    | 2364           | 25,958  | 1176   | 0       | 0     | 38         |
| Shadow         | 498       | 861                    | 0              | 478     | 18,006 | 84      | 0     | 0          |
| Vehicle        | 236       | 0                      | 0              | 0       | 0      | 0       | 0     | 19         |
| Water          | 19        | 138                    | 0              | 0       | 0      | 0       | 349   | 0          |
| Waste piles    | 208       | 458                    | 18             | 0       | 3      | 3       | 266   | 643        |

Table A6. Confusion matrix using validation data and features from the RGB and NIR bands (RGBNIR dataset).

| Class          | Building  | Bare, Asphalted Ground | Low Vegetation | Tree    | Shadow | Vehicle | Water | Waste Pile |
|----------------|-----------|------------------------|----------------|---------|--------|---------|-------|------------|
| Building       | 79,145    | 8560                   | 107            | 1       | 933    | 257     | 0     | 130        |
| Bare, asphalted ground | 6899       | 57,264                 | 1122           | 389     | 766    | 219     | 211   | 624        |
| Low vegetation | 124       | 942                    | 34,760         | 1491    | 0      | 66      | 0     | 95         |
| Tree           | 0         | 0                      | 2119           | 27,285  | 248    | 0       | 0     | 38         |
| Shadow         | 374       | 519                    | 0              | 1541    | 17,386 | 108     | 0     | 0          |
| Vehicle        | 207       | 0                      | 0              | 0       | 0      | 0       | 0     | 66         |
| Water          | 9         | 147                    | 0              | 0       | 296    | 0       | 360   | 0          |
| Waste piles    | 195       | 358                    | 17             | 0       | 3      | 3       | 266   | 727        |

Table A7. Confusion matrix using validation data and features from the RGB WV-3 bands (RGB dataset).

| Class          | Building  | Bare, Asphalted Ground | Low Vegetation | Tree    | Shadow | Vehicle | Water | Waste Pile |
|----------------|-----------|------------------------|----------------|---------|--------|---------|-------|------------|
| Building       | 80,053    | 6805                   | 57             | 31      | 871    | 354     | 97    | 865        |
| Bare, asphalted ground | 15,100     | 50,418                 | 370            | 756     | 271    | 300     | 0     | 279        |
| Low vegetation | 3916      | 6039                   | 25,935         | 1284    | 80     | 0       | 0     | 224        |
| Tree           | 533       | 1379                   | 1223           | 23,576  | 2954   | 22      | 1     | 22         |
| Shadow         | 1056      | 718                    | 0              | 289     | 17,753 | 112     | 0     | 0          |
| Vehicle        | 255       | 0                      | 0              | 0       | 0      | 0       | 513   | 0          |
| Water          | 17        | 138                    | 2              | 142     | 443    | 0       | 70    | 0          |
| Waste piles    | 700       | 159                    | 0              | 266     | 3      | 0       | 0     | 471        |
Figure A1. LC maps in Kibera, Kianda community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
Figure A2. LC maps in the Gigachi community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
Figure A3. LC maps in the Kabagarei community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
Figure A4. LC maps in the Aasain community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
Figure A5. LC maps in the Vumila community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
Figure A6. LC maps in the Kwareuben community. (a) WorldView-3 false-color composite. LC predictions using (b) all available data sources (WV-3 8 MS bands and 8 SWIR bands), (c) WV-3 8 multispectral bands, (d) WV-3 RGBNIR bands, and (e) WV-3 RGB bands.
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