AdaMAE: Adaptive Masking for Efficient Spatiotemporal Learning with Masked Autoencoders
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Abstract

Masked Autoencoders (MAEs) learn generalizable representations for image, text, audio, video, etc., by reconstructing masked input data from tokens of the visible data. Current MAE approaches for videos rely on random patch, tube, or frame based masking strategies to select these tokens. This paper proposes AdaMAE, an adaptive masking strategy for MAEs that is end-to-end trainable. Our adaptive masking strategy samples visible tokens based on the semantic context using an auxiliary sampling network. This network estimates a categorical distribution over spacetime-patch tokens. The tokens that increase the expected reconstruction error are rewarded and selected as visible tokens, motivated by the policy gradient algorithm in reinforcement learning. We show that AdaMAE samples more tokens from the high spatiotemporal information regions, thereby allowing us to mask 95% of tokens, resulting in lower memory requirements and faster pre-training. We conduct ablation studies on the Something-Something v2 (SSv2) dataset to demonstrate the efficacy of our adaptive sampling approach and report state-of-the-art results of 70.0% and 81.7% in top-1 accuracy on SSv2 and Kinetics-400 action classification datasets with a ViT-Base backbone and 800 pre-training epochs. Code and pre-trained models are available at: https://github.com/wgcban/adamae.git.

1. Introduction

Self-supervised learning (SSL) aims to learn transferable representations from a large collection of unlabeled data for downstream applications (e.g., classification and detection). SSL is conducted in a two-stage framework [21], consisting of pre-training on an unlabeled dataset, and fine-tuning on a downstream task. Pre-training has shown to improve performance [3, 11], convergence speed [11], and robustness [2, 18], and reduce model overfitting [11, 14] on downstream tasks.

Recently, masked autoencoders (MAEs) [6, 11, 16, 17, 20, 48, 57] and contrastive learning [21, 39, 47] approaches are mainly used for SSL. In MAEs, the input (image or video) is patched and converted into a set of tokens. A small percentage (e.g., 5-10%) of these tokens, namely visible tokens, are passed through a Vision Transformer (ViT) [8]. The resulting token embeddings are then concatenated with a learnable representation for masked tokens, and are fed into a shallow decoder transformer to reconstruct masked patches. On the other hand, contrastive learning takes two augmented views of the same input and pulls them together in the embedding space, while embeddings of different inputs are pushed away [39]. MAEs have recently gained more attention over contrastive learning methods due to the inherent use of a high masking ratio, which enables simple and memory-efficient training.

Mask sampling techniques are critical to the success of MAEs [11, 54]. Previous studies have investigated different sampling techniques that include random “patch” [11], “tube” [54], and “frame” [54] masking (see Fig. 1).
patch sampling has shown to work well compared to its counterparts in some cases [11]. However, since not all tokens have equal information, assuming a uniform probability distribution over all input tokens (for selection of visible tokens) is sub-optimal. In other words, with these random masking strategies, the visible tokens are sampled from redundant or low information regions instead of high information ones, hence resulting in inaccurate reconstructions. This inhibits MAEs from learning meaningful representations, besides requiring a relatively larger number of training iterations compared to contrastive learning methods.

In this paper, we propose an adaptive sampling approach that simultaneously optimizes an MAE and an adaptive token sampling network. Our approach selects patches based on their spatiotemporal information. Unlike uniform random sampling, we first estimate the categorical distribution over all input tokens using an auxiliary network, and then sample visible tokens from that distribution. Since sampling is a non-differentiable operation, we propose an auxiliary loss for optimizing the adaptive token sampling network. Our solution is motivated by the REINFORCE algorithm [56], which comes under the family of policy gradient algorithms in Reinforcement Learning (RL) [23].

We empirically show that our adaptive token sampling network leads to sampling more tokens from high spatiotemporal information regions compared to random masking techniques as shown in Fig. 1. This efficient token allocation also enables high masking ratios (i.e., 95%) for pre-training MAEs. This ultimately reduces the GPU memory requirements and expedites pre-training while improving accuracy on downstream tasks. In summary, our contributions are:

• We propose AdaMAE, a novel, adaptive, and end-to-end trainable token sampling strategy for MAEs that takes into account the spatiotemporal properties of all input tokens to sample fewer but informative tokens.

• We empirically show that AdaMAE samples more tokens from high spatiotemporal information regions of the input, resulting in learning meaningful representations for downstream tasks.

• We demonstrate the efficiency of AdaMAE in terms of performance and GPU memory against random “patch”, “tube”, and “frame” sampling by conducting a thorough ablation study on the SSv2 dataset.

• We show that our AdaMAE outperforms state-of-the-art (SOTA) by 0.7% and 1.1% (in top-1) improvements on SSv2 and Kinetics-400, respectively.

2. Related Work

2.1. Masked prediction

Masked prediction has been widely successful in natural language understanding (e.g. Generative Pre-Training (GPT) [40] and bidirectional encoder (BERT) [26]). Many researchers have investigated applying masked prediction to representation learning for images and videos. Generative pre-training from pixels (iGPT) [7] is the first proof of concept in this direction, where masked pixel prediction is performed. However, this pixel-based method has a high pre-training computation cost and performs worse compared to ConvNets. With the introduction of the Vision Transformer (ViT) [8], the focus shifted from pixels to patches. The concept of patches enables the ViTs to follow the masked language modeling task in BERT by predicting masked image patches (called iBERT) for visual pre-training.

Although initial ViT experiments for representation learning have shown inferior performance compared to contrastive learning methods [22, 39, 64, 65], subsequent developments such as BERT pre-training including BEiT [4], BEVT [52], and masked auto-encoders (MAEs) including MaskFeat [54], spatiotemporal-learner [17], SimMIM [57], MFM [57], VideoMAE [48], ConvMAE [13], OmniMAE [14], MIMDET [10], paved the way for superior performance and lower pre-training times.

Since image patches do not have off-the-shelf tokens as words in languages, BEiT [4] and BEVT [52] adopt a two-stage pre-training strategy, where an image/video tokenizer is trained via a discrete variational auto-encoder (dVAE) [41] followed by masked patch prediction using the pre-trained tokenizer [63]. This two-stage training and the dependence on a pre-trained dVAE to generate originally continuous but intentionally discretized target visual tokens leaves room for improving the efficiency. On the other hand, MAEs [4, 10, 14, 17, 24, 28, 48, 57, 61] directly predict the masked patches from the visible tokens for pre-training. Moreover, experiments suggest that a high masking ratio (75% for images [4, 17] and 90% for videos [48, 57]) leads to better fine-tuning performance. The encoder of MAEs only operates on the visible patches and the decoder is lightweight for faster pre-training. This results in MAE pre-training which is three times faster than BEiT [11, 17, 55] and BEVT [52].

2.2. Mask sampling

Various ablation experiments of masked autoencoders on both images and videos have shown that the performance on downstream tasks depends on the masking strategy [11, 48, 57]. Various random masking strategies have been proposed including grid, block, and patch for images [17, 58] and tube, frame and patch for videos [11, 27, 37, 42, 57]. Experiments have shown that a mask sampling technique that works well on one dataset might not be ideal for another dataset. For instance, Video-MAE [48] achieves the best action classification performance on the SSv2 [15] dataset with random tube masking, whereas SpatiotemporalMAE [11] achieves its best performance on Kinetics-400 [25] with
random patch masking. This could be due to the diversity of underlying scenes in the dataset, different acquisition conditions (e.g., frame rate), and high/low spatiotemporal information regions in videos. Even within a dataset, we observe significant diversity among the videos, where some videos have dynamic scenes, some have a stationary background and moving foreground (see Fig. 1), and some videos have almost stationary scenes (no object is moving). Since the existing masking techniques sample tokens randomly from space (tube), time (frame), or spacetime (patch) and do not depend on the underlying scene, it is possible that the decoder tries to reconstruct high spatiotemporal information regions when most of the visible tokens belong to low spatiotemporal information regions [19]. Consequently, a large number of pre-training iterations are required to learn meaningful representations [11,48] for downstream tasks. Inspired by this phenomenon, we design an adaptive masking technique based on reinforcement learning that predicts the sampling distribution for a given video.

2.3. Reinforcement learning

Reinforcement learning (RL) [23] has become an increasingly popular research area due to its effectiveness in various tasks, including playing Atari games [35], image captioning [59], person re-identification [60], video summarization [43,66], etc. Policy gradient methods [56] for RL focus on selecting optimal policies that maximize expected return by gradient descent. REINFORCE [44] is commonly seen as the basis for policy gradient methods in RL. However, its application in MAEs has yet to be explored. Our sampling network learns in a MAE along with our proposed Adaptive Token Sampler. Given an input video \( V \) of size \( T \times C \times H \times W \), where \( T \) denotes the number of temporal frames, \( C \) denotes the input (RGB) channels, and \( H \times W \) is the spatial resolution of a frame, we first pass it through a Tokenizer (i.e., 3D convolution layer with kernel \( K \) of size \((t,C,h,w)\)) and stride \( S \) of size \((t,h,w)\), and \( d \) output channels) to tokenize \( V \) into \( N \) tokens of dimension \( d \) denoted as \( X \), where \( N = \frac{T}{r} \times \frac{H}{r} \times \frac{W}{r} \). Next, we inject the positional information into the tokens by utilizing the fixed 3D periodic positional encoding scheme introduced in [50].

Adaptive Token Sampler: Given the tokens \( X \) resulting from the Tokenizer, we pass them through a light-weight Multi-Head Attention (MHA) network followed by a Linear layer and a Softmax activation to obtain the probability scores \( P \in \mathbb{R}^{N} \) for all tokens as follows:

\[
Z = \text{MHA}(X); \quad Z \in \mathbb{R}^{N \times d},
\]

\[
P = \text{Softmax}(\text{Linear}(Z)); \quad P \in \mathbb{R}^{N}.
\]

(2)

We then assign an \( N \)-dimensional categorical distribution [34] over \( P (p \sim \text{Categorical}(N, P)) \) and draw (without replacement) a set of visible token indices \( I_v \) (hence the set of masked token indices is given by \( I_m = U - I_v \), where \( U = \{1,2,3,\ldots,N\} \) is the set of all indices, i.e., \( I_m \) is the set complement of \( I_v \)). The number of sampled visible tokens \( N_v \) is computed based on a pre-defined masking ratio \( \rho \in (0, 1) \) and equals to \( N \times (1 - \rho) \).

Encoder: Next, we generate latent representations \( F_v \) by passing sampled visible tokens \( X_v \) through the ViT encoder.

Decoder: The visible token representations \( F_v \) are concatenated with a fixed learnable representation \( f_m \) for masked tokens. Next, positional information is added [39] for both representations, instead of shuffling them back to the original order. Finally, we pass this through a light-weight transformer decoder to obtain the predictions \( \hat{V} \).

3.2. Optimizing AdaMAE

Masked reconstruction loss \( L_R \): We utilize the mean squared error (MSE) loss between the predicted and patch normalized ground-truth RGB values [17] of the masked tokens to optimize the MAE (parameterized by \( \phi \)) as follows:

\[
L_R(\phi) = \frac{1}{N_v} \sum_{i \in I_m} \| \hat{V}_i - \tilde{V}_i \|^2_2,
\]

(4)

where \( \hat{V}_i \) denotes the predicted tokens, \( \tilde{V}_i \) denotes the local patch normalized ground-truth RGB values [48].

Adaptive sampling loss \( L_S \): We optimize the adaptive token sampling network (parameterized by \( \theta \)) using sampling loss \( L_S \), which enables gradient update independent of the MAE (parameterized by \( \phi \)). The formulation of \( L_S \) is

---

\( ^1 \)Each patch is normalized based on the patch mean and variance.
motivated by the REINFORCE algorithm in RL, where we consider the visible token sampling process as an action, the MAE (ViT-backbone and decoders) as an environment, and the masked reconstruction loss $L_R$ as the return. Following the expected reward maximization in the REINFORCE algorithm, we propose to optimize the sampling network by maximizing the expected reconstruction error $\mathbb{E}[L_R]$. To elucidate why maximizing $\mathbb{E}[L_R]$ works for adaptive sampling, we use a visual example shown in Figure 3. Given a video (first row) with high activity/information (i.e., the dancing couple) and low activity/information (i.e., the teal color background) regions, we observe a high reconstruction error (third row) around the foreground. Since our objective is to sample more visible tokens from high activity regions and fewer tokens from the background, we optimize the sampling network by maximizing the expected reconstruction error over the masked tokens (denoted by $\mathbb{E}[L_R]$). When optimized with the above rule, the adaptive token sampling network predicts high probability scores for the tokens from the high activity regions compared to the tokens from the background as shown in the fourth row. We observe that this adaptive token sampling approach for MAEs closely aligns with non-uniform sampling in compressed sensing, where more samples are assigned to the regions with high activity and fewer to those with low activity. Since our adaptive sampling allocates samples based on the level of spatiotemporal information, it requires fewer tokens to achieve the same reconstruction error compared to random sampling (which is not efficient in token allocation). This also enables using extremely high masking ratios (95%) for MAEs which further reduces the computational burden, thereby accelerating the pre-training process.

The objective function to optimize our adaptive token sampling network can be expressed as:

$$L_S(\theta) = -\mathbb{E}_\theta[L_R(\phi)] = - \sum_{i \in I_m} P_i \cdot L_R(\phi), \quad (5)$$

where $P_i$ is the probability of the mask token at index $i$ inferred from the adaptive token sampling network param-
eterized by \( \theta \) and \( \mathcal{L}_R^i \) is the reconstruction error of the \( i \)-th masked token. Note that \( \mathcal{L}_R^i(\phi) \) is the reconstruction error incurred by MAE with parameters \( \phi \). Also, we explicitly prevent gradient updates from \( \mathcal{L}_S(\theta) \) to propagate through the MAE (i.e., detach from the computational graph).

Furthermore, we take logarithm of the probabilities to avoid the precision errors caused by small probability values. Note that the negative sign is due to gradient descent optimization, whilst the rule above assumes gradient ascent.

4. Experimental Setup

Datasets. We evaluate AdaMAE on two datasets: Something-Something-v2 (SSv2) \cite{SSv2} and Kinetics-400 \cite{Kinetics}. The SSv2 dataset is a relatively large-scale video dataset, consisting of approximately 170k videos for training, and 20k videos for validation, categorized into 174 action classes. Kinetics-400 is also a large-scale dataset which contains 400 action classes, \(~240k\) training videos, and \(~20k\) validation videos. We conduct ablation studies on the SSv2 dataset and report results on both SSv2 and Kinetics-400.

Dataset preprocessing. We closely follow VideoMAE \cite{VideoMAE} for dataset preprocessing. For both datasets, we sample 16 RGB frames, each with \( 224 \times 224 \) pixels, from the raw video with a temporal stride of 4, where the starting frame location is randomly selected \cite{VideoMAE}. As part of the data augmentations for pre-training, we employ random resized crops \cite{ResNet} in spatial domain, random scale \( \in [0.5, 1] \), and random horizontal flipping \cite{VideoMAE}.

Network architecture. For our experiments we use vanilla ViT \cite{ViT}. Specifically, we select ViT-Base to save GPU memory and avoid longer pre-training time. We use patch size of \( 2 \times 3 \times 16 \times 16 \) \cite{ViT, VideoMAE, TubeMAE}, resulting in \( (16/2) \times (3/3) \times (224/16) \times (224/16) = 1568 \) tokens for an input video of size \( 16 \times 3 \times 224 \times 224 \). See supplementary material for more network architecture details.

Pre-training setting. For all experiments, the default number of pre-training epochs is 800 unless otherwise noted. We use adamw \cite{adamw} optimizer with a batch size of 32/GPU and 8 GPUs. See supplementary material for more details.

Evaluation on action classification. In order to evaluate the quality of the pre-trained model, we perform end-to-end fine-tuning (instead of linear probing \cite{ViT, VideoMAE, TubeMAE, GlobalMAE}). During inference, we follow the common practice of multi-view testing \cite{3DResNet, OTS} where \( K \) temporal clips (by default \( K = 2 \) \cite{VideoMAE} and \( 7 \) \cite{VideoMAE, TubeMAE}) on SSv2 and Kinetics, respectively) to cover the video length. For each clip, we take 3 spatial views \cite{VideoMAE, TubeMAE} to cover the complete image. The final prediction is the average across all views.

5. Results and Discussion

5.1. Ablation studies

We perform pre-training using AdaMAE on ViT-Base backbone and then fine-tune the encoder with supervision for evaluation on the SSv2 dataset. We present our ablation study results in Table 1. In the following sections, by accuracy we refer to top-1 accuracy unless stated otherwise.

Adaptive vs. random patch, frame, and tube masking. We compare different masking techniques (as illustrated in Fig. 1) in Table 1a. Random tube masking \cite{VideoMAE}, which randomly samples masked tokens in the 2D spatial domain and then extends those along the temporal axis, works reasonably well with a high masking ratio (69.3\% accuracy with 90\% masking). Random patch masking \cite{VideoMAE}, which randomly masks tokens over spacetime, also works well with high masking ratios (68.3\% accuracy with 90\% masking vs. 67.3\% accuracy with 75\% masking) - note that we observe 1\% drop in performance compared to random tube masking \cite{VideoMAE}. However, random frame masking, which masks out all tokens in randomly selected frames, performs poorly (61.5\% accuracy) compared to random patch and tube masking. Our adaptive token sampling, which samples visible tokens based on a categorical distribution (instead of assuming a fixed distribution) estimated from a neural network by exploiting the spatiotemporal relationship of all tokens, yields the best result (70.04\% accuracy) \(- 0.7\%\) improvement over random patch and tube masking. Note that this improvement is achieved with a higher masking ratio (95\%) which requires less memory (14.4 GB vs. 14.7 GB) and results in shorter pre-training time.

Masking ratio. Table 1b shows the performance of our model while using different masking ratios. Our adaptive token sampling achieves the best performance for masking ratio of 95\% (70.04\% accuracy); 5\% higher masking ratio compared to random patch masking in SpatiotemporalMAE \cite{VideoMAE} (90\% masking) and random tube masking in VideoMAE \cite{VideoMAE} (90\% masking). As shown in Fig. 4a and 4b, we sample a relatively higher number of tokens from regions with less redundancy and a small number of tokens from regions with high redundancy. Hence, fewer tokens are required than random sampling to achieve the same reconstruction error. 98\% and 90\% masking ratios also perform reasonably well (68.85\% and 69.55\% accuracies, respectively), whereas we observe a significant drop in performance for 85\% and 80\% masking ratios (68.06\% and 66.96\% accuracies, respectively). For lower masking ratios, due to large number of redundant visible patches being sampled, the network just copies features from these patches, resulting in poor generalizations and drop in performance.

Decoder depth. We compare our performance for different decoder depths (i.e., number of transformer blocks used)
Table 1. Ablation experiments on SSv2 dataset. We use ViT-Base [50] as the backbone for all experiments. MHA \((D = 2, d = 384)\) denotes our adaptive token sampling network with a depth of two and embedding dimension of 384. All pre-trained models are evaluated based on the evaluation protocol described in Sec. 4. The default choice of our AdaMAE is highlighted in \textcolor{gray}{gray} color. The GPU memory consumption is reported for a batch size of 16 on a single GPU.

| case          | ratio | top-1 | top-5 | memory |
|---------------|-------|-------|-------|--------|
| Tube [48]     | 75    | 67.3  | 91.5  | 16.2 GB|
| Tube [48]     | 90    | 69.3  | 92.3  | 14.7 GB|
| Random [11]   | 75    | 67.9  | 90.6  | 16.2 GB|
| Random [11]   | 90    | 68.3  | 91.8  | 14.7 GB|
| Frame [11,48] | 87.5  | 61.5  | 87.6  | 12.8 GB|
| Adaptive (ours)| 95    | 70.04 | 92.70 | 14.4 GB|

(a) Masking ratio = 85%.

| epochs | top-1 | top-5 |
|--------|-------|-------|
| L1 loss (w norm.)| 69.12 | 91.42 |
| L1 loss (w/o norm.)| 68.75 | 91.47 |
| MSE loss (w norm.)| 70.04 | 92.70 |
| MSE loss (w/o norm.)| 68.87 | 91.45 |

(b) Masking ratio = 90%.

| epochs | top-1 | top-5 |
|--------|-------|-------|
| 200    | 66.42 | 90.59 |
| 500    | 69.20 | 92.50 |
| 600    | 69.47 | 92.52 |
| 800    | 70.04 | 92.70 |

(d) Loss function. MSE loss with local patch normalization gives the best results.

| case          | top-1 | top-5 | memory |
|---------------|-------|-------|--------|
| L1 loss (w norm.)| 69.12 | 91.42 |
| L1 loss (w/o norm.)| 68.75 | 91.47 |
| MSE loss (w norm.)| 70.04 | 92.70 |
| MSE loss (w/o norm.)| 68.87 | 91.45 |

| epochs | top-1 | top-5 | memory |
|--------|-------|-------|--------|
| 200    | 66.42 | 90.59 |
| 500    | 69.20 | 92.50 |
| 600    | 69.47 | 92.52 |
| 800    | 70.04 | 92.70 |

(e) Pre-training epochs. Better performance with a greater number of pre-training epochs.

| case | top-1 | top-5 | memory |
|------|-------|-------|--------|
| MLP  | 65.41 | 89.22 | 11.8 GB|
| MHA (D = 1, d = 384) | 69.56 | 90.89 | 14.0 GB|
| MHA (D = 1, d = 768) | 70.04 | 92.70 | 14.4 GB|
| MHA (D = 2, d = 384) | 70.03 | 92.74 | 14.4 GB|

| epochs | top-1 | top-5 | memory |
|--------|-------|-------|--------|
| 200    | 66.42 | 90.59 |
| 500    | 69.20 | 92.50 |
| 600    | 69.47 | 92.52 |
| 800    | 70.04 | 92.70 |

(f) Mask sampling network. Our AdaMAE works well with a single MHA.

In Table 1c. Increasing the decoder depth from 1 block to 4 blocks increases the accuracy (from 68.86% to 70.04%); however, this comes with an additional longer pre-training time. Increasing the decoder depth from 4 blocks to 8 blocks, however, results in a slight drop in accuracy (from 70.04% to 69.97%). Hence, we consider 4 transformer blocks as the optimal decoder depth for AdaMAE, on par with the observation made in VideoMAE [48] and SpatiotemporalMAE [11].

**Reconstruction target.** Table 1d shows the impact of employing different loss functions and reconstruction targets. We use RGB pixel values as the reconstruction target instead of utilizing complicated features such as HoG [54], which always comes with additional computational cost. Following an improved performance with per-patch normalized pixel values for images in ImageMAE [17] and also verified later for videos in VideoMAE [48] and SpatiotemporalMAE [11], we consider two scenarios — with and without local patch normalization. Regression over raw RGB pixels with the L1/MSE loss has shown poor performance compared to regression over per-patch normalized pixels. We observe that MSE loss has a slight advantage over L1 loss.

**Pre-training epochs.** Next, we show in Table 1e the effect of the number of pre-training epochs on fine-tuning performance. Increasing the number of pre-training epochs always increases the performance: for 200 epochs - 66.42%, for 500 epochs 69.20%, for 600 epochs - 69.47%, for 700 epochs 69.68, and for 800 epochs we achieve the best result of 70.04%. We observe poor performance when pre-training for fewer than 500 epochs. Hence, considering the trade-off between pre-training time and performance, we recommend pre-training with AdaMAE for at least 500 epochs.
We investigate the transferability of Ada (top-1 accuracy 81.2%) pre-trained on SSv2 and Kinetics-400. Ada achieves SOTA results of ViT-Large Ada (on Kinetics-400) for the ViT-Base backbone with different embedding dimensions (i.e., $d$ and $d/2$) and observed improved performance when operating MHA at its original embedding dimension $d$.

5.2. Main results and analysis

We compare the performance of AdaMAE with previous SOTA results for action classification on the SSv2 [15] and Kinetics-400 [25] datasets. Our results are presented in Table 2 (on SSv2) and Table 3 (on Kinetics-400) for the ViT-Base backbone (~ 87M parameters).

MAEs (MaskFeat, VideoMAE, SpatioTemporalMAE, OmniMAE, and AdaMAE) generally outperform previous supervised representation learning approaches (such as TDN [51], TimeSformer [5], Motionformer [38], VideoSwin [30]), which use ImageNet-1K (IN1K), ImageNet-21K (IN21K), Kinetics-400, and/or Kinetics-600 labels for supervision, by a significant margin on these datasets. This empirically demonstrates the powerful representation learning capability of masked reconstruction methods. Furthermore, they also outperform recent contrastive learning approaches such as BEVT [52] and hybrid approaches (i.e., masked modeling and contrastive learning) such as VIMPAC [46].

We compare AdaMAE with recent MAE-based spatiotemporal representation learning approaches: VideoMAE [48], SpatioTemporalMAE [11], and OmniMAE [14] with the same ViT-Base backbone. Among these, VideoMAE performs best when pre-trained with 90% random tube masking (69.3% and 80.9% in accuracies on SSv2 and Kinetics-400, respectively). SpatioTemporalMAE achieves its best performance with 90% random patch masking (68.3% and 81.3% accuracies on SSv2 and Kinetics-400, respectively). OmniMAE shows lower performance than VideoMAE and SpatioTemporalMAE on SSv2 and Kinetics-400 datasets (69.3% and 80.6% accuracies on SSv2 and Kinetics-400, respectively) with 95% random patch masking, even though it uses extra data (IN1K with 90% random patch masking, and Kinetics-400 and SSv2 with 95% random masking). In contrast, our AdaptiveMAE, which utilizes an adaptive masking scheme based on the spatiotemporal information of a given video, achieves the best performance on the SSv2 and Kinetics-400 datasets (70.0% and 81.7% accuracies, respectively) with higher masking ratio (95%). This results in faster pre-training compared to VideoMAE and SpatioTemporalMAE and requires less GPU memory.

Transferability: We investigate the transferability of AdaMAE pre-trained models by evaluating their performance in scenarios where the pre-training and finetuning datasets are different. Our AdaMAE pre-trained on Kinetics-400 achieves SOTA results of 69.9% (top-1 accuracy) and 92.7% (top-5 accuracy) on SSv2. On the other hand, AdaMAE pre-trained on SSv2 achieves 81.2% (top-1 accuracy) and 94.5% (top-5 accuracy) on Kinetics-400, which is better than other frameworks.

Please refer to the supplementary material document for additional transfer learning results, as well as results for low-budget supervision (i.e., linear probing).

6. Limitations and Future Work

Although we have presented results for ViT-Base backbone, our approach for adaptive token sampling scales-up for larger backbones (e.g., ViT-Large and ViT-Huge) as well. We expect AdaMAE to achieve better results for these settings based on the experiments in previous studies [11,48], and we plan to conduct similar studies in future. Since AdaMAE outputs a categorical distribution on the tokens, it could be used for applications such as saliency detection in videos. Moreover, AdaMAE needs only 5% of the video tokens to represent the entire video reasonably well. Hence, it could be applied for efficient video compression and retrieval.

7. Conclusion

We propose an adaptive masking technique for MAEs, AdaMAE, that efficiently learns meaningful spatiotemporal representations from videos for downstream tasks. Unlike existing masking methods such as random patch, tube, and frame masking, AdaMAE samples visible tokens based on a categorical distribution. An auxiliary network is optimized to learn the distribution by maximizing the expected reconstruction error using policy gradients. AdaMAE outperforms previous state of the art methods with ViT-Base model on Something-Something v2 and Kinetics-400 datasets and learns better transferable features, while lowering GPU memory requirements and masking pre-training faster.
Table 2. Comparison of our AdaMAE with SOTA methods on SSv2 [15]. We report the results for ViT-Base [50] architecture. Our model is pre-trained for the default setting in Table 1. The ✓ in extra labels tab denotes supervised data used for pre-training while X denotes only unlabeled data is used for the pre-training. The N/A denotes these numbers are not available/reported in the paper.

| Method          | Backbone     | Extra data         | Extra labels | Pre. Epochs | Frames | GFLOPs  | Param | Top-1 | Top-5 |
|-----------------|--------------|--------------------|--------------|-------------|--------|---------|-------|-------|-------|
| TSMtwo_stream   | ResNet50×2   | IN1K               | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| TEINetN_60      | ResNet50×2   |                    | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| TANetN           | ResNet50×2   |                    | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| TDN-E6_600      | ResNet101×2  |                    | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| SlowFast_16     | ResNet101    |                    | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| MVITv1_400      | MVITv1-B     | Kinetics-400       | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| MVITv1_900      | MVITv1-B     | Kinetics-400       | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| TimeStorner     | ViT-L        | IN21K              | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| TimeStorner     | ViT-L        | IN21K              | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| VIIVIT FE [1]   | ViT-L        | HowTo100M+DALLE    | X            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| Motionformer    | ViT-L        | IN21K+Kinetics-400 | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| Video Swin      | Swin-B       | IN1K+Kinetics-400  | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| MaskFeat32[54]  | MaskFeat32[54] | Kinetics-600       | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| MTIV (B2+SS+16/8) [62] | MVITv1-B | Kinetics-400+121K | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| SpatioTemporalMAE [31] | ViT-B | no external data | X            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| VideoMAE [45]   | ViT-B        | no external data   | X            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| OmnMAE [34]     | ViT-B        | IN1K               | ✓            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |
| AdaMAE (ours)   | ViT-B        | no external data   | X            | N/A         | 128    | 359×10×3 | 62    | 77.3  | 93.3  |

Table 3. Comparison of our AdaMAE with SOTA methods on Kinetics-400 [25]. We report the results for ViT-Base [50] architecture. Our model is pre-trained for the default setting in Table 1. The ✓ in extra labels tab denotes supervised data used for pre-training while X denotes only unlabeled data is used for the pre-training. The N/A denotes these numbers are not available/reported in the paper.

| Method          | Backbone     | Extra data         | Extra labels | Pre. Epochs | Frames | GFLOPs  | Param | Top-1 | Top-5 |
|-----------------|--------------|--------------------|--------------|-------------|--------|---------|-------|-------|-------|
| NL I3D [53]     | ResNet101    |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| TANet           | ResNet152    |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| TDN-E8_600      | ResNet101×2  |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| Video Swin      | Swin-B       |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| TimeStorner     | ViT-B        |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| TimeStorner     | ViT-L        |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| VIIVIT FE [1]   | ViT-L        |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| Motionformer    | ViT-L        |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| Motionformer    | ViT-L        |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| Video Swin      | Swin-L       |                    | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| MaskFeat32[54]  | MaskFeat32[54]| Kinetics-600       | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| MTIV (B2+SS+16/8) [62] | MVITv1-B | Kinetics-400+121K | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| SpatioTemporalMAE [31] | ViT-B | no external data | X            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| VideoMAE [45]   | ViT-B        | no external data   | X            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| OmnMAE [34]     | ViT-B        | IN1K               | ✓            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |
| AdaMAE (ours)   | ViT-B        | no external data   | X            | N/A         | 16     | 242×4×3 | 59    | 79.3  | 94.1  |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
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