Abstract. For a tuple $A = (A_1, A_2, ..., A_n)$ of elements in a unital Banach algebra $B$, its projective joint spectrum $P(A)$ is the collection of $z \in \mathbb{C}^n$ such that the multiparameter pencil $A(z) = z_1A_1 + z_2A_2 + \cdots + z_nA_n$ is not invertible. If $B$ is the group $C^*$-algebra for a discrete group $G$ generated by $A_1, A_2, ..., A_n$ with respect to a representation $\rho$, then $P(A)$ is an invariant of (weak) equivalence for $\rho$. This paper computes the joint spectrum of $R = (1, a, t)$ for the infinite dihedral group $D_\infty = \langle a, t \mid a^2 = t^2 = 1 \rangle$ with respect to the left regular representation $\lambda_{D_\infty}$, and gives an in-depth analysis on its properties. A formula for the Fuglede-Kadison determinant of the pencil $R(z) = z_0 + z_1a + z_2t$ is obtained, and it is used to compute the first singular homology group of the joint resolvent set $P^c(R)$. The joint spectrum gives new insight into some earlier studies on groups of intermediate growth, through which the corresponding joint spectrum of $(1, a, t)$ with respect to the Koopman representation $\rho$ (constructed through a self-similar action of $D_\infty$ on a binary tree) can be computed. It turns out that the joint spectra with respect to the two representations coincide. Interestingly, this fact leads to a self-similar realization of the group $C^*$-algebra $C^*(D_\infty)$. This self-similarity of $C^*(D_\infty)$ is manifested by some dynamical properties of the joint spectrum.
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0. Introduction

The classical spectrum of a linear operator $T$ acting on a Banach space $\mathcal{H}$ is defined as

$$\sigma(T) = \{ z \in \mathbb{C} : T - zI \text{ is not invertible} \},$$

and it plays a fundamental role in the study of $T$. Indeed, spectral theory is a centerpiece of operator theory. For a tuple of operators $A = (A_1, A_2, \ldots, A_n)$, various notions of joint spectrum have been defined to measure joint behavior of the tuple as well as interactions among the elements. If $A$ is a commuting tuple, i.e. $A_i A_j = A_j A_i$, $1 \leq i, j \leq n$, then among others, Taylor spectrum was defined through Koszul complex (cf. [31, 44]), and it turned out to be a cornerstone in multivariable operator theory. The matter becomes difficult when the tuple is non-commuting, because functional calculus is nearly impossible in this case. Despite the difficulty, some explorations on noncommutative joint spectrum were made, for instance in [16], [28] and [45].

In many studies of non-commutative tuples, the linear combination (sometimes called multiparameter pencil)

$$A(z) = z_1 A_1 + z_2 A_2 + \cdots + z_n A_n$$

is a simple and yet pivotal associate of the tuple $A$. It is a generalization of the linear pencil $T - zI$. Invertibility of $A(z)$ is of concern in many areas of mathematics, for instance algebraic geometry, group theory, mathematical physics, PDE, and of course operator theory. We refer the readers to [1, 2, 5, 42, 46, 47] and the references therein for more information. A case important to this paper is when $B$ is a group $C^*$ algebra associated with a finitely generated group $G = \langle g_1, g_2, \cdots, g_n \rangle$ and a unitary representation $\rho$ on a Hilbert space $\mathcal{H}$. If we let $A_i = \rho(g_i)$, then the invertibility of $A(z)$ reflects the structure of $G$ as well as its representation $\rho$. A
good example of this study was made on the following group

\[
G \cong \langle a, b, c, d \mid 1 = a^2 = b^2 = c^2 = d^2 = bcd = \sigma^k((ad)^4) \\
= \sigma^k((adacac)^4), k = 0, 1, 2, \cdots \rangle,
\]

(0.1)

where in this case

\[
\sigma : a \rightarrow aca, b \rightarrow d, c \rightarrow b, d \rightarrow c
\]

is a substitution. It was shown by the first author that \(G\) is of intermediate growth (between polynomial and exponential) (cf. [18]). Then in a series of papers by the first author and his collaborators, the invertibility of the 2-real variable pencil

\[
Q(\lambda, \mu) = -\lambda a + b + c + d - (\mu + 1)1
\]

were studied (cf. [5, 19, 21]) for the Koopman representation associated with the action on the binary rooted tree and its boundary.

A general study of the invertibility of \(A(z)\) was made by the second author in [47], where the notion of projective joint spectrum is introduced as follows.

**Definition.** For a tuple \(A = (A_1, A_2, \ldots, A_n)\) of elements in a unital Banach algebra \(B\), its **projective joint spectrum** \(P(A)\) is the collection of \(z \in \mathbb{C}^n\) such that \(A(z) = z_1A_1 + z_2A_2 + \cdots + z_nA_n\) is not invertible in \(B\).

A notable distinction of this notion of joint spectrum is that it is “base free” in the sense that, instead of using \(I\) as a base point and looking at the invertibility of \((A_1 - z_1I, A_2 - z_2I, \ldots, A_n - z_nI)\) in various constructions, it considers the invertibility of the homogeneous multi-parameter pencil \(A(z)\). This feature makes it possible to compute many interesting noncommuting examples. The projective resolvent set \(P^c(A) = \mathbb{C}^n \setminus P(A)\) has some nice properties. For instance, it follows from a general theorem in [48] that every path-connected component of \(P^c(A)\) is a domain of holomorphy. This fact was also proved independently in [47] in the case of \(C^*\)-algebras and in [30] for general Banach algebras. Further, it was observed in
that in the case $A$ is commuting $P(A)$ is a union of hyperplanes in $\mathbb{C}^n$, and it is closely related to the Taylor spectrum.

Clearly $0 \in \mathbb{C}^n$ is a trivial point in $P(A)$. Because of the homogeneity of $A(z)$, it is also natural to consider $p(A) := (P(A) \setminus \{0\})/\mathbb{C}^\times$ which is a bona fide subset in the complex projective space $\mathbb{P}^{n-1}$. As shown in [47], the set $p(A)$ is compact and nonempty for every tuple $A$. Another way to avoid unnecessary complications caused by the trivial point $0$ is to consider the pencil

$$A(z) = I + z_1 A_1 + z_2 A_2 + \cdots + z_n A_n,$$

in which case $P(A)$ is the collection of $z \in \mathbb{C}^n$ such that $A(z) = I + z_1 A_1 + z_2 A_2 + \cdots + z_n A_n$ is not invertible in $\mathcal{B}$. This treatment will be used in several places in the paper to simplify computations, and the meaning of $P(A)$ shall be clear from the context. For more information about the projective joint spectrum, we refer readers to [4], [9], [8], [43] and [47].

Now consider a group $G$ with generators $g_1, g_2, \cdots, g_n$, and let $\rho$ be a unitary representation of $G$ on a Hilbert space $\mathcal{H}$. Let $C^*_\rho(G)$ denote the $C^*$-algebra generated by $A_i = \rho(g_i)$. Two representations, say $\rho_1$ on $\mathcal{H}_1$ and $\rho_2$ on $\mathcal{H}_2$ are said to be equivalent if there is a unitary map $U : \mathcal{H}_1 \to \mathcal{H}_2$ such that

$$\rho_2(g) = U \rho_1(g) U^{-1}, \quad \forall g \in G.$$

It is obvious that if $\rho_1$ and $\rho_2$ are equivalent representations, then

$$A_{\rho_2}(z) = \sum_i z_i \rho_2(g_i) = U \left( \sum_i z_i \rho_1(g_i) \right) U^{-1}$$

is invertible in $C^*_\rho_2(G)$ if and only if $A_{\rho_1}(z) = \sum_i z_i \rho_1(g_i)$ is invertible in $C^*_\rho_1(G)$. This indicates that $P(A)$ is an invariant for $\rho$. In fact, $P(A)$ is also invariant under weak equivalence of unitary representations. This is an important property of projective joint spectrum. We will say more about this in Section 2 and Section 7.
The infinite dihedral group $D_\infty = \langle a, t \mid a^2 = t^2 = 1 \rangle$ plays an important role in group theory. On the one hand, it contains the infinite cyclic normal subgroup $H = \langle at \rangle$, and $D_\infty / H = \mathbb{Z}_2$. It is of linear growth and its Cayley graph looks like a line. From this point of view, $D_\infty$’s structure is very close to that of $\mathbb{Z}$. But on the other hand, some rather complicated groups can be constructed through $D_\infty$. For instance, as demonstrated recently in [36], there is a construction which naturally allows from a minimal action of $D_\infty$ to get some complicated nontrivial amenable (and even of intermediate growth) torsion groups. In fact, the main idea of this construction came from a deep analysis of properties of the group $G$ in (0.1) and of its action on the rooted binary tree and its boundary.

The main theorems in this paper are Theorem 1.1 which gives the projective joint spectrum $P(R)$ for the generating tuple $R = (1, a, t)$ with respect to the left regular representation $\lambda_{D_\infty}$, Theorem 4.1 which displays a formula for the Fuglede-Kadison determinant of $R(z) = 1 + z_1 \lambda_{D_\infty}(a) + z_2 \lambda_{D_\infty}(t)$, Theorem 7.1 which gives a self-similar realization of the group $C^*$-algebra $C^*(D_\infty)$ through the Koopman representation $\rho$ of $D_\infty$ by a measure preserving transformation on the boundary of a binary rooted tree, Theorem 7.2 which gives the joint spectrum with respect to the Koopman representation, and Theorem 8.3 on the dynamics of the joint spectrum $P(R)$ given by a degree-3 homogenous polynomial self-map on $\mathbb{C}^3$. This paper is organized as follows.
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1. Joint spectrum through GNS construction

A state $\phi$ on a $C^*$-algebra $B$ with unit $I$ is a positive bounded linear functional such that $\phi(I) = 1$. And $\phi$ is said to be faithful if $\phi(a^*a) > 0$ for every nonzero element $a$. Every faithful state induces an inner product on $B$ defined by $\langle b, a \rangle = \phi(a^*b)$. The completion of $B$ with respect to the norm induced by the inner product is then a Hilbert space, which we denote by $H_\phi$. Multiplication by elements of $B$ on $H_\phi$ thus provides a canonical representation of $B$ on $H_\phi$. If $\phi$ is not faithful, then elements $a$ such that $\phi(a^*a) = 0$ form a left ideal $J$ in $B$, and one can go through the construction of the Hilbert space on $B/J$. This process is called the Gelfand-Naimark-Segal (GNS) construction. For more details about GNS construction we refer readers to [3, 10].

The idea of GNS construction is applicable to group algebras as well. Consider a discrete group $G$. Its group algebra $\mathbb{C}[G]$ consists of elements of the form

$$h = h_0 1 + \sum_{k=1}^{\infty} h_k g_k,$$

where $g_k \in G, g_k \neq 1$ and $(h_k)$ is a sequence of complex numbers with only a finite number of nonzero values. A conjugate operation, denoted by $^*$, can be defined on
\( \mathbb{C}[G] \) by
\[
h^* = (h_0 1 + \sum_k h_k g_k)^* = \overline{h_0} 1 + \sum_k \overline{h_k g_k},
\]
where bar stands for the complex conjugate. It is a direct computation to check that
\((fg)^* = g^* f^*\) for all \( f, g \in \mathbb{C}[G] \). An element in \( \mathbb{C}[G] \) is said to be positive if it is of the form \( h^* h \) for some \( h \in \mathbb{C}[G] \). Consider the linear functional \( \text{tr} \) on \( \mathbb{C}[G] \) defined by \( \text{tr}(h) = h_0 \). One easily verifies that
\[
\text{tr}(1) = 1, \quad \text{tr}(fg) = \text{tr}(gf), \quad \text{and} \quad \text{tr}(h^*) = \overline{\text{tr}(h)},
\]
which means \( \text{tr} \) is a normalized trace on \( \mathbb{C}[G] \). Further, since
\[
\text{tr}(h^* h) = |h_0|^2 + \sum_k |h_k|^2,
\]
\( \text{tr}(h^* h) = 0 \) if and only if \( h = 0 \), meaning that \( \text{tr} \) is faithful. The GNS construction then gives rise to the Hilbert space \( \mathcal{H}_{tr} \), as well as the canonical representation \( \lambda_G \) such that
\[
\lambda_G(g) h = gh = h_0 g + \sum_{k=1}^{\infty} h_k g g_k, \quad g \in G, \; h \in \mathcal{H}_{tr}.
\]
Further, for any \( h, h' \in \mathcal{H}_{tr} \)
\[
\langle gh', gh \rangle = \text{tr}((gh)^*(gh')) = \text{tr}(h^* g^* gh') = \text{tr}(h^* g^{-1} gh') = \text{tr}(h^* h') = \langle h', h \rangle,
\]
so \( \lambda_G \) is a unitary representation.

\( \mathcal{H}_{tr} \) can be canonically identified with \( l^2(G) \) by the unitary map \( U(g) = \delta_g, \; g \in G \), where \( \delta_g \) takes value 1 at \( g \) and 0 at other elements in \( G \). One checks that \( \lambda_G \) is equivalent to the left regular representation of \( G \) on \( l^2(G) \). Therefore we deal with the \( C^* \)-algebra \( C^*_{\lambda_G}(G) \) generated by left regular representation, which in the case when \( G \) is amenable coincides with the full \( C^* \)-algebra of \( G \) denoted by \( C^*(G) \).

The representation \( \lambda_G \) gives rise to a natural extension of the trace \( \text{tr} \) from \( \mathbb{C}[G] \) to the von Neumann algebra \( L(G) \) generated by \( \lambda_G(g), \; g \in G \). Noting that \( 1 \in \mathcal{H}_{tr} \), for \( F \in L(G) \) we can define
\[
\text{tr} F = \langle F 1, 1 \rangle. \quad (1.0)
\]
The infinite dihedral group $D_\infty$ is isomorphic to the free product $\mathbb{Z}_2 * \mathbb{Z}_2$, and as remarked earlier, it contains the normal subgroup $H = \langle at \rangle$ which is an infinite cyclic group with $D_\infty/H = \mathbb{Z}_2$ (this, in particular, implies that $D_\infty$ is amenable). So elements in $D_\infty$ are of the form $(at)^k$ or $t(at)^k$, where $k \in \mathbb{Z}$, for example, $a = t(at)^{-1}$. Hence the complex group algebra $\mathbb{C}[D_\infty]$ consists of elements of the form

$$h = \sum_k b_k(at)^k + \sum_j c_j t(at)^j,$$

where $\{b_k, c_j : k, j \in \mathbb{Z}\} \subset \mathbb{C}$ has only a finite number of nonzero elements.

As defined above, $\text{tr}$ is a faithful state on $\mathbb{C}[D_\infty]$. When restricted to the subalgebra $\mathbb{C}[H]$, the GNS construction gives rise to the Hilbert space $L = \{f = \sum_{-\infty}^{\infty} f_j(at)^j : \sum_{-\infty}^{\infty} |f_j|^2 < \infty\}$, with inner product

$$\langle g, f \rangle = \text{tr}(f^*g) = \sum_{-\infty}^{\infty} \overline{f_j} g_j.$$

Observe that $\{(at)^j : j \in \mathbb{Z}\}$ is an orthonormal basis for $L$. Hence multiplication by $at$, which we denote by $T$, is unitarily equivalent to the classical bilateral shift operator: multiplication by $e^{i\theta}$ on $L^2(\mathbb{T}, \frac{d\theta}{2\pi})$.

Since $\mathbb{C}[D_\infty] = \mathbb{C}[H] \oplus t\mathbb{C}[H]$, the GNS construction for $\mathbb{C}[D_\infty]$ then gives the Hilbert space orthogonal direct sum $\mathcal{H}_{tr} = L \oplus tL$. On $L \oplus tL$, one checks that

$$a(at)^j = t(at)^{j-1} = tT^*((at)^j) \in tL, \text{ and } a[t(at)^j] = (at)^{j+1} = T((at)^j) \in L.$$

Moreover, $t(at)^j \in tL$ and $t[t(at)^j] = (at)^j$. Since $\lambda_{D_\infty}(a)$ and $\lambda_{D_\infty}(t)$ are multiplications by $a$ and respectively $t$ on $L \oplus tL$, we have

$$\lambda_{D_\infty}(a) = \begin{pmatrix} 0 & Tt \\ TT^* & 0 \end{pmatrix}, \quad \lambda_{D_\infty}(t) = \begin{pmatrix} 0 & t \\ t & 0 \end{pmatrix}.$$
Now consider the map $S : L \oplus tL \to L \oplus L$ defined by

$$S = \begin{pmatrix} I_L & 0 \\ 0 & t \end{pmatrix},$$

where $I_L$ is the identity operator on $L$. Clearly, $S$ is unitary and $S^2 = I$. Further, one verifies that

$$\lambda_{D_\infty}(a) = S \begin{pmatrix} 0 & T \\ T^* & 0 \end{pmatrix} S, \quad \lambda_{D_\infty}(t) = S \begin{pmatrix} 0 & I_L \\ I_L & 0 \end{pmatrix} S. \quad (1.1')$$

So, up to the unitary $S$, we can write

$$\lambda_{D_\infty}(a) = \begin{pmatrix} 0 & T \\ T^* & 0 \end{pmatrix}, \quad \lambda_{D_\infty}(t) = \begin{pmatrix} 0 & I_L \\ I_L & 0 \end{pmatrix}. \quad (1.1)$$

The representation $\lambda_{D_\infty}$ in (1.1) extends to a representation of $D_\infty$ on $L \oplus L$. The $C^*$ algebra generated by $\lambda_{D_\infty}(a)$ and $\lambda_{D_\infty}(t)$ through this representation is then isometrically isomorphic to $C^*(D_\infty)$.

The representation $\lambda_{D_\infty}$ in (1.1) enables us to compute the projective joint spectrum in concern. For the tuple $R = (1, a, t)$, we let $R_{\lambda_{D_\infty}}(z) = z_0 \lambda_{D_\infty}(1) + z_1 \lambda_{D_\infty}(a) + z_2 \lambda_{D_\infty}(t)$. Sections 1-5 are mostly concerned with the representation $\lambda_{D_\infty}$ in (1.1), so for simplicity we write $R_{\lambda_{D_\infty}}(z)$ as $R(z) = z_0 + z_1 a + z_2 t$. Then $P(R)$ is the set of $z \in C^3$ such that $R(z)$ is not invertible in $C^*(D_\infty)$.

**Theorem 1.1.** For $R(z) = z_0 + z_1 a + z_2 t$, with respect to the representation $\lambda_{D_\infty}$ the projective joint spectrum

$$P(R) = \bigcup_{-1 \leq x \leq 1} \{ z \in C^3 : z_0^2 - z_1^2 - z_2^2 - 2z_1 z_2 x = 0 \}.$$ 

**Proof.** It is well-known that the bilateral shift $T$ is a unitary with spectrum $\sigma(T)$ equal to the unit circle $\mathbb{T}$, and its spectral resolution is given by

$$T = \int_{\mathbb{T}} \lambda dE(\lambda). \quad (1.2)$$
where \( E(\lambda) \) is the associated projection-valued spectral measure. Using (1.1), we can now write

\[
R(z) = z_0 + z_1 a + z_2 t = \begin{pmatrix} z_0 & z_1 T + z_2 \\ z_1 T^* + z_2 & z_0 \end{pmatrix}. \tag{1.3}
\]

We consider two cases.

If \( z_0 = 0 \), then \( R(z) \) is invertible if and only if both \( z_1 T + z_2 \) and \( z_1 T^* + z_2 \) are invertible, or by (1.2)

\[
(z_1 \lambda + z_2)(z_1 \bar{\lambda} + z_2) = z_1^2 + z_2^2 + z_1 z_2 (\lambda + \bar{\lambda}) \neq 0
\]

for every \( \lambda \in \mathbb{T} \).

If \( z_0 \neq 0 \), then by factorization we may consider the case \( z_0 = 1 \), i.e. \( R(z) = 1 + z_1 a + z_2 t \). Recall that for a block matrix,

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix}^{-1} = \begin{pmatrix} A^{-1} + A^{-1} B K^{-1} C A^{-1} & -A^{-1} B K^{-1} \\ -K^{-1} C A^{-1} & K^{-1} \end{pmatrix}, \tag{1.4}
\]

when both \( A \) and the Schur complement \( K = D - C A^{-1} B \) are invertible. Further, when \( A \) is invertible, the block matrix is invertible if and only if \( D - C A^{-1} B \) is invertible (\cite{22, 34}). So in this case \( R(z) \) is invertible if and only if \( 1 - (z_1 T + z_2)(z_1 T^* + z_2) \) is invertible on \( L \), or by (1.2)

\[
1 - (z_1 \lambda + z_2)(z_1 \bar{\lambda} + z_2) = 1 - z_1^2 - z_2^2 - z_1 z_2 (\lambda + \bar{\lambda}) \neq 0
\]

for every \( \lambda \in \mathbb{T} \).

Summarizing these two cases, we have \( R(z) \) is not invertible if and only if

\[
z_0^2 - z_1^2 - z_2^2 - z_1 z_2 (\lambda + \bar{\lambda}) = z_0^2 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta = 0,
\]

for some \( \lambda = e^{i\theta} \in \mathbb{T} \). Setting \( \cos \theta = x \), we have the theorem. \( \square \)

We end this section by an observation that will be used later.
Corollary 1.2. For \( R(z) = z_0 + z_1 a + z_2 t \), with respect to the representation \( \lambda_{D_\infty} \) the joint resolvent set \( P^c(R) \) is path connected.

**Proof.** The joint spectrum \( P(R) \) is displayed in Theorem 1.1. We first look at the case \( z_0 \neq 0 \). Since \( R(z) \) is homogenous in \( z \) and we can write \((z_0, z_1, z_2) = z_0(1, z_1/z_0, z_2/z_0)\) in this case, we shall prove without loss of generality with the assumption \( z_0 = 1 \). To avoid possible confusion, in here we let \( R^* = 1 + z_1 a + z_2 t \). Then by Theorem 1.1 we have

\[
P(R^*) = \bigcup_{-1 \leq x \leq 1} \{ z \in \mathbb{C}^2 : 1 - z_1^2 - z_2^2 - 2z_1z_2x = 0 \}.
\]

We now check that \( P^c(R^*) \) is path-connected. To this end, we check that every point \( \lambda = (\lambda_1, \lambda_2) \in P^c(R^*) \) is path connected to \((0,0)\). By possibly choosing a point in a small ball centered at \( \lambda \), and using symmetry of \( P(R^*) \), we may assume without loss of generality that \( |\lambda_1| > |\lambda_2| > 0 \). Consider the complex line

\[
C_\lambda = \mathbb{C} \lambda = \{(w\lambda_1, w\lambda_2) : w \in \mathbb{C}\}.
\]

Clearly, \( C_\lambda \cap P^c(R^*) \) is a subset of \( P^c(R^*) \) and contains \((0,0)\) and \((\lambda_1, \lambda_2)\). So it is sufficient to check that \( C_\lambda \cap P^c(R^*) \) is path connected. Observe that

\[
C_\lambda \cap P(R^*) = \bigcup_{-1 \leq x \leq 1} \{ w \in \mathbb{C} : 1 - w^2(\lambda_1^2 + \lambda_2^2) - 2w^2\lambda_1\lambda_2x = 0 \}.
\]

Solving for \( w^2 \), we have \( w^2 = (\lambda_1^2 + \lambda_2^2 + 2\lambda_1\lambda_2x)^{-1} \) and hence we have two solution curves

\[
w_\pm(x) = \pm(\lambda_1^2 + \lambda_2^2 + 2\lambda_1\lambda_2x)^{-1/2}, \quad -1 \leq x \leq 1.
\]

Clearly \( w_+(1) = \pm 1/(\lambda_1 - \lambda_2) \) and \( w_+(1) = \pm 1/(\lambda_1 + \lambda_2) \). All four points are distinct. So as \( x \) moves from \(-1\) to \( 1 \) along the real line, the values of \( w_+(x) \) form a simple path connecting \( 1/(\lambda_1 - \lambda_2) \) to \( 1/(\lambda_1 + \lambda_2) \); and the values of \( w_-(x) \) form a simple path connecting \( -1/(\lambda_1 - \lambda_2) \) to \( -1/(\lambda_1 + \lambda_2) \). Now we verify the following two facts.
1. The two paths are not intersecting. This is because if there are \( x_1, x_2 \in [-1, 1] \) such that \( w_+(x_1) = w_-(x_2) \), then \( w_+^2(x_1) = w_-^2(x_2) \), which implies

\[
\lambda^2_1 + \lambda^2_2 + 2\lambda_1 \lambda_2 x_1 = \lambda^2_1 + \lambda^2_2 + 2\lambda_1 \lambda_2 x_2
\]

and hence \( x_1 = x_2 \). It follows that \( w_+(x_1) = w_-(x_1) \) which happens only when both are 0, which is impossible.

2. Neither curve self-intersects. If there are \( x_1, x_2 \in [-1, 1] \) such that \( w_+(x_1) = w_+(x_2) \) (or \( w_-(x_1) = w_-(x_2) \)), then by similar arguments, we will have \( x_1 = x_2 \).

In summary, the set \( C_\lambda \cap P(R_\ast) \) is a disjoint union of two simple closed curves. Hence its complement in \( C_\lambda \) i.e. \( C_\lambda \cap P^c(R_\ast) \) is path connected. This concludes that \( P^c(R_\ast) \), and hence \( P^c(R) \cap \{z_0 \neq 0\} \), is path connected.

For the case \( z_0 = 0 \), we see by Theorem 1.1 that a fixed \((0, z_1, z_2) \in P^c(R)\) if and only if \( z_1^2 + z_2^2 + 2z_1 z_2 x \neq 0 \) for all \( x \in [-1, 1] \). Since \([-1, 1]\) is compact, there is a constant \( \delta \) such that

\[
|z_1^2 + z_2^2 + 2z_1 z_2 x| \geq \delta > 0, \ \forall x \in [-1, 1].
\]

Pick \( z_0 \) such that \( 0 < |z_0|^2 < \delta \), then the path \((t z_0, z_1, z_2), 0 \leq t \leq 1 \) lies in \( P^c(A) \) by Theorem 1.1, and it connects \((0, z_1, z_2)\) to \((z_0, z_1, z_2)\), which in turn is connected to \((1, 0, 0)\).

\[\Box\]

2. **Weak containment and Maximality**

As we have remarked in Section 0, projective joint spectrum is an invariant for representations of groups up to unitary equivalence. We begin this section with a simple example.
Example 2.1. For a fixed $\theta \in (0, \pi)$, we consider the following two-dimensional irreducible representation $\rho_\theta$ of $D_\infty$ given by

$$
\rho_\theta(a) = \begin{bmatrix}
0 & e^{i\theta} \\
e^{-i\theta} & 0
\end{bmatrix}, \quad \rho_\theta(t) = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
$$

It is known ([25, 39]) that every unitary irreducible representation of $D_\infty$ is either one dimensional or of the form $\rho_\theta$. Clearly, the classical spectra $\sigma(\rho_\theta(a)) = \sigma(\rho_\theta(t)) = \{\pm1\}$, and their characters $Tr\rho_\theta(a) = Tr\rho_\theta(t) = 0$, none of which reflects the representation $\rho_\theta$. But if we consider the pencil $R_\theta(z) = z_0 + z_1 \rho_\theta(a) + z_2 \rho_\theta(t)$, then

$$
det R_\theta(z) = z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos(\theta),
$$

and hence the joint spectrum $P(R_\theta)$ is the variety $\{det R_\theta(z) = 0\}$. Therefore, if $\cos(\theta_1) \neq \cos(\theta_2)$ then the two representations $\rho_{\theta_1}$ and $\rho_{\theta_2}$ are not equivalent.

Observe that the variety $\{det R_\theta(z) = 0\}$ is a slice in $P(R)$ in Theorem 1.1. Since every unitary representation is a direct integral of irreducible ones, Theorem 1.1 makes one wonder if $P(R)$ in Theorem 1.1 is maximal in some sense. This is indeed so, and it is a consequence of the maximality of left regular representation for amenable groups in the relation of weak containment.

**Definition.** Consider two representations $\pi$ and $\rho$ of a discrete group $G$ in Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. One says that $\pi$ is weakly contained in $\rho$ (denoted by $\pi \prec \rho$) if for every $x \in \mathcal{H}$, every finite subset $F \subset G$, and every $\epsilon > 0$, there exist $y_1, y_2, \ldots, y_n$ in $\mathcal{K}$ such that for all $g \in F$

$$
|\langle \pi(g)x, x \rangle - \sum_{i=1}^{n} \langle \rho(g)y_i, y_i \rangle| < \epsilon.
$$

It is known that if $\pi \prec \rho$ then the map $\rho(m) \to \pi(m)$, $m \in \mathbb{C}[G]$ extends to a unital homomorphism from $C^*_\rho(G)$ onto $C^*_\pi(G)$. In particular, this implies that if
\( \rho(m) \) is invertible in \( C^*_\rho(G) \) then \( \pi(m) \) is invertible in \( C^*_\pi(G) \). So for \( \{g_1, g_2, \cdots, g_n\} \subset G \) if we let

\[
A_\rho = (\rho(g_1), \rho(g_2), \cdots, \rho(g_n)),
\]

and \( A_\pi \) likewise, then \( \pi \prec \rho \) implies \( P(A_\pi) \subset P(A_\rho) \). If \( \pi \prec \rho \) and \( \rho \prec \pi \), then \( \pi \) and \( \rho \) are said to be weakly equivalent, and we denote this by \( \pi \sim \rho \). Clearly, we have \( P(A_\pi) = P(A_\rho) \) in this case. These facts indicate that projective joint spectrum provides a measurement for weak containment. The following theorem of Hulanicki and Reiter (cf. [6] Theorem G 3.2) shows that for amenable groups regular representation is maximal with respect to the relation given by the weak containment.

**Theorem.** Let \( G \) be a locally compact group. The following properties are equivalent:

(i) \( G \) is amenable;

(ii) \( 1_G \prec \lambda_G \);

(iii) \( \pi \prec \lambda_G \) for every unitary representation \( \pi \) of \( G \).

Here \( 1_G \) stands for the trivial representation. So for locally compact amenable groups, \( \lambda_G \) is maximal among unitary representations with respect to weak containment. These observations lead to the following

**Proposition 2.2.** Let \( G \) be a locally compact amenable group and \( \{g_1, g_2, \cdots, g_n\} \) be any finite subset in \( G \). Then

(i) for every unitary representation \( \pi \) of \( G \), we have \( P(A_\pi) \subset P(A_{\lambda_G}) \).

(ii) \( P(A_{\lambda_G}) \) contains the hyperplane \( \{z_1 + z_2 + \cdots + z_n = 0\} \).

The second statement follows from the fact \( 1_G \prec \lambda_G \) and

\[
R_{1_G}(z) = (z_1 + z_2 + \cdots + z_n)I.
\]
A special case of (ii) in Proposition 2.2 is when \( n = 2 \) with \( g_1 = 1 \) and \( g_2 = g \) an arbitrary element in \( G \). Statement (ii) then implies that \( I - \lambda_G(g) \) is not invertible, or equivalently \( 1 \in \sigma(\lambda_G(g)) \) for every \( g \in G \).

So regarding \( D_\infty \), an immediate consequence of Proposition 2.2 is that if \( \pi \) is a unitary representation of \( D_\infty \), and \( R_\pi = z_01 + z_1\pi(a) + z_2\pi(t) \), then \( P(R_\pi) \) is a subset of the joint spectrum \( P(R) \) in Theorem 1.1.

Now we turn to \( p = (1 - a)/2 \) and \( q = (1 - t)/2 \). One sees that \( p \) and \( q \) are two projections in \( C^*(D_\infty) \). They are called projections in “generic position” in [39]. To be precise, if \( p \) and \( q \) are two projections in a unital \( C^* \)-algebra \( B \) such that the \( C^* \)-subalgebra generated by \( I, p \) and \( q \) is isomorphic to \( C^*(D_\infty) \) then \( p \) and \( q \) are said to be in generic position.

Let \( A = (I, p, q) \) and \( A(z) = z_0 + z_1p + z_2q \). One checks easily that

\[
A(z) = \left( z_0 + \frac{z_1 + z_2}{2} \right) - \frac{z_1}{2}a - \frac{z_2}{2}t.
\]

So by Theorem 1.1 \( A(z) \) is not invertible if and only if

\[
\left( z_0 + \frac{z_1 + z_2}{2} \right)^2 - \left( \frac{z_1}{2} \right)^2 - \left( \frac{z_2}{2} \right)^2 - \frac{z_1 z_2}{2} \cos \theta
\]

\[
= z_0^2 + z_0(z_1 + z_2) + \frac{z_1 z_2}{2}(1 - \cos \theta)
\]

\[
= z_0^2 + z_0(z_1 + z_2) + z_1 z_2 \sin^2 \frac{\theta}{2} = 0,
\]

for some \( 0 \leq \theta \leq 2\pi \). Setting \( x = \sin^2 \frac{\theta}{2} \) we have

\[
P(A) = \bigcup_{0 \leq x \leq 1} \{ z \in \mathbb{C}^3 : z_0^2 + z_0(z_1 + z_2) + z_1 z_2 x = 0 \}.
\]

The \( p \) and \( q \) are universal in the following sense (cf. [39]): if \( p', q' \) is a pair of projections in a unital \( C^* \)-algebra \( B \), then there is a unital homomorphism \( \phi : C^*(D_\infty) \rightarrow B \) such that \( \phi(p) = p', \phi(q) = q' \). Therefore, if \( A(z) \) is invertible in \( C^*(D_\infty) \), then

\[
\phi(A(z)) = z_0\phi(I) + z_1\phi(p) + z_2\phi(q) = z_0I + z_1p' + z_2q' := A'(z)
\]
is invertible in $B$. Summarizing these facts we have

**Corollary 2.3.** If $p$ and $q$ are projections in generic position and $A = (I, p, q)$, then

$$P(A) = \bigcup_{0 \leq x \leq 1} \{ z \in \mathbb{C}^3 : z_0^2 + z_0(z_1 + z_2) + z_1z_2x = 0 \}.$$ 

And for an arbitrary pair of projections $p', q'$, $P(A')$ is a subset of $P(A)$.

Two more observations are worth mentioning.

1. Considering the case $x = 0$ in Corollary 2.3, we see that $P(A)$ contains the slice

$$\{ z \in \mathbb{C}^3 : z_0(z_0 + z_1 + z_2) = 0 \},$$

i.e. the hyperplanes \{ $z_0 + z_1 + z_2 = 0$ \} and \{ $z_0 = 0$ \} are in $P(A)$. In the case $z_0 = 0$, $A(z) = z_1p + z_2q$ with $z_1$ and $z_2$ arbitrary. So it implies that for projections $p$ and $q$ the linear combination $z_1p + z_2q$ is not invertible for any $z_1$ and $z_2$. We state this fact as

**Corollary 2.4.** If $p$ and $q$ are projections in generic position, then $z_1p + z_2q$ is not invertible for any complex numbers $z_1$ and $z_2$.

Now consider the group

$$\tilde{D} = \langle a_1, a_2, a_3 | a_1^2 = a_2^2 = a_3^2 = 1 \rangle \cong \mathbb{Z}_2 \ast \mathbb{Z}_2 \ast \mathbb{Z}_2.$$

Since it contains the free subgroup on two generators $\langle a_1^{-1}a_2, a_1^{-1}a_3 \rangle \cong \mathbb{Z} \ast \mathbb{Z}$, $\tilde{D}$ is not amenable and the full group $C^*$-algebra $C^*(\tilde{D})$ has a rather complicated structure (cf. [39]). In particular, Proposition 2.2 is not valid in this case. It is thus a natural question whether or not one can compute the joint spectrum for the tuple $(1, a_1, a_2, a_3)$, or equivalently for the tuple $(I, q_1, q_2, q_3)$ where $q_i = (1 - a_i)/2$, $i = 1, 2, 3$. 
Problem. Determine $z \in \mathbb{C}^4$ such that $z_0 I + z_1 q_1 + z_2 q_2 + z_3 q_3$ is not invertible.

2. In [37] Pedersen displayed a seemingly different representation of $C^*(D_{\infty})$ in terms of matrix-valued functions: there is an isomorphism of $C^*(D_{\infty})$ onto

$$\mathcal{A} = \{f \in C([0, 1], M_2(\mathbb{C})) : f(0), f(1) \text{ are diagonal}\},$$

which carries $p = (1 - a)/2$ and $q = (1 - t)/2$ into the functions

$$p(x) = \begin{pmatrix} x \sqrt{x(1-x)} & \sqrt{x(1-x)} \\ \sqrt{x(1-x)} & 1 - x \end{pmatrix}, \quad q(x) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}.$$  

Here $C([0, 1], M_2(\mathbb{C}))$ is the set of $2 \times 2$ complex matrix-valued continuous functions on $[0, 1]$. Under this isomorphism, $a$ and $t$ are represented by

$$a(x) = \begin{pmatrix} 1 - 2x & -2 \sqrt{x(1-x)} \\ -2 \sqrt{x(1-x)} & 2x - 1 \end{pmatrix}, \quad t(x) = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.$$  

The joint spectrum of $(1, a(x), t(x))$ can be computed directly, and it turns out to coincide with $P(R)$ in Theorem 1.1. As a matter of fact, if we let $V$ be the unitary matrix

$$\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & i \\ -1 & i \end{pmatrix},$$

then from (1.1) we have that

$$V^*tV = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.$$  

Using the fact that $T$ is unitarily equivalent to multiplication by $e^{i\theta}$ on $L^2(\mathbb{T})$, we also have

$$V^*aV = \frac{1}{2} \begin{pmatrix} -(T + T^*) & i(T - T^*) \\ i(T - T^*) & T + T^* \end{pmatrix} \cong \begin{pmatrix} -\cos \theta & -\sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}.$$
Setting $x = \cos^2 \frac{\theta}{2}$ and using trigonometric identities, we have Pedersen’s representation of $C^*(D_\infty)$. So in fact Pedersen’s representation and the left regular representation $\lambda_{D_\infty}$ are unitarily equivalent.

3. Trace of Maurer-Cartan form

For a tuple $A = (A_1, A_2, \cdots, A_n)$ of elements in a unital Banach algebra $B$, recall that $A(z) = z_1 A_1 + z_2 A_2 + \cdots + z_n A_n$. The Maurer-Cartan type $B$-valued 1-form on $P^c(A)$ defined by

$$\omega_A(z) = A^{-1}(z)dA(z) = \sum_{j=1}^{n} A^{-1}(z)A_j dz_j, \ z \in P^c(A),$$

is an important subject of study in [47], and it is shown to contain much information about the topology of $P^c(A)$ which can be read by invariant linear functionals or by cyclic cocycles (cf. [8, 47]). For example, it is indicated in [47] that if $B$ possesses a trace $tr$, then $tr \omega_A(z)$ is a nontrivial element in the de Rham cohomology $H^1(P^c(A), \mathbb{C})$.

Representation $\lambda_{D_\infty}$ enables us to do a more in-depth study of $R(z) = z_0 + z_1 a + z_2 t$. In this section we shall compute $tr R^{-1}(z)$ and $tr \omega_R$. This computation is important for our discussion on the Fuglede-Kadison determinant in the next section. For simplicity, we shall do the computation for the case $z_0 = 1$, and the general case is a natural extension.

We first compute $tr R^{-1}(z)$. Letting $K(z) = 1 - (z_1 T + z_2)(z_1 T^* + z_2)$ and using (1.4), we have that on $L \oplus L$,

$$R^{-1}(z) = \begin{bmatrix} 1 + (z_1 T + z_2)K^{-1}(z)(z_1 T^* + z_2) & -(z_1 T + z_2)K^{-1}(z) \\ -K^{-1}(z)(z_1 T^* + z_2) & K^{-1}(z) \end{bmatrix}. \ (3.0)$$

Note that through the unitary $S$ in (1.1'), the entries in $R^{-1}(z)$ above can be identified with elements in the von Neuman algebra $L(D_\infty)$. The trace $tr$ on $L(D_\infty)$ defined as in (1.0) can be naturally extended to $2 \times 2$ matrices with $L(D_\infty)$ entries.
by the definition
\[
tr \begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix} := \frac{1}{2} tr(a_{11} + a_{22}).
\]

Note that \( tr(I) = tr(I_L) = 1 \). Then using (1.2), we have
\[
tr R^{-1}(z) = \frac{1}{2} tr \left( 1 + (z_1 T + z_2) K^{-1}(z)(z_1 T^* + z_2) + K^{-1}(z) \right)
\]
\[
= \frac{1}{2} tr \int_T 1 + (z_1 \lambda + z_2)(z_1 \bar{\lambda} + z_2) + 1
\]
\[
= \frac{1}{2} \int_T \frac{2tr dE(\lambda)}{1 - z_1^2 - z_2^2 - z_1 z_2 (\lambda + \bar{\lambda})}. \quad (3.3)
\]

Now we take a closer look at \( tr \). In Section 1, the GNS construction on \( C[H] \) produced the Hilbert space \( L \) with inner product \( \langle g, f \rangle = tr(f^* g) \). Now consider the linear map \( U : L \to L^2(\mathbb{T}, \frac{d\theta}{2\pi}) \) defined by \( U((at)^n) = e^{n\theta} \), \( n \in \mathbb{Z} \). One easily checks that \( U \) is a unitary. In particular,
\[
tr(f^* g) = \langle g, f \rangle = \int_0^{2\pi} \overline{(Uf)(\lambda)} (Ug)(\lambda) d\lambda = \int_0^{2\pi} (Uf)(e^{i\theta})(Ug)(e^{i\theta})tr(dE(e^{i\theta})).
\]

Comparing this with (3.4), we have
\[
tr(dE(e^{i\theta})) = ds \cdot tr(E(e^{i\theta})) = \frac{d\theta}{2\pi}. \quad (3.5)
\]

So it follows from (3.3) that
\[
tr R^{-1}(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{1 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta}. \quad (3.6)
\]

We thus obtain the following

**Proposition 3.1.** For \( R(z) = I + z_1 a + z_2 t \), we have
\[
tr R^{-1}(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{1 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta}, \quad z \in P^c(R).
\]
Observe that \( trR^{-1}(z) \) is holomorphic on \( P^c(R) \) and can not be extended holomorphically into a neighborhood of any points in \( P(R) \), indicating that \( P^c(R) \) is a domain of holomorphy as remarked in Introduction.

Now for \( R(z) = 1 + z_1a + z_2t \), we consider the Maurer-Cartan form 
\[
\omega_R(z) = R^{-1}(z)dR(z) = R^{-1}(z)(dz_1 + tdz_2),
\]
and compute \( tr\omega_R(z) \). Writing the matrix form of \( R^{-1}(z) \) (cf. (3.10)) as \( (R^{jk}(z))_{2\times2} \), we check that 
\[
\omega_R(z) = R^{-1}(z) \begin{pmatrix} 0 & T \\ T^* & 0 \end{pmatrix} dz_1 + \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} dz_2.
\]
Hence by (1.2), (3.5), and using computations similar to (3.1) we have
\[
tr\omega_R(z) = \frac{1}{2} tr(R^{12}T^* + R^{21}T)dz_1 + \frac{1}{2} tr(R^{12} + R^{21})dz_2.
\]

\[
= -\frac{1}{2} \int_T \frac{(z_1\lambda + z_2)\bar{\lambda} + (z_1\bar{\lambda} + z_2)\lambda}{1 - z_1^2 - z_2^2 - z_1z_2(\lambda + \bar{\lambda})} ds r E(\lambda) dz_1
\]
\[
+ -\frac{1}{2} \int_T \frac{(z_1\lambda + z_2) + (z_1\bar{\lambda} + z_2)}{1 - z_1^2 - z_2^2 - z_1z_2(\lambda + \bar{\lambda})} ds r E(\lambda) dz_2
\]
\[
= -\frac{1}{2} \int_T \frac{(2z_1 + z_2(\lambda + \bar{\lambda}))dz_1 + (z_1(\bar{\lambda} + \lambda) + 2z_2)dz_2 ds r E(\lambda)}{1 - z_1^2 - z_2^2 - z_1z_2(\lambda + \bar{\lambda})}
\]
\[
= \frac{1}{4\pi} \int_0^{2\pi} \partial \log(1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta) d\theta
\]
\[
= \partial \left( \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta) d\theta \right),
\]
where \( \partial f = \frac{\partial f}{\partial z_1} dz_1 + \frac{\partial f}{\partial z_2} dz_2 \). We summarize this calculation as

**Proposition 3.2.** For \( R(z) = I + z_1a + z_2t \),
\[
tr\omega_R(z) = \partial \left( \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta) d\theta \right).
\]
Three remarks are in order.

1. Clearly $tr \omega_R(z)$ is a closed 1-form. Since $\log(1 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta)$ is not globally defined on $P^c(R)$, $tr \omega_R(z)$ is not exact and hence is a nontrivial element in $H^1(P^c(R), \mathbb{C})$. This fact will become more apparent when we couple it with the fundamental group of $P^c(R)$ in the next section (cf. (4.2) and Corollary 4.4). Further, if $\gamma = \{ z(s) : 0 \leq s \leq 1 \}$ is a piece-wise smooth path, then when restricted to $\gamma$ we have

$$tr \omega_R(z(s)) = \frac{d}{ds} \left( \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2(s) - z_2^2(s) - 2z_1(s) z_2(s) \cos \theta) d\theta \right) ds. \quad (3.7)$$

This equality will be used in (4.2) as well.

2. Observe further that for any fixed $z \in P(R)$ such that $z_1 z_2 \neq 0$, $\log(1 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta)$ is integrable with respect to $\theta$ over $[0, 2\pi]$. Hence the function

$$\frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta) d\theta$$

can be extended holomorphically into this part of the spectrum, even though it is not globally defined. We shall have more to say about this as well in the next section.

3. If we consider $R(z) = z_0 I + z_1 a + z_2 t$, then with just a bit more computation one can check that

$$tr R^{-1}(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{z_0 d\theta}{z_0^2 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta}, \quad z \in P^c(R),$$

and

$$tr \omega_R(z) = \partial \left( \frac{1}{4\pi} \int_0^{2\pi} \log(z_0^2 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta) d\theta \right),$$

where $\partial f = \frac{\partial f}{\partial z_0} dz_0 + \frac{\partial f}{\partial z_1} dz_1 + \frac{\partial f}{\partial z_2} dz_2$.

4. **Fuglede-Kadison determinant**

For a unital Banach algebra $\mathcal{B}$, we let $GL(\mathcal{B})$ denote the open subset of invertible elements in $\mathcal{B}$. In [17], Fuglede and Kadison defined the notion of determinant for
invertible elements $x$ in a finite von Neumann algebra $B$ with a normalized trace $tr$ as

$$\det x = \exp(tr \log \sqrt{x^*x}),$$

and made a general study on its properties. In particular, they showed that $\det$ is a homomorphism from $GL(B)$ to the multiplicative group $\mathbb{R}_+$ of positive real numbers. The FK-determinant can be extended analytically to non-invertible elements, and there occurs a somewhat puzzling phenomenon: there are non-invertible elements $x$ such that $\det x \neq 0$. This fact is essentially due to the absolute convergence of the improper integral

$$\int_0^1 \log s ds.$$

FK-determinant has been well-studied in many papers. In particular, the notion was extended to $C^*$-algebras in [29]. We refer the readers to [26] for a recent survey, and make the following definition to proceed.

**Definition.** In a unital $C^*$-algebra $B$ with a normalized trace $tr$, an element $x$ will be called $tr$-singular if $\det x = 0$.

This section will explicitly compute the FK-determinant for $R(z) = 1 + z_1 a + z_2 t$ (with respect to the representation $\lambda_{D_n}$), and determine the points $z \in P(R)$ for which $R(z)$ is $tr$-singular. For convenience, we shall call these points $tr$-singular points in $P(R)$. For $B$ as in the definition above, we consider an element $x \in GL(B)$ that is in the path-connected component of the identity operator $I$ and a piecewise smooth path $x(s), 0 \leq s \leq 1$, in $GL(B)$ such that $x(0) = I$ and $x(1) = x$. In the case the integral

$$\int_0^1 tr(x^{-1}(s)x'(s))ds$$
is independent of the path \( x(s) \), the following quantity
\[
det_{tr} x := \exp \left( \int_0^1 tr(x^{-1}(s)x'(s))ds \right)
\]
is well defined for \( C^* \)-algebras with trace (cf. [26, 29]). Note that \( det_{tr} \) can take on complex values, not just positive numbers. And it is shown in [26] that
\[
|det_{tr} x| = \det x. \quad (4.1)
\]

We observe that in fact (4.1) holds as long as \( |det_{tr}(x)| \) (not \( det_{tr}(x) \) ) is independent of the given path, or equivalently the integrals
\[
\int_0^1 tr(x^{-1}(s)x'(s))ds
\]
with respect to different paths differ by a purely imaginary number. This observation and Proposition 3.2 lead to the following theorem.

**Theorem 4.1.** For \( z = (z_1, z_2) \in \mathbb{C}^2 \) and \( R(z) = I + z_1 a + z_2 t \) with respect to the representation \( \lambda_{D_{\infty}} \), the Fuglede-Kadison determinant
\[
\det R(z) = \exp \left( \frac{1}{4\pi} \int_0^{2\pi} \log |1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta|d\theta \right).
\]

**Proof.** First, by Corollary 1.2 we know that \( P^c(R) \) is path-connected. Let
\[
\gamma = \{z(s) : 0 \leq s \leq 1\}
\]
be a closed piece-wise smooth path \((z(0) = z(1))\) in \( P^c(R) \). For simplicity, we let
\[
L_x(z) = 1 - z_1^2 - z_2^2 - 2z_1z_2 x.
\]

By Theorem 1.1 for the case \( z_0 = 1 \), for every fixed \(-1 \leq x \leq 1\) the function \( L_x(z) \) does not vanish on \( P^c(R) \). In particular, we have
\[
L_x(z(s)) = 1 - z_1^2(s) - z_2^2(s) - 2z_1(s)z_2(s)x \neq 0, \forall s \in [0, 1],
\]
hence \( L_x(\gamma) \) is a piecewise smooth path in the complex plane that does not run over 0. We define the winding number \( W(\gamma) \) of \( \gamma \) around \( P(R) \) as the winding number of \( L_x(\gamma) \) around 0, i.e.

\[
W(\gamma) = \frac{1}{2\pi i} \int_{L_x(\gamma)} \frac{1}{w} dw = \frac{1}{2\pi i} \int_0^1 \frac{1}{L_x(z(s))} dL_x(z(s)) = \frac{1}{2\pi i} \int_0^1 \frac{d}{ds} \log L_x(z(s)) ds.
\]

Observe that since \( L_x(z) \) is linear in \( x \), the above integrals show that \( W(\gamma) \) is continuous with respect to \( x \). But since \( W(\gamma) \) is integer-valued, it is a constant with respect to the change of \( x \), or in other words, the value of \( W(\gamma) \) is independent of the choice of \( x \in [-1, 1] \). Using Proposition 3.2, Formula (3.7) and the above definition of winding number \( W(\gamma) \), we can define the following coupling

\[
\langle \gamma, \text{tr}\omega_R \rangle := \frac{1}{2\pi i} \int_{\gamma} \text{tr}\omega_R(z)
= \frac{1}{2\pi i} \int_{\gamma} \partial \left( \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta) d\theta \right)
= \frac{1}{4\pi} \int_0^{2\pi} \left( \frac{1}{2\pi i} \int_0^1 \frac{d}{ds} \log(1 - z_1^2(s) - z_2^2(s) - 2z_1(s)z_2(s) \cos \theta) ds \right) d\theta
= \frac{1}{4\pi} \int_0^{2\pi} \left( \frac{1}{2\pi i} \int_0^1 \frac{d}{ds} \log L_{\cos \theta}(z(s)) ds \right) d\theta
= \frac{1}{4\pi} \int_0^{2\pi} W(\gamma) d\theta = \frac{W(\gamma)}{2}. \tag{4.2}
\]

Clearly, \((0, 0) \in P^c(R)\). Since \( P^c(R) \) is path connected, for every \( p \in P^c(R) \) there is a piece-wise smooth path \( \gamma(s) = (z_1(s), z_2(s)), \ 0 \leq s \leq 1 \), in \( P^c(R) \) such that
\[ \gamma(0) = (0, 0) \text{ and } \gamma(1) = z, \text{ then again by Proposition 3.2 we have} \]

\[
\int_0^1 \text{tr}\omega_R(\gamma(s)) = \int_0^1 \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1(s)^2 - z_2(s)^2 - 2z_1(s)z_2(s)\cos \theta) d\theta \\
= \frac{1}{4\pi} \int_0^{2\pi} \left( \int_0^1 \frac{d}{ds} \log(1 - z_1(s)^2 - z_2(s)^2 - 2z_1(s)z_2(s)\cos \theta) ds \right) d\theta \\
= \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1z_2\cos \theta) d\theta.
\]

If \( \gamma'(s) \) is another such path connecting \((0, 0)\) to \(z\), then by (4.2),

\[
\int_0^1 \text{tr}\omega_R(\gamma(s)) - \int_0^1 \text{tr}\omega_R(\gamma'(t)) = 2\pi i(\gamma - \gamma', \text{tr}\omega) = W(\gamma - \gamma')\pi i,
\]

where \( \gamma - \gamma' \) stands for the closed path that goes from \(0\) to \(z\) along \(\gamma\) and returns to \(0\) along \(\gamma'\). This indicates that the integrals

\[
\int_0^1 \text{tr}\omega_R(\gamma(s)) = \int_0^1 \text{tr}(R^{-1}(z(s))R'(z(s))) ds
\]

with respect to different paths connecting \((0, 0)\) to \(z\) differ by a purely imaginary number, namely integer multiples of \(\pi i\). In conclusion, \( |\exp \left( \int_0^1 \text{tr}\omega_R(\gamma(s)) \right) | \) is independent of the path, and by (4.1)

\[
\det R(z) = |\exp \left( \int_0^1 \text{tr}\omega_R(\gamma(s)) \right) | \\
= \exp \left( \text{Re} \frac{1}{4\pi} \int_0^{2\pi} \log(1 - z_1^2 - z_2^2 - 2z_1z_2\cos \theta) d\theta \right) \\
= \exp \left( \frac{1}{4\pi} \int_0^{2\pi} \log |1 - z_1^2 - z_2^2 - 2z_1z_2\cos \theta| d\theta \right). \tag{4.3}
\]

Since for each fixed \(z \in \mathbb{C}^2\) and all \(\theta \in [0, 2\pi]\)

\[
\log(1 + (|z_1| + |z_2|)^2) \geq \log |1 - z_1^2 - z_2^2 - 2z_1z_2\cos \theta| \geq -\infty,
\]

and the integral in (4.3) is convergent or equal to \(-\infty\), formula (4.3) extends to all \(z \in \mathbb{C}^2\), and the theorem is established. \(\square\)
There is an interesting special case of Theorem 4.1. Consider the quadratic surface $S \subset \mathbb{C}^2$ defined by $1 - z_1^2 - z_2^2 = 0$. Then on $S$,

$$1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta = -2z_1z_2 \cos \theta,$$

which vanishes at $\theta = \pi/2$ and $3\pi/2$. So by Theorem 1.1, $S \subset P(R)$. To proceed, we first verify the formula

$$\int_0^{\pi/2} \log \cos \theta d\theta = -\frac{\pi}{2} \log 2.$$  \hspace{1cm} (4.4)

Denoting the integral by $M$ and using the fact $\cos \theta = \sin(\pi/2 - \theta)$, one checks that

$$2M = \int_0^{\pi/2} \log \cos \theta d\theta + \int_0^{\pi/2} \log \sin(\pi/2 - \theta) d\theta$$

$$= \int_0^{\pi/2} \log \cos \theta d\theta + \int_0^{\pi/2} \log \sin \theta d\theta$$

$$= \int_0^{\pi/2} \log \sin(2\theta) - \log 2 d\theta$$

$$= \frac{1}{2} \int_0^{\pi} \log \sin(\theta) d\theta - \frac{\pi}{2} \log 2$$

$$= \frac{1}{2} \left( \int_0^{\pi/2} \log \sin(\theta) d\theta + \int_0^{\pi/2} \log \sin(\theta + \pi/2) d\theta \right) - \frac{\pi}{2} \log 2.$$

Formula (4.4) then follows easily from the fact $\sin(\theta + \pi/2) = \cos \theta$.

On $S$, using the formula (4.4) we compute that

$$\det R(z) = \exp \left( \frac{1}{4\pi} \int_0^{2\pi} \log |2z_1z_2| + \log |\cos \theta| d\theta \right)$$

$$= \sqrt{2|z_1z_2|} \exp \left( \frac{1}{4\pi} \int_0^{2\pi} \log |\cos \theta| d\theta \right)$$

$$= \sqrt{2|z_1z_2|} \exp \left( \frac{1}{\pi} \int_0^{\pi/2} \log \cos \theta d\theta \right)$$

$$= \sqrt{2|z_1z_2|}/\sqrt{2}$$

$$= \sqrt{|z_1z_2|}.$$  \hspace{1cm} (4.5)
This confirms that \( \det R(z) \) may be nonzero even though \( R(z) \) is not invertible.

The \( tr \)-singular points in \( P(R) \) (points for which \( \det R(z) = 0 \)) are now easy to determine. First, if \( z_1z_2 \neq 0 \), then after factoring out \( 2z_1z_2 \), the integral in (4.3) is of the form

\[
\int_0^{2\pi} \log |\beta - \cos \theta| d\theta,
\]

which is well-known to be convergent. Hence \( \det R(z) \neq 0 \) in this case. If \( z_1z_2 = 0 \), then the integral in (4.3) diverges only if \( 1 - z_1^2 - z_2^2 = 0 \). Solving these two equations, we have

**Corollary 4.2.** For \( R(z) = 1 + z_1a + z_2t \), the set of \( tr \)-singular points in \( P(R) \) is \( \{ (\pm 1, 0), (0, \pm 1) \} \).

We conclude this section with a few observations.

1. Connection between FK-determinant and Mahler measure has been noted in quite a few recent papers (for example [11, 26, 33, 41]). For references on Mahler measure, we refer readers to [15]. This connection is clean and explicit in the case here. For a complex polynomial

\[
P(w) = a(w - \alpha_1)(w - \alpha_2) \cdots (w - \alpha_n),
\]

its Mahler measure is defined as

\[
M(P) = |a| \prod_{|\alpha_j| \geq 1} |\alpha_j|,
\]

and it is well-known that by Jensen’s formula (40)

\[
M(P) = \exp \left( \frac{1}{2\pi} \int_0^{2\pi} \log |P(e^{i\theta})| d\theta \right).
\]

If we let \( P_z(w) = w(1 - z_1^2 - z_2^2) - z_1z_2(w^2 + 1) \), then on the unit circle \( w = e^{i\theta} \) and

\[
|P_z(w)| = |(1 - z_1^2 - z_2^2) - z_1z_2(w + \overline{w})| = |1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta|,
\]

and Theorem 4.1 has the following immediate consequence.
Corollary 4.3. \( \det R(z) = \sqrt{M(P_z)}. \)

\( M(P_z) \) can of course be computed in this case. But the expression is not as clean. Observe that the set \( \{ (\pm 1, 0), (0, \pm 1) \} \) is precisely the set on which the polynomial \( P_z(w) \) in Corollary 4.3 is constant 0.

2. The coupling in (4.2) yields some information about the singular homology group \( H_1(P^c(R), \mathbb{Z}) \). Note that since \( P^c(R) \) is connected, by Hurewicz theorem \( H_1(P^c(R), \mathbb{Z}) \) is isomorphic to the abelianization of the homotopy group \( \pi_1(P^c(R)) \).

Corollary 4.4. The coupling with \( \text{tr} \omega_R \) in (4.2) defines an isomorphism from \( H_1(P^c(R), \mathbb{Z}) \) onto \( \frac{1}{2}\mathbb{Z} \).

Proof. First, differentiating both sides of \( R^{-1}(z) R(z) = I \), we have

\[
\left( dR^{-1}(z) \right) R(z) + R^{-1}(z) dR(z) = 0,
\]

and hence

\[
dR^{-1}(z) = -R^{-1}(z)(dR(z)) R^{-1}(z).
\]

Consider

\[
\omega_R(z) = R^{-1}(z) dR(z) = (I + z_1a + z_2t)^{-1}(adz_1 + tdz_2), \ z \in P^c(R).
\]

Then by above computation one sees that

\[
d\omega_R(z) = (dR^{-1}(z)) \wedge dR(z)
\]

\[
= -\omega_R(z) \wedge \omega_R(z)
\]

\[
= -\left( R^{-1}(z)aR^{-1}(z)t - R^{-1}(z)tR^{-1}(z)a \right) dz_1 \wedge dz_2.
\]

Hence

\[
d[\text{tr}\omega_R(z)] = \text{tr}[d\omega_R(z)]
\]

\[
= -\text{tr} \left( R^{-1}(z)aR^{-1}(z)t - R^{-1}(z)tR^{-1}(z)a \right) dz_1 \wedge dz_2 = 0,
\]
meaning that $tr\omega_R$ is a closed holomorphic 1-form. If $\tilde{\gamma}$ is a closed piece-wise smooth path that is homological to $\gamma$, i.e. $\gamma - \tilde{\gamma} = \partial \Delta$ for some singular 2-simplex $\Delta$ (where $\partial$ stands for the boundary map here), then an argument using Stokes theorem shows that

$$\langle \gamma, tr\omega_R \rangle - \langle \tilde{\gamma}, tr\omega_R \rangle = \int_\gamma tr\omega - \int_{\tilde{\gamma}} tr\omega_R = \int_\Delta d[tr\omega_R] = 0.$$  

This means that the coupling with $tr\omega_R$ in (4.2) gives rise to a homomorphism $\kappa$ from the singular homology group $H_1(Pc(R), \mathbb{Z})$ into $\frac{1}{2}\mathbb{Z}$ defined by

$$\kappa([\gamma]) = \langle \gamma, tr\omega_R \rangle.$$  

Further, if $\langle \gamma, tr\omega_R \rangle = 0$, then the winding number $W(\gamma) = 0$ by (4.2), indicating that $\gamma$ does not wind around $P(R)$ and hence is homological in $P^c(R)$ to a point, i.e. $[\gamma] = 0$ in $H_1(P^c(R), \mathbb{Z})$. This shows that $\kappa$ is injective.

To check the range of the map $\kappa$, we consider the path

$$\gamma = \{z(s) = (1 + e^{2\pi is}/2, 0), 0 \leq s \leq 1\}.$$  

Then for every $x \in [-1, 1],

$$L_x(z(s)) = 1 - (1 + e^{2\pi is}/2)^2 = -e^{2\pi is} - e^{4\pi is}/4 \neq 0$$

for all $s \in [0, 1]$. Hence by Theorem 1.1 for the case $z_0 = 0$, the path $\gamma$ is inside $P^c(R)$. By the definition in the proof of Theorem 4.1, $\gamma$’s winding number

$$W(\gamma) = \frac{1}{2\pi i} \int_0^1 \frac{d}{ds} \log L_x(z(s))ds$$

$$= \frac{1}{2\pi i} \int_0^1 \frac{-2(1 + e^{2\pi is}/2)\pi ie^{2\pi is}ds}{-e^{2\pi is} - e^{4\pi is}/4}$$

$$= \int_0^1 \frac{1 + e^{2\pi is}/2ds}{1 + e^{2\pi is}/4}.$$
Using the geometric series for $(1 + e^{2\pi i s/4})^{-1}$ and direct computation of integrals, we have $W(\gamma) = 1$. Then by (4.2), we have

\[ \kappa([\gamma]) = \langle \gamma, \text{tr} \omega_R \rangle = \frac{W(\gamma)}{2} = \frac{1}{2}. \]

Therefore,

\[ \kappa(n[\gamma]) = \frac{nW(\gamma)}{2} = n/2, \quad n \in \mathbb{Z}. \]

This completes the proof. \( \square \)

Although $\frac{1}{2}\mathbb{Z}$ is isomorphic to $\mathbb{Z}$, the factor $1/2$ here tells more about the structure of the group $D_\infty$.

3. Note also that the classical spectra $\sigma(a) = \sigma(t) = \{\pm 1\}$. It suggests that $\text{tr}$-singular points may have a direct connection with the classical spectra.

4. For $R(z) = 1 + z_1a + z_2t$, by [13] the $(1, 1)$-form

\[ -i\text{tr}(\omega^*_R(z) \wedge \omega_R(z)) \]

induces a natural Riemannian metric on $P^c(R)$. The metric has singularities at points in $P(R)$. It follows from a result in [13] that the $\text{tr}$-singular points in $P(R)$, namely $\{(\pm 1, 0), (0, \pm 1)\}$, are outside of the completion of $P^c(R)$ under this metric. It is not clear if the completion of $P^c(R)$ is equal to $\mathbb{C}^2 \setminus \{(\pm 1, 0), (0, \pm 1)\}$.

5. Likewise, if we consider $R(z) = z_0 + z_1a + z_2t$, then it is not hard to check that

\[ \det R(z) = \exp \left( \frac{1}{4\pi} \int_0^{2\pi} \log |z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta|d\theta \right). \]

5. ON THE FINITE DIHEDRAL GROUP

For the finite dihedral group $D_n = \langle a, t \mid a^2 = t^2 = (at)^n = 1 \rangle$, where $n \in \mathbb{N}$, $H = \langle at \rangle$ is a cyclic normal subgroup of order $n$. The GNS construction for its group $C^*$-algebra $C^*(H)$ gives the finite dimensional Hilbert space

\[ L_n = \{ f = \sum_{j=0}^{n-1} f_j(at)^j \}, \]
with inner product
\[ \langle g, f \rangle = \text{tr}(f^*g) = \sum_{j=0}^{n} f_j g_j. \]

Similar to (1.1), the left regular representation for \( a \) and \( t \) on \( L_n \oplus L_n \) is given by
\[ \lambda_{D_n}(a) = \begin{pmatrix} 0 & T \\ T^* & 0 \end{pmatrix}, \quad \lambda_{D_n}(t) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \tag{5.1} \]
where \( T \), with respect to the orthonormal basis \( \{1, at, \cdots, (at)\}_{n-1} \}, \) is the unitary
\[
\begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 1 \\
1 & 0 & 0 & \cdots & 0 & & & \\
0 & 1 & 0 & \cdots & 0 & & & \\
\vdots & \vdots & \vdots & \ddots & \vdots & & & \\
0 & 0 & 0 & \cdots & 1 & 0 & & \\
\end{bmatrix}_{n \times n}
\]

Clearly \( T^n = 1 \) and its spectrum \( \sigma(T) = \left\{ e^{\frac{2k\pi}{n}} : 0 \leq k \leq n - 1 \right\} \). Denoting \( \frac{2k\pi}{n} \) by \( \theta_k \), \( T \)'s projection-valued spectral measure \( E(e^{i\theta}) \) is equal to the projection onto the sum of eigenspaces corresponding to the eigenvalues \( \theta_k \leq \theta \). Since \( \text{tr}I = 1 \),
\[ \text{tr}E(e^{i\theta}) = \frac{1}{n} |\{ k : \theta_k \leq \theta \}|. \]

By arguments similar to that in Sections 3 and 4, we have

**Corollary 5.1.** Consider \( R(z) = z_0 + z_1 a + z_2 t \). Then with respect to the representation of \( D_n \) given by \( \lambda_{D_n} \), we have

(a) \( P(R) = \bigcup_{k=0}^{n-1} \{ z \in \mathbb{C}^3 : z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta_k = 0 \} \).

(b) \( \text{tr}R^{-1}(z) = \frac{1}{n} \sum_{k=0}^{n-1} \frac{z_0}{z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta_k} \).

(c) \( \text{tr} \omega_R(z) = \partial \left( \frac{1}{2n} \sum_{k=0}^{n-1} \log(z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta_k) \right) \).
By the matrix expression of $T$ and the representation (5.1), $R(z) = z_0 + z_1 a + z_2 t$ is a $2n \times 2n$ matrix. Its matrix determinant, denoted by $\det R(z)$, can be computed, but the process is complicated if computed directly. Instead, we can use the idea leading to Theorem 4.1. By Corollary 5.1(c)

$$\det R(z) = \exp \left( \frac{1}{2n} \sum_{k=0}^{n-1} \log |z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta_k| \right)$$

$$= \left( \prod_{k=0}^{n-1} |z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta_k| \right)^{1/2n}. $$

For a $k \times k$ matrix algebra, it is known that the Fugled-Kadison determinant and the regular determinant are related by the formula $\det A = |\det A|^{1/k}$. In here, since $R(z)$ is $2n \times 2n$, we have

$$|\det R(z)| = (\det R(z))^{2n} = \prod_{k=0}^{n-1} |z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \frac{2k\pi}{n}|.$$

Since $\det R(1,0,0) = \det(I) = 1$, the next corollary follows.

**Corollary 5.2.** With respect to the representation $\lambda_{D_n}$,

$$\det R(z) = \prod_{k=0}^{n-1} (z_0^2 - z_1^2 - z_2^2 - 2z_1z_2 \cos \frac{2k\pi}{n}).$$

This clearly verifies Corollary 5.1(a).

**Remark.** We observe that since $D_n$ is a finite group, it is amenable, and hence by the Hulanicki-Reiter theorem in Section 2, the representation $\lambda_{D_n}$ in (5.1) (which is unitarily equivalent to the left regular representation) is maximal in the sense of weak containment. The next corollary then follows from Proposition 2.2 and Corollary 5.1(a).
Corollary 5.3. If $A$ and $T$ are elements in a $C^*$-algebra $B$ such that $A^2 = T^2 = (AT)^n = I$, and $R_B(z) = z_0 I + z_1 A + z_2 T$, then $P(R_B)$ is a subset in

$$\bigcup_{k=0}^{n-1} \{ z \in \mathbb{C}^3 : z_0^2 - z_1^2 - z_2^2 - 2z_1 z_2 \cos \theta_k = 0 \}.$$ 

Example 5.4. In Pedersen’s representation in Section 2, if we let $x = 1/2$, then

$$a = \begin{pmatrix} 0 & -1 \\ -1 & 0 \end{pmatrix}, \quad t = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

are non-commuting self-adjoint unitaries such that $(at)^4 = 1$. So $a$ and $t$ generate $D_4$. But as $2 \times 2$ matrices, $R(z) = z_0 + z_1 a + z_2 t$ is not invertible if and only if its ordinary determinant

$$\det R(z) = z_0^2 - z_1^2 - z_2^2 = 0.$$ 

So in this case $P(R)$ consists of a single surface $\{ z_0^2 - z_1^2 - z_2^2 = 0 \}$, while with respect to the representation of $D_4$ given by (5.1), $P(R)$ has 4 pieces by Corollary 5.1(a) (the piece $\{ z_0^2 - z_1^2 - z_2^2 = 0 \}$ has multiplicity 2.).

6. Self-similarity

In Section 2, we pointed out that for weakly equivalent representations $\pi$ and $\rho$ we have $P(A_\pi) = P(A_\rho)$. It is an appealing question that in which cases the converse is true. We will address this issue in these two sections for the case $G = D_\infty$. We are going to show that $C^*(D_\infty)$ can be realized as a self-similar algebra in the sense of definition 2.1 in [22]. This will be done via computation of the joint spectrum of two involutive operators associated with a certain self-similar realization of $D_\infty$ and, surprisingly, will be linked to the 3-generated 2-group $\mathcal{G}$ of intermediate growth constructed by the first author in [18] (cf. (0.1)) and studied in [19, 20, 21] and many other articles.
This section gives a brief introduction to self-similarity. The concept of self-similarity entered algebra via group theory, namely via a careful study of self-similarity properties of $G$ and its relatives.

Let $X = \{x_1, x_2, \cdots, x_d\}$ be a finite alphabet of cardinality $d \geq 2$, $X^*$ be the set of all finite words over $X$. Then

$$X^* = \bigcup_{n=0}^{\infty} X^n,$$

(6.1)

where $X^n$ is the set of words of length $n$. A self-similar action of a group $G$ is an action of $G$ on $X^*$ such that for every $g \in G$ and every $x \in X$ there exist $h \in G$ and $y \in X$ such that

$$g(xw) = yh(w)$$

(6.2)

for all $w \in X^*$. Observe that such an action preserves the length of the words, so each $X^n$ is $G$-invariant.

Let $T = T(X)$ be a $d$-regular rooted tree with set $V$ of vertices $X^*$ and the set $E = \{(w, wx) | w \in X^*, \ x \in X\}$ of edges. For a vertex $v \in V$, $T_v$ is the subtree of $T$ with root at $v$. Figure (7.1) shows the first 3 levels of an infinite binary rooted tree for $X = \{0, 1\}$. For example, $T_{01}$ is the subtree with root at 01.

It is easy to see that the self-similar action $(G, X^*)$ induces an action of $G$ on $T(X)$ by automorphisms. Then the root (corresponding to empty word) and the levels $V_n = X^n$ of the tree are $G$-invariant, and the maximum of transitivity that may occur is the level transitivity (i.e. the transitivity of action on each level). For each fixed $n \in \mathbb{N}$ and $g \in G$ one has a decomposition $g = (g_1, g_2, \cdots, g_{d^n})\sigma$, where $\sigma \in Sym(d^n)$ and $g_i \in Aut(T_i)$. Here $T_i$, $1 \leq i \leq d^n$, is the subtree of $T$ with root at the $i$-th vertex of level $n$ (see Figure (7.1)). Elements $g_1, g_2, \cdots, g_{d^n}$ are called sections of $g$ in corresponding vertices and the action $(G, X^*)$ is self-similar if and only if for every $n \in \mathbb{N}$, $1 \leq i \leq d^n$ the section $g_i$ belongs to $G$. 
after canonical identification of $T_i$ with $T$. It is not hard to see that $(G, X^*)$ is self-similar if and only if sections $g_1, g_2, \cdots, g_d$ in vertices of the first level belong to $G$ (after identification $T_i \cong T, i = 1, 2, \cdots, d$).

A group $G$ is called self-similar if for some $X$ it has a faithful self-similar action on $X^*$. An alternative definition of self-similarity is that $G$ is isomorphic to a group $G(A)$ generated by non-initial Mealy type automaton $A$ over finite alphabet. For more details, see [23] or [35].

Every self-similar group is residually finite (i.e. approximated by finite groups) but not vice versa. We call $G$ an $(m, d)$-group if $G \cong G(A)$ where $A$ is an automaton with $m$ states over an alphabet with $d$ symbols. There are six $(2, 2)$ groups listed in [23] and $D_\infty$ is in this list. Two essentially different realizations of $D_\infty$ as $(2, 2)$-group are:

\begin{align}
(6.3) \quad & \begin{array}{c}
\sigma \\
\downarrow \quad \downarrow \\
0,1 & 1 \\
\downarrow & \downarrow \\
\sigma & e \quad a & t
\end{array} \\
\begin{array}{c}
0 \\
\uparrow \\
\sigma \\
\downarrow \\
a
\end{array}
\end{align}

where $a = (a, a)\sigma$, $t = (a, t)$, and

\begin{align}
(6.4) \quad & \begin{array}{c}
\sigma \\
\downarrow \\
0,1 \\
\downarrow \\
a
\end{array} \\
\begin{array}{c}
0 \\
\uparrow \\
\sigma \\
\downarrow \\
\sigma \\
\downarrow \\
a
\end{array}
\end{align}

where $a = (t, t)\sigma$, $t = (a, t)$. Here $e$ is the identity map on $\{0, 1\}$ and $\sigma$ is the involution.

There is no complete classification of $(3, 2)$-groups yet, although much information is collected in [7], and it is known that up to isomorphism there is no more than
115 such groups. The following realization of $D_\infty$ as a $(3, 2)$-group is used in the sequel. $D_\infty$ is isomorphic to $G(A)$ where $A$ is the automaton

\begin{align}
1 & \quad 0 \quad 0,1 \\
\textcircled{e} & \quad \textcircled{\sigma} & \quad \textcircled{e} \\
\text{t} & \quad a & \quad \text{id}
\end{align}

or $D_\infty = \langle a, t \rangle$ where $a$ and $t$ are automorphisms of binary tree satisfying the recursive relation

\begin{align}
a = \sigma, \quad t = (a, t),
\end{align}

where $\sigma$ is the involution. This realization corresponds to the automaton 2874 in [7].

Now we are going to define self-similar representations. Let $H$ be a separable Hilbert space. By a $d$-similarity of $H$ we mean (following [22]) an isomorphism of Hilbert spaces $\psi : H \rightarrow H^d$. Fix such a $\psi$ and define $T_1, T_2, \cdots, T_d \in B(H)$ (i.e. bounded linear operators acting on $H$) by

\begin{align}
T_k(\xi) = \psi^{-1}(0, \cdots, 0, \xi, 0, \cdots, 0),
\end{align}

where $\xi \in H$ and is at the $k$-th coordinate on the right-hand side. Let $G$ act self-similarly on $T(X)$ ($|X| = d$). A unitary representation $\rho$ of $G$ on $H$ is said to be self-similar (with respect to the $d$-similarity $\psi$) if

\begin{align}
\rho(g)T_x = T_y\rho(h)
\end{align}

whenever $g(xw) = yh(w)$ for all $w \in X^*$ (i.e. whenever (6.1) holds).

For a self-similar representation $\rho : G \rightarrow B(H)$, every operator $\rho(g), g \in G$ can be written, with respect to the $d$-similarity $\psi$, as a $d \times d$ matrix $\rho(g) =$
(\(A_{yx}\))_{x,y \in X}, where

\[
A_{yx} = \begin{cases} 
\rho(g|_x) & \text{if } g(x) = y \\
0 & \text{otherwise,}
\end{cases}
\]

and \(g|_x\) denotes the section of \(g\) at vertex \(x\) of the first level of \(T(X)\).

Extension of \(\rho\) to group algebra \(\mathbb{C}[G]\) leads to a self-similar representation of \(\mathbb{C}[G]\), and induces a map \(\phi: \mathbb{C}[G] \rightarrow M_d(\mathbb{C}[G])\). Here \(M_d(R)\) denotes the ring of matrices over ring \(R\). The map \(\phi\) is injective on \(G\) (but not on \(\mathbb{C}[G]\), cf. [22]), and for \(g \in G\)

\[
\phi(g) = (A_{yx}).
\]

Moreover, it extends to a homomorphism

\[
C^*_\rho(G) \rightarrow M_d(C^*_\rho(G)),
\]

which we also denote by \(\phi\). This \(\phi\) is injective, since it implements the equivalence of the representation \(\rho\) with the representation \(\psi \circ \rho \circ \psi^{-1}\).

Following [22] we call a completion of \(\mathbb{C}[G]\) self-similar if it is the completion with respect to the norm defined by self-similar representation, and call the corresponding \(C^*\)-algebra \(C^*_\rho(G)\) self-similar.

7. Self-similar realization of \(C^*(D_\infty)\)

There is a canonical self-similar representation associated with a self-similar group \(G\) acting (self-similarly) on \(T(X)\). Let \(\partial T = X^N\) be the boundary of the tree \(T = T(X)\) (supplied with Tychonoff topology). Let \(\mu = \{1/d, 1/d, \ldots, 1/d\}^\otimes\mathbb{N}\) be a uniform Bernoulli measure on \(\partial T\) and let \(H = L^2(\partial T, \mu)\). The measure \(\mu\) is invariant with respect to arbitray automorphisms of \(T\), in particular, \(\mu\) is \(G\)-invariant. The Koopman representation \(\rho\) is defined by

\[
(\rho(g)f)(x) = f(g^{-1}x)
\]
for \( g \in G, f \in H \). It is well-known that \( \rho \) is a self-similar representation (cf. [5, 22]). Now we are in position to state the next theorem.

**Theorem 7.1.** Let \( D_\infty \) be acting self-similarly on a rooted tree according to the recursion relation (6.6). Let \( \rho \) be the corresponding Koopman representation. Then \( C^*_\rho(D_\infty) \) is isomorphic to \( C^*(D_\infty) \), and hence \( C^*_\rho(D_\infty) \) is a self-similar realization of \( C^*(D_\infty) \).

This result follows from the following

**Theorem 7.2.** Let \( \lambda_{D_\infty} \) and \( \rho \) be the left regular representation and the Koopman representation of \( D_\infty \), respectively. Then

a) \( \lambda_{D_\infty} \) and \( \rho \) are weakly equivalent;

b) the projective joint spectrum of the triple \( (\rho(1), \rho(a), \rho(t)) \) is the same as that in the case of regular representation, i.e. it equals the set

\[
\bigcup_{-1 \leq x \leq 1} \{ z \in \mathbb{C}^3 : z_0^2 - z_1^2 - z_2^2 - 2z_1z_2x = 0 \}.
\]

Here \( a \) and \( t \) are generators of \( D_\infty \) corresponding to states of the automaton given by Figure (6.5).

**Proof.** We begin with the proof of part b). Figure (7.1) shows the first three levels of an infinite binary tree. Let \( T_i, i = 0, 1 \) be the subtrees of the rooted binary tree with roots at vertices of the first level, and \( \mu_i, i = 0, 1 \) be the normalized restrictions of \( \mu \) on \( \partial T_0, \partial T_1 \), and \( H_i = L^2(\partial T_i, \mu_i), H = H_0 \oplus H_1 \).
There are canonical identifications of $T_0$ and $T_1$ with $T$ which induce identification $H_i \cong H$ and hence 2-similarity $\psi : H = H_0 \oplus H_1 \rightarrow H \oplus H$. The relations (6.8) and the embedding (6.9) in our case lead to the relations

$$
\phi(\rho(a)) = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \quad \phi(\rho(t)) = \begin{pmatrix} \rho(a) & 0 \\ 0 & \rho(t) \end{pmatrix},
$$

which we will simply write as

$$
\rho(a) = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \quad \rho(t) = \begin{pmatrix} \rho(a) & 0 \\ 0 & \rho(t) \end{pmatrix}.
$$

(7.2)

Here $I$ is the identity operator. Now consider $R_\rho(z) = \rho(1) + z_1 \rho(a) + z_2 \rho(t)$, where $z \in \mathbb{C}^2$, and we shall compute the joint spectrum

$$
P(R_\rho) = \{ z \in \mathbb{C}^2 : R_\rho(z) \text{ is not invertible in } C_\rho^*(D_\infty) \}.
$$

The method is very different from that in the case of the regular representation. Indeed the result follows from computations in [5] on the group $G$ in (0.1).

Let $G = \langle a, b, c, d \rangle$ be a self-similar group acting on a binary rooted tree given by recursive relations

$$
a = \sigma, \quad b = (a, c), \quad c = (a, d), \quad d = (1, b),
$$

(7.3)

or equivalently the group generated by the 5-state automaton
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Observe that \( a \in D_\infty \cap \mathcal{G} \). \( \mathcal{G} \) can be described by generators and relations as in (0.1). It is well-known that \( \mathcal{G} \) is an infinite torsion 2-group (group of Burnside type), has intermediate growth (between polynomial and exponential) and has many other unusual properties.

Now let \( \pi : \mathcal{G} \rightarrow U(H) \) be the Koopman unitary representation, and \( H = L^2(\partial T, \mu) \) as before. Consider the pencil \( Q(\lambda, \mu) = \pi(-\lambda a + b + c + d - (\mu + 1)) \), and let

\[
P(Q) = \{ (\lambda, \mu) \in \mathbb{C}^2 : Q(\lambda, \mu) \text{ is not invertible in } C^*_\pi(\mathcal{G}) \}.
\]

The joint real spectrum \( P(Q) \cap \mathbb{R}^2 \) was computed in [5], and the results extend naturally to \( \mathbb{C}^2 \). We are going to relate the spectra of \( R_\rho(z) \) and \( P(Q) \). Indeed, if we let \( u = (b + c + d - 1)/2 \) and rescale \( Q \) we have

\[
\frac{Q}{-\mu} = \frac{\lambda}{\mu} \pi(a) + \frac{-2}{\mu} \pi(u) + 1.
\]

Then letting \( z_1 = \frac{\lambda}{\mu} \) and \( z_2 = \frac{-2}{\mu} \), we have an expression similar to \( R_\rho(z) \). We shall show that indeed \( u \) can be identified with \( t \). By (0.1) (or (7.3)), one sees that

\[
bc = d = d^{-1} = cb, \quad cd = b = b^{-1} = dc, \quad bd = c = c^{-1} = db,
\]

which indicates that elements \( 1, b, c, d \) constitute the Klein group \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \), and in particular the element \( u \in \mathbb{C}[\mathcal{G}] \) satisfies the relation

\[
u^2 = \frac{4 + 2bc + 2cd + 2bd - 2b - 2c - 2d}{4} = 1.
\]

Therefore the group algebra \( \mathbb{C}[\mathcal{G}] \) contains the dihedral group \( \overline{D} := < a, u > \) via the isomorphism defined by \( a \rightarrow a, u \rightarrow t \). We shall check that \( au \) is of infinite order and hence \( \overline{D} \) is the infinite dihedral group.

**Lemma 7.3.** The operators \( \rho(t) \) and \( \pi(u) \) coincide.

**Proof.** The self-similarity relations

\[
a = \sigma, \quad b = (a, c), \quad c = (a, d), \quad d = (1, b)
\]


lead to the following operator recursions

\[
\begin{align*}
\pi(a) &= \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \\
\pi(b) &= \begin{pmatrix} \pi(a) & 0 \\ 0 & \pi(c) \end{pmatrix}, \\
\pi(c) &= \begin{pmatrix} \pi(a) & 0 \\ 0 & \pi(d) \end{pmatrix}, \\
\pi(d) &= \begin{pmatrix} I & 0 \\ 0 & \pi(b) \end{pmatrix}.
\end{align*}
\]

Therefore

\[
\pi(u) = \pi\left(\frac{b + c + d - 1}{2}\right) = \begin{pmatrix} \pi(a) & 0 \\ 0 & \pi(u) \end{pmatrix},
\]

and we see that \(\pi(u)\) satisfies the same operator recursion as

\[
\rho(t) = \begin{pmatrix} \rho(a) & 0 \\ 0 & \rho(t) \end{pmatrix}
\]

and

\[
\rho(a) = \pi(a) = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}.
\]

It is natural to expect that \(\pi(u) = \rho(t)\) as operators on \(H = L^2(\partial T, \mu)\). This is indeed the case, but additional arguments are needed to justify this claim. Let \(\pi_n\) be the permutational representation of \(\mathcal{D}\) in \(l^2(V_n)\), where as before \(V_n\) is the \(n\)-th level of the tree \(T\). The space \(l^2(V_n)\) can be naturally identified with the subspace

\[
H_n = \text{span}\{\chi_{E_j^{(n)}}, j = 1, 2, \ldots, 2^n\}
\]

in \(H\), where \(E_j^{(n)}\) is the partition of \(\partial T\) in \(2^n\) “equal” pieces, corresponding to the vertices in the \(n\)-th level. This partition is invariant with respect to \(\text{Aut}(T)\), and in particular, with respect to action of \(\mathcal{D}, D_\infty\) and \(\mathcal{G}\). Moreover, \(H_n\) naturally embeds into \(H_{n+1}\), and

\[
H = \bigcup_{n=1}^{\infty} H_n.
\]
Here the bar stands for closure. It is easy to see that $\pi_n$ is unitarily equivalent to the restriction $\pi|_{H_n}$. Similarly, if we denote $\rho_n$ the permutational representation of $D_{\infty} = \langle a, t \rangle$ in $l^2(V_n)$ then $\rho_n$ is unitarily equivalent to $\rho|_{H_n}$.

Let $H_n^\perp = H_{n+1} \ominus H_n$ be the orthogonal complement of $H_n$ in $H_{n+1}$ and $\pi_n^\perp$ be the restriction $\pi|_{H_n^\perp}$. Then

$$\pi = 1 \oplus \bigoplus_{n=0}^{\infty} \pi_n^\perp,$$  \hspace{1cm} (7.7)

where 1 stands for the trivial representation. A similar decomposition holds for $\rho$:

$$\rho = 1 \oplus \bigoplus_{n=0}^{\infty} \rho_n^\perp.$$  \hspace{1cm} (7.8)

In particular, we see that the representations $\pi$ and $\rho$ are sums of finite dimensional representations. The operator recursions (7.5) and (7.6) and the decompositions (7.7) and (7.8) show that the operators $\pi(u)$ and $\rho(t)$ can be presented by the same infinite block matrices as operators on the space

$$H = \mathbb{C} \oplus \bigoplus_{n=0}^{\infty} H_n^\perp,$$

therefore they coincide. Hence $au$ has infinite order and $\overline{D}$ is isomorphic to $D_{\infty}$. The lemma is proven. \hfill \square

From Lemma 7.3 it follows that the pencils $R_\rho(z) = 1 + z_1 \rho(a) + z_2 \rho(u)$ and $R_\pi(z) = 1 + z_1 \pi(a) + z_2 \pi(u)$ coincide. Further, $R_\rho(z)$ is invertible in $C^*_\rho(D_{\infty})$ if and only if $R_\pi(z)$ is invertible in $C^*_\rho(\overline{D}) \subset C^*_\rho(G)$, meaning $P(R_\rho) = P(R_\pi)$. Since $R_\pi(z)$ is a linear transform of the pencil $Q(\lambda, \mu) = \pi(-\lambda a + b + c + d - (\mu + 1))$, $P(R_\pi)$ can then be computed through $P(Q)$ using results in [5].

Consider the finite dimensional operators

$$Q_n(\lambda, \mu) = -\lambda a_n + b_n + c_n + d_n - (\mu + 1)I_n, \hspace{0.5cm} n \geq 0,$$

where

$$a_n = \pi_n(a), \hspace{0.25cm} b_n = \pi_n(b), \hspace{0.25cm} c_n = \pi_n(c), \hspace{0.25cm} d_n = \pi_n(d),$$
and \( I_n \) is the identity operator of dimension \( 2^n \). \( a_n, b_n, c_n, d_n \) are presented by \( 2^n \times 2^n \) matrices and satisfy the following recurrent relations that correspond to the relations in Lemma 7.3:

\[
a_n = \begin{pmatrix} 0 & I_n \\ I_n & 0 \end{pmatrix}, \quad b_n = \begin{pmatrix} a_{n-1} & 0 \\ 0 & c_{n-1} \end{pmatrix}, \\
c_n = \begin{pmatrix} a_{n-1} & 0 \\ 0 & d_{n-1} \end{pmatrix}, \quad d_n = \begin{pmatrix} I_{n-1} & 0 \\ 0 & b_{n-1} \end{pmatrix}, \quad n \geq 1.
\]

As \( \tau_n \) is a sub-representation of \( \tau \), the joint spectrum for \( Q_n \) clearly is contained in the joint spectrum for \( Q \). Introduce the polynomials

\[
\Phi_0 = 2 - \mu - \lambda, \quad \Phi_1 = 2 - \mu + \lambda, \quad \Phi_2 = \mu^2 - 4 - \lambda^2,
\]

and let

\[
\Phi_n = \Phi_{n-1}^2 - 2(2\lambda)^{2n-2}, \quad n \geq 3.
\]

Set

\[
\lambda' = \frac{2\lambda^2}{4 - \mu^2}, \quad \mu' = \mu + \frac{\mu\lambda^2}{4 - \mu^2}
\]

and define a map \( F : \mathbb{C}^2 \to \mathbb{C}^2 \) by \( \lambda \to \lambda', \mu \to \mu' \). Finally, let

\[
\Phi'_n = \Phi_n(F(\lambda, \mu)) = \Phi_n(\lambda', \mu').
\]

The following proposition is from [5] Section 4.

**Proposition 7.4.** For all \( n \geq 0 \), we have

a) \( \det Q_n(\lambda, \mu) = (4 - \mu^2)^{2n-2} \det Q_{n-1}(F(\lambda, \mu)) \).

b) \( \det Q_n = \Phi_0 \Phi_1 \cdots \Phi_n \).

c) Let \( P(Q_n) := \{ (\lambda, \mu) : Q_n(\lambda, \mu) \text{ is non-invertible} \} \), then

\[
P(Q_n) = \{ \Phi_0(\lambda, \mu) = 0 \} \cup \{ \Phi_1(\lambda, \mu) = 0 \} \cup \bigcup_{j=1}^{2^{n-1}-1} \{ 4 - \mu^2 + \lambda^2 + 4\lambda \cos \frac{2\pi j}{2^n} = 0 \}.
\]
The proof of this proposition is based on the following formula: \( \forall n \geq 2, \forall k, 0 \leq k \leq n - 2 \)

\[
\Phi_n = \prod_{t=0}^{2^k-1} \left( \Phi_{n-k} - 2(2\lambda)^2 \cos \frac{2\pi(2t+1)}{2k+2} \right).
\]

If we set \( k = n - 2 \), then

\[
\Phi_n = \prod_{t=0}^{2^{n-2}-1} \left( \Phi_2 - 4\lambda \cos \frac{2\pi(2t+1)}{2^n} \right)
= \prod_{t=0}^{2^{n-2}-1} \left( \mu^2 - 4 - \lambda^2 - 4\lambda \cos \frac{2\pi(2t+1)}{2^n} \right),
\]

which justifies part c) of the proposition.

Let \( H_x(\lambda, \mu) = 4 - \mu^2 + \lambda^2 - 4\lambda x \) and let \( \mathcal{Z}(H_x) \) be its zero set in \( \mathbb{C}^2 \). Then by Proposition 7.4,

\[
\bigcup_{x=\cos \frac{2\pi j}{2^n}} \mathcal{Z}(H_x) \subset P(Q_n) \subset P(Q),
\]

where \( n \geq 2 \) and \( 1 \leq j \leq 2^{n-1} \). Since \( P(Q) \) is closed and \( \{ \cos \frac{2\pi j}{2^n} : n \geq 2, 1 \leq j \leq 2^{n-1} \} \) is dense in \([-1, 1]\) we have

\[
\bigcup_{-1 \leq x \leq 1} \mathcal{Z}(H_x) \subset P(Q). \tag{7.9}
\]

Converting variables \( \lambda, \mu \) into \( z_1 = \frac{\lambda}{\mu}, z_2 = \frac{-\lambda}{\mu} \) as before, equation \( H_x(\lambda, \mu) = 0 \) is equivalent to

\[
\mathcal{L}_x(z) = 1 - z_1^2 - z_2^2 - 2z_1z_2x = 0.
\]

Therefore,

\[
\bigcup_{-1 \leq x \leq 1} \{ z \in \mathbb{C}^2 : 1 - z_1^2 - z_2^2 - 2z_1z_2x = 0 \} \subset P(R_\pi).
\]

Inclusion in the other direction is a consequence of Proposition 2.2, and part b) of the theorem follows. We note that in the case of real spectrum (\( \mu, \lambda \in \mathbb{R} \)) the above fact is proven in [5] using self-adjointness of \( Q \).
Now we prove part a). To this end, we shall need the classification of irreducible unitary representations of $D_{\infty}$ that can be found in [25, 39] and [38]. There are four 1-dimensional irreducible representations mapping $a, t$ of $D_{\infty}$ to the pairs $(1, 1), (1, -1), (-1, 1)$ or $(-1, -1)$, respectively. And, as Example 2.1 indicates, there is a continuum family of inequivalent 2-dimensional irreducible representations $\rho_{\theta}$. It is not hard to check that $\rho_{\theta}$ is unitarily equivalent to the following representation (also denoted by $\rho_{\theta}$) sending $a$ and $t$ to

$$\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \text{ and } \begin{pmatrix} \cos \theta & -\sin \theta \\ -\sin \theta & -\cos \theta \end{pmatrix},$$

respectively, where $0 < \theta < \pi$. Observe that if we put $\theta = 0$ or $\theta = \pi$ then the corresponding 2-dimensional representation decomposes as a direct sum of 1-dimensional representations and in such manner one gets all 1-dimensional representations. Consider the pencil

$$R_{\theta}(z) = 1 + z_1\rho_{\theta}(a) + z_2\rho_{\theta}(t) = \begin{pmatrix} 1 + z_1 + z_2 \cos \theta & -z_2 \sin \theta \\ -z_2 \sin \theta & 1 - z_1 - z_2 \cos \theta \end{pmatrix}.$$

As indicated in Example 2.1, $P(R_{\theta}) = \{1 - z_1^2 - z_2^2 - 2z_1z_2 \cos \theta = 0\}$.

**Proposition 7.5.** The Koopman representation $\rho$ of $D_{\infty}$ in $H = L^2(\partial T, \mu)$ decomposes as a direct sum

$$\rho = 1 \oplus \mu \oplus \bigoplus_{\theta = \frac{2\pi j}{2n}} \rho_{\theta}, \quad \text{(7.10)}$$

where $n \geq 2$ and $1 \leq j \leq 2^{n-1} - 1$, $1$ is the trivial representation and $\mu$ is the representation given by

$$a \mapsto \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad t \mapsto \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. $$
Note that the $\mu$ above is conjugate to the representation given by $a \to -1$, $t \to 1$. This proposition follows from the equality
\[ \bigcup_{n=1}^{\infty} P(R_{\rho_n^\perp}) = \bigcup_{x=\cos \frac{2\pi j}{2n}} Z(H_x), \]
where $R_{\rho_n^\perp}(z) = \rho_n^\perp(1) + z_1 \rho_n^\perp(a) + z_2 \rho_n^\perp(t)$. This was justified in the proof of b).

Indeed, we have the decomposition (7.8), where $\dim \rho_n^\perp = 2^n$. It allows further decomposition of each $\rho_n^\perp$ as the sum of 2-dimensional irreducible representations. For different values of $x$, where $-1 \leq x \leq 1$, the sets
\[ \{ z : 1 - z_1^2 - z_2^2 - 2z_1z_2x = 0 \} \]
are different. This implies that each 2-dimensional irreducible representation of $D_\infty$ occurs in (7.10) at most once, and $\rho_\theta$ occurs if and only if $\theta = \frac{2\pi j}{2n}$ for some $n$ and $j$ with $1 \leq j \leq 2^{n-1} - 1$. This proves the proposition.

To proceed with the proof of Theorem 7.2, we need to say a bit more about weak containment mentioned in Section 2 and introduce the Fell topology on the unitary dual $\hat{G}$ (the set of equivalence classes of all irreducible unitary representations). If $\pi$ is a unitary representation of a group $G$ then the support of $\pi$, denoted by $\text{supp}(\pi)$, is the set of all $\pi'$ in the dual $\hat{G}$ with $\pi' \prec \pi$. The next proposition is from [6, Proposition F.2]

**Proposition 7.6.** For a group $G$, any unitary representation $\pi$ of $G$ is weakly equivalent to the direct sum $\bigoplus \{ \pi' : \pi' \in \text{supp}(\pi) \}$.

For amenable groups $G$, since the left regular representation $\lambda_G$ is maximal with respect to weak containment, the support $\text{supp}(\lambda_G) = \hat{G}$. Applying this fact to the regular representation $\lambda_{D_\infty}$ of $D_\infty$ and using Example 2.1, we get
\[ \lambda_{D_\infty} \sim \rho^* := \bigoplus_{0 \leq \theta \leq \pi} \rho_\theta. \] (7.11)
For a unitary representation \((\pi, \mathcal{H})\) and an element \(x \in \mathcal{H}\), the inner product 
\[
\phi_x(g) = \langle \pi(g)x, x \rangle, \quad g \in G
\]
defines a function on \(G\). Functions of this kind are said to be of positive type.

**Definition.** For a unitary representation \((\pi, \mathcal{H})\), functions of positive type \(\phi_1, \phi_2, \ldots, \phi_n\) associated to \(\pi\), a compact subset \(Q\) of \(G\), and \(\epsilon > 0\), let
\[
W(\pi, \phi_1, \phi_2, \ldots, \phi_n, Q, \epsilon)
\]
be the set of all unitary representations \(\rho \in \hat{G}\) with the following property: for each \(\phi_i\), there exists a function \(\psi\) which is a sum of functions of positive type associated to \(\rho\) and such that
\[
|\phi_i(x) - \psi(x)| < \epsilon, \quad \forall x \in Q.
\]
The sets \(W(\pi, \phi_1, \phi_2, \ldots, \phi_n, Q, \epsilon)\) form a basis for a topology on \(\hat{G}\), called the Fell topology.

It is known that if \(G\) is separable and locally compact, then \(\hat{G}\) with the Fell topology is separable ([12]). The following is a consequence of Proposition 7.6 (cf. [6, Exercise F. 6.4]), and it was communicated to us by de la Harpe.

**Corollary 7.7.** If \(G\) is a separable locally compact amenable group, and \(\{\rho_1, \rho_2, \cdots\}\) is a countable and dense subset in \(\hat{G}\) with respect to the Fell topology, then
\[
\lambda_G \sim \bigoplus_{i=1}^{\infty} \rho_i.
\]

The group \(D_\infty\) is clearly separable, locally compact and amenable. It is easy to check that the parameterization \(\theta \rightarrow \rho_\theta\) given in Example 2.1 is a homeomorphism from \((0, \pi)\) into \(\hat{D}_\infty\) (equipped with the Fell topology) with dense range ([38]).
Observe that the set of values of the parameter $\theta$ in (7.10) is dense in the interval $[0, \pi]$, and hence the set
\[
\Lambda := \{\rho_\theta : \theta = \frac{2\pi j}{2^n}, n \geq 2, 1 \leq j \leq 2^{n-1} - 1\}
\]
is dense in $\hat{D}$. In conclusion, we have by (7.10) and Corollary 7.7 that
\[
\lambda_{D_\infty} \sim \bigoplus_{\rho_\theta \in \Lambda} \rho_\theta < \rho.
\]
But since $\lambda_{D_\infty}$ is maximal, we also have $\rho < \lambda_{D_\infty}$, which concludes that $\lambda_{D_\infty}$ is weakly equivalent to the Koopman representation $\rho$, and Theorem 7.2 is established.

Theorem 7.1 is an immediate consequence of Theorem 7.2, as $C^*$-algebras generated by weakly equivalent representations of the same group are isomorphic. Further, since $\rho$ is self-similar, $C^*_\rho(D_\infty)$ is self-similar. We end this section with two remarks.

1. It is interesting that the element $t \in D_\infty$ does not belong to the group $\mathcal{G}$ but belongs to $\mathbb{C}[\mathcal{G}]$. Instead of $\mathcal{G}$ we could use the so-called overgroup $\tilde{\mathcal{G}} = \langle a, \tilde{b}, \tilde{c}, \tilde{d} \rangle$ defined by recurrent relations
\[
a = \sigma, \quad \tilde{b} = (a, \tilde{c}), \quad \tilde{c} = (1, \tilde{d}), \quad \tilde{d} = (1, \tilde{b}).
\]
$\tilde{\mathcal{G}}$ contains $\mathcal{G}$ because $b = \tilde{c}\tilde{d}$, $c = \tilde{b}\tilde{d}$, $d = \tilde{b}\tilde{c}$. Then one checks that $t = \tilde{b}\tilde{c}\tilde{d}$. The computation of the joint spectrum for the corresponding pencil was provided in [5] and also can be used in the proof of Theorem 7.2. Observe further that $\tilde{\mathcal{G}}$ is also a group of intermediate growth, but it loses the property to be torsion, as it contains a copy of $D_\infty$.

2. The $C^*$-algebra of the infinite cyclic group is also self-similar. This can be seen from the self-similar realization $\mathbb{Z} = \langle \alpha \rangle$, where
\[
\alpha = (1, \alpha)\sigma
\]
is an automorphism of a binary rooted tree (called the adding machine or odometer). The spectrum of $\rho(\alpha)$ in the Koopman representation is well-known to be $\{e^{\frac{2\pi ik}{2n}}, n \geq 0\}$, and it is dense in the spectrum of $\lambda(\alpha)$ (which is the unit circle $\mathbb{T}$) with respect to the regular representation $\lambda$. Hence we have a self-similar realization of $C^*(\mathbb{Z})$. It is an interesting question for which other groups the corresponding group algebras (full or reduced) are self-similar. So far we have only two examples, $\mathbb{Z}$ and $D_\infty$.

8. DYNAMICS ON THE JOINT SPECTRUM

For the group $G$ in (0.1), the self-similar relations (7.3) give rise to the map $F : \mathbb{C}^2 \to \mathbb{C}^2$ defined in Section 7 as

$$(\lambda', \mu') = F(\lambda, \mu) = \left(\frac{2\lambda^2}{4 - \mu^2}, \mu + \frac{\mu \lambda^2}{4 - \mu^2}\right).$$

$F$ has some interesting properties, and its real-valued dynamics is studied in a series of papers, for example [5, 23, 24]. Some of these properties hold true in the complex case.

Let as before $H_\theta = 4 - \mu^2 + \lambda^2 - 4\lambda \theta$ and $\Psi(\lambda, \mu) = \frac{4 - \mu^2 + \lambda^2}{4\lambda}$, so we have

$$\Psi(\lambda, \mu) = \frac{H_\theta(\lambda, \mu) + 4\lambda \theta}{4\lambda},$$

(8.1)

or equivalently

$$H_\theta(\lambda, \mu) = 4\lambda \Psi(\lambda, \mu) - 4\lambda \theta.$$

(8.1')

**Proposition 8.1.** $F$ is semi-conjugate to the Tchebyshev-von Neumann-Ulam map $\alpha(x) = 2x^2 - 1$. The semi-conjugation is provided by the map $\Psi$ so that the diagram

$$
\begin{array}{ccc}
\mathbb{C}^2 & \xrightarrow{F} & \mathbb{C}^2 \\
\downarrow\Psi & & \downarrow\Psi \\
\mathbb{C} & \xrightarrow{\alpha} & \mathbb{C}
\end{array}
$$

is commutative, i.e. $\Psi(F(\lambda, \mu)) = 2\Psi^2(\lambda, \mu) - 1$. 
Proof. We have by direct computation that

\[ 2\Psi^2(\lambda, \mu) - 1 = \frac{(4 - \mu^2 + \lambda^2)^2}{16\lambda^2} - 1 = \frac{(4 - \mu^2 + \lambda^2)^2 - 8\lambda^2}{8\lambda^2} = \frac{16 + \mu^4 + \lambda^4 - 8\mu^2 + 8\lambda^2 - 2\mu^2\lambda^2 - 8\lambda^2}{8\lambda^2}, \]

and

\[ \psi(F(\lambda, \mu)) = \frac{4 - \mu^2 \left( \frac{4 - \mu^2 + \lambda^2}{4 - \mu^2} \right)^2 + 4\lambda^2}{8\lambda^2(4 - \mu^2)} = \frac{4(4 - \mu^2)^2 - \mu^2(4 - \mu^2)^2 + 4\lambda^2}{8\lambda^2(4 - \mu^2)} \]

which shows a)=b). □

Recall that \( Z(H_\theta) \) is the zero set of \( H_\theta \) in \( \mathbb{C}^2 \), and set \( \theta_{1,2} = \pm \sqrt{\frac{1 + \theta}{2}} \) (so \( \theta_{1,2} \) are preimages of \( \theta \) under the map \( \alpha(x) = 2x^2 - 1 \)).

Proposition 8.2. \( H_\theta(F(\lambda, \mu)) = \frac{1}{4 - \mu^2} H_{\theta_1}(\lambda, \mu) H_{\theta_2}(\lambda, \mu) \). Hence for any \( \theta \in \mathbb{C} \) we have the commutative diagram

\[
\begin{array}{c}
F^{-1}(Z(H_\theta)) \xrightarrow{F} Z(H_\theta) \\
\downarrow \psi \quad \downarrow \psi \\
\alpha^{-1}(\theta) \xrightarrow{\alpha} \theta
\end{array}
\]
Proof. By (8.1'), we have

\[ H_\theta(F(\lambda, \mu)) \]
\[ = \frac{8\lambda^2}{4 - \mu^2} (\Psi(F(\lambda, \mu)) - \theta) \]
\[ = \frac{8\lambda^2}{4 - \mu^2} (2\Psi^2(\lambda, \mu) - 1 - \theta) \]
\[ = \frac{8\lambda^2}{4 - \mu^2} \left( \frac{(H_\theta(\lambda, \mu) + 4\lambda\theta)^2}{8\lambda^2} - (1 + \theta) \right) \]
\[ = \frac{1}{4 - \mu^2} (H_\theta(\lambda, \mu) + 4\lambda\theta - 2\sqrt{2}\sqrt{1 + \theta\lambda})(H_\theta(\lambda, \mu) + 4\lambda\theta + 2\sqrt{2}\sqrt{1 + \theta\lambda}) \]
\[ = \frac{1}{4 - \mu^2} (4 - \mu^2 + \lambda^2 - 2\sqrt{2}\sqrt{1 + \theta\lambda})(4 - \mu^2 + \lambda^2 + 2\sqrt{2}\sqrt{1 + \theta\lambda}) \]
\[ = \frac{1}{4 - \mu^2} H_{\theta_1}(\lambda, \mu)H_{\theta_2}(\lambda, \mu). \]

\[ \square \]

F’s fixed points can be easily determined. Consider the equations

\[ \frac{2\lambda^2}{4 - \mu^2} = \lambda, \quad \mu + \frac{\mu\lambda^2}{4 - \mu^2} = \mu. \]

Clearly, every point in the plane \( \{ \lambda = 0 \} \) is a fixed point. If \( \lambda \neq 0 \), then \( \mu = 0 \) by the second equation, which in turn implies \( \lambda = 2 \). So the set of fixed points is

\[ S = \{ \lambda = 0 \} \cup \{(2, 0)\}. \]

One sees that \( (2, 0) \) is a zero of \( \Phi_0 \) (Section 7), and hence it is in \( P(Q) \) by Proposition 7.4. But the plane \( \{ \lambda = 0 \} \) is not in \( P(Q) \).

Parallel analysis can be done for \( D_\infty \). Using the recursion relations in (7.2), we can write

\[ R(z) = z_0 + z_1a + z_2t = \begin{pmatrix} z_0 + z_2a & z_1 \\ z_1 & z_0 + z_2t \end{pmatrix}. \]

Assume \( z_0^2 \neq z_2^2 \), then \( z_0 + z_2a \) is invertible and its inverse is \( (z_0 - z_2a)(z_0^2 - z_2^2)^{-1} \).

Hence by (1.4) \( R(z) \) is invertible if and only if \( z_0 + z_2t - z_0^2(z_0 - z_2a)(z_0^2 - z_2^2)^{-1} \).
is invertible, or equivalently if and only if
\[
\frac{z_0(z_0^2 - z_1^2 - z_2^2)}{z_0^2 - z_2^2} + \frac{z_2^2 z_2}{z_0^2 - z_2^2} \alpha + z_2 = 0
\]  
(8.2)
is invertible. We define 
\[ F_1 : \mathbb{C}^3 \rightarrow \mathbb{C}^3 \]
by
\[
F_1(z_0, z_1, z_2) = (z_0(z_0^2 - z_1^2 - z_2^2), z_1^2 z_2, (z_0^2 - z_2^2) z_2) := (z_0', z_1', z_2').
\]  
(8.3)
Since \( P(R) \) is symmetric in \( z_1 \) and \( z_2 \), we can also define
\[
F_2(z_0, z_1, z_2) = (z_0(z_0^2 - z_1^2 - z_2^2), z_1 z_2, (z_0^2 - z_2^2) z_1).
\]
But since the properties are parallel, we shall only focus on \( F_1 \).

**Theorem 8.3.** The joint spectrum \( P(R) \) in Theorem 1.1 is invariant under \( F_1 \).

**Proof.** We need to show that \( F_1(P(R)) \subset P(R) \). First, with the assumption
\( z_1 z_2 \neq 0 \) and \( z_0^2 \neq z_2^2 \), we compute \( \frac{(z_0')^2 - (z_1')^2}{2z_1 z_2} \). One checks that
\[
(z_0')^2 - (z_1')^2
= (z_0' - z_1')(z_0' + z_1')
= (z_0(z_0^2 - z_1^2 - z_2^2) - z_1^2 z_2)(z_0(z_0^2 - z_1^2 - z_2^2) + z_1^2 z_2)
= (z_0 + z_2)(z_0(z_0 - z_2) - z_1^2)(z_0 - z_2)(z_0(z_0 + z_2) - z_1^2),
\]
and therefore substituting \( z_1' \) by \( z_1^2 z_2 \) and \( z_2' \) by \( (z_0^2 - z_2^2) z_2 \), we have
\[
\frac{(z_0')^2 - (z_1')^2 - (z_2')^2}{2z_1 z_2'}
= \frac{(z_0(z_0 - z_2) - z_1^2)(z_0(z_0 + z_2) - z_1^2) - (z_0^2 - z_2^2) z_2^2}{2z_1^2 z_2^2}
= \frac{z_0^4 + z_1^4 + z_2^4 - 2z_0^2 z_1^2 - 2z_0^2 z_2^2}{2z_1^2 z_2^2}
= \frac{(z_0^2 - z_1^2 - z_2^2)^2 - 2z_1^2 z_2^2}{2z_1^2 z_2^2}
= \frac{(z_0^2 - z_1^2 - z_2^2)^2}{2z_1^2 z_2^2} - 1.
\]
Now we recall the Tchebyshev-von Neumann-Ulam map \( \alpha(x) = 2x^2 - 1, \quad x \in \mathbb{C} \).

It is easy to check that \( \alpha \) maps \([-1, 1]\) \(\rightarrow\) \([-1, 1]\) and \(\mathbb{C} \setminus [-1, 1] \rightarrow \mathbb{C} \setminus [-1, 1]\).

Then it follows from Theorem 1.1 that \( F_1 \) maps \( P(R) \setminus \{(z_1z_2 = 0) \cup \{z_0^2 = z_2^2\}\} \) into \( P(R) \).

Now we look at the case \( z_1z_2 = 0 \). By symmetry, we only deal with the case \( z_1 = 0 \). If \( z \in P(R) \cap \{z_1 = 0\} \), then by Theorem 1.1, we have \( z_0^2 - z_2^2 = 0 \), and hence \( F_1(z) = (0, 0, 0) \in P(R) \).

Finally, if \( z_0^2 - z_2^2 = 0 \), then \( z_0 = \pm z_2 \). Since in this case

\[
  z' = F_1(z) = z_1^2 (-z_0, z_2, 0),
\]

we have

\[
  R(z') = z'_0 I + z'_1 \lambda_{D_{\infty}}(a) + z'_2 \lambda_{D_{\infty}}(t) = z_1^2 (-z_0 I + z_2 \lambda_{D_{\infty}}(a)).
\]

Since the classical spectrum \( \sigma(\lambda_{D_{\infty}}(a)) = \{\pm 1\} \), we see that \( R(z') \) is not invertible.

This completes the proof. \( \square \)

Now consider

\[
  \mathcal{L}_\theta = z_0^2 - z_1 - z_2^2 - 2z_1z_2 \theta,
\]

and for \( \theta \in \mathbb{C} \), we denote \( \alpha(\theta) \) by \( \theta' \). Then from above computations we have

\[
  \frac{(z'_0)^2 - (z'_1)^2 - (z'_2)^2}{2z'_1z'_2} - \theta' = 2 \left( \frac{z_0^2 - z_1^2 - z_2^2}{2z_1z_2} \right)^2 - 2\theta^2
\]

which implies

\[
  \mathcal{L}_{\theta'}(z') = 4z'_1z'_2 \frac{\mathcal{L}_\theta(z)\mathcal{L}_{-\theta}(z)}{4z_1^2z_2^2} \quad (8.4)
\]

\[
  = (z_0^2 - z_2^2)\mathcal{L}_\theta(z)\mathcal{L}_{-\theta}(z). \quad (8.5)
\]

Since \( \mathcal{L}_\theta(z) \) and \( F_1(z) \) are holomorphic everywhere, and (8.5) hold on the open set \( \{z \in \mathbb{C}^3 : z_1z_2 \neq 0, \ z_0^2 \neq z_2^2\} \), it holds on the entire \( \mathbb{C}^3 \). So parallel to Proposition 8.2 we have

**Proposition 8.4.** \( \mathcal{L}_\theta(F_1(z)) = (z_0^2 - z_2^2)\mathcal{L}_{\theta_1}(z)\mathcal{L}_{\theta_2}(z), \quad z \in \mathbb{C}^3. \)
Theorem 8.3 indicates that $P(R)$ is an invariant set for $F_1$. It is interesting to observe that the three hyperplanes $S_0 = \{z_0 = 0\}$, $S_1 = \{z_1 = 0\}$ and $S_2 = \{z_2 = 0\}$ are also invariant for $F_1$. $F_1$’s fixed points can also be determined. Consider the equations

$$z_0(z_0^2 - z_1^2 - z_2^2) = z_0, \quad z_1^2 z_2 = z_1, \quad (z_0^2 - z_2^2) z_2 = z_2. \quad (8.6)$$

Here are two cases.

1. If $z_0 \neq 0$, then $z_0^2 - z_1^2 - z_2^2 = 1$, and hence the third equation becomes $(1 + z_1^2) z_2 = z_2$, which, by the second equation, implies $z_1 = 0$. It is then easy to see that every point in the set

$$S_3 = \{z_1 = 0, \quad z_0^2 - z_2^2 = 1\}$$

is a fixed point for $F_1$.

2. If $z_0 = 0$, then the third equation becomes $-z_2^2 = z_2$. If $z_1 \neq 0$, then $z_2 \neq 0$ by the second equation, and hence $z_2 = \pm i$ and $z_1 = 1/z_2$. If $z_1 = 0$, then by the third equation $z_2 = 0, \quad \pm i$. Therefore every point in

$$S_4 = \{(0, i, -i), (0, -i, i), (0, 0, 0), (0, 0, \pm i)\}$$

is a fixed point for $F_1$. Checking with Theorem 1.1, one sees that

$$S_3 \cup \{(0, 0, \pm i)\} \subset P^c(R)$$

and

$$\{(0, i, -i), (0, -i, i), (0, 0, 0)\} \subset P(R).$$
In addition, $F_1$’s Jacobian can be computed as

\[
J(F_1)(z) = \det \begin{pmatrix}
3z_0^2 - z_1^2 - z_2^2 & 0 & 2z_0z_2 \\
-2z_0z_1 & 2z_1z_2 & 0 \\
-2z_0z_2 & z_1^2 & z_0^2 - 3z_2^2
\end{pmatrix}
\]

\[
= (3z_0^2 - z_1^2 - z_2^2)2z_1z_2(z_0^2 - 3z_2^2) + 2z_0z_2(-2z_0z_1^3 + 4z_0z_1z_2^2)
\]

\[
= 2z_2(3z_0^4z_1 - 6z_0^2z_1z_2^2 + 3z_1^3z_2^2 + 3z_1z_2^4 - 3z_0^2z_1^3)
\]

\[
= 6z_1z_2(z_0^2 - z_2^2)(z_0^2 - z_1^2 - z_2^2),
\]

from which one easily determines $F_1$’s singularities. Similar to the studies in \[\text{5, 23, 24}\], there is much more one can say about the dynamics of $F$ and $F_1$.

9. Concluding remarks

The objective of this paper is to do an exploration on the idea of joint spectrum in group theory. It shows that in the case of dihedral group the projective joint spectrum $P(R)$ can be computed, it reflects the structure of $D_{\infty}$, it is a good invariant for the representations, and it is a measurement for weak containment. These results nurture an anticipation that joint spectrum may have an interesting role to play in group theory.
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