TAYLOR DISPERSION AND PHASE MIXING IN THE NON-CUTOFF BOLTZMANN EQUATION ON THE WHOLE SPACE
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ABSTRACT. In this paper we describe the long-time behavior of the non-cutoff Boltzmann equation with soft potentials near a global Maxwellian background on the whole space in the weakly collisional limit (i.e. infinite Knudsen number $1/\nu \to \infty$). Specifically, we prove that for initial data sufficiently small (independent of the Knudsen number), the solution displays several dynamics caused by the phase mixing/dispersive effects of the transport operator $v \cdot \nabla_x$ and its interplay with the singular collision operator. For $x$-wavenumbers $k$ with $|k| \gg \nu$, one sees an enhanced dissipation effect wherein the characteristic decay time-scale is accelerated to $O(1/\nu^{1+2s}|k|^{2s})$, where $s \in (0, 1]$ is the singularity of the kernel ($s = 1$ being the Landau collision operator, which is also included in our analysis); for $|k| \ll \nu$, one sees Taylor dispersion, wherein the decay is accelerated to $O(\nu/|k|)$. Additionally, we prove almost-uniform phase mixing estimates. For macroscopic quantities as the density $\rho$, these bounds imply almost-uniform-in-$\nu$ decay of $(t \nabla_x)^{\beta} \rho$ in $L^\infty_x$ due to Landau damping and dispersive decay.
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1. INTRODUCTION

In this paper we consider the Boltzmann equation for a distribution function $F = F(t, x, v)$,

$$\partial_t F + v \cdot \nabla_x F = \nu Q(F, F), \quad t \geq 0, \; x, v \in \mathbb{R}^d \text{ (or } \mathbb{T}^d),$$

(1.1)

where $1/\nu \geq 0$ is the Knudsen number or inverse collision frequency. We are interested in understanding the long-time dynamics of this equation in the limit $\nu \to 0$, i.e. the weakly collisional limit. That is, we describe the dynamics simultaneously in $t \to \infty$ and $\nu \to 0$. The Boltzmann equation serves as the classical kinetic model for the dynamics of a rarefied, monoatomic gas with $Q$ accounting for elastic, binary collisions between the gas molecules. The collision operator $Q$ is

$$Q(f, g)(v) = \frac{1}{2} \int_{\mathbb{R}^d} \int_{S^{d-1}} B(v - v_s, \sigma)(f'g'_s - fg_s)dv_s d\sigma,$$

with

$$\begin{cases}
  v' = v + v_s + \frac{|v - v_s|}{\sigma}, \\
  v'_s = \frac{v + v_s}{2} - \frac{|v - v_s|}{2}\sigma,
\end{cases} \quad f' = f(v'), \quad g'_s = g(v'_s), \quad f = f(v), \quad g_s = g(v_s).$$

(1.2)
The velocities \( v', v_s' \) are the result of an elastic collision between particles with equal mass and velocities \( v, v_s \). In particular, momentum and energy are conserved, namely

\[
\begin{align*}
    v' + v_s' &= v + v_s, \\
    |v'|^2 + |v_s'|^2 &= |v|^2 + |v_s|^2.
\end{align*}
\]  

(1.3)

As in [5], we consider the class of non-negative kernels \( B = B(z, \sigma) : \mathbb{R}^d \times S^{d-1} \to \mathbb{R} \) depending only on \( |z| \) and the angle between the vectors \( z \) and \( \sigma \). In particular, we take

\[
B(z, \sigma) = \Phi(|z|) b(\cos(\theta)), \quad \cos(\theta) = \frac{z}{|z|} \cdot \sigma, \quad 0 \leq \theta \leq \frac{\pi}{2},
\]

where the kinetic factor is given by

\[
\Phi(|z|) = |z|^\gamma,
\]

whereas the collision angle contains a singularity

\[
b(\cos(\theta)) \approx K \theta^{1-(d+2s)}, \quad \text{as } \theta \to 0^+, \quad 0 < s < 1.
\]

More precisely, as in [38], we assume no angular cutoff, namely for some \( s \in (0, 1) \) we have

\[
\sin(\theta) b(\cos(\theta)) \approx \frac{1}{\theta^{d+2s}}.
\]

(1.4)

See [20] for more discussion about the derivation of the collision operator. The parameter \( \gamma \) differentiates hard from soft potentials in the following manner:

- Soft potentials: \(-d \leq \gamma + 2s \leq 0\) and \(\gamma > \max\{-d, -d/2 - 2s\}\);
- Moderately soft potentials: \(-2s < \gamma < 0\);
- Hard potentials: \(\gamma \geq 0\).

We will treat all of these cases, but mostly focus on the soft potentials, as these are the most difficult, since collisions have a weaker effect on high velocity particles. The singular limit \( s \to 1 \) reduces to the Landau collision operator [18, 67]. In this limit, the collision operator becomes a second-order elliptic operator, which usually makes the analysis simpler. This limit is important as it is a significantly more accurate model of charged particle collisions than Boltzmann, and hence is one of the standard collision models used in plasma physics. All our results apply to the Landau collision operator (see Remark 1.3), however, we focus our attention on the more difficult Boltzmann case.

The thermal equilibria are described by the global Maxwellians

\[
\mu_{n,T}(v) = \frac{n}{(2\pi T)^{\frac{d}{2}}} e^{-\frac{|v|^2}{2T}},
\]

with parameters \( n, T > 0 \), \( u \in \mathbb{R}^d \) and all satisfy \( Q(\mu, \mu) = 0 \). In this work we consider small (to be quantified), localized perturbations to a global thermal equilibrium, specifically we study solutions of the form

\[
F = \mu + \sqrt{\mu} f, \quad \mu(v) = \frac{1}{(2\pi)^{\frac{d}{2}}} e^{-\frac{|v|^2}{2}}.
\]

The Maxwellian \( \mu \) is a stationary solution to (1.1) thanks to (1.3). The equation for the perturbation \( f \) is given by

\[
\partial_t f + v \cdot \nabla_x f + \nu L f = \nu \Gamma(f, f),
\]

(1.5)

where

\[
\Gamma(g, h) = \frac{1}{\sqrt{\mu}} Q(\sqrt{\mu} g, \sqrt{\mu} h)
\]

(1.6)

\[
L f = -\Gamma(\sqrt{\mu}, f) - \Gamma(f, \sqrt{\mu}) := L_1 f + L_2 f.
\]

In view of the conservation of the energy, we know \( \mu_{\mu_s} = \mu' \mu_s' \) and therefore

\[
\Gamma(g, h) = \frac{1}{2} \iint_{\mathbb{R}^d \times S^{d-1}} B(v - v_s, \sigma) \sqrt{\mu_s} (g_s' h' - g_s h) \, dv_s d\sigma,
\]

(1.7)
From (1.7) and the conservation of mass, momentum and energy, it readily follows that
\[ \text{Ker}(\mathcal{L}) = \text{span} \{ \sqrt{\nu}, v \sqrt{\nu}, |v|^2 \sqrt{\nu} \}. \]
We will denote the projection onto the kernel as \( P \) and for the perturbation \( f \) we denote
\[ Pf(t, x, v) = \left( \rho(t, x) + m(t, x) \cdot v + e(t, x)(|v|^2 - d) \right) \sqrt{\nu}; \]
the unknowns \((\rho, m, e)\) correspond respectively to the macroscopic, or hydrodynamic, quantities of density, momentum and energy.

On \( \mathbb{T}^d \), small data global existence near Maxwellians was proved for the Landau equations by Guo in [39] and for non-cutoff Boltzmann in independent works by Gressman and Strain [37] (extended to the whole space by Strain [59]) and Alexandre et. al. in [4–6]. See [19, 65, 66] for some of the earlier works on Boltzmann with angular cutoffs and [31, 41, 42] for the corresponding stability and decay estimates. Many further extensions of these foundational works exist, for example, covering cases which include self-generated electric and/or magnetic fields such as [33–35, 40, 43, 61].

The study of the \( \nu \to 0 \) weakly collisional limit in kinetic theory is relatively new in mathematics. However, in plasmas, collisions are typically very weak, and hence there are many works in the physics literature considering how the collisions and the phase mixing due to the free transport will interact albeit mostly in the context of Landau or Fokker-Planck collisions [52, 55, 56, 62]. If one considers the toy model
\[ \partial_t g + v \cdot \nabla_x g = \nu \Delta_v g, \]
it is not hard to show that the \( x \)-Fourier modes \( \hat{g}(t, k, v) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{-ik \cdot x} g(t, x, v) dx \) undergo enhanced dissipation in the regime \(|k| \gg \nu\), namely for some \( \delta > 0 \) there holds
\[ \| \hat{g}(t, k) \|_{L^2_v} \lesssim e^{-\delta \nu |k|^2 t^2} \| \hat{g}(0, k) \|_{L^2_v}. \]
(1.10)
This was essentially observed by Kelvin [50] for the 2D incompressible Navier-Stokes equations linearized near the Couette flow and was predicted to hold also in plasmas due to charged particle collisions in [52, 62]. The effect here is that the free streaming \( v \cdot \nabla_x \) term creates large gradients in \( v \) of the size \( \sim |k| t \), which correspondingly enhance the effect of the \( \Delta_v \) dissipation to \( \sim |k|^2 t^2 \), which explains form in (1.10). As the leading order singularity in the non-cutoff Boltzmann equation (1.5) is similar to a fractional Laplacian of order \( s \in (0, 1) \) (see e.g. discussions in [4, 37, 58]), the rate of enhanced dissipation will depend on \( s \) in the corresponding manner; see Remark 1.4 below.

Another important effect observed in kinetic theory with \( 0 \leq \nu \ll 1 \) is phase mixing and Landau damping, which generally refers to the rapid damping of hydrodynamic fields such as the density. This was first observed in the linearized Vlasov–Poisson equations by Landau in [51] and is now considered a fundamental aspect of collisionless plasma physics (see e.g. [18, 57]). For the kinetic transport equation (1.9) Landau damping\(^1\) is relatively simple to verify, leading to the following estimates: for all \( \beta \geq 0 \), \( m > d/2 \) and uniformly in \( \nu \), there holds
\[ \left\| \left| t \nabla_x \right|^\beta \rho \right\|_{L_2^p(0, \infty; H^{1/2}_x)} \lesssim \left\| \mathcal{M}_m \mathcal{K} \nabla_v g \right\|_{L_2^p}, \]
\[ \sup_{t \geq 0} \left( t \right)^d \left\| \left| t \nabla_x \right|^\beta \rho \right\|_{L_2^p} \lesssim \sup_k \left\| \left( \nabla_v \right)^{2m+\beta} \hat{g}(0, k) \right\|_{L_2^p}. \]
The first inequality follows from the Fourier transform formula for (1.9); see Lemma 2.6 below for a proof of the second inequality. In particular, we see that regularity in \( v \) translates directly to decay of \( \rho \). Phase mixing refers to the fact that, provided there is some regularity of the initial distribution function, all of the particles are traveling at different velocities, which tends to correspondingly smooth out the density variations. On \( \mathbb{R}^d \), the decay is due to a combination of phase mixing and dispersion.

\(^1\)Often the term “Landau damping” is reserved specifically for the effect in plasma physics, however we will sometimes abuse terminology and use it here as well, as the origin of the damping is the same.
[45–48] for related works. In [11] the enhanced dissipation effect was proved in the Vlasov–Poisson–Fokker–Planck equations on $\mathbb{T}^d$ near a global Maxwellian, along with uniform-in-$\nu$ Landau damping estimates on the density, provided the initial velocity-weighted $H^s$ norm of the initial condition was $\lesssim \nu^{1/3}$ (see earlier work by Tristani [64] that proves uniform Landau damping for the linearized problem). More recently, the case of Vlasov–Poisson–Landau equation on $\mathbb{T}^d$ was solved by Chaturvedi, Luk, and Nguyen [21]. Due to the nonlinear echo phenomenon, the $O(\nu^{1/3})$ threshold seems potentially sharp in Sobolev spaces [12]. See also similar recent results on active suspension models for the collective motion of swimming of microorganisms [2,26]. This kind of stability threshold problem mirrors the work on quantitative stability results based on enhanced dissipation in the incompressible Navier-Stokes equations (see e.g. [14, 17, 22, 28, 36, 69, 70]). However, enhanced dissipation has probably been best studied mathematically in passive scalars (see e.g. [1, 10, 13, 23, 25, 27, 68, 72] and the references therein). For passive scalars, another effect arises, known as Taylor dispersion, wherein for $|k| \ll \nu$ the effective dissipation rate for $\tilde{f}(t, k)$ of a passive scalar in a shear flow (in say, a channel) would be $O(\nu^{-1} |k|^2)$. This effect was first predicted by Taylor in [63]; see also [8]. The work [9] provided the first mathematically rigorous proof using center manifold theory, whereas [29] showed that a unified energy method could be used to treat both $|k| \gg \nu$ and $|k| \ll \nu$. We will discuss this in more detail in Section 2.1 below. This effect was also noted in the works on active suspensions in the linearized equations [2].

The goal of this work is to prove that for sufficiently small initial data (independent of $\nu$), the Boltzmann equation (1.5) displays all of these effects: enhanced dissipation, Taylor dispersion, and a nearly-uniform-in-$\nu$ phase mixing/Landau damping (discussed more below). A careful reading of the work of [59] already shows that global existence of strong solutions holds for initial conditions small independent of $\nu$: there exists $\nu$-independent $\varepsilon_0 > 0$ such that if the initial datum $f_{in}$ satisfies

$$\sum_{|\alpha|+|\beta| \leq \sigma} \left\| (v)^{m} \partial_\alpha \partial_\beta f_{in} \right\|_{L^2_{x,v}} + \left\| (v)^{m} \partial_\alpha \partial_\beta f_{in} \right\|_{L^2_{x}\mathcal{L}^{1}_v} \leq \varepsilon_0,$$

for sufficiently large $\sigma, m$, then the solution is global in time and vanish as $t \to \infty$. Hence, the specific aim of this paper is to obtain the quantitative estimates in the limit $\nu \to 0$. Neither the methods of [21] nor [59] apply here although ideas from both are utilized; see Section 2 for an outline of the proof. Note in particular that the Landau damping is not quite the same as (1.9) for $t \gg \nu^{-1}$. More precise estimates that quantify the phase mixing are discussed in Section 2. Below we denote the density by

$$\rho(t,x) = \int_{\mathbb{R}^d} f(t,x,v) dv.$$ 

Our main result reads as follows.

**Theorem 1.1.** Let $s \in (0,1)$ and $\gamma$ be either soft, moderately soft, or hard. Let $\sigma > d$ and $M,M' > d$ be integers. There exists $\varepsilon_0 > 0$ (independent of $\nu$) such that if the initial datum $f_{in}$ satisfies

$$\sum_{|\alpha|+|\beta| \leq \sigma} \left\| (v)^{M+M'} \partial_\alpha \partial_\beta f_{in} \right\|_{L^2_{x,v}} + \left\| (v)^{M+M'} \partial_\alpha \partial_\beta f_{in} \right\|_{L^2_{x}\mathcal{L}^{1}_v} = \varepsilon \leq \varepsilon_0,$$

then the following holds for the corresponding solution $f$ to (1.5) and for all $\nu \in (0,1)$:

(i) For $\delta_0, \delta_1 > 0$ determined by the proof (depending only on $\sigma, M, M'$), define

$$\lambda_{\nu,k} = \lambda(\nu, k) = \delta_1 \begin{cases} \nu^{1+2s} |k|^{1+2s}, & \nu/|k| \leq \delta_0, \\ \nu^{-1}|k|^2, & \nu/|k| > \delta_0. \end{cases}$$

(1.11)

For an integer $J = J(\sigma, M, M', \gamma, s)$ there holds the Taylor dispersion/enhanced dissipation estimate

$$\sup_{t \geq 0} \left\| (v)^{M} (\lambda(\nu, \nabla_x) t)^{J} f(t) \right\|_{L^2_{x,v}} \lesssim \varepsilon.$$

A formula for $J$ can be found in Theorem 2.4; importantly, for any $N$ we can choose $M, M'$ sufficiently large such that $J > N$. 
If \( \frac{2s}{1+2s} J > d \), we have the low frequency decay estimate
\[
\left\| \left( t^{1+2s} \langle \nu, \nabla_x \rangle \right)^{\frac{1}{2}} f(t) \right\|_{L^2_x L^\infty_t} \lesssim \left( \nu^{1+2s} t^{-d/2s} + \nu^{d/2} t^{-d/2} \right) \varepsilon.
\]

(iii) The density satisfies almost-uniform Landau damping, namely for \( J \) as in (ii) and all \( \sigma - d > \beta > 0 \), there holds
\[
\left\| (t \nabla_x)^\beta (\nu, \nabla_x)^J \rho(t) \right\|_{L^2_t L^\infty_x} \lesssim \left( t^{-d} + \nu^{d/2} t^{-d/2} \right) \varepsilon.
\]

**Remark 1.2.** Similar almost-uniform Landau damping estimates hold on other hydrodynamic moments of \( f \). Almost-uniformity refers to the fact that one observes the same Landau damping as expected from the kinetic free transport until times \( t \approx \nu^{-1} \), at which point the hydrodynamic fields are already \( \mathcal{O}(\nu^d) \).

**Remark 1.3.** All our results hold for the generalized Landau collision operator equation on \( d = 3 \) (setting \( s = 1 \)), i.e. the collision operator given by
\[
Q_L(F, G) = \nabla_v \cdot \left( \int_{\mathbb{R}^3} \phi(v-v') \left[ F(v') \nabla_v G - G(v) \nabla_v F(v') \right] \, dv' \right),
\]
where \( \phi \) is the non-negative matrix given by
\[
\phi_{ij}(v) = \left( I - \frac{v \otimes v}{|v|^2} \right) |v|^{2+\gamma}.
\]
The classical case is \( \gamma = -3 \) (which is included in our analysis). This collision operator is generally easier for our analysis than non-cutoff Boltzmann due to the local nature of the derivatives, which allows for a more direct use of hypocoercivity and simpler commutator estimates for the derivatives.

**Remark 1.4.** For \( |k| \gg \nu \), the form of \( \lambda(\nu, k) \) can be guessed using the simple toy problem
\[
\partial_t g + y \partial_x g = -\nu(-\Delta)^s g,
\]
which can be solved explicitly using Fourier analysis on \( (x, v) \in \mathbb{T} \times \mathbb{R} \), yielding for some \( \delta > 0 \),
\[
\| \hat{g}(t, k) \|_{L^2_k} \lesssim e^{-\delta |k|^{2+s} t} \| \hat{g}(0, k) \|_{L^2_k}.
\]
For \( |k| \ll \nu \) the rate is the same as the Taylor dispersion rate predicted for passive scalars by Taylor [63]. It is interesting to note that this rate does not depend on \( s \) or \( \gamma \).

The proof on \( \mathbb{T}^d \) is significantly easier as one can adapt ideas from [21] to the Boltzmann collision operators (see especially Section 4 for what is required for this adaptation). We state the result for completeness but will not discuss the proof further. Note that \( d = 1 \) is possible in this theorem as the decay is not limited by low frequencies here.

**Theorem 1.5** (Result on \( \mathbb{T}^d \) for \( d \geq 1 \)). If the initial datum \( f_{\text{in}} \) satisfies
\[
\sum_{|\alpha| + |\beta| \leq \sigma} \left\| v^{\alpha} \partial^\beta \phi f_{\text{in}} \right\|_{L^2_{x,v}} = \varepsilon \leq \varepsilon_0,
\]
then the following holds for the corresponding solution \( f \) to (1.5) and for all \( \nu \in (0, 1) \):

(i) There holds the enhanced dissipation estimate
\[
\left\| \langle \nu \rangle^M \left( f(t) - \int f(t, x, \cdot) \, dx \right) \right\|_{L^2_x L^\infty_t} \lesssim \varepsilon \min \left\{ e^{-\delta_0 \left( \nu^{1+2s} t \right)^{\frac{1}{s+2}}} \varepsilon_0, e^{-\delta_0 (\nu t)^{\frac{2}{s+2}}} \right\},
\]
\[
\left\| \langle \nu \rangle^M \int f(t, x, \cdot) \, dx \right\|_{L^2_x L^\infty_t} \lesssim \varepsilon e^{-\delta_0 (\nu t)^{\frac{2}{s+2}}},
\]

where
\[
P_{s,s} = \frac{2(1+s)}{2(1+s) + |\gamma| (3-s) - \vartheta_s}
\]
with \( \vartheta_1 = 0 \) and \( \vartheta_s > 0 \) arbitrarily small for any \( s \in (0, 1) \);
(ii) For all $\beta < \sigma - d$, there holds the uniform Landau damping estimate

$$\left\| \langle t \nabla_x \rangle^\beta \rho(t) \right\|_{L^2} \lesssim \varepsilon \min \left\{ e^{-\delta_0 \left( \frac{\|v\|}{\left(2 + |\gamma + 2s|\right)} \right) S}, e^{-\frac{\delta_0 (\nu t)}{2(|\gamma + 2s|)}} \right\}.$$ 

**Remark 1.6.** The stretched exponential decay rates can be easily explained by looking at the linearized problem. In particular, as shown by Strain and Guo [60], this time-decay is a direct consequence of monotonicity estimates and properties of the collision operator. The bounds we state follows by a straightforward improvement (due to the Gaussian weight) of Lemma 4.8 and the proof of Theorem 2.4. The rate $2/(2 + |\gamma + 2s|)$ is the one that can be inferred for the Boltzmann equation\(^2\) directly from the monotonicity estimate (2.6) and the properties of $\mathcal{L}$ given in Proposition 3.1. Notice that for $s = 1$ we have $p_{\gamma,1} = 2/(2 + |\gamma|)$. Thus, for the Landau collision operator we get a power $p_{-3,1} = 2/5$ which is an improvement over the $1/3$ power given in [21]. We believe this improvement is related to the velocity weights we use in our energy for the hypocoercive scheme. In particular, we use a weight $\langle v \rangle^{-3/2}$ for terms involving $v$-derivatives whereas in [21] a weight $\langle v \rangle^{-4}$ is used.

2. OUTLINE OF THE PROOF

2.1. **Linearized problem.** The first step in the proof of Theorem 1.1 is to understand the linearized problem

$$\partial_t f + \nu \cdot \nabla_x f + \nu \mathcal{L} f = 0,$$

in the singular limit $\nu \to 0$. Due to translation invariance, we Fourier transform in $x$, and obtain

$$\partial_t \hat{f} + ik \cdot v \hat{f} + \nu \mathcal{L} \hat{f} = 0,$$

where

$$\hat{f}(t, k, v) := \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-ik \cdot x} f(t, x, v) dx.$$

In analogy with the passive scalar problem [29], the behavior of (2.1) is different depending on the relationship between $|k|$ and $\nu$. There are two distinct regimes:

$$|k| \gg \nu \quad \text{the enhanced dissipation regime};$$

$$|k| \ll \nu \quad \text{the Taylor dispersion regime}.$$ \n
The most significant difference between (2.1) and the passive scalar problem (where $\mathcal{L}$ is replaced by $\Delta_x$) lies in the Taylor dispersion regime, which will require a more complicated energy method than the hypocoercivity employed in [29]. This is also reflected in the quantification of phase mixing, which we carry out through the vector field method as done in several previous works (see e.g. [21, 24, 26, 71]). Define the vector field

$$Z = \nabla_v + t \nabla_x,$$

and observe the commutation property

$$[Z, \partial_t + v \cdot \nabla_x] = 0.$$ \n
This vector field is exactly equivalent to the $\nabla_v$ derivatives used in previous works that make the coordinate change $z = x - tv$ (for example [15, 54]), and so controlling $Z$ implies the Landau damping of $\rho$ and other hydrodynamic moments in exactly the same manner. While it is convenient for treating Vlasov-Poisson in some contexts, the change of coordinates is not convenient for dealing with the collision operator, so it will be easier to work with $Z$ instead.

---

\(^2\)The stretched exponential rate obtained by Strain and Guo in [60] is $2/(2 + |\gamma|)$ for the Boltzmann equation and $2/3$ for the Landau collision operator (corresponding to $2/(2 + |\gamma + 2s|)$ when $\gamma = -3$ and $s = 1$). This improvement in the rate for the Boltzmann case is due to better bounds on $\mathcal{L}$ obtained in subsequent works [4, 37], see Proposition 3.1 herein.
\textbf{Enhanced dissipation regime:} \( \nu/|k| \leq \delta_0 \). In this range of \( k, \nu \), we use the energy functional
\[
E^{\nu,t}_{M,B}(t,k) := \frac{1}{\alpha} \sum_{\alpha+|\beta| \leq B} 2^{-\alpha} \langle \nu \rangle^{2\beta} \left( \| \langle \nu \rangle^M Z^\beta \hat{f} \|^2_{L^2} + a_{v,k} \| \langle \nu \rangle^{M+q_s} Z^\beta \nabla_v \hat{f} \|^2_{L^2} \right)
\] 
\[
+ 2b_{v,k} \Re \left( \langle \nu \rangle^{M+q_s} Z^\beta ik \hat{f}, \langle \nu \rangle^{M+q_s} Z^\beta \nabla_v \hat{f} \right)_{L^2} \right),
\]
where \( \alpha \in \mathbb{N} \), \( \beta \) is a multi-index, \( C \geq 1 \) is sufficiently large depending on the proof,
\[
\gamma/2s - \kappa_0 < q_{s,s} < \gamma/2s, \quad 0 < \kappa_0 \ll 1,
\]
where \( \kappa_0 \) can be chosen arbitrarily small (\( q_{s,1} = \gamma/2 \) for \( s = 1 \) in the Landau case) and
\[
a_{\nu,k} = a_0 (\nu/|k|) \frac{\gamma}{\alpha+1} |k|^{-1}, \quad b_{\nu,k} = b_0 (\nu/|k|) \frac{1}{\alpha+1} |k|^{-1},
\]
with \( 0 < a_0 \ll b_0 \ll 1 \) fixed constants determined by the proof in Section 4. For the linearized problem \( (\nu\partial_t) \) the \( \langle \nu \rangle^{-2\beta} \) in the norm is only necessary in the Taylor dispersion regime (on \( \mathbb{T}^d \) it is never needed). Its presence is associated with problems emanating from low frequencies that then cause issues also in the nonlinear problem. Notice that
\[
E^{\nu,t}_{M,B}(t,k) \approx \sum_{\alpha+|\beta| \leq B} 2^{-\alpha} \langle \nu \rangle^{2\beta} \left( \| \langle \nu \rangle^M Z^\beta \hat{f} \|^2_{L^2} + a_{v,k} \| \langle \nu \rangle^{M+q_s} Z^\beta \nabla_v \hat{f} \|^2_{L^2} \right)
\]
where the implicit constants are independent of \( k \) or \( \nu \). There is no need to specifically treat the kernel of \( \mathcal{L} \) since ignoring \( \mathcal{P} \hat{f} \) is equivalent to get error terms scaling as \( \| \nu \|^2 \| \hat{f} \|_{L^2} \). In this regime, those are under control since a key point of the hypocoercivity scheme is to produce damping of \( \nabla_v \hat{f} \) with the expected decay rate. This automatically implies the desired control over the hydrodynamic fields using Poincaré inequality; see [21] where essentially this method was used on the Vlasov-Poisson-Landau equations (i.e. \( s = 1 \) case with nonlinear electrostatic interactions) on \( \mathbb{T}^d \).

The energy comes with a natural dissipation, namely, the negative-definite contributions that come from the time-derivative after the various coercivity properties have been used and the parameters \( a_0, b_0 \) have been suitably set. This quantity is given by
\[
\mathcal{D}^{\nu,t}_{M,B}(t,k) := \sum_{\alpha+|\beta| \leq B} 2^{-\alpha} \langle \nu \rangle^{2\beta} \left( \nu \mathcal{A} \langle \nu \rangle^M Z^\beta \hat{f} + \nu a_{v,k} \mathcal{A} \langle \nu \rangle^{M+q_s} \nabla_v Z^\beta \hat{f} \right) + b_{v,k}|k|^2 \| \langle \nu \rangle^{M+q_s} Z^\beta \hat{f} \|^2_{L^2},
\]
where \( \mathcal{A}[g] \) is an anisotropic norm naturally arising from the linearized operator \( \mathcal{L} \); see (3.1) below for the definition. It is comparable in some sense to certain weighted Sobolev norms of the type \( \| \langle \nu \rangle^{-1/2} \hat{g} \|_{H^2} \), see Proposition 3.1 in Section 3 for more details. More precisely, for the linearized problem \( (\nu\partial_t) \), we obtain the monotonicity estimate (see Section 4),
\[
\frac{d}{dt} E^{\nu,t}_{M,B} + \delta \mathcal{D}^{\nu,t}_{M,B} \leq 0,
\]
for a fixed universal constant \( \delta_c > 0 \). In the case of hard potentials, i.e. \( \gamma \geq 0 \), one can show that
\[
\mathcal{D}^{\nu,t}_{M,B} \gtrsim \nu \langle \nu \rangle \mathcal{E}^{\nu,t}_{M,B},
\]
and hence (2.6) implies exponential decay of the type \( e^{-\lambda_k t} \) for the linearized problem. In the case of soft potentials (\( \gamma < 0 \)), as is standard, one needs to use a weak Poincaré-type approach, instead proving that for any \( R > 0 \)
\[
\mathcal{D}^{\nu,t}_{M,B} \gtrsim R^{-q} \nu \langle \nu \rangle \mathcal{E}^{\nu,t}_{M,B} - R^{-(q+2M')} \mathcal{E}^{\nu,t}_{M+M',B},
\]
for some \( q > 0 \) depending on \( \gamma, s \). Choosing \( R \) depending on \( t \) in an optimal way, one obtains then a suitable polynomial decay estimate
\[
E^{\nu,t}_{M,B}(t) \lesssim \langle \nu \rangle^{-J} \mathcal{E}^{\nu,t}_{M+M',B}(0).
\]
As usual, stretched-exponential decay can be obtained if one uses exponential or Gaussian weights; see Section 4.3 for more details.

† Taylor dispersion regime: \( \nu/|k| > \delta_0 \). One of the major challenges in the low frequency regime, relative to the passive scalar case or the enhanced dissipation regime considered above, is that we lose control on the kernel of the linearized operator \( Pf \). Contrary to the passive scalar case [29], where one can employ a simple variation of the energy functional \( E_{e.d.}^{r, d, i} \), we here have to combine hypocoercivity and a (quantitative) adaptation of the micro-macro approach introduced by Guo [42], see also Duan et al. [31, 32] and Strain [59]. An energy functional similar to \( E_{e.d.}^{r, d, i} \) is still used to obtain information on microscopic quantities, i.e. \( (I - P)f \), however a different energy yields estimates on \((\rho, m, e)\). Recall that \((\rho, m, e)\) (defined in (1.8)) solve the following (non-closed) hydrodynamic system (see e.g. [32, 42])

\[
\begin{align*}
\partial_t \rho + \nabla_x \cdot m &= 0, \\
\partial_t m + \nabla_x \rho &= -2 \nabla_x e - \nabla_x \cdot \Theta[(I - P)f], \\
\partial_t e &= -\frac{1}{3} \nabla_x \cdot m - \frac{1}{6} \nabla_x \cdot \Lambda[(I - P)f],
\end{align*}
\]

(2.7)

where the high-order moment functions \( \Theta[g] = (\Theta_{ij}[g])_{i,j,d} \) and \( \Lambda[g] = (\Lambda_1[g], \ldots, \Lambda_d[g]) \) are defined as

\[
\begin{align*}
\Theta_{ij}[g] &= \langle (v, v_{ij} - 1) \sqrt{\mu}, g \rangle_{L^2}, \\
\Lambda_i[g] &= \langle (|v|^2 - (d + 2)) v_i \sqrt{\mu}, g \rangle_{L^2}.
\end{align*}
\]

(2.8, 2.9)

This system is used to design an appropriate energy that can transfer collisional damping from \( (I - P)f \) to \((\rho, m, e)\). Here we would like to obtain the sharp decay rate predicted by Taylor dispersion and also obtain as much Landau damping as possible. This motivates the introduction of the following energy functional

\[
E_{M,B}^{e.d.}(t, k) := \frac{1}{2} \| \hat{f} \|_{L^2_d}^2 
+ \frac{1}{2} \sum_{|\beta| \leq B} \sum_{j=0}^1 2^{-c_{\beta,j}} \left( \frac{|k|}{\nu} \| Z^\beta \hat{f} \|_{L^2_d}^2 + c_1 \| Z^\beta \nabla_v^j (I - P) \hat{f} \|_{L^2_d}^2 
+ c_2 \| \langle \nu \rangle^{M+j \gamma_r,s} Z^\beta \nabla_v^j (I - P) \hat{f} \|_{L^2_d}^2 \right)
\]

(2.10)

where \( q_{\gamma,s} \) is defined in (2.3), \( 1 \ll c_0 \ll c_1, 0 < c_{i+1} \ll c_i \ll 1 \) with \( i = 0, \ldots, 3 \) are small universal constants determined by the proof; the term \( \mathcal{M} \) is a mixed inner product involving the macroscopic variables which we define precisely below. The energy functional in (2.10) contains the terms in the enhanced dissipation regime for the projection out of the kernel (namely the ones multiplied by \( c_2 \) and \( c_3 \)). These terms do not give any information on \( Pf \). To recover dissipation on \((\rho, m, e)\) through (2.7) we use

\[
\mathcal{M} := \text{Re}(\Lambda[(I - P)\hat{f}] \cdot (ik\hat{e})) + b_1 \text{Re}(\langle (\Theta[(I - P)\hat{f}] + (2\hat{e}I) \rangle : (ik\hat{m} + (ik\hat{m})^T))
\]

(2.11)

where \( 0 < b_2 \ll b_1 \ll 1 \) are small universal constants determined by the proof. Notice that

\[
E_{M,B}^{e.d.} \approx \| \hat{f} \|_{L^2_d}^2 + \sum_{|\beta| \leq B} \sum_{j=0}^1 \frac{1}{2} \frac{2^{-c_{\beta,j}}}{\nu} \left( \frac{|k|}{\nu} \| Z^\beta \hat{f} \|_{L^2_d}^2 + \| Z^\beta \nabla_v^j (I - P) \hat{f} \|_{L^2_d}^2 \right) + \| \langle \nu \rangle^{M+j \gamma_r,s} Z^\beta \nabla_v^j (I - P) \hat{f} \|_{L^2_d}^2.
\]

(2.12)
Remark 2.1. The idea of adding the mixed inner product (2.11) in the energy to recover dissipation for $Pf$ shares analogies with Kawashima-type energy arguments [49]; indeed one can use $M$ to explicitly build a Kawashima compensator. For the Boltzmann equation, this energy method was introduced by Guo [42].

As in the enhanced dissipation regime, for the linearized problem (2.1), we obtain a monotonicity estimate of the form

$$\frac{d}{dt}E_{M,B}^{T,d} + \delta_d D_{M,B}^{T,d} \leq 0,$$

for a fixed universal constant $\delta_d > 0$ and the dissipation functional

$$D_{M,B}^{T,d} := \nu A[(I - P)f] + \sum_{|\beta| \leq B} \frac{2^{-c_0 B}}{(\nu t)^{2\beta}} \nu^{-1} |k|^2 \left( \left\| Z^\beta P \hat{f} \right\|^2_{L^2_x} + \left\| \langle \nu \rangle^{M+q_{\gamma,s}} Z^\beta (I - P) \hat{f} \right\|^2_{L^2_x} \right)$$

$$+ \sum_{|\beta| \leq B} \sum_{j = 0}^{1} \frac{2^{-c_0 j B}}{(\nu t)^{2j}} \left( |k| A[Z^\beta (I - P) \hat{f}] + \nu A[Z^\beta (\nabla \nu)^j (I - P) \hat{f}] \right)$$

$$+ \nu A(\langle \nu \rangle^{M+q_{\gamma,s}} Z^\beta (\nabla \nu)^j (I - P) \hat{f}).$$

Remark 2.2. Notice the $\nu^{-1}$ prefactor in the last terms of (2.10). This is possible due to the power of $k$ and the uniform boundedness of $|k|/\nu$ in this range of $k, \nu$. This scaling is key to obtain the Taylor dispersion theorem in Section 1.1.

Remark 2.3. The factor $\langle \nu t \rangle^{-2\beta}$ is essential in our estimates in the regime $|k| \ll \nu$. As we show in Lemma 4.4, it allows us to obtain dissipation for $Z^\beta P \hat{f}$, whose control is necessary for the ‘Landau damping’. Having the factor $\langle \nu t \rangle^{-2\beta}$ in the energy removes the effect of the phase mixing for $t \gg \nu^{-1}$, though this is a time-scale much larger than the one in which we see the dissipation enhancement. In Remark 4.6, we comment about another natural strategy to get dissipation for $Z^\beta P \hat{f}$, which however still requires the factor $\langle \nu t \rangle^{-2\beta}$. We do not know if this is sharp, but it might be an effect related to frequencies $|k| \ll \nu$ where the phase mixing is very weak.

\Diamond Linear decay estimates. In Section 4 we prove the following estimates on the linearized problem.

Theorem 2.4. Let $\hat{f}$ solve (2.1) and $E_{M,B}^{e,d}$, $E_{M,N}^{T,d}$, $\lambda_{\nu,k}$, and $q_{\gamma,s}$ be defined as in (2.2), (1.10), (1.11) and (2.3) respectively. Then, the monotonicity estimates (2.6) and (2.13) both hold. Define

$$E_{M,B}(t,k) := 1_{|\nu|/|k| \leq \delta_0} E_{M,B}^{e,d}(t,k) + 1_{|\nu|/|k| > \delta_0} E_{M,B}^{T,d}(t,k),$$

$$D_{M,B}(t,k) := 1_{|\nu|/|k| \leq \delta_0} D_{M,B}^{e,d}(t,k) + 1_{|\nu|/|k| > \delta_0} D_{M,B}^{T,d}(t,k).$$

Then, for any $M > 2 \max \{|q_{\gamma,s}|, |\gamma| + 2s\}$ and $M' > 1$ there holds

$$E_{M,B}(t,k) \leq e^{-\delta_0 (\lambda_{\nu,k} t)^{-p}} E_{M,B}(0,k) + \frac{1}{(\lambda_{\nu,k})^{|M|}} E_{M+M',B}(0,k)$$

where $p \in (0,1)$ is a given number, $0 < \delta_p < 1$ and $\tilde{M} = \frac{p(1+s)(|\gamma| + 2s + 2M')}{|\gamma|(2-s) + 2s|q_{\gamma,s}|} - p$.

Remark 2.5. By a straightforward variant, one can obtain stretched exponential decay estimates as in Theorem 1.5 using Gaussian localization estimates as in (1.12). These are omitted as this is not possible for $x \in \mathbb{R}^d$, which is the main focus of this work.

Before we continue to the nonlinear problem, let us briefly explain now how to pass from the distribution function estimates to the estimates on hydrodynamic quantities. In particular, the decay estimate (2.17) implies all of the claims in Theorem 1.1 for the linearized problem (2.1).
Lemma 2.6. Let \( \zeta \geq 0, \eta > d, \) and \( N \) be integers. For \( j \leq \eta \), suppose that \( b \) satisfies \( \| \nabla_t b(v) \| \lesssim_j \langle v \rangle^N \).

Let \( d \geq 2 \) and let \( f \) satisfy \( \sup_{t \geq 0} E_{N+\eta,\eta}(t, k) < \infty \). Then, there holds

\[
\left\| (\lambda, \nabla_x) t^\zeta \int f(t, \cdot, v) b(v) dv \right\|_{L_x^\infty} \lesssim \zeta, \eta \left( \frac{1}{\langle t \rangle^d} + \frac{\nu^{d/2}}{\langle t \rangle^{d/2}} \right) \sup_{t \geq 0} \sup_{k \in \mathbb{R}^d} (\lambda_{\nu, k})^{\eta+\zeta} \sqrt{E_{N+\eta,\eta}(t, k)}.
\]

**Proof.** The case \( \zeta = 0 \) can easily be extended to handle \( \zeta > 0 \), and hence we only consider the following

\[
\left\| \int f(t, \cdot, v) b(v) dv \right\|_{L_x^\infty} \lesssim \int_{\mathbb{R}^d} \left| \int \tilde{f}(t, k, v) b(v) dv \right| dk \\
\lesssim \int_{|k| \leq \delta_0^{-1} \nu} \left| \int \tilde{f}(t, k, v) b(v) dv \right| dk + \int_{|k| > \delta_0^{-1} \nu} \left| \int \tilde{f}(t, k, v) b(v) dv \right| dk \\
\lesssim \left( \int_{|k| \leq \delta_0^{-1} \nu} \frac{1}{|\nu - 1| |k|^2 t} \right) \sup_{k \in \mathbb{R}^d} (\lambda_{\nu, k})^{\eta} \sqrt{E_{M+\eta,0}(t, k)} \\
+ \int_{|k| > \delta_0^{-1} \nu} \left( \frac{\nu t^{d/2}}{|k|^d} (\lambda_{\nu, k})^{\eta} \right) \left| \int \langle \lambda_{\nu, k} t \rangle^{\eta} \frac{|\langle \nu t \rangle^{d/2}}{|k|^d} \left( \tilde{f}(t, k, v) b(v) \right) dv \right| dk \\
\lesssim \left( \nu^{d/2} \frac{1}{\langle t \rangle^{d/2}} + \frac{1}{\langle t \rangle^d} \right) \sup_{k \in \mathbb{R}^d} (\lambda_{\nu, k})^{\eta} \sqrt{E_{M+\eta,\eta}(t, k)},
\]

where in the last line we used that \( \lambda_{\nu, k} \gtrsim \nu \) for \( |k| \gtrsim \nu \) and we used \( \eta > d \).

In a similar vein, let us record the following \( L_x^2 L_x^\infty \) decay estimate which follows from Theorem 2.4.

Lemma 2.7. Let \( \zeta \geq 0, \eta > d, \) and \( N \) be integers. For \( j \leq \eta \), suppose that \( b \) satisfies \( \| \nabla_t b(v) \| \lesssim_j \langle v \rangle^N \).

Let \( d \geq 2 \) and let \( f \) satisfy \( \sup_{t \geq 0} E_{N+\eta,\eta}(t, k) < \infty \). Suppose further that \( \frac{2s}{1+2s} \eta > d \). Then,

\[
\left\| (\lambda, \nabla_x) t^\zeta b f \right\|_{L_x^2 L_x^\infty} \lesssim \left( \nu^{d/2} \frac{1}{\langle t \rangle^{d/2}} + \frac{1}{\langle \nu t \rangle^{d/2}} \right) \sup_{k \in \mathbb{R}^d} (\lambda_{\nu, k})^{\eta+\zeta} \sqrt{E_{N+\eta}(t, k)}.
\]

**Proof.** The \( \zeta > 0 \) case is a trivial extension of the \( \zeta = 0 \) case, and so we just consider this one. For \( t \lesssim \nu^{-\frac{d}{1+2s}} \), we may simply use Sobolev embedding in \( x \) and obtain an estimate with no time-decay. Therefore, consider \( t \gtrsim \nu^{-\frac{1}{1+2s}} \). By Cauchy-Schwarz and Fubini’s theorem,

\[
||b f||_{L_x^2 L_x^\infty}^2 \lesssim \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} b(v) \tilde{f}(t, k, v) dk \right|^2 dv \\
\lesssim \int_{\mathbb{R}^d} \left( \frac{1}{\nu t^{1+2s}} \right) \left| \int_{|k| < \nu / \delta_0} \left( \frac{1}{|\nu - 1| |k|^2 t} \right)^{\eta} dk \right|^2 dvdk \\
\lesssim \left( \int_{|k| < \nu / \delta_0} \left( \frac{1}{|\nu - 1| |k|^2 t} \right)^{\eta} dk + \int_{|k| \geq \nu / \delta_0} \left( \frac{1}{\nu^{1+2s} |k|^{2+2s} t} \right)^{\eta} dk \right) \sup_{k \in \mathbb{R}^d} (\lambda_{\nu, k})^{\eta} \sqrt{E_{N+\eta}(t, k)},
\]

from which the desired estimate follows.

2.2. **Nonlinear problem.** For the nonlinear problem, we need also to estimate \( \nu \Gamma(f, f) \), which now couples all of the \( x \)-frequencies together. The norms we will use to treat the nonlinear problem are the
following: for integers $M, M', M'' > 2d, B > B' + d > 3d$ we define

$$
\mathcal{E}(t) := \int_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu, k} t \rangle^{2d} E_{M, B}^{T, d}(t, k) \, dk + \int_{|k| > \delta_0^{-1} \nu} \langle \lambda_{\nu, k} t \rangle^{2d} E_{M, B}^{e, d}(t, k) \, dk
$$

$$
\mathcal{E}_{\text{mom}}(t) := \int_{|k| \leq \delta_0^{-1} \nu} E_{M, B}^{T, d}(t, k) \, dk + \int_{|k| > \delta_0^{-1} \nu} E_{M, B}^{e, d}(t, k) \, dk
$$

$$
\mathcal{E}_{\text{LF}}(t) := \sup_{k:|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu, k} t \rangle^{2d} E_{M, B'}^{T, d}(t, k) + \sup_{k:|k| > \delta_0^{-1} \nu} \langle \lambda_{\nu, k} t \rangle^{2d} E_{M', B'}^{e, d}(t, k)
$$

$$
\mathcal{E}_{\text{LF, mom}}(t) := \sup_{k:|k| \leq \delta_0^{-1} \nu} E_{M', B'}^{T, d}(t, k) + \sup_{k:|k| > \delta_0^{-1} \nu} E_{M', B'}^{e, d}(t, k),
$$

where the parameters are set satisfying certain conditions determined by the proof, namely

$$
M, M' > 2 \max\{|\nu| (2 - s) + 2s|q_{\gamma, s}|/(1 + s), B + |\nu| + 2s\},
$$

$$
M, M' > 2 \max\{|\nu| (2 - s) + 2s|q_{\gamma, s}|/(1 + s), B + |\nu| + 2s\}(J + 1),
$$

$$
M' + M'' \leq M, \quad 2d < B' < B - 1, \quad d < J' < J - 1. \quad (2.19)
$$

As above, each of these energies are also associated with a natural dissipation functional $\mathcal{D}_x$; see (5.3) and Section 4. The energy $\mathcal{E}$ represents the fundamental $L^2_x L^2_v$ decay estimates we obtain, while the energy $\mathcal{E}_{\text{mom}}$ controls higher energies in $v$ but with no decay estimates (to use a weak Poincaré approach in the treatment of soft potentials) and $\mathcal{E}_{\text{LF}}$ obtains better estimates at low frequencies using $L^\infty_x L^2_v$ (i.e. pointwise in-frequency) as a more convenient surrogate for $L^1_x L^2_v$-type estimates. This allows to obtain the sharp decay estimates for both $f$ and $\rho$; these sharp decay estimates are also crucial to close the nonlinear argument in $d = 2$ (however in $d \geq 3$, they can be obtained a posteriori).

The majority of the paper is devoted to the following bootstrap estimate, which implies Theorem 1.1 by a straightforward regularization argument.

**Proposition 2.8.** Let $f$ be a classical solution to (1.5) such that $\langle v \rangle^N \partial_x^\alpha \partial_v^\beta f \in L^2_x$ for all $t \in [0, T]$ and $N, \alpha, \beta \geq 0$. Suppose that for $t \in [0, T]$ there holds

$$
\mathcal{E}(t) + \nu \int_0^t \mathcal{D}(\tau) \, d\tau \leq 4B_0 \varepsilon^2
$$

$$
\mathcal{E}_{\text{mom}}(t) + \nu \int_0^t \mathcal{D}_{\text{mom}}(\tau) \, d\tau \leq 4B_1 \varepsilon^2
$$

$$
\mathcal{E}_{\text{LF}}(t) + \nu \int_0^t \mathcal{D}_{\text{LF}}(\tau) \, d\tau \leq 4B_2 \varepsilon^2
$$

$$
\mathcal{E}_{\text{mom, LF}}(t) + \nu \int_0^t \mathcal{D}_{\text{mom, LF}}(\tau) \, d\tau \leq 4B_3 \varepsilon^2,
$$

for universal constants $B_j$ set by the proof. Then for $\varepsilon$ sufficiently small (not depending on $t$ or $\nu$), the same estimates hold with 4 replaced with 2. Furthermore, the quantities on the left-hand side take values continuously in time, and therefore, these estimates hold for all $t \in [0, \infty)$. 

Moving from the linearized to the nonlinear problem is not too difficult on $\mathbb{T}^d$, as the nonlinearity $\nu \Gamma(f, f)$ has a power of $\nu$ in front admits estimates of the general form

$$
\left| \left\langle Z^\beta \partial_x^\alpha \Gamma, Z^\beta \partial_x^\alpha f \right\rangle \right| \lesssim \sqrt{\mathcal{E}} \mathcal{D}, \quad (2.23)
$$

where $\mathcal{E}$ is one of the energy functionals and $\mathcal{D}$ denotes one the associated dissipation operators. This allows it to be absorbed by the dissipation in a relatively straightforward manner. However, on $\mathbb{R}^d$, several new difficulties arise connected with the low frequencies if one wants to obtain the sharp decay rates and almost-uniform Landau damping. Instead of (2.23), we eventually reduce ourselves to an estimate of the form

$$
\frac{d}{dt} \mathcal{E} + \delta_\nu \mathcal{D} \lesssim \sqrt{\mathcal{E}} \mathcal{D} + \left( \nu^d \mathbf{1}_{t \leq \nu^{-1}} + \frac{\nu^{d/2}}{\langle t \rangle^{d/2}} \mathbf{1}_{t > \nu^{-1}} \right) \sqrt{\mathcal{E}_{\text{LF}}} \sqrt{\mathcal{E}} \sqrt{\mathcal{D}}.
$$
Coupled with suitable estimates on $\mathcal{E}_{LF}$ and $\mathcal{E}_{mom}$ provided $d \geq 2$, this implies Proposition 2.8 and hence Theorem 1.1.

2.3. Notation. Let $\beta = [\beta_1, \ldots, \beta_d]$ be a multi-index with $\beta_i \in \mathbb{N}$ and $|\beta| = \beta_1 + \cdots + \beta_d$. We define

$$Z^\beta = (\partial_{v_1} + t\partial_{x_1})^{\beta_1} \cdots (\partial_{v_d} + t\partial_{x_d})^{\beta_d},$$

$$\langle \nabla v \rangle^\beta = \partial_{v_1}^{\beta_1} \cdots \partial_{v_d}^{\beta_d},$$

$$\langle \nabla x \rangle^\beta = \partial_{x_1}^{\beta_1} \cdots \partial_{x_d}^{\beta_d}.$$  \hspace{2cm} (2.24)

We denote $\langle \nabla \rangle$ as the operator whose symbol in the Fourier space is $\langle k \rangle = (1 + |k|^2)^{1/2}$. For a given constant $c > 0$ and a multi-index $\beta$, we will slightly abuse in notation by writing $c^\beta$ instead of $c|\beta|$.

The $L^2_c(\mathbb{R}^d)$ inner product inner product and norm are

$$\langle g, h \rangle_{L^2_c} = \int_{\mathbb{R}^d} g(v)\bar{h}(v)dv, \quad \|g\|_{L^2_c}^2 = \langle g, g \rangle_{L^2_c}.$$  

We use the following notation for weighted Sobolev spaces

$$\|g\|_{H^{s, q}_c} = \|\langle v \rangle^q g\|_{H^s_c},$$

where $H^s_c$ is the usual $H^s(\mathbb{R}^d)$ Sobolev space. When no confusion arise, we will omit the subscript $v$ for the weighted spaces.

We denote the $x$-Fourier transform as

$$\mathcal{F}(g)(k) = \hat{g}(k) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-ix \cdot k} g(x)dx.$$  

Given $\chi \in C_c^\infty(B_2(0))$ with $\chi(k) = 1$ for $|k| \leq 1$ we define the homogeneous Littlewood-Paley decomposition in $\mathbb{R}^d$ as

$$g = \sum_{N \in 2\mathbb{Z}} g_N$$  \hspace{2cm} (2.25)

where $2\mathbb{Z} = \{2^j : j \in \mathbb{Z}\}$ is the set of dyadic numbers and

$$\hat{g}_N(k) = (\chi(k/N) - \chi(2k/N))\hat{g}(k).$$

We denote

$$\mathcal{P}_{\leq N} g(k) = \mathcal{P}_{\leq N} (\langle v \rangle^q g), \quad \mathcal{P}_{> N} g(k) = \mathcal{P}_{> N} (\langle v \rangle^q g),$$

Moreover

$$\|g\|_{L^2_c} = \|\hat{g}\|_{L^2_c} \approx \sum_{N \in 2\mathbb{Z}} \|\hat{g}_N\|_{L^2_c}.$$  \hspace{2cm} (2.26)

3. Preliminaries

In this section, we recall some known results and we prove basic estimates that play a crucial role in our subsequent analysis.

3.1. Linearized operator. A well-known coercive estimate for the linearized operator, given in [53], is

$$\langle \mathcal{L} g, g \rangle_{L^2_c} \geq C \|\langle I - \mathcal{P} \rangle g\|_{L^2_{v, -1/2}}^2.$$  

This estimate shows a dissipative mechanism of the linearized operator for elements outside the kernel. However, it does not quantify any regularization property, which are in fact carried over by $\mathcal{L}_1 = -\Gamma(\sqrt{\mu}, \cdot)$. In particular, by standard symmetrization arguments one can show

$$\langle \mathcal{L}_1 g, g \rangle_{L^2_c} = \frac{1}{2} \iint_{\mathbb{R}^{2d} \times S^{d-1}} B \left( \sqrt{\mu + \mu'} (g' - g)^2 + g^2 \left( \sqrt{\mu} - \sqrt{\mu'} \right)^2 \right) dv \cdot dv \cdot d\sigma.$$  

This identity suggests the following splitting, used for instance in [4,5].

$$\langle \mathcal{L} g, g \rangle_{L^2_c} = \mathcal{A}[g] + \mathcal{K}[g],$$
where
\[ A[g] = \frac{1}{2} \int_{\mathbb{R}^{2d} \times S^{d-1}} B \left( \mu_\ast (g' - g)^2 + g_\ast^2 \left( \sqrt{\mu'} - \sqrt{\mu} \right)^2 \right) dv_\ast dv d\sigma \quad (3.1) \]
\[ K[g] = \langle L_2 g, g \rangle_{L^2} + \frac{1}{2} \int_{\mathbb{R}^{2d} \times S^{d-1}} B \sqrt{\mu_\ast} \left( \sqrt{\mu'_\ast} - \sqrt{\mu_\ast} \right) (g' - g)^2 dv_\ast dv d\sigma. \]

From the results in [5], which we recall below, we know that the operator \( A \) contains the information about the anisotropic dissipation and is comparable to some weighted Sobolev norms. For standard derivatives, these were found in [5, Proposition 2.1-2.2, Lemma 2.12 and Lemma 2.15] (in the case of the Landau collision operator, i.e. \( s = 1 \) and \( \gamma = -3 \), analogues can be found in [39]).

**Proposition 3.1.** Let \( 0 < s < 1, \gamma > -3 \) and \( \kappa > 0 \). Then
\[ A[(I - P)g] \lesssim \langle L g, g \rangle_{L^2} \leq 2 \langle L_1 g, g \rangle_{L^2} \lesssim A[g], \quad (3.3) \]
\[ \|g\|_{H^s_{v,\gamma/2}}^2 + \|g'\|_{L^2_{v,\gamma/2}}^2 \lesssim A[g] \lesssim \|g\|_{H^s_{v,\gamma/2}}^2. \quad (3.4) \]
\[ A[\gamma^\ast g] \lesssim A[g]. \quad (3.5) \]

Moreover, there exists a constant \( 0 < \delta < 1 \) such that
\[ \langle L_2 g, h \rangle \lesssim \|\mu^\gamma g\|_{L^2_{v,\gamma}} \|\mu^\gamma h\|_{L^2_{v,\gamma}}. \]

In fact, an important bound we need, which is one of the main ingredients to prove (3.3)-(3.4), was given in [5, Proposition 2.16].

**Proposition 3.2.** Let \( \gamma > -3 \). There exists a constant \( C > 0 \) such that
\[ \frac{1}{10} A[g] - C \|g\|_{H^s_{v,\gamma/2}}^2 \leq \langle L_1 g, g \rangle_{L^2} \leq A[g]. \]

3.1.1. **Commutation properties.** Since we are going to use an energy method, commutator estimates of the linearized operator with derivatives and weights are crucial. For standard derivatives, these were already understood in e.g. [4, 37, 42, 44]. However, we need to be sure of analogous properties involving the vector field \( Z \). Introducing the trilinear operator
\[ T(g, h, q) = \int_{\mathbb{R}^d \times S^{d-1}} B(v - v_\ast, \sigma) q_\ast (g_\ast h' - g_\ast h) dv_\ast d\sigma, \]
it is straightforward to check that
\[ Z(T(g, h, q)) = T(Z g, h, q) + T(g, Z h, q) + T(g, Z q). \]

Since \( \Gamma(g, h) = T(g, h, \sqrt{\mu}) \), recalling the multi-index notation (2.24), we have the Leibniz formula
\[ Z^\beta \Gamma(g, h) = \sum_{|\beta_1| + |\beta_2| + |\beta_3| = |\beta|} C_{\beta_1, \beta_2, \beta_3} T \left( Z^{\beta_1} g, Z^{\beta_2} h, (\nabla v)^{\beta_3} \sqrt{\mu} \right), \quad (3.6) \]
where we also used that \( \mu \) does not depend on \( x \). Then we have the following adaptation of estimates obtained in [4, 37] for the standard derivatives.

**Lemma 3.3.** There exist constants \( C_1, C_2 > 0 \) such that for any \( \delta > 0 \) the following holds true:
\[ |\langle L_1, Z^\beta g, h \rangle_{L^2}| \leq \delta^2 A[h] + \frac{C_1}{\delta} \sum_{|\beta_1| \leq |\beta| - 1} A[Z^{\beta_1} g], \quad (3.7) \]
\[ |\langle L_2, Z^\beta g, h \rangle_{L^2}| \leq \delta \|\mu^{-1/\gamma} h\|_{L^2_{v,\gamma}}^2 + \frac{C_2}{\delta} \sum_{|\beta_1| \leq |\beta| - 1} \|\mu^{-1/\gamma} Z^{\beta_1} g\|_{L^2_{v,\gamma}}^2, \quad (3.8) \]
where $C(\beta) = 10^4 (|\beta| + 1)$. Moreover, let $\ell \geq 0$. There exists $0 < \delta_c < 1$, $C_3, C_4 > 0$ such that

$$
|\langle (v^\ell, g \rangle_{L^2} | \leq \|\mu^\beta g \|_{L^2}^2 (3.9)
$$

$$
\left\langle (v^\ell, g \rangle_{L^2} \right. 
\left. \geq \frac{1}{100} A[\langle (v^\ell, g \rangle_{L^2} = C_3 \sum_{|\beta_1| \leq \beta - 1} A[\langle (v^\ell, g \rangle_{L^2} = C_4 \|\mu^\beta g \|_{L^2}^2 (3.10)
$$

The same bound holds with $Z$ replaced by $\nabla_v$.

**Proof.** We first prove the bounds (3.7) and (3.9) involving $L_1$. Recall that

$$
L_1 g = -\Gamma(\sqrt{\mu}, g) = -\Gamma(\sqrt{\mu}, g, \sqrt{\mu}).
$$

Combining the Leibniz formula (3.6) with the fact that $\mu$ does not depend on $x$, we get

$$
\left[ L_1, Z^\beta g \right] = \sum_{|\beta| + |\beta_2| + |\beta_3| = \beta} C_{\beta_1, \beta_2, \beta_3} T \left( (\nabla_v)^{\beta_1} \sqrt{\mu}, Z^{\beta_2} g, (\nabla_v)^{\beta_3} \sqrt{\mu} \right) .
$$

We thus have to estimate terms like

$$
I = \left\langle T \left( (\nabla_v)^{\beta_1} \sqrt{\mu}, Z^{\beta_2} g, (\nabla_v)^{\beta_3} \sqrt{\mu} \right), h \right\rangle .
$$

From this point on, having $Z$-derivatives is the same as having $(x, v)$-derivatives in the proofs of the commutator estimates in [4, 37]. For convenience of the reader, we present the main ideas to obtain such bounds. Notice that $\frac{\partial}{\partial \beta_{ij}} \sqrt{\mu} = P_{\beta_j} (v_i) \sqrt{\mu}$ for a polynomial $P_{\beta_j}$. Hence, with a slight abuse in notation we rewrite the term above as

$$
I = \int_{\mathbb{R}^{2d+1}} B(\beta_{\beta_1} \sqrt{\mu}) (\beta_{\beta_1} \sqrt{\mu})' Z^{\beta_2} g' - (\beta_{\beta_1} \sqrt{\mu}) Z^{\beta_2} g) h \, dv \, ds .
$$

We split this term as $I = I_1 + I_2$, where

$$
I_1 = \int_{\mathbb{R}^{2d+1}} B(\beta_{\beta_1} \sqrt{\mu}) (\beta_{\beta_1} \sqrt{\mu})' Z^{\beta_2} g' - Z^{\beta_2} g) h \, dv \, ds ,
$$

$$
I_2 = \int_{\mathbb{R}^{2d+1}} B(\beta_{\beta_1} \sqrt{\mu}) (\beta_{\beta_1} \sqrt{\mu})' Z^{\beta_2} g) h \, dv \, ds .
$$

For $I_2$, combining Lemma A.2 with Lemma A.3 and using Cauchy-Schwarz we get

$$
|I_2| \lesssim \|Z^{\beta_2} g\|_{L^2} \|h\|_{L^2} .
$$

Concerning $I_1$, we consider the symmetric and antysymmetric part of the coefficients involving the Maxwellian, namely $I_1 = I_{1 \text{ sym}} + I_{1 \text{ anti}}$, with

$$
I_{1 \text{ sym}} = \frac{1}{2} \int_{\mathbb{R}^{2d+1}} B S (Z^{\beta_2} g' - Z^{\beta_2} g) h \, dv \, ds ,
$$

$$
S := (P_{\beta_{\beta_1} \sqrt{\mu}})' (P_{\beta_{\beta_1} \sqrt{\mu}})' (P_{\beta_{\beta_1} \sqrt{\mu}})' (P_{\beta_{\beta_1} \sqrt{\mu}})' ,
$$

$$
I_{1 \text{ anti}} = \frac{1}{2} \int_{\mathbb{R}^{2d+1}} B A (Z^{\beta_2} g' - Z^{\beta_2} g) h \, dv \, ds ,
$$

$$
A := (P_{\beta_{\beta_1} \sqrt{\mu}})' (P_{\beta_{\beta_1} \sqrt{\mu}})' (P_{\beta_{\beta_1} \sqrt{\mu}})' .
$$

For the symmetric part, since $S$ and $B$ are invariant under the change $(v, v_s) \to (v', v_s')$, we have

$$
I_{1 \text{ sym}} = \frac{1}{4} \int_{\mathbb{R}^{2d+1}} B S (Z^{\beta_2} g' - Z^{\beta_2} g) (h - h') \, dv \, ds .
$$

To bound $S$, notice that for some $0 < \kappa < 1$ (depending on $\beta_3, \beta_1$) we have

$$
|S| \lesssim (\mu^\kappa) = (\mu^\kappa) = \mu^\kappa + \mu^\kappa - (\mu^\kappa)^{\kappa/2} .
$$

Hence, by the Cauchy-Schwarz inequality and the definition of $A\kappa$ in (3.2), we infer

$$
|I_{1 \text{ sym}}| \lesssim A \kappa (Z^{\beta_2} g) A \kappa |h| \lesssim A (Z^{\beta_2} g) A |h| ,
$$

$$
\|\mu^\beta g \|_{L^2}^2 (3.10)
$$
where we used (3.5) in the last inequality. To handle $I^1_{\text{anti}}$, one exploits the fact that under the assumptions in the kernel, the change $v \rightarrow v'$ does not change the bounds. Thus, introducing further commutators, one is in a situation analogous to $I_2$. With the bounds above, appealing to Lemma 3.1 and using Young’s inequality, the commutator estimate (3.7) is proved.

Turning our attention to (3.9), notice that

$$
\left\langle [\mathcal{L}_1, (v)^\ell] g, (v)^\ell g \right\rangle = \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B \sqrt{\mu_2 \mu_4 g'} g (\langle v' \rangle^\ell - \langle v \rangle^\ell) (v)^\ell \, dvv_\sigma ds
$$

$$
= -\frac{1}{2} \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B(\mu_2 \mu_4) \frac{1}{2} (\mu_4 g') (\mu_4 g')^2 \left(\langle v' \rangle^\ell - \langle v \rangle^\ell\right)^2 \, dvv_\sigma ds,
$$

where in the last identity we used $\mu_2 \mu_4 = \mu'_2$ and we symmetrized using $v \rightarrow v'$. Since $2(\mu_2^2 g')^2 + (\mu_4 g')^2$, exchanging $v \rightarrow v'$ in the resulting integral of the first term, we get

$$
\left| \left\langle [\mathcal{L}_1, (v)^\ell] g, (v)^\ell g \right\rangle \right| \lesssim \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B \left(\mu_2 \mu_4\right) \left(\mu_4 g\right)^2 \left(\langle v' \rangle^\ell - \langle v \rangle^\ell\right)^2 \, dvv_\sigma ds. \quad (3.15)
$$

By the mean value theorem

$$
|\langle v' \rangle^\ell - \langle v \rangle^\ell| \lesssim |v - v'||\langle v' \rangle^{\ell-1} + \langle v \rangle^{\ell-1}). \quad (3.16)
$$

Arguing as in (A.6), one has

$$
|v - v'| \lesssim \sin(\theta/2)|v - v_*|. \quad (3.17)
$$

Therefore, combining (3.16) and (3.17) with Lemma A.2 and Lemma A.3, from (3.15) we infer

$$
|\left\langle [\mathcal{L}_1, (v)^\ell] g, (v)^\ell g \right\rangle | \lesssim \|\mu_\delta g\|_{L_2}^2,
$$

where $\delta > 0$ is sufficiently small.

To prove (3.8), recalling that $\mathcal{L}_2 g = -\Gamma(g, \sqrt{\mu}) = -\mathcal{T}(g, \sqrt{\mu}, \sqrt{\mu})$, we get

$$
[\mathcal{L}_2, Z^\beta f] = \sum_{|\beta_1| + |\beta_2| + |\beta_3| = |\beta|} \mathcal{T} \left( Z^{\beta_1} f, (\nabla v)^{\beta_2} \sqrt{\mu}, (\nabla v)^{\beta_3} \sqrt{\mu} \right).
$$

Consequently, we can proceed as in the proof of [4, Proposition 4.5] (and [4, Lemma 2.15]) to prove (3.8). More precisely, one has to bound terms like

$$
II = \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B(\mu_2 \mu_4) \left( Z^{\beta_1} g_\sigma (P_{\beta_2} \sqrt{\mu}) - Z^{\beta_1} g_\sigma (P_{\beta_2} \sqrt{\mu}) \right) h \, dvv_\sigma ds,
$$

where $P_\beta$ are again suitable polynomials arising from the derivatives of the Maxwellian. Split $II = II^1 + II^2$ as

$$
II^1 = \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B(Z^{\beta_1} g_\sigma (P_{\beta_2} \sqrt{\mu}) - (P_{\beta_3} \sqrt{\mu}) (P_{\beta_2} \sqrt{\mu})) h \, dvv_\sigma ds,
$$

$$
II^2 = \iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B((P_{\beta_3} \sqrt{\mu} Z^{\beta_1} g_\sigma) - (P_{\beta_3} \sqrt{\mu} Z^{\beta_1} g_\sigma) (P_{\beta_2} \sqrt{\mu} h)) \, dvv_\sigma ds.
$$

For the term $II^2$ one exploits the cancellation in [3, Lemma 1] which says that

$$
\iint_{\mathbb{R}^{2d} \times \mathbb{S}^{d-1}} B(g'_{\sigma} - g_{\sigma}) \, dvv_\sigma ds = (K \ast g)(v), \quad K \approx |v|^7.
$$

For the term $II^1$ it is enough to split the term containing the Maxwellians to apply the mean value theorem together with Lemmas A.2 and A.3.

Finally, to prove (3.10), notice that

$$
\langle v \rangle^\ell Z^\beta L g = \mathcal{L}_1(\langle v \rangle^\ell Z^\beta) + \mathcal{L}_2(\langle v \rangle^\ell Z^\beta) + \left[\langle v \rangle^\ell, \mathcal{L}_1 + \mathcal{L}_2\right] Z^\beta g + \langle v \rangle^\ell [Z^\beta, \mathcal{L}_1 + \mathcal{L}_2] g.
$$
Thanks to Proposition 3.2 and (3.7)-(3.9), in the formula above the only term we do not know how to estimate are the last ones containing $L_1$ on the right-side. However, multiplying (3.11) by $\langle v \rangle^\ell$ corresponds in redefining $S$ and $A$ in (3.13) and (3.14) respectively as

\[
S_\ell := (P_{\beta_3} \sqrt{\mu} )_s (P_{\beta_1} \sqrt{\mu} )_s \langle v \rangle^\ell + (P_{\beta_3} \sqrt{\mu} )'_s (P_{\beta_1} \sqrt{\mu} )_s \langle v' \rangle^\ell
\]

\[
A_\ell := (P_{\beta_3} \sqrt{\mu} )_s (P_{\beta_1} \sqrt{\mu} )'_s \langle v \rangle^\ell - (P_{\beta_3} \sqrt{\mu} )'_s (P_{\beta_1} \sqrt{\mu} )_s \langle v' \rangle^\ell.
\]

Moreover, also the term $I^2$ in (3.12) has an extra $\langle v \rangle^\ell$ multiplying the Maxwellian $\sqrt{\mu}$. Upon introducing further commutators if necessary, for instance in $A_\ell$, one can repeat the arguments done to prove (3.7) and obtain the same estimates (clearly with worst constants depending on $\ell$).

The fact that the lemma is true if we change $Z$ with $\nabla v$ is straightforward. Indeed, as observed before, there is no difference between having $Z$ or $\nabla v$ derivatives (the latter being used for the bounds in [4, 37]).

3.2. Nonlinear operator. For the nonlinear part, the main trilinear estimate we are going to exploit was derived by Alexandre et al. [4] and Gressman and Strain [37, 38] (obtained independently and with different techniques, see the discussion in [38]).

**Theorem 3.4** ([38, Theorem 2.1], [4, Theorem 1.2]). Let $0 < s < 1$ and $\gamma > \max\{-d, -d/2 - 2s\}$. Then

\[
|\langle \Gamma(f, g), h \rangle| \lesssim \|f\|_{L^2} \sqrt{A[h]}(\overline{A[h]}).
\]  

(3.18)

For the commutation properties with the weight we have the following.

**Proposition 3.5** (Proposition 3.13 [4]). Let $0 < s < 1$ and $\beta > \max\{-d, -d/2 - 2s\}$. Then, for any $\ell \geq 0$ one has

\[
|\langle \langle v \rangle^\ell \Gamma(f, g) - \Gamma(f, \langle v \rangle^\ell g), h \rangle| \lesssim \sqrt{A[h]} \left( \|f\|_{L^2} \|\langle v \rangle^{\ell-s} g\|_{L^2} \right)
\]

\[
+ \min \left\{ \|f\|_{L^2} \|\langle v \rangle^{\ell-s} g\|_{L^2}, \|f\|_{L^2} \|\langle v \rangle^{\ell-s} g\|_{L^2} \right\}
\]

(3.19)

Combining Theorem 3.4, Proposition 3.5 and Lemma 3.3, we get the following.

**Lemma 3.6.** Let $0 < s < 1$ and $\beta > \max\{-d, -d/2 - 2s\}$. Then, for any $B \geq 2d$, $M > B + |\gamma| + 2s$, $|\beta| \leq B$ one has

\[
|\langle \langle v \rangle^M Z^\beta \Gamma(f, g), h \rangle| \lesssim \sqrt{A[h]} \sum_{|\beta_1| + |\beta_2| \leq |\beta|} \left( \|\langle v \rangle^M Z^{\beta_1} f\|_{L^2} \sqrt{A[\langle v \rangle^M Z^{\beta_2} g]} \right)
\]

\[
+ \sqrt{A[\langle v \rangle^M Z^{\beta_1} f]} \|\langle v \rangle^M Z^{\beta_2} g\|_{L^2}
\]

(3.20)

**Proof.** From (3.6), we see that we have to control terms like

\[
\langle \langle v \rangle^M T \left( Z^{\beta_1} f, Z^{\beta_2} g, (\nabla v)^{\beta_3} \right), h \rangle.
\]

We split this term as

\[
\langle \langle v \rangle^M T \left( Z^{\beta_1} f, Z^{\beta_2} g, (\nabla v)^{\beta_3} \right), h \rangle
\]

\[
= \langle \langle v \rangle^M T \left( Z^{\beta_1} f, Z^{\beta_2} g, (\nabla v)^{\beta_3} \right) - T \left( Z^{\beta_1} f, \langle v \rangle^M Z^{\beta_2} g, (\nabla v)^{\beta_3} \right), h \rangle
\]

\[
+ \langle T \left( Z^{\beta_1} f, \langle v \rangle^M Z^{\beta_2} g, (\nabla v)^{\beta_3} \right), h \rangle.
\]

(3.21)

Then, we notice that Theorem 3.4 and Proposition 3.5 are stated for $\Gamma(f, g) = T(f, g, \sqrt{\mu})$. However, it is not difficult show that the bounds (3.4)-(3.19) holds true also for $T(f, g, \partial_x^{\beta_3} \mu)$. Indeed, the proofs in [4] rely on a decomposition of the operator $\Gamma$ based on a nice identity to isolate the singularities, see in [4, Lemma 3.6]. Upon properly symmetrizing to take care of the polynomial (as done for instance in (3.13)), using (3.4) and Proposition 3.1, one can verify that the estimates (3.18)-(3.19) hold also for $T(f, g, \partial_x^{\beta_3} \mu)$. Thus, we can apply the analogue of Proposition 3.5 to the terms in (3.21) and Theorem 3.4 to the remaining ones.
4. Linear Estimates

This section is devoted to proving the results announced in Section 2.1. A first crucial step is to obtain the monotonicity estimates (2.6) and (2.13) which we collect in the next proposition.

**Proposition 4.1.** Let $E^{e,d}_{M,B}$, $D^{e,d}_{M,B}$, $E^{T,d}_{M,B}$ and $D^{T,d}_{M,B}$ be the functionals defined in (2.2), (2.5), (2.10) and (2.14) respectively. Then, there exists constants $0 < \delta_e, \delta_d < 1$

\[
\frac{d}{dt} E^{e,d}_{M,B} + \delta_e D^{e,d}_{M,B} \leq 0 \tag{4.1}
\]

\[
\frac{d}{dt} E^{T,d}_{M,B} + \delta_d D^{T,d}_{M,B} \leq 0. \tag{4.2}
\]

We prove (4.1) and (4.2) in Section 4.1 and Section 4.2 respectively. Having these estimates at hand, in Section 4.3 we present the proof of the decay estimates for the linearized problem given in Theorem 2.4.

To simplify the notation, since all the norms are $L^2_t$ based, in the rest of this section we will always omit the subscript $L^2_t$ and we write $H^s$ instead of $H^s_{L^2}$. Moreover, thanks to (2.1) we know that the problem decouples in $k$. Hence, the factors $\langle k \rangle^\alpha$ in the definition of the energies play no role in the estimates (but are crucial in the nonlinear problem).

4.1. Monotonicity estimate in the enhanced dissipation regime. The aim of this section is to prove (4.1) in Proposition 4.1. As a consequence of the properties given in Section 3, we first give some basic energy inequalities which are necessary to control the time-derivative of $E^{e,d}_{M,B}$ (2.2).

**Lemma 4.2.** For any $M > 2|q_{r,s}|$, $\beta \geq 0$, there hold the energy inequalities

\[
\frac{1}{2} \frac{d}{dt} \left\| \langle v \rangle^M Z^\beta \hat{f} \right\|^2 + \frac{\nu}{100} A(\langle v \rangle^M Z^\beta \hat{f}) \leq \nu R^1_{\beta}, \tag{4.3}
\]

\[
\frac{1}{2} \frac{d}{dt} \left( \langle v \rangle^M + q_{r,s} \nabla_v Z^\beta \hat{f} \right)^2 + \frac{\nu}{100} A(\langle v \rangle^M + q_{r,s} \nabla_v Z^\beta \hat{f}) \leq \left| \langle (v)^M + q_{r,s} Z^\beta (ik \hat{f}), (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f} \rangle \right| + \nu R^2_{\beta}, \tag{4.4}
\]

\[
\frac{d}{dt} \text{Re} \left( \langle (v)^M + q_{r,s} Z^\beta (ik \hat{f}), (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f} \rangle + |k|^2 \left\| \langle (v)^M + q_{r,s} Z^\beta \hat{f} \rangle \right\|^2 \leq \nu R^3_{\beta}. \tag{4.5}
\]

where the remainder terms are given by

\[
R^1_{\beta} = C_{\beta,1} \left( \langle |\nu^{\beta} Z^\beta \hat{f}| \rangle^2 + \sum_{|\beta_1| \leq |\beta| - 1} A(\langle (v)^M Z^\beta \hat{f} \rangle) \right), \tag{4.6}
\]

\[
R^2_{\beta} = C_{\beta,2} \left( \langle |\nu^{\beta} \nabla_v Z^\beta \hat{f}| \rangle^2 + A(\langle (v)^M + q_{r,s} Z^\beta \hat{f} \rangle) + \sum_{|\beta_1| \leq |\beta| - 1} A(\langle (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f} \rangle) \right), \tag{4.7}
\]

\[
R^3_{\beta} = 2 \left\| \langle (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f}, (v)^M + q_{r,s} Z^\beta \hat{f} \rangle \right\| + 2 \left\| \langle \nabla_v, (v)^M + q_{r,s} Z^\beta \hat{f}, (v)^M + q_{r,s} Z^\beta \hat{f} \rangle \right\|, \tag{4.8}
\]

with $0 < C_{\beta,1}, C_{\beta,2}$ being fixed constants depending only on $\beta$.

**Proof.** Bounds (4.3) and (4.4) are a consequence of (3.10). For (4.5), since

\[
\partial_t \nabla_x Z^\beta f = -v \cdot \nabla_x \nabla_x Z^\beta f - \nu \nabla_x Z^\beta \mathcal{L} f,
\]

\[
\partial_t \nabla_v Z^\beta f + \nabla_x Z^\beta f = -v \cdot \nabla_x \nabla_v Z^\beta f - \nu \nabla_v Z^\beta \mathcal{L} f,
\]

using the antisymmetry of $v \cdot \nabla_x$ we get

\[
\frac{d}{dt} \text{Re} \left( \langle (v)^M + q_{r,s} Z^\beta (ik \hat{f}), (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f} \rangle + |k|^2 \left\| (v)^M + q_{r,s} Z^\beta \hat{f} \right\|^2 \right) \leq -\nu \text{Re} \left( \langle (v)^M + q_{r,s} Z^\beta \hat{f}, (v)^M + q_{r,s} \nabla_v Z^\beta \hat{f} \rangle \right) - \nu \text{Re} \left( \langle (v)^M + q_{r,s} Z^\beta (ik \hat{f}), (v)^M + q_{r,s} \nabla_v (Z^\beta \mathcal{L} \hat{f}) \rangle \right).
\]
Integrating by parts in $v$ the last term above, and moving the $i k$ on the term containing $L$, we prove (4.5).

We are now ready to prove the first bound in Proposition 4.1.

Proof of Proposition 4.1. From (2.2) and (4.3)-(4.5), we get that

$$\frac{d}{dt} E_{M,B} + \frac{1}{200} \sum_{\alpha + |\beta| \leq B} \frac{2^{-c\beta}}{(\nu t)^{2\beta}} \left( \left\langle \nu A[[v]^{M} Z^{\beta} \dot{f}] + \nu a_{\nu,k} A[[v]^{M+q, s} \nabla_{v} Z^{\beta} \dot{f}] \right\rangle + b_{\nu,k} |k|^2 \left\langle |v|^{M+q, s} Z^{\beta} \dot{f} |^2 \right\rangle \right) \leq \sum_{\alpha + |\beta| \leq B} \frac{2^{-c\beta}}{(\nu t)^{2\beta}} \left( \left\langle \langle v \rangle^{M+q, s} Z^{\beta} (i k \dot{f}), \langle v \rangle^{M+q, s} \nabla_{v} Z^{\beta} \dot{f} \right\rangle \right)$$

(4.9)

$$+ \sum_{\alpha + |\beta| \leq B} \frac{2^{-c\beta}}{(\nu t)^{2\beta}} \left( \nu R_{1}^1 + \nu a_{\nu,k} R_{2}^2 + \nu b_{\nu,k} R_{3}^2 \right),$$

(4.10)

where we have neglected the term with a negative sign on the right-hand side coming from the time derivative of $(\nu t)^{-2\beta}$. In the rest of the proof, we highlight all the necessary restrictions on the coefficient $\alpha$ and in the end we show that it is possible to choose the coefficients in order to satisfy said constraints. We first bound the error terms in (4.10), which can be directly controlled with the available anisotropic dissipation appearing on the left-hand side of the inequality. Then we control the remaining mixed inner product error term in (4.9).

\textbf{\diamond} \textbf{Bound on} $R_{1}^1$ (4.6). The sum containing lower order derivatives is controlled with the available dissipation coming from the $\beta - 1$ terms. Namely, it is enough to impose that

$$2^{-c\beta} C_{\beta, 1} \ll \frac{2^{-c(\beta - 1)}}{200} \implies 2^{-c} \ll \frac{1}{C_{\beta, 1}}.$$

(4.11)

For the other term in $R_{1}^1$, since $M + q, s \geq 0$ we have

$$\|\mu^\delta \nabla_{v} Z^{\beta} \dot{f} \|^2 \lesssim \frac{1}{|k|^2} \left\langle \langle v \rangle^{M+q, s} Z^{\beta} (i k \dot{f}) \right\rangle^2.$$

Thus, to control $R_{1}^1$, we need to impose the following restrictions on the coefficients

$$\frac{\nu C_{\beta, 1}}{|k|^2} \ll b_{\nu,k}.$$

\textbf{\diamond} \textbf{Bound on} $R_{2}^2$ (4.7). To control the first term in the definition of $R_{2}^2$, as in [4, (6.14)], we exploit the following interpolation inequality: for any $\ell \geq -\gamma$, $\delta > 0$ there exists $C_{\delta}$ such that

$$\|\langle v \rangle^\ell \nabla_{v} g \|^2_{L^2_{t} L^2_{x}} \leq \delta \|\langle v \rangle^\ell \nabla_{v} g \|^2_{H^1_{t}} + C_{\delta} \|\langle v \rangle^\ell \nabla_{v} g \|^2_{H^{-1}_{t}} \lesssim \delta A[[v]^{M} \nabla_{v} Z^{\beta} \dot{f}] + C_{\delta} \|\langle v \rangle^\ell \nabla_{v} g \|^2_{L^2_{t}}.$$  

(4.13)

The bounds above follow by the Gagliardo-Nirenberg inequality and straightforward commutator estimates to handle the weights. With the inequality (4.13) at hand, we get

$$C_{\beta, 2} \|\mu^\delta \nabla_{v} Z^{\beta} \dot{f} \|^2 \leq \frac{1}{400} A[[v]^{M+q, s} \nabla_{v} Z^{\beta} \dot{f}] + \frac{\tilde{C}_{\beta, 2}}{|k|^2} \left\langle \langle v \rangle^{M+q, s} Z^{\beta} (i k \dot{f}) \right\rangle^2.$$

Moreover, since $q, s \leq 0$ we have

$$A[[v]^{M+q, s} Z^{\beta} \dot{f}] \lesssim A[[v]^{M} Z^{\beta} \dot{f}].$$

Hence, we require that

$$\frac{\nu a_{\nu,k} \tilde{C}_{\beta, 2}}{|k|^2} \ll b_{\nu,k}, \quad a_{\nu,k} \tilde{C}_{\beta, 2} \ll 1, \quad 2^{-c} \tilde{C}_{\beta, 2} \ll 1,$$

(4.14)

in order to be able to absorb the errors terms with the dissipation.
\( \diamond \) **Bound on** \( \mathcal{R}_\beta^3 \) (4.8). From the upper bound in (3.3), we get

\[
| \langle \mathcal{L}g, h \rangle | \lesssim \sqrt{A}[g] \sqrt{A}[f].
\]

Hence, using \( M > |q_{\gamma,s}| \) and \( -d < \gamma < 0 \), from the Cauchy-Schwarz inequality we deduce

\[
\nu b_{\nu,k} \mathcal{R}_\beta^3 \leq \frac{\nu}{1600} A[(v)^M Z^\beta \hat{f}] + \nu C |k|^2 (b_{\nu,k})^2 \left( A[(v)^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f}] + A[(v)^M Z^\beta \hat{f}] \right)
\]

Consequently, the following restriction on the coefficients is needed

\[
C |k|^2 (b_{\nu,k})^2 \ll \min \{a_{\nu,k}, 1\}. \tag{4.15}
\]

Collecting the estimates on the remainders made above, under the restrictions (4.12),(4.14) and (4.15), we can absorb all the \( \mathcal{R}_\beta^3 \) error terms to get

\[
\frac{d}{dt} E^d_{\nu,M,B} + \frac{1}{400} \sum_{\alpha+|\beta| \leq B} \frac{2^{-C\beta} \langle k \rangle^\alpha}{\langle \nu t \rangle^{2\beta}} \left( \nu A[(v)^M Z^\beta \hat{f}] + \nu a_{\nu,k} A[(v)^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f}] + b_{\nu,k} |k|^2 \left\| \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 \right)
\]

\[
\leq \sum_{\alpha+|\beta| \leq B} \frac{2^{-C\beta} \langle k \rangle^\alpha}{\langle \nu t \rangle^{2\beta}} a_{\nu,k} \left| \left\langle \langle v \rangle^{M+q_{\gamma,s}} Z^\beta (ik \hat{f}), \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\rangle \right|. \tag{4.16}
\]

\( \diamond \) **Bound on the mixed inner product.** The last error term appearing in (4.16) is the most delicate to control. Indeed, we do not have \( \nu \) as a smallness parameter and it is the first term where we have to explicitly deal with the softness of the potential. To overcome the latter issue, it is crucial to use the fact that \( v \)-derivatives are controlled with weaker velocity weights. For instance, in the Landau case, one has \( s = 1 \) and \( q_{-3,1} = -3/2 \). Thus, we can directly control this term combining the Cauchy-Schwarz inequality with \( a_{\nu,k}^2 / b_{\nu,k} \ll \nu \); the proof for \( s = 1 \) is omitted for brevity, as it is more straighforward (see also [21], where \( q_{-3,1} = -4 \) though). We begin by noting the following lower bounds, obtained from Proposition 3.1

\[
\nu A[(v)^M Z^\beta \hat{f}] + \nu a_{\nu,k} A[(v)^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f}]
\]

\[
\geq \nu \left\| \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|_{H_{\gamma/2}^s}^2 + \nu a_{\nu,k} \left\| \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|_{H_{\gamma/2}^s}^2. \tag{4.17}
\]

For a general \( 0 < s < 1 \), we have to handle carefully the anisotropy of the dissipation. We consider a dyadic decomposition of \( \mathbb{R}^d \) and apply the Cauchy-Schwarz inequality to get

\[
a_{\nu,k} \left| \left\langle \langle v \rangle^{M+q_{\gamma,s}} Z^\beta (ik \hat{f}), \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\rangle \right| \leq \sum_{j=0}^{\infty} a_{\nu,k} |k| \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\| \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|
\]

\[
:= \sum_{j=0}^{\infty} \mathcal{R}_j.
\]

Using the Young’s inequality, we get

\[
\mathcal{R}_j \leq \frac{b_{\nu,k}}{1600} |k|^2 \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 + \frac{1600 a_{\nu,k}^2}{b_{\nu,k}} \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2. \tag{4.18}
\]

By the choice of the coefficients in (2.4), notice that

\[
a_{\nu,k}^2 = \frac{a_0^{1+s}}{b_0} \nu a_{\nu,k}^{1-s}. \tag{4.19}
\]

\[
\frac{\nu b_{\nu,k}}{1600} |k|^2 \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 + \frac{1600 a_{\nu,k}^2}{b_{\nu,k}} \left\| \mathbb{I}_{\{2^j \leq \langle v \rangle \leq 2^{j+1}\}} \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2.
\]
Combining (4.19) with the Gagliardo-Nirenberg inequality, since \( q_{\gamma,s} \leq 0 \), we obtain
\[
1600 \frac{a_{b_{\nu,k}}^{1+s}}{b_{\nu,k}} \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M + q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2 \leq \\
C \frac{a_{b_{\nu,k}}^{1+s}}{b_0} \left( 2^{-(j+1)\gamma} \nu a_{\nu,k} \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M + q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2_{H_{\gamma/2}^s} \right)^{1-s} \\
\times \left( 2^{-(j+1)\gamma + 2j \nu} \nu \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M} Z^\beta \hat{f} \right\|^2_{H_{\gamma/2}^s} \right)^s.
\]

From the inequality above, we deduce that
\[
\sum_{j=0}^{+\infty} \mathcal{R}_j \leq \frac{b_{\nu,k}}{1600} |k|^2 \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M + q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 \\
+ C \frac{a_{b_{\nu,k}}^{1+s}}{b_0} \left( \nu a_{\nu,k} \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M + q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2_{H_{\gamma/2}^s} \right)^{1-s} \left( \nu \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M} Z^\beta \hat{f} \right\|^2_{H_{\gamma/2}^s} \right)^s \sum_{j=0}^{+\infty} 2^{-(j+1)\gamma 2s q_{\gamma,s}}.
\]

The series above is convergent for any \( q_{\gamma,s} < \gamma/(2s) \), which is guaranteed by the choice we made in (2.3). Thus, using (4.17), we conclude
\[
\sum_{j=0}^{+\infty} \mathcal{R}_j \leq \frac{b_{\nu,k}}{1600} |k|^2 \left\| \mathbb{1}_{\{2^j \leq \langle v \rangle \leq 2^{j+1} \}} \langle v \rangle^{M + q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 \\
+ C \frac{a_{b_{\nu,k}}^{1+s}}{b_0} \left( \nu a_{\nu,k} \mathcal{A} \left( \langle v \rangle^{M + q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right) + \nu a_{\nu,k} \mathcal{A} \left( \langle v \rangle^{M} Z^\beta \hat{f} \right) \right). \tag{4.20}
\]

The term above can be absorbed on the left-hand side of (4.16) upon choosing
\[
a_{b_0}^{1+s} \ll b_0. \tag{4.21}
\]

By the definition of the coefficients in (2.4), satisfying the constraints (4.11), (4.12), (4.14), (4.15) and (4.21) is equivalent to imposing
\[
C \gg 1, \quad \left( \frac{\nu}{|k|} \right)^{\frac{1}{1+2s}} \leq \delta_0 \ll b_0, \quad a_{b_0}^{2(1+s)} \ll b_0, \quad \frac{b_0^2}{a_0} \ll a_0^{1+s} \ll b_0. \tag{4.22}
\]

Hence, \( C \) is simply some sufficiently large (universal) constant to absorb the error terms coming from the commutators of \( \mathcal{C} \). To satisfy the restrictions on \( a_0, b_0, \delta_0 \), let \( 0 < \kappa_0 \ll 1 \). One can then choose
\[
a_0 = \frac{1}{1000} \kappa_0^{\frac{1}{1+2s}}, \quad b_0 = \sqrt{\kappa_0 a_0}, \quad \delta_0 = \frac{1}{1000} \min \left\{ \kappa_0^{\frac{1+s}{1+2s}}, \kappa_0^{\frac{1}{1+s}} \right\}.
\]

It is not hard to verify that this choice satisfies all the constraints in (4.22). Finally, using (4.20) in (4.16), we arrive at
\[
\frac{d}{dt} E_{M,B}^{c,d} + \frac{1}{1000} \sum_{\alpha+|\beta| \leq B} \frac{2^{-\alpha} \beta \langle k \rangle^\alpha}{\langle \nu t \rangle^{2\beta}} \left( \nu a_{\nu,k} \mathcal{A} \left( \langle v \rangle^{M} Z^\beta \hat{f} \right) + \nu a_{\nu,k} \mathcal{A} \left( \langle v \rangle^{M + q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right) \right) \leq 0.
\]

In view of the definition of \( D_{M,B}^{c,d} \) (2.5), the monotonicity estimate (4.1) is proved. \( \square \)

### 4.2. Monotonicity estimate in the Taylor dispersion regime

We now turn our attention to the proof of (4.2). As explained in Section 2.1, we have to combine the micro-macro energy approach and the hypocoercivity scheme. We first deal with the macroscopic quantities in Section 4.2.1 and then we present the bounds for microscopic ones in Section 4.2.2.
4.2.1. Bounds on the macroscopic quantities. Recall that
\[ Pf = (\rho(t, x) + m(t, x) \cdot v + e(t, x)(\|v\|^2 - d)) \sqrt{\mu}, \]
where \((\rho, m, e)\) satisfy the hydrodynamic system (2.7a)-(2.7c). To gain dissipation for the macroscopic variables, it is necessary to introduce the equations satisfied by \(\Theta((I - P)f), \Lambda[(I - P)f]\) (that are terms appearing on the right-hand side of (2.7b) and (2.7c) respectively) which are given
\[
\begin{align*}
\partial_t(\Theta((I - P)f) + 2eI) + \nabla_x m + (\nabla_x m)^T &= -\Theta[i k \cdot v(I - P)f + \nu \mathcal{L}(I - P)f], \quad (4.24) \\
\partial_t(\Lambda((I - P)f) + \nabla_x e) &= -\Lambda[i k \cdot v(I - P)f + \nu \mathcal{L}(I - P)f]. \quad (4.25)
\end{align*}
\]
We recall that \(\Theta, \Lambda\) are the higher-order moments projections defined in (2.8) and (2.9) respectively. Looking at the structure of the hydrodynamic system (2.7a)-(2.7c) and (4.24)-(4.25), it is natural to try to exploit mixed inner products to recover dissipation for the macroscopic variables. Indeed, loosely speaking, one has the following
\[
\begin{align*}
\frac{d}{dt}(m \cdot \nabla_x \rho) + |\nabla_x \rho|^2 &= \text{error terms} \\
\frac{d}{dt}(\Theta((I - P)f) + 2eI) \cdot (\nabla_x m + (\nabla_x m)^T) + |\nabla_x m + (\nabla_x m)^T|^2 &= \text{error terms} \\
\frac{d}{dt}(\Lambda((I - P)f) \cdot \nabla_x e) + |\nabla_x e|^2 &= \text{error terms}
\end{align*}
\]

The idea of using mixed inner products to recover dissipation dates back at least to the PhD thesis of Kawashima [49] and has been successfully exploited in many different problems [7, 31, 42, 44, 59]. However, we also need to recover dissipation for terms involving \(Z\)-derivatives. Thus, we first need the following equivalence.

**Lemma 4.3.** For any \(\beta \geq 0\), the following inequalities holds true
\[
\|Z^\beta Pf\|_{L^2_\mu}^2 \leq 100\|(tk)^{2\beta}\|(\hat{\rho}, \hat{m}, \hat{e})\|^2 + C_1 \sum_{0 \leq |\beta| \leq |\beta| - 1} |(tk)^{2\beta}|\|(\hat{\rho}, \hat{m}, \hat{e})\|^2, \quad (4.26)
\]
\[
\|Z^\beta Pf\|_{L^2_\mu}^2 \geq \frac{1}{2}\|(tk)^{2\beta}\||(\hat{\rho}, \hat{m}, \hat{e})\|^2 - C_2 \sum_{0 \leq |\beta| \leq |\beta| - 1} |(tk)^{2\beta}|\|(\hat{\rho}, \hat{m}, \hat{e})\|^2.
\]

From this lemma we deduce that we can consider \(\|Z^\beta Pf\|_{L^2_\mu}\) as being equivalent to \(|tk|^\beta|(\hat{\rho}, \hat{m}, \hat{e})|\) up to lower order terms.

**Proof.** When \(\beta = 0\) the equivalence is a direct consequence of the orthogonality in \(L^2_\mu\) of
\[(\sqrt{\mu}, v_i \sqrt{\mu}, (\|v\|^2 - d) \sqrt{\mu}),\]
which is a basis for the kernel of \(\mathcal{L}\). When \(|\beta| > 0\), notice that
\[
\begin{align*}
Z^\beta Pf &= \sum_{|\beta_1| + |\beta_2| = |\beta|} C_{\beta_1, \beta_2} \left( ((t \nabla_x)^{\beta_1} \rho)(\nabla_v^{\beta_2}(\sqrt{\mu})) + ((t \nabla_x)^{\beta_1} \rho)(\nabla_v^{\beta_2}(\|v\|^2 - d) \sqrt{\mu})) \\
&\quad + \sum_{j=1}^d ((t \nabla_x)^{\beta_1} m_j)(\nabla_v^{\beta_2}(v_j \sqrt{\mu})) \right) \\
&= ((t \nabla_x)^{\beta_1} \rho) \sqrt{\mu} + ((t \nabla_x)^{\beta_1} \rho)(\|v\|^2 - s) \sqrt{\mu}) + \sum_{j=1}^d ((t \nabla_x)^{\beta_1} m_j)(v_j \sqrt{\mu}) + \mathcal{I}_\beta,
\end{align*}
\]
where the term \(\mathcal{I}_\beta\) is what it remains from the sum when \(|\beta_2| \geq 1\). Using again the orthogonality condition, the proof of (4.26) follows by the identity above and Cauchy-Schwarz inequality. 

The dissipation for the macroscopic variables is recovered from the mixed inner product defined in (2.11). In particular, we have the following adaptation of the estimate originally obtained in [31, 42].
Lemma 4.4. Let $\mathcal{M}$ be defined as in (2.11) and assume that $b_2 \ll b_1 \ll 1$. Then, there exists a universal constant $0 < \tilde{c} < 1$ such that
\[
\frac{d}{dt} \mathcal{M} + \tilde{c} \sum_{0 \leq |\beta| \leq B} \frac{|k|^2}{\langle \nu t \rangle^{2\beta}} \|Z^\beta P \hat{f}\|_{L^2}^2 \lesssim \nu^2 \|\mu^\delta (I - P) \hat{f}\|_{L^2}^2. \tag{4.27}
\]

This estimate is the only one where we need to crucially use the factor $\langle \nu t \rangle^{2\beta}$ in the definition of the energy functional, as we explain in more details after the proof (see Remark 4.6). Before proving this lemma, we recall some basic properties of the higher order moment projections.

Lemma 4.5. Let $\Theta[\cdot], \Lambda[\cdot]$ be defined as in (2.8)-(2.9). Then, there exists a universal constant $0 < \delta < 1$ such that
\[
|\Theta[g]| + |\Lambda[g]| \lesssim \|\mu^\delta g\|_{L^2} \tag{4.28}
\]
\[
|\Theta[\mathcal{L}(g)]| + |\Lambda[\mathcal{L}(g)]| \lesssim \|\mu^\delta g\|_{L^2}. \tag{4.29}
\]

Proof. The proof of (4.28) is a direct consequence of Cauchy-Schwarz inequality and the fact that $\langle \nu \rangle^p \mu^\delta \in L^2$ for any $p \geq 0$ and $q > 0$. Similarly, to prove (4.29) notice that
\[
|\mathcal{L}(g)| = \langle |v|^2 - (d + 2) \rangle v_i \sqrt{\mathcal{L} g} \|_{L^2} \|_1 = \| \mathcal{L}(|v|^2 v_i \sqrt{\mathcal{L} g}) \|_{L^2} \|_1 \lesssim \|\mu^\delta g\|_{L^2}
\]
and analogous bounds holds for $\Theta$, whence proving (4.29).

We are now ready to prove Lemma 4.4. In the proof we again omit the $L^2$ subscript in the norms.

Proof of Lemma 4.4. In [31, Lemma 4.1] the following inequality is obtained (for $\nu = 1$)
\[
\frac{d}{dt} \mathcal{M} + \tilde{c} \frac{|k|^2}{\nu} \langle \hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2 \lesssim \nu \|\mu^\delta (I - P) \hat{f}\|_{L^2}^2, \tag{4.30}
\]
for some $\tilde{c}_*$ independent of $\nu, k$. For convenience of the reader, we present below the proof of this inequality. However first, having at hand (4.30), we prove (4.27). Indeed, since $|k| \leq 200(\nu t)^{2\beta} |k|^2$,
\[
\text{for any } |\beta| \geq 0. \text{ Appealing to Lemma 4.3, we get}
\]
\[
|k|^2 \langle \hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2 \geq \frac{1}{B + 1} \sum_{0 \leq |\beta| \leq B} \delta_0^{2\beta} \frac{|k|^2}{\langle \nu t \rangle^{2\beta}} |\hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2
\]
\[
\geq \frac{1}{200(B + 1)} \sum_{0 \leq |\beta| \leq B} \delta_0^{2\beta} \left( \langle |k|^2 \rangle_{\nu t}^{2\beta} \|Z^\beta P \hat{f}\|_{L^2}^2 - C_1 \sum_{0 \leq |\beta| \leq B - 1} \|k\|_{\nu t}^{2\beta} |\hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2 \right)
\]
\[
+ \frac{1}{2(B + 1)} \sum_{0 \leq |\beta| \leq B} \delta_0^{2\beta} \frac{|k|^2}{\langle \nu t \rangle^{2\beta}} |\hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2.
\]

Since
\[
\sum_{0 \leq |\beta| \leq B} \delta_0^{2\beta} C_1 \sum_{0 \leq |\beta| \leq B - 1} \|k\|_{\nu t}^{2\beta} |\hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2 \leq \delta_0^2 BC_1 \sum_{0 \leq |\beta| \leq B - 1} \|k\|_{\nu t}^{2\beta} |\hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2,
\]
for $\delta_0$ sufficiently small we deduce that
\[
|k|^2 \langle \hat{\rho}, \hat{\epsilon}, \hat{m} \rangle^2 \geq \frac{1}{200(B + 1)} \sum_{0 \leq |\beta| \leq B} \delta_0^{2\beta} \frac{|k|^2}{\langle \nu t \rangle^{2\beta}} \|Z^\beta P \hat{f}\|_{L^2}^2.
\]

Combining the inequality above with (4.30), we prove (4.27) with $\tilde{c} := \tilde{c}_* \delta_0^{2\beta} / (200(B + 1))$. 
To prove (4.30), applying $\nabla_x$ to (2.7c) and taking the Fourier transform of the resulting equation and of (4.25), we get
\begin{align}
\frac{d}{dt} \text{Re}(\Lambda[(I - \mathcal{P})\hat{f}] \cdot \hat{ik}\mathbf{e}) + |k|^2|\hat{e}|^2
\leq C_e(|\mathbf{m}|^2|\Lambda[(I - \mathcal{P})\hat{f}]| + |\mathbf{m}|^2|\Lambda[(I - \mathcal{P})\hat{f}]|^2)
+ |k||\Lambda[i\hat{k} \cdot (I - \mathcal{P})\hat{f}]| |\hat{e}| + \nu|k||\Lambda[\mathcal{L}((I - \mathcal{P})\hat{f})]| |\hat{e}|
:= C_e(T_1^\epsilon + \cdots + T_3^\epsilon)
\end{align}

From Young’s inequality and Lemma 4.5 we get for some $\tilde{C}_j$’s,
\begin{align*}
T_1^\epsilon &\leq \frac{b_1}{16C_e}|k|^2|\hat{m}|^2 + \tilde{C}_1|k|^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2, \\
T_2^\epsilon &\leq \tilde{C}_2|k|^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2, \\
T_3^\epsilon &\leq \frac{|k|^2}{16C_e}|\hat{e}|^2 + \tilde{C}_3|k|^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2, \\
T_4^\epsilon &\leq \frac{|k|^2}{16C_e}|\hat{e}|^2 + \tilde{C}_4\nu^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2.
\end{align*}

Since $|k| \leq \nu$, using the bounds above in (4.31) we obtain
\begin{align}
\frac{d}{dt} \text{Re}(\Lambda[(I - \mathcal{P})\hat{f}] \cdot \hat{ik}\mathbf{e}) + \frac{1}{2}|k|^2|\hat{e}|^2 \leq \frac{b_1}{16}|k|^2|\hat{m}|^2 + \tilde{C}_\nu^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2. \quad (4.32)
\end{align}

Consider now the second term in $\mathcal{M}$. From (4.24) and (2.7b), one obtains
\begin{align*}
\frac{d}{dt} \text{Re} \left( \left( \Theta[(I - \mathcal{P})\hat{f}] + 2(\hat{e}I) \right) \cdot \left( (ik\hat{m} + (ik\hat{m})^T) \right) \right) + |k \otimes \hat{m} + (k \otimes \hat{m})^T|^2 \\
\lesssim |k|^2(|\hat{e}| + |\hat{\rho}|)(|\Theta[(I - \mathcal{P})\hat{f}]| + |\hat{e}|) + |k|^2|\Theta[(I - \mathcal{P})\hat{f}]||\Theta[(I - \mathcal{P})\hat{f}]| + |\hat{e}|) \\
+ |k||\hat{m}|(|\Theta[\nabla_x((I - \mathcal{P})\hat{f})]| + \nu\Theta[\mathcal{L}((I - \mathcal{P})\hat{f})]).
\end{align*}

Notice that
\[ |k \otimes \hat{m} + (k \otimes \hat{m})^T|^2 = \sum_{i,j=1}^{d} (k_i\hat{m}_j + k_i\hat{m}_j)^2 = |k|^2|m|^2 + |k|^2|m|^2. \]

Hence, using Young’s inequality and Lemma 4.5, similarly to (4.32), there exists $C_m$ (independent of $m$) such that
\begin{align}
\frac{d}{dt} \text{Re} \left( \left( \Theta[(I - \mathcal{P})\hat{f}] + 2(\hat{e}I) \right) \cdot \left( (ik\hat{m} + (ik\hat{m})^T) \right) \right) + \frac{1}{2}|k|^2|\hat{m}|^2
\leq \frac{b_2}{16}|\hat{\rho}|^2 + C_m|k|^2|\hat{e}|^2 + \tilde{C}_m\nu^2|\mu^\delta(I - \mathcal{P})\hat{f}|^2. \quad (4.33)
\end{align}

Arguing analogously for the remaining mixed inner product, we infer there exists $C_\rho$ (independent of $\rho$) such that
\begin{align}
\frac{d}{dt} \text{Re}(\hat{m} \cdot ik\hat{\rho}) + \frac{|k|^2}{2}|\hat{\rho}|^2 \leq C_\rho|k|^2(|\hat{m}|^2 + |\hat{e}|^2).
\end{align}

In light of (4.26), choosing $b_2 \ll b_1 \ll 1$ and combining (4.32), (4.33), (4.34) we prove the bound (4.30) for a suitable constant $\tilde{c}_\epsilon$. \hfill $\Box$

**Remark 4.6.** In the proof of Lemma 4.4, it is crucial to exploit the factor $(\nu t)^{2\beta}$ to recover dissipation for all $Z^\beta P\hat{f}$ by using only the one available for $(\rho, m, e)$ (corresponding to $\beta = 0$). In fact, one can also define the mixed inner product for $(\nabla_x)^{\otimes \beta}(\rho, m, e)$ and try to obtain an estimate as (4.27). However, for $|\beta| \geq 1$ we have some dangerous error terms coming from $\nu\mathcal{L}(I - \mathcal{P})\hat{f}$ in (4.24)-(4.25), where the main errors are proportional to
\[ \nu|\mu^\delta Z^\beta(I - \mathcal{P})\hat{f}|^2_{L^2}. \]
For $\beta = 0$ this is fine since, by the standard $L^2$ energy estimate, in the dissipation functional we have a term that scales as $\nu \| \langle \nu \rangle^{1/2+\epsilon} (I - P)f \|_{L^2}$ of $f$. On the other hand, the available dissipation on $Z^\beta(I - P)f$ has at most a factor $\nu^{-1}|k|^2$ in front, which is much smaller than $\nu$ in the regime $|k| \ll \nu$. To overcome this difficulty, one possibility is to exploit the estimate

$$\| \mu^\beta Z^\beta(I - P)f \|_{L^2}^2 \lesssim \langle \nu \rangle^2 \sum_{0 \leq |\beta| \leq |\beta| - 1} \| \mu^\beta Z^\beta(I - P)f \|_{L^2}^2.$$  

The loss $\langle \nu \rangle^2$ can indeed be easily controlled if we divide by $\langle \nu \rangle^{2\beta}$ each mixed inner product related to $(i\nabla_x)^{\otimes \beta}(\rho, m, e)$. Hence, dividing by $\langle \nu \rangle^{2\beta}$ seems to be necessary to handle frequencies $|k| \ll \nu$, where the effect of the phase mixing generated by the transport can be too weak with respect to the collisional effects.

### 4.2.2. Bounds on the microscopic part.

In the remains to control the microscopic quantities in $E^{T, d}_{M, B}$, recall that $(I - P)f$ satisfies

$$\partial_t(I - P)f + v \cdot \nabla_x(I - P)f + \nu \mathcal{L}(I - P)f = P(v \cdot \nabla_x f) - v \cdot \nabla_x P f. \quad (4.35)$$

In the following lemma, we collect the bounds that are needed to recover the dissipation on the microscopic part of $f$, which is a key ingredient to prove (2.13).

**Lemma 4.7.** Let $M > 2\max\{|q, \gamma|, |\gamma|/2 + s\}$, $\beta \geq 0$ and $\tilde{c}$ be the constant in (4.27). There exists $0 < \tilde{\delta} < 1$ such that the following inequalities holds true: for the unweighted vector fields of the full solution we have

$$\frac{1}{2} \frac{d}{dt} \| Z^\beta(I - P)f \|_{L^2}^2 + C|k| A[Z^\beta(I - P)f] \leq \tilde{\delta} \nu \sum_{|\beta| \leq |\beta|} A[Z^\beta(I - P)f]$$

$$+ C_{\tilde{\delta}} \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta| - 1} \| Z^{\beta_1} P f \|_{L^2}^2 + C|k| \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1}(I - P)f]. \quad (4.36)$$

For the unweighted vector fields of the microscopic part we get

$$\frac{1}{2} \frac{d}{dt} \| Z^\beta(I - P)f \|_{L^2}^2 + \tilde{c} \nu A[Z^\beta(I - P)f] \leq C_{\tilde{\delta}} \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} \| Z^{\beta} P f \|_{L^2}^2$$

$$+ C(\nu + |k|) \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1}(I - P)f], \quad (4.37)$$

and

$$\frac{1}{2} \frac{d}{dt} \| Z^\beta \nabla_v(I - P)f \|_{L^2}^2 + \tilde{c} \nu A[Z^\beta \nabla_v(I - P)f] \leq C\nu(A[Z^\beta(I - P)f] + A(\nu^M Z^\beta(I - P)f))$$

$$+ C(\nu + |k|) \sum_{|\beta| \leq |\beta|} \| Z^{\beta_1} \nabla_v(I - P)f \|_{L^2}^2. \quad (4.38)$$

For the weighted vector fields of the microscopic part we obtain

$$\frac{1}{2} \frac{d}{dt} \| \langle \nu \rangle^M Z^\beta(I - P)f \|_{L^2}^2 + \tilde{c} \nu A[\langle \nu \rangle^M Z^\beta(I - P)f] \leq C_{\tilde{\delta}} \nu A[Z^\beta(I - P)f]$$

$$+ C_{\tilde{\delta}} \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} \| Z^{\beta} P f \|_{L^2}^2 + C(\nu + |k|) \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1}(I - P)f], \quad (4.39)$$
and
\[
\frac{1}{2} \frac{d}{dt} \| (v)^{M+q_{s,}} Z^\beta \nabla_v (I - P) \hat{f} \|^2_{L^2_v} + \bar{c} \nu A( (v)^{M+q_{s,}} \nabla_v Z^\beta (I - P) \hat{f}) \leq \frac{\tilde{\delta}}{\nu} \| (v)^{M+q_{s,}} (I - P) \hat{f} \|^2_{L^2_v} + C_3 \nu (A[Z^\beta \nabla_v (I - P) \hat{f}] + A[Z^\beta (I - P) \hat{f}] + A[(v)^{M} Z^\beta (I - P) \hat{f}])
\]
\[
+ C_3 \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} \| Z^\beta P \hat{f} \|^2_{L^2_v} + C(\nu + |k|) \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1} (I - P) \hat{f}].
\]

Finally, for the microscopic mixed inner product we have
\[
\frac{1}{\nu} \frac{d}{dt} \text{Re} \left\langle (v)^{M+q_{s,}} Z^\beta (\nabla_x (I - P) f), (v)^{M+q_{s,}} Z^\beta \nabla_v (I - P) f \right\rangle_{L^2_v} + \| (v)^{M+q_{s,}} (I - P) \hat{f} \|^2_{L^2_v} \leq C(\nu (A[(v)^{M+q_{s,}} Z^\beta \nabla_v (I - P) \hat{f}] + A[(v)^{M} Z^\beta (I - P) \hat{f}])
\]
\[
+ C \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} \| Z^\beta P \hat{f} \|^2_{L^2_v} + C(\nu + |k|) \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1} (I - P) \hat{f}].
\]

Proof. We omit the subscript \(L^2_v\) for convenience of notation. From (2.1) we compute that
\[
\frac{1}{2} \frac{d}{dt} \| Z^\beta \hat{f} \|^2_{L^2_v} + \nu \left\langle (v)^{M+q_{s,}} Z^\beta (I - P) \hat{f}, (v)^{M+q_{s,}} Z^\beta \nabla_v (I - P) \hat{f} \right\rangle_{L^2_v} = -\nu \text{Re} \left\langle Z^\beta \mathcal{L}(I - P) \hat{f}, Z^\beta \mathcal{P} \hat{f} \right\rangle_{L^2_v}
\]
\[
+ \nu \text{Re} \left\langle [\mathcal{L}, Z^\beta] (I - P) \hat{f}, Z^\beta (I - P) \hat{f} \right\rangle_{L^2_v}.
\]
Appealing to (3.3), since \((a - b)^2 \geq a^2/2 - 2b^2\), we get
\[
\left\langle (v)^{M+q_{s,}} Z^\beta (I - P) \hat{f}, (v)^{M+q_{s,}} Z^\beta \nabla_v (I - P) \hat{f} \right\rangle \geq C_1 A[(I - P) Z^\beta (I - P) \hat{f}]
\]
\[
\geq C_1 \nu [A(Z^\beta (I - P) \hat{f}) - 2C_1 A(P Z^\beta (I - P) \hat{f})].
\]
By the definition of \(Z^\beta\) and the fact that \(P((t \nabla_x)^\beta (I - P) \hat{f}) = 0\) for any multi-index \(\beta\), notice that
\[
P(Z^\beta (I - P) \hat{f}) = P \left( \sum_{|\beta_1| + |\beta_2| = |\beta|} C_{\beta_1, \beta_2} (i \nu)^{|\beta_1|} (\nabla_v)^{|\beta_2|} (I - P) \hat{f} \right)
\]
\[
= P \left( \sum_{|\beta_1| + |\beta_2| = |\beta|} \sum_{|\beta_3| + \beta_4 = |\beta_1|} C_{\beta_1, \beta_2, \beta_3, \beta_4} (\nabla_v)^{|\beta_2| + |\beta_4|} Z^{\beta_3} (I - P) \hat{f} \right).
\]
Since we are doing the projection onto the kernel of \(\mathcal{L}\), we can safely move all the \(v\)-derivatives and weights on \(\sqrt{\nu}\). Thus
\[
A[Z^\beta (I - P) \hat{f}] \lesssim \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1} (I - P) \hat{f}].
\]
From the commutation properties (3.7)-(3.8) and (3.4), we obtain
\[
| \left\langle [\mathcal{L}, Z^\beta] (I - P) \hat{f}, Z^\beta (I - P) \hat{f} \right\rangle | \leq \frac{C_1}{200} A[Z^\beta (I - P) \hat{f}] + C \sum_{|\beta| \leq |\beta| - 1} A[Z^{\beta_1} (I - P) \hat{f}].
\]
It remains to control the term involving the macroscopic part, where we crucially exploit the cancellation
\[
\left\langle ((t \nabla_x)^\beta \mathcal{L}(I - P) \hat{f}, (t \nabla_x)^\beta \mathcal{P} \hat{f} \right\rangle = 0
\]
to write
\[
\left\langle Z^\beta \mathcal{L}(I - P) \dot{f}, Z^\beta P \dot{f} \right\rangle = \sum_{|\beta_1| + |\beta_2| = |\beta|} C_{\beta_1, \beta_2} \left\langle \mathcal{L}(ik)^{\beta_1} (I - P) \dot{f}, (ik)^{\beta_1} (\nabla_v)^{\beta_2} P \dot{f} \right\rangle \quad (4.47)
\]
\[
\quad + \sum_{|\beta_1| + |\beta_2| = |\beta|} C_{\beta_1, \beta_2} \left\langle (ik)^{\beta_1} (\nabla_v)^{\beta_2} \mathcal{L}(I - P) \dot{f}, (ik)^{\beta_1} P \dot{f} \right\rangle \quad (4.48)
\]
\[
\quad + \sum_{|\beta_1| + |\beta_2| = |\beta|} C_{\beta_1, \beta_2} \left\langle (ik)^{\beta_1} (\nabla_v)^{\beta_2} \mathcal{L}(I - P) \dot{f}, (ik)^{\beta_1} (\nabla_v)^{\beta_2} P \dot{f} \right\rangle.
\]
Since \((t\nabla_v)^{\beta} = (Z - \nabla_v)^{\beta}\), moving all the \(v\)-derivatives on the Maxwellian, it is not hard to show that
\[
\left| \left\langle \mathcal{L}(ik)^{\beta_1} (I - P) \dot{f}, (ik)^{\beta_1} (\nabla_v)^{\beta_2} P \dot{f} \right\rangle \right| \lesssim |tk|^{\beta_1}|(\hat{\rho}, \hat{m}, \hat{e})| \sum_{|\beta| \leq |\beta_1|} \sqrt{A[Z^\beta(I - P) \dot{f}]}
\]
For the term in (4.48), we first move \((ik)^{\beta_1}\) on \(I - P\) and \((ik)^{\beta_1} (\nabla_v)^{\beta_2}\) on \(P\) and then argue as above. The remaining terms are lower order and can be controlled analogously to finally obtain
\[
\left| \left\langle Z^\beta \mathcal{L}(I - P) \dot{f}, Z^\beta P \dot{f} \right\rangle \right| \lesssim \sum_{|\beta_1| \leq |\beta|} \sqrt{A[Z^\beta(I - P) \dot{f}] |tk|^{\beta_1}|(\hat{\rho}, \hat{m}, \hat{e})|}
\]
Combining (4.42), (4.43), (4.44), (4.45) and (4.49) we have
\[
\frac{1}{2} \frac{d}{dt} \|Z^\beta \dot{f}\|^2 + |k| \frac{C_1}{100} A[Z^\beta(I - P) \dot{f}] \lesssim |k| \sqrt{A[Z^\beta(I - P) \dot{f}] |tk|^{\beta_1}|(\hat{\rho}, \hat{m}, \hat{e})|}
\]
\[
\quad + \sum_{|\beta_1| \leq |\beta|} \sqrt{A[Z^\beta(I - P) \dot{f}] |tk|^{\beta_1}|(\hat{\rho}, \hat{m}, \hat{e})|} + |k| \sum_{|\beta_1| \leq |\beta|} A[Z^\beta(I - P) \dot{f}].
\]
From Young’s inequality, for any \(\tilde{\delta} > 0\) we have
\[
|k| \sqrt{A[Z^\beta_1(I - P) \dot{f}] \sum_{|\beta_1| \leq |\beta|} |(tk)^{\beta_1}(\hat{\rho}, \hat{m}, \hat{e})| \leq \tilde{\delta} v A[Z^\beta(I - P) \dot{f}]
\]
\[
\quad + \tilde{\delta} - 1 |k|^2 \sum_{|\beta_1| \leq |\beta|} \sum_{|\beta_1| \leq |\beta|} |tk|^{2\beta_1}|(\hat{\rho}, \hat{m}, \hat{e})|^2.
\]
Arguing analogously for the remaining terms and taking into account Lemma 4.3, we prove (4.36).
To prove (4.37), from (4.35) we compute
\[
\frac{1}{2} \frac{d}{dt} \|Z^\beta(I - P) \dot{f}\|^2 + v \left\langle \mathcal{L}(Z^\beta(I - P) \dot{f}), Z^\beta(I - P) \dot{f} \right\rangle \quad (4.50)
\]
\[
= \text{Re} \left( Z^\beta P(ik \cdot v \dot{f}), Z^\beta(I - P) \dot{f} \right) - \text{Re} \left( Z^\beta(ik \cdot v P \dot{f}), Z^\beta(I - P) \dot{f} \right)
\]
\[
\quad + v \left\langle [\mathcal{L}, Z^\beta](I - P) \dot{f}, Z^\beta(I - P) \dot{f} \right\rangle.
\]
For the last term in (4.51), using the Cauchy-Schwarz inequality and standard properties of the Maxwellian we get
\[
\left| \left\langle Z^\beta(ik \cdot v P \dot{f}), Z^\beta(I - P) \dot{f} \right\rangle \right| \leq \tilde{\delta} v A[Z^\beta(I - P) \dot{f}]
\]
\[
\quad + \tilde{\delta} - 1 |k|^2 \sum_{|\beta| \leq |\beta|} \sum_{|\beta| \leq |\beta|} |tk|^{2\beta}|(\hat{\rho}, \hat{m}, \hat{e})|^2.
\]
Notice that here we pay a large constant in front of the macroscopic dissipation up to order $|\beta|$. This is why we have to choose $c_1 \ll c_0$ in the definition of the energy functional (2.10).

To control the first term on the right-hand side of (4.51), we can again exploit a cancellation as in (4.46) to remove the highest order $t \nabla_x$-derivatives. In particular, we have

$$\left< (tik)^\beta P(ik \cdot v \dot{f}), (tik)^\beta (I - P) \dot{f} \right> = 0.$$  

Hence, writing $(ik \cdot v \dot{f}) = (ik \cdot v P \dot{f}) + (ik \cdot v (I - P) \dot{f})$, and arguing as done in (4.47) to get (4.49), we infer

$$| \left< Z^\beta P(ik \cdot v \dot{f}), Z^\beta (I - P) \dot{f} \right> | \leq \tilde{\delta}(\nu + |k|) A[Z^\beta(I - P) \dot{f}]$$  

$$+ C_\delta \frac{|k|^2}{\nu} \sum_{|\beta_1| \leq |\beta|} |tk|^{2|\beta_1|} |(\tilde{\rho}, \tilde{m}, \tilde{e})|^2 + C|k| \sum_{|\beta_1| \leq |\beta| - 1} A[Z^\beta_1(I - P) \dot{f}] \tag{4.53}$$

Therefore, from the energy identity (4.50) we first combine (4.43), (4.44), (4.45), (4.52) and (4.53). Then, appealing to Lemma 4.3 and using that $|k| \leq \delta_0^{-1} \nu$ we prove (4.37) upon choosing $\delta$ in (4.52) and (4.53) sufficiently small.

To get (4.39), we can proceed as done to obtain (4.37) but we need to handle the commutator between the weight and $\mathcal{L}$. In particular, the energy identity has the same structure of (4.50) with the extra term

$$\nu \left< [\mathcal{L}, \langle v \rangle^M] Z^\beta(I - P) \dot{f}, Z^\beta(I - P) \dot{f} \right>.$$

Appealing to (3.9), we get

$$\nu \left< [\mathcal{L}, \langle v \rangle^M] Z^\beta(I - P) \dot{f}, Z^\beta(I - P) \dot{f} \right> \lesssim \nu \left\| \nu Z^\beta(I - P) \dot{f} \right\|^2 \lesssim \nu A[Z^\beta(I - P) \dot{f}],$$

whence proving (4.39).

To handle the terms with the $v$-derivatives, observe that

$$\partial_t \nabla_v(I - P)f + v \cdot \nabla_x \nabla_v(I - P)f + \nu \mathcal{L} \nabla_v(I - P) f = -\nabla_x \dot{f} + \nu[\mathcal{L}, \nabla_v](I - P)f + \nabla_v P(v \cdot \nabla_x f) - v \cdot \nabla_x \nabla_v P f. \tag{4.54}$$

On the left-hand side we have exactly the same structure we had without $\nabla_v$. On the right-hand side of (4.54), the first three terms are different with respect to the case without $v$-derivatives. The term $\nabla_x \dot{f}$ is the most dangerous one. Notice that here we can always pay a large constant for error terms involving the dissipation without $v$-derivatives since we choose $2^{-c_1} \ll 2^{-c_0}$ in the definition of the energy functional (2.10).

To prove (4.38) and (4.40), observe that by the commutation properties in Lemma 3.3, for $j = 0, 1$ we have

$$\nu \left| \left< \langle v \rangle^j(M + q_{\gamma,s}) Z^\beta[I, \nabla_v](I - P) \dot{f}, \langle v \rangle^j(M + q_{\gamma,s}) Z^\beta(I - P) \dot{f} \right> \right| \lesssim \tilde{\delta} \nu A[I, \langle v \rangle^j(M + q_{\gamma,s}) Z^\beta(I - P) \dot{f}] + C_\delta \nu \sum_{|\beta| \leq |\beta|} A[I, \langle v \rangle^j(M + q_{\gamma,s}) Z^\beta(I - P) \dot{f}], \tag{4.55}$$

where we also used that $q_{\gamma,s} \leq 0$ to obtain the last terms inside the sum above.

For the error terms generated by $\nabla_v P(v \cdot \nabla_x f) = \nabla_v P(v \cdot \nabla_x P f) + \nabla_v P(v \cdot \nabla_x (I - P) f)$, moving all the $v$-derivatives and weights on the term containing $P$, we get that

$$\left| \left< \langle v \rangle^j(M + q_{\gamma,s}) \nabla_v P(ik \cdot v \dot{f}), \langle v \rangle^j(M + q_{\gamma,s}) \nabla_v Z^\beta(I - P) \dot{f} \right> \right| \lesssim (|k| + \nu) A[Z^\beta(I - P) \dot{f}] + \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} |tk|^{2|\beta|} |(\tilde{\rho}, \tilde{m}, \tilde{e})|^2.$$
For the error terms arising form $-\nabla_x f$, we argue as follows
\[
\left| \left\langle (\nu)^{j(M+q_t,s)} Z^\beta (ik \hat{f}), (\nu)^{j(M+q_t,s)} Z^\beta \nabla_v (I-P) \hat{f} \right\rangle \right| \leq \\
\left| \left\langle (\nu)^{j(M+q_t,s)} Z^\beta (ik P \hat{f}), (\nu)^{j(M+q_t,s)} Z^\beta \nabla_v (I-P) \hat{f} \right\rangle \right| \\
+ \left| \left\langle (\nu)^{j(M+q_t,s)} Z^\beta (ik (I-P) \hat{f}), (\nu)^{j(M+q_t,s)} Z^\beta \nabla_v (I-P) \hat{f} \right\rangle \right| \quad := I_1^1 + I_2^1
\]

For $I_1^1$, integrating by parts in $\nu$ and using the properties of the Maxwellian we have
\[
I_1^1 \leq \tilde{\nu} A \mathbb{E}[Z^\beta (I-P) \hat{f}] + C_3 \frac{|k|^2}{\nu} \sum_{|\beta| \leq |\beta|} |tk|^{2|\beta|} \langle \hat{\rho}, \hat{m}, \hat{e} \rangle^2.
\]

To handle $I_2^1$, since $M > 2\gamma / 2 + s$ and $|k| \leq \delta_0^{-1} \nu$, notice that
\[
I_2^1 \leq \frac{\tilde{\nu}}{2} \left| Z^\beta \nabla_v (I-P) \hat{f} \right|^2_{L^2_{\nu}} + C_3 \frac{\nu}{\nu} \left| Z^\beta \langle \nu \rangle (\nu)^{s+\gamma/2} (I-P) \hat{f} \right|^2_{L^2_{\nu}} \\
\leq \tilde{\nu} A \mathbb{E}[Z^\beta \nabla_v (I-P) \hat{f}] + C_3 \nu A \mathbb{E}[Z^\beta \langle \nu \rangle M (I-P) \hat{f}].
\]

For $I_2^2$, we proceed as done to control the mixed inner product in the enhanced dissipation regime, see (4.20). Namely, appealing to the Cauchy-Schwarz inequality we get
\[
I_2^2 \leq \sum_{j=0}^{+\infty} \left| k \right| \left| 1_{\{2^j \leq |\nu| \leq 2^{j+1} \}} \langle \nu \rangle^{M+q_t,s} Z^\beta (I-P) \hat{f} \right| \left| 1_{\{2^j \leq |\nu| \leq 2^{j+1} \}} \langle \nu \rangle^{M+q_t,s} Z^\beta \nabla_v (I-P) \hat{f} \right| \\
:= \sum_{j=0}^{+\infty} \tilde{R}_j
\]
Combining the Young’s inequality, the Gagliardo-Nirenberg inequality and using $q_{\gamma,s} < \gamma / (2s)$, as in (4.18)-(4.20), we obtain that
\[
\sum_{j=0}^{+\infty} \tilde{R}_j \leq \tilde{\nu} \frac{|k|^2}{\nu} \left| \langle \nu \rangle^{M+q_t,s} Z^\beta (I-P) \hat{f} \right|^2 \\
+ \nu \left( \tilde{\nu} A \left[ \langle \nu \rangle^{M+q_t,s} \nabla_v Z^\beta (I-P) \hat{f} \right] + C_3 \nu A \left[ \langle \nu \rangle^M Z^\beta (I-P) \hat{f} \right] \right).
\]

Hence, the proofs of (4.38) and (4.40) follows by computing the time derivatives and using the estimates (4.55)-(4.56) (upon choosing $\delta$ sufficiently small).

Finally, to prove (4.41) notice that the good term on the left-hand side of (4.41) is given from the $-\nabla_x f$ in (4.54) since $\left\langle (\nu)^{M+q_t,s} \nabla_x, P \right\rangle = 0$. Similarly to (4.5), the terms arising from the transport $v \cdot \nabla_x$ cancel out. All the remaining error terms can be treated in a similar way to what we did to get (4.38)-(4.40). For instance, we control the following term as
\[
\left| \left\langle (\nu)^{M+q_t,s} \nabla_v Z^\beta (I-P) \hat{f}, (\nu)^{M+q_t,s} Z^\beta \mathcal{L} (ik (I-P) \hat{f}) \right\rangle \right| \leq \\
C \nu \left( A [\langle \nu \rangle^{M+q_t,s} \nabla_v (I-P) \hat{f}] + A [\langle \nu \rangle^M (I-P) \hat{f}] \right),
\]
where we used $|k| \leq \delta_0^{-1} \nu$ and $q_{\gamma,s} < 0$. The remaining error terms can be handled analogously.

We are now ready to present the proof of the monotonicity estimate (4.2), whence concluding the proof of Proposition 4.1.

**Proof of (4.2).** Recall the definition of $E^T_{M,N}$ in (2.10) and $D^T_{M,N}$ in (2.14). When computing the time-derivative of $E^T_{M,N}$ we neglect the negative terms on the left-hand side appearing from the time derivative of $\langle \nu t \rangle^{-2\beta}$. Up to the constant independent of $C_1$ in front of each term, the first term in (2.14) directly follows by the standard $L^2_{\nu}$-energy estimate for the Boltzmann equation while the others are a suitable linear combination of the good terms in Lemma 4.4 and Lemma 4.7. The error terms are absorbed thanks to the choice of the constants $c_i \ll c_{i+1}$ and $1 \ll C_0 \ll C_1$. Finally, $\delta d$ can be chosen to scale as the smallest constant in $E^T_{M,N}$, namely $\delta d = c_3C/1000$ upon choosing $C_0$ sufficiently large. \[\square\]
4.3. Decay estimates. In this section, we aim at proving the decay estimates in Theorem 2.4. Thanks to the monotonicity estimates in Proposition (4.1), it is enough to reconstruct the energy functional from the available (anisotropic) dissipation. In the hard potential case $2s + \gamma \geq 0$, this is a relatively simple consequence of some interpolation inequalities. On the other hand, for soft potentials the dissipation degenerates for large velocities. To overcome this problem, the standard procedure (e.g. [19, 30, 60]) is to use the control on higher-order moments. Indeed, the monotonicity estimates (4.1) and (4.2) are true also for the functionals $E^*_{M + M', B}$ for any $M' > 0$. Recalling the definition of $E_{M, B}$ given in (2.15), i.e.
\[ E_{M, B}(t) = \mathbb{1}_{\nu/|k| \leq \delta_0} E^{*}_{M, B}(t) + \mathbb{1}_{\nu/|k| > \delta_0} E^{T}_{M, B}(t), \]
we want to prove the following.

**Lemma 4.8.** Let $E_{M, B}$ be the functional defined in (2.15) and define $\varpi = (|\gamma|(2s) + 2s|q_\gamma, s|)/(1 + s)$. Then, for any $M' > 0$, there exists constants $c, C > 0$ such that for all $R \geq 1$,
\[ \frac{d}{dt} E_{M, B}(t) \leq -c\lambda_{\nu, k} \frac{R^2}{R^2 + 2|s| + 2M'} E_{M + M', B}(0), \]
where $\lambda_{\nu, k}$ is defined in (1.11).

Having at hand the inequality (4.57), whose proof we postpone at the end of this section, we are ready to prove Theorem 2.4.

**Proof of Theorem 2.4.** For $0 \leq t \leq 1$ we have nothing to prove, therefore we assume $t > 1$ in the sequel. For simplicity of notation, we write $\lambda$ instead of $\lambda_{\nu, k}$. Let $0 < p < 1$ and choose $R$ in (4.57) as
\[ R = \langle \lambda t \rangle^{\frac{1}{1-p}}. \]

Then, calling $\delta_p = c(1 - p)/2$, combining the inequality (4.57) with the choice of $R$ we get
\[ \frac{d}{dt} \left(e^{\delta_p(\lambda t)^{1-p}} E_{M, B}(t)\right) \lesssim \frac{\lambda e^{\delta_p(\lambda t)^{1-p}}}{\langle \lambda t \rangle^{p(|\gamma| + 2s|s| + 2M')}} E_{M + M', B}(0). \]

Define
\[ M'' = \frac{p(|\gamma + 2s| + 2M')}{\varpi}, \]
 Choosing $M'$ sufficiently large, we have $M'' > 2$. Integrating in time (4.58), we get
\[ E_{M, B}(t) \lesssim e^{-\delta_p(\lambda t)^{1-p}} E_{M, B}(0) + E_{M + M', B}(0) e^{-\delta_p(\lambda t)^{1-p}} \int_0^t \frac{\lambda e^{\delta_p(\lambda t)^{1-p}}}{\langle \lambda t \rangle^{pM''}} \, dt. \]

To control the last integral in the inequality above, first observe that
\[ \int_0^t \frac{\lambda e^{\delta_p(\lambda t)^{1-p}}}{\langle \lambda t \rangle^{pM''}} \, dt = \left( \int_0^{M/2} + \int_{M/2}^M \right) e^{\delta_p(s^{1-p})} \, ds \lesssim e^{\delta_p(\lambda t/2)^{1-p}} + \frac{1}{\langle \lambda t/2 \rangle^{M''}} \int_{\lambda t/2}^M e^{\delta_p(s^{1-p})} \, ds. \]

Having that
\[ \int_{\lambda t/2}^M e^{\delta_p(s^{1-p})} \, ds = \int_{\lambda t/2}^M s^p(s^{-p}e^{\delta_p(s^{1-p})}) \, ds \lesssim (\lambda t)^p e^{\delta_p(\lambda t)^{1-p}}, \]

we obtain
\[ e^{-\delta_p(\lambda t)^{1-p}} \int_0^t \frac{\lambda e^{(\lambda t)^{1-p}}}{\langle \lambda t \rangle^{M''}} \, dt \lesssim e^{-\delta_p((\lambda t/2)^{1-p})} + \frac{(\lambda t)^p}{\langle \lambda t/2 \rangle^{M''}} \lesssim \frac{1}{\langle \lambda t \rangle^M}, \]
where $M = M'' - p > 1$ and in the last inequality we used that $0 < p < 1$ to bound the exponential term with the polynomially decaying one. Therefore, combining the bound above with (4.59), we finally get
\[ E_{M, B}(t) \lesssim e^{-\delta_p(\lambda t)^{1-p}} E_{M, B}(0) + \frac{1}{\langle \lambda t \rangle^M} E_{M + M', B}(0), \]
whence proving (2.17).
It thus remain to prove Lemma 4.8.

Proof of Lemma 4.8. From the definition of $E_{M,B}(t)$ (2.15) and $D_{M,B}(t)$ (2.16), we study the enhanced dissipation regime ($\nu/|k| \leq \delta_0$) and the Taylor dispersion one ($\nu/|k| > \delta_0$) separately.

\textcircled{1} Taylor dispersion regime. When $\nu/|k| > \delta_0$, recall the definitions of the energy $E_{M,N}^{T,d}$ and dissipation $D_{M,N}^{T,d}$ given in (2.10) and (2.14) respectively. We need to reconstruct the energy functional from the available dissipation. Thanks to the equivalence (2.12), it is enough to reconstruct only the positive terms in $E_{M,B}^{T,d}$.

Exploiting the integrability properties of the Maxwellian and $M + q_{\gamma,s} > 1$, we get

$$
\frac{|k|^2}{\nu} \left( \|Z^\beta P \hat{f}\|^2 + \|\langle v \rangle^M q_{\gamma,s} Z^\beta (I - P) \hat{f}\|^2 \right) + \frac{|k|^2}{\nu} (\langle v \rangle_{\beta=0} \|\hat{f}\|^2 + \|Z^\beta (I - P) \hat{f}\|^2).
$$

(4.60)

Next, first note the following

$$
\|\chi_{|v| \leq R} g\|_{L^2}^2 \geq \|g\|_{L^2}^2 - \|\chi_{|v| > R} g\|_{L^2}^2 \geq \|g\|_{L^2}^2 - R^{-2M'} \|\langle v \rangle^{M'} g\|_{L^2}^2,
$$

(4.61)

for any $M' > 0$. To recover the weighted term without $v$-derivatives in $E_{M,B}^{T,d}$, we use the last term in (2.14). Namely, in view of Proposition 3.1, since $\nu \gtrsim |k|^2/\nu$, we have

$$
\nu A[\langle v \rangle^M Z^\beta (I - P) \hat{f}] \gtrsim \frac{|k|^2}{\nu} \|\langle v \rangle^M \chi_{|v| \leq R} Z^\beta (I - P) \hat{f}\|_{L^2_{\gamma/2+s}}^2
$$

(4.62)

In the last inequality we used that $\nu \gtrsim |k|^2/\nu$, we have

$$
\nu A[\langle v \rangle^M Z^\beta (I - P) \hat{f}] \gtrsim \frac{|k|^2}{\nu} \|\langle v \rangle^M \chi_{|v| > R} Z^\beta (I - P) \hat{f}\|_{L^2_{\gamma/2+s}}^2
$$

(4.63)

Combining (2.12), (4.60), (4.62) and (4.63), since $|k| \gtrsim \nu^{-1}|k|^2$, we get

$$
D_{M,B}^{T,d}(t) \gtrsim \frac{\nu^{-1}|k|^2}{R^{\gamma + 2s}} E_{M,B}^{T,d}(t) - \frac{\nu^{-1}|k|^2}{R^{\gamma + 2s} + 2M'} E_{M + \gamma, B}^{T,d}(0).
$$

(4.64)

Therefore

$$
\frac{1}{2} \frac{d}{dt} E_{M,B}^{T,d}(t) \lesssim - \frac{\nu^{-1}|k|^2}{R^{\gamma + 2s}} E_{M,B}^{T,d}(t) + \frac{\nu^{-1}|k|^2}{R^{\gamma + 2s} + 2M'} E_{M + \gamma, B}^{T,d}(0).
$$

In light of the definition of $\lambda_{\nu,k}$ (1.11) and $E_{M,B}$ (2.15), since $|\gamma + 2s| \leq \varepsilon$ the bound (4.57) is proved in the Taylor dispersion regime.

\textcircled{2} Enhanced dissipation regime. The idea of proof is very similar to the previous one, we only need to be more careful with the right scaling of the $\beta$-dependent coefficients when reconstructing the energy functional $E_{M,B}^{\nu,k}$ (2.2) from the dissipation $D_{M,N}^{\nu,k}$ (2.5). In this case, recall that

$$
E_{M,B}^{\nu,k}(t) \approx \sum_{\alpha + |\beta| \leq B} \frac{2^{-\alpha} \langle \nu \rangle^{\alpha}}{\langle \nu \rangle^{2\beta}} \left( \|\langle v \rangle^M Z^\beta \hat{f}\|^2 + a_{\nu,k} \|\langle v \rangle^M q_{\gamma,s} Z^\beta \nabla_v \hat{f}\|^2 \right).
$$

(4.65)

To reconstruct the term without $v$-derivatives, we cannot proceed as in (4.62) since for large $|k|$’s we have $\nu \ll \lambda_{\nu,k}$. Thus, we have to exploit the good term generated by the mixed inner product. Namely,
in view of Proposition 4.1 we know that $E_{M,B}^{e,d}$ is non-increasing for any $M$. Thus

$$b_{\nu,k}|k|^2 \left\| \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\|^2 \geq \frac{\lambda_{\nu,k}}{R^{2|q_{\gamma,s}|}} \left( \left\| \langle v \rangle^{M} Z^\beta \hat{f} \right\|^2_{L^2} - \frac{1}{R^{2|q_{\gamma,s}|}} E_{M+M',N}^{e,d}(0) \right) \quad (4.66)$$

where we recall that in this case

$$\lambda_{\nu,k} = \frac{\delta_1}{b_0} |k|^2 b_{\nu,k} = \frac{\delta_1}{u^{1+2s}} |k|^2 u^{2s}.$$  

To reconstruct the piece with $\nu$-derivatives, we need to exploit an interpolation inequality. Combining Proposition 3.1 with Lemma A.1, we have

$$A(\langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f}) \geq \frac{1}{R^{2|\gamma|(2-s)}} \left\| \chi |v| \leq R \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|^2 \quad (4.67)$$

From the definitions of $\lambda_{\nu,k}$ (1.11) and $a_{\nu,k}$ (2.4), notice that

$$\lambda_{\nu,k} a_{\nu,k} = \frac{1}{1+2s} a_0^{1+2s} (\nu a_{\nu,k})^{1+2s} (\nu a_{\nu,k})^{1+2s} \quad (4.68)$$

Therefore, using the Gagliardo-Nirenberg inequality we have

$$\lambda_{\nu,k} a_{\nu,k} \left\| \nabla_v g \right\|^2_{L^2(B_R)} \geq \frac{1}{1+2s} a_0^{1+2s} \left( \nu a_{\nu,k} \left\| \nabla_v g \right\|^2_{H^s(B_R)} \right)^{1+2s} \left( \nu a_{\nu,k} \left\| g \right\|^2_{L^2(B_R)} \right)^{1+2s} \quad (4.69)$$

Since $a_0, \delta_1 \ll 1$, combining (4.66), (4.67) with (4.68), we infer

$$\nu a_{\nu,k} A(\langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f}) + b_{\nu,k}|k|^2 \left\| \langle v \rangle^{M+q_{\gamma,s}} Z^\beta \hat{f} \right\|^2_{L^2} \geq \frac{1}{R^{\gamma(2-s)}} \left\| \chi |v| \leq R \langle v \rangle^{M+q_{\gamma,s}} \nabla_v Z^\beta \hat{f} \right\|_{H^s}^2 + \frac{\lambda_{\nu,k}}{R^{2|q_{\gamma,s}|}} \left\| \chi |v| \leq R \langle v \rangle^{M} Z^\beta \hat{f} \right\|^2_{L^2} \quad (4.70)$$

where we also used $\varpi = ((\gamma|2-s| + 2s|q_{\gamma,s}|)/(1+s)$, the inequality (4.61) and the fact that $E_{M,B}^{e,d}$ is non-increasing for any $M$. Hence, recalling the definition of $D_{M,N}^{e,d}$, combining (4.66), (4.69) and (4.65), we obtain

$$D_{M,B}^{e,d} \geq \frac{\lambda_{\nu,k}}{R^{-\varpi+2s}} E_{M,B}^{e,d} \geq \frac{\lambda_{\nu,k}}{R^{-\varpi+2s}} E_{M+M',B}^{e,d}(0) \quad (4.70)$$

Consequently, appealing to (4.23) we get

$$\frac{\lambda_{\nu,k}}{R^{2s}} E_{M,B}^{e,d} \leq -\frac{\lambda_{\nu,k}}{R^{2s}} + C \frac{\lambda_{\nu,k}}{R^{2s}} E_{M+M',N}^{e,d}(0),$$

whence proving (5.57) in the enhanced dissipation regime since $|\gamma + 2s| \leq \varpi$.  

5. NONLINEAR ESTIMATES

In this section we aim at proving Proposition 2.8, which requires the control of several error terms arising from the time derivative of the energy functionals. We first define such error terms and we collect their bounds Propositions 5.2-5.7. Having at hand the aforementioned bounds, we finally prove
Proposition 2.8. Recall that

\[
\mathcal{E}(t) = \int_{|k| \leq \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} E^{T,d}_{M,B}(t,k) dk + \int_{|k| > \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} E^{d}_{M,B}(t,k) dk,
\]

\[
\mathcal{E}_{LF}(t) = \sup_{k:|k| \leq \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} E^{T,d}_{M,B}(t,k) + \sup_{k:|k| > \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} E^{d}_{M,B}(t,k),
\]

\[
\mathcal{E}_{mom}(t) = \int_{|k| \leq \delta_0^{-1} \nu} E^{T,d}_{M+M_j,B}(t,k) dk + \int_{|k| > \delta_0^{-1} \nu} E^{d}_{M+M_j,B}(t,k) dk,
\]

\[
\mathcal{E}_{mom,LF}(t) = \sup_{k:|k| \leq \delta_0^{-1} \nu} E^{T,d}_{M+M_j,B}(t,k) + \sup_{k:|k| > \delta_0^{-1} \nu} E^{d}_{M+M_j,B}(t,k),
\]

where we assume the conditions (2.19). Associated to these energies, we have the dissipation defined as above with

\[
(\mathcal{E}_e, E^{T,d}_e, E^{v,d}_e) \rightarrow (\mathcal{D}_e, D^{T,d}_e, D^{v,d}_e).
\]

Taking the time derivative of \( \mathcal{E} \) and exploiting the pointwise in frequency monotonicity estimates in Proposition 4.1, we know that

\[
\frac{d}{dt} \mathcal{E} \leq -\delta_* \mathcal{D} + \int_{\mathbb{R}^d} L_{J,M,B} dk
\]

\[
+ \nu \int_{|k| \leq \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} N L^{T,d}_{M,B} dk + \nu \int_{|k| > \delta_0^{-1} \nu} (\lambda_{\nu,k} t)^{2J} N L^{v,d}_{M,B} dk,
\]

where \( \delta_* = \min\{\delta_\varepsilon, \delta_d\} > 0 \) with \( \delta_\varepsilon, \delta_d \) being the one appearing in (4.1)-(4.2). The linear error term is

\[
L_{J,M,B} := 2J\lambda_{\nu,k} (\lambda_{\nu,k} t)^{2J-1} (1_{|k| \leq \delta_0^{-1} \nu} E^{T,d}_{M,B} + 1_{|k| > \delta_0^{-1} \nu} E^{v,d}_{M,B}).
\]

We define the nonlinear error terms as follows: the one arising from the enhanced dissipation energy functional \( E^{v,d}_{M,B} \) is

\[
N L^{v,d}_{M,B} = \sum_{|\alpha| + |\beta| \leq B} 2^{-c_{\beta}} (k)^{2\alpha} \left| \left( \langle \nu \rangle^M Z^\beta \Gamma(f,f), \langle \nu \rangle^M Z^\beta \hat{f} \right)_{L^2} \right|^2
\]

\[
+ a_{\nu,k} \left| \left( \langle \nu \rangle^{M+q,v} \nabla_v Z^\beta \Gamma(f,f), \langle \nu \rangle^{M+q,v} \nabla_v Z^\beta \hat{f} \right)_{L^2} \right|^2
\]

\[
+ b_{\nu,k} \left| \left( \langle \nu \rangle^{M+q,v} Z^\beta i k \Gamma(f,f), \langle \nu \rangle^{M+q,v} \nabla_v Z^\beta \hat{f} \right)_{L^2} \right|^2
\]

\[
+ b_{\nu,k} \left| \left( \langle \nu \rangle^{M+q,v} \nabla_v Z^\beta \Gamma(f,f), \langle \nu \rangle^{M+q,v} Z^\beta i k \hat{f} \right)_{L^2} \right|^2
\]

From \( E^{T,d}_{M,B} \), using that \( \langle \Gamma(f,f), f \rangle = \langle \Gamma(f,f), (I - \mathcal{P}) f \rangle \), we get

\[
N L^{T,d}_{M,B} = \left| \left( \Gamma(f,f), (I - \mathcal{P}) \hat{f} \right)_{L^2} \right|^2 + \sum_{|\alpha| + |\beta| \leq B} \int_{\mathbb{R}^d} \frac{1}{(\nu t)^{2\beta}} \left| \left( \langle \nu \rangle^M Z^\beta \Gamma(f,f), Z^\beta \hat{f} \right)_{L^2} \right|^2
\]

\[
+ \frac{c_1}{\nu} \left( \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta \Gamma(f,f), \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f} \right)_{L^2}
\]

\[
+ \left( \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta i k \Gamma(f,f), \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f} \right)_{L^2}
\]

\[
+ \frac{c_0}{\nu} \left( \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta \Gamma(f,f), \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f} \right)_{L^2}
\]

\[
+ \left( \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta i k \Gamma(f,f), \langle \nu \rangle^{M+jq,v} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f} \right)_{L^2}
\]

where

\[
\mathcal{M}_\Gamma := \left| \Lambda \left[ \Gamma(f,f) \right] \cdot (i k \hat{e}) \right| + \left| \Theta \left[ \Gamma(f,f) \right] : (i k \hat{m} + (i k \hat{m})^T) \right|.
\]
Observe that the term above, which is given by the mixed inner product with macroscopic variables defined in (2.11), contains only the nonlinear terms for the equations involving the higher-order moments $\Theta$ and $\Lambda$. This is a consequence of $\langle \Gamma(f, f), Pf \rangle = 0$.

The time derivative of $E_{LF}$ is as (5.4) with

$$(E, D) \to (E_{LF}, D_{LF}), \quad (J, M, B) \to (J', M', B') \quad \text{and} \quad \int \to \sup.$$  \hspace{1cm} (5.11)

For $E_{mom,*}$ instead we change (5.4) as follows

$$(E, D) \to (E_{mom}, D_{mom}), \quad (J, M, B) \to (0, M + M_J, B),$$

$$(E, D) \to (E_{mom,LF}, D_{mom,LF}), \quad (J, M, B) \to (0, M' + M_{J'}, B') \quad \text{and} \quad \int \to \sup.$$  \hspace{1cm} (5.12)

**Remark 5.1.** Notice that, since we are not imposing any time-decay for $E_{mom,*}$, we do not have the linear error term. Namely $L_{0,M,B} = 0$.

The goal is then to bound the error terms in (5.4) (with the changes (5.11)-(5.12)) for $E$ (each) energy functional. The bounds for the linear errors are a direct consequence of the lower bounds on the dissipation functionals given in Section 4.3. In particular, we show the following in Section 5.1.

**Proposition 5.2.** Let $L_{J,M,B}$ be defined as in (5.5). Then, there exists constants $C_1, C_2 > 0$ (explicitly computable) such that

$$\int_0^t \int_{\mathbb{R}^d} L_{J,M,B} dt dk \leq \frac{\delta_s^2}{8} \int_0^t (E_{mom}(s)), \quad (5.13)$$

$$\int_0^t \sup_{k \in \mathbb{R}^d} L_{J',M',B'} dt \leq \frac{\delta_s^2}{8} \int_0^t (E_{mom,LF}(s)), \quad (5.14)$$

where $\delta_s > 0$ is the constant in (5.4).

To state the bounds for the nonlinear error terms, in the following propositions we always consider $E_s, D_s$ to be the functionals defined in (5.1)-(5.3) and $NL_{e,d}, NL_{e,\ast,d}$ the nonlinear errors defined in (5.6), (5.7) respectively. We control separately the nonlinear errors arising from the time derivative of each of the energy functionals in (5.1)-(5.2). For the ones associated with $\hat{E}$, in Section 5.2 we prove the following.

**Proposition 5.3.** The following inequality holds true

$$\nu \int_{|k| \leq \delta_0^{-1}} \langle \lambda_{\nu,k} t \rangle^{2J} NL_{M,B,d}^d dk + \nu \int_{|k| > \delta_0^{-1}} \langle \lambda_{\nu,k} t \rangle^{2J} NL_{M,B,d}^d dk$$

$$\lesssim \sqrt{E} \sqrt{D} \left( \sqrt{D} + (\nu d \mathbb{1}_{l \leq \nu^{-1}} + (\nu / t) \frac{d}{2} \mathbb{1}_{l > \nu^{-1}}) \right) \sqrt{E_{LF}} (t).$$  \hspace{1cm} (5.15)

To control the $L^\infty_k$ energy functional $E_{LF}$, which is needed in (5.15) and necessary to obtain the possible time-decay rates, in Section 5.3 we show the following.

**Proposition 5.4.** The following inequality holds true

$$\nu \sup_{k : |k| \leq \delta_0^{-1}} \langle \lambda_{\nu,k} t \rangle^{2J} NL_{M,B',d}^d + \nu \sup_{k : |k| > \delta_0^{-1}} \langle \lambda_{\nu,k} t \rangle^{2J} NL_{M',B',d}^d$$

$$\lesssim \sqrt{D_{LF}} \left( \sqrt{D} + (\nu d \mathbb{1}_{l \leq \nu^{-1}} + (\nu / t) \frac{d}{2} \mathbb{1}_{l > \nu^{-1}}) \right) \sqrt{E_{LF}} (t).$$  \hspace{1cm} (5.16)

**Remark 5.5.** As it will be clear from the proof of Proposition 5.4, we are allowed to use $E$ in (5.16) because $E_{LF}$ is a lower order energy with respect to $E$. Indeed, it requires less derivatives, decay and weights, a fact that is crucial to close the estimates.

We finally have to estimate the higher order moments functionals $E_{mom,*}$, appearing in the bounds for the linear error terms (5.13)-(5.14). Recall that for the time derivative of $E_{mom,*}$ we only have nonlinear error terms, since $L_{0,M,B} = 0$ as observed in Remark 5.1. Hence, to control the time derivative of $E_{mom}$ the following proposition is sufficient.
Proposition 5.6. The following inequality holds true
\[
\nu \int_{|k| \leq \delta_0^{-1} \nu} N L_{M+M', B}^{\nu} dk + \nu \int_{|k| > \delta_0^{-1} \nu} N L_{M+M', B}^{\nu} dk \\
\lesssim \sqrt{E_{mom}} D_{mom} \left( \sqrt{D_{mom}} + (\nu^d 1_{t \leq \nu^{-1}} + \langle \nu/t \rangle^{\frac{d}{2}} 1_{t > \nu^{-1}}) \sqrt{E_{LF}} \right) (t). \tag{5.17}
\]

Similarly, for the $L_{\nu,k}^d$ functional $E_{mom,LF}$ we obtain the following.

Proposition 5.7. The following inequality holds true
\[
\nu \sup_{k:|k| \leq \delta_0^{-1} \nu} N L_{M+M', B'}^{\nu} \quad \nu \sup_{k:|k| > \delta_0^{-1} \nu} N L_{M+M', B'}^{\nu} \quad \lesssim \sqrt{D_{mom,LF}} \left( \sqrt{E_{mom}} + \sqrt{E_{mom}} + (\nu^d 1_{t \leq \nu^{-1}} + \langle \nu/t \rangle^{\frac{d}{2}} 1_{t > \nu^{-1}}) \sqrt{E_{LF} E_{mom,LF}} \right) (t). \tag{5.18}
\]

The proofs of Propositions 5.6 and 5.7 are given in Section 5.4 and are obtained via minor modifications in the arguments done to arrive at (5.15) and (5.16).

We first show how Propositions 5.2-5.7 imply the main bootstrap Proposition 2.8.

Proof of Proposition 2.8. We begin by proving that under the bootstrap assumptions (2.21)-(2.22), the inequality (2.20) holds true with half the constant on the right-hand side of (2.20). Indeed, integrating in time (5.4) and using the bound (5.13) and (5.15), we have
\[
E(t) + \frac{7}{8} \delta_* \int_0^t D(\tau) d\tau \leq E(0) + C_1 \sup_{0 \leq s \leq t} (E_{mom}(s)) \\
+ C \int_0^t \left( \sqrt{E} D + (\nu^d 1_{t \leq \nu^{-1}} + \langle \nu/t \rangle^{\frac{d}{2}} 1_{t > \nu^{-1}}) \sqrt{E_{LF} E} \right) (\tau) d\tau.
\]
From the bootstrap assumptions (2.21)-(2.22), for any $t \in [0, T]$ we get
\[
C_1 \sup_{0 \leq s \leq t} (E_{mom}(s)) \leq 4C_1 \varepsilon^2,
\]
\[
C \int_0^t (\sqrt{E} D)(\tau) d\tau \leq \varepsilon C \int_0^t D(\tau) d\tau,
\]
\[
C \int_0^t \left( \nu^d 1_{t \leq \nu^{-1}} + \langle \nu/t \rangle^{\frac{d}{2}} 1_{t > \nu^{-1}} \right) \left( \sqrt{E_{LF} E} \right)(\tau) d\tau \\
\leq \varepsilon^3 C_1 \int_0^t \left( \nu^d 1_{t \leq \nu^{-1}} + \langle \nu/t \rangle^{\frac{d}{2}} 1_{t > \nu^{-1}} \right) d\tau + \varepsilon \tilde{C}_2 \int_0^t D(\tau) d\tau. \tag{5.19}
\]
Since $d \geq 2$, we know that the first term on the right-hand side of (5.19) is integrable in time. Thus, we obtain that
\[
E(t) + \left( \frac{7}{8} - \varepsilon (\tilde{C} + \tilde{C}_2) \right) \delta_* \int_0^t D(\tau) d\tau \leq (1 + 4C_1 + \varepsilon \tilde{C}_1) \varepsilon^2.
\]
Setting
\[
B_1 := 2(1 + 4C_1),
\]
and choosing $\varepsilon$ small enough, we prove that (2.20) holds with half the constant on the right-hand side. The arguments for the other functionals are analogous and we omit their proof.

The rest of this section is dedicated to the proof of Propositions 5.2-5.7. In particular, for the nonlinear error terms we need to compare the solution in different frequency regimes, therefore we state some technical estimates used throughout the proof.

Lemma 5.8. Let $k, \xi \in \mathbb{R}^d$. For $a_{\nu,k}$ defined in (2.4), we have
\[
1_{|k| \leq \delta_0^{-1} \nu} a_{\nu,k} \lesssim 1, \quad 1_{|k| \geq |\xi| \geq \nu} a_{\nu,k} \lesssim 1, \quad 1_{|k| \geq |\xi| \geq \nu} a_{\nu,k-\xi} \lesssim 1. \tag{5.20}
\]
Let $\lambda_{\nu,k}$ be defined as in (1.11). Then
\[
1_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k}, t \rangle \lesssim 1_{|\xi| \geq \nu} \langle \lambda_{\nu,\xi}, t \rangle. \tag{5.21}
\]
For any $0 < J' \leq J - 1$, the following inequality holds
\begin{equation}
1_{|k| \leq \delta_0^{-1} \nu} (\lambda_{\nu, k})^{J'} \lesssim 1_{|\xi| \geq \nu} \frac{1}{(\nu t)} (\lambda_{\nu, \xi t})^J.
\end{equation}

Let $E_{M,B}^{e,d}$ and $E_{M,B}^{T,d}$ be defined as in (2.2) and (2.10) respectively. Then
\begin{align}
1_{|k| \sim \nu} E_{M,B}^{e,d}(t, k) &\approx 1_{|k| \sim \nu} E_{M,B}^{T,d}(t, k),
1_{|k| \sim \nu} D_{M,B}^{e,d}(t, k) &\approx 1_{|k| \sim \nu} D_{M,B}^{T,d}(t, k).
\end{align}

**Proof.** The first and the second inequalities in (5.20) are immediate from the definition of $a_{\nu, k}$. For the last one, when $|k| \approx |\xi| \geq \nu$, notice that
\[
\frac{a_{\nu, k}}{a_{\nu, k - \xi}} = \left( \frac{|k - \xi|}{|k|} \right)^{\frac{2}{1+2\tau}} \lesssim 1.
\]
To prove (5.21), from the expression of $\lambda_{\nu, k}$, it is enough to observe that
\[
1_{|k| \leq \delta_0^{-1} \nu} \frac{|k|^2}{\nu} \lesssim 1_{|\xi| \geq \nu} \frac{1}{(\nu t)} |\xi|^{\frac{2}{1+2\tau}}.
\]
To prove (5.22) notice that, whenever $|\xi| \geq \nu$ we get
\[
(\lambda_{\nu, \xi t}) \approx (\nu t)^{\frac{2}{1+2\tau}} |\xi|^{\frac{2}{1+2\tau}} t \approx (\nu t).
\]
Hence
\[
1_{|k| \leq \delta_0^{-1} \nu} (\lambda_{\nu, k})^{J'} \lesssim 1_{|\xi| \geq \nu} \frac{1}{(\nu t)} (\lambda_{\nu, \xi t})^J \lesssim 1_{|\xi| \geq \nu} \frac{1}{(\nu t)} (\lambda_{\nu, \xi t})^J,
\]
which proves (5.22).

For the equivalence (5.23), by Cauchy-Schwartz inequality and the fact that
\[
(b_{\nu, k} |k|)^2 = \frac{b_0^2}{a_0} a_{\nu, k} \ll a_{\nu, k},
\]
see (4.22), we get
\[
E_{M,B}^{e,d} \leq \frac{1}{2} \sum_{\alpha + |\beta| \leq B} \frac{(k)^{\alpha}}{(\nu t)^{2\beta}} \left( 2 \left\| (v)^M Z^\beta f \right\|^2_{L_2^\nu} + a_{\nu, k} (1 + \frac{b_0^2}{a_0}) \left\| (v)^{M+q_0} Z^\beta \nabla_v f \right\|^2_{L_2^\nu} \right)
\]
\[
E_{M,B}^{e,d} \geq c_B^{-2} \sum_{\alpha + |\beta| \leq B} \frac{(k)^{\alpha}}{(\nu t)^{2\beta}} \left( \left\| (v)^M Z^\beta f \right\|^2_{L_2^\nu} + 2 a_{\nu, k} (1 - \frac{b_0^2}{a_0}) \left\| (v)^{M+q_0} Z^\beta \nabla_v f \right\|^2_{L_2^\nu} \right).
\]
Therefore, when $|k| \approx \nu$ we deduce that
\begin{equation}
E_{M,B}^{e,d} \approx \sum_{\alpha + |\beta| \leq B} \frac{1}{(\nu t)^{2\beta}} \left( \left\| (v)^M Z^\beta f \right\|^2_{L_2^\nu} + c \left\| (v)^{M+q_0} Z^\beta \nabla_v f \right\|^2_{L_2^\nu} \right),
\end{equation}
for some $c$ explicitly computable.

For $E_{M,B}^{T,d}$, recalling the definition of $M$ (2.11), we first notice that
\[
\frac{1}{\nu} |M| \leq C_m |k| \| \hat{f} \|^2_{L_4^2} \leq C_m \delta_0^{-1} \| \hat{f} \|^2_{L_4^2},
\]
for some constant $C_m > 0$. Thus, there exists also another $\tilde{C}_m > 0$ such that
\[
E_{M,B}^{T,d} \leq \left( \frac{1}{2} + c_0 \delta_0^{-1} C_m \right) \| \hat{f} \|^2_{L_4^2}
\]
\[
+ \sum_{|\beta| \leq B} \sum_{j=0}^1 \frac{1}{(\nu t)^{2\beta}} \left( \frac{|k|}{\nu} \left\| Z^\beta f \right\|^2_{L_2^\nu} + (c_1 + c_3 \delta_0^{-1} \tilde{C}_m) \left\| Z^\beta \nabla_v (I - P) f \right\|^2_{L_2^\nu}
\]
\[
+ \left( c_2 + c_3 \delta_0^{-1} \tilde{C}_m \right) \left\| (v)^{M+j q_0} Z^\beta \nabla_v (I - P) \hat{f} \right\|^2_{L_2^\nu}
\]
and
\[
E_{M,B}^{T,d} \geq \left( \frac{1}{2} - c_0 \delta_0^{-1} C_m \right) \| \hat{f} \|_{L^2_v}^2 + 2^{-c_1 B - 2} \sum_{|\beta| \leq B} \sum_{j=0}^1 \frac{1}{(\nu t)^{2\beta}} \left( \| k \| \| Z^\beta \hat{f} \|_{L^2_v}^2 + (c_1 - c_3 \delta_0^{-1} \tilde{C}_m) \| Z^\beta \nabla^j_v (I - P) \hat{f} \|_{L^2_v}^2 \right.
\]

\[
\left. + (c_2 - c_3 \delta_0^{-1} \tilde{C}_m) \| \langle v \rangle^{M+\gamma} Z^\beta \nabla^j_v (I - P) \hat{f} \|_{L^2_v}^2 \right) .
\]

Having that \( M + q_{\gamma,s} > 1 \), it follows immediately that \( E_{M,B}^{T,d} \lesssim E_{M,B}^{d} \) (for any \( |k| \lesssim \nu \)). On the other hand, notice that
\[
\| Z^\beta \hat{f} \|_{L^2_v}^2 \geq \frac{c_2}{4 + c_2} \| Z^\beta P \hat{f} \|_{L^2_v}^2 - \frac{c_2}{4} \| Z^\beta (I - P) \hat{f} \|_{L^2_v}^2 ,
\]
where in the last inequality we used \((a + b)^2 \geq (1 - (1 + c_2/4)^{-1})a^2 - c_2 b^2/4\). From the integrability properties of the Maxwellian, we also know that
\[
\| Z^\beta P \hat{f} \|_{L^2_v}^2 \gtrsim \| \langle v \rangle^M Z^\beta P \hat{f} \|_{L^2_v}^2 + \| \langle v \rangle^M \nabla_v Z^\beta P \hat{f} \|_{L^2_v}^2 .
\]
Hence, combining the two inequalities above, when \( |k| \approx \nu \) we get
\[
E_{M,B}^{T,d} \gtrsim \sum_{|\beta| \leq B} \sum_{j=0}^1 \frac{1}{(\nu t)^{2\beta}} \left( \| Z^\beta P \hat{f} \|_{L^2_v}^2 + c\| \langle v \rangle^{M+\gamma} \| Z^\beta \nabla^j_v (I - P) \hat{f} \|_{L^2_v}^2 \right \} \gtrsim E_{M,B}^{d} ,
\]
where in the last inequality we used (5.25). For the dissipation energy functionals, the proof is analogous and we omit it.

We are now ready to prove Propositions 5.2-5.7.

5.1. Linear errors. To prove Proposition 5.2, we rely on the pointwise-in-\( k \) estimates (4.64) and (4.70) that are needed to prove decay for the linearized problem. In fact, the factor \( \langle \lambda_{\nu,k} t \rangle \) in the energy functionals replaces the \( k \)-by-\( k \) decay in time (which should not be possible in the nonlinear problem) and generates the linear error term (5.5). It is therefore natural to expect that the same estimates giving decay in the linearized problem allow us to control this linear error term.

Proof of Proposition 5.2. Appealing to (4.64) and (4.70), recalling that
\[
\varpi = \langle |\gamma| (2 - s) + 2s |q_{\gamma,s}| \rangle / (1 + s) ,
\]
for any \( R > 0 \) we have
\[
D(t) \gtrsim \int_{|k| \leq \delta_0^{-1} \nu} \left( \frac{\lambda_{\nu,k}}{R^\varpi} \langle \lambda_{\nu,k} t \rangle^{2J} E_{M,B}^{T,d} - \frac{\lambda_{\nu,k}}{R^{\gamma+2s} + 2M_J} \langle \lambda_{\nu,k} t \rangle^{2J} E_{M+M_J,B}^{T,d} \right) dk
\]
\[
+ \int_{|k| > \delta_0^{-1} \nu} \left( \frac{\lambda_{\nu,k}}{R^\varpi} \langle \lambda_{\nu,k} t \rangle^{2J} E_{M,B}^{d} - \frac{\lambda_{\nu,k}}{R^{\gamma+2s} + 2M_J} \langle \lambda_{\nu,k} t \rangle^{2J} E_{M+M_J,B}^{d} \right) dk .
\]
The idea here is to choose \( R \) such that we control \( L_{J,M,B} \) (5.5) with the dissipation and the higher order moments. In particular, we need
\[
\frac{\lambda_{\nu,k}}{R^\varpi} \langle \lambda_{\nu,k} t \rangle^{2J} \sim \lambda_{\nu,k} \langle \lambda_{\nu,k} t \rangle^{2J-1} \quad \Rightarrow \quad R^\varpi = \tilde{\delta} \langle \lambda_{\nu,k} t \rangle
\]
for some \( \tilde{\delta} \) sufficiently small to be specified later. Plugging (5.27) in (5.26), we know that there is a constant \( C > 0 \) such that
\[
\int_{\mathbb{R}^d} L_{J,M,B} dk \leq \tilde{\delta} C D
\]
\[
+ C^{\tilde{\delta}^{-1} - M_J} \int_{|k| \leq \delta_0^{-1} \nu} \lambda_{\nu,k} \langle \lambda_{\nu,k} t \rangle^{2J-M_J} \left( 1_{|k| \leq \delta_0^{-1} \nu} E_{M+M_J,B}^{T,d} + 1_{|k| > \delta_0^{-1} \nu} E_{M+M_J,B}^{d} \right) dk \]
\[
(5.28)
\]
where $\tilde{M}_J = (|\gamma + 2s| + 2M_J)/\varpi > 2J + 2$ thanks to our choice in (2.19). Then observe that
\[
\int_0^t \int_{\mathbb{R}^d} \lambda_{\nu,k} \left( \lambda_{\nu,k} \tau \right)^{2J-\tilde{M}_J} \left( \mathbb{I}_{|k| \leq \delta_0^{-1}\nu} E^{T,d}_{M+M+J,B} + \mathbb{I}_{|k| > \delta_0^{-1}\nu} E^{e,d}_{M+M+J,B} \right)(\tau) d\tau dk
\]
\[
= \int_{\mathbb{R}^d} \int_0^t \frac{1}{(s)^{M-J-2}} \left( \mathbb{I}_{|k| \leq \delta_0^{-1}\nu} E^{T,d}_{M+M+J,B} + \mathbb{I}_{|k| > \delta_0^{-1}\nu} E^{e,d}_{M+M+J,B} \right)(\lambda_{\nu,k}^{-1} s) ds dk
\]
\[
\leq \int_{\mathbb{R}^d} \sup_{0 \leq s' \leq t} \left( \mathbb{I}_{|k| \leq \delta_0^{-1}\nu} E^{T,d}_{M+M+J,B} + \mathbb{I}_{|k| > \delta_0^{-1}\nu} E^{e,d}_{M+M+J,B} \right)(s') dk \int_0^\infty \frac{1}{(s)^2} ds
\]
\[
\lesssim \sup_{0 \leq s' \leq t} \mathcal{E}_{mom}(s').
\]
Hence, integrating in time (5.28), using the bound above and choosing $\tilde{\delta}$ sufficiently small we prove (5.13). The proof of (5.14) is analogous. \hfill \Box

5.2. Nonlinear errors for the main $L^2_v$ energy. We now turn our attention the proof of Proposition 5.3. A first crucial ingredient is the trilinear estimate in Lemma 3.6. This allow us to control everything with $L^2_v$ and $A$ norms, which are used in the definition of the energy and dissipation functionals. Having the trilinear estimate (3.20) at hand, the main strategy of proof is to split the nonlinearity to study separately the interactions between high and low $k$-frequencies in each nonlinear term. In particular, we must take care also of very low frequencies $|k| \ll \nu$ since the behavior in the enhanced dissipation regime is different with respect to the Taylor dispersion one. The main technical difficulty is to choose this splitting carefully to reconstruct the energy and dissipation functionals and to take advantage of the time-decay when needed.

Proof of Proposition 5.3. First of all, appealing to the paraproduct decomposition (2.25)-(2.26), we split the nonlinear term as
\[
\Gamma(f, f) = \sum_{N,N' \in \mathbb{Z}^2} \left( \Gamma(f_N, f_{<N/8}) + \Gamma(f_{<N/8}, f_N) \right) + \sum_{N/8 \leq N' \leq 8N} \Gamma(f_N, f_{N'})
\] (5.29)

Due to the structure of the nonlinearity, the treatment of the first two terms inside the parenthesis of (5.29) is identical and therefore we will not discuss the term $\Gamma(f_{<N/8}, f_N)$ in the sequel. From (1.6), one has
\[
\Gamma(g, h)(k) = \frac{1}{\mu} \int_{\mathbb{R}^d} Q(\sqrt{\mu g}(\xi), \sqrt{\mu h}(k - \xi)) d\xi.
\] (5.30)
The nonlinear error terms $NL^{e,d}_{M,B}$ (5.6) and $NL^{T,d}_{M,B}$ (5.7) have fundamentally different frequency interactions. We thus divide the proof by controlling first the error terms in $NL^{e,d}_{M,B}$ and then the ones in $NL^{T,d}_{M,B}$.

5.2.1. Nonlinear enhanced dissipation errors. In this case $|k| \geq \delta_0^{-1}\nu$. Consider the term $\Gamma(f_N, f_{<N/8})$. Using the notation in (5.30), we have
\[
|k| \leq |k - \xi| + |\xi| \leq N, \quad |k| \geq |\xi| - |k - \xi| \geq N/4 \quad \implies \quad N \approx |k| \gtrsim \nu.
\] (5.31)
For $\Gamma(f_N, f_{N'})$, we cannot have $|\xi| \leq (\delta_0^{-1}\nu)/64$. Indeed, if the latter inequality were true we would get $|k - \xi| \geq (63\delta_0^{-1}\nu)/64$. But this is not possible since otherwise
\[
N' \geq |k - \xi|/2, \quad N \geq N'/8, \quad |\xi| \geq N/2 \quad \implies \quad |\xi| \geq (\delta_0^{-1}\nu)(63/2^{11})
\]
which is a contradiction because $63/2^{11} > 1/64$. Namely, for $\Gamma[f_N, f_{N'}]$, we only have to study the case
\[
N, N' \gtrsim \nu.
\]
Thanks to (5.23)-(5.24), we can always consider $f_N, f_{N'}$ to be in the enhanced dissipation regime. On the other hand, the factor $f_{<N/8}$ can be in either regimes. For this reason, in the following we only detail how to control the terms arising from $\Gamma(f_N, f_{<N/8})$. The bounds for the terms involving $\Gamma(f_N, f_{N'})$ are easily recovered from the ones for $\Gamma(f_N, f_{<N/8})$ when $f_{<N/8}$ is at frequencies $\gtrsim \nu$.
To prove (5.15), we first bound the following term in $N L^{c,d}_{M,B}$

$$T_{\alpha,\beta}^\gamma := 1_{|k| \leq \delta_0^{-1}\nu} \frac{2-\gamma}{\langle \nu t \rangle^{2\gamma}} \langle k \rangle^{2\alpha} \sum_{N \sim |k|} \left\langle (\nu)^{M+q_{\gamma,s}} \nabla_{\nu} Z^\beta F(\Gamma/f_N, f_{\leq N/8}) \right\rangle_{L^2_{\nu}}$$

Then, we split the low-frequency part as

$$f_{\leq N/8} = P_{\leq \delta_0^{-1}\nu} f_{\leq N/8} + P_{> \delta_0^{-1}\nu} f_{< N/8},$$

and define

$$T_{M,\leq \nu}^{\alpha,\beta} = T_{M,\leq \nu}^{\alpha,\beta} + T_{M,\leq \nu}^{0,\beta}$$

where $T_{M,\leq \nu}^{\alpha,\beta}$ and $T_{M,\leq \nu}^{0,\beta}$ are the right-hand side of (5.32) with $f_{\leq N/8}$ replaced by $P_{\leq \delta_0^{-1}\nu} f_{\leq N/8}$ and $P_{> \delta_0^{-1}\nu} f_{< N/8}$ respectively.

**High-moderately low frequency interactions.** We proceed with the bound for $T_{M,\leq \nu}^{\alpha,\beta}$. From the trilinearity estimate in Lemma 3.6 and the Leibniz rule for $\Gamma$, we infer

$$T_{M,\leq \nu}^{\alpha,\beta} \lesssim \sum_{N \sim |k|} 1_{|k| \leq \delta_0^{-1}\nu} \langle \nu t \rangle^{2\gamma} \langle k \rangle^{2\alpha} \sqrt{\mathcal{A}} \sum_{\beta, M, j} (\nu)^{M+q_{\gamma,s}} \nabla_{\nu} Z^\beta f(k)$$

Thanks to (5.23), we can always control the terms containing $P_{> \delta_0^{-1}\nu} f_{< N/8}$ with the functionals in the enhanced dissipation regime. In particular, for the terms involving $\mathcal{A}$ we can use the dissipation functional $D^{e,d}_{M,B} (2.5)$ and for the $L^2_{\nu}$ terms the energy $E^{e,d}_{M,B} (2.2)$. However, when we take $\nu$-derivatives we need to compare the coefficients $a_{\nu, \nu}$ at different frequencies as in (5.20). To proceed with the bounds, in the following we denote

$$g^{(\beta, M, j)} = \frac{2-\gamma}{\langle \nu t \rangle^{2\gamma}} (\nu)^{M+q_{\gamma,s}} \nabla_{\nu} Z^\beta f.$$ 

Since $|\beta_1| + |\beta_2| \leq |\beta|$ and $|\xi| \approx N \approx |k|$, we have

$$\frac{2-\gamma}{\langle \nu t \rangle^{2\gamma}} \leq \frac{2-\gamma/2}{\langle \nu t \rangle^{\gamma}} \frac{2-\gamma (|\beta_1| + |\beta_2|)/2}{\langle \nu t \rangle^{\gamma (|\beta_1| + |\beta_2|)^{-1}}}, \quad (k) \approx (\xi).$$

Hence, with the notation (5.35), using (5.20) and the above inequalities in (5.34), we get

$$T_{M,\geq \nu}^{\alpha,\beta} \lesssim \frac{1}{\nu} \sum_{N \sim |k| \leq \delta_0^{-1}\nu} \langle \nu \rangle^{\alpha} \nu a_{\nu, \nu} \mathcal{A}[g^{(\beta, M, 1)}(k)]$$

$$\times \int_{\mathbb{R}^d} \left( \langle \nu \rangle^{\alpha} \nu a_{\nu, \nu} \mathcal{A}[g^{(\beta_1, M, j_1)}(\xi)] \| \nu^{\alpha/2} (\beta_1, M, j_1) f(\xi) \|_{L^2_{\nu}} \right) \frac{\langle \nu t \rangle^{\gamma}}{\langle \nu t \rangle^{\gamma (|\beta_1| + |\beta_2|)^{-1}}} \, d\xi.$$ 

We now claim that

$$\nu \int_{|k| \geq \delta_0^{-1}\nu} \langle \lambda_{\nu, \nu} \rangle^{2\gamma} T_{M,\geq \nu}^{\alpha,\beta} \, dk \lesssim \sqrt{\mathcal{E}} \mathcal{D}$$

To prove this bound, we are going to use Cauchy-Schwartz and Young’s convolution inequalities. However, we need to be careful with the number of $x$ and $Z$ derivatives we have in each term, since the sum of the two must always be less than $B$. Therefore we distinguish two cases.
Case $|\beta_2| + d/2 < B$. Recall the definitions of $E_{n,M,B}^d$ and $D_{n,M,B}^d$ given in (2.2) and (2.10) respectively. Notice that, since $\alpha + |\beta_1| \leq B$, $j_1 \leq 1$ and $N \geq \nu$, using also (5.23)-(5.24), we have

\[ \left\| (k)\alpha \sqrt{\nu(a_{\nu,k})}\lambda A[\beta^{(M,j)}_{N,k}] \right\|_{L^2_k} \leq \left\| D_{n,M,B}^d(k) \right\|_{L^2_k} \]  

(5.40)

\[ \left\| (k)\alpha \sqrt{\nu(a_{\nu,k})}\lambda A[\beta^{(M,j)}_{N,k}] \right\|_{L^2_k} \leq \left\| E_{n,M,B}^d(k) \right\|_{L^2_k} \]  

(5.41)

Hence, from the quasi-orthogonality of the Littlewood-Paley projection, the Cauchy-Schwartz and the Young’s convolution inequalities, combining (5.36) with (5.40)-(5.41) we get

\[ \nu \int_{|k|>\delta_0^{-1}\nu} \sum_{\alpha+|\beta| \leq B} \langle \lambda_{\nu,k} \rangle^{2j} \mathcal{I}_{M,\geq \nu} \, dk \leq \sum_{\nu,\beta} \left\| \langle \lambda_{\nu,k} \rangle^{2j} E_{n,M,B}^d(k) \right\|_{L^2_k} \]

(5.42)

\[ \times \left( \left\| \langle \lambda_{\nu,k} \rangle^{2j} \mathcal{I}_{M,\geq \nu} \mathcal{I}^{\alpha,\beta}_{M,\geq \nu} \right\|_{L^2_k} \left\| \langle \lambda_{\nu,k} \rangle^{2j} E_{n,M,B}^d(k) \right\|_{L^2_k} \right) \]

(5.43)

where $\delta_0 > 0$ is an arbitrary small number. In the case under consideration, it is enough to choose $\delta_0$ such that $|\beta_2| + d/2 + \delta_0 \leq B$ to obtain

\[ \left\| (k)^{d/2+\delta_0} \sqrt{\nu(a_{\nu,k})}\lambda A[\beta^{(M,j)}_{N,k}] \right\|_{L^2_k} \leq \left\| P_{>\delta_0^{-1}\nu} E_{n,M,B}^d(k) \right\|_{L^2_k} \]  

(5.44)

Analogously, we get

\[ \left\| \langle \lambda_{\nu,k} \rangle^{2j} \mathcal{I}_{M,\geq \nu} \mathcal{I}^{\alpha,\beta}_{M,\geq \nu} \right\|_{L^2_k} \leq \left\| P_{>\delta_0^{-1}\nu} E_{n,M,B}^d(k) \right\|_{L^2_k} \]  

(5.45)

Therefore, combining (5.42) with (5.44) and (5.45), using the quasi orthogonality of the Littlewood-Paley projections, we infer

\[ \nu \int_{|k|>\delta_0^{-1}\nu} \sum_{\alpha+|\beta| \leq B} \langle \lambda_{\nu,k} \rangle^{2j} \mathcal{I}_{M,\geq \nu} \, dk \leq \sqrt{\mathcal{E}} D. \]  

(5.46)

Case $|\beta_2| + d/2 \geq B$. In this case we cannot pay $x$-derivatives on the low frequency factors. Then, since $\alpha + |\beta| \leq B$ and $|\beta_1| + |\beta_2| \leq |\beta|$, observe that

\[ \alpha + d/2 + |\beta_1| \leq B + d/2 - |\beta_2| \leq d < B. \]  

(5.47)

Hence, when applying the Young’s convolution inequality to (5.36) we can use the $L^1_k$ norm in the factors at frequencies $N$ in (5.37)-(5.38). Namely, using (5.40)-(5.41) with

\[ (\alpha, j_1, \beta_1, N) \rightarrow (0, j_2, \beta_2, < N/8), \]
similarly to \((5.42)\), one has
\[
\nu \int_{|k|>\delta_0^{-1} \nu} \sum_{\alpha+|\beta| \leq \beta} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{T}_{M,z}^{\alpha,\beta} dk \lesssim \sum_{N \geq \nu, |\beta|+|\beta| \leq B \atop |\beta|+(d+1)/2 \geq B} \| \langle \lambda_{\nu,k} t \rangle^J \sqrt{D_{M;B}(k \sim N)} \|_{L^2_{k}}^2
\]
\times \left( \| \langle \lambda_{\nu,k} t \rangle^J \langle k \rangle^{\alpha} \sqrt{\nu(a_{\nu,k})^{1/2} \mathcal{A}[g_N^{(2,1,M,j)} (\langle k \rangle)]} \|_{L^2_k} \| \sqrt{E_{M;B}(k \leq N/8)} \|_{L^2_k}^2 \right)
\times \left( \| \langle \lambda_{\nu,k} t \rangle^J \langle k \rangle^{\alpha} \sqrt{(a_{\nu,k})^{1/2} g_N^{(2,1,M,j)} (\langle k \rangle)} \|_{L^2_k} \| \sqrt{D_{M;B}(k \leq N/8)} \|_{L^2_k}^2 \right).
\]
Thus, thanks to \((5.47)\), we can argue as done in \((5.43)-(5.45)\) for the factors at frequencies \(N\). So we conclude that
\[

\nu \int_{|k|>\delta_0^{-1} \nu} \sum_{\alpha+|\beta| \leq \beta} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{T}_{M,z}^{\alpha,\beta} dk \lesssim \sqrt{\mathcal{D}}, \tag{5.48}
\]
which proves the claim \((5.39)\) by combining \((5.46)\) and \((5.48)\).

\textbf{Remark 5.9.} Observe that to get \((5.39)\) we never used the time-decay to control the nonlinearity. The main reason for this is that all factors are in the enhanced dissipation regime. Therefore, if instead of \(\mathbb{R}^d\) we consider \(T^d\), the nonlinear error term under consideration is bounded by \((5.39)\). Since the other error terms enjoy analogous estimates, the proof for the bound \((5.15)\) would be almost over (one has to control the interactions between the \(k = 0\) mode and \(k \neq 0\) separately). On the other hand, to control our energy functionals in \(\mathbb{R}^d\), we cannot use the available dissipation for \(k\) too small and the time-decay will play a crucial role.\(^3\)

\textbf{High-very low frequency interactions.} We now turn our attention to \(\mathcal{T}_{a_{\nu,k} \leq \nu}^{\alpha,\beta}\), which we recall is defined as the right-hand side of \((5.32)\) with \(f_{<N/8}\) replaced by \(P_{\leq \delta_0^{-1} \nu} f_{<N/8}\). In this case the low-frequencies \(< N/8\) are at very low frequencies, namely in the Taylor dispersion regime, in which we do not have \(k\)-dependent coefficients in front of \(\nu\)-derivatives in \(E_{M;B}^{T,d}(2.10)\). Therefore, exploiting that \(a_{\nu,k} \lesssim 1\) for \(|k| \gtrsim \nu\), we bound \(\mathcal{T}_{a_{\nu,k} \leq \nu}^{\alpha,\beta}\) as the right-hand side of \((5.36)\) with \(P_{> \delta_0^{-1} \nu} \rightarrow P_{\leq \delta_0^{-1} \nu}\) and \(\langle k - \xi \rangle \rightarrow 1\). More precisely, recalling the notation for \(g^*\) introduced in \((5.35)\), we have
\[
\mathcal{T}_{M,z}^{\alpha,\beta} \lesssim \frac{1}{\nu} \sum_{N \sim |k| \geq \delta_0^{-1} \nu} \mathbb{1}_{|\beta|+|\beta| \leq |\beta|+1} \int_{\mathbb{R}^d} \langle \xi \rangle^{\alpha} \sqrt{\nu(a_{\nu,k})^{1/2} \mathcal{A}[g_N^{(2,1,M,j)} (\xi)]} \| P_{\leq \delta_0^{-1} \nu} g_{<N/8}^{(2,1,M,j)} (k - \xi) \|_{L^2_k} \| \sqrt{\mathcal{A}[P_{\leq \delta_0^{-1} \nu} g_{<N/8}^{(2,1,M,j)} (k - \xi)]} \|_{L^2_k} d\xi. \tag{5.49}
\]
\[
\nu \int_{|k|>\delta_0^{-1} \nu} \sum_{\alpha+|\beta| \leq \beta} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{T}_{M,z}^{\alpha,\beta} dk \lesssim \sqrt{\mathcal{D}} \left( \sqrt{\mathcal{D}} + \nu \int_{t \leq \nu^{-1}} \left( \nu^{d \mathbb{1}_{t \leq \nu^{-1}}} + \frac{t}{\nu} \right)^{\frac{d}{2}} \mathbb{1}_{t \geq \nu^{-1}} d\xi \right) \lim_{\nu \rightarrow 0} \nu \int_{|k|>\delta_0^{-1} \nu} \sum_{\alpha+|\beta| \leq \beta} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{T}_{M,z}^{\alpha,\beta} dk \lesssim \sqrt{\mathcal{D}}. \tag{5.52}
\]

\(^3\)A similar issue was already present for the energy functional used by Strain [59]. However, due to the structure of the energy functional in [59], it is not necessary to exploit the decay in time and estimates of the form \(\sqrt{\mathcal{D}}\) are enough to close the argument. On the other hand, exploiting the time-decay in the nonlinear problem seems crucial to prove the Taylor dispersion, the enhanced dissipation and the optimal time-decay rates obtained by controlling the \(L^2_k\) norm of the solution.
To prove (5.52), we need to use the micro-macro decomposition, which is a key ingredient at very low frequencies. In light of (5.35), it is convenient to denote

$$g_{\text{micro}}^{(\beta,M,j)} = \frac{2-\delta/2}{(\nu t)^{\beta}} \langle v \rangle^{M+q_{\gamma,s}} (\nabla v)^{\beta} (I - P) \hat{f}.$$  

To control the term involving only the $L^2_{\nu}$-norm at very low-frequencies in (5.50), we exploit the properties of the Maxwellian to get

$$\| P_{\leq \delta_0^{-1} \nu g_{\leq N/8}}^{(\beta,M,j)} (k - \xi) \|_{L^2_{\nu}} \lesssim \sum_{0 \leq |\beta| \leq |\beta_2|} \frac{2-\delta/2}{(\nu t)^{\beta}} P_{\leq \delta_0^{-1} \nu} \| t(k - \xi) \|^{\beta} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \|$$

(5.53)

$$+ \| P_{\leq \delta_0^{-1} \nu g_{\text{micro}}^{(\beta,M,j)}} (k - \xi)_{<N/8} \|_{L^2_{\nu}}.$$  

Since $E_{M,B}^{T,d} (2.10)$, $D_{M,B}^{T,d} (2.14)$ and $D_{M,B}^{y,d} (2.2)$, $D_{M,B}^{y,d} (2.5)$ control the same quantities for the microscopic part (as observed after the definition of $E_{M,B}^{T,d}$), we can proceed as done to obtain (5.39) for all the terms with $g_{\text{micro}}^{(\beta,M,j)}.$ We therefore do not detail such bounds. On the other hand, when macroscopic quantities are involved we must proceed in a different way.

First of all, when $|\tilde{\beta}| = 0$ we can readily reconstruct the energy functional in view of the term $\| f \|_{L^2_{\nu}}$ in $E_{M,B}^{T,d}.$ For $|\tilde{\beta}| \geq 1,$ since $|k - \xi| \lesssim \nu,$ one has

$$|t(k - \xi)| \lesssim \nu t \sqrt{\frac{|k - \xi|}{\nu}} |t(k - \xi)|^{-1}.$$  

Thus, in view of Lemma 4.3, we deduce that

$$\frac{2-\delta/2}{(\nu t)^{\beta}} P_{\leq \delta_0^{-1} \nu} \| t(k - \xi) \|^{\beta} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \| \lesssim \| P_{\leq \delta_0^{-1} \nu} \hat{f}_{<N/8} (k - \xi) \|_{L^2_{\nu}}$$

(5.54)

$$+ \nu t \frac{2-\delta/2}{(\nu t)^{\beta}} \sum_{1 \leq |\beta'| \leq |\beta| - 1} P_{\leq \delta_0^{-1} \nu} \left( \frac{k - \xi}{\nu} \right)^{\beta'} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \|_{L^2_{\nu}}.$$

(5.55)

For the first term on the right-hand side of (5.54) we can again exploit the term $\| f \|_{L^2_{\nu}}$ in $E_{M,B}^{T,d}.$ For the remaining ones, observe that, since $|\tilde{\beta}| \leq |\tilde{\beta}'| - 1$ we have

$$\nu t \frac{2-\delta/2}{(\nu t)^{\beta}} \leq \frac{2-\delta'/2}{(\nu t)^{\beta'}}$$

so we are able to absorb the factor $\nu t$ in (5.55). Recalling that in the definition of $E_{M,B}^{T,d} (2.10)$ we have the term $\sqrt{\frac{|k|}{\nu}} \| Z^\beta f \|_{L^2_{\nu}}$, we finally obtain

$$\sum_{0 \leq |\beta| \leq |\beta_2|} \frac{2-\delta/2}{(\nu t)^{\beta}} P_{\leq \delta_0^{-1} \nu} \| t(k - \xi) \|^{\beta} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \| \lesssim \sqrt{\nu} \sum_{0 \leq |\beta| \leq |\beta_2|} \frac{2-\delta/2}{(\nu t)^{\beta}} P_{\leq \delta_0^{-1} \nu} \| t(k - \xi) \|^{\beta} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \|$$

(5.56)

Notice that here we do not need to pay attention to the number of $x$-derivatives since these terms are compactly supported in the Fourier space. Therefore, the terms arising from (5.50) are controlled by $\sqrt{\mathcal{E}D}$ when proving (5.52).

Consider now the terms in (5.51), where very low frequencies are computed in the $A$-norm. By the micro-macro decomposition and standard properties of the Maxwellian, we get

$$\sqrt{\nu A} \| P_{\leq \delta_0^{-1} \nu g_{\leq N/8}}^{(\beta,M,j)} (k - \xi) \| \lesssim \sqrt{\nu} \sum_{0 \leq |\beta| \leq |\beta_2|} \frac{2-\delta/2}{(\nu t)^{\beta}} P_{\leq \delta_0^{-1} \nu} \| t(k - \xi) \|^{\beta} \| (\hat{\rho}, \hat{\m}, \hat{e})(k - \xi)_{<N/8} \|$$

$$+ \sqrt{\nu A} \left[ P_{\leq \delta_0^{-1} \nu g_{\text{micro}}^{(\beta,M,j)}} (k - \xi)_{<N/8} \right].$$

---

4This extra notation is introduced because $[Z, P] \neq 0.$
As observed previously, since $E_{M,B}^{\alpha,d}$ and $E_{M,B}^{T,d}$ have the same structure for microscopic quantities, we can proceed as done to obtain (5.39) to control the term in (5.56) (with the simplification that one can always take derivatives at very low frequencies). On the other hand, for the macroscopic part we need to be more careful due to the degeneracy of the dissipation for very low $k$’s. In fact, we first need to improve the bound (5.55) to

$$
\frac{2-c^3/2}{\langle vt \rangle^\beta} P_{\leq \delta_0^{-1} \nu} (|t(k-\xi)|^\beta |(\hat{\mu}, \hat{m}, \hat{e})(k-\xi)_{N/8}|) \lesssim \|P_{\leq \delta_0^{-1} \nu} \hat{f} \chi_{N/8}(k-\xi)\|_{L_v^2} \tag{5.57}
$$

$$
+ \frac{1}{\sqrt{\nu}} \sum_{1 \leq |\beta| \leq |\hat{\beta}| \leq 1} \frac{2-c^3/2}{\langle vt \rangle^\beta} \|P_{\leq \delta_0^{-1} \nu} Z^{\hat{\beta}} \hat{f} \chi_{N/8}(k-\xi)\|_{L_v^2},
$$

where we used

$$
|t(k-\xi)|^\beta = \frac{1}{\sqrt{\nu}} \langle vt \rangle \frac{|k-\xi|}{\sqrt{\nu}} |t(k-\xi)|^\beta - 1 \tag{5.58}
$$

and the fact that $1 \leq |\beta| \leq |\hat{\beta}|$ to absorb the $vt$ loss. Notice that we can control a term like $\|Z f\|_{L_v^2}$ with $D_{M,B}^{T,d}$ (2.14). In particular, from (5.57) we infer

$$
\sqrt{\nu} \sum_{0 \leq |\beta| \leq |\hat{\beta}|} \frac{2-c^3/2}{\langle vt \rangle^\beta} P_{\leq \delta_0^{-1} \nu} (|t(k-\xi)|^\beta |(\hat{\mu}, \hat{m}, \hat{e})(k-\xi)_{N/8}|) \lesssim \sqrt{\nu} \|P_{\leq \delta_0^{-1} \nu} \hat{f} \chi_{N/8}(k-\xi)\|_{L_v^2} + \sqrt{\nu} \|P_{\leq \delta_0^{-1} \nu} D_{M,B}^{T,d}(k-\xi)_{N/8}\|. \tag{5.59}
$$

Then, the last term on the right-hand side of (5.59) gives rise to terms that are bounded by $\sqrt{\nu} \mathcal{E} \mathcal{D}$. However, for the other term we cannot exploit the dissipation functional since we would need a factor $|k-\xi|$ that can be extremely small in this regime. Thus, with the strategy outlined in (5.53)-(5.59) we are able to prove

$$
\nu \int_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^{2j} \mathcal{I}_{M}^{\alpha,\beta} \mathcal{I}_{M,\leq \nu} \, dk \lesssim \sqrt{\nu} \mathcal{E} \mathcal{D} + \sqrt{\nu} \mathcal{E} \mathcal{D} \|P_{\leq \delta_0^{-1} \nu} \hat{f} \|_{L_v^1 L_v^2}. \tag{5.60}
$$

Then, since $\lambda_{\nu,k} \sim |k|^2/\nu$ for $|k| \leq \delta_0^{-1} \nu$, notice that

$$
\|P_{\leq \delta_0^{-1} \nu} \hat{f} \|_{L_v^1 L_v^2} \lesssim \|P_{\leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^{2j} \hat{f} \|_{L_v^\infty L_v^2} \int_{|k| \leq \nu} \frac{d\xi}{(\nu^{-1} |\xi|^2 t^2)^j} \lesssim \left( \nu^d \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu/t \rangle^\frac{d}{2} \mathbb{1}_{t > \nu^{-1}} \right) \sqrt{\mathcal{E}}. \tag{5.61}
$$

Inserting this bound in (5.60) we finally prove (5.52). Combining (5.39) and (5.52) we finish the proof of the bound (5.15) for the term $T_{M}^{\alpha,\beta}$ (5.32) in $NL_{M,B}^{\nu,d}$ (5.6).

**Remark 5.10.** For $d \geq 3$ it is not necessary to control the energy functional $\mathcal{E}_{\nu,\epsilon}$ in order to bound the nonlinear terms coming from the $L_v^2$ energy functional, i.e. $\mathcal{E}$. Indeed, we can use the $L_v^2$ norm instead of the $L_v^\infty$ norm in (5.61) to get

$$
\|P_{\leq \delta_0^{-1} \nu} \hat{f} \|_{L_v^1 L_v^2} \lesssim \left( \nu^d \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu/t \rangle^\frac{d}{2} \mathbb{1}_{t > \nu^{-1}} \right) \sqrt{\mathcal{E}}.
$$

However, for $d = 2$ this term would generate a logarithmic loss when doing estimates as in (5.19). Besides getting sharp decay estimate, this is the other main reason why we directly control $\mathcal{E}$ in terms of the $\mathcal{E}_{\nu,\epsilon}$ even for $d \geq 3$.

Regarding the other terms in $NL_{M,B}^{\nu,d}$, notice that the first term on the right-hand side of (5.6) is easier to control with respect to (5.32) since no $\nu$ or $x$ derivatives are involved. To handle the terms with $b_{\nu,k}$ in (5.6), recalling the definition of $b_{\nu,k}$ (2.4), it is not hard to check that the factor $|k|^{-1}$ balances the $x$-derivative whereas the remaining $\langle \nu/k \rangle^\frac{d}{2}$ is exactly $\sqrt{\nu \rho_{\nu,k}}$, which is the coefficient we need to reconstruct the energy and dissipation in the terms involving $\nu$-derivatives. Indeed, for these terms at most one factor has a $\nu$-derivative as opposed to $T_{M}^{\nu,\beta}$ where two factors can have a $\nu$-derivative. Therefore, taking into account of the scalings of the coefficients, the estimates for these terms are also
analogous to one for $I_{M}^{\alpha,\beta}$. This finishes the proof of the bounds (5.15) and (5.16) for the nonlinearities coming from the enhanced dissipation energy functional.

5.2.2. **Nonlinear Taylor dispersion errors.** We now consider the nonlinear error terms related to the Taylor dispersion energy functional, see (5.7). In this regime we have $|k| \leq \delta_{0}^{-1}\nu$. We use again the paraproduct decomposition (5.29). When studying the terms containing $\Gamma(f_{N}, f_{<N/8})$, thanks to (5.31) we know that both $f_{N}$ and $f_{<N/8}$ are in the Taylor dispersion regime (namely $|\xi|, |k - \xi| \leq \delta_{0}^{-1}\nu$). Instead, for $\Gamma(f_{N}, f_{N'})$ we can have

$$|\xi| \leq 2\delta_{0}^{-1}\nu \quad \implies \quad |k - \xi| \leq 3\delta_{0}^{-1}\nu \quad \text{or} \quad |\xi| > 2\delta_{0}^{-1}\nu \quad \implies \quad |k - \xi| > 3\delta_{0}^{-1}\nu.$$ 

This means that $f_{N}$ and $f_{N'}$ are either in the Taylor dispersion regime or in the enhanced dissipation one, namely

$$N' \sim N \gg \nu, \quad \text{or} \quad N' \sim N \ll \nu.$$ 

Consequently, we will only detail the treatment of the error terms arising from $\Gamma(f_{N}, f_{N'})$ since the bounds when $N \ll \nu$ easily adapt to $\Gamma(f_{N}, f_{<N/8})$.

Let us consider first the term from (5.8), that is the analogue of (5.32), namely

$$J_{M}^{\alpha,\beta} := \sum_{N \sim N'} \mathbb{1}_{|k| \leq \delta_{0}^{-1}\nu} \frac{2^{-\mathcal{C}_{\nu}}}{\langle ut \rangle^{\beta}} \left| \langle \nu \rangle^{M+q_{\gamma,s}} \nabla_{\nu} \mathcal{Z}^{\beta} F(\Gamma(f_{N}, f_{N'})), \langle \nu \rangle^{M+q_{\gamma,s}} \nabla_{\nu} \mathcal{Z}^{\beta} (I - P) \hat{f} \right|_{L_{2}^{\nu}}.$$  

We define

$$J_{M}^{\alpha,\beta} = J_{M,\leq \nu}^{\alpha,\beta} + J_{M,\geq \nu}^{\alpha,\beta},$$  

where $J_{M,\leq \nu}$ and $J_{M,\geq \nu}$ are (5.62) with $N \sim N' \ll \nu$ and $N \sim N' \gg \nu$ respectively.

**Very low-low frequency interactions.** When $N \ll \nu$, thanks to (5.23) we can consider $f_{N}, f_{N'}$ and $(I - P)\hat{f}$ in the Taylor dispersion regime. We can then apply Lemma 3.6 to obtain estimates as in (5.34). Having that

$$\nu \mathcal{A}[\langle \nu \rangle^{M+q_{\gamma,s}} \nabla_{\nu} \mathcal{Z}^{\beta} (I - P) \hat{f}]$$

is a term included in $D_{M,B}^{T,d}$ (2.14), we can proceed as done to obtain the bound (5.52) in the previous subsection to get

$$\nu \int_{|k| < \delta_{0}^{-1}\nu} \sum_{|\alpha| + |\beta| \leq B} \langle \nu \rangle^{2f} J_{M,\leq \nu}^{\alpha,\beta} dk \lesssim \sqrt{\mathcal{E} \mathcal{D}} \left( \sqrt{\mathcal{D}} + \left( \nu^{d} \mathbb{1}_{\nu < \nu^{-1}} + \langle \nu / t \rangle^{\frac{d}{2}} \mathbb{1}_{\nu > \nu^{-1}} \right) \sqrt{\mathcal{E}_{LF}} \right).$$  

**Very low-high frequency interactions.** On the other hand, for $N \gg \nu$ we have to be more careful since now we need to reconstruct the $a_{\nu,k}$ coefficients in $E_{M,B}^{e,d}$ and $D_{M,B}^{e,d}$, which could potentially lead to losses of order $\nu^{-1/(1+2s)}$. This is because $\nu$-derivatives in the Taylor dispersion regime are not weighted by factors $\nu^{-1/(1+2s)}$ as in the enhanced dissipation one. To overcome this difficulty, using the same notation introduced in (5.35), appealing to Lemma 3.6 we obtain

$$J_{M,\geq \nu}^{\alpha,\beta} \lesssim \frac{1}{\nu} \sum_{N \sim N' \gg \nu} \mathbb{1}_{|k| \leq \delta_{0}^{-1}\nu} \langle \nu \rangle^{\alpha} \frac{2^{-\mathcal{C}_{\nu}}}{\langle ut \rangle^{\beta}} \sqrt{\nu \mathcal{A}[\langle \nu \rangle^{M+q_{\gamma,s}} \nabla_{\nu} \mathcal{Z}^{\beta} (I - P) \hat{f}]}

\times \int_{\mathbb{R}^{\nu}} \left( \frac{\xi_{\nu}}{\nu} \right)^{\frac{d}{2}} \sqrt{\nu(a_{\nu,k})^{2} A_{\nu}^{(\beta_{1},M,j_{1})}(\xi)} \left( \frac{\langle k - \xi \rangle}{\nu} \right)^{\frac{d}{2}} \mathcal{D} \nu^{(\beta_{2},M,j_{2})}(k - \xi) d\xi,

\nu(a_{\nu,k})^{2} A_{\nu}^{(\beta_{1},M,j_{1})}(\xi) \left( \frac{\langle k - \xi \rangle}{\nu} \right)^{\frac{d}{2}} \mathcal{D} \nu^{(\beta_{2},M,j_{2})}(k - \xi) d\xi.

(5.65)

To absorb the loss in $\nu$ when estimating the $L_{2}^{\nu}$ norm, we use the fact that we are integrating on frequencies $|k| \lesssim \nu$ to gain powers of $\nu$ from the integration. Namely, we exploit the inequality

$$\int_{|k| \lesssim \nu} |G(k)(H \ast Q)(k)| dk \lesssim \|H \ast Q\|_{L_{k}^{\infty}} \|G\|_{L_{2}^{\nu}} \nu^{\frac{d}{2}} \lesssim \|H\|_{L_{2}^{\nu}} \|Q\|_{L_{2}^{\nu}} \|G\|_{L_{2}^{\nu}} \nu^{\frac{d}{2}}.$$  

(5.66)
Using that $N \sim N'$, we can distribute the $x$-derivative in (5.65) on the term with the lowest number of $Z$-derivatives (smaller $|\beta_i|$). Hence, combining the inequality (5.21) with (5.65) and using (5.66), we get

\[ \nu \int_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{J}_{M,\gamma \leq \nu}^{\alpha,\beta} dk \lesssim \nu^{\frac{d}{4} + \frac{1}{2} + \varepsilon} \left\| P_{\leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^J \sqrt{D_{M,B}^{\nu,d}} \right\|_{L^2_k} \]

\times \left( \left\| P_{> \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^J \sqrt{D_{M,B}^{\nu,d}} \right\|_{L^2_k} \left\| P_{> \delta_0^{-1} \nu} \sqrt{E_{M,B}} \right\|_{L^2_k} \right) \lesssim \sqrt{\mathcal{E} D}, \quad (5.67) \]

where we also used that $d/2 - 1/(1 + 2s) \geq 0$ since $d \geq 2$ and $s \in (0, 1]$. Combining (5.64) and (5.67) we see that from the term $\mathcal{J}_{M,\gamma \leq \nu}^{\alpha,\beta}$ we get bounds in agreement with (5.15). Following the same arguments outlined for the proof of the bounds for $\mathcal{J}_{M,\gamma \leq \nu}^{\alpha,\beta}$, it is not difficult to control in an analogous way the terms in (5.7)-(5.9) containing at least one $(I - \mathcal{P}) f$.

**Macroscopic error terms.** We are thus left with the macroscopic error terms given by

\[ \mathcal{J}_{\text{macro}, N \sim N'}^{\alpha,\beta} + \frac{c_0}{\nu} \mathcal{M}_{\Gamma, N \sim N'}, \quad (5.68) \]

\[ \mathcal{J}_{\text{macro}, N \sim N'}^{\alpha,\beta} := \sum_{N \sim N'} \mathbb{1}_{|k| \leq \delta_0^{-1} \nu} \left( \frac{2^{-C_0 \beta}}{\nu} (\nu t)^{2\beta} \langle k \rangle^2 \right)^{2\alpha} \langle \lambda \nu t \rangle^J \mathcal{M}_{\Gamma, N \sim N'}^{\alpha,\beta} \]

where $\mathcal{M}_{\Gamma, N \sim N'}$ is defined as in (5.10) with $\Gamma(f, f)$ replaced by $\sum_{N \sim N'} \Gamma(f_N, f_N)$. We recall that the proof of the bounds for the terms with $\Gamma(f_N, f_{N/8})$ can be treated as a subcase of the one we present below, see also the discussion at beginning of the proof for the Taylor dispersion errors.

We claim that

\[ \nu \int_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{J}_{\text{macro}, N \sim N'}^{\alpha,\beta} + \frac{c_0}{\nu} \mathcal{M}_{\Gamma, N \sim N'}^{\alpha,\beta} dk \lesssim \sqrt{\mathcal{E} D}. \quad (5.69) \]

Indeed, using the trilinear estimate in Lemma 3.6 we get

\[ \mathcal{J}_{\text{macro}, N \sim N'}^{\alpha,\beta} \lesssim \nu \sum_{N \sim N'} \mathbb{1}_{|k| \leq \delta_0^{-1} \nu} \left( \frac{2^{-C_0 \beta \alpha}}{\nu} \langle \nu t \rangle^{\beta_1} \langle \lambda \nu t \rangle^J \mathcal{M}_{\Gamma, N \sim N'}^{\alpha,\beta} \right) \]

\[ \times \int_{\mathbb{R}^d} \left( \frac{2^{-C_0 \beta_1/2}}{\nu \lambda} \langle \nu t \rangle^{2\beta_1} \langle k \rangle^2 \right) \left( \frac{2^{-C_0 \beta_2/2}}{\nu \lambda} \langle \nu t \rangle^{2\beta_2} \langle k \rangle^2 \right) \left( \frac{2^{-C_0 \beta_1/2}}{\nu \lambda} \langle \nu t \rangle^{2\beta_1} \langle k \rangle^2 \right) \item\item dx \]

where we used that $\langle k \rangle^\alpha \lesssim 1$ for $|k| \lesssim \nu$. From the bound above, exploiting the inequality (5.66) we get

\[ \nu \int_{|k| \leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^{2J} \mathcal{J}_{\text{macro}, N \sim N'}^{\alpha,\beta} dk \lesssim \nu^{\frac{d}{4} + \frac{1}{2} + \varepsilon} \left\| P_{\leq \delta_0^{-1} \nu} \langle \lambda_{\nu,k} t \rangle^J \sqrt{D_{M,B}^{\nu,d}} \right\|_{L^2_k} \sqrt{\mathcal{E} \sqrt{D}} \]

\[ \lesssim \sqrt{\mathcal{E} D}, \]

where $\mathcal{E}$ and $\mathcal{D}$ are the constants appearing in the Taylor and dispersion estimates, respectively.
Notice that here we never lose factors $\nu^{-1/(1+2s)}$ because we do not have $v$-derivatives. For $M_{\Gamma,N\sim N'}$, in view of Lemma (4.3), it is not hard to see that

$$M_{\Gamma,N\sim N'} \lesssim \frac{1}{\nu} \sum_{|\beta| \leq \delta_0^{-1} \nu} \sum_{\delta \leq \beta} \frac{2^{-c_1 \beta/2}}{2^{-c_1 \beta_1}} \langle k \rangle^{\alpha} \frac{|k|}{\sqrt{\nu}} \left\| Z^\beta \tilde{f}(k) \right\|_{L^2_k} \times \int_{\mathbb{R}^d} \left( \frac{2^{-c_1 \beta_1}}{\langle \nu t \rangle^{\beta_1}} \nu A[Z^\beta \tilde{f}(\xi)] \right) \left\| Z^\beta \tilde{f}(k-\xi) \right\|_{L^2_k} \, d\xi.$$

Therefore, also for this term we deduce a bound in agreement with (5.69), whence concluding the proof of Proposition 5.3.

5.3. Nonlinear errors for the main $L^\infty_v$ energy. In this section we aim at proving Proposition 5.4. The strategy of proof is the same followed to prove Proposition 5.3 and many steps will actually be identical. The main differences appear when using Young’s convolution inequality in Fourier space. We, therefore, provide the details only for the steps that differs from the proof of Proposition 5.3.

Proof. We split the nonlinear term as in (5.29) and we study separately the nonlinear error terms $NL_{M,B}$ (5.6) and $NL_{M,B}$ (5.7).

5.3.1. Nonlinear enhanced dissipation errors. In light of the discussion before the inequality (5.32), we study the term

$$T_{\alpha,M'} := \frac{2^{-c_3}}{\langle \nu \rangle^3} \langle \nu \rangle^{M'+q_\gamma,
u} \left( \nabla_v Z^\beta \frac{\Gamma(f,N,f_{\leq N/8})}{\nu} \right) \left( \nabla_v Z^\beta \tilde{f} \right) \left\| _{L^2_k}.$$

As in (5.33), we split this term as $T_{\alpha,M'} = T_{\alpha,M',<\nu} + T_{\alpha,M',\leq \nu}$, where $T_{\alpha,M',<\nu}$ and $T_{\alpha,M',\geq \nu}$ are the right-hand side of (5.70) with $f_{<N/8}$ replaced by $P_{\delta_0^{-1} \nu f_{<N/8}}$ and $P_{\delta_0^{-1} \nu f_{<N/8}}$, respectively.

Highly-modestly low frequency interactions. We can repeat all the arguments done in (5.34)-(5.38) by replacing $M$ with $M'$, since none of these bounds depend on the specific choice of the velocity weight. Hence, recalling the definition (5.35)

$$g^{(\beta,M,j)} = \frac{2^{-c_3/2}}{\langle \nu \rangle^3} \langle \nu \rangle^{M+q_\gamma,
u} \left( \nabla_v Z^\beta \tilde{f} \right),$$

we have

$$T_{\alpha,M',\geq \nu} \lesssim \frac{1}{\nu} \sum_{|\beta| \leq \delta_0^{-1} \nu} \sum_{\delta \leq \beta} \frac{2^{-c_1 \beta}}{2^{-c_1 \beta_1}} \langle k \rangle^{\alpha} \frac{|k|}{\sqrt{\nu}} \left\| Z^\beta \tilde{f}(k) \right\|_{L^2_k} \times \int_{\mathbb{R}^d} \left( \frac{2^{-c_1 \beta_1}}{\langle \nu t \rangle^{\beta_1}} \nu A[Z^\beta \tilde{f}(\xi)] \right) \left\| Z^\beta \tilde{f}(k-\xi) \right\|_{L^2_k} \, d\xi.$$

We then claim that

$$\nu \sup_{k:|k| \leq \delta_0^{-1} \nu} \sum_{\beta \leq B'} \frac{\lambda_{\nu,k}}{2^{2s}} |T_{\alpha,M',\geq \nu}| \, dk \lesssim \sqrt{\nu} \sqrt{\nu} \sqrt{\nu}.$$

To prove this bound, when applying Young’s convolution inequalities to the terms in (5.72)-(5.73) we can use the $L^2_k$ norm in both factors. This simplifies the proof compared to the one for Proposition 5.3 since we do not need to distinguish cases depending on the number of Z-derivatives. Indeed, having that

$$J' \leq J, \quad M' \leq M, \quad \alpha + |\beta_1| \leq B' \leq B, \quad |\beta_2| + 1/2 \leq B' + 1 \leq B,$$
since \( N \gtrsim \nu \), we get
\[
\| (\lambda_{\nu,k})^{J} \langle k \rangle \|_{L^{2}_{k}} \lesssim \| (\lambda_{\nu,k})^{J} \|_{L^{2}_{k}} \tag{5.75} \]
\[
\| (\lambda_{\nu,k})^{J} \langle k \rangle \|_{L^{2}_{k}} \lesssim \| (\lambda_{\nu,k})^{J} \|_{L^{2}_{k}} \tag{5.76} \]
Using the Young’s convolution inequality in (5.71) and appealing to (5.75)-(5.76), we have
\[
\nu \sup_{k: |k| \geq 2^{\delta_{0}^{-1} \nu}} \sum_{\alpha+|\beta| \leq B'} (\lambda_{\nu,k})^{J} \| I_{M', \leq \nu} \|_{L^{2}_{k}} \lesssim \| (\nu^{d} \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu / t \rangle_{\frac{d}{2}} \mathbb{1}_{t > \nu^{-1}}) \|_{L^{2}_{k}} \tag{5.77} \]
Instead of (5.60) we arrive at
\[
\sup_{k: |k| \leq 2^{\delta_{0}^{-1} \nu}} \sum_{\alpha+|\beta| \leq B'} (\lambda_{\nu,k})^{J} \| I_{M', \leq \nu} \|_{L^{2}_{k}} \lesssim \sqrt{E} \sqrt{D} \sqrt{D}_{L^{2}_{k}} \tag{5.78} \]
Also in this case we can argue as in (5.61) to get
\[
\| I_{M', \leq \nu} \|_{L^{2}_{k}} \lesssim \left( \nu^{d} \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu / t \rangle_{\frac{d}{2}} \mathbb{1}_{t > \nu^{-1}} \right) \sqrt{E}_{L^{2}_{k}} \tag{5.79} \]

5.3.2. Nonlinear Taylor dispersion errors. Following the discussion in Section 5.2.2, we study the term
\[
J_{M', \leq \nu}^{\alpha, \beta} := \sum_{N \gtrsim N'} 1_{|k| \leq 2^{\delta_{0}^{-1} \nu}} \left( \langle v \rangle \langle v \rangle_{\frac{d}{2}} \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu / t \rangle_{\frac{d}{2}} \mathbb{1}_{t > \nu^{-1}} \right) \sqrt{E}_{L^{2}_{k}}. \tag{5.80} \]
We split it as \( J_{M', \leq \nu}^{\alpha, \beta} = J_{M, \leq \nu}^{\alpha, \beta} + J_{M, \leq \nu}^{\alpha, \beta} \) where \( J_{M, \leq \nu}^{\alpha, \beta} \) and \( J_{M, \leq \nu}^{\alpha, \beta} \) are (5.79) with \( N \sim N' \leq 2^{\delta_{0}^{-1} \nu} \) and \( N \sim N' > 2^{\delta_{0}^{-1} \nu} \) respectively.

Very low-frequency interactions. When \( N \lesssim \nu \), we can proceed as done in the previous section (compare with the observation made before (5.64)). Thus, we get
\[
\nu \sum_{\alpha+|\beta| \leq B'} \sup_{k: |k| \leq 2^{\delta_{0}^{-1} \nu}} (\lambda_{\nu,k})^{J} \left( J_{M', \leq \nu}^{\alpha, \beta} \right) \lesssim \sqrt{D}_{L^{2}_{k}} \left( \sqrt{E}_{L^{2}_{k}} + \left( \nu^{d} \mathbb{1}_{t \leq \nu^{-1}} + \langle \nu / t \rangle_{\frac{d}{2}} \mathbb{1}_{t > \nu^{-1}} \right) \sqrt{E} \right). \tag{5.81} \]
Very low- moderately high frequency interactions. For $N \gtrsim \nu$, we have the main difference with respect to the $L_k^\infty$ case. Since we are considering the $L_k^\infty$ norm, here we cannot gain a smallness parameter as in (5.66). Hence, for the $L_k^\infty$ norm, we have to crucially use the fact that $B' < B$. Indeed, since
\[
\nabla_v Z^\beta = Z^{\beta+1} - t \nabla_v Z^\beta,
\]
by (5.79) we can bound $\mathcal{J}_{M',\gtrsim \nu}^{\alpha, \beta}$ as
\[
\mathbb{1}_{|k| \leq \delta_0^{-1} \nu} \frac{2^{-c_1 \beta}}{\langle ut \rangle^{2 \beta}} \sum_{N \sim N' \gtrsim \nu} \left( \langle \langle \nu \rangle^{M'+q_{\gamma,s}} Z^{\beta+1} F(\Gamma(f_N, f_{N'})) \rangle \langle \nu \rangle^{M'+q_{\gamma,s}} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f}(k) \rangle_{L^2_k} \right) + \langle \nu t \rangle \left( \langle \nu \rangle^{M'+q_{\gamma,s}} Z^{\beta} F(\Gamma(f_N, f_{N'})) \rangle \langle \nu \rangle^{M'+q_{\gamma,s}} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f}(k) \rangle_{L^2_k} \right) \tag{5.81}
\]
where in the last line we used that $t|k| \lesssim \langle \nu t \rangle$ in this regime. Thus, as opposed to (5.65), we never have to pay negative powers of $\nu$ since we never take a $v$-derivative of the terms $f_N, f_{N'}$ (which are in the enhanced dissipation regime). However, we need to use one $Z$-derivative more but we can do so since $B \geq B' + 1$ and we aim at controlling terms with $f_N, f_{N'}$ with $L_k^2$ norms.

Remark 5.11. This is a term where we are exploiting the phase mixing. Namely, we are controlling a $v$-derivative in terms of a $Z$-derivative.

Notice that in (5.81) we have to lose a factor $\langle \nu t \rangle$ also in the term containing $Z^{\beta+1}$ and not only in (5.79). This is because we have to divide $Z^{\beta+1}$ by $\langle \nu t \rangle^{\beta+1}$. More precisely, instead of (5.65) we get
\[
\mathcal{J}_{M',\gtrsim \nu}^{\alpha, \beta} \lesssim \frac{1}{\nu} \langle \nu t \rangle \sum_{N \sim N' \gtrsim \nu} \mathbb{1}_{|k| \leq \delta_0^{-1} \nu} \frac{2^{-c_1 \beta}}{\langle \nu t \rangle^{\beta}} \nu \mathcal{A}[\langle \nu \rangle^{M'+q_{\gamma,s}} \nabla_v Z^\beta (I - \mathcal{P}) \hat{f}(k)]
\times \int_{\mathbb{R}^d} \left( \sqrt{\nu \mathcal{A}[g_N^{(\beta_1, M', 0)}(\xi)]} \|g_N^{(\beta_2, M', 0)}(k - \xi)\|_{L^2_k} \right) \nu \mathcal{A}[g_N^{(\beta_2, M', 0)}(k - \xi)] \, d\xi \tag{5.82}
\]
We rely on (5.22) to absorb the $\langle \nu t \rangle$ loss in (5.82). In particular, we have
\[
\nu \sum_{\alpha + |\beta| \leq B'} \sup_{k: |k| \leq \delta_0^{-1} \nu} \langle \nu \omega, k \rangle^J \mathcal{J}_{\mathcal{M}', \gtrsim \nu}^{\alpha, \beta} \lesssim \left\| P_{\leq \delta_0^{-1} \nu} \langle \nu \omega, k \rangle^J \mathcal{J}_{\mathcal{M}', \gtrsim \nu}^{\alpha, \beta} \right\|_{L^\infty_k} \tag{5.83}
\times \left( \left\| P_{\gtrsim \delta_0^{-1} \nu} \langle \nu \omega, k \rangle^J \sqrt{\mathcal{D}^{e,d}_{M,B}} \right\|_{L^2_k} \left\| P_{\gtrsim \delta_0^{-1} \nu} \sqrt{\mathcal{E}^{e,d}_{M,B}} \right\|_{L^2_k} \right) + \left\| P_{\gtrsim \delta_0^{-1} \nu} \langle \nu \omega, k \rangle^J \sqrt{\mathcal{E}^{e,d}_{M,B}} \right\|_{L^2_k} \left\| P_{\gtrsim \delta_0^{-1} \nu} \sqrt{\mathcal{D}^{e,d}_{M,B}} \right\|_{L^2_k} \right)
\lesssim \sqrt{\mathcal{E}} \sqrt{\mathcal{D}} \sqrt{\mathcal{D}_{L,F}}. \tag{5.84}
\]
Combining together (5.80) and (5.84), we see that for the term $\mathcal{J}_{\mathcal{M}', \gtrsim \nu}^{\alpha, \beta}$ we get bounds in agreement with (5.16). The other terms in (5.7)-(5.9) that contain at least one $(I - \mathcal{P}) \hat{f}$ are analogous.

The macroscopic error terms defined in (5.68) do not depend on the velocity weights. Thus, we can combine the arguments done to obtain (5.69) with the ones to get (5.84) to prove
\[
\nu \sup_{k: |k| \leq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B} \langle \nu \omega, k \rangle^J (\mathcal{J}_{\mathcal{M}, N \sim N'}^{\alpha, \beta} + \frac{q_0}{\nu} M_{\Gamma, N \sim N'}) \, dk \lesssim \sqrt{\mathcal{E}} \sqrt{\mathcal{D}} \sqrt{\mathcal{D}_{L,F}},
\]
whence concluding the proof of Proposition 5.4. □

5.4. Nonlinear errors for the higher order moments. The control for the higher moments in the linearized problem is a straightforward consequence of the estimates (2.6) and (2.13). For the nonlinear problem, it is also not difficult to adapt the estimates leading to the bounds (5.15) and (5.16) to obtain (5.17) and (5.18) respectively. Since we are using higher order velocity weights, we only have to check where we need the functionals $\mathcal{E}, \mathcal{E}_{L,F}$ in (5.17) and (5.18).
Proof of Proposition 5.6. To prove the $L^2_k$ bound (5.17), we can argue as done to prove (5.15) simply by replacing $(M, J)$ with $(M + M_J, 0)$ in all the estimates. For instance, in the enhanced dissipation regime we have to bound
\[ \nu \int_{|k| \geq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B} T_{M + M_J}^{\alpha, \beta} \, dk \]
where $T_{M + M_J}^{\alpha, \beta}$ is defined in (5.32). With the same splitting introduced in (5.33), we first prove (5.36) with $M \to M + M_J$ and then, as in (4.46) with $J = 0$, we get
\[ \nu \int_{|k| \geq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B} T_{M + M_J, \geq \nu}^{\alpha, \beta} \, dk \lesssim \sqrt{E_{mom}} D_{mom}. \]
For the term $T_{M + M_J, \leq \nu}^{\alpha, \beta}$, we also have (5.49) with $M \to M + M_J$. For the bound (5.53), notice that for the piece with $P_J$ the weights are irrelevant thanks to the decay of the Maxwellian. These macroscopic terms are the one that needs to be controlled with $E_{LF}$. We can argue as done to obtain (5.60) and (5.61) to prove that
\[ \nu \int_{|k| \leq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B} T_{M + M_J, \leq \nu}^{\alpha, \beta} \, dk \lesssim \sqrt{E_{mom}} \sqrt{D_{mom}} \left( \nu^\delta 1_{t \leq \nu^{-1}} + (\nu/t)^{\frac{d}{2}} 1_{t > \nu^{-1}} \right) \sqrt{E_{LF}}. \]
In the Taylor dispersion regime, consider the term $J_{M + M_J}^{\alpha, \beta}$ as in (5.62) with its splitting (5.63). Following the reasoning before (5.64) and the estimates (5.67) with $(M, J) \to (M + M_J, 0)$, we get
\[ \sum_{\alpha + |\beta| \leq B} \int_{\mathbb{R}^d} \nu J_{M + M_J, \leq \nu}^{\alpha, \beta} \, dk \lesssim \sqrt{E_{mom}} \sqrt{D_{mom}} \left( \nu^\delta 1_{t \leq \nu^{-1}} + (\nu/t)^{\frac{d}{2}} 1_{t > \nu^{-1}} \right) \sqrt{E_{LF}}. \]
Also here, the $E_{LF}$ factor comes from macroscopic error terms, therefore insensitive to the weights. \hfill \Box

Proof of Proposition 5.7. For the proof of the $L^\infty_k$ bound (5.18), we can readily follow the proof of (5.16) since the only properties we used are $M' \leq M - 1$, $J' \leq J - 1$ and $B' \leq B - 1$ which are still true if we replace $M' \to M' + M_J$ and $J' \to 0$ thanks to (2.19). For instance, following (5.70)-(5.78) and the arguments to get (5.80) we obtain
\[ \nu \sup_{k: |k| \geq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B'} T^{\alpha, \beta}_{M' + M_J'} + J^{\alpha + \beta}_{M' + M_J'} \leq \nu \sqrt{D_{mom, LF}} \left( \sqrt{E_{mom}} \sqrt{D_{mom}} \left( \nu^\delta 1_{t \leq \nu^{-1}} + (\nu/t)^{\frac{d}{2}} 1_{t > \nu^{-1}} \right) \sqrt{E_{LF}} \sqrt{E_{mom, LF}} \right). \]
On the other hand, for $J_{M' + M_J', \geq \nu}^{\alpha + \beta}$ we get the bounds in (5.82) with $M' \to M' + M_J$. To absorb the $(\nu t)$ we have to use $E$ (or $D$) instead of $E_{mom}$ since the latter does not contain the factor $\langle \lambda_{\nu, k} t \rangle$. More precisely, as done to get (5.53), we have
\[ \sup_{k: |k| \leq \delta_0^{-1} \nu} \sum_{\alpha + |\beta| \leq B'} \nu J^{\alpha, \beta}_{M' + M_J'} \geq \nu \lesssim \left\| P_{\leq \delta_0^{-1} \nu} \sqrt{D_{M' + M_J', B'}} \right\|_{L^\infty_k} \times \left( \left\| P_{> \delta_0^{-1} \nu} \sqrt{D_{M' + M_J', B'}} \right\|_{L^2_k} + \left\| P_{> \delta_0^{-1} \nu} \langle \lambda_{\nu, k} t \rangle \sqrt{E_{M' + M_J', B'}} \right\|_{L^2_k} \right) \lesssim \sqrt{\mathcal{E}} \sqrt{D_{mom}} \sqrt{D_{mom, LF}}, \]
where in the last inequality we used $M' + M_J' \leq M$ and $J \geq 1$. Finally, all the error terms that do not have velocity weights are clearly bounded in the same way, for instance the ones in (5.68). Hence, the proof of Proposition 5.7 is over. \hfill \Box
Appendix A. Basic Inequalities

To handle to anisotropic dissipation in the problem under consideration in this paper, we need the following lower bound.

**Lemma A.1.** Let \( R > 1, 0 < s \leq 1 \) and \( \gamma < 0 \). Then

\[
\| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} \gtrsim \frac{1}{R^{3(1-s)}} \| 1_{|V| \leq Rg} \|_{H^{s}}^{2}.
\]

**Proof.** Consider first \( s < 1 \). Let \( 0 < \delta < 1 \) be a small parameter to be chosen. Then

\[
\| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} \geq \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} + \delta \| 1_{|v| \leq Rg} \|_{H^{s}}^{2}
\]

(A.1)

Since \((a + b)^{2} \geq a^{2} / 2 - b^{2} \), we get

\[
\begin{align*}
\| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} & = \int \int \frac{\langle v \rangle^{-2} (1_{|v| \leq Rg} - 1_{|v'| \leq Rg'}) + 1_{|v'| \leq Rg'} (\langle v \rangle^{-2} - \langle v' \rangle^{-2})}{|v - v'|^{d+2s}} dv dv' \\
& \geq \frac{1}{2} \int \int \langle v \rangle^{-2} (1_{|v| \leq Rg} - 1_{|v'| \leq Rg'})^{2} dv dv' \\
& \quad - \int \int 1_{|v - v'| \leq R} 1_{|v'| \leq R} (\langle v \rangle^{-2} - \langle v' \rangle^{-2})^{2} dv dv' \\
& \quad : = I_{1} - I_{2}^{2} \leq R^{2(1-s)} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2}.
\end{align*}
\]

where \( q > 0 \) is a constant to be chosen later. For \( I_{1} \), recalling that \( \gamma < 0 \), one has

\[
I_{1} = \frac{1}{4} \int \int (\langle v \rangle^{-2} + \langle v' \rangle^{-2}) (1_{|v| \leq Rg} - 1_{|v'| \leq Rg'})^{2} dv dv' \gtrsim \frac{1}{R^{3(1-s)}} \| 1_{|v| \leq Rg} \|_{H^{s}}^{2},
\]

(A.2)

where in the last bound we used that on the support of the integral we cannot have \( |v| \geq R \) and \( |v'| \geq R \). To control \( I_{2}^{2} \), by the mean value theorem we get

\[
1_{|v - v'| \leq 1} (\langle v \rangle^{-2} - \langle v' \rangle^{-2})^{2} \leq 1_{|v - v'| \leq 1} |v - v'|^{2} (\langle v \rangle^{-2} + \langle v' \rangle^{-2}) \leq 1_{|v - v'| \leq 1} |v - v'|^{2} (\langle v \rangle^{-2} - \langle v' \rangle^{-2}).
\]

Therefore, since \( s < 1 \) we have

\[
|I_{2}^{2}| \lesssim \int 1_{|v'| \leq R} (\langle v' \rangle^{-2} - \langle v' \rangle^{-2})^{2} dv' \int 1_{|v - v'| \leq 1} \frac{1}{|v - v'|^{3-2(1-s)}} dv \lesssim R^{2q(1-s)} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2}.
\]

(A.3)

For the remaining term

\[
|I_{2}^{2}| \lesssim \int 1_{|v'| \leq R} (\langle v' \rangle^{-2})^{2} dv' \int 1_{|v - v'| > R} \frac{1}{|v - v'|^{d+2s}} dv \lesssim R^{-2qs} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2}.
\]

(A.4)

Thus, combining (A.2), (A.3) and (A.4) we deduce that there is a constant \( C \) such that

\[
\| 1_{|v| \leq Rg} \|_{H^{s}}^{2} \geq \frac{1}{C R^{3(1-s)}} \| 1_{|v| \leq Rg} \|_{H^{s}}^{2} - C R^{2q(1-s)} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} - C R^{-2qs} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2}.
\]

(A.5)

Choosing

\[
\delta = c R^{-2q(1-s)}, \quad c = 1/(4C), \quad q = |\gamma|/2,
\]

and plugging (A.5) in (A.1), we get

\[
\begin{align*}
\| 1_{|v| \leq Rg} \|_{H^{s}}^{2} & \geq \frac{3}{4} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} + \frac{1}{4 C^{2} R^{3(1-s)}} \| 1_{|v| \leq Rg} \|_{H^{s}}^{2} \left( \frac{1}{4 C R^{3(1-s)}} \right) \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} \\
& \geq \frac{1}{2 R^{3(1-s)}} \| 1_{|v| \leq Rg} \|_{L^{2}_{x}}^{2} + \frac{1}{4 C^{2} R^{3(1-s)}} \| 1_{|v| \leq Rg} \|_{H^{s}}^{2}.
\end{align*}
\]

(A.6)

Since \( 2 - s > 1 \), the proof for \( s < 1 \) is over. When \( s = 1 \), we can explicitly compute the commutator \( \{ \nabla_{v}, \langle v \rangle^{\gamma/2} \} \) and we omit the details of this simpler proof.

For convenience of the reader, we recall here some basic inequalities used in [4, 5] and that we exploit in Section 3.
Lemma A.2 ( [5, Lemma 2.5]). For any $\alpha > -3$, $\rho > 0$, $\alpha, \rho \in \mathbb{R}$ one has
\[
\int_{\mathbb{R}^3} |w|^{\alpha} \langle w \rangle^{\beta} (w + u)^{\alpha} \mu^\rho (w + u) dw \approx \langle u \rangle^{\alpha+\beta}.
\]

Lemma A.3 ( [4, Lemma 2.5]). For any $g \in C^1_0$ one has
\[
\int_{\mathbb{R}^2} b(\cos(\theta))|g(v_s) - g(v'_s)| d\sigma \leq C_g \langle v - v_s \rangle^{2s}.
\]

When $0 < s \leq 1/2$ one can replace $\langle v - v_s \rangle$ with $|v - v_s|$.

Proof. By (1.2), observe that
\[
|v'_s - v_s|^2 = \frac{|v - v_s|^2}{2} \left( 1 - \frac{(v - v_s) \cdot \sigma}{|v - v_s|} \right) = \frac{|v - v_s|^2}{2} (1 - \cos(\theta)) = \sin(\theta/2)^2 |v - v_s|^2.
\]

Using Taylor’s formula
\[
|g(v_s) - g(v'_s)| \leq C_g |v_s - v'_s| = C_g \sin(\theta/2)|v - v_s|.
\]

Let $0 < \delta < \pi/2$. Combining the inequality above with the property (1.4), we infer
\[
\int_{\mathbb{R}^2} b(\cos(\theta))|g(v_s) - g(v'_s)| d\sigma \lesssim_g |v - v_s| \int_0^{\delta} \frac{\sin(\theta/2)}{\theta^{2s+1}} d\theta + \int_\delta^{\pi/2} \frac{1}{\theta^{1+2s}} d\theta \lesssim_g |v - v_s| \delta^{-2s+1} + \delta^{-2s}.
\]

If $|v - v_s| < 1$ then choose $\delta = 1/10$ and use $|v - v_s| \leq 1 \leq \langle(v - v_s)^2 \rangle$. If $s \leq 1/2$ then it is also true $|v - v_s| \leq |v - v_s|^{2s}$. When $|v - v_s| > 1$, take $\delta = |v - v_s|^{-1}$.
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