Active Disturbance Rejection Control Based Sinusoidal Trajectory Tracking for an Upper Limb Robotic Rehabilitation Exoskeleton
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Abstract: In this paper, a combined control strategy with extended state observer (ESO) and finite time stable tracking differentiator (FTSTD) has been proposed to perform flexion and extension motion repetitively and accurately in the sagittal plane for shoulder and elbow joints. The proposed controller improves the tracking accuracy, performs state estimation, and actively rejects disturbance. A sinusoidal trajectory as an input has been given to a two-link multiple-input multiple-output (MIMO) upper limb robotic rehabilitation exoskeleton (ULRRE) for a passive rehabilitation purpose. The efficacy of the controller has been tested with the help of performance indices such as integral time square error (ITSE), integral square error (ISE), integral time absolute error (ITAE), and integral of the absolute magnitude of error (IAE). The system model is obtained through the Euler–Lagrangian method, and the controller’s stability is also given. The proposed controller has been simulated for ±20% parameter variation with constant external disturbances to test the disturbance rejection ability and robustness against parametric uncertainties. The proposed controller has been compared with already developed ESO-based methods such as active disturbance rejection control (ADRC), nonlinear active disturbance rejection control (NLADRC), and improved active disturbance rejection control (I-ADRC). It has been found that the proposed method increases tracking performance, as evidenced by the above performance indices.
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1. Introduction

1.1. Motivation and Background

Conventional rehabilitation activities require the patient to work with a therapist and support personnel to complete the targeted rehabilitative training. These activities require repetitive motions over a long period, which is exhaustive for patients and therapists [1,2]. Additionally, this approach lacks quantitative measurement of patient progress, indicating the necessity for more modern methodologies and new technologies to solve this deficiency. Robotic rehabilitation is a popular and contemporary method that integrates robotics expertise with rehabilitation treatment to facilitate recovery [3–6]. These robotic devices work on the affected area and assist the patient in achieving the highest level of movement precision possible. Additionally, these devices give comfort and may be used for a specific...
time based on the therapeutic requirements. The outcomes of therapy are analyzed using a continuous assessment and recorded movements of patients undergoing rehabilitation [7].

1.2. Related Research

Various control structures have been adopted so far to improve the functioning of rehabilitation exoskeletons. One popular method is PID control, which performs well but fails and suffers when disturbance affects the system [8]. The particle swarm optimization (PSO) [9] method acts on disturbance but involves the evaluation of many parameters. A model-based technique such as computed-torque control (CTC) [10,11] needs additional control methods to compensate for modeling uncertainties. The development of rules and inference testing in intelligent control approaches are time-consuming tasks [12]. Sensitivity amplification cannot cope with disturbance and requires exact modeling information [13,14]. A neural network based on radial basis functions (RBF) can handle disturbances but has high computational costs [15]. Robust control methods are cautious and take the worst-case scenarios into account. The sliding mode control (SMC) handles the disturbances but has chattering issues [16].

In a nonlinear multiple-input multiple-output (MIMO) system, obtaining precise model information is complex and time-consuming. To meet this requirement, Han [17] developed the extended-state-observer (ESO)-based control or active disturbance rejection control (ADRC). This approach has been utilized in various disciplines, including motion control [18-21], flight control [22,23], and process control [24-34]. To achieve disturbance rejection, ESO determines the system state utilizing input–output data [35]. ADRC does not rely heavily on exact model knowledge [36,37]. ADRC is characterized as a model-free controller since it just requires the system order and the estimated value of system parameters [38].

The usefulness of the ADRC technique for tracking trajectories has been evaluated over many upper and lower limb robotic rehabilitation exoskeletons in recent years. A lower limb gait trajectory tracking was recently achieved using LESO [39,40] and proved to be more successful than PID. Several enhancements have recently been made to improve the existing LESO-based architecture of ADRC to track accurate trajectories. Guerrero-Castellanos et al. [41] presented ESO combination with control Lyapunov function (CLF) and Sontag’s formula to track active ankle–foot orthosis motion. Rehabilitation strategies for trajectory tracking, force and impedance control, and biosignals have already been developed [42-47]. Trajectory tracking is one of the essential aspects of rehabilitation that can be accurately achieved by better control methods for patient recovery [5,40,48-50].

1.3. Purpose, Contribution, and Paper Structure

The purpose of this paper is to provide an ESO-based robust controller for performing accurate rehabilitative motions. For the upper limb system model, the flexion and extension movements are given by a sinusoidal trajectory, which is an input to the exoskeleton. The proposed control method precisely tracks these inputs, improving the repeatability of joint movement and aiding the patient’s recovery during the early phases of rehabilitation. In addition to the fact that patients’ musculoskeletal problems differ and may occur while performing such exercises, which can interfere with tracking and consequently the rehabilitation process, the proposed method actively removes these disturbances while tracking.

A trajectory tracking control for two-link ULRRE has been devised in this work. A finite-time stable tracking differentiator based on the ADRC control law has improved trajectory tracking accuracy. The exoskeleton model is obtained using the Euler–Lagrange method. The two units, LESO and FTSTD, estimate the system’s states and eliminate disturbances as lumped disturbances, including modeling uncertainties and external disturbances. FTSTD generates signals by differentiating the input, resulting in an output that increases gradually rather than abruptly, improving accuracy and decreasing overshoot. The proposed work has been compared with recently developed ESO-based trajectory tracking control strategies such as ADRC, NLADRC, and I-ADRC by performing a simula-
tion study. The proposed method’s efficacy has been evaluated using various performance indices with 20% parameter variation and constant external disturbance. Simulation results indicate an improvement in trajectory tracking accuracy with disturbance rejection and robustness against parameter variation.

The rest of the paper is organized as follows: Section 2 focuses on ULRRE modeling. Section 3 details the ESO-based and FTSTD-based ADRC control strategies. The closed-loop stability is described in Section 4. Simulation results are shown in Section 5. Discussion is given in Section 6. Finally, in Section 7, the conclusion is reached.

2. Modeling of Upper Limb Robotic Rehabilitation Exoskeleton

Figure 1 shows a two-link ULRRE model. It works in the sagittal plane for flexion and extension movements of shoulder and elbow joints. The electric motors provide these movements. The parameters of ULRRE for both joints are displayed in Figure 1. The lengths of connecting segments from the exoskeleton to the center of mass are $L_{c1}$ and $L_{c2}$. The lengths of two links are $L_1$ and $L_2$. The angular positions of the two links are $q_1$ and $q_2$. The model is obtained from [51] and parameters values are shown in Table 1.

![Figure 1. Upper limb robotic rehabilitation exoskeleton.](image)

| Upper Limb Parameters | Parameter | Value  | Units  |
|-----------------------|-----------|--------|--------|
| Limb and exoskeleton masses | $m_1$ | 2.25 kg |
|                        | $m_2$ | 1.47 kg |
| Limb lengths | $L_1$ | 0.34 m |
|                        | $L_2$ | 0.25 m |
| Center of mass | $L_{c1}$ | 0.25 m |
|                        | $L_{c2}$ | 0.125 m |
| Mass moment of inertia for exoskeleton and limbs | $I_1$ | 0.2505 kg·m$^2$ |
|                        | $I_2$ | 0.0925 kg·m$^2$ |

The equation of motion was obtained using the Euler–Lagrange method and is presented in Equation (1) as

$$J(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + D = T$$

(1)

Table 2 describes the Equation (1).
Table 2. Nomenclature.

| Notation | Description |
|----------|-------------|
| \(J(q) \in \mathbb{R}^{2 \times 2}\) | Inertia matrix. |
| \(C(q, \dot{q}) \in \mathbb{R}^{2 \times 2}\) | Coriolis and centrifugal force matrix. |
| \(G \in \mathbb{R}^{2 \times 1}\) | Gravitational force matrix. |
| \(T \in \mathbb{R}^{2 \times 1}\) | Control input vector. |
| \(D \in \mathbb{R}^{2 \times 1}\) | Denotes unmodeled dynamics and external disturbances matrix. |
| \(Q = [q_1 \ q_2]^T\) | \(q_1\) and \(q_2\) angle traced by shoulder and elbow joints. |
| \(T = [\tau_1 \ \tau_2]^T\) | \(\tau_1\) and \(\tau_2\) are torques of both the joints. |

Properties of dynamic model in Equation (1) are as follows:

1. Matrix \(J(q)\) is symmetric and positive definite.
2. Matrix \(J(q) - 2C(q, \dot{q})\) is a skew-symmetric if \(\forall \varepsilon \in \mathbb{R}^n, \varepsilon^T (J(q) - 2C(q, \dot{q})) \varepsilon = 0\).
3. There are finite scalars \(\zeta_i > 0, i = 1, \ldots, 4\), for which \(|J(q)| \leq \zeta_1, |C(q, \dot{q})| \leq \zeta_2, |G(q)| \leq \zeta_3\) and \(|D| \leq \zeta_4\), that suggest all elements of model are bounded.

The equations of matrices are given as:

\[
\begin{align*}
J(q) &= \begin{bmatrix} j_{11} & j_{12} \\ j_{21} & j_{22} \end{bmatrix} \\
j_{11} &= I_1 + I_2 + m_1 L_1^2 + \frac{m_2}{2} (L_1^2 + L_2^2) + 2L_1L_2 \cos(q_2) \\
j_{12} &= j_{21} \\
j_{22} &= I_2 + m_2 L_2^2
\end{align*}
\]  

(2)

In addition,

\[
C(q, \dot{q}) = \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix}
\]

\[
\begin{align*}
c_{11} &= -m_2 L_1 L_2 (2 \dot{q}_2) \sin q_2 \\
c_{12} &= -m_2 L_1 L_2 (\dot{q}_2) \sin q_2 \\
c_{21} &= m_2 L_1 L_2 (\dot{q}_1) \sin q_2 \\
c_{22} &= 0
\end{align*}
\]  

(3)

where \(\dot{q}_1\) and \(\dot{q}_2\) are the velocities of two joints.

Moreover, \(G(q)\) is given by:

\[
G(q) = \begin{bmatrix} g_1 \\ g_2 \end{bmatrix}
\]

\[
\begin{align*}
g_1 &= (m_1 + m_2)gL_1 \cos q_1 + m_2gL_2 \cos(q_1 + q_2) \\
g_2 &= m_2gL_2 \cos(q_1 + q_2)
\end{align*}
\]  

(4)

\(q_d = [q_1 d_1] = [q_1 \ q_2]^T\), where \(q_1 = q_1\) and \(q_2 = q_2\) are the input trajectories given to elbow and shoulder joint. The tracking error is given by \(e = q_d - q\). The reference and tracked trajectories are represented as \(q_d\) and \(q\). \(m\) and \(I\) denote the mass and moment of inertia.
of exoskeleton, respectively. The gravitational constant is \( g \), whose value is approximated by 9.81 m/s\(^2\).

3. Topology of Proposed Method

The topology of the proposed ESO-based and FTSTD-based ADRC trajectory tracking control for ULRRE is shown in Figure 2. The MIMO system is decoupled to the single-input single-output (SISO) system, and then the proposed controller is applied. The topology consists of ESO, which removes disturbances and uncertainties as total disturbance and FTSTD to improve the system’s response.

In Figure 2, \( q_{sd}(t) \) and \( q_{te}(t) \) represent the reference input sent to the shoulder and elbow joints, respectively. \( \hat{q}_1(t), \hat{q}_2(t), \hat{q}_4(t) \), and \( \hat{q}_5(t) \) are the estimated states of LESO. \( \dot{q}_3(t) \) and \( \dot{q}_6(t) \) are extended states of the LESO. \( U_c(t) \) and \( U_e(t) \) are the control signals to ULRRE. \( d_1(t) \) and \( d_2(t) \) are the extrinsic disturbances. \( q_s(t) \) and \( q_e(t) \) represents output of shoulder and the elbow joints.

3.1. Decoupling between Shoulder and Elbow Joint

The paper aims to achieve accurate trajectory tracking for ULRRE in the presence of external disturbances and modeling uncertainties such as parameter variations. The mathematical model in Equation (1) is further expressed as:

\[
\begin{align*}
\dot{q}_1 &= j_{11}\dot{q}_1 + j_{12}\dot{q}_2 + c_{11}q_1 + c_{12}q_2 + g_1 + d_1 = \tau_1 \\
\dot{q}_2 &= j_{21}\dot{q}_1 + j_{22}\dot{q}_2 + c_{21}q_1 + c_{22}q_2 + g_2 + d_2 = \tau_2
\end{align*}
\]  

(5)

where \( D = [d_1, d_2]^T \), \( d_1 \) and \( d_2 \) represent lumped disturbances. Equation (5) in state space is expressed as follows.

\[
\begin{align*}
\dot{q}_1 &= \frac{1}{(j_{11}/j_{22} - j_{21}/j_{12})}(j_{22}\tau_1 - j_{12}\tau_2 - F_1) \\
\dot{q}_2 &= \frac{1}{(j_{12}/j_{21} - j_{11}/j_{22})}(j_{21}\tau_1 - j_{11}\tau_2 - F_2)
\end{align*}
\]  

(6)
where

\[
\begin{align*}
F_1 &= (j_{22} c_{11} - j_{12} c_{21}) \dot{q}_1 + (j_{22} c_{12} - j_{12} c_{22}) \dot{q}_2 + j_{22} g_1 - j_{12} g_2 + j_{22} d_1 - j_{12} d_2 \\
F_{10} &= (j_{22} c_{11} - j_{12} c_{21}) \dot{q}_1 + (j_{22} c_{12} - j_{12} c_{22}) \dot{q}_2 + j_{22} g_1 - j_{12} g_2 \\
f_{1d} &= j_{22} d_1 - j_{12} d_2 \\
F_1 &= f_{10} + f_{1d} \\
F_2 &= (j_{21} c_{11} - j_{11} c_{21}) \dot{q}_1 - (j_{21} c_{12} - j_{11} c_{22}) \dot{q}_2 - j_{21} g_1 + j_{11} g_2 - j_{22} d_1 + j_{12} d_2 \\
f_{20} &= (j_{21} c_{11} - j_{11} c_{21}) \dot{q}_1 - (j_{21} c_{12} - j_{11} c_{22}) \dot{q}_2 - j_{21} g_1 + j_{11} g_2 \\
f_{2d} &= -j_{22} d_1 + j_{12} d_2 \\
F_2 &= f_{20} + f_{2d}
\end{align*}
\]

Equation (6) after simplification becomes Equation (8) and is given as:

\[
\begin{align*}
\check{q}_1 &= P_{f1} \cdot (j_{22} \tau_1 - j_{12} \tau_2) + f_1 \\
\check{q}_2 &= -P_{f1} \cdot (j_{21} \tau_1 - j_{11} \tau_2) + f_2
\end{align*}
\]  

(8)

where \( P_{f1} = \frac{1}{(j_{12} - j_{22})} \), \( f_1 = -(f_{10} + f_{1d})P_{f1}, f_2 = (f_{20} + f_{2d})P_{f1} \).

After decoupling the system in Equation (8) by decoupling matrix \( [N] \) [52], it is written as

\[
\ddot{q} = f + U
\]  

(9)

Here, \( q = [q_1, q_2]^T \), \( f = [f_1, f_2]^T \), \( U = [U_1, U_2]^T = N[\tau_1, \tau_2]^T \) if \( U \) is known, the control of input \( T = [\tau_1, \tau_2]^T \) is obtained as \( T = N^{-1} U = N_{\text{inv}} U \). After separating the system, two ESO are generated for each joint using two distinct equations.

\[
\begin{align*}
\dot{\check{q}}_1 &= f_1 + \frac{1}{(P_{f1}^{-1} + 2)} U_1 \\
\dot{\check{q}}_2 &= f_2 + \frac{1}{(P_{f1}^{-1} + 2)} U_2
\end{align*}
\]  

(10)

3.2. Finite-Time Stable Tracking Differentiator

A tracking differentiator is introduced to improve the system’s response by minimizing overshoot and enhancing noise robustness [53]. It acts on input signals and avoids sudden changes by differentiating them. The performance of the ULRRE to track the trajectory has been improved by applying the FTSTD design specified in Equation (11).

\[
\begin{align*}
\dot{z}_1(t) &= z_2(t) \\
\dot{z}_2 &= R^2 \left( -a_1 [z_1 - v(t)] - a_2 \left( \frac{z_2(t)}{R} \right)^2 \right)
\end{align*}
\]  

(11)

\( a_1 \) and \( a_2 > 0 \). In this case, \( z_2 \) is a derivative of \( z_1 \). The required trajectory is \( z_1 \). \( R \) controls the rate of the transient profile and is selected as a compromise between noise tolerance and tracking precision.

3.3. Linear Extended State Observer Design

In this section, LESO is developed for a second-order system to reduce lumped disturbances. From Equation (10), the decoupled system is given by

\[
\dot{\check{q}}(t) = f_0(\check{q}_1(t), \check{q}_2(t), q_1(t), q_2(t) + f_{1d}(d(t))) + bu(t)
\]  

(12)

where \( d(t) \) is lumped disturbance, \( u(t) \) is input, \( q(t) \) is output, and \( b \) is the system parameter. \( f_{1d}(d(t)) \) is uncertainty resulting from both external and internal modeling and is referred to as a whole disturbance. Assume that \( f_{1d}(d(t)) \), which represents the ULRRE’s nonlinear
time-varying dynamics, is differentiable. Equations (13) and (14) are used to rewrite and express the system.

\[
\begin{align*}
\dot{q}_1 &= q_2, \\
\dot{q}_2 &= -(f_{10} + f_{1d})p_{f1} + \frac{1}{(p_{f1,f2})}U_1, \\
\dot{q}_3 &= d_1(q,d_1,d_1), \\
y_1 &= q_1 \\
\dot{q}_4 &= q_5, \\
\dot{q}_5 &= (f_{20} + f_{2d})p_{f1} + \frac{1}{(p_{f1,f11})}U_2, \\
\dot{q}_6 &= d_2(q,d_2,d_2), \\
y_2 &= q_4
\end{align*}
\]

(13)

The LESO is designed for both the joints individually. Two LESO are

\[
\begin{align*}
\dot{\hat{q}}_1 &= \hat{q}_2 + K_1(q_1 - \hat{q}_1), \\
\dot{\hat{q}}_2 &= \hat{q}_3 + K_2(q_1 - \hat{q}_1) + \frac{1}{(p_{f1,f2})}U_1 - (f_{10})p_{f1}, \\
\dot{\hat{q}}_3 &= K_3(q_1 - \hat{q}_1) \\
\dot{\hat{q}}_4 &= \hat{q}_5 + K_4(q_4 - \hat{q}_4), \\
\dot{\hat{q}}_5 &= \hat{q}_6 + K_5(q_4 - \hat{q}_4) + \frac{1}{(p_{f1,f11})}U_2 + (f_{20})p_{f1}, \\
\dot{\hat{q}}_6 &= K_6(q_4 - \hat{q}_4)
\end{align*}
\]

(15)

The observer gain matrices are \( L_1 = [K_1, K_2, K_3]^T \) and \( L_2 = [K_4, K_5, K_6]^T \). All observer poles are set to \(-w_o\) for tuning. To calculate observer gain, the characteristic equation given below is used.

\[
\begin{align*}
s^3 + K_1s^2 + K_2s + K_3 &= (s + w_o)^3 \\
s^3 + K_4s^2 + K_5s + K_6 &= (s + w_o)^3
\end{align*}
\]

(16)

where \(w_o\) is the LESO’s bandwidth. \( L_1 \) and \( L_2 \), gain vectors, are expressed as \( K_1 = K_4 = 3w_o \), \( K_2 = K_5 = 3w_o^2 \), and \( K_3 = K_6 = w_o^3 \). A balance between tracking performance and noise tolerance is achieved by selecting an observer bandwidth \( w_o \).

ESO-based control law in general is given by \( u = \frac{u_0 - \dot{\hat{q}}}{h} \), where \( h \) is the system parameter. \( u_0 = K_p(q_1 - \hat{q}_1) + K_d(\hat{q}_2 - \hat{q}_2) + \hat{q}_d \). Since \( K_p = w_o^2 \) and \( K_d = 2w_o \) [54], with well-designed ESO, the last term in left-hand side \( \dot{\hat{q}}_d \) is relatively small in a well-designed ESO. The rest of equation is a PD controller.

The feedback control law of ADRC is given by \( U_0 = [U_1, U_2]^T = K_p e + K_d \dot{e} \). \( e \) and \( \dot{e} \) are the state estimate errors for the position and velocity for both the joints, where \( q_d = [q_{d1}, q_{d2}] \) as reference trajectory \( e = [e_1, e_2]^T = [(q_{d1} - q_1)(q_{d2} - q_2)]^T, \dot{e} = [\dot{e}_1, \dot{e}_2]^T = [\dot{q}_{d1} - \dot{q}_1]^T \). The ESO-based and FTSTD-based ADRC law for standard second-order integrator \( y = U_0 \) can be expressed as \( U = [\tau_1, \tau_2]^T = N_{inv}(K_p e - K_d \dot{e} - \hat{f}) \), where \( \hat{f} = [\hat{f}_1, \hat{f}_2]^T \) are the estimate of disturbance i.e., \( \hat{f} = [\hat{f}_1, \hat{f}_2]^T = [\dot{\hat{q}}_3, \dot{\hat{q}}_6]^T \). Controller bandwidth is determined as \( \omega_c = \frac{1}{2}w_o \).

\[
K_p = \begin{bmatrix} \omega_c^2 & 0 \\ 0 & \omega_c^2 \end{bmatrix}, \quad K_d = \begin{bmatrix} 2\omega_c & 0 \\ 0 & 2\omega_c \end{bmatrix}.
\]
As illustrated by Equation (9), the system Equation (10) eventually becomes Equation (17) with a well-designed control law:

$$\mathbf{U} = N_{inv} \left( \mathbf{K}_p \ e - \mathbf{K}_d \ \dot{e} + \hat{q}_d - \mathbf{f} \right) \quad (17)$$

4. Stability Analysis

Provided that \( f(q_1, q_2, \ldots, q_n, u, d(t), t) \) is globally Lipschitz with reference to \( q \), there appears a constant \( w_o > 0 \), \( w_c > 0 \), whereby the closed-loop system Equation (18) is asymptotically stable.

**Proof.**

$$\mathbf{U} = [\tau_1, \tau_2]^T = N_{inv} \left( \mathbf{K}_p \ e - \mathbf{K}_d \ \dot{e} + \hat{q}_d - \mathbf{f} \right) \quad (18)$$

\( q_{s,r} \) and \( q_{e,r} \) are the reference trajectories for the shoulder and elbow joints. The goal is to properly track these inputs \( q_{s,r}, \dot{q}_{s,r}, \ddot{q}_{s,r} \), whose derivatives, \( q_{s,r,1}, q_{s,r,2}, \ldots, q_{s,r,i} \), are bounded. Let, for the shoulder joint \( \left[ q_{s,r,1}, q_{s,r,2}, q_{s,r,3} \right]^T = \left[ \hat{q}_{s,r,1}, \hat{q}_{s,r,2}, \hat{q}_{s,r,3} \right]^T \). Define \( e_1 = q_{s,r,1} - q_{i,r} \), \( e_2 = q_{s,r,2} - q_2 \), \( e_3 = q_{s,r,3} - q_3 \), \( \ddot{e}_1 = q_{s,r,1} - \hat{q}_{s,r,1} \), \( \ddot{e}_2 = q_{s,r,2} - \hat{q}_{s,r,2} \), \( \ddot{e}_3 = q_{s,r,3} - \hat{q}_{s,r,3} \), \( \dot{e}_1 = q_{s,r,1} - \hat{q}_{s,r,1} \), \( \dot{e}_2 = q_{s,r,2} - \hat{q}_{s,r,2} \), \( \dot{e}_3 = q_{s,r,3} - \hat{q}_{s,r,3} \). The proposed control law is as follows:

$$\begin{align*}
U_1 &= [k_p(q_{s,r,1} - \hat{q}_{s,r,1}) + k_d(q_{s,r,2} - \hat{q}_{s,r,2}) + q_{s,r,3} - \hat{q}_{s,r,3}] \left( P_{f1,f22} \right) \\
&= \left( k_p(q_{s,r,1} - \hat{q}_{s,r,1}) + k_d(q_{s,r,2} - \hat{q}_{s,r,2}) + q_{s,r,3} - \hat{q}_{s,r,3} \right) \left( P_{f1,f22} \right) \\
&= k_p(e_1 + \hat{q}_1) + k_d([e_2 + \hat{q}_2] + q_{s,r,3} - \hat{q}_3) \left( P_{f1,f22} \right) \quad (19)
\end{align*}$$

It follows that for the shoulder joint

$$\begin{align*}
\dot{e}_1 &= q_{s,r,1} - \hat{q}_{s,r,1} = q_{s,r,1} - q_{s,r,2} - q_2 = e_2, \\
\dot{e}_2 &= q_{s,r,2} - \hat{q}_{s,r,2} = q_{s,r,3} - (q_3 + 1/(P_{f1,f22})U_1) \\
&= q_{s,r,3} - q_3 - k_p(e_1 + \hat{q}_1) - k_d([e_2 + \hat{q}_2] - \hat{q}_3) \\
&= -k_p(e_1 + \hat{q}_1) - k_d([e_2 + \hat{q}_2] - \hat{q}_3) \quad (20)
\end{align*}$$

Let \( e = [e_1, e_2]^T \in R^n \), \( \tilde{q} = [\tilde{q}_{s,r,1}, \tilde{q}_{s,r,2}, \tilde{q}_{s,r,3}]^T \in R^{n+1} \); then,

$$\dot{e}(t) = B_c e(t) + B_{\tilde{q}} \tilde{q}(t) \quad (21)$$

Similarly, for the elbow joint,

$$\dot{e}(t) = B_c e(t) + B_{\tilde{q}} \tilde{q}(t) \quad (22)$$

\( k_{p,s}, k_{d,s}, k_{p,e}, k_{d,e} \) for the shoulder and elbow joints are selected to achieve \( s^2 + k_d s + k_p \) Hurwitz; \( B_c \) is Hurwitz. To make tuning easier, let \( s^2 + k_d s + k_p = (s + \omega_c)^2 \) where \( \omega_c > 0 \). As a result, the only tuning controller parameter is \( \omega_c \).

$$\lim_{{t \to \infty}} ||B_{\tilde{q}} \tilde{q}(t)|| = 0$$

where \( h(q, u, d) \) is globally Lipschitz with respect to \( q \) and \( \lim \hat{e}(t) = 0 \), \( i = 1, 2 \). Let \( \tilde{q}_{s,r,1}, \tilde{q}_{s,r,2}, \ldots, \tilde{q}_s \) and \( \tilde{q}_6 \) are the observer estimation errors. \( e_1, e_2, \ldots, e_5 \) and \( e_6 \) are the controller errors. The above analysis demonstrates that the closed-loop system is asymptotically stable. \( \square \)
5. Simulation Result Analysis

The ULRRE model is simulated with no disturbance, constant disturbance, and parameter variation to determine the effect of external disturbances and uncertainties on the controllers. The ESO and FTSTD parameters have been tuned and selected heuristically to obtain the optimal response of controllers for trajectory tracking. The method for selection of observer bandwidth for ESO was given by Dr. Gao [54] and is followed in this paper, which suggests choosing the values of observer bandwidth as a trade-off between noise sensitivity and LESO performance. Control effort tends to increase with a high value of bandwidth, which is one limitation. In this paper, the authors have chosen 400 rad/s. The proportionality and derivative constant are selected as \( k_p = \omega_c^2 \) and \( K_d = 2\omega_c \) based on [54].

In MATLAB (2017b) [55], the controllers are evaluated in simulation under two disturbance conditions. The ode4 (Runge–Kutta) solver is employed with a sample time of 0.001 s. The shoulder and elbow joints have input trajectories of amplitude 0.7855 rad/s. The model is subjected to an external control disturbance of amplitude 5 N.m at 1.2 s. The response is recorded by applying ±20% parametric uncertainty and the same disturbance of 5 N.m. The performance indices such as IAE, ITE, ITAE, and ISTE played a role in the comparison of different controllers and are called generic tools for evaluation of control algorithms [56]. The lower value of performance indices indicates better performance of controller [57] and all the parameters have been selected to minimize indices values.

5.1. No Disturbance

In this case, the model of the system has been simulated without incorporating external disturbance. The accompanying Figure 3 shows a comparison of previously existing techniques with the proposed method in trajectory tracking, the error plots, and control signal. In Figure 3, when no disturbance is given to the system, the minimized plots (a) and (b) display performance of IADRC, NLADRC, ADRC, and the proposed method while reference trajectory tracking for shoulder and elbow joints. The minimized plots (c) and (d) depict the error trajectory generated during reference tracking. The control signal required by the controllers is illustrated in the minimized plots (e) and (f).

Minimum values of ITSE, ISE, ITAE, and IAE of the proposed method has values 7.515, 1.516, 16.83 and 3.374 for the shoulder joint and 7.499, 1.509, 16.88, and 3.383 for the elbow joint respectively which are minimum as compared IADRC, NLADRC, and ADRC.

| Control Method | Proposed | IADRC [52] | NLADRC [51] | ADRC [40] |
|----------------|----------|------------|-------------|-----------|
| Joints         |          | Shoulder   | Elbow       | Shoulder   | Elbow     | Shoulder   | Elbow     |
| Performance    |          | Shoulder   | Elbow       | Shoulder   | Elbow     | Shoulder   | Elbow     |
| indices        |          | 7.515      | 7.499       | 13.6       | 13.59     | 15.72      | 15.71     | 17.98      | 17.97     |
|                |          | 1.516      | 1.509       | 2.727      | 2.721     | 3.15       | 3.143     | 3.603      | 3.595     |
|                |          | 16.83      | 16.88       | 23.48      | 23.51     | 25.21      | 25.23     | 26.96      | 26.99     |
|                |          | 3.374      | 3.383       | 4.702      | 4.704     | 5.046      | 5.048     | 5.397      | 5.399     |

ITSE, ISE, ITAE, and IAE of the proposed method has values 7.515, 1.516, 16.83 and 3.374 for the shoulder joint and 7.499, 1.509, 16.88, and 3.383 for the elbow joint respectively which are minimum as compared IADRC, NLADRC, and ADRC.

5.2. Effect of Disturbance and Parameter Variations

To assess the efficacy of controllers, a parametric uncertainty of ±20% is added. The parameters of changed values with \( g \) value maintained constant as 9.81 m/s\(^2\) are listed in Table 4. Tables 5 and 6 show the after-effects of these uncertainty. To evaluate the ability of disturbance rejection, the proposed method, along with the other ESO-based methods, has been tested with a constant disturbance of 5 N.m. at \( t = 1.2 \) s.
Figure 3. Sinusoidal trajectory tracking comparison of ADRC, NLADRC, IADRC, and the proposed method for the shoulder and elbow joints with a reference without disturbance.

Table 4. Parameters of the ULRRE.

| Upper Limb Parameters | Parameter | Actual Value | $-20\%$ | $+20\%$ | Units |
|-----------------------|-----------|--------------|----------|----------|-------|
|                       | $m_1$     | 2.25         | 1.8      | 2.7      | kg    |
|                       | $m_2$     | 1.47         | 1.176    | 1.764    | kg    |
| Limb lengths          | $L_1$     | 0.34         | 0.272    | 0.408    | m     |
|                       | $L_2$     | 0.25         | 0.2      | 0.3      | m     |
| Center of mass        | $L_{c1}$  | 0.17         | 0.136    | 0.204    | m     |
|                       | $L_{c2}$  | 0.125        | 0.1      | 0.15     | m     |
| Mass moment of inertia| $I_1$     | 0.2505       | 0.2004   | 0.3006   | kg-m$^2$ |
| for exoskeleton and limbs | $I_2$ | 0.0925       | 0.074    | 0.111    | kg-m$^2$ |

In Figure 4, when constant disturbance with $-20\%$ parameter variation is given to the system, the minimized plots (a) and (b) display the performance of IADRC, NLADRC, ADRC, and the proposed method while reference trajectory tracking for shoulder and elbow joints. The minimized plots (c) and (d) depict the error trajectory generated during reference tracking. The control signal required by the controllers is illustrated in the minimized plots (e) and (f).
In Figure 5, when constant disturbance with +20% parameter variation is given to the system, the minimized plots (a) and (b) display the performance of IADRC, NLADRC, ADRC, and the proposed method while reference trajectory tracking for shoulder and elbow joints. The minimized plots (c) and (d) depict the error trajectory generated during reference tracking. The control signal required by the controllers is illustrated in the minimized plots (e) and (f).

The ITSE, ISE, ITAE, and IAE of the proposed method have values 7.529, 13.61, 15.73, and 18 with −20% parameter variation and 7.534, 13.61, 13.74, and 18 for the shoulder joint with +20% parameter variation, respectively, which are minimum as compared IADRC, NLADRC, and ADRC. Minimum values of ITSE, ISE, ITAE, and IAE indicate the proposed method performs better in terms of trajectory tracking for ULRRE and can be observed from Table 5.
Table 5. Performance indices of the shoulder joint ±20% parameter variation and constant disturbance.

| Shoulder Joint | ITSE (Deg.) | ISE (Deg.) | ITAE (Deg.) | IAE (Deg.) |
|----------------|-------------|------------|-------------|------------|
| Control method | −20%        | +20%       | −20%        | +20%       | −20%        | +20%       |
| Proposed       | 7.529       | 7.534      | 1.52        | 1.52       | 16.83       | 16.84      | 3.377       | 3.379       |
| IADRC [52]     | 13.61       | 13.61      | 2.73        | 2.73       | 23.48       | 23.49      | 4.703       | 4.703       |
| NLADRC [51]    | 15.73       | 15.74      | 3.154       | 3.154      | 25.21       | 25.21      | 5.047       | 5.048       |
| ADRC [40]      | 18          | 18         | 3.607       | 3.607      | 26.96       | 26.97      | 5.398       | 5.399       |

Figure 5. Sinusoidal trajectory tracking comparison of ADRC, NLADRC, IADRC, and the proposed method for the shoulder and elbow joints with +20% parameter variation and constant disturbance.
Table 6. Performance indices of the elbow joint ±20% parameter variation and constant disturbance.

| Control method | Elbow Joint |
|----------------|-------------|
|                | ITSE (Deg.) | ISE (Deg.) | ITAE (Deg.) | IAE (Deg.) |
| Proposed       | 7.501       | 7.522      | 1.51        | 1.516      |
| IADRC [52]     | 13.59       | 13.60      | 2.721       | 2.726      |
| NLADRC [51]    | 15.71       | 15.72      | 3.144       | 3.149      |
| ADRC [40]      | 17.97       | 17.99      | 3.596       | 3.602      |

The ITSE, ISE, ITAE, and IAE of the proposed method have values 7.501, 13.59, 15.71, and 17.97 with −20% parameter variation and 7.522, 13.60, 15.72, and 17.99 for the elbow joint with +20% parameter variation, respectively, which are minimum as compared IADRC, NLADRC, and ADRC. Minimum values of ITSE, ISE, ITAE, and IAE indicate the proposed method performs better in terms of trajectory tracking for ULRRE and can be observed from the Table 6.

It has been observed that all the techniques mentioned above can reject disturbances. The proposed method outperforms all others in terms of trajectory tracking with disturbance rejection, as evidenced by consistent performance indices under the introduction of parametric uncertainties and disturbances. In comparison to previous ESO-based approaches, the proposed controller shows promise.

6. Discussion

Robotic-assisted rehabilitation is a boon to those with upper and lower limb disabilities, as well as the medical community. Better control methods used in these devices to carry out rehabilitative activities may physically improve the patient's condition. Trajectory tracking is one such activity that assists patients in their early recovery by allowing them to train their targeted joints continually. Trajectory monitoring improves muscular mobility through training. The researchers are driven to advance an exoskeleton in medicine because it can treat patients more conveniently and efficiently than standard rehabilitation approaches.

Control engineering plays a crucial role in increasing the capacity of these devices using various efficient control algorithms and allowing the system to track or behave as per the required performance, which is a significant challenge. This article attempts to enhance one such performance, i.e., the ULRRE trajectory tracking. This research presents a simulation study that addresses the trajectory tracking control problem for a two-degrees of freedom ULRRE that models the human upper limb, including the shoulder and elbow joints. The simulation tests the effectiveness of ESO-based methods used for rehabilitation tracking applications [40,51,52]. The investigated disturbance and parameter variation case studies on ULRRE determine the controllers’ robustness as mentioned above while performing trajectory tracking. When a disturbance is given to the system, the error plots for the ADRC, NLADRC, IADRC, and proposed method reveal that ESO-based controllers exhibit disturbance rejection capabilities. The results show precise trajectory tracking in no disturbance and with disturbance case, where all ESO-based methods require nearly identical control signal levels.

The proposed control method utilizes the combination of LESO and FTSTD, whereas IADRC [52] uses ESO nonlinear state error feedback (NLSEF) and tracking differentiator (TD), which is complex in design as the number of parameters for tuning increases. NLADRC [51] uses nonlinear ESO and NLSEF, which has fewer parameters to tune than IADRC and the proposed method. ADRC [40] uses the ESO and has the minor tuning parameters among all controllers. From the results, the performance indices indicate that the proposed methods enhance the system’s performance by tracking accurate trajectory and reducing the trajectory tracking error than IADRC, NLADRC, and ADRC. The proposed controller is less complex than IADRC, as it only uses ESO and FTSTD to achieve better
accuracy than IADRC. In ESO-based methods, choosing observer bandwidth is critical. It affects the tracking error, which tends to decrease with the increase in observer bandwidth, but it inversely affects the control effort, increasing bandwidth. The observer bandwidth is chosen as a trade-off between the tracking performance and control signal requirement and is one of the limitations of this model and ESO-based methods.

The proposed method will compare the presented ESO-based approaches to the proposed method in the future. The test technique will be designed and put to the test in a controlled laboratory environment. Healthy and challenged individuals will be asked to complete ten cycles of trajectory exercise using the gadget for each controller. Meanwhile, after each repetition, a 5-min rest is provided for relaxation. A sinusoidal motion will be given as input to the device, and the output trajectory will be recorded by angular measurement devices such as encoders and preserved for analysis. The exoskeleton connects to the upper hand by connecting cuffs attached to two joints. The control enclosure will hold an embedded computer, rotary actuators, encoders, and a power supply. The computer will instruct the actuators to use generated control signals to drive the ULRRE. The motions of the joints are then recorded and analyzed by using encoders. The algorithm’s scope is not restricted to the present application; it may apply to other control applications.

7. Conclusions

In this article, we present a novel method for tracking ULRRE trajectories accurately. The study provides a method for combining ESO and FTSTD that enhances tracking, rejects external disturbances, and shows robustness against parametric uncertainties of ±20%. The developed method is compared to pre-existing ESO-based methods such as ADRC, NLADRC, and I-ADRC. The performance indices quantify the new method’s efficiency compared to existing ESO-based strategies established for rehabilitation exoskeletons. A sagittal plane trajectory tracking on a 2 DoF ULRRE with shoulder and elbow joint has been simulated, compared, and discussed. In the future, experiments will be conducted to validate the proposed method.
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