The need for obscured supermassive black hole growth to explain quasar proximity zones in the epoch of reionization
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ABSTRACT
Proximity zones of high-redshift quasars are unique probes of supermassive black hole formation, but simultaneously explaining proximity zone sizes and black hole masses has proved to be challenging. We study the robustness of some of the assumptions that are usually made to infer quasar lifetimes from proximity zone sizes. We show that small proximity zones can be readily explained by quasars that vary in brightness with a short duty cycle of $f_{\text{duty}} \sim 0.1$ and short bright periods of $r_{\text{on}} \sim 10^4$ yr, even for long lifetimes. We further show that reconciling this with black hole mass estimates requires the black hole to continue to grow and accrete during its obscured phase. The consequent obscured fractions of $\geq 0.7$ or higher are consistent with low-redshift measurements and models of black hole accretion. Such short duty cycles and long obscured phases are also consistent with observations of large proximity zones, thus providing a simple, unified model for proximity zones of all sizes. The large dynamic range of our simulation, and its calibration to the Lyman-α forest, allows us to investigate the influence of the large-scale topology of reionization and the quasar’s host halo mass on proximity zones. We find that incomplete reionization can impede the growth of proximity zones and make them smaller up to 30%, but the quasar host halo mass only affects proximity zones weakly and indirectly. Our work suggests that high-redshift proximity zones can be an effective tool to study quasar variability and black hole growth.
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1 INTRODUCTION
More than 200 quasars with redshift $z > 6$ are now known (Bosman 2021), with the highest-redshift quasar observed at a redshift of $z = 7.642$ (Wang et al. 2021). Estimates of the mass of the central supermassive black holes (SMBHs) of these quasars range from $10^5$ to $10^9 M_\odot$ (Willott et al. 2003; Kurk et al. 2007; Jiang et al. 2007; Mortlock et al. 2011; Venemans et al. 2013; De Rosa et al. 2014; Wu et al. 2015; Bañados et al. 2018; Onoue et al. 2019). The existence of such massive black holes at a time when the Universe was only a few hundred million years old is an outstanding problem. Current understanding of SMBH formation is that if they have to grow to be as massive as $10^9 M_\odot$ or more within a Gyr after the Big Bang, there can be two possible formation pathways: black holes either grow from supermassive seeds with masses $\sim 10^5 M_\odot$, such as those formed via direct collapse, and subsequently accrete at sub-Eddington rates with large radiative efficiency ($\epsilon_r > 0.1$), or they grow from low-mass seeds with masses $\sim 10^2 - 10^3 M_\odot$, such as those resulting from Population III stars or runaway mergers in dense star clusters, and continuously accrete gas at super-Eddington rates. Both alternatives face theoretical hurdles: while direct collapse black holes are rare and form only in special overdense environments, continuous super-Eddington gas accretion with low-mass seeds is hard to achieve because of feedback (Rees 1984; Volonteri 2010, 2012; Valiante et al. 2016; Johnson & Haardt 2016; Smith & Bromm 2019; Inayoshi et al. 2020; Latif et al. 2022; Regan & Haehnelt 2009; Kroupa et al. 2020).

Any constraints on the growth history of high-redshift quasars are therefore valuable ingredients for models of SMBH formation. An important source of such constraints is the measurement of proximity zone sizes in rest-frame UV spectra of high-redshift quasars. Proximity zones are narrow regions blueward of the quasar’s rest-frame Lyα wavelength where the intrinsic quasar spectrum is spared from strong, saturated Lyα absorption by intergalactic hydrogen. Transmission inside the proximity zones owes its existence to the reduced neutral hydrogen density because of the hydrogen-ionizing radiation emitted by the quasar. Observationally, the size of the proximity zone has been defined to be the distance from the quasar to the location where the transmitted Lyα flux, after being smoothed by a 20 Å box-car filter, drops below 10% (Fan et al. 2006; Carilli et al. 2010; Mazzucchelli et al. 2017; Eilers et al. 2017, 2020; Ishimoto et al. 2020). Then, the sensitivity of the proximity zone size to the quasar lifetime can be understood as follows. In the simplest scenario, ignor-
ing recombinations and assuming the hydrogen density distribution around the quasar to be uniform, the proximity zone size tracks the radius of the ionized region around a quasar, which, before ionization equilibrium is reached, is given by

$$R_{\text{ion}} = 21.2 \text{ pMpc} \left(\frac{N}{10^{23} \text{s}^{-1}}\right)^{1/3} \left(\frac{t_q}{1 \text{ Myr}}\right)^{1/3} \left(\frac{n_H}{7 \times 10^{-5} \text{ cm}^{-3}}\right)^{-1/3} \left(\frac{3 H_0}{10^{-4}}\right)^{-1/3},$$

(1)

where \(N\) is the rate at which hydrogen-ionizing photons are emitted by the quasar, \(n_H\) is the hydrogen density, \(3 H_0\) is the neutral hydrogen fraction, and \(t_q\) is the lifetime of the quasar. The observer’s definition of the proximity zone size described above is closely related to \(R_{\text{ion}}\), although the two sizes are not identical. Equation (1) suggests that a measurement of \(R_{\text{ion}}\) can be used to constrain the quasar lifetime as well as its hydrogen environment. In reality, the gas density and the neutral hydrogen fraction are inhomogeneously distributed, and the dependence of \(R_{\text{ion}}\) on the photon emission rate and quasar lifetime is complex. As a result, proximity zone models use cosmological simulations post-processed with radiative transfer codes (Bolton & Haehnelt 2007; Maselli et al. 2006, 2007; Lidz et al. 2007; Keating et al. 2015; Khrykin et al. 2016; Davies et al. 2020; Chen & Gnedin 2021). Such models can then be used to infer the properties of the inter-galactic medium (IGM) as well as quasar lifetimes.

Proximity zone sizes have now been measured for a handful of quasars with \(z > 6\) (Fan et al. 2006; Carilli et al. 2010; Mortlock et al. 2011; Venemans et al. 2015; Mazzucchelli et al. 2017; Eilers et al. 2017; Bañados et al. 2018; Ishimoto et al. 2020; Reed et al. 2017; Bañados et al. 2021). The resultant values range from 10 pMpc to 0.14 pMpc across redshifts 5–7. The highest redshift at which a proximity zone size has been measured is at \(z = 7.54\) (Bañados et al. 2018) for a quasar of magnitude \(M_{1450} = -26.7\) for which the proximity zone size is 1.3 pMpc, a factor of three to four smaller than typical proximity zones measured at redshift \(z \sim 6\). These measured proximity zone sizes have been used to estimate lifetimes of redshift-6 quasars to be around \(10^6\) yr on average (Eilers et al. 2017; Davies et al. 2020; Eilers et al. 2020; Morey et al. 2021). Interestingly, Eilers et al. (2017) and Eilers et al. (2020) reported the discovery of seven quasars with extremely small proximity zone sizes that appear to imply very short quasar lifetimes of about \(10^4\) yr.

Lifetimes as small as \(10^7\) yr (Eilers et al. 2017, 2020; Andika et al. 2020) are challenging for SMBH formation models. The Salpeter time (Salpeter 1964), or the e-folding time, for a black hole growing exponentially at the Eddington limit with a radiative efficiency of 0.1 is \(4.5 \times 10^7\) yr. Therefore, if the quasar lifetime is only \(10^4\) yr, which is \(< 0.005 t_{\text{Salpeter}}\), then the black hole hardly grows, as

$$M_{\text{BH}} = M_{\text{seed}} \exp\left(\frac{t_q}{t_{\text{Salpeter}}}\right).$$

(2)

This requires the black hole seed to be heavier than even the most massive direct collapse black hole seeds suggested (\(< 10^6 M_\odot\); Inayoshi et al. 2020).

It is therefore important to critically examine the inference of quasar lifetimes from observed proximity zone sizes. Three important uncertainties that affect this inference are the large-scale ionization environment of the quasars, their large-scale cosmological density environment, and quasar variability.

First, the redshift range inhabited by these quasars is also witness to a rapid, large-scale change in the ionization state of the Universe due to reionization. While the details of how reionization occurs and what causes it remain uncertain, it has been argued recently that the spatial fluctuations in the \(z \sim 5–6\) Ly \(\alpha\) forest require reionization to end as late as \(z \sim 5.3\) (Kulkarni et al. 2019). It has also been a common, conservative, assumption in the literature that reionization is caused by the hydrogen-ionizing radiation produced by young massive stars in star-forming galaxies. As a result, the ionization and thermal state of the medium in which a proximity zone is produced is already affected by a complex interplay of stellar radiation and the intergalactic hydrogen. Therefore, it is necessary to include a proper model of reionization while simulating proximity zones. Previous models of quasar proximity zones often made simplifying assumptions about the ionization and thermal environment of high-redshift quasars. They either assumed the initial ionization state around the quasar to be set by a homogeneous UV background or to be uniformly ionized or neutral (Bolton & Haehnelt 2007; Maselli et al. 2007; Bolton et al. 2011; Keating et al. 2015; Eilers et al. 2017). Lidz et al. (2007) were the first to point out that this assumption would not be representative of the inhomogeneous IGM at \(z \sim 6\). They performed three-dimensional radiative transfer simulations to obtain the patchy UV background at this redshift, but found that the patchy ionization structure of the IGM around the quasar has little effect on quasar proximity zone sizes as quasars tend to reside in regions that are already ionized. Davies et al. (2018) have modelled proximity zones and damping wings in two \(z > 7\) quasars with the help of semi-numerical reionization simulations. Recently, Chen & Gnedin (2021) also implemented patchy ionization in their quasar proximity zone models by means of the CROC radiative transfer simulations, although the models considered by them reionize too early to be consistent with Ly \(\alpha\) forest measurements.

Second, similar to the ionization structure of the quasar environment, the uncertain cosmological density structure around high-redshift quasars can also potentially play a role in setting the proximity zone size. The distribution of host halo masses of high-redshift quasars is not well understood. It is often assumed that the most luminous quasars reside in the most massive halos (e.g., Springel et al. 2005), but observationally the evidence is uncertain (Coil et al. 2007; Kim et al. 2009). Shen et al. (2007) measured clustering around \(z \sim 3\) quasars, which suggested that they lived in massive halos with a minimum mass of \(< 10^{13} M_\odot\). García-Vergara et al. (2022) have also reported strong clustering of galaxies around redshift \(z \sim 4\) quasars. However, based on the spatial correlation of quasars with protoclusters, Uchiyama et al. (2018) inferred that luminous quasars around \(z \sim 4\) do not reside in the most overdense regions. Mignoli et al. (2020) found an overdensity of galaxies around a quasar at redshift as high as \(z \sim 6.31\). There is no consensus on the overdensity around quasars in simulations either. Costa et al. (2014) report that quasars must reside in the most massive halos in highly over dense regions to be able to grow as massive as \(10^9 M_\odot\) by redshift 6 without requiring super-Eddington accretion. The BlueTides simulations (Di Matteo et al. 2017; Tenneti et al. 2018) find that massive black holes are formed not in massive halos, but in halos with low tidal fields. They suggest that the most massive black holes should also have formed in environments similar to low mass black holes.

Habouzet et al. (2019) use the Horizon-AGN simulation to study the environment of high-redshift quasars and conclude that statistically most massive black holes reside in regions with high galaxy counts. Fanidakis et al. (2013) used semi-analytic models to study the dark matter environment of quasars and conclude that they live in average mass halos. Ren et al. (2021) used semi-analytical modelling of the relationship between the quasar luminosity and the host halo mass to predict clustering around high-redshift quasars. Keating et al. (2015) were the first to study the role of halo environment on quasar proxim-
Third, accretion onto SMBHs can be episodic. This variability is conventionally quantified using duty cycles and episodic times, where the duty cycle is the fraction of the quasar lifetime for which a quasar is shining, while the episodic time is the duration of each luminous episode. Worseck et al. (2021) inferred short episodic times where the duty cycle is the fraction of the quasar lifetime for which a quasar is shining, while the episodic time is the duration of each luminous episode. Worseck et al. (2021) inferred short episodic times, while the episodic time is the duration of each luminous episode. They argued that proximity zone properties do not depend strongly on the host halo mass of the quasars.

In this work, we investigate the effect of the cosmological density environment of quasars, their large-scale ionization and thermal environment, and episodic accretion activity on quasar proximity zones. We develop and use a one-dimensional radiative transfer scheme together with a high-dynamic-range cosmological radiation transfer simulation of reionization that is calibrated to the Ly α forest at $z > 4$. The dynamic range of the simulation allows us to span a wide range of host halo masses. The calibration to the Ly α forest measurements brings a level of realism to our reionization model. Next, we confront our model with measurements of proximity zone sizes as well as black hole masses to infer requirements on black hole growth. Our cosmological simulation set up is described in Section 2. Section 3 presents our radiative transfer method. Section 4 contains our main results. We end with a discussion and a summary of our conclusions in Section 5. Our ΛCDM cosmological model has $\Omega_m = 0.0482$, $\Omega_m = 0.308$, $\Omega_\Lambda = 0.692$, $h = 0.678$, $n_s = 0.961$, $\sigma_8 = 0.829$, and $Y_{\text{He}} = 0.24$ (Planck Collaboration XVI 2014).

### 2 COSMOLOGICAL SIMULATIONS

We use the cosmological simulation previously presented by Kulkarni et al. (2019) to set up initial conditions around quasars for redshifts $5 < z < 9$. This model consists of a cosmological hydrodynamical simulation developed using P-GADGET-3 (which is a modified version of GADGET-2, described by Springel 2005), post-processed for three-dimensional radiative transfer using the ATON code (Aubert & Teyssier 2008, 2010). The box size is 160 cMpc/h with 2048$^3$ gas and dark matter particles. The output of the radiative transfer computation is obtained on a 2048$^3$ uniform Cartesian grid with the same box size. The simulation is run from $z = 99$ to 4 with initial conditions chosen to be identical to the 160–2048 simulation from the Sherwood Simulation Suite (Bolton et al. 2017). Snapshots are saved in intervals of 40 Myr. Sources of ionizing radiation are placed at the centers of SMBHs should last around $10^3$–$10^5$ yr based on statistics of ‘turned-off quasars’ and massive galaxies with orphan broad Mg II emission. So far, the modelling of proximity zones using cosmological simulations post-processed with radiative transfer codes have mostly assumed simple light curves for the quasar, namely the ‘lightbulb’ model where the quasar is shining at a constant luminosity throughout its lifetime. Davies et al. (2020) describe an analytical model to predict proximity zone sizes of quasars with blinking light curves as well as for more general light curves and found their model to be in good agreement with their simulations. They conclude that the distribution of proximity zone sizes in such scenarios should allow one to put constraints on the episodic lifetime and duty cycle of the quasar, with their model disfavoring large variations in quasar luminosity below $< 10^4$ yr.
of masses of friends-of-friends groups with mass $> 10^9 M_\odot/h$, with the luminosity of each source proportional to the host halo mass with a mass-independent constant of proportionality (Hassan et al. 2021; Chardin et al. 2015). As discussed by Kulkarni et al. (2019), this model agrees with the measurement of the distribution of Ly $\alpha$ opacities at $z > 5$, and also agrees with several other observations such as the CMB optical depth (Planck Collaboration et al. 2020), the large-scale radial distribution of galaxies around opaque Ly $\alpha$ troughs (Keating et al. 2020a; Becker et al. 2015), quasar damping wings (Greig et al. 2017, 2019; Davies et al. 2018; Wang et al. 2020), measurements of the IGM temperature (Keating et al. 2020b), and the luminosity function and clustering of Ly $\alpha$-emitters (Weinberger et al. 2018, 2019). Hydrogen reionization ends at $z = 5.3$ in this model, with the process half-complete at $z = 7$. This picture continues to be consistent with newer Ly $\alpha$ opacity measurements (Bosman et al. 2021). The locality of the moment-based M1 radiative transfer scheme used in this set-up allows the use of GPUs, which speeds up the radiative transfer computation by a factor of more than 100 relative to CPUs (Aubert & Teyssier 2010). This enables us to enhance the dynamic range of the simulation to include high-mass halos without unduly sacrificing small-scale resolution. At $z = 5.95$, the smallest halo mass resolved in the simulation is $2.32 \times 10^8 M_\odot$, while the largest halo mass is $4.59 \times 10^{12} M_\odot$. We refer the reader to Kulkarni et al. (2019) and Keating et al. (2020a) for further details.

For investigating quasar proximity zones, we use simulation snapshots at $z = 5.95, 6.60, 7.14$, and 8.15 in this work. The volume averaged neutral hydrogen fraction at these redshifts is 0.13, 0.37, 0.53 and 0.75 respectively. As an example, Figure 1 shows distributions of the gas density $\Delta_{\text{gas}} = \rho_{\text{gas}}/\bar{\rho}_{\text{gas}}$, neutral hydrogen fraction $x_{\text{HI}}$, and gas temperature $T$ at $z = 5.95$. The small white circle in the top three panels of Figure 1 marks the location of a halo of mass $6.97 \times 10^{11} M_\odot$. The bottom panels of the figure show the same quantities as the top panel along a one-dimensional skewer drawn from the three-dimensional snapshot, starting from the halo location.

**Figure 2.** The result of applying our one-dimensional radiative transfer scheme to the sightline at $z = 5.95$ shown in Figure 1. From top to bottom, the panels show the gas density $\Delta_{\text{gas}}$, neutral hydrogen fraction $x_{\text{HI}}$, gas temperature $T$, the peculiar velocity $v$, the Ly $\alpha$ optical depth $\tau$, and the transmitted flux $F$ along the sightline. Black curves show the quantities before the quasar turns on; colored curves correspond to quasar lifetimes of $t_q = 0.1, 1, \text{and } 10$ Myr. In the bottom panel, the dashed horizontal line shows the 10% transmission cut-off used to define the proximity zone size, following Fan et al. (2006). The corresponding proximity zone sizes are demarcated by the vertical dashed lines in this panel.
highlighted in the top panels. The skewer is also shown in the top panels with a dashed white line, to illustrate the large-scale cosmological environment of this sightline. Large neutral hydrogen patches of up to 100 cMpc/h in size can be clearly seen at this redshift. The gas temperature in these regions is less than 10 K. Although the neutral hydrogen patches in Figure 1 are in the deepest voids, making these regions opaque to Ly α photons, the relationship between Ly α opacity and large-scale overdensity is non-linear. This is because regions that are ionized in the most recent past are also in voids, but these regions have higher-than-average temperature, which makes them more Ly α transparent than over dense regions (Keating et al. 2020a). Our simulation set-up allows us to study how this affects quasar proximity zones. In order to obtain model quasar spectra, we place quasars inside massive halos and perform one-dimensional radiative transfer along skewers starting from the halo, similar to the skewer shown in Figure 1. The advantage of post-processing using one-dimensional radiative transfer as opposed to three-dimensional radiative transfer is that the computational expense is smaller by several orders of magnitude. Comparisons between three-dimensional and one-dimensional radiative transfer for studying large-scale reionization show little difference in the neutral hydrogen fraction between the two methods (Ghara et al. 2018). The details of our one-dimensional radiative transfer method are discussed in the next section.

3 QUASAR SPECTRA

We post-process sightlines obtained from the simulation described above with a one-dimensional radiative transfer computation. The basic equations for the hydrogen and helium ionization chemistry in the presence of photoionization, collisional ionization, and radiative recombination are (Bolton & Haehnelt 2007; Rosdahl et al. 2013)

\[
\frac{dn_{\text{HI}}}{dr} = n_{\text{HI}} \Gamma_{\text{HI}} (1 + n_{\text{H}_2} + n_e \beta_{\text{HI}} (T)) - n_e n_{\text{HI}} \sigma_{\text{HIHI}} (T),
\]

\[
\frac{dn_{\text{HeII}}}{dr} = n_{\text{HeII}} \Gamma_{\text{HeII}} (1 + n_{\text{HeI}} + n_e \beta_{\text{HeII}} (T)) - n_e n_{\text{HeII}} \sigma_{\text{HeIIHeII}} (T),
\]

\[
\frac{dn_{\text{HII}}}{dr} = n_{\text{HII}} \Gamma_{\text{HII}} (1 + n_{\text{H}_2} + n_e \beta_{\text{HII}} (T)) - n_e n_{\text{HII}} \sigma_{\text{HIIHII}} (T),
\]

where \( \Gamma_i \) and \( \Gamma_{bg} \) denote the photoionization rates of various species induced by quasars and by background sources, respectively. The temperature-dependent collisional ionization rates are denoted by \( \beta \). Each \( \alpha \) refers to the temperature-dependent recombination rates of respective species, and each \( n \) denotes their physical number densities from which the electron number density can be computed as \( n_e = n_{\text{HI}} + n_{\text{HeI}} + 2 n_{\text{HeII}} \). Hydrogen and helium abundances were assumed to be of primordial ratio,

\[
n_{\text{HeII}} = \frac{Y}{4(1 - Y)} n_{\text{HI}},
\]

where the helium mass fraction is \( Y = 0.24 \).

The photoionization rates \( \Gamma_i (i = \text{HI, HeI, HeII}) \) in a shell of volume \( dV \) at distance \( r \) from the central source are calculated as

\[
\Gamma_i (r) = \frac{1}{n_i (r) dV(r)} \int_{V_i}^{\infty} L_{\nu} \frac{d\nu}{h \nu} \exp (-\tau_{\nu} (r)) P_i (r) \, d\nu,
\]

where the \( V_i \) ’s denote the frequencies corresponding to respective ionization thresholds. The total optical depth is given by \( \tau_{\nu} = \tau_{\nu}^{\text{HI}} + \tau_{\nu}^{\text{HeII}} + \tau_{\nu}^{\text{HII}}, \) where \( \tau_{\nu}^{\text{HI}}, \tau_{\nu}^{\text{HeII}} \) and \( \tau_{\nu}^{\text{HII}} \) are the cumulative sums of the respective optical depths of the three species in all previous shells within radius \( r \). These are calculated by summing over the opacities of all shells as

\[
\tau_{\nu}^i = \sum_{<r} \Delta \tau_{\nu}^i = \sum_{<r} n_i \sigma_i^\nu \Delta r,
\]

where \( i = \text{HI, HeII, HII} \), with \( \sigma_i^\nu \) the respective ionization cross-sections, and the sum is over all shells with equal width \( \Delta r \). The quantity \( P_i \) in Equation (7) represents the conditional probability of a photon being absorbed by species \( i \) in the shell at \( r \) under the condition that the photon is not absorbed by the other two species in that shell. For the three species, this probability is given by

\[
P_{\text{HI}} = \frac{P_{\text{HI}} q_{\text{HI}} q_{\text{HeII}} (1 - e^{-\Delta \tau_{\nu}^\text{HI}})}{D},
\]

\[
P_{\text{HeII}} = \frac{P_{\text{HeII}} q_{\text{HeII}} q_{\text{HeI}} (1 - e^{-\Delta \tau_{\nu}^\text{HeII}})}{D}, \quad \text{and}
\]

\[
P_{\text{HII}} = \frac{P_{\text{HII}} q_{\text{HII}} q_{\text{HI}} (1 - e^{-\Delta \tau_{\nu}^\text{HII}})}{D},
\]

where \( P_i = 1 - e^{-\Delta \tau_{\nu}^i} \) is the probability that a photon is absorbed by species \( i \) in this shell, and \( q_i = e^{-\Delta \tau_{\nu}^i} \) is the probability that the photon is not absorbed by species \( i \) in this shell. The quantity \( 1 - e^{-\Delta \tau_{\nu}^i} \), with \( \Delta \tau_{\nu}^{\text{tot}} = \sum \tau_{\nu}^i \) denotes the total probability that a photon is absorbed in the current cell due to all species. The factor \( D = \frac{P_{\text{HI}} q_{\text{HI}} q_{\text{HeII}} + P_{\text{HeII}} q_{\text{HeII}} q_{\text{HeI}} + P_{\text{HII}} q_{\text{HII}} q_{\text{HI}}}{q_{\text{HI}} q_{\text{HeII}} q_{\text{HeI}}} \) normalizes the probabilities such that the total number of photons absorbed per unit time in a given cell due to all species is (Mellema et al. 2006)

\[
\sum_i n_i (r) dV(r) \Gamma_i = \int_{r_i}^{\infty} \frac{L_{\nu}}{h \nu} \times \exp (-\tau_{\nu} (r)) \, d\nu = \int_{r_i}^{\infty} \frac{L_{\nu}}{h \nu} \times \left( 1 - e^{-\Delta \tau_{\nu}^i (r)} \right) \, d\nu.
\]

In Equation (7), \( L_{\nu} \) is the specific luminosity of the quasar. This is related to the total number of photons emitted per unit time as

\[
N = \int_{r_0}^{\infty} \frac{L_{\nu}}{h \nu} \, d\nu.
\]

For a quasar source, we assume the specific luminosity to be a broken power-law in frequency

\[
L_{\nu} = L_{\text{HI}} \left( \frac{\nu}{\nu_{\text{HI}}} \right)^{-\alpha_s} ; \quad \nu > \nu_{\text{HI}}.
\]

The spectral index \( \alpha_s \) is chosen as 1.7 based on the profile of quasars observed around \( z \sim 3 \) (Lusso et al. 2015). By assuming a power law with slope \(-0.61\), the specific luminosity at hydrogen ionizing edge \( L_{\text{HI}} \) can be computed from the specific UV luminosity \( L_{1450} \) at 1450 Å (Lusso et al. 2015), which in turn can be derived from the observed UV magnitude \( M_{1450} \) as

\[
L_{1450} = 10^{(51.60 - M_{1450})/2.5} \text{erg s}^{-1} \text{Hz}^{-1}.
\]

We set the photoionization rate due to background sources, \( \Gamma_{bg,\nu} \), by using the gas density values of our simulation and assuming equilibrium with the IGM before the quasar is turned on (Chen & Gnedin 2021). This background ionization rate is of the order of \( \sim 10^{-12} \text{s}^{-1} \). The size of the proximity zone turns out not to have a strong dependence on the background photoionization for the quasar luminosities that we consider (cf. Eilers et al. 2017; Davies et al. 2020).

The electron collisional ionization rate coefficient values are taken from Hui & Gnedin (1997). We use Case A recombination coefficients (Hui & Gnedin 1997), which take into account the radiative recombination to all energy levels including the ground state (Bolton...
et al. 2009; Davies et al. 2016). Secondary ionizations can decrease the temperature within the front and somewhat increase the ionization front size in an initially mostly neutral medium (Davies et al. 2016). But since our medium is initially mostly ionized, the timescale on which photoelectrons lose their energy through collisional ionizations is \( t_{\text{loss}} \propto x_{\text{HI}}^{-1} \sim \) a few hundred Myr, secondary electrons do not play a significant role. We ignore them in our computation.

The gas temperature is given by

\[
\frac{dT}{dr} = \frac{2 \mu m_H}{3 p k_B} (H - \Lambda) - 2HT - \frac{T}{n} \frac{dn}{dr}
\]  

where the heating \( H \) is

\[
H = H_{\text{bg}} + \sum \frac{1}{dV} \int_{v_i}^{\infty} dv \left( h v - h v_i \right) \frac{L v}{h v} e^{-r P_i}.
\]  

The heating from background sources was set by assuming thermal equilibrium before quasar turn-on (Haardt & Madau 2012). Similar to Bolton & Haehnelt (2007), the cooling term \( \Lambda \) includes radiative cooling by recombination (Hui & Gnedin 1997), free-free emission
After solving the thermochemistry equations, we compute using a fixed global time step that uniformly applies to all cells in a modified version of the implicit Euler method (Rosdahl et al. 2013) algorithm. We present results of several code tests in Appendix B.

Effect of patchy reionization on proximity zone sizes at $z \approx 6$ in comparison to data. The curves and the shaded regions show the median with 90% scatter from a sample of 100 sightlines, with the uniform ionization case shown in blue and patchy ionization case shown in green.

that can be seen at $\sim 5$ $\text{pMpc}$. This results in a temperature of nearly $\sim 10^4$ $\text{K}$ everywhere except in the neutral regions. Given the high cross-section for absorption of the Ly $\alpha$ line, a neutral fraction of $10^{-4}$ is sufficient to entirely absorb radiation along the sightline before the quasar turns on. The flux $F$ is therefore uniformly zero at $t_\text{q} = 0$. After the quasar has turned on, the quasar radiation further ionizes the gas as recombinations are negligible ($\alpha \propto \tau^{-0.7}$), resulting in a decrease of neutral hydrogen fraction, while photoionization concomitantly heats up the gas. As the number of ionizations increase, the recombination rate increases and eventually an equilibrium is reached where the quasar and background radiation balance the recombinations. This results in a temperature of nearly $\sim 10^4$ $\text{K}$ almost everywhere. The proximity zone size $R_\text{p}$ shown at each of the quasar ages $t_\text{q} = 0.1$, 1, and 10 Myr thus increases with lifetime, making it sensitive to lifetime measurements until an equilibrium is reached.

We test the numerical convergence of our $R_\text{p}$ computation by projecting the density field on grids with successively finer spatial resolution. We find that the proximity zone size computed at our base resolution of 160–2048 is converged to a relative error of 15%, with the proximity zone sizes being smaller at higher resolution.

4 PROXIMITY ZONE SIZES

The computational set-up described above now allows us to discuss the effect of the ionization and cosmological environment of quasars as well as quasar variability on the quasar proximity zones.

4.1 Effect of reionization topology on proximity zone size

Previous studies (Eilers et al. 2017; Davies et al. 2020; Keating et al. 2015) have assumed that quasar proximity zones grow in an environment that is either completely neutral or already ionized by a background of hydrogen ionizing radiation. In the latter case, these

Figure 5. The scaling of the proximity zone size at equilibrium, $R_\text{p,eq}$, with the quasar magnitude at redshift $z = 5.95$. Black curve shows the mean $R_\text{p,eq}$ in the case of an initially uniformly ionized IGM; the red curve shows the mean $R_\text{p,eq}$ in the case of patchy ionization. The other curves show the scaling motivated by previous models in the literature. Patchy ionization has an influence on this scaling, such that the proximity zone sizes for bright quasars are relatively smaller compared to the uniformly ionized case.

Figure 6. Effect of patchy reionization on proximity zone sizes at $z \sim 6$ in comparison to data. The curves and the shaded regions show the median with 90% scatter from a sample of 100 sightlines, with the uniform ionization case shown in blue and patchy ionization case shown in green.
models set the initial ionization fraction of IGM by invoking a homogeneous UV background. The resultant ionization distribution therefore follows the cosmological gas density distribution and has values around $n_{\text{HI}} \sim 10^{-4}$. The CROC simulations (Chen & Gnedin 2021) also study proximity zones in the presence of an inhomogeneous ionization background at redshift $\sim 6$. However, they consider the reionization to be mostly complete by redshift $z \sim 6$. Lidz et al. (2007) consider effects of patchy reionization at $t_q = 1$ Myr and conclude that it can lead to longer proximity zone size than in a uniformly ionized medium since quasars are likely to be born inside massive halos that reionize earlier than a typical region. They also point out that the huge sightline-to-sightline scatter in such models might lead to misinterpretations about the ionization state of IGM from $z \sim 6$ quasar observations. Our goal here is to examine if inhomogeneous reionization resulting from late-end reionization models such as ours can result in small proximity zone sizes even for longer quasar lifetimes or lead to larger proximity zone sizes for smaller lifetimes. To study the effects of inhomogeneous reionization on proximity zones, we consider quasars situated in the most massive halos in our simulation with masses between $10^{11} \text{M}_\odot$ and $10^{12} \text{M}_\odot$. All quasars are assumed to have $M_{1450} = -26.4$ corresponding to $N = 1 \times 10^{57}$ photons/s.

Figure 3 shows the median evolution of the proximity zone size $R_p$ for 100 sightlines, for different initial ionization conditions around the quasar, at $z = 5.95$ and $z = 7.14$. The figure also shows the $1\sigma$ spread in the proximity zone sizes (68.26% equal-tailed credible interval). Our fiducial computation uses the initial ionization and temperature values for the IGM from our underlying radiative transfer simulation (see Section 2). We also compare this with a scenario in which the IGM is initially uniformly ionized. In this case, the ionized hydrogen fraction is assumed to be $x_{\text{HI}} = 10^{-4}$ throughout the box, with a temperature of $T = 10^4$ K. Finally, we consider a case in which the IGM is initially completely neutral, so that initially $x_{\text{HI}} = 1$ and $T = 10$ K throughout the box. The overall evolution shows well-known behavior: $R_p$ initially increases due to the small photoionization timescale and then becomes constant as ionization equilibrium is reached as recombinations increase and become equal to ionizations. This is followed by a slight increase in $R_p$ at later times, which is because of the larger photoionization timescale of He II and He III that delays their ionization. The associated increase in temperature leads to a decrease in recombination rate and neutral hydrogen fraction, which results in increased transmitted flux. We see that the initial ambient ionization conditions have a large effect on the evolution of $R_p$. When the initial ionization state of the IGM is fully neutral, proximity zone sizes are smaller and grow slowly owing to the damping wing as seen in Figure 4. However, it is also interesting that patchy ionization conditions also have an effect on the growth of $R_p$. The difference between the fully ionized and the patchy ionized cases is relatively stronger at $z = 7.14$, when reionization is half complete in our model. In the patchy ionization case, the upper bound of the $R_p$ distribution reaches equilibrium sooner, while the lower bound takes longer than a few Myr to equilibrate. There is a steeper increase in $R_p$ post-equilibrium. The difference between the patchy and uniform cases is also clearly seen in Figure 4, which shows two example sightlines at redshifts $z = 5.95$ (left panel) and $z = 7.14$ (right panel). Green, blue, and orange curves show various quantities from the cases with a patchy initial ionization, uniform initial ionization, and no initial ionization. It can be clearly seen that patches of intergalactic hydrogen along the sightline impede the growth of the proximity zone.

It is instructive to investigate the dependence of the equilibrium proximity zone sizes $R_{p,eq}$ on quasar magnitude $M_{1450}$ and redshift $z$. For the case shown in Figure 3, we can safely assume equilibrium at a quasar age of $t_q = 1$ Myr. Once equilibrium is reached, the ionization front radius in a homogenous medium will be equal to the
Strongen radius

\[ R_{\text{ion}} = \left( \frac{3N}{4\pi n_e^2 H_\alpha} \right)^{1/3}. \] (18)

The proximity zone size, \( R_p \), as discussed in the previous section, is defined not by the position of the ionization front but by the point at which the Lyman-\( \alpha \) flux crosses an assumed threshold. But one might still expect \( R_{p,\text{eq}} \propto N^{1/3} \) following the Strongen argument. Bolton & Haehnelt (2007) derive an analytic estimate for \( R_{p,\text{eq}} \) by considering the flux to be set by the Gunn-Peterson optical depth,

\[ R_{p,\text{eq}} = 3.14 \Delta_{\text{lim}} \left( \frac{N}{2 \times 10^{57} \text{ s}^{-1}} \right)^{1/2} \times \left( \frac{T}{2 \times 10^4 \text{ K}} \right)^{0.35} \left( \frac{1 + z}{7} \right)^{-9/4} \text{pMpc}, \] (19)

where \( \Delta_{\text{lim}} \) is the gas density corresponding to the flux threshold used to define the proximity zone. Davies et al. (2020) use the scaling of effective optical depth derived from their simulations instead of Gunn-Peterson optical depth. They derive an analytical value for equilibrium \( R_p \) as

\[ R_{p,\text{eq}} = r_b \left( \frac{\tau_{bg}}{\tau_{\text{lim}}} \right)^{1/\alpha} - 1 \right)^{-1/2}, \] (20)

where \( \tau_{bg} \) is the effective optical depth in the absence of quasar and \( r_b \) is the distance at which quasar radiation equals the background radiation, derived for their simulations as

\[ r_b = 11.3 \left( \frac{\Gamma_{bg}}{2.5 \times 10^{-13} \text{ s}^{-1}} \right)^{-1/2} \left( \frac{N}{1.73 \times 10^{57} \text{ s}^{-1}} \right)^{1/2} \text{pMpc}. \] (21)

Nonetheless, both of the above estimates suggest a steeper \( R_{p,\text{eq}} \propto N^{1/2} \). The radiative transfer simulations of Davies et al. (2020) suggest a slightly modified dependence of \( R_{p,\text{eq}} \propto N^{1/2.2} \). Figure 5 compares these estimates to our simulated results by showing the mean evolution of \( R_p \) as a function of magnitude for different initial conditions. We observe that the \( R_{p,\text{eq}} \) is proportional to \( N^{1/2.2} \) in good agreement with Davies et al. (2020) in the case of an initially uniformly ionized case. With patchy ionization conditions, the proximity zone sizes are reduced, preferentially for bright quasars, and the dependence of \( R_{p,\text{eq}} \) on \( N \) is much shallower, as illustrated by the red curve in Figure 5. The topology of reionization can thus have a considerable effect on proximity zone sizes. Note that the effect of patchiness seen in Figure 5 is strongly redshift-dependent, with the scaling moving closer to the \( N^{1/3} \) curve at higher redshifts. This suggests that the scaling of proximity zone sizes invoked in the literature (e.g., Eilers et al. 2017) has limited validity.

In order to examine if this reduction in proximity zone sizes helps reconcile models with data, Figure 6 compares the proximity zone size distributions with measurements. The data points in this figure span redshifts between \( z = 5.7 \) and 6.5. Eilers et al. (2017) have performed analysis on a homogeneous sample of 34 quasars, both new and archival, to obtain proximity zones. Eilers et al. (2020) measured proximity zones by targeting pre-selected quasars that could be potentially young, and performed a multi-wavelength analysis in Eilers et al. (2021) to rule out reduction in proximity zone sizes due to proximate DLAs. Ishimoto et al. (2020) have included only quasars with [CII] and Mg II redshifts in their sample, leading to most precise estimates of redshifts and thus proximity zones. They have also updated most measurements from Eilers et al. (2017) with the latest redshifts. All of them use the same definition for proximity

Figure 9. The median proximity zone size \( R_p \) and its associated 1\( \sigma \) scatter at \( z = 5.95 \) when quasars are placed in one of our three chosen halo mass bins. The quasar age is fixed at 1 Myr here, and 400 sightlines are used in each case. The proximity zone size is not strongly affected by the host halo mass, although there is a weak preference for smaller proximity zones around smaller halos due to patchy reionization, as seen in Figure 10.

Figure 10. The cumulative distribution functions of proximity zone sizes at \( z = 5.95 \) for three quasar age values and three choices of the quasar host halo mass. The quasar mass is fixed at \( M_{1450} = -26.4 \), and 400 sightlines are used in each CDF. The top panel shows the distributions in the patchy ionization case, while the bottom panel shows the distributions when the IGM is uniformly ionized. There is an enhancement in the incidence of small proximity zone sizes for small host halo masses. But this enhancement is significant only in the patchy ionization case, which suggests that it is indirectly caused by small-mass halo environments getting ionized relatively later.
zone size $R_p$ as discussed in Section 1. We see that the data are for relatively faint quasars with $M_{1450} > -28$ that are affected by reionization topology to a lesser degree as compared to brighter quasars. The median proximity zone size shows only a moderate change between the patchy and ionized cases. However, the enhanced spread in the proximity zone sizes in the patchy model can potentially ease the tension between the models and the data. The change in proximity zone sizes because of assuming uniform initial conditions is of the same order as redshift errors, while for brighter quasars the tension between the models and the data is not sufficient to explain the population of small proximity zones.

The incidence of small proximity zones is greater at longer life-times for a quasar of magnitude $-26.4$, with a maximum change of 0.40 pMpc considering all quasar ages. Meanwhile, the uncertainties in measured proximity zone sizes can range from 0.14–1.43 pMpc (Eilers et al. 2017) for redshift 6 quasars.

The uncertainty on $R_p$ due to instrumental noise for fainter quasars is of the same order as redshift errors, while for brighter quasars this error is unknown but expected to be small because of the better signal-to-noise ratio (Ishimoto et al. 2020). Therefore, both patchy and uniform ionization models are potentially consistent to within the experimental uncertainty at this redshift.

Figure 7 shows the reduction in proximity zone sizes in the patchy reionization model for different quasar lifetimes in comparison with data. The incidence of small proximity zones is greater at longer lifetimes in the patchy ionization model relative to the uniform ionization one. However, in either case, as found previously, the lightbulb model is not sufficient to explain the population of small proximity zones observed.

The reduction in model proximity zone sizes is more significant at high redshifts due to the relatively smaller size of ionized regions around the quasars. Figure 8 illustrates this by showing the evolution of the proximity zone size $R_p$ with redshift from our model in comparison with data from Mortlock et al. (2011), Eilers et al. (2017, 2020), Bañados et al. (2018, 2021), and Ishimoto et al. (2020). Analytically, the dependence of $R_p$ on redshift in a uniform density field can be read from Equation (19) as $R_p \propto (1 + z)^{-2.25}$. In the Davies et al. (2020) model, the redshift dependence comes through $\tau_{bg}$ as $(1 + z)^{-3.2}$. In both the uniform and patchy cases, there is reduction in the proximity zone size towards high redshift. This is partly driven by the density evolution (cf. Equation 19). However, the evolution is significantly more rapid in the patchy ionization case due to an additional contribution due to the patchiness. There is also an associated increase in the scatter in the proximity zone sizes. Early measurements of the proximity zone sizes argued for a rapid evolution between redshifts 5.7 and 6.5 (Carilli et al. 2010; Venemans et al. 2015) while more recent observations (Mazzucchelli et al. 2017; Eilers et al. 2017; Ishimoto et al. 2020) have suggested a shallower trend at the same redshifts. More data seems to be necessary to measure the average proximity zone size evolution.

### 4.2 Effect of quasar host halo mass on proximity zone size

The placement of quasars in the cosmological large-scale structure environment is another point on which models have had to make untested assumptions. This is partly because the host halo masses of $z \sim 6$ quasars are not known, and partly because of the limited dynamic range of simulations. We now consider the effect of quasar host halo mass on the size of its proximity zone. We consider three mass ranges for the host masses $8.9 \times 10^9 < M_{\text{halo}}/M_\odot < 1.2 \times 10^{10}$, $3.1 \times 10^{10} < M_{\text{halo}}/M_\odot < 1.0 \times 10^{11}$, $3.1 \times 10^{11} < M_{\text{halo}}/M_\odot < 1.0 \times 10^{12}$ and examine proximity zone sizes while assuming equal luminosity for all quasars. Overdensities will typically form galaxies sooner, and reionize earlier, so we would expect these regions to be mostly ionized and have larger proximity zones. However, we do not see a significant scaling of the proximity zone size $R_p$ with the host halo mass, as shown in Figure 9. This figure shows the median proximity zone size with the associated $1\sigma$ scatter in a sample of 400 sightlines in each mass bin at $z = 5.95$ for a range of quasar luminosities. The quasar age is fixed at 1 Myr in all cases. The lack of a dependence of the proximity zone sizes on the halo mass seen in Figure 9 is consistent with previous results (Lidz et al. 2007; Keating et al. 2015).

The cumulative distribution functions (CDFs) of proximity zone sizes helps understand this. Figure 10 shows the CDFs of proximity zone sizes in our three halo mass bins for different quasar lifetimes.

---

**Figure 11.** Proximity zone size evolution in periodically varying quasars. The three columns show quasars that flicker between zero luminosity and $N = 10^{57}$ s$^{-1}$ with duty cycle $f_{\text{duty}} = 0.5$ and episodic time $t_{\text{on}} = 10^6$ yr (left column), $t_{\text{on}} = 10^5$ yr (middle column), and $t_{\text{on}} = 10^4$ yr (right column). Top panels show the quasar light curves; bottom panels show the corresponding evolution of the proximity zone size. The blue curves and blue shaded regions in the bottom panels show the median evolution in a sample of 100 sightlines, and the $1\sigma$ scatter. Regions shaded in lighter blue in the bottom panels show the proximity zone size evolution during the quasar’s off period. For comparison, the bottom panels also show the proximity zone size evolution for a corresponding lightbulb quasar.
timescale is shorter than the time for which the quasar is in the off state. Davies et al. (2020) analytically solved for the behavior of proximity zone sizes in the presence of a flickering quasar with a uniform background radiation. They concluded that the proximity zone sizes are sensitive to episodic lifetime and duty cycle of quasars. Here, we investigate how the distribution of proximity zone sizes changes for varying episodic lifetimes in our patchy reionization simulations.

The lower panels of Figure 11 show the evolution of the proximity zone size $R_p$ for such periodic quasars. The shaded region shows the $1\sigma$ scatter in $R_p$ among 100 sightlines. The evolution of the proximity zone size during the black hole’s bright phase is shown in a bolder color to distinguish it from the evolution during the obscured phase. The proximity zone size $R_p$ clearly follows the quasar light curve for all three episodic times.

This can be understood as follows. When the quasar is on, the equilibration time for the ionization front, under the assumption of a constant photoionization rate, is (Khrykin et al. 2016)

$$t_{\text{eq}}^{\text{on}} \gg \frac{1}{\Gamma_{\text{qso}} + \Gamma_{\text{bg}} + n_e \alpha}.$$  \hspace{1cm} (22)

This is the time taken for the gas within the proximity zone to settle in the equilibrium state in presence of the quasar.

The behaviour of the proximity zone when the quasar is off can be understood as follows. When the quasar turns off, the number of ionizations is reduced to that only due to background photoionization. If the quasar turns off after an equilibrium is reached, then the number of recombinations are higher than the photoionizations immediately after the quasar turns off. This leads to decrease in the ionization fraction until a new equilibrium is reached between the background photoionizations and recombinations. The timescale to reach this new equilibrium therefore depends on the recombination rate as $t_{\text{eq}}^{\text{off}} \approx 1/\Gamma_{\text{bg}}$. On the other hand, if the quasar turns off before an equilibrium is reached between ionizations and recombinations, such that the number of recombinations is still smaller than the background photoionization before quasar turn-off, then post quasar turn-off, the ionized fraction continues to increase, although at a slower rate of $t_{\text{eq}}^{\text{off}} \approx 1/\Gamma_{\text{bg}}$, till it reaches the new equilibrium value. Therefore, the timescale to reach the new equilibrium post quasar turn-off depends on when the quasar turns off once it is turned on.

The timescale for proximity zone to disappear on the other hand depends on the time for the neutral fraction to increase to $\sim 10^{-4}$.

---

1 Alternative, but related, definitions of the duty cycle are also used in the literature. For instance, the duty cycle has also been defined as the fraction of the Hubble time for which the quasar is shining (Haiman et al. 2004), or the ratio of the number of active and quiescent SMBHs (Shankar et al. 2012, Bolgar et al. 2018).
once the quasar is turned off, so that the Ly α absorption is saturated. We have
\[
\frac{dx_{HI}}{dt} = - (\Gamma_{bg} + \Gamma_{qso})x_{HI} + (1 - x_{HI})^2 \alpha(T)n_H
\]
(23)
\[
\approx - (\Gamma_{bg} + \Gamma_{qso})x_{HI} + \alpha n_H.
\]
(24)

When the quasar turns off, the equation becomes
\[
\frac{dx_{HI}}{dt} = - \Gamma_{bg} x_{HI} + \alpha n_H.
\]
(25)

Integrating until a time \( t \) after the quasar turns off, the equation becomes
\[
\int_{t_{on}}^{t_{on} + t} \frac{dx_{HI}}{t_{on}} = - \frac{\Gamma_{bg} x_{HI}(t_{on})}{\alpha n_H} \approx \int_{t_{on}}^{t_{on} + t} dt.
\]
(26)

Assuming \( \alpha, n_H \) and \( \Gamma_{bg} \) to be constants, the solution can be written as
\[
x_{HI}(t) = \frac{\alpha n_H}{\Gamma_{bg}} \left( 1 - e^{-\Gamma_{bg} t} \right) + x_{HI}(t_{on})e^{-\Gamma_{bg} t}
\]
(27)

The time \( t_{vanish} \) at which the proximity zone disappears is such that
\[
x_{HI}(t = t_{vanish}) \approx 10^{-4}.
\]
(28)

\( t_{vanish} \) can then be computed as
\[
t_{vanish} \approx - \frac{1}{\Gamma_{bg}} \ln \left( \frac{\Gamma_{bg} x_{HI}(t = t_{on}) - \alpha n_H}{\Gamma_{bg} x_{HI}(t = t_{on}) - \alpha n_H} \right)
\]
(29)

Assuming \( x_{HI}(t = t_{on}) \) to be \( 10^{-8} \) and substituting \( \Gamma_{bg} \approx 2.5 \times 10^{-13} s^{-1} \), \( \alpha \) at \( T = 10^4 \) K as \( 4.5 \times 10^{-13} \) cm\(^3\)s\(^{-1}\), and an average \( n_H \approx 10^{-4} \) cm\(^{-3}\) at redshift \( z \approx 6 \), we find
\[
t_{vanish} \approx 0.1 \text{ Myr}
\]
(30)

For a small \( t_{on} \approx 10^6 \) yr, \( x_{HI}(t_{on}) \) can be comparable to \( 10^{-4} \). Assuming \( x_{HI}(t = t_{on}) \approx 9 \times 10^{-5} \), we obtain \( t_{vanish} \approx 0.01 \) Myr. Therefore, \( t_{vanish} \) can have values between \( 0.01 \) to \( 0.1 \) Myr depending on \( x_{HI}(t_{on}) \). This explains why the proximity zone is destroyed more quickly between cycles than it builds up in the two leftmost panels of Figure 11 but not in the rightmost panel. This allows some proximity zone growth to accumulate over multiple cycles, but as we will see below this growth is not significant for an on time of \( 10^4 \) yr.

If the on-time \( t_{on} \) is greater than the \( t_{on} \) defined in Equation (22), \( R_p \) follows the lightbulb distribution, as seen in the \( t_{on} = 10^6 \) yr panel in Figure 11. For \( t_{on} = 10^6 \) yr, as in the rightmost panel of Figure 11, the on-time is too short for the proximity zone size to equilibrate to its lightbulb value. Consequently, if in this scenario the duty cycle is small enough, so that \( t_{off} \) is greater than \( t_{vanish} \), then the proximity zone size remains much smaller than its lightbulb value at all times. This provides a viable mechanism to explain small proximity zones.

Figure 12 demonstrates this by showing the distribution of proximity zone sizes for a quasar with peak magnitude \( M_{1450} = -27 \), for various duty cycles and quasar lifetimes. The proximity zone size distributions are derived only when the black hole is shining and is accessible to the observer. We show distributions at quasar lifetimes of \( t_q = 0.5 \) Myr and \( t_q = 10 \) Myr, to investigate if the small proximity zone sizes vanish at large times. We randomly sample 100 sightlines from the simulation box, add a random relative temporal offset to each quasar light curve, and use the ionization conditions given by our patchy reionization model. The episodic on time is held fixed to \( t_{on} = 10^6 \) yr, as longer on times will simply take the proximity zone size distribution to the lightbulb value, as we saw in Figure 11. We see that smaller values of the duty cycle \( f_{duty} \) yield smaller proximity zones.

**Figure 13.** Proximity zone size measurements at \( z \approx 6 \) by Eilers et al. (2017), Ishimoto et al. (2020), and Eilers et al. (2020), in comparison with five models. For each model, we show the median proximity zone size at each quasar magnitude, along with the 1\( \sigma \) scatter (68.26% equal-tailed credible interval). We randomly sample 100 sightlines from the simulation box, add a random relative temporal offset to each quasar light curve, and use the ionization conditions given by our patchy reionization model. For reasonably large values of \( t_q \), large proximity zones can be fit by lightbulb models, while the smaller proximity zones need variable quasars with short episodic on times and small duty cycle. These variable quasar models continue to fit the small proximity zone sizes well even at longer quasar lifetimes \( t_q \). For a large enough on-time and small enough duty cycle, the hatched region shows our model that is consistent with both small and large proximity zones.
zone sizes. This is as expected from our discussion above. Smaller duty cycles imply longer off times for the quasar, which allows the proximity zone to disappear as the gas in the proximity zone has enough time to equilibrate to the background photoionization rate. We also see that the proximity zone sizes do not increase significantly even for long quasar lifetimes of $t_Q = 10$ Myr. There is a small increase in $R_p$ at large $t_Q$ for large values of the duty cycle because these large duty cycles correspond to smaller off times, which prevent complete equilibration. But there is virtually no change in the distribution of proximity zone sizes for $f_{\text{duty}} = 0.1$ between $t_Q = 0.5$ Myr and $t_Q = 10$ Myr. Figure 12 also compares these proximity zone size distributions with the homogeneous sample of measurements by Eilers et al. (2017) and Ishimoto et al. (2020). We see that models with smaller duty cycles can readily explain even the smallest proximity zones in the data. It has to be noted that the data histograms do not include the redshift errors on the proximity zone measurements which can go up to 40%. Also, the smallest $R_p$ measurements shown in Figure 12 are at fainter magnitudes compared to our model which explains the slight discrepancy between models and data for $R_p$ less than ~ 1 pMpc.

This picture of variable quasars is put to a more stringent test in Figure 13, which aims to model all currently measured proximity zone sizes at $z \sim 6$. This figure shows measurements by Eilers et al. (2017), Ishimoto et al. (2020), and Eilers et al. (2020), in comparison with four models. For each quasar magnitude, we assume a periodic light curve with the given duty cycle and the episodic on time. As with four models. For each quasar magnitude, we assume a periodic

Indeed, Ishimoto et al. (2020) find that the

\[ R_p \]

measurement for this quasar changes significantly, increasing by a factor of ~ 7, if the continuum fitting method is changed.) We see that the large proximity zones are well fit by the lightbulb model at all magnitudes. These data are therefore also consistent with flickering quasars with long on times. The smaller proximity zones cannot be fit by lightbulb models with $t_Q$ as large as $10^3$ yr. But these can be fit by models that have a small episodic on time $t_{\text{on}} = 10^3$ yr and small duty cycle $f_{\text{duty}} = 0.1$. Furthermore, this model continues to describe the small-$R_p$ data reasonably well even at large quasar lifetimes of $t_Q = 10^3$ yr, thus avoiding the need for fine-tuning. For the same model with $f_{\text{duty}} = 0.1$, a larger on-time of $t_{\text{on}} = 10^6$ yr and a lifetime around $t_Q = 5 \times 10^6$ yr is consistent with both small and large proximity zones, with $R_p$ values between 1.2 and 7.1 pMpc at $M_{1450} = -27$, showing that flickering quasars with small duty cycles are not disfavoured by large proximity zones. These quasars have long unobserved phases, but even longer obscured phases. Quasar variability thus providing a simple, unified model for proximity zones of all sizes.

### 4.4 Consequences for black hole growth

Although we now see that it is possible to explain the observed proximity zone sizes via episodic light curves with $t_{\text{on}} \sim 10^6$ yr and $f_{\text{duty}} = 0.1$, we should now ask whether such a scenario allows formation of black holes with inferred masses by redshifts $z \sim 6$. This appears to be difficult for the values considered in Figure 13. For example, under the assumption that the accretion rate is proportional to the black hole mass, and assuming a radiative efficiency of $\epsilon = 0.1$, a seed of mass $10^7 M_\odot$ will require 2 Gyr to grow into a $10^9 M_\odot$ black hole with a duty cycle of $f_{\text{duty}} = 1/3$, while accreting at the Eddington rate. For a duty cycle of $f_{\text{duty}} = 1/10$, equal to what we needed in Figure 13 for the smallest observed proximity zones, the required time increases to ~ 7 Gyr. Not only are these lifetimes greater than those inferred in Figure 13 by more than an order of magnitude, they are also longer than the age of the Universe at $z \sim 6$ by factors of at least two. As discussed extensively in the literature, growing to masses of $10^9 M_\odot$ or more during the optically bright phases requires larger seed masses, larger duty cycles, super-Eddington rates, or a combination thereof (Eilers et al. 2021).

One way to alleviate this problem is by having the black hole grow also during obscured phases. During such phases of obscured growth, the black hole does not shine as a luminous quasar along the observer’s sightline. In this scenario, we can discriminate between a ‘luminosity duty cycle’, $f_{\text{duty,lum}}$, which quantifies the fraction of the black hole’s lifetime for which it shines as an optically bright quasar, and an ‘accretion duty cycle’, $f_{\text{duty,acc}}$, which is the fraction of the black hole’s lifetime for which it accretes and grows. If $f_{\text{duty,lum}} < f_{\text{duty,acc}}$, the black hole undergoes obscured growth, whereas if the two duty cycles are equal, the black hole only grows while it is in the luminous quasar phase. Using this terminology, the duty cycle $f_{\text{duty}}$ discussed in the previous section can now be understood as $f_{\text{duty,lum}}$.

Invoking obscured growth now allows us to solve the black hole growth crisis. For example, for the cases discussed above, in which we assumed accretion on to the black hole to be proportional to the black hole’s mass, a radiative efficiency of $\epsilon = 0.1$, a luminosity duty cycle of $f_{\text{duty,lum}} = 1/3$ or $1/10$, we now find that an accretion duty cycle of $f_{\text{duty,acc}} = 0.7$ readily allows a seed mass of $10^7 M_\odot$ at redshift $z = 15$ to grow into a $10^9 M_\odot$ by $z \sim 6$ within the Hubble time (~ 670 Myr) while accreting at a moderately super-Eddington rate of ~ 1.5. Pushing the accretion duty cycle closer to unity can even remove the requirement of super-Eddington accretion.

The combination of measurements of quasar proximity zone sizes and the black hole masses thus seem to necessitate obscured growth of SMBHs at high redshifts. Davies et al. (2019) and Worseck et al. (2021) have also argued for obscured black hole growth from their interpretations of proximity zones in hydrogen and helium Ly alpha forest spectra. For a given observing sightline, obscured black hole growth can occur due to (a) orientation effects due to dusty torus close to the AGN, so that the black hole continues to accrete and shine, but not along the given sightline (Antonucci 1993), or (b) small-scale physics near the black hole, such as photon trapping, in which photons are unable to escape because efficient accretion of optically thick material impedes photon diffusion (Begelman 1979), or (c) obscuration by dust, accumulated due to supernovae on the scale of the galaxy (Riechers et al. 2013; Wang et al. 2013; Yajima et al. 2017; Kawakatu et al. 2020). Obscuration is also likely to occur at a range of different radii at different times due to different mechanisms over the growth history of SMBHs (Buchner et al. 2015). For instance, by cross-correlating the brightest UV-selected AGN from the GOODS sample at redshifts $z \sim 1$–3 with X-ray measurements from Chandra, Del Moro et al. (2017) inferred an obscured AGN fraction of about 0.67. Recently, Endsley et al. (2022) observed a heavily obscured quasar at redshift 6.83 over a relatively small COSMOS field, suggesting such quasars might not be too rare at high redshifts. More generally, the obscured AGN fraction is suggested to vary widely between 0.1 and 1 with luminosity (Treister et al. 2008; Buchner et al. 2015). The photon trapping picture has been supported by later analytical and numerical work (e.g., Quataert & Gruzinov 2000; Igumenshchev et al. 2003; Blandford & Begelman 2004; Takahashi & Ohnuma 2015) although some models suggest a reduced efficiency of photon trapping with an
associated emission of radiation from polar regions of the accreting black hole (Jiang et al. 2014).

The scenario of photon trapping discussed above is usually associated with super-Eddington accretion and therefore low radiative efficiency. Low radiative efficiency is an alternative to the obscuration scenario, but the required radiative efficiency for a $10^3 \, M_\odot$ seed with $f_{\text{duty}} = 1$ and duty cycle 0.1 to grow into a $10^6 \, M_\odot$ black hole within 1 Gyr would be 0.015. This is consistent with the low radiative efficiencies suggested by Davies et al. (2019), but this radiative efficiency is a factor of more than five smaller than theoretical predictions for standard accretion models (Shapiro & Teukolsky 1983) and observational measurements (Shankar et al. 2004; Davis & Laor 2011; Trakhtenbrot et al. 2017).

5 CONCLUSIONS

We have studied the effect of the large-scale ionization environment and quasar variability on high-redshift quasar proximity zones by means of high-dynamic-range radiative transfer simulations of reionization that are calibrated to $\alpha$-forest measurements. The reduction is greater for brighter quasars and at higher redshifts. At redshift $z \approx 6$, the reduction is greater at lifetimes $< 10^7$ yr. While the particular reionization history considered in this paper does not lead to proximity zone size reduction of a magnitude sufficient to explain the small proximity zones seen in the data, the topology of reionization could potentially be a mechanism to alleviate the tension. For example, in a randomly chosen sample of 100 quasars, we find 12 to have small proximity zones $< 2$ pMpc at 1 Myr at redshift $z = 5.95$ as opposed to 3 when uniform ionization conditions are assumed around the quasars, for the lightbulb model. Patchiness of reionization has an effect on the slope of the relationship between the proximity zones and quasar magnitude at a fixed quasar age: patchiness makes this relation shallower, so bright quasars have a greater relative decrease in their proximity zone sizes.

In general, the proximity zone size $R_p$ has a shallow evolution with magnitude. The sightline-to-sightline scatter in $R_p$ grows with the magnitude. Proximity zone sizes increase with decrease in redshift and the evolution follows a similar trend as suggested by observations. The sightline-to-sightline scatter increases with decreasing redshift. Patchy reionization can further enhance the sightline-to-sightline scatter in proximity zone sizes. Given the quasar luminosity, their proximity zone sizes don’t have a strong correlation with host halo mass. However, the fraction of small proximity zones observed within lower mass halos is higher than those in higher mass halos. This is consistent with the idea that these halos are reionized later than the higher mass halos due to having fewer sources.

Recently, Becker et al. (2021) have measured an order-of-magnitude reduction in the mean free path of hydrogen ionizing photons at $z = 6$ relative to $z = 5$. At $z = 6$ the simulation presented in this paper has a larger mean free path compared to the measurement by Becker et al. (2021) by about a sigma. It is plausible that this mismatch stems from small-scale density structure that the simulation fails to resolve. Resolving this structure may further reduce our predicted proximity zone sizes. A similar effect that we potentially miss is that of unresolved minihalos with mass $< 10^5 \, M_\odot$. However, such objects are easily destroyed by photoevaporation (Park et al. 2016; Nakatani et al. 2020) or feedback from star formation (Meiksin 2011).

Although realistic light curves will show a variation of duty cycles during SMBH growth, we assume a simple model with fixed duty cycle and show that quasar variability results in a reduction in proximity zone sizes that can explain the difference between simple lightbulb models and the data, consistent with previous literature. Thanks to the short equilibration timescale of a few tens of thousands of years in the proximity zone, this effect is enhanced for small duty cycles of $f_{\text{duty}} \lesssim 0.5$ and small episodic lifetimes of $t_{\text{on}} \lesssim 10^5$ yr. This not only provides a means to explain the large as well as extremely small proximity zones seen in the data, but also suggests that proximity zone measurements can potentially place constraints on quasar duty cycles and episodic lifetimes.

Quasar variability with short duty cycles aggravate the challenge faced by black hole formation models of forming billion-solar-mass black holes by redshift $z \approx 6$. But we have seen that this difficulty can be overcome by invoking obscured phase growth of black holes during which the black hole is growing but not shining optically along a given sightline. The resultant requirements on obscuration can be quantified and turn out to be consistent with observational measurements of obscured quasar fractions and theoretical work on accretion disks. This not only paves a path towards reconciling observed black hole masses and proximity zone sizes of high-redshift quasars, but also suggests using proximity zone measurements as a probe of obscured black hole growth. It is important to note that this picture of obscured growth is not limited to quasars with small proximity zones. While large proximity zones are consistent with lightbulb quasars, and do not pose a problem for black hole growth, quasars with large values of $R_p$ are not inconsistent with the observed growth picture. The proximity zone of these quasars can also be explained by a lightcurve with a small duty cycle, as long as the $t_{\text{on}}$ is large enough. Such quasars have long unobscured phases, but even longer obscured phases. Accretion models that predict obscured growth via processes such as photon trapping will lead to falsifiable predictions for high-redshift quasar proximity zones. Constraints on these models from proximity zones can also be conceivably combined with measurements of other consequences of these models, such as the presence of $\alpha$-nebulae (e.g., Farina et al. 2019, 2017; Arrigoni Battaia et al. 2018; Costa et al. 2022), to gain a fuller picture of how black holes grow to a billion solar masses by redshift six.
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APPENDIX A: RADIATIVE TRANSFER

We describe our one-dimensional radiative transfer algorithm to solve the thermochemistry equations given by Equations (3)–(5) and (16). The algorithm employs a fixed user-specified global integration time step. We exclude the first cell from the computation.

A1 Global integration

A. [Integrate grid.] Set up spatial grid and initialize all quantities of interest (densities, ionization fractions, and temperature) in all the grid cells.

B. [Fix global timestep.] Choose a global time-step $\Delta t$ based on the Courant criterion that depends on cell-crossing time of the ionization front and therefore cell size (cf. Bolton & Haehnelt 2007).

C. [Solve thermochemistry equations for global timestep.] Integrate the discretized thermochemistry equations, Equations (3)–(5) and (16), following algorithm A2.

D. [On to next global timestep until final time is reached.] Repeat step C with the same global time step until the specified end time is reached.

A2 Thermochemistry integration

At a global time step, the following algorithm is used to compute the thermochemistry. This computation is done simultaneously and independently in all cells of the domain (cf. Rosdahl et al. 2013). Radiative quantities such as the photoionization rates, the photoheating rate, and the opacities, are computed when required.

A. [Integrate Equation (16)] Solve for temperature $T(t + \Delta t)$ using explicit Euler integration with a time step $\Delta t = \Delta t$.

B. [Check if sub-cycling is required.] If $T(t + \Delta t) - T(t) > 0.17(t)$, repeat step A with smaller time steps $\Delta t = \Delta t/2$.

C. [Get converged $T(t + \Delta t)$.] Repeat step A until the condition in step B is satisfied.

D. [Integrate Equation (3)] Solve for $n_{\text{HI}}(t + \Delta t)$ using an implicit Euler scheme, with a time step $\Delta t = \Delta t$. Use $T(t + \Delta t)$ for computing rate coefficients.

E. [Check if sub-cycling is required.] If $n_{\text{HI}}(t + \Delta t) - n_{\text{HI}}(t) > 0.1n_{\text{HI}}(t)$, repeat step D with smaller time steps $\Delta t = \Delta t/2$. 

Figure B1. Spatial and Temporal convergence: Top and bottom panels show the abundance of neutral hydrogen and temperature for different cell sizes on the right and different time steps on the left.
Figure B2. Comparison between the numerical and analytical Strömgren solutions for ionized radius, for the test parameters described in Section B2. Points represent numerical results obtained using our code; blue curve shows the analytical solution.

Figure B3. Comparison between results from our code and those from Chen & Gnedin (2021) for the test described in Section B3.1. The panels show neutral hydrogen fraction, single and doubly ionised helium fractions and temperature. Blue curves are from our code. Red curves are from Chen & Gnedin (2021).

A3 Discretization

Equations (3)–(5) are solved in terms of ionization fractions, \( x_{\text{HI}} \), \( x_{\text{HeII}} \), and \( x_{\text{HeIII}} \), instead of the number densities. For integrating Equation 3, we follow a semi-implicit numerical scheme as discussed in Rosdahl et al. (2013). The discretized equation looks like

\[
x_{\text{HI}}(t + \Delta t) = x_{\text{HI}}(t) + \Delta t \frac{C - x_{\text{HI}}(t)(C + D)}{1 - J\Delta t}
\]  (A1)

where

\[
J = \frac{\partial C}{\partial x_{\text{HI}}} - (C + D) - x_{\text{HI}} \left( \frac{\partial C}{\partial x_{\text{HI}}} + \frac{\partial D}{\partial x_{\text{HI}}} \right),
\]  (A2)

and \( C \) and \( D \) are creation and destruction operators that can be read from Equation (3) after rearranging in terms of \( x_{\text{HI}} \) as

\[
\frac{dx_{\text{HI}}}{dt} = C - x_{\text{HI}}(C + D).
\]  (A3)

A similar semi-implicit Euler scheme is used for integrating Equations (4) and (5). The discretized equations look as follows

\[
x_i(t + \Delta t) = x_i(t) + C\Delta t \frac{1}{1 + D\Delta t}
\]  (A4)

where \( i = \text{HeII}, \text{HeIII} \). As before, \( C \) and \( D \) can be read from Equations (4) and (5) by rearranging them in the form

\[
\frac{dx_i}{dt} = C - x_iD.
\]  (A5)

For integrating Equation (16), we use an Euler explicit integration scheme. The discretized equation is

\[
T(t + \Delta t) = T(t) + \Delta t L
\]  (A6)

where \( L \) is the time derivative of temperature evaluated at the previous time step

\[
L = \frac{2}{3} \frac{\mu m_{\text{HI}}}{p k_B} (\dot{H} - \dot{\Lambda}) - 2HT - \frac{T}{n} \frac{dn}{dt},
\]  (A7)

where all the quantities are the same as those in Equation (16).

A4 Source spectrum and photoionization rate

We assume the source spectrum to be a broken power law (Lusso et al. 2015) given by

\[
L_\nu \propto \begin{cases} 
\nu^{-0.61} & \text{if } \nu \geq 912 \text{ Å}, \\
\nu^{-1.70} & \text{if } \nu < 912 \text{ Å}
\end{cases}
\]  (A8)
For computing the photoionization rates in Equation (7), we divide the frequencies into 80 bins of equal logarithmic width from $v_{\mathrm{HI}}$ to 40$v_{\mathrm{HI}}$, corresponding to energies between 13.6 eV and 544 eV. Increasing the frequency range or the number of bins does not have any effect on the results.

A5 Ly $\alpha$ optical depth

To calculate the Ly $\alpha$ optical depth, we assume a Voigt profile for the absorption cross-section. The optical depth in a given cell of size $dR$ along the line of sight is then calculated as (Weinberger et al. 2018)

$$
\tau (i) = \frac{\nu_\alpha \sigma_\alpha dR}{\sqrt{\pi}} \sum_{j<i} \frac{n_{\mathrm{HI}} (j)}{\Delta \nu_D (j)} H(a,x(i,j))
$$

(A9)

where $H(a,x)$ is an analytic approximation to the Voigt profile $\phi (v)$, related to it as (Tepper-García 2006)

$$
\phi (v) = \nu_D^{-1} \alpha^{-1/2} H(a,x),
$$

(A10)

and given by

$$
H(a,x) = e^{-a^2} - \frac{a}{\sqrt{\pi} x^2} \left[ e^{-2a^2} (4x^4 + 7x^2 + 4 + 1.5x^{-2})
\right.
- \left. 1.5x^{-2} - 1 \right],
$$

(A11)

where $\sigma_\alpha$ is the Lyman alpha cross-section, and $v_\alpha$ the corresponding frequency. The parameter $a$ is

$$
a = \frac{\Lambda_\alpha}{4\pi \Delta \nu_D}
$$

(A12)

where

$$
\Delta \nu_D \equiv \frac{\nu_\alpha}{c} \sqrt{\frac{2k_B T}{m_{\mathrm{H}}}}.
$$

(A13)

and $\Lambda_\alpha$ is the hydrogen $2p \rightarrow 1s$ decay rate. $x(i,j)$ can be computed given the Hubble velocity $v_{\mathrm{H}}$ and peculiar velocity $v_{\mathrm{pec}}$ within the cell as

$$
x(i,j) = \sqrt{\frac{m_{\mathrm{H}}}{2k_B T}} [v_{\mathrm{H}} (i) - v_{\mathrm{H}} (j) - v_{\mathrm{pec}} (j)].
$$

(A14)

APPENDIX B: CODE TESTS

B1 Convergence tests

To check the spatial and temporal convergence of our algorithm, we run a test from Bolton & Haehnelt (2007). The neutral hydrogen abundance and temperature around a quasar emitting photons at $N = 5 \times 10^{33} \text{s}^{-1}$ and having a spectral index of 1.5 is computed after time $t = 1 \text{ Myr}$. The quasar is assumed to be surrounded by a uniform density medium at redshift $z = 6$ with hydrogen and helium in primordial abundance ratio. Figure B1 shows the results of this test repeated for spatial resolutions $dr = 1, 2, 4, 10 \text{ kpc}$ and Courant factors $\epsilon = 0.05, 0.1, 1, 5$. The global time step is fixed by the Courant factor and the spatial resolution as (Bolton & Haehnelt 2007)

$$
dt = 3261.6 \text{ yr} \left( \frac{\epsilon}{0.1} \right) \left( \frac{dr}{10 \text{ kpc}} \right).
$$

(B1)

Right column of Figure B1 shows that the ionization front position and temperature are nearly convergent as cell size becomes less than 2 kpc. Similarly, the left column of Figure B1 shows that the ionization front position and temperature are nearly convergent for $\epsilon < 0.1$. Substituting these values in Equation (B1) gives a global time step of $6.52 \times 10^{-4} \text{ Myr}$. This time step is four orders of magnitude smaller than the total run time (~ 1 Myr). This can limit the computational time required. However, in practice, for cosmological conditions, we found that using a global time step that was smaller than the total run...
time by two orders of magnitude was sufficient to achieve convergence. Similarly, for the flickering quasar, the global time step was chosen to be one-tenth of the episodic time.

**B2 Stromgren test**

For a monochromatic source in an isothermal and initially neutral uniform hydrogen-only density field, the total number of photons within a shell can be accounted due to ionizations and radiative recombinations as

\[ \frac{dN}{dt} = 4\pi R^2 n_{\text{HII}} \frac{dR}{dt} + \frac{4}{3} \frac{R^3}{3^2} n_{\text{HII}}^2 \alpha \]  
(B2)

Conversely, the rate of change in the ionized volume can be written as

\[ \frac{dR_{\text{ion}}}{dt} = \frac{\dot{N}}{4\pi R^3 n_{\text{HII}}^3} \]  
(B3)

Equation (B3) can be solved analytically assuming uniform \( n_{\text{HII}} = n_{\text{H}} \) as

\[ R(t) = R_s \left[ 1 - \exp \left( -\frac{t}{t_{\text{rec}}} \right) \right]^{1/3} \]  
(B4)

where

\[ R_s = \left( \frac{3\dot{N}}{4\pi \alpha n_{\text{H}}^2} \right)^{1/3}, \]  
(B5)

and

\[ t_{\text{rec}} = \frac{1}{\alpha n_{\text{H}}}, \]  
(B6)

and \( \alpha \) is the temperature-dependent recombination coefficient. We compare the results from our radiative transfer code with this analytical solution for the test problem 1 from the code comparison project by Iliev et al. (2006) and find them to be in good agreement. The ionization front increases in size until the number of recombinations balance out the photoionizations, at which point, the ionization front radius saturates to the Stromgren value \( R_s \) as shown in Figure B2.

**B3 Temperature and Helium evolution**

Analytical tests are not available for the general case in which we solve for the combined hydrogen and helium thermochemistry. Instead, we test the code by comparing to one-dimensional and three-dimensional results from the literature.

**B3.1 Comparison with one-dimensional results by Chen & Gnedin (2021)**

We solve the thermochemistry and temperature evolution equations in one dimension for a test case from Chen & Gnedin (2021) with the following parameters. The quasar is assumed to emit photons at a rate of \( \dot{N} = 5 \times 10^{48} \text{s}^{-1} \) in a uniform density medium of hydrogen and helium with \( X = 0.76 \) and \( Y = 0.24 \) at a redshift of \( z = 7 \). The source specific luminosity is assumed to be power law with spectral index 1.5. Hydrogen and helium are assumed to be completely neutral initially and the initial temperature before the quasar is turned on is assumed to be 100 K. Figure B3 shows the neutral hydrogen and ionized helium fractions, as well as temperature at a quasar age of 10 Myr. Our results shown in blue are in good agreement with the results of Chen & Gnedin (2021), shown in red.

**B3.2 Comparison with three-dimensional results by Friedrich et al. (2012)**

We compare our results from our one-dimensional radiative transfer code with those obtained using the three-dimensional radiative transfer code C2-RAY by Friedrich et al. (2012). The quasar is assumed to emit photons at a rate of \( \dot{N} = 5 \times 10^{48} \text{s}^{-1} \) in a uniform density medium of hydrogen and helium, with \( n_{\text{H}} = 10^{-3} \text{cm}^{-3} \) and \( n_{\text{He}} = 8.7 \times 10^{-3} \text{cm}^{-3} \), and an initial temperature of 100 K. The source specific luminosity is assumed to be power law with spectral index 1. Figure B4 shows our results (in orange) for the neutral hydrogen fraction, helium ionization fractions, and gas temperature at quasar ages of \( 10^5, 10^7, \) and \( 10^9 \) yr against the results from C2-RAY (in green). Also shown are the equilibrium solutions from CLOUDY (Friedrich et al. 2012). Our results agree very well with the three-dimensional code at \( 10^5 \) and \( 10^7 \) yr. At \( 10^9 \) yr, the helium ionization fractions match very well, but there is a small difference between the hydrogen ionization fronts and temperatures computed by the two codes, potentially due to secondary ionizations that we do not include in our code.