METRICAL THEOREMS FOR UNCONVENTIONAL HEIGHT FUNCTIONS
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Abstract. In this paper we consider the simultaneous approximation of real points by rational points with the error of approximation given by the functions of ‘non-standard’ heights. We prove analogues of Khintchine and Jarník-Besicovitch theorems for this setting, thus answering some questions raised by Fishman and Simmons (2017).

1. Introduction and Results

Throughout this paper, let \( d \geq 1 \) be a fixed integer, \( \mathbf{p} = (p_1, \ldots, p_d) \in \mathbb{Z}^d \), and \( \mathbf{x} = (x_1, \ldots, x_d) \in \mathbb{R}^d \). Let \( \psi : \mathbb{N} \to [0, \infty) \) be an approximating function such that \( \psi(n) \to 0 \) as \( n \to \infty \). A central theme in simultaneous Diophantine approximation is to estimate the ‘size’ of the set

\[ S_d(\psi) := \{ \mathbf{x} = (x_1, \ldots, x_d) \in \mathbb{R}^d : \| \mathbf{x} - \mathbf{p}/q \| < \psi(q) \text{ for infinitely many } \mathbf{p}/q \in \mathbb{Q}^d \}, \]

where \( \| \cdot \| \) denote the max norm. Here, the approximating function \( \psi \) is a function of the ‘standard height’ of the rational point \( \mathbf{p}/q \), that is, \( H(\mathbf{p}/q) = q \). The metrical theory (Dirichlet, Khintchine, Jarník-Besicovitch, and Jarník theorems) for this set is well-known, see [4] for further details. However, if the height function \( H : \mathbb{Q}^d \to \mathbb{N} \) is nonstandard then the metrical theory is not so well developed. In this direction, the best known result is by Fishman-Simmons [6] calculating the irrationality exponents for every point \( \mathbb{R}^d \setminus \mathbb{Q}^d \) approximated by rationals with certain nonstandard height functions.

As in [6], let \( \Theta : \mathbb{N}^d \to \mathbb{N} \) and let \( H_\Theta : \mathbb{Q}^d \to \mathbb{N} \) be defined by the formula

\[ H_\Theta \left( \frac{p_1}{q_1}, \ldots, \frac{p_d}{q_d} \right) = \Theta(q_1, \ldots, q_d). \]

Here the rationals \( p_i/q_i \) are in reduced form. The set \( S_d(\psi) \) is concerned with the standard height function \( H_{\text{lcm}} \), where \( \text{lcm} : \mathbb{N}^d \to \mathbb{N} \) is the least common multiple function. That is, given \( \mathbf{r} \in \mathbb{Q}^d \), \( H_{\text{lcm}}(\mathbf{r}) \) is the smallest number \( q \) such that \( \mathbf{r} = \mathbf{p}/q \) for some \( \mathbf{p} \in \mathbb{Z}^d \). As in [6], various heights can be given as

\[ H_{\text{max}}(\mathbf{r}) = \max(q_1, \ldots, q_d), \]
\[ H_{\text{min}}(\mathbf{r}) = \min(q_1, \ldots, q_d), \]
\[ H_{\text{prod}}(\mathbf{r}) = q_1 \times \ldots \times q_d. \]

For convenience we will denote \( \psi_\tau(q) := q^{-\tau} \) for some \( \tau \geq 0 \). Note that the height functions mentioned above are only different if \( d > 1 \). For \( d = 1 \) the height of the rational \( p/q \) will be \( q \) and therefore \( H_{\text{max}}(p/q) = H_{\text{min}}(p/q) = H_{\text{prod}}(p/q) = H_{\text{lcm}}(p/q) = q \).
Definition 1.1. Given a height function $H : \mathbb{Q}^d \to \mathbb{N}$ and a point $x \in \mathbb{R}^d \setminus \mathbb{Q}^d$, the exponent of irrationality of $x$ is defined as
\[
\omega_H(x) = \liminf_{r \in \mathbb{Q}^d, r \to x} -\frac{\log \|x - r\|}{\log H(r)} = \lim_{\epsilon \to 0} \inf_{r \in \mathbb{Q}^d, \|x - r\| \leq \epsilon} -\frac{\log \|x - r\|}{\log H(r)}
\]
Equivalently, $\omega_H(x)$ is the supremum of $\tau \geq 0$ such that
\[
\|x - r_n\| < \psi \circ H(r_n)
\]
for some sequence $\mathbb{Q}^d \ni r_n \to x$

The exponent of irrationality of the height function $H$ is the number $\omega_d(H) = \inf_{x \in \mathbb{R}^d \setminus \mathbb{Q}^d} \omega_H(x)$.

Notice that Dirichlet’s theorem implies that $\omega_d(H_{\text{lcm}}) = 1 + 1/d$.

Definition 1.2. Given a height function $H : \mathbb{Q}^d \to \mathbb{N}$, a function $\psi : \mathbb{N} \to (0, \infty)$, and a point $x \in \mathbb{R}^d$, let
\[
C_{H,\psi}(x) = \liminf_{r \in \mathbb{Q}^d, \psi \circ H(r)} \frac{\|x - r\|}{\psi \circ H(r)}
\]
Equivalently, $C_{H,\psi}(x)$ is the infimum of all $C \geq 0$ such that
\[
\|x - r_n\| < C \psi \circ H(r)
\]
for some sequence $\mathbb{Q}^d \ni r_n \to x$

The main result of [6, Theorem 1.1] is the following theorem.

Theorem 1.3 (Fishman-Simmons, [6]). The exponents of irrationality of $H_{\text{max}}$, $H_{\text{min}}$ and $H_{\text{prod}}$ are
\[
\omega_d(H_{\text{max}}) = \frac{d}{(d-1)(d-1)/d} \quad \text{if } d \geq 2
\]
\[
\omega_d(H_{\text{min}}) = 2
\]
\[
\omega_d(H_{\text{prod}}) = \frac{2}{d}
\]

In other words, Theorem 1.3 concerns exponents valid ‘everywhere’, that is, functions $\psi$ for which $C_{H,\psi}(x) < \infty$ for every point $x \in \mathbb{R}^d \setminus \mathbb{Q}^d$. At the end of their paper, Fishman–Simmons posed the question,

“what happens if “every” is replaced by “almost every” – with respect to Lebesgue measure or even with respect to some fractal measure? Once we know what “almost every” point does, it can be asked what is the Hausdorff dimension of the set of exceptions, i.e. the set of $x$ which behave differently from almost every point.”

We answer these questions below.

Theorem 1.4. Almost any point $x \in \mathbb{R}^d$ satisfies
\[
\omega_{H_{\text{max}}}(x) = \omega_{H_{\text{prod}}^{1/d}}(x) = \omega_{H_{\text{min}}}(x) = 2.
\]

\[\text{To keep notation simple and keeping length of this note short, we will not go in detailed description of notations and refer the reader to Fishman-Simmons [6] for details.}\]
Comparing Theorems 1.3 and 1.4, we note that the exponents for $H_{\text{max}}$ and $H_{\text{prod}}$ are different for $d > 2$. It raises a natural question of size of the exceptions in terms of Hausdorff dimension. For a set $X$, let $\dim_H(X)$ denote the Hausdorff dimension of the set $X$. For the definition of Hausdorff dimension and measure we refer the reader to [5].

Next, define the set $S_\Theta(\tau) = \left\{ x \in \mathbb{R}^d : \text{the system } |x_i - p_i/q_i| < \Theta(q)^{-\tau} \ (i = 1, \ldots, d) \right\}$.

**Theorem 1.5.** Let $\Theta \in \{\text{max, prod}^{1/d}\}$. For all $\tau \geq 2$,

$$\dim_H(S_\Theta(\tau)) = \frac{2d}{\tau}.$$

In the case that $\Theta = \text{min}$, we prove the following result by first tailoring the set $S_d(\psi)$ according to the min height function. Define,

$$S_d(\psi, \text{min}) = \left\{ x \in \mathbb{R}^d : \text{the system } |x_i - p_i/q_i| < \psi(\text{min}(q)) \ (i = 1, \ldots, d) \right\}.$$

**Theorem 1.6.** For all monotonic approximating functions $\psi$, if $\Theta = \text{min}$, then we have

$$S_d(\psi, \text{min}) = \bigcup_{i=1}^d (\mathbb{R}^{i-1} \times S_1(\psi) \times \mathbb{R}^{d-i}).$$

2. **Proofs**

**Notation.** By $B := B(x, \rho) = \{ y \in \mathbb{R}^d : |y - x| \leq \rho \}$ we mean the ball centred at the point $x \in \mathbb{R}^d$ of radius $\rho$. Define another ball $B^s := B(x, \rho^s/d)$. For real quantities $A, B$ and a parameter $t$, we write $A \lesssim_t B$ if $A \leq c(t)B$ for a constant $c(t) > 0$ that depends on $t$ only (while $A$ and $B$ may depend on other parameters). We write $A \asymp_t B$ if $A \lesssim_t B \lesssim_t A$. If the constant $c > 0$ depends only on parameters that are constant throughout a proof, we simply write $A \lesssim B$ and $B \asymp A$.

2.1. **Mass Transference Principle.** In a landmark paper [4], Beresnevich-Velani introduced the Mass Transference Principle which has become a major tool in transferring the Lebesgue measure theoretic statements for limsup sets defined by balls to the Hausdorff measure statements for limsup sets defined by balls. This is surprising as the Lebesgue measure is the ‘coarser’ notion of ‘size’ than the Hausdorff measure. Although this principle holds for general metric spaces with distance induced by any fixed norm (not necessarily Euclidean), we only need the following version suitable for the purposes of this paper. Let $\{B(x_n, \rho_n)\}_{n \in \mathbb{N}}$ be a sequence of balls in $\mathbb{R}^d$ with $\rho_n \to 0$ as $n \to \infty$.

**Theorem 2.1** (Beresnevich-Velani, 2006). Let $s > 0$ and suppose for any ball $B$ in $\mathbb{R}^d$,

$$\mathcal{H}^d(B \cap \limsup_{i \to \infty} B_i^s) = \mathcal{H}^d(B).$$

Then for any ball $B \subset X$

$$\mathcal{H}^s(B \cap \limsup_{i \to \infty} B_i^d) = \mathcal{H}^s(B).$$
Here note that $\mathcal{H}^d$ is simply the $d$-dimensional Lebesgue measure. Roughly speaking, given that a limsup set defined by balls has full Lebesgue measure, the Hausdorff measure of the limsup set with the radius of each generating balls shrinking in all directions at the same rate can be calculated. As one would expect the Mass Transference Principle has many applications in number theory such as the derivation of Jarník’s theorem from Khintchine’s theorem or the implication of Dirichlet’s theorem to the Jarník-Besicovitch theorem, see sections 3.1 and 3.2 in [4]. There have been several generalisation of this fundamental result, see for instance [1, 7, 8].

2.2. Continued Fractions. Every irrational $x \in [0, 1)$ can be uniquely expressed as a simple infinite continued fraction expansion of the form:

$$x = [a_1(x), a_2(x), \ldots],$$

where $a_n(x) \in \mathbb{N}$, $n \geq 1$, are known as the partial quotients of $x$. We denote $q_n(x) = q_n(x)$ to be the denominator of the $n$th convergent to $x$, that is,

$$[a_1(x), a_2(x), \ldots, a_n(x)] := \frac{p_n(x)}{q_n(x)}.$$

The following recursive relations are well-known

$$p_{-1} = 1, \quad p_0 = 0, \quad p_{n+1} = a_{n+1}p_n + p_{n-1},$$

$$q_{-1} = 0, \quad q_0 = 1, \quad q_{n+1} = a_{n+1}q_n + q_{n-1},$$

and then, for any $n \geq 1$, we have

$$\frac{1}{3d_{n+1}q_n^2} < \left| x - \frac{p_n}{q_n} \right| < \frac{1}{q_{n+1}q_n}. \quad (1)$$

Fix any $x \in \mathbb{R}^d \setminus \mathbb{Q}^d$, and for each $i = 1, \ldots, d$, let $\left( \frac{p_{n(i)}}{q_{n(i)}} \right)_{n=1}^{N_i}$ be the convergents of the continued fraction expansion of $x_i$. Here $N_i \in \mathbb{N} \cup \{\infty\}$ with $N_i = \infty$ for at least one $i$.

2.3. Proof of Theorem 1.4. Denote $q_{k,i} = q_k(x_i)$ for any $i = 1, \ldots, d$. Then, it is straightforward to see that almost any point $x$ satisfies

$$q_{k+1,i} < q_{k,i}^{1+\epsilon}$$

for all $\epsilon > 0$. Fix $\Theta \in \{\max, \min, \prod^{1/d}\}$ and if $\omega > \omega_{H_\Theta}(x)$, then

$$\|x - r\| = \max_{i=1}^d |x_i - r_i| \geq H_\Theta(r)^{-\omega} = \Theta(q)^{-\omega}.$$

Thus by (1),

$$\max_i \frac{1}{q_{n,i}q_{n+1,i}} \geq \Theta(q)^{-\omega},$$

$$\min_i [\log q_{n,i} + \log q_{n+1,i}] \leq \omega \log \Theta(q)$$

$$\min_i (2 + o(1)) \log q_{n,i} \leq \omega \Theta((\log q_{n,i})^{1/d})$$

$$\leq \omega \max_i (\log q_{n,i}).$$
Here \( \Theta(\log q_{n,i}) \) is the point whose \( i \)th coordinate is \( \log(q_{n,i}) \). Next, by choosing \( n_i \) such that
\[
\log q_{n,i} = (1 + o(1)) \log q_{n,1},
\]
we get \( \omega \geq 2 \). The converse is similar.

2.4. Proof of Theorem 1.5. For the lower bound, we use the mass transference principle Theorem 2.1. To this end, we fix \( \epsilon > 0 \) and note that by Theorem 1.4, for almost any point \( x \in \mathbb{R}^d \), there are infinitely many rational solutions \( (p_1/q_1, \ldots, p_d/q_d) \in \mathbb{Q}^d \) to the inequality
\[
\|x_i - p_i/q_i\| < \Theta(q)^{(2-\epsilon)}
\]
This implies that
\[
\mathcal{H}^d(S_\Theta(2-\epsilon) \cap [0,1]^d) = 1.
\]
Thus, by Theorem 2.1 with \( s = \frac{(2-\epsilon)d}{\tau} \), we have that
\[
\mathcal{H}^{\frac{(2-\epsilon)d}{\tau}}(S_\Theta(\tau)) = \infty.
\]
Since \( \epsilon \) was arbitrary we get \( \dim_H(S_\Theta(\tau)) \geq \frac{2d}{\tau} \).

For the upper bound, we construct a simple cover of the set \( S_\Theta(\tau) \) and then use the Hausdorff-Cantelli Lemma [5]. Recall that, for the set
\[
S_\Theta(\tau) = \limsup_{\Theta(q) \to \infty} \{x \in \mathbb{R}^d : \|x_i - p_i/q_i\| < \Theta(q)^{-\tau}\},
\]
there are two cases:

Case I. If \( \Theta(q) = \max(q_1, \ldots, q_d) = q \), then the \( s \)-dimensional Hausdorff measure of \( S_\Theta(\tau) \) becomes
\[
\mathcal{H}^s(S_\Theta(\tau)) \ll \sum q^{2d-1-\tau s}.
\]
Case II. If \( \Theta(q) = \prod q = (q_1 \times \ldots \times q_d)^{\frac{1}{d}} \), then
\[
\mathcal{H}^s(S_\Theta(\tau)) \ll \sum q_1 \cdots q_d(q_1 \ldots q_d)^{-\tau s/d} = \left( \sum q^{-\tau s/d} \right)^d.
\]
It is straightforward to see that the series appearing in the right hand side of both the equations (2) and (3) converges if \( s > \frac{2d}{\tau} \). Using the Hausdorff-Cantelli Lemma [5], we have that \( \mathcal{H}^s(S_\Theta(\tau)) = 0 \) for any \( s > \frac{2d}{\tau} \). Hence \( \dim_H(S_\Theta(\tau)) \leq \frac{2d}{\tau} \).

2.5. Proof of Theorem 1.6. The proof is rather straightforward. Let \( x \in S_d(\psi, \min) \), then there exists infinitely many \( r \) such that \( \|x - r\| \leq \psi(\min(q)) \). Since \( \psi \) is decreasing, we have
\[
\psi(\min(q)) \leq \max_i \psi(q_i).
\]
Therefore,
\[
\begin{align*}
x & \in S_d(\psi, \min) \iff \exists \text{ infinitely many } r, \text{ and } 1 \leq i \leq d \text{ such that } \|x - r\| \leq \psi(q_i) \\
& \iff \exists 1 \leq i \leq d, \text{ and infinitely many } r \text{ such that } \|x - r\| \leq \psi(q_i) \\
& \iff \exists 1 \leq i \leq d, \text{ and infinitely many } r_i \text{ such that } \|x_i - r_i\| \leq \psi(q_i) \quad (1) \\
& \iff \text{ there exists } 1 \leq i \leq d, \text{ such that } x_i \in S_1(\psi).
\end{align*}
\]
where in the equation (†) we use the fact that reals can be approximated arbitrarily well by rationals.

Acknowledgements. This research is supported by the ARC DP200100994. The author thanks David Simmons and Simon Baker for useful discussions.

References

[1] Demi Allen and Simon Baker, A general mass transference principle, Selecta Math. (N.S.) 25 (2019), no. 3, Art. 39, 38. MR 3959891
[2] Victor Beresnevich, Detta Dickinson, and Sanju Velani, Measure theoretic laws for lim sup sets, Mem. Amer. Math. Soc. 179 (2006), no. 846, x+91 pp.
[3] Victor Beresnevich, Felipe Ramírez, and Sanju Velani, Metric Diophantine approximation: aspects of recent work, Dynamics and analytic number theory, London Math. Soc. Lecture Note Ser., vol. 437, Cambridge Univ. Press, Cambridge, 2016, pp. 1–95. MR 3618787
[4] Victor Beresnevich and Sanju Velani, A mass transference principle and the Duffin-Schaeffer conjecture for Hausdorff measures, Ann. of Math. (2) 164 (2006), no. 3, 971–992. MR 2259250
[5] V. I. Bernik and M. M. Dodson, Metric Diophantine approximation on manifolds, Cambridge Tracts in Mathematics, vol. 137, Cambridge University Press, Cambridge, 1999. MR 1727177
[6] Lior Fishman and David Simmons, Unconventional height functions in simultaneous Diophantine approximation, Monatsh. Math. 182 (2017), no. 3, 577–618. MR 3607503
[7] Mumtaz Hussain and David Simmons, A general principle for Hausdorff measure, Proc. Amer. Math. Soc. 147 (2019), no. 9, 3897–3904. MR 3993782
[8] Baowei Wang and Jun Wu, Mass transference principle from rectangles to rectangles in diophantine approximation, Math. Ann. (2021).

MUMTAZ HUSSAIN, DEPARTMENT OF MATHEMATICAL AND PHYSICAL SCIENCES, LATE RO UNIVERSITY, BENDIGO 3552, AUSTRALIA.

Email address: m.hussain@latrobe.edu.au