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Abstract—Cancelable biometrics (CB) employs an irreversible transformation to convert the biometric features into transformed templates while preserving the relative distance between two templates for security and privacy protection. However, distance preservation invites unexpected security issues such as pre-image attacks, which are often neglected. This paper presents a generalized pre-image attack method and its extension version that operates on practical CB systems. We theoretically reveal that distance preservation property is a vulnerability source in the CB schemes. We then propose an empirical information leakage estimation algorithm to access the pre-image attack risk of the CB schemes. The experiments conducted with six CB schemes designed for the face, iris and fingerprint, demonstrate that the risks originating from the distance computed from two transformed templates significantly compromise the security of CB schemes. Our work reveals the potential risk of existing CB systems theoretically and experimentally.

1 INTRODUCTION

Biometric-based authentication has been widely deployed in identity management systems. However, despite their ease of use, the proliferation of centralized biometric databases has led to significant concerns about the security and privacy of biometric data. Disclosing biometric data may expose private and sensitive information belonging to the user. Moreover, if the compromised biometric data can not be revoked, it remains permanently linked with the user’s identity. Several template protection techniques (BTP) have been developed to address these issues, and cancelable biometrics (CB) is one of them.

CB utilizes a parametrized, irreversible, and revokable transformation to ensure the security and privacy of the biometric template [1]–[4]. If the transformed biometric template (pseudonymous identifier) is compromised, a new template can be generated for the same user just by changing the parameters of the transformation function. A CB system generally consists of a feature extractor, a parametrized transformation function, and a matcher to generate a matching score in the transform domain. The parametrized transformation function can be obtained by choosing an appropriate non-invertible function or salting. The associated parameters can be passwords or user-specific seeded (pseudo) random numbers.

CB needs to comply with the criteria of BTP, namely irreversibility, revocability, and unlinkability, identified in ISO24757 [5]. Revocability requires the system to be able to issue a new protected template to replace the compromised one. Unlinkability, or cross-matching, refers to the impossibility of determining whether two transformed templates, derived from different applications, come from the same subject. Irreversibility means that the retrieval of the original biometric data (or any information associated with the original template) from a stored biometric template is computationally unfeasible. In ISO 30136, performance preservation is formally included as another criterion for biometric template protection [6].

However, security attacks, such as the pre-image attacks on which we focus in this paper, are often effective at jeopardizing the BTP schemes. Furthermore, the associate threat is also underestimated. For example, the system security could be compromised if the attacker could recover the original biometric data, either fully or partially, by reverse engineering or a pre-image attack. Subsequently, illegal access can be made based on the pre-image1. For instance, [7] demonstrated that a pre-image attack could generate an approximated template (pre-image) and further be utilized to gain illegal access to a system. In this sense, a systematic analysis of the vulnerability of CB schemes under these attacks is urgently needed, which has been overlooked.

On the other hand, existing works on the pre-image constructions, such as [7]–[10], usually assume that the same type cancelable scheme (same transformation function) applies on the pre-image, which is unrealistic. Therefore, a more comprehensive study with different cancelable schemes should be carried out. Besides, information leakage is often inevitable when applying cancelable transformations. Yet, quantifying information leakage in a CB scheme remains an open problem.

In this paper, we first present a generic pre-image attack for CB. Then, on top of the pre-image attack, we formulate a practical cross-transformation attack that operates on two

---

1. Reconstructed template and pre-image are used interchangeably in the following content.
different CB systems. Furthermore, the risk of the pre-image attack by exploiting the distance preserving property is demonstrated theoretically. Finally, a general framework is also proposed to measure the information leakage of CB schemes from the distance preserving perspective.

The contributions of this paper can be summarized as

1) We theoretically reveal that the property of distance preserving is a source of vulnerability in CB schemes. We experimentally demonstrate that the pre-image attacks under Kerckhoffs’s assumption are feasible (section 4).

2) We propose a new security threat based on the pre-image attack, namely the cross-transformation attack; notably, this attack is effective regardless of the CB transformation functions employed (section 3).

3) We propose to estimate the information leakage from the distance-preserving property based on mutual information. This is critical to BTP yet being studied systematically in literature (section 5).

4) Thorough experiments on six well-known CB schemes covering the three most popular biometric modalities, i.e., face, iris, and fingerprint, are conducted. The analytical and experimental results indicate that a completely secure BTP scheme remains challenging (section 6).

2 BACKGROUND

2.1 Review of cancelable biometrics

**BioHashing** [11] is a generic tokenized two-factor CB scheme. The user-specific key derived from an external token is mixed with a biometric feature (salting) and binarized. The n-bit BioHash code $c$ of a feature vector $X \in \mathbb{R}^N$ is $c_i = \text{Sign}(\sum x^T b_i - \tau)$, where $\text{Sign}()$ is the sign function, $\tau$ is an empirically determined threshold, and $b_i \in \mathbb{R}^N, i = 1, ..., n (n \leq N)$ is a random vector. Since the hash code is a binary string, the Hamming distance is chosen for the similarity metric between pairs of hash codes. If a biometric template is compromised, the BioHash code can be replaced by a newly generated pseudo-random vector.

**Bloom Filters** [12] can be applied to generate a CB template by mapping the biometric data onto a bit array. In [12], Bloom Filters are applied to generate a cancelable template from an iris code. Specifically, a two-dimensional binary iris code feature, with width $W$ and height $H$, is extracted first. The $W \times H$ iris codes are divided into $K$ blocks of size $l = W/K$, with $\omega \leq H$ bits per column (word size $\omega$). For each block, all column sequences are projected to the designated locations of the Bloom filter bit array of size $2^\omega$. The final template of size $K \times 2^\omega$ is generated by collecting $K$ different Bloom filters. Unlinkability is achieved by computing the XOR of the codewords with an application-specific bit vector $T \in \{0, 1\}^w$ before mapping the iris code to the Bloom filters. However, as in [13] Bloom filters are proved to fail to achieve unlinkability even with a simple attack; an additional structure-preserving feature re-arrangement is proposed in [14]. The re-arrangement can be regarded as a permutation operation with a permutation parameter, which can dissipate the statistical composition but preserve the discrimination of features.

**Indexing-First-One (IFO) hashing** [15] is inspired by the min-hashing technique, applied in search engines to detect duplicate web pages [16]. The $P$-order Hadamard product and modulo threshold functions are also incorporated to protect privacy. In the IFO scheme, the iris code $X$ with $n$ columns is permuted columnwise, based on $P$ randomly generated permutation vectors, and the permuted iris code is denoted by $X' = \{X'_i\}_{i=1,..,P}$. Next, the Hadamard product code is generated by elementwise multiplication, and denoted by $X'' = \prod_{i=1}^P(X'_i)$. In the third step, select the first $K$ elements of each row in the product code $X''$, and record the index value of the first occurrence of the bit ‘1’ denoted by $C_X$. Lastly, for every $C_X \geq K - \tau$, a many-to-one computation is performed by $C'_X = C_X \mod (K - \tau)$. This process is repeated by using $m$ different permutation sets to form an $n \times m$ IFO hashed code, denoted by $C'_{X} = \{C'_{X,i} \in \mathbb{Z}^n i = 1, ..., m\}$, where $C'_X \in [0, K - \tau - 1]$. The security of IFO is achieved by combining permutation, a $K$-window operation, the Hadamard product, and a modular threshold function.

**Index-of-Max (IoM)** [17] is a ranking-based Locality Preserving Sensitive hashing technique, where a cancelable template is generated by collecting the max indices generated by repeated random projections. Unlike BioHashing, an integer-valued template can be generated and easily converted into a binary vector. Specifically, the product of the feature vector $x$ and the randomly generated Gaussian matrices $W$ are computed, the index of the max value in the product is recorded as one hash code, and then a template of size $m$ can be generated by repeating this process $m$ times.

**Non-linear multi-dimensional spectral hashing (NMDSH)** [18], initially proposed for face template protection, is an extension of graph-based Hamming embedding [19], where the distance between feature vectors is compared with the Hamming distance between the corresponding hash codes. First, the distance between vectors is computed as the affinity matrix $W$; then, the hashing problem is reduced to a binary matrix factorization of $W$. The NMDSH algorithm is derived by adding a nonlinearity to the original MDSD algorithm. Specifically, the one-dimensional eigenfunctions $\phi_{ij}(x(i))$ and the corresponding eigenvalues $\lambda_{ij}$ are computed from the training data as shown in (1-2) in [18], where $\phi_{ij}(x(i))$ is the $j$-th eigenfunction of the $i$-th coordinate, and $\lambda_{ij}$ is the corresponding eigenvalue. Next the eigenvalues $\lambda_{ij}$ are sorted in ascending order, and the top $k$ indices are selected to construct the set $A = \{(i_1, i_2) \cdots (i_k, i_k)\}$. Then, each data sample $x$ from the test dataset is encoded as $y_{ij}(x) = \sin(\phi_{ij}(x))$ for all $(i, j) \in A$. The final output is $y = q(\phi_{ij}(x))$ where $q(\cdot)$ is a nonlinear softmax function defined as follows:

$$q(x) = \frac{2}{1 + e^{-\alpha \sin(\omega \pi \alpha x)}} - 1, \quad (1)$$

where $\alpha$ is the nonlinear rate to be determined empirically. The final output is $y = q(\phi_{ij}(x))$. The nonlinearity of $q(\cdot)$ allows the elimination of the correlation between the hash code and the original data. However, a high value of $\alpha$, which induces greater nonlinearity and leads to a large distortion of the projected data, may harm the matching performance.
Two-factor Protected Minutia Cylinder-Code (2PMCC) [20] is a template protection scheme based on Protected Minutia Cylinder-Code (PMCC) [21] and the Minutia Cylinder-Code (MCC) [22] for fingerprints. The MCC is a local descriptor of each minutia and encodes spatial and directional relations between the minutia point and its neighborhood within a certain radius. In PMCC, to achieve non-invertibility, the Karhunen–Loève transformation [23] is applied to project the feature vector extracted from each cylinder, followed by a binarization step to generate the protected template. In [21], it is claimed that the PMCC can preserve the distances of two templates, although the original information is not present in the protected template. However, as the template generated from the PMCC algorithm cannot be revoked, a revocable two-factor protection scheme, namely 2PMCC, is proposed in [20]. The non-invertibility of 2PMCC depends on PMCC, a secret scheme, namely 2PMCC, is proposed in [20]. The non-invertibility of PMCC has been examined under two attacks [24], namely, directly attacking the original template (type-I attack) and attacking a second template generated by different impressions from the same finger (type-II attack).

2.2 Pre-image attacks

In [25], a pre-image attack for BioHashing based on a genetic algorithm was applied to fingerprint templates. The algorithm reconstructed a feature vector which is an approximation of the original template. Since then, several genetic algorithms have been used to attack cancelable biometric systems, but without a sufficient quantification of the information leakage.

Pagnin et al. [26] proved that the information embedded in the reference template can be recovered when the matching is performed using distance measurements, such as the Hamming and the Euclidean distances. This information leakage enables a hill-climbing attack, which, from a template, could recover the original biometric data (e.g., a center search attack), even if it has been encrypted. The presented results were obtained from discrete data, and no quantitative analysis was provided.

In [9], [10], a masquerade attack, based on the perceptron and neural-network learning, is applied in the case of both a known and unknown hashing algorithm. In the first case, assuming the attacker can generate the matching score from a set of binary templates and the hashing algorithm is publicly released, the unknown parameters, the random projection matrices, and the BioHashing threshold are estimated. Then, the face image is reconstructed by a hill-climbing attack. In the second case, assuming the hashing algorithm is unknown, and the attacker can acquire a set of face images from different identities, the known feature extractor extracts the real-valued feature vectors. Next, a three-layer MLP is trained to model the hashing and matching processes. Finally, the features are reconstructed by means of a standard hill-climbing algorithm.

In [8], two recent CB schemes are cryptanalyzed based on the index-of-max (IoM) hashing function. A constrained optimization algorithm is proposed to generate pre-images of the IoM hash codes. The generated pre-image is used to perform a few attacks. However, the search space constraint can only be applied to specific CB schemes such as the IoM.

In 2019, Chen et al. [27] proposed a new biometric hashing, Deep Secure Quantization (DSQ), to issue a pre-image attack. The mutual information quantified the leakage of a CB scheme as \( I(d^-; s^-) \), where \( d^- \) and \( s^- \) are the normalized distances in the input feature space and transform space, and the symbol \( - \) indicates the inter-class matching distance. A hashnet was proposed to achieve \( I(d^-; s^-) \leq \delta \), where \( \delta \) is an upper-bound constant, thus avoid the information leakage. However, the DSQ hashing function requires training. Hence it is data-dependent. Besides, as a closed-set protocol (overlap identities from training and testing datasets) is adopted, DSQ may not be suitable for practical usage cases.

Recently, a similarity-based attack, performed with a genetic algorithm under Kerckhoffs’s assumption, was proposed in [7] by reconstructing an approximated feature, i.e., a pre-image, from a CB template. The soundness of the pre-image attack is attributed to the information leakage originating from the template matching. The experimental results confirmed the vulnerability to this attack. More importantly, the pre-image is not necessarily similar or close to the original feature being attacked. The preliminary work in [7] concluded that most CB schemes based on distance preserving transformations might be vulnerable to a pre-image attack. However, a theoretical analysis and the information leakage quantifying was not provided in [7].

3 ATTACK BASED ON THE DISTANCE-PRESERVING PROPERTY

This paper uses calligraphic characters, such as \( \mathcal{X} \), to denote a space. In addition, we use uppercase (e.g., \( X \)) to indicate a random variable (e.g., in the computation of entropy or probability), and we write lowercase bold letters (e.g., \( \mathbf{x} \)) to denote a vector.

3.1 Formulating the attack

In the pre-image attack, we assume that the attacker can access the protected template \( \mathbf{y} = f(\mathbf{x}) \in \mathcal{Y} \) and learn the transformation function \( \mathcal{F} \) as well as the parameters of the function (Kerckhoffs’s assumption). The goal is to find the pre-image \( \hat{\mathbf{x}} \), which can be expressed as follows:

\[
\hat{\mathbf{x}} = \arg\min_{\mathbf{x}} d(f(\hat{\mathbf{x}}), f(\mathbf{x})), \quad f \in \mathcal{F}, \quad (2)
\]

where \( d(\cdot) \) denotes the distance function (e.g., Hamming distance), \( f(\cdot) \) indicates an algorithm-specific distance preserving function and \( f(\mathbf{x}) \) is the compromised template in the database. The pre-image attacks rely on the possibility of breaking a matcher by exceeding a given matching score based on the \( \hat{\mathbf{x}} \) without the need to provide an exact copy of the genuine template.

In reality, the attacker may acquire more than one instance of the transformed templates. Given \( n \) compromised templates, the goal of the attack can be formulated as

\[
\hat{\mathbf{x}} = \arg\min_{\mathbf{x}} \frac{1}{n} \sum_{i=1}^{n} d(f(\hat{\mathbf{x}}), f(\mathbf{x}_i)), \quad (3)
\]

where \( f(\mathbf{x}_i) \) denotes several instances \( i = 1, 2, \ldots, n \) of the compromised template from the same identity. Hence, the objective function of the GA can be formulated as

\[
l = \frac{1}{n} \sum_{i=1}^{n} d(f(\hat{\mathbf{x}}), f(\mathbf{x}_i)), \quad (4)
\]
It is worth noting that $n = 1$ is equivalent to the single template attack.

To find the best solution for (2.3), various algorithms can be utilized, such as genetic algorithm, hill-climbing swarm, particle swarm, and etc. We employ a genetic algorithm (GA) in the pre-image attack in our experiments. Details of GA algorithm are presented in Section A1.

### 3.2 System settings

To initiate the attack, it is necessary to define the configuration of the two subsystems (Fig. 1).

**Compromised system** ($Sys\ C$): this is a biometric system protected by a CB algorithm. We assume the worst-case situation where the shared parameters of all users are stolen—for example, a compromised access control system in Company A.

**Targeted system** ($Sys\ T$): this is a biometric system subject to a pre-image attack. Each user’s pre-image $\hat{x}$ from a transformed template stored in $Sys\ C$ was used to break into $Sys\ T$. The parameters of the CB function are usually different from $Sys\ C$. For example, an attacker tries to attack Company B with the compromised template from Company A.

As discussed above, the pre-image attack aims to find the best solution for (2). The attack sequence starts from $Sys\ C$ and is carried out to find the best pre-image to break $Sys\ T$. Both $Sys\ C$ and $Sys\ T$ use the same feature extractor.

It is noteworthy that the cancelable transformation functions $f(\cdot)$ and $h(\cdot)$ could be the same function but parametrized differently (for example, BioHashing with different parameters) or even different functions. We refer to this attack scenario as the cross-transformation attack.

Compared to the type-I and type-II attacks in [24], this approach is dedicated to attacking a CB system concerning revocability and non-invertibility. The more realistic cases, where different transformation functions/parameters have been applied to other systems, have also been considered (see section 6.2). For the attack, Kerckhoff’s assumption is adopted. A detailed example of $Sys\ C$ and $Sys\ T$ is presented in Table 1. Note that our work does not consider data-dependent transformations (e.g., learning-based cancelable transformation). The user information is usually preserved in those approaches, and the risks are unavoidable [28]. Therefore, we focus on the data-independent transformation functions and assume that there is no information leakage from the transformation functions and their parameters.

### 4 Theoretical Risk Analysis of the Distance-preservation

Most CB schemes essentially comply with the notion of a distance-preserving transformation (see [15], [17] for examples), which projects biometric features onto the transform space while preserving the distance between two templates. Therefore, matching two features in the transform space is almost equivalent to performing the same operation in the original feature space.

In this section, we analyze such cancelable transformation functions by formally defining the degree of distance preservation. We show that a transformation with distance preservation property preserves the recognition performance for the templates. Still, this preservation characteristic also weakens protection against the pre-image attack.

The distance-preserving property of a transformation can be defined in different manners. We consider three types of widely known distance-preservation: locality-preservation, isometry, and locality-sensitivity.

#### 4.1 On Locality-Preservation

We begin by formalizing the definition of locality-preserving property in a general probabilistic framework.

**Definition.** Given the original feature space $X$ and arbitrary random feature vectors $X_1, X_2 \in X$, a transformation $h$ is locality-preserving with a degree $\epsilon$ if

$$\mathbb{P}[d(h(X), h(X_1)) < d(h(X), h(X_2)) \mid d(X, X_1) < d(X, X_2)] \geq 1 - \epsilon \quad (5)$$

and

$$\mathbb{P}[d(h(X), h(X_1)) \geq d(h(X), h(X_2)) \mid d(h(X), h(X_1)) \geq d(h(X), h(X_2))] \geq 1 - \epsilon, \quad (6)$$

---

**Table 1: Example settings for Sys C and Sys T**

| Normal/Attempt | Sys C | Sys T |
|----------------|-------|-------|
| Input Features | Normal enroll | Face features of person A | Face features of person A |
| Template       | $y = f(a)$ | $y' = f(a')$ |
| Transformation | BioHashing $f(\cdot)$ | BioHashing $f(\cdot)$ |
| Parameters     | Random projection matrix $W$ | New random projection, matrix $W'$ |
| Adversary Actions | Attacker reconstructs a pre-image $\hat{x}$ of $x$ based on the parameters, $y$ and the knowledge of $f(\cdot)$. | Attempt to access the system using $\hat{x}$ and new parameters, the transformation function can be the same or different. |
The degree $\epsilon$ determines the intensity of locality preservation of the transformation $h$. The lower the degree $\epsilon$ is, the more the transformation is locality-preserving. With $\epsilon = 0$, we attain the original definition of the (deterministic) locality preservation [29], [30]

$$d(X, X_1) < d(X, X_2) \implies d(h(X), h(X_1)) < d(h(X), h(X_2)).$$

(7)

In this respect, our probabilistic definition can be understood as an extension of the original one. A locality-preserving transformation preserves the relativistic order of distances. In the deterministic case, the distance between features is related to the distance between templates by a strictly increasing function (as depicted in Fig. 2bcd). Hence, the transformation makes the recognition performance preserved in the feature space, but unfortunately, it keeps the attacker’s performance as well; namely, the success rate of the pre-image attack remains high even after template renewal. We formalize these claims below.

4.1.1 Performance Preservation of Locality-Preserving Transformation

**Proposition 1.** Given random features $X$ and $X_{in}$ which are within the same class $C_y$, and $X_{out} \notin C_y$ which is an inter-class feature, assume a high recognition performance on the features

$$P[d(X, X_{in}) < d(X, X_{out})] \geq p$$

(8)

with $p > 0$. Then, for a locality-preserving transformation $h$ with a degree $\epsilon$,

$$P[d(h(X), h(X_{in})) < d(h(X), h(X_{out}))] \geq (1 - \epsilon)p.$$  

(9)

Here, $C_k \subseteq X$ denotes the set of intra-class features corresponding to the class $k$. The proof of this and subsequent propositions are included in the appendix section A2.

In the above proposition, $P[d(X, X_{in}) < d(X, X_{out})]$ indicates the recognition performance of the original features while $P[d(h(X), h(X_{in})) < d(h(X), h(X_{out}))]$ refers to that of the transformed features. The proposition states that a distance-preserving transformation preserves the performance based on the degree of distance-preservation.

4.1.2 Pre-image Attack on Locally-Preserving Transformation

Unfortunately, the transformation also preserves the attack success rate, regardless of template renewal, as shown by the following proposition.

**Proposition 2.** Let $X \in C_y$ and $X_{out} \notin C_y$, and $h$ be locality-preserving with degree $\epsilon$. Let $X_a$ be a pre-image of $h(X)$ with an attack success rate $p$ such that

$$P[d(h(X), h(X_a)) < d(h(X), h(X_{out}))] \geq p.$$  

(10)

Then, for any locality-preserving transformation $f$ with the degree of $\delta$, we have

$$P[d(f(X), f(X_a)) < d(f(X), f(X_{out}))] \geq (1 - \epsilon)(1 - \delta)p.$$  

(11)

The proposition states that, once we breach the system for the initial transformation $h$ with the pre-image $x_a$, the same pre-image can successfully attack the replaced system with a probability $(1 - \delta)(1 - \epsilon)p$. Thus, the proposition implicates that a high accuracy performance (namely, low values of $\epsilon$ and $\delta$) inevitably leads to a high attack success probability.

4.1.3 Information Leakage of Locality-Preserving Transformation

Preserving the distance relationship by locality enables one to infer the original feature from the transformed template. This is formally verified by the following.

**Proposition 3.** Let $X$ be a random feature of discrete range with $n$ values. Assume $h$ is locality-preserving with a sufficiently small degree $\epsilon$ such that $1 - \epsilon > 1/e$ and $\epsilon < 1/e$. Then,

$$I(X, h(X)) \geq H(X) - \left[\epsilon + 2(n - 1)\frac{\sqrt{S}}{e}\right]$$

(12)

where the entropy $H(X)$ is a constant and a maximum of the leakage given a certain biometric modality; $H(X) \geq I(X, h(X))$.

Due to the lower bound of the leakage given in above proposition, the leakage is increased if the transformation is more locality-preserving (namely, the higher the probability $p$).

Under practical consideration, however, estimation of the information leaked from the features is intractable due to the curse of the high-dimensionality of the features. Fortunately, the mutual relationship between the feature $X$ and its template $h(X)$ can be relaxed and represented by the relationship between their corresponding feature distance $S = d(X_1, X_2)$ and template distance $T = d(h(X_1), h(X_2))$. In particular, the degree $\epsilon$ of distance preservation is correspondent to the leakage $I(S, T)$ just as it is correspondent to the leakage $I(X, h(X))$:

**Proposition 4.** Let $X_1, X_2$ be discrete random features with at most $n$ values. Let $S = d(X_1, X_2)$ and $T = d(h(X_1), h(X_2))$ where $h$ is locality-preserving with degree $\epsilon$. Then,

$$I(S, T) \geq H(S) - n^2 \left[\epsilon + 2(n^2 - 1)\frac{\sqrt{T}}{e}\right]$$

(13)

where $H(S)$ is a constant and a maximum of the leakage $I(S, T)$ given a certain biometric modality; $H(S) \geq I(S, T)$.

4.2 On Isometric Distance-Preservation

**Definition.** The notion of distance-preserving transformation can be formalized in a more strict, geometric context. Namely, the distance-preservation with a degree of $\epsilon$ can be geometrically characterized by

$$\epsilon = \inf\{\epsilon : d(h(x_1), h(x_2)) - d(x_1, x_2) < \epsilon, \forall x_1, x_2 \in X\}$$

(14)

where $x_1$ and $x_2$ denote arbitrary feature vectors in the feature space $X$. Following the Hausdorff approximation, we define **isometric distance-preserving** transformation $h$ as an $\epsilon$-isometry that satisfies the Eq. (14) with $\epsilon < \infty$. The isometric distance preservation with $\epsilon = 0$ implicates the locality preservation defined in Eq. (7). Moreover, with small $\epsilon$, the feature distance is related to the transformed distance

2 We slightly abuse the $\epsilon$, the $\epsilon$ here is different from section 4.1 by definition.
by a linear increasing function (Fig 2d). Hence, isometric distance preservation can be understood as a more specific, strict condition than the locality preservation.

As in the locality-preserving transformation, an isometric distance-preserving transformation preserves the performance of original features at the cost of vulnerability to pre-image attack. Moreover, high isometric distance preservation inevitably results in high information leakage. Our observations are presented formally as below:

### 4.2.1 Performance Preservation of Isometric Distance-Preserving Transformation

For any inter-class index pair \((k, l)\), the set distance metric \(d(C_k, C_l)\) on the sets \(C_k\) and \(C_l\) can be defined by

\[
d(C_k, C_l) = \inf \{d(x_k, x_l) : x_k \in C_k, x_l \in C_l\}. \tag{15}
\]

Consider the family of isometric distance-preserving transformations

\[
\mathcal{H}_e = \{ h : h \text{ whose isometry degree is } \geq \epsilon \} \tag{16}
\]

with small \(\epsilon > 0\). Any transformation in \(\mathcal{H}_e\) preserves the performance of original features as stated by the below proposition:

**Proposition 5.** For any inter-class index pair \((k, l)\), if \(d(C_k, C_l) > \epsilon\), then \(h(C_k)\) and \(h(C_l)\) are linearly separated for any \(h \in \mathcal{H}_e\).

### 4.2.2 Pre-image Attack on Isometric Distance-Preserving Transformation

Unfortunately, like locality-preservation, a high degree of isometric distance-preservation allows attackers to attack any CB system easily. This is formalized in the following proposition:

**Proposition 6.** Given any feature \(x \in \mathcal{X}\), and let \(\epsilon > 0\) be a constant for a given \(h \in \mathcal{H}_e\). Assume a pre-image \(x_a\) satisfies

\[
d(h(x), h(x_a)) < \tau \tag{17}
\]

for a fixed \(\tau > 0\). then

\[
d(f(x), f(x_a)) < \tau_0 + 2\epsilon \tag{18}
\]

for any \(f \in \mathcal{H}_e\). Here \(\tau_0\) is a value satisfies \(d(h(x), h(x_a)) < \tau_0 < \tau\) and independent of \(\epsilon\). If \(\epsilon < \tau - \tau_0\), moreover, then

\[
d(f(x), f(x_a)) < \tau. \tag{19}
\]

In addition, isometric distance-preserving transformations are prone to information leakage; a high degree of isometry enables the attacker to reveal the original feature. The following proposition indicates this:

**Proposition 7.** For \(h \in \mathcal{H}_e\),

\[
I(X, h(X)) \geq c + d \log 1/(2\epsilon) \tag{20}
\]

where \(c = H(X)\) is a constant and \(d\) is the feature dimension such that \(X \in \mathcal{X} \subseteq \mathbb{R}^d\). \((\cdot, \cdot)\) denotes the mutual information, and \(H(X)\) the entropy of the random feature \(X\).

### 4.3 Locality-Sensitive Hashing

Now, we consider distance-preservation based on locality-sensitive hashing.

**Definition.** A transformation \(h\) is a locality-sensitive hashing (LSH) with degree \(\epsilon > 0\) if there are thresholds \(\tau, r > 0\) such that for any probability \(p \geq 0\)

\[
\mathbb{P}[d(h(X), h(X_{in})) \leq \tau] \geq (1 - \epsilon)p \tag{21}
\]

if \(\mathbb{P}[d(X, X_{in}) < r] \geq p\), and

\[
\mathbb{P}[d(h(X), h(X_{out})) > \tau] \geq (1 - \epsilon)p \tag{22}
\]

if \(\mathbb{P}[d(X, X_{out}) > r] \geq p\). From now on, we term such a transformation by \(\epsilon\)-LSH. With \(\tau = 0, \epsilon = 1\), and \(p = 1\), we recover the original definition of LSH given in [31]. The degree \(\epsilon\) indicates how well the transformation \(h\) follows the LSH property. The thresholds \(\tau\) and \(r\), on the other hand, are data-dependent values and are pre-selected based on the distribution of features.

**Performance Preservation.** By definition, a \(\epsilon\)-LSH transformation preserves the recognition of original features. Precisely, if \(\epsilon\) is smaller, then the LSH transformation better holds the performance.

**Pre-image Attack.** Like other distance-preservation properties, the LSH property also makes the CB system vulnerable to the pre-image attack. The following proposition verifies this:

**Proposition 8.** Assume a high attack success rate of the pre-image \(X_a\) attack

\[
\mathbb{P}[d(h(X), h(X_a)) \leq \tau] \geq p \tag{23}
\]

on the initial transformation \(h\). Then, for any other \(\delta\)-LSH transformation \(f\), a high attack success rate is posed even after template renewal by \(f\):

\[
\mathbb{P}[d(f(X), f(X_a)) \leq \tau] \geq \frac{p - \epsilon}{1 - \epsilon}(1 - \delta). \tag{24}
\]

The proposition states that if an attack algorithm can generate a pre-image \(X_a\) whose template is considered to be in the same class of \(X\) with the probability \(p\), then even after template renewal by another LSH \(f\), the renewed template of the same pre-image is regarded to be in the same class of \(X\) with the probability \((p-\epsilon)(1-\delta)/(1-\epsilon)\). Thus, renewing the template would not be much helpful for protection against similarity attacks by pre-image.

**Information Leakage.** Unlike other distance-preserving properties, information leakage \(I(X, h(X))\) is not linked to the LSH property. Particularly, there are LSH transformations with low information leakage (Fig. 2b) and ones with high information leakage (Fig. 2cd). The leakage can depend on the specific thresholds of the LSH transformation other than the degree of LSH.

### 4.4 Remarks of theoretical analysis

Performance preservation is mandatory for CB transformations. Based on the distance correlation, such transformations can be summarised into four scenarios as illustrated in Fig. 2, Fig. A2 and Table 2.
Fig. 2: Illustrations of possible distance preservation grounded CB transformations. (a) achieves the best security but zero biometric utility. Representatives of (b) are learning-based CB schemes such as DSQ; it achieves an excellent performance but is subject to model inversion attacks. (c) preserves performance but has high information leakage. (d) preserves performance but has the worst information leakage.

TABLE 2: There is an exact correspondence between Locality-Sensitive Hashing, accuracy performance, and attack success rate after template renewal. On the other hand, the information leakage corresponds to locality-preservation.

| Scenario Visualization | Algorithm Examples | Locality Sensitive Hashing | Performance of Templates | Pre-image Attack Risk | Locality Preserving | Isometric Distance Preserving | Info. Leakage from Templates |
|------------------------|--------------------|-----------------------------|--------------------------|----------------------|---------------------|-----------------------------|-----------------------------|
| Fig. 2a                | MD5/SHA256         | No                          | Good                     | No                   | No                  | No                          | No                          |
| Fig. 2b                | DSQ[27]            | Yes                         | Good                     | High                 | Low                 | Low                         | Low                         |
| Fig. 2c                | NMDSH[18]          | Yes                         | Good                     | High                 | High                | High                        | High                        |
| Fig. 2d                | BioHashing[11]     | Yes                         | Good                     | High                 | Very High           | Very High                   | Very High                   |

† Learning-based CB schemes enjoy lower information leakage [27] but are subjected to model inversion attack risks [28]. 
‡ here indicates the pre-image attack risk after template renewal, and we assume a high attack success rate of the pre-image attack on the initial transformation.

Fig. 2a indicates a perfect secure transformation function. Typical realizations are cryptography hashing, such as MD5 and SHA256. However, this scenario does not preserve performance at all due to complete mixed matched and non-matched samples.

The scenario in Fig. 2b suggests low information leakage attributed to the non-linear distance correlation. On the other hand, the high separation of intra-user and inter-user samples in the transformed space implies enhanced performance over the original one. Representative examples are data-dependence (learning-based) CB schemes such as DSQ [27]. However, data-dependence CB schemes are vulnerable to inversion attacks [28].

Fig. 2c indicates non-linear data-independent transformations such as NMDSH [18]. Such a transformation offers decent performance preservation. However, the pre-image attack risk remains high due to its distance-preserving property.

Fig. 2d preserves the distance between features optimally due to linear distance correlation. However, this transformation has the worst information leakage and, thus, the highest pre-image attack risk.

Unifying existing CB schemes under a general distance preservation framework is challenging. However, we highlight that most CB schemes comply with LSH as it guarantees performance preservation. However, as indicated by Proposition 8, the LSH-based transformation makes the CB schemes vulnerable to the pre-image attack.

Though all scenarios from Fig. 2b-d comply with the LSH, the information leakage level differs for each scenario and is weakly related to the pre-image attack risk. Indeed, the information leakage is more related to locality and isometric distance preserving. For example, Fig. 2b achieves the lowest degree of locality preserving and isometric distance preserving, Fig. 2c shows higher, and Fig. 2d achieves the best with respect to the degree of locality preserving and isometric distance preserving. Based on the Proposition 3 and Proposition 7, Fig. 2 b,c, and d suffer from the lowest, high, and highest information leakage, respectively.

In a nutshell, we provide a detailed analysis of information leakage from three distance preservation notions, i.e., LSH, locality preserving, and isometric distance preserving. This new perspective may inspire CB scheme design. Remarkably, the information leakage of each CB scheme should be analyzed through the locality and isometric distance preservation. Besides that, keeping the accuracy performance by distance preservation inevitably astray the CB schemes vulnerable to pre-image attack.

5 ESTIMATION OF THE INFORMATION LEAKAGE

By measuring the entropy, the amount of information in the original feature X (attacker’s initial uncertainty), the amount of information leaked to the protected template Y, and the amount of leaked information about X (attacker’s remaining uncertainty) can be computed [32]. Subsequently, the mutual information I(X, Y) between X and Y can be exploited to evaluate the information learned from a known Y. The information leakage at the feature level is theoretically sound. However, due to the difficulty of estimating the entropy of continuous biometric features, it is intractable to calculate the mutual information directly at the feature level.

Fortunately, Proposition 4 suggests that the information leakage I(X, Y) estimation from features can be relaxed to I(S, T) estimation. Here S is the distance between features, and T is the distance between templates. Therefore, we propose to estimate the information leakage from the distances statistics.
Let $S$ be a random distance ranged in a set $\{s_1, \ldots, s_j\}$ of quantized distances between features. Similarly, $T$ is ranged in quantized distances between templates $\{t_1, \ldots, t_j\}$. The information leakage is defined by

$$I(S; T) = \sum_{i=1}^{I} \sum_{j=1}^{J} D(j|i)q(i) \log \frac{\Phi(i|j)}{q(i)}.$$  \hspace{1cm} (25)

where $\Phi(i|j) = P(S = s_i|T = t_j)$ and and $q(i) = P(S = s_i)$. The transition matrix $D$ is defined by $D(j|i) = P(T = t_j|S = s_i)$.

For any given CB scheme with fixed $D(j|i)$, (25) is a convex function of the input distribution $q$, hence there exists a maximum leakage (ML) defined as [33], [34]:

$$\lambda_{\text{max}} \triangleq \max_q I(S; T).$$ \hspace{1cm} (26)

To solve the above problem, we adopt the Blahut–Arimoto algorithm [33], [34] to compute the information-theoretic maximum leakage of a transformation function. Blahut–Arimoto algorithm and the evaluation details are presented in Appendix Section A4.

### 6 Experimental Results

In this section, we first demonstrate the proposed pre-image attack against several state-of-art CB schemes. In this step, $\text{Sys C}$ and $\text{Sys T}$ use the same CB scheme/same transformation function, but with different parameters, hence we refer to this case as the single-transformation attack. We first launch the attack with single and multiple compromised templates. Then the leakage and the security level of the considered state-of-art CB schemes are evaluated. Next we validate the performance of the attack in the case of a cross-transformation function, i.e., reconstruct the feature vector from $\text{Sys C}$ with one CB scheme, and attack $\text{Sys T}$ with another type of CB scheme; we refer to this case as the cross-transformation attack.

To explore the capability of the pre-image attack on BioHashing, IoM hashing, and MDSh, the Live Faces in the Wild (LFW) [35] face dataset has been exploited to compute the score distribution. The 158 subjects with more than ten images were selected, and the first ten images were chosen to build a new subset (LFW10). The facial features were extracted by the InsightFace (ArcFace) [36] deep convolutional neural network. To determine the capability of pre-image attacks on Bloom Filtering and IFO hashing schemes, the algorithm described in [12], [14] was applied to the left eye images in the CASIA-v4-Iris-Interval$^3$ to generate the IrisCodes [37]. Furthermore, the fingerprint dataset FVC2002 DB2-A [38] is used for 2PMCC. The default parameters of MCC SDK$^4$ have been adopted, i.e., $R = 75, N_s = 16$, and $N_d = 5$.

To initiate the GA, the population size in the GA was set to 200 individuals and the crossover fraction to 0.9, while the mutation ratio was set to 0.01. The mutation is performed by adding a random number taken from a Gaussian distribution with a mean of 0 to each entry of the parent vector. In this experiment, each user’s feature vector is reconstructed based on varying numbers of compromised templates (# of templates) in $\text{Sys C}$. Then the pre-image generates the template with the transformation function in $\text{Sys T}$. Finally, the newly generated template is compared with the real template of the same person in $\text{Sys T}$ to cause the mated-imposter score, where the successful attack rate (SAR) is calculated as the proportion of impostors that are falsely declared to match the template of the same user at the given normal EER threshold. Here, SAR can be regarded as the false match rate under attack, denoted by $FMR_{\text{Attack}}$, and a higher SAR implies that the scheme is more vulnerable to attack and vice versa. The setup of each CB scheme is presented in Table 3.

### 6.1 Single-transformation attack

#### 6.1.1 Attack on BioHashing and IoM

The effectiveness of the pre-image attack on BioHashing templates $f(x)$ with different bit sizes $l$ is first evaluated. The EER and FMR of a BioHashing system under normal conditions are collected. The system Threshold $\theta$ is determined and fixed concerning the EER, denoted as $ET$. Next, the pre-image attack is launched with a compromised template from $\text{Sys C}$. The pre-image $\hat{f}(x)$ is compared with $f(x)$ in $\text{Sys T}$ to generate the mated-imposter scores. The mated and non-mated scores are generated by comparing templates from the same user and different users in a normal situation. Th FMR at a normal system threshold $\theta$ concerning the EER, denoted as $FMR@ET$, is computed. The attack SAR at a normal system threshold $\theta$ in $\text{Sys C}$ is also computed, and so is $\Delta \text{FMR} = \text{SAR} - \text{FMR@ET}$ (see Table 4).

#### Table 3: Setups of the cancelable biometric schemes.

| Method        | Dataset | Biometric trait       | Feature size              | CB template size |
|---------------|---------|-----------------------|---------------------------|------------------|
| BioHashing    | LFW     | Deep facial feature   | 512 real-valued vector    | 16–500 bits      |
| Spectral hashing | LFW    | Deep facial feature   | 512 real-valued vector    | 10–256 bits      |
| IoM hashing   | LFW     | Deep facial feature   | 512 real-valued vector    | 16–500 bits      |
| Bloom Filter  | Casia-V4 Interval | IrisCode             | 10240 bits               | 270 × 270 x 10 bits |
| IFO           | Casia-V4 Interval | IrisCode             | 10240 bits               | 200–800 bits     |
| 2PMcC         | FVC2002 DB2 | Fingerprint MCC,6   | 16×16×5 real-valued number for each minutiae point | k = 16, 32, 64, 128 bits |

#### Table 4: Evaluation of the pre-image attack on BioHashing and IoM (%).

| l   | Normal EER | FMR@ET | Attack FMR | SAR | Attack FMR |
|-----|-------------|--------|------------|-----|------------|
| 16  | 19.95       | 24.12  | 28.28      | 4.16| 22.67      |
| 32  | 12.76       | 14.42  | 14.22      | 1.74| 16.37      |
| 64  | 7.89        | 11.35  | 11.35      | 4.24| 10.74      |
| 100 | 6.56        | 13.30  | 13.30      | 6.49| 9.75       |
| 200 | 5.49        | 14.33  | 14.33      | 23.35| 6.64 |
| 300 | 5.34        | 15.62  | 15.62      | 28.28| 6.49 |
| 400 | 5.48        | 16.63  | 16.63      | 32.80| 6.49 |
| 500 | 5.29        | 18.85  | 18.85      | 37.00| 6.49 |

3. http://www.cbcr.ia.ac.cn/china/Iris Databases CH.asp 
4. http://biolab.csr.unibo.it/mccsdk.html
TABLE 5: Evaluation of the pre-image attack with multiple compromised templates (%).

| # of templates | Biohashing ($l = 500$) Normal Attack FMR@ET SAR ΔFMR | NMDSH ($l = 500$) Normal Attack FMR@ET SAR ΔFMR | IoM ($l = 500$) Normal Attack FMR@ET SAR ΔFMR | 2PMCC ($k = 64$) Normal Attack FMR@ET SAR ΔFMR |
|----------------|---------------------------------------------------|-------------------------------------------------|-----------------------------------------------|---------------------------------------------|
| 1              | 80.25 75.04                                       | 23.27 17.58                                     | 34.43 28.86                                   | 28.87 25.74                                |
| 2              | 91.14 85.93                                       | 24.99 19.3                                      | 52.34 46.77                                   | -                                           |
| 3              | 5.21 94.30                                        | 6.59 30.31                                     | 5.77 55.32                                     | 3.13 56.5                                   |
| 4              | 95.95 90.74                                       | 32.71 27.02                                     | 58.54 52.97                                   | -                                           |
| 5              | 94.37 89.15                                       | 30.81 25.12                                     | 62.66 57.09                                   | 77.75 74.62                                |

Fig. 3: Maximum leakage and accuracy performance against hash code length. Information leakage and accuracy are inversely correlated to the hash code length in BioHashing, NMDSH, IoM and IFO hashing.

Under normal conditions, as the length of the BioHash code becomes longer, the accuracy performance in terms of EER and FMR@ET becomes better (See the column ‘Normal’ in Table 4). However, the risk from a pre-image attack shows a different result. A more extended BioHash code will lead to higher SAR (See the column ‘Attack’ in Table 4). This is not surprising, as a longer BioHash code suggests the presence of more information, thus leading to better accuracy performance. However, more information implies lower attack complexity.

On the other hand, smaller $l$ may provide more robust resistance to the pre-image attack but will lead to a higher risk with the false accept attack (see section 26.6.1.1 in [39]), which can break the system by exploiting authentication attempts without knowing the algorithm. In the scenario of the false-accept attack, assuming that the attacker can generate a sufficient number of biometric samples, the attacker may try to pass the authentication by simulating authentication attempts. The attack’s success rate depends on the system’s FMR, which means $\frac{1}{\text{FMR}}$. A higher authentication attempt can be expected to break the system. As a result, it suggests that a higher false match rate accompanies a short hash code; the best performance achieved is 5.22% of FMR@ET with 500 bits of Biohashing hash code. The results suggest that both long and short BioHash codes are not recommended.

In reality, the attacker can likely break more than one system. Hence, we consider a case that allows the attacker to initiate the attack with multiple compromised templates. Multiple compromised templates ranging from 1 to 5 in $Sys C$ are selected for each user to launch the attack. Intuitively, multiple instances of compromised templates provide more information for the attack to construct a better pre-image, and therefore, our result in Table 5 does support our hypothesis. Specifically, SAR increases from 80% to 95% when the number of compromised templates increases from 1 to 5 for Biohashing.

IoM hashing is slightly different from BioHashing, and its core idea is to project the feature vectors onto a subspace by ranking. As for IoM hashing, we also perform an evaluation based on the same protocol as we did for BioHashing. In our experiment, the parameter $q$ of the IoM hashing is fixed at 16, while $l$ ranges from 16 to 500.

As shown in Table 4, IoM hashing also offers similar characteristics to those observed for BioHashing. Specifically, when $l$ increases, SAR increases significantly. The simulation results for multiple compromised templates in Table 5 suggest that the availability of more compromised instances will lead to higher risks.

As discussed in section 5, we measure $\lambda_{\text{max}}$, i.e., the maximum leakage, from the distance correlation of a CB transformation function against bit length $l$ to explore their relationship. From Fig. 3(a), we observe that the leakage and accuracy performance increase with $l$ for BioHashing. This shows that good accuracy does not imply good security. As shown in Fig. 3(b), IoM hashing are similar to Biohashing in terms of leakage and accuracy performance.

6.1.2 Attack on nonlinear multi-dimensional spectral hashing

The NMDSH consists of spectral hashing and “softmod” function inspired from [27]. The EER and FMR are evaluated for NMDSH based on the same protocol as in the BioHashing evaluation, except we set $\alpha = \{0.1, 0.3, 0.5, 0.7, 0.9\}$ in (1). Lastly, SAR and $\Delta FMR$ are presented (Table 6).

The result of NMDSH shows a similar trend as that of BioHashing, i.e., a longer hash code results in more information leakage (Table 6). For example, as $l$ increases from 10 to 256, $\Delta FMR$ increases significantly from 1.35 to 63.7. This is reasonable because a longer hash code is supposed to capture more information. However, if higher accuracy is required, then $l$ should be longer, yet this contradicts security demand. The attack performance under different distortion rates $\alpha$ is also tabulated in Table 6. It is observed that more vital distortion can weaken the attack performance as $\Delta FMR$ drops from 63.7 to 3.47 when $\alpha$ increases from 0.1 to 0.9.
TABLE 6: Evaluation of the pre-image attack on NMDSH under different $l$ (%).

| $l$ | Normal EER | Attack EER | SAR | $\Delta$ FMR |
|-----|------------|------------|-----|--------------|
| 1   | 0.90       | 10.10      | 1.35|               |
| 2   | 0.90       | 10.10      | 1.35|               |

TABLE 7: Evaluation of the pre-image attack on IFO (%) with $P = 3$, $\tau = 0$.

| $m$ | Normal EER | Attack EER | SAR | $\Delta$ FMR |
|-----|------------|------------|-----|--------------|
| 1   | 0.90       | 10.10      | 1.35|               |
| 2   | 0.90       | 10.10      | 1.35|               |

More instances of the compromised template are proven to increase the attack performance, as shown in Table 5. For example, the SAR increases from 23.27 to 32.71 when the number of compromised templates increases from 1 to 4.

The results, which include $\lambda_{\text{max}}$ and EER of NMDSH, are shown in Fig. 3(c). The leakage and the accuracy performance offer similar characteristics to those for Biohashing, consistent with the results obtained for the above attack experiments.

6.1.3 Attack on IFO hashing

To evaluate the accuracy of the generated IrisCode, the left eye images in CASIA-v4-Iris-Interval were used in our experiments. To standardize the analysis, the matching protocol in [15] was adopted for both IFO hashing and Bloom filter hashing. Specifically, a subject with at least seven samples is selected, forming 868 (124 subjects * 7 samples) iris samples. To generate the mated similarity scores, each iris template is matched to the other iris templates of the same person ($\binom{7}{2} = 21$) and the block size $l$, the xor key, and the permutation key (perm). The results presented for $\lambda_{\text{max}}$ and EER of NMDSH, are shown in Fig. 3(c). The leakage and the accuracy performance offer similar characteristics to those for Biohashing, consistent with the results obtained for the above attack experiments.

As can be observed from Table 8, the performance of the Bloom filtering degrades when $\text{Sys} C$ employs the same xor and permutation keys as in $\text{Sys} C$. The results presented with the same xor and permutation keys also demonstrate that having multiple compromised templates can help attackers to increase the attack success rate. However, the system can significantly resist the attack with a new permutation key and xor key. The SAR can only achieve 8.33% and 8.6% when $l = 4$. This suggests that security can be increased by adding an extra permutation key and xor key. However, extra multiple keys requires the effort of storing those keys securely.

The results presented for $\lambda_{\text{max}}$ also agree with the computed SAR in the pre-image attack scenario. As shown in Table 8, the leakage decreases from 3.12 to 2.88 as $\lambda$ increases from 4 to 6. This corresponds to a drop of the SAR from 8.33% and 8.6% when different xor and permutation keys are used, and the attacker holds only one compromised template. It is noteworthy that generally, the SAR is less than the FMR@ET, which implies that the false acceptance constitutes a higher risk than the proposed attack.

TABLE 8: Evaluation of pre-image attack on the Bloom filter with $\omega = 10$.

| $\omega$ | Normal EER | Attack EER | SAR | $\lambda_{\text{max}}$ |
|---------|------------|------------|-----|-----------------------|
| 1       | 0.90       | 10.10      | 1.35|                       |
| 2       | 0.90       | 10.10      | 1.35|                       |

Compared with its ancestor [12], a feature permutation is employed in the improved Bloom filter, which can achieve unlinkability. Note that the Bloom filter requires two parameters and keys: the word size $\omega$ and the block size $l$, the xor key, and the permutation key (perm). In the present paper, the word size $\omega$ is fixed and equal to 10, while the parameter $l$ ranges from 4 to 6 ($2^4, 2^5, 2^6$). Since xor operations and permutation keys are used in Bloom filtering, three settings are considered to evaluate the attack performance. Specifically, in $\text{Sys} C$, we assume that all users possess the common $x$ or key (global key) and the common application-wise permutation key. After reconstructing the pre-images from $\text{Sys} C$, they are exploited for attempting to access $\text{Sys} T$ with three different settings: i) the same xor and permutation keys as in $\text{Sys} C$; ii) the same xor key as in $\text{Sys} C$ but with a different permutation key, and iii) a different xor and a different permutation key. The same attacks were also performed when there were multiple compromised templates. The results are presented in Table 8.

As can be observed from Table 8, the performance of the Bloom filtering degrades when $\text{Sys} T$ employs the same xor and permutation keys as in $\text{Sys} C$. The results presented with the same xor and permutation keys also demonstrate that having multiple compromised templates can help attackers to increase the attack success rate. However, the system can significantly resist the attack with a new permutation key and xor key. The SAR can only achieve 8.33% and 8.6% when $l = 4$. This suggests that security can be increased by adding an extra permutation key and xor key. However, extra multiple keys requires the effort of storing those keys securely.

6.1.4 Attack on the Bloom Filter

This section discusses the implementation and evaluation of an improved version of the Bloom filter reported in [14].

6.1.5 Attack on 2PMCC

There are two parameters in 2PMCC, namely, $k$ for the KL-transform and $c$ for the dimension reduction. In our
experiment, for simplicity we assume $c = k$, which means there is no dimension reduction in 2PMCC, and $k \in \{16, 32, 64, 128\}$. We also assume that the secret $s$ in 2PMCC is set to an identical global parameter, which corresponds to the worstcase of a stolen parameter. An open-source minutiae extractor, FingerJetFX OSE citefingerjetfx2011openFingerJetFX, has been used to extract the ISO minutiae templates for all fingerprints. FVC2002 DB2-A has been used for the simulation. FVC2002 DB2-A consists of 100 users with eight samples per user. The original accuracy performance in EER is calculated with the official protocol.

For the pre-image attack simulation, we set the generated fingerprint image to a square with a width and height of 350 with 50 minutiae points because the fingerprints in FVC2002 DB2-A have an average of 52 minutiae points. Under a pre-image attack, the first fingerprint template of each user is used as the compromised template to reconstruct the original minutiae points. Then, an additional two or four templates are used for the multiple compromised templates scenario to imitate the attack. The fingerprint minutiae pre-image generates a 2PMCC template with the secret in the target system; then, the pre-image is compared with their corresponding target templates. Hence $8 \times 100 = 800$ matching scores are collected for the computation of the SAR.

Table 9 tabulates the attack performance on 2PMCC with one compromised template for different $k$ and $c$. It is evidenced that the attack can achieve 25.6% for $k = c = 128$ and the original EER=2.05%. We find that SAR under pre-image attack does not increase w.r.t. $k$ and $c$. However, $\Delta FMR$ remains stable. In Table 9 we can also see that the maximum leakage decreases as $k$, $c$ increases. This is consistent with the SAR under pre-image attack and proves that the proposed measurement of the information leakage is reasonable.

The attack with multiple compromised templates is shown in Table 5. Similar to other CB schemes, the results suggest that having multiple compromised templates can help to achieve better performance. For example, the SAR increases from 28.87% to 77.75% when the number of templates increases from 1 to 5.

### 6.2 Cross-transformation attack

The experiment above is conducted on a specific transformation function, while in reality, different systems may use different transformation functions. In other words, the previous experiment assumes that $SysC$ and $SysT$ use the same CB schemes. Hence the $f(\cdot)$ and $h(\cdot)$ are from the same CB algorithm families.

As discussed in section 4, the attack success rate is correlated to the distance-preservation property regardless of template renewal. To validate this conclusion empirically, we assume a more complicated situation where the transformation function in $SysC$ (e.g., BioHashing) is different from that of $SysT$ (e.g., IoM hashing). Thus, $f(\cdot)$ and $h(\cdot)$ are from different CB algorithm families. Again, we assume the attacker knows the parameters and the transformation function. We want to address the question, “Can the attacker gain access to the $SysT$ with a cross-transformation attack?”

In this section, we demonstrate the cross-transformation attack on the above-discussed transformation functions on the face and iris datasets. Note that this section does not adopt fingerprint modality as limited open-sourced cancellable biometric schemes can be obtained, and various feature formats are used by difference cancelable schemes.

This subsection generates the face pre-images from different $SysC$ protected by BioHashing, IoM, and NMDSH. Then the pre-images are used to attempt $SysT$ with different transformation functions. For example, given a transformation function BioHashing and its parameters/keys in $SysC$, a feature vector is first reconstructed from the compromised template. Then $SysT$ is attempted to evaluate the attack performance, while the $SysT$ uses IoM to protect the biometric features.

In this experiment, the length $l$ of BioHashing, IoM, NMDSH is set to 500, while the $\alpha$ of NMDSH is set to 0.5. Table 10 tabulates the SAR of the cross-transformation attack. The result suggests that even when $SysC$ and $SysT$ use different transformation functions, it is still possible to attain a large SAR, which leads to a high-security risk for the system. We also found that NMDSH shows better resistance against the attack when $\alpha$ is set to 0.5.

As with the cross-transformation attack on faces, the IrisCode is also reconstructed from different $SysC$ protected by the IFO and Bloom filter. Then the reconstructed IrisCode is used to attempt $SysT$ with different transformation functions. The result is shown in Table 11.

| $k$, $c$ | Normal Threshold $\theta$ | EER | FMR @ET | SAR | $\Delta$ FMR | $\lambda_{\text{max}}$ |
|---|---|---|---|---|---|---|
| 16 | 0.86 | 15.16 | 15.39 | 40.50 | 25.11 | 3.02 |
| 32 | 0.77 | 6.74 | 7.05 | 32.00 | 24.95 | 2.88 |
| 64 | 0.70 | 3.11 | 3.09 | 28.37 | 25.28 | 2.62 |
| 128 | 0.65 | 2.05 | 1.93 | 25.62 | 23.69 | 2.61 |

### Table 9: Evaluation of the pre-image attack on 2PMCC (%).

| $\mu$ | Biohashing | IoM hashing | NMDSH.0.5 |
|---|---|---|---|
| Target $SysT$ | 84.05 | 32.96 | 8.39 |
| Compromised $SysC$ | 43.87 | 24.53 | 8.54 |

### Table 10: The SAR (%) under cross-transformation attack on face ($l = 500$).

| Target $SysT$ | IFO | Bloom filter |
|---|---|---|
| Compromised $SysC$ | 81.32 | 18.68 |
| $\alpha$ | 0.26 | 8.60 |

As with the cross-transformation attack on faces, the IrisCode is also reconstructed from different $SysC$ protected by the IFO and Bloom filter. Then the reconstructed IrisCode is used to attempt $SysT$ with different transformation functions. The result is shown in Table 11.

| Target $SysT$ | IFO | Bloom filter |
|---|---|---|
| Compromised $SysC$ | 81.32 | 18.68 |
| $\alpha$ | 0.26 | 8.60 |
filter protected $Sys_T$, respectively.

## 7 Discussion and Conclusion

Table 12 provided a summary of the performance of an attack on different cancelable biometric (CB) schemes. From the results, we can conclude that most CB schemes suffer from the distance preserving property. It was also worth highlighting that the attack can achieve good performance with the cross-transformation attack with the same feature extractor.

The success of the pre-image attack is attributed to the distance preserving property from the matcher of the CB scheme. By incorporating the Blahut–Arimoto algorithm, we proposed an estimation method for information leakage. Our quantification results also proved that the proposed attack could breach the security of CB schemes.

While most CB schemes showed good accuracy performance, the analysis and results suggested otherwise. Specifically, our results showed that higher accuracy might lead to a severe security breach, and also note that lower accuracy did not necessarily imply better security. The security level of a given CB system should consider multiple factors, such as the false match rate and the information leakage via single and multiple compromised templates.

The pre-image attack requires the parameters of the transformation function to be known. Also, it requires a massive number of query access to the target CB transformation function (see section 3 and A6). However, massive querying makes the pre-image attack less realistic because each query access may be costly in practice. Therefore, limiting the number of attempts per user session and securely storing the parameters [40], [41] is essential to mitigate the attack.

On the other hand, our analysis is based on the strong assumption that a high attack success rate can be achieved for the initial CB transformation function. Thus, one weak CB system in practice will lead to high attack risks for all CB systems regardless of template renewal. In conclusion, the attack risk and information leakage presented in this paper remain an open problem for CB schemes based on distance preserving. We highlight that CB algorithms may need to work together with other protection mechanisms to achieve a secure authentication system.
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A1 Pre-image Attack Algorithm Based on GA

The pre-image attacks exploit the information leakage from the distance preservation between the original biometric input feature space and the transformed feature space. Pre-image attacks aim to approximate the original template (pre-image) based on an initial guess of the template instance and the objective function.

To find the best pre-image, a genetic algorithm (GA) is employed in the pre-image attack. The GA simulates the genetic mechanism of the biological world, including mutations, crossover, and selection. To find an optimal solution, a GA can drive the evolution of the population of solutions by repeatedly modifying individual solutions, i.e., generating children through selection, crossover, and mutations. The first population is initialized randomly in the defined solution space; then, these operations are used to generate the next generation. Finally, the objective function is used to evaluate how optimal the individual in the population is (see Fig. A1). A GA repeats this process until the value of an objective function converges. The attack sequence is described in Algorithm A1.

A2 Proof Details for Section 4

A2.1 On Locality-Preservation

Definition. We begin by formalizing the definition of locality-preserving property in a general probabilistic framework. A transformation $h$ is locality-preserving with a degree $\epsilon$ if

$$
\mathbb{P}[d(h(X), h(X_1)) < d(h(X), h(X_2))]
\quad | d(X, Y) < d(X, Z)] \geq 1 - \epsilon
$$

and

$$
\mathbb{P}[d(X, Y) \geq d(X, Z)]
\quad | d(h(X), h(X_1)) \geq d(h(X), h(X_2))] \geq 1 - \epsilon.
$$

The degree $\epsilon$ determines the degree of locality preservation of the transformation $h$. The lower the degree $\epsilon$ is, the more the transformation is locality-preserving. With $\epsilon = 0$, we attain the original definition of the (deterministic) locality preservation [29], [30]

$$
d(X, Y) < d(X, Z) \quad \implies \quad d(h(X), h(Y)) < d(h(X), h(Z)).
$$

In this respect, our probabilistic definition can be understood as an extension of the original one. A locality-preserving transformation preserves the relativistic order of distances. In the deterministic case, the distance between features is related to the distance between templates by a strictly increasing function (as depicted in Fig. 2bcd). Hence, the transformation makes the recognition performance preserved in the template space, but unfortunately, it keeps the attacker’s performance as well; in this sense, the success rate of the pre-image attack remains high even after template renewal. We formalize these claims below.

A2.1.1 Performance Preservation of Locality-Preserving Transformation

Proposition 1. Assume a high recognition performance on the features

$$
\mathbb{P}[d(X, X_{in}) < d(X, X_{out})] \geq p
$$

with $p > 0$ under the condition where the random features $X, X_{in}$ are within the same class $C_y$ while $X_{out} \notin C_y$ is an inter-class feature. Then, for a locality-preserving transformation $h$ with a degree $\epsilon$,

$$
\mathbb{P}[d(h(X), h(X_{in})) < d(h(X), h(X_{out}))] \geq (1 - \epsilon)p
$$

conditioned on $X, X_{in} \in C_y$ and $X_{out} \notin C_y$.

Here, $C_k \subseteq \mathcal{X}$ denotes the set of intra-class features corresponding to the class $k$. 
Proof. Assume the condition \( X, X_{in} \in C_y \) and \( X_{out} \notin C_y \) here throughout. Let \( A \) and \( B \) denote the events
\[
A \equiv d(X, X_{in}) < d(X, X_{out}) \\
B \equiv d(h(X), h(X_{in})) < d(h(X), h(X_{out})).
\]
By the law of total probability,
\[
P(B) = P(B|A)P(A) + P(B|A^c)P(A^c) \\[ \geq P(B|A)P(A) \\[ \geq p(1 - \epsilon),
\]
concluding the proof.

In the above proposition, \( P [d(X, X_{in}) < d(X, X_{out})] \) indicates the recognition performance of the original features while \( P [d(h(X), h(X_{in})) < d(h(X), h(X_{out}))] \) refers to that of the transformed features. The proposition states that a distance-preserving transformation preserves the performance based on the degree of distance-preservation.

### A2.1.2 Pre-image Attack on Locality-Preserving Transformation

Unfortunately, the distance-preservation also preserves the attack success rate, regardless of template renewal, as shown by the following proposition.

**Proposition 2.** Let \( A \) denote an attack algorithm that generates pre-image \( X_a = A(h(X)) \) given \( h(X) \) for a distance-preserving transformation \( h \) with a degree \( \epsilon \). Assume a high attack success rate
\[
P[d(h(X), h(X_a)) < d(h(X), h(X_{out}))] \geq p
\]
conditioned on \( X \in C_y \) and \( X_{out} \notin C_y \), where \( \epsilon > 0 \) is small. Then, for any locality-preserving transformation \( f \) with the degree of \( \delta \), we have
\[
P[d(f(X), f(X_a)) < d(f(X), f(X_{out}))] \geq (1 - \epsilon)(1 - \delta)p
\]
conditioned on \( X \in C_y \) and \( X_{out} \notin C_y \).

**Proof.** Assume we are conditioned on \( X \in C_y \) and \( X_{out} \notin C_y \). Let \( f \) be an arbitrary distance-preserving transformation with the probability \( q \). Denote the events by
\[
A \equiv d(X, X_a) < d(X, X_{out}) \\
B \equiv d(h(X), h(X_a)) < d(h(X), h(X_{out})) \\
C \equiv d(f(X), f(X_a)) < d(f(X), f(X_{out}))
\]
and
\[
A' \equiv d(X, X_a) \leq d(X, X_{out}) \\
B' \equiv d(h(X), h(X_a)) \leq d(h(X), h(X_{out})).
\]
We note that \( P(A) = P(A') \) since the probability of equality is zero in the space of continuum \( \mathbb{R}^n \). Thus, we use this property freely.

Our main objective in this proof is to show that \( P(C) \geq (1 - \epsilon)(1 - \delta)p \). To see this, observe
\[
P(A) = P(A') \geq P(A'|B')P(B') \geq P(A'|B')P(B) \geq (1 - \epsilon)p.
\]
Here, the second inequality is due to the law of total probability, the third inequality is due to \( B \subseteq B' \), and the fourth inequality holds by the locality-preservation of \( h \). Then, further, observe that
\[
P(C) \geq P(C|A)P(A) \geq (1 - \delta)(1 - \epsilon)p
\]
where the first inequality is by the law of total probability while the second is due to the locality-preservation of \( f \). \( \square \)

The proposition states that, once we breach the system for the initial transformation \( h \) with the pre-image \( x_a \), the same pre-image can successfully attack the replaced system with a probability \( (1 - \delta)(1 - \epsilon)p \).

#### A2.1.3 Information Leakage of Locality-Preserving Transformation

Preserving the distance relationship by locality enables one to infer the original feature from the transformed template. This is formally verified by the following.

**Proposition 3.** Let \( X \) be a random feature of discrete range with \( n \) values. Assume \( h \) is locality-preserving with a sufficiently small degree \( \epsilon \) such that \( 1 - \epsilon > 1/e \) and \( \epsilon < 1/e \). Then,
\[
I(X, h(X)) \geq H(X) - \left[ \epsilon + 2(n - 1) \frac{\sqrt{\epsilon}}{e} \right]
\]
where the entropy \( H(X) \) is a constant and a maximum of the leakage given a certain biometric modality; \( H(X) \geq I(X, h(X)) \).

To show this, we need a technical lemma.

**Lemma 1.** Fix \( p > 0 \) and \( 0 < \alpha < 1 \). Then, \(-p \log p \leq \frac{p^n}{e(1 - \alpha)}\).

**Proof.** Due to the convexity, we have \(-p \log p < 1/e \) for any \( p \). Replacing \( p \) by \( p^{1-\alpha} \), we obtain
\[
-(1 - \alpha)p^{1-\alpha} \log p = -p^{1-\alpha} \log(p^{1-\alpha}) \leq \frac{1}{e}.
\]
Since \( 0 < \alpha < 1 \), the desired follows by division by \( p^{\alpha} \) and \( 1 - \alpha \). \( \square \)

**Proof of Proposition 3.** With \( Y = h(X) \), it suffices to find an upper bound of \( H(X|Y) \), which is
\[
H(X|Y) = \sum_{i=1}^{n} p(y_i) \sum_{j=1}^{n} -p(x_j|y_i) \log p(x_j|y_i)
\]
where \( p(y) = \mathbb{P}(Y = y) \) and \( p(x|y) = \mathbb{P}(X = x|Y = y) \). For fixed \( y \) with \( p(y) > 0 \), choose \( x \) such that \( h(x) = y \)
\[
p(x|y)
\]
\[
= \mathbb{P}[d(X, x) \leq 0 | d(h(X), y) \leq 0]
\]
\[
= \mathbb{P}[d(X, x) \leq d(x, x) | d(h(X), h(x)) \leq d(h(x), h(x))]
\]
\[
\geq 1 - \epsilon
\]
due to the locality-preserving property of \( h \). Then, for any \( x' \neq x \), then \( p(x'|y) < \epsilon \). Then, we can separate the summands of the conditional entropy as follows:
\[
H(X|Y) = \sum p(y) \left[-p(x|y) \log p(x|y) + \sum_{x' \neq x} -p(x'|y) \log p(x'|y) \right].
\]
Remark that $g(q) = -q \log q$ is a decreasing function of $q$ for $1/e \leq q \leq 1$, and the second inequality holds due to the logarithmic inequality $1 - 1/q \leq \log q$. On the other hand, note that

$$-p(x'|y) \log p(x'|y) \leq -\epsilon \log \epsilon \leq 2\sqrt{\epsilon}/e,$$

where the first inequality holds due to the increasing nature of $g(q) = -q \log q$ with $0 \leq q \leq 1/e$, and the second holds due to Lemma 1 with $\alpha = 1/2$. Therefore, the inner sum of $H(X|Y)$ is less than or equal to $\epsilon + (n-1)2\sqrt{\epsilon}/e$, completing the proof. \hfill \Box

Due to the lower bound of the leakage given in the above proposition, the leakage is increased if the transformation is more locality-preserving (namely, the higher the probability $p$).

Under practical consideration, however, estimation of the information leaked from the features is intractable due to the curse of the high-dimensionality of the features. Fortunately, the mutual relationship between the feature $X$ and its template $h(X)$ can be equally represented by the relationship between their corresponding feature distance $S = d(X_1, X_2)$ and template distance $T = d(h(X_1), h(X_2))$. In particular, the degree $\epsilon$ of distance preservation is correspondent to the leakage $I(S, T)$ just as it is correspondent to the leakage $I(X, h(X))$:

**Proposition 4.** Let $X_1, X_2$ be discrete random features with at most $n$ values. Let $S = d(X_1, X_2)$ and $T = d(h(X_1), h(X_2))$ where $h$ is locality-preserving with degree $\epsilon$. Then,

$$I(S, T) \geq H(S) - n^2 \left[ \epsilon + 2(n^2 - 1)\sqrt{\epsilon}/e \right],$$

where $H(s)$ is a constant and a maximum of the leakage $I(S, T)$ given a certain biometric modality; $H(S) \geq I(S, T)$.

**Proof.** Define $g$ such that $g(s) = d(h(x_1), h(x_2))$ for $s = d(x_1, x_2)$. Then, $T = g(S)$, and by the definition of locality-preserving property, we have

$$\mathbb{P}[g(S) > g(s) \mid S > s] \geq 1 - \epsilon$$

for any $s \in \mathbb{R}$. Note that

$$H(S|T) = \sum_t \mathbb{P}(T = t) \sum_s -\mathbb{P}(S = s|T = t) \log \mathbb{P}(S = s|T = t).$$

For a fixed $t$, choose $s$ such that $g(s) = t$. Now we consider such $s$ and other $s' \neq s$. Observe

$$\mathbb{P}(S = s|T = t) = 1 - \mathbb{P}(S > s|T = t) - \mathbb{P}(S < s|T = t)$$

where

$$\mathbb{P}(S > s|T = t) = \frac{\mathbb{P}(T = t|S > s) \mathbb{P}(S > s)}{\mathbb{P}(T = t)}$$

by Bayes’ rule. We can upper-bound this term since

$$\mathbb{P}(T = t|S > s) \leq 1 - \mathbb{P}(T > t|S > s) \leq \epsilon.$$  (41)

Namely, $\mathbb{P}(S > s|T = t) \leq \epsilon \mathbb{P}(S > s)/\mathbb{P}(T = t)$, and likewise for $\mathbb{P}(S < s|T = t)$. Hence,

$$\mathbb{P}(S = s|T = t) \geq 1 - \epsilon \mathbb{P}(S \neq s)/\mathbb{P}(T = t)$$

and, therefore,

$$\mathbb{P}(S = s'|T = t) < \epsilon \mathbb{P}(S \neq s)/\mathbb{P}(T = t).$$  (43)

Thus, if $\epsilon$ is sufficiently small, then

$$\sum_s -\mathbb{P}(S = s|T = t) \log \mathbb{P}(S = s|T = t) \leq \epsilon + 2(n^2 - 1)\sqrt{\epsilon}/e$$

due to logarithmic inequality, Lemma 1, and the fact that the function $-x \log x$ is an increasing function with $x$ close to 0 while being a decreasing function with $x$ close to 1. Note that $n^2$ arises since $\epsilon$ is the most number of summands in $\sum_s$ and $\sum_t$. We obtain the desired proposition by substituting the obtained to $H(S|T)$. \hfill \Box

### A2.2 On Isometric Distance-Preserving

**Definition.** The notion of distance-preserving transformation can be formalized in a more strict, geometric context. Namely, the distance-preservation with a degree of $\epsilon$ can be geometrically characterized by

$$\epsilon = \inf \{ \epsilon : |d(h(x_1), h(x_2)) - d(x_1, x_2)| < \epsilon, \forall x_1, x_2 \in \mathcal{X} \}.  \quad (45)$$

Following the Hausdorff approximation, we define **isometric distance-preserving** transformation $h$ as an $\epsilon$-isometry that satisfies the Eq. (45). The isometric distance preservation with $\epsilon = 0$ implicates the locality preservation defined in Eq. (7). Moreover, with small $\epsilon$, the feature distance is related to the transformed distance by a linearly increasing function (Fig 2d). Hence, isometric distance preservation can be understood as a more specific, strict condition than locality preservation.

As in locality-preserving transformation, an isometric distance-preserving transformation preserves the performance of original features at the cost of vulnerability to similarity attack. Moreover, high isometric distance preservation inevitably results in high information leakage. Our observations are presented formally as below:

**A2.2.1 Performance Preservation of Isometric Distance-Preserving Transformation**

Consider the family of isometric distance-preserving transformations

$$\mathcal{H}_\epsilon = \{ h : h \text{ whose isometry degree} \geq \epsilon \}  \quad (46)$$

with small $\epsilon > 0$. Any transformation in $\mathcal{H}_\epsilon$ preserves the performance of original features as stated by the below proposition:

6. We slightly abuse the $\epsilon$, the $\epsilon$ here is different from section 4.1 by definition.
Proposition 5. For any inter-class index pair \((k, l)\), if \(d(C_k, C_l) > \epsilon\), then \(h(C_k)\) and \(h(C_l)\) are linearly separated for any \(h \in \mathcal{H}_e\).

Here, the set distance metric \(d(C_k, C_l)\) on the sets \(C_k\) and \(C_l\) is defined by

\[
d(C_k, C_l) = \inf\{d(x_k, x_l) : x_k \in C_k, x_l \in C_l\}.
\]

(47)

Proof. Without loss of generality, assume there are only two classes, \(C_1\) and \(C_2\). Let \(y_1 \in h(C_1)\) and \(y_2 \in h(C_2)\) be arbitrary. Then, \(y_1 = h(x_1)\) and \(y_2 = h(x_2)\) for some \(x_1 \in C_1\) and \(x_2 \in C_2\). Now, due to \(h \in \mathcal{H}_e\) as stated in (46), we have

\[
|d(h(x_1), h(x_2)) - d(x_1, x_2)| < \epsilon,
\]

which implies

\[
- \epsilon < d(h(x_1), h(x_2)) - d(x_1, x_2).
\]

(48)

Thus,

\[
d(y_1, y_2) = d(h(x_1), h(x_2)) > d(x_1, x_2) - \epsilon > \epsilon - \epsilon = 0.
\]

(50)

Since \(y_1\) and \(y_2\) were arbitrary, we have \(d(h(C_1), h(C_2)) \geq 0\), demonstrating the linear separability between \(h(C_1)\) and \(h(C_2)\).

\[\square\]

A2.2.2 Pre-image Attack on Isometric Distance-Preserving Transformation

Unfortunately, just as in the case of locality-preservation, a high degree of isometric distance-preservation allows the attacker to have a high attack success rate for any cancelable biometric system. This is formalized in the following proposition:

Proposition 6. Given any feature \(x \in \mathcal{X}\), and let \(\epsilon > 0\) be a constant for a given \(h \in \mathcal{H}_e\). Assume a pre-image \(x_a\) satisfies that

\[
d(h(x), h(x_a)) < \tau
\]

for a fixed \(\tau > 0\), then

\[
d(f(x), f(x_a)) < \tau_0 + 2\epsilon
\]

for any \(f \in \mathcal{H}_e\). Here \(\tau_0\) is a value satisfies \(d(h(x), h(x_a)) < \tau_0 < \tau\) and independent of \(\epsilon\). If \(\epsilon < \tau - \tau_0\), moreover, then

\[
d(f(x), f(x_a)) < \tau.
\]

(53)

Proof. Choose \(\tau_0\) such that \(0 < \tau_0 < \tau\). Then, construct the pre-image \(x_a = A(x, h)\) by \(A\) such that

\[
d(h(x), h(x_a)) < \tau_0 < \tau.
\]

(54)

The high performance of the cancelable transformation \(h \in \mathcal{H}_e\) allows the attacker to find a pre-image that is similar to the original feature; namely,

\[
d(x_a, x) \leq |d(x_a, x) - d(h(x_a), h(x))| + d(h(x_a), h(x))
\]

\[
\leq \epsilon + \tau_0.
\]

(55)

This enables the attacker to attack any cancelable transformation by the pre-image. To see this, assume \(f \in \mathcal{H}_e\) is another cancelable transformation function to be attacked. Then, it is followed by

\[
d(f(x_a), f(x)) \leq |d(f(x_a), f(x)) - d(x_a, x)| + d(x_a, x)
\]

\[
\leq \epsilon + (\epsilon + \tau_0).
\]

(56)

Since \(\tau_0\) is independent of \(\epsilon\), we may decrease \(\epsilon\) such that \(\epsilon < (\tau - \tau_0)/2\). Then,

\[
d(f(x_a), f(x)) < \tau_0 + 2\epsilon
\]

\[
< \tau_0 + (\tau - \tau_0) = \tau,
\]

(57)

concluding the proof.

\[\square\]

Corollary 1. For a feature vector \(x \in \mathcal{X}\), and \(\epsilon > 0\), let \(h \in \mathcal{H}_e\). If

\[
d(h(x), h(x_a)) = 0,
\]

then

\[
d(f(x), f(x_a)) < 2\epsilon,
\]

for any \(f \in \mathcal{H}_e\).

In addition, isometric distance-preserving transformations involve the risk of information leakage; a high degree of isometry enables the attacker to retrieve the original feature. Following next proposition indicates this:

Proposition 7. For \(h \in \mathcal{H}_e\),

\[
I(X, h(X)) \geq c + d \log 1/(2\epsilon)
\]

(60)

where \(c = H(X)\) is a constant and \(d\) is the feature dimension such that \(X \in \mathcal{X} \subseteq \mathbb{R}^d\), \(I(\cdot)\) denotes the mutual information and \(H(X)\) denotes the entropy of the random variable \(X\).

Proof. Let \(Y = h(X)\). Note that \(I(X, Y) = H(X) - H(X|Y)\) where \(H(X)\) is a constant. Thus, it suffices to find an upper bound of

\[
H(X|Y) = \int_y p(y) H(X|y) dy.
\]

(61)

We claim that for each fixed \(y\)

\[
H(X|y) \leq d \log 2\epsilon.
\]

(62)

To see this, let \(x_1, x_2 \in h^{-1}(y)\). Then,

\[
d(x_1, x_2) = |d(x_1, x_2) - d(h(x_1), h(x_2))| < \epsilon
\]

(63)

due to the degree \(\epsilon\) of distance-preservation and \(d(h(x_1), h(x_2)) = 0\). Therefore, as the distance between any two points in \(h^{-1}(y)\) is bounded by \(\epsilon\), the volume of \(h^{-1}(y)\) is bounded by

\[
\text{Vol}(h^{-1}(y)) \leq \text{Vol}(R) \leq (2\epsilon)^d
\]

(64)

where \(R\) is a \(d\)-dimensional rectangle that encloses \(h^{-1}(y)\), and its volume is \((2\epsilon)^d\). Therefore, by Jensen’s inequality, the entropy \(H(X|y)\) is bounded by the maximum entropy of a uniform distribution over \(R\)

\[
H(X|y) \leq \log(2\epsilon)^d = d \log 2\epsilon,
\]

(65)

concluding the proof.

\[\square\]
A2.3 Locality-Sensitive Hashing

Now, we consider distance-preservation based on locality-sensitive hashing.

Definition. A transformation \( h \) is a locality-sensitive hashing (LSH) with degree \( \epsilon > 0 \) if there are thresholds \( \tau, \epsilon > 0 \) such that for any probability \( p \geq 0 \)
\[
\mathbb{P}[d(h(X),h(X_{in})) \leq \tau] \geq (1-\epsilon)p \quad (66)
\]
if \( \mathbb{P}[d(X,X_{in}) < \tau] \geq p \), and
\[
\mathbb{P}[d(h(X),h(X_{out})) > \tau] \geq (1-\epsilon)p \quad (67)
\]
if \( \mathbb{P}[d(X,X_{out}) > \tau] \geq p \). From now on, we term such a transformation by \( \epsilon \text{-LSH} \). With \( \tau = 0, \epsilon = 1 \), and \( p = 1 \), we recover the original definition of LSH given in [31]. The degree \( \epsilon \) indicates how well the transformation \( h \) follows the LSH property. The thresholds \( \tau \) and \( \epsilon \), on the other hand, are data-dependent values and are pre-selected based on the distribution of features.

Performance Preservation. By definition, a \( \epsilon \text{-LSH} \) transformation preserves the recognition of original features. Precisely, if \( \epsilon \) is smaller, then the LSH transformation better holds the performance.

Pre-image Attack. As in other distance-preservation properties, the LSH property also makes the cancelable system vulnerable to the pre-image attack. The following proposition verifies this:

Proposition 8. Assume a high attack success rate of the pre-image \( X_a \) attack
\[
\mathbb{P}[d(h(X),h(X_{a})) \leq \tau] \geq p \quad (68)
\]
on the initial transformation \( h \). Then, for any other \( \delta \text{-LSH} \) transformation \( f \), a high attack success rate is posed even after template renewal by \( f \):
\[
\mathbb{P}[d(f(X),f(X_{a})) \leq \tau] \geq \frac{p - \epsilon}{1 - \epsilon}(1 - \delta). \quad (69)
\]
Proof. To prove by contradiction, assume
\[
\mathbb{P}[d(f(X),f(X_{a})) \leq \tau] < q \quad (70)
\]
where \( q = (p - \epsilon)(1 - \delta)/(1 - \epsilon) \). Then,
\[
\mathbb{P}[d(X,X_{a}) < r] < q/(1 - \delta) \quad (71)
\]
by the definition of \( \delta \text{-LSH} \) transformation \( f \). The above inequality is equivalent to
\[
\mathbb{P}[d(X,X_{a}) > r] = \mathbb{P}[d(X,X_{a}) \geq r] \geq 1 - \frac{q}{1 - \delta} \quad (72)
\]
where the equality is due to the continuum of the space \( \mathbb{R} \). Then, by the property of LSH of \( f \), we have
\[
\mathbb{P}[d(h(X),h(X_{a})) > \tau] \geq (1 - \epsilon) \left(1 - \frac{q}{1 - \delta}\right), \quad (73)
\]
which is equivalent to
\[
\mathbb{P}[d(h(X),h(X_{a})) \leq \tau] < 1 - (1 - \epsilon) \left(1 - \frac{q}{1 - \delta}\right). \quad (74)
\]
Now, setting \( q \) as given, we obtain the above probability less than \( p \), a contradiction. This completes the proof. \( \square \)

The proposition states that if an attack algorithm can generate a pre-image \( X_a \) whose template is considered to be in the same class of \( X \) with the probability \( p \), then even after template renewal by another LSH \( f \), the replaced template of the same pre-image is regarded to be in the same class of \( X \) with the probability \( (p - \epsilon)(1 - \delta)/(1 - \epsilon) \). Thus, template renewal would not be much helpful for protection against similarity attacks by pre-image.

Information Leakage. Unlike other distance-preserving properties, information leakage \( I(X,h(X)) \) is not linked to the LSH property. Particularly, there are LSH transformations with low information leakage (Fig. 2b) and ones with high information leakage (Fig. 2cd). Particularly, the leakage can depend on the specific thresholds of the LSH transformation other than the degree of LSH.

A3 Visualisation of the Correlation Between Original Space Distances and Transform Space Distances

Fig. A2 shows the correlation between original Euclidean distances and Hamming distances in BioHashing, IoM, NMDSH (\( \alpha \in \{0.1, 0.5, 0.9\} \)) on face features. BioHashing, IoM are relatively linear correlated, while NMDSH is non-linear correlated when \( \alpha = 0.9 \).

A4 Quantifying Information Leakage via the Blahut–Arimoto Algorithm

Similar to the capacity computation of a communication channel, \( \lambda_{max} \) can also be solved using existing optimization algorithms. The Blahut–Arimoto algorithm [33], [34] is often applied to compute the information-theoretic capacity of a channel explicitly. This corresponds to the amount of information leaked from \( S \) to \( T \). The Blahut–Arimoto algorithm aims to find the optimal solution to the convex optimization problem by an iterative process over \( q \). The initial set of \( q^{(i)} \) for all \( i \) is chosen first. A set of conditional probabilities \( \Phi^{(i/j)} \) with input \( s_i \) and output \( t_j \) is then computed by
\[
\Phi^{(i/j)} = \frac{q^{(i)}D(j|i)}{\sum_k q^{(i)}D(j|k)}, \quad \forall(i,j), \quad (75)
\]
where \( i = 1, 2, ..., I, j = 1, 2, ..., J, \) and \( \ell \) is the iteration index. Then \( q^{(\ell+1)} \) is recursively computed by
\[
q^{(\ell+1)} = \frac{\exp \sum_i D(j|i) \ln \Phi^{(i/j)}}{\sum_k \exp \sum_i D(j|i) \ln \Phi^{(i/k)}}, \quad (76)
\]
Then, the leakage \( I(S;T) \) can be estimated by \( J(q^{\ell+1}, \Phi^{t}) \):
\[
J(q^{\ell+1}, \Phi^{t}) = \sum_i \sum_j D(j|i)q^{\ell+1}(i) \log \frac{\Phi^{t}(i/j)}{q^{\ell+1}(i)}, \quad (77)
\]
The amount of information leakage at the next iteration is
\[
\lambda(\ell + 1) = J(q^{\ell+1}, \Phi^{t}), \quad (78)
\]
As shown by the code in Algorithm 2, the process ends when \( |\lambda(\ell + 1) - \lambda(\ell)| < \delta \).

It is worth noting that the Blahut–Arimoto algorithm can only be applied to discrete data. Hence, quantization
Algorithm A2: Quantification of the maximum leakage, based on the Blahut–Arimoto algorithm

INPUT: $D(j|i)$ of a given cancelable biometric system

OUTPUT: Max leakage $\lambda_{\text{max}}$

Initiate $q^0$ with uniform distribution, iteration index $\ell = 0$ compute $\lambda(0)$; Define precision parameter $\delta$;

repeat

- Compute $q^{(\ell+1)}$ according to (76);
- Compute $\Phi^{(i|j)}$ according to (75);
- Compute $\lambda(\ell + 1)$ according to (78);

$\ell = \ell + 1$;

until $|\lambda(\ell + 1) - \lambda(\ell)| < \delta$;

$\lambda_{\text{max}} = \lambda(\ell + 1)$;

converts a continuous matching score into a discrete score by dividing the scores into small bins with widths $e = 0.01$.

Quantifying the information leakage for a given cancelable biometric scheme can be achieved in four steps:

1) Collect enough biometric samples \{x_1, ..., x_n\}, and generate the template \{y_1, ..., y_n\} by the given transformation function.

2) Compute the feature space distance and transform space distance pairs \{(d_{ij}, ds_{ij}) | 1 \leq i, j \leq n\}, where $d_{ij} = \|x_i - x_j\|$ and $ds_{ij} = \|y_i - y_j\|$.

3) Denote the minimum and maximum values of $ds_{ij}$ by $ds_{\text{min}}$ and $ds_{\text{max}}$, respectively. Given a point $s$ between $d_{\text{min}}$ and $d_{\text{max}}$, and a point $t$ between $ds_{\text{min}}$ and $ds_{\text{max}}$, the transition probability can be estimated as $P(T = t|S = s) = \frac{\# \text{ of pairs with } d_{ij} = s \text{ and } ds_{ij} = t}{\# \text{ of pairs with } d_{ij} = s}$, defining $D(j|i)$. As infinitely many values exist between these two intervals, they are quantized to obtain a finite number of discrete values.

4) The maximum leakage $\lambda_{\text{max}}$ is computed by algorithm A2 from the computed $C$ matrix.

A5 Pre-image visualisation

As the pre-image of fingerprint and iris are minutiae points and iris codes, we visualize the generated pre-images for these two modalities in our experiments. In Fig. A3, the original fingerprint and its pre-image recovered from the 2PMCC template are displayed. It can be seen that the pre-image does not need to be similar compared with the original minutiae points to generate a 2PMCC template close to the original one. Fig. A4 shows an example of the Iriscode pre-image recovered from the Bloom filtering template. As can be noticed, the reconstructed pre-image is very different from the original one.

A6 Time cost of the attack

The time cost for the attack depends mainly on the execution time of the cancelable biometric algorithm, the size of the feature, the population size, and the maximum number of
generations of the GA. Figure A5 indicates that BioHashing, NMDSH, IoM hashing, and 2PMCC can converge within 100 generations, while Bloom filter can converge around 1000 generations, and IFO can converge within 250 generations. Table A1 tabulates the specific details of the GA and overall time cost for one template. The result suggests that the time mainly depends on the execution time of the hashing process. However, it is safe to conclude that the pre-image attack is time efficient in real life.
| CB          | Max generations | \( l \) | CB execution time | Overall attack time |
|-------------|-----------------|---------|-------------------|--------------------|
| BioHashing  | 100             | 500     | 0.000024 s        | 17 s               |
| IoM hashing | 100             | 500     | 0.00018 s         | 14 s               |
| NMDSH       | 100             | 256     | 0.041 s           | 13 mins            |
| 2PMCC       | 100             | 64      | 0.0025 s          | 21 mins            |
| IFO         | 300             | 800     | 0.0062 s          | 9 mins             |
| BloomFilter | 1500            | \(2^9 \times 2^8\) | 0.0026 s | 33 mins |