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Abstract—Capturing uncertainty in object detection is indispensable for safe autonomous driving. In recent years, deep learning has become the de-facto approach for object detection, and many probabilistic object detectors have been proposed. However, there is no summary on uncertainty estimation in deep object detection, and existing methods are either built with different network architectures and uncertainty estimation methods, or evaluated on different datasets with a wide range of evaluation metrics. As a result, a comparison among methods remains challenging, as does the selection of a model that best suits a particular application. This paper aims to alleviate this problem by providing a review and comparative study on existing probabilistic object detection methods for autonomous driving applications. First, we provide an overview of practical uncertainty estimation methods in deep learning, and then systematically survey existing methods and evaluation metrics for probabilistic object detection. Next, we present a strict comparative study for probabilistic object detection based on an image detector and three public autonomous driving datasets. Finally, we present a discussion of the remaining challenges and future works. Code has been made available at https://github.com/asharakeh/pod_compare.git.
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1. Introduction

Capturing perceptual uncertainties is indispensable for safe autonomous driving. Consider a self-driving car operating in snowy days, when on-board sensors can be compromised by snow; during the night-time, when the image quality of RGB cameras is diminished; or on an unfamiliar street, where we encounter a motorized-tricycle, which can be often seen in Asian cities but are exceedingly rare in Western Europe. In these complex, unstructured driving environments, the perception module may make predictions with varied errors and increased failure rates. Determining reliable perceptual uncertainties, which reflect perception inaccuracy or sensor noises, could provide valuable information to introspect the perception performance, and help an autonomous car react accordingly. Further, cognitive psychologists have found that humans are good intuitive statisticians, and have a frequentist sense of uncertainties\cite{1}. Therefore, reliable perceptual uncertainties could help humans better interpret the intention of autonomous cars, and enhance the development of trust in this rapidly evolving technology. As the machine learning methods (especially deep learning) have been widely applied to safety-critical computer vision problems\cite{2}, efforts to improve a network’s self-assessment ability, reliability and interpretability with uncertainty estimation are steadily increasing\cite{3,4}.

In this paper, we focus on object detection, one of the most important perception problems in autonomous driving. An object detector is targeted to jointly classify and localize relevant traffic participants from on-board sensor data (e.g. RGB camera images, LiDAR and Radar points) in a frame-by-frame manner. When modeling probability in object detection, we need to estimate the probability an object belongs to the classes of interest (also called semantic uncertainty as introduced in\cite{5}), as well as the probability distribution and the confidence interval of bounding box (i.e. spatial uncertainty\cite{5}), as shown conceptually in Fig\textsuperscript{1} In recent years, deep learning has become the de-facto approach in object detection, and many methods of modeling uncertainties in deep neural networks have been proposed\cite{6,7}. However, to our knowledge, there is no work that provides a summary on uncertainty estimation in deep object detection, making it difficult for researchers to enter this field. Besides, existing probabilistic object detection models are often built with different network architectures, different uncertainty modeling approaches, and different sensing modalities. They are also tested on different datasets with a wide range of evaluation metrics. As a result, a comparison among methods remains challenging, as does the selection of the model that best suits a particular application.
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In this work, we systematically review the uncertainty estimation approaches that have been applied to deep object detectors, and conduct a comparative study for autonomous driving applications.

First, we provide an overview of generic uncertainty estimation in deep learning (Sec. II). We summarize four practical uncertainty estimation methods, discuss the types of uncertainty that can be modelled in perception problems, and introduce common metrics to quantify uncertainties. Next, we survey existing methods and the evaluation metrics designed specifically for probabilistic object detection (Sec. III). We then present a strict comparative study for probabilistic object detectors (Sec. IV). Based on the one-stage 2D image detector RetinaNet [19], we benchmark several practical uncertainty estimation methods on three public autonomous driving datasets, namely, the KITTI object detection benchmark [20], the BDD100k Diverse Driving Video Database [18], and the Lyft Perception Dataset [21]. In addition, we compare how uncertainties behave in RGB camera images and LiDAR point clouds, as camera and LiDAR sensors have very different sensing properties and observation noise. Finally, we present a discussion of the remaining challenges in probabilistic object detection (Sec. VI).

Open source code for benchmarking probabilistic object detection is made available at: https://github.com/asharakeh/pod_compare.git.

II. BACKGROUND FOR UNCERTAINTY ESTIMATION IN DEEP LEARNING

This section presents background knowledge of general uncertainty estimation in deep learning. First, Sec. II-A defines the notation and problem formulation for predictive probability estimation in deep learning. Then, Sec. II-B introduces Bayesian Neural Networks (BNNs), which provide a natural interpretation of uncertainty estimation in deep learning. Based on the BNN framework, Sec. II-C decomposes predictive uncertainty into epistemic and aleatoric uncertainty, which will be widely used in this paper. Afterwards, Sec. II-D introduces four practical methods for uncertainty estimation in the literature, namely, Monte-Carlo Dropout, Deep Ensembles, Direct Modeling, and Error Propagation. Finally, Sec. II-E summarizes common evaluation metrics used in uncertainty estimation. Interested readers can also find a short summary of existing uncertainty estimation benchmarks in Appx. D.

A. Notation and Problem Formulation

Denote a labeled training dataset of N data pairs as \( \mathcal{D} = \{ \mathbf{x}_n, y_n \}_{n=1}^N \), where \( \mathbf{x}_n \) is an input data sample in the domain \( \mathcal{X} \), and \( y_n \) its corresponding target value in the domain \( \mathcal{Y} \). In classification, a target label can be one of the \( C \) classes, \( y \in \{1, ..., C\} \). In regression, a target value is usually a continuous vector with \( D \) dimensions denoted by \( \mathbf{y} \in \mathbb{R}^D \). In supervised learning, we aim to learn a model \( f^W : \mathcal{X} \rightarrow \mathcal{Y} \) parametrized with weights \( W \in \mathcal{W} \) from the training dataset \( \mathcal{D} \), where \( \mathcal{W} \) is the domain of weights. The model maps an input sample \( \mathbf{x} \) to its corresponding output target value \( \mathbf{y} \) via the model output prediction \( \hat{\mathbf{y}} \). Usually, deep neural networks are interpreted as point estimators with deterministic network weights \( W \), and provide deterministic output predictions denoted by \( \hat{\mathbf{y}} = f(\mathbf{x}, W) \). We expand the network output definition to encompass a predictive probability distribution denoted by \( p(\mathbf{y}|\mathbf{x}, D) \).

B. Bayesian Neural Networks

Bayesian Neural Networks (BNNs) [22], [23] provide a natural interpretation of uncertainty estimation in deep learning, by inferring distributions over a network’s weights \( W \). Given a data sample \( \mathbf{x} \), BNNs produce the predictive distribution \( p(\mathbf{y}|\mathbf{x}, D) \) by integrating over all values of network weights:

\[
p(\mathbf{y}|\mathbf{x}, D) = \int p(\mathbf{y}|\mathbf{x}, W) p(W|D) dW.
\]

In this equation, \( p(\mathbf{y}|\mathbf{x}, W) \) represents the observation likelihood, and \( p(W|D) \) represents the weight posterior distribution over the dataset. Modeling the observation likelihood is usually straight-forward by Direct Modeling (cf. Sec. II-D3). However, analytically calculating the posterior distribution is intractable due to its high dimensionality and multi-modality (often in a space of millions of weight parameters) [24]. Multiple techniques for generating approximate solutions of the posterior distribution have been proposed [25]–[34]. Still, it is reported that approximation techniques in BNNs are highly sensitive to hyper-parameters, and hard to scale to large datasets and network architectures [33].

C. Epistemic and Aleatoric uncertainty

Based on the BNN framework, predictive uncertainty in deep neural networks can be decomposed into epistemic uncertainty and aleatoric uncertainty [35]. Epistemic, or model uncertainty, indicates how certain a model is in using its parameters \( W \) to describe an observed dataset, and can be expressed by \( p(W|D) \) in Eq. 1. For instance, detecting an unknown object which is not present in the training dataset is expected to show high epistemic uncertainty. Aleatoric, or data uncertainty, reflects observation noise inherent in sensor measurements of the environment, and can be modeled by \( p(\mathbf{y}|\mathbf{x}, W) \) in Eq. 1. For example, detecting a distant object with only sparse LiDAR reflections, or using RGB cameras during a night drive should produce high aleatoric uncertainty. Capturing both types of uncertainty in a perception system is crucial for safe autonomous driving, as epistemic uncertainty displays the capability of a model in fitting training data, while aleatoric uncertainty reflects sensor limitations in changing environments.

In addition to object detection, which we will explicitly introduce in Sec. III, epistemic and aleatoric uncertainties have been estimated in different components of autonomous driving such as semantic segmentation [36]–[38], optical flow [39], [40], depth estimation [35], [41]–[43], visual odometry [44]–[46], image annotation [47]–[50], visual tracking [51], trajectory prediction [52]–[55] and end-to-end perception [56]–[58].

Tab. VI in the appendix lists several uncertainty estimation applications in autonomous driving. Beyond epistemic and aleatoric uncertainty, Czarnecki et al. [59] define seven sources of perceptual uncertainty to be considered for the development and operation of a perception system, which is explained in Appx. A in detail.
D. Practical Methods for Uncertainty Estimation

In the following, we summarize four practical methods for predictive uncertainty estimation in deep learning: Monte Carlo Dropout (MC-Dropout), Deep Ensembles, Direct Modeling, and Error Propagation. MC-Dropout and Deep Ensembles are used to model epistemic uncertainty, while Direct Modeling is used to capture aleatoric uncertainty. Error Propagation can be used to capture either epistemic or aleatoric uncertainty depending on its focus.

1) Monte-Carlo Dropout

The MC-Dropout method proposed by Gal et al. links dropout-based neural network training to Variational Inference (VI) in Bayesian Neural Networks (BNNs). They show that training a network with Stochastic Gradient Descent (SGD) with dropout is equivalent to optimizing a posterior distribution that approximates Eq. 1. The method is later extended in [61] to find the optimal dropout rate by treating the dropout probability as a hyperparameter. During test time, samples from the approximate posterior distribution are generated by performing inference multiple times with dropout enabled. Let $T$ be the total number of feed-forward passes with dropout, and $W_t$ be a sample of network weights after dropout. The predictive probability can be approximated from $T$ generated samples as:

$$p(y|x, D) \approx \frac{1}{T} \sum_{t=1}^{T} p(y|x, W_t).$$  \hspace{1cm} (2)

For classification, Eq. 2 corresponds to averaging the $T$ number of predicted classification probabilities, such as softmax scores. For regression, this equation can be viewed as a mixture of distributions with $T$ equally-weighted components. In this case, the sample mean and variance can be used to describe the predictive probability distribution. In general, MC-Dropout provides a practical way to perform approximate inference in Bayesian Neural Networks (BNNs), and is scalable to large datasets and network architectures such as in image classification [47] or semantic segmentation [42], [62]. However, MC-Dropout requires multiple stochastic runs during test time, usually 10 to 50 runs as shown in [60], making it still infeasible for real-time critical systems due to high computational cost.

2) Deep Ensembles

The method proposed by Lakshminarayanan et al. estimates predictive probability using an ensemble of networks, where the outputs from each network are treated as independent samples from a mixture model. Each network in the ensemble uses the same architecture, but is trained with randomly shuffled training data using a different initialization of its parameters. Let $M$ be the number of networks in an ensemble, $\{W_m\}_{m=1}^{M}$ their weights, and $p(y|x, W_m)$ a prediction from the $m$-th network. The predictive probability is approximated by a uniformly-weighted mixture model with $M$ components, given by:

$$p(y|x, D) \approx \frac{1}{M} \sum_{m=1}^{M} p(y|x, W_m).$$  \hspace{1cm} (3)

The equation is similar to Eq. 2 as MC-Dropout can also be interpreted as an ensemble of networks [63]. In practice, an ensemble of 5 networks has been shown to be sufficient to approximate predictive probabilities [63], [64]. Although easy to implement, the computation and memory costs of deep ensembles scale linearly with the number of networks both during training and inference, limiting its applicability for large network architectures, as discussed in [42].

3) Direct Modeling

Direct Modeling assumes a certain probability distribution over the network outputs, and uses the network output layers to directly predict parameters for such a distribution. Unlike Bayesian Neural Networks which perform marginalization over weights $W$ (Eq. 1), Direct Modeling uses point estimates of these weights to generate the predictive probability distribution $p(y|x, D)$ through $p(y|x, W)$.

The most common way to estimate the classification probability of the class $c$ is by the softmax score $p(y = c|x, W) = \delta_c$, which is equivalent to a multinomial mass function. As for the regression probability, Gaussian distributions [35], [40] or Gaussian Mixture Models (GMM) [15], [65] are often used. For instance, it is often assumed that the target value $y$ in a one-dimensional regression problem is Gaussian distributed, given by: $p(y|x, W) = N(y|\mu(x, W), \sigma^2(x, W))$. Here, the mean, $\mu(x, W)$, is the network standard prediction i.e. $\mu(x, W) = f(x, W)$. The variance, $\sigma^2(x, W)$, is also predicted by the network with an additional output layer. Training the network is achieved by maximum likelihood estimates, where $W$ are optimized to minimize the negative log likelihood $L(x, W) = -\log p(y|x, W)$. When using the softmax function for classification, $L(x, W)$ is widely known as the cross-entropy loss. When using the Gaussian distribution for regression, the negative log likelihood can be written as:

$$L(x, W) = \frac{(y - \mu(x, W))^2}{2\sigma^2(x, W)} + \frac{\log \sigma^2(x, W)}{2}.$$  \hspace{1cm} (4)

This function can be viewed as the standard $L_2$ loss being weighted by the inverse of the predicted variance $\sigma^2(x, W)$, and regularized with the $\log \sigma^2(x, W)$ term. Instead of using the standard softmax with the cross-entropy loss, Kendall et al. [35] combine the softmax function with a Gaussian distribution to estimate classification uncertainty, by assuming that each element in the softmax logit vector is independently Gaussian distributed, with its mean and variance directly predicted by the network output layers (More detailed explanation can be found in Appx. 3). Furthermore, several works propose to estimate higher-order conjugate priors in addition to directly predicting the output probability distributions [24], [66], [67]. Finally, Gustafsson et al. [68] use a deep neural network to directly predict the conditional target density of an energy-based model.

Since Direct Modeling estimates uncertainty via single forward pass, it is much more efficient than MC-Dropout or Deep Ensembles. However, the network’s output layers and the loss function need to be modified for uncertainty estimation. It has also been shown to produce miscalibrated probabilities in classification [69], [69] and regression [70].
4) Error Propagation

Error Propagation approximates variances (or uncertainty) in each activation layer, and then propagates variances through the whole network from input layers to output layers. For example, Postels et al. [37] view dropout and batch normalization as a noise-injection procedure to learn uncertainty during training and propose to approximate dropout error as a covariance matrix in the noisy layers. They then propagate the error through the downstream activation layers in closed-form. In this way, the method replaces the time-consuming MC-Dropout [60] using a single inference, significantly reducing the computation time. Similarly, Gast et al. [40] convert a standard activation layer such as ReLu into an uncertainty propagation layer by matching its first and second-order central moments. Due to the computational efficiency at inference and limited modifications required for training, Error Propagation appeals to practitioners with real-world applications.

E. Uncertainty Evaluation

When evaluating the quality of uncertainty, one needs to study the probability distributions that capture this uncertainty. Evaluating predicted probability distributions has been extensively studied in the context of pure inference problems [71], [72], and more recently in the context of machine learning applications [73], [74]. Geinting et al. [75] contend that the goal of a predicted probability distribution is to maximize the sharpness around the correct ground truth target, subject to calibration. Calibration [70], [70] is a joint property of the estimated predicted distribution as well as the correct ground truth events or values that materialized, and reflects their statistical consistency [75]. In simple terms, if a well-calibrated distribution assigns a 0.8 probability to an event (e.g. recognizing cars in object detection), the event should occur around 80% of the time. Sharpness on the other hand quantifies the concentration of the predictive distribution around the true materialized ground truth target and is a property of the predictive distribution only. As an example, if the correct ground truth class is “car”, the predicted probability distribution should ideally assign a probability of 1 to the car category. In the context of machine learning, good predicted probability distributions need to be sharp, but ideal predicted probability distributions should be both sharp and well-calibrated [75].

1) Measuring Calibration

A calibration plot is a common tool to evaluate the calibration of distributions generated from a probabilistic model. It draws the predicted probability from a model on the horizontal axis and its corresponding empirical probability on an evaluation dataset on the vertical axis, as shown in Fig. 2. A well-calibrated deep network produces a diagonal line. However, Guo et al. [69] and Kuleshov et al. [70] have empirically identified the over- or under-confident uncertainty in many classification and regression problems, and propose a novel technique to calibrate networks in the form of a scoring rule that materializes ground truth target and is a property of the probability distribution ⁴

\[ \hat{p}_t = \frac{1}{N_{eval}} \sum_{n=1}^{N_{eval}} p(y|x), \]

where \( p(y|x) \) is the predicted probability of the correct class, and \( N_{eval} \) is the number of samples in the evaluation set. An ECE score is given by:

\[ \text{ECE} = \sum_{t=1}^{T} \frac{N_t}{N_{eval}} \left| p_t - \hat{p}_t \right|, \]

where \( p_t \) is the predicted probability from a network, \( \hat{p}_t \) the empirical frequency, and \( N_t \) the number of samples in the \( t \)-th interval, \( \sum_{t=1}^{T} N_t = N_{eval} \). An ECE score ranges between [0,1] with smaller values indicating better uncertainty calibration performance. A regression alternative to ECE that can be extracted from regression calibration plots has been presented by Kuleshov in [70]. Besides ECE, Average Calibration Error (ACE) and Maximum Calibration Error are also common metrics. ACE calculates the absolute error averaged over all intervals equally, while the Maximum Calibration Error finds the maximum absolute error in all intervals. Finally, Kumar et al. [76] proposed the Marginal Calibration Error (MCE) metric, an extension of ACE. While ACE considers the uncertainty calibration quality only on an object ground truth category, MCE measures the uncertainty of a classifier’s predicted probability distribution over all categories of interest.

2) Proper Scoring Rules

Unfortunately, measuring calibration is not enough to determine the quality of output probability distributions; we are required to also evaluate its sharpness, which we have described as the concentration of probability mass assigned by output probability distributions around the correct ground truth targets. We can evaluate both calibration and sharpness of probability distributions by using proper scoring rules. A scoring rule is a function that maps a predicted probability distribution and the correct ground truth target to single scalar value. A lower value of a scoring rule usually signifies predicted probability distributions that are closer to the data generating distribution from which the ground truth target is sampled. A proper scoring rule is a scoring rule that is only minimized if the predicted probability distribution is exactly equal to the distribution that generated the observations. Examples include the Brier score [77] and the logarithmic score [78].
the correct ground truth target. Note that we do not need access to the “theoretical” data generating distribution to compute a scoring rule, we only require a single sample from this distribution which is readily available in dataset $D$. In addition, proper scoring rules have been shown in [77] to be sum of terms relating to calibration as well as sharpness, and as such proper scoring rules are capable of considering both when evaluating predictive distributions [78]. For more thorough arguments on the importance of using proper scoring rules for evaluating predicted probability distributions, we refer the reader to [74], [75], [77], [79]. We now present two common proper scoring rules used in machine learning literature for evaluating predicted probability distributions [65], [64].

Negative Log Likelihood (NLL). NLL is a proper scoring rule used to measure the quality of predicted probability distributions of a test dataset with $N_{test}$ data points. NLL is calculated as:

$$NLL = -\frac{1}{N_{test}} \sum_{n=1}^{N_{test}} \log p(y_n|x_n, D),$$

where $x_n$ is a test data point, and $y_n$ its corresponding ground truth label. NLL ranges in $(-\infty, +\infty)$, with a lower NLL score indicates a better fitting predictive distribution for that specific ground truth label. NLL has been extensively used in machine learning literature for evaluating output probability distributions for regression [63] and classification [64] tasks.

Brier Score (BS). A Brier Score [71] is another common proper scoring rule used to measure the quality of output probability distributions specifically in classification. The Brier score is calculated by the squared error between a predictive probability from the network and its one-hot encoded ground truth label. Given $N_{test}$ number of test data samples, for a classification problem with $C$ number of classes, a Brier Score is given by:

$$BS = \frac{1}{N_{test}} \sum_{n=1}^{N_{test}} \sum_{c=1}^{C} (\hat{y}_{n,c} - y_{n,c})^2,$$

where $\hat{y}_{n,c}$ is a predicted classification score for the $c$-th class, such as the softmax score, and $y_{n,c}$ is ground truth label (“1” if the ground truth class is $c$ and “0” otherwise). Brier scores range between 0 and 1, with lower values indicating better uncertainty estimation.

We will use NLL, Brier Score, alongside calibration errors for evaluating both regression and classification probability distributions of in-distribution detection results predicted by our probabilistic detectors in Sec. IV-D. It is noteworthy to mention that there exist several non-proper scoring metrics to measure the magnitude of uncertainty, such as Mutual Information, Shannon Entropy, and Total Variance. Interested readers can find additional non-proper scoring metrics in Appx. C.

III. Probabilistic Object Detection

As defined in [5], probabilistic object detection aims to accurately detect objects, while estimating the semantic (category classification) and spatial (bounding box regression) uncertainties in each detection. In this section, we provide a systematic summary of probabilistic object detection using deep learning approaches. We start with a background introduction of generic object detection (Sec. III-A), and then summarize each probabilistic object detection method in detail (Sec. III-B). Afterwards, we list several common evaluation metrics and discuss their properties (Sec. III-C). Finally, we briefly summarize sensing modalities and use cases for existing probabilistic object detection methods in Sec. III-D and Sec. III-C respectively.

A. Introduction

In general, state-of-the-art object detectors are not designed to capture reliable predictive uncertainty. They predict bounding box regression variables without any uncertainty estimation, and usually classify objects with softmax scores, which may not necessarily represent reliable classification uncertainties (as discussed in [60]). As a result, most object detectors are deterministic. They only predict what they have seen, but not how uncertain they are about it. In this regard, probabilistic object detectors are targeted to predict reliable uncertainties both in object classification and bounding box regression tasks.

B. Methodology

Probabilistic object detectors usually extend the network architectures described in the previous section (Sec. III-A) to predict probability distributions describing the category as well as the bounding box of objects in the scene [5]. Fig. 3 provides an overview of the general building blocks used to perform probabilistic object detection, which mainly consists of a base network, a detection head, and a post-processing stage. Note that both one stage and two stage approaches can be extended to predict uncertainty in a similar manner, so as 2D and 3D object detection. Therefore, we do not distinguish between the two for the remainder of this paper.

A base network (Fig. 3 Left) maps sensor inputs to high-level feature maps, which will be further processed by a detection head. Probabilistic object detectors usually adapt base networks from well-studied deterministic object detectors to capture epistemic uncertainty using Deep Ensembles or MC-Dropout [8], [80]–[83]. Typical base networks include VGG [84], ResNet [85], Inception [86], to name a few. A detection head (Fig. 3 Middle) takes the feature maps from the base network as inputs and predicts probabilistic detection outputs. Deep Ensembles [80], [82] and MC-Dropout [6], [7], [15], [17], [81]–[83] are usually used to model epistemic uncertainty in the detection head. On the other hand, the Direct Modeling approach, introduced in Sec. II, models aleatoric uncertainty by introducing additional output layers to the detection head for estimating the variance of output bounding boxes [8], [9], [11]–[17], [31], [80], [81], [83], [87]–[91] or the variance of output logits [12], [87]. It has to be noted that the variance of the logits does not need to be estimated for generating a categorical distribution describing object categories; any detector that employs softmax as an output layer while learning with cross-entropy loss captures aleatoric uncertainty in classification. Finally, a post-processing stage is used to suppress or merge redundant detection outputs as is common in deterministic object detectors. Tab. 1 summarizes the post-processing step in state-of-the-art probabilistic object detectors. The majority of methods employ the standard Non-Maximum Suppression (NMS), because it is a common component from deterministic object detectors, upon which probabilistic object detectors are built. Other methods [15], [16], [88] modify NMS to take into account spatial uncertainty when deciding which redundant detection to remove,
Fig. 3: Illustration of the key building blocks usually present in state-of-the-art probabilistic object detectors, including the base network, detection head and post-processing stages. A list of possible variants of each building block is also presented below the architectural diagram. The output detections on 2D images are visualized as category probabilities (orange), a bounding box mean (red), and the 95% confidence iso-contours of the bounding box corner covariance matrices (green).

or replace NMS with Bayesian Inference [13] to include information from all redundant detection outputs. Finally, [6], [7], [87] take the benefits of redundant detection outputs to compute sample statistics of probability distributions, instead of directly-modeling the output probability and discarding redundant detections.

The following section summarizes each state-of-the-art probabilistic object detector in detail. They are grouped based on what kinds of uncertainty are modelled, namely, epistemic uncertainty, aleatoric uncertainty, or both. Tab. I provides an overview of all methods we have reviewed.

1) Probabilistic Object Detectors with Epistemic Uncertainty

Several works model epistemic uncertainty with the MC-Dropout approach. Miller et al. [6] estimate the classification epistemic uncertainty by modifying SSD [92] deterministic backend. SSD’s detection head is modified with dropout layers to generate samples during test time with dropout inferences. At the post-processing step, output samples from multiple stochastic MC-Dropout runs are gathered, after performing the NMS operation on each stochastic run independently. Those redundant detections from multiple inferences are then clustered using spatial affinity. For every cluster, the categorical probability distribution of a single object is modeled using Eq. 2. The same architecture is used in [7] for studying the effect of various clustering techniques on the quality of epistemic uncertainty in the object classification task. It was concluded that simple clustering techniques such as Basic Sequential Algorithmic Scheme (BSAS) provides higher quality uncertainty values, when compared to more complicated clustering techniques such as the Hungarian algorithm.

The successive work by Miller et al. [82] avoid the clustering process when computing classification epistemic uncertainty. They build two detectors based on the Faster-RCNN [93] and SSD [92] architectures, each generates multiple samples at a certain anchor grid location by the MC-Dropout inference. For each detector separately, samples are used to compute the mean of the softmax classification output at every anchor location using Eq. 2 or Eq. 3. Uncertainty is then modeled using the entropy of the probability estimates from the softmax classification output. Finally, redundant detections are merged via the standard NMS operation. Experimental results show that deep ensembles outperform the MC-Dropout from a single model on the two studied architectures, in terms of the predictive uncertainty estimation.

Finally, Feng et al. [10] use MC-Dropout [60] and Deep Ensemble [63] methods to estimate epistemic uncertainty for the category classification only. The classification uncertainty is employed to train a 3D LIDAR object detector in an active learning framework. Dropout layers are used only in the detection head of the proposed 3D detection architecture, and the standard NMS operation is used at the post-processing step.

2) Probabilistic Object Detectors with Aleatoric Uncertainty

Most probabilistic object detectors use the Direct Modeling approach introduced in Sec. II to estimate aleatoric uncertainty. These detectors are often built following four steps 1) selecting a deterministic object detector as the basic network, 2) assuming a certain probability distribution in its outputs, 3) using additional layers at the detection head to regress probability parameters, and 4) training the modified detector by incorporating uncertainty in the loss function. The Direct Modeling approach has been used in various object detection architectures, including SSD [87], Faster-RCNN [9], [12], [14], FCOS [94], Point-RCNN [89], and PIXOR [11].

The softmax function is widely used to estimate classification probability, which corresponds to a multinomial mass function. Le et al. [87] and Feng et al. [12] assume a Gaussian distribution on the logit vectors, which is then transformed to a categorical distribution through the monte-carlo sampling process described in [55]. As for the regression probability, a majority of works assume that each bounding box regression variable is independent and follows a simple probability distribution, such as a univariate Gaussian distribution, Laplace distribution, or a combination of both (Huber mass function) [9], [13], [15], [88]. The regression variables usually include the bounding box centroid positions, extents (length, width, height), and orientations. Though this probability assumption is simple and straight-forward, it ignores correlations among regression variables, and may not fully reflect the complex uncertainties of bounding boxes, especially when objects are occluded. Instead, Pan et al. [89] transform the regression variables back to the eight-corner representation for 3D bounding boxes, and directly learn the corner uncertainty; Meyer et al. [15] place a mixture of Gaussians on each regression variable; Harakeh et al. [6] estimate the classification uncertainty by modifying SSD deterministic backend.

Ensembles
al. [13] learn a multivariate Gaussian distribution with the full covariance matrix for regression variables. The recent work by He et al. [95] propose a more generic probability distribution which considers both correlations and multi-modal behaviours. They use a multi-variate mixture of Gaussians to describe 2D bounding boxes, and show its superiority to univariate Gaussian, multi-variate Gaussian, and a univariate mixture of Gaussian.

Training probabilistic object detectors to predict aleatoric uncertainty is usually achieved by minimizing the Negative Log Likelihood (NLL), resulting in the well-known cross-entropy loss for classification, and the attenuated regression loss (Eq. 2) for bounding box regression with Gaussian distributions. In contrast, [14], [16] introduce a probability distributions related to the ground truth bounding box parameters, and minimize the Kullback-Leibler divergence between the predictive probability distribution and the prior distribution. In this way, the predictive uncertainty is regularized with the groundtruth probability distribution, which results in more stable training and improved detection when compared to standard negative log likelihood loss [16]. [96].

In addition to the standard Non-Maximum Suppression (NMS) operation, some works leverage aleatoric uncertainty at the post-processing step to merge duplicate detections. For instance, Meyer et al. [15] propose to group detections using mean-shift clustering over corners, and combine the bounding box uncertainty and classification scores in an uncertainty-aware NMS framework. Similarly, Choi et al. [83] design a detection criterion that considers both regression and classification uncertainty. This criterion is used to rank detections while performing the standard NMS.

Instead of the Direct Modeling method, a unique approach based on output redundancy is proposed in [87] to model aleatoric uncertainty for both category classification and bounding box regression. This output redundancy method replaces the standard NMS with spatial clustering, and uses the Intersection-Over-Union (IOU) metric as a measure for detection affinity. Two probability distribution describing each output detection can then be generated by computing the sample mean of the softmax output for the category, and the sample mean and variance of cluster members for the output bounding box. Though the output redundancy method has been shown in [13] to produce lower quality uncertainty estimates than the Direct Modeling method (measured with PDQ), it is time-efficient, and requires only small modifications to the original deterministic detection network.

3) Probabilistic Object Detectors with both Aleatoric and Epistemic Uncertainties

Aleatoric and epistemic uncertainties are jointly estimated mainly by the Direct Modeling approach together with the MC-Dropout or Deep Ensembles approaches. Given the detection samples from $T$ stochastic runs of dropout inference (or $M$ models in an network ensemble), and assuming that bounding boxes are Gaussian distributed, the mean and variance of a bounding box regression variable can be computed by an uniformly-weighted Gaussian mixture model. Using the same notation from Sec. II-A we have:

$$\hat{\mu}(x) = \frac{1}{T} \sum_{t=1}^{T} \mu(x, W_t)$$          \hspace{1cm} (5)
$$\hat{\sigma}^2(x) = \hat{\sigma}^2_e(x) + \hat{\sigma}^2_o(x)$$ \hspace{1cm} (6)

$$\hat{\sigma}^2_e(x) = \frac{1}{T} \sum_{t=1}^{T} (\mu(x, W_t))^2 - (\hat{\mu}(x))^2$$ \hspace{1cm} (7)

$$\hat{\sigma}^2_o(x) = \frac{1}{T} \sum_{t=1}^{T} \sigma^2(x, W_t)$$ \hspace{1cm} (8)

where $\hat{\mu}(x, W_t) = f(x, W_t)$ and $\hat{\sigma}^2(x, W_t)$ are the predicted mean and variance of the bounding box or classification logit vector outputs of sample $t \in [1 \ldots T]$. Furthermore, $\hat{\sigma}^2_e(x)$ is the epistemic component of uncertainty, and is estimated as the sample variance using $T$ output samples, and $\hat{\sigma}^2_o(x)$ is the aleatoric component of uncertainty, and can be computed as the average of $T$ predicted variance estimates $\hat{\sigma}^2(x, W_t)$. Note that the final mean $\hat{\mu}(x)$ and variance $\hat{\sigma}^2(x)$ do not depend on the weights $W$, because this variable is marginalized using averaging over $T$ samples. For more details on the uniformly-weighted Gaussian mixture model in Eq. (6)-(8), we refer the reader to [63].

While all existing works use the output layers to directly model aleatoric uncertainty, they are different in epistemic uncertainty estimation. For example, Feng et al. [8] add dropout layers and perform multiple inferences only in the detection head of a Faster-RCNN object detector to estimate uncertainty for both category and bounding box of objects in the scene. Wirges et al. [17] follow the same network meta-architecture, and study the effect of adding dropout layers in either the base network or the detection head. Harakeh et al. [13] modify a 2D image detector based on RetinaNet [19], and incorporate MC-Dropout in the detection head. Kraus et al. [81] extend a Yolov3 network, and add dropout inference after each convolutional layer in both the base network and the detection head.

As for the post-processing step, [8], [81], [97] use standard NMS. Harakeh et al. [13] replace it with Bayesian inference, which combines all information from redundant detections to generate the final output. Prior to the Bayesian inference step, a Gaussian mixture model is used to fuse epistemic and aleatoric uncertainty estimates per anchor. This method is shown to provide a large increase in uncertainty quality compared to the methods using standard NMS.

C. Evaluation Metrics

Based on the papers reviewed, there seems to be little agreement on how to evaluate probabilistic object detectors. Tab. I lists the evaluation metrics for each probabilistic object detection method in the literature, where it can be seen that each method uses different evaluation metrics, ranging from simple true positive and false positive counts [87] to complex metrics such as Probability-based Detection Quality (PDQ) [5]. The following section summarizes the common evaluation metrics, and discusses their properties when evaluating probabilistic object detection.
TABLE I: A summary of probabilistic object detectors.

| Reference       | Year | Sensor | Dataset                      | Unc. Type | Modeling Method                                   | Post-processing | Evaluation Metrics                        |
|-----------------|------|--------|------------------------------|-----------|--------------------------------------------------|-----------------|------------------------------------------|
| Feng et al. [8]  | 2018 | L      | KITTI [20]                   | E+A       | MC-Dropout, Direct Modeling                      | NMS             | F-1 Score                                |
| Feng et al. [9]  | 2018 | L      | KITTI [20]                   | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Le et al. [17]   | 2018 | C      | KITTI [20], A                   | A         | Direct Modeling                                  | NMS, Output Statistics | True Positive/False Positive count      |
| Miller et al. [8] | 2018 | C      | COCO [98], SceneNet RGB-D [92], QUT | E         | MC-Dropout, NMS, Clustering                      | NMS             | Precision and Recall, Absolute Open-set Error, F1-Score |
| Chou et al. [8]   | 2019 | C      | BDD [18]                      | A         | Direct Modeling                                  | NMS             | AP                                       |
| Feng et al. [17] | 2019 | L      | KITTI [20]                   | A         | Direct Modeling                                  | NMS             | mAP, Expected Calibration                |
| He et al. [14]    | 2019 | C      | NuScenes [101], COCO [98] | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Kraus et al. [8]  | 2019 | C      | EuroCity Persons [103]       | E+A       | MC-Dropout, NMS, Clustering                      | NMS             | Log Average Miss Rate                    |
| Meyer et al. [15]| 2019 | L      | KITTI [20]                   | A         | Direct Modeling                                  | NMS, Clustering | mAP                                      |
| Meyer et al. [16]| 2019 | L      | ATG4D [104]                  | A         | Direct Modeling                                  | NMS, Clustering | mAP                                      |
| Miller et al. [7] | 2019 | C      | COCO [98],Underwater Scenes | E         | MC-Dropout, NMS, Clustering                      | NMS             | AUPR, AUROC                              |
| Miller et al. [82]| 2019 | C      | COCO [98]                    | E         | MC-Dropout, Deep Ensembles                       | NMS             | PDQ                                      |
| Wiegas et al. [17]| 2019 | L      | KITTI [20]                   | E+A       | Direct Modeling                                  | NMS             | mAP                                      |
| Lee et al. [84]   | 2020 | C      | COCO [98]                    | A         | Direct Modeling                                  | NMS, Clustering | mAP                                      |
| Chen et al. [105] | 2020 | C      | KITTI [20]                   | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Dong et al. [91]  | 2020 | R      | Self-recorded data           | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Feng et al. [12]  | 2020 | L+C    | KITTI [20], NuScenes [101], Bosch | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Harakeh et al. [13]| 2020 | C      | COCO [98], BDD [18]         | E+A       | MC-Dropout, Direct Modeling                      | NMS             | mAP                                      |
| He et al. [95]    | 2020 | C      | COCO [98], CrowdHuman [107]  | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Pan et al. [89]   | 2020 | L      | KITTI [20]                   | A         | Direct Modeling                                  | NMS             | mAP                                      |
| Wang et al. [90]  | 2020 | L      | KITTI [20], Wayne [109]      | A         | Direct Modeling                                  | NMS             | mAP                                      |

† L: LiDAR, C: RGB Camera, R: Radar  ‡ A: Aleatoric uncertainty, E: Epistemic uncertainty

1) Precision, Recall and the F1-Score

In the context of object detection, only predictions above a pre-defined classification score threshold, $\delta_{cls}$, are considered for evaluation. They are further divided into True Positives (TP) and False Positives (FP), based on their Intersection over Union (IOU) scores with ground truth objects. Detections above a certain pre-defined IOU threshold, $\delta_{iou}$, are considered as True Positives if they share the same class labels as the ground truth objects. Detections that are misclassified, or have an IOU below the $\delta_{iou}$, are considered False Positives. False Negatives (FN) are further defined as the ground truth bounding boxes, which are either missed or not associated with predictions due to low IOU scores. The counts of TP and FP were used in [87] to evaluate their proposed probabilistic object detector. TP and FP scores were also used to construct the Receiver Operating Characteristic (ROC) curves in [7, 90].

Based on TP, FP, and FN, one can derive Precision, Recall, and the F1-Score as: Precision = TP/(TP+FP), Recall = TP/(TP+FN), F1-Score = 2·Precision·Recall/(Precision+Recall). Precision, recall and F1 metrics are used in [6, 9] to estimate probabilistic object detector performance. One major issue of the above-mentioned evaluation metrics is that they do not take into account the values of the predicted uncertainty when determining if a detection is correct. As an example, a bounding box is considered correct if it achieves an IOU $\geq \delta_{iou}$ with a groundtruth box, a rule that does not depend on the bounding box’s predicted uncertainty in any way, rendering the uncertainty prediction irrelevant to the evaluation.

2) Mean Average Precision

Average Precision (AP) was proposed by Everingham et al. [102] to evaluate the performance of object detectors. It is defined as the area under the continuous precision-recall (PR) curve, approximated through numeric integration over a finite number of sample points [102]. Mean AP (mAP) is the average of all AP values computed for every object category found in the test dataset. It can also be averaged across multiple IOU thresholds $\delta_{iou} \in [0.5, \ldots, 0.95]$ as proposed in [98], a measure referred to as COCO mAP. Though mAP is the standard evaluation metric in object detection, it does not take into account the predictive uncertainties into account. In fact, if two probabilistic object detectors predict bounding boxes with the same mean values but wildly different covariance matrices, they will have the same mAP performance. Nevertheless, the majority of recent work on probabilistic object detection [9].
3) Probability-based Detection Quality

Hall et al. [5] proposed the Probability-based Detection Quality (PDQ) as a metric to measure the quality of 2D probabilistic object detection on images. PDQ was later used by [13], [82] for uncertainty evaluation. PDQ is designed to jointly evaluate semantic uncertainties and spatial uncertainties in image-based object detection. The semantic uncertainties are evaluated by matching the predicted classification scores with the ground truth labels for each object instance in images. The spatial uncertainties are encoded by covariance matrices, by assuming a Gaussian distribution on the top-right or the bottom-left corner of a bounding box. The optimal PDQ is achieved, when a predicted probability correlates the prediction error, for example, when a large spatial uncertainty correlates with an inaccurate bounding box prediction.

PDQ assigns every ground truth an optimal corresponding detection using the Hungarian algorithm, removing the dependency on IOU thresholding that is required for mAP. Furthermore, PDQ measures the probability mass assigned by the detector to true positive detection results, and is evaluated at a single classification score threshold requiring practitioners to filter low scoring output detection results prior to evaluation. PDQ assumes 2D Gaussian corner distributions and cannot evaluate methods assuming a Laplace distribution such as [15], [16]. Finally, because of how the spatial quality is defined, PDQ can only be computed for 2D probabilistic detection results defined in image space, with no straightforward extensions available for 3D probabilistic object detectors.

4) Minimum Uncertainty Error

The Uncertainty Error (UE) was first proposed by Miller et al. [7] to evaluate probabilistic object detectors. UE can be thought of as the probability that a simple threshold-based classifier makes a mistake when classifying output detections into true positives and false positives using their predicted spatial uncertainty estimates. UE ranges between 0 and 0.5, and as the uncertainty error approaches 0.5, using the predicted uncertainty estimates to separate true positives from false positives is no better than a random classifier. The best uncertainty error achievable by a detector over all possible thresholds is called the Minimum Uncertainty Error (MUE), and is used to compare probabilistic object detectors in [7], [13].

Similar to mAP, MUE requires an IOU threshold \( \delta_{\text{iou}} \) to determine which detections are counted as true positives, and is therefore threshold-dependant. Furthermore, MUE is not affected by the scale of uncertainty estimates. In other words, rescaling or shifting the uncertainty values for all detections with the same value results in a constant MUE score. Therefore, MUE is only capable of providing information on how well the estimated uncertainty can be used to separate true positives from false positives, but not on the quality of estimated uncertainty.

5) Jaccard IoU

Recently, Wang et al. [90] propose Jaccard IoU (JIoU) as a probabilistic generalization of IoU. Unlike IoU which simply compares the (deterministic) geometric overlap between two bounding boxes, JIoU measures the similarity of their spatial distributions. Such distributions can be predicted by probabilistic object detection networks, or by inferring the uncertainties inherent in ground truth labels (which serve as the “references of probability distribution”) [90]. In fact, JIoU simplifies to IoU when bounding boxes are assumed to follow simple uniform distributions. Similar to IoU, JIoU ranges within \([0, 1]\). It is maximized only when two bounding boxes have the same locations, same extents, as well as same spatial distributions. In general, JIoU provides a natural extension of IoU to evaluate probabilistic object detection. It also considers ambiguity and uncertainty inherent in ground truth labels, which are ignored by other evaluation metrics such as mAP and PDQ. However, a separate model is needed to approximate ground truth spatial uncertainty in the labeling process, which has only been proposed for LiDAR point cloud [90], [110]. Therefore, the use of JIoU is limited to evaluating LiDAR-based probabilistic object detection to date.

6) Proper Scoring Rules

To our surprise, none of the previous work on probabilistic object detectors use proper scoring rules for evaluating the quality of their predicted probability distributions. This observation was also noted in the recent work of Harakeh and Waslander [111], where it was argued that proper scoring rules are essential for a theoretically sound evaluation of predicted distributions from probabilistic object detectors. It was also shown in [111] that mAP, MUE, and PDQ are not proper scoring rules. For our experiments in Sec. IV-D we will use NLL as a proper scoring rule for evaluating the quality of predicted category and bounding box probability distributions.

D. Sensor Modalities

Different sensors have different sensing properties and observation noises, and thus can affect the behaviours of aleatoric uncertainty in probabilistic object detection. Most studies to date employ LiDARs [6]–[11], [15]–[17], [80], [89] and RGB cameras [6], [7], [13], [14], [65], [81]–[83], [87], [105] in probabilistic object detection. Only Dong et al. [91] propose to model uncertainty in radar sensors. The LiDAR-based networks often deal with 3D detection for single object class or a few object classes, such as “Car”, “Cyclist” and “Pedestrian”. In comparison, the camera-based approaches focus on the multi-class 2D detection with more diverse classes. For example, Harakeh et al. [13] evaluate 2D probabilistic object detection with ten common road scene object categories in the BDD dataset [18], as well as 80 object categories in the COCO dataset [98].
E. Applications and Use Cases of Predictive Uncertainty

The behaviours of epistemic and aleatoric uncertainties in a network are studied in [8], [17], [81], [83]. These works verify that epistemic uncertainty is related to the detections different from the training samples (open-set detections), whereas aleatoric uncertainty reflects complex noises inherent in sensor observations such as distance and occlusion. In addition, Bertoni et al. [83] study the task ambiguity in depth estimation with monocular images, and Wang et al. [90] study the uncertainty inherent in ground truth labels for LiDAR-based object detection.

Epistemic uncertainty is applied to detect out-of-distribution (OOD) objects in [9]. They find that thresholding the classification uncertainty captured by MC-Dropout reduces detection errors for OOD objects when compared to the standard softmax confidence. Epistemic uncertainty is also used in [10] to select unseen samples in an active learning framework, in order to train LiDAR 3D object detectors with minimal human labeling effort.

Aleatoric uncertainty is mainly used to improve detection accuracy. This can be achieved by directly modeling uncertainty in the training loss (e.g. the attenuated regression loss shown in Eq. [4]) such that networks learn to handle noisy data and enhance the robustness. It can also be achieved by incorporating uncertainty in the post-processing step when merging duplicate detections. For example, Choi et al. [88] rank detections during NMS based on location uncertainty in addition to classification scores. Meyer et al. [15] adapt the IoU threshold when merging detections to their location uncertainty instead of a pre-defined value for all detections. Finally, thresholding aleatoric uncertainty has been shown to effectively remove False Positive samples in [87].

IV. Comparative Study

A major challenge for new researchers and practitioners entering the probabilistic object detection domain is the lack of a consistent benchmark among methods presented in literature. This problem is evident when looking at Tab. I where one can see that it is uncommon for state-of-the-art methods to use the same dataset and evaluation metric combinations, leading to difficulty in determining which method works best for autonomous driving. In this section, we attempt to alleviate this problem by performing a comparative study of the performance of common modifications described in Sections II and III that are used to extend deterministic object detectors to predict probability distributions. By using the same base network, datasets, and multiple evaluation metrics, we aim to have a controlled setup to perform a fair comparison. Specifically, we focus on 2D image-based detection for seven object categories. All networks are trained on the large-scale BDD100K dataset [18], and evaluated on the BDD100K, KITTI [20], and Lyft [21] datasets. Note that due to the lack of large-scale open datasets with diverse multiclass labels, we do not conduct experiments for 3D object detection and for LiDAR point cloud.

Sec. IV-A summarizes the configurations of probabilistic object detectors used for the comparative study. Sec. IV-B and Sec. IV-C provide the experimental setup and implementation details, respectively. Sec. IV-D presents the main experimental results and our conclusions. Finally, Sec. IV-E compares the behaviours of aleatoric uncertainty in an image and a LiDAR-based object detectors.

A. Our Probabilistic Object Detectors

For a fair evaluation, we re-implement the various uncertainty estimation mechanisms described in Sec. III-B using a 2D image-based object detector, RetinaNet [19], as the basic network. The new network models the bounding box parameters as multivariate Gaussians with a diagonal covariance matrices, and uses the softmax function to predict the parameters of categorical distributions for object classification. The probabilistic extensions to RetinaNet are summarized in Tab. II. To extend RetinaNet for modeling aleatoric uncertainty, we implement three different approaches: Loss Attenuation, BayesOD, and Output Redundancy, which are summarized in rows 1 – 3 of Tab. II. Loss Attenuation uses Direct Modeling for estimating the uncertainty in regression and classification outputs, by predicting the means and variances for bounding box regression variables and softmax logits. The network is trained using the attenuated regression losses as well as the modified classification loss to learn softmax logit variances (details cf. Appx. B). Existing probabilistic object detectors which use this Direct Modeling approach are summarized in Sec. III-B2. BayesOD modifies the post-processing step of Loss Attenuation to replace non-maximum suppression (NMS) with data association followed by Bayesian Inference as proposed in [13]. Since only a single modification is required to formulate BayesOD from Loss Attenuation, comparing the performance of the two provides insights on how useful Bayesian inference is when compared to standard NMS. The final approach for estimating aleatoric uncertainty is Output Redundancy, which leaves the base network and detection head of the deterministic RetinaNet model intact, and only modifies the post-processing step to cluster redundant output detections (Sec. III-B2). To estimate category and bounding box uncertainty, Output Redundancy extracts sample statistics from clusters of output detections, avoiding the auxiliary variance predictions used in most probabilistic object detection approaches.

To model epistemic uncertainty, methods proposed in [6], [7] are implemented by incorporating dropout into the detection head of a deterministic RetinaNet model. We follow the implementation described in [7] which clusters output after the NMS step, treating the object detector as a Black Box (row 8 of Tab. II). Since the Black Box and Output Redundancy implementations do not explicitly model the variance parameters of the bounding box output of RetinaNet, comparing the quality of their bounding box output uncertainty to methods that use Direct Modeling of the variance parameters should provide an indicator on the value of Direct Modeling in probabilistic object detection.

Finally, the probabilistic object detectors which jointly model epistemic and aleatoric uncertainties are summarized in rows 4 – 7 of Tab. II. To model both types of uncertainty, we extend Loss Attenuation and BayesOD to perform stochastic dropout runs by modifying the detection head with dropout
layers with two extensions: Loss Attenuation + Dropout and BayesOD + Dropout. Loss Attenuation + Dropout extends Loss Attenuation by performing multiple stochastic MC-Dropout runs during inference, followed by the standard NMS. The same setting has been implemented in [8]. BayesOD + Dropout performs MC-Dropout during inference, and then associates detections by a Gaussian Mixture Model to fuse aleatoric and epistemic uncertainty estimates according to Eq. 5 and Eq. 6. This method has been implemented previously in [13].

Additionally, we train independent Loss Attenuation models to construct deep ensembles [63]. We provide two implementations to fuse detections from ensemble results: Pre-NMS Ensembles fuse detections before the NMS step, and Post-NMS Ensembles performs data association and fusion after the NMS step. These ensemble + loss-attenuation approaches have not been attempted in literature, and can be considered a direct application of the uncertainty estimation mechanisms in [63] to the object detection problem.

B. Experimental Setup

Recent work on evaluating uncertainty estimates of deep learning models for classification tasks [64] suggests the necessity of uncertainty evaluation under dataset shift. In this regard, we chose three common object detection datasets with RGB camera images for autonomous driving, in order to evaluate and compare our probabilistic object detectors: the Berkeley Deep Drive 100K (BDD) Dataset [18], the KITTI autonomous driving dataset [20], and the Lyft autonomous driving dataset [21]. All presented probabilistic object detectors are trained using the official training frames of BDD to detect seven common dynamic object categories relevant to autonomous driving: Car, Bus, Truck, Person, Rider, Bicycle, and Motorcycle. The detectors are then evaluated across all three datasets to quantify the uncertainty estimation quality with or without dataset shift.

Evaluation without Dataset Shift: First, we conduct comparative experiments without dataset shift, by testing the probabilistic object detectors on the official BDD validation dataset. This experimental setup corresponds to common object detection experiments in the literature, which quantify the performance of probabilistic object detectors on a test dataset with similar data distribution to the training set.

Evaluation with Dataset Shift: To quantify performance under dataset shift, probabilistic detection models trained only on the BDD dataset are tested on 7,481 frames from the KITTI [20] dataset and 5,000 randomly chosen frames from the Lyft [21] autonomous driving dataset. The results on Lyft and KITTI are then compared against the results on the BDD validation dataset. Here, we only evaluate on the Car and Person object classes, as they are the only two classes that have the same definition in all three datasets. More detailed information on three datasets as well as the dataset shift from BDD to KITT and BDD to Lyft can be found in Appx. [F]

C. Training and Inference

For all probabilistic object detectors mentioned above, we follow the training setup proposed in the original RetinaNet paper [19], using the authors’ original open source implementation provided by the Detectron2 [112] 2D object detection library. More specifically, we use RetinaNet with a Resnet-50 backbone and a feature pyramid network (FPN). We train all models on the BDD training dataset split using a batch size of 4 for 90k iterations using stochastic gradient descent with 0.9 momentum. We use a base learning rate of 0.0025 which is dropped by a factor of 10 at 60,000 and then at 80,000 iterations. For methods requiring dropout, the dropout rate of 0.1 is selected. We find out that using higher dropout rates resulted in up to 10% drop in mAP when compared to the original RetinaNet model.

During inference, we use an NMS threshold of 0.5 for methods requiring NMS. For methods requiring data association, we use the Basic Sequential Algorithmic Scheme (BSAS) with a spatial affinity threshold of an IOU of 0.9 as recommended in [7]. For methods requiring dropout, we perform 10 stochastic dropout runs, as suggested by [35]. Since the deep ensemble method is computationally very expensive, we use an ensemble of 5 independently trained but identical models, the minimum number recommended in [63].

D. Experimental Results and Discussions

This section shows the key experimental results and findings from our proposed probabilistic object detectors. We first summarize the evaluation results in scenarios with and without dataset shift, and then list our findings with in-depth discussions.

General Results and Evaluation Metrics

Tab. [III] presents the results of our comparative experiments on BDD validation data split without dataset shift, where metrics are averaged over the seven dynamic object categories of interest. We quantify the performance of probabilistic object detection using the mean Average Precision (mAP)

---

### Table II: A summary of uncertainty modeling methods used for the Base Network, Detection Head, and Post-processing stages of each of our implemented probabilistic object detectors.

| Method                      | Unc. Type | Base Network | Detection Head | Post-processing                          |
|-----------------------------|-----------|--------------|----------------|-------------------------------------------|
| 1. Output Redundancy        | A         | Unmodified   | Unmodified     | Data Association → Sample Statistics      |
| 2. Loss Attenuation         | A         | Unmodified   | Reg and Cls variance | NMS                                       |
| 3. BayesOD                  | A         | Unmodified   | Reg and Cls variance | Data Association → Bayesian Fusion        |
| 4. Loss Attenuation + Dropout | A + E   | Unmodified   | Reg and Cls variance, MC-Dropout | NMS                                       |
| 5. BayesOD + Dropout        | A + E     | Unmodified   | Reg and Cls variance, MC-Dropout | Data Association → Bayesian Fusion        |
| 6. Pre-NMS Ensembles        | A + E     | Ensembles    | Reg and Cls variance, Ensembles | Data Association → Gaussian Mixture → NMS |
| 7. Post-NMS Ensembles       | A + E     | Ensembles    | Reg and Cls variance, Ensembles | NMS → Data Association → Gaussian Mixture |
| 8. Black Box                | E         | Unmodified   | MC-Dropout     | NMS                                       |

† A: Aleatoric uncertainty, E: Epistemic uncertainty
and Probability Detection Quality (PDQ) metrics introduced in Sec. II-C as well as the Negative Log Likelihood (NLL) estimates in Sec. II-E. NLL is evaluated for both the estimated category and bounding box distributions of true positive detections, which have IOU > 0.7 scores with ground truths in the scene. This IOU threshold of 0.7 was chosen following the standard threshold set by the KITTI and BDD datasets when evaluating 2D object detection. Tab. III also shows the runtime of each probabilistic object detection method on a machine with an Nvidia Titan V GPU and Intel i3770k CPU, in order to show the potential for deploying those methods on autonomous vehicles.

The first row of Tab. III shows that our deterministic RetinaNet baseline achieves 28.62% mAP, an acceptable value that conforms to the 28% – 30% mAP range reported by baselines provided in the original BDD dataset paper [18]. We notice that all implemented probabilistic extensions to RetinaNet are less than 2% mAP difference compared to the deterministic baseline. On the other hand, Tab. IV presents the mAP of the implemented probabilistic object detectors under dataset shift, evaluated only on the Car and Person categories on the BDD validation, KITTI, and Lyft datasets. Tab. IV shows that when we only consider the Car and Person categories for our evaluation, all detection methods show an increase of mAP values from ~28% to ~40% on the BDD dataset, because detecting two object categories is easier than seven categories. Compared to the mAP performance on the BDD dataset, a slight drop of 2 ~ 3% mAP is observed when evaluating on the KITTI dataset, as well as a substantial drop of over 30% mAP on the Lyft dataset. This is because the domain shift from BDD to Lyft data is much stronger than from BDD to KITTI data, as discussed in Sec. IV-B.

Fig. 4, Fig. 5, and Fig. 6 show bar plots of the regression and classification NLL, calibration errors, and minimum uncertainty errors respectively. Those uncertainty estimation values are averaged over the Car and Person categories from the BDD validation, KITTI, and Lyft datasets. For evaluating calibration performance, we use the Marginal Calibration Error (MCE) metric for category classification and Expected Calibration Error (ECE) for bounding box regression (both metrics have been introduced in Sec. II-E1). Regarding on the uncertainty estimation in classification, Fig. 4 (left) shows that all probabilistic object detectors exhibit a lower classification NLL compared to the marginal calibration error on the BDD validation. However, the magnitude of increase in PDQ between probabilistic object detectors is not proportional to the magnitude of decrease in regression NLL. As an example, Tab. III shows that Black Box has a regression NLL that is two orders of magnitude larger than other probabilistic detectors, while still performing on par with other probabilistic object detectors on mAP. Unlike mAP, we notice a direct correlation between PDQ and regression NLL, where the lowest PDQ is achieved by methods with the highest regression NLL (Black Box and Output Redundancy), while the highest PDQ is achieved by the methods with the lowest regression NLL. Tab. III shows mAP to be correlated to the classification Negative Log Likelihood (NLL). As an example, the method that achieves the lowest mAP in Tab. III, Output Redundancy, is seen to have the highest classification NLL and as such the worst classification performance. On the other hand, Tab. III shows mAP to have no correlation to the regression NLL. As an example, Tab. III shows that Black Box has a regression NLL that is two orders of magnitude larger than other probabilistic detectors, while still performing on par with other probabilistic object detectors on mAP.

### TABLE III: An evaluation with no dataset shift by testing detectors on the BDD validation dataset. Results are averaged over all seven dynamic object categories.

| Method                     | mAP (%) | PDQ (%) | Cls NLL | Reg NLL | Frame Rate (FPS) |
|----------------------------|---------|---------|---------|---------|------------------|
| Deterministic RetinaNet (Baseline) | 40.63   | 37.11   | 5.33    | 0.69    | 2806.52          |
| Output Redundancy           | 38.75   | 34.99   | 5.21    | 0.69    | 1252.43          |
| Loss Attenuation            | 41.09   | 39.15   | 5.96    | 0.70    | 13.06            |
| BayesOD                    | 41.33   | 39.32   | 6.01    | 0.71    | 13.03            |
| Loss Attenuation + Dropout  | 40.39   | 38.90   | 5.97    | 0.71    | 2.18             |
| BayesOD + Dropout           | 40.52   | 38.99   | 5.98    | 0.71    | 2.19             |
| Pre-NMS Ensembles          | 41.85   | 39.30   | 5.95    | 0.71    | 2.18             |
| Post-NMS Ensembles         | 41.95   | 39.52   | 5.949   | 0.71    | 2.20             |
| Black Box                  | 40.53   | 37.01   | 5.23    | 0.71    | 2.19             |

### TABLE IV: Mean average precision (mAP) results of evaluation under dataset shift. The mAP scores are computed using the car and pedestrian categories on the BDD, Lyft, and KITTI datasets.

| Method                     | BDD | KITTI | Lyft |
|----------------------------|-----|-------|------|
| Deterministic RetinaNet (Baseline) | 28.62 | 37.11 | 5.33 |
| Output Redundancy           | 26.90 | 18.40 | 0.91 |
| Loss Attenuation            | 28.54 | 33.29 | 0.70 |
| BayesOD                    | 28.65 | 36.55 | 0.70 |
| Loss Attenuation + Dropout  | 27.51 | 32.34 | 0.74 |
| BayesOD + Dropout           | 27.60 | 36.02 | 0.75 |
| Pre-NMS Ensembles          | 29.23 | 33.21 | 0.71 |
| Post-NMS Ensembles         | 29.18 | 32.47 | 0.69 |
| Black Box                  | 28.10 | 18.22 | 0.69 |

Tab. III shows mAP to be correlated to the classification Negative Log Likelihood (NLL). As an example, the method that achieves the lowest mAP in Tab. III, Output Redundancy, is seen to have the highest classification NLL and as such the worst classification performance. On the other hand, Tab. III shows mAP to have no correlation to the regression NLL. As an example, Tab. III shows that Black Box has a regression NLL that is two orders of magnitude larger than other probabilistic detectors, while still performing on par with other probabilistic object detectors on mAP.
Negative Log Likelihood in Fig. 3 (left) for all evaluated probabilistic object detectors. Regarding on the uncertainty estimation in regression, the right plots from Fig. 4, Fig. 5 and Fig. 6 show that regression metrics have little difference under dataset shift. The reason for this phenomenon might be that we only evaluate well-localized regression outputs, where regressed bounding boxes are required to achieve an IOU ≥ 0.7 with ground truth boxes.

Finally, looking at the runtime of each probabilistic object detector in the last column of Tab. III, we notice that all probabilistic extensions necessarily introduce a drop in frame rate when compared to deterministic RetinaNet. However, the drop introduced by methods that estimate aleatoric uncertainty such as Loss Attenuation is much lower than the drop introduced by parameter-sampling methods that estimate epistemic uncertainty (MC-Dropout and Deep Ensembles).

Comparison of each method and discussions

In the following, we compare each probabilistic object detection methods in detail, and highlight the most prominent takeaways from our comparative studies. We would like to note that unless stated otherwise, conclusions made in this section are specific to our experimental setup, where we used a single-stage probabilistic object detector that is trained on autonomous driving datasets. We leave a more general comparative study on 3D object detection and LiDAR point cloud as an interesting future work.

1. Using mAP as the only evaluation metric is not sufficient for quantifying the quality of predicted uncertainty in probabilistic object detectors. It is important to emphasize this point due to the widespread practice of using only mAP as an evaluation metric when comparing state-of-the-art probabilistic object detection (See Tab. II). mAP is clearly not related to the quality of uncertainty estimates provided by probabilistic object detectors, a quality that can be quantitatively observed in Tab. II. In this table, the mAP scores among different probabilistic object detection methods are comparable, with only 2–3% mAP differences. However, the uncertainty scores (such as regression NLL) vary significantly, indicating very different uncertainty estimation performance. Taking a closer look at the performance of BayesOD and Pre-NMS ensembles, the table shows that BayesOD outperforms Pre-NMS ensembles on regression NLL, classification NLL and PDQ, but under-performs the same method in mAP, resulting in different rankings of BayesOD and Pre-NMS ensembles.

Since mAP is important for evaluating the performance of deterministic object detectors, we argue that a good probabilistic object detector should maintain competitive mAP when compared to deterministic counterparts. Therefore, we suggest that researchers use proper scoring rules such as NLL as well as calibration errors for comparing and ranking probabilistic object detectors.

2. Estimating spatial uncertainty through Loss Attenuation is essential for high quality predictive distributions in our experiments. Tab. III shows that Black Box and Output Redundancy are a have a ~50% drop in PDQ scores when compared to the rest of the implemented methods. Tab. III also shows that the regression NLL values of Black Box and Output Redundancy are two orders of magnitude larger than all other implemented probabilistic detectors. This observation is consistent when looking at results under dataset shift in Fig. 4 where regression NLL values of Black Box and Output Redundancy are seen to be around $10^3$ on BDD, KITTI, and Lyft data while the remaining probabilistic detectors have a regression NLL values that is closer to $10^3$. In addition, Fig. 5 shows that the regression calibration error of both Black Box and Output Redundancy is around 0.04, on par with the best calibrated method, BayesOD, on the BDD dataset. However, the regression calibration error is seen to increase as the magnitude of the dataset shift increases, where Black Box and Output Redundancy become the methods with the highest regression calibration error on the Lyft dataset.

Tab. II shows that the common design decision in both Black Box and Output Redundancy is the lack of Direct Modeling of uncertainty in their detection head. Instead, both Black Box and Output Redundancy methods use redundant output detections to compute estimates of the sample covariance for regression output. Theoretically, a sample covariance matrix in would require 2 independent output boxes to be estimate, and much more if this estimation is to be reliable. In addition, sample covariance estimates are highly sensitive to outliers [113]. Spatial clustering approaches used by the Black Box and Output Redundancy by definition need to sacrifice localization accuracy to obtain larger cluster sizes, increasing the probability of having outliers as cluster members. The Black Box method uses a low number of redundant boxes that are clustered after the non-maximum suppression (NMS) stage for spatial uncertainty estimation, which is seen in Table III as a higher regression NLL than that of Output Redundancy. On the other hand, Output Redundancy uses a large number of redundant output boxes collected before NMS, resulting in a better regression NLL at the expense of a much worse classification NLL, because low scoring detections are included in averaging their classification scores. For these reasons, we recommend the Direct Modeling approach for explicitly estimating the uncertainty of regressed bounding boxes when designing probabilistic object detectors.

3. Estimating classification variance using Loss Attenuation offers no improvement in the quality of predictive uncertainty over baseline classification from deterministic RetinaNet. Unlike the benefits offered by directly modeling the spatial uncertainty, we found little benefits from modeling the classification variance using the formulation proposed by Kendall et al. [35] (and introduced in Sec. II-D3). Tab. III shows that methods that explicitly estimate the variance of class logit vectors output by the network prior to the softmax output layer, such as Loss Attenuation, have the same classification NLL scores as the vanilla network softmax classification output distribution when tested with no dataset shift. Under dataset shift, modeling the variance parameters for the logit vector results in mixed results when looking at NLL in Fig. 4 where Loss Attenuation showing a lower NLL value on the KITTI dataset but higher NLL on the Lyft dataset when compared to deterministic RetinaNet. On the other hand, Fig. 5 and 6 show that Loss Attenuation does have a lower classification calibration error and a lower classification...
4. Bayesian inference provides better spatial uncertainty qualities when compared to standard NMS. This phenomenon has been previously shown in [13], which employs Bayesian inference to fuse information from cluster members instead of selecting the detection with the highest score in the standard NMS. Tab. III shows that BayesOD follows the same probabilistic detection architecture as Loss Attenuation, with the only difference that BayesOD replaces NMS with the Bayesian Fusion. Tab. III shows that with this simple change, BayesOD gains 3% in PDQ and reduces the regression NLL by 2.24 points compared to Loss Attenuation. Similarly, Fig. 5 shows that BayesOD has the lowest regression calibration error among all methods. Fig. 6 shows that BayesOD is the only method with a regression minimum uncertainty error substantially lower than 0.48, implying that the regression entropy output from BayesOD can be used to distinguish false positive detections from true positive detections. Unfortunately, the improvement in spatial uncertainty estimation performance comes at a cost to runtime. Table III shows that replacing NMS with Bayesian Inference in BayesOD causes a FPS from 15.21 to 9.75 when compared to Loss Attenuation, which corresponds to approx. 37 ms more inference time. We therefore recommend that Bayesian Inference as a replacement for standard NMS, if better calibrated bounding box distributions are desired and the cost of additional computational can be
Attenuation and BayesOD models are shown to provide worse shift in Tab. III and for evaluation with dataset shift in Tab. IV. Slight improvement to mAP both for evaluation without dataset shift in Tab. III and Tab. IV show Loss Attenuation and methods. Cost when compared to aleatoric uncertainty estimation methods does not justify their computational cost.

5. The performance gains in the quality of predictive uncertainty when using sampling-based epistemic uncertainty estimation methods does not justify their computational cost when compared to aleatoric uncertainty estimation methods. Tab. III and Tab. IV show Loss Attenuation and BayesOD to exhibit a mAP drop when MC-Dropout is added to model epistemic uncertainty. On the other hand, both Pre-NMS and Post-NMS variants of ensembles are seen to provide a slight improvement to mAP both for evaluation without dataset shift in Tab. III and for evaluation with dataset shift in Tab. IV. However, the difference of mAP is only within 2 – 3% range. Fig. 3 shows that ensemble methods do not provide a substantial improvement in the quality of predicted uncertainty estimates compared to a single model, when evaluated using classification and the regression NLL. The same conclusion can be reached by observing calibration and MUE results in Fig. 3 and Fig. 4 respectively, where methods using ensembles exhibit similar performance to a single model trained with Loss Attenuation. On the other hand, Fig. 3, Fig. 5 and Fig. 6 show Loss Attenuation + Dropout and BayesOD + Dropout models to have a worse performance when compared to models trained with no dropout on NLL, calibration errors, and MUE respectively.

The reason behind the lack of significant improvement from Ensembles can be explained by looking at the size of the training dataset. As Kendall et al. suggested in [33], epistemic uncertainty can be explained away under large data situations such as our training on 70K frames from the BDD dataset. MC-Dropout on the other hand has been shown to significantly under-perform ensembles and other methods on simple predictive uncertainty estimation tasks such as classification in [34], [114]. These results from literature also translate to our results on probabilistic object detection, where Dropout enabled Loss Attenuation and BayesOD models are shown to provide worse predictive uncertainty when compared to their Dropout-free counterparts. One final disadvantage of these sampling-based methods is how computationally expensive both MC-Dropout and ensemble-based methods are, with both methods having the slowest runtimes in Tab. III. We therefore conclude that the current methods used for epistemic uncertainty estimation do not provide enough improvement in the quality of estimated uncertainty to justify their high computational cost.

E. Aleatoric Uncertainty in Camera and LiDAR Perception

RGB camera images and LiDAR point clouds are two dominant sensing modalities in autonomous driving. They have unique sensing properties and observation noise characteristics, which fall in the category of aleatoric uncertainty. In this section, we compare aleatoric uncertainty in image perception by common front-view RGB images, and LiDAR perception by Bird’s Eye View representation. To do this, we conduct experiments on the “Car” objects in the KITTI dataset [20]. We collect 2D image detections from the RetinaNet (Loss Attenuation) introduced in Sec. IV-A as well as their associated 3D LiDAR detections from ProbPIXOR [11] (cf. Tab. I). Tab. IV illustrates the correlations between aleatoric uncertainties in image or LiDAR perception and detection distance and occlusion, in terms of Pearson Correlation Coefficients (PCC). Defined in KITTI [20], occlusion is an ordered categorical value, with 0 indicating fully visible, 1 partly occluded, and 2 largely occluded. The aleatoric uncertainties in regression and classification are measured by the Total Variance and Shannon Entropy metrics, respectively (cf. Sec. II-E). Note that the size of bounding boxes from image detection vary significantly (big at near range and small at far range). To have a fair comparison, we normalize the Total Variance values by the diagonal length of bounding boxes (both in LiDAR and image perception). Aleatoric uncertainties (both classification and regression) in LiDAR detections are more correlated with detection distance than image detections with much larger PCC values. Fig. 7(a) supports this observation by plotting the distribution of regression uncertainties for all predictions (normalized to the same scale). Such uncertainty difference is due to the fact that the density of LiDAR point clouds are largely affected by distance, whereas the camera images do not directly provide the depth information (cf. Fig. 7(b)). Conversely, uncertainties in image detections (esp. in bounding box regression) are much more correlated with occlusion than those in LiDAR detections, because objects in images are often occluded and difficult to localize, while this is not the case in LiDAR point clouds (cf. Fig. 7(b)). Note that in this experiment we only show the difference between front-view image detection and BEV LiDAR detection. Note that there exist methods which project RGB images onto Bird’s eye view [113], or LiDAR points onto front-view for 3D detection [15]. We leave a comparative study for uncertainty

---

**TABLE V:** The Pearson Correlation Coefficients (PCC) between aleatoric uncertainties and detection distances and occlusions, produced by a 2D image object detector and a 3D LiDAR object detector.

| Sensors | Reg. Unc. | Cls. Unc. | Reg. Unc. | Cls. Unc. |
|---------|-----------|-----------|-----------|-----------|
| Image   | 0.090     | 0.223     | 0.485     | 0.147     |
| LiDAR   | 0.551     | 0.510     | 0.126     | 0.158     |

---

**Fig. 7:** (a). The heatmaps of regression aleatoric uncertainties in image detections and LiDAR detections. (b). An illustration of object detections in RGB camera images and LiDAR point clouds in the bird’s eye view.
modelling in these methods as an interesting future work.

V. CHALLENGES AND FUTURE WORK

In this section, we discuss several challenges and directions for future work in probabilistic object detection.

A. Efficient Epistemic Uncertainty Estimation

Based on the papers reviewed, explicitly modelling epistemic uncertainty in probabilistic object detection usually requires a sampling mechanism such as MC-Dropout or Deep Ensembles, which are highly time-consuming and memory-intensive. For example, running MC-Dropout with 10 inferences has a speed of 2 – 3 FPS in Tab. III which is challenging for online autonomous driving. Recently, several works attempt to estimate epistemic uncertainty without sampling. For example, Postel et al. [37] propose to approximate epistemic uncertainty by an error propagation method. Furthermore, Sensoy et al. [24] and Amini et al. [67] have shown that it is possible to directly predict the high-order conjugate priors of network output distributions (a Dirichlet prior for the multinomial distribution in classification [24], and a Inverse-Gamma prior for the Gaussian distribution in regression), which are used to estimate epistemic uncertainty from single-shot inference based on evidential deep learning perspective. Incorporating Error Propagation in probabilistic object detectors would be an interesting direction of future work.

B. Aleatoric Uncertainty Decomposition

Aleatoric uncertainty, defined as the observation noise inherent in sensor measurements, can be decomposed into several sources. For example, aleatoric uncertainty arises from varied weather conditions (e.g. consider night-time, fog, or rain scenarios in camera perception), sensor precision and quality, as well as data annotation errors or ambiguity (e.g. labeling a car with a mountain bike on its roof only as "Car" class, instead of as "Car" and "Bike" objects). Czarnecki et al. [59] defined seven sources of uncertainty a perception module can model during the model development and operation (cf. Appx. A) However, current probabilistic object detectors only model aleatoric uncertainty as a whole. It is an interesting future research direction to decompose aleatoric uncertainty and model each source of uncertainty separately. In this way, the uncertainty interpretability and detection performance may be potentially improved.

C. Uncertainty Propagation to Downstream Modules

The majority of works in probabilistic object detection focus on how to leverage uncertainty to improve the detection accuracy, especially in terms of Average Precision (AP), as we have discussed in Sec. III-C. However, object detection is only a building block in the long signal processing chain of the self-driving vehicle autonomy stack. Propagating the frame-by-frame detection uncertainties to the sequential downstream modules is expected to improve both the safety and robustness of the system as a whole. For example, multi-target tracking, an essential autonomous driving task, could benefit from estimated localization uncertainty of detected objects, which can be used to bootstrap object states in multi-target trackers based on Bayesian filtering [116]. Another task that could benefit from uncertainty estimates from object detection is the object-based simultaneous localization and mapping [117], where the predicted mean and covariance matrices from bounding boxes can be used as measurement updates. Finally, using uncertainty estimates from probabilistic object detection for behavior prediction of multiple agents in road scenes [118] or for driver assistance system [119] could be another interesting directions. We encourage further research on methods to incorporate predicted uncertainty from probabilistic object detection into the various tasks required by autonomous vehicles.

D. Better Evaluation of Probabilistic Object Detection

We have shown in Sec. IV that mean Average Precision (mAP) does not consider the quality of bounding box uncertainty in comparing probabilistic object detectors. Two objects with the same mean but different covariance matrices for their output bounding boxes will yield the same mAP. Following the work in [111], we recommend researchers to evaluate probabilistic object detection using proper scoring rules for a theoretically-sound evaluation as well as calibration errors for better insight on calibration quality of predicted probability distributions. In addition, PDQ can be useful for analyzing probabilistic object detectors, as it provides a summary of performance as a single scalar. One should note however that PDQ is not a proper scoring rule [111] and should not be used by itself to rank probabilistic object detectors.

Beyond proper scoring rules, we argue that probabilistic object detection should be evaluated in context of the full autonomous vehicle stack (i.e. from perception and prediction to planning and action). It is a difficult task that requires access to an autonomous vehicle platform and a complete software stacks [120], [121] that support the integration of uncertainty estimates from probabilistic detectors in subsequent tasks. In this case, building autonomous vehicle simulators with high fidelity could help (e.g. [122], [123]). It is an important and challenging future research direction to build such a simulator that could take the predictive uncertainty from probabilistic object detectors as inputs, and evaluate probabilistic detection in a full software stack with novel metrics.

E. Ground Truth Uncertainty for Datasets

Current open datasets in object detection (e.g. KITTI [20] and Waymo [109]) only provide ground truth boxes and object categorizes, which can be used to train deterministic object detectors. However, those datasets do not provide information to reflect the ambiguity of human annotations (which can be categorized into aleatoric uncertainty), and thus no ground truth information is available that can directly supervise the training of predictive uncertainty in probabilistic object detection. Ground truth uncertainty can be generated during the manual annotation process of object detection datasets, by quantifying the disagreement between different human annotators on the category and the bounding box location of the same object in the scene. Unfortunately, generating accurate ground truth uncertainty will require multiple iterations of labeling, a process that is expensive and time consuming. Recently, [90], [110] make the first step to infer the label uncertainty.
with bounding boxes from LiDAR point clouds, with the help of a generative model. It would be an interesting direction to explore more alternative methods to generate ground truth uncertainty from a dataset, and benchmark probabilistic object detection.

VI. CONCLUSION

In this work, we present a survey and comparative study on probabilistic object detection using deep learning approaches in the field of autonomous driving. First, we provide a background knowledge of practical uncertainty estimation methods in deep learning. Next, we systematically summarize existing methods in probabilistic object detection, and evaluate uncertainty estimation methods on an one-stage 2D image detector on three standard autonomous driving datasets. Finally, we discuss challenges and open questions in this research field. Open source code for benchmarking probabilistic object detection is made available at: https://github.com/asharakeh/pod_compare.git. We hope that our survey and the benchmarking code will become a useful tool for researchers and practitioners in developing robust perception in autonomous driving.
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Appendix

This supplementary material to the main paper is structured as follows: Appx. A introduces epistemic and aleatoric uncertainty in details, as well as another uncertainty categorization based on the development and operation of a perception system. Appx. B explains how to estimate classification uncertainty with a distribution in softmax logits. Appx. C lists several common non-proper scoring metrics to quantify uncertainty estimates, and Appx. D discusses several uncertainty estimation benchmarks. After introducing generic object detection in Appx. E, the datasets used in our experiments are compared in Appx. F.

A. Epistemic and Aleatoric Uncertainty

In Sec. II-C, we have introduced that predictive uncertainty can be decomposed into epistemic uncertainty and aleatoric uncertainty following the Bayesian Neural Network framework. Fig. 8 shows an example of epistemic and aleatoric uncertainties in visual semantic segmentation, and Tab. V lists several uncertainty estimation applications in autonomous driving. Note that although epistemic and aleatoric uncertainty are defined in the context of Bayesian Neural Networks, the two types of uncertainty can be captured by non-Bayesian methods such as Deep Ensembles and Direct Modelling as well (cf. Sec. II-D). Furthermore, both types of uncertainty are not mutually exclusive [35]: explicitly modeling only one may result in a predictive probability that reflects the properties of the other type of uncertainty as well.

1) Another Uncertainty Categorization Method

Beyond epistemic and aleatoric uncertainty, Czarnecki et al. [59] define seven sources of perceptual uncertainty to be considered for the development and operation of a perception system (such as object detection, semantic segmentation etc.), as shown by Fig. 9. During development, there exists uncertainty when defining the perception problems (U1), collecting and annotating data with selected scenarios (U2-U5), as well as training the model (U6). During operation, an additional type of uncertainty arises due to distribution shift between the training and testing data splits (U7).

Taking object detection as an example. Conceptual uncertainty (U1) would occur when defining class labels (e.g. shall we distinguish between “Cars” and “Vans”, or regard them as “Vehicles”?). Due to the limitation of weather conditions or locations when recording data, the training dataset could not cover all driving scenarios, which introduces U2 and U3 uncertainties. Labeling the bounding box in a RGB camera image captured during night drive is difficult due to low illumination (U4 uncertainty), and depending on the expertise of annotators, the quality of such bounding box label is different (U5 uncertainty). The network architecture has an impact on how an object detector fits the training dataset, resulting in U7 uncertainty. Finally, employing the object detector trained with highway datasets to urban scenarios would cause the domain shift problem, and result in U7 uncertainty.

B. Estimating Classification Uncertainty with Softmax Logits

Instead of the common way of using the standard softmax function with the cross-entropy loss, Kendall et al. [35] combine the softmax function with a Gaussian distribution to estimate classification uncertainty. Classification uncertainty is learnt by assuming that each element in the softmax logit vector is independently Gaussian distributed, with its mean and variance directly predicted by the network output layers. A softmax logit is the unnormalized log probability output the model before the softmax function. Let a softmax logit regression variable for the class c be \( l_c \), its distribution is given in the form: 

\[
p(l_c | x, W) = \mathcal{N}(\mu_c(x, W), \sigma^2_c(x, W))
\]

where \( \mu_c(x, W) \) and \( \sigma^2_c(x, W) \) refer to the predicted mean and variance of

Fig. 8: An illustration of epistemic and aleatoric uncertainty in semantic segmentation on the CamVid dataset [125]. The epistemic uncertainty is measured by the Mutual Information, and the aleatoric uncertainty by the Shannon Entropy. Uncertainty estimation networks are adapted from Postel et al. [37]. The different behaviours of epistemic vs aleatoric uncertainty can be observed in (d) and (e). For example, the aleatoric uncertainty is more related to the object boundary, whereas the epistemic uncertainty is affected by the prediction inaccuracy (the front car marked with circle in the image is badly-segmented, and depicts high epistemic uncertainty in (e)).

Fig. 9: Uncertainty categorization according to the procedure of developing and deploying a perception system. Seven distinct sources of uncertainty are defined. Adapted from [59].
the softmax logit. Training this softmax logit is different from the normal regression variable shown in Eq. 4 as there are only ground truth for object categories. In this regard, Kendall et al. [35] propose to sample the softmax logit based on the predicted Gaussian distribution via the re-parametrization trick, and then transform the sampled softmax logit into the softmax score to calculate a standard classification loss, such as the cross-entropy loss or the focal loss [19].

The following section introduces several common evaluation methods for uncertainty estimation. Several benchmarks based on those evaluation methods are discussed in Appx. B.

1) Shannon Entropy

Shannon Entropy (SE) is a common evaluation metric to estimate the quality of predictive uncertainty for classification tasks [60]. For a class label $y$ of $C$ classes, the SE, $\mathcal{H}$, is measured by:

$$\mathcal{H}(y|x, D) = -\sum_{c=1}^{C} p(y = c|x, D) \log(p(y = c|x, D)).$$  \hspace{1cm} (9)

SE reaches a minimum value when the network is certain in its prediction, i.e. $p(y = c|x, D) = 0$ or 1, and maximum when the prediction follows an uniform distribution, i.e. $p(y = c|x, D) = \frac{1}{C}$.

2) Mutual Information

Another common evaluation metric for measuring the quality of uncertainty in classification tasks is Mutual Information (MI). A practical MI formulation was introduced in [60], which measures the information gain of the predictive probability, when introducing the posterior distribution of model parameters $W$:

$$I(y, W|x, D) = \mathcal{H}(y|x, D) - \mathbb{E}_{p(W|D)}[\mathcal{H}(y|x, W)],$$  \hspace{1cm} (10)

where $\mathbb{E}[-]$ is the expectation operation, and $\mathcal{H}(y|x, W)$ is the conditional Shannon Entropy with respect to $W$, given by:

$$\mathcal{H}(y|x, W) = -\sum_{c=1}^{C} p(y = c|x, W) \log(p(y = c|x, W)).$$  \hspace{1cm} (11)

The first term on the right-hand side of Eq. 10 is calculated using Eq. 9. The expectation in the second term is approximated by averaging the network’s predictions with the network’s weight samples (e.g. sampled from the MC-Dropout [60] or the Deep Ensembles [63] approaches). Different from SE which directly measures the predictive uncertainty, MI captures the variations within a model brought by the network’s weights $W$. Therefore, it reflects the model uncertainty. An MI score ranges between $[0, 1]$, with a larger value indicating higher uncertainty.

3) Error Curve

This method proposed by Ilg et al. [39] measures how predictive uncertainty matches true prediction errors. It assumes that a well-estimated predictive uncertainty should correlate with the true error, and by gradually removing the predictions with the highest uncertainty, the average errors in the rest of the predictions will decrease. To draw an error curve, a model makes predictions with the uncertainty estimates through a test dataset. Those predictions are ranked according to their uncertainties, such as the Shannon Entropy or Mutual Information scores in classification, and predicted variances in regression. The error curve reports the percentage of removed testing samples according to their uncertainty ranking on the horizontal axis, and the averaged errors in the rest of the predictions on the vertical axis (such as the cross entropy errors in classification, and mean squared errors in regression).

4) Total Variance (TV)

The metric proposed by Feng et al. [8] is designed to measure the dispersion of a probability distribution in regression tasks, by calculating the trace of its covariance matrix, i.e. summing up all variances in the diagonal line of the covariance matrix. A

| Problem                        | Example Reference       | Year | Unc. Type | Dataset                  |
|-------------------------------|-------------------------|------|-----------|--------------------------|
| Camera pose estimate          | Kendall et al. [44]     | 2016 | E         | Cambridge Landmarks [124]|
| Semantic segmentation         | Kendall et al. [36]     | 2017 | E         | CamVid [125], SUN RGB-D [126], Pascal-VOC [102]|
| Image annotation              | Mackowiak et al. [48]   | 2018 | E         | Cityscapes [127]         |
| Optical flow                  | Ilg et al. [39]         | 2018 | E+A       | KITTI [120], MPI-Sintel Flow [128]|
| Learning by demonstration of  | Choi et al. [65]        | 2018 | A         | US Highway 101 [129]     |
| driving control               |                         |      |           |                          |
| End-to-end driving            | Michelmore et al. [57]  | 2019 | E         | CARLA Simulation [130]   |
| Trajectory prediction         | Hu et al. [52]          | 2020 | A         | Self-recorded data       |
| Depth completion              | Walz et al. [44]        | 2020 | A         | Gated2Depth [131]        |
| Visual tracking               | Danelljan et al. [51]   | 2020 | A         | OTB100 [132], UAV123 [133], NFS [134] and four others |

**TABLE VI:** The applications of uncertainty estimation in autonomous driving and example references.
TV score ranges within $[0, +\infty)$, with a larger value indicating higher uncertainty. Note that TV only quantifies the variance in each regression variable, and ignores the correlations among regression variables.

D. Benchmarking Uncertainty Estimation Methods

Previous works have evaluated and compared existing uncertainty estimation methods mainly in open-world scenarios. In this setting, the test data distribution is different from the training dataset (also known as domain shift), or there exist objects which a perception module has never seen before (also known as out-of-distribution). This setting is of great interest from the practical perspective of applications such as autonomous driving. Snoeck et al. [64] conduct a large-scale study to benchmark classification uncertainty estimation, including image classification using MNIST, ImageNet [135] and CIFAR [136] datasets, as well as the text and ad-click classification. They compare softmax output, MC-dropout [60], Deep Ensembles [63], temperature scaling (as the post-hoc calibration tool) [69], as well as several Bayesian inference benchmark uncertainty estimation methods in the medical image application (diabetic retinopathy diagnosis). Blum et al. [62] build the Fishyscapes dataset to benchmark uncertainty estimation methods in semantic segmentation for anomaly detection. The dataset is based on Cityscapes [127], which is a popular semantic segmentation dataset for urban autonomous driving.

E. Detailed Introduction of Generic Object Detection

Object detection is a multi-task problem that requires to jointly recognize objects with classification scores, and localize objects with tightly fitting bounding boxes. State-of-the-art object detectors using deep learning can follow one-stage, two-stage, or the recently-proposed sequence-to-sequence-mapping detection pipelines. In the one-stage object detection pipeline, a deep learning model is employed to directly map the input data to bounding boxes and classification scores in a single shot (e.g. YOLO [138], SSD [92], and RetinaNet [19]). In contrast, the two-stage object detection pipeline extracts several class-agnostic object candidates called regions of interests (ROIs) or region proposals (RPs) in the first stage, and refines their class and bounding box attributes in the second stage. Those ROI can be extracted by non-deep learning approaches such as clustering [139] and voting [140], or by a neural network such as a Region Proposal Network (RPN) in the Faster-RCNN architecture [53]. While common object detectors require prior anchors and output post-processing stage such as Non-Maximum Suppression (NMS) to suppress duplicate detections. Usually, both one-stage and two-stage pipelines require a prior anchor grid and an output post-processing stage such as Non-Maximum Suppression (NMS) to suppress duplicate detection results. Recently, Tian et al. [141] propose an anchor-free detector by estimating objects at every pixel, and designing a center-ness loss to allow efficient training of such formulation. Carion et al. [142] take a more drastic approach to avoid prior anchor grid, by reformulating the object detection task as a sequence-to-sequence mapping problem, leading to Detection Transformers (DETR). DETR directly maps a sequence of query points into objects in the scene without the prior anchor grid. The method also avoids duplicate detections through training with the optimal positive-negative sample assignment, obviating the need of a post-processing step such as NMS.

While the standard 2D convolution is the dominant method to process RGB camera images, there are several methods to process point clouds from LiDAR and Radar sensors, as well as pseudo point cloud from Stereo cameras. Those point clouds can be projected onto 2D feature maps, and processed by standard 2D CNNs [104], [143]–[145]. They can also be discretized in voxel [146]–[150] and processed through 3D CNN with sparse convolution operations [148], or processed in the continuous vector space without voxelization using the Point-Net based backbone [151]–[153]. For a more detailed summary we refer interested readers to [80] for object detection in 3D point clouds, and [154] for object detection in 2D images.

F. Experimental Setup: Datasets and Dataset Shift

Recent work on evaluating uncertainty estimates of deep learning models for classification tasks [64] suggests the necessity of uncertainty evaluation under dataset shift. In this regard, we chose three common object detection datasets with RGB camera images for autonomous driving, in order to evaluate and compare our probabilistic object detectors:

- **Berkeley Deep Drive 100K (BDD) Dataset** [18] has 80,000 image frames at a $1280 \times 720$ resolution, with 70,000/10,000 training/validation data split. The BDD dataset was recorded in North America with diverse scene types such as city streets, residential areas, and highways, and in diverse weather conditions. The dataset contains an equal number of frames recorded during daytime and nighttime.

- **KITTI autonomous driving dataset** [20] contains 7,481 image frames at a resolution of $1242 \times 375$. The dataset was recorded in Europe, only in clear weather and in daytime hours.

- **Lyft autonomous driving dataset** [21] has 158,757 image frames at a $1224 \times 1024$ resolution. The Lyft Dataset was recorded in a single city (Palo Alto) in the US, and only contains 3D bounding box annotations. We generate 2D bounding box annotations for objects in the scene by projecting 3D bounding boxes using the Lyft Dataset API. Similar to KITTI, the Lyft dataset was captured during daytime and in clear weather.

Both KITTI and Lyft have a different camera view point, image resolution, and image quality compared to BDD, which is visible when looking at example images from the three datasets in Fig 10. Furthermore, Fig 10 also shows that the empirical cumulative distribution function (CDF) of the greyscale intensity values of images from the KITTI dataset is much closer to the CDF of BDD than the CDF of Lyft, suggesting a smaller domain shift from BDD to KITTI than that from BDD to Lyft. The CDF plots in Fig 10 provide insight on the lack of exposure compensation in the Lyft dataset, where ~ 60% of pixels have an intensity greater than 250, and are therefore very bright (see Fig 10). The dataset
shift from BDD to Lyft is further amplified as 2D bounding boxes are directly labeled on images for the BDD dataset, whereas 2D bounding boxes are generated by projecting 3D labels in the Lyft dataset. In summary, both KITTI and Lyft data is naturally shifted from the data in the BDD dataset, with KITTI having a lower magnitude of shift when compared to Lyft.