Graph-theoretic algorithms for Kolmogorov operators: approximating solutions and their gradients in elliptic and parabolic problems on manifolds
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Abstract
We employ kernel-based approaches that use samples from a probability distribution to approximate a Kolmogorov operator on a manifold. The self-tuning variable-bandwidth kernel method (Berry and Harlim in Appl Comput Harmon Anal 40(1):68–96, 2016) computes a large, sparse matrix that approximates the differential operator. Here, we use the eigendecomposition of the discretization to (i) invert the operator, solving a differential equation, and (ii) represent gradient vector fields on the manifold. These methods only require samples from the underlying distribution and, therefore, can be applied in high dimensions or on geometrically complex manifolds when spatial discretizations are not available. We also employ an efficient k-d tree algorithm to compute the sparse kernel matrix, which is a computational bottleneck.
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1 Introduction

Graph Laplacian and kernel methods that estimate properties of large data sets are widely used tools in machine learning, including supervised and unsupervised problems such as classification [9], clustering [23, 29], dimension reduction [4], and forecasting [8]. In manifold learning applications, these tasks are carried out by approximating the action of a differential operator given samples from a distribution ψ concentrated on or near a manifold in the ambient data space. Importantly, the methods only require samples from the underlying distribution ψ, without needing to evaluate the probability density function. In this work, we are interested in finding solutions to differential equations of the form $L_{c,ψ} f = g$, where

$$L_{c,ψ} f = Δ f + c∇ f · ∇ψ$$

is an elliptic Kolmogorov operator (defined precisely in Sect. 2). Here, $c ∈ ℝ$ is a parameter, $Δ$ is the Laplace-Beltrami operator, and $∇$ is the gradient operator. Another objective we address is representing the gradient vector field $∇ f$ of the solution.

Evaluating exponentially decaying kernels of the form $K(ε, x, y) = K(∥x − y∥^2/ε^2)$ on pairs of points $x, y ∈ Ω ⊆ ℝ^m$ allows us to approximate geometric operators for functions defined over a manifold $Ω$ [4, 11, 30]. Define the integral operator

$$I_c f(x) = \int_Ω \tilde{K}(ε, x, x') f(x') ψ(x') dx' ≈ \sum_{i=1}^n \tilde{K}(ε, x, x^{(i)}) f(x^{(i)}),$$

(1)

where $\tilde{K}$ is a kernel constructed by a normalization (e.g., Markov normalization) of $K$, $ψ$ is a probability density function defined on $Ω$, and $x^{(i)} ∼ ψ$. Intuitively, the exponential decay of the kernel localizes this integral in an $ε$-ball around $x$. For small $ε$, we have the asymptotic expansion in the form of a Taylor series

$$I_c f(x) = m_ψ(x) f(x) + ε^2 L_ψ f(x) + O(ε^4),$$

(2)

where $m_ψ$ is a function and $L_ψ$ is a second-order differential operator that may depend on the density $ψ$ and the normalization of the kernel.

Kernel Density Estimation (KDE) is a common application of the Taylor expansion in (2). A suitable kernel normalization leads to $m_ψ = ψ$, and we recover the density $ψ(x)$—to leading (zeroth) order in $ε$—by applying the operator $\lim_{ε→0} I_c f$ to the constant function $f(x) = 1$ [22, 24, 26]. In the limit of infinite samples $n → ∞$, the estimate in (1) converges to the true density $ψ(x)$. Given a bandwidth function $ρ(x)$, define the variable-bandwidth kernel

$$K_ρ(ε, x, y) = K\left(\frac{∥x − y∥^2}{ε^2 ρ(x) ρ(y)}\right).$$

(3)

Density estimation methods are significantly more accurate using variable-bandwidth kernels, especially in the tails [15, 25, 28, 32].
In addition to density estimation, kernel methods can approximate differential operators acting on smooth functions. For instance, the kernel $K$ can be normalized such that $m_p = 1$, and the Taylor expansion in (2) leads to the approximation

$$\mathcal{L}_{c,\psi} f(\mathbf{x}) \approx \frac{\mathcal{I}_c f(\mathbf{x}) - f(\mathbf{x})}{\epsilon^2}. \quad (4)$$

Laplacian eigenmaps [4] and diffusion maps [11] are commonly used tools to estimate the Laplace-Beltrami operator $\Delta$ on a compact Riemannian manifold using variants of this approach. Berry and Harlim [7] develop a variable-bandwidth kernel method that uses $n$ samples from an underlying distribution $\psi$ on a potentially non-compact manifold to approximate a Kolmogorov operator $\mathcal{L}_{c,\psi}$. Discretizations of the differential operator $\mathcal{L}_{c,\psi}$ use the $n \times n$ kernel matrix $K$, evaluated at each sample pair such that $K^{(ij)} = K(\epsilon, \mathbf{x}^{(i)}, \mathbf{x}^{(j)})$, to define a corresponding discrete Kolmogorov operator $L_{c,\psi}$. In this application, [7] shows pointwise convergence: The matrix–vector product $g = L_{c,\psi} f$, such that

$$f = (f^{(1)}, \ldots, f^{(n)})^T$$

with $f^{(i)} = f(\mathbf{x}^{(i)})$, approximates the integral operator $\mathcal{L}_{c,\psi} f(\mathbf{x}^{(i)}) \approx g^{(i)}$, where

$$(g^{(1)}, \ldots, g^{(n)})^T = g.$$

There is an extensive literature on kernel methods for approximating differential operators on manifolds in a variety of functional settings, addressing issues such as pointwise convergence [18], spectral convergence [34], and boundary conditions [19, 35].

In this paper, we discuss how to practically use approximations of the elliptic Kolmogorov operator $\mathcal{L}_{c,\psi}$ given samples from the underlying distribution $\psi$. The aims and contributions of this work are to:

1. Solve the Kolmogorov problem $\mathcal{L}_{c,\psi} f = g$ such that $\int_{\Omega} f \psi c \, dx = 0$ using $n$ samples $\{\mathbf{x}^{(i)}\}_{i=1}^n (\mathbf{x}^{(i)} \sim \psi)$.
2. Represent the gradient vector field $\nabla f$ for any function $f$ that we can evaluate (or approximate) on the samples.
3. Present an algorithm that computes sparse approximations of the kernel matrix $K$ with $O(n \log (n))$ kernel evaluations.
4. Provide an open-source implementation as part of the software package MUQ (muq.mit.edu).

We solve the Kolmogorov problem $\mathcal{L}_{c,\psi} f = g$ such that $\int_{\Omega} f \psi c \, dx = 0$ using $n$ samples $\{\mathbf{x}^{(i)}\}_{i=1}^n (\mathbf{x}^{(i)} \sim \psi)$ by representing the functions $f$ and $g$ as a linear combination of eigenfunctions $\phi_j$ of $\mathcal{L}_{c,\psi}$. For that, we compute eigenvectors $L_{c,\psi} \tilde{\phi}_j = \lambda_j \phi_j$, with $\phi_j = (\phi_{j}^{(1)}, \ldots, \phi_{j}^{(n)})^T$, and approximate the $j$th eigenfunction of $\mathcal{L}_{c,\psi}$ evaluated at the $i$th sample as $\phi_j(\mathbf{x}^{(i)}) \approx \phi_j^{(i)}$. We then approximate the solution $f$ through a least-squares solution of the linear system $L_{c,\psi} f = g$ in an $\ell$-dimensional space ($\ell \ll n$) spanned by the leading $\ell$ eigenvectors $\tilde{\phi}_j$. Importantly, we can apply our method in
high-dimensional ambient spaces or geometrically complex manifolds where spatial discretizations (e.g., finite-difference stencils) are not available. We represent $\nabla f$ as a linear combination of gradients of the eigenfunctions of $L_{c,\psi}$, obtained using a Carré du Champ identity (product rule) [3, 6].

We employ a computationally efficient way of computing the sparse kernel matrix $K$. In the worst-case scenario, computing the kernel matrix costs $n^2$ kernel function evaluations. However, since the kernel decays exponentially, we approximate $K$ with a sparse matrix whose entries are zero when the kernel is smaller than a specified threshold. For each sample $x^{(i)}$, we use a binary search tree to find its nearest neighbors such that the kernel evaluated at neighbor pairs exceed the threshold. Binary search trees are widely used to find nearest neighbors and within kernel based algorithms [2, 21]. We present our algorithm that computes sparse approximations of $K$ with $O(n \log(n))$ kernel evaluations for the sake of completeness and to explicitly write down a method that uses nearest neighbors search algorithms to construct discretizations of differential operators.

This paper is organized as follows. Section 2 provides an overview of existing kernel-based density estimation and approximations of Kolmogorov operators. In Sect. 3, we present the main contributions of this paper, namely, solving the Kolmogorov problem and representing gradient vector fields using the eigenbasis of the Kolmogorov operator. In Sect. 4, we discuss how to efficiently compute the kernel matrix $K$ (the third contribution of this paper). Finally, in Sects. 5 and 6 we provide practical examples of our algorithms and concluding remarks, respectively.

2 Background: density estimation and the Kolmogorov operator

Let $\Omega \subseteq \mathbb{R}^m$ be a smooth, $d$-dimensional Riemannian manifold without boundary—note that $m$ is the dimension of the ambient space and $d$ is the intrinsic manifold dimension. Suppose that $\Omega$ is equipped with a probability measure with a smooth density $\psi : \Omega \to \mathbb{R}^+$ relative to the volume form of $\Omega$. Given $c \geq 0$, let $\mathcal{H}_{\psi,c}(\Omega)$ be the Hilbert space of real-valued functions on $\Omega$ whose inner product is defined by $\langle f, g \rangle_{\psi,c} = \int_{\Omega} f(x)g(x)\psi^c(x)\,dx$. We restrict choices of $c$ such that $\int_{\Omega} \psi^c(x)\,dx < \infty$—clearly, $c = 1$ is always valid since $\psi$ is a probability density function. Given a smooth function $f \in \mathcal{H}_{\psi,c}(\Omega)$, we focus on elliptic Kolmogorov operators of the form

$$L_{\psi,c} f = \Delta f + c \nabla f \cdot \frac{\nabla \psi}{\psi},$$

where $\Delta$ and $\nabla$ denote the Laplacian and gradient operators, respectively, and the dot operator $\cdot$ denotes the Riemannian inner product between tangent vectors on $\Omega$. The operator $L_{\psi,c}$ is symmetric on $\mathcal{H}_{\psi,c}$ (i.e., $\langle f, L_{\psi,c} g \rangle_{\psi,c} = \langle L_{\psi,c} f, g \rangle_{\psi,c}$) and diagonalizable with an orthonormal basis of smooth eigenfunctions,

$$L_{\psi,c} \phi_j = \lambda_j \phi_j, \quad 0 = \lambda_0 > \lambda_1 \geq \lambda_2 \geq \cdots \searrow -\infty.$$  

When $c = 0$, we additionally require that $\Omega$ is compact.

Springer
For any valid \( c \), define \( \tilde{\psi} = a \psi^c \), where \( a > 0 \) is a normalizing constant. The operator \( \tilde{L}_{\psi,1} \) satisfies
\[
\tilde{L}_{\psi,1} f = \Delta^2 f + c \nabla f \cdot \frac{\psi^{c-1} \nabla \psi}{\psi^c} = \mathcal{L}_{\psi,c} f
\]
and, therefore, we could assume \( c = 1 \) without loss of generality. However, we retain \( c \) as a parameter that determines the degree with which the distribution \( \psi \) biases the operator.

Given a function \( g \in \mathcal{H}_{\psi,c} \), we seek solutions to
\[
\mathcal{L}_{\psi,c} f = g, \quad \text{such that} \quad \int_\Omega f(x) \psi^c(x) \, dx = 0. \tag{8}
\]
The requirement that \( \int_\Omega f \psi^c \, dx = 0 \) makes this problem well-posed since constant functions are in the nullspace of \( \mathcal{L}_{\psi,c} \). Additionally, we seek to compute the gradient vector field \( \nabla f \) associated with the Riemannian metric of \( \Omega \). Assume we have independent samples \( \{x^{(i)}\}_{i=1}^n \) from \( \psi \). Notationally, given a function \( f : \Omega \mapsto \mathbb{R} \), let the column vector \( f = (f^{(1)}, \ldots, f^{(n)})^T \in \mathbb{R}^n \) represent function values (or approximations) at each sample, i.e., \( f(x^{(i)}) = f^{(i)} \). Using these samples, Sect. 2.1 estimates the density \( \psi \), and Sect. 2.2 defines a matrix \( \mathcal{L}_{\psi,c} \in \mathbb{R}^{n \times n} \) that approximates the Kolmogorov operator \( \mathcal{L}_{\psi,c} \), meaning that applying the matrix
\[
\mathcal{L}_{\psi,c} f = g \tag{9}
\]
implies \( g^{(i)} \approx \mathcal{L}_{\psi,c} f(x^{(i)}) \). In Sect. 3, we use the eigenvectors of \( \mathcal{L}_{\psi,c} \) as a basis to represent \( f \) and its gradient \( \nabla f \).

### 2.1 Density estimation

We estimate the density \( \psi \) using the procedure described in [7]—additionally, see [17, Algorithm 1]. Define the bandwidth function
\[
b^2(x) = \sum_{k=1}^{k_{mn}} \|x - x^{(i(k))}\|^2, \tag{10}
\]
where \( k_{mn} \) is an integer parameter that determines a local neighborhood centered at \( x \) and \( I(x, k) \) is the \( k \)th closest sample to \( x \). We use the convention that \( I(x^{(i)}, 0) = i \). Let \( \epsilon \) be the bandwidth parameter and define the kernel matrix \( K_{\epsilon} \in \mathbb{R}^{n \times n} \) with entries
\[
K_{\epsilon}^{(ij)} = K_\epsilon(x^{(i)}, x^{(j)}) := \exp \left( -\frac{\|x^{(i)} - x^{(j)}\|^2}{\epsilon^2 b(x^{(i)}) b(x^{(j)})} \right), \tag{11}
\]
noting that \( K_\epsilon \) is a variable-bandwidth kernel (defined generally in (3)). Since the entries decay exponentially with square distance \( \|x^{(i)} - x^{(j)}\|^2 \), we typically truncate by setting \( K_{\epsilon}^{(ij)} = 0 \) if the entry is sufficiently small—this defines a large, but sparse, matrix.
Recall from (1) and (2) that performing a kernel normalization and applying the associated integral operator $I_c$ to a constant function approximates the probability density function $\psi$. In the discrete case, a suitable normalizing function for density estimation is given by [7]

$$w(x) = n(\pi e^2 b(x)^2)^{d/2}.$$  

This leads to the normalized kernel

$$\tilde{K}_b(\epsilon, x, y) = \frac{K_b(\epsilon, x, y)}{w(x)},$$

and the density estimate

$$\hat{\psi}(x) = \sum_{i=1}^{n} \tilde{K}_b(\epsilon, x, x^{(i)}) \approx I_c 1,$$  \hspace{1cm} (12)

where we have approximated the integral operator in (1) applied to the constant function $f(x) = 1$. Evaluating the density estimate at the sample points becomes a matrix–vector product by defining a diagonal normalizing matrix $W$ with entries

$$W_{ii} = w(x^{(i)})$$

$$\Psi = W^{-1} K_c 1.$$  \hspace{1cm} (13)

where $\Psi = (\hat{\psi}(x^{(1)}), \ldots, \hat{\psi}(x^{(n)}))^T$. Figure 1 shows the output of this procedure using samples from a standard Gaussian distribution on $\Omega = \mathbb{R}^2$.

(a) Estimated density $\hat{\psi}$ \hspace{1cm} (b) True density $\mathcal{N}(x^{(i)}; 0, I)$

Fig. 1 Density estimation given $n = 2.5 \times 10^4$ samples in $\mathbb{R}^2$ from a standard Gaussian distribution $\mathcal{N}(0, I)$. We compute the bandwidth parameter $b_i$ using $k_{nn} = 25$ nearest neighbors and set entries of the density kernel matrix $K_c$ to zero if they are below the threshold $10^{-2}$, which makes $K_c$ sparse. We estimate the optional bandwidth parameter $\epsilon$ using the procedure outlined in Sect. 2.3.
2.2 Discrete Kolmogorov operator

We use the procedure developed in [7] to compute the discrete Kolmogorov operator $L_{\psi,c}$. Given the density estimate $\psi$ and a real parameter $\beta$, define the variable-bandwidth kernel matrix $K_{e,\beta} \in \mathbb{R}^{n \times n}$ with entries

$$K_{e,\beta}^{(ij)} = K_{\psi}(e, x^{(i)}, x^{(j)}) := \exp \left( - \frac{\|x^{(i)} - x^{(j)}\|^2}{4e^2(\psi(x^{(i)})\psi(x^{(j)}))^{\beta}} \right)$$

(14)

(again, this is a variable bandwidth kernel of the form (3)) and normalizing function $q_{e,\beta} : \Omega \to \mathbb{R}^+$ such that

$$q_{e,\beta}(x) = \frac{1}{\hat{\psi}(x)} \sum_{j=1}^{n} K_{\psi}(e, x, x^{(j)}).$$

We note that the bandwidth parameter $e$ need not be the same as the bandwidth parameter in the density estimation. Again, we typically set $K_{e,\beta}^{(ij)} = 0$ if the corresponding entry is below a prescribed threshold so that $K_{e,\beta}$ is sparse. In the special case when $\beta = 0$, $K_{e,\beta}$ simplifies to a fixed-bandwidth kernel matrix.

Next, define the normalized variable-bandwidth kernel given another real parameter $\alpha$

$$\tilde{K}_{\psi,\beta,\alpha}(e, x, y) = \frac{K_{\psi}(e, x, y)}{(q_{e,\beta}(x)q_{e,\beta}(y))^\alpha}$$

and an additional normalizing function $q_{e,\beta,\alpha} : \Omega \to \mathbb{R}^+$ such that

$$q_{e,\beta,\alpha}(x) = \sum_{j=1}^{n} \tilde{K}_{\psi,\beta,\alpha}(e, x, x^{(j)}).$$

Let $K_{e,\beta,\alpha} \in \mathbb{R}^{n \times n}$ be the normalized kernel matrix with entries

$$K_{e,\beta,\alpha}^{(ij)} = \tilde{K}_{\psi,\beta,\alpha}(e, x^{(i)}, x^{(j)}),$$

(15)

and let $P$, $D$ be $n \times n$ diagonal matrices such that $P^{(ii)} = \psi^{\beta}(x^{(i)})$ and $D^{(ii)} = q_{e,\beta,\alpha}(x^{(i)})$. Berry and Harlim [7] show that the matrix

$$L_{\psi,c} = e^{-2}P^{-2}(D^{-1}K_{e,\beta,\alpha} - I)$$

(16)

approximates the Kolmogorov operator $L_{\psi,c}$ in (5) with $c = 2 - 2\alpha + d\beta + 2\beta$, in the sense that

$$(L_{\psi,c}f)^{(i)} \approx L_{\psi,c}f(x^{(i)}).$$

(17)

A precise error estimate of the approximation in (17) can be found in [7, Corollary 1]. In broad terms, the approximation converges in a limit of $e \to 0$ after $n \to \infty$ (or for an appropriate decreasing sequence $\varepsilon_j$) for fixed $f \in C^3(\Omega) \cap H_{\psi,c}(\Omega)$ and $x^{(i)} \in \Omega$. Intuitively, this result follows from (2) since $e^2L_{\psi,c}f \approx I_{\psi,c}f - f$. To approximate $L_{\psi,c}$
using (16), we first use $D$ to normalize the kernel matrix—$D^{-1}K_{c,\beta,\alpha}$ is a Markov matrix. We approximate the Taylor expansion in (2) by subtracting the identity matrix, but need to weight the result by $P$ to account for the measure $\psi_c$ in the integral operator of (1).

Although the approximation in (17) converges for manifolds of arbitrary intrinsic dimension $d$, the rate of convergence may suffer from a “curse of dimensionality.” That is, without making additional assumptions on $f$, the dataset size $n$ required to attain a given approximation accuracy may grow exponentially in $d$. Moreover, the proportionality constants in the error estimates increase as the geometrical complexity of the embedding of $\Omega$ in $\mathbb{R}^d$ (quantified, e.g., by the second fundamental form) increases. These issues are common to many manifold learning algorithms and can be alleviated if $f$ possesses additional regularity properties, such as lying

![Eigenvalues of $L_{\psi,c}$](image1)

**Fig. 2** Eigendecomposition of the discrete Kolmogorov operator $L_{\psi,c}$ computed using $n = 2.5 \times 10^4$ samples from a standard Gaussian distribution $\mathcal{N}(0, I)$ on $\Omega = \mathbb{R}^2$. Panel a shows the first 100 eigenvalues $\lambda_i$ (in decreasing order). Panel b shows the eigenvector $\phi_4$ corresponding to the 4th smallest eigenvalue $\lambda_4$. We use the same density estimation parameters as in Fig. 1 along with numerical parameters $\beta = -0.25$ and $c = 1$ (implying $\alpha = 0$ since $d = 2$). We estimate the optimal bandwidth parameter $\epsilon$ using the procedure outlined in Sect. 2.3.

![Eigenfunction $\phi_4$ of $L_{\psi,c}$](image2)

**Fig. 3** The optimal bandwidth parameter $\epsilon$ for a density and b operator estimation maximizes $\chi_{\epsilon,\beta}$ and $\chi_{\epsilon,\beta}'$ from (22), respectively. In both cases, we set the step size parameter $\delta = 1$. The manifold dimension $d$ is estimated by $2 \max(\chi_{\epsilon,\beta}')$ or $2 \max(\chi_{\epsilon,\beta})$, shown in horizontal dashed lines. In this example, $d = 2$.
in a Sobolev space of sufficiently high order. Even without making such assumptions, the error estimates depend on the intrinsic dimension \(d\) of \(\Omega\), as opposed to the dimension \(m\) of the ambient data space \(\Omega\), which is oftentimes far greater than \(d\). In Sect. 5.1, we demonstrate that our methods are effective in computing numerical solutions to the differential equation \(L_{c,\psi}f = g\) in a moderate-dimensional setting.

For the purposes of this work, we are interested in approximating the eigenvalues and eigenfunctions of \(L_{\psi,c}\) in (6) by the eigenvalues and eigenvectors of \(L_{\psi,c}\), i.e.

\[
L_{\psi,c}\phi_j = \lambda_j \phi_j.
\]

We take advantage of specialized solvers by working with the symmetric matrix

\[
\hat{L}_{\psi,c} = \epsilon^{-2}(S^{-1}K_{e,\beta,\alpha}S^{-1} - P^{-2}),
\]

where \(S = PD^{1/2}\) is a diagonal matrix. One can readily verify that \(\hat{L}_{\psi,c}\) and \(L_{\psi,c}\) are related by the similarity transformation \(\hat{L}_{\psi,c} = SL_{\psi,c}S^{-1}\). Therefore, if \(\hat{\phi}_j\) is an eigenvector of \(\hat{L}_{\psi,c}\) at eigenvalue \(\hat{\lambda}_j\), then \(\phi_j = S^{-1}\hat{\phi}_j\) is an eigenvector of \(L_{\psi,c}\) at the same eigenvalue. The symmetry of \(\hat{L}_{\psi,c}\) implies that the eigenvectors \(\hat{\phi}_j\) can be chosen such that \(\hat{\phi}_i^T \hat{\phi}_j = n \delta_{ij}\). This normalization implies that the \(\hat{\phi}_i\) are orthonormal with respect to the empirical sampling measure of the data, which approximates the density \(\psi\). The eigenvectors of \(L_{\psi,c}\) are then orthonormal with respect to the weighted inner product

\[
\langle f, g \rangle_S := f^T S^2 g / n,
\]

which approximates the inner product of \(\mathcal{H}_{\psi,c}\). That is, our numerical eigenvectors satisfy \(\langle \phi_i, \phi_j \rangle_S = \delta_{ij}\), which is the discrete analog of \(\langle \phi_i, \phi_j \rangle_{\psi,c} = \delta_{ij}\). As representative eigendecomposition results, Fig. 2 shows the first 100 eigenvalues \(\hat{\lambda}_i\), ordered in order of increasing magnitude, and the fourth eigenvector \(\hat{\phi}_4\) of \(L_{\psi,c}\), computed using samples from a standard Gaussian distribution on \(\Omega = \mathbb{R}^2\). We will discuss these results in more detail in Sect. 5.1.

### 2.3 Bandwidth parameter tuning

The procedures estimating the density \(\psi\) and computing the discrete weighted Laplace operator \(L_{\psi,c}\) are sensitive to the choice of bandwidth parameter \(\epsilon\). We, therefore, use an automatic tuning procedure described by Coifman et al. [12], which is also employed in [7]. See [17, Algorithm 1] for pseudocode.

Let \(\xi \in \mathbb{R}\) parameterize the bandwidth parameter \(\epsilon^2 = 2^{\xi}\), and define

\[
\chi_\xi = \sum_{i,j=1}^n K_{e,\xi}^{(ij)} \quad \text{and} \quad \chi_{\xi,\beta} = \sum_{i,j=1}^n K_{e,\xi,\beta}^{(ij)}.
\]

The optimal bandwidth parameters for the density estimation and operator estimation procedures maximize
\[
\chi'_\xi = \frac{\log(\lambda_{\xi+\delta}) - \log(\lambda_{\xi})}{\delta \log(2)} \quad \text{and} \quad \chi'_{\xi,\beta} = \frac{\log(\lambda_{\xi+\delta,\beta}) - \log(\lambda_{\xi,\beta})}{\delta \log(2)},
\]

respectively. A scaling argument [12] shows that for a well-tuned kernel, the maximum values of \(\chi'_\xi\) and \(\chi'_{\xi,\beta}\) approximate the intrinsic dimension of the manifold \(\Omega\). Figure 3 plots \(\chi'_\xi\) and \(\chi'_{\xi,\beta}\) as a function of \(\epsilon\), and shows the optimal bandwidth parameter used in the 2-dimensional Gaussian examples of Figs. 1 and 2. Practically, we compute the maximum using a derivative-free optimization algorithm available in NLopt [20].

\section{Spectral representation of the Kolmogorov problem}

We compute solutions to the Kolmogorov problem in (8), and represent gradient vector fields, by expanding functions using the spectral basis of the Kolmogorov operator. We use estimates of the eigenvalues and eigenfunctions \((\lambda_j, \phi_j)\) from (6) to solve the Kolmogorov problem (i.e., invert the operator) and/or estimate derivatives. Specifically, given function values \(f(x)\) at samples from the probability measure \(\nu\), we approximate the solution \(f\) of (8), and estimate the gradient vector fields \(\nabla f\) and/or \(\nabla g\). We first discuss how to use the eigendecomposition of the discrete Kolmogorov operator in (18) to solve the Kolmogorov problem, and then discuss how to represent gradient vector fields.

\subsection{Solutions of the Kolmogorov problem}

Let \(H\) be the \(n\)-dimensional inner product space \(\mathbb{R}^n\) equipped with the \(\langle \cdot, \cdot \rangle_S\) inner product from (20) and the corresponding norm \(\|f\|_S = \sqrt{\langle f, f \rangle_S}\). For any positive integer parameter \(\ell \leq n\), define the \(\ell\)-dimensional subspace \(H_\ell \subseteq H\) spanned by the leading \(\ell\) nonzero eigenvectors of \(L_{\nu, \epsilon}\) with nonzero corresponding eigenvalues, \(H_\ell = \text{span} \{\phi_1, \ldots, \phi_\ell\}\). Let also \(Q_\ell\) be the \(n \times \ell\) matrix whose columns are the eigenvectors \(\phi_j\), i.e., \(Q_\ell = (\phi_1 \cdots \phi_\ell)\). Viewed as a linear map \(Q_\ell : \mathbb{R}^\ell \to H\), \(Q_\ell\) is a 1–1 map with range \(H_\ell\), and preserves the standard inner product of \(\mathbb{R}^\ell\), i.e., \(u^*v = \langle Q_\ell u, Q_\ell v \rangle_S\) for any \(u, v \in \mathbb{R}^\ell\).

Given the discrete Kolmogorov operator \(L_{\nu, \epsilon}\), we approximate the solution \(f\) of the continuous problem as the minimizer \(f \in H_\ell\) of the square error functional \(E_\ell : H_\ell \to \mathbb{R}^+\) with

\[
E_\ell(h) = \|L_{\nu, \epsilon} h - g\|_S^2.
\]

Setting \(h = Q_\ell \tilde{h}\), where \(\tilde{h} \in \mathbb{R}^\ell\) is the (unique) vector of expansion coefficients of \(h \in H_\ell\) with respect to the \(\{\phi_j\}\) basis, the minimization of \(E_\ell\) is equivalent to the minimization of \(\tilde{E}_\ell : \mathbb{R}^\ell \to \mathbb{R}_+,\) where

\[
\tilde{E}_\ell(\tilde{h}) = \|L_{\nu, \epsilon} Q_\ell \tilde{h} - g\|_S^2.
\]

The minimizer of this functional is
where \( \dagger \) denotes the pseudoinverse of linear maps from \( \mathbb{R}^\ell \) to \( H \), and \( \Omega \) is the diagonal matrix with diagonal entries \( \Lambda^{(ii)} = \hat{\lambda}_i \). Moreover, the vector \( \tilde{g}_\ell \in \mathbb{R}^\ell \) gives the expansion coefficients of the orthogonal projection \( g_\ell \) of \( g \) onto \( H_\ell \) with respect to the \( \{\phi_j\} \) basis; specifically, \( g_\ell = Q_\ell \tilde{g}_\ell \). Figure 4 shows \( g_\ell \) for \( \ell = 100 \) associated with the continuous function \( g(x) = x_1 \) on \( \Omega = \mathbb{R}^2 \) for a dataset of \( n = 10^4 \) samples from a standard Gaussian distribution in \( \mathbb{R}^2 \) as in Fig. 2. See Sect. 5.1 for a discussion of these results.

Having computed \( \tilde{f} \), we then construct the vector

\[
\hat{f} = (L_{\psi,\phi} Q_\ell)^\dagger g = \Lambda_\ell^{-1} \tilde{g}_\ell, \quad \tilde{g}_\ell := \frac{1}{n} Q_\ell^T S^2 g.
\]  

(23)

where \( \dagger \) denotes the pseudoinverse of linear maps from \( \mathbb{R}^\ell \) to \( H \), and \( \Lambda_\ell \) is the diagonal matrix with diagonal entries \( \Lambda^{(ii)} = \hat{\lambda}_i \). Moreover, the vector \( \tilde{g}_\ell \in \mathbb{R}^\ell \) gives the expansion coefficients of the orthogonal projection \( g_\ell \) of \( g \) onto \( H_\ell \) with respect to the \( \{\phi_j\} \) basis; specifically, \( g_\ell = Q_\ell \tilde{g}_\ell \). Figure 4 shows \( g_\ell \) for \( \ell = 100 \) associated with the continuous function \( g(x) = x_1 \) on \( \Omega = \mathbb{R}^2 \) for a dataset of \( n = 10^4 \) samples from a standard Gaussian distribution in \( \mathbb{R}^2 \) as in Fig. 2. See Sect. 5.1 for a discussion of these results.

Having computed \( \tilde{f} \), we then construct the vector

\[
f = Q_\ell \hat{f},
\]  

(24)

which is the (unique) least-squares solution of the discrete Kolmogorov problem in (9) lying in the \( \ell \)-dimensional hypothesis space \( H_\ell \). Note that \( H_\ell \) is, by construction, orthogonal to the constant eigenvector \( \phi_0 \), which enforces the integral condition in the continuous problem in (8) in the discrete setting. It should also be noted that in the special case \( \ell = n \) with \( H_\ell = H \) the least-squares solution described above is actually a solution of (9); in particular, it is the unique solution orthogonal to \( \phi_0 \). While this solution can be computed efficiently without eigendecomposition of \( L_{\psi,\phi} \) (which would be a computationally expensive task for \( \ell = n \gg 1 \)), in what follows we will need the eigenvectors \( \phi_j \) in order to approximate the solution gradient \( \nabla f \). Thus, the least-squares approach with \( \ell \ll n \) is our solution method of choice in this paper, despite the additional cost of the eigendecomposition step. Restricting the solution in the subspace spanned by the leading (i.e., least oscillatory) eigenvectors of \( L_{\psi,\phi} \) also improves robustness to noise and sampling errors.
3.2 Gradient representation using the eigenbasis

Given the discrete solution \( f \) in (24), our next task is to approximate the gradient vector field \( \nabla f \). For that, we employ an analogous approach to that developed in the context of the spectral exterior calculus [6], which is based on the so-called Carré du Champ identity (product rule) [3] for the Laplace-Beltrami operator on a Riemannian manifold. Lemma 1 states a simple generalization of this identity for the class of Kolmogorov operators \( \mathcal{L}_{\psi,c} \) in (5).

**Lemma 1** (Carré du Champ identity for \( \mathcal{L}_{\psi,c} \)) For any two functions \( u, v \in C^2(\Omega) \) the Carré du Champ identity

\[
\mathcal{L}_{\psi,c}(uv) = u\mathcal{L}_{\psi,c}v + v\mathcal{L}_{\psi,c}u + 2\nabla u \cdot \nabla v
\]

holds.

**Proof** The identity follows from the definition

\[
\mathcal{L}_{\psi,c}(uv) = \Delta( uv ) + c \nabla ( uv ) \cdot \frac{\nabla \psi}{\psi} = u \nabla^2 v + v \nabla^2 u + 2 \nabla u \cdot \nabla v + cu \nabla v \cdot \frac{\nabla \psi}{\psi} + cv \nabla u \cdot \frac{\nabla \psi}{\psi} = u\mathcal{L}_{\psi,c}v + v\mathcal{L}_{\psi,c}u + 2\nabla u \cdot \nabla v.
\]

Lemma 1 allows us to express the Riemannian inner product \( \nabla u \cdot \nabla v \), which is independent of the density \( \psi \), in terms of the action of the Kolmogorov operator on the functions \( u \) and \( v \). Choosing \( v(x) = x_s \)—where \( x_s \) denotes the \( s \)th coordinate of \( x \)—for example, isolates the derivative of \( u \) with respect to the \( s \)th coordinate, i.e.,

\[
\frac{\partial u}{\partial x_s} = \nabla u \cdot \nabla v = \frac{\mathcal{L}_{\psi,c}(uv) - u\mathcal{L}_{\psi,c}v - v\mathcal{L}_{\psi,c}u}{2}. \quad (25)
\]

Given \( u, v \in C^2(\Omega) \cap \mathcal{H}_{\psi,c} \), we can represent \( \nabla u \cdot \nabla v \) using the eigenbasis of \( \mathcal{L}_{\psi,c} \) [6]. Recall that \( (\lambda_j, \phi_j) \) are eigenvalue/eigenfunction pairs such that \( \mathcal{L}_{\psi,c}\phi_j = \lambda_j\phi_j \). The identity in Lemma 1 implies that

\[
\nabla \phi_j \cdot \nabla \phi_k = \frac{1}{2}(\mathcal{L}_{\psi,c}(\phi_j\phi_k) - (\lambda_j + \lambda_k)\phi_j\phi_k). \quad (26)
\]

Moreover, defining the coefficients

\[
C_{ijk} = \langle \phi_j, \phi_j\phi_k \rangle_{\psi,c} = \int_\Omega \phi_j(x)\phi_j(x)\phi_k(x)\psi^c(x) \, dx,
\]

we have \( C_{ijk} \geq 0 \).
where the sum over $l$ in the right-hand side converges in the $\mathcal{H}_{q,c}$ norm. Substituting this into (26) derives

$$
\sum_{l=0}^{\infty} C_{ijk} \phi_{l},
$$

where $\phi_{j}$ and $\phi_{k}$ are eigenfunctions of the discrete Kolmogorov operator $L_{q,c}$.
\[ \nabla \phi_j \cdot \nabla \phi_k = \sum_{l=0}^{\infty} \frac{C_{ijk}}{2} (\lambda_l - \lambda_j - \lambda_k) \phi_l. \]

Decomposing \( u = \sum_{j=0}^{\infty} \tilde{u}_j \phi_j \) and \( v = \sum_{k=0}^{\infty} \tilde{v}_k \phi_k \), where \( \tilde{u}_j = \langle \phi_j, u \rangle \psi, c \) and \( \tilde{v}_k = \langle \phi_k, v \rangle \psi, c \), it then follows that

\[ \nabla u \cdot \nabla v = \sum_{j,k=0}^{\infty} \tilde{u}_j \tilde{v}_k \nabla \phi_j \cdot \nabla \phi_k \]

\[ = \sum_{j,k,l=0}^{\infty} \tilde{u}_j \tilde{v}_k \frac{C_{ijk}}{2} (\lambda_l - \lambda_j - \lambda_k) \phi_l. \]

Choosing, as in (25), the function \( v(x) = x^s \) that picks the \( s^{th} \) coordinate index, and computing the expansion coefficients

\[ \tilde{s}_k \equiv \tilde{v}_k = \langle \phi_k, v \rangle \psi, c = \int \phi_k(x)x^s \psi(x) \, dx, \]

we arrive at the relation

\[ \frac{\partial u}{\partial x_s} = \sum_{j,k,l=0}^{\infty} \tilde{u}_j \tilde{s}_k \frac{C_{ijk}}{2} (\lambda_l - \lambda_j - \lambda_k) \phi_l. \] (28)

Equation (28) provides a spectral representation of the components of gradients of functions \( u \) with respect to the Riemannian metric on \( \Omega \). Importantly, each of the terms in the right-hand-side has a direct data-driven analog obtained from the eigen-decomposition of the discrete Kolmogorov operator \( L_{\psi, c} \). To effect that approximation, we replace the eigenpairs \((\lambda_j, \phi_j)\) with their discrete counterparts \((\hat{\lambda}_j, \hat{\phi}_j)\), compute the corresponding coefficients \( \hat{C}_{ijk} := \langle \phi_l, \phi_j \ast \phi_k \rangle_S \) (cf. (27)), where \( \ast \) is the component-wise product operator between vectors, and approximate the expansion coefficients \( \tilde{u}_j \) and \( \tilde{v}_k^{(s)} \) by \( \hat{u}_j = \langle u, \phi_j \rangle_S \) and \( \hat{v}_k^{(s)} = \langle v^{(s)}, \phi_k \rangle_S \), respectively. We also truncate the infinite sums over \( l, j, k \) after \( \hat{c} \) eigenvalue–eigenvector pairs.

Figure 5 shows the result of this procedure for the function \( g(x) = x \cdot r \) for a constant vector \( r \in \mathbb{R}^2 \). We know \( \nabla g = r \) analytically, so in Fig. 5 we compare the analytical and data-driven gradients for the prescribed function \( g \). In this paper, our primary interest is to apply the discrete analog of (28) to approximate the gradient \( \nabla g \), where \( g \) is given by (24). Figure 6 shows the approximate solution \( f \) for the weighted Kolmogorov problem with right-hand-side function \( g(x) \). We present solutions given parameter choices \( c = 0.1 \) and \( c = 1 \). The latter more strongly biases the curvature of the distribution, which is reflected in Fig. 6. We investigate the effect of varying \( c \) in more detail in Sect. 5.2.

4 Implementation

Given \( n \) samples, we divide the computation into four major steps:

\[ \odot \text{ Springer} \]
1. Compute the kernel matrix $K_\epsilon$ in (11) and the estimated density function $\psi = W^{-1}K_\epsilon I$ in (13).
2. Compute the variable-bandwidth kernel matrices $K_{\epsilon,\beta}$ (unnormalized) and $K_{\epsilon,\beta,\alpha}$ (normalized) from (14) and (15), respectively.
3. Using $K_{\epsilon,\beta,\alpha}$, form the sparse symmetric matrix $\hat{L}_\psi,\epsilon$ in (19), and compute the leading $\ell'$ eigenvalue/eigenvector pairs $(\hat{\lambda}_{j}, \hat{\phi}_{j})$. Apply the similarity transformation $S$ to obtain the leading $\ell'$ eigenpairs $(\hat{\lambda}_{j}, \hat{\phi}_{j})$ of the discrete Kolmogorov operator $L_\psi,\epsilon$.
4. Use the eigendecomposition to solve the Kolmogorov problem and/or represent gradient vector fields, as described in Sects. 3.1 and 3.2.

Within this procedure, we spend a bulk of our computational resources (i) computing the eigendecomposition of $\hat{L}_\psi,\epsilon$, and (ii) computing the density kernel matrix $K_\epsilon$ and the variable-bandwidth kernel matrix $K_{\epsilon,\beta}$. In principle, computing the eigendecomposition is the most expensive component of the algorithm. In practice, existing tools, such as Spectra: Sparse Eigenvalue Computation Toolkit as a Redesigned ARPACK [27], efficiently compute the sparse eigendecompositions. The next most expensive step is assembling the matrices $K_\epsilon$ and $K_{\epsilon,\beta}$. Algorithm 1 defines the “brute-force” approach of looping over each pair of samples and computing the kernel matrix entry, which is $O(mn^2)$ complexity. We must evaluate the kernel $O(n^2)$ times and evaluating the kernel itself scales linearly with the dimension of the ambient space $m$. Therefore, we reduce the complexity of the kernel matrix construction by leveraging a $k$-d tree nearest neighbor search.

**Algorithm 1** The “brute force” algorithm to compute the sparse kernel matrices—either $K_\epsilon$ or $K_{\epsilon,\beta}$. The algorithm computes $K_\epsilon$ by setting $\rho = (\rho^{(1)}, \ldots, \rho^{(m)})$ of the bandwidth function defined in (10) and $K_{\epsilon,\beta}$ by setting $\rho^{(i)} = 2\hat{\psi}\beta(x^{(i)})$, where $\hat{\psi}$ is the density estimate from (12). This algorithm requires two parameters: (i) the bandwidth parameter $\epsilon > 0$ and (ii) a tolerance $\delta_{tol}$ to render the resulting matrices sparse. In the $K_{\epsilon,\beta}$ case we also define the variable bandwidth parameter $\beta$. The complexity is $O(mn^2)$.

```
Given: the samples $\{x^{(i)}\}_{i=1}^{n}$ and a bandwidth vector $\beta \in \mathbb{R}^{n}$
Initialize the sparse kernel matrix $K \in \mathbb{R}^{n \times n}$ (assume unset entries are 0)
for $i \leftarrow 1$ to $n$
    for $j \leftarrow i$ to $n$
        Compute the entry $k = \exp \left( -\frac{\|\beta^{(i)} - \beta^{(j)}\|_2^2}{2\epsilon \lambda_{ij}} \right)$
        if $k > \delta_{tol}$ then Set the entries $K^{(i)} = k$ and $K^{(j)} = k$
```

4.1 Binary search trees

A $k$-d tree stores each sample as leaf nodes of a binary tree. Each non-leaf node implicitly defines a hyper-plane such that the left sub-tree contains only points on the “left” side of the plane and the right sub-tree contains only points on the “right” side [5]. Efficiently finding nearest neighbors using $k$-d trees is a well-studied problem [e.g., 1, 2, 5, 13, 16, 31]. Constructing a $k$-d tree is $O(m \log n)$ complexity and after construction finding the closest $s$ neighbors in the set of samples is a $O(c(m)s \log n)$ operation, where $c(m)$ is a dimension-dependent function that grows.
at least as fast as $2^m$. Empirically, $c(m)$ grows rapidly with dimension $m$ and nearest-neighbor computation becomes difficult in high dimensions [1, 31].

Heuristically, the $k$-$d$ tree is more efficient than an exhaustive search when $2^m \ll n$ [33]. As $m$ grows, we resort to approximate nearest neighbor searches. Rather than finding exactly the $s$ nearest neighbors, we find $s$ points such that the distance between $x^{(i)}$ and $x^{(j)}$ is within $1 + \delta$ of the distance between $x^{(i)}$ and its true nearest neighbors. Finding the approximate nearest neighbors makes the constant $c(m) = m(1 + 5m/\delta)^m$ [2]. For our examples, which are meant to demonstrate the overall method, we will use exact nearest neighbor searches using the software package nanoflann, which is remarkably efficient [10].

### 4.2 Computing the kernel matrix with a $k$-$d$ tree

We include a version of our algorithm to compute the kernel matrix for the sake of completeness and to explicitly highlight the computational cost of estimating eigenfunctions of the Kolmogorov operator. Although this cost is dominated by computing the eigendecomposition itself, nearest-neighbor searching, especially in high dimensions, is a non-trivial component of this algorithm. In general, diffusion maps and other graph-based algorithms become more expensive—both in computational run time and storage—as the dimension of the ambient space grows (i.e., $m \gg 1$). The samples $x \in \Omega$ are on a $d$-dimensional manifold and leveraging this structure may further improve efficiency. However, such efforts are beyond the scope of this paper and we leave them to future work. In this paper, we focus on improving efficiency with respect to the number of samples $n$ and assume the ambient dimension $m$ is sufficiently small that it does not significantly affect performance.

![Fig. 7 The wall-clock time as a function of the number of samples from a Gaussian distribution to construct the kernel matrix using the brute force approach in Algorithm 1 (grey points) and the $k$-$d$ tree based algorithm in Algorithm 2 (colored points). We ran this on an Intel Core i7-4770 CPU at 3.40GHz. The blue and red markers represent a series of $t = 1$ and $t = 100$ $k$-$d$ trees—equivalently, the lag parameter is $L = n/1$. The purple and brown markers use $t = 5 \log n$, $t = n/5$ and $k$-$d$ trees with lag parameters $L = n/(5 \log n)$ and $L = 5$, respectively. For reference, the grey and brown lines shown are proportional to $n^2$ and the blue, red, and purple lines are proportional to $n \log n$](image-url)
For each sample, we first find the $s_i$ points within a radius $R$ ball centered at $x^{(i)}$ that corresponds to the sample pairs that result in non-zero kernel matrix entries; this is a $\mathcal{O}(s_i \log n)$ operation. We choose $R$ such that the kernel function satisfies

$$\exp\left(-\frac{\|x^{(i)} - x^{(j)}\|^2}{\epsilon^2 \rho^{(i)} \rho^{(j)}}\right) > \delta_{\text{tol}},$$

where $\rho^{(i)}$ is the bandwidth function that defines the kernel (e.g., the bandwidth in (10)) evaluated at the $i^{th}$ sample and $\delta_{\text{tol}}$ is a sparsity tolerance, implying that $R = \epsilon^2 b_{\text{max}}^2 \log \delta_{\text{tol}}$, where $b_{\text{max}} = \max_i \{\rho^{(i)}\}$. We then loop over each of the $s_i$ nearest neighbors and compute the $(i, j)$ and $(j, i)$ kernel entries (since the kernel matrix is symmetric). Letting $s = \max_i (s_i)$, the total complexity is roughly $\mathcal{O}(m(s + 1)n \log n)$, where the $s + 1$ term accounts for the initial construction cost of the $k$-d tree. Typically, $s \ll n$ and this complexity is approximately $\mathcal{O}(mn \log n)$.

We leverage symmetry to further reduce the computation cost. After computing the first row/column we only need to compute the lower right $(n - 1, n - 1)$ corner of the kernel matrix. When we compute row $i$, we only need to find the nearest neighbors in the subset of samples $\{x^{(j)}\}_{j=1}^n$. Therefore, we build a sequence of $k$-d trees, each using a smaller subset of samples. At row $i$, we use the $k$-d tree with the fewest number of samples to find the nearest neighbors $x^{(j)}$ that are within the critical radius $R$ and such that $i \leq j$. We introduce a lag parameter $L$ that determines the number of $k$-d trees to construct and build a series of $k$-d trees $\{T_r\}_{r=0}^{t-1}$ such that $T_r$ only includes the points $\{x^{(i)}\}_{i=1+rL}^n$. We prescribe the lag parameter $L$ by prescribing the number of $k$-d trees $t = \lceil n/t \rceil$ and setting $L = \lfloor n/t \rfloor$. For each row $i$, we use the $k$-d tree such that $i > rL$—using a tree that contains fewer samples improves performance. The trade-off for this improved efficiency is a larger cost for the initial $k$-d tree construction. An upper bound for the cost of constructing the $t$ $k$-d trees is $\mathcal{O}(m \log n)$. We find that choosing constant $t$ or $t \propto \log n$ improves the overall efficiency of the algorithm. However, choosing $t \propto n$ makes the overall cost roughly $\mathcal{O}(mn^2 \log n)$, which is slightly worse than the brute force algorithm. Algorithm 2 provides the pseudocode for the $k$-d tree based kernel matrix construction, and Fig. 7 shows the performance of this algorithm compared to the brute force approach. To our knowledge, the sequential $k$-d tree construction used in Algorithm 2 has not been previously discussed in the literature. Yet, as Fig. 7 shows, this technique can significantly reduce the practical runtime of the kernel matrix construction.
Fig. 8  Analytical and numerical eigenfunctions of the Kolmogorov operator for a Gaussian distribution $\psi = \mathcal{N}(0, I)$ in $m = 2$ dimensions. Panel a shows an analytical eigenfunction $\varphi_4(x)$ of $L_{\psi,c}$ corresponding to the twofold-degenerate eigenvalue $\lambda_4 = -2$, evaluated at each of the $n = 2.5 \times 10^4$ samples $x^{(i)}$. The analytical eigenfunction is expressed as a linear combination $\varphi_4 = R_{11} \varphi_4 + R_{12} \varphi_5$, where $R_{ij}$ are elements of the rotation matrix $R(\theta^*)$ that minimizes the empirical error in (29). Panel b shows the numerical eigenvector $\phi_4$ of $L_{\psi,c}$, (colors) and the corresponding gradient (arrows). The gradient is computed using the procedure in Sect. 3.1. Panel c shows the empirical error between $\varphi_4$ (the vector containing the values $\varphi_4(x^{(i)})$) and $\phi_4$, computed via (29), as a function on the number of samples $n$. In Panel d, we prescribe the non-rotated analytical eigenfunction $\phi_4$ as the right hand side $g$ of the Poisson problem $L_{\psi,c}f = g$, and compute the empirical error of the numerical solution $f$ relative to the analytical solution $f = g/\lambda_4$ as a function of $n$, using (31). In Panels c and d we compute each error value using independent datasets of $n$ samples $\{x^{(i)}\}_{n}^{n}$ drawn from $\mathcal{N}(0, I)$. Solid lines show the best-fit empirical error—the empirical error averaged over 5 experiments with $n$ samples. Dashed lines show an $n^{-1/2}$ convergence rate for reference.
Fig. 9 Solution of the Kolmogorov equation in $\mathbb{R}^4$ using $n = 10^4$ samples from a Gaussian distribution $\psi$ and linear right hand side $g$, using $n = 10^4$. In Panel a, the diagonal subfigures show 1-dimensional projections of our estimate of the Gaussian density $\psi(x) = N(x; 0, \Sigma)$. The $i^{th}$ diagonal entry shows a scatterplot of $(x_i, \psi(x_i))$; the color scheme of the diagonal plots corresponds to the magnitude of the $y$-axis. Note that $\psi(x_i)$ is an estimate of the joint density at the $i^{th}$ sample, not the marginal. The off-diagonal subfigures show two-dimensional projections of the solution. The $(j,k)^{th}$ panel in the upper-triangular portion (measured from the top left) shows a scatterplot of the coordinates $(x_j, x_k)$ of the samples, colored by the value of the solution, $f(x^{(i)}) = -\sqrt{2}x_1^{(i)} - \sqrt{3}x_3^{(i)}$. The subfigures in the lower-triangular portion show corresponding scatterplots for the numerical solution $f$ obtained via (24). Panel b shows the first 25 eigenvalues of the discrete Kolmogorov operator $L_{\psi,1}$. We expect $-1/\sqrt{2}$ and $-1/\sqrt{3}$ to be eigenvalues with multiplicity 2; the two horizontal lines in Panel b indicate these values. The blue and red dots indicate the two closest eigenvalues to $-1/\sqrt{2}$ and $-1/\sqrt{3}$, respectively. Panel c shows the coefficients $\tilde{f} = Q^{-1}_r f$ representing the solution as a linear combination of eigenvectors of the discrete Kolmogorov operator. We only expect the coefficients corresponding to eigenvalues $-1/\sqrt{2}$ and $-1/\sqrt{3}$ to be nonzero. The blue and red dots indicate the coefficients corresponding to the two closest eigenvalues to $-1/\sqrt{2}$ and $-1/\sqrt{3}$, respectively.
Algorithm 2 The $k$-d tree based algorithm that, similar to Algorithm 1, computes either $K_{\varepsilon}$ or $K_{\varepsilon, \beta}$. This algorithm requires three parameters: (i) the bandwidth parameter $\varepsilon > 0$, (ii) the sparsity tolerance $\delta_{\text{tol}}$, (iii) the lag parameter $L$ (in the $K_{\varepsilon, \beta}$ case we additionally need to define the variable bandwidth parameter $\beta$). The complexity is typically $O(n \log n)$.

Given: the samples $\{x^{(i)}\}_{i=1}^n$ and a bandwidth vector $b \in \mathbb{R}^n$
Initialize the sparse kernel matrix $K \in \mathbb{R}^{n \times n}$ (assume unset entries are 0)
Let $b_{\text{max}} = \max_{i \in [1:n]} (b_i)$ be the maximum bandwidth

Construct the $k$-d trees $\{T_r\} = \text{CONSTRUCT k-d TREES}((\{x^{(i)}\}_{i=1}^n, L))$
for $r \leftarrow 1$ to $n$ do
    $L \leftarrow 0$
    Loop through the rows of the kernel matrix $X = \{x^{(j)} : i > j \geq n$ and $||x^{(i)} - x^{(j)}||^2 < -\varepsilon^2 b_{\text{max}} \log \delta_{\text{tol}}\}$
    for $j \leftarrow 1$ to $|X|$ do
        Let $j = j(J)$ be the index of the $J^{th}$ nearest neighbor $x^{(j)} \in X$
        Compute the entry $k = \exp \left(-\frac{||x^{(i)} - x^{(j)}||^2}{\varepsilon^2 b_j^2}\right)$
        if $k > \delta_{\text{tol}}$ then
            Set the entries $K^{(ij)} = k$ and $K^{(ji)} = k$
        end
    end
end

procedure \text{CONSTRUCT k-d TREES}((\{x^{(i)}\}_{i=1}^n, L))
Find the largest $t$ such that $tL < n$ and initialize the $k$-d trees $T = \emptyset$
for $r \leftarrow 0$ to $n$ do
    Compute the $k$-d tree $T_r$ using the last $n - rL$ samples $\{x^{(i)}\}_{i=1+rL}^n$
    Update $T \leftarrow T \cup \{T_r\}$
end

return The set of $k$-d trees $T$

The outer loop over the samples in both Algorithms 1 and 2 is trivially parallelizable. Given $n_{\text{proc}}$ processors, the brute-force algorithm has approximately $O(m n^2 / n_{\text{proc}})$ complexity. Initially constructing the $k$-d tree still costs $O(m n \log n)$, and this task is not easily parallelizable. After construction, the $k$-d tree based algorithm has approximately $O(m n / n_{\text{proc}} \log n)$ complexity. Therefore, for sufficiently large $n_{\text{proc}}$, the “brute force” algorithm may in principle outperform the $k$-d tree based algorithm. In most applications, however, we choose $n \gg n_{\text{proc}}$ and find the $k$-d approach to be more efficient. Additionally, efficiently computing the bandwidth parameter in (10) typically requires computing the $k$-d trees anyway.

The parameter tuning described in Sect. 2.3 is also computationally expensive. The optimization problem—maximizing (22)—is relatively straightforward. However, computing the cost function requires repeatedly constructing the kernel matrix. We use Algorithm 2 to efficiently compute the cost function and leverage gradient-free algorithms in NLopt [20] to numerically solve the one-dimensional optimization problem.

5 Examples

We illustrate our approach using three examples: (i) a toy problem using Gaussian samples (Sect. 5.1), (ii) solving the Kolmogorov problem on a spherical manifold (Sect. 5.2), and (iii) an application that uses our method to evolve samples from a probability distribution according to an advection equation (Sect. 5.3).
5.1 Gaussian examples

We use a two-dimensional Gaussian toy problem to assess the convergence of the eigenfunction estimates, and then solve the Kolmogorov problem using samples from a four-dimensional Gaussian distribution to demonstrate our method in higher dimensions. We sample \( n \) points \( \{ x^{(i)} \}_{i=1}^n \) from a Gaussian distribution \( \mathcal{N}(0, \Sigma) \) on \( \Omega = \mathbb{R}^m \) with \( m = 2 \) or \( m = 4 \). In \( m = 2 \) dimensions, we use \( \Sigma = I \). In \( m = 4 \) dimensions, we set \( \Sigma = \text{diag}(\sqrt{2}, \sqrt{2}, \sqrt{3}, \sqrt{3}) \). Note that in these examples we have \( \Omega = \mathbb{R}^m \) since the Gaussian distribution is supported on the entire Euclidean space, and thus the intrinsic and extrinsic dimensions are equal, \( m = d \).

Using the samples \( x^{(i)} \), we estimate the density function (Fig. 1) and the eigendecomposition of the Kolmogorov operator (Figs. 2 and 8) as described in Sect. 2. We then use these samples to estimate solutions to (8) (Fig. 6 and 9) using the method described in Sect. 3. In the two-dimensional case where we can readily perform visualizations, we also show the estimated gradient vector field (Fig. 6).

5.1.1 Dimension \( m = 2 \)

Starting with the two-dimensional example, we assess the validity of our algorithms by comparing our numerically computed eigenfunctions to an analytical solution. Figures 2b and 8b show the computed 4th eigenvector \( \phi_4 \) using \( n = 2.5 \times 10^4 \) samples. Recall that the \( i \)-th component of \( \phi_4 \), i.e., \( \phi_4^{(i)} \), is an estimate of the eigenfunction value \( \phi_4(x^{(i)}) \). In this case, standard results show that the 4th and 5th eigenfunctions are \( \phi_4(x) = x_1x_2/\sqrt{2}\pi \) and \( \phi_5(x) = (x_1^2 - x_2^2)/\sqrt{2}\pi \) and that they correspond to an eigenvalue with multiplicity 2 [14]. Let \( \phi_4' \) and \( \phi_5' \) be the vector whose \( i \)-th component are the true eigenfunctions evaluated at the \( i \)-th sample. We compare the eigenspace spanned by these vectors to the space spanned by the 4th and 5th eigenvectors computed by our algorithm (\( \phi_4 \) and \( \phi_5 \), respectively). We normalize the eigenvectors \( \phi_4', \phi_5', \phi_4', \) and \( \phi_5' \) to be unit vectors in the norm \( \| \cdot \|_S^2 = \langle \cdot, \cdot \rangle_S \) (see (20)). Let \( R(\theta) \) be a \( 2 \times 2 \) rotation matrix that rotates vectors by \( \theta \in [0, 2\pi] \). Let

\[
\begin{bmatrix}
\phi_4' \\
\phi_5'
\end{bmatrix} = R(\theta^*)
\begin{bmatrix}
\phi_4 \\
\phi_5
\end{bmatrix},
\]

where \( \theta^* \) is the angle that minimizes the empirical squared error

\[
\epsilon^2((x)_i^n) = \frac{1}{n}(\phi_4 - \varphi_4) \cdot (\phi_4 - \varphi_4).
\]

Fig. 8a shows the analytical and numerical 4th eigenvector. Figure 8c shows the expected squared error as a function of \( n \). Even though, to our knowledge, there are no spectral convergence results in the literature for the class of variable-bandwidth kernels in [7], we observe a convergence rate that significantly exceeds the typical \( 1/\sqrt{n} \) Monte Carlo convergence rate.

Next, observe that given a diagonal covariance matrix \( \Sigma = [\Sigma_{ij}] \), we have
\[ \mathcal{L}_{\psi,1} x_i = x_i \nabla_i \log \psi = -\Sigma^{-1}_{ii} x_i \]  

(30)

and, therefore, \( \phi(x) = x_i \) is an eigenfunction with eigenvalue \( \lambda = \Sigma^{-1}_{ii} \). Moreover, the multiplicity of \( \lambda \) is equal to the number of times that the value \( \Sigma_{ii} \) appears in the diagonal entries of \( \Sigma \). Prescribing \( g = \phi \) as the right hand side of the Poisson problem \( \mathcal{L}_{\psi,1} f = g \), it follows that the solution \( f = g/\lambda \) is expressible as a linear combination of eigenfunctions \( \phi_i \) corresponding to eigenvalues \( \lambda_i = \lambda \). In the discrete case, we expect that the solution vector \( \mathbf{f} \) of the Poisson problem associated with \( L_{\psi,c} \) for the source vector \( g = [g(x^{(i)})] \) (see (24)) to well-approximate the analytical solution \( f \) for modest values of the spectral truncation parameter \( \ell' \).

Let \( \tilde{f} = [f(x^{(i)})] \) be the vector whose entries are given by the true solution values. In Fig. 8d, we compute the normalized empirical squared error of \( \mathbf{f} \) relative to \( \tilde{f} \),

\[ \tilde{e}^2(\mathbf{x})^{(n)} = \frac{(\mathbf{f} - \tilde{\mathbf{f}}) \cdot (\mathbf{f} - \tilde{\mathbf{f}})}{\tilde{\mathbf{f}} \cdot \tilde{\mathbf{f}}}, \]

(31)

as a function of the number of samples \( n \). We observe an approximate \( O(n^{-1/2}) \) convergence rate.

5.1.2 Dimension \( m = 4 \)

We now demonstrate our method in \( m = 4 \) dimensions using \( n = 10^4 \) samples \( \{\mathbf{x}^{(i)}\}_{i=1}^{n} \) from a Gaussian distribution \( \psi(x) = \mathcal{N}(\mathbf{x}; \mathbf{0}, \Sigma) \). We recall that \( \Sigma = \text{diag}(\sqrt{2}, \sqrt{2}, \sqrt{3}, \sqrt{3}) \). Thus, according to (30), the leading two nonzero eigenvalues of \( \mathcal{L}_{\psi,1} \) are \(-1/\sqrt{3}\) and \(-1/\sqrt{2}\), and both of these eigenvalues have multiplicity 2.

First, we use the procedure in Sect. 2.1 to estimate the 4-dimensional Gaussian density (see the diagonal panels of Fig. 9a). Note that we estimate the 4-dimensional joint density \( \psi(x) \) and these plots project this field onto each coordinate; we are visualizing the joint density, not the marginal. We then prescribe the source function \( g(x) = x_1 + x_3 \) and solve the Kolmogorov problem \( \mathcal{L}_{\psi,1} f = g \) for the solution \( f \). In this case, \( f(x) = -\sqrt{2}x_1 - \sqrt{3}x_3 \) is the exact solution since \( x_1 \) and \( x_3 \) are eigenfunctions with eigenvalues \( \lambda_1 = -1/\sqrt{3} \) and \( \lambda_3 = -1/\sqrt{2} \), respectively.

In the upper-triangular panels of Fig. 9a we plot various two-dimensional projections of the solution \( f(x^{(i)}) \) on the samples. Specifically, the upper-triangular panel in the \( j \)th row and \( k \)th column (measured from the top left) shows a scatterplot of the \( j \)th and \( k \)th components of \( x^{(i)} \) (i.e., the points \( (x_j^{(i)}, x_k^{(i)}) \in \mathbb{R}^2 \)) colored by the value of the solution (i.e., the \( i \)-th component of the exact solution vector \( \tilde{f} = [f(x^{(i)})] \)). Note that since \( f \) is a function of \( x_1 \) and \( x_3 \) only, the panel corresponding to \( j = 1 \) and \( k = 3 \) shows a scatterplot of a well-defined function, \( (x_1^{(i)}, x_3^{(i)}) \mapsto f(x) \); thus, we see a smooth progression of colors. The projections in the other upper-triangular panels do not correspond to functions of the coordinates, so the colors appear noisy, but nonetheless convey useful information about the structure of the solution in space.

In our numerical experiments, we use our \( k \)-d tree implementation from Sect. 4 to efficiently compute the discrete approximation of the Kolmogorov operator \( L_{\psi,1} \). We compute the empirical solution \( \tilde{f} \) via (24) using \( \ell' = 100 \) eigenfunctions. Since
we do not compute gradients of the solution in this case, we only need to solve the sparse least-squares system $L_{\psi,1} f = g$ to estimate solutions to the differential equation in 4 dimensions. However, in this example we solve the least-squares problem using the eigendecomposition of $L_{\psi,1}$. In the lower-triangular panels of Fig. 9a we plot projections of the empirical solution $f$ analogously to the exact solution $\tilde{f}$ in the
Fig. 11  The density estimated using \( n = 10^4 \) samples from the von Mises-Fisher distribution in (32) with \( \kappa = 10 \) and \( \underline{u} = \overline{\underline{u}} / \| \overline{\underline{u}} \|, \overline{\underline{u}} = \left( \frac{1}{2} , - \frac{1}{2}, 1 \right)^T \)

Fig. 12  Solution to the Kolmogorov problem in (8) for the von Mises-Fisher distribution with \( \kappa = 10 \) and \( \underline{u} = \overline{\underline{u}} / \| \overline{\underline{u}} \|, \overline{\underline{u}} = \left( \frac{1}{2} , - \frac{1}{2}, 1 \right)^T \) (Eq. (32)) with \( a = 0, b = 1, c = 2, \) and \( d = 4 \). The arrows are the gradient of the solution, which more strongly follow the curvature of the underlying distribution for larger values of \( c \)
upper-triangular panels. Despite the modest number of samples for the dimensionality of the problem, we qualitatively observe that our computed solution matches the expected result. Still, some differences are present, notably a bias of the empirical solution towards larger absolute values (as evidenced by the stronger colors in the lower-triangular panels). As we will see momentarily, this bias can be attributed to errors in the eigenvalues of the discrete Kolmogorov operator.

We further assess the quality of our numerical solution by investigating the computed eigenspectrum of the discrete Kolmogorov operator $L_{\psi,1}$. Figure 9b shows the eigenvalues $\hat{\lambda}_j$ of $L_{\psi,1} = Q \Lambda Q^{-1}$ and Fig. 9c shows the solution coefficients $\hat{f} = Q^{-1}f$. Since the covariance matrix is diagonal with entries $\text{diag}(\Sigma) = (\sqrt{2}, \sqrt{2}, \sqrt{3}, \sqrt{3})$, we expect $-1/\sqrt{2}$ and $-1/\sqrt{3}$ to be eigenvalues with multiplicity 2. Figure 9b clearly shows the two pairs of eigenvalues, $(\hat{\lambda}_1, \hat{\lambda}_2)$ and $(\hat{\lambda}_3, \hat{\lambda}_4)$ near each of these expected eigenvalues, respectively. This is also reflected in the coefficients representing the linear expansion of the solution in the eigenbasis, which are displayed in Fig. 9c. The nonzero coefficients clearly correspond to the 2-dimensional eigenspaces with eigenvalues $-1/\sqrt{2}$ and $-1/\sqrt{3}$. However, both pairs of numerical eigenvalues have somewhat larger values than the true values (compare the colored dots with the horizontal lines in Fig. 9b). Upon solution of the least-squares problem to obtain $\hat{f}$ (which employs the reciprocals of the eigenvalues $\hat{\lambda}_j$; see (23)), these errors lead to the amplitude bias of the solution mentioned above.

As one might expect from the higher dimensionality of this problem, we observed higher sensitivity of our results to the bandwidth parameter $\epsilon$ and the number of data points $n$ compared to the two-dimensional case in Sect. 5.1.1. We use the tuning procedure in Sect. 2.3 to choose the bandwidth parameter. In the example shown in Fig. 9, the estimated dimension was approximately $3.94 \approx 2 \max(\chi'_\epsilon)$ and $3.91 \approx 2 \max(\chi'_{\epsilon,\phi})$ for the density and Kolmogorov operator estimation, respectively. We expect both values to be 4, which suggests that the tuning procedure is performing adequately.

Although the discrete Kolmogorov operator $L_{\psi,1}$ is sparse, storing its eigendecomposition becomes increasingly memory-intensive as $n$ increases. With our available resources, we found this is the limiting factor that prevents us from using more samples to estimate the solution to the Kolmogorov problem. However, if we do not need to estimate gradients $\nabla f$, we could solve $L_{\psi,1} f = g$ using a sparse matrix decomposition. Optimistically, we find the pointwise values of the solution in Fig. 9a are less sensitive to the number of samples $n$ than the estimate of the eigendecomposition. This suggests that the $L^2$ error in the computed solution may be less affected by the curse of dimensionality than the spectral convergence required by the eigenfunctions.

### 5.2 Spherical manifold

In this example, we solve the Kolmogorov problem on the 2-sphere, $\Omega = S^2$. We use this example to explore the effects of varying the density-biasing parameter $c$. We first generate $n = 10^4$ samples from the uniform density on $S^2$ with respect to the standard (round) metric. Figure 10a shows the estimated density, which should
be constant, \( \psi_{uni}(x) = (4\pi)^{-1} \approx 0.08 \). Since the density is constant on the manifold, the Kolmogorov operator simplifies so that it is independent of \( c \): \( \mathcal{L}_{\psi_{uni}} f = \Delta f \). Figures 10b, c, and e show the solution to the Kolmogorov problem in (5) with source term \( g(x) = x \cdot r \) and \( r = (1, 0, 0)^T \) and \( c = 1 \), \( c = 2 \), and \( c = 0 \). Figure 10d and f show the difference between the solution with \( c = 1 \) and \( c = 2 \) and \( c = 0 \), respectively. We compute the bandwidth function (10) using \( k_{nn} = 25 \) nearest neighbors and set the entries of the density kernel matrix \( K_c \) to zero if they are below the threshold \( 10^{-2} \). We use the optimal bandwidth parameter \( c \)—see Sect. 2.3. These results show that the solutions are similar, as expected. However, the error is larger with larger \( c \) because errors in the density estimate are more exaggerated. We see that regions with the largest error are the same in both cases, and are larger when \( c = 2 \).

We also generate \( n = 2.5 \times 10^4 \) samples on the unit sphere that are distributed according to the von Mises-Fisher distribution. In three dimensions, the density function is parameterized by \( \kappa > 0 \) and a unit vector \( u \) such that (Fig. 11b)

\[
\psi(x) = \frac{\kappa}{2\pi(\exp(\kappa) - \exp(-\kappa))} \exp(\kappa u \cdot x).
\]

We emphasize that this distribution is defined on the unit sphere (\( \|x\| = 1 \)) and, therefore, the manifold dimension is \( d = 2 \). We sample this distribution using rejection sampling: first sampling from the uniform distribution over the unit sphere, then accepting that sample with probability \( \psi_{uni}(x)/(M\psi(x)) \), where \( M = \max(\psi_{uni}(x)/\psi(x)) \). We use \( n = 10^4 \) samples to estimate the density with \( \kappa = 10 \) and \( u = \bar{u}/\|\bar{u}\| \) and \( \bar{u} = (\frac{1}{2}, -\frac{1}{2}, 1)^T \)—as shown in Fig. 11a. As in the uniform case, we compute the bandwidth function (10) using \( k_{nn} = 25 \) nearest neighbors and set the entries of the density kernel matrix \( K_c \) to zero if they are below the threshold \( 10^{-2} \). We use the optimal bandwidth parameter \( c \)—see Sect. 2.3.

We solve the Kolmogorov problem in (8) for the right hand side function \( g(x) = x \cdot r \) with \( r = (1, 0, 0)^T \). Figure 12 compares numerical solutions \( f \) and their associated gradient vector fields corresponding to the von Mises-Fisher distribution with the operator parameter \( c = 0 \), \( c = 1 \), \( c = 2 \), and \( c = 4 \). When \( c = 0 \), the Kolmogorov operator simplifies to the Laplace-Beltrami operator \( \mathcal{L}_{0,\psi} = \Delta \), which is independent of the underlying density. In (7) we show that the operator \( \mathcal{L}_{\psi,c} \) is equivalent to \( \mathcal{L}_{\bar{\psi},1} \) with \( \bar{\psi} \propto \psi^c \). Therefore, larger values of \( c \) more strongly bias the operator according to the density function \( \psi \). For large \( c \), \( \bar{\psi} \ll 1 \) in the tails of the distribution, meaning samples \( x \sim \psi \) are disproportionately sampled in low-probability regions of \( \bar{\psi} \). We see in Fig. 12 that the solution is noisy in the tails of the distribution for \( c = 2 \) and \( c = 4 \). Heuristically, we obtain more accurate solutions setting \( c = 1 \) and sampling from \( \bar{\psi} \) directly.

5.3 Evolution of a time-dependent density

In this example, we evolve a \( d \)-dimensional random variable \( X_t \), that is distributed according to a time-dependent density \( \psi(x,t) \). For simplicity, we assume that the density is defined over \( \mathbb{R}^d \) (rather than some nonlinear manifold). However, the same
procedure can evolve the random variables on a manifold $\Omega \subset \mathbb{R}^d$. We evolve an unnormalized density function $\mu(x, t)$ according to

$$\partial_t \mu + \nabla \cdot (\mu u) - D_\sigma \mu = \mu g',$$  \tag{33}$$

where $u(x, t)$ is a prescribed velocity field, $D_\sigma$ is a diffusion operator defined by the matrix $\sigma(x, t) \in \mathbb{R}^{d \times d}$

$$D_\sigma \mu = \frac{1}{2} \sum_{s=1}^{d} \sum_{r=1}^{d} \frac{\partial}{\partial x_i} \left( \sigma_{is} \sum_{j=1}^{d} \frac{\partial}{\partial x_j} (\sigma_{js} \mu) \right),$$

and $g'(x, t)$ is an external source function. We find problems with this form in kinetic theory, where $\mu$ is the density function over material space and velocity. The material moves around the domain according to an advection–diffusion model and $g$ represents sources/sinks of material. We leave the specifics of this application to future work and solve the generic version of this problem here. Given the unnormalized density $\mu$, we define the time-dependent probability density function $\psi(x; t) = \mu(x; t)/M(t)$, where $M(t) = \int_{\mathbb{R}^d} \mu(x, t) \, dx > 0$ is a normalization factor. Letting $\bar{g} = \int_{\mathbb{R}^d} g' \psi \, dx$, the normalization factor evolves according to

$$\partial_t M = \bar{M} g,$$

and the normalized density evolves according to

$$\partial_t \psi + \nabla \cdot (\psi u) - D_\sigma \psi = \psi g,$$  \tag{34}$$

with $g = g' - \bar{g}$. In the following example, our goal is to compute particle-based approximations to the solution of (34).

First, note that when $g = 0$, (34) is the Fokker-Planck equation and a random variable $X_i$ that is distributed according to $\psi$ evolves according to
where \( W_t \) is a \( d \)-dimensional Wiener process. When \( g \neq 0 \), we can construct solutions to (34) by solving the Kolmogorov problem

\[
\mathcal{L}_{1} \psi f = \psi^{-1} \nabla \cdot (\psi \nabla f) = g, \quad \mathbb{E}_{\psi(\cdot,t)} f(\cdot,t) = 0,
\]

which allows us to rewrite (34) as

\[
\partial_t \psi + \nabla \cdot ((u - \nabla f) \psi) - D_{\sigma} \psi = 0.
\]

The Kolmogorov problem in (35) and the corresponding gradient field \( \nabla f \) define an effective velocity \( u' = u - \nabla f \). The corresponding random variable evolves according to

\[
dX_t = u' \, dt + \sigma \, dW_t,
\]

where \( W_t \) is a \( d \)-dimensional Wiener process. When \( g \neq 0 \), we can construct solutions to (34) by solving the Kolmogorov problem

\[
\mathcal{L}_{1} \psi f = \psi^{-1} \nabla \cdot (\psi \nabla f) = g, \quad \mathbb{E}_{\psi(\cdot,t)} f(\cdot,t) = 0,
\]

which allows us to rewrite (34) as

\[
\partial_t \psi + \nabla \cdot ((u - \nabla f) \psi) - D_{\sigma} \psi = 0.
\]

The Kolmogorov problem in (35) and the corresponding gradient field \( \nabla f \) define an effective velocity \( u' = u - \nabla f \). The corresponding random variable evolves according to

\[
dX_t = u' \, dt + \sigma \, dW_t.
\]

Therefore, we can construct our particle-based approximation to (34) by (i) computing the effective velocity \( u' \); and (ii) evolving realizations of \( X_t \) according to (37).
Notationally, we distinguish between the random variable $X_t$ and a specific realization $x_t$ using upper- versus lower-case letters. The $t$ subscript further distinguishes time-dependent samples from the independent coordinate $x$.

We begin by drawing $n$ samples that are initially distributed according to the density $\psi(\cdot;0)$ (i.e., $x_1^{(i)} \sim \psi(\cdot;0)$). We evolve the $n$ samples so that

$$E_{\psi(\cdot;0)} h = \int_{\mathbb{R}^d} h(x)\psi(x, t) \, dx = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} h(x_t^{(i)})$$

for all integrable $h$. Each timestep consists of two steps: (i) use the procedures in Sects. 2.2 and 3 to estimate the gradient $\nabla f$ at each sample, and (ii) update each sample using an explicit time-stepping algorithm. Letting $u^{(i)}$ and $f^{(i)}$ be the velocity and gradient estimate at the $i^{th}$ sample, we update each sample $x_t^{(i)}$ over a timestep $\Delta t$ using

$$x_{t+\Delta t}^{(i)} = x_t^{(i)} + \Delta t(u^{(i)} - \nabla f^{(i)}) + \sqrt{\Delta t}\sigma W,$$  \hspace{1cm} (38)

where $W \sim \mathcal{N}(0, I)$.

As a basic validation of our method, we consider the case with $g(x) = (x - \bar{x}) \cdot r$, $r = (1, 0)$, where $\bar{x} = E_{\psi(\cdot;0)} x$. We also set $u = 0$ and $\sigma = I$. In this case, the solution should diffuse such that $x_{t+\Delta t}^{(i)} = x_t^{(i)} - \Delta t \nabla f^{(i)} + \sqrt{\Delta t}W$. We compute the effective velocity $u' = -\nabla f$, where $f$ solves (35), i.e., $L_1\psi = g$ and $E_{\psi(\cdot;0)} f(\cdot; t) = 0$. If we initially sample from the standard Gaussian distribution $\psi(x; 0) = \mathcal{N}(x; 0, I)$, then the exact solution is $-\nabla f^{(i)} = (1, 0)$ Fig. 13 shows the solution; as expected, the particles diffuse isotropically and the effective velocity translates the samples in the direction $r = (1, 0)$.

We now consider a physically motivated example. We could, for example, interpret $\mu(x, t)$ as the concentration of a non-reactive tracer and let $M(t) = \int_{\mathbb{R}^d} \mu(x, t) \, dx$ be the total amount of the tracer in the domain. Suppose that $\mu$ evolves according to (33) with known steady state velocity $u$. For example, the velocity may satisfy Darcy’s law. The model (33) simulates how the tracer flows through the domain.

We add/remove mass through a “well” to demonstrate how a source term affects the effective velocity. In our physically motivated example, the addition or removal of the tracer may occur to to pumping or leakage at an actual well. Suppose mass is injected at specified location $\bar{x}$ such that

$$g'(x, t) = 35 \sin(2\pi t) \exp \left(-\frac{1}{20}(x - \bar{x})^T(x - \bar{x})\right). \hspace{1cm} (39)$$

When $\sin(2\pi t) > 0$, tracer is injected near the point $\bar{x}$, and when $\sin(2\pi t) < 0$ tracer is removed. We estimate $\bar{g}(t) \approx n^{-1} \sum_{i=1}^{n} g'(x_t^{(i)}, t)$ to evolve the normalizing constant $M(t)$ and prescribe $g = g' - \bar{g}$. Figure 14 shows the evolution of samples that are initially distributed according to a standard Gaussian distribution and evolve according to (38) with $u = 0, \sigma = I$, and $\bar{x} = (1, 0)$.

The scatterplot in Fig. 14 shows the solution $f$ to the Kolmogorov problem at each timestep. However, the gradient of the solution $\nabla f$ is the important result since it determines the effective velocity $u' = -\nabla f$. In Fig. 14a and d the solution is zero.
since there is no injection or removal of mass from the source term \((\sin(2\pi t) = 0\) at these times). The effective velocity is, therefore, also zero. However, we see in Fig. 14b, when \(\sin(2\pi t) > 0\), that the effective velocity moves mass toward the source location \(\bar{x}\) and in Fig. 14c, when \(\sin(2\pi t) < 0\) mass moves away from the source location. Recall, the mass is distributed according to \(\psi\), which always integrates to 1. The effective velocity moves mass toward a source when \(g > 0\) since the mass influx results in a larger fraction of the mass being located in the injection region. The opposite is true when the source \(g < 0\). Thus, the qualitative behavior of the particle-based approximation is consistent with our physical intuition for the behavior of the density function.

6 Conclusion

This work used the spectral decomposition of a discrete Kolmogorov operator approximating a gradient flow on a manifold to solve the associated Poisson-type problem (Eq. 8), and represent the gradient vector field of the solution. Our kernel-based approach performs these computations given samples from the equilibrium distribution of the gradient flow, without having to resort to explicit discretizations of the state space (e.g., as in finite-difference schemes). Therefore, our framework is well-suited for function and gradient-field approximation from unstructured data sampled on nonlinear manifolds, embedded in a potentially high-dimensional ambient space. The method presented here extends previous work [7], which is primarily concerned with density estimation or discretizing the Kolmogorov operator, by using ideas from the exterior calculus on manifolds [6] to represent gradient vector fields.

We also develop computationally efficient software that, given samples, (i) uses kernel density estimation to estimate the probability density function, (ii) computes the discrete Kolmogorov operator, and (iii) provides tools to represent functions and their gradients using the eigenbasis of the Kolmogorov operator. The two computational bottlenecks are (i) computing the eigendecomposition of the discrete Kolmogorov operator and (ii) assembling large kernel matrices. For the former, we use existing software: Spectra [27]. To efficiently compute the kernel matrices, we employ an algorithm with \(O(n \log(n))\) complexity. While there is extensive literature and software addressing specific aspects of these problems, we believe that efficient implementations targeting the full algorithmic pipeline presented in this paper are not readily available in the public domain. Our implementation is available as part of the MIT Uncertainty Quantification software package (muq.mit.edu). Thus, we hope that the software and computational guidance presented here will be useful to the broad range of disciplines where data-driven approximation of differential operators plays a role.
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