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Abstract

We consider the broadcast problem in synchronous radio broadcast models with collision detection. One node of the network is given a message that must be learned by all nodes in the network. We provide a deterministic algorithm that works on the beeping model, which is a restricted version of the radio broadcast model with collision detection. This algorithm improves on the round complexity of previous algorithms. We prove an exactly matching lower bound in the radio broadcast model with collision detection. This shows that the extra power provided by the radio broadcast model with collision detection does not help improve the round complexity.

1 Introduction

Broadcast is a fundamental problem in distributed computing that is frequently used as a building block in other problems. We study the broadcast problem in synchronous radio networks, modeled as undirected connected graphs, where nodes do not have identifiers and, initially, have no knowledge about the network. In this problem, one node of the network is given a message that must be learned by all nodes in the network.

In the radio broadcast model with collision detection, a listening node receives the entire message of its neighbour if that neighbour is its only neighbour which transmits that round. If more than one of its neighbours transmit, then it receives a collision signal. The beeping model is a restricted version in which nodes can only transmit the collision signal.

Chlebus, Gąsieniec, Gibbons, Pelc, and Rytter [6], provide a deterministic broadcasting algorithm that works on the beeping model. This algorithm takes \( \Theta(D \cdot \log \mu) \) rounds to broadcast any message \( \mu \in \mathbb{Z}^+ \), where \( D \) is the source eccentricity of the network. Czumaj and Davies [12] and, independently, Hounkanli and Pelc [18], provide an asymptotically optimal deterministic broadcasting algorithm in the beeping model that takes \( D + 6 \cdot \lceil \log_2 \mu \rceil + 11 \) rounds to broadcast any message \( \mu \in \mathbb{Z}^+ \). They also prove a lower bound of \( \Omega(D + \log \mu) \) rounds.

In this paper, we provide a deterministic algorithm to broadcast any value from a predefined set of values that has exactly optimal round complexity. In particular, in Section 4 we provide a deterministic algorithm to broadcast any value from set \( \{1, \ldots, m\} \) that works on the beeping model and takes \( D + r(m) \) rounds, where \( r(m) \leq 2 \cdot \lceil \log_2 m \rceil + 2 \). In Section 5 we prove that \( D + r(m) \) is a lower bound in the radio broadcast model with collision detection. This shows that allowing nodes to send arbitrarily long messages instead of just a collision signal does not help improve the round complexity.
2 Model

There are a number of variants of the synchronous radio broadcast model that are considered. The three most relevant to this paper are the following:

- **Radio broadcast model without collision detection.** In this model, the nodes communicate in synchronous rounds. At each round, a node can idle, listen, or transmit the same value to all its neighbours. If a node transmits or idles, it gets no feedback from the environment at that round. If a node listens and none of its neighbors transmit or at least two of its neighbors transmit, it receives nothing. If a node listens and exactly one of its neighbors transmits, then it receives the value transmitted by that neighbour.

- **Radio broadcast model with collision detection.** This model is same as the previous model except that, if at least two neighbors of a node transmit, it receives a collision signal. Thus, a node that listens can distinguish between none of its neighbours transmitting and at least two of its neighbours transmitting.

- **Beeping model.** This is a special case of the radio broadcast model with collision detection, in which the only message a node can transmit is the collision signal (also called a beep). Thus, in the beeping model, when a node listens, it receives a beep if at least one of its neighbours transmits at that round.

We assume that, initially, the nodes are indistinguishable and have no knowledge about the network. Each node starts by listening (without recording any information) up to and including the first round in which at least one of its neighbours transmits. We say that a node wakes up at some round $t$, if at least one of its neighbours transmits for the first time at round $t$. A node that wakes up at round $t$ starts executing the given algorithm at round $t + 1$.

In the broadcast problem, an external source wakes up one of the nodes in the network by giving it a value from a finite set of possible values. This node is called the source node. We define round 1 of an execution to be the round immediately following the round in which the source node is woken up. The nodes at distance $\ell$ from the source node are said to be at level $\ell$. The maximum level of any node in the network is called the source eccentricity.

3 Related Work

Early approaches to solve the broadcast problem used randomization. Bar-Yehuda, Goldreich, and Itai [2] were first to provide a randomized algorithm for the broadcasting problem in the radio broadcast model without collision detection. They assumed that nodes are anonymous (i.e., they do not have any identifiers) and they are given the size of the network and the maximum number of neighbours of any node in the network. Their algorithm takes $O(D \cdot \log n + \log^2 n)$ rounds with high probability, where $n$ is the size of the network and $D$ is the source eccentricity of the network. Later, Czumaj and Rytter [13] and, independently, Kowalski and Pelc [19] provided a randomized broadcasting algorithm where nodes have distinct identifiers and they are given the size of the network. Their algorithm takes expected $O(D \log \frac{n}{D} + \log^2 n)$ rounds. Kushilevitz and Mansour [21] proved an expected $\Omega(D \log \frac{n}{D})$ round lower bound, when nodes only know the size and the diameter of the network. Alon, Bar-Noy, Linial, and Peleg [1] proved an $\Omega(\log^2 n)$ round lower bound, even if nodes have distinct identifiers and every node knows the entire network. Thus, the expected round complexity of the broadcast problem without collision detection is in $\Theta(D \log \frac{n}{D} + \log^2 n)$ when nodes have distinct identifiers and are given the size of the network.
Ghaffari, Haeupler, Khabbazian [17] studied randomization in the radio broadcast model with collision detection. They provided a broadcasting algorithm that takes $O(D + \log^2 n)$ rounds, with high probability, in which the nodes are given the size of the network and the source eccentricity of the network. They also presented a broadcasting algorithm that takes $O(D + \log^2 n)$ rounds, with high probability, in which the nodes know the entire network topology.

Deterministic approaches have also been studied. Most of the papers about the deterministic broadcast problem are for the radio broadcast model without collision detection. Initially, researchers considered the case in which each node has a distinct identifier. Some papers assume that nodes are not given any information about the network, except possibly the size of the network $n$, the maximum number of neighbours of any node in the network $\Delta$, and the source eccentricity of the network $D$. There are many broadcasting algorithms for this setting [6, 7, 8, 9]. The fastest such algorithm was provided by Czumaj and Davies [11], which takes $\Theta(n \log D \log \log \frac{D \Delta}{n})$ rounds.

Other papers consider algorithms designed with knowledge of the entire network topology. They also assume that nodes have distinct identifiers. Chlamtac [5] provided a deterministic algorithm for the broadcast problem that takes $O(D \cdot \log^2 n)$ rounds. Kowalski and Pelc [20] provided an optimal deterministic algorithm, which takes $O(D + \log^2 n)$ rounds.

Another approach was to carefully assign short labels to the nodes of the network, instead of assuming they have distinct identifiers. Ellen, Gorain, Miller, and Pelc [15] showed that broadcast can be done in any radio broadcast network after assigning 2-bit labels to each node. Their algorithm takes $\Theta(n)$ rounds. They also showed that 1-bit labels were sufficient for a class of networks. Gewu, Potop-Butucaru, Rabie [3] proved that 1-bit labels are sufficient to solve the broadcast problem for a larger class of networks. Ellen and Gilbert [14] provide an algorithm that uses 3-bit labels and takes $O(D \log^2 n)$ rounds and an algorithm that uses 4-bit labels and takes $O(\sqrt{Dn})$ rounds. Ellen, Gorain, Miller, and Pelc [15] observed that, without identifiers and without collision detection, it is impossible to solve the broadcast problem deterministically in some radio networks because it is impossible to break symmetry.

The known broadcasting algorithms for the beeping model [6, 12, 18] do not assume that nodes have identifiers. Some of the techniques used in these algorithms are closely related to techniques used in our paper, so we describe them in more detail.

In the algorithm by Chlebus, Gasieniec, Gibbons, Pelc, and Rytter [6], all bits of the message are transmitted to nodes at the same level before any bits of this message are transmitted to nodes that are at higher levels. The algorithm to broadcast message $\mu$ is executed in phases of $O(\log_2 \mu)$ rounds. At each phase $1 \leq i \leq D$, the nodes at level $i - 1$ transmit the message (bit by bit) to the nodes at level $i$. Thus, this algorithm takes $(D \cdot \log_2 \mu)$ rounds.

The algorithms presented by Czumaj and Davies [12] and Hounkanli and Pelc [18] are very similar. Both rely on the Beep Waves method, introduced by Ghaffari and Haeupler [16], to relay a message using beeps. The idea is to broadcast the bits of the message level by level in a pipelined fashion. At every third round, starting with round 1, the source node announces a bit of the message. The source node beeps at that round if and only if the bit is 1. When any other node learns a bit of the message, it conveys the value of that bit to its neighbours at the next level during the following round. Then it idles for one round, ignoring the information those neighbours send. In particular, nodes at level $\ell \geq 1$ learn the $i^{th}$ bit of the message at round $\ell + 3(i - 1)$. During the execution of Beep Waves, a beep of the source node propagates like a wave throughout the network, spreading to the next level at each round.

In all three algorithms, a non-source node learns the message bit by bit over several rounds and, hence, it needs a mechanism to detect the end of the message. If the set of messages is $\{1, \ldots, m\}$, it suffices for the source node to send the $\lceil \log_2 m \rceil$ bits of a binary encoding of the message. However, if the message can be any positive integer, the encoding of the message
must be self-delimiting. For example, Czumaj and Davies [12] start the encoding with 10, then
duplicate each bit in the binary representation of the message, and end the encoding with 10.
Hence, binary representation of 5 becomes 1011001110 in their encoding.

4 Algorithm

First, we describe an algorithm in the beeping model in which the source node can broadcast
any value from a prefix-free set of binary strings. The algorithm uses a variant of the Beep Waves
method. However, the pipelining operates slightly differently, where transmitting a 0 takes fewer
rounds. Later, we design a new encoding scheme which takes this into account. The combination
of the algorithm and the encoding scheme is shown to be optimal in the next section.

Given a binary string $x$, let $|x|$ denote the length of $x$, let $x_i$ denote the $i^{th}$ character of $x$ for
$1 \leq i \leq |x|$, and let $\text{pre}_j(x)$ be the prefix of length $j$ of $x$, where $0 \leq j \leq |x|$.

Let $S$ be a prefix-free set of binary strings (i.e. no element of $S$ is a prefix of another element
of $S$). First, we provide a detailed description of the algorithm to broadcast any string $s \in S$.

\begin{algorithm}
\noindent 1: Beep
\noindent 2: Listen
\noindent 3: \textbf{if} \ received nothing \textbf{then} Terminate
\noindent 4: Idle
\noindent 5: \textbf{for} \ $i$ \ from \ 1 \ to \ $|s| - 1$ \ \textbf{do}
\noindent 6: \hspace{1em} \textbf{if} \ $s_i = 1$
\noindent 7: \hspace{2em} Beep
\noindent 8: \hspace{1em} Idle
\noindent 9: \hspace{1em} Idle
\noindent 10: \hspace{1em} \textbf{else} \ Idle
\noindent 11: \hspace{1em} \textbf{if} \ $s_{|s|} = 1$ \textbf{then} Beep
\noindent 12: Terminate
\end{algorithm}

\begin{algorithm}
\noindent 1: \textit{acc}_v \leftarrow \epsilon
\noindent 2: Beep
\noindent 3: Listen
\noindent 4: \textbf{if} \ received nothing \textbf{then} \textit{terminal}_v \leftarrow True \ \textbf{else} \textit{terminal}_v \leftarrow False
\noindent 5: \textbf{while} \textit{acc}_v \notin S \ \textbf{do}
\noindent 6: \hspace{1em} Listen
\noindent 7: \hspace{1em} \textbf{if} \ received signal
\noindent 8: \hspace{2em} \textit{acc}_v \leftarrow \textit{acc}_v \cdot 1
\noindent 9: \hspace{1em} \textbf{if} \ \textit{acc}_v \notin S
\noindent 10: \hspace{2em} \textbf{then} Beep
\noindent 11: \hspace{2em} Idle
\noindent 12: \hspace{2em} \textbf{else if} \ \textit{terminal}_v = False \textbf{then} Beep
\noindent 13: \hspace{1em} \textbf{else} \textit{acc}_v \leftarrow \textit{acc}_v \cdot 0
\noindent 14: Terminate
\end{algorithm}

The pseudocode for the source node is presented in Algorithm 1. In the first round after it is
woken up, the source node beeps. In the second round, the source node listens. If it receives
nothing, then it terminates. Otherwise, it idles for one round and then, for \( 1 \leq i \leq |s| - 1 \), it does one of the following. If \( s_i = 0 \), then the source node idles. If \( s_i = 1 \), then the source node beeps and idles for two rounds. Finally, if the last character of \( s \) is 1, then the source node beeps.

The pseudocode for an arbitrary non-source node, \( v \), is presented in Algorithm 2. Its local variable \( \text{acc}_v \) is used to accumulate the characters of \( s \) and is initially set to the empty string. Once \( v \) is woken up, it beeps in the next round and listens in the following round. It receives a beep in this round if and only if it is connected to a node at a higher level. This information is recorded in its local variable \( \text{terminal}_v \).

While node \( v \) has not yet received the entire message, it repeatedly executes phases. Each phase starts by a listen round, in which it learns the next bit of the message. Specifically, receiving nothing means this bit is 0 and receiving a beep means this bit is 1. In the latter case, it beeps at the next round to relay this information to the nodes at the next level and then idles for one round. In the last phase, immediately after it has learned that the last bit of the message is 1, a node that is not connected to a node at a higher level can immediately terminate. If it is connected to a node at a higher level, then it can terminate after beeping.

Now, we prove the correctness and bound the round complexity of this algorithm when broadcasting message \( s \). Since each node beeps after waking up, the nodes at level \( \ell \) wake up at round \( \ell \). Moreover, if there are nodes at level 1, then the source node receives a signal at round 2 and, hence, continues with the rest of its algorithm. Likewise, a non-source node \( v \) sets \( \text{terminal}_v \) to True if and only if it is connected to a node at a higher level.

Let \( C(x) \) be the number of 0’s in the binary string \( x \) plus three times the number of 1’s in \( x \). In particular, \( C(x) = 0 \), if \( x \) is the empty string.

Observe that, the source node executes 3 rounds before executing the first iteration of the loop. If \( s_i = 0 \), then the \( i \)th iteration of the loop takes \( C(s_i) = 1 \) round. If \( s_i = 1 \), then the \( i \)th iteration of the loop takes \( C(s_i) = 3 \) rounds. Therefore, \( 3 + C(p_{e1-1}(s)) + 1 \) is the first round of the \( i \)th iteration, for \( 1 \leq i \leq |s| - 1 \).

**Observation 4.1.** Suppose the source node does not terminate at the end of round 2. Then, for all \( 1 \leq i \leq |s| \), then the source node beeps at round \( 3 + C(p_{e1-1}(s)) + 1 \) if and only if \( s_i = 1 \). Furthermore, the source node terminates at round \( 3 + C(p_{e1-1}(s)) + s|s| \).

We will show that when \( D > 0 \), all nodes terminate by the end of round \( D + C(p_{e|s|-1}(s)) + 3 \).

In the next two results, we identify the rounds in which each node learns each bit of the message. First, we identify the round in which each node learns the first bit of \( s \). Then, we generalize it to all bits of \( s \).

**Lemma 4.2.** For all \( 1 \leq \ell \leq D \), each node \( v \) at level \( \ell \) appends a character to \( \text{acc}_v \) for the first time at round \( \ell + 3 \) and the appended character is \( s_1 \).

**Proof.** The source node beeps at round 4 if and only if \( s_1 = 1 \). Each node \( u \) at level 1 wakes up at round 1 and appends a character to \( \text{acc}_u \) for the first time at round 4. The nodes at level 2 wake up at round 2 and listen at round 4. Therefore, nodes at level 1 receive a signal at round 4 if and only if \( s_1 = 1 \). Since \( u \) appends 1 to \( \text{acc}_u \) if it receives a signal and appends 0 if it receives nothing, \( u \) appends \( s_1 \) to \( \text{acc}_u \) at round 4.

Let \( 2 \leq \ell \leq D \) and assume the claim is true for \( \ell - 1 \). In particular, each node \( w \) at level \( \ell - 1 \) appends \( s_1 \) to \( \text{acc}_w \) at round \( \ell + 2 \). From the pseudocode, if \( \text{terminal}_w = \text{False} \), then \( w \) beeps at round \( \ell + 3 \) if and only if \( s_1 = 1 \). Since nodes at level \( \ell \) wake up at round \( \ell \), each node \( v \) at level \( \ell \) listens and appends 0 or 1 to \( \text{acc}_v \) for the first time at round \( \ell + 3 \). If \( \ell < D \), the nodes at level \( \ell + 1 \) wake up at round \( \ell + 1 \) and listen at round \( \ell + 3 \). Therefore, \( v \) receives a signal at round \( \ell + 3 \) if and only if \( s_1 = 1 \). Since \( v \) appends 1 to \( \text{acc}_v \) if it receives a signal and appends 0 if it receives nothing, \( v \) appends \( s_1 \) to \( \text{acc}_v \) at round \( \ell + 3 \). \( \Box \)
Lemma 4.3. For all $1 \leq j \leq |s|$, each node $v$ at level $1 \leq \ell \leq D$ appends a character to $acc_v$ for the $j^{th}$ time at round $\ell + C(pre_{j-1}(s)) + 3$ and the appended character is $s_j$.

Proof. We will prove the claim by induction on $1 \leq j \leq |s|$ and $1 \leq \ell \leq D$. Note that, if $j = 1$, then $C(pre_{j-1}(s)) = 0$. Thus, by Lemma 4.2, the claim holds for all $1 \leq \ell \leq D$ when $j = 1$.

Let $2 \leq j' \leq |s|$ and $1 \leq \ell' \leq D$. Assume the claim holds for $1 \leq \ell \leq D$ when $j = j' - 1$ and for $1 \leq \ell \leq \ell' - 1$ when $j = j'$.

Let $v$ be a node at level $\ell'$. It follows from the induction hypothesis that $v$ appends $s_{j'-1}$ to $acc_v$ at round $\ell' + C(pre_{j'-2}(s)) + 3$ and the value of $acc_v$ becomes $pre_{j'-1}(s)$. Since $S$ is prefix-free, $pre_{j'-1}(s) \notin S$ at the end of round $\ell' + C(pre_{j'-2}(s)) + 3$. From the pseudocode, if $s_{j'-1} = 0$, then $C(s_{j'-1}) = 1$ round later, $v$ listens and appends a character to $acc_v$. If $s_{j'-1} = 1$, then $C(s_{j'-1}) = 3$ rounds later, $v$ next listens and appends a character to $acc_v$. Thus, $v$ appends the next character to $acc_v$ at round $\ell' + C(pre_{j'-2}(s)) + 3 + C(s_{j'-1}) = \ell' + C(pre_{j'-1}(s)) + 3$.

Let $u$ be a node at level $\ell' + 1$. By the induction hypothesis, $u$ appends $s_{j'-1}$ to $acc_u$ at round $\ell' + 1 + C(pre_{j'-2}(s)) + 3$. Thus, if $s_{j'-1} = 0$, then $u$ listens at round $\ell' + 1 + C(pre_{j'-2}(s)) + 3 = \ell' + C(pre_{j'-1}(s)) + 3$. If $s_{j'-1} = 1$, then, $u$ idles at round $2 + \ell' + 1 + C(pre_{j'-2}(s)) + 3 = \ell' + C(pre_{j'-1}(s)) + 3$. Hence, nodes at level $\ell' + 1$ do not beep at round $\ell' + C(pre_{j'-1}(s)) + 3$.

If $\ell' = 1$, then, by Observation 4.1, the source node beeps at round $3 + C(pre_{1-1}(s)) + 1 = \ell' + C(pre_{1-1}(s)) + 3$ if and only if $s_j = 1$. So, suppose $\ell' \geq 2$. By the induction hypothesis, each node $w$ at level $\ell' - 1$ appends $s_{j'}$ to $acc_w$ at round $\ell' - 1 + C(pre_{j'-1}(s)) + 3$. From the pseudocode, if $terminal_w = False$, $w$ beeps at round $\ell' + C(pre_{j'-1}(s)) + 3$ if and only if $s_j = 1$. Therefore, $v$ receives a signal at round $\ell' + C(pre_{j'-1}(s)) + 3$ if and only if $s_j = 1$. Since $v$ appends $1$ to $acc_v$ if it receives a signal and appends $0$ if it receives nothing, $v$ appends $s_j$ to $acc_v$ at round $\ell' + C(pre_{j'-1}(s)) + 3$.

Now, we show that all nodes learn $s$ and terminate by the end of round $D + C(pre_{|s|-1}(s)) + 3$.

Lemma 4.4. For all $1 \leq \ell \leq D$, nodes at level $\ell$ learn the value of $s$ at round $\ell + C(pre_{|s|-1}(s)) + 3$. Each node $v$ at level $\ell$ terminates at round $\ell + C(pre_{|s|-1}(s)) + 3 + s_{|s|}$ if $terminal_v = False$ and terminates at round $\ell + C(pre_{|s|-1}(s)) + 3$ if $terminal_v = True$.

Proof. Let $1 \leq \ell \leq D$ and let $v$ be a node at level $\ell$. By Lemma 4.3, $acc_v = s$ at the end of round $\ell + C(pre_{|s|-1}(s)) + 3$. If $s_{|s|} = 0$ or $terminal_v = True$, then $v$ terminates at the end of this round. Otherwise, $v$ terminates one round later.

Let $m \geq 2$. We now explain how to use the algorithm in Figures 1 and 2 to broadcast any value from $\{1, \ldots, m\}$. Since each value of an arbitrary set of size $m$ can be mapped to a value in $\{1, \ldots, m\}$, this method can be used to broadcast a value from an arbitrary set of size $m$.

First, we recursively construct a prefix-free set of binary strings $W_i$ such that, for all $i \geq 3$ and all $w \in W_i$, $C(pre_{|w|-1}(w)) \leq i - 3$. Let $W_0 = \{0\}$, $W_1 = W_2 = \{1\}$, $W_3 = \{0, 1\}$, $W_4 = \{00, 01, 1\}$ and $W_5 = \{000, 001, 01, 1\}$. For all $i \geq 6$, $W_i$ consists of the strings in $W_{i-1}$ prepended by $0$ (denoted by $0 \cdot W_{i-1}$) and the strings in $W_{i-3}$ prepended by $1$ (denoted by $1 \cdot W_{i-3}$). For all $i \geq 0$, let $w_i = |W_i|$. Then, $w_0 = w_1 = w_2 = 1$ and, for all $i \geq 3$, $w_i = w_{i-1} + w_{i-3}$. Note that, $w_0, w_1, w_2, \ldots$ is Narayana’s cows sequence [22]. We show that $W_i$ is prefix-free.

Lemma 4.5. For all $i \geq 0$, there is no string in $W_i$ that is a prefix of any other string in $w_i$.

Proof. By inspection, the claim holds for $0 \leq i \leq 5$. Let $i \geq 6$ and assume the claim is true for $W_{i-1}$ and $W_{i-3}$. Hence, no string in $0 \cdot W_{i-1}$ is a prefix of any other string in $0 \cdot W_{i-1}$. Similarly, no string in $1 \cdot W_{i-3}$ is a prefix of any other string in $1 \cdot W_{i-3}$. Since $W_i = 0 \cdot W_{i-1} \cup 1 \cdot W_{i-3}$, no string in $W_i$ is a prefix of any other string in $W_i$. □
Next, we describe the relationship between \(w \in W_i\) and the function \(C\) for all \(i \geq 3\).

**Lemma 4.6.** For all \(i \geq 3\), all \(w \in W_i\), \(C(pre_{|w|-1}(w)) \leq i - 3\).

**Proof.** By inspection, the claim holds for \(3 \leq i \leq 5\). Let \(i \geq 6\) and assume the claim is true for \(W_{i-1}\) and \(W_{i-3}\). Let \(w \in W_i\) be arbitrary. If \(w = 0 \cdot w'\), then \(w' \in W_{i-1}\). By the induction hypothesis, \(C(pre_{|w'|-1}(w')) \leq i - 4\). Hence, \(C(pre_{|w|-1}(w)) \leq i - 3\). If \(w = 1 \cdot w'\), then \(w' \in W_{i-3}\). By the induction hypothesis, \(C(pre_{|w'|-1}(w')) \leq i - 6\). Hence, \(C(pre_{|w|-1}(w)) \leq i - 3\). \(\square\)

Next, we describe how to use the algorithm in Figures 1 and 2 to broadcast a value from \(\{1, \ldots, m\}\). Let \(r\) be the smallest value such that \(w_r \geq m\). Since \(m \geq 2\), it follows that \(r \geq 3\). Let \(S = W_r = \{s_1, s_2, \ldots, s_{w_r}\}\). To broadcast \(\mu \in \{1, \ldots, m\}\), the source node sets \(s = M(\mu)\) and performs the algorithm in Figure 1. Each non-source node performs the algorithm in Figure 2, but when it terminates it decodes the message as \(M^{-1}(acc)\). By Observation 4.1 and Lemma 4.4, all nodes terminate within \(D + C(pre_{|M(\mu)|-1}(M(\mu))) + 3\) rounds. Since \(r \geq 3\), Lemma 4.6 implies that \(C(pre_{|M(\mu)|-1}(M(\mu))) \leq r - 3\). Thus, all nodes learn \(\mu\) and terminate within \(D + r\) rounds.

It is known that \(w_i = \left\lfloor dc^i + \frac{1}{2} \right\rfloor\), where \(c \approx 1.4656\) is the real root of \(x^3 - x^2 - 1\) and \(d \approx 0.6115\) is the real root of \(31 \cdot x^3 - 31 \cdot x^2 + 9 \cdot x - 1\). Thus \(\left\lfloor dc^{r-1}\right\rfloor = w_{r-1} < m\). Since \(m\) is an integer, \(dc^{r-1} < m\), so \(r < \log_{acc} m - \log_{dc} d + 1 < 2\log_{2} m + 3\). Since \(r\) is an integer, \(r \leq 2\log_{2} m\).

**Theorem 4.7.** Let \(m \geq 2\) and let \(r \geq 3\) be the smallest value such that \(w_r \geq m\). Consider the algorithm in Figures 1 and 2 that enables the source node to broadcast any message from \(\{1, \ldots, m\}\). For all \(D \geq 1\) and all \(\mu \in \{1, \ldots, m\}\), all nodes learn \(\mu\) and terminate within \(D + r \leq D + 2\log_{2} m + 2\) rounds during the execution of the algorithm with message \(\mu\) on every graph of source eccentricity \(D\).

## 5 Lower Bound

It is convenient for the proof of the lower bound to strengthen the model by assuming that each node knows its level and whether that level is the final level of the graph. We also assume that the source node is fixed. Since a node that listens can simulate idling by throwing away any information it receives, we assume that nodes either listen or transmit at each round.

We define a family of graphs used in the proof. For all \(D \geq 2\), let \(E_D\) be the graph with a source node and two nodes at each level \(1\) through \(D\), such that, for all \(0 \leq \ell \leq D - 1\), each node at level \(\ell\) is connected to both nodes at level \(\ell + 1\). Figure 1 shows graph \(E_3\).

![Graph E_3 with source node s](image)

Figure 1: The graph \(E_3\) with source node \(s\).

The main result in this section is the following theorem, where \(w_0, w_1, w_2, \ldots\) is Narayana’s cows sequence. It proves that the algorithm in Figures 1 and 2 is optimal in the radio broadcast model with collision detection.

**Theorem 5.1.** Let \(m \geq 2\) and let \(r \geq 3\) be the smallest value such that \(w_r \geq m\). Consider any algorithm \(B\) that enables the source node to broadcast any message from \(\{1, \ldots, m\}\). Then there
exist $D \geq 12$, a message $\mu \in \{1, \ldots, m\}$, and a non-source node that uses at least $D + r$ rounds during the execution of $B$ with message $\mu$ on $E_D$.

Let $m \geq 2$ and let $r \geq 3$ be the smallest value such that $w_r \geq m$. Since $w_{r-1} < m \leq w_r$, an algorithm that enables the source node to broadcast any message from $\{1, \ldots, m\}$ also enables the source node to broadcast any message from $\{1, \ldots, w_{r-1} + 1\}$. Therefore, it suffices to assume that $m = w_{r-1} + 1$.

To obtain a contradiction, assume there exists an algorithm $B$ that enables the source node to broadcast any message from $\{1, \ldots, w_{r-1} + 1\}$, such that, for all $D \geq 12$ and all $\mu \in \{1, \ldots, w_{r-1} + 1\}$, all non-source nodes terminate within $D + r - 1$ rounds during the execution of $B$ with message $\mu$ on $E_D$.

The high-level road-map for the lower bound proof is as follows. First, in section 5.1, we consider an arbitrary algorithm $A$ such that, for all $D \geq 12$ and all messages $\mu \in M$, all nodes eventually wake up during the execution of $A$ with message $\mu$ on $E_D$. We prove that, all nodes at the same level wake up at the same round during all such executions. Then we show that, for each level $\ell \geq 2$, when the nodes at level $\ell$ wake up, they have no information about the message or the graph provided the graph is sufficiently large. We also prove a number of other useful properties of $A$ on $E_D$.

In section 5.2, we define property $P(k)$, which says that, nodes at level $\ell$ wake up at round $\ell$ and distinguish between the messages from $\{1, \ldots, w_{k-1} + 1\}$ within $k - 1$ rounds after waking up. From algorithm $B$, we construct an algorithm $B'$ that has property $P(r)$, using the results in section 5.1.

In section 5.3, we show how to construct an algorithm that has property $P(k')$ from an algorithm that has property $P(k)$ (and some additional properties), for some $k' < k$. Finally, in section 5.4, we inductively prove that, for all $k \geq 3$, no algorithm has property $P(k)$. Since algorithm $B'$ has property $P(r)$, this contradicts the existence of algorithm $B'$ and, hence, algorithm $B$ does not exist.

5.1 Behaviour of Algorithms on $E_D$

Consider an arbitrary algorithm $A$ in which the source node is given a message $\mu \in M$. Let $\alpha_{\mu,D}$ denote the execution of $A$ with message $\mu$ on $E_D$. Assume that, for all $D \geq 12$ and all $\mu \in M$, all nodes eventually wake up during $\alpha_{\mu,D}$.

By the model, both nodes at each level $\ell \geq 1$ are initially in the same state. Since they have the same set of neighbours, they always remain in the same state as one another. Let $s_A(D, \mu, \ell, t)$ be the state of nodes at level $\ell$ at the end of round $t$ during $\alpha_{\mu,D}$. Thus, when a node at level $\ell$ transmits, the other node at level $\ell$ also transmits at that round and, hence, their neighbours receive a collision signal. Therefore, during $\alpha_{\mu,D}$, each node at level $\ell \geq 2$ receives either a collision signal or nothing when it is listening.

During $\alpha_{\mu,D}$, the nodes at level $\ell \geq 1$ wake up at the same round, $t_A(D, \mu, \ell)$. Then $s_A(D, \mu, \ell, t_A(D, \mu, \ell))$ denotes the state of these nodes at the end of the round in which they wake up.

Next, we prove properties about the round in which nodes wake up. The source node wakes up before any other node and each node listens up to and including the round in which it wakes up. Thus, we have the following observation.

**Observation 5.2.** Let $1 \leq \ell \leq D$. If nodes at level $\ell$ do not wake up in the first $t$ rounds of $\alpha_{\mu,D}$, then nodes at levels greater than $\ell$ do not wake up in the first $t + 1$ rounds of $\alpha_{\mu,D}$.

The next result follows directly from Observation 5.2.
Observation 5.3. Let $2 \leq \ell \leq D$. If nodes at level $\ell$ wake up at round $t$ of $\alpha_{\mu,D}$, then nodes at level $\ell - 1$ transmit at round $t$.

Now, we use Observation 5.2 inductively to improve the result for nodes at levels greater than $\ell + 1$.

Lemma 5.4. Let $1 \leq \ell \leq D$. If nodes at level $\ell$ do not wake up in the first $t$ rounds of $\alpha_{\mu,D}$, then, for all $1 \leq \ell' \leq D - \ell$, the nodes at level $\ell + \ell'$ do not wake up in the first $t + \ell'$ rounds of $\alpha_{\mu,D}$.

Proof. Suppose nodes at level $\ell$ do not wake up in the first $t$ rounds of $\alpha_{\mu,D}$. Let $\ell' \geq 1$ and assume that the nodes at level $\ell + \ell' - 1$ do not wake up in the first $t + \ell' - 1$ rounds of $\alpha_{\mu,D}$. By Observation 5.2, nodes at level $\ell + \ell'$ do not wake up in the first $t + \ell'$ rounds of $\alpha_{\mu,D}$. □

Since the source node is the only node that can transmit at round 1, nodes at level 2 do not wake up at round 1. Thus, by Lemma 5.4, we have the following result.

Corollary 5.5. For all $1 \leq \ell \leq D$, nodes at level $\ell$ do not wake up in the first $\ell - 1$ rounds of $\alpha_{\mu,D}$.

For all $\ell \geq 2$, nodes at level $\ell$ wake up by receiving a collision signal. Furthermore, nodes at level $\ell$ are in the same initial state in $\alpha_{\mu,D}$, for every $\mu \in M$ and every $D \geq 12$, provided $\ell$ is not the last level of $E_D$ and, hence, they transition to the same state when they wake up. We call this state $c_A(\ell,0)$.

Similarly, the nodes at level $D$ are in the same initial state during $\alpha_{\mu,D}$, for all $\mu \in M$. Thus, the state to which the nodes at the last level transition after waking up does not depend on the value of the message.

Lemma 5.6. For all $\mu_0, \mu_1 \in M$, $s_A(D, \mu_0, \ell, t_A(D, \mu_0, \ell)) = s_A(D, \mu_1, \ell, t_A(D, \mu_1, \ell))$.

Now, suppose all non-source nodes from some level on transmit immediately after waking up. This allows us to identify the rounds in which nodes at greater levels wake up.

Lemma 5.7. Suppose there exists a level $2 \leq \ell \leq D - 1$ such that, for all $\ell' \geq \ell$, nodes in state $c_A(\ell',0)$ transmit. If nodes at level $\ell$ wake up at round $t$ of $\alpha_{\mu,D}$, then, for all $1 \leq \ell' \leq D - \ell$, the nodes at level $\ell + \ell'$ wake up at round $t + \ell'$ of $\alpha_{\mu,D}$.

Proof. Suppose nodes at level $\ell$ wake up at round $t$ of $\alpha_{\mu,D}$. Let $\ell' \geq 1$ and assume that the nodes at level $\ell + \ell' - 1$ wake up at round $t + \ell' - 1$ of $\alpha_{\mu,D}$. Then, by Observation 5.2, the nodes at level $\ell + \ell'$ do not wake up in the first $t + \ell' - 1$ rounds of $\alpha_{\mu,D}$. The nodes at level $\ell + \ell' - 1$ are in state $c_A(\ell + \ell' - 1,0)$ at the end of round $t + \ell' - 1$ of $\alpha_{\mu,D}$. Since nodes in state $c_A(\ell + \ell' - 1,0)$ transmit, the nodes at level $\ell + \ell' - 1$ transmit at round $t + \ell'$ of $\alpha_{\mu,D}$. Thus, the nodes at level $\ell + \ell'$ wake up at round $t + \ell'$ of $\alpha_{\mu,D}$. □

We highlight the special case in which every node (except possibly the nodes in the last level) transmits in the round after it wakes up.

Corollary 5.8. During $\alpha_{\mu,D}$, suppose the source node transmits at round 1, nodes at level 1 transmit at round 2, and, for all $2 \leq \ell \leq D - 1$, nodes in state $c_A(\ell,0)$ transmit. Then, for all $1 \leq \ell \leq D$, the nodes at level $\ell$ wake up at round $\ell$.

Suppose the nodes at level $\ell$ wake up at round $\ell$. We show that, if the nodes at some level cannot distinguish between two messages $t$ rounds after waking up, then the nodes at greater levels cannot distinguish between those two messages $t$ rounds after waking up.
Lemma 5.9. Let $\mu_0, \mu_1 \in M$. Assume that, for all $1 \leq \ell \leq D$, the nodes at level $\ell$ wake up at round $\ell$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Furthermore, suppose there exist a level $2 \leq \ell \leq D - 1$ and $t \geq 0$ such that, for all $0 \leq t' \leq t$, the nodes at level $\ell$ are in the same states at the end of round $\ell + t'$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Then, the same is true for nodes at levels greater than $\ell$.

Proof. We prove by induction on $0 \leq t' \leq t$ and $\ell < \ell' \leq D$ that the nodes at level $\ell'$ are in the same state at the end of round $\ell' + t'$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$.

For all $\ell + 1 \leq \ell' \leq D - 1$, the nodes at level $\ell'$ wake up at round $\ell'$ and, hence, the nodes at level $\ell'$ are in state $c_A(\ell', 0)$ at the end of round $\ell'$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Furthermore, by Lemma 5.6, the nodes at level $D$ are in state $s_A(D, \mu_0, D, D)$ at the end of round $D$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$.

For all $\ell + 2 \leq \ell' \leq D$, since nodes at level $\ell'$ wake up at round $\ell'$, it follows from Observation 5.3 that the nodes at level $\ell' - 1$ transmit at round $\ell'$ of $\alpha_{\mu_0,D}$. Hence, for all $\ell + 1 \leq \ell' \leq D - 1$, nodes at level $\ell'$ are in the same state as the nodes at levels $\ell$ at the end of round $\ell' + 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$.

Recall that, at the end of round $D$ of $\alpha_{\mu_1,D}$, the nodes at levels $D - 1$ and $D$ are in the same states as the nodes at levels $D - 1$ and $D$ at the end of round $D$ of $\alpha_{\mu_0,D}$. Thus, at the end of round $D + 1$ of $\alpha_{\mu_1,D}$, the nodes at level $D$ transition to the same state as the nodes at level $D$ at the end of round $D + 1$ of $\alpha_{\mu_0,D}$. Therefore, for all $\ell + 1 \leq \ell' \leq D$, the nodes at level $\ell'$ are in the same states at the end of rounds $\ell'$ and $\ell' + 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Thus, the claim holds for $t' = 0$ and $t' = 1$.

Let $t' \geq 2$ and assume the claim holds for $t' - 1$ and $t' - 2$, and nodes at all levels from $\ell$ to $D$. Also, let $\ell < \ell' \leq D$ and assume the claim holds for $t'$ and nodes at level $\ell' - 1$.

By the induction hypothesis, the nodes at level $\ell' - 1$ are in the same state at the end of round $\ell' + t' - 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Similarly, the nodes at level $\ell'$ are in the same state at the end of round $\ell' + t' - 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$.

First, suppose that $\ell' = D$. Since each node at levels $D - 1$ and $D$ is in the same state at the end of round $D + t' - 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$, the nodes at level $D$ are in the same state at the end of round $D + t'$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Thus, the claim holds for the nodes at level $D$ at the end of round $t'$.

Otherwise, $\ell' \leq D - 1$. By the induction hypothesis, the nodes at level $\ell' + 1$ are in the same state at the end of round $(\ell' + 1) + t' - 2 = \ell' + t' - 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Since each node at levels $\ell' - 1$, $\ell'$ and $\ell' + 1$ is in the same state at the end of round $\ell' + t' - 1$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$, the nodes at level $\ell'$ are in the same state at the end of round $\ell' + t'$ of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. Thus, the claim holds for the nodes at level $\ell'$ at round $t'$.

Let $D \geq 12$ and assume that the nodes at the last 7 levels of $E_D$ are in the same sequence of states at the end of some round of $\alpha_{\mu_0,D}$ as they are at the end of some (possibly different) round of $\alpha_{\mu_1,D}$. In the next two results, we show that the same is true at the end of the next round of $\alpha_{\mu_0,D}$ and $\alpha_{\mu_1,D}$. First, we consider the case in which nodes at level $D - 6$ transmit.

Observation 5.10. Suppose that the nodes at levels $D - 6$ through $D$ are in the same states at the end of round $t$ of $\alpha_{\mu_0,D}$ as they are at the end of round $t'$ of $\alpha_{\mu_1,D}$, for some $t, t' \geq 1$. If the nodes at level $D - 6$ transmit at round $t + 1$ of $\alpha_{\mu_0,D}$, then the nodes at levels $D - 6$ through $D$ are in the same states at the end of round $t + 1$ of $\alpha_{\mu_0,D}$ as they are at the end of round $t' + 1$ of $\alpha_{\mu_1,D}$.

Now, consider the case in which nodes at level $D - 6$ listen.

Observation 5.11. Suppose that the nodes at levels $D - 6$ through $D$ are in the same states at the end of round $t$ of $\alpha_{\mu_0,D}$ as they are at the end of round $t'$ of $\alpha_{\mu_1,D}$, for some $t, t' \geq 1$. If the
nodes at level \( D - 6 \) listen at round \( t + 1 \) of \( \alpha_{\mu_0,D} \) and nodes at level \( D - 7 \) perform the same operation at round \( t + 1 \) of \( \alpha_{\mu_0,D} \) as they do at round \( t' + 1 \) of \( \alpha_{\mu_1,D} \), then the nodes at levels \( D - 6 \) through \( D \) are in the same states at the end of round \( t + 1 \) of \( \alpha_{\mu_0,D} \) as they are at the end of round \( t' + 1 \) of \( \alpha_{\mu_1,D} \).

Assume that the nodes at the first \( \ell + 1 \) levels are in the same sequence of states at the end of some round of \( \alpha_{\mu,D} \) as they are at the end of some (possibly different) round of \( \alpha_{\mu,D'} \), for some \( D' > D \geq 12 \). In the next two results, we show that the same is true at the end of the next round of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \). First, we consider the case in which the nodes at level \( \ell \) transmit.

**Observation 5.12.** Suppose that the nodes at levels 0 through \( \ell \) are in the same states at the end of round \( t \) of \( \alpha_{\mu,D} \) as they are at the end of round \( t' \) of \( \alpha_{\mu,D'} \), for some \( t, t' \geq 1 \). If nodes at level \( \ell \) transmit at round \( t + 1 \) of \( \alpha_{\mu,D} \), then the nodes at levels 0 through \( \ell \) are in the same states at the end of round \( t + 1 \) of \( \alpha_{\mu,D} \) as they are at the end of round \( t' + 1 \) of \( \alpha_{\mu,D'} \).

Now, we consider the case in which nodes at level \( \ell \) listen.

**Observation 5.13.** Suppose that the nodes at levels 0 through \( \ell \) are in the same states at the end of round \( t \) of \( \alpha_{\mu,D} \) as they are at the end of round \( t' \) of \( \alpha_{\mu,D'} \), for some \( t, t' \geq 1 \). If nodes at level \( \ell \) listen at round \( t + 1 \) of \( \alpha_{\mu,D} \) and nodes at level \( \ell + 1 \) perform the same operation at round \( t + 1 \) of \( \alpha_{\mu,D} \) as they do at round \( t' + 1 \) of \( \alpha_{\mu,D'} \), then the nodes at levels 0 through \( \ell \) are in the same states at the end of round \( t + 1 \) of \( \alpha_{\mu,D} \) as they are at the end of round \( t' + 1 \) of \( \alpha_{\mu,D'} \).

Suppose the nodes at some level do not wake up in the first \( t \) rounds of \( \alpha_{\mu,D} \). The next result shows that the nodes at levels 0 through \( D - 1 \) cannot distinguish between the executions of \( \mathcal{A} \) with message \( \mu \) on graphs \( E_D \) and \( E_{D'} \) at the end of round \( t \).

**Lemma 5.14.** Suppose that nodes at level 2 \( \leq \ell \leq D \) do not wake up in the first \( t \) rounds of \( \alpha_{\mu,D} \). Then, at the end of round \( t \) of \( \alpha_{\mu,D} \), the nodes at levels 0 through \( \ell - 1 \) are in the same states as they are at the end of round \( t \) of \( \alpha_{\mu,D'} \), and nodes at level \( \ell \) do not wake up in the first \( t \) rounds of \( \alpha_{\mu,D'} \).

**Proof.** We prove the claim by induction on the round number \( t \geq 1 \).

By the model, every node (except possibly the nodes at the last level of \( E_D \)) is in the same initial state in \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \). In \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \), the source node transitions to the same state after it is given message \( \mu \) and, hence, the source node performs the same operation at round 1 of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \). Thus, the nodes at levels 0 and 1 transition to the same state at the end of round 1 of \( \alpha_{\mu,D} \) as the nodes at levels 0 and 1 at the end of round 1 of \( \alpha_{\mu,D'} \). By Corollary 5.5, the nodes at levels 2 and greater receive nothing at round 1 and, hence, they are in the same states at the end of round 1 of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \). Therefore, at the end of round 1 of \( \alpha_{\mu,D} \), the nodes at levels 0 through \( \ell - 1 \) are in the same states as they are at the end of round 1 of \( \alpha_{\mu,D'} \), and nodes at level \( \ell \) do not wake up in the first round of \( \alpha_{\mu,D'} \). Thus, the claim holds for \( t = 1 \).

Let \( t \geq 2 \) and assume the claim is true for \( t - 1 \). Suppose nodes at level \( \ell \) do not wake up in the first \( t \) rounds of \( \alpha_{\mu,D} \). Then, nodes at level \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D} \). By the induction hypothesis, at the end of round \( t - 1 \) of \( \alpha_{\mu,D} \), the nodes at levels 0 through \( \ell - 1 \) are in the same states as they are at the end of round \( t - 1 \) of \( \alpha_{\mu,D'} \), and nodes at level \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D'} \). Since nodes at level \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \), the nodes at level \( \ell \) listen at round \( t \) of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \). By Observation 5.13, at the end of round \( t \) of \( \alpha_{\mu,D} \), the nodes at levels 0 through \( \ell - 1 \) are in the same states as they are at the end of round \( t \) of \( \alpha_{\mu,D'} \).

By Observation 5.13, nodes at level greater than \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D'} \) and, hence, they listen at round \( t \) of \( \alpha_{\mu,D'} \). By assumption, the nodes at level \( \ell \) do not
wake up in the first \( t \) rounds of \( \alpha_{\mu,D} \). Thus, the nodes at level \( \ell - 1 \) do not transmit at round \( t \) of \( \alpha_{\mu,D} \). Since the nodes at level \( \ell - 1 \) are in the same state at the end of round \( t - 1 \) of \( \alpha_{\mu,D} \) and \( \alpha'_{\mu,D'} \), the nodes at level \( \ell - 1 \) do not transmit at round \( t \) of \( \alpha_{\mu,D'} \). Therefore, nodes at levels \( \ell \) do not wake up in the first \( t \) rounds of \( \alpha_{\mu,D'} \).

Now, we show that the nodes at levels 2 through \( D \) wake up at the same round during the executions of \( A \) with the same message on graphs \( E_D \) and \( E_{D'} \).

**Lemma 5.15.** Suppose nodes at level \( 2 \leq \ell \leq D \) wake up at round \( t \) of \( \alpha_{\mu,D} \). Then, the nodes at level \( \ell \) wake up at round \( t \) of \( \alpha_{\mu,D'} \).

**Proof.** By assumption, the nodes at level \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D} \). By Observation 5.3, nodes at level \( \ell - 1 \) transmit at round \( t \) of \( \alpha_{\mu,D} \). By Lemma 5.14, the nodes at level \( \ell - 1 \) are in the same state at the end of round \( t - 1 \) of \( \alpha_{\mu,D} \) and \( \alpha_{\mu,D'} \), and the nodes at level \( \ell \) do not wake up in the first \( t - 1 \) rounds of \( \alpha_{\mu,D'} \). Since nodes at level \( \ell - 1 \) transmit at round \( t \) of \( \alpha_{\mu,D} \), nodes at level \( \ell - 1 \) transmit at round \( t \) of \( \alpha_{\mu,D'} \). Thus, the nodes at level \( \ell \) wake up at round \( t \) of \( \alpha_{\mu,D'} \).

\section{Construction of \( B' \)}

In this section, we construct an algorithm \( B' \) from \( B \), which still terminates within \( D + r - 1 \) rounds, but the nodes at each level wake up as early as possible. This reduces the number of cases that will have to be considered. In particular, nodes at level \( D \) wake up at round \( D \) of \( B' \) and, hence, they distinguish between all \( m = w_{r-1} + 1 \) messages within \( r - 1 \) rounds after waking up. We show that, for all \( 2 \leq \ell \leq D - 1 \), during \( B' \), all nodes at level \( \ell \) also distinguish between all source messages within \( r - 1 \) rounds after waking up. These properties are formalised in the following definition.

**Definition 5.16.** An algorithm \( A \) has property \( P(k) \) if, for all \( D \geq 12 \),

1. for all \( \mu \in \{1, \ldots, w_{k-1} + 1\} \) and for all \( 1 \leq \ell \leq D \), the nodes at level \( \ell \) wake up at round \( \ell \) during the execution of \( A \) with message \( \mu \) on \( E_D \) and,

2. for all distinct \( \mu, \mu' \in \{1, \ldots, w_{k-1} + 1\} \) and for all \( 2 \leq \ell \leq D - 1 \), there exists \( 0 \leq t_\ell \leq k - 1 \) such that the nodes at level \( \ell \) are in different states at the end of round \( \ell + t_\ell \) during the executions of \( A \) with messages \( \mu \) and \( \mu' \) on \( E_D \).

We will show that algorithm \( B' \) has property \( P(r) \). First, we show that, in \( B \), there are finitely many levels \( \ell \geq 2 \) in which nodes listen immediately after waking up.

**Lemma 5.17.** Let \( 2 \leq \ell_1 < \ell_2 < \cdots < \ell_k \) be an ordered list of levels such that, for all \( \ell \in \{\ell_1, \ell_2, \ldots, \ell_k\} \), nodes in state \( c_B(\ell, 0) \) listen. Then, \( k < r \)

**Proof.** Let \( D' = \ell_k + 12 \). We will show by induction on \( 1 \leq i \leq k \), that nodes at level \( \ell_i + 1 \) do not wake up in the first \( \ell_i + i \) rounds during the execution of \( B \) on \( E_{D'} \). This implies that the nodes at level \( \ell_k + 1 \) do not wake up in the first \( \ell_k + k \) rounds. By Lemma 5.4, the nodes at level \( D' = (\ell_k + 1) + 11 = D' + k - 1 \) do not wake up in the first \( (\ell_k + k) + 11 = D' + k - 1 \) rounds. Thus, \( k < r \) because we assumed that all nodes terminate within \( D' + r - 1 \) rounds during the execution of \( B \) on \( E_{D'} \).

By Corollary 5.5, the nodes at level \( \ell_1 \) do not wake up in the first \( \ell_1 - 1 \) rounds. Similarly, the nodes at level \( \ell_1 + 1 \) do not wake up in the first \( \ell_1 \) rounds. Since nodes in state \( c_B(\ell_1, 0) \) listen, nodes at level \( \ell_1 \) listen after waking up. Hence, nodes at level \( \ell_1 \) listen at round \( \ell_1 + 1 \).
Thus, the nodes at level \( \ell_1 + 1 \) do not wake up in the first \( \ell_1 + 1 \) rounds. Therefore, the claim holds for \( i = 1 \).

Let \( i \geq 2 \) and assume that the nodes at level \( \ell_{i-1} + 1 \) do not wake up in the first \( \ell_{i-1} + i - 1 \) rounds. Then, by Lemma 5.4, nodes at level \( \ell_i \) do not wake up in the first \( \ell_{i-1} + i - 1 + (\ell_i - \ell_{i-1} - 1) = \ell_i + i - 2 \) rounds. Similarly, the nodes at level \( \ell_i + 1 \) do not wake up in the first \( \ell_i + i - 1 \) rounds. Since nodes in state \( c_B(\ell_i, 0) \) listen, nodes at level \( \ell_i \) listen after waking up. Hence, nodes at level \( \ell_i \) listen at round \( \ell_i + i \). Thus, the nodes at level \( \ell_i + 1 \) do not wake up in the first \( \ell_i + i \) rounds.

Let \( \ell_0 \geq 11 \) be such that nodes in state \( c_B(\ell, 0) \) transmit for all \( \ell \geq \ell_0 \). We construct algorithm \( B' \) so that, for all \( D \geq 12 \), every execution of \( B' \) with a message \( \mu \in \{1, \ldots, w_{r-1} + 1 \} \) on \( E_D \) simulates the execution of \( B \) with the same message on \( E_{D_0 + D} \): During the execution of \( B' \) on \( E_D \), the source node simulates levels 0 through \( \ell_0 \) in \( E_{D_0 + D} \) and each non-source node simulates a node \( \ell_0 \) levels higher in \( E_{D_0 + D} \). Nodes at level \( \ell \) wake up at round \( \ell \) and start simulating the nodes at level \( \ell_0 + \ell \) of \( E_{D_0 + D} \) from the round in which they wake up in \( B \).

Now, we define the set of states \( S_B(\ell_0, \mu) \) for the source node during the execution of algorithm \( B' \) with message \( \mu \). We will also use this set of states for the algorithm constructed in section 5.3. Hence, we construct this set of states from an arbitrary algorithm \( A \) instead of from \( B \) and an arbitrary level \( \ell' \geq 2 \) instead of \( \ell_0 \). Let

\[
S_A(\ell', \mu) = \{ [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \mid \text{for all } D \geq \max\{12, \ell' + 1\} \text{ and all } t \geq 1 \}
\]

consist of all sequences of states of nodes at levels 0 through \( \ell' \) that can occur at the end of some round during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_D \), where \( D \) is sufficiently large. Note that \( S_A(\ell', \mu) \) is disjoint from \( S_A(\ell', \mu') \), for \( \mu \neq \mu' \), since the source node always knows the message.

For any state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \in S_A(\ell', \mu) \), the source node performs the same operation as nodes in state \( s_A(D, \mu, \ell', t) \) of \( \mathcal{A} \).

If the source node transmits in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \in S_A(\ell', \mu) \), then it transitions to state \( [s_A(D, \mu, 0, t + 1), \ldots, s_A(D, \mu, \ell', t + 1)] \). This transition is well defined by Observation 5.12.

Now, assume the source node in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \) listens. We separately define the transitions from this state for the cases when the source node receives a collision signal or nothing. Suppose that the source node receives a collision signal while listening in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \). If nodes at level \( \ell' + 1 \) transmit at round \( t + 1 \) during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_D \), then the node state in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \) transitions to state \( [s_A(D, \mu, 0, t + 1), \ldots, s_A(D, \mu, \ell', t + 1)] \). If nodes at level \( \ell' + 1 \) listen at round \( t + 1 \) during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_D \), but there exist \( t' \) and \( D' \geq \max\{\ell' + 1, 12\} \) such that the nodes at levels 0 through \( \ell' \) are in states \( s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t) \), respectively, at the end of round \( t' \) during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_{D'} \) and the nodes at level \( \ell' + 1 \) transmit at round \( t' + 1 \), then the node state in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \) transitions to state \( [s_A(D', \mu, 0, t' + 1), \ldots, s_A(D, \mu, \ell', t' + 1)] \). By Observation 5.13, this transition is well defined. If no such \( t' \) and \( D' \) exist, then, during the construction of the algorithm \( A' \), we make sure that the source node does not receive a collision signal while listening in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \).

The last case is when the source node receives nothing while listening in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \). If nodes at level \( \ell' + 1 \) listen at round \( t + 1 \) during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_D \), then the source node in state \( [s_A(D, \mu, 0, t), \ldots, s_A(D, \mu, \ell', t)] \) transitions to state \( [s_A(D, \mu, 0, t + 1), \ldots, s_A(D, \mu, \ell', t + 1)] \). Note that, in this case, the nodes at level \( \ell' \) might receive a collision signal at round \( t + 1 \) during the execution of \( \mathcal{A} \) with message \( \mu \) on \( E_D \) from the nodes at level \( \ell' - 1 \). If nodes at level \( \ell' + 1 \) transmit at round \( t + 1 \) during the execution
of \( A \) with message \( \mu \) on \( E_D \), but there exist \( t' \) and \( D' \geq \max\{\ell' + 1, 12\} \) such that the nodes at levels 0 through \( \ell' \) are in states \( \mathbf{s}_A(D, \mu, 0, t) \), \( \ldots \), \( \mathbf{s}_A(D, \mu, \ell', t) \), respectively, at the end of round \( t' \) during the execution of \( A \) with message \( \mu \) on \( E_D \), and the nodes at level \( \ell' + 1 \) listen at round \( t' + 1 \), then the source node in state \( \mathbf{s}_A(D, \mu, 0, t) \), \( \ldots \), \( \mathbf{s}_A(D, \mu, \ell', t) \) transitions to state \( \mathbf{s}_A(D', \mu, 0, t') \). By Observation 5.13, this transition is well defined. If no such \( t' \) and \( D' \) exist, then, during the construction of the algorithm \( \mathcal{A}' \), we make sure that the source node receives a collision signal while listening in state \( \mathbf{s}_A(D, \mu, 0, t) \), \( \ldots \), \( \mathbf{s}_A(D, \mu, \ell', t) \).

Now we define the algorithm \( B' \) of \( E_D \).

- \( \mathbf{s}_B(\ell_0, \mu) \) is the set of states of the source node during the execution of \( B' \) with message \( \mu \). Upon receiving message \( \mu \) to broadcast, the source node transitions to state \( \mathbf{s}_B(\ell_0 + 1, \mu, 0, t_B(\ell_0 + 1, \mu, \ell_0)) \), \( \ldots \), \( \mathbf{s}_B(\ell_0 + 1, \mu, \ell_0, t_B(\ell_0 + 1, \mu, \ell_0)) \).

- For all \( 1 \leq \ell \leq D - 1 \), then nodes at level \( \ell \) transition to state \( \mathbf{c}_B(\ell_0 + \ell, 0) \) after waking up. Upon receiving message \( \mu \) to broadcast, the nodes at level \( D \) transition to state \( \mathbf{s}_B(\ell_0 + D, \mu, \ell_0 + D, t_B(\ell_0 + D, \mu, \ell_0 + D)) \). Recall that, by Lemma 5.6, the state to which the nodes at the last level transition after waking up does not depend on \( \mu \).

- At every round in which the nodes at level \( 1 \) receive a message, they act as though they received a collision signal.

Next, we show that every execution of \( B' \) on \( E_D \) simulates the execution of \( B \) with the same message on \( E_{\ell_0 + D} \).

**Lemma 5.18.** For all \( D \geq 12 \), all \( \mu \in \{1, \ldots, w_{r-1} + 1\} \) and all \( t \geq 0 \), the source node is in state \( \mathbf{s}_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0)) \) at the end of round \( t + 1 \) of the execution of \( B' \) with message \( \mu \) on \( E_D \). Furthermore, for all \( 1 \leq \ell \leq D \), during the execution of \( B' \) with message \( \mu \) on \( E_D \), the nodes at level \( \ell \) wake up at round \( \ell + t \) and, at the end of round \( \ell + t \), the nodes at level \( \ell \) are in the same state as the nodes at level \( \ell_0 + \ell \) at the end of round \( t_B(\ell_0 + D, \mu, \ell_0 + \ell) \).

**Proof.** Let \( D \geq 12 \) and \( \mu \in \{1, \ldots, w_{r-1} + 1\} \). Let \( \beta_{\mu,D} \) and \( \beta'_{\mu,D} \) denote the executions of \( B \) and \( B' \) with message \( \mu \) on \( E_D \), respectively. We prove the claim by induction on \( t \).

Recall that the nodes at level \( \ell_0 \) wake up at round \( t_B(\ell_0 + 1, \mu, \ell_0) \) of \( \beta_{\mu,0,D} \). By Lemma 5.15, the nodes at level \( \ell_0 \) wake up at round \( t_B(\ell_0 + 1, \mu, \ell_0) \) of \( \beta_{\mu,0,D} + 1 \), i.e. \( t_B(\ell_0 + D, \mu, \ell_0) = t_B(\ell_0 + 1, \mu, \ell_0) \). Thus, by Observation 5.2, the nodes at level \( \ell_0 + 1 \) do not wake up in the first \( t_B(\ell_0 + 1, \mu, \ell_0) \) rounds of \( \beta_{\mu,0,D} + 1 \). Therefore, by Lemma 5.14 (for graphs \( E_{\ell_0 + 1} \) and \( E_{\ell_0 + D} \)), the nodes at levels 0 through \( \ell_0 \) are in the same states as they are at the end of round \( t_B(\ell_0 + D, \mu, \ell_0) \) of \( \beta_{\mu,0,D} + 1 \). The nodes at level \( \ell_0 \) are in state \( \mathbf{c}_B(\ell_0, 0) \) at the end of round \( t_B(\ell_0 + D, \mu, \ell_0) \) of \( \beta_{\mu,0,D} + 1 \). By assumption, for all \( \ell \geq 0 \), nodes in state \( \mathbf{c}_B(\ell_0, 0) \) transmit. Thus, by Lemma 5.7 for all \( 1 \leq \ell \leq D \), the nodes at level \( \ell_0 + \ell \) wake up at round \( t_B(\ell_0 + D, \mu, \ell_0) + \ell = t_B(\ell_0 + D, \mu, \ell_0 + \ell) \) of \( \beta_{\mu,0,D} + 1 \). For \( 1 \leq \ell \leq D - 1 \), the nodes at level \( \ell_0 \) are in the same state at the end of round \( t_B(\ell_0 + D, \mu, \ell_0 + \ell) \) of \( \beta_{\mu,0,D} + 1 \). This proves the claim for all \( 1 \leq \ell \leq D \).
$D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) = c_B(\ell_0, 0)$ and nodes in state $c_B(\ell_0, 0)$ transmit, the source node transmits in the next round which is round 1 of $\beta'_{\mu,D}$. By definition of the transitions of states in $S_B(\ell_0, \mu)$, at the end of round 1, the source node transitions to state \([s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + 1)], \ldots, s_B(\ell_0 + D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) + 1)]\).

By construction of $B'$, for all $1 \leq \ell \leq D - 1$, the nodes at level $\ell$ transition to state $c_B(\ell_0 + \ell, 0)$ after waking up. By assumption, for all $\ell \geq 0$, nodes in state $c_B(\ell_0 + \ell, 0)$ transmit. Thus, by Corollary 5.8, for all $1 \leq \ell \leq D$, the nodes at level $\ell$ wake up at round $\ell$ of $\beta'_{\mu,D}$.

By construction of $B'$, the nodes at level $D$ are in state $s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + 1)$ when they wake up $\beta'_{\mu,D}$. Thus, the claim holds for all levels when $t = 0$.

At the end of round 1 of $\beta'_{\mu,D}$, the source node is in state \([s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + 1)], \ldots, s_B(\ell_0 + D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) + 1)]\) and the nodes at level 1 are in state $c_B(\ell_0 + 1, 0)$. At round 2 of $\beta'_{\mu,D}$, the source node and the nodes at level 1 perform the same operation as the nodes at level $\ell_0$ and $\ell_0 + 1$, respectively, at round $t_B(\ell_0 + D, \mu, \ell_0) + 2$ of $\beta'_{\mu,D}$. By definition of the transitions of states in $S_B(\ell_0, \mu)$, at the end of round 2 of $\beta'_{\mu,D}$, the source node is in state \([s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + 2)], \ldots, s_B(\ell_0 + D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) + 2)]\) in $S_B(\ell_0, \mu)$.

For all $1 \leq \ell \leq D - 1$, nodes in state $c_B(\ell_0 + \ell, 0)$ transmit and, hence, they can transition to only one state. Therefore, for all $1 \leq \ell \leq D - 1$, the nodes at level $\ell$ are in the same state at the end of round $\ell + 1$ of $\beta'_{\mu,D}$ as the nodes at level $\ell_0 + \ell$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + \ell + 1$ of $\beta'_{\mu,D}$.

Recall that, at the end of round $D$ of $\beta'_{\mu,D}$, the nodes at levels $D - 1$ and $D$ are in the same states as the nodes at levels $\ell_0 + D - 1$ and $\ell_0 + D$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + D$ of $\beta'_{\mu,D}$. Thus, at the end of round $D + 1$ of $\beta'_{\mu,D}$, the nodes at level $D$ are in the same state as the nodes at level $\ell_0 + D$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + D + 1$ of $\beta'_{\mu,D}$. Thus, the claim holds for all levels when $t = 1$.

Let $t \geq 2$ and assume the claim holds for $t - 1$ and $t - 2$. By the induction hypothesis, at the end of round $(t - 1) + 1$ of $\beta'_{\mu,D}$, the source node is in state \([s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + t)], \ldots, s_B(\ell_0 + D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) + t)]\). Furthermore, at the end of round $t = 1 + (t - 1) + 2 + (t - 2)$ of $\beta'_{\mu,D}$, the nodes at levels 1 and 2 are in the same states as the nodes at levels $\ell_0 + 1$ and $\ell_0 + 2$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + t$ of $\beta'_{\mu,D}$, respectively. At round $t + 1$ of $\beta'_{\mu,D}$, the source node, the nodes at level 1, and the nodes at level 2 perform the same operation as the nodes at levels $\ell_0$, $\ell_0 + 1$, and $\ell_0 + 2$, respectively, at round $t_B(\ell_0 + D, \mu, \ell_0) + t + 1$ of $\beta'_{\mu,D}$. Hence, the nodes at level 1 transition to the same state as the nodes at level $\ell_0 + 1$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + t + 1$ of $\beta'_{\mu,D}$. Moreover, by definition of the transitions of states in $S_B(\ell_0, \mu)$, at the end of round $t + 1$ of $\beta'_{\mu,D}$, the source node transitions to the state \([s_B(\ell_0 + D, \mu, 0, t_B(\ell_0 + D, \mu, \ell_0) + t + 1)], \ldots, s_B(\ell_0 + D, \mu, \ell_0, t_B(\ell_0 + D, \mu, \ell_0) + t + 1)]\) in $S_B(\ell_0, \mu)$. Thus, the claim holds for the nodes at levels 0 and 1 at round $t$.

Let $1 < \ell \leq D$. Assume that the nodes at level $\ell - 1$ are in the same states at the end round $(\ell - 1) + t$ of $\beta'_{\mu,D}$ as the nodes at level $\ell_0 + (\ell - 1)$ at the end round $t_B(\ell_0 + D, \mu, \ell_0) + (\ell - 1) + t$ of $\beta'_{\mu,D}$. Since the claim holds for $t - 1$, the nodes at level $\ell$ are in the same states at the end of round $\ell + t - 1$ of $\beta'_{\mu,D}$ as the nodes at level $\ell_0 + \ell$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + \ell + t - 1$ of $\beta'_{\mu,D}$.

First, suppose that $\ell = D$. Since nodes at levels $\ell - 1$ and $\ell$ perform the same operations at round $\ell + t$ of $\beta'_{\mu,D}$ as the nodes at levels $\ell_0 + \ell - 1$ and $\ell_0 + \ell$ at round $t_B(\ell_0 + D, \mu, \ell_0) + \ell + t$ of $\beta'_{\mu,D}$, the nodes at level $\ell$ are in the same state at the end of round $\ell + t$ of $\beta'_{\mu,D}$ as the nodes at level $\ell_0 + \ell$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + \ell + t$ of $\beta'_{\mu,D}$.

Otherwise, $\ell < D$. Since the claim holds for $t - 2$, the nodes at level $\ell + 1$ are in the same states at the end of round $(\ell + 1) + (t - 2)$ of $\beta'_{\mu,D}$ as the nodes at level $\ell_0 + \ell + 1$ at the end of round $t_B(\ell_0 + D, \mu, \ell_0) + (\ell + 1) + (t - 2)$ of $\beta'_{\mu,D}$. Since nodes at levels $\ell - 1$, $\ell$
and $\ell + 1$ perform the same operations at round $\ell + t$ of $\beta_{\mu,D}'$ as the nodes at levels $\ell_0 + \ell - 1$, $\ell_0 + \ell$ and $\ell_0 + \ell + 1$ at round $t_{B}(\ell_0 + D, \mu, \ell_0) + \ell + t$ of $\beta_{\mu,D_0+D}'$, the nodes at level $\ell$ are in the same state at the end of round $\ell + t$ of $\beta_{\mu,D}'$ as the nodes at level $\ell_0 + \ell$ at the end of round $t_{B}(\ell_0 + D, \mu, \ell_0) + \ell + t$ of $\beta_{\mu_D,D_0+D}$. Thus, the claim holds for all levels at round $t$.

By Lemma 5.18, the nodes at level $\ell$ wake up at round $\ell$ during the execution of $B'$. Thus, $B'$ satisfies the first condition of property $P(r)$.

Like algorithm $B$, we show that algorithm $B'$ also terminates within $D + r - 1$ during executions on $E_D$.

**Lemma 5.19.** Algorithm $B'$ enables the source node to broadcast any message from $\{1, \ldots, w_{r-1} + 1\}$, such that, for all $D \geq 12$, all $1 \leq \ell \leq D$ and all $\mu \in \{1, \ldots, w_{r-1} + 1\}$, all non-source nodes terminate by the end of round $D + r - 1$ during the execution of $B'$ with message $\mu$ on $E_D$.

**Proof.** By Corollary 5.5, nodes at level $\ell_0 + \ell$ wake up at round $\ell_0 + \ell$ or after during the execution of $B$ with message $\mu \in \{1, \ldots, w_{r-1} + 1\}$ on $E_{\ell_0 + D}$. Since all non-source nodes terminate within $\ell_0 + D + r - 1$ rounds, the nodes at level $\ell_0 + \ell$ terminate within $D - \ell + r - 1$ rounds after waking up.

By Lemma 5.18 for all $1 \leq \ell \leq D$, during the execution of $B'$ with message $\mu$ on $E_D$, the nodes at level $\ell$ wake up at round $\ell$. Furthermore, for all $t \geq 0$, at the end of round $\ell + t$, the nodes at level $\ell$ are in the same state as the nodes at level $\ell_0 + \ell$ at the end of round $t_{B}(\ell_0 + D, \mu, \ell_0 + \ell)$ of the execution of $B$ with message $\mu$ on $E_{\ell_0 + D}$. Since the nodes at level $\ell_0 + \ell$ terminate within $D - \ell + r - 1$ rounds after waking up (at round $t_{B}(\ell_0 + D, \mu, \ell_0 + \ell)$) during the execution of $B$ with message $\mu$ on $E_{\ell_0 + D}$, the nodes at level $\ell$ terminate within $D - \ell + r - 1$ rounds after waking up (at round $\ell$) during the execution of $B'$ with message $\mu$ on $E_D$.

Now, we show that $B'$ satisfies the second condition of property $P(r)$. In particular, for any pair of messages in $\{1, \ldots, w_{r-1} + 1\}$, the nodes at level $2 \leq \ell \leq D - 1$ must be able to distinguish between them within $r - 1$ rounds after waking up.

**Lemma 5.20.** For all distinct $\mu, \mu' \in \{1, \ldots, w_{r-1} + 1\}$, all $D \geq 12$ and all $2 \leq \ell \leq D - 1$, there exists $0 \leq t_{\ell} \leq r - 1$ such that, the nodes at level $\ell$ are in different states at the end of round $\ell + t_{\ell}$ during the executions of $B'$ with messages $\mu$ and $\mu'$ on $E_D$.

**Proof.** To obtain a contradiction, suppose there exist distinct $\mu, \mu' \in \{1, \ldots, w_{r-1} + 1\}$, $D \geq 12$ and a level $2 \leq \ell \leq D - 1$ such that, for all $0 \leq t \leq r - 1$, the nodes at level $\ell$ are in the same states at the end of round $\ell + t$ of the execution with message $\mu$ on $E_D$ as they are at the end of round $\ell + t$ of the execution with message $\mu'$ on $E_D$. By Lemma 5.9, for all $0 \leq t \leq r - 1$, the nodes at level $D$ are in the same states at the end of round $D + t$ of the execution of $B'$ with message $\mu$ on $E_D$ as they are at the end of round $D + t$ of the execution of $B'$ with message $\mu'$ on $E_D$. Hence, the nodes at level $D$ cannot distinguish between $\mu$ and $\mu'$ at the end of first $D + r - 1$ rounds of the execution of $B'$ with message $\mu$ on $E_D$. This is a contradiction because by Lemma 5.19 the nodes at level $D$ terminate within $D + r - 1$ rounds.

### 5.3 Constructing an Algorithm with Property $P(k')$ From an Algorithm with Property $P(k)$

Assume algorithm $A$ has property $P(k)$, for $k \geq 3$. Furthermore, assume that the nodes at some level $\ell_0$ between 2 and 4 cannot distinguish between any of the messages in a set $S \subseteq \{1, \ldots, w_{k-1} + 1\}$ of size $w_{k-0} + 1$ within $t_0$ rounds after waking up during the execution of $A$ on $E_{12}$, for some $t_0$ between 3 and 5. In this section, we will create algorithm $A'$ from $A$, with property $P(k - t_0 + 2)$. 
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We first present useful properties of algorithm $A$, one for the first $\ell_0 + 2$ levels, one for the last 7 levels, and then one for the levels in between. By Corollary 5.3, for all $\mu \in S$, the nodes at level 12 do not wake up in the first $\ell_0 + t_0 + 2 < 12$ rounds during the execution of $A$ with message $\mu$ on $E_{12}$. Therefore, for all $D \geq 12$ and all $\mu \in S$, it follows from Lemma 5.14 that the nodes at levels 0 through $\ell_0 + 1$ are in the same states at the end of each of the first $\ell_0 + t_0 + 2$ rounds during the executions of $A$ with message $\mu$ on graphs $E_{12}$ and $E_{\ell_0 + D + 6}$.

**Observation 5.21.** For all $D \geq 12$, all $\mu \in S$, all $0 \leq \ell \leq \ell_0 + 1$, and all $0 \leq t \leq \ell_0 + t_0 + 2$, $s_A(\ell_0 + D + 6, \mu, \ell, t) = s_A(12, \mu, \ell, t)$

By assumption, for all $0 \leq t \leq t_0$, the nodes at level $\ell_0$ are in the same state at the end of round $\ell_0 + t$ during the execution of $A$ with all messages $\mu \in S$ on $E_{12}$. By Observation 5.21, the same is true for nodes at level $\ell_0$ during the execution of $A$ on $E_{\ell_0 + D + 6}$, for all $D \geq 12$. Therefore, by Lemma 5.9, the same is true for nodes at greater levels.

**Lemma 5.22.** For all $D \geq 12$, all $0 \leq \ell \leq D$, and all $0 \leq t \leq t_0$, the nodes at level $\ell_0 + \ell$ are in the same state at the end of round $\ell_0 + \ell + t$ during the execution of $A$ with all messages $\mu \in S$ on $E_{\ell_0 + D + 6}$.

Since nodes at level $\ell_0 + D$ are in the same state at the end of the first $\ell_0 + D + t_0$ rounds during the execution of $A$ with all messages $\mu \in S$ on $E_{\ell_0 + D + 6}$, Lemma 5.9 implies that the nodes at levels $\ell_0 + D + 1$ through $\ell_0 + D + 6$ are also in the same states at the end of the first $\ell_0 + D + t_0$ rounds during the execution of $A$ with all messages $\mu \in S$ on $E_{\ell_0 + D + 6}$. Thus, the nodes at the last 7 levels of $E_{\ell_0 + D + 6}$ cannot distinguish between different messages in $S$ at the end of round $\ell_0 + D + t_0$.

By Corollary 5.3, for all $D \geq 12$ and all $1 \leq \ell' \leq D$, the nodes at level $\ell' = \ell_0 + \ell' + t_0 + 1 \leq \ell_0 + D + 6$ do not wake up in the first $\ell_0 + \ell' + t_0$ rounds during the execution of $A$ on $E_{\ell_0 + D + 6}$. Thus, for all $D' > D$, it follows from Lemma 5.14 (for $t = \ell_0 + \ell' + t_0 - 1$ and $\ell_0 + \ell' + t_0 \leq \ell_0 + D + t_0$) that, at the end of rounds $\ell_0 + \ell' + t_0 - 1$ and $\ell_0 + \ell' + t_0$ of the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, the nodes at level $\ell_0 + \ell' + t_0 - 1$ are in the same states as they are at the end of rounds $\ell_0 + \ell' + t_0 - 1$ and $\ell_0 + \ell' + t_0$ of the execution of $A$ with message $\mu$ on $E_{\ell_0 + D' + 6}$. In other words, for all $\ell' \geq 1$, there exist states $c_A(\ell_0 + \ell', t_0 - 1)$ and $c_A(\ell_0 + \ell', t_0)$ such that, the nodes at level $\ell_0 + \ell'$ are in states $c_A(\ell_0 + \ell', t_0 - 1)$ and $c_A(\ell_0 + \ell', t_0)$ at the end of rounds $\ell_0 + \ell' + t_0 - 1$ and $\ell_0 + \ell' + t_0$, respectively, during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, for every $\mu \in S$ and every $D \geq 12$, provided $\ell_0 + \ell'$ is not the last level of $E_{\ell_0 + D + 6}$.

We construct algorithm $A'$ so that, for all $D \geq 12$, every execution of $A'$ with one of these messages on $E_D$ simulates the execution of $A$ with the same message on $E_{\ell_0 + D + 6}$: During the execution of $A'$ on $E_D$, the source node simulates levels 0 through $\ell_0$ in $E_{\ell_0 + D + 6}$ and each non-source node that is not in level $D$ simulates a node $\ell_0$ levels higher in $E_{\ell_0 + D + 6}$. The nodes at level $D$ simulate the nodes at levels $\ell_0 + D$ through $\ell_0 + D + 6$ in $E_{\ell_0 + D + 6}$.

The set of states $S_A(\ell_0, \mu)$ will be used by the source node during the execution of algorithm $A'$ with message $\mu$. Similarly, we define a set of states that will be used by the nodes at the last level in $A'$. Recall that, the nodes know their level and know whether that level is the last level of the graph. For all $D \geq 12$, let

$$L_A(D) = \{|s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t)|, \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)| \mid$$

for all $\mu \in \{1, \ldots, w_{k-1} + 1\}$ and all $t \geq 1$}

be the set of all sequences of states of nodes at the last 7 levels that can occur at the end of some round during the execution of $A$ with some message on $E_{\ell_0 + D + 6}$. 
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The transitions from states in $L_A(D)$ are defined similarly to the transitions from the states in $S_A(\ell_0, \mu)$. The nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)] \in L_A(D)$ perform the same operation as nodes in state $s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t)$ in $A$.

If nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ transmit, then they transition to state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t + 1), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t + 1)]$ immediately after transmitting. This transition is well defined by Observation 5.10.

Now, assume nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ listen. We separately define the transitions from this state for the cases when the nodes receive a collision signal or nothing. Suppose these nodes receive a collision signal while listening in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$. If nodes at level $\ell_0 + D - 1$ transmit at round $t + 1$ during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, then nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ transition to state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t + 1), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t + 1)]$.

If at level $\ell_0 + D - 1$ listen at round $t + 1$ during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, but there exist $t'$ and $\mu'$ such that the nodes at levels $\ell_0 + D$ through $\ell_0 + D + 6$ are in states $s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)$, respectively, at the end of round $t'$ during the execution of $A$ with message $\mu'$ on $E_{\ell_0 + D + 6}$ and the nodes at level $\ell_0 + D - 1$ transmit at round $t' + 1$, then nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ transition to state $[s_A(\ell_0 + D + 6, \mu', \ell_0 + D, t' + 1), \ldots, s_A(\ell_0 + D + 6, \mu', \ell_0 + D + 6, t' + 1)]$.

By Observation 5.11 this transition is well defined. If no such $t'$ and $\mu'$ exist, then, during the construction of algorithm $A'$, we make sure that the nodes at level $D$ do not receive a collision signal while listening in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$.

The last case is when these nodes receive nothing while listening in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$. If nodes at level $\ell_0 + D - 1$ listen at round $t + 1$ during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, then nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ transition to state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t + 1), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t + 1)]$.

Note that the nodes at level $\ell_0 + D$ might receive a collision signal at round $t + 1$ during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$ from the nodes at level $\ell_0 + D + 1$. If nodes at level $\ell_0 + D - 1$ transmit at round $t + 1$ during the execution of $A$ with message $\mu$ on $E_{\ell_0 + D + 6}$, but there exist $t'$ and $\mu'$ such that the nodes at levels $\ell_0 + D$ through $\ell_0 + D + 6$ are in states $s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)$, respectively, at the end of round $t'$ during the execution of $A$ with message $\mu'$ on $E_{\ell_0 + D + 6}$ and the nodes at level $\ell_0 + D - 1$ listen at round $t' + 1$, then nodes in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$ transition to state $[s_A(\ell_0 + D + 6, \mu', \ell_0 + D, t' + 1), \ldots, s_A(\ell_0 + D + 6, \mu', \ell_0 + D + 6, t' + 1)]$. By Observation 5.11 this transition is well defined. If no such $t'$ and $\mu'$ exist, then, during the construction of algorithm $A'$, we make sure that the nodes at level $D$ receive a collision signal while listening in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, t), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, t)]$.

The execution of algorithm $A'$ on $E_D$ simulates the execution of $A$ with the same message on $E_{\ell_0 + D + 6}$ as follows. The source node, starting from round 5, simulates the nodes at levels 0 through $\ell_0$ of $E_{\ell_0 + D + 6}$ starting at round $\ell_0 + D + 6$. Nodes at level 1 wake up at round 1 and, starting at round 5, they simulate the nodes at level $\ell_0 + 1$ of $E_{\ell_0 + D + 6}$ starting at round $\ell_0 + 3$. Nodes at level $\ell_0 + 1$ wake up at round $\ell + 3$ and, starting at round $\ell_0 + 1$, they simulate the nodes at level $\ell_0 + \ell$ of $E_{\ell_0 + D + 6}$ starting at round $\ell_0 + \ell + 3$. Nodes at level $\ell_0 + 1$ wake up at round $\ell_0$ and, starting at round $\ell_0 + 1$, they simulate the nodes at levels $\ell_0 + D + 6$ of $E_{\ell_0 + D + 6}$ starting at round $\ell_0 + D + 6$.

We now present a detailed description of algorithm $A'$ on $E_D$, for $D \geq 12$.

- The source node transmits $\mu$ at round 1. At rounds 2, 3 and 4, the source node lis-
tens. At the end of round 4, the source node transitions to state \([s_A](12, \mu, 0, \ell_0 + t_0 + 2), \ldots, s_A(12, \mu, \ell_0, \ell_0 + t_0 + 2)\) \(\in S_A(\ell_0, \mu)\). By Observation 5.21, this is the same as state \([s_A](\ell_0 + D + 6, \mu, 0, \ell_0 + t_0 + 2), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0, \ell_0 + t_0 + 2)\], which is the sequence of states of the nodes at levels 0 through \(\ell_0\) at the end of round \(\ell_0 + t_0 + 2\) during the execution of \(A\) with message \(\mu\) on \(E_{\ell_0+D+6}\). At subsequent rounds, the state of the source node remains in \(S_A(\ell_0, \mu)\).

- At round 1, the nodes at level 1 receive \(\mu\). At round 2, the nodes at level 1 transmit. At rounds 3 and 4, the nodes at level 1 listen. At the end of round 4, the nodes at level 1 transition to state \(s_A(12, \mu, \ell_0 + 1, \ell_0 + t_0 + 2)\). By Observation 5.21, this is the same as state \(s_A(\ell_0 + D + 6, \mu, \ell_0 + 1, \ell_0 + t_0 + 2)\), which is the state of the nodes at level \(\ell_0 + 1\) at the end of round \(\ell_0 + t_0 + 2\) during the execution of \(A\) with message \(\mu\) on \(E_{\ell_0+D+6}\). At subsequent rounds, the nodes at level 1 behave like the nodes at level \(\ell_0 + 1\) in \(A\). In particular, if the nodes at level 1 receive a message, they act as though they receive a collision signal.

- For \(2 \leq \ell \leq D\), the nodes at level \(\ell\) transmit the round after they wake up. Therefore, by Corollary 5.8, every node at level \(\ell\) wakes up at round \(\ell\). At round \(\ell + 2\), the nodes at level \(\ell\) perform the same operation as nodes in state \(c_A(\ell_0 + \ell, \ell_0 - 1)\), which is the operation that the nodes at level \(\ell_0 + \ell\) perform at round \(\ell_0 + \ell + t_0\) during the execution of \(A\) with message \(\mu\) on \(E_{\ell_0+D+6}\).

If \(\ell < D\), then the nodes at level \(\ell\) transition to state \(c_A(\ell_0 + \ell, \ell_0)\) at the end of round \(\ell + 2\), which is the state of the nodes at level \(\ell_0 + \ell\) at the end of round \(\ell_0 + \ell + t_0\) during the execution of \(A\) with message \(\mu\) on \(E_{\ell_0+D+6}\). At subsequent rounds, the nodes at level \(\ell\) behave like the nodes at level \(\ell_0 + \ell\) in \(A\).

At the end of round \(D + 2\), the nodes at level \(D\) transition to state \([s_A](\ell_0 + D + 6, \mu, \ell_0 + D, \ell_0 + D + t_0), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, \ell_0 + D + t_0)\) \(\in L_A(D)\), which is the sequence of states of the nodes at levels \(\ell_0 + D\) through \(\ell_0 + D + 6\) at the end of round \(\ell_0 + D + t_0\) during the execution of \(A\) on \(E_{\ell_0+D+6}\). This state does not depend on the message \(\mu\) because the nodes at the last 7 levels of \(E_{\ell_0+D+6}\) cannot distinguish between different messages in \(S\) at the end of round \(\ell_0 + D + t_0\) during the execution of \(A\) on \(E_{\ell_0+D+6}\). At subsequent rounds, the states of the nodes at level \(D\) remain in \(L_A(D)\).

Let \(\alpha_{\mu,D}\) be the execution of \(A\) with message \(\mu\) on \(E_D\) and \(\alpha'_{\mu,D}\) be the execution \(A'\) with message \(\mu\) on \(E_D\). We say that \(\alpha'_{\mu,D}\) simulates \(\alpha_{\mu,\ell_0+D+6}\) for \(j\) steps if \(j = 0\) or \(j > 0\), \(\alpha'_{\mu,D}\) simulates \(\alpha_{\mu,\ell_0+D+6}\) for \(j - 1\) steps, and the following relationships between the states of nodes in \(\alpha'_{\mu,D}\) and \(\alpha_{\mu,\ell_0+D+6}\) hold:

- At the end of round \(j + 4\) of \(\alpha'_{\mu,D}\), the source node is in state \([s_A](\ell_0 + D + 6, \mu, 0, \ell_0 + t_0 + j + 2), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0, \ell_0 + t_0 + j + 2)\) \(\in S_A(\ell_0, \mu)\).

- At the end of round \(j + 4\) of \(\alpha'_{\mu,D}\), the nodes at level 1 are in the same state as the nodes at level \(\ell_0 + 1\) at the end of round \(\ell_0 + t_0 + j + 2\) of \(\alpha_{\mu,\ell_0+D+6}\), i.e. they are in state \(s_A(\ell_0 + D + 6, \mu, \ell_0 + 1, \ell_0 + t_0 + j + 2)\).

- For all \(2 \leq \ell \leq D - 1\), at the end of round \(\ell + j + 2\) of \(\alpha'_{\mu,D}\), the nodes at level \(\ell\) are in the same state as the nodes at level \(\ell_0 + \ell\) at the end of round \(\ell_0 + \ell + t_0 + j\) of \(\alpha_{\mu,\ell_0+D+6}\).

- At the end of round \(D + j + 2\) of \(\alpha'_{\mu,D}\), the nodes at level \(D\) are in state \([s_A](\ell_0 + D + 6, \mu, \ell_0 + D, \ell_0 + D + t_0 + j), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, \ell_0 + D + t_0 + j)\) \(\in L_A(D)\).

We show that, for all \(j \geq 0\), \(\alpha'_{\mu,D}\) simulates \(\alpha_{\mu,\ell_0+D+6}\) for \(j\) steps.
Lemma 5.23. For all $D \geq 12$, all $\mu \in S$, and all $j \geq 0$, the execution of $A'$ with message $\mu$ on $E_D$ simulates the execution of $A$ with message $\mu$ on $E_{t_0+D+6}$ for $j$ steps.

Proof. Let $D \geq 12$ and $\mu \in S$. We prove, by induction on $j \geq 0$, that $\alpha'_{\mu,D}$ simulates $\alpha_{\mu,t_0+D+6}$ for $j$ steps. Let $j \geq 1$ and assume that $\alpha'_{\mu,D}$ simulates $\alpha_{\mu,t_0+D+6}$ for $j-1$ steps.

At the end of round $(j-1)+4$ of $\alpha'_{\mu,D}$, the source node is in state $s_A(\ell_0 + D + 6, \mu, 0, \ell_0 + t_0 + (j-1) + 2), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0, \ell_0 + t_0 + (j-1) + 2)$ and the nodes at level 1 are in the same state as the nodes at level $\ell_0 + 1$ at the end of round $\ell_0 + t_0 + (j-1) + 2$ of $\alpha_{\mu,t_0+D+6}$. Furthermore, at the end of round $(j-1)+2$ of $\alpha'_{\mu,D}$, the nodes at level 2 are in the same states as the nodes at level $\ell_0 + 2$ at the end of round $(\ell_0 + 2) + t_0 + (j-1)$ of $\alpha_{\mu,t_0+D+6}$.

At round $j+4$ of $\alpha'_{\mu,D}$, the source node, the nodes at level 1, and the nodes at level 2 perform the same operation as the nodes at level $\ell_0, \ell_0 + 1$, and $\ell_0 + 2$, respectively, at round $\ell_0 + t_0 + j$ of $\alpha_{\mu,t_0+D+6}$. Hence, the nodes at level 1 transition to the same state as the nodes at level $\ell_0 + 1$ at the end of round $\ell_0 + t_0 + j$ of $\alpha_{\mu,t_0+D+6}$. Moreover, by definition of the transitions of states in $S_A(\ell_0, \mu)$, at the end of round $j+4$ of $\alpha'_{\mu,D}$, the source node transitions to the state $[s_A(\ell_0 + D + 6, \mu, 0, \ell_0 + t_0 + j + 2), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0, \ell_0 + t_0 + j + 2)]$ in $S_A(\ell_0, \mu)$.

Let $2 \leq \ell \leq D-1$ and assume that, at the end of round $(\ell-1)+j+2$ of $\alpha'_{\mu,D}$, the nodes at level $\ell-1$ are in the same state as the nodes at level $\ell_0 + 1$ at the end of round $\ell_0 + t_0 + j$ of $\alpha'_{\mu,D}$. At the end of round $\ell + (j-1) + 2$ of $\alpha'_{\mu,D}$, the nodes at level $\ell$ are in the same state as the nodes at level $\ell_0 + 1$ at the end of round $\ell_0 + t_0 + (j-1)$ of $\alpha_{\mu,t_0+D+6}$. Hence, the nodes at levels $\ell-1$ and $\ell$ perform the same operations at round $\ell + j + 2$ of $\alpha'_{\mu,D}$ as the nodes at levels $\ell_0 + \ell + 1$ and $\ell_0 + \ell$ perform at round $\ell_0 + \ell + t_0 + j$ of $\alpha_{\mu,t_0+D+6}$. If $j=1$, then, by construction of $A'$, the nodes at level $\ell + 1$ perform the same operation at round $(\ell + 1) + 2 = \ell + j + 2$ of $\alpha'_{\mu,D}$ as nodes at level $\ell_0 + (\ell + 1)$ perform at round $\ell_0 + (\ell + 1) + t_0$ of $\alpha_{\mu,t_0+D+6}$. If $j \geq 2$, the nodes at level $\ell + 1$ are in the same state at the end of round $\ell + (j-2) + 2$ of $\alpha'_{\mu,D}$ as the state of nodes at level $\ell_0 + \ell + 1$ at round $\ell_0 + (j-2) + 2$ of $\alpha_{\mu,t_0+D+6}$. Hence, the nodes at level $\ell + 1$ perform the same operation at round $(\ell + j + 2)$ of $\alpha'_{\mu,D}$ as nodes at level $\ell_0 + \ell + 1$ perform at round $\ell_0 + (\ell + j + 2) + 1$ of $\alpha_{\mu,t_0+D+6}$. Therefore, the nodes at level $\ell + 1$ transition to the same state at the end of round $\ell + j + 2$ of $\alpha'_{\mu,D}$ as the nodes at level $\ell_0 + \ell + 1$ at the end of round $\ell_0 + \ell + t_0 + j + 1$ of $\alpha_{\mu,t_0+D+6}$.

At the end of round $(D-1)+j+2$ of $\alpha'_{\mu,D}$, the nodes at level $D-1$ are in the same state as the nodes at level $\ell_0 + (D-1) + t_0 + j$ of $\alpha_{\mu,t_0+D+6}$. Thus, at round $(D-1)+j+3$ of $\alpha'_{\mu,D}$, the nodes at level $D-1$ perform the same operation as the nodes at level $\ell_0 + D-1$ at round $\ell_0 + (D-1) + t_0 + j + 1$ of $\alpha_{\mu,t_0+D+6}$. At the end of round $D + (j-1) + 2$ of $\alpha'_{\mu,D}$, the nodes at level $D$ are in state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, \ell_0 + D + t_0 + (j-1)), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, \ell_0 + D + t_0 + (j-1))].$ By definition of the transitions of states in $L_A(D)$, at the end of round $D+j+2$ of $\alpha'_{\mu,D}$, the nodes at level $D$ transition to the state $[s_A(\ell_0 + D + 6, \mu, \ell_0 + D, \ell_0 + D + t_0 + j), \ldots, s_A(\ell_0 + D + 6, \mu, \ell_0 + D + 6, \ell_0 + D + t_0 + j)] \in L_A(D)$.

Therefore, $\alpha'_{\mu,D}$ simulates $\alpha_{\mu,t_0+D+6}$ for $j$ steps.

We now show that algorithm $A'$ has property $P(k')$, for some $k' < k$.

Lemma 5.24. Suppose that there exist a level $2 \leq \ell_0 \leq 4$, a round $3 \leq t_0 \leq 5$, and a set $S \subseteq \{1, \ldots, w_{k-1} + 1\}$ of size $w_{k-1} + 1$ such that, for all $0 \leq t \leq t_0$, the nodes at level $\ell_0$ are in the same state at the end of round $\ell_0 + t$ during the execution of $A$ with all messages $\mu \in S$ on $E_{t_0}$. Then, there exists an algorithm that has property $P(k-t_0+2)$.

Proof. In $A'$, each node transmits the round after it wakes up. By Corollary 5.8 for all $1 \leq \ell \leq D$, the nodes at level $\ell$ wake up at round $\ell$. Thus, $A'$ satisfies the first condition of property $P(k-t_0+2)$.
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Since $A$ has property $P(k)$, it follows that, for all distinct $\mu, \mu' \in S$, all $D \geq 12$ and all $2 \leq \ell' \leq (l_0 + D + 6) - 1$, there exists $0 \leq t_v \leq k - 1$ such that, the nodes at level $\ell'$ are in different states at the end of round $\ell' + t_v$ during the executions of $A$ with messages $\mu$ and $\mu'$ on $E_{l_0+D+6}$. By Observation 5.22, if $\ell' \geq l_0$, the nodes at level $\ell'$ are in the same states at the end of the first $\ell' + t_v$ rounds during the execution of $A$ with all messages $\mu \in S$ on $E_{l_0+D+6}$. Hence $t_v > t_0$. By Lemma 5.23, for all $2 \leq \ell' \leq (l_0 - D + 1)$, and all $0 \leq t_v \leq k - 2$ during the execution of $A'$ on $E_D$, the nodes at level $\ell' - t_0$ are in the same state as the nodes at level $\ell'$ at the end of round $\ell' + t_v$ during the execution of $A$ with the same message on $E_{l_0+D+6}$. Thus, the nodes at level $\ell' - t_0$ are in different states at the end of round $\ell' - t_0 + (t_v - t_0 + 2)$ during the executions of $A'$ with messages $\mu$ and $\mu'$ on $E_D$. Let $k' = k - t_0 + 2$. Since $0 \leq t_v - t_0 + 2 \leq k' - 1$ and $|S| = w_{k'-1} + 1$, it follows that $A'$ satisfies the second condition of property $P(k')$. 

5.4 No Algorithm Has Property $P(k)$

To obtain a contradiction, let $k \geq 3$ be the smallest value such that there exists an algorithm $X$ with property $P(k)$.

The first condition of property $P(k)$ implies that, for all $\ell \geq 2$, nodes in state $c_X(\ell, 0)$ transmit and transition to the same state. We call this state $c_X(\ell, 1)$. If nodes in state $c_X(\ell, 1)$ transmit, let $c_X(\ell, 2)$ be the state to which they transition after transmitting. Otherwise, let $c_X(\ell, 2)$ be the state to which they transition after receiving a collision signal. If $\ell + 1$ is not the last level in the graph, the nodes at level $\ell + 1$ transmit at round $\ell + 2$, so the nodes at level $\ell$ receive a collision signal at round $\ell + 2$ if they are listening. Thus, if $\ell \leq D - 2$, the nodes at level $\ell$ are in state $c_X(\ell, 2)$ at the end of round $\ell + 2$ during the execution of $X$ on $E_D$.

Lemma 5.25. For all $D \geq 12$, all $2 \leq \ell \leq D - 2$ and all $0 \leq t \leq 2$, the nodes at level $\ell$ are in the same states at the end of round $\ell + t$ during the execution of $X$ with all messages $\mu \in \{1, \ldots, w_{k'-1} + 1\}$ on $E_D$.

Hence, $X$ does not satisfy the second condition of property $P(3)$. Since $X$ has property $P(k)$, it follows that $k \geq 4$.

We focus on nodes at levels 2, 3, and 4 and get an upper bound on the number of messages that they cannot distinguish from one another three rounds after they wake up.

Lemma 5.26. For $2 \leq \ell \leq 4$, there are at most $w_{k'-2}$ different messages $\mu \in \{1, \ldots, w_{k-1} + 1\}$ such that, during the execution of $X$ with message $\mu$ on $E_{12}$, the nodes at level $\ell$ are in the same state at the end of round $\ell + 3$.

Proof. To get a contradiction, suppose there exist a level $2 \leq \ell' \leq 4$, a set $S \subseteq \{1, \ldots, w_{k'-1} + 1\}$ with $|S| \geq w_{k'-2} + 1$, and a state $q$ such that, for all $\mu \in S$, the nodes at level $\ell'$ are in state $q$ at the end of round $\ell' + 3$ during the execution of $X$ with message $\mu$ on $E_{12}$.

During the execution of $X$ with all messages $\mu \in S$ on $E_{12}$, the nodes at level $\ell'$ are in the same state at the end of round $\ell' + t$ for $0 \leq t \leq 2$ and they are in state $q$ at the end of round $\ell' + 3$. Thus, the precondition of Lemma 5.24 holds for $L_0 = \ell'$ and $t_0 = 3$. Hence, there is an algorithm with property $P(k - 1)$. By definition of $k$, no such algorithm exists. Thus, $|S| \leq w_{k'-2}$. 

Recall that, for $2 \leq \ell \leq 4$, the nodes at level $\ell$ are in state $c_X(\ell, 2)$ at the end of round $\ell + 2$ during the execution of $X$ for every message $\mu \in \{1, \ldots, w_{k-1} + 1\}$ on $E_{12}$. If nodes in state $c_X(\ell, 2)$ transmit, nodes at level $\ell$ transition to the same state at the end of round $\ell + 3$. By Lemma 5.26, there are at most $w_{k-2} < w_{k-1} + 1$ different messages such that the nodes at level
\( \ell \) are in the same state at the end of round \( \ell + 3 \). Thus, nodes in state \( c_\mathcal{X}(\ell, 2) \) listen. Nodes at levels 2 and greater can receive only a collision signal or nothing while listening during any execution on \( E_{12} \). Thus, there are two states that are reachable by nodes at level \( \ell \) from state \( c_\mathcal{X}(\ell, 2) \), we call these states \( c_\mathcal{X}(\ell, 3) \) and \( c_\mathcal{X}'(\ell, 3) \). Next, we show that nodes in state \( c_\mathcal{X}(\ell, 3) \) perform different operation than nodes in state \( c_\mathcal{X}'(\ell, 3) \), for \( \ell = 2, 3 \).

**Lemma 5.27.** For \( \ell = 2, 3 \), nodes in exactly one of the states \( c_\mathcal{X}(\ell, 3) \) and \( c_\mathcal{X}'(\ell, 3) \) transmit.

**Proof.** To obtain a contradiction, assume that for \( \ell = 2 \) or \( \ell = 3 \), nodes in both \( c_\mathcal{X}(\ell, 3) \) and \( c_\mathcal{X}'(\ell, 3) \) transmit or nodes in both these states listen. Let \( \mu, \mu' \in \{1, \ldots, w_{k-1} + 1\} \). Let \( \alpha_\mu \) and \( \alpha_{\mu'} \) be the executions of \( \mathcal{X} \) with messages \( \mu \) and \( \mu' \) on \( E_{12} \), respectively. At the end of round \( \ell + 3 \) of \( \alpha_\mu \) and \( \alpha_{\mu'} \), the nodes at level \( \ell \) are in one of the states \( c_\mathcal{X}(\ell, 3) \) and \( c_\mathcal{X}'(\ell, 3) \), the nodes at level \( \ell + 1 \) are in state \( c_\mathcal{X}(\ell + 1, 2) \), and the nodes at level \( \ell + 2 \) are in state \( c_\mathcal{X}(\ell + 2, 1) \). Since nodes in both of the states \( c_\mathcal{X}(\ell, 3) \) and \( c_\mathcal{X}'(\ell, 3) \) transmit or nodes in both of these states listen, the nodes at level \( \ell + 1 \) cannot distinguish between executions \( \alpha_\mu \) and \( \alpha_{\mu'} \) at the end of round \( \ell + 4 \). Hence, the nodes at level \( \ell + 1 \) are in the same state at the end of round \( \ell + 4 \) of \( \alpha_\mu \) and \( \alpha_{\mu'} \). Therefore, for all \( \mu \in \{1, \ldots, w_{k-1} + 1\} \), during the execution of \( \mathcal{X} \) with message \( \mu \) on \( E_{12} \), the nodes at level \( \ell + 1 \) are in the same state at the end of round \((\ell + 1) + 3 \). However, this contradicts Lemma 5.26 because \( w_{k-1} + 1 > w_{k-2} \).

For \( \ell = 2, 3 \), suppose nodes in state \( c_\mathcal{X}(\ell, 3) \) transmit and nodes in state \( c_\mathcal{X}'(\ell, 3) \) listen. Let \( U \subseteq \{1, \ldots, w_{k-1} + 1\} \) be the set of messages such that nodes at level 2 are in state \( c_\mathcal{X}(2, 3) \) at the end of round 5 during the executions of \( \mathcal{X} \) with message \( \mu \in U \) on \( E_{12} \) and let \( U' = \{1, \ldots, w_{k-1} + 1\} \setminus U \). By Lemma 5.26, \( |U| \leq w_{k-2} \). Since \( |U| + |U'| = w_{k-1} + 1 \), it follows that \( |U'| \geq w_{k-1} + 1 - w_{k-2} = w_{k-4} + 1 \). Similarly, \( |U'| \leq w_{k-2} \) and \( |U| \geq w_{k-4} + 1 \).

By assumption, nodes in state \( c_\mathcal{X}(2, 3) \) transmit and, hence, there can be only one state to which nodes in state \( c_\mathcal{X}(2, 3) \) transition. Thus, the nodes at level 2 cannot distinguish between the values in \( U \) at the end of the first 4 rounds after they wake up on \( E_{12} \).

**Lemma 5.28.** For all \( 0 \leq t \leq 4 \), the nodes at level 2 are in the same states at the end of round \( 2 + t \) during the execution of \( \mathcal{X} \) with all messages \( \mu \in U \) on \( E_{12} \).

Hence, \( \mathcal{X} \) does not satisfy the second condition of property \( P(5) \). Since \( \mathcal{X} \) has property \( P(k) \), it follows that \( k \geq 6 \).

Now, we show that, during the execution of \( \mathcal{X} \) on \( E_{12} \) with message \( \mu \in U \), the nodes at level 3 listen at round 7.

**Lemma 5.29.** Nodes in state \( c_\mathcal{X}(3, 2) \) transition to state \( c_\mathcal{X}'(3, 3) \) after receiving a collision signal.

**Proof.** To obtain a contradiction, assume that nodes in state \( c_\mathcal{X}(3, 2) \) transition to state \( c_\mathcal{X}(3, 3) \) after receiving a collision signal. We will construct an algorithm that has property \( P(k - 3) \). By definition of \( k \), no such algorithm exists. Thus, we obtain a contradiction.

For all \( \mu \in U \), during the execution of \( \mathcal{X} \) with message \( \mu \) on \( E_{12} \), at the end of round 5, the nodes at level 2 are in state \( c_\mathcal{X}(2, 3) \) and the nodes at level 3 are in state \( c_\mathcal{X}(3, 2) \). Nodes in state \( c_\mathcal{X}(2, 3) \) transmit and nodes in state \( c_\mathcal{X}(3, 2) \) listen. Thus, by assumption, the nodes at level 3 are in state \( c_\mathcal{X}(3, 3) \) at the end of round 6 and, hence, they transmit at round 7.

Let \( c_\mathcal{X}(2, 4) \) be the state to which nodes in state \( c_\mathcal{X}(2, 3) \) transition after transmitting. If nodes in state \( c_\mathcal{X}(2, 4) \) transmit, then let \( c_\mathcal{X}(2, 5) \) be the state to which they transition after transmitting. If nodes in state \( c_\mathcal{X}(2, 4) \) listen, then let \( c_\mathcal{X}(2, 5) \) be the state to which they transition after receiving a collision signal. For all \( \mu \in U \), during the execution of \( \mathcal{X} \) with
message $\mu$ on $E_{12}$, since the nodes at level 3 transmit at round 7, the nodes at level 2 receive a collision signal at round 7 if they are listening and, hence, they are in state $c_{X}(2, 5)$ at the end of round 7, whether they listen or transmit at round 7. Since nodes at level 2 are in state $c_{X}(2, t)$ at the end of round $2 + t$ for $0 \leq t \leq 2$, during the execution of $X$ with any message $\mu \in \{1, \ldots, w_{k-1} + 1\}$ on $E_{12}$, it follows that, for all $0 \leq t \leq 5$, the nodes at level 2 are in state $c_{X}(2, t)$ at the end of round $2 + t$ during the execution of $X$ with any message $\mu \in U$ on $E_{12}$. Thus, the precondition of Lemma 5.24 holds for $\ell_0 = 2$ and $t_0 = 5$. Hence, there is an algorithm with property $P(k - 3)$.  

We know that at the end of round 5 nodes at level 4 are in state $c_{X}(4, 1)$ and at the end of round 6 they are in state $c_{X}(4, 2)$. At round 6, either they listen and receive a collision signal or they transmit. Now we show that they never transmit at round 6.

**Lemma 5.30.** Nodes in state $c_{X}(4, 1)$ listen.

**Proof.** To obtain a contradiction, suppose nodes in state $c_{X}(4, 1)$ transmit. For all $\mu \in \{1, \ldots, w_{k-1} + 1\}$, at the end of round 5 during the execution of $X$ with message $\mu$ on $E_{12}$, the nodes at level 3 are in state $c_{X}(3, 2)$ and the nodes at level 4 are in state $c_{X}(4, 1)$. Since nodes in state $c_{X}(4, 1)$ transmit, the nodes at level 4 transmit at round 6 and the nodes at level 3 receive a collision signal. Therefore, for all $\mu \in \{1, \ldots, w_{k-1} + 1\}$, during the execution of $X$ with message $\mu$ on $E_{12}$, the nodes at level 3 are in state $c'_{X}(3, 3)$ at the end of round 6. However, this contradicts Lemma 5.26 because $w_{k-1} + 1 > w_{k-2}$.  

By definition of $U'$, for all $\mu \in U'$, at the end of round 5 during the execution of $X$ with message $\mu$ on $E_{12}$, the nodes at level 2 are in state $c'_{X}(2, 3)$, the nodes at level 3 are in state $c_{X}(3, 2)$, and the nodes at level 4 are in state $c_{X}(4, 1)$. Since nodes in state $c'_{X}(2, 3)$ listen, the nodes at level 2 listen at round 6. By Lemma 5.30 the nodes at level 4 listen at round 6. Thus, the nodes at level 3 listen in state $c_{X}(3, 2)$ at round 6 and receive nothing. By Lemma 5.29 nodes in state $c_{X}(3, 2)$ transition to state $c'_{X}(3, 3)$ after receiving a collision signal and transition to state $c_{X}(3, 3)$ after receiving nothing. Therefore, we have the following observation.

**Observation 5.31.** For all $\mu \in U'$, the nodes at level 3 are in state $c_{X}(3, 3)$ at the end of round 6 during the execution of $X$ with message $\mu$ on $E_{12}$.

Now we improve the upper bound on the cardinality of $U$ and $U'$.

**Lemma 5.32.** $|U|, |U'| \leq w_{k-3}$.

**Proof.** To obtain a contradiction, suppose $|U| \geq w_{k-3} + 1$ or $|U'| \geq w_{k-3} + 1$. By definition of $U$, for all $\mu \in U$, the nodes at level 2 are in state $c_{X}(2, 3)$ at the end of round 5 during the execution of $X$ with message $\mu$ on $E_{12}$. By Observation 5.31 for all $\mu \in U'$, the nodes at level 3 are in state $c_{X}(3, 3)$ at the end of round 6 during the execution of $X$ with message $\mu$ on $E_{12}$.

Let $S$ be one of the sets $U$ and $U'$. If $S = U$, then let $\ell' = 2$. Otherwise, let $\ell' = 3$. Since nodes in state $c_{X}(\ell', 3)$ transmit, there can be only one state to which nodes in state $c_{X}(\ell', 3)$ transition after transmitting. We call this state $c_{X}(\ell', 4)$. Since nodes at level $\ell'$ are in state $c_{X}(\ell', t)$ at the end of round $\ell' + t$ for $0 \leq t \leq 2$, during the execution of $X$ with any message $\mu \in \{1, \ldots, w_{k-1} + 1\}$ on $E_{12}$, it follows that, for all $0 \leq t \leq 4$, the nodes at level $\ell'$ are in state $c_{X}(\ell', t)$ at the end of round $\ell' + t$ during the execution of $X$ with any message $\mu \in S$ on $E_{12}$. Thus, the precondition of Lemma 5.24 holds for $\ell_0 = \ell'$ and $t_0 = 4$. Hence, there is an algorithm with property $P(k - 2)$. By definition of $k$, no such algorithm exists. Thus, $|S| \leq w_{k-3}$.  
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Recall that $|U| + |U'| = w_{k-1} + 1$. Since $|U|, |U'| \leq w_{k-3}$, it follows that $|U| + |U'| \leq w_{k-3} + w_{k-3} = w_{k-3} + w_{k-4} + w_{k-6}$. Note that, $w_0, w_1, \ldots$, is a non-decreasing sequence and, hence, $w_{k-6} \leq w_{k-5}$. Thus, $|U| + |U'| \leq w_{k-3} + w_{k-4} + w_{k-5} = w_{k-2} + w_{k-4} = w_{k-1}$. This is a contradiction. Thus, we conclude the proof of Theorem 5.1.

6 Future Work

In this paper, we presented an improved algorithm to broadcast a message from a finite set of values that works on the beeping model. We proved an exactly matching lower bound in the radio broadcast model with collision detection. This shows that the ability to send arbitrarily long messages instead of just a collision signal does not improve the round complexity.

Our algorithm relies on an encoding mechanism that requires the set of possible messages to be finite and known in advance. One way to extend our algorithm to handle an infinite set of possible messages is to have the source node first broadcast $r$ using another algorithm (for example, using Beep Waves to broadcast a self-delimiting encoding of $r$ [12]). A natural question is whether this approach or a recursive version of this approach is optimal.

A variant of the broadcast problem is the acknowledged broadcast problem in which the source node needs to eventually be informed that all nodes have learned the message. Chlebus, Gąsieniec, Gibbons, Pelc, and Rytter [6] provided a deterministic acknowledged broadcast algorithm in the radio broadcast model with collision detection, assuming that each node has a distinct identifier. A possible approach to solve the acknowledged broadcast problem in the anonymous beeping model is to extend our approach by modifying the algorithm as follows. The extension relies on the fact that, in our algorithm, all nodes at each level learn the last bit of the message at the same round, which is one round later than the nodes in the previous level. Each node $v$ that is not connected to a node at a higher level terminates immediately after learning the last bit of the message. Now consider any node $v$ at level $\ell \geq 1$ that is connected to a node at level $\ell + 1$. Node $v$ starts executing the acknowledgment process one round after relaying the last bit of the message to its neighbours at level $\ell + 1$. It repeatedly executes phases of three rounds until it receives an acknowledgement from nodes at level $\ell + 1$, which causes it to terminate. In the first round, $v$ beeps to inform the nodes at level $\ell - 1$ that it has not yet received an acknowledgement. Once $v$ has received an acknowledgement, it terminates, so it does not beep in the first round of this phase. This serves as an acknowledgement for the nodes at level $\ell - 1$. In the second round, $v$ listens to detect whether the nodes at level $\ell + 1$ have received an acknowledgement. Specifically, if $v$ receives nothing, it means that the nodes at level $\ell + 1$ have received the acknowledgement. Otherwise, $v$ receives a beep, in which case it idles for one round and, then, starts executing the next phase. An interesting extension of our paper would be to see if this modified algorithm has optimal round complexity for the acknowledged broadcast problem in anonymous radio networks with collision detection.

In addition to round complexity, energy complexity has also received considerable attention in radio broadcast models. Energy complexity is generally defined as the maximum, over all nodes, of the number of rounds in which the node transmits or listens. Chang, Dani, Hayes, He, Li, Pettie [3] provided broadcast algorithms in the radio broadcast model with collision detection. In their model, they assumed that nodes have distinct identifiers and are given the number of nodes in the network, the maximum number of neighbours of any node in the network, and the maximum distance between any two nodes in the network. By modifying our encoding mechanism, we can improve the energy complexity of our algorithm. In particular, instead of using set $W_i$, we can use the set $W'_i$, which is defined as follows. Let $W'_0 = \{0\}$, $W'_1 = \{1\}$, $W'_2 = \{0, 1\}$, $W'_3 = \{00, 01, 1\}$ and, for all $i \geq 5$, $W'_i = 0 \cdot W'_{i-1} \cup 1 \cdot W'_{i-2}$. For all $i \geq 1$, let $w'_i = |W'_i|$. Then, $w'_1 = w'_2 = 1$ and, for all $i \geq 3$, $w'_i = w'_{i-1} + w'_{i-2}$. Note that, $w'_1, w'_2, w'_3, \ldots$ is
the Fibonacci sequence. The optimal energy complexity of the broadcast problem remains open.
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