ABSTRACT: While mass spectrometry still dominates proteomics research, alternative and potentially disruptive, next-generation technologies are receiving increased investment and attention. Most of these technologies aim at the sequencing of single peptide or protein molecules, typically labeling or otherwise distinguishing a subset of the proteinogenic amino acids. This note considers some theoretical aspects of these future technologies from a bottom-up proteomics viewpoint, including the ability to uniquely identify human proteins as a function of which and how many amino acids can be read, enzymatic efficiency, and the maximum read length. This is done through simulations under ideal and non-ideal conditions to set benchmarks for what may be achievable with future single-molecule sequencing technology. The simulations reveal, among other observations, that the best choice of reading $N$ amino acids performs similarly to the average choice of $N+1$ amino acids, and that the discrimination power of the amino acids scales with their frequency in the proteome. The simulations are agnostic with respect to the next-generation proteomics platform, and the results and conclusions should therefore be applicable to any single-molecule partial peptide sequencing technology.
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INTRODUCTION

For three decades, mass spectrometry has dominated the field of proteomics and has been the primary method for protein identification, characterization, and quantitation. Over these years, mass spectrometry has seen tremendous growth in speed and sensitivity. Fundamentally, however, it remains a serial analysis technique. Recent developments and simulations of single-molecule and massively parallel detection techniques suggest a disruptive technological breakthrough may be closer than many in the field realize. It is therefore worth considering what these breakthroughs may look like through the lens that we have—from the state-of-the-art in computational and mass spectrometry-based proteomics.

Callahan et al. and Winston and Gregory Timp recently surveyed the technologies most promising to disrupt the technological status quo. Some of these are direct analogs of nucleic acid sequencing technologies, such as fluorosequencing common in next-generation sequencing, and nanopores for protein similar to those used for reading long stretches of DNA. In addition, there are several antibody-based methods that not only more or less specifically detect proteins with high sensitivity but also localize them in cells or tissues, including CITE-Seq for concurrent mRNA and protein detection, as well as the possibility of reverse translation coupled with DNA sequencing readout. Both fluorosequencing and nanopore protein sequencing have been simulated to show that the partial reads they generate can uniquely identify proteins in a given proteome, analogous to how tandem mass spectra are matched to peptides in bottom-up proteomics. The analogy is not perfect, as in mass spectrometry different peptides produce different tandem mass spectra, even if they only differ by a leucine in place of an isoleucine, unlike partial fluorosequencing, which does not distinguish between unlabeled residues.

This paper explores the potential—and possible limitations—of the next generation of massively parallel proteomic technologies (Figure 1), specifically investigating the relationships between the number of readable amino acid residues, read length, and ability to unambiguously identify human proteins. Many other variables are likely to influence protein detection limits and eventual acceptance of a different technology in proteomics, but these are beyond the scope of this short paper. Focusing on short tryptic peptides as common in bottom-up proteomics, we simulate hypothetical single-molecule sequencing experiments under ideal and non-ideal conditions, where the former represent a possible best performance and the latter what
we could realistically expect with imperfect technology. To be as general as possible, we will not make specific assumptions on the experimental technology, but for the sake of these thought experiments we assume the technology will be able to read perfectly the visible amino acids up to a certain read length and that there is no interference between reads caused by similar sequences, post-translational modifications, or relative abundance.

## METHODS

To simulate the coverage of the human proteome by short partial reads, the experiment was simulated by an R script. The script fetches all NeXtProt sequences (currently 20,322) from UniProt using the UniProt.ws package 2.28.0, and digests these using the cleaver package version 1.26.1. Sequence variants and post-translational modifications are ignored. After blanking out the invisible amino acids, the proteotypic peptide—partial read matches (PPRMs) are tallied for each protein, resulting in a number of proteins without unique PPRMs. How this number is influenced by the composition and frequency of the labeled amino acids, how long reads are generated, and the enzymatic efficiency were subsequently simulated. Each combination of variables was simulated 20 times. The R code for the simulations, the simulation results, and the R script for making the plots in Figure 2 are all available in GitHub.

To estimate the power of the different amino acids to discriminate between (human) proteins, an additional 100 random combinations of 4, 5, and 6 readable amino acids were simulated and added to the 20 combinations already simulated, for a total of 360 simulations (out of 59,109 possibilities). The resulting number of uniquely identifiable proteins were fitted using linear regression in R, and the coefficients for each amino acid compared, similar to the first-generation retention time prediction.

Non-ideal conditions were simulated by allowing for one missed invisible amino acid in each gap in the read sequence, recalculating the number of proteins with unique proteotypic reads given the additional possible peptide reads.

## RESULTS AND DISCUSSION

Only reading one or two amino acids is unlikely to be sufficient to disrupt the current technological dominance of mass spectrometry. However, reading as few as three amino acids, it is already possible to distinguish over 19,800, or 97.5% of the proteins in NeXtProt, when allowing for one missed cleavage and read length up to 50 (Figure 2A,B, compare with Figure 2 in Swaminathan et al.7). Some readers may remember this is more than the number of proteins quantifiable by the first-generation commercial isotopic reagents for proteomics that were unable to label the nearly 600 human proteins lacking cysteines. This limitation did not prevent these reagents from being successfully adopted by the proteomics community, eventually leading to improved labeling schemes such as TMT.16 There is little reason to assume that being unable to uniquely quantify this number of proteins would be an unforgivable shortcoming. This degree of coverage can be achieved with as few as three readable amino acids if allowing reads up to 50 residues, and seven readable amino acids if limited to reads up to 20 residues in length. It should also be noted that even if we can read all 20 amino acids, 227 proteins in NeXtProt still lack unique tryptic peptides with zero or one missed cleavage ≤50 amino acids in length (Figure 2A,B). Allowing for a missed cleavage site, which is commonly done for peptide identification in bottom-up proteomics, makes only a small difference (Figure 2B), though some longer proteotypic reads can be matched when allowing for missed cleavages. Trivially, all simulations converge at the reading of 19 out of the 20 amino acids (Figure 2A,B), as the single invisible amino acid can always be inferred.

Shorter maximum read lengths require more amino acids to be visible for unambiguous protein identification. With a maximum read length of 10, one needs to read at least 10 amino acids for 95% of the proteins in NeXtProt to have a proteotypic read (Figure 2A,C). Trypsin does not generate many peptides longer than 50 amino acids from proteins digested within one missed cleavage from completion, and there is no apparent benefit for protein identification in running more cycles to generate a few longer reads, even if this would prove...
possible (Figure 2C). However, this observation may not hold for other proteases, and there is no guarantee trypsin will remain the enzyme of choice for technologies very different from LC-MS/MS. When labeling/reading more amino acids, which ones are read is apparently less important (Figure 2C). On average, the more frequent amino acids contribute more to the unambiguous protein identification when reading between 4 and 6 different amino acids (Figure 2D). This is true in each case, though the slope and intersect depend on the number of readable amino acids. In the extreme case of reading only one amino acid, serine, alanine, and leucine are also the best choices under the metric used here, with tryptophan the worst. Knowing that a peptide contains alanine is less informative than knowing it contains a tryptophan. However, a partial sequence with several alanines (e.g., ----A----A--A---A--) can be more informative than a partial sequence with a single tryptophan (e.g., -----W------------).

On average we observe many more alanines, and therefore partial sequences with multiple alanines, than we see tryptophans per peptide. Minor possible outliers are cysteine (C) and methionine (M), being more informative than other some more frequent amino acids, and arginine (R) and lysine (K) being less discriminating between proteins. The latter may in part be due to these residues defining the cleavage site, and as only one missed cleavage site was allowed, no read has more than two of these residues in total, including the peptide C-terminal residue. The improvements by reading more than six different amino acids when allowing for longer reads and missed cleavages are very small and only noticeable in Figure 2 due to the logarithmic scale of the ordinate. However, this compares with mass spectrometry-based proteomics as currently performed by most practitioners in the field. To be able to robustly analyze single amino acid variants or semi-tryptic and non-tryptic peptides, or to distinguish proteins from different species in metaproteomes, there will likely be significant benefit from reading a few additional amino acids. It cannot be ruled out with certainty that the optimum combination of N amino acids is surrounded by poor ones. Finding the absolute best solution therefore requires brute-force calculation of all possibilities. The worst case is considering 10 out of 20 amino acids, with "20 choose 10" or 184 756 combinations. This is well within the

Figure 2. Simulation results showing the number of proteins lacking a unique PPRM as a function of the number of readable, or "visible", amino acids, comparing maximum read lengths of 10, 20, and 50 with one missed cleavage allowed (A) and zero or one missed cleavage with read length ≤50 (B). Panel C shows the number of proteins without unique reads as a function of the maximum read length for 4 and 10 readable amino acids. Panel D displays the discriminative power of the amino acids when reading 4−6 amino acids (read length ≤50) plotted against frequency in NeXtProt. The data for read length ≤50 and one missed cleavage in A (yellow) and B (blue) are the same. The dotted lines indicate the 20 322 proteins in the current version of NeXtProt.
reach of high-performance computing, but here we will limit ourselves to looking at the average performance at a given number of readable amino acids, as this still reveals any general trends. Looking at Figure 2A, we also note that the best performance of reading N amino acids is similar to the average performance of reading N+1 amino acids for all curves. This and the other key observations from the simulations are summarized as simplified “rules” in Table 1.

Table 1. “Rules” Summarizing the Three Main Observations Made from the Simulations in This Work

| Rule | Description | Figure |
|------|-------------|--------|
| Rule 1 | The best selection of N amino acids provides a similar number of proteotypic reads as the average selection of N+1 amino acids. | 2A,B |
| Rule 2 | There is no benefit in reading beyond 50 residues of tryptic peptides. | 2C |
| Rule 3 | The discriminatory power of the amino acids scales with their frequency in the proteome. | 2D |

The simulations of the non-ideal experiment, where some invisible amino acids are not cleaved (or moved through a pore, or reverse translated) and therefore randomly extend some gaps, revealed that the number of proteins without proteotypic partial reads is only moderately affected, and only when a small number of amino acids are visible (Figure 3), even though the number of possible reads increased approximately 6-fold (on average from 50 to 300 million when reading 4 or 10 amino acids, respectively). Though this work is entirely theoretical in nature, combining known characteristics of underlying biology with realistic assumptions of future technology underscores just how close that future is.

■ CONCLUSIONS

The next technological disruption in proteomics will likely come from massive parallelism rather than increased sensitivity over mass spectrometry and Edman sequencing (which at best are in the zeptomole18 and low-attomole19 ranges), though the increased depth of single-cell proteomics from single-molecule detection could be expected to be dramatic. When next-generation proteomics of a type simulated here and by Swaminathan et al.7 is realized, we will need algorithms to match the partial reads to peptides that do not make as strict and simplistic assumptions as in the simulations here. For example, it may not be justified to assume we know the number of consecutive invisible residues, or even the length of the read, and the matching has to be tolerant for these and other effects stemming from labeling failures, photobleaching, or sub-optimal yield in the chemical or enzymatic steps during sequencing (or reverse translation). This will undoubtedly be a hot topic for computational proteomics in coming years, and error-tolerance will likely be the “name of the game” in single-molecule protein identification. Though this work is entirely theoretical in nature, combining known characteristics of underlying biology with realistic assumptions of future technology underscores just how close that future is.
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