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Abstract
Energetic electrons are of interest in many types of plasmas, however previous modeling of their properties
has been restricted to the use of linear Fokker-Planck collision operators or non-relativistic formulations.
Here, we describe a fully non-linear kinetic-equation solver, capable of handling large electric-field strengths
(compared to the Dreicer field) and relativistic temperatures. This tool allows modeling of the momentum-
space dynamics of the electrons in cases where strong departures from Maxwellian distributions may arise.
As an example, we consider electron runaway in magnetic-confinement fusion plasmas and describe a transition
to electron slide-away at field strengths significantly lower than previously predicted.
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PROGRAM SUMMARY

Program title: NORSE
Program Files doi: http://dx.doi.org/10.17632/86wmgj758w.1
Licensing provisions: GPLv3
Programming language: Matlab
Nature of problem:
Solves the Fokker-Planck equation for electrons in 2D momentum space in a homogeneous plasma (allowing for mag-
netization), using a relativistic non-linear electron-electron collision operator. Electric-field acceleration, synchrotron-
radiation-reaction losses, as well as heat and particle sources are included. Scenarios with time-dependent plasma
parameters can be studied.
Solution method:
The kinetic equation is represented on a non-uniform 2D finite-difference grid and is evolved using a linearly implicit
time-advancement scheme. A mixed finite-difference–Legendre-mode representation is used to obtain the relativistic
potentials (analogous to the non-relativistic Rosenbluth potentials) from the distribution.

1. Introduction
Energetic electrons, having speeds significantly larger than the average speed of the thermal population,
are ubiquitous in plasmas. Examples are found for instance in the solar corona \cite{1} and wind \cite{2}, and in
solar flares \cite{3, 4}; in the ionosphere of the Earth \cite{5} and lightning discharges \cite{6}; as well as in laboratory
laser-plasma accelerators \cite{7} and inertial \cite{8} and magnetic-confinement \cite{9} fusion plasmas. In the latter case,
understanding the dynamics of the energetic electrons is of particular concern, as so-called \textit{runaway electrons}
\cite{10, 11} generated during \textit{disruptions} – events where the plasma rapidly cools and strong electric fields are
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induced – have the potential to cause severe damage to a tokamak fusion reactor. This problem is only expected to become more severe in future devices since the runaway generation is exponentially sensitive to the available plasma current [12, 13].

In a spatially homogeneous plasma, the main processes influencing energetic-electron dynamics are: the presence of an accelerating electric field; magnetization (causing directed motion); Coulomb collisions; dynamic changes in plasma parameters such as the temperature; radiative losses (associated with synchrotron and fast-electron bremsstrahlung emission); and wave-particle interaction. The combined influence of these processes has been shown to lead to phenomena such as bump-on-tail formation [14, 15] and local isotropization [16, 17] in the high-energy tail of strongly anisotropic electron populations. Since analytic treatment is possible only in special cases, the evolution of the electron distribution function \( f \) must in general be studied using kinetic simulations.

Many numerical tools solve the kinetic equation for \( f \), taking some subset of the processes mentioned above into account. In collisional plasmas, the Fokker-Planck operator describing the Coulomb collisions is the main source of complexity in the problem, which in general is described by a stiff integro-differential diffusion equation, and numerical treatments can be broadly categorized based on the level of sophistication of the collision operator employed. A number of continuum tools have been developed that use linearized (around a Maxwellian) collision operators, especially in the case of fully non-relativistic problems, but also in scenarios where the electrons are allowed to reach relativistic energies [18–20]. In addition, several fully non-linear tools are available for non-relativistic scenarios [21–28]; however, to our knowledge, no tool treats the relativistic non-linear collision operator in its entirety. Both the integrated-tokamak-modeling tool TASK and CQL3D (which is focused on heating and current drive in tokamaks) successfully implement the first few Legendre modes of the relativistic non-linear collision operator [29, 30]. While this approach guarantees the conservation of density, momentum and energy, it cannot resolve fine structures in the momentum-space distribution, making it unsuitable for accurate study of the fast-electron dynamics. In CQL3D, the implementation is general and therefore in principle supports the use of any number of modes, however in practice, the maximum number of modes cannot exceed 3 to 5 because of numerical problems [30].

In the magnetic-fusion community in particular, there is a pressing need for a tool with the ability to handle situations where relativistic particles comprise a significant part of the overall electron distribution, as these are the situations of greatest danger to the integrity of the fusion device [13]. Such scenarios arise primarily when the electric field magnitude is (at least) a significant fraction of the so-called Dreicer field [10], \( E_D = ne^3 \ln \Lambda /4 \pi \epsilon_0 T \); where \( n \), \( T \) and \(-e \) are the electron number density, temperature and charge, \( \ln \Lambda \) is the Coulomb logarithm, and \( \epsilon_0 \) is the vacuum permittivity. For such field strengths, the electric field overcomes the maximum collisional friction force affecting the electrons. However, also for \( E < E_D \), the distortion of the distribution can become substantial, leading to the break-down of linearized codes. In contrast, the so-called critical field \( E_C = Θ E_D \), with \( Θ = T/m_e c^2 \) the bulk temperature normalized to the electron rest mass, is equivalent to the minimum collisional friction force experienced by highly relativistic electrons. It therefore describes the weakest field at which runaway-electron generation can occur [31], since the accelerating force must overcome the friction (and the latter decreases with increasing particle energy). For non-relativistic bulk-electron temperatures, \( E_c \) is much less than \( E_D \) and runaway-electron generation can in general be studied using a linearized treatment since the electric field can fulfill both \( E > E_c \) and \( E \ll E_D \) simultaneously. A fully non-linear relativistic tool is however needed in the scenarios of highest importance, where the runaway population becomes comparable to the thermal population or the electric field is of order \( E_D \).

In this paper, we describe such a tool: the new finite-difference code NORSE (NOn-linear Relativistic Solver for Electrons), which efficiently solves the kinetic equation in 2D momentum space. NORSE includes a fully relativistic non-linear Fokker-Planck operator for electron-electron collisions [32–34] and synchrotron-radiation-reaction effects [14, 35]. Time-dependent plasma parameters make the investigation of dynamic scenarios possible.

With a non-linear treatment, the distribution is not restricted to being approximately Maxwellian, and strong electric fields (compared to \( E_D \)) can therefore be applied. However, if the distribution departs strongly from a Maxwellian, concepts such as temperature and the thermal collision time are not well defined. In many scenarios of practical interest, the distribution will nevertheless stay close to collisional equilibrium,
and we will make use of familiar concepts where appropriate.

The kinetic equation and the operators for the various mechanisms mentioned above are discussed in Section 2. The numerical implementation is then outlined in Section 3 and validated in Section 4 through a comparison to previous work in several limits. Finally, in Section 5 we use \textsc{Norse} to investigate the properties of strongly distorted electron distributions and the condition for electron slide-away.

2. Kinetic equation

To study the momentum-space dynamics of energetic electrons, we will solve the kinetic equation neglecting any spatial dependence. A point in the 3D momentum space is represented in spherical coordinates by \( p = (p, \xi, \phi) \), with \( p = \gamma v/c \) the magnitude of the (normalized) momentum, \( \xi = p_\parallel/p \) the cosine of the polar angle, and \( \phi \) the azimuthal angle. Here \( v \) is the speed of the particle, \( c \) is the speed of light, and \( \gamma \) is the relativistic mass factor. The spherical symmetry of our problem is broken by the presence of the electric field \( E \), and we therefore let the electric field define the parallel direction. If the plasma is magnetized, only the electric-field component parallel to \( B \) contributes to the acceleration (i.e. \( B \parallel E \)), in which case \( \xi \) is the cosine of the pitch–angle and \( \phi \) is the gyro angle. We will assume the electron distribution function \( f = f(t; p, \xi) \) to be independent of \( \phi \), reducing the problem to a two-dimensional one.

The kinetic equation describing the evolution of \( f \) can be written as

\[
\frac{\partial f}{\partial t} - eE \frac{\partial f}{\partial p} + \frac{\partial}{\partial p} \cdot (F_s f) = C\{f\} + S, \tag{1}
\]

where \( F_s \) is the synchrotron-radiation-reaction force (in the presence of a magnetic field), \( C\{f\} \) is the Fokker–Planck collision operator describing microscopic Coulomb interactions between the plasma particles, and \( S \) denotes sources and sinks (of for instance heat or particles). The distribution \( f \) satisfies \( n = \int d^3p f \), with \( n \) the number density of electrons.

The parallel component of the momentum-space gradient, appearing in the term describing the Hamiltonian motion of the electrons due to the electric field, becomes

\[
\frac{E}{E} \cdot \frac{\partial f}{\partial p} = \left( \frac{\xi}{p} \frac{\partial f}{\partial p} + \frac{1 - \xi^2}{p} \frac{\partial f}{\partial \xi} \right), \tag{2}
\]

In what follows, we will detail the synchrotron-radiation-reaction and collision terms of Eq. (1), as well as the various source terms.

2.1. Synchrotron-radiation reaction

The reaction force experienced by electrons emitting synchrotron radiation can be derived from the Lorentz–Abraham–Dirac force. In a homogeneous plasma, it can be written as (see for instance [14] and references therein)

\[
\frac{\partial}{\partial p} \cdot (F_s f) = -\frac{1}{p^2} \frac{\partial}{\partial p} \left( \frac{\gamma p^3(1 - \xi^2)}{\tau_r} f \right) + \frac{\partial}{\partial \xi} \left( \frac{\xi(1 - \xi^2)}{\tau_r} f \right)
\]

\[
= -\frac{1}{\tau_r} \frac{1 - \xi^2}{\gamma} \left[ \gamma^2 p \frac{\partial f}{\partial p} - \xi \frac{\partial f}{\partial \xi} + \left( 4p^2 + \frac{2}{1 - \xi^2} \right) f \right], \tag{3}
\]

where

\[
\tau_r = \frac{6\pi\varepsilon_0 (m_e c)^3}{e^3 B^2} \tag{4}
\]

is the radiation time-scale. Here \( B \) is the magnetic field strength.

The total synchrotron power emitted by a relativistic particle is proportional to \( p^2(1 - \xi^2) \), and the back-reaction experienced by the electrons therefore increases with perpendicular momentum. The efficacy of the synchrotron-radiation reaction is thus closely linked to collisional pitch–angle scattering, which can redistribute parallel momentum gained from the accelerating field.
2.2. Electron-ion collision operator

In a fully ionized plasma, the collision operator $C$ contains contributions from collisions with electrons ($C_{ee}$) and ions ($C_{ei}$):

$$C\{f\} = C_{ee}\{f\} + C_{ei}\{f\}. \quad (5)$$

The electron-electron collision operator is the main source of complexity in our problem, and will be discussed in Section 2.3. In contrast, we will assume a stationary, Maxwellian ion population. This, together with the mass difference between the species involved in the collision, significantly simplifies the operator for electron-ion collisions (unless the ratio between ion and electron temperatures is comparable to their mass ratio). In the ion rest-frame, the operator is

$$C_{ei}\{f\} \approx Z_{\text{eff}} \nu \gamma p^3 L\{f\} = Z_{\text{eff}} \nu \gamma p^3 \left[ 1 - \xi^2 \right] \frac{\partial f}{\partial \xi}, \quad (6)$$

where $Z_{\text{eff}} = n^{-1} \sum_j n_j Z_j^2$ is the effective charge (with the sum taken over all ion species $j$), $L$ is the Lorentz scattering operator, and

$$\nu = \frac{ne^4 \ln \Lambda}{4\pi \gamma^2 m_e^2 c^3} \quad (7)$$

is the collision frequency for relativistic electrons. The operator $C_{ei}$ describes pitch–angle scattering, but no change to the magnitude of the electron momentum. This is because the ions are assumed to be much heavier than the electrons (i.e. $m_i \gg \gamma m_e$), so that the energy lost by the electrons through collisions can be neglected.

2.3. Electron-electron collision operator

To describe electron-electron collisions, we will use the fully relativistic non-linear collision operator of Beliaev & Budker [32], in the form developed by Braams & Karney [33, 34]. The operator is valid for collisions between arbitrary species of arbitrary energy (i.e. the bulk population is not required to be non-relativistic). For electron-electron collisions, it takes the form [34]

$$C_{ee}\{f\} = \alpha \frac{\partial}{\partial p} \left( \mathbb{D} \cdot \frac{\partial f}{\partial p} - F f \right) \quad (8)$$

where $\alpha = 4\pi \nu / n$, $\mathbb{D}$ is the diffusion tensor and $F$ is the friction vector. These are given by

$$\mathbb{D} = \gamma^{-1} \left[ L \Upsilon_0 - (I + pp) \Upsilon_+ \right],$$

$$F = \gamma^{-1} K \Pi, \quad (9)$$

where $I$ is the unit tensor and $L$ and $K$ are defined by

$$L \Upsilon_0 = (I + pp) \cdot \frac{\partial^2 \Upsilon_0}{\partial p^2 p}, \quad \Upsilon_0 = (I + pp) \left( p \cdot \frac{\partial \Upsilon_0}{\partial p} \right), \quad (10)$$

$$K \Pi = (I + pp) \frac{\partial \Pi}{\partial p}. \quad (11)$$

Here, $\Upsilon_0$, $\Upsilon_+$ and $\Pi$ are linear combinations of potential functions, given by

$$\Upsilon_0 = 4 \Upsilon_2 - \Upsilon_1, \quad \Upsilon_+ = 4 \Upsilon_2 + \Upsilon_1, \quad \Pi = 2 \Pi_1 - \Pi_0, \quad (12)$$

where we denote the five potentials introduced by Braams & Karney as $\Upsilon_0$, $\Upsilon_1$, $\Upsilon_2$, $\Pi_0$ and $\Pi_1$. These are defined using the differential operator

$$L_a \Psi = (I + pp) : \frac{\partial^2 \Psi}{\partial p^2 p} + 3p \cdot \frac{\partial \Psi}{\partial p} + (1 - a^2) \Psi, \quad (13)$$

where $a$ is a parameter related to the electromagnetic field. The collision frequency $\nu$ is given by

$$\nu = \frac{ne^4 \ln \Lambda}{4\pi \gamma^2 m_e^2 c^3} \quad (14)$$
through

\[ L_0 \gamma_0 = f, \quad L_2 \gamma_1 = \gamma_0, \quad L_2 \gamma_2 = \gamma_1, \quad L_1 \Pi_0 = f, \quad L_1 \Pi_1 = \Pi_0. \]  

(15)

The five potentials are analogous to the two Rosenbluth potentials \( g \) and \( h \) in the non-relativistic case [37], and reduce to these in the appropriate limit. The notation (which differs from that in Ref. [34], see Appendix B) has been chosen to highlight the existence of two “branches” of potentials, distinguished by the application of different \( L_a \) operators. Crucially, in the non-relativistic limit (as \( L_a \) reduces to the Laplace operator), \( \gamma_0 = \Pi_0 \to h \) and \( \gamma_1 = \Pi_1 \to g \).

A sketch of the derivation of the explicit expressions obtained in our coordinate system is given in Appendix A: here we list only the final result, with the terms grouped according to the derivative of \( f \). The collision operator can be written as

\[ \frac{C_{\text{ee}}(f)}{\alpha} = C^{(p)} \frac{\partial^2 f}{\partial p^2} + C^{(p)} \frac{\partial f}{\partial p} + C^{(\xi)} \frac{\partial^2 f}{\partial \xi^2} + C^{(\xi)} \frac{\partial f}{\partial \xi} + C^{(\phi)} \frac{\partial^2 f}{\partial p \partial \xi} + C^{(f)} f, \]  

(16)

with pre-factors \( C^{(i)} \) given by

\[ C^{(p)} = \gamma \left(8 \gamma_2 - \gamma_0\right) - 2 \gamma^3 \frac{\partial^2 \gamma_0}{\partial p^2} - \gamma \left(1 - \xi^2\right) \frac{\partial^2 \gamma_0}{\partial \xi^2} + 2 \frac{\gamma \xi}{p^2} \frac{\partial \gamma_0}{\partial \xi}, \]  

(17)

\[ C^{(p)} = \frac{1}{\gamma p} \left(2 + 3 \xi^2\right) \left(8 \gamma_2 - \gamma_0\right) - 16 \gamma^2 \frac{\partial \gamma_2}{\partial p} + 6 \gamma \frac{\partial \gamma_1}{\partial p} - \gamma \frac{\partial \gamma_0}{\partial p} - 2 \frac{\gamma^3}{p} \left(\frac{\partial^2 \gamma_0}{\partial p^2} + \frac{1}{p^2} \frac{\partial \gamma_0}{\partial p}\right), \]  

(18)

\[ C^{(\xi)} = \frac{1 - \xi^2}{\gamma p^2} \frac{\partial^2 \gamma_0}{\partial p^2} + \frac{1}{\gamma p} \left[\frac{\partial^2 \gamma_0}{\partial p^2} - \frac{\partial \gamma_0}{\partial p} - \frac{\partial \gamma_0}{\partial \xi}\right] - \frac{\partial \Pi}{\partial \xi}, \]  

(19)

\[ C^{(\xi)} = \frac{-\xi \left(1 - \xi^2\right)}{\gamma p^4} \frac{\partial^2 \gamma_0}{\partial \xi^2} - \frac{2 \gamma^2 \left(1 - \xi^2\right) \frac{\partial^2 \gamma_0}{\partial \xi^2}}{p^3} - \frac{2 \gamma \xi}{p^2} \frac{\partial \gamma_0}{\partial \xi} - \frac{2 \gamma^3}{p} \frac{\partial^2 \gamma_0}{\partial p^2} + \frac{1}{\gamma p} \left[\frac{\partial^2 \gamma_0}{\partial p^2} - \frac{\partial \gamma_0}{\partial p}\right] - \frac{\partial \Pi}{\partial \xi}, \]  

(20)

\[ C^{(\phi)} = \frac{2}{\gamma p^3} \frac{\partial^2 \Pi}{\partial \xi^2} - \frac{\partial \gamma_0}{\partial \xi}, \]  

(21)

\[ C^{(f)} = -\frac{\partial^2 \Pi}{\partial p \partial \xi} - \frac{1}{\gamma p} \left(2 + 3 \xi^2\right) \frac{\partial \Pi}{\partial p} - \frac{1 - \xi^2}{\gamma p^2} \frac{\partial^2 \Pi}{\partial \xi^2} + \frac{2 \xi}{\gamma p^2} \frac{\partial \Pi}{\partial \xi} \]  

(22)

2.4. Heat and particle sources

A strong electric field is a source of energy that quickly heats the distribution function. In contrast to a linearized treatment (where this heat must be removed to ensure the validity of the linearization), this energy source is automatically accounted for in the non-linear solution. Sometimes, it is however of interest to remove the excess heat from the bulk as it is applied. In reality, the bulk temperature is not always increasing during fast-particle generation, for instance because of energy loss due to radiation emission or heat conduction. A heat sink also serves as a way to vary the temperature of the thermal population, which makes it possible to model dynamic scenarios where the plasma parameters change on a time scale similar to that of the acceleration dynamics. To be able to model density changes, a particle source must also be included.

An advantageous way to formulate a heat sink is to write it in divergence form

\[ \frac{\partial}{\partial p} \cdot (k_h S_h f) = k_h \left(\frac{2}{p} S_h(p) + \frac{\partial S_h(p)}{\partial p} + S_h(p) \frac{\partial}{\partial p}\right) f, \]  

(23)

since it will then automatically conserve particles (before discretization). Here \( S_h(p) \) is an isotropic function of momentum, with \( S_h \) its \( p \)-component. \( k_h \) is the magnitude, to be determined. In practice, the exact
momentum-space shape of the sink depends on the processes responsible for the heat loss. A detailed investigation of this is left for future work; here we let \( S_h \) have the shape of a Maxwellian for simplicity.

Apart from the electric-field term, synchrotron-radiation reaction also changes the total heat content of the distribution by removing energy, primarily at large particle momenta. However, the momentum-space region \( \Omega \) of interest need not necessarily encompass the entire computational domain. For instance, it is sometimes desirable to maintain a fixed energy content in the thermal population, while simultaneously allowing the energetic particles to gain energy. Physically, this corresponds to heat sinks that only affect slow particles. In such cases, collisions may also transfer energy into or out of \( \Omega \). The total energy change in \( \Omega \) can thus be written as

\[
\frac{dW}{dt} = m_e c^2 \int_{\Omega} d^3 p (\gamma - 1) \left( -\frac{eE}{m_ec} \frac{\partial f}{\partial p} + \frac{\partial}{\partial p} \cdot (\mathbf{F}_n f) - C\{f\} + k_h \frac{\partial}{\partial p} \cdot (S_h f) \right),
\]

from which \( k_h \) can be determined in each time step by demanding that \( dW/dt = 0 \) (for an ideal heat sink). (Note that this approach does not automatically enforce energy conservation after discretization; only physical sources of heat are taken into account. If desirable, numerical heating caused by the discretization can be eliminated by instead requiring the numerically calculated energy moment of \( f \) to be constant.)

The same heat source can be used to induce changes to the bulk temperature, but in this case the magnitude \( k_h \) is calculated differently. We note that the relativistic equilibrium Maxwell-Jüttner distribution \( \left| \Omega \right| \) can be determined in each time step by demanding that \( dW/dt = 0 \) (for an ideal heat sink). (Note that this approach does not automatically enforce energy conservation after discretization; only physical sources of heat are taken into account. If desirable, numerical heating caused by the discretization can be eliminated by instead requiring the numerically calculated energy moment of \( f \) to be constant.)

The magnitude \( k_h \) can be determined from the requirement that the energy supplied by the heat sink should equal \( W(\Theta_2) - W(\Theta_1) \) for two temperatures \( \Theta_1 \) and \( \Theta_2 \) at subsequent time steps. Here \( p_{max,\Omega} \) denotes the upper boundary of \( \Omega \) in \( p \); if \( p_{max,\Omega} \to \infty \), the above integral can be evaluated analytically, yielding

\[
W(\Theta) = m_e c^2 n \int_0^{p_{max,\Omega}} dp \frac{K_1}{K_2} (\gamma - 1) \exp\left(-\frac{\gamma}{\Theta}\right).
\]

The magnitude \( k_h \) can be determined from the requirement that the energy supplied by the heat sink should equal \( W(\Theta_2) - W(\Theta_1) \) for two temperatures \( \Theta_1 \) and \( \Theta_2 \) at subsequent time steps. Here \( p_{max,\Omega} \) denotes the upper boundary of \( \Omega \) in \( p \); if \( p_{max,\Omega} \to \infty \), the above integral can be evaluated analytically, yielding

\[
W(\Theta) = m_e c^2 n \left( \frac{K_3(1/\Theta)}{K_2(1/\Theta)} - 1 - \Theta \right) = m_e c^2 n \frac{W(x)}{\Theta_2}. \tag{27}
\]

Changes to the density can be introduced using a particle source of the form

\[
S_p = k_p \left( \frac{\gamma - 1}{\Theta} + a_p(\Theta) \right) f_M; \tag{28}
\]

a linear combination of the energy and density moments of a Maxwellian (with an overall scaling factor \( k_p \) analogous to \( k_h \)). The quantity \( a_p \) can be determined from the constraint that the energy moment of \( S_p \) should vanish (so that the source supplies particles, but no heat), giving

\[
a_p(\Theta) = -\frac{1}{\Theta} \int_0^{\infty} dp \frac{p^2}{(\gamma - 1) - \exp(-\gamma/\Theta)} = \frac{2}{\Theta} \left( \frac{2(1 + \Theta)}{W(\Theta)} - 3 \right). \tag{29}
\]

As \( \Theta \to 0 \), the non-relativistic limit \( a_p = -5/2 \) is recovered, whereas in the ultra-relativistic case (\( \Theta \gg 1 \)), \( a_p \to -4 \). The density moment \( n_p \) of the source is given by

\[
n_p = k_p \left( \frac{W(\Theta)}{\Theta} + a_p(\Theta) \right) = k_p \left( \frac{W(\Theta) + 2}{\Theta} - \frac{3W(\Theta) + 1}{\Theta} \right). \tag{30}
\]

from which the magnitude \( k_p \) that gives a desired density change can be determined. The bracket takes the asymptotic value -1 at both \( \Theta \to 0 \) and \( \Theta \gg 1 \), but reaches a minimum of -1.18 for intermediate temperatures.
3. Numerical method

3.1. Discretization

We choose to represent the distribution function \( f \) on a two-dimensional finite-difference grid in \( p \) and \( \xi \), and use a 5-point stencil to discretize the momentum-space derivatives. Moments of the distribution and other integrals are calculated using a composite Simpson’s rule. The grid points can be chosen non-uniformly in both \( p \) and \( \xi \), making it possible to efficiently resolve both a Maxwellian bulk (assuming there is one) and a high-energy tail. Specifically, the \( p \) grid should preferably be densely spaced for small \( p \) to resolve the bulk, but since the tail generally varies over larger momentum scales, coarser spacing can be used at larger momenta to reduce the computational expense. Similarly, the \( \xi \) grid should be densely spaced close to \( \xi = 1 \) (the parallel direction) to resolve the tail drawn out by the electric field. Alternatively, in scenarios without a preferred direction of acceleration, a grid which gives a uniform spacing in the polar angle (arccos \( \xi \)) is often appropriate. Due to the polar nature of the coordinate system, the point at \( p = 0 \) is special; the value of the distribution at \( p = 0 \) should be independent of \( \xi \). The total number of grid points is thus \( N_\xi \times (N_p - 1) + 1 \), with \( N_p \) and \( N_\xi \) the number of grid points in the respective coordinate, and a single (rather than \( N_\xi \)) grid point appropriately describes the system at \( p = 0 \).

For the calculation of the potentials \( \Upsilon \) and \( \Pi \) (here collectively denoted by \( \Psi \)), it is advantageous to decompose the \( \xi \) coordinate in Legendre modes (rather than use a finite difference grid), since these are eigenfunctions of the collision operator. The distribution and potentials are then written as

\[
\begin{align*}
    f(p, \xi) &= \sum_{l=0}^{L} f_l(p) P_l(\xi), \quad \Psi(p, \xi) &= \sum_{l=0}^{L} \Psi_l(p) P_l(\xi), \quad \quad (31)
\end{align*}
\]

where \( P_l \) is the \( l \)th Legendre polynomial. The potentials are integral moments of the distribution function, and their calculation is a smoothing operation. Therefore, a small number \( N_l \) of Legendre modes typically suffices to accurately describe the potentials, unless the bulk of the distribution deviates significantly from the origin of the coordinate system. Thus, it is usually reasonable to choose \( N_l \) to be much smaller than \( N_\xi \), the number of points in the \( \xi \) grid.

The mapping between the 2D-finite-difference-grid and finite-difference–Legendre-mode representations can be formulated as a single matrix operation, where a mapping matrix \( M_L \) can be constructed to represent the summation in Eq. (31). In general, \( M_L \) is not square, but the inverse mapping can be performed by taking the Moore-Penrose pseudo-inverse of \( M_L \) to find the inverse in a least-squares sense. (This only needs to be done once in each \textsc{Norse} run.) The solution is exact in the sense that \( \| M_L f_l(p) - f(p, \xi) \| \) is of order the round-off error, and the mapping between the two representations can thus be performed to machine precision at very small computational cost.

The parallel axis is the symmetry axis of the problem. Therefore, we require that the derivative of the distribution with respect to \( p_\parallel \) at a fixed \( p_\parallel \) must vanish as \( p_\perp \to 0 \). This condition must be imposed as a boundary condition at \( p_\parallel = 0 \), but is automatically satisfied for all non-vanishing \( p_\parallel \). At \( p = p_{\text{max}} \), we impose the Dirichlet condition \( f(p_{\text{max}}) = 0 \) for all \( \xi \).

3.2. Calculation of potentials

The Legendre modes of the potentials \( \Psi \) can be calculated from the distribution using Eq. (15), which becomes

\[
L_{0,l} \Upsilon_{0,l} = f_l, \quad L_{2,l} \Upsilon_{1,l} = \Upsilon_{0,l}, \quad L_{2,l} \Upsilon_{2,l} = \Upsilon_{1,l}, \quad L_{1,l} \Pi_{0,l} = f_l, \quad L_{1,l} \Pi_{1,l} = \Pi_{0,l}, \quad (32)
\]

where

\[
L_{a,l} \Psi = \gamma^2 \frac{\partial^2 \Psi}{\partial p^2} + \left( \frac{2}{p} + 3p \right) \frac{\partial \Psi}{\partial p} + \left( 1 - a^2 - \frac{l(l+1)}{p^2} \right) \Psi
\]

is obtained by decomposing the differential operator \( L_a \) (described in our coordinate system by Eq. A.8) into Legendre modes. Inverting Eqs. (32) results in operators which can determine the potentials from an arbitrary \( f \), and a block-diagonal sparse matrix for each potential \( \Psi \) can be constructed to efficiently
calculate $\Psi_l$ from $f_l$ for all $l$ using a single matrix multiplication, in accordance with the discussion in Section 3.4.

The above calculation requires that boundary conditions for the potentials be specified. In general, for a function $\phi(p, \xi)$ to be continuous at $p = 0$, its Legendre modes $\phi_l(p)$ must satisfy $\partial \phi_l(0)/\partial p = 0$ for $l = 0$ and $\phi_l(0) = 0$ for $l > 0$. Boundary conditions at $p = p_{\max}$ can be determined from Eq. (31) in Ref. [34], which gives explicit expressions for the potentials $\Psi_l$ in terms of weighted integrals over $f_l$. The calculation of these boundary conditions is discussed in Appendix B.

3.3. Time advance

To advance the system in time, we employ a linearly implicit time-advancement scheme based on the first-order backward-Euler method. The scheme avoids the restriction on the time step imposed on explicit methods by the CFL condition, and is straightforward to implement, as it only requires building and inverting a single matrix in each time step. Compared to fully implicit methods, however, the time step has to be kept relatively short, and the overall computation time can still be considerable when simulating a long time span. As long as the time step is short enough, good accuracy is achieved, and this simple scheme is sufficient for our purposes.

The method is formulated as follows. The entire kinetic equation, excluding the time derivative, can in general be written as an operator $\mathcal{O}\{\Psi(f), f\}$, where $\Psi$ represents the five potentials $\Upsilon_i$ and $\Pi_i$, which depend on the distribution $f$. In a fully implicit time-advancement scheme, this operator should be evaluated at the next time step ($k + 1$): $\mathcal{O}\{\Psi(f^{k+1}), f^{k+1}\}$. If the potentials are instead evaluated based on the distribution at the current time step, $f^k$, $\mathcal{O}$ can be written as a regular matrix operation $\mathcal{O}\{\Psi(f^k), f^{k+1}\} = M^{k}\text{f}^{k+1}$, where the matrix $M^{k}_{mn} = M^{k}(p_m, \xi_n)$ describes a set of linear equations. This makes the time-advancement scheme linearly implicit, and $M^k$ can be explicitly evaluated in each time step and the system solved using standard matrix-inversion techniques. The Backward-Euler method for our problem can then be written as

$$f^{k+1} = f^k + \Delta t M^k f^{k+1}, \quad (34)$$

where $\Delta t$ is the time step.

3.4. Performance

NORSE is written in Matlab, using an object-oriented structure. To make efficient use of the Matlab language, care has been taken to formulate the problem in terms of matrix multiplications and avoid loops where they are detrimental to performance. To this end, many parts of the operators of the kinetic equation are pre-calculated to speed up the matrix building in each time step. As an example, the first term of the electron-electron collision operator Eq. (16) at time step $k$ (together with Eq. 17) can be written as

$$C(\rho^2) \frac{\partial^2 f^{k+1}}{\partial p^2} = (C_0 \Upsilon^k_0 + C_2 \Upsilon^k_2 + C_- \Upsilon^k_-) \mathbb{D}_{pp}^2 f^{k+1}, \quad (35)$$

where the various operators, defined as

$$C_0 = -\gamma, \quad C_2 = 8\gamma, \quad C_- = -2\frac{\gamma^3}{p^2} \mathbb{D}_p - \frac{\gamma(1 - \xi^2)}{p^2} \mathbb{D}_{\xi\xi}^2 + 2\frac{\gamma \xi}{p^2} \mathbb{D}_\xi \quad (36)$$

$$\mathbb{D}_{pp}^2 = \frac{\partial^2}{\partial p^2}, \quad \mathbb{D}_p = \frac{\partial}{\partial p}, \quad \mathbb{D}_{\xi\xi}^2 = \frac{\partial^2}{\partial \xi^2}, \quad \mathbb{D}_\xi = \frac{\partial}{\partial \xi}, \quad (37)$$

are all independent of $f$, and can thus be pre-calculated. Constructing this part of the linear system in each time step is thus reduced to determining the potentials $\Upsilon^k_i$ from $f^k$ and constructing $C(\rho^2)\mathbb{D}_{pp}^2$ in accordance with Eq. (35), using just a few matrix operations.

The above algorithm is efficient, making the matrix inversion associated with the solution of the resulting linear system the most costly part of each time step. The overall computational cost can be reduced by approximately a factor of 2 by employing an iterative scheme using the generalized minimal residual method (gmres [38]), which is available in Matlab as a standard subroutine. By periodically (every $n_{LU}$ time steps)
solving the system exactly using LU-factorization, and supplying the L and U factors as preconditioners for the next \( n_{LU} - 1 \) steps, \texttt{gmres} converges in just a few iterations if \( n_{LU} \) is sufficiently small.

In certain scenarios – such as where an initial transient requires high temporal resolution, but the subsequent relaxation happens on a significantly longer time scale – adaptive time-step schemes can be very effective in reducing the computational expense. Such a scenario is for example considered in Section 4.1. Here, we use a simple adaptive-time-step scheme based on information about the number of iterations needed for convergence of the \texttt{gmres} algorithm. If few \texttt{gmres} iterations are needed for convergence (\( n_{\text{gmres}} < n_{\text{opt}} \), where \( n_{\text{opt}} \) is some desired optimal number), the change in the distribution in each time step is small, indicating that the step length can be increased. Conversely, the step length should be reduced if \( n_{\text{gmres}} > n_{\text{opt}} \).

Employing the techniques discussed above makes the implementation efficient, and moderately sized test cases usually run on a standard laptop in less than a minute.

4. Tests and benchmarks

The kinetic equation solved by \texttt{NORSE} is valid for strongly non-Maxwellian electron distributions, as well as relativistic temperatures and particle energies. In this section, we validate the implementation by comparing to the two limits of arbitrary temperature but weakly distorted distribution (Section 4.2), and non-relativistic but fully non-linear distribution (Section 4.3). However, let us first look at a proof-of-principle scenario, demonstrating both the non-linearity as well as the high-temperature validity of \texttt{NORSE}.

In this section, we will repeatedly make use of the normalized time \( \tau = \nu t \) (i.e. the time in units of relativistic-electron collision times) and the normalized distribution \( F = f / f_M(\nu = 0) \) (so that if the initial distribution is a Maxwellian, \( F \) initially takes the value unity at \( \nu = 0 \)). We will also use the normalized electric-field magnitude \( E = eE/m_e c\nu = E/c_e \). Throughout the rest of the paper, we will always apply fields with an implicit minus sign, so that electrons will be accelerated towards positive \( p_\parallel \).

4.1. Proof-of-principle non-linear scenario: collisional relaxation of a two-Maxwellian initial state

In this section we demonstrate the validity of the \texttt{NORSE} implementation by considering a basic non-linear test case: the collisional relaxation of two initially shifted Maxwellians. A shifted Maxwell-Jüttner distribution (e.g. the equilibrium distribution with temperature \( \Theta_b \) in a frame boosted by \( p_b \) in the parallel direction, as seen from the stationary frame) takes the form

\[
f_{M,b}(\Theta_b, p_b) = \frac{n}{4\pi \Theta_b K_2(1/\Theta_b)} \exp\left(-\frac{\gamma_b \gamma - p_b p_\parallel}{\Theta_b}\right),
\]

with \( \gamma_b = \sqrt{1 + p_b^2} \) and \( p_\parallel = p_\perp \). We consider two initial Maxwellians, each with a temperature of 10 keV (\( \Theta_b = 0.0196 \)), and each shifted the equivalent of three thermal speeds (\( p_b = 0.59 \)) along the symmetry axis (in opposite directions). The initial state is depicted in Fig. 1a), with panels b)-d) showing the subsequent evolution of the distribution function. Panel g) shows a cut of the distribution along the positive parallel axis at the same time steps. The parameter values \( E = 0 \) and \( B = 0 \) were used, and to isolate the behavior of the non-linear electron self-collision operator, a pure electron plasma was assumed (\( Z_{\text{eff}} = 0 \)). The number density of each Maxwellian in its rest frame was set to \( n = 10^{19} \text{ m}^{-3} \), resulting in a total initial number density of \( n_{\text{tot}} = 2\gamma_b n = 2.326 \times 10^{19} \text{ m}^{-3} \). The expected final-state Maxwellian (cyan, thin dashed line in panel g) has a temperature of 61.3 keV, which can be calculated by equating Eq. (27) (with \( n \to n_{\text{tot}} \)) with the combined energy content in the two shifted Maxwellians:

\[
W_{\text{tot}} = 2W_b, \quad W_b = \gamma_b^2 W + m_e c^2 n \left[ \gamma_b (\gamma_b - 1) + (\gamma_b^2 - 1) \Theta_b \right]
\]

(with \( W \) given by 27), and solving for \( \Theta \). The final equilibrium state shows excellent agreement with the theoretical prediction.

The relative error (compared to the initial value) in the density and energy contents of the \texttt{NORSE} solution are shown in Fig. 1e) as functions of time. For the numerical parameters used, the density is conserved to
Figure 1: Collisional relaxation from a starting distribution consisting of two shifted Maxwellians. Panels a)–d) show the 2D distribution at various times, and panel g) shows corresponding cuts along the positive parallel axis. Panel e) shows the conservation of density and energy and panel f) the time step used, as functions of time. The numerical parameters \( N_p = 250, N_\xi = 65, N_l = 25, p_{\text{max}} = 10, \) and the initial time step \( d\tau_0 = 0.001 \) were used. A uniform grid was used in \( p \), whereas a non-uniform grid giving uniform spacing in the polar angle (arccos \( \xi \)) was used for the \( \xi \) coordinate.

within 0.05\%, whereas the relative error in energy saturates at the 0.5\% level. Figure 1f) shows the time step used by the adaptive-time-step scheme, normalized to the initial time step. In this particular case, the scheme is very effective since the time evolution involves an initial transient followed by a comparatively slow asymptotic relaxation. The final time step was approximately \( 10^4 \) times longer than the initial time step, and a total of 312 time steps were used (as opposed to \( \sim 4 \cdot 10^5 \) had the initial time step been used throughout the entire calculation).

4.2. Weak-electric-field limit: conductivity for relativistic temperatures

In Ref. [34], Braams & Karney use the relativistic electron-electron collision operator to calculate the plasma conductivity for a wide range of temperatures. The operator is linearized around a stationary Maxwellian, and the zeroth and first Legendre modes are calculated numerically as an initial-value problem. The results are compiled in their Table 1, which contains normalized conductivities for \( \Theta \in [0, 100] \) (recall that \( \Theta = 1 \) corresponds to \( T = m_e c^2 \approx 511 \text{ keV} \)) and \( Z_{\text{eff}} \in [0, \infty] \). The unit used is

\[
\bar{\sigma} = \frac{\sqrt{m_e c \ln \Lambda Z_{\text{eff}}}}{4 \pi c^2 T^{3/2}} \frac{j}{E},
\]

(40)

where \( j \) is the current density.

To demonstrate that our implementation reproduces the above results, we similarly calculate the conductivity of a quasi-steady-state distribution found by evolving the system from a Maxwellian initial state using a constant electric field corresponding to \( E = 10^{-3} E_D \). However, we make no simplification to the collision operator and retain adequate resolution in \( \xi \) to accurately resolve the distribution function in 2D momentum space. Fig. 2 overlays \( \text{NORSO} \) results with the data in Ref. [34] for \( Z_{\text{eff}} = 1, 2, 5 \) and 10, and all tabulated temperatures. Excellent agreement is seen for all parameters. In the figure, the data points at...
4.3. Non-relativistic limit: highly anisotropic distributions

Several codes exist that solve the non-relativistic kinetic equation using non-linear collision operators. To validate the non-linear aspect of NORSE, we will compare to conductivities reported by Weng et al. in Ref. [39]. In their Fig. 3, conductivities as functions of time are presented for electric fields as strong as the Dreicer field $E_D$, leading to highly distorted distributions. Results are shown for $E/E_D = 0.01, 0.1$ and $1$, with $Z_{\text{eff}} = 1$ and $B = 0$.

Figure 3a) reproduces the results in Fig. 3 of Ref. [39] using NORSE. The units used are those of the original figure: conductivities are given as $j/j$, where $j = j Z_{\text{eff}}/n e c\Theta^{3/2}$ a normalized current density, and the time unit used is $E/\sqrt{\Theta}$. The parameters $\Theta = 1 \cdot 10^{-4}$ (corresponding to a temperature of $T = 51$ eV) and $n = 5 \cdot 10^{19} \text{m}^{-3}$ were used in NORSE. Data points extracted from the figure in Ref. [39] are included for comparison. The agreement is very good in general, demonstrating that NORSE behaves as expected also for highly non-linear distributions. The error is somewhat larger (and systematic) for the weakest electric field, however in this case, numerical heating in the results of Ref. [39] cannot be ruled out [40]. The final distributions for the three field strengths are shown in 3b). As can be seen, the distributions deviate strongly from the initial Maxwellian for the two higher field strengths, and even at the weakest field, a substantial tail of runaway electrons is produced. For the strongest field, a small “bump” in the distribution is seen at $p_\| = 0$, which indicates that electron-ion collisions are strong enough to “capture” a sub-population of the electrons, despite the strong accelerating electric field.

5. Application: Runaway electrons in fusion plasmas

As an example of how NORSE can be used to provide new physical insight, we consider the case of runaway-electron generation in magnetically confined fusion plasmas. Under the influence of strong electric fields, electrons quickly accelerate to relativistic speeds since the friction force they experience decreases with increasing velocity. The localized heat loads associated with the eventual loss of fast-electron confinement constitute a serious threat to the plasma-facing components of fusion reactors. The energy and current carried by the runaway electrons, and thus the potential for damage, increase the larger the distortion of the electron distribution. Unlike existing tools such as LUKE [19] and CODE [20, 41], NORSE can be used to study the cases of highest runaway-electron growth rate.
5.1. Runaway region of momentum space

What constitutes a runaway particle can be defined in several ways. The definitions usually employed in theoretical works, as well as many numerical tools, assume the distribution to be close to Maxwellian and are therefore not directly applicable in our context \[10, 42\]. In addition, it has been pointed out that synchrotron radiation reaction may have a significant impact on the runaway region \[43–46\], however the commonly used definitions only account for collisional friction. We will define a runaway region based on particle trajectories in momentum space \[42\], neglecting the effect of diffusion but allowing for arbitrary electron distributions as well as synchrotron radiation reaction.

For an arbitrary electron distribution, the lower boundary of the runaway region (the separatrix) can be obtained by considering the forces that affect a test particle:

\[
\frac{dp}{dt} = F_E^p - F_C^p - F_S^p = \frac{eE}{m_e c} \xi + \alpha \frac{\partial \Pi}{\partial p} + \frac{\gamma p (1 - \xi^2)}{\tau}, \tag{41}
\]

\[
\frac{d\xi}{dt} = F_E^\xi - F_C^\xi - F_S^\xi = \frac{eE}{m_e c} \frac{1 - \xi^2}{\gamma p^2} + \alpha \frac{1 - \xi^2}{\gamma^2 p^2} \frac{\partial \Pi}{\partial \xi} - \frac{\xi (1 - \xi^2)}{\gamma \tau}, \tag{42}
\]

where the expressions for the force associated with the electric field, \(F_E\), the collisional electron-electron friction \(F_C\) and the synchrotron radiation-reaction force \(F_S\) are taken from Eqs. (1), (A.3) and (3), respectively. Asymptotically, particles on the separatrix neither end up in the bulk population nor reach arbitrarily high energies, but instead settle at the point \(p_c\) of parallel force balance at \(\xi = 1\) (in the absence of diffusion). \(p_c\) can be determined from \(dp/dt = 0\) at \(\xi = 1\), since the separatrix becomes purely perpendicular to the parallel axis as \(\xi \to 1\). The separatrix is then traced out by numerically integrating the above equations from \(\xi = 1\) to \(\xi = -1\). In the limit of non-relativistic temperature (\(\Theta \ll 1\)), small departure from a Maxwellian, and \(B = 0\), the result agrees with the standard expression \[42\]. To ensure consistency with the distribution, the separatrix in NORSE is calculated in each time step.

5.2. Distortion-induced transition to electron slide-away

For electric fields stronger than approximately \(E_{sa} = 0.215 E_D\), all electrons in a Maxwellian distribution experience net acceleration, since the field overcomes the maximum of the collisional friction force. This is known as electron slide-away \[10, 47\]. However, in a non-linear treatment, the condition for slide-away can in principle be modified since the collisional friction depends on the shape of the electron distribution. The distortion of the distribution associated with a moderately strong electric field turns out to have a large effect on the effective Dreicer field at which the transition to the slide-away regime occurs. This is illustrated...
in Fig. 4, which shows the distribution at several time steps, as well as the separatrix and the force balance (neglecting diffusion) as a function of $p$ at $\xi = 1$. In the figure, the distribution is evolved under a constant electric field which initially corresponds to 5% of the Dreicer field ($E = 0.05E_{D,0} \approx 0.23E_{sa,0}$, with $E_{D,0}$ and $E_{sa,0}$ the Dreicer and slide-away fields at the initial temperature). The distribution quickly becomes distorted, and soon after $t = 0.15\tau$ the slide-away regime is reached. This can be seen in Fig. 4f), where the sum of forces (Eq. (41)) becomes positive everywhere on the parallel axis, indicating that the electric field at that time corresponds to the instantaneous slide-away field, $E = E_{sa}(t)$. No separatrix therefore exists for later times (see Fig. 4d).

An important effect of the electric field is to quickly heat the bulk of the distribution, and this turns out to be the main cause of the induced transition to slide-away. Since (neglecting the weak dependence on $\ln \Lambda$) the Dreicer field $E_D \sim 1/T$, an increase in temperature lowers the effective Dreicer field and thus the threshold for electron slide-away. An approximate effective temperature $T_{eff}$ can be estimated from the energy moment $W$ of the NORSE distribution by solving Eq. (27) for $\Theta$. The effective Dreicer field can then easily be evaluated.

Figure 5 highlights the importance of the heating effect by showing the time to a transition to slide-away under constant electric fields of various strengths (starting from an equilibrium distribution). Lines denote when the effective temperature becomes such that $E > E_{sa}(T_{eff})$, whereas squares denote the actual transition in NORSE, calculated from the force balance. The agreement between these two values is very good in the entire range of electric-field values, demonstrating that the bulk heating is the dominant effect in the modification of the slide-away threshold. Only at fields very close to $E_{sa,0}$ does the values obtained using the effective temperature noticeably overestimate the time to transition, indicating that here, other effects start to become important as well. The figure also shows that the process leading to a transition to slide-away is quick, also for relatively weak fields. At $E/E_{sa,0} = 0.3$ ($E/E_{D,0} \approx 0.065$), the transition happens around
Immediate slide-away

\[ E > E_{\text{sa}}(T_{\text{eff}}) \]

: NORSE transition

\[ \tau_{\text{th},0}, 0 = \tau/(2\Theta_0)^{3/2} \]

denotes the initial thermal-electron collision time. The physical parameters were \( \Theta_0 = 1 \times 10^{-4}, n = 10^{19} \text{m}^{-3}, B = 0.3 \)

30 thermal collision times for \( Z_{\text{eff}} = 1 \), and at \( E/E_{\text{sa},0} = 0.1 \ (E/E_{D,0} \approx 0.022) \), the corresponding figure is 500.

In practice, various processes can lead to heat losses, as previously noted. This can partially or entirely offset the heating caused by the electric field, and in many situations the modification to the slide-away threshold may not be as dramatic as demonstrated here. In addition, a feedback mechanism commonly exists between the accelerating electric field and the distribution (through changes in the plasma current). In such scenarios, a reduction in the electric field may be induced due to the changes in the distribution before these have become too extensive, thus limiting the distortion and potentially avoiding a transition to slide-away altogether.

6. Conclusions

The study of energetic-electron populations in plasmas has long been of interest, but when considering relativistic particles in kinetic simulations, the work has so far been restricted to linearized treatments of the Fokker-Planck collision operator. In this paper, we remove that limitation by introducing a new efficient computational tool (NORSE) which includes the fully non-linear relativistic collision operator in the differential form developed by Braams & Karney, as well as electric-field acceleration and synchrotron-radiation reaction. A 2D non-uniform finite-difference grid is used to represent momentum space, however when evaluating the five relativistic potentials (analogous to the two Rosenbluth potentials in the non-relativistic case), a mixed finite-difference-Legendre-mode representation is used since the potentials are given by simple 1D integrals in a Legendre-mode decomposition. The system is evolved using a linearly implicit time-advancement scheme, and a simple method for adapting the time step during runtime has been implemented. NORSE has been successfully benchmarked in both the relativistic-weak-field and non-relativistic–non-linear limits.

As an application, we have used NORSE to investigate scenarios relevant to the study of runaway electrons in magnetic-confinement-fusion plasmas. We find that the quick heating of the bulk associated with the application of medium to high-strength electric fields (compared to the Dreicer field) leads to a transition to the electron slide-away regime, despite the \( E \) field being weaker than the threshold value \( E_{\text{sa}} = 0.215E_D \) for the initial distribution. The time scale for this transition is relatively short, ranging from a few to a few hundred thermal collision times for \( E \) fields in the range \( E/E_{\text{sa}} > 0.1 \). These effects cannot be consistently captured in a linearized treatment, and this example thus illustrates that NORSE opens new avenues of investigation into the dynamics of relativistic electrons in plasmas.
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Appendix A. Derivation of electron-electron collision operator in \((p, \xi)\) coordinates

In our coordinate system, the non-zero components of the metric are

\[ g_{pp} = 1, \quad g_{\xi\xi} = \frac{p^2}{1 - \xi^2}, \quad g_{\phi\phi} = p^2(1 - \xi^2), \]  \hspace{1cm} (A.1)

with \(g^{ii} = 1/g_{ii}\). Note also that the position vector is just \(p = p e_p\) (with \(e_p\) the unit vector along \(p\)), since the coordinate system is spherical. Using this and some algebra, we can write the terms in the parenthesis of Eq. (8) as

\[ D \cdot \frac{\partial f}{\partial p} = \left[ \left( \gamma^3 \frac{\partial^2 \Upsilon_+}{\partial p^2} + \gamma p \frac{\partial \Upsilon_+}{\partial p} - \gamma \Upsilon_+ \right) \frac{\partial f}{\partial p} + \frac{\gamma(1 - \xi^2)}{p^2} g_{\xi\xi} D_{\xi\xi}(\Upsilon_-) \frac{\partial f}{\partial \xi} \right] e_p \]

\[ + \left[ \gamma D_{\xi\xi}(\Upsilon_-) \frac{\partial f}{\partial p} + \frac{1 - \xi^2}{\gamma p^2} \left( g_{\xi\xi} D_{\xi\xi}(\Upsilon_-) + \frac{\partial \Upsilon_-}{\partial p} \right) \frac{\partial f}{\partial \xi} \right] e_\xi \]  \hspace{1cm} (A.2)

and

\[ F f = \gamma \frac{\partial \Pi}{\partial p} f e_p + \frac{1 - \xi^2}{\gamma p^2} \frac{\partial \Pi}{\partial \xi} f e_\xi, \]  \hspace{1cm} (A.3)

where

\[ D_{\xi\xi}(\Upsilon_-) = \frac{1 - \xi^2}{p^2} \left[ (1 - \xi^2) \frac{\partial^2 \Upsilon_-}{\partial \xi^2} - \xi \frac{\partial \Upsilon_-}{\partial \xi} + p \frac{\partial \Upsilon_-}{\partial p} \right], \]

\[ D_{\phi\phi}(\Upsilon_-) = \frac{1}{p^4(1 - \xi^2)} \left[ \frac{\partial \Upsilon_-}{\partial p} - \xi \frac{\partial \Upsilon_-}{\partial \xi} \right], \]  \hspace{1cm} (A.4)

\[ D_{\xi\phi}(\Upsilon_-) = D_{\phi\xi}(\Upsilon_-) = \frac{1 - \xi^2}{p^2} \left[ \frac{\partial^2 \Upsilon_-}{\partial p \partial \xi} - \frac{\partial \Upsilon_-}{\partial \xi} \right] \]

come from the expression for \(\partial^2 \Upsilon_-/\partial p \partial p\) in the operator \(L\).

Writing out Eq. (8) in components, we get

\[ C_{ee}(f) = \alpha \left[ \frac{1}{p^2} \frac{\partial}{\partial p} \left( p^2 \left[ D \cdot \frac{\partial f}{\partial p} - F f \right]^p \right) + \frac{\partial}{\partial \xi} \left( \left[ D \cdot \frac{\partial f}{\partial p} - F f \right] \xi \right) \right] \equiv \alpha (A^p + A^\xi), \]  \hspace{1cm} (A.5)

where the superscripts \(p\) and \(\xi\) denote the corresponding vector components. Carrying out the differentia-
tions, we find the \( p \)-term to be

\[
p^2 A^p = \left( \gamma p^2(8Y_2 - Y_0) - 2\gamma^3 p \frac{\partial Y}{\partial p} - \gamma(1 - \xi^2) \frac{\partial^2 Y}{\partial \xi^2} + 2\gamma^3 \frac{\partial Y}{\partial \xi} \right) \frac{\partial^2 f}{\partial p^2} + \left( \frac{p^3}{\gamma} + 2\gamma p \right)(8Y_2 - Y_0) + \gamma p^2 \left[ -16 \frac{\partial Y_0}{\partial p} + 6 \frac{\partial \xi}{\partial p} \right] - 2\gamma^3 \frac{\partial^2 Y}{\partial p^2} - 2p(1 - \xi^2) \frac{\partial^2 Y}{\partial \xi^2} - \gamma(1 - \xi^2) \frac{\partial^2 Y}{\partial \xi^2} + 2p \xi \frac{\partial Y}{\partial \xi} + 2\gamma^2 \frac{\partial^2 Y}{\partial \xi^2} \right) \frac{\partial f}{\partial p} \quad (A.6)
\]

whereas the \( \xi \)-term becomes

\[
A^\xi = \gamma D_{p\xi}(Y_-) \frac{\partial^2 f}{\partial p \partial \xi} + \gamma D_{p\xi}(Y_-) \frac{\partial f}{\partial p} + \frac{1 - \xi^2}{\gamma p^2} \left( g_{\xi \xi} D_{\xi \xi}(Y_-) + p \frac{\partial Y}{\partial p} - Y_+ \right) \frac{\partial^2 f}{\partial \xi^2} + \left[ -2 \frac{\xi}{\gamma p^2} \left( g_{\xi \xi} D_{\xi \xi}(Y_-) + p \frac{\partial Y}{\partial p} - Y_+ \right) + \frac{2\gamma^2}{\gamma^3} \left( \frac{\partial(g_{\xi \xi} D_{\xi \xi}(Y_-))}{\partial \xi} \right) + \frac{\partial^2 Y_-}{\partial \xi^2} \right] \frac{\partial f}{\partial \xi} \quad (A.7)
\]

Combining and re-grouping the terms according to the derivative of \( f \), we arrive at the final expressions (17)-(22). In obtaining these, we have used the differential operator \( L_a \), which can be written as

\[
L_a \Psi = \gamma \frac{\partial^2 \Psi}{\partial p^2} + \left( \frac{2}{p} + 3p \right) \frac{\partial \Psi}{\partial p} + \frac{\partial \Psi}{\partial p} + \frac{(1 - \xi^2) \frac{\partial^2 \Psi}{\partial \xi^2}}{p^2} \frac{\partial \Psi}{\partial \xi} - \frac{2\gamma^2 p \xi \partial \Psi}{\partial \xi} + (1 - a^2) \Psi, \quad \text{(A.8)}
\]

together with \( L_2 Y_\pm = 4Y_1 \pm Y_0 \), to remove third order derivatives.

Appendix B. Boundary conditions for the potentials \( Y_i \) and \( \Pi_i \) at \( p = p_{\text{max}} \)

To calculate the potentials \( Y_{i,t} \) and \( \Pi_{i,t} \) (or collectively \( \Psi_t \)) from \( f_t \), boundary conditions at \( p = p_{\text{max}} \) must be specified. These can be determined from Eq. (31) in Ref. [34], which for the final grid point becomes

\[
\Psi_t(p_{\text{max}}) = \int_0^{p_{\text{max}}} N_{t,*}(p_{\text{max}}, \gamma) f_t(p') dp', \quad \text{(B.1)}
\]

where the place holder \( * \) denotes a set of indices, distinct for each potential. These indices – which in the notation of Ref. [34] specify the order of differential operators \( L_a \) to apply to obtain a given potential from \( f \) (cf. Eq. 15) – are

\[
Y_0 : 0, \quad \Pi_1 : 02, \quad Y_2 : 022, \quad \Pi_0 : 1, \quad \Pi_1 : 11. \quad \text{(B.2)}
\]

The quantity \( N_{t,*} \) is defined as

\[
N_{t,*}(p, p') = \begin{cases} 
y_{t,a}(p)j_{i,a}(p'), & \text{if } * = a, 
y_{t,a}(p)j_{i,a'}(p') + y_{t,a'}(p)j_{i,a}(p'), & \text{if } * = a a', 
y_{t,a}(p)j_{i,a''a'}(p') + y_{t,a'}(p)j_{i,a'}(p') + y_{t,a''a'}(p)j_{i,a''}(p'), & \text{if } * = a a''a'', \end{cases} \quad \text{(B.3)}
\]

where \( y_{t,a}(p) \) and \( j_{i,a}(p) \) are two independent solutions to the homogeneous equation \( L_{a,t} \Psi_{t,a} = 0 \) (here \( \Psi_{t,a} \) represents one of the one-index potentials; either \( Y_0 \) or \( \Pi_0 \), depending on the value of \( a \)), and the other \( y_{t,*} \) and \( j_{i,*} \) can be calculated from these using relations given in [34]. The problem of finding \( N_{t,*} \) can be
reduced to recursively calculating $j_{l,a}$ for $a = 0, 1, 2$, and all $l$ of interest, however the recursive calculation is numerically non-trivial. A method for achieving accurate results is outlined in Appendix 7 of [34]. Validation of the obtained $j_{l,a}$ can be done using the equation after Eq. (A4) in [34] for any $l \geq 0$, but the calculation of $y_{l,a}$ from $j_{l,a}$ requires that the recursion be performed also for $l < 0$. For completeness, Table B.1 lists some analytic expressions for $y_{l,a}$ (not contained in Eqs. A26-A27 in [34]) which are useful in validating the recursive algorithm. Note also that Eq. (A28c) in [34] has a typo, and should read $y_{l(1/2)} = -(1 + 2z^2)\gamma / z^2$.
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Table B.1: Some analytical expressions for $y_{l,a}$ useful for validating the recursive calculation.

| $l\backslash a$ | 0 | 1 | 2 |
|---|---|---|---|
| 2 | $-(3 + 2p^2)/p^2$ | $-3\gamma / p^2$ | $-3/p^2$ |
| 3 | $(15\gamma / p^2 + 6\gamma / p^2)$ | $3/p^2 - 15\gamma / p^2$ | $(5/2)\gamma / p^2 \times (15 - 15\gamma / p^2 + 21/p^2)$ |
| 4 | $-105\gamma / p^2 - 42\gamma / p^2 + 27/p^2 + 18/p$ | $-5(12\gamma / p^2 + 21\gamma / p^2)$ | $-(35/2)\gamma / p^2 \times (15 - 15\gamma / p^2 + 21/p^2)$ |
| 5 | $-945\gamma / p^2 - 378\gamma / p^2 + 483\gamma / p^2 + 258\gamma / p^2$ | $-45(7\gamma / p^2 + 21\gamma / p^2 + 1/p^2)$ | $-(315/2)\gamma / p^2 \times (15 - 15\gamma / p^2 + 30\gamma / p^2$ |

$(3\gamma / p^2 + 21\gamma / p^2 + 1/p^2)) 
× (15 - 15\gamma / p^2 + 21/p^2)$ |
