Abstract—The transition towards next generation communications has increased the need for fast and accurate propagation models that can predict all aspects of the wireless channel. This paper develops a very accurate approach for indoor propagation modelling based on the volume electric field integral equation (VEFIE). The three-dimensional form of the VEFIE is used to predict frequency domain characteristics. Whilst, a 2D to 3D model is developed based on the 2D VEFIE to perform accurate and efficient time domain predictions. The 2D to 3D model applies correction terms to the solution of the 2D VEFIE to account for three-dimensional propagation. Both models are compared against frequency and time domain measurements as well as popular empirical models for both scenarios.

1. INTRODUCTION

The surge in use of mobile devices in recent times has put a strain on wireless communications infrastructure. This has led to a move towards decentralised networks. Femto and pico cells served by small telecommunications access nodes are becoming more attractive as a means to provide reliable wireless communications networks with a high capacity [1]. These devices are built to work inside buildings and normally provide a small area of coverage but have to serve very complex environments composed of a large variety of different materials [2]. Knowledge of the propagation characteristics of these environments in the frequency and time domains is vital for the continued development of energy efficient wireless communications systems that can provide the required coverage and performance. Thus, there is an increased demand for accurate propagation models that can swiftly describe the propagation channel and serve as tools to optimise the location and configuration of base stations within femto and pico cell environments [3]. These models should be capable of including as much of the geometrical and material information of the environment as is reasonably possible but also yield predictions rapidly. This is extremely challenging for indoor environments.

Empirical or approximate models are presently the most common models used for indoor propagation. They provide rapid predictions but lack the accuracy needed for modern applications. In addition, specific models are intended for either frequency or time domain predictions but not for both. The COST 231 multi-wall model [4] and the Motley-Keenan model [5] are two quick and theoretically simple models for predicting path loss but their accuracy is restricted by the underlying measurement campaigns used to develop them. The SIRCIM computer simulator [6] produces power delay profiles based on statistical channel impulse response models. Significant research has recently been focused on deterministic models, in particular ray tracing, which is built on geometrical optics (GO). Ray tracing is a relatively fast method, although slower than empirical models, that originates from the asymptotic approximation of the solution of Maxwell’s equations at high frequencies. It is capable of producing predictions in both the frequency and time domains. GO has been augmented with the Uniform Theory of Diffraction [7] and diffuse scattering [8] to further augment its accuracy. Diffuse
scattering has seen significant interest in the literature recently and is increasingly being included in ray tracing models [9, 10]. The current trend, improving the accuracy of ray tracing, suggests that it may be beneficial to take a different approach — to start with an accurate full-wave method and attempt to reduce its computational complexity.

Full-wave propagation models are based on the numerical solution of Maxwell’s equations. Provided that they include all of the information of the propagation problem they should be able to produce accurate predictions but are typically computationally expensive. There have been limited attempts in the literature at developing full 3D propagation models based on full-wave techniques. For example, the finite difference time domain (FDTD) method is shown to be slow for relatively small indoor problems [11, 12] in both 3D and 2D with research ongoing to reduce its computational complexity. The boundary integral equation is another full-wave technique that has been used for indoor propagation [13], while the MR-FDPF method [14, 15] is based on a full-wave technique but employs approximations to significantly reduce its computational cost. These approximations require the MR-FDPF method to be calibrated with measurements before it can be used as an accurate propagation model, thus, calling into question the deterministic nature of the model. The volume electric field integral equation (VEFIE) has previously been investigated for indoor propagation modelling in [16–18] but has not been validated against measurements before for a realistic indoor environment. In this paper, the VEFIE is used as the basis for a full-wave three-dimensional indoor propagation model. The 3D VEFIE and a 2D to 3D model based on the 2D VEFIE are considered. The 3D VEFIE is validated against the Mie Series and the 2D to 3D model is compared against the 3D VEFIE. Both models are applied to realistic building environments and compared against measurements. The 3D VEFIE is applied, primarily, for frequency domain predictions but the 2D to 3D model is used for predictions in both the frequency and time domains. Comparisons against popular empirical models are also presented.

This paper is organised as follows. Section 2 describes the formulation and solution of the VEFIE in three and two dimensions. The 2D to 3D model is presented in Section 3. The measurement campaigns, the results of which are compared against the VEFIE models, are detailed in Section 4. Numerical results analysing the accuracy and runtime of the models as well as comparing them against popular empirical models are presented in Section 5. Section 6 concludes the paper with some final remarks.

2. FORMULATIONS

Indoor propagation modelling can be considered as a general scattering problem governed by Maxwell’s equations. Consider a region of space containing an inhomogeneity with finite volume \( V \) illuminated by an electromagnetic field, with a time dependence of \( e^{j\omega t} \) (assumed and suppressed in the following), located outside of the scatterer as shown in Figure 1. The inhomogeneous scatterer material is characterised by its relative permittivity, \( \varepsilon_r(x, y, z) \), and conductivity, \( \sigma(x, y, z) \): its permeability is assumed constant and equal to that of free space, i.e., \( \mu_r(x, y, z) = 1 \). The volumetric equivalence principle can be used to replace the dielectric material of the scatterer with equivalent induced sources that radiate in free space. The electric field can then be split into two parts: one called the incident field, \( \mathbf{E}^i \), due to the primary source and the second denoted the scattered field, \( \mathbf{E}^s \), produced by the equivalent sources of the scatterer. The total electric field is the superposition of these two fields

\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}^i(\mathbf{r}) + \mathbf{E}^s(\mathbf{r}),
\]

which satisfies the vector Helmholtz equation. The total electric field can be represented everywhere by the volume electric field integral equation (VEFIE)

\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}^i(\mathbf{r}) + k_0^2 \left( 1 + \frac{1}{k_0^2} \nabla \cdot \right) \mathbf{J} \mathbf{(r)} + \int_V G(\mathbf{r}, \mathbf{r}') \chi(\mathbf{r}') \mathbf{E}(\mathbf{r}') d\mathbf{r}',
\]

where \( G(\mathbf{r}, \mathbf{r}') \) is the three-dimensional scalar Green’s function

\[
G(\mathbf{r}, \mathbf{r}') = \frac{e^{-j k_0 |\mathbf{r}' - \mathbf{r}|}}{4\pi |\mathbf{r}' - \mathbf{r}|},
\]

and

\[
\chi(\mathbf{r}') = \frac{k_0^2 (\mathbf{r}')}{k_0^2} - 1,
\]
Figure 1. An inhomogeneous scatterer illuminated by an incident electromagnetic field that produces a scattered electric field. The fields in the vicinity of the scatterer must satisfy Maxwell’s equations.

is the contrast function, the use of which incorporates the geometry of the problem. \( k_0 \) is the background (free space) wave number and \( k^2(r) = \omega^2 \mu(r) \epsilon(r) - j \omega \mu(r) \sigma(r) \). In this work, the primary unknown is chosen to be the electric field, \( E(r) \), as opposed to the volume currents, \( J(r) \), because although it increases the size of the computational domain it enables the use of the fast Fourier transform (FFT) to expedite its solution. The electric field is related to the volume currents by

\[
J(r) = j \omega \epsilon_0 [\epsilon_r(r) - 1] E(r). \tag{5}
\]

The ease with which inhomogeneous scatterers can be modelled and the absence of a need for absorbing boundary conditions, such as are needed in an FDTD implementation, make this a very convenient method.

The 2D VEFIE is derived from Eq. (2) by assuming that the problem is homogeneous in the \( z \)-direction, i.e., infinite scatterers, and invariant fields, and transverse magnetic (TM) polarisation. This yields

\[
E_z(r) = E_{iz}(r) + k_0^2 \int_S G(r, r') \chi(r') E_z(r') dr'. \tag{6}
\]

It can be shown that Eq. (3) reduces to the two-dimensional scalar Green’s function given by

\[
G(r, r') = \frac{1}{4j} H_0^{(2)}(k_0 |r - r'|), \tag{7}
\]

where \( H_0^{(2)}(k_0 |r' - r|) \) is the zeroth order Hankel function of the second kind. [16] demonstrates the suitability of the two-dimensional VEFIE for the problem of indoor propagation modelling, which is extended to three dimensions in this work.

2.1. Incident Field

In a full 3D problem described by Eq. (2), the primary source is modelled in three dimensions. Throughout this work, a vertical Hertzian dipole (oriented along the \( z \)-direction) is used for this purpose. Its far-field radiation pattern is described by

\[
E^i(r) \cong \hat{\theta} j \omega \mu_0 I l 4 \pi r e^{-jkr} \sin \theta, \tag{8}
\]

where \( l \) is the length of the dipole; \( I \) is the current flowing in the dipole; and \( r \) is the distance from the source location. The near-field radiation pattern can be neglected for \( k_0 r \gg 1 \).
In two dimensions, for problems described by the 2D VEFIE in Eq. (6), the source is modelled as two-dimensional. The dipole fields in Eq. (8) are replaced with those of a line source

\[ E_z^i(r) = \frac{1}{4j} H_0^{(2)}(k_0 r). \]  

(9)

For the purposes of comparison the 2D fields computed using the line source are assumed to be in the plane perpendicular to the centre of the axis of the Hertzian dipole, i.e., for \( \theta = \frac{\pi}{4} \) and \( z = 0 \).

2.2. Discretisation

The solutions of both Eqs. (2) and (6) proceed similarly. The problem to be solved is discretised into \( N \) uniform cells of size \( \Delta v = \Delta x \times \Delta y \times \Delta z \) in 3D [19] and size \( \Delta x \times \Delta y \) in 2D [20]. The unknown total electric field is approximated by the superposition of \( N \) pulse basis functions and point-matching is employed to enforce the resultant equations at the cell centres. This results in a matrix equation of the form

\[ V = ZE, \]  

(10)

for both the 3D and 2D VEFIE.

In the discretised version of the 3D VEFIE, Eq. (2), \( Z \) is a matrix of size \( 3N \times 3N \) which can be expressed as

\[ Z = I - k_0^2 \Delta v GD - \Delta v HGD. \]  

(11)

\( E \) and \( V \) are column vectors of length \( 3N \) representing the unknown total electric field and the known incident electric field respectively, that is

\[ E = \begin{bmatrix} E_x \\ E_y \\ E_z \end{bmatrix}, \quad V = \begin{bmatrix} E_x^i \\ E_y^i \\ E_z^i \end{bmatrix}. \]  

(12)

\( E_\mu \) and \( E_\mu^i \), where \( \mu = \{x, y, z\} \), in Eq. (12) are vectors of length \( N \) and contain the \( x \), \( y \), and \( z \) components of the total and incident electric fields at the centre of each cell in the discretised problem. \( I \) is the identity matrix, \( G \) represents the Green’s function in Eq. (3)

\[ G = \begin{bmatrix} G_T & 0 & 0 \\ 0 & G_T & 0 \\ 0 & 0 & G_T \end{bmatrix}, \]  

(13)

where each \( G_T \) has dimensions \( N \times N \) and block Toeplitz structure. \( D \) is a diagonal contrast matrix consisting of Eq. (4) evaluated at the cell centres. \( H \) is a sparse matrix containing a suitable numerical implementation of the \( \nabla \nabla \cdot \) operation.

For the discretised form of the 2D VEFIE, Eq. (6), \( Z \) is a matrix of size \( N \times N \) given by

\[ Z = I - k_0^2 GD. \]  

(14)

\( E \) and \( V \) are column vectors of length \( N \) representing the \( z \) component of the unknown total electric field and the known incident electric field in two dimensions respectively. \( I \) is the identity matrix, \( G \) represents the two-dimensional Green’s function in Eq. (7), which exhibits block Toeplitz structure, and \( D \) is a diagonal matrix similar to the 3D case above.

2.3. Solution

Eq. (10) can be solved by direct matrix inversion with time complexity \( O(N^3) \) but for large problems, this is very prohibitive. The Krylov family of iterative solvers is very appropriate for the solution of scattering problems such as those found in indoor propagation modelling as they reach a solution to an error bound in \( O(N) \) time complexity. They allow a matrix equation to be solved without explicit storage, or inversion, of the impedance matrix and have more robust convergence properties [21]. This leads to a more memory efficient and less computationally intensive solution. In both the 3D and 2D
cases the bi-conjugate gradient stabilised (BiCGSTAB) \[22\] method is used to solve Eq. (10) for the unknown total electric field.

The choice to use the total electric field as opposed to the volume currents in the derivation of the VEFIE is very important for accelerating its solution. The product of \( \mathbf{G} \) with \( \mathbf{DE} \) is a convolution due to the Toeplitz structure of \( \mathbf{G} \) in both three and two dimensions which can be exploited by using the FFT to efficiently compute the product of \( \mathbf{G} \) with \( \mathbf{DE} \). This reduces the complexity of computing this matrix-vector product during each iteration of the iterative solver from \( \mathcal{O}(N^2) \) to \( \mathcal{O}(N \log N) \). The storage requirements for \( \mathbf{G} \) are also reduced from \( \mathcal{O}(N^2) \) to \( \mathcal{O}(N) \) as all that is required to specify \( \mathbf{G} \) is a single \( N \times 1 \) vector. \( \mathbf{DE} \) can also be computed efficiently because \( \mathbf{D} \) is a sparse diagonal matrix which also only requires a single \( N \times 1 \) vector to specify it. Multiplying \( \mathbf{D} \) with \( \mathbf{E} \) can be performed as a vector-vector multiplication instead of a matrix-vector product reducing its complexity from \( \mathcal{O}(N^2) \) to \( \mathcal{O}(N) \).

The use of the total electric field as the primary unknown in the VEFIE enables the use of the FFT, but it requires the discretisation of the entire problem domain including free space. This greatly increases the number of unknown values that need to be computed. However, by considering the underlying structure of the matrix elements it is easy to distinguish between unknown values that have an effect on unknowns located elsewhere in the problem and those that do not due to being located in free space where Eq. (4) equals zero. Such unknown values in free space consequently do not affect the solution at any other location. Thus, a reduced operator can be used to ignore unknown values in free space, while still retaining the grid structure necessary for the implementation of the FFT. This reduces the number of iterations required to converge to a solution. This technique is described in more detail in \[23\].

2.4. Validation with Mie Series

To validate the 3D VEFIE the analytical Mie Series solution for scattering from a homogeneous sphere is used. A dielectric sphere of radius 0.2470 m with relative permittivity \( \epsilon_r = 2.62 \) is placed in free space in the presence of a plane wave travelling in the \( z \)-direction and polarised in the \( x \)-direction at 1.5 GHz. A very good agreement is achieved between the analytical Mie Series result and the 3D VEFIE as shown in Figure 2, validating its implementation.
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3. 2D TO 3D MODEL

The solution of the 3D VEFIE is quite computationally expensive compared with the 2D formulation. This is for two reasons. Firstly, the solution of the 3D VEFIE requires the computation of three field components, \( x, y \) and \( z \), as opposed to the single \( z \) component in the 2D case. Secondly, assuming that \( N_x, N_y \) and \( N_z \) are the number of discretisations in the \( x, y \) and \( z \)-directions respectively, the total number of discretisations required grows as \( N_x N_y N_z \) instead of \( N_x N_y \) in the two-dimensional problem. This shows that a more computationally efficient approach would be to develop a model based on the 2D VEFIE and correct its solution to account for three-dimensional propagation. A simple heuristic technique to approximately correct the solution of the 2D VEFIE is presented here. This leads to an accurate 3D propagation model capable of providing a solution in a fraction of the time required for a full 3D solution.

3.1. Correction Method

There are several differences between the 3D and 2D forms of the VEFIE. Due to the use of the dipole and line source for the incident fields the main difference present in both the incident and scattered fields arises from the reduction of

\[
\frac{e^{-jk_0r_{x,y,z}}}{4\pi r_{x,y,z}},
\]

to its 2D representation

\[
\frac{1}{4j}H_0^{(2)}(k_0r_{x,y}) \approx \frac{1}{4j} \sqrt{\frac{2j}{\pi k_0 r_{x,y}}} e^{-jk_0r_{x,y}},
\]

where \( \sqrt{\frac{2j}{\pi k_0 r_{x,y}}} e^{-jk_0r} \) is the large argument approximation of the zeroth order Hankel function. \( r_{x,y,z} \) denotes three-dimensional distance and \( r_{x,y} \) two-dimensional distance, i.e., \( z \) is assumed to be 0. If the solution of the 2D VEFIE is chosen as the plane perpendicular to the centre of the axis of the Hertzian dipole, \( \theta = \frac{\pi}{2} \), then a partial correction for the 2D fields in this plane to account for 3D propagation can be achieved through multiplication by

\[
\sqrt{\frac{k_0}{2\pi r_{x,y,z}}}. \tag{15}
\]

It has been found experimentally that a reasonable correction for the 2D field for \( \theta = \frac{\pi}{2} \) can be obtained through multiplication of a modified version of Eq. (15) given by

\[
\frac{\beta}{\sqrt{T_{x,y,z}}}, \tag{16}
\]

where

\[
\beta = \frac{\omega \mu_0 l}{4} \sqrt{\frac{k_0}{2\pi}}, \tag{17}
\]

and \( I \) and \( l \) are the same as that in Eq. (8).

The base correction for the 2D VEFIE is, thus, given by

\[
E_t(r_{x,y,z}) = \frac{\beta E_z(r_{x,y})}{\sqrt{T_{x,y,z}}}, \tag{18}
\]

where \( E_t(r_{x,y,z}) \) is the total field in three dimensions, and \( E_z(r_{x,y}) \) is the solution of the 2D VEFIE. \( E_t(r_{x,y,z}) \) is a good approximation for the 3D fields as the dominant component in the 3D VEFIE is the \( z \) component. The fields at planes when \( \theta \neq \frac{\pi}{2} \) can be computed by splitting them up into those that have line of sight (LOS) of the antenna and those that do not (NLOS). For points in LOS, the 3D fields can be computed by

\[
E_t(r_{x,y,z}) = \frac{\beta E_z(r_{x,y})}{\sqrt{T_{x,y,z}}} \sin(\gamma), \tag{19}
\]
where
\[ \gamma = \tan^{-1} \left( \frac{\sqrt{x_a^2 + y_a^2}}{|z_a|} \right), \]  
\[ (20) \]

where \( x_a, y_a, \) and \( z_a \) are the distances in the \( x, y, \) and \( z \)-directions to the point \( r_{x,y,z} \) from the transmitter. \( \sin(\gamma) \) applies a correction based on the radiation pattern of the antenna because this is the dominant component in indoor LOS scenarios. Points in NLOS regions are computed with
\[ E_t(r_{x,y,z}) = \alpha + \beta \frac{E_z(r_{x,y})}{\sqrt{r_{x,y,z}}}, \]
\[ (21) \]

where \( \alpha \), which has been experimentally determined, is given by
\[ \alpha = \frac{z_a}{10}. \]
\[ (22) \]

3.2. Comparison against 3D and 2D VEFIE

Consider a cube of size \( 2 \text{m} \times 2 \text{m} \times 2 \text{m} \) consisting of a concrete-like material defined by \( \epsilon_r = 4, \mu_r = 1 \) and \( \sigma = 0.01 \) positioned in air with its top left edge located at \((-0.5, 1.5)\) and centred in the \( z \)-direction, i.e., it extends from \( z = -1 \) to \( z = 1 \). The transmitter is located at \((-1.5, 2, 0)\). Figure 3 demonstrates a comparison between the 2D to 3D model and the 3D and 2D VEFIE at a frequency of 1.2 GHz along the \( z \) axis from \( z = -1 \) to \( z = 1 \). The LOS results located at \((-2, -1, z)\), whilst the NLOS results are for the locations \((2, -1, z)\). The RMS error and standard deviation for the results in Figure 3 can be found in Table 1.

![Figure 3. Comparison of the 2D to 3D model against the 3D and 2D VEFIE. The location of the LOS results is \((-2, -1, z)\) and the NLOS results are located at \((2, -1, z)\).](image)

Table 1. Accuracy of the 2D to 3D model and 2D VEFIE against the 3D VEFIE for the results in Figure 3.

|         | LOS           | NLOS          |
|---------|---------------|---------------|
|         | RMS Error| Std. Dev. | RMS Error| Std. Dev |
| 2D VEFIE| 9.06    | 1.21       | 13.73    | 4.37     |
| 2D to 3D| 1.68    | 1.02       | 3.19     | 3.11     |

The 2D to 3D model produces a complete propagation model capable of accurately predicting fields in the frequency domain and time domain (via inverse FFT). It is a robust method valid over a
Figure 4. Comparison of the 2D to 3D model against the 3D and 2D VEFIE over a frequency range from 500 MHz to 1.5 GHz with a spacing of 10 MHz.

Table 2. Averaged accuracy of the 2D to 3D model and 2D VEFIE against the 3D VEFIE for the results in Figure 4.

|       | LOS          |                   | NLOS          |                   |
|-------|--------------|------------------|---------------|------------------|
|       | RMS Error    | Std. Dev.        | RMS Error     | Std. Dev.        |
| 2D VEFIE | 9.65         | 2.95             | 19.32         | 5.51             |
| 2D to 3D  | 2.44         | 2.45             | 3.16          | 3.01             |

wide frequency range due to its derivation from the full 3D VEFIE. Figure 4 and Table 2 demonstrate the effectiveness of the 2D to 3D model over a frequency range from 500 MHz to 1.5 GHz. Figure 4 compares the 2D to 3D model against the 3D and 2D VEFIE from 500 MHz to 1.5 GHz at the points \((-2, -1, 0), (2, -1, 0), (-2, -1, -1), (2, -1, 1)\). The average RMS error and standard deviation for all of these results are shown in Table 2. These results include points in LOS, NLOS, points in the same plane as the transmitter and points in a plane 1 m above and below the transmitter but in each case the 2D to 3D model provides a much better agreement with the 3D VEFIE than the 2D VEFIE. The good agreement achieved by the 2D to 3D model across a range of frequencies (Figure 4) suggests an ability to produce accurate time domain simulations, by applying an inverse Fourier transform to this data. This is explored more in Section 5.3.

3.3. Limitations

The 2D to 3D model is limited in the information it can provide as it is based on the 2D VEFIE. The main limitation is that only the \(z\) component of the electric field can be computed because TM polarisation
is assumed. However, this is a good approximation for the total field in 3D as it is dominated by the $z$ component. The derivation here is specific to a vertical dipole but works well for other omni-directional antennas that have a similar radiation pattern to a dipole as shown in Section 5.3.

4. MEASUREMENT CAMPAIGNS

Two measurement campaigns are used to validate and determine the accuracy of the VEFIE based models. The first measurement campaign was carried out on a single floor in a portion of a typical house. It measured the received signal strength for several receiver locations. The second campaign was carried out in a laboratory room at the Graz, University of Technology [24] where the complex channel transfer function was measured.

4.1. Narrow Band Campaign

The first measurement campaign measured the received signal strength in the building depicted by the 2D slice shown in Figure 5. The portion of the building where the campaign was performed is of size 6.95 m × 8.2 m × 2.95 m. In the 2D slice shown and for the purposes of applying the 2D VEFIE to the problem the only materials present are those shown in Figure 5, i.e., concrete, glass and wood. The floors in the house are wood, stone and tile for the living room, hall and bathroom respectively. The ceiling is a thin layer of plaster in each room. The electrical parameters used to model these materials can be found in Table 3. They are based on averaged values from the literature around 915 MHz. Small clutter such as a coffee table, book cabinet and chairs have been neglected in the model but are present in the measurement environment. The stairs located on the left hand side of the building, as seen in Figure 5, are modelled as a solid block of wood. These discrepancies between the model and measurement environment will introduce a source of error in the results. Currently, there has been no investigation of the level of detail required by indoor propagation models.

This measurement campaign used two LSR 900 MHz omnidirectional dipole antennas operating at 915 MHz and an Anritsu MS2651B spectrum analyser to measure the received signal strength. At each receiver location shown in Figure 5 five measurements were taken; one at the receiver location and the

![Figure 5](image-url).

Figure 5. Portion of a single storey house. Measurements were taken at the 28 receiver locations depicted. The transmitter was kept constant.
Table 3. Material parameters used to characterise the house in Figure 5.

| Material | $\varepsilon_r$ | $\mu_r$ | $\sigma$ |
|----------|----------------|---------|---------|
| Concrete | 4.4            | 1       | 0.01    |
| Glass    | 4.8            | 1       | 0       |
| Wood     | 2.2            | 1       | 0       |
| Stone    | 4.0            | 1       | 0.1     |
| Tile     | 12             | 1       | 0       |
| Plaster  | 2.5            | 1       | 0       |

remaining four at the corners of a $\lambda \times \lambda$ square centred on the receiver location. These five measurement values were averaged to remove some of the effects of fast fading on the results.

4.2. Wide-Band Campaign

The second measurement campaign measured the complex channel transfer function for the room shown in Figure 6. The size of the room is $3.35 \times 6.1$ m. It is made up of four different materials, namely concrete, glass, wood and metal. The electrical parameters used to model these are shown in Table 4. These are based on values reported by Meissner et al. in [25] and averaged values from the literature for wood and metal (assumed to be aluminium). Only the 2D VEFIE and 2D to 3D model are applied to this building, therefore, the height, floor and ceiling are neglected for modelling purposes. As well, there are tables on the right hand side of the room that are neglected which will introduce a source of error in the comparison between the measurements and VEFIE models. Skycross SMT-3TO10M UWB antennas and custom made coin antennas which both have an approximately uniform azimuthal radiation pattern and zeros in the pattern at $+/- 90^\circ$ elevation angle [24] were used. The complex channel transfer function over the frequency range from 3.1 GHz to 10.6 GHz was measured using a Rohde and Schwarz ZVA-24 vector network analyser [24].

Figure 6. A laboratory room. The complex channel transfer function was measured at the two receiver locations from 3.1 GHz to 10.6 GHz at 5 MHz increments for both of the transmitter locations.
Table 4. Material parameters used to characterise the room in Figure 6.

| Material | ϵr | μr | σ   |
|----------|----|----|-----|
| Concrete | 6.0| 1  | 0.08|
| Glass    | 5.5| 1  | 0   |
| Wood     | 2.2| 1  | 0   |
| Metal    | 1.7| 1  | 3 × 10⁻⁷|

5. NUMERICAL RESULTS

In this section the VEFIE based models are compared against the measurement campaigns described in Section 4 and popular empirical models. The accuracy of the models is examined in the frequency domain for the 3D and 2D VEFIE and in the frequency and time domains for the 2D to 3D model.

5.1. Frequency Domain Measurement Comparison

The 3D and 2D VEFIE are applied to the propagation problem defined by the house shown in Figure 5. Their solution produces a value for the total electric field at every discretised point within the problem. Figure 7 demonstrates the result of the 3D VEFIE solution at a height of 1.39 m above the floor. This is the same height as the transmitter and receivers. The results of the 3D and 2D VEFIE are averaged over a box of size λ × λ centred on the receiver location, similar to the averaging applied to the measurements to reduce the effect of fast fading. A comparison of the VEFIE against the measurement results is shown in Figure 8. The root mean square (RMS) error and standard deviation between the VEFIE and measurements are shown in Table 5. The 3D VEFIE agrees very well with the measurement results. The 3D VEFIE agrees very well with the analytical Mie Series solution as shown in Section 2.4, thus, the discrepancies between the 3D VEFIE and measurement results can be accounted for by an incomplete knowledge of the environment and the lack of clutter included in the simulation, like tables.

Figure 7. Received power at a height of 1.39 m, the same height as the transmitter, for the house shown in Figure 5 computed by the 3D VEFIE.
Table 5. Runtime and accuracy measurements of the 3D and 2D VEFIE and 2D to 3D model.

|            | Runtime (mins) | RMS Error (dB) | Std. Dev. (dB) |
|------------|----------------|----------------|----------------|
| 3D VEFIE   | 1168           | 3.81           | 3.87           |
| 2D VEFIE   | 1.6            | 28.60          | 5.00           |
| 2D to 3D   | 1.6            | 4.39           | 4.23           |

and chairs. As noted in Section 4.1 the measurement environment contains a coffee table, book case, and chairs that are not modelled. The stairs are also modelled as a solid block of wood. However, it is clear from Figure 8 and Table 5 that the 2D VEFIE requires a correction term to account for 3D propagation and to be able to provide a good agreement with the 3D VEFIE and consequently the measurement results.

Figure 8. Comparison of the 3D and 2D VEFIE and the 2D to 3D model against measurements for the problem shown in Figure 5.

The 2D to 3D model presented in Section 3 provides corrections that when applied to the 2D VEFIE correct its solution to account for three-dimensional propagation. The results of this model are also shown in Figure 8 against the VEFIE and measurements. It can clearly be seen the 2D to 3D model provides a significant improvement over the 2D VEFIE. The full 3D VEFIE solution is more accurate than the 2D to 3D model. However, the main advantage of the 2D to 3D model is its significantly quicker runtime, 1.6 minutes as opposed to 1,168 minutes for the full 3D VEFIE. It should be noted that the runtime of the 2D to 3D model is dependant on the efficiency of the visibility algorithm used to determine whether points are in LOS or NLOS regions. Here, the visibility is known for the 28 receiver points and thus the additional time to compute the 2D to 3D model over the 2D VEFIE is negligible.

5.2. The 3D VEFIE and Empirical Models

Empirical models are the most popular and widely used propagation modelling tool. They have seen significant investigation in the literature [3, 26] and provide a fast approximation for indoor propagation. The accuracy of the COST 231 multi-wall model [4] and the adjusted Motley-Keenan model [5] against the 3D VEFIE and 2D to 3D model is examined here. Others exist like the average walls model and the partitioned model but they have been shown to be less accurate for indoor propagation modelling [27, 28].
5.2.1. COST 231 Multi-Wall Model

The single floor COST 231 multi-wall model [4] represents the path loss as

\[
PL(d) = L_0 + 20 \log_{10}(d) + \sum_{i=1}^{k_w} k_w L_{wi},
\]

(23)

where \(d\) is the distance from the transmitter, and \(k_w\) is the number of different types of walls, two being used in this work. \(k_wi\) is the number of walls of type \(L_{wi}\) obstructing the field, and \(L_{wi}\) is 3.4 dB for light walls (<10 cm) and 6.9 dB for heavy walls (>10 cm). \(L_0\) is fitted to the measurements.

5.2.2. Adjusted Motley-Keenan Model

The adjusted Motley Keenan model [5] calculates the path loss as

\[
PL(d) = L_0 + 10n \log_{10}(d) + \sum_{i=1}^{N} k_i L_{0i} \cdot 2^{\log_3 \left( \frac{e_i}{e_{0i}} \right)},
\]

(24)

where \(d\) is the distance from the transmitter; \(k_i\) is the number of walls of type \(i\); \(L_{0i}\) is the loss in the reference wall of type \(i\); \(e_{0i}\) is the thickness of the reference wall of type \(i\); and \(e_i\) is the actual thickness of the wall. \(n\) must be determined experimentally by performing measurement campaigns. The reference values required for the adjusted Motley-Keenan model can be found in Table 6. \(L_0\) and \(n\) are fitted to the measurements using a least squares approach.

Table 6. Reference values for Motley-Keenan model.

| Wall     | \(e_{0i}\) (cm) | \(L_{0i}\) (dB) |
|----------|-----------------|-----------------
| Plasterboard | 12              | 2.5             |
| Concrete   | 15              | 6.0             |

The RMS error and standard deviation of the COST 231 multi-wall model and the adjusted Motley-Keenan model are shown in Table 7. It can be seen in Figure 9 the empirical models fit a curve through the measurement results with a few variations to account for NLOS areas. They do not include the fading information present in the 3D VEFIE and 2D to 3D model. Each of the empirical models has to be fitted to the measurement results. They require \(L_0\) to be determined experimentally. The Motley-Keenan model requires a measurement campaign to determine the value of \(n\) also. The 3D VEFIE and 2D to 3D model do not require measurement campaigns to be able to provide a very high level of accuracy but they do require knowledge of the environment, the scattering objects that are present and the electrical parameters used to characterise them, permeability, permittivity and conductivity. As well as producing a low RMS error and standard deviation the 3D VEFIE and 2D to 3D model can be used to produce information about the signal in the time domain and angle of arrival information also [29].

Table 7. RMS error and standard deviation of the 3D VEFIE, 2D to 3D model and empirical models.

| Model         | RMS Error (dB) | Std. Dev. (dB) |
|---------------|----------------|----------------|
| 3D VEFIE      | 3.81           | 3.87           |
| 2D to 3D      | 4.39           | 4.23           |
| COST 231      | 3.71           | 3.75           |
| Motley Keenan | 6.91           | 5.70           |
5.3. Time Domain Analysis

A complete indoor propagation model should be capable of predicting the radio channel in both the frequency and time domains accurately and efficiently. The 2D to 3D model presented has been shown to work well for frequency domain predictions. Now, the 2D to 3D model is applied to the room in Figure 6 for the separate transmitter locations shown, (0.35, 2) and (0.35, 4), and solved from 3.1 GHz to 10.6 GHz at 5 MHz increments. Time domain results are computed from the frequency sweep information by applying the inverse discrete Fourier transform (DFT) which produces a power delay profile (PDP) like those shown in Figure 10. Due to the periodicity of the DFT the data for the 2D to 3D model and measurements is windowed with a Hann window before the DFT is applied to it in order to reduce the effect of aliasing on the resultant time domain data. In Figure 10 the 2D to 3D model is compared
against the measurement results where it can be seen that except for the noise preceding the initial pulse a good agreement is achieved. There are errors expected between the 2D to 3D model results and the measurements due to the incomplete modelling of the environment as noted in Section 4.2. There are tables and other small items that are not included in the model which will affect the measurement results. The 2D to 3D model results are also compared against a simpler model based on reverberation theory [30] in Figure 10. The model based on reverberation theory considers the volume of the room, the surface area of the walls, floor and ceiling as well as their material properties to compute an average power delay profile for the entire room. Similar to the empirical models investigated in Section 5.1 the reverberation theory model fits a curve through the measurement results for the specific transmitter and receiver locations investigated here. The 2D to 3D model provides a better accuracy that can also be seen in a comparison of the most commonly used metrics, namely mean delay and RMS delay spread shown in Table 8. Once all of the 2D simulations have been performed information about the total electric field is available at every frequency for every discretised point within the 2D problem. Thus a power delay profile can be computed for every receiver point without any extra significant overhead. A big advantage of the 2D to 3D model approach is the finer level of detail that it provides in the resultant PDP as shown in Figure 10 as well as the more accurate mean delay and RMS delay spread values.

The 2D to 3D time domain modelling approach produces a large amount of data. In the frequency domain analysis, the data from the VEFIE and measurement campaign was averaged over a box of size $\lambda \times \lambda$ to remove some of the effects of fast fading. Here, by applying a 10-point moving average filter, which corresponds to a delay of 1 ns, a much clearer picture of the signal evolution is shown as can be seen in Figure 11.

### Table 8. Average mean delay and RMS delay spread for all transmitter and receiver pairs.

|                     | Mean Delay (ns) | RMS Delay Spread (ns) |
|---------------------|-----------------|-----------------------|
| Measurements        | 51.86           | 28.68                 |
| 2D to 3D            | 51.65           | 28.65                 |
| Reverberation Theory| 55.16           | 36.51                 |

![Figure 11](image-url). Comparison of the PDP computed by the 2D to 3D VEFIE model and measurements for (1.95, 5.35) and (1.75, 0.65). The transmitter is located at (0.35, 2). A moving average filter has been applied to both data sets.
6. CONCLUSIONS

The current state of wireless system development and indoor location and tracking algorithms have created a greater demand for very accurate indoor propagation models. In this paper the volume electric field integral equation (VEFIE) is used as the basis for complete indoor propagation modelling in the frequency and time domains. The three-dimensional formulation of the VEFIE is applied for modelling in the frequency domain. The 2D VEFIE despite its speed is shown to lack accuracy. Novel heuristic correction terms are applied to the 2D VEFIE to correct its solution and account for 3D propagation. This model, called the 2D to 3D model, can be applied for modelling in the frequency and time domains due to its speed and high level of accuracy. The two approaches; the 3D VEFIE and 2D to 3D model, are compared against measurements taken within a single floor of a house where they show a high level of accuracy. The 2D to 3D model is also used to predict time domain information for a laboratory room and compared against measurements. In both comparisons with measurements the VEFIE based models are also compared against popular empirical models where they show a higher level of accuracy and increased detail.
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