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Abstract

In this paper, based on the concept and properties of almost-complete closedness time scales (ACCTS), we investigate the existence of weighted pseudo double-almost periodic mild solutions for non-autonomous impulsive evolution equations. We also consider the exponential stability of weighted pseudo double-almost periodic solutions. Finally, we conclude our paper by providing several illustrative applications to different types of dynamic equations and mathematical models. These applications justify the practical usefulness of the established theoretical results. ©2017 All rights reserved.
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1. Introduction

The theory of time scales was introduced by Hilger in his Ph.D. thesis in 1988 [17] to unify continuous and discrete analysis. “Dynamic equations on time scales” contains, links and extends the classical theory of differential ($\mathbb{T} = \mathbb{R}$) and difference ($\mathbb{T} = \mathbb{Z}$) equations. The theory of dynamic equations on time scales also extends to cases “in between”, e.g., to the so-called $q$-difference equations ($\mathbb{T} = \mathbb{Q}^q$, $t \in \mathbb{N}_0$ for $q > 1$) or ($\mathbb{T} = \mathbb{Q}^q := \mathbb{Q}^q \cup \{0\}$), and can be applied on different types of time scales such as $\mathbb{T} = h\mathbb{N}$, $\mathbb{T} = \mathbb{N}_0^h$, and $\mathbb{T} = \mathbb{T}_n^h$ the space of the harmonic numbers. Several authors have expounded on various aspects of this new theory (see [1, 2, 7, 18, 33]).

The theory of almost periodic functions and systems initiated by Bohr was largely developed in the last century (see [5, 14]), and many mathematicians consider almost periodic problems that exist in the change and development in nature (see [8, 9]). To find a class of functions which are more general than almost periodic functions, the notion of pseudo-almost periodic functions was introduced by Zhang in [35, 36]. Generalizations were considered in [11, 13, 21] and the references therein. In [12], Diagana
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introduced a new concept which he called weighted pseudo-almost periodicity. The concepts of almost periodicity and pseudo-almost periodicity, and their applications to dynamic equations on time scales are very recent [3, 15, 27, 29]. However, all discussions of these topics are restricted to periodic time scales and there is little work on almost periodic time scales. From a practical point of view, although we live in the real world in which almost all natural phenomena move in circles, there still exist many natural phenomena which cannot be described by periodic time scales. The required time intervals for the recurrence of many common natural phenomena are usually not periodic. For example, the required time intervals of a round for a celestial body motion, sun or earth etc., are “almost equivalent” but are not precisely the same. If we consider the revolution of the earth, then we see that the position of the earth is almost overlapping after almost a year rather than after a year. The second “almost” for the time should not be ignored. Another example is tidal flood where its required time intervals of recurrence can be described by impulsive systems (see [23, 31]). The existence of almost periodic solutions for impulsive dynamic equations on ACCTS have never been considered in any literature. To the best of our knowledge, weighted piecewise pseudo double-almost periodic solutions for impulsive dynamic equations on time scales have never been considered in any literature. Therefore, introducing and studying functions on time scales where $E_{\epsilon}$ denotes all unbounded increasing sequences of real numbers and $\mathfrak{B}$ is with “complete closedness” (CCTS). A time scale with such a type of “complete closedness” assists in conquering the difficulties of defining and studying functions on time scales. However, there exists a type of time scales that has “almost-complete closedness” but not “complete closedness” (see [28, 30]). This type of time scales can describe the “double almost periodicity” of an object’s status with almost periodic dynamic behavior in the real world and it is more general and comprehensive than periodic time scales. Therefore, introducing and studying functions on time scales with “almost-complete closedness” is important.

In addition, many phenomena in nature are characterized by the fact that their states are subject to sudden changes at certain moments and can be described by impulsive systems (see [23, 31]). The existence of almost periodic solutions for abstract impulsive dynamic equations was considered by many authors; see [10, 16, 24, 25]. To the best of our knowledge, weighted piecewise pseudo double-almost periodic solutions for impulsive dynamic equations on ACCTS have never been considered in any literature.

To fill this gap in the literature, in this paper, we investigate the existence and uniqueness of weighted pseudo double-almost periodic mild solutions for impulsive evolution equations. Specifically, we study the $\epsilon$-equivalent impulsive evolution equations ($\epsilon$-EIEE, see Definition 2.13) on time scales given by

\[
\begin{cases}
    x^A(t) = A(t)x(t) + f(t, x), & t \in \mathcal{R}_T(\tau, \epsilon), \ t \neq t_{ki,\epsilon}, \ i \in \mathbb{Z}, \\
    Ax(t_{ki,\epsilon}) = x(t_{ki,\epsilon}^+) - x(t_{ki,\epsilon}^-) = I_k(x(t_{ki,\epsilon})), & t = t_{ki,\epsilon} \in \cup \mathfrak{B}, \ i \in \mathbb{Z},
\end{cases}
\]

(1.1)

where $A \in \text{PC}_{rd}(\mathbb{T}, B(X))$ is a linear operator on the Banach space $X$ and $f \in \text{PC}_{rd}(\mathbb{T} \times X, X)$. Now, $f, I_k, t_1$ satisfy suitable conditions that will be given later, and $\mathbb{T}$ is an almost-complete closedness time scale (see Definition 2.6, $\mathcal{R}_T(\tau, \epsilon) := \mathbb{T} \cap (\cup_{t \in \tau} \mathbb{T} - \tau \setminus A^-_{\tau, \epsilon})$, $\Pi_\epsilon = E(\mathbb{T}, \epsilon)$, $A^\epsilon \subset \mathbb{T}$ is an $\epsilon$-improper set of $\mathbb{T}$, where $E(\mathbb{T}, \epsilon)$ is an $\epsilon$-translation number set of $\mathbb{T}$) and

\[
\mathfrak{B} = \{\{t_{ki,\epsilon}\} \subset \{t_k\} \subset \mathbb{T} : t_{ki,\epsilon} \in \mathcal{R}_T(\tau, \epsilon), \ t_{ki,\epsilon} < t_{ki+1,\epsilon}, \ i \in \mathbb{Z}, \ \lim_{i \to \infty} t_{ki,\epsilon} = \infty\},
\]

which denotes all unbounded increasing sequences of real numbers and

\[
\cup \mathfrak{B} = \{t_{ki,\epsilon} \in \{t_k\} : t_{ki,\epsilon} \in \mathcal{R}_T(\tau, \epsilon), \ t_{ki,\epsilon} < t_{ki+1,\epsilon}, \ i \in \mathbb{Z}, \ \lim_{i \to \infty} t_{ki,\epsilon} = \infty\}.
\]

The notations $x(t^+_{ki,\epsilon})$ and $x(t^-_{ki,\epsilon})$ represent the right-hand and the left-hand side limits of $x(\cdot)$ at $t_{ki,\epsilon}$, respectively.
The set of all regressive and rd-continuous functions
\[ f \] is an infinite index set and
\[ \alpha \in I \]
\[ \beta \in I \]
\[ \tilde{\alpha} \in I \]
\[ \tilde{\beta} \in I \]
\[ \sigma(t) = \inf\{s \in T : s > t\}, \quad \rho(t) = \sup\{s \in T : s < t\}, \quad \mu(t) = \sigma(t) - t. \]

**Definition 2.1** ([7]). The function \( f : T \to X \) is called rd-continuous provided that it is continuous at each right-dense point and has a left-sided limit at left dense points, and we write \( f \in C_{rd}(T) = C_{rd}(T, X) \). Let \( t \in T^k \), and the Delta derivative of \( f \) at \( t \) denoted as \( f^\Delta(t) \) satisfies the inequality

\[
|f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s)| \leq \varepsilon |\sigma(t) - s|
\]

for any \( \varepsilon > 0 \) and all \( s \in U \); here \( U \) is a neighborhood of \( t \). Let \( F \in C(T, X) \) be a function, and it is called antiderivative of \( f : T \to X \) provided \( F^\Delta(t) = f(t) \) for each \( t \in T^k \). If \( F^\Delta(t) = f(t) \), then we define the Delta integral by \( \int_T f(s)\Delta s = F(t) - F(a) \).

**Definition 2.2** ([7]). A function \( p : T \to \mathbb{R} \) is called \( \mu \)-regressive provided \( 1 + \mu(t)p(t) \neq 0 \) for all \( t \in T^k \). The set of all regressive and rd-continuous functions \( p : T \to \mathbb{R} \) will be denoted by \( \mathcal{R} = \mathcal{R}(T) = \mathcal{R}(T, \mathbb{R}) \).

**Definition 2.3** ([7]). If \( r \) is a regressive function, then the generalized exponential function \( e_r \) is defined by \( e_r(t, s) = \exp\left\{ \int_s^t \xi_{\mu(t)}(\tau(\tau))\Delta\tau \right\} \) for all \( s, t \in T \), where the \( \mu \)-cylinder transformation is as in \( \xi_h(z) = \frac{1}{h} \log(1 + zh) \).

Next, we introduce the concept of almost-complete-closedness time scales which is more general than the concept of almost periodic time scales proposed in [28, 30, 31].

Let \( \tau \) be a number and \( \Lambda^\tau \) be a subset of \( \mathbb{R} \), \( \overline{\Lambda}^\tau \) denotes the closure of the set \( \Lambda \), and we set the time scales:

\[
T := \cup_{i \in I}[\alpha_i, \beta_i], \quad T^\tau := T + \tau = \{t + \tau : \forall t \in T\} := \cup_{i \in I}[\alpha_i^\tau, \beta_i^\tau], \quad \cup_{i \in I}[\tilde{\alpha}_i^\tau, \tilde{\beta}_i^\tau] = \overline{T \setminus A^\tau},
\]

and define the distance between two time scales \( T \setminus \Lambda^\tau \) and \( T^\tau \) by

\[
d(T \setminus \Lambda^\tau, T^\tau) = \max \left\{ \sup_{i \in I} |\tilde{\alpha}_i^\tau - \alpha_i^\tau|, \sup_{i \in I} |\tilde{\beta}_i^\tau - \beta_i^\tau| \right\},
\]

where \( I \) is an infinite index set and

\[
\alpha_i^\tau := \inf \{ \alpha \in T^\tau : |\alpha_i - \alpha| \} \quad \text{and} \quad \beta_i^\tau := \inf \{ \beta \in T^\tau : |\beta_i - \beta| \},
\]
\[
\tilde{\alpha}_i^\tau := \inf \{ \alpha \in T \setminus \Lambda^\tau : |\alpha_i^\tau - \alpha| \} \quad \text{and} \quad \tilde{\beta}_i^\tau := \inf \{ \beta \in T \setminus \Lambda^\tau : |\beta_i^\tau - \beta| \}.
\]

Inspired by the relatively dense set in the book by Fink (see [14]), we introduce the following concept:
Definition 2.4 ([29]). A subset $S$ of $\Pi$ is called relatively dense if there exists a positive number $L \in \Pi$ such that $[a, a + L] \cap S \neq \emptyset$ for all $a \in \Pi$. The number $L$ is called the inclusion length.

In fact, Definition 2.4 can be generalized to the following definition of relatively dense set on any given subset of $\mathbb{R}$.

Definition 2.5. Let $\Pi_R$ be an arbitrary subset of $\mathbb{R}$ and $A \subset \Pi_R$. We say that $A$ is relatively dense in $\Pi_R$ if there exists a positive number $l \in \Pi_R$ such that for all $a \in \Pi_R$ we have $[a, a + l] \cap A \neq \emptyset$, $l$ is called the inclusion length.

In what follows, we will give three equivalent definitions of ACCTS.

Let $\Pi := \{\tau \in \mathbb{R} : \tau \neq 0\} \neq \emptyset$, where $\tau = T \cap \tau^\circ$.

Definition 2.6. We say $T$ is an almost-complete closedness time scale (ACCTS) if for any $\varepsilon_1 > 0$, there exist a constant $l(\varepsilon_1) > 0$ such that each interval of length $l(\varepsilon_1)$ contains a $\tau(\varepsilon_1)$ and sets $A_{\varepsilon_1}^T$ such that
\[
d(T^\circ A_{\varepsilon_1}^T, T^\circ) < \varepsilon_1
\]

i.e., for any $\varepsilon_1 > 0$, the following set
\[
E(T, \varepsilon_1) = \{\tau \in \Pi : d(T^\circ A_{\varepsilon_1}^T, T^\circ) < \varepsilon_1\} := \Pi_{\varepsilon_1}
\]
is relatively dense in $\Pi$. Here, $\tau$ is called the $\varepsilon_1$-translation number of $T$, $l(\varepsilon_1)$ is called the inclusion length of $E(T, \varepsilon_1)$, and $E(T, \varepsilon_1)$ the $\varepsilon_1$-translation set of $T$, $A_{\varepsilon_1}^T$ is called the $\varepsilon_1$-improper set of $T$, $\mathcal{B}_T(\tau, \varepsilon_1) := T \cap (\cup_{\tau \in \Pi_{\varepsilon_1}} T^\circ \backslash A_{\varepsilon_1}^T)$ the $\varepsilon_1$-main region of $T$, where $A_{\varepsilon_1}^T = (A_{\varepsilon_1}^T)^{-\tau} := \{a - \tau : a \in A_{\varepsilon_1}^T\}$. Furthermore, we can describe it in detail as follows:

(a) if for any $p > 0$, there exists a number $P > p$ and $\tau \in E(T, \varepsilon_1) \cap (P, +\infty)$, then we say $T$ is a positive-direction ACCTS;
(b) if for any $q < 0$, there exists a number $Q < q$ and $\tau \in E(T, \varepsilon_1) \cap (-\infty, Q)$, then we say $T$ is a negative-direction ACCTS;
(c) if for any $p > 0, q < 0$, there exist numbers $Q < q, P > p$ and $\pm \tau \in E(T, \varepsilon_1) \cap ((-\infty, Q) \cup (P, +\infty))$, then we say $T$ is a bi-direction ACCTS;
(d) we say $T$ is an oriented-direction ACCTS if $T$ is a positive-direction ACCTS or a negative-direction ACCTS.

Remark 2.7. If $\pm \tau \in E(T, \varepsilon_1)$ in Definition 2.6 from [33], then there exists $A_{\varepsilon_1}^{T^\circ} = T \backslash T^\circ$ such that $d(T^\circ A_{\varepsilon_1}^{T^\circ}, T^\circ) \leq d(T, T^\circ) < \varepsilon_1$, which implies that almost periodic time scales introduced in [30, 31] are bi-direction ACCTS with $\inf T = -\infty, \sup T = +\infty$. For more important comments and remarks of almost periodic time scales, one may consult [3, 33].

Remark 2.8. According to Definition 2.6, one can obtain that for any $\tau \in \Pi_{\varepsilon_1}$, it follows from $d(T^\circ A_{\varepsilon_1}^T, T^\circ) < \varepsilon$ that $d(T^\circ \backslash A_{\varepsilon_1}^{T^\circ}, T) < \varepsilon$.

Let $\mu^\tau : T^\circ \to \mathbb{R}^+$ be the graininess function of $T^\circ$ and $A_{\tau}$ be a set, satisfying
\[
\mu^\tau(t + \tau) = \begin{cases} 
\mu(t), & \text{if } t + \tau \notin T^\circ \backslash A_{\tau}, \\
\mu(t + \tau), & \text{if } t + \tau \in T^\circ \backslash A_{\tau}. 
\end{cases}
\] (2.1)

Then, from (2.1), we can simplify Definition 2.6 as follows.

Definition 2.9. Let $\mu : T \to \mathbb{R}, \mu(t) = \sigma(t) - t$. We say $T$ is an almost-complete closedness time scale if for any $\varepsilon > 0$, there exists the set $A_{\varepsilon - \tau}$ such that the set
\[
\Pi^{T*} := \{\tau \in \Pi : |\mu(t + \tau) - \mu(t)| < \varepsilon, \forall t \in \mathcal{B}_T(\tau)\}
\]
is relatively dense in $\Pi$, where $\mathcal{B}_T(\tau) := T \cap (\cup_{\tau \in \Pi} T^\circ \backslash A_{\varepsilon - \tau}), A_{\varepsilon - \tau} := \{a - \tau : a \in A_{\tau}\}$.
Remark 2.10. Since $\Pi^*$ is relatively dense in $\Pi$ in Definition 2.9, one can observe that the graininess function $\mu$ is bounded. From [33], we can see that ACCTS is the most general type of independent variables with almost periodicity.

We can also introduce an equivalent definition that depends on sequential convergence.

Definition 2.11. If a time scale $\mathbb{T}$ fulfills the following conditions:

1. for any given sequence $\alpha^* \subseteq \Pi \cap (0, +\infty)$, there exist a subsequence $\alpha \subseteq \alpha^*$ and a sequence $\{A_{-\alpha_n}\}$ such that $\{T^{-\alpha_n \setminus \Lambda_{-\alpha_n}}\}$ converges to a time scale $\mathbb{T}_0$, we say $\mathbb{T}$ is a positive-direction ACCTS;
2. for any given sequence $\alpha^* \subseteq \Pi \cap (-\infty, 0)$, there exist a subsequence $\alpha \subseteq \alpha^*$ and a sequence $\{A_{-\alpha_n}\}$ such that $\{T^{-\alpha_n \setminus \Lambda_{-\alpha_n}}\}$ converges to a time scale $\mathbb{T}_0$, we say $\mathbb{T}$ is a negative-direction ACCTS;
3. for any given sequence $\alpha^* \subseteq \Pi$, there exist a subsequence $\alpha \subseteq \alpha^*$ and a sequence $\{A_{-\alpha_n}\}$ such that $\{T^{-\alpha_n \setminus \Lambda_{-\alpha_n}}\}$ converges to a time scale $\mathbb{T}_0$, we say $\mathbb{T}$ is a bi-direction ACCTS;
4. if $\mathbb{T}$ is a positive-direction ACCTS or a negative-direction ACCTS, we say $\mathbb{T}$ is an oriented-direction ACCTS.

Remark 2.12. Since the concept of almost periodic time scales from [33] is a particular case of Definition 2.6, if $\mathbb{T}$ is a bi-direction ACCTS (i.e., an almost periodic time scale), then $\mathcal{P}_\mathbb{T}(\tau, \epsilon) = \mathcal{P} \cap (\cup \mathcal{T}^{\Pi_i})$, where $\mathcal{P} \cap (\cup \mathcal{T}^{\Pi_i})$ is the variable time set from Remark 5.4 in [30].

According to the concept of $\Delta$-sub-derivative (i.e., Definition 2.5 from [32]), we can introduce a concept of $\varepsilon$-equivalent impulsive evolution equations on ACCTS.

For any $s \in \Pi$ and a set $A_{-s} := \{a - s : a \in A_s\}$ with $\mu(A_s) > 0$, let

$$\mathcal{B}^s = \{\{t_{k_i,s}\} : t_{k_i,s} \in \mathbb{T} \cap (\overline{T^{-s \setminus A_{-s}}}), t_{k_i,s} < t_{k_{i+1,s}}, i \in \mathbb{Z}, \lim_{i \to \infty} t_{k_i,s} = \infty\},$$

which denotes all unbounded increasing sequences of real numbers and

$$\cup \mathcal{B}^s = \{t_{k_i,s} \in \{t_k\} : t_{k_i,s} \in \mathbb{T} \cap (\overline{T^{-s \setminus A_{-s}}}), t_{k_i,s} < t_{k_{i+1,s}}, i \in \mathbb{Z}, \lim_{i \to \infty} t_{k_i,s} = \infty\}.$$

Definition 2.13. Let $\mathbb{T}$ be an almost-complete closedness time scale. Consider the following impulsive evolution equation with sub-derivative $x^{\Delta^{-}\cdot}(t)$ on $\mathbb{T} \cap (\overline{T^{-s \setminus A_{-s}}})$:

$$\begin{cases}
\chi_{\Delta^{-}\cdot}(t) = f(t, x), & t \in \mathbb{T} \cap (\overline{T^{-s \setminus A_{-s}}}), t \neq t_{k_i,s}, i \in \mathbb{Z}, \\
\Delta x(t_{k_i,s}) = I_k(x(t_{k_i,s})), & t = t_{k_i,s} \in \cup \mathcal{B}^s, i \in \mathbb{Z},
\end{cases}$$

(2.2)

where $s \in \Pi$ and $f \in PC_{rd}(\mathbb{T} \times X, X)$. We say the following impulsive evolution equation

$$\begin{cases}
\chi^\Delta(t) = f(t, x), & t \in \mathcal{P} \cap (\mathbb{T}^{\Pi_i}), t \neq t_{k_i,s}, i \in \mathbb{Z}, \\
\Delta x(t_{k_i,s}) = I_k(x(t_{k_i,s})), & t = t_{k_i,s} \in \cup \mathcal{B}^s, i \in \mathbb{Z},
\end{cases}$$

is an $\varepsilon$-equivalent impulsive evolution equation for (2.2) if $s \in \Pi_{\epsilon} \subseteq \Pi$.

3. Weighted piecewise pseudo double-almost periodic mild solutions

Throughout this paper, we shall assume that $\mathbb{T}$ is an almost-complete closedness time scale and denote by $X$ a Banach space; let $\mathcal{B}$ be the set consisting of all sequences $\{t_k\}_{k \in \mathbb{Z}}$ such that $\theta = \inf_{k \in \mathbb{Z}}(t_{k+1} - t_k) > 0$. For $\{t_k\}_{k \in \mathbb{Z}} \in \mathcal{B}$, let $BPC_{rd}(\mathbb{T}, X)$ be the space formed by all bounded rd-piecewise continuous functions $\phi : T \to X$ such that $\phi(\cdot)$ is continuous at $t$ for any $t \notin \{t_k\}_{k \in \mathbb{Z}}$ and $\phi(t_k) = \phi(t_k^-)$ for all $k \in \mathbb{Z}$; let $\Omega$ be a set of $X$ and $BPC_{rd}(\mathbb{T} \times \Omega, X)$ be the space formed by all bounded piecewise continuous functions $\phi : T \times \Omega \to X$ such that for any $x \in \Omega$, $\phi(\cdot, x) \in BPC_{rd}(\mathbb{T}, X)$ and for any $t \in \mathbb{T}$, $\phi(t, \cdot)$ is continuous at $x \in \Omega$.

In the following, we give the definition of rd-piecewise continuous functions in Banach space on time scales.
Definition 3.1. We say \( \varphi : T \rightarrow X \) is rd-piecewise continuous with respect to a sequence \( \{t_k\} \subset T \) which satisfies \( t_k < t_{k+1}, k \in \mathbb{Z} \), if \( \varphi(t) \) is continuous on \( [t_k, t_{k+1}) \) and rd-continuous on \( T \setminus \{t_k\} \). Further, \( [t_k, t_{k+1}) \) are called intervals of continuity of the function \( \varphi(t) \).

Similarly, one can define a class of ld-piecewise continuous functions. For convenience, we denote the space of all rd-piecewise continuous functions \( PC_{rd}(T, X) \) and \( PC_{rd}^\epsilon(T, X) := \{f_{\varphi_T(t, \epsilon)} : f \in PC_{rd}(T, X)\} \).

Now, we introduce some definitions which will be used to introduce the concept of weighted piecewise pseudo double-almost periodic functions on ACCTS. Let \( \mathcal{B}^\epsilon = \{\{t_{k_i, \epsilon}\} : t_{k_i} \in \mathcal{R}_T(\tau, \epsilon), t_{k_{i+1}, \epsilon} - t_{k_i, \epsilon} \in \mathbb{Z}, \lim_{i \to \infty} t_{k_i, \epsilon} = \infty\} \).

Definition 3.2. Let \( \{t_{k_i, \epsilon}\} \in \mathcal{B}^\epsilon, i \in \mathbb{Z} \). We say \( \{t^1_{k_i, \epsilon}\} \) is an \( \epsilon \)-derived sequence of \( \{t_{k_i, \epsilon}\} \) where \( t^1_{k_i, \epsilon} = t_{k_{i+1}, \epsilon} - t_{k_i, \epsilon}, i, j \in \mathbb{Z} \).

Definition 3.3. For any \( \epsilon_2 > \epsilon_1 > 0 \), let \( \Gamma \subset \Pi_{\epsilon_1} \) be a set of real numbers and \( \{t_{k_i, \epsilon_1}\} \in \mathcal{B}^{\epsilon_1} \). We say \( \{t^1_{k_i, \epsilon_1}\}, i, j \in \mathbb{Z} \) is equipotentially double-almost periodic on an almost-complete closedness time scale \( T \) if for \( r \in \Gamma \), there exists at least one integer \( q \) such that

\[
|t^1_{k_i, \epsilon_1} - r| < \epsilon_2 \quad \text{for all} \quad i \in \mathbb{Z}.
\]

In the following, we introduce the concept of piecewise continuous double-almost periodic functions on ACCTS.

Definition 3.4. Let \( T \) be an almost-complete closedness time scale and assume that \( \{t_{k_i, \epsilon_1}\} \in \mathcal{B}^{\epsilon_1} \) satisfying the \( \epsilon_1 \)-derived sequence \( \{t^1_{k_i, \epsilon_1}\}, i, j \in \mathbb{Z} \), is equipotentially almost periodic. We call a function \( \varphi \in PC_{rd}^{\epsilon_1}(T, \mathbb{R}^n) \) double-almost periodic if:

(i) for any \( \epsilon > 0 \), there is a positive number \( \delta = \delta(\epsilon) \) such that if the points \( t' \) and \( t'' \) belong to the same interval of continuity and \( t', t'' \in \mathcal{R}_T(\tau, \epsilon_1) \), \( |t' - t''| < \delta \), then \( ||\varphi(t') - \varphi(t'')|| < \epsilon \);

(ii) for any \( \epsilon_2 > \epsilon_1 > 0 \), there is a relative dense set \( \Gamma \) of \( \epsilon_2 \)-almost periods such that if \( \tau \in \Gamma \subset \Pi_{\epsilon_1} \), then \( ||\varphi(t + \tau) - \varphi(t)|| < \epsilon_2 \) for all \( t \in \mathcal{R}_T(\tau, \epsilon_1) \) which satisfy the condition \( |t - t_{k_i, \epsilon_1}| > \epsilon_2 \), \( i \in \mathbb{Z} \).

Remark 3.5. If we let \( T \) be a bi-direction ACCTS, then Definition 3.4 will become the concept of almost periodic functions from [33]. Further, if let \( T \) be a bi-directional periodic time scale, i.e., \( \epsilon_1 \to 0 \), then Definition 3.4 will become the concept of piecewise continuous almost periodic functions on periodic time scales from [33]. For more properties and applications related to these functions and dynamic systems, one should consult [30, 31].

We denote by \( DAP(T, X) \) the space of all rd-piecewise double-almost periodic functions. Obviously, for any fixed \( \epsilon > 0 \), the space \( DAP^{\epsilon}(T, X) := \{f_{\varphi_T(t, \epsilon)} : f \in DAP(T, X)\} \) endowed with norm \( ||\varphi||_\epsilon = \sup_{t \in \mathcal{R}_T(\tau, \epsilon)} ||\varphi(t)|| \) for any \( \varphi \in DAP^{\epsilon}(T, X) \) is a Banach space. We also denote by \( UPC(T, X) \) the space of all functions \( \varphi \in PC_{rd}(T, X) \) such that \( \varphi \) satisfies the condition (i) in Definition 3.4 and \( UPC^{\epsilon}(T, X) := \{f_{\varphi_T(t, \epsilon)} : f \in UPC(T, X)\} \).

Now \( BPC_{rd}(T, X) := \{f_{\varphi_T(t, \epsilon)} : f \in BPC_{rd}(T, X)\} \) is the space of all bounded rd-piecewise functions on \( T \).

Similarly, we can also introduce the concept of uniformly piecewise double-almost periodic functions on ACCTS as follows.

Definition 3.6. Let \( T \) be an almost-complete closedness time scale and assume that \( \{t_{k_i, \epsilon_1}\} \in \mathcal{B}^{\epsilon_1} \) satisfying the \( \epsilon_1 \)-derived sequence \( \{t^1_{k_i, \epsilon_1}\}, i, j \in \mathbb{Z} \), is equipotentially double-almost periodic. We call a function \( f \in PC_{rd}^{\epsilon_1}(T \times \Omega, X) \) rd-piecewise double-almost periodic in \( t \) uniformly in \( x \in \Omega \) if:

(i) for each compact set \( K \subset \Omega \), \( \{f(t, x) : x \in K\} \) is uniformly bounded;

(ii) for any \( \epsilon > 0 \), there is a positive number \( \delta = \delta(\epsilon) \) such that if the points \( t' \) and \( t'' \) belong to the same interval of continuity and \( t', t'' \in \mathcal{R}_T(\tau, \epsilon_1) \), \( |t' - t''| < \delta \), then \( ||f(t', x) - f(t'', x)|| < \epsilon \) for all \( x \in K \).
(iii) for any $\varepsilon_2 > \varepsilon_1 > 0$, there is a relative dense set $\Gamma$ of $\varepsilon_2$-almost periods such that if $\tau \in \Gamma \subseteq \Pi_{\varepsilon_1}$, then $\|f(t + \tau, x) - f(t, x)\| < \varepsilon_2$ for all $t \in \mathcal{T}(\tau, \varepsilon_1)$, $x \in K$, which satisfy the condition $|t - t_{k_i, \varepsilon_1}| > \varepsilon_2$, $i \in \mathbb{Z}$.

Now, let $U$ be the set of all functions $\rho : \mathcal{T} \to (0, \infty)$ which are positive and locally $\Delta$-integrable over $\mathcal{T}$ and let $U^\epsilon := \{\rho|_{\mathcal{T}(\tau, \varepsilon)} : \rho \in U\}$. For a given $r_1, r_2 \in \mathcal{R}(\tau, \varepsilon)$, $r_2 > r_1$, we set

$$m(r_1, r_2, \rho) := \int_{r_1}^{r_2} \rho(s) \Delta s$$

for each $\tilde{\rho} \in U^\epsilon$. Let $D_\tau := r_2 - r_1$ and $\hat{U}_\infty := \{\hat{\rho} \in U^\epsilon : \lim_{D_\tau \to \infty} m(r_1, r_2, \hat{\rho}) = \infty\}$,

$$U_\infty^\epsilon = \{\hat{\rho} \in \hat{U}_\infty^\epsilon : \hat{\rho}(s) \neq 0 \text{ for all } s \in (t - \delta, t + \delta)_{\mathcal{T}(\tau, \varepsilon)}, \text{ where } t \in \mathcal{T}(\tau, \varepsilon), \delta > 0\},$$

$$U_\tilde{B}^\epsilon := \{\hat{\rho} \in U_\infty^\epsilon : \hat{\rho} \text{ is bounded and } \inf_{s \in \mathcal{T}(\tau, \varepsilon)} \hat{\rho}(s) > 0\}.$$  

It is clear that for any $\varepsilon > 0$, $U_\tilde{B}^\epsilon \subset U_\infty^\epsilon \subset U^\epsilon$. Now, for $\tilde{\rho} \in U_\infty^\epsilon$, we define

$$\text{WPDA}_\tilde{B}(\mathcal{T}, \tilde{\rho}) := \left\{\phi \in \text{BPC}_\tilde{R}(\mathcal{T}, X) : \lim_{D_\tau \to \infty} \frac{1}{m(r_1, r_2, \tilde{\rho})} \int_{r_1}^{r_2} \|\phi(s)\| \|\tilde{\rho}(s)\| \Delta s = 0 \right\}.$$  

Similarly, we define

$$\text{WPDA}_\tilde{B}(\mathcal{T} \times X, \tilde{\rho}) := \left\{\Phi \in \text{BPC}_\tilde{R}(\mathcal{T} \times \Omega, X) : \lim_{D_\tau \to \infty} \frac{1}{m(r_1, r_2, \tilde{\rho})} \int_{r_1}^{r_2} \|\Phi(s)\| \|	ilde{\rho}(s)\| \Delta s = 0 \right\}$$

uniformly with respect to $x \in K$, where $K$ is an arbitrary compact subset of $\Omega$.

We are now ready to introduce the sets WPDA$^\epsilon(\mathcal{T}, \tilde{\rho})$ and WPDA$^\epsilon(\mathcal{T} \times X, \tilde{\rho})$ of weighted pseudo double-almost periodic functions on ACCTs:

$$\text{WPDA}^\epsilon(\mathcal{T}, \tilde{\rho}) = \{f = g + \phi \in \text{PC}_\tilde{R}(\mathcal{T}, X) : g \in \text{DAP}^\epsilon(\mathcal{T}, X) \text{ and } \phi \in \text{WPDA}_\tilde{B}(\mathcal{T}, \tilde{\rho})\},$$

$$\text{WPDA}^\epsilon(\mathcal{T} \times X, \tilde{\rho}) = \{f = g + \phi \in \text{PC}_\tilde{R}(\mathcal{T} \times X, X) : g \in \text{DAP}^\epsilon(\mathcal{T} \times X, X) \text{ and } \phi \in \text{WPDA}_\tilde{B}(\mathcal{T} \times X, \tilde{\rho})\}.$$  

In what follows, through the established results from [34], we can establish some theoretical results for the existence and stability of weighted piecewise pseudo double-almost periodic mild solutions for Eq. (1.1). For this, we need the following lemma.

**Lemma 3.7.** Let $\mathcal{T}$ be an almost-complete closedness time scale and $\ominus \omega \in \mathcal{R}^+$. For all $t \in \mathcal{T}(\tau, \varepsilon)$ and $\alpha \in \Pi_{\varepsilon}$, there exist constants $\beta_1, \beta_2 > 0$ such that

$$\beta_1 \mu(t) \leq \mu(t + \alpha) \leq \beta_2 \mu(t).$$

Then, there exist positive constants $K^*$ and $\omega^*$ such that

$$e_{\ominus \omega}(t + \alpha, s + \alpha) \leq K^* e_{\ominus \omega^*}(t, s), \quad t \geq s, \quad t, s \in \mathcal{T}(\tau, \varepsilon).$$

**Proof.** Obviously, if $\mu = 0$, $\mathcal{T} = \mathbb{R}$, the result holds. Assume that $\mu \neq 0$. Since $\ominus \omega \in \mathbb{R}^+$, we have

$$e_{\ominus \omega}(t + \alpha, s + \alpha) = \exp \left\{ \int_{s + \alpha}^{t + \alpha} \frac{1}{\mu(\tau)} \ln \frac{1}{1 + \mu(\tau) \omega} \Delta \tau \right\} = \exp \left\{ \int_{s}^{t} \frac{1}{\mu(\tau + \alpha)} \ln \frac{1}{1 + \mu(\tau + \alpha) \omega} \Delta \tau \right\}.$$  

Since $\mathcal{T}$ is an almost-complete closedness time scale, $\mu$ is bounded. Hence, from the inequality (3.1), for $t, s \in \mathcal{T}(\alpha, \varepsilon)$, $t \geq s$, we obtain

$$e_{\ominus \omega}(t + \alpha, s + \alpha) \leq \exp \left\{ \int_{s}^{t} \frac{1}{\beta_1 \mu(\tau)} \ln \frac{1}{1 + \beta_1 \mu(\tau) \omega} \Delta \tau \right\} = \exp \left\{ \int_{s}^{t} \frac{\ln(1 + \mu(\tau)(\ominus \beta_1 \omega))}{\mu(\tau)} \right\} \frac{1}{\beta_1 \mu(\tau)}.$$
Thus, there exists a positive constant $K^* > 0$ such that
\[ e_{\ominus \omega}(t + \alpha, s + \alpha) = [e_{\ominus \beta_1 \omega}(t, s)]^\frac{1}{\bar{\tau}} \leq K^* e_{\ominus \omega^*}(t, s), \]
where $\omega^* = \beta_1 \omega$. This completes the proof. \hfill \Box

Let $T$ be an almost-complete closedness time scale, and consider the linear evolution system
\[ x^\Delta = A(t)x, \quad t \in \mathcal{D}(T, \varepsilon), \tag{3.2} \]
where $A : \mathcal{D}(T, \varepsilon) \to B(X)$ is a linear operator in the Banach space $X$. We denote by $B(X, \mathcal{Y})$ the Banach space of all bounded linear operators from $X$ to $\mathcal{Y}$. This is denoted as $B(X)$ when $X = \mathcal{Y}$.

Inspired by [22], we present Definitions 3.8-3.9.

Definition 3.8. Let $T$ be an almost-complete closedness time scale. Now $T(t, s) : \mathcal{D}(T, \varepsilon) \times \mathcal{D}(T, \varepsilon) \to B(X)$ is called the linear evolution operator associated to (3.2) if $T(t, s)$ satisfies the following conditions:
1. $T(s, s) = \text{Id}$, where $\text{Id}$ denotes the identity operator in $X$;
2. $T(t, s)T(s, r) = T(t, r)$;
3. the mapping $(t, s) \to T(t, s)x$ is continuous for any fixed $x \in X$.

Definition 3.9. An evolution operator $T(t, s)$ is called exponentially stable on an almost-complete closedness $T$ if there exists $K_0 > 1$ and $\omega > 0$ such that
\[ \|T(t, s)\|_{B(X)} \leq K_0 e_{\ominus \omega}(t, s), \quad t \geq s, \quad t, s \in \mathcal{D}(T, \varepsilon). \]

Definition 3.10. A function $x : T \to X$ is called an $\varepsilon$-mild solution of Eq. (1.1) if for any $t \in \mathcal{D}(T, \varepsilon)$, $t > c$, $c \neq t_{k_i, \varepsilon}$, $i \in \mathbb{Z}$,
\[ x(t) = T(t, c)x(c) + \int_c^t T(t, s) f(s, x(s)) \Delta s + \sum_{c < t_{k_i, \varepsilon} < t} T(t, t_{k_i, \varepsilon}) I_k(x(t_{k_i, \varepsilon})). \]

In the following, we shall consider the abstract differential system (1.1) with the following assumptions.

(H1) The family $\{A(t) : t \in \mathcal{D}(T, \varepsilon_1)\}$ of operators in $X$ generates an exponentially stable evolution system $\{T(t, s) : t \geq s\}$, i.e., there exists $K_0 > 1$ and $\omega > 0$ such that
\[ \|T(t, s)\|_{B(X)} \leq K_0 e_{\ominus \omega}(t, s), \quad t \geq s, \quad t, s \in \mathcal{D}(T, \varepsilon_1) \]
and for any $\varepsilon_2 > \varepsilon_1 > 0$, there exists a relatively dense set $\bar{T} \subset \Pi_{\varepsilon_1}$ such that if $\tau \in \bar{T}$, then
\[ \|T(t + \tau, s + \tau) - T(t, s)\|_{B(X)} \leq \varepsilon_2 e_{\ominus \omega}(t, s), \quad t \geq s, \quad t, s \in \mathcal{D}(T, \varepsilon_1). \]

(H2) $f = g + \phi \in \text{WPDA}(\kappa, \hat{\rho})$, where $\rho \in U^\kappa_0$ and $f(t, \cdot)$ is uniformly continuous in each bounded subset of $\Omega$ uniformly in $t \in \mathcal{D}(T, \varepsilon_1)$; $\{I_k\}$ is a weighted pseudo-almost periodic sequence, $I_k(x)$ is uniformly continuous in $x \in \Omega$ uniformly in $k \in \mathbb{Z}$, $\inf_{i \in \mathbb{Z}} t_{k_i, \varepsilon}^\Delta = \theta_{\varepsilon} > 0$.

(H3) $X$ is a finite dimensional Banach space.

(H4) For any $L > 0$, let
\[ H_{1L} = \sup_{t \in \mathcal{D}(T, \varepsilon_1), \|x\|_{\varepsilon_i} \leq L} \|f(t, x)\| < +\infty \quad \text{and} \quad H_{2L} = \sup_{\|x\|_{\varepsilon_i} \leq L} \|I_k(x)\| < +\infty. \]

Moreover, there exists a number $L_0 > 0$ such that
\[ \frac{H_{1L_0} K_0 (1 + (\hat{\mu} + \varepsilon_1) \omega)}{\omega} H_{1L_0} + \frac{H_{2L_0} K_0}{1 - e_{\ominus \omega}(\theta_{\varepsilon}, 0)} \leq L_0, \]
where $\hat{\mu} = \sup_{t \in T} \mu$ and $e_{\ominus \omega}(\theta_{\varepsilon}, 0) := \sup_{t \in \mathbb{Z}} e_{\ominus \omega}(t_{k_i, \varepsilon}, t_{k_i, \varepsilon})$. 


Remark 3.11. It is obvious that if assumption (H₁) holds, then for any sequence \( \{s_n\}_{n=1}^{\infty} \subset \Pi_\ell \), there exist a subsequence \( \{s_{n_m}\}_{m=1}^{\infty} \subset \{s_n\}_{n=1}^{\infty} \) and a set sequence \( \{A_{s_{n_m}}\} \) such that the limit set \( T_0 \) of \( \{T^{-s_{n_m}} \setminus A_{s_{n_m}}\} \) exists and \( \lim_{m \to \infty} T(t + s_{n_m}, s + s_{n_m}) \) uniformly exists on \( T_0 \), i.e., \( T(t + s_{n_m}, s + s_{n_m}) \to T^*(t, s) \), \( m \to \infty \), for all \( t, s \in T_0 \).

Lemma 3.12. In Remark 3.11, if (H₁) holds, then there exist positive constants \( K^{**} \) and \( \omega^* \) such that

\[
\|T^*(t, s)\|_{B(\mathcal{X})} \leq K^{**}e^{\omega^*}(t, s), \quad t \geq s, \quad t, s \in \mathcal{R}_T(\tau, \varepsilon_1),
\]

and for any \( \varepsilon_2 > \varepsilon_1 > 0, \tau \in \check{T} \subset \Pi_\ell \),

\[
\|T^*(t, \tau, s + \tau) - T^*(t, s)\|_{B(\mathcal{X})} \leq \varepsilon_2 K^* e^{\omega^*}(t, s), \quad t \geq s, \quad t, s \in \mathcal{R}_T(\tau, \varepsilon_1).
\]

Proof. Denote \( T(t + s_{n_m}, s + s_{n_m}) \) by \( T_m(t, s) \). By Lemma 3.7, there exist positive constants \( K^* \) and \( \omega^* \) such that

\[
\|T_m(t, s)\|_{B(\mathcal{X})} \leq K_0 e^{\omega^*}(t + s_{n_m}, s + s_{n_m}) \leq K_0 K^* e^{\omega^*}(t, s), \quad t \geq s,
\]

(3.3)

and for any \( \varepsilon_2 > \varepsilon_1 > 0, \tau \in \check{T} \subset \Pi_\ell \),

\[
\|T_m(t, s) - T_m(t + \tau, s + \tau)\|_{B(\mathcal{X})} \leq \varepsilon_2 e^{\omega^*}(t + s_{n_m}, s + s_{n_m}) \leq \varepsilon_2 K^* e^{\omega^*}(t, s).
\]

(3.4)

In (3.4), let \( m \to \infty \), so that

\[
\|T^*(t + \tau, s + \tau) - T^*(t, s)\|_{B(\mathcal{X})} \leq \varepsilon_2 K^* e^{\omega^*}(t, s).
\]

Also, by (3.4), we have

\[
\|T_m(t + \tau, s + \tau) - T^*(t, s)\|_{B(\mathcal{X})} \leq \varepsilon_2 K^* e^{\omega^*}(t, s),
\]

thus, by (3.3) and (3.4), we have

\[
\|T^*(t, s)\|_{B(\mathcal{X})} = \|T_m(t + \tau, s + \tau) - T^*(t, s) - T_m(t + \tau, s + \tau)\|_{B(\mathcal{X})} \\
\leq \|T_m(t + \tau, s + \tau) - T^*(t, s)\|_{B(\mathcal{X})} + \|T_m(t + \tau, s + \tau)\|_{B(\mathcal{X})} \\
\leq \varepsilon_2 K^* e^{\omega^*}(t, s) + K_0 K^* e^{\omega^*}(t, s) \\
= (\varepsilon_2 K^* + K_0 K^*) e^{\omega^*}(t, s) := K^{**} e^{\omega^*}(t, s), \quad t \geq s.
\]

This completes the proof.

To investigate the existence and uniqueness of a weighted pseudo double-almost periodic solution for Eq. (1.1), we need the following lemma:

Lemma 3.13. Let \( v \in \text{DAP}^c(\mathcal{T}, \mathcal{X}) \), \( \mu \in \text{DAP}^c(\mathcal{T}, \mathbb{R}^+) \) and (H₁)-(H₂) be satisfied. If \( u : \mathcal{R}_T(\tau, \varepsilon) \to \mathcal{X} \) is defined by

\[
u_0(t) = \int_{-\infty}^{t} T(t, s)(v(s)) \Delta s + \sum_{t_{k_i,\varepsilon} \leq t} T(t, t_{k_i,\varepsilon}) I_k(v(t_{k_i,\varepsilon})), \quad t \geq s,
\]

then \( u_0(\cdot) \in \text{DAP}^c(\mathcal{T}, \mathcal{X}) \).

Proof. Let \( \{s_n\}_{n=1}^{\infty} \subset \Pi_\ell \). Since \( v \) is double-almost periodic, there exist a subsequence \( \{\tau_n\}_{n=1}^{\infty} \subset \{s_n\}_{n=1}^{\infty} \) and a set sequence \( \{A_{-\tau_n}\} \) such that the limit set \( T_0 \) of \( \{T^{-\tau_n} \setminus A_{-\tau_n}\} \) exists and \( h(t) := \lim_{n \to \infty} v(t + \tau_n) \) uniformly exists for \( t \in T_0 \). Now, we consider

\[
u(t + \tau_n) = \int_{-\infty}^{t+\tau_n} T(t + \tau_n, s)(v(s)) \Delta s \\
= \int_{-\infty}^{t} T(t + \tau_n, s + \tau_n)(v(s + \tau_n)) \Delta s
\]
\[
\int_{-\infty}^{t} T(t + \tau_n, \sigma(s + \tau_n)) \nu_n(s) \Delta s, \quad \text{where } \nu_n(s) = \nu(s + \tau_n), \ n = 1, 2, \ldots.
\]

Note that \(e_{\omega^*}(t,s)(1 + \mu(s)\omega^*) = e_s - \omega^*\cdot(t, \sigma(s))\), so we have \(e_{\omega^*}(t,s) \leq e_{\omega^*}(t, \sigma(s))\), and further, let \(\mu_\varepsilon : \mathcal{T}(\tau, \varepsilon_1) \to \mathbb{R}^+\), thus, we have \(|\mu(t) - \mu_\varepsilon(t)| < \varepsilon\) for \(t \in \mathcal{T}(\tau, \varepsilon_1)\). Thus, by \((H_1)\) and Lemma 3.7, we obtain

\[
\|u(t + \tau_n)\| \leq \int_{-\infty}^{t} \|T(t + \tau_n, \sigma(s + \tau_n)) \nu_n(s)\| \Delta s
\]

\[
\leq \int_{-\infty}^{t} K_0 e_{\omega^*}(t + \tau_n, \sigma(s + \tau_n)) \|\nu_n(s)\| \Delta s
\]

\[
\leq K_0 \int_{-\infty}^{t} \left(1 + \mu_\varepsilon(t)\right)e_{\omega^*}(t + \tau_n, s + \tau_n) \|\nu_n(s)\| \Delta s
\]

\[
\leq \left(1 + (\mu + \varepsilon)\omega^*\right) K_0 \|\nu\|_{\infty} \int_{-\infty}^{t} e_{\omega^*}(t, \sigma(s)) \Delta s
\]

\[
eq \left(1 + (\mu + \varepsilon)\omega^*\right) K_0 \|\nu\|_{\infty} \left[\int_{-\infty}^{t} e_{\omega^*}(t, -\infty) - e_{\omega^*}(t, t)\right]
\]

\[
= K_0 \|\nu\|_{\infty} \left(1 + (\mu + \varepsilon)\omega^*\right) \left(1 + (\mu + \varepsilon)\omega^*\right)
\]

where \(\bar{\mu} = \sup_{t \in \mathcal{T}} \mu(t)\).

On the other hand, since \(\mu \in \text{DAP}^c(\mathbb{T}, \mathbb{R}^+)\), we have \(\mu(t + \tau_n) \to \mu^*(t), \ n \to \infty\), i.e., \(\sigma(t + \tau_n) - \tau_n \to \sigma^*(t), \ n \to \infty\), thus \(\sigma(t + \tau_n) \to \sigma^*(t) + \tau_n, \ n \to \infty\). Therefore, by the condition (3) in Definition 3.8, we have

\[
T(t + \tau_n, \sigma(s + \tau_n)) \to T(t + \tau_n, \sigma^*(s) + \tau_n) \to T^*(t, \sigma^*(s)), \ t, s \in \mathcal{T}(\tau, \varepsilon), \ n \to \infty.
\]

Further, it is easy to see that \(\nu_n(s) \to h(s)\) as \(n \to \infty\), for all \(s \in \mathcal{T}(\tau, \varepsilon)\). Thus, for any \(t \geq s\), Lebesgue’s dominated convergence theorem gives

\[
\lim_{n \to \infty} u(t + \tau_n) = \int_{-\infty}^{t} T^*(t, \sigma^*(s))h(s) \Delta s.
\]

Next, we consider

\[
u'(t + \tau_n) = \sum_{t_{k_i, \varepsilon} + \tau_n < t} T(t + \tau_n, t_{k_i, \varepsilon}) I_k(v(t_{k_i, \varepsilon}))
\]

\[
= \sum_{t_{k_i, \varepsilon} + \tau_n < t} T(t + \tau_n, t_{k_i, \varepsilon} + \tau_n) I_k(v(t_{k_i, \varepsilon} + \tau_n)) = \sum_{t_{k_i, \varepsilon} < t} T(t + \tau_n, t_{k_i, \varepsilon} + \tau_n) I_k(v_{i,n}),
\]

where \(v(t_{k_i, \varepsilon} + \tau_n) := v_{i,n}\). By Lemma 3.7, we have

\[
\|\nu'(t + \tau_n)\| = \left\| \sum_{t_{k_i, \varepsilon} + \tau_n < t} T(t + \tau_n, t_{k_i, \varepsilon}) I_k(v(t_{k_i, \varepsilon})) \right\| = \left\| \sum_{t_{k_i, \varepsilon} < t} T(t + \tau_n, t_{k_i, \varepsilon} + \tau_n) I_k(v_{i,n}) \right\|
\]

\[
\leq K_0 \sum_{t_{k_i, \varepsilon} < t} e_{\omega^*}(t + \tau_n, t_{k_i, \varepsilon} + \tau_n) \leq K_0 K^* \sum_{t_{k_i, \varepsilon} < t} e_{\omega^*}(t, t_{k_i, \varepsilon}) \leq \frac{IK_0 K^*}{1 - e_{\omega^*}(\varepsilon_\varepsilon, 0)}.
\]

Since \(v \in \text{DAP}^c(\mathbb{T}, \mathcal{X})\), \(v_{i,n} \to h(t_{k_i, \varepsilon}), \ n \to \infty\), for all \(i \in \mathbb{Z}\). Hence, for any \(t > t_{k_i, \varepsilon}\), \(i \in \mathbb{Z}\), by Lebesgue’s dominated convergence theorem, we get

\[
\lim_{n \to \infty} \nu'(t + \tau_n) = \sum_{t_{k_i, \varepsilon} < t} T^*(t, t_{k_i, \varepsilon}) I_k(h(t_{k_i, \varepsilon})).
\]
Thus, it follows that
\[
\lim_{n \to \infty} u_0(t + \tau_n) = \lim_{n \to \infty} u(t + \tau_n) + \lim_{n \to \infty} u'(t + \tau_n)
\]
uniformly exists on \( T_0 \). Therefore, \( u_0(\cdot) \in \text{DAP}^c(T, X) \). This completes the proof. \( \Box \)

**Theorem 3.14.** Let \( f(\cdot, \vartheta(\cdot)) \in \text{WPDAP}^c(T, \bar{\varrho}) \), where \( \vartheta \in \text{WPDAP}^c(T, \bar{\varrho}) \) and \( \{T(t, s), t \geq s\} \) is exponentially stable, \( \rho \in \mathcal{U}^c_\infty \). Then, for all \( t \in \mathcal{S}T(\tau, \varepsilon) \),
\[
F(\cdot) := \int_{-\infty}^{\cdot} T(\cdot, \sigma(s)) f(s, \vartheta(s)) \Delta s + \sum_{t_{k,i}<t} T(t, t_{k,i}) I_k(\vartheta(t_{k,i})) \in \text{WPDAP}^c(T, \bar{\varrho}).
\]

**Proof.** Fix \( \vartheta \in \text{WPDAP}^c(T, X) \), then we have \( f(\cdot, \vartheta(\cdot)) = \phi_1(\cdot) + \phi_2(\cdot) \), where \( \phi_1 \in \text{DAP}^c(T, X), \phi_2 \in \text{WPDAP}^c(T, X) \). Thus,
\[
\int_{-\infty}^{t} T(t, \sigma(s)) f(s, \vartheta(s)) \Delta s = \int_{-\infty}^{t} T(t, \sigma(s)) \phi_1(s) \Delta s + \int_{-\infty}^{t} T(t, \sigma(s)) \phi_2(s) \Delta s := I_1(t) + I_2(t)
\]
and
\[
\sum_{t_{k,i}<t} T(t, t_{k,i}) I_k(\vartheta(t_{k,i})) = \sum_{t_{k,i}<t} T(t, t_{k,i}) \beta_k + \sum_{t_{k,i}<t} T(t, t_{k,i}) \gamma_k := \gamma_1(t) + \gamma_2(t).
\]

By Lemma 3.13, it is clear that \( I_1, I_2 \in \text{DAP}^c(T, X) \). Moreover, it follows from Theorem 2.15 in [6] and (H₁) that
\[
\frac{1}{m(r_1, r_2, \bar{\varrho})} \int_{r_1}^{r_2} \|I_2(t)\| \Delta t = \frac{1}{m(r_1, r_2, \bar{\varrho})} \int_{r_1}^{r_2} \|I_1(t)\| \Delta t \leq \frac{1}{m(r_1, r_2, \bar{\varrho})} \int_{r_1}^{r_2} \|\phi_2(s)\| \Delta s \int_{r_1}^{r_2} K_0 e^{-\omega (t, \sigma(s))} \Delta t.
\]

Clearly,
\[
I_1^0 = \frac{1}{m(r_1, r_2, \bar{\varrho})} \int_{-\infty}^{r_1} \|\phi_2(s)\| \Delta s \int_{r_1}^{r_2} K_0 e^{-\omega (t, \sigma(s))} \Delta t
\]
\[
= \frac{1}{m(r_1, r_2, \bar{\varrho})} \int_{-\infty}^{r_1} \|\phi_2(s)\| \Delta s \int_{r_1}^{r_2} K_0 \left[ 1 + \mu_\sigma(t) e^{-\omega (t, \sigma(s))} \right] \Delta t
\]
\[
\leq \frac{1}{m(r_1, r_2, \bar{\varrho})} K_0 \left( 1 + (\bar{\mu} + \varepsilon) \omega \right) \int_{-\infty}^{r_1} \|\phi_2(s)\| \Delta s \int_{r_1}^{r_2} e^{-\omega (t, \sigma(s))} \Delta t
\]
\[
= \frac{1}{m(r_1, r_2, \bar{\varrho})} K_0 \left( 1 + (\bar{\mu} + \varepsilon) \omega \right) \int_{-\infty}^{r_1} \|\phi_2(s)\| \left[ e^{-\omega (t, \sigma(s), r_1)} - e^{-\omega (t, \sigma(s), r_2)} \right] \Delta s
\]
\[
\leq \frac{1}{m(r_1, r_2, \bar{\varrho})} K_0 \left( 1 + (\bar{\mu} + \varepsilon) \omega \right) \int_{-\infty}^{r_1} \|\phi_2(s)\| \left( \int_{r_1}^{r_1} e^{-\omega (r_1, \sigma(s))} \Delta s - \int_{-\infty}^{r_1} e^{-\omega (r_2, \sigma(s))} \Delta s \right)
\]
\[
\begin{align*}
&= \frac{1}{m(r_1, r_2, \bar{\rho})} K_0 (1 + (\mu + \varepsilon)\omega) \frac{\|\phi_2\|_{L^2}}{\omega} (e_{\Theta}(r_1, -\infty) - e_{\Theta}(r_1, r_1)) \\
&\quad - e_{\Theta}(r_2, -\infty) + e_{\Theta}(r_2, r_1)) \to 0 \text{ as } r_2 - r_1 := D_r \to \infty,
\end{align*}
\]

and
\[
I_2^0 = \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\phi_2(s)\right| \Delta s \int_{r_1}^{r_2} K_0 e_{\Theta}(t, \sigma(s)) \Delta t \\
\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\phi_2(s)\right| \Delta s \int_{r_1}^{r_2} \frac{1}{1 + \mu_e(t)\omega} e_{\Theta}(\sigma(t), \sigma(s)) \Delta t \\
\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\phi_2(s)\right| \Delta s \int_{r_1}^{r_2} e_{\Theta}(\sigma(t), \sigma(s)) \Delta t \\
\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\phi_2(s)\right| \Delta s.
\]

Since \(\phi_2 \in \text{WPDA}_0(T, \rho)\), we find that \(\lim_{D_r \to \infty} \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\phi_2(s)\right| \Delta s = 0\). Hence, \(\lim_{D_r \to \infty} I_2^0 = 0\).

It remains to show that \(\gamma_2 \in \text{WPDA}_0(T, \bar{\rho})\). For any \(D_r > 0\), there exist \(i(r), j(r)\) such that
\[
t_i(r) - 1 < t_i(r) < \ldots < t_j(r) < t_2 < t_j(r) + 1.
\]

Since \(\gamma_i \in \text{WPDA}_0(Z, \rho)\), \(M_{\gamma_i} = \sup_{t \in Z} \|\gamma_i\| < \infty\), and from the fact that for \(a \in \mathcal{R}_T(\tau, \varepsilon)\), \(e_{\Theta}(t, a) = (1 + \mu_e(t)\omega)e_{\Theta}(a, \sigma(t))\), we find
\[
\begin{align*}
\frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\gamma_2(t)\right| \Delta t &= \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \left|\sum_{t_i \leq t < t_{i+1}} T(t, t_{i+1}) \gamma_i\right| \Delta t \\
&\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \int_{r_1}^{r_2} \sum_{t_i \leq t < t_{i+1}} K_0 e_{\Theta}(t, t_{i+1}) \gamma_i \Delta t \\
&\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{t_i \leq t < t_{i+1}} K_0 e_{\Theta}(r_1, t_{i+1}) \gamma_i \int_{r_1}^{r_2} e_{\Theta}(t, r_1) \Delta t \\
&\quad + \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{t_i \leq t < t_{i+1}} \|\gamma_i\| \int_{r_1}^{r_2} K_0 e_{\Theta}(t, t_{i+1}) \Delta t \\
&\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{t_i \leq t < t_{i+1}} \frac{K_0 (1 + (\mu + \varepsilon)\omega)}{\omega} M_{\gamma_i} e_{\Theta}(r_1, t_{i+1}) \\
&\quad + \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{t_i \leq t < t_{i+1}} \frac{K_0 (1 + (\mu + \varepsilon)\omega)}{\omega} \|\gamma_i\| \\
&\leq \frac{1}{m(r_1, r_2, \bar{\rho})} \frac{K_0 M_{\gamma_i} (1 + (\mu + \varepsilon)\omega)}{\omega} \frac{1}{1 - e_{\Theta}(\theta, 0)} \\
&\quad + \frac{K_0 (1 + (\mu + \varepsilon)\omega)}{\omega} \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{k = i(r)}^{j(r)} \|\gamma_k\|.
\end{align*}
\]

Since \(\gamma_i \in \text{WPDA}_0(Z, \bar{\rho})\), and for \(D_r \to \infty\), \(m(r_1, r_2, \bar{\rho}) \to \infty\), we have
\[
\lim_{D_r \to \infty} \frac{1}{m(r_1, r_2, \bar{\rho})} \sum_{k = i(r)}^{j(r)} \|\gamma_k\| = \lim_{D_r \to \infty} \frac{1}{\bar{\rho}(t_k)\mu(t_k)} \sum_{k = i(r)}^{j(r)} \|\gamma_k\| = 0.
\]
Further, as \( D_{\tau} \to \infty \), one has
\[
\frac{1}{m(t_1, t_2, \bar{\rho})} \frac{K \Omega_{y_i}(1 + (\bar{\mu} + \epsilon)\omega)}{\omega} \frac{1}{1 - e_{\bar{\omega}}(\theta, 0)} \to 0.
\]
Hence, it follows that
\[
\lim_{D_{\tau} \to \infty} \frac{1}{m(t_1, t_2, \bar{\rho})} \int_{t_1}^{t_2} \| \gamma_2(t) \| \Delta t = 0.
\]
Thus, \( \sum_{t_k, \epsilon < t} T(\cdot, t_k, \epsilon) I_k(\varphi(t_k, \epsilon)) \in WPDAP_{\bar{\rho}}(T, \bar{\rho}) \), and hence \( F(\cdot) \in WPDAP_{\bar{\rho}}(T, \bar{\rho}) \). This completes the proof.

The first existence result is based on the Schauder fixed point theorem.

**Theorem 3.15.** Suppose conditions \((H_1)-(H_4)\) hold. Then Eq. (1.1) has a weighted pseudo double-almost periodic solution.

**Proof.** Let \( D = \{ \varphi \in WPDAP^\epsilon(T, X) \cap UPC^\epsilon(T, X) : \| \varphi \|_\epsilon \leq L_0 \} \). Define an operator \( \Gamma \) on \( D \) by
\[
\Gamma \varphi = \int_{-\infty}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_k, \epsilon < t} T(t, t_k, \epsilon) I_k(\varphi(t_k, \epsilon)).
\]
We will show that \( \Gamma \) has a fixed point in \( D \). From Theorem 3.14, it follows that for every \( \varphi \in D \), \( \Gamma \varphi \in WPDAP^\epsilon(T, \bar{\rho}) \).

Step 1. We will show that \( \| \Gamma \varphi \|_\epsilon \leq L_0 \). For every \( \varphi \in D \), by \((H_1)\) and \((H_4)\), we have
\[
\| \Gamma \varphi(t) \| = \left\| \int_{-\infty}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_k, \epsilon < t} T(t, t_k, \epsilon) I_k(\varphi(t_k, \epsilon)) \right\|
\leq \int_{-\infty}^{t} K_0 e_{\bar{\omega}}(t, \varphi(s)) \| f(s, \varphi(s)) \| \Delta s + \sum_{t_k, \epsilon < t} K_0 e_{\bar{\omega}}(t, t_k, \epsilon) \| I_k(\varphi(t_k, \epsilon)) \|
\leq H_{1_0} K_0 \int_{-\infty}^{t} e_{\bar{\omega}}(t, \varphi(s)) \Delta s + H_{2_0} K_0 \sum_{t_k, \epsilon < t} e_{\bar{\omega}}(t, t_k, \epsilon)
\leq \frac{H_{1_0} K_0 (1 + (\bar{\mu} + \epsilon)\omega)}{\omega} \frac{H_{2_0} K_0}{1 - e_{\bar{\omega}}(\theta, 0)} \leq L_0,
\]
thus \( \| \Gamma \varphi \|_\epsilon \leq L_0 \).

Step 2. We will show that for every \( \varphi \in D \), \( \Gamma \varphi \in UPC^\epsilon(T, X) \).

Suppose \( \varphi \in D \), \( t', t'' \in (t_k, \epsilon, t_{k+1}, \epsilon) \), \( i \in \mathbb{Z} \), by conditions (1) and (3) in Definition 3.8, we can easily see that for any \( \epsilon^* > 0 \), there exists \( \delta_0 > 0 \) such that \( 0 < t' - t'' < \delta_0 = \frac{\epsilon^* \omega}{3 K_0 (1 + (\bar{\mu} + \epsilon)\omega) H_{1_0}} \) implies
\[
\| T(t', t'') - I \| < \min \left\{ \frac{\epsilon^* \omega}{3 K_0 (1 + (\bar{\mu} + \epsilon)\omega) H_{1_0}}, \frac{\epsilon^* (1 - e_{\bar{\omega}}(\theta, 0))}{3 H_{2_0} K_0} \right\}.
\]
Thus, we have
\[
\| \Gamma \varphi(t') - \Gamma \varphi(t'') \| = \left\| \int_{-\infty}^{t'} T(t', \sigma(s)) f(s, \varphi(s)) \Delta s - \int_{-\infty}^{t''} T(t'', \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_k, \epsilon < t'} T(t', t_k, \epsilon) I_k(\varphi(t_k, \epsilon)) - \sum_{t_k, \epsilon < t''} T(t'', t_k, \epsilon) I_k(\varphi(t_k, \epsilon)) \right\|
\leq \frac{\epsilon^* \omega}{3 K_0 (1 + (\bar{\mu} + \epsilon)\omega) H_{1_0}} \frac{\epsilon^* (1 - e_{\bar{\omega}}(\theta, 0))}{3 H_{2_0} K_0} \leq L_0 \quad \text{for every } \varphi \in D.
\]
\[ \beta = \left\| \int_{-\infty}^{t''} \left[ T(t', \sigma(s)) - T(t'', \sigma(s)) \right] f(s, \varphi(s)) \Delta s \right\| + \left\| \int_{t'}^{t''} T(t', \sigma(s)) f(s, \varphi(s)) \Delta s \right\| + \left\| \sum_{k_{i-1} \leq t''} \left[ T(t', \sigma(t)) - T(t'', \sigma(t)) \right] I_k(\varphi(t)) \right\| \]

\[ \leq \left\| \int_{-\infty}^{t''} \left\| T(t', \sigma(s)) \right\| \left\| T(t', \sigma(s) - 1) \right\| f(s, \varphi(s)) \Delta s \right\| + \left\| \int_{t'}^{t''} \left\| T(t', \sigma(s)) \right\| f(s, \varphi(s)) \Delta s \right\| + \left\| \sum_{k_{i-1} \leq t''} \left\| T(t', \sigma(t)) \right\| \left\| T(t', \sigma(t) - 1) \right\| I_k(\varphi(t)) \right\| \]

\[ \leq K_0 H_{1L_0} \frac{\varepsilon^* \omega}{3K_0(1 + (\mu + \varepsilon) \omega)H_{1L_0}} \int_{-\infty}^{t''} \varepsilon^* \omega \Delta s \]

\[ + H_{1L_0} \frac{1 + (\mu + \varepsilon) \omega}{3H_{1L_0}K_0(1 + (\mu + \varepsilon) \omega)} \left\| \sum_{k_{i-1} \leq t''} \varepsilon^* \omega \right\| \leq \frac{\varepsilon^*}{3} + \frac{\varepsilon^*}{3} + \frac{\varepsilon^*}{3} = \varepsilon^*, \]

which shows that \( \Gamma \varphi \in \text{UPC}^{\varepsilon}(T, X) \). Hence, \( \Gamma \mathcal{D} \subseteq \mathcal{D} \).

Step 3. We will show that \( \Gamma \) is continuous.

Let \( \{ \varphi_n \} \subset \mathcal{D} \subset \text{PC}^{\varepsilon}_d(T, X) \), \( \varphi_n \to \varphi \) in \( \text{PC}^{\varepsilon}_d(T, X) \) as \( n \to \infty \). Then, we can find a bounded subset \( K \subseteq \Omega \) such that \( \varphi(\mathcal{R}_T(\tau, \varepsilon)) \subseteq K \), \( n \in \mathbb{N} \). By \( (H_2) \), for any \( \varepsilon > 0 \), there exists \( \delta_{\varepsilon} > 0 \) such that \( x, y \in K \) and \( \|x - y\| < \delta_{\varepsilon} \) implies that

\[ \|f(t, x) - f(t, y)\| < \varepsilon^* \text{ for all } t \in \mathcal{R}_T(\tau, \varepsilon), \]

and

\[ \|I_k(x) - I_k(y)\| < \varepsilon^* \text{ for all } k \in \mathbb{Z}. \]

For the above \( \delta_{\varepsilon}^* \), there exists \( n_0 \) such that \( \|\varphi_n(t) - \varphi(t)\| < \delta_{\varepsilon}^* \) for \( n > n_0 \) and \( t \in \mathcal{R}_T(\tau, \varepsilon) \), thus for \( n > n_0 \), we have

\[ \|f(t, \varphi_n(t)) - f(t, \varphi(t))\| < \varepsilon^* \text{ for all } t \in \mathcal{R}_T(\tau, \varepsilon), \]

and

\[ \|I_k(\varphi_n(t_{k_i, \varepsilon})) - I_k(\varphi(t_{k_i, \varepsilon}))\| < \varepsilon^* \text{ for all } i \in \mathbb{Z}. \]

Hence,

\[ \|\Gamma \varphi_n(t) - \Gamma \varphi(t)\| = \left\| \int_{-\infty}^{t} T(t, \sigma(s)) \left[ f(s, \varphi_n(s)) - f(s, \varphi(s)) \right] \Delta s \right\| + \left\| \sum_{k_{i-1} \leq t} T(t, \sigma(t)) \left[ I_k(\varphi_n(t_{k_i, \varepsilon})) - I_k(\varphi(t_{k_i, \varepsilon})) \right] \right\| \]

\[ \leq \int_{-\infty}^{t} K_0 e_{\varphi, \omega}(t, \sigma(s)) \left\| f(s, \varphi_n(s)) - f(s, \varphi(s)) \right\| \Delta s \]

\[ + \sum_{k_{i-1} \leq t} K_0 e_{\varphi, \omega}(t, \sigma(t)) \left\| I_k(\varphi_n(t_{k_i, \varepsilon})) - I_k(\varphi(t_{k_i, \varepsilon})) \right\| \]

\[ \leq \left[ K_0 (1 + (\mu + \varepsilon) \omega) + \frac{K_0}{1 - e_{\varphi, \omega}(\theta, 0)} \right] \varepsilon^*, \]

from which it follows that \( \Gamma \) is continuous.
Step 4. We will show that $D_t = \{\varphi(t) : \varphi \in D\}$ is a relatively compact subset of $X$ for each $t \in \mathcal{R}_T(\tau, \varepsilon)$.

By condition (3) in Definition 3.8, for any $\varepsilon^* > \varepsilon > 0$, there exists $\eta_{\varepsilon^*} > 0$, such that $|t - s| < \eta_{\varepsilon^*}$ implies $\|T(t, s) - 1\|_{B(X)} < \varepsilon^*$. Hence, we find that for $0 < |t - s| < \eta_{\varepsilon^*}$, $T(t, s)$ is a bounded linear operator in $X$. From (H3), i.e., $X$ is a finite dimensional Banach space, $T(t, s)$ is compact. Let $\|T(t, s)\|_{B(X)} \leq N_0$ for $0 < t - t_c < \eta_{\varepsilon^*}$, where

$$\eta_{\varepsilon^*} = \min \left\{ \frac{\omega \varepsilon^*}{2N_0 K_0 H_{1L_0} (1 + (\mu + \varepsilon) \omega)^\varepsilon}, \frac{(1 - e^{\omega \varepsilon^*} (\theta, 0)) \varepsilon^*}{2N_0 K_0 C_{2L_0}} \right\}.$$

For $t \in \mathcal{R}_T(\tau, \varepsilon)$, we define

$$\Gamma_{t_c} \varphi(t) = \int_{-\infty}^{t_c} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i+1}, \varepsilon} < t_c} T(t, t_{k_{i+1}, \varepsilon}) I_k(\varphi(t_{k_{i+1}, \varepsilon}))$$

$$= T(t, t_c) \left[ \int_{-\infty}^{t} T(t_c, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t_c} T(t_c, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon})) \right] = T(t, t_c) \Gamma \varphi(t_c),$$

and then we have

$$\Gamma \varphi(t) - \Gamma_{t_c} \varphi(t) = \int_{-\infty}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t} T(t, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon}))$$

$$- \int_{-\infty}^{t_c} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i+1}, \varepsilon} < t_c} T(t, t_{k_{i+1}, \varepsilon}) I_k(\varphi(t_{k_{i+1}, \varepsilon}))$$

$$= T(t, t_c) \left[ \int_{-\infty}^{t} T(t_c, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t_c} T(t_c, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon})) \right]$$

$$+ \int_{t_c}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t} T(t, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon}))$$

$$- \int_{-\infty}^{t_c} T(t_c, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i+1}, \varepsilon} < t_c} T(t_c, t_{k_{i+1}, \varepsilon}) I_k(\varphi(t_{k_{i+1}, \varepsilon}))$$

$$= T(t, t_c) \Gamma \varphi(t),$$

where $\Gamma \varphi(t) = \int_{t_c}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t_c} T(t, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon}))$. Since $\{\Gamma \varphi(t_c) : \varphi \in D\}$ is bounded and $T(t, t_c)$ is compact, $\{T(t, t_c) \Gamma \varphi(t_c) : \varphi \in D\}$ is a relatively compact subset of $X$.

Further, we have

$$\|\Gamma \varphi(t) - \Gamma_{t_c} \varphi(t)\| = \left\| \int_{t_c}^{t} T(t, \sigma(s)) f(s, \varphi(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t} T(t, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon})) \right\| = \|T(t, t_c)\|_{B(X)}$$

$$\leq \left\{ \frac{K_0 H_{1L_0} (1 + (\mu + \varepsilon) \omega)}{\omega} \int_{t}^{t_c} e^{\omega \varepsilon^*} (0, 0) + \frac{K_0 H_{1L_0} e^{\omega \varepsilon^*} (0, 0)}{1 - e^{\omega \varepsilon^*}} \right\} \|T(t, t_c)\|_{B(X)}$$

$$\leq \left\{ \frac{N_0 K_0 H_{1L_0} (1 + (\mu + \varepsilon) \omega)}{\omega} \right\} \left\{ \frac{N_0 K_0 H_{1L_0} (1 + (\mu + \varepsilon) \omega)}{1 - e^{\omega \varepsilon^*}} \right\} \eta < \frac{\varepsilon^*}{2} + \frac{\varepsilon^*}{2} = \varepsilon^*.$$

Thus, $D_t = \{\Gamma \varphi(t), \varphi \in D\}$ is a relatively compact subset of $X$ for each $t \in \mathcal{R}_T(\tau, \varepsilon)$.

By Step 2, we find that $\{\Gamma \varphi : \varphi \in D\}$ is equicontinuous at each interval $[t_{k_{i+1}, \varepsilon}, t_{k_{i+1}, \varepsilon}]_{\mathcal{R}_T(\tau, \varepsilon)}$, $i \in \mathbb{Z}$. Further, since $\{\Gamma \varphi : \varphi \in D\} \subset \text{PC}_{\eta_{\varepsilon^*}}(\mathcal{T}, X)$, it is a relatively compact set, and hence $\Gamma$ is a compact operator. Since $D$ is a closed convex set, it follows from the Schauder fixed point theorem that $\Gamma$ has a fixed point $\varphi$ in $D$. This fixed point $\varphi$ satisfies the integral equation

$$\varphi(t) = \int_{-\infty}^{t} T(t, \sigma(s)) \Delta s + \sum_{t_{k_{i}, \varepsilon} < t} T(t, t_{k_{i}, \varepsilon}) I_k(\varphi(t_{k_{i}, \varepsilon})).$$
almost-complete closedness time scale $T$

Therefore, \( \varphi \) is a weighted piecewise pseudo double-almost periodic mild solution for Eq. (1.1) on an almost-complete closedness time scale $T$. This completes the proof. \( \Box \)

The following existence result is based on the contraction principle.

**Theorem 3.16.** Assume the following conditions hold:

(A1) The family \( \{A(t) : t \in \mathcal{R}_T(\tau, \varepsilon)\} \) of operators in $X$ generates an exponentially stable evolution system \( \{T(t, s) : t \geq s, t, s \in \mathcal{R}_T(\tau, \varepsilon)\} \), i.e., there exist $K_0 > 1$ and $\omega > 0$ such that

\[
\|T(t, s)\|_{B(X)} \leq K_0 e^{\omega t/s}, \quad t \geq s,
\]

and for any $\varepsilon_2 > \varepsilon_1 > 0$, there exists a relatively dense set $\bar{T} \subset \Pi_{\varepsilon_1}$ such that if $\tau \in \bar{T}$, then

\[
\|T(t + \tau, s + \tau) - T(t, s)\|_{B(X)} < \varepsilon_2 e^{\omega (t/s)}, \quad t \geq s, t, s \in \mathcal{R}_T(\tau, \varepsilon_1);
\]

(A2) $f \in \text{WPDAP}^\varepsilon(T \times \Omega, \tilde{\rho})$, and $f$ satisfies the Lipschitz condition with respect to the second argument, i.e.,

\[
\|f(t, x) - f(t, y)\| \leq L_1 \|x - y\|, \quad t \in \mathcal{R}_T(\tau, \varepsilon), x, y \in \Omega;
\]

(A3) $I_k$ is a weighted pseudo-almost periodic sequence, and there exists a number $L_2 > 0$ such that

\[
\|I_k(x) - I_k(y)\| \leq L_2 \|x - y\|
\]

for all $x, y \in \Omega$, $k \in \mathbb{Z}$.

Further, assume that

\[
K_0 L_1 \left(1 + (\tilde{\mu} + \varepsilon)\omega\right) + \frac{K_0 L_2}{1 - e^{\omega (\theta \varepsilon, 0)}} < 1,
\]

where $\tilde{\mu} = \sup_{t \in T} \mu$ and $e_{\omega}(\theta \varepsilon, 0) := \sup_{t \in \mathbb{Z}} e_{\omega}(t_{k_{i+1}, \varepsilon}, t_{k_i, \varepsilon})$. Then, Eq. (1.1) has a weighted pseudo double-almost periodic solution.
Proof. Define the operator $\Gamma$ on WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$ as in the proof of Theorem 3.15. For $\varphi \in$ WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$, by (A$_2$) and (A$_3$), we have
\[
\|f(t, \varphi(t))\| \leq \|f(t, \varphi(t)) - f(t, 0)\| + \|f(t, 0)\| \leq L_1\|\varphi(t)\| + \|f(t, 0)\|,
\]
and
\[
\|I_k(\varphi(t_{k_i, \epsilon}))\| \leq \|I_k(\varphi(t_{k_i, \epsilon})) - I_k(0)\| \leq L_2\|\varphi(t_{k_i, \epsilon})\| + \|I_k(0)\|.
\]
Thus, $f(\cdot, \varphi(\cdot)) \in$ PC$_{rd}(T, X)$ and $I_k(\varphi(t_{k_i, \epsilon}))$ is a bounded sequence. Therefore, it follows from the proof of Theorem 3.15 that $\varphi \in$ WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$. Hence, $\Gamma$(WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)) \subset$ WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$. It suffices now to show that the operator $\Gamma$ has a fixed point in WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$. For $\varphi_1, \varphi_2 \in$ WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$, we have
\[
\|\Gamma\varphi_1(t) - \Gamma\varphi_2(t)\| = \left\| \int_{-\infty}^{t} \left( T(t, \sigma(s)) \left[ f(s, \varphi_1(s)) - f(s, \varphi_2(s)) \right] + \sum_{t_{k_i, \epsilon} < t} \left[ I_k(\varphi_1(t_{k_i, \epsilon})) - I_k(\varphi_2(t_{k_i, \epsilon})) \right] \right) \right\|
\]
\[
\leq \int_{-\infty}^{t} K_0 e^{\omega \theta}(t, \sigma(s)) \| f(s, \varphi_1(s)) - f(s, \varphi_2(s)) \| \Delta s
\]
\[
+ \sum_{t_{k_i, \epsilon} < t} K_0 e^{\omega \theta}(t, t_{k_i, \epsilon}) \| I_k(\varphi_1(t_{k_i, \epsilon})) - I_k(\varphi_2(t_{k_i, \epsilon})) \|
\]
\[
\leq \int_{-\infty}^{t} K_0 e^{\omega \theta}(t, \sigma(s)) L_1 \| \varphi_1(s) - \varphi_2(s) \| \Delta s
\]
\[
+ \sum_{t_{k_i, \epsilon} < t} K_0 e^{\omega \theta}(t, t_{k_i, \epsilon}) L_2 \| \varphi_1(t_{k_i, \epsilon}) - \varphi_2(t_{k_i, \epsilon}) \|
\]
\[
\leq \frac{K_0 L_1 (1 + (\tilde{\mu} + \epsilon) \omega)}{\omega} + \frac{K_0 L_2}{1 - e^{\omega \theta}(\epsilon \sigma, 0)} \| \varphi_1 - \varphi_2 \|
\]
Since
\[
\frac{K_0 L_1 (1 + (\tilde{\mu} + \epsilon) \omega)}{\omega} + \frac{K_0 L_2}{1 - e^{\omega \theta}(\epsilon \sigma, 0)} < 1,
\]
$\Gamma$ is a contradiction. Hence, $\Gamma$ has a fixed point in WPDAP$^\epsilon(T, \tilde{\rho}) \cap UPC^\epsilon(T, X)$. Thus Eq. (1.1) has a weighted pseudo double-almost periodic solution. This completes the proof. \hfill \Box

Finally, we investigate the stability of a weighted pseudo double-almost periodic solution for Eq. (1.1).

Theorem 3.17. Suppose the conditions of Theorem 3.16 hold. Assume further that $(\omega \oplus p) \oplus p < 0$, where $p = K_0 L_1 (1 + (\tilde{\mu} + \epsilon) \omega)$, $\tilde{\mu} = \sup_{t \in \mathbb{T}} \mu(t)$. Then, Eq. (1.1) has an exponentially stable weighted pseudo double-almost periodic mild solution.

Proof. By Theorem 3.16, we know that Eq. (1.1) has a weighted piecewise pseudo double-almost periodic mild solution $u(t)$, and in integral form can be written as:
\[
u(t) = T(t, s_0) u(s_0) + \int_{s_0}^{t} T(t, \sigma(s)) f(s, u(s)) \Delta s + \sum_{s_0 < t_{k_i, \epsilon} < t} T(t, t_{k_i, \epsilon}) I_k(u(t_{k_i, \epsilon})),
\]
where $t > s_0$, $s_0 \neq t_{k_i, \epsilon}$, $i \in \mathbb{Z}$.

Let $u(t) = u(t, s_0)$ and $v(t) = v(t, s_0)$ be two solutions of Eq. (1.1), then
\[
u(t) = T(t, s_0) v(s_0) + \int_{s_0}^{t} T(t, \sigma(s)) f(s, v(s)) \Delta s + \sum_{s_0 < t_{k_i, \epsilon} < t} T(t, t_{k_i, \epsilon}) I_k(v(t_{k_i, \epsilon})),
\]
\[
u(t) = T(t, s_0) v(s_0) + \int_{s_0}^{t} T(t, \sigma(s)) f(s, v(s)) \Delta s + \sum_{s_0 < t_{k_i, \epsilon} < t} T(t, t_{k_i, \epsilon}) I_k(v(t_{k_i, \epsilon})).
\]
Thus, it follows that
\[
\|u(t) - v(t)\| \leq \|T(t, s_0)[u(s_0) - v(s_0)]\| + \int_{s_0}^{t} T(t, \sigma(s))[f(s, u(s)) - f(s, v(s))]\,ds \\
+ \sum_{s_0 < t_{k_i, \varepsilon} < t} T(t, t_{k_i, \varepsilon})[I_k(u(t_{k_i, \varepsilon})) - I_k(v(t_{k_i, \varepsilon}))] \\
\leq \|T(t, s_0)[u(s_0) - v(s_0)]\| + \int_{s_0}^{t} \|T(t, \sigma(s))\|\|f(s, u(s)) - f(s, v(s))\|\,ds \\
+ \sum_{s_0 < t_{k_i, \varepsilon} < t} \|T(t, t_{k_i, \varepsilon})\|\|I_k(u(t_{k_i, \varepsilon})) - I_k(v(t_{k_i, \varepsilon}))\| \\
\leq K_0 e_{\ominus \omega}(t, s_0)\|u(s_0) - v(s_0)\| + \int_{s_0}^{t} K_0 L_1 e_{\ominus \omega}(t, \sigma(s))\|u(s) - v(s)\|\,ds \\
+ \sum_{s_0 < t_{k_i, \varepsilon} < t} K_0 L_2 e_{\ominus \omega}(t, t_{k_i, \varepsilon})\|u(t_{k_i, \varepsilon}) - v(t_{k_i, \varepsilon})\|.
\]

Let \(y(t) = \|u(t) - v(t)\|e_{\omega}(t, t_0)\), so that the above inequality can be written as
\[
y(t) \leq K_0 y(s_0) + K_0 L_1 (1 + (\bar{\mu} + \varepsilon)\omega) \int_{s_0}^{t} y(s)\,ds + K_0 L_2 \sum_{s_0 < t_{k_i, \varepsilon} < t} y(t_{k_i, \varepsilon}).
\]

Now, from Gronwall-Bellman’s inequality on time scales, we have
\[
y(t) \leq K_0 y(s_0) \prod_{s_0 < t_{k_i, \varepsilon} < t} K_0 L_2 e_{\rho}(t, t_0), \quad t \in \mathcal{B}_{\tau, \varepsilon},
\]
which is the same as
\[
\|u(t) - v(t)\| \leq K_0\|u(s_0) - v(s_0)\| \prod_{s_0 < t_{k_i, \varepsilon} < t} K_0 L_2 e_{\rho}(t, t_0)e_{\ominus \omega}(t, \sigma(t)).
\]

Hence, Eq. (1.1) has an exponentially stable weighted pseudo double-almost periodic mild solution. This completes the proof. \(\square\)

4. Applications

Here we propose some new dynamic models based on ACCTS in the real world, and some practical applications of our main results will be provided, which indicate that this theory works well, and not only unifies continuous and discrete situations, but also includes the situations “in between” in a broader sense. The models established on ACCTS are more suitable for precisely describing the reality with the law of almost cycle in practice.

The first application is to investigate the existence and stability of weighted pseudo double-almost periodic solutions of IBVP for a \(\Delta\)-partial dynamic equation.

**Application 4.1.** Let \(T\) be an almost-complete closedness time scale with \(\bar{\mu} < \frac{5}{3}\) and \(u \in PC_{\rho}(T \times [0, \pi_{\tau, \varepsilon}, \mathbb{R})\). Consider the following impulsive partial dynamic equation:

\[
\begin{align*}
\frac{\partial}{\partial t} u(t, x) &= \frac{\partial^2}{\partial x^2} u(t, x) + \frac{1}{180} \left( \sin t + \sin \sqrt{2}t + g(t) \right) \cos u(t, x), \\
& \quad t \in (\mathcal{B}_{\tau, \varepsilon}) \setminus \mathcal{B}, \ x \in [t_{k_2, \varepsilon}, t_{k_3, \varepsilon}] \setminus \mathcal{B}_{\tau, \varepsilon}, \ i_1, i_2 \in \mathbb{Z}, \\
\Delta u(t_{k_i, \varepsilon}, x) &= \beta_i u(t_{k_i, \varepsilon}, x), \quad i \in \mathbb{Z}, \ x \in [t_{k_1, \varepsilon}, t_{k_2, \varepsilon}] \setminus \mathcal{B}_{\tau, \varepsilon}, \ i, i_2 \in \mathbb{Z}, \\
u(t, t_{k_2, \varepsilon}) &= u(t, t_{k_1, \varepsilon}) = \varepsilon, \quad t \in \mathcal{B}_{\tau, \varepsilon},
\end{align*}
\]

(4.1)
where \( g \in \text{UPC}^\ell(\mathbb{T}, \mathbb{R}) \) satisfies \( |g(t)| \leq 1, \ (t \in \mathbb{R}(\tau, \varepsilon)) \) and

\[
\begin{align*}
t_{k_{i+1},\varepsilon} &= \inf \{ t \in \mathbb{R}(\tau, \varepsilon) : t > 0 \}, \\
t_{k_{i+1},\varepsilon} &= \sup \{ t \in \mathbb{R}(\tau, \varepsilon) : t < \pi \}, \\
p(t) &= |\sin t| + 1, \\
\beta_k &= \frac{1}{180} (\sin k + \sin \sqrt{2}k + g(k)),
\end{align*}
\]

and

\[
\mathcal{B}^\ell = \left\{ s_{k_{i},\varepsilon} = k_i + \frac{1}{8} |\sin k_i - \sin \sqrt{2}k_i| : i \in \mathbb{Z} \right\}.
\]

Let \( X = L^2[\mathcal{B}^{\ell}_{k_{i},\varepsilon}, \mathcal{B}^{\ell}_{k_{i},\varepsilon}] \) and let \( Au = \frac{\partial^2}{\partial x^2} u(t,x), \ u \in D(A). \) It follows from the same discussion as in Section 3.1 of [19] that the evolution system \( \{T(t,s) : t \geq s\} \) satisfies \( \|T(t,s)\| \leq e_{\ominus \ell}(t,s) (t \geq s) \) with \( K_0 = 1, \ \omega = 1/2. \) Further, it is easy to check that \( \{s_{i,j,\varepsilon}\}, \ i, j \in \mathbb{Z} \) is an equipotentially almost periodic sequence on \( \mathbb{R}, \) and

\[
\begin{align*}
t_{k} &= t_{k+1} - t_k = 1 + \frac{1}{8} |\sin(k+1) - \sin \sqrt{2}(k+1)| - \frac{1}{8} |\sin k - \sin \sqrt{2}k| \\
&\geq 1 - \frac{1}{8} |\sin(k+1) - \sin k - |\sin \sqrt{2}(k+1) - \sin \sqrt{2}k|| \\
&\geq 1 - \frac{1}{4} \left| \frac{\sin 2k+1}{2} \right| - \frac{1}{2} \left| \frac{\sin \sqrt{2}(2k+1)}{2} \right| \\
&\geq 1 - \frac{1}{4} \left| \frac{\sin 2 - \frac{1}{2} \sin \sqrt{2}}{2} \right| > \frac{2}{5}.
\end{align*}
\]

Hence, for any \( \{s_n\} \subset \mathbb{Z}, \) there exists a subsequence \( \{s_{n_m}\} \) such that \( \lim_{m \to \infty} s_{n_m} \) uniformly exists for all \( i \in \mathbb{Z}, \) let

\[
I_0 = \{ i_0 : t_{k_{i_0},\varepsilon} \in \mathbb{R}(\tau, \varepsilon) \},
\]

and one can obtain that for any \( \{s_n\} \subset \mathbb{Z}, \) there exists a subsequence \( \{s_{n_m}\} \) such that \( \lim_{m \to \infty} s_{n_m} \) uniformly exists for all \( i_0 \in I_0. \) Thus, \( \{s_{i,j,\varepsilon}\} \in \mathcal{B}^\ell \) is an equipotentially almost periodic sequence and

\[
\theta_{\varepsilon} = \inf_{i_0 \in I_0} (t_{k_{i_{i_0}+1},\varepsilon} - t_{k_{i_{i_0}},\varepsilon}) > \frac{2}{5} + \epsilon > 0, \ (t_{k_{i_{i_0}},\varepsilon} \in \mathcal{B}^\ell). \]

Now, let \( f(t,u) = \hat{c} \frac{1}{180} (\sin t + \sin \sqrt{2}t + g(t)) \cos u, \) where \( \hat{c} \) is some constant related to the number \( \varepsilon \) satisfying \( \hat{c} < 1 - e_{\ominus \ell}(\theta_{\varepsilon},0) \) and \( I_k(u) = \beta_k u = \frac{1}{60} \hat{c} u. \)

Clearly, both \( f \) and \( I_k \) satisfy the assumptions of Theorems 3.16 and 3.17 with \( L_1 = L_2 = \frac{1}{60} \hat{c}. \) Moreover,

\[
\begin{align*}
\frac{K_0 L_1 (1 + (\bar{u} + \varepsilon) \omega)}{\omega} + \frac{K_0 L_2}{1 - e_{\ominus \omega}(\theta_{\varepsilon},0)} \leq \frac{1}{30} \left( \frac{11}{6} + \frac{\varepsilon}{2} \right) + \frac{\hat{c}}{60 (1 - e_{\ominus \omega}(\theta_{\varepsilon},0))} \\
&< \frac{1}{30} \left( \frac{11}{6} + \frac{\varepsilon}{2} \right) + \frac{1}{60} \\
&< \frac{1}{30} \left( \frac{11}{6} + \frac{1}{2} \right) + \frac{1}{60} \approx 0.0944 < 1 \text{ for } \varepsilon < 1,
\end{align*}
\]

and since \( \bar{u} < \frac{5}{3}, \) it follows that \( 1 + (\bar{u} + \varepsilon) \omega < \frac{11}{6}, \) and hence

\[
(\ominus \omega) \oplus p = -\frac{\omega}{1 + \bar{u} \omega} + K_0 L_1 (1 + (\bar{u} + \varepsilon) \omega) - \frac{K_0 L_1 \omega \mu_\varepsilon}{1 + \bar{u} \omega} (1 + (\bar{u} + \varepsilon) \omega) \\
\leq -\frac{\omega}{1 + \bar{u} \omega} + K_0 L_1 (1 + (\bar{u} + \varepsilon) \omega)
\]
Consider the dynamic model in a simple closed economy with impulses on an almost-complete closedness time scale $T$. Considering the almost periodicity of time variables and sudden changes of status of the bankrupt of an enterprise will lead to a sudden decrease of personal income that will facilitate consumption of the aggregate investment and the government spending may suffer from sudden changes, for example, where $D$ is the difference between supply and demand after an almost equivalent time interval, and they may always follow the law that they are almost the same after an almost equivalent time interval. Therefore, government is only able to strike a rough balance between supply and demand after an almost equivalent time interval rather than after the exactly equivalent time interval. Furthermore, some factors like the aggregate demand, the aggregate consumption, the aggregate investment and the government spending may suffer from sudden changes, for example, bankruptcy of an enterprise will lead to a sudden decrease of personal income that will facilitate consumption level. Considering the almost periodicity of time variables and sudden changes of status of the model, we should optimize and fill the gaps of the classical Keynesian-Cross model. In the following, we consider the dynamic model in a simple closed economy with impulses on an almost-complete closedness time scale $T$:

\[
\begin{align*}
D(t) &= C(t) + I_0(t, y) + G(t, y), \quad t \in (\mathcal{T}_T(\tau, \varepsilon)) \setminus \mathbb{B}^\varepsilon, \\
C(t) &= C_0(t, y) + cy(t), \quad t \in (\mathcal{T}_T(\tau, \varepsilon)) \setminus \mathbb{B}^\varepsilon, \\
y^\Delta(t) &= \delta(D^\sigma - y^i), \quad t \geq a, \quad t \in (\mathcal{T}_T(\tau, \varepsilon)) \setminus \mathbb{B}^\varepsilon, \quad t \neq t_{k_i,\varepsilon}, \quad i \in \mathbb{Z}, \\
\Delta y(t_{k_i,\varepsilon}) &= I(y(t_{k_i,\varepsilon})) = y(t^+_i) - y(t^-_i), \quad t = t_{k_i,\varepsilon} \in \cup \mathbb{B}^\varepsilon, \quad i \in \mathbb{Z},
\end{align*}
\]

where $D$ is the aggregate demand, $y$ is the aggregate income, $C$ is the aggregate consumption, $I_0$ is the aggregate investment, $G$ is the government spending, $\delta < 1$ is a positive constant known as the speed of adjustment term, $C_0$ is the additional consumer income, and $c$ is non-negative constant.

In [26], $G$ and $I_0$ are taken as constants in (4.2), and current consumption is assumed to depend on current income in (4.3). Also, Eq. (4.4) means that the change in income is a fraction of excess demand at $\sigma(t)$ over income at $t$ (see [26]). However the aggregate investment $I_0$ and the government spending $G$ always depend on the aggregate income in real application. Hence, it is more appropriate to assume that $I_0, G, C_0 : T \times \mathbb{R} \to \mathbb{R}$ are weighted pseudo double-almost periodic functions, which satisfy the followings:

\[
\begin{align*}
|I_0(t, x) - I_0(t, y)| &\leq L_1|x - y|, \quad \forall x, y \in \mathbb{R}, \\
|G(t, x) - G(t, y)| &\leq L_2|x - y|, \quad \forall x, y \in \mathbb{R}, \\
|C_0(t, x) - C_0(t, y)| &\leq L_3|x - y|, \quad \forall x, y \in \mathbb{R}.
\end{align*}
\]

It is worth noting that we have introduced the impulsive effect term in Eq. (4.4) since the aggregate income may have a sudden change in some special cases if an economic crisis happens.

Substituting (4.2) and (4.3) in (4.4), we obtain

\[
\begin{cases}
y^\Delta(t) = \delta(C_0(t, y) + cy^i + I_0(t, y) + G(t, y) - y), & t \in (\mathcal{T}_T(\tau, \varepsilon)) \setminus \mathbb{B}^\varepsilon, \quad t \neq t_{k_i,\varepsilon}, \quad i \in \mathbb{Z}, \\
\Delta y(t_{k_i,\varepsilon}) = I(y(t_{k_i,\varepsilon})) = y(t^+_i) - y(t^-_i), & t = t_{k_i,\varepsilon} \in \cup \mathbb{B}^\varepsilon, \quad i \in \mathbb{Z}.
\end{cases}
\]

Now, using the formula $y^\sigma = y + \mu y^\Delta$ and assuming that $1 - \delta \varepsilon \neq 0$ for $t > a$, we have

\[
\begin{cases}
y^\Delta(t) = \frac{\delta(c - 1)}{1 - \delta \varepsilon \mu(t)} y + \frac{\delta(C_0(t, y) + I_0(t, y) + G(t, y))}{1 - \delta \varepsilon \mu(t)} := a(t)y + g(t), \\
\Delta y(t_{k_i,\varepsilon}) = I(y(t_{k_i,\varepsilon})) = y(t^+_i) - y(t^-_i), & t = t_{k_i,\varepsilon} \in \cup \mathbb{B}^\varepsilon, \quad i \in \mathbb{Z}.
\end{cases}
\]
Note that $T$ is an almost-complete closedness time scale, thus the graininess functions $|μ_ε(t) - μ(t)| < ε$. Moreover, we assume that $|I[y_1] - I[y_2]| ≤ L|y_1 - y_2|$, for all $y_1, y_2 ∈ R$, and $c < 1$ or $μ(t) > \frac{1}{cδ}$ for every $t ∈ T$, i.e.,

$$c < 1 \text{ or } μ_ε(t) > \frac{1}{cδ} - ε \quad \text{for every } t ∈ R_T(τ, ε),$$

and then we find that (4.5) admits an exponential dichotomy with the projection $P = E$, where $E$ is the identity projection, i.e., $∥T(t,s)∥ = |X(t)X^{-1}(s)| ≤ K_π∥e_ω(t,s)∥, t ≥ s, s ∈ R_T(τ, ε)$. Hence, $(A_1)$-$(A_2)$ of Theorem 3.16 are satisfied. Further, if we assume that

$$\max_{1 ≤ i ≤ 3} |L_i| < \frac{ω}{2K_0(1 + (μ + ε)ω)} \text{ and } L < \frac{1 - e ∩ ω(θ_ε, 0)}{2K_0},$$

where $θ_ε = \inf_1 t_{k_i, ε}^1$ and $\{t_{k_i, ε}\} ∈ B^ε$, then $(A_3)$ of Theorem 3.16 is also satisfied. Therefore, we conclude that Eq. (4.5) has a weighted piecewise pseudo double-almost periodic solution. Furthermore, if $max(L_1, L_2, L_3)$ is small enough, we can easily see that all the conditions of Theorem 3.17 are also satisfied. Hence, Eq. (4.5) has a unique weighted piecewise pseudo double-almost periodic solution which is exponentially stable.

**Application 4.3.** Consider the following dynamic equation on an almost-complete closedness time scale $T$:

$$\begin{align*}
\begin{cases}
    x^A(t) = Ax(t) + f(t, x), & t ∈ (R_T(τ, ε)) \setminus B^ε, t ≠ t_{k, i, ε} = k_i, i ∈ I_0, \\
    Ax(t_{k, i, ε}) = I_k(t_{k, i, ε}, x), & t = t_{k, i, ε} = k_i ∈ \cup B^ε, \\
\end{cases}
\end{align*}$$

where

$$T = P_{a_i sin \sqrt{3}t + sin \sqrt{7}t}, k_i ∈ I_0 := \{k_0 ∈ (R_T(τ, ε)) \cap (\cup_{k=−\infty}^{+\infty}(k + |\sin \sqrt{3}k + \sin \sqrt{7}k|), k ∈ Z\},$$

$$A = \begin{pmatrix}
    -7 & 0 \\
    0 & -7
\end{pmatrix}, f(t, x) = \begin{pmatrix}
    \frac{1}{30} cos \sqrt{2}tx_2 \\
    \frac{1}{40} sin \sqrt{3}tx_1
\end{pmatrix}, t ≠ t_{k, i, ε} = k_i, i ∈ Z,$$

$$I_k(t_{k, i, ε}, x) = \begin{pmatrix}
    \frac{3}{60} cos 2\sqrt{3}kx_1(k_i) \\
    \frac{1}{60} sin 2\sqrt{2}kx_2(k_i)
\end{pmatrix}, t = t_{k, i, ε} = k_i ∈ Z.$$

Assume that for all $t ∈ T$, there exists some $ε_0 > 0$ such that $|μ(t) - \frac{1}{T}| ≥ ε_0$. Hence, we can obtain

$$|μ_ε(t) - \frac{1}{T}| ≥ |μ(t) - μ_ε(t)| - |μ(t) - \frac{1}{T}| ≥ ε_0 - ε, t ∈ R_T(τ, ε),$$

which implies that $μ_ε(t) ≠ \frac{1}{T}$ for $ε < ε_0$.

Therefore, for all $t ∈ R_T(τ, ε), E + μ(t)A$ is invertible, so $A ∈ R$. It is a routine calculation to show that the eigenvalues of the coefficient matrix $A$ are $λ_1 = λ_2 = −7$, and hence in view of Theorem 5.35 in [7, pp.201], the P-matrices are given by

$$P_0 = \begin{pmatrix}
    1 & 0 \\
    0 & 1
\end{pmatrix}, \quad P_1 = (A - λ_1 E)P_0 = \begin{pmatrix}
    0 & 0 \\
    0 & 0
\end{pmatrix}.$$

We choose $r^A_1 = −7r_1, r_1(t_0) = 1, r^A_2 = r_1 - 7r_2, r_2(t_0) = 0$. Solving the first IVP for $r_1$, we find $r_1 = e_{−7}(t, t_0)$. Next, solving the second IVP, that is, $r^A_2 = −7r_2 + e_{−7}(t, t_0), r_2(t_0) = 0$, we obtain

$$r_2 = e_{−7}(t, t_0) \int_{t_0}^t \frac{ds}{1 - 7μ(s)}.$$
Thus, from Theorem 5.3 in [7, pp.201], we get
\[
e_A(t, t_0) = r_1(t)P_0 + r_2(t)P_1 = e_{-\gamma}(t, t_0) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Therefore, for \( t > s \), we have
\[
||X(t)P_0X^{-1}(s)|| = \left| e_{-\gamma}(t, t_0) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} e_{-\gamma}(s, t_0) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right| \leq \sqrt{2} e_{\Theta}(t, s).
\]
Hence, Eq. (4.6) admits an exponential dichotomy with a projection \( P = E \), where \( E \) is the identity projection. Further, since \( L_1 = \sqrt{\frac{2}{3}} \), \( L_2 = \frac{3\sqrt{3}}{20} \), \( K_0 = \sqrt{2} \), \( \omega = 3 \), for \( 0 < \mu < 2 \) and \( \sigma < 1 < e_{\Theta}(0, \theta) \), we have
\[
\frac{K_0L_1(1 + (\mu + \epsilon)\omega)}{\omega} + \frac{K_0L_1}{1 - e_{\Theta}(\theta, 0)} < \frac{1}{45}(7 + 3\epsilon) < 0.2222 < 1 \quad \text{for} \quad \epsilon < 1,
\]
and \( (\Theta \omega) \oplus p = -\frac{\omega}{1 + \mu \epsilon} + \frac{K_0L_1(1 + (\mu + \epsilon)\omega)}{(1 + \mu \epsilon) \omega} \leq -0.2333 < 0 \quad \text{for} \quad \epsilon < 1,
\]
where \( p = K_0L_1(1 + (\mu + \epsilon)\omega) \). Hence, by Theorems 3.16 and 3.17, Eq. (4.6) has a unique weighted pseudo double-almost periodic solution satisfying:
\[
x(t) = \int_{-\infty}^{t} e_{-\gamma}(t, \sigma(s)) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \left( \begin{pmatrix} 0 & \cos \sqrt{2}x_2 \\ \sin \sqrt{2}x_1 \end{pmatrix} \right) \Delta s + \sum_{\epsilon < k_i < t} e_{-\gamma}(t, k_i) \left( \begin{pmatrix} \frac{3}{5} \cos 3k_i x_1(k_i) \\ \frac{6}{5} \sin 2\sqrt{3}k_i x_2(k_i) \end{pmatrix} \right), \quad i \in \mathbb{Z},
\]
which is exponentially stable.

**Application 4.4.** Consider the following impulsive BAM neural networks:
\[
\begin{align*}
x^A_i(t) &= \sum_{j=1}^{m} a_{ij}(t)x_j(t) + \sum_{j=1}^{m} \alpha_{ij}(t)f_j(y_j(t)) + \gamma_i(t), \\
\Delta x_i(t_{k_i}) &= a_{ik}x_i(t_{k_i}) + l_{ik}(x_i(t_{k_i})) + p_{ik}, \\
y^A_j(t) &= \sum_{i=1}^{n} b_{ji}(t)y_j(t) + \sum_{i=1}^{n} \beta_{ji}(t)g_i(x_i(t)) + \nu_j(t), \\
\Delta y_j(t_{k_i}) &= b_{jk}y_j(t_{k_i}) + j_{jk}(y_j(t_{k_i})) + w_{jk},
\end{align*}
\]
where \( n, m \) are the numbers of neurons in layers, \( x_i(t) \) and \( y_j(t) \) denote the activations of the ith neuron and the jth neuron at time \( t \), \( a_{ij} \) and \( b_{ji} \) represent the rate with which the ith neuron and the jth neuron will reset their potential to the resting state in isolation when they are disconnected from the network and the external inputs at time \( t \), \( f_j, g_i \) are the input-output functions (the activation functions), \( \alpha_{ij}, \beta_{ji} \) are elements of feedback templates at time \( t \), \( \gamma_i, \nu_j \) denote biases of the ith neuron and the jth neuron at time \( t \), \( \Delta x_i(t_{k_i}) = x_i(t_{k_i}) - x_i(t_{k_i+1}) \), \( \Delta y_j(t_{k_i}) = y_j(t_{k_i}) - y_j(t_{k_i+1}) \) are impulses at moments \( t_{k_i} \) and \( t_{k_i} < t_{k_i+1} < \ldots \) is a strictly increasing sequence such that \( \lim_{k_i \to \infty} t_{k_i} = +\infty \), \( a_{ik}, b_{jk}, p_{ik}, w_{jk} \in \mathbb{R}, \ l_{ik}, j_{jk} \in \mathbb{C}(\mathbb{R}, \mathbb{R}), \ i = 1, 2, \ldots, n, \ j = 1, 2, \ldots, m, \)

We introduce the following conditions.

\((H_1)\) The functions \( a_{ij}, b_{ij}, \alpha_{ij}, \beta_{ji}, \gamma_i, \nu_j \in \text{PC}_{rd}(\mathbb{T}, \mathbb{R}) \) are weighted piecewise pseudo double-almost periodic on \( \mathbb{T}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, m. \) We denote by \( \lambda_i(t) \) the eigenvalues of matrix \( A(t) \).

There exist positive constants \( \overline{\alpha}_{ij}, \overline{\beta}_{ji}, \lambda \) such that
\[
\sup_{t \in \mathbb{T}} |\alpha_{ij}| = \overline{\alpha}_{ij} < \infty, \sup_{t \in \mathbb{T}} |\beta_{ji}| = \overline{\beta}_{ji} < \infty, \Re \lambda_{i_0}(t) < -\lambda, i_0 = 1, 2, \ldots, m + n.
\((H_2)\) \(\{a_{ik}\}, \{b_{jk}\}, \{p_{lk}\}, \{w_{jk}\}\) are weighted pseudo almost periodic sequences and \(I_{ik}, J_{jk}\) are weighted pseudo almost periodic uniformly with respect to \(x_i, y_j \in \mathbb{R}\), respectively, satisfying \(I_{ik}(0) = I_{jk}(0) = 0\), \(i = 1, 2, \ldots, n\), \(j = 1, 2, \ldots, m\), and the following holds
\[
|I_{ik}(x) - I_{ik}(y)| \leq |I_{i}|x - y|, |J_{jk}(x) - J_{jk}(y)| \leq |J_{j}|x - y|, x, y \in \mathbb{R}, k \in \mathbb{Z}.
\]

\((H_3)\) The functions \(f_j, g_i \in C(\mathbb{R}, \mathbb{R}), i = 1, 2, \ldots, n, j = 1, 2, \ldots, m\), satisfy
\[
0 < \sup_{x \in \mathbb{R}} |f_j(x)| < \infty, f_j(0) = 0, 0 < \sup_{x \in \mathbb{R}} |g_i(x)| < \infty, g_i(0) = 0,
\]
and there exist constants \(F_j > 0\) and \(G_i > 0\) such that
\[
|f_j(x) - f_j(y)| < F_j|x - y|, |g_i(x) - g_i(y)| < G_i|x - y|, x, y \in \mathbb{R}.
\]

\((H_4)\) The set of sequences \(\{t_{k_{l}, \varepsilon}\}_l\) are equipotentially almost periodic and \(\inf_{\varepsilon} t_{k_{l}, \varepsilon} = \theta_{\varepsilon} > 0\), where
\[
t_{k_{l}, \varepsilon} = t_{k_{l+\varepsilon}, \varepsilon} - t_{k_{l}, \varepsilon}, \varepsilon \in \mathbb{Z}, j \in \mathbb{Z}.
\]

\((H_5)\) \(r < 1\), where
\[
r = \frac{K(1 + \lambda(\bar{\mu} + \varepsilon))}{\lambda} \left( \sum_{i=1}^{n} \sum_{j=1}^{m} (\alpha_{ij} F_j + \beta_{ij} G_i) \right) + \frac{K}{1 - e^{-\lambda(\theta_{\varepsilon}, 0)}} \sum_{i=1}^{n} I_i + \sum_{j=1}^{m} J_j,
\]
where \(\sup_{\varepsilon} e^{-\lambda(t_{k_{l+\varepsilon}, \varepsilon}, t_{k_{l}, \varepsilon})} := e^{-\lambda(0, 0)}\).

\((H_6)\) \((\ominus \lambda) \oplus p < 0\), where
\[
p = K(1 + (\bar{\mu} + \varepsilon) \lambda) \sum_{i=1}^{n} \sum_{j=1}^{m} (\alpha_{ij} F_j + \beta_{ij} G_i).
\]

From the hypotheses \((H_1)-(H_6)\), it follows that all conditions of Theorems 3.16 and 3.17 are satisfied, and thus the system (4.7) has a unique weighted piecewise pseudo double-almost periodic solution which is exponentially stable.
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