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Abstract

Motivated by questions arising in the study of harmonic maps and Yang Mills theory, we study new techniques for producing optimal monotonicity relations for geometric partial differential equations. We apply these results to sharpen epsilon regularity results. As a sample application, we analyze energy minimizing maps from compact manifolds to the space of Hermitian matrices, where the energy of the map includes the usual kinetic term and a singular potential designed to force the image of the map to lie in a set homotopic to a Grassmannian.
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List of Abbreviations and Symbols

Symbols

\( \mathbb{R}^k \) \( k \)-dimensional Euclidean space

\( M, N \) Riemannian manifolds

\( \text{dim}(M) \) Dimension of \( M \)

\( g_{ij}, \tilde{g}_{\alpha\beta} \) Metric on Riemannian manifolds

\( \Gamma^k_{ij}, \tilde{\Gamma}^\gamma_{\alpha\beta} \) Levi-Civita connection on Riemannian manifolds

\( TM \) Tangent bundle of \( M \)

\( T^*M \) Cotangent bundle of \( M \)

\( \text{Ric} \) Ricci curvature 2-tensor

\( \text{Hess}(W) \) Hessian matrix of some function \( W \)

\( d, d^* \) Exterior derivative and its adjoint

\( d\text{vol} \) Volume form of some Riemannian manifold

\( \Delta \) Laplace-Beltrami operator

\( \nabla_X \) Covariant derivative along vector field \( X \)

\( B_R(x) \) Geodesic ball centered at \( x \) with radius \( R \)

\( S_R(x) \) Geodesic sphere centered at \( x \) with radius \( R \)

\( P_R(x, t) \) The set \( \{(y, \tau) \in M | |y - x| \leq R, |\tau - t| \leq R^2 \} \) of Riemannian manifold \( M \).

\( T_R(t) \) The set \( M \times [t - 4R^2, t - R^2] \) of Riemannian manifold \( M \)
Introduction

1.1 Harmonic Maps

Let $M$ be a compact Riemannian manifold and $N$ a complete Riemannian manifold. Let $f : M \to N$ be a smooth map. $df$ is a section of the vector bundle $T^*M \otimes f^*(TN)$ over $M$. Denote the metrics of $M$ and $N$ by $g^{ij}$ and $\tilde{g}^{\alpha\beta}$ and the respective connections by $\Gamma^k_{ij}$ and $\tilde{\Gamma}^{\alpha}_{\beta\gamma}$. The kinetic energy functional is defined to be

$$E(f) = \int_M \frac{1}{2} |df|^2 \, d\text{vol} = \int_M e(f) \, d\text{vol}.$$  \hfill (1.1)

We are interested in finding representatives of each homotopy class of $M$ that minimize the above energy. Harmonic maps are the critical points of $E(f)$. They satisfy the corresponding Euler-Lagrange equation:

$$\Delta f^\alpha + g^{ij} \tilde{\Gamma}^{\alpha}_{\beta\gamma} \frac{\partial f^\beta}{\partial x^i} \frac{\partial f^\gamma}{\partial x^j} = 0, \quad \forall \alpha = 1, \cdots, \dim(N). \hfill (1.2)$$

Here, we follow the Einstein summation notation. $\Delta$ is the Laplace-Beltrami operator on $M$. When the dimension of $M$ is 1, harmonic maps are closed geodesics on $N$.

This Euler-Lagrange equation is a non-linear elliptic equation, where the nonlinearity arises from the quadratic term

$$Q^\alpha(df, df) = g^{ij} \tilde{\Gamma}^{\alpha}_{\beta\gamma} \frac{\partial f^\beta}{\partial x^i} \frac{\partial f^\gamma}{\partial x^j}. \hfill (1.3)$$

A typical approach to constructing harmonic maps is to study the solution $f_t$ to the corresponding parabolic flow

$$\frac{\partial f}{\partial t} + \Delta f + Q(df, df) = 0. \hfill (1.4)$$
This is the gradient flow of $E(f)$, which decreases $E(f)$. We want to know whether $f_t$ converges to a harmonic map when $t \to \infty$. One of the difficulties comes from the quartic term of the induced equation of the energy density

$$e(f) = \frac{1}{2} |df|^2. \quad (1.5)$$

The sign of this quartic term is determined by the Riemannian curvature of the target manifold $N$.

The following result from Eells and Sampson [6] shows the existence of harmonic maps in each homotopy class of $M$ when the target manifold $N$ has non-positive Riemannian curvature:

**Theorem 1** (Eells - Sampson [6]). Let $M$ be compact and $N$ complete. Suppose $N$ has non-positive Riemannian curvature and $f : M \to N$ is a continuous map. Let $f_t$ be the solution to (1.4) with $f_t(0, x) = f_0(x)$. If $f_t$ is bounded as $t \to \infty$, then $f_t$ is homotopic to a harmonic map $f_\infty$ with $E(f_\infty) \leq E(f)$. Furthermore, if $N$ is compact with non-positive Riemannian curvature, every homotopy class of maps from $M$ to $N$ contains a harmonic map that minimizes the energy $E(f)$.

While negatively curved target manifolds guarantee the existence of harmonic maps, the existence of harmonic maps when $f$ is mapped into a non-negatively curved manifold is more complicated. For example, Schoen and Uhlenbeck [15] proved the following result:

**Theorem 2** (Schoen-Uhlenbeck [15]). Consider maps $f : \mathbb{R}^n \to S^k$, where $S^k$ is the Euclidean $k$-sphere. Let

$$d(k) = \begin{cases} 
3, & k = 3 \\
\min\{\frac{1}{2}k + 1, 6\}, & k \geq 4
\end{cases}$$

If $k \geq 3$ and $n \leq d(k)$, there is no non-constant minimizing harmonic map $f$ from $\mathbb{R}^n$ to $S^k$.

Leung ([8]) showed the following

**Theorem 3** (Leung [8]). For $n \geq 3$, there exists no non-constant stable harmonic maps from any compact Riemannian manifolds to $S^n$.

Since minimizing harmonic maps may not always exist for a given target manifold, we are interested in understanding when smooth harmonic maps do exist and how singularities develop when smooth minimal harmonic maps do not exist. In the elliptic case, Schoen and Uhlenbeck [14] showed that for any energy minimizing map $f : M \to N$ with $\|f\|_{W^{1,2}} < \infty$ and image($f$) is a compact subset of $N$, the Hausdorff co-dimension of its singularity set is at least 3.
1.2 Sigma Model Approach

Instead of considering the usual energy functional $E(f) = \int_M \frac{1}{2} |df|^2 \, d\text{vol}$, which includes only the kinetic energy, we first isometrically embed $N$ in $\mathbb{R}^k$ and now allow the image of $f$ to stay in a tubular neighborhood of the target manifold $N$, i.e., $f : M \to \mathbb{R}^k \supset N$. Imposing a potential energy $W(f)$, we hope the solution will be pushed to stay on the target manifold. Therefore, we consider

$$E(f) = \int_M \left( \frac{1}{2} |df|^2 + W(f) \right) \, d\text{vol}. \tag{1.6}$$

We denote the new energy density as

$$e(f) = \frac{1}{2} |df|^2 + W(f). \tag{1.7}$$

By variational calculus,

$$\frac{d}{ds} E(f_s) \bigg|_{s=0} = \int_M \left( \langle df, d \left( \frac{\partial f}{\partial s} \right) \rangle + \langle \nabla W(f), \frac{\partial f}{\partial s} \rangle \right) \, d\text{vol} \bigg|_{s=0},$$

$$= \int_M \left( \langle d^* df + \nabla W(f), \frac{\partial f}{\partial s} \rangle \right) \, d\text{vol} \bigg|_{s=0}. \tag{1.8}$$

Thus, $f$ is a critical point of $E$ only when $f$ satisfies the elliptic equation

$$d^* df + \nabla W(f) = 0. \tag{1.9}$$

The induced Laplace equation of the energy density $e(f)$ of the critical map $f$ is

$$\Delta e(f) = \Delta \left( \frac{1}{2} |df|^2 + W(f) \right)$$

$$= - |\nabla df|^2 + \langle d^* df, df \rangle - \text{Ric}(df, df) + \langle \nabla W, d^* df \rangle - \langle d \nabla W(f), df \rangle \tag{1.10}$$

$$= - |\nabla df|^2 - \text{Ric}(df, df) - |\nabla W|^2 - 2 \text{Hess}(W)_{AB} \langle df^A, df^B \rangle.$$

In the last step, we apply the fact that $f$ satisfies $d^* df + \nabla W(f) = 0$. $\text{Hess}(W)_{AB}$ is the Hessian matrix of $W$ in the $A, B$ direction.

We also examine the corresponding gradient flow. Now assume $f(t, x) : M \times I \to \mathbb{R}^k \supset N$ is a family of functions such that $f(t, x)$ (also denoted as $f_t(x)$) satisfies

$$\frac{\partial f_t}{\partial t} + d^* df_t + \nabla W(f_t) = 0, \quad \text{with } f(0, x) = f_0(x) \text{ smooth and its image on } N. \tag{1.11}$$

It can be easily shown that the energy $E(f_t)$ decreases along the flow

$$\frac{d}{dt} E(f_t) = \int_M \left( \langle d^* df_t + \nabla W(f_t), \frac{\partial f_t}{\partial t} \rangle \right) \, d\text{vol} = - \int_M \left| \frac{\partial f_t}{\partial t} \right|^2 \, dx \leq 0. \tag{1.12}$$
Our focus has turned to the existence and regularity of \( f_t(x) \) when \( t \to \infty \) and if so, whether \( f_\infty(x) = \lim_{t \to \infty} f_t(x) \) will stay on the target manifold \( N \).

The induced heat equation of the energy density \( e(f_t) \) of (1.11) is

\[
\left( \frac{\partial}{\partial t} + \Delta \right) e(f_t) = \left( \frac{\partial}{\partial t} + \Delta \right) \left( \frac{1}{2} |df_t|^2 + W(f_t) \right) \\
= -|\nabla df_t|^2 + \langle d^* df_t, df_t \rangle - \text{Ric}(df_t, df_t) + \langle d f_t, df_t \rangle \\
+ \langle \nabla W(f_t), d^* df_t \rangle + \langle \nabla W(f_t), f_t \rangle - \text{Hess}(W)_{AB} \langle df_t^A, df_t^B \rangle \\
= -|\nabla df_t|^2 - |\nabla W(f_t)|^2 - \text{Ric}(df_t, df_t) - 2\text{Hess}(W)_{AB} \langle df_t^A, df_t^B \rangle.
\]

(1.13)

Here \( f_t = \frac{\partial f_t}{\partial t} \) and we apply the equation \( f_t + d^* df_t + \nabla W(f_t) = 0 \) in the last step.

In Chen and Struwe ([1]), \( W(f_t) = K\chi(\text{dist}(f_t, N)) \). Here, \( \chi(x) \) is a smooth function, \( \chi(x) = x \) when \( x < R_M \), the lower bound of the injectivity radius of \( M \), and \( \chi(x) \) is constant when \( x \equiv R_M \). \( \text{dist}(f_t, N) \) is the distance function between the image of \( f_t \) and \( N \). Since \( \chi(\text{dist}(f_t, N)) \) is a bounded function, one can show that both \( |\nabla W|^2 \) and \( \text{Hess}(W)_{AB} \) can be bounded by some constant depending on \( W \), and therefore, we have the inequality

\[
\left( \frac{\partial}{\partial t} + \Delta \right) e(f_t) \leq (C_1 e(f_t) + C_2) e(f_t).
\]

(1.14)

Chen and Struwe [1] proved the following result

**Theorem 4 (Chen-Struwe [1]).** Suppose \( f : M \times \mathbb{R}_+ \to N \) is a limit of a sequence \( \{f_k\} \) with \( \{f_k\} \) solving the parabolic harmonic equation (1.11) and with uniformly finite energy

\[ E(f_k)(t) \leq E_0 < \infty, \quad \text{for } t > 0, \]

in the sense that \( E(f) \leq E_0 \) almost everywhere and \( df_k \to df \) weakly in \( L^2(Q) \) for any compact set \( Q \subset M \times \mathbb{R}_+ \). Then \( f \) solves the parabolic harmonic equation (1.11) in the classical sense and is regular on a dense open set whose complement \( \Sigma \) has locally finite Hausdorff co-dimension 2 with respect to the parabolic metric.

This thesis began as an exploration of the sigma-model approach to harmonic maps in the context of Grassmannian target spaces. Grassmannians are of fundamental interest due to their role as classifying spaces. They are equipped with a wealth of explicitly computable algebraically defined potential energy functions, and they are positively curved. The latter feature means that we have no effective means for determining which maps are homotopic to stable harmonic maps and which are not. Perhaps in such an explicit example, one might find new criteria guaranteeing the existence or nonexistence of stable harmonic maps.
It is convenient to identify the Grassmannian $\text{Gr}(k, \mathbb{C}^l)$ of $k$ planes in $\mathbb{C}^l$ with the space of hermitian involutions (rather than hermitian projections). With this identification, we note that the connected component of the space of rank $l$ hermitian matrices with nonzero determinant which contains $\text{Gr}(k, \mathbb{C}^l)$ is homotopically equivalent to $\text{Gr}(k, \mathbb{C}^l)$. Hence for topological purposes, it may be of interest to replace the target space $\text{Gr}(k, \mathbb{C}^l)$ with this connected component in the harmonic mapping problem.

In making this replacement, we are led to modify the usual sigma model approach where one chooses a sequence of potential energies which in some limit force a map to lie on the desired target space, with a single repulsive potential $W$ which simply prevents the map from entering a forbidden region - $\{ f : \det(f) = 0 \}$. In particular, we choose $W$ so that $W(f) = \infty$ if and only if $\det(f) = 0$, and $W$ is smooth elsewhere.

In this new problem, issues of the singularity of a minimizing map $f$ become translated into possibly more accessible and explicit issues about singularities of $W(f)$. In fact, in order to show minimizers are smooth, one simply has to find conditions under which the potential energy remains bounded. We have not yet found such conditions. In these early explorations, we have been led first to sharpen the $\epsilon$-regularity and monotonicity techniques which form the core of the regularity theory of harmonic maps and test them against explicit choices of algebraic potentials.

For example we consider the potential

$$W^L_b := \text{trace}((f^{2L} + bI)^{-1})$$

where $I$ is the $l \times l$ identity matrix. We would prefer to set $b = 0$, but for many arguments, $b > 0$ is convenient. Thus we need effective estimates in order to prevent a minimizer from wandering out of the desired component. Of course, we do not expect such a result to hold without additional (as yet undiscovered) hypotheses. So instead, we first test our techniques by estimating the size of the bad set.

We obtain the following theorems of bounds of $e^L_b(f) = \frac{1}{2} |df|^2 + W^L_b(f)$:

**Theorem 5** (See Theorem 20). Suppose $f$ solves the elliptic equation

$$d^* df + W^L_b(f) = 0 \quad \text{with } E(f) \text{ finite.} \quad (1.15)$$

There exists $\epsilon_0 = \frac{b^\frac{1}{L}}{2C}$, with $C$ depending only on $M, l, L$, such that if there exists $R < \rho$, and

$$\Phi^L_b(x_0, R) = \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x)) e^L_b(f) \, d\text{vol} \leq \epsilon_0, \quad (1.16)$$

then for any $\delta \leq \frac{3}{4}$,

$$\sup_{B_{\delta R}(x_0)} e^L_b(f) \leq \frac{c(L, l, M) b^\frac{1}{L}}{(\delta R)^{2-p_0}}. \quad (1.17)$$

Here, $\nu(r, x)$ and $p_0$ are defined as in Chapter 2 (2.10) and (2.31).
**Theorem 6** (See Theorem 21). Suppose $f_t$ solves the parabolic equation

$$\frac{\partial f_t}{\partial t} + d^*df_t + W^L_b(f_t) = 0 \quad \text{with } f_0 \in \text{Gr}(k, C^l) \text{ and } E(f_0) \text{ finite.} \quad (1.18)$$

Here $f_t$ exists and is smooth for some $T < \infty$.

There exists $\epsilon_0 = \frac{b^{\frac{1}{2}}}{2C}$ with $C$ depending only on $M, l, L$, such that if there exists $R$ with $0 < R < \sqrt{t_0 - t}/2$ and

$$\Psi((x_0, t_0), R) = \int_{t_0 - 4R^2}^{t_0 - R^2} \frac{1}{(t_0 - t)^{\nu_0}} \int_M G_{(x_0, t_0)}(x, t) e^L_b(f_t) \phi^2 \, d\text{vol} \, dt \leq \epsilon_0, \quad (1.19)$$

then for any $\delta$ depending only on $M, R$, we have

$$\sup_{P_{3R(z_0)}} e_b^L(f) \leq \frac{c(L, l, M)b^{\frac{1}{2}}}{(\delta R)^{2-2\nu_0}}. \quad (1.20)$$

Here $z_0 = (x_0, t_0), \nu_0$ is the same ratio defined in (2.10) and the theorem holds when $\nu_0 = 0$.

When $L = 1$, we also derive the absolute bound of $e_b(f)$ over the entire manifold $M$. Here we denote $\sup_M e_b(f) = e_M$.

$$e_M \leq C(M)E_b(f)\frac{2m-2}{2m-1}b^{-\frac{2m-1}{m-1}}. \quad (1.21)$$

(See (5.45))

The upper bound of the measure of the bad set defined as

$$\Sigma^L_b = \left\{ x \in M | e^L_b(f) \geq \frac{1}{b} \right\} \quad (1.22)$$

is given by the following theorem

**Theorem 7** (See Theorem 22). Fix a constant $b > 0$. Let $f$ be the solution to (1.15). Define the set $\Sigma^L_b$ as in (1.22). The Hausdorff $(\frac{2}{L+1} + (m - 2))$-measure of $\Sigma^L_b$ at scale $b^{\frac{1}{2} + \frac{1}{T}}$ (defined in (5.56)) is bounded and independent of $b$. 
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When an energy density $e$ satisfies a partial differential inequality of the form $\Delta e \leq Ce$, Moser iteration allows one to obtain pointwise estimates for $e$ in terms of the integral of $e$ over balls. When studying nonlinear equations, the preceding equality is often replaced by an inequality of the form $\Delta e \leq Ce^p$, for some $p > 1$. In such situations, Moser iteration must be supplemented by $\epsilon$-regularity arguments. A crucial component of such arguments are monotonicity relations for rescaled local energies. In this section, we derive such monotonicity relations in the context of reaction diffusion problems.

Our derivation is more flexible than the standard method (e.g., [12]); moreover, it clarifies how to find optimal monotonicity relations.

We first introduce some basic notation. Denote by $|x - y|$ the geodesic distance between $x$ and $y$ in $M$. For $x_0 \in M$ and $R > 0$ let

\[ B_R(x_0) = \{ x \in M : |x - x_0| \leq R \}, \]

and

\[ S_R(x_0) = \{ x \in M : |x - x_0| = R \}. \]

For the parabolic case we need additional notation. Let $z = (x, t) \in M \times \mathbb{R}$. For a distinguished point $z_0 = (x_0, t_0)$ and $R > 0$, let

\[ P_R(z_0) = \{ z = (x, t) : |x - x_0| \leq R, \ |t - t_0| \leq R^2 \}, \]

\[ S_R(z_0) = \{ z = (x, t) : |x - x_0| = R, \ t = t_0 \}, \]

and

\[ T_R(t_0) = \{ z = (x, t) : |t - t_0| = 4R^2 \leq t \leq R^2 \}. \]

Let $M$ be a compact Riemannian manifold. Consider a function $f : M \to \mathbb{R}^k$. Let $W : \mathbb{R}^k \to \mathbb{R}$ be a function, which we will initially take to be smooth, but will
later allow to be singular. Define the energy density

\[ e(f) := \frac{1}{2}|df|^2 + W(f). \]  

We will be interested in whether the kinetic term \( \frac{1}{2}|df|^2 \) or the potential term \( W(f) \) dominates the energy density. Therefore we define the following ratios over geodesic spheres \( S_R(x) \subset M \):

\[ \mu(R, x) = \frac{\int_{S_R(x)} |f_r|^2 \, d\sigma}{\int_{S_R(x)} \frac{1}{2}|df|^2 + W(f) \, d\sigma}, \]  

and

\[ \nu(R, x) = \frac{\int_{S_R(x)} W(f) \, d\sigma}{\int_{S_R(x)} \frac{1}{2}|df|^2 + W(f) \, d\sigma}. \]  

We will see that nontrivial lower bounds for \( \mu(R, x) \) and \( \nu(R, x) \) allow us to sharpen estimates. We will need such lower bounds on balls of small, but not arbitrarily small radius. Hence we will fix a scale \( \rho > 0 \) and define

\[ \mu(x) = \inf_{R \leq \rho} \mu(R, x), \quad \nu(x) = \inf_{R \leq \rho} \nu(R, x). \]  

When necessary for clarity, we will write instead \( \mu_\rho(x) \) to make the scale explicit.

We also set

\[ \mu_0, S := \inf_{x \in S} \mu(x), \quad \nu_0, S := \inf_{x \in S} \nu(x). \]  

When \( S \) is clear from context, we will simply write \( \mu_0 \) and \( \nu_0 \).

It is obvious that \( 0 \leq \nu(x), \nu_0 \leq 1 \). From [3],

\[ \lim_{R \to 0} \mu(R, x) = \frac{2}{m}. \]  

Therefore, we have \( \mu(x), \mu_0 \leq \frac{2}{m} \).

With these preliminaries, we now turn to the derivation of monotonicity relations.

2.1 Monotonicity Formula for Elliptic Equations

Let \( R_M \) denote the lower bound of the injectivity radius of \( M \).

**Lemma 8.** Suppose \( f(x) : M \to \mathbb{R}^k \) is a smooth solution to the differential equation

\[ d^*df + W(f) = 0. \]  

Fix a scale \( \rho < R_M \). Let \( p_0 = \frac{2\nu_0, B_R(x_0) + (m-2)\mu_0, B_R(x_0)}{1 - \mu_0, B_R(x_0)} \). Define

\[ \Phi(R, x) = e^{CR^2 - m - p_0} \int_{B_R(x)} \left( \frac{1}{2}|df|^2 + \frac{m}{m-2}W(f) \right) \, dvol, \]  
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where \( m = \dim(M) \), \( C \) is a constant which only depends on the geometry of \( M \). Then \( \Phi(R, x) \) is non-decreasing for any \( x \in M, R < \rho \).

**Proof.** Without loss of generality, we assume \( x = 0 \), the origin of a geodesic co-
ordinate system \( \{x^j\}^m_{j=1} \), and denote \( B_R(0) = B_R \). For a 1-form \( \omega \), let \( e(\omega) \) denote exterior multiplication on the left by \( \omega \), and let \( e^*(\omega) \) denote its adjoint. Let \( r \) denote the radial function of the geodesic coordinates. Let us consider

\[
\int_{B_R} \langle d, e^*(rdr) \rangle df, df \rangle \, \text{vol.} \tag{2.14}
\]

We compute this quantity in two ways. First, by integration by parts, we have

\[
\int_{B_R} \langle d, e^*(rdr) \rangle df, df \rangle \, d\text{vol} \\
= \int_{B_R} \langle d(e^*(rdr)df), df \rangle \, d\text{vol} \\
= \int_{B_R} d(e^*(rdr)df \wedge * df) + \int_{B_R} \langle e^*(rdr)df, d^* df \rangle \, d\text{vol} \\
= \int_{S_R} r|e^*(dr)df|^2 d\sigma + \int_{B_R} \langle e^*(rdr)df, d^* df \rangle \, d\text{vol} \tag{2.15}
\]

Define

\[
Q = e(dx^j)e^*(\nabla_j dr). \tag{2.16}
\]

\( Q \) is a natural extension of the second fundamental form of the geodesic sphere to an endomorphism of differential forms. We can compute the action of \( Q \) on \( k \)-forms as follows:

\[
Q = e(dx^i)e^*(\nabla_j \frac{x_i}{r} dr) = \frac{e(dx^i)e^*(dx^i)}{r} - \frac{e(dr)e^*(dr)}{r} = \frac{k - e(dr)e^*(dr)}{r} + A(x), \tag{2.17}
\]

where \( A(x) = O(r) \) arises from connection terms and \( g_{ij} - \delta_{ij} \).
Next, we use (2.17) to compute (2.14),
\[
\langle \{d, e^* (rdr) \} df, df \rangle_{L^2(B_R)} = \langle e(dx^i) \nabla_j, e^* (rdr) \rangle \{df, df \rangle_{L^2(B_R)} = \langle (e(dx^j) [\nabla_j, e^* (rdr) ] + \{ e(dx^j), e^* (rdr) \} \nabla_j \} df, df \rangle_{L^2(B_R)} = \langle e(dx^j) e^* (\nabla_j (rdr)) df, df \rangle_{L^2(B_R)} + \int_{B_R} r \frac{\partial}{\partial r} \left( \frac{1}{2} |df|^2 \right) \mathrm{dvol}
\]
\[
= \int_{B_R} r \frac{\partial}{\partial r} \left( \frac{1}{2} |df|^2 \right) \mathrm{dvol} + \int_{B_R} \langle e(dr) e^* (dr) df, df \rangle \mathrm{dvol} + \int_{B_R} r \langle Q df, df \rangle \mathrm{dvol}
\]
\[
= \int_{B_R} \langle \{d, e^* (dr) \} - Q \rangle \left( \frac{1}{2} |df|^2 \mathrm{dvol} \right) + \int_{B_R} |df|^2 \mathrm{dvol} + \int_{B_R} r \langle A(x) df, df \rangle \mathrm{dvol}
\]
\[
= \int_{B_R} r (dr_r + \iota_r d) \left( \frac{1}{2} |df|^2 \mathrm{dvol} \right) - \int_{B_R} r Q \left( \frac{1}{2} |df|^2 \mathrm{dvol} \right) + \int_{B_R} |df|^2 \mathrm{dvol}
\]
\[
+ \int_{B_R} r \langle A(x) df, df \rangle \mathrm{dvol}
\]
\[
= \int_{B_R} d \left( r_r \frac{1}{2} |df|^2 \mathrm{dvol} \right) - \int_{B_R} \frac{1}{2} |df|^2 \mathrm{dvol} - \int_{B_R} r \frac{1}{2} |df|^2 Q \mathrm{dvol}
\]
\[
+ \int_{B_R} |df|^2 \mathrm{dvol} + \int_{B_R} r \langle A(x) df, df \rangle \mathrm{dvol}
\]
\[
= \int_{S_R} R \left( \frac{1}{2} |df|^2 \right) d\sigma - \int_{B_R} \frac{1}{2} |df|^2 \mathrm{dvol} - \int_{B_R} r \frac{1}{2} |df|^2 Q \mathrm{dvol}
\]
\[
\int_{B_R} |df|^2 \mathrm{dvol} + \int_{B_R} r \langle A(x) df, df \rangle \mathrm{dvol}
\]
(2.18)

We first compute the anticommutator in (2.15) in terms of $Q$ and then integrate.
\[
Q(\mathrm{dvol}) = H \mathrm{dvol} = \left( \frac{m - 1}{r} + A(x) \right) \mathrm{dvol}, \tag{2.19}
\]
where, under an orthonormal frame,
\[
H = \sum_k \langle \nabla_k (\partial r), \partial_k \rangle. \tag{2.20}
\]

Applying (2.19) on (2.18), we get
\[
\langle d, e^* (rdr) df, df \rangle_{L^2(B_R)} = \int_{B_R} R \frac{1}{2} |df|^2 d\sigma - \int_{B_R} \left( \frac{m}{2} + \frac{r A(x)}{2} \right) |df|^2 \mathrm{dvol} + \int_{B_R} (|df|^2 + r \langle A(x) df, df \rangle \mathrm{dvol}
\]
\[
= \int_{B_R} \left( 1 - \frac{m}{2} + B(x) \right) |df|^2 \mathrm{dvol} + \int_{S_R} R \frac{1}{2} |df|^2 d\sigma
\]
(2.21)
where $B(x)|df|^2 = -\frac{rA(x)}{2} |df|^2 + r\langle A(x) df, df \rangle = O(r^2)|df|^2$.

Combining (2.15) and (2.18), we have

$$
\int_{B_R} \left( 1 - \frac{m}{2} + B(x) \right) |df|^2 \, dvol
= \int_{B_R} \langle e^*(rdr) df, d^* df \rangle \, dvol + \int_{S_R} R \left[ |e^*(dr) df|^2 - \frac{1}{2} |df|^2 \right] \, d\sigma.
$$

(2.22)

Since $f$ satisfies the elliptic equation

$$
d^* df + \nabla W(f) = 0,
$$

we can replace $d^* df$ by $-\nabla W(f)$ on the right-hand side of (2.22) to get

$$
\int_{B_R} \langle e^*(rdr) df, d^* df \rangle \, dvol
= - \int_{B_R} \langle e^*(rdr) df, \nabla W(f) \rangle \, dvol
= - \int_{B_R} r \frac{\partial}{\partial r} W \, dvol = - \int_{S_R} RW \, d\sigma + \int_{B_R} \left( m + \hat{B}(x) \right) W \, dvol.
$$

(2.23)

where $\hat{B}(x) = O(r^2)$ consists of geometric terms. In the last step we use Stokes’ Theorem.

Therefore

$$
\int_{B_R} \left[ \left( 1 - \frac{m}{2} + B(x) \right) |df|^2 - \left( m + \hat{B}(x) \right) W \right] \, dvol
= \int_{S_R} R \left[ |e^*(dr) df|^2 - \frac{1}{2} |df|^2 - W \right] \, d\sigma.
$$

(2.24)

Using the ratios $\mu$ and $\nu$ defined in (2.7) and (2.8), (2.24) can be rewritten

$$
\int_{B_R} \left( m - 2 + 2\nu(1 + \hat{B}(x)) - 2B(x) \right) \left( \frac{1}{2} |df|^2 + W \right) \, dvol
= \int_{S_R} R (1 - \mu) \left( \frac{1}{2} |df|^2 + W \right) \, d\sigma.
$$

(2.25)

Let $\phi(R)$ be a function to be determined later. Multiply (2.25) by $\phi'(R)$ and
integrate from $\sigma$ to $\tau$ to obtain

$$
\phi(\tau) \int_{B_\tau} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} - \phi(\sigma) \int_{B_\sigma} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}
- \int_{B_\tau \setminus B_\sigma} \phi(r) (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}
+ \int_\sigma^\tau \phi'(R) \int_{B_R} D(x) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} \, dR
= \int_{B_\tau \setminus B_\sigma} \phi'(r) (1 - \mu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol},
$$

where $D(x) = 2\nu \dot{B}(x) - 2B(x) = O(r^2)$.

Rearranging the order, we get

$$
\phi(\tau) \int_{B_\tau} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} - \phi(\sigma) \int_{B_\sigma} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}
= \int_{B_\tau \setminus B_\sigma} \left[ \phi(r) (m - 2 + 2\nu) + \phi'(r) r (1 - \mu) \right] \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}
+ \int_\sigma^\tau \phi'(R) \int_{B_R} D(x) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} \, dR.
$$

(2.26)

Now pick $\phi(r)$ to be

$$
\phi(\tau) = \phi(\sigma) \exp \left( \int_{\sigma}^R \frac{2 - m - 2\nu}{r(1 - \mu)} \, dr \right) = \phi(\sigma) \exp \left( \int_{\sigma}^R \frac{2 - m - 2\nu}{r} - \frac{2\nu + (m - 2)\mu}{r(1 - \mu)} \, dr \right).
$$

(2.27)

Then

$$
\phi(r) (m - 2 + 2\nu) + \phi'(r) r (1 - \mu) = 0.
$$

(2.28)

Therefore,

$$
\phi(\tau) \int_{B_\tau} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} - \phi(\sigma) \int_{B_\sigma} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}
= \int_{B_\tau \setminus B_\sigma} \phi'(R) \int_{B_R} D(x) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} \, dR.
$$

(2.30)

Let

$$
p_0 = \frac{2\nu_0 + (m - 2)\mu_0}{1 - \mu_0}.
$$

(2.31)

When $m > 2$,

$$
p_0 = \frac{2\nu_0 + (m - 2)\mu_0}{1 - \mu_0} \geq 0.
$$

(2.32)
We have
\[ \phi(\tau) \leq \phi(\sigma) \left( \frac{\tau}{\sigma} \right)^{2-m-\nu}. \]  
(2.33)

Since \( D(x) = O(r^2) \) and is bounded, on \( B_R \) we can assume \(|D(x)| \leq CR\), where \( C > 0 \).

Hence,
\[
\left| \int_{\sigma}^{\tau} \phi'(R) \int_{B_R} D(x) e \, dvol \, dR \right| \leq \int_{\sigma}^{\tau} |\phi'(R)| \int_{B_R} |D(x)| e \, dvol \, dR \leq C \int_{\sigma}^{\tau} |\phi'(R)| R \int_{B_R} e \, dvol \, dR. 
\]  
(2.34)

Since \( \phi'(R) \leq 0 \), using
\[ |\phi'(R)| R = -\phi'(R) R = \frac{(m-2+2\nu)}{1-\mu} \phi(R), \]  
(2.35)

we get
\[
\int_{\sigma}^{\tau} \phi'(R) \int_{B_R} D(x) e \, dvol \, dR \\
\geq -C \int_{\sigma}^{\tau} \phi(R) \int_{B_R} \frac{m-2+2\nu}{1-\mu} e \, dvol \, dR \\
\geq -2C \int_{\sigma}^{\tau} \phi(R) \int_{B_R} (m-2+2\nu) e \, dvol \, dR \\
= -2C \int_{\sigma}^{\tau} \phi(R) \int_{B_R} (m-2+2\nu) \left( \frac{1}{2} |df|^2 + W(f) \right) dvol \, dR. 
\]  
(2.36)

Define
\[ h(R) = \phi(R) \int_{B_R} (m-2+2\nu) \left( \frac{1}{2} |df|^2 + W(f) \right) dvol. \]
We combine (2.30) and (2.36) to get
\[ h(\tau) - h(\sigma) \geq -2C \int_{\sigma}^{\tau} h(R) \, dR. \]  
(2.37)

Dividing both sides by \( \tau - \sigma \) and taking the limit \( \tau \to \sigma \), this becomes
\[ h'(\sigma) \geq -2Ch(\sigma). \]

We solve \( h \) to get
\[ e^{2C\tau} h(\tau) \geq e^{2C\sigma} h(\sigma), \]
which is
\[ e^{2C\tau} \phi(\tau) \int_{B_\tau} (m-2+2\nu) e \, dvol \geq e^{2C\sigma} \phi(\sigma) \int_{B_\sigma} (m-2+2\nu) e \, dvol. \]  
(2.38)
Combining (2.30), (2.33), and (2.38), we get
\[
 e^{2C\tau_2-m-p_0} \int_{B_3} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} \\
 \geq e^{2C\sigma_2-m-p_0} \int_{B_3} (m - 2 + 2\nu) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}. 
\] (2.39)

That is,
\[
 e^{2C\tau_2-m-p_0} \int_{B_3} \left( \frac{1}{2} |df|^2 + \frac{m}{m-2} W \right) \, d\text{vol} \\
 \geq e^{2C\sigma_2-m-p_0} \int_{B_3} \left( \frac{1}{2} |df|^2 + \frac{m}{m-2} W \right) \, d\text{vol}. 
\] (2.40)

When \( M \) is a Euclidean space, \( C = 0 \) since \( D(r) = 0 \).

\[\Box\]

2.2 Monotonicity Formula for Parabolic Equations

**Lemma 9.** Suppose \( f(t, x) = f_t(x) : M \times I \to \mathbb{R}^k \) is a regular solution to the differential equation
\[
 \frac{\partial f_t}{\partial t} + d^* f_t + W(f_t) = 0, 
\] (2.41)
where \( I \) is a subset of the interval when \( f_t(x) \) exists in short time. Let \( t_0 \in I \), and \( 0 < R < R_0 < R_M \) such that \( [t_0 - 4R^2, t_0 - R^2] \subset I \).

Define
\[
 \phi(R, x_0, t_0) = \frac{1}{R^{2-2\nu_0}} \int_M G_{(x_0, t_0)}(x, t) e(f) \varphi^2(x) \, d\text{vol}, 
\] (2.42)
and
\[
 \Psi(R, x_0, t_0) = \int_{t_0-4R^2}^{t_0-R^2} \frac{\phi(\sqrt{t_0-t})}{t_0-t} \, dt \\
 = \int_{t_0-4R^2}^{t_0-R^2} \frac{1}{(t_0-t)^{\nu_0}} \int_M G_{(x_0, t_0)}(x, t) e(f) \varphi^2(x) \, d\text{vol} \, dt, 
\] (2.43)
where \( \nu_0 \) is the same ratio defined in (2.10),
\[
 G_{(x_0, t_0)}(x, t) = \frac{1}{(4\pi(t_0-t))^{m/2}} \exp \left( -\frac{|x-x_0|^2}{4\pi(t_0-t)} \right) 
\] (2.44)
is the Euclidean backward Gaussian, and \( \varphi(x) = \varphi(|x-x_0|) \) is a compactly supported radial function on \( B_{R_M}(x_0) \) such that \( \varphi(R) = 1 \) for \( R < R_M/2 \) and \( |\varphi'(R)| \leq \frac{4}{R_M} \).
Then we have the following monotonicity formulas for $\phi(R)$ and $\Psi(R)$:

$$\phi(R) \leq \exp \left( c(R_0^2 - R^2) \right) \phi(R_0) + \hat{C} E(f_0(x))(R_0^2 - R^2),$$  \hspace{1cm} (2.45) 

and

$$\Psi(R) \leq \exp(c(R_0^2 - R^2))\Psi(R_0) + \hat{C} E(f_0(x))(R_0^2 - R^2),$$  \hspace{1cm} (2.46) 

for any $0 < R < R_0 < \sqrt{t_0 - \ell}/2$. Here constants $c, \hat{C}$ only depend on the geometry of $M$, and $m = \dim(M)$. $E$ is the energy of $f_t$ over $M$:

$$E(f_t) = \int_M \left( \frac{1}{2} |df|^2 + W(f_t) \right) \text{dvol}. \hspace{1cm} (2.47)$$

It is clear that when $\nu(R, x) = 0$, which implies $\nu_0 = 0$, the above results (2.45) and (2.46) reduce to results of Struwe [1, Lemma 4.2].

**Proof.** Without loss of generality, we assume $x_0 = 0$. Let $\varphi(r)$ be the radial cut-off function in $B_R(0)$ for some $R < R_M$. Consider

$$\int_M \langle \{d, e^*(dY)\} df, \varphi^2 df \rangle \text{dvol}, \hspace{1cm} (2.48)$$

where $Y$ is another radial function.

Our goal is to find a $Y$ so that (2.48) produces new monotonicity result. We calculate this quantity in two ways. On one hand,

$$\int_M \langle \{d, e^*(dY)\} df, \varphi^2 df \rangle \text{dvol}$$

$$= \int_M \langle \{e(dx^j)\nabla_j, e^*(dY)\} df, \varphi^2 df \rangle \text{dvol}$$

$$= \int_M \langle \{e(dx^j)\nabla_j, e^*(dY)\} df, \varphi^2 df \rangle \text{dvol}$$

$$= \int_M \langle e(dx^j)\nabla_j (Y_r e^*(dr)) df, \varphi^2 df \rangle \text{dvol} + \int_M Y_r \langle \nabla_r (df), \varphi^2 df \rangle \text{dvol}$$

$$= \int_M \nabla_j(Y_r) \varphi^2 \langle e(dx^j) e^*(dr) df, \varphi^2 df \rangle \text{dvol} + \int_M Y_r \varphi^2 \langle e(dx^j) e^*(\nabla_j dr) df, \varphi^2 df \rangle \text{dvol}$$

$$+ \int_M Y_r \frac{\partial}{\partial r} \left( \frac{1}{2} |df|^2 \right) \varphi^2 \text{dvol}$$

$$= \int_M Y_r |e^*(dr)|^2 \varphi^2 \text{dvol} + \int_M Y_r \langle Q df, \varphi^2 \rangle \text{dvol} + \int_M Y_r \frac{\partial}{\partial r} \left( \frac{1}{2} |df|^2 \right) \varphi^2 \text{dvol}$$

$$= I + II + III. \hspace{1cm} (2.49)$$

For the second term $II$, we use

$$Q = e(dx^j) e^*(\nabla_j dr) = \frac{1 - e(dr) e^*(dr)}{r} + A(x), \hspace{1cm} (2.50)$$
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where \( A(x) = O(r) \), to replace \( Q \):

\[
\Pi = \int_M Y_r \left( \frac{1}{r}(|df|^2) - |e^*(dr)df|^2 + \langle A(x)df, df \rangle \right) \varphi^2 \, d\text{vol}. \tag{2.51}
\]

Integration by parts in the third term \( \Pi \), we have

\[
\Pi = \int_M Y_r \varphi^2 \frac{\partial}{\partial r} \left( \frac{1}{2} |df|^2 \right) \, d\text{vol} = \int_M \langle dY, d \left( \varphi^2 \frac{1}{2} |df|^2 \right) \rangle \, dx - \int_M Y_r |df|^2 \varphi \varphi' \, d\text{vol}
= \int_M d^*dY \left( \frac{1}{2} |df|^2 \right) \varphi^2 \, d\text{vol} - \int_M Y_r |df|^2 \varphi \varphi' \, d\text{vol}. \tag{2.52}
\]

Therefore,

\[
\int_M \langle \{d, e^*(dY)\}df, \varphi^2df \rangle \, d\text{vol} = \Pi + \Pi + \Pi
= \int_M Y_{rr} |e^*(dr)df|^2 \varphi^2 \, d\text{vol} + \int_M Y_r \left( \frac{1}{r}(|df|^2) - |e^*(dr)df|^2 + \langle A(x)df, df \rangle \right) \varphi^2 \, d\text{vol}
+ \int_M d^*dY \left( \frac{1}{2} |df|^2 \right) \varphi^2 \, d\text{vol} - \int_M Y_r |df|^2 \varphi \varphi' \, d\text{vol}. \tag{2.53}
\]

On the other hand, we may apply integration by parts at the very beginning and get another expression about \( \langle \{d, e^*(dY)\}df, \varphi^2df \rangle_{L^2(M)} \),

\[
\int_M \langle \{d, e^*(dY)\}df, \varphi^2df \rangle \, d\text{vol} = \int_M \langle e^*(dY')df, d^* (\varphi^2df) \rangle \, d\text{vol} \tag{2.54}
= \int_M \langle e^*(dY')df, d^*df \rangle \varphi^2 \, d\text{vol} - \int_M \langle e^*(dY')df, 2\varphi \varphi'(r)e^*(dr)df \rangle \, d\text{vol}.
\]
For the first term, we replace $d^* df$ using (2.41) to get

$$
\int_M \langle e^*(dY)df, d^* df \rangle \varphi^2 \, d\text{vol}
$$

$$
= - \int_M Y_t \langle e^*(dr)df, f_t + \nabla W \rangle \varphi^2 \, d\text{vol}
$$

$$
= - \int_M \langle df, e(dY)f_t \rangle \varphi^2 \, d\text{vol} - \int_M Y_t e^*(dr)dW \varphi^2 \, d\text{vol}
$$

$$
= - \int_M \langle df, d(Y f_t) \rangle \varphi^2 \, d\text{vol} + \int_M \langle df, Y d(f_t) \rangle \varphi^2 \, d\text{vol} - \int_M \langle dY, d(\varphi^2 W) \rangle \, d\text{vol}
$$

$$
+ \int_M Y_t W_2 \varphi' \, d\text{vol}
$$

$$
= - \int_M \langle df, d(Y f_t) \rangle \varphi^2 \, d\text{vol} - \int_M \langle df, Y d(f_t) \rangle \varphi^2 \, d\text{vol} + 2 \int_M \langle df, Y d(f_t) \rangle \varphi^2 \, d\text{vol}
$$

$$
- \int_M d^* dY W \varphi^2 \, dx + \int_M Y_t W_2 \varphi' \, d\text{vol}
$$

$$
= - \int M Y \frac{d}{dt} \left( \frac{1}{2} |df|^2 \right) \varphi^2 \, d\text{vol} - 2 \int_M \langle df, [d, Y] f_t \rangle \varphi^2 \, d\text{vol} + \int M \langle df, d(Y f_t \varphi^2) \rangle \, d\text{vol}
$$

$$
- \int M Y \langle f_t, f_t \rangle 2 \varphi \varphi' \, d\text{vol} - \int M d^* dY W \varphi^2 \, d\text{vol} + \int M Y_t W_2 \varphi' \, d\text{vol}
$$

$$
= - \int M Y \frac{d}{dt} \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} - 2 \int M Y_t \langle f_t, f_t \rangle \varphi^2 \, d\text{vol} + \int M Y \langle d^* df, f_t \rangle \varphi^2 \, d\text{vol}
$$

$$
- \int M Y \langle f_t, f_t \rangle 2 \varphi \varphi' \, d\text{vol} + \int M Y \langle \nabla W, f_t \rangle \varphi^2 \, d\text{vol} - \int M d^* dY W \varphi^2 \, dx
$$

$$
+ \int M Y_t W_2 \varphi' \, d\text{vol}
$$

$$
= - \frac{d}{dt} \int M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} + \int M Y_t \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol}
$$

$$
- \int M d^* dY W \varphi^2 \, d\text{vol} - \int M Y \langle f_t \rangle 2 \varphi \varphi^2 \, d\text{vol} - 2 \int M Y_t \langle f_t, f_t \rangle \varphi^2 \, d\text{vol}
$$

$$
- \int M Y \langle f_t, f_t \rangle 2 \varphi \varphi' \, d\text{vol} + \int M Y_t W_2 \varphi' \, d\text{vol}.
$$

(2.55)

In the last step, we use the equation (2.41) again.
Therefore,

\[
\begin{align*}
\int_M \langle d, e^*(dY) \rangle df, \varphi^2 df \rangle \text{dvol} \\
= -\frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} + \int_M Y_t \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} \\
- \int_M d^*dYW \varphi^2 \text{dvol} - \int_M Y|f_t|^2 \varphi^2 \text{dvol} - \int_M Y_r \langle f_r, f_t \rangle \varphi^2 \text{dvol} \\
- \int_M Y \langle f_r, f_t \rangle 2\varphi \varphi' \text{dvol} + \int_M Y_r W2\varphi \varphi' \text{dvol} - \int_M Y_r |f_r|^2 2\varphi \varphi' \text{dvol}.
\end{align*}
\]  \tag{2.56}

Equating (2.53) and (2.56), we get

\[
0 = \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} + \int_M \left( d^*dY - Y_t \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} \\
+ \int_M Y|f_t|^2 \varphi^2 \text{dvol} + \int_M Y_r \langle f_r, f_t \rangle \varphi^2 \text{dvol} + \int_M Y_r - \int_M |f_r|^2 \varphi^2 \text{dvol} \\
+ \int_M \left( \frac{Y_r}{r} |df|^2 + Y_r \langle A(x) df, df \rangle \right) \varphi^2 \text{dvol} + \int_M Y \langle f_r, f_t \rangle 2\varphi \varphi' \text{dvol} \\
+ \int_M Y_r |f_r|^2 2\varphi \varphi' \text{dvol} - \int_M Y_r \left( \frac{1}{2} |df|^2 + W \right) 2\varphi \varphi' \text{dvol}
\]

\[
= \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} + \int_M \left( d^*dY - Y_t + \frac{2Y_r}{r} \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} \\
+ \int_M Y \left| f_t + \frac{Y_r}{r} f_r \right|^2 \varphi^2 \text{dvol} + \int_M \left( Y_r - \frac{Y}{r} - \frac{Y^2}{r} \right) |f_r|^2 \varphi^2 \text{dvol} \\
- \int_M \frac{Y_r}{r} 2W \varphi^2 \text{dvol} + \int_M Y \langle f_r, f_t + \frac{Y_r}{r} f_r \rangle 2\varphi \varphi' \text{dvol} \\
- \int_M Y_r \left( \frac{1}{2} |df|^2 + W \right) 2\varphi \varphi' \text{dvol} + \int_M Y_r \langle A(x) df, df \rangle \varphi^2 \text{dvol}.
\]  \tag{2.57}

Recall \( \nu(R, x) \) defined in (2.8). The above equality can be rewritten as

\[
0 = \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} \\
+ \int_M \left( d^*dY - Y_t + \frac{2Y_r}{r} (1 - \nu) \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \text{dvol} \\
+ \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \text{dvol} + \int_M \left( Y_r - \frac{Y}{r} - \frac{Y^2}{Y} \right) |f_r|^2 \varphi^2 \text{dvol} \\
+ \int_M Y \langle f_r, f_t + \frac{Y_r}{Y} f_r \rangle 2\varphi \varphi' \text{dvol} - \int_M Y_r \left( \frac{1}{2} |df|^2 + W \right) 2\varphi \varphi' \text{dvol} \\
+ \int_M Y_r \langle A(x) df, df \rangle \varphi^2 \text{dvol}.
\]  \tag{2.58}
To simplify the equation, we choose $Y$ so that

$$Y_{rr} - \frac{Y_r}{r} - \frac{Y_r^2}{Y} = 0. \quad (2.59)$$

One family of solutions is given by

$$Y(r, t) = g(t) \exp \left( h(t)r^2 \right), \quad (2.60)$$

for any positive function $g(t)$ and arbitrary function $h(t)$.

With this $Y$, we now simplify the expression $d^*d Y - Y_t + \frac{2Y_r}{r}(1 - \nu(r, x))$ as much as possible.

Notice $d^*d Y = -Y_{rr} - \frac{n-1}{r} Y_r + B(r)$ with $B(r) = O(r^2)Y$. Since $B(r)$ will lead to a lower order term, we focus on eliminating $-Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu(r, x))$.

A detailed computation shows

$$-Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu(r, x)) = -4h^2 r^2 Y - (m - 2 + 2\nu(r, x))2hY. \quad (2.61)$$

Since $m > 2$ and $\nu(r, x)$ is small, we require $h(t) \leq 0$ so that we may eliminate

$$-Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu(r, x)).$$

Therefore, we pick

$$Y(r, t) = g(t) \exp \left( h(t)r^2 \right) \quad (2.62)$$

with $g(t) > 0$ and $h(t) \leq 0$.

We remove the dependence of the $r$ and $x$ in $\nu(r, x)$ to simplify our computations. By the definition of $\nu_0$, we then get

$$\int_M \left( -Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu(r, x)) \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} \geq \int_M \left( -Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu_0) \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol}. \quad (2.63)$$

(2.58) becomes inequality ($Y_r \leq 0$):

$$0 \geq \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} + \int_M \left( -Y_t - Y_{rr} - \frac{m-1}{r} Y_r + \frac{2Y_r}{r}(1 - \nu_0) \right) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} + \int_M \left( -Y_t \right) \varphi^2 d\text{vol} + \int_M B(r)W \varphi^2 d\text{vol} + \int_M Y_r \langle A(x)df, df \rangle \varphi^2 d\text{vol} + \int_M Y_r \langle f_r, f_t + \frac{Y_r}{Y} f_r \rangle 2\varphi \varphi' d\text{vol} - \int_M Y_r \left( \frac{1}{2} |df|^2 + W \right) 2\varphi \varphi' d\text{vol}. \quad (2.64)$$
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Imposing the equation on $Y$

$$-Y_t - Y_{rr} - \frac{m - 1}{r} Y_r + \frac{2Y_r}{r} (1 - \nu_0) = 0. \tag{2.65}$$

we get

$$\left( -4h^2(t)r^2 - h'(t)r^2 - 2h - (m - 3 + 2\nu_0)2h - \frac{g'(t)}{g(t)} \right) Y = 0. \tag{2.66}$$

Here $Y > 0$ since $g(t) > 0$. $h$ and $g$ only depend on $t$. We conclude that

$$4h^2(t) + h'(t) = 0, \quad (m - 2 + 2\nu_0)2h(t) + \frac{g'(t)}{g(t)} = 0. \tag{2.67}$$

From the first equation, we get

$$h(t) = \frac{1}{4(t - C)}, \tag{2.68}$$

for any constant $C > t$. We then solve for $g(t)$ by plugging this $h$ into the second equation:

$$g(t) = D |t - C|^{1 - \frac{m}{2} - \nu_0}, \tag{2.69}$$

for any $D > 0$.

Here we pick $D = 1, C = t_0 > t$, then we get

$$Y(x, t) = (t_0 - t)^{1 - \frac{m}{2} - \nu_0} \exp \left( -\frac{r^2}{4(t_0 - t)} \right). \tag{2.70}$$

We can simplify (2.64) into

$$0 \geq \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} + \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 d\text{vol}$$

$$+ \int_M Y(rA(x) df, df) \varphi^2 d\text{vol} + \int_M B(r) W \varphi^2 dx + \int_M Y(f_r, f_t + \frac{Y_r}{Y} f_r) 2 \varphi \varphi' d\text{vol}$$

$$- \int_M Y \left( \frac{1}{2} |df|^2 + W \right) 2 \varphi \varphi' d\text{vol}$$

$$= \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} + \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 d\text{vol}$$

$$+ I + II + III + IV. \tag{2.71}$$

Since $R^2 \leq (t_0 - t)/4$, we can easily show that

$$|I| = \left| \int_M \frac{r^2}{2(t_0 - t)} Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol} \right| \leq c \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 d\text{vol}, \tag{2.72}$$
and

$$|II| \leq C \int_M \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol} \leq CE(f_0). \quad (2.73)$$

For III, since $R^2 \leq t_0 - t \leq 4R^2$ with $R < R_M$, we have

$$|III| \leq \frac{1}{2} \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \, d\text{vol} + C \int_M Y \left| f_r \right|^2 \left| \varphi' \right|^2 \, d\text{vol}$$

$$\leq \frac{1}{2} \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \, d\text{vol} + c \int_M Y \left| f_r \right|^2 \frac{1}{R_M^2} \chi_{[R_M/2,R_M]} \, d\text{vol} \quad (2.74)$$

$$\leq \frac{1}{2} \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \, d\text{vol} + c \int_M Y e \varphi^2 \, d\text{vol} + CE(f_0(x)), \quad (2.75)$$

where $\chi_{[R_M/2,R_M]}$ is the indicator of the region $B_{R_M} \setminus B_{R_M/2}$.

$$|IV| \leq C \int_M |r \varphi'| \varphi(t_0 - t)^{-m/2 - in} \exp \left( -r^2/4(t_0 - t) \right) \left( \frac{1}{2} |df|^2 + W \right) \, d\text{vol}$$

$$\leq c \int_M Y e \varphi^2 \, d\text{vol} + CE(f_0(x)). \quad (2.76)$$

Here $r$ is only defined when $r$ is close to the boundary of $M$ since that’s the only place where $\varphi'$ is supported.

Hence

$$0 \geq \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} + \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \, d\text{vol}$$

$$- \frac{1}{2} \int_M Y \left| f_t + \frac{Y_r}{Y} f_r \right|^2 \varphi^2 \, d\text{vol} - CE(f_0(x))$$

$$\geq \frac{d}{dt} \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} - c \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} - CE(f_0(x)). \quad (2.77)$$

Denote

$$\phi(t) = \int_M Y \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} = \int_M (t_0 - t)^{1-m} G_{z_0}(x,t) \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol}. \quad (2.78)$$

Integrate (2.76) in the $t$ direction between $[t_1, t_2]$, where $0 < t_1 < t_2 < t_0$, we have

$$\phi(t_2) \leq \exp \left( c(t_2 - t_1) \right) \phi(t_1) + \tilde{C} E(f(0,x)) \left( \exp \left( c(t_2 - t_1) \right) - 1 \right)$$

$$= \exp \left( c(t_2 - t_1) \right) \phi(t_1) + \tilde{C} E(f(0,x))(t_2 - t_1). \quad (2.79)$$

Substituting $t_2 = t_0 - R^2$, and $t_1 = t_0 - R_0^2$ gives (2.45).
Define
\[
\Psi(R) = \int_{t_0-4R^2}^{t_0-R^2} \frac{1}{(t_0-t)} \phi(t) \, dt = \int_{t_0-4R^2}^{t_0-R^2} \int_M \frac{1}{(t_0-t)^{\nu_0}} G_{20} \left( \frac{1}{2} |df|^2 + W \right) \varphi^2 \, d\text{vol} \, dt.
\]
We have
\[
\frac{d}{dR} \Psi(R) = \frac{-2R}{R^2} \phi(t_0 - R^2) - \frac{-8R}{4R^2} \phi(t_0 - 4R^2) = \frac{2}{R} (\phi(t_0 - 4R^2) - \phi(t_0 - R^2))
\]
\[
= \frac{2}{R} (\phi(t_1) - \phi(t_2)).
\]
(2.79)

Now we turn to prove (2.46). We have
\[
\phi(t_2) - \phi(t_1) = \int_{t_1}^{t_2} \phi'(t) \, dt \leq \int_{t_1}^{t_2} c\phi(t) + CE_0 \, dt = CE_0(t_2 - t_1) + c \int_{t_1}^{t_2} \phi(t) \, dt.
\]
(2.80)

So
\[
\frac{d}{dR} \Psi(R) \geq - \frac{2CE_0}{R} (t_2 - t_1) - \frac{c}{R} \int_{t_1}^{t_2} \phi(t) \, dt
\]
\[
\geq - \tilde{C}E_0 R - \tilde{c} R \Psi(R).
\]
(2.81)

Integrating from \(R\) to \(R_0\) (assuming \(0 < R < R_0 < R_M\)), we have
\[
\Psi(R) \leq \Psi(R_0) e^{\frac{\tilde{c}}{2}(R_0^2 - R^2)} + \tilde{C}E(f(0, x)) \left( e^{\frac{\tilde{c}}{2}(R_0^2 - R^2)} - 1 \right)
\]
\[
\leq \exp(c(R_0^2 - R^2)) \Psi(R_0) + \tilde{C}E(f(0, x))(R_0^2 - R^2).
\]
(2.82)
In this chapter we recall the Moser iteration arguments that allow us to derive $L^\infty$ bounds for smooth functions $e$ satisfying either an elliptic inequality

$$\Delta e \leq Ce,$$

or a parabolic inequality

$$\left( \frac{d}{dt} + \Delta \right) e \leq Ce.$$

The contents of this section are not original, but will be used in the next section to obtain cleaner and more effective $\epsilon$-regularity arguments than we have found in the literature (see [13] and [1]).

### 3.1 Moser Iteration for Elliptic subsolutions

**Lemma 10.** Let $M$ be a compact manifold. Let $e$ be a positive function from $M \to \mathbb{R}$ satisfying

$$\Delta e \leq C_0 e,$$

where $\Delta$ is the Laplace-Beltrami operator on $M$.

Then

$$\|e\|_{L^\infty(B_{R}(x_0))} \leq \tilde{C}(M) \left( C_0 + \frac{16}{(R - \delta R)^2} \right)^{\frac{m}{2}} \int_{B_R(x_0)} e \, d\text{vol},$$

for $0 \leq \delta < 1$ and any geodesic ball $B_R(x_0) \in M$ where $R < R_M$. Here $\tilde{C}(M)$ is a constant only depends on $M$.

Particularly, when $\delta = 0$, (3.2) implies a single point estimate of $e(f)$:

$$e(f)(x_0) \leq \tilde{C}(M) \left( C_0 + \frac{16}{R^2} \right)^{\frac{m}{2}} \int_{B_R(x_0)} e \, d\text{vol}.$$
If \( \sup_M e(f) \) exists and is achieved at \( x_0 \), then

\[
\sup_M e(f) \leq \tilde{C}(M) \left( C_0 + \frac{16}{R^2} \right)^\frac{\gamma}{2} \int_{B_R(x_0)} e \, d\text{vol},
\]

(3.4)

for any \( R < R_M \).

Proof. Without loss of generality, we may assume \( x_0 = 0 \) and denote \( B_R(0) = B_R \). We define the radial cut-off function \( \eta(s) \) such that \( \eta(s) = 1 \) for \( s \leq \frac{3}{2} \), and \( \eta(s) = 0 \) for \( s \geq 2 \), with \( |\eta'(s)| \leq 4 \). Define radial function \( \eta_k(x) = \eta_k(|x|) = \eta \left(1 + 2^{k-1} \left(\frac{|x|}{R} - 1\right)\right) \). We can show that \( \eta_k(x) = 1 \) in \( B_{r_k} \) where \( r_k = R \left(1 + \frac{1}{2^k}\right) \), and \( \eta(x) \) is supported in \( B_{r_{k-1}} \), \( |d\eta_k| \leq \frac{2^{k+1}}{R} \), and \( d\eta_k \) is supported in the set \( B_{r_{k-1}} \backslash B_{r_k} \).

Multiply (3.1) by \( \eta_k e^{p_k-1} \) on both sides, and integrate by parts to get

\[
C_0 \int_{B_R} |\eta_k e^{p_k}|^2 \geq \langle \Delta e, \eta_k e^{2p_k-1} \rangle_{L^2} = \langle de, d(\eta_k e^{2p_k-1}) \rangle_{L^2} \\
= 2\langle \eta_k e^{p_k-1} \rangle_{L^2} + \int_{B_R} \eta_k^2 e^{2p_k-2} |de|^2 \\
= \int_{B_R} \langle d(\eta_k e^{p_k}), d(\eta_k e^{p_k}) \rangle_{L^2} - \int_{B_R} \langle d(\eta_k e^{p_k-1})e, d(\eta_k e^{p_k-1})e \rangle_{L^2} \\
= \|d(\eta_k e^{p_k})\|^2_{L^2(B_R)} - \|d(\eta_k e^{p_k-1})e\|^2_{L^2(B_R)}. \\
\]

(3.5)

Therefore,

\[
\|d(\eta_k e^{p_k})\|^2_{L^2(B_R)} \leq C_0 \|\eta_k e^{p_k}\|^2_{L^2(B_R)} + \|d(\eta_k e^{p_k-1})e\|^2_{L^2(B_R)} \\
= C_0 \|\eta_k e^{p_k}\|^2_{L^2(B_R)} + \|e^{p_k} \, d\eta_k + (p_k - 1)\eta_k e^{p_k-1} \, de\|^2_{L^2(B_R)} \\
= C_0 \|\eta_k e^{p_k}\|^2_{L^2(B_R)} + \left| \frac{p_k - 1}{p_k} \eta_k d(e^{p_k}) + e^{p_k} d\eta_k \right|^2_{L^2(B_R)} \\
= C_0 \|\eta_k e^{p_k}\|^2_{L^2(B_R)} + \left| \frac{p_k - 1}{p_k} \eta_k d(e^{p_k}) + \frac{1}{p_k} e^{p_k} d\eta_k \right|^2_{L^2(B_R)} \\
= C_0 \|\eta_k e^{p_k}\|^2_{L^2(B_R)} + \left| \frac{p_k - 1}{p_k} \eta_k d(e^{p_k}) + \frac{1}{p_k} e^{p_k} d\eta_k \right|^2_{L^2(B_R)} \\
+ 2 \frac{p_k - 1}{p_k^2} \langle d(\eta_k e^{p_k}), e^{p_k} d\eta_k \rangle_{L^2(B_R)} + \frac{1}{p_k^2} \|e^{p_k} d\eta_k\|^2_{L^2(B_R)}. \\
\]

(3.6)
We apply Cauchy-Schwarz to the cross term to get,

$$\frac{2p_k - 1}{p_k^2} \|d(e \eta e^{p_k})\|_{L^2(B_R)}^2 \leq C_0 \|e \eta e^{p_k}\|_{L^2(B_R)}^2 + \frac{p_k - 1}{p_k^2} \|d(e \eta e^{p_k})\|_{L^2(B_R)}^2 + \frac{1}{p_k^2} \|e^{p_k} d\eta\|_{L^2(B_R)}^2.$$  \hspace{1cm} (3.7)

Therefore,

$$\frac{1}{p_k} \|d(e \eta e^{p_k})\|_{L^2(B_R)}^2 \leq C_0 \|e \eta e^{p_k}\|_{L^2(B_R)}^2 + \frac{1}{p_k^2} \|e^{p_k} d\eta\|_{L^2(B_R)}^2.$$  \hspace{1cm} (3.8)

That is,

$$\|d(e \eta e^{p_k})\|_{L^2(B_R)}^2 \leq C_0 p_k \|e \eta e^{p_k}\|_{L^2(B_R)}^2 + \|e^{p_k} d\eta\|_{L^2(B_R)}^2 \leq C_0 p_k \|e \eta e^{p_k}\|_{L^2(B_R)}^2 + \frac{4^{k+1}}{r^2} \|e^{p_k} \chi_{k-1}\|_{L^2(B_R)}^2.$$  \hspace{1cm} (3.9)

where \(\chi_{k-1}\) is the indicator function of \(B_{r_{k-1}} \setminus B_{r_k}\).

Since \(M\) is compact, from the Sobolev inequality [7, Theorem 2.6] we have

$$\|d(e \eta e^{p_k})\|_{L^2(B_R)} \leq C(M) \|e \eta e^{p_k}\|_{L^{\frac{2m}{m-2}}(B_R)},$$  \hspace{1cm} (3.10)

where \(C(M)\) is a constant depending only \(M\).

Setting \(p_1 = 1\) and \(p_{k+1} = p_k \frac{m}{m-2}\), we have

$$C_0 p_k \|e\|_{L^{2p_k}(B_{r_{k-1}})}^{2p_k} = C_0 p_k \int_{B_{r_{k-1}}} e^{2p_k} \, d\text{vol} \geq C_0 p_k \|e \eta e^{p_k}\|_{L^2(B_R)}^2 \geq \|d(e \eta e^{p_k})\|_{L^2}^2 - \frac{2^{k+2}}{r^2} \|e^{p_k} \chi_{k-1}\|_{L^2(B_R)}^2 \geq C(M) \|e \eta e^{p_k}\|_{L^{\frac{2m}{m-2}}(B_R)}^2 - \frac{4^{k+1}}{r^2} \|e^{p_k} \chi_{k-1}\|_{L^2(B_R)}^2 \geq C(M) \left(\int_{B_{r_k}} e^{2p_k \frac{m}{m-2}} \, d\text{vol}\right)^{\frac{m-2}{m}} - \frac{4^{k+1}}{r^2} \|e^{p_k} \chi_{k-1}\|_{L^2(B_R)}^2 = C(M) \left(\int_{B_{r_k}} e^{2p_{k+1}} \, d\text{vol}\right)^{\frac{2p_k}{2p_{k+1}}} - \frac{4^{k+1}}{r^2} \|e^{p_k} \chi_{k-1}\|_{L^2(B_R)}^2.$$  \hspace{1cm} (3.11)

Rearranging, we obtain

$$\left( C_0 p_k + \frac{4^{k+1}}{r^2} \right) \|e\|_{L^{2p_k}(B_{r_{k-1}})}^{2p_k} \geq C(M) \|e\|_{L^{2p_{k+1}}(B_{r_k})}^{2p_{k+1}}.$$  \hspace{1cm} (3.12)
That is,
\[
\left( \frac{C_0p_k}{C(M)} + 4^k \frac{4}{C(M)r^2} \right)^{\frac{1}{pk}} \|e\|^2_{L^2(B_{2r_k+1}(B_k))} \geq \|e\|^2_{L^2(B_{2r_k+1}(B_k))}. \tag{3.13}
\]

Iterating, we get
\[
\prod_{k=1}^{\infty} \left( \frac{C_0p_k}{C(M)} + 4^k \frac{4}{C(M)r^2} \right)^{\frac{1}{pk}} \|e\|^2_{L^2(B_{2r})} \geq \|e\|^2_{L^2(B_R)} \tag{3.14}
\]

Since \( p_k = \left( \frac{m}{m-2} \right)^{k-1} \), \( p_k \leq 4^{k-1} \). The product factor on the left-hand side of (3.14) can be bounded by
\[
\prod_{k=1}^{\infty} \left( \frac{C_0p_k}{C(M)} + 4^k \frac{16}{r^2} \right)^{\frac{1}{pk}} \leq \prod_{k=1}^{\infty} \left[ \frac{4^k}{C(M)} \left( C_0 + \frac{16}{r^2} \right) \right]^{\frac{1}{pk}}
\]
\[
= 4^{\frac{m^2}{2}} \left( \frac{1}{C(M)} \right)^{\frac{m^2}{2}} \left( C_0 + \frac{16}{r^2} \right)^{\frac{m^2}{2}}
\]
\[
= \tilde{C}(M) \left( C_0 + \frac{16}{r^2} \right)^{\frac{m}{2}}. \tag{3.15}
\]

Hence,
\[
\|e\|^2_{L^2(B_R)} \leq \tilde{C}(M) \left( C_0 + \frac{16}{R^2} \right)^{\frac{m}{2}} \int_{B_{2R}} e^2 \, d\text{vol}. \tag{3.16}
\]

To pass from a bound in terms of \( \|e\|_{L^2(B_{2R})} \) to one in terms of \( \|e\|_{L^2(B_R)} \), we first consider \( r_k = R \left( \delta + \frac{1-2^k}{2^k} \right) \). This changes the bound of the derivative of \( \eta_k \) to \( |d\eta_k| \leq \frac{2 \cdot 2^k}{R(1-\delta)} \). Then (3.16) will turn into
\[
\sup_{x \in B_{2R}(x_0)} e^2 \leq \tilde{C}(M) \left( C_0 + \frac{16}{(R-\delta R)^2} \right)^{\frac{m}{2}} \int_{B_R(x_0)} e^2 \, d\text{vol}. \tag{3.17}
\]

To show that \( \sup e \) can be bounded by its \( L^1 \) norm, we use the following lemma from [2, Lemma 4.1]

**Lemma 11.** Let \( \varphi(t) \) be a bounded nonnegative function defined on the interval \([T_0, T_1]\), where \( 0 \leq T_0 < T_1 \). Suppose that for any \( T_0 \leq t < s \leq T_1 \), \( \varphi \) satisfies
\[
\varphi(t) \leq \theta \varphi(s) + \frac{A}{(s-t)^{\alpha}} + B, \tag{3.18}
\]
where \( \theta, A, B \) and \( \alpha \) are nonnegative constants, \( \theta < 1 \). Then
\[
\varphi(\rho) \leq C \left[ \frac{A}{(R-\rho)^{\alpha}} + B \right], \quad \forall T_0 \leq \rho < R \leq T_1, \tag{3.19}
\]
where \( C \) depends only on \( \alpha, \theta \).
We apply this lemma by setting $t = \delta R$, $s = R$, and $\varphi(t) = \sup_{B_t(x_0)} e$. By Cauchy-Schwarz and (3.17), we get

$$
\varphi(t) = \sup_{B_{sR}(x_0)} e \\
\leq \left( C_0 \tilde{C} + \frac{16 \tilde{C}}{(R - \delta R)^2} \right) \frac{m}{2} \sqrt{\int_{B_R(x_0)} e^2 \, d\text{vol}} \\
\leq \sqrt{\sup_{B_R(x_0)} e} \left( C_0 \tilde{C} + \frac{16 \tilde{C}}{(R - \delta R)^2} \right) \frac{m}{2} \sqrt{\int_{B_R(x_0)} e \, d\text{vol}} \\
\leq \frac{1}{2} \sup_{B_R(x_0)} e + 2 \left( \tilde{C}_0 + \frac{16 \tilde{C}}{(R - \delta R)^2} \right) \frac{m}{2} \int_{B_R(x_0)} e \, d\text{vol} \\
= \frac{1}{2} \varphi(s) + \frac{A}{(s-t)^m} \int_{B_R(x_0)} e \, d\text{vol},
$$

(3.20)

where $A$ can be taken as a constant slightly larger than $\tilde{C}_0(R - \delta R)^2 + 16 \tilde{C}$ since $(R - \delta R)^2$ is bounded.

Applying the lemma, we have

$$
\varphi(t) \leq C \left[ \frac{A}{(s-t)^m} \int_{B_R(x_0)} e \, d\text{vol} \right].
$$

(3.21)

That is,

$$
\sup_{B_{sR}(x_0)} e \leq \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right) \frac{m}{2} \int_{B_R(x_0)} e \, d\text{vol}.
$$

(3.22)

In particular, we have the single point estimate at the center $x_0$ (a special case when $\delta = 0$):

$$
e(f)(x_0) \leq \left( C_1(M)C_0 + \frac{C_2(M)}{R^2} \right) \frac{m}{2} \int_{B_R(x_0)} e(f) \, d\text{vol}.
$$

(3.23)

If $\sup_M e(f) = e(x_1)$, then from the Moser iteration, we can easily get the result

$$
\sup_M e(f) \leq \left( C_1(M) + \frac{C_2(M)}{R^2} \right) \frac{m}{2} \int_{B_R(x)} e(f) \, d\text{vol},
$$

(3.24)

for $x \in M$ such that $e(f)(x) = \sup_M e(f)$ and any $R < R_M$ with $B_R(x) \subset M$. \qed
3.2 Moser-Harnack Iteration for Parabolic Subsolutions

Lemma 12. Let \( z_0 = (x_0, t_0) \in M \times I \) with \( M \) compact. Suppose a positive function \( e : M \to \mathbb{R} \) satisfies

\[
\left( \frac{\partial}{\partial t} + \Delta \right) e \leq C_0 e \quad \text{in} \ P_R(z_0),
\]

for some \( C_0 \geq 0 \) where it may depend on \( e \), and \( P_R(z_0) \) is defined to be the cylinder

\[
P_R(z_0) = \{(x, t) \in M \times I \mid |x - x_0| \leq R, |t - t_0| \leq R^2 \}
\]

for \( R < R_M \).

Then

\[
\sup_{P_{3R}(z_0)} e \leq \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \int_{P_R(z_0)} e \, d\text{vol} \, dt,
\]

where \( C_1(M) \) and \( C_2(M) \) only depend on \( M \).

In particular, when \( \delta = 0 \), we have

\[
e(f)(z_0) \leq \left( C_1(M)C_0 + \frac{C_2(M)}{R^2} \right)^{\frac{m+2}{2}} \int_{P_R(z_0)} e \, d\text{vol} \, dt.
\]

If \( \sup_{M \times I} e(f) \) exists, then

\[
\sup_{M \times I} e(f) \leq \left( C_1(M)C_0 + \frac{C_2(M)}{R^2} \right)^{\frac{m+2}{2}} \int_{P_R(z_0)} e \, d\text{vol} \, dt,
\]

for any \( R < R_M \).

Proof. Without loss of generality, we may assume \( z_0 = (x_0, t_0) = (0, 0) \). We denote \( P_R(0) = P_R \) and so on. First we assume

\[
\left( \frac{\partial}{\partial t} + \Delta \right) e(f) \leq C_0 e(f) \quad \text{in} \ P_{2R}(z_0).
\]

Define the spatial cut-off functions \( \eta_k \) as in the elliptic case. Similarly, we can also define cut-off functions in the time direction. Let \( g_k(t) = 1 \) for \( |t| \leq R^2 \left( 1 + \frac{1}{2^k} \right) \)
and \( g_k(t) = 0 \) for \( |t| \geq R^2 \left( 1 + \frac{2}{2^{k-1}} \right) \) so that \( |g'_k(t)| \leq \frac{2^k}{R^2} \).
Multiply the equation by $e^{2p_n - 1} \eta_n^2 g_n^2$ on both sides, then integrate over $P_{2R}$. With integration by parts, we have

$$C_0 \int_{P_{2R}} e^{2p_n - 1} \eta_n^2 g_n^2 \, dv \, dt$$

$$\geq \int_{P_{2R}} \left\langle \frac{\partial e}{\partial t}, e^{2p_n - 1} \eta_n^2 g_n^2 \right\rangle \, dv \, dt + \int_{P_{2R}} \left\langle \Delta e, e^{2p_n - 1} \eta_n^2 g_n^2 \right\rangle \, dv \, dt$$

$$= \int_{P_{2R}} \left\langle \frac{\partial e}{\partial t}, e^{2p_n - 1} \eta_n^2 g_n^2 \right\rangle \, dv \, dt + \int_{P_{2R}} \left\langle de, d \left( e^{2p_n - 1} \eta_n^2 g_n^2 \right) \right\rangle \, dv \, dt$$

$$= \frac{1}{2p_n} \int_{P_{2R}} \frac{d}{dt} \left( e^{2p_n} \eta_n^2 g_n^2 \right) \, dv \, dt + \frac{2p_n - 1}{p_n^2} \int_{P_{2R}} |d(e^{p_n})|^2 \eta_n^2 g_n^2 \, dv \, dt$$

$$\geq \frac{1}{2p_n} \int_{P_{2R}} \frac{d}{dt} \left( e^{2p_n} \eta_n^2 g_n^2 \right) \, dv \, dt - \frac{1}{2p_n} \int_{P_{2R}} e^{2p_n} \frac{d}{dt} \left( g_n^2 \right) \, dv \, dt$$

$$+ \frac{1}{p_n} \int_{P_{2R}} |d(e^{p_n})|^2 \eta_n^2 g_n^2 \, dv \, dt + \frac{p_n - 1}{p_n^2} \int_{P_{2R}} |d(e^{p_n})|^2 \eta_n^2 g_n^2 \, dv \, dt$$

$$\geq \frac{1}{2p_n} \int_{P_{2R}} \frac{d}{dt} \left( e^{2p_n} \eta_n^2 g_n^2 \right) \, dv \, dt + \frac{1}{p_n} \int_{P_{2R}} |d(e^{p_n})|^2 \, dv \, dt$$

$$- \frac{1}{p_n} \int_{P_{2R}} e^{2p_n} \left( \frac{1}{2} \eta_n^2 \frac{d}{dt} (g_n^2) + g_n^2 |d(\eta_n)|^2 \right) \, dv \, dt.$$ 

Rearranging, we have

$$\int_{P_{2R}} \frac{d}{dt} \left( e^{2p_n} \eta_n^2 g_n^2 \right) \, dv \, dt + 2 \int_{P_{2R}} |d(e^{p_n})|^2 \, dv \, dt$$

$$\leq \int_{P_{2R}} e^{2p_n} \left( 2C_0 p_n \eta_n^2 g_n^2 + \eta_n^2 \frac{d}{dt} (g_n^2) + 2g_n^2 |d(\eta_n)|^2 \right) \, dv \, dt.$$ 

(3.33)
The preceding inequality still holds if we replace $P_{2R}$ by $P_{2R}^\tau := B_{2R} \times [-4R^2, \tau)$ for any $\tau \in (-4R^2, 0]$. Since $g_n^2 = 0$ when $t = -4R^2$, integration by parts in the $t$ direction yields

$$
\int_{B_{2R} \times \{\tau\}} \eta_n^2 g_n^2 e^{2p_n} \, d\text{vol} + 2 \int_{P_{2R}} |d (e^{p_n} \eta_n g_n)|^2 \, d\text{vol} \, dt \\
\leq \int_{P_{2R}} e^{2p_n} \left( 2C_0 p_n \eta_n^2 g_n^2 + \eta_n^2 \frac{d}{dt} (g_n^2) + 2g_n^2 |d(\eta_n)|^2 \right) \, d\text{vol} \, dt.
$$

(3.34)

By Young’s inequality, for any $a, b \geq 0$, and $\frac{1}{p} + \frac{1}{q} = 1$,

$$
\frac{a^p}{p} + \frac{b^q}{q} \geq ab.
$$

(3.35)

Pick $p = \frac{m+2}{2}$ and $q = \frac{m}{m+2}$ and view $\int_{B_{2R} \times \{\tau\}} e^{2p_n} \eta_n^2 g_n^2 \, d\text{vol} = \frac{a^p}{p}$,

$$
2 \int_{P_{2R}} |d (e^{p_n} \eta_n g_n)|^2 \, d\text{vol} \, dt = \frac{b^q}{q},
$$

we have

$$
\left( \frac{m+2}{2} \int_{B_{2R} \times \{\tau\}} e^{2p_n} \eta_n^2 g_n^2 \, d\text{vol} \right)^{\frac{1}{p}} \left( \frac{2m}{m+2} \int_{P_{2R}} |d (e^{p_n} \eta_n g_n)|^2 \, d\text{vol} \, dt \right)^{\frac{1}{q}}
\leq \int_{P_{2R}} e^{2p_n} \left( 2C_0 p_n \eta_n^2 g_n^2 + \eta_n^2 \frac{d}{dt} (g_n^2) + 2g_n^2 |d(\eta_n)|^2 \right) \, d\text{vol} \, dt.
$$

(3.36)

This works for any $\tau \in (-4r^2, 0]$, therefore

$$
\left( \sup_{\tau \in (-4r^2, 0]} \frac{m+2}{2} \int_{B_{2R} \times \{\tau\}} e^{2p_n} \eta_n^2 g_n^2 \, dx \right)^{\frac{1}{p}} \left( \frac{2m}{m+2} \int_{P_{2R}} |d (e^{p_n} \eta_n g_n)|^2 \, d\text{vol} \, dt \right)^{\frac{1}{q}}
\leq \int_{P_{2R}} e^{2p_n} \left( 2C_0 p_n \eta_n^2 g_n^2 + \eta_n^2 \frac{d}{dt} (g_n^2) + 2g_n^2 |d(\eta_n)|^2 \right) \, d\text{vol} \, dt.
$$

(3.37)

By the Sobolev Lemma, for $I$ an interval in $\mathbb{R}^1$,

$$
\int_{B_{\rho} \times I} u^{2m+2} \, d\text{vol} \, dt \leq C(M) \left( \sup_{\tau \in I} \int_{B_{\rho} \times \{\tau\}} u^2 \, d\text{vol} \right)^{\frac{2}{m}} \times \int_{B_{\rho} \times I} |du|^2 \, d\text{vol} \, dt
$$

(3.38)
By (3.38) with \( u = e^{p_n} \eta_ng_n \), we have

\[
\tilde{C}(M) \left( \int_{P_{2R}} (e^{p_n} \eta_ng_n)^{2\frac{m+2}{m}} \, d\text{vol}\, dt \right)^{\frac{m}{m+2}} \leq \left[ \left( \sup_{r \in (-4R,0]} \int_{B_{2R} \times \{r\}} (e^{p_n} \eta_ng_n)^2 \right)^{\frac{2}{m}} \times \int_{P_{2R}} |d(e^{p_n} \eta_ng_n)|^2 \, d\text{vol}\, dt \right]^{\frac{m}{m+2}}
\]

\[
\leq \int_{P_{2R}} e^{2p_n} \left( 2C_0p_n \eta_n^2 g_n^2 + \eta_n^2 \frac{d}{dt} (g_n^2) + 2g_n^2 |d(\eta_n)|^2 \right) \, d\text{vol}\, dt.
\]

Since \( |d(g_n)| \leq \frac{2^n}{R^2}, |d(\eta_n)| \leq \frac{2^{n+1}}{R} \), and \( g_n, \eta_n \) are cutoff functions both compactly supported by \( P_R(1 + \frac{1}{2^n}) \), we can use the information to restrict the domain of the integrals on both sides

\[
\tilde{C}(M) \left( \int_{P_{R(1 + \frac{1}{2^n})}} e^{2p_n} \frac{m+2}{m} \, d\text{vol}\, dt \right)^{\frac{m}{m+2}} \leq \left( 2C_0p_n + \frac{4^{n+1}}{R^2} \right) \int_{P_{R(1 + \frac{1}{2^n})}} e^{2p_n} \, d\text{vol}\, dt.
\]

That is

\[
\tilde{C}(M) \|e\|_{L^{2p_{n+1}}(P_{n})}^{2p_n} \leq \left( C_0p_n + \frac{4^n}{\tilde{C}(M)R^2} \right) \|e\|_{L^{2p_n}(P_{n-1})}^{2p_n}.
\]

Hence,

\[
\|e\|_{L^{2p_{n+1}}(P_{n})}^2 \leq \left( \frac{C_0p_n}{C(M)} + \frac{4^n}{\tilde{C}(M)R^2} \right)^{\frac{1}{2p_n}} \|e\|_{L^{2p_n}(P_{n-1})}^2.
\]

Iterate until \( p_n \to \infty \), we have

\[
\|e\|_{L^x(P_R)}^2 \leq \prod_{n=1}^{\infty} \left( \frac{2^n}{\tilde{C}(M)} \left( C_0 + \frac{1}{R^2} \right) \right)^{\frac{1}{2p_n}} \|e\|_{L^2(P_{2R})}^2
\]

\[
= \left( \frac{4}{\tilde{C}(M)} \left( C_0 + \frac{1}{R^2} \right) \right)^{\frac{m+2}{2}} \|e\|_{L^2(P_{2R})}^2
\]

\[
= \left( C_1(M)C_0 + \frac{C_2(M)}{R^2} \right)^{\frac{m+2}{2}} \|e\|_{L^2(P_{2R})}^2,
\]

for \( C_1(M), C_2(M) \) being just the Sobolev constants that only depend on \( M \).

As for the general case when (3.25) is true in \( P_R(z_0) \), we have

\[
\left( \sup_{z \in P_{R(z_0)}} e \right)^2 \leq \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \int_{P_{R(z_0)}} e^2 \, d\text{vol}\, dt.
\]
We then apply Lemma 11 in order to get the $L^\infty$ norm bounded by the $L^1$ norm of $e(f)$ in a larger cylinder.

We use the same trick as in the elliptic case. From Cauchy-Schwarz, we have

\[
\sup_{P_{R(\delta R)}} e(f) \leq \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \sqrt{\int_{P_{R(z_0)}} e^2 \, d\text{vol} \, dt} \\
\leq \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \sqrt{\sup_{P_{R(z_0)}} e(f)} \sqrt{\int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt} \\
\leq \frac{1}{2} \sup_{P_{R(z_0)}} e(f) + \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt.
\]

(3.45)

Now apply the lemma by setting $t = \delta R$, $s = R$, and

\[
\varphi(t) = \sup_{P_t(z_0)} e(f),
\]

we have

\[
\varphi(t) \leq \frac{1}{2} \varphi(s) + \left( C_1(M)C_0 + \frac{C_2(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt.
\]

Since $C_1(M)C_0$ is bounded, we get

\[
\varphi(t) \leq \frac{1}{2} \varphi(s) + \frac{A}{(s - t)^{m+2}} + B,
\]

where

\[
A = \tilde{C}_2(M) \int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt, \quad B = \tilde{C}_1(M)C_0 \int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt.
\]

From the lemma, we get

\[
\varphi(t) = \sup_{P_{\delta R(z_0)}} e(f) \\
\leq C \left[ \frac{A}{(R - \delta R)^{m+2}} + B \right] \tag{3.46} \\
\leq \left( \tilde{C}_1(M)C_0 + \frac{\tilde{C}_2'(M)}{(R - \delta R)^2} \right)^{\frac{m+2}{2}} \int_{P_{R(z_0)}} e(f) \, d\text{vol} \, dt,
\]

for any $0 \leq \delta < 1$. 
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In particular, we have

\[ e(f)(z_0) \leq \left( \hat{C}_1(M)C_0 + \frac{\hat{C}_2(M)}{R^2} \right)^{\frac{m+2}{2}} \int_{P_R(z_0)} e(f) \, d\text{vol} \, dt, \quad (3.47) \]

for any \( R \) where (3.25) holds.

Suppose \( \sup_{M \times I} e(f) \) exists and is achieved at \( z_0 \), we also have

\[ \sup_{M \times I} e(f) \leq \left( \hat{C}_1(M)C_0 + \frac{\hat{C}_2(M)}{R^2} \right)^{\frac{m+2}{2}} \int_{P_R(z_0)} e(f) \, d\text{vol} \, dt, \quad (3.48) \]

for any \( R \).
In this chapter, we apply Moser iteration and the monotonicity formulas derived in Chapter 3 to derive new $\epsilon$-regularity results. We obtain better bounds for $\sup e$ under suitable hypotheses on the ratios $\mu_0$, $\nu_0$, and $p_0$. This proof is derived directly from Moser iteration without introducing any rescaling of the function $e$. Therefore, we can see clearly how $\epsilon_0$ depends on the constants playing a role in the Moser iteration.

4.1 Elliptic $\epsilon$-Regularity

We obtain estimates for positive functions $e : B_R(x_0) \to \mathbb{R}^1$ which satisfy a monotonicity relation and the elliptic inequality

$$\Delta e \leq C e^2. \quad (4.1)$$

**Theorem 13.** Suppose $e : M \to \mathbb{R}^k$ is positive and satisfies (4.1). Suppose there exists $C_2, p_0 \geq 0$, and a smooth function $\nu$ with $0 \leq \nu \leq 1$ such that

$$\Phi(R, x) := \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x)) e \, d\text{vol} \quad (4.2)$$

is monotonically increasing in $R$. There exists a constant $\epsilon_0 > 0$, such that if

$$\Phi(R, x_0) < \epsilon_0, \quad (4.3)$$

then for any $\delta < \frac{3}{4},$

$$\sup_{x \in B_{\delta R}(x_0)} e \leq \frac{C}{(\delta R)^{2-p_0}}, \quad (4.4)$$

where $C$ is an absolute constant only depending on $M$ and the monotonicity constant.
Moreover, we have

\[
\sup_{B_1^R(x_0)} e(f) \leq CR^{-m} \int_{B_R(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol}. \tag{4.5}
\]

Proof. From the monotonicity formula, which applies to all \( x \in B_R(x_0) \), we have

\[
\rho^{2-m-p_0} \int_{B_\rho(x)} (1 + \nu(r, x))e(f) \, d\text{vol} \leq C\tau^{2-m-p_0} \int_{B_\tau(x)} (1 + \nu(r, x))e(f) \, d\text{vol}, \tag{4.6}
\]

for any \( x \in B_R(x_0) \) and \( 0 < \rho < \tau < R - |x - x_0| \), where \( C_1 \) only depends on \( m \) and \( M \).

Now we set \( R_1 = \delta R = \frac{3}{4} R \). Consider \( 0 < \rho < R_1 - |x - x_0| < R - |x - x_0| \). By monotonicity and the fact that \( B_{R - |x - x_0|}(x) \subset B_R(x_0) \) the above inequality implies, for any \( x \in B_{R_1}(x_0) \), that

\[
\rho^{2-m-p_0} \int_{B_\rho(x)} (1 + \nu(r, x))e(u) \, d\text{vol} \\
\leq C_1 \left( R_1 - |x - x_0| \right)^{2-m-p_0} \int_{B_{R_1 - |x - x_0|}(x)} (1 + \nu(r, x))e(f) \, d\text{vol} \\
\leq C_2 \left( R - |x - x_0| \right)^{2-m-p_0} \int_{B_{R - |x - x_0|}(x)} (1 + \nu(r, x))e(f) \, d\text{vol} \tag{4.7} \\
\leq C_2 \left( \frac{1}{3} R_1 \right)^{2-m-p_0} \int_{B_R(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol} \\
= C \left( \frac{1}{4} \right)^{2-m-p_0} R^{2-m-p_0} \int_{B_R(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol}.
\]

The last step holds because \( R - |x - x_0| = \frac{4}{3} R_1 - |x - x_0| \geq \frac{1}{3} R_1 \).

Now consider the following function

\[
h(\sigma) = (R_1 - \sigma)^{2-p_0} \sup_{B_\sigma(x_0)} e(f). \tag{4.8}
\]

Let \( \sigma_0 \) be the point where \( h(\sigma_0) = \max_{0 \leq \sigma < R_1} h(\sigma) \). Suppose at \( x_1 \in \overline{B_{\sigma_0}(x_0)} \) we have

\[
e(f)(x_1) = B_{\sigma_0}(x_0)e(f) := e_0. \tag{4.9}
\]

Let \( \rho_0 = \frac{1}{2}(R_1 - \sigma_0) \). Since \( B_{\rho_0}(x_1) \subset B_{\rho_0 + \sigma_0}(x_0) \), we have

\[
\sup_{B_{\rho_0}(x_1)} e(f) \leq \sup_{B_{\rho_0 + \sigma_0}(x_0)} e(f). \tag{4.10}
\]
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From the definition of $h(\sigma)$, we get

$$(B_1 - (\rho_0 + \sigma_0))^2 \sup_{B_{\rho_0 + \sigma_0}(x_0)} e(f) \leq (B_1 - \sigma_0)^2 \sup_{B_{\sigma_0}(x_0)} e(f). \tag{4.11}$$

This implies

$$\sup_{B_{\rho_0}(x_1)} e(f) \leq \sup_{B_{\rho_0 + \sigma_0}(x_0)} e(f) \leq 4 \sup_{B_{\sigma_0}(x_0)} e(f) = 4\epsilon_0. \tag{4.12}$$

Now consider the elliptic equation in $B_{\rho_0}(x_1)$. We have

$$\Delta e(f) \leq Ce^2(f) \leq C \left( \sup_{B_{\rho_0}(x_1)} e(f) \right) e(f) \leq 4C\epsilon_0 e(f) \quad \text{in } B_{\rho_0}(x_1). \tag{4.13}$$

By the single point Moser iteration result, we have

$$\epsilon_0 = e(x_1) \leq \left( C_1(M)4C\epsilon_0 + \frac{C_2(M)}{\rho_0^2} \right)^{\frac{m}{2}} \int_{B_{\rho_0}(x_1)} e(f) \, d\text{vol}. \tag{4.14}$$

Rearranging, we get

$$\rho_0^{2-\rho_0} \epsilon_0 \leq (C_1(M)\rho_0^2\epsilon_0 + C_2(M))^{\frac{m}{2}} \frac{1}{\rho_0^{m-2+\rho_0}} \int_{B_{\rho_0}(x_1)} e(f) \, d\text{vol}$$

$$\leq (C_1(M)\rho_0^{2-\rho_0} \epsilon_0 + C_2(M))^{\frac{m}{2}} \frac{1}{\rho_0^{m-2+\rho_0}} \int_{B_{\rho_0}(x_1)} (1 + \nu(r, x))e(f) \, d\text{vol}. \tag{4.15}$$

This is

$$h(\sigma_0) \leq (C_1(M)h(\sigma_0) + C_2(M))^{\frac{m}{2}} \frac{1}{\rho_0^{m-2+\rho_0}} \int_{B_{\rho_0}(x_1)} (1 + \nu(r, x))e(f) \, d\text{vol}. \tag{4.16}$$

Since $x_1 \in B_{R_1}(x_0)$ and $\rho_0 + \sigma_0 < R_1 = \frac{3}{4}R$, we can apply the previous result that

$$\frac{1}{\rho_0^{m-2+\rho_0}} \int_{B_{\rho_0}(x_1)} (1 + \nu(r, x))e(f) \, d\text{vol} \leq C \frac{1}{R^{m-2+\rho_0}} \int_{B_{R}(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol},$$

and therefore,

$$h(\sigma_0) \leq (C_1(M)h(\sigma_0) + C_2(M))^{\frac{m}{2}} \frac{1}{R^{m-2+\rho_0}} \int_{B_{R}(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol}. \tag{4.17}$$

Suppose there exists $R_1 = \frac{3}{4}R$ such that $h(\sigma_0) = 1$. Then

$$1 = h(\sigma_0) \leq (C_1 + C_2)^{m/2} \frac{1}{R^{m-2+\rho_0}} \int_{B_{R}(x_0)} (1 + \nu(r, x))e(f) \, d\text{vol}. \tag{4.19}$$
We can pick $\epsilon_0 \leq \frac{1}{2(C_1 + C_2)^{m/2}}$ such that
\[
(C_1 + C_2)^{m/2} \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x)) e(f) \, d\nu \leq (C_1 + C_2)^{m/2} \epsilon_0 < 1, \tag{4.20}
\]
for any $R$ such that $\Psi(R, x_0) \leq \epsilon_0$. This leads to a contradiction. Therefore, $h(\sigma_0) \leq 1$.

That is,
\[
h(\sigma) = (R_1 - \sigma)^{2-p_0} \sup_{B_\sigma(x_0)} e(f) \leq h(\sigma_0) \leq 1. \tag{4.21}
\]

We can see that the above proof will hold when we replace $R_1$ with $\frac{3}{4} R$ with any $\delta \leq \frac{3}{4}$.

Finally, picking $\sigma = \frac{1}{2} R_1 = \frac{1}{2} \delta R$, we get
\[
\sup_{B_{\frac{1}{2} \delta R}(x_0)} e(f) \leq \frac{C}{(\frac{1}{2} \delta R)^{2-p_0}}, \tag{4.22}
\]
with $C$ a constant depends on $C_0$. (We can denote new $\delta$ as $\frac{1}{2} \delta$ to get the desired result.)

As for (4.5), we go back to the original estimate (4.18) and use the fact that $h(\sigma_0) \leq 1$,
\[
h(\sigma_0) \leq (C_1(M)\rho_0^{p_0} + C_2(M))^{\frac{m}{2}} \frac{1}{\rho_0^{m-2+p_0}} \int_{B_{\rho_0}(x_1)} (1 + \nu(r, x)) e(f) \, d\nu
\leq C \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x)) e(f) \, d\nu. \tag{4.23}
\]

Using the definition of $h(\sigma_0)$ again, we have
\[
(R_1 - \sigma)^{2-p_0} \sup_{B_\sigma(x_0)} (1 + \nu(r, x)) e(f) \leq h(\sigma_0) \leq C \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} e(f) \, d\nu. \tag{4.24}
\]

Here we pick $\delta$ to be $\frac{3}{4}$, and $\sigma = \frac{1}{2} R < R_1 = \delta R$, we have
\[
\sup_{B_{\frac{1}{2} R}(x_0)} e(f) \leq C R^{-m} \int_{B_{R}(x_0)} (1 + \nu(R, x)) e(f) \, d\nu. \tag{4.25}
\]
4.2 Parabolic $\epsilon$-Regularity

In this section, we consider a positive function $e : M \rightarrow \mathbb{R}^1$ that satisfies the following parabolic inequality

$$\frac{\partial e}{\partial t} + \Delta e \leq C e^2 \quad \text{in } P_R(z_0)$$

for some $R < R_M$. Here $z_0 = (x_0, t_0)$. The regions $P_R(z_0)$ and $T_R(t_0)$ are the same as the ones defined in Chapter 2.

**Theorem 14.** Suppose $e : M \times I \rightarrow \mathbb{R}^k$ is a positive function that satisfies (4.26). Suppose there exists $\nu_0 \geq 0$ such that

$$\Psi((x_0, t_0), R) := \int_{t_0 - R^2}^{t_0 - 4R^2} \frac{1}{(t_0 - t)^{\nu_0}} \int_M G(x_0, t_0)(x, t) e(f)(x, t) \varphi^2 \, d\text{vol} \, dt \quad (4.27)$$

is monotonically increasing in $R$. There exists $\epsilon_0$ such that, if there exists $\epsilon_0 \leq \sqrt{t_0 - t}/2$ with

$$\Psi((x_0, t_0), R) = \int_{t_0 - 4R^2}^{t_0 - R^2} \frac{1}{(t_0 - t)^{\nu_0}} \int_M G(x_0, t_0)(x, t) e(f)(x, t) \varphi^2 \, d\text{vol} \, dt \leq \epsilon_0, \quad (4.28)$$

then for any $\delta$ that depends only on $M, E(f_0(x)), R,$ and $C$ an absolute constant, we have

$$\sup_{P_{\delta R}(x_0, t_0)} e \leq \frac{C}{R^{2-2\nu_0}}. \quad (4.29)$$

Here $G(x_0, t_0)$ is the backward Gaussian

$$G(x_0, t_0)(x, t) = \frac{1}{(4\pi(t_0 - t))^{\frac{m}{2}}} \exp \left( -\frac{|x - x_0|^2}{4(t_0 - t)} \right) \quad (4.30)$$

and $\varphi(x) = \varphi(|x - x_0|)$ is a cut-off function supported in $B_{R_M}(x_0)$. (Sometimes we denote $G(x_0, t_0)(x, t) = G(x, t)$ or just $G(x_0, t_0), G_{x_0}.$)

**Proof.** Let $R_1 = \delta R$ for $\delta < 1/2$. For any $\sigma < R_1$, consider the following situation. Suppose

$$e_0 = \sup_{P_{\sigma}(z_0)} e(f).$$

We are interested in the point $z_1 = (x_1, t_1) \in \overline{P_{\sigma}(z_0)}$ such that

$$e(f)(z_1) = e_0.$$

Then inside some cylinder $P_{\rho}(z_1) \subset P_{R_1}(z_0)$, we have

$$\left( \frac{\partial}{\partial t} + \Delta \right) e(f) \leq C \left( \sup_{P_{R_1-\rho}(z_0)} e(f) \right) e.$$
From the single point Moser iteration, we have
\[
e(f)(z_1) = \sup_{P_\rho(z_0)} e(f) \leq \left( C_1(M) \left( \sup_{P_\rho(z_1)} e(f) \right) + \frac{C_2(M)}{\rho^2} \right)^{\frac{m+2}{2}} \int_{P_\rho(z_1)} e(f) \, d\text{vol}.
\]

Rearranging the above inequality so that it attains a form in which we may apply the monotonicity formula, we get
\[
\rho^{2-2\nu_0} \sup_{P_\rho(z_0)} e(f) \leq \left( C_1(M) \rho^{2-\nu_0} \left( \sup_{P_\rho(z_1)} e \right) \rho^{\nu_0} + C_2(M) \right)^{(m+2)/2} \frac{1}{\rho^{m+2\nu_0}} \int_{P_\rho(z_1)} e(f) \, d\text{vol} \, dt.
\]

To relate \( \sup_{P_\rho(z_1)} e(f) \) back to \( \sup_{P_\rho(z_0)} e(f) \), we define the function
\[
h(\sigma) = (R_1 - \sigma)^{2-2\nu_0} \sup_{P_\sigma(z_0)} e(f),
\]
and pick \( \rho = \frac{1}{2}(R_1 - \sigma) \).

Since \( e(f) \) is regular in \( P_R(z_0) \), we are able to find a point \( \sigma_0 \) such that
\[
h(\sigma_0) = \max_{0 < \sigma < R_1} h(\sigma).
\]

There exists \( z_1 = (x_1, t_1) \in \overline{P_{\sigma_0}(z_0)} \) such that
\[
e(f)(z_1) = \sup_{P_{\sigma_0}(z_0)} e(f).
\]

Let \( \rho_0 = \frac{1}{2}(R_1 - \sigma_0) \). We will argue that
\[
\sup_{P_{\rho_0}(z_1)} e(f) \leq 4 \sup_{P_{\rho_0}(z_0)} e(f).
\]

It is easy to check that \( \rho_0 + \sigma_0 = \frac{1}{2}(R_1 + \sigma_0) < R_1 = \delta R < R \) and \( P_{\rho_0}(z_1) \subset P_{\rho_0+\sigma_0}(z_0) \). Similar argument as in the elliptic case, we have
\[
\sup_{P_{\rho_0}(z_1)} e(f) \leq \sup_{P_{\rho_0+\sigma_0}(z_0)} e(f) \leq 4 \sup_{P_{\sigma_0}(z_0)} e(f) = 4e(f)(z_1).
\]

Now we base our estimate inside the cylinder \( P_{\rho_0}(z_1) \) since \( z_1 \) is the point that \( e(f) \) achieves its max within \( P_{\sigma_0}(z_0) \). From the single point Moser iteration, we get
\[
e(f)(z_1) \leq \left( C_1(M) \left( \sup_{P_{\rho_0}(z_1)} e(f) \right) + \frac{C_2(M)}{\rho_0^2} \right)^{\frac{m+2}{2}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt
\]
\[
\leq \left( 4C_1(M) \left( \sup_{P_{\rho_0}(z_0)} e(f) \right) + \frac{C_2(M)}{\rho_0^2} \right)^{\frac{m+2}{2}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt.
\]
Do the same rearranging as before, we get the following,

\[
\rho_0^{2-2\nu_0} e(f)(z_1) = \frac{1}{2^{2-2\nu_0}} (R_1 - \sigma_0)^{2-2\nu_0} \sup_{P_{\rho_0}(z_0)} e(f)
\leq \left( C_1(M)(R_1 - \sigma_0)^{2-2\nu_0} \sup_{P_{\rho_0}(z_0)} e(f) + C_2(M) \right)^{(m+2)/2} \frac{1}{\rho_0^{m+2\nu_0}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt.
\]

That is,

\[
h(\sigma_0) \leq (C_1(M)h(\sigma_0) + C_2(M))^{(m+2)/2} \frac{1}{\rho_0^{m+2\nu_0}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt.
\]

Here, as long as we can show that

\[
\frac{1}{\rho_0^{m+2\nu_0}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt
\]

can be bounded by \( \epsilon_0 \) using the monotonicity formula, we could argue that \( h(\sigma_0) \) cannot be arbitrarily large, provided \( \sigma_0 < R_1 = \delta R < R \), where \( \epsilon_0 \) gets achieved. Therefore, we will have control for all \( \sup_{P_{\rho}(z)} e(f), \forall \rho < R_1 \) from \( h(\sigma_0) \).

We present the following lemma and will prove it after the proof of this theorem.

**Lemma 15.** Let \( R_1 = \delta R \) for some \( \delta < \frac{1}{2} \), and \( R < R_M \). Let \( \rho, \sigma \in (0, R_1) \) with \( \rho + \sigma < R_1 \). Then for any \( z_1 = (x_1, t_1) \in P_{\sigma}(z_0) \), the monotonicity formula implies

\[
\frac{1}{\rho^{m+2\nu_0}} \int_{P_{\rho}(z_1)} e(u) \, d\text{vol} \, dt \leq C_1(R)\Psi((x_0, t_0), R) + C_2 RE(f_0(x)) + C_3 \exp \left( (2 - m - 2\nu_0) \ln R - c_2\delta^{-2} \right) E(f_0(x)).
\]

Here \( C_1(R) \) is a constant depends on \( R \) and \( M \), \( C_3, c_2 \) are absolute constants. \( E(f_0(x)) \) is the initial energy.

With the lemma, we can proceed to argue for bounds of \( h(\sigma_0) \) as follows. Assume \( \Psi((x_0, t_0), R_0) \leq \epsilon_0 \). We then pick \( \delta \) small so that

\[
C_3 \exp \left( (2 - m - 2\nu_0) \ln R - c_2\delta^{-2} \right) E(f_0(x)) \leq \epsilon_0,
\]

for some small \( R < R_M \). We have

\[
h(\sigma_0) \leq (C_1 h(\sigma_0) + C_2)^{(m+2)/2} \frac{1}{\rho_0^{m+2\nu_0}} \int_{P_{\rho_0}(z_1)} e(f) \, d\text{vol} \, dt
\leq (C_1 h(\sigma_0) + C_2)^{(m+2)/2} (c_1\epsilon_0 + c_2 RE(f_0(x)))
\leq (C_1 h(\sigma_0) + C_2)^{(m+2)/2} \epsilon_0.
\]

(4.36)
Suppose there exists $R_1 = \delta R$, such that for any $\sigma < R_1$, $h(\sigma_0) = \max_{0 \leq \sigma < R_1} = 1$. By the above inequality, we have

$$1 \leq (C_1 + C_2)^{(m+2)/2} \epsilon_0.$$  \hfill (4.37)

Therefore, we can choose $\epsilon_0$ so that $(C_1 + C_2)^{(m+2)/2} \epsilon_0 < 1$. That said, with $R_1 = \delta R < \delta R_0$, and for all $\sigma < R_1$, we always have

$$h(\sigma) \leq h(\sigma_0) \leq 1.$$  \hfill (4.38)

Since $h(\sigma_0) = \max_{0 \leq \sigma < R_1} h(\sigma)$, we can pick $\sigma = \frac{1}{2} R_1 = \frac{1}{2} \delta R$, and we have

$$(R_1 - \sigma)^{2-p_0} \sup_{P_\sigma(z_0)} e(f) \leq h(\sigma_0) \leq 1,$$  \hfill (4.39)

which is,

$$\sup_{P_{\frac{1}{2} \delta R}(z_0)} e(f) \leq \frac{C}{(\frac{1}{2} \delta R)^{2-p_0}},$$  \hfill (4.40)

where $C$ is an absolute constant. Picking new $\delta$ to be half of the original $\delta$, we will get the desired estimate.

\[\square\]

**Proof of Lemma 15.** We want to show that

$$\frac{1}{\rho^{m+2\nu_0}} \int_{P_\rho(z_1)} e(f) \, d\text{vol} \, dt$$

can be controlled by some $\Psi((x_0, t_0), R)$ and eventually bounded by $\epsilon_0$.

First, we need an estimate between the backward Gaussian $G$ and $\rho^{-m}$. Since Gaussians blow up at $t = t_0$, we cannot derive the inequality directly from $z_1 = (x_1, t_1)$. To get a bound on the Gaussian, we move the center a little above so that it does not lie in the region $T_R(t_0) = M \times [t_0 - 4R^2, t_0 - R^2]$, where we later apply the monotonicity formula.

Let $R_1 = \delta R$ and $\sigma, \rho \in (0, R_1)$ such that $\rho + \sigma < R_1$. Let $z_1 = (x_1, t_0) \in P_\rho(z_0)$. For any point in $z \in P_\rho(z_1)$, we have the following estimate

$$G_{(x_1, t_1+2\rho^2)} = (4\pi(t_1 + 2\rho^2 - t))^{-m/2} \exp \left( -\frac{|x - x_1|^2}{4(t_1 + 2\rho^2 - t)} \right)$$

$$\geq (4\pi(t_1 + 2\rho^2 - (t_1 - \rho^2)))^{-m/2} \exp \left( -\frac{\rho^2}{4(t_1 + 2\rho^2 - (t_1 + \rho^2))} \right)$$  \hfill (4.41)

$$= C \rho^{-m}.$$
Therefore, we have

\[
\rho^{-m-2q_0} \int_{P_\rho(z_1)} e(f) \, d\text{vol} \, dt \leq C_1 \rho^{-2q_0} \int_{P_\rho(z_1)} G(x_1,t_1+2\rho^2)(x,t) e(f) \, d\text{vol} \, dt. \tag{4.42}
\]

It is obvious that \( P_\rho(z_1) \subset T_\rho(t_1 + 2\rho^2) \). Suppose \( \varphi^2 \) is the cut-off function that is used in the proof of the monotonicity formula that is compactly supported in \( B_{R_M}(x_0) \), we have

\[
\begin{align*}
\rho^{-2q_0} & \int_{P_\rho(z_1)} G(x_1,t_1+2\rho^2)(x,t) e(f) \, d\text{vol} \, dt \\
& \leq \rho^{-2q_0} \int_{T_\rho(t_1+2\rho^2)} G(x_1,t_1+2\rho^2)(x,t) e(f) \varphi^2 \, d\text{vol} \, dt \\
& \leq C \int_{t_1+2\rho^2}^{t_1+\rho^2} \frac{1}{(t_1 + 2\rho^2 - t)^q_0} \int_M G(x_1,t_1+2\rho^2)(x,t) e(f) \varphi^2 \, d\text{vol} \, dt \\
& = C \Psi((x_1, t_1 + 2\rho^2), \rho). \tag{4.43}
\end{align*}
\]

By the monotonicity formula, we have

\[
\Psi((x_1, t_1 + 2\rho^2), \rho) \leq C_1(R) \Psi((x_1, t_1 + 2\rho^2), \sqrt{3R}/2) + C_2 RE(f_0(x)). \tag{4.44}
\]

With the fact that \( R_1 = \delta R \leq \frac{1}{2} R \) and \( \rho, \sigma < R_1 \), we can check that \( t_1 + 2\rho^2 - 3R^2 > t_0 - 4R^2 \). We then split the stripe \( T_{R/2}(t_1 + 2\rho^2) \) into 3 parts

\[
\begin{align*}
\Psi((x_1, t_1 + 2\rho^2), \sqrt{3R}/2) \\
& \leq \left( \int_{t_0 - 4R^2}^{t_0 - R^2} + \int_{t_0 - R^2}^{t_0 - 2R^2 - 3R^2/4} \right) \frac{1}{(t_1 + 2\rho^2 - t)^q_0} \int_M G(x_1,t_1+2\rho^2)(x,t) e(f) \varphi^2 \, d\text{vol} \, dt \\
& \leq C \int_{T_{R/2}(t_0)} \frac{1}{(t_0 - t)^q_0} \int_M G(x_1,t_1+2\rho^2)(x,t) e(f) \varphi^2 \, d\text{vol} \, dt \\
& + \int_{t_0 - R^2}^{t_0 - 2R^2 - 3R^2/4} \frac{1}{(t_1 + 2\rho^2 - t)^q_0} \int_M G(x_1,t_1+2\rho^2)(x,t) e(f) \varphi^2 \, d\text{vol} \, dt \\
& = I + II. \tag{4.45}
\end{align*}
\]

For II, since \( \sigma^2 + \rho^2 \leq (\sigma + \rho)^2 < R_1^2 < R^2/4 \), we apply the monotonicity formula.
again and get
\[
\int_{t_0-R^2}^{t_1+2\rho^2-3R^2/4} \left( \frac{1}{(t_1 + 2\rho^2 - t)^{\nu_0}} \int_M G(x_1,t_1+2\rho^2) e(f) \phi^2 \, d\nu \, dt \right) \\
\leq C \int_{t_0-R^2}^{t_0+\sigma^2+2\rho^2-3R^2/4} \left( \frac{1}{(t_0 - t)^{\nu_0}} \int_M G(x_1,t_1+2\rho^2) e(f) \phi^2 \, d\nu \, dt \right) \\
\leq C \int_{t_0-R^2}^{t_0-R^2/4} \left( \frac{1}{(t_0 - t)^{\nu_0}} \int_M G(x_1,t_1+2\rho^2) e(f) \phi^2 \, d\nu \, dt \right) \\
\leq C \int_{t_0-4R^2}^{t_0-R^2} \left( \frac{1}{(t_0 - t)^{\nu_0}} \int_M G(x_1,t_1+2\rho^2) e(f) \phi^2 \, d\nu \, dt \right). \tag{4.46}
\]

So far we have shown
\[
\rho^{-m-2\nu_0} \int_{P_{\rho}(z)} e(f) \, d\nu \, dt \\
\leq C_1(R) \int_{T_R(t_0)} \left( \frac{1}{(t_0 - t)^{\nu_0}} \right) \int_M G(x_1,t_1+2\rho^2) (x,t) e(f) \phi^2 \, d\nu \, dt + C_2(R)E(f_0(x)). \tag{4.47}
\]

Now we need to get a bound for $G(x_1,t_1+2\rho^2)(x,t)$ from $G_{x_0,t_0}$. Here we consider two regions: $|x - x_1| \geq R/\delta$ and $|x - x_1| < R/\delta$.

**Case 1:** when $|x - x_1| \geq R/\delta$.

For $(x,t) \in T_R(t_0)$, $t_0 - t \geq R$ and $t_1 - t_0 + 2\rho^2 \geq -\sigma^2 \geq -\frac{1}{2}R^2 \geq -\frac{1}{2}(t_0 - t)$. Therefore, $(t_1 + 2\rho^2 - t)^{m/2} \geq c(t_0 - t)^{m/2}$. Hence,

\[
G(x_1,t_1+2\rho^2)(x,t) = (4\pi(t_1 + 2\rho^2 - t))^{-\frac{m}{2}} \exp \left( -\frac{|x - x_1|^2}{4(t_1 + 2\rho^2 - t)} \right) \\
\leq c (4\pi(t_0 - t))^{-\frac{m}{2}} \exp \left( -\frac{(R/\delta)^2}{4R^2 + \sigma^2 + 2\rho^2} \right) \tag{4.48} \\
\leq c_1 R^{-m} \exp \left( -c_2\delta^{-2} \right).
\]

**Case 2:** when $|x - x_1| < R/\delta$.

We use the same argument that $t_1 + 2\rho^2 - t \leq t_0 - t + \sigma^2 + 2\rho^2 \leq t_0 - t + 2\delta^2 R^2 \leq (1 + 2\delta^2) (t_0 - t)$, and the triangle
inequality to get

\[ G_{(x_1, t_1 + 2\rho^2)}(x, t) \leq c (4\pi(t_0 - t))^{-\frac{n}{2}} \exp\left(-\frac{|x - x_0|^2}{4(t_0 - t)}\right) \times \exp\left(\frac{|x - x_1|^2}{4(t_0 - t) - 4(t_1 + 2\rho^2 - t)}\right) \]

\[ = cG_{(x_0, t_0)} \exp\left(\frac{|x - x_0|^2}{4(t_0 - t) - \frac{|x - x_1|^2}{4(t_1 + 2\rho^2 - t)}}\right) \]

\[ \leq cG_{(x_0, t_0)} \exp\left(\frac{1}{4(t_0 - t)} \left[ |x - x_0|^2 - \frac{|x - x_1|^2}{1 + 2\delta^2}\right]\right) \]

\[ \leq cG_{(x_0, t_0)} \exp\left(\frac{1}{4(t_0 - t)} \left[ (|x - x_1| + |x_1 - x_0|)^2 - \frac{|x - x_1|^2}{1 + 2\delta^2}\right]\right) \]

\[ = cG_{(x_0, t_0)} \exp\left(\frac{1}{4(t_0 - t)} \left[ \frac{2\delta^2}{1 + 2\delta^2} |x - x_1|^2 + 2|x - x_1||x - x_0| + |x - x_0|^2\right]\right) \]

\[ \leq cG_{(x_0, t_0)} \exp\left(\frac{1}{4(t_0 - t)} c_2R^2\right) \]

\[ \leq cG_{(x_0, t_0)} \exp(c_2/4) = \tilde{c}G_{(x_0, t_0)}. \] (4.49)

Therefore, we have for any \((x, t) \in T_R(t_0),\)

\[ G_{(x_1, t_1 + 2\rho^2)}(x, t) \leq cG_{(x_0, t_0)} + c_1R^{-m} \exp(-c_2\delta^{-2}) \]

\[ \leq cG_{(x_0, t_0)}(x, t) + c_1R^{-2 + 2\nu_0} \exp\left((2 - m - 2\nu_0) \ln R - c_2\delta^{-2}\right). \] (4.50)

With the estimate of the Gaussian, we have for any \(z_1 \in P_\sigma(z_0),\) and \(\sigma + \rho < R_1 = \delta R < R/2,\)

\[ \rho^{-m-2\nu_0} \int_{P_\sigma(z_1)} e(f) \, d\text{vol}dt \]

\[ \leq C_1(R) \int_{T_R(t_0)} \frac{1}{(t_0 - t)^{2\nu_0}} \int_M \left[ (cG_{(x_0, t_0)} + c_1R^{-2 + 2\nu_0} \exp((2 - m - 2\nu_0) \ln R - c_2\delta^{-2})) \right] \]

\[ \times e(f)\varphi^2 \, d\text{vol}dt + C_2(RE(f_0(x))) \]

\[ \leq C_1(R)\Psi((x_0, t_0), R) + \left[ C_3(R) \exp((2 - m - 2\nu_0) \ln R - c_2\delta^{-2}) + C_2(R)\right] E(f_0(x)) \]

\[ = C_1(R)\Psi((x_0, t_0), R) + C_3(R) \exp((2 - m - 2\nu_0) \ln R - c_2\delta^{-2}) E(f_0(x)) + C_2RE(f_0(x)). \] (4.51)

To get the second term small, we may pick \(\delta \approx c(m, \nu_0)|\ln R|^{-1/2}\) so that \(c_2\delta^{-2}\) is much larger than \((2 - m - 2\nu_0) \ln R\) when \(R < 1,\) and \(\delta\) can be chosen independently if \(R \geq 1.\) \qed
5.1 Sigma Models with Repulsive Potentials

The sigma model approach from [1] illustrates an idea to replace the nonlinear constraints from the target manifold with potential energy constraints. This approach allows us to replace a nonlinear problem that may not have solutions with a sequence of problems each of which has a solution. Then the problem becomes showing this sequence of solutions converges to a solution of the original problem.

The repulsive potential is motivated by the desire to keep the homotopy class of the projection of $f$ onto the Grassmannian fixed. We are particularly interested in the existence of harmonic maps from a compact Riemannian manifold $M$ to complex Grassmannian manifolds. It is well-known that Grassmannian manifolds have positive sectional curvature. So the approach from [6] cannot be applied. However, Grassmannian manifolds with their canonical metrics are Kahler, and holomorphic maps between Kahler manifolds are harmonic. Hence it is easy to show there exist many harmonic maps to the Grassmannian. The difficulty is producing them without knowing holomorphicity in advance.

The rank $k$ complex Grassmannian $\text{Gr}(k, \mathbb{C}^l)$ can be defined as the set of Hermitian matrices in $\mathbb{R}^{l \times l}$ that have $k$ (+1) eigenvalues and the remaining eigenvalues are 0. An equivalent representation is:

$$\text{Gr}(k, \mathbb{C}^l) = \{ u \in \mathbb{R}^{l \times l} | u \text{ is hermitian and } k \text{ eigenvalues of } u \text{ are 1, the rest are -1} \}.$$  \hspace{1cm} (5.1)

Consider the classifying map $f_F : M \to \text{Gr}(k, \mathbb{C}^l)$ of a vector bundle $F$ over $M$, and consider the energy

$$E(f_F) = \int_M \left( \frac{1}{2} |df_F|^2 + W(f_F) \right) \, d\text{vol}.$$
To guarantee that the projection of energy minimizers to the Grassmannian remain in the same homotopy class, we have introduced a potential term $W$ to our energy. $W(f_F)$ is chosen so that $W(f_F) \to \infty$ if one of the eigenvalues of $f_F \to 0$, and $W$ is smooth in the complement of the set $\{\det(f_F) = 0\}$.

Since $W(f_F)$ is smooth as long as all eigenvalues of $f_F$ are away from 0, singularities of $f_F$ can only arise when some eigenvalues of $f_F$ approach to 0. This translates questions about singularities of $f_F$ into questions about singularities of $W(f_F)$.

Because $W(f_F)$ is pushing $f_F$ away from the set $\{\det(f_F) = 0\}$, we call $W$ a “repulsive potential”.

### 5.2 Repulsive Potentials

Let $f : M \to \mathbb{R}^{l \times l} \supset \text{Gr}(k, \mathbb{C}^l)$. Let $\{\lambda_i\}_{i=1}^l$ be the eigenvalues of $f$. Consider the energy functional

$$E(f) = \int_M \left( \frac{1}{2}|df|^2 + W(f) \right) \, d\text{vol},$$

with repulsive potential

$$W : \mathbb{R}^{l \times l} \to \mathbb{R}, \quad \text{with} \quad W(f) = \frac{1}{2} \text{trace}(f^{-2}) = \frac{1}{2} \sum_l \frac{1}{\lambda_i^2} := \frac{1}{2}|f^{-1}|^2. \quad (5.2)$$

Here $|\cdot|$ is the Hilbert-Schmidt norm of matrices.

When the eigenvalues of $f$ are bounded, we have bounded potential $W(f)$ and $f$ lies in a set that is homotopy equivalent to the Grassmannian $\text{Gr}(k, \mathbb{C}^l)$.

This energy functional $E$ has a nice scaling property, if we replace $M$ with a Euclidean space. Assuming $f = \lambda \tilde{f}$, $x = \lambda^2 y$,

we have

$$E(\tilde{f}(y)) = \int_M \left( \frac{1}{2}|d_y \tilde{f}|^2 + \frac{1}{2}|\tilde{f}^{-2}| \right) \, d\text{vol}_y$$

$$= \frac{1}{\lambda^{2m-2}} \int_M \left( \frac{1}{2}|d_x f|^2 + \frac{1}{2}|f^{-2}| \right) \, d\text{vol}_x$$

$$= \frac{1}{\lambda^{2m-2}} E(f(x)). \quad (5.3)$$

#### 5.2.1 Estimates of $\nabla W$ and Hess($W$)

For this specific potential $W$, we calculate some of its related quantities, which will be used later.
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The directional derivative of \( W \) along the \( B \) direction is

\[
W_B(f) = \left. \frac{d}{ds} W(f + sB) \right|_{s=0} = \left. \frac{d}{ds} \frac{1}{2} \text{trace} \left((f + sB)^{-2}\right) \right|_{s=0} = \frac{1}{2} \text{trace} \left( \frac{d}{ds} (f + sB)^{-2} \right) \bigg|_{s=0} = \frac{1}{2} \text{trace} \left(-f^{-2}Bf^{-1} - f^{-1}Bf^{-2}\right) = -\text{trace} \left(f^{-3}B\right).
\]

Therefore

\[
\nabla W(f) = -f^{-3}, \quad \text{and} \quad |\nabla W|^2 = |f^{-3}|^2. \tag{5.5}
\]

Under this \( W \), the static elliptic equation and the corresponding parabolic gradient equation are

\[
d^*df - f^{-3} = 0, \tag{5.6}
\]

and

\[
\frac{\partial f}{\partial t} + d^*df_t - f_t^{-3} = 0, \quad f(0, x) = f_0(x) \in \text{Gr}(k, C^1). \tag{5.7}
\]

5.2.2 Short Time Existence of Parabolic Flow

We assume \( f_0 \), the initial data of (5.7), is smooth. We can convert (5.7) into the integral equation

\[
f(t, x) = e^{-td^*d} f_0 + \int_0^t e^{(s-t)d^*d} f_s^{-3} ds. \tag{5.8}
\]

Consider the subset

\[
Z = \left\{ f \in C^1(M) \mid \|f - f_0\|_{C^1(M)} \leq \alpha \right\}, \tag{5.9}
\]

for a fixed \( \alpha < 1 \). We have (from [17, p.272, (1.3) and p.273, (1.11)])

\[
e^{-td^*d} : C^1(M) \to C^1(M) \text{ is a strongly continuous semigroup for } t \geq 0, \tag{5.10}
\]

and

\[
\|e^{-td^*d}\|_{L(C^0(M), C^1(M))} \leq Ct^{-1/2}; \quad \text{for } t \in (0, 1). \tag{5.11}
\]

Furthermore, the functional

\[
F : f \to f^{-3} \tag{5.12}
\]

is defined from \( C^1(M) \) to \( C^0(M) \) when \( f \) is invertible.

The derivative of \( F \) is

\[
DF_f(g) = -f^{-1}gf^{-3} - f^{-2}gf^{-2} - f^{-3}gf^{-1}. \tag{5.13}
\]
We have the estimate
\[
\|DF_f(g)\|_{C^0(M)} \leq \|f^{-1}gf^{-3}\|_{C^0} + \|f^{-2}gf^{-2}\|_{C^0} + \|f^{-3}gf^{-1}\|_{C^0} \\
\leq C(f)\|g\|_{C^0} \leq C(f)\|g\|_{C^1},
\]
(5.14)

where \(C(f)\) depends on the \(C^0\) norm of \(f^{-1}\), \(f^{-2}\), and \(f^{-3}\).

When \(\|f - f_0\|_{C^1} \leq \alpha\), we can show
\[
\|f^{-1}\|_{C^0} \leq \|(f_0^{-1}(f - f_0) + I)^{-1}\|_{C^0} f_0^{-1}\|_{C^0} \leq C(\|f_0^{-1}\|_{C^0})
\]
(5.15)
as long as \(\|f_0^{-1}\|_{C^0} \alpha < 1\). We can show similar results for \(\|f^{-2}\|_{C^0}\) and \(\|f^{-3}\|_{C^0}\).

Therefore, for \(f \in Z\),
\[
\|DF_f(g)\|_{C^0} \leq C(f_0)\|g\|_{C^1}.
\]
(5.16)

Since
\[
F(f) - F(f_0) = \int_0^1 \frac{d}{dt} F(f_0 + t(f - f_0)) dt = \int_0^1 DF_{f_0 + t(f - f_0)}(f - f_0) dt,
\]
(5.17)
we have
\[
\|F(f) - F(f_0)\|_{C^0} \leq \int_0^1 \|DF_{f_0 + t(f - f_0)}\|_{L(C^1,C^0)} \|f - f_0\|_{C^1} dt \leq C(f_0)\|f - f_0\|_{C^1},
\]
(5.18)
which implies that \(F : C^1(M) \to C^0(M)\) is locally Lipschitz.

From [17, Chapter 15, Proposition 1.1A], \(f_t\) exists in short time.

5.2.3 Induced Equations of Energy Density \(e(f)\)

As for the Hessian term \(\text{Hess}(W)_{AB}\langle df^A, df^B\rangle = \langle d\nabla W(f), df\rangle\), we have
\[
\langle d\nabla W(f), df\rangle = \langle df(-f^{-3}), df\rangle \\
= \langle f^{-3}df f^{-1}, df\rangle + \langle f^{-2}df f^{-2}, df\rangle + \langle f^{-1}df f^{-3}, df\rangle \\
= |f^{-2}df|^2 + 2\langle f^{-2}df, f^{-1}df f^{-1}\rangle.
\]
(5.19)

When we study the induced Laplace or heat equation of the energy density, we have
\[
\Delta e(f) = \Delta \left( \frac{1}{2}|df|^2 + \frac{1}{2}|f^{-1}|^2 \right) \\
= -|\nabla df|^2 - |f^{-3}|^2 - \text{Ric}(df, df) - 2|f^{-2}df|^2 - 4\langle f^{-2}df, f^{-1}df f^{-1}\rangle \\
\leq |\text{Ric}|_\infty |df|^2 + CW^2 |df|^2 \leq C_1 e(f) + C_2 e^3(f),
\]
(5.20)
and
\[
\left( \frac{\partial}{\partial t} + \Delta \right) e(f_t) = \left( \frac{\partial}{\partial t} + \Delta \right) \left( \frac{1}{2} |df_t|^2 + \frac{1}{2} |f_t^{-1}|^2 \right)
= -|\nabla df_t|^2 - |f_t^{-3}|^2 - \text{Ric}(df_t, df_t) - 2|f_t^{-2}df_t|^2 - 4\langle f_t^{-2}df_t, f_t^{-1}df_t f_t^{-1} \rangle
\leq C_1 e(f_t) + C_2 e^3(f_t).
\] (5.21)

Since the right-hand sides of the inequality in the last steps of both cases involve \(e^3(f)\), we cannot simply apply the previous \(\epsilon\)-regularity to get the bound of the energy density \(e\).

### 5.3 Smoothing Potential \(W_b\)

Since the unboundedness of \(W\) gives undesired bounds for the Laplace or heat equation of the energy density \(e\), we start with a bounded version of repulsive potential by defining
\[
W_b(f) = \frac{1}{2} \text{trace} \left( \left( f^2 + bI \right)^{-1} \right) = \frac{1}{2} \sum_i \frac{1}{\lambda_i^2 + b},
\] (5.22)
where \(I\) is the \(l \times l\) identity matrix.

For \(b > 0\), we then analyze the bound of \(e(f)\) in terms of \(b\) using \(\epsilon\)-regularity. Later, we will show how the approximate co-dimension of the singularity set depends on \(b\).

Since
\[
W_b(f) \leq \frac{l}{2b}, \quad |\text{Hess}(W_b)| \leq \frac{C(l)}{b} W_b(f) \leq \frac{C(l)}{b^2},
\] (5.23)
we have the estimate of the Laplace and heat equation of the energy density \(e_b\)

\[
\Delta e_b(f) = \Delta \left( \frac{1}{2} |df|^2 + \frac{1}{2} \text{trace} \left( \left( f^2 + bI \right)^{-1} \right) \right)
\leq |\text{Ric}|_x |df|^2 + \frac{C(l)}{b} W|df|^2 \leq \left( \frac{C(l)}{b} e_b + C_2 \right) e_b,
\] (5.24)
and
\[
\Delta e_b(f) \leq \left( C_1 + \frac{C_2(l)}{b^2} \right) e_b.
\] (5.25)

Similarly,
\[
\left( \frac{\partial}{\partial t} + \Delta \right) e_b(f_t) \leq \left( \frac{C(l)}{b} e + C_2 \right) e_b,
\] (5.26)
and
\[
\left( \frac{\partial}{\partial t} + \Delta \right) e_b(f_t) \leq \left( C_1 + \frac{C_2(l)}{b^2} \right) e_b.
\] (5.27)
Here $C_1$ only depends on $M$, $C_2(l)$ depends on $l$, the size of $f$.

Since $\Delta e_b$ or $\left(\frac{\partial}{\partial t} + \Delta\right) e_b$ is bounded by $e_b$, we immediately get the following result on the regularity of $e_b$:

**Theorem 16 (Elliptic).** Fix a constant $b > 0$. Let $f : M \to \mathbb{R}^{l \times l} \supset Gr(k, \mathbb{C}^l)$ satisfy the following equation

$$d^* df + W_b(f) = 0,$$

with $E_b(f) = \int_M \frac{1}{2} |df|^2 + W_b(f) \, dv$ bounded. Then $e_b(f) = \frac{1}{2} |df|^2 + W_b(f) \in C^\infty(M)$.

**Theorem 17 (Parabolic).** Fix a constant $b > 0$. Let $f_t : M \times I \to \mathbb{R}^{l \times l} \supset Gr(k, \mathbb{C}^l)$ satisfy the equation

$$\frac{\partial f_t}{\partial t} + d^* df_t + W_b(f_t) = 0,$$

with $f(0, x) = f_0(x) \in Gr(k, \mathbb{C}^l)$ and smooth. Then $e_b(f_t) \in C^\infty(M)$.

**Proof.** Here we only prove the elliptic case. Since $E_b(f) = \int_M e_b(f) \, dv$ is bounded, $e_b(f) \in L^1(M)$. That is, $|df|^2$, $W_b(f) \in L^1(M)$. Recall the inequality that

$$\Delta e_b(f) \leq \frac{C}{b^2} e_b(f).$$

From Moser iteration, we have

$$e_b(f)(x) \leq \left(\frac{C}{b^2} + \frac{C_2}{R^2}\right)^{m/2} \int_{B_R(x)} e(f) \, dv,$$

for any $x \in M$.

Since $b$ is fixed, we can take $R \to \infty$ and get

$$e_b(f)(x) \leq C(b) \int_M e_b(f) \, dv = C(b) E_b(f),$$

which is bounded. Therefore, $e_b(f) \in L^\infty$ and $\Delta e_b(f) \in L^\infty$. Here we get $e_b(f) \in C^{1,\alpha}(M)$ for some $\alpha > 0$. $e_b(f) \in C^\infty$ can be easily derived by bootstrapping.

Since $e_b(f) \in C^\infty$, we consider sup $e_b(f)$ and can get the following bound:

$$\sup_M e_b(f) \leq \left(\frac{C(l)}{b^2}\right)^{m/2} \int_M e_b(f) \, dv \leq C b^{-m} \int_M e_b(f) \, dv = C b^{-m} E_b(f).$$
5.3.1 Improved Bound of $\sup_M e_b$

In the previous section, we have obtained two bounds for $-\text{Hess}(W_b)_{AB}$. They are either

$$-\text{Hess}(W_b)_{AB} \leq c(l)b^{-2}e_b(f),$$  \hfill (5.33)

or

$$-\text{Hess}(W_b)_{AB} \leq c(l)b^{-1}(e_b(f))^2.$$  \hfill (5.34)

We can get an intermediate bound of $-\text{Hess}(W_b)_{AB}$ between these two

$$-\text{Hess}(W_b)_{AB} \leq c(l)b^{-1-q}(e_b(f))^{2-q},$$  \hfill (5.35)

for $0 \leq q \leq 1$.

Using this intermediate bound, we can get finer control of $\sup_M e_b(f)$. In the following, we denote $\sup_M e_b(f) = e_M$. We illustrate the idea using the elliptic version.

We have in $M$,

$$\Delta e_b(f) = -|\nabla df|^2 - |\nabla W_b|^2 - \text{Ric}(df, df) - 2\text{Hess}(W_b)_{AB}\langle df^A, df^B \rangle \leq c(l)b^{-1-q}(e_b(f))^{2-q}.$$  \hfill (5.36)

We have shown that for a fixed $b > 0$, $e_b(f) \in C^\infty(M)$, and therefore $e_M$ exists. From (5.36), we get

$$\Delta e_b(f) \leq (c(l)b^{-1-q}e_M^{1-q}) e_b(f).$$  \hfill (5.37)

Moser iteration gives

$$e_M \leq \left( \frac{C_1(m)c(l)e_M^{1-q}}{b^{1+q}} + \frac{C_2(m)}{R^2} \right)^{m} \int_{BR(x_0)} e_b(f) \, dv,$$  \hfill (5.38)

Here $e(x_0) = e_M$ and $R \leq 1$. In the following, for notational simplicity, we will assume $R_M \geq 1$.

Multiplying $R^{\frac{2}{1-q}}b^{\frac{1+q}{1-q}}$ on both sides and factoring out $1-q$ inside the parentheses
on the right-hand side of (5.38), we get

\[
\frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} \leq \left( C_1 \left( \frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} \right)^{1-q} + C_2 \right) \left( \frac{R^{\frac{2}{1-q}}}{b^{\frac{1+q}{1-q}}} \right)^{\frac{m}{2}} \left( \frac{1}{R^m} \right) \int_{B_R(x_0)} e_b(f) \, d\text{vol}
\]

\[ = \left( C_1 \left( \frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} \right)^{1-q} + C_2 \right) \frac{R^{p_0 + \frac{2q}{1-q}}}{b^{\frac{1+q}{1-q}}} \int_{B_1(x_0)} e_b(f) \, d\text{vol}
\]

\[ \leq \left( C_1 \left( \frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} \right)^{1-q} + C_2 \right) \frac{R^{p_0 + \frac{2q}{1-q}}}{b^{\frac{1+q}{1-q}}} \int_{M} e_b(f) \, d\text{vol}
\]

\[ = \left( C_1 \left( \frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} \right)^{1-q} + C_2 \right) \frac{R^{p_0 + \frac{2q}{1-q}}}{b^{\frac{1+q}{1-q}}} E_b(f).
\]

Here, we use the monotonicity formula and the fact that \( R \leq 1 \).

Suppose we can pick \( R \) so that

\[ \frac{R^{\frac{2}{1-q}} e_M}{b^{\frac{1+q}{1-q}}} = 1. \tag{5.40} \]

This means

\[ R = \left( e_M b^{\frac{1+q}{1-q}} \right)^{\frac{1-q}{2}} = e_M^{\frac{1-q}{2}} b^{\frac{1+q}{2}} \]

\[ \leq (CE_b(f)b^{-m})^{\frac{1-q}{2}} b^{\frac{1+q}{2}} \]

\[ = CE_b(f)^{-m(1-q)/2} b^{\frac{m+1}{2} q^{-\frac{m-1}{2}}}. \tag{5.41} \]

When \( q > \frac{m-1}{m+1} \), we can guarantee the power \( \frac{m+1}{2} q - \frac{m-1}{2} > 0 \), which ensures \( R \) is small when \( b < 1 \).

Thus we pick \( q = \frac{m-1}{m} = 1 - \frac{1}{m} > \frac{m-1}{m+1} \). We have

\[ 1 \leq (C_1 + C_2)^\frac{m}{2} \frac{R^{p_0 + 2(m-1)}}{b^{2m-1}} E_b(f) = C(m) \frac{R^{p_0 + 2(m-1)}}{b^{2m-1}} E_b(f). \tag{5.42} \]

This gives

\[ R \geq \left( \frac{b^{2m-1}}{C(m) E_b(f)} \right)^{\frac{1}{p_0 + 2(m-1)}}. \tag{5.43} \]
Recall we pick $R$ so that (5.40) holds. We get

$$e_M = \frac{b^{1+\frac{m}{p_0}}}{R^{\frac{2m}{p_0}}} \leq b^{2m-1} \left( \frac{C(m)E_b(f)}{b^{2m-1}} \right)^{\frac{2m}{p_0+2m-2}} \leq C(m)E_b(f)^{\frac{2m}{p_0+2m-2}}b^{\frac{(2m-1)(p_0-2)}{p_0+2m-2}}.$$  \hspace{1cm} (5.44)

In the special case when $p_0 = 0$, we have

$$\sup_M e_b(f) = e_M \leq C(m)E_b(f)^{\frac{2m}{2m-2}}b^{\frac{2m-1}{m-1}},$$  \hspace{1cm} (5.45)

which gives a better bound than $e_M \leq C(m)b^{-m}E_b(f)$.

If (5.40) does not hold for any $R \leq R_M$, we have

$$\sup_M e_b(f) = e_M \leq \frac{b^{2m-1}}{R_M^{2m}} \leq b^{2m-1}.$$  \hspace{1cm} (5.46)

**5.3.2 $\epsilon$-Regularity Results**

Now we apply the $\epsilon$-regularity and get the bound of $e(f)$ in both cases in terms of the fixed $b$:

**Theorem 18** (Elliptic). Suppose $f : M \rightarrow \mathbb{R}^{t \times l}$ is a smooth solution to (5.28). There exists $\epsilon_0 = \frac{b}{2c}$ for $C$ depend only on $M$ and $l$, such that if there exists some $x_0 \in M$ and $R < R_M$ with $B_R(x_0) \subset M$ such that,

$$\Phi(x_0, R) = \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x))e_b(f) \, d\text{vol} \leq \epsilon_0,$$  \hspace{1cm} (5.47)

then we have the estimate

$$\sup_{B_{\delta R}(x_0)} e_b(f) = \sup_{B_{\delta R}(x_0)} \left( \frac{1}{2} |df|^2 + W_b(f) \right) \leq \frac{c(l)b}{(\delta R)^{2-p_0}},$$  \hspace{1cm} (5.48)

with $p_0$ as defined before, and $\delta \leq 3/4$.

**Proof.** The energy density $e(f) = \frac{1}{2} |df|^2 + W_b(f)$ satisfies the inequality in the ball $B_{\rho_0}(x_1)$, where $\rho_0, x_1$ are defined as in the previous $\epsilon$-regularity proof.

$$\Delta e_b(f) \leq \left( \frac{C(l)}{b} \left( \sup_{B_{\rho_0}(x_1)} e_b \right) + C_2 \right) e_b,$$  \hspace{1cm} (5.49)

with

$$\sup_{B_{\rho_0}(x_1)} e_b(f) \leq 4 \sup_{B_{\rho_0}(x_0)} e_b(f).$$

Let

$$e_0 = \sup_{B_{\delta R}(x_0)} e_b(f) = \sup_{B_{\delta R}(x_0)} \left( \frac{1}{2} |df|^2 + W_b(f) \right) = e_b(x_1).$$  \hspace{1cm} (5.50)
Then we have
\[
\Delta e(f) \leq \left( \frac{C(l)}{b} e_0 + C_2 \right) e \leq \frac{\tilde{C}(l)}{b} e_0 e(f).
\] (5.51)

We can apply Lemma 8 and Theorem 13 to get
\[
\rho^{2-p_0} e_0 \leq \left( \frac{C(l)}{b} \rho^{2-p_0} e_0 + C_2 \right) \frac{1}{\rho_0^{m-2+p_0}} \int_{B_{\rho_0}(x_1)} e_b(f) \, d\text{vol} \leq \left( \frac{C(l)}{b} \rho^{2-p_0} e_0 + C_2 \right) e_0.
\] (5.52)

Suppose \( C(l) \rho_0^{2-p_0} e_0 / b = 1 \). Picking \( \epsilon_0 = \frac{b}{2C(M,l)} \) where
\[
C(M,l) = C(l)(1 + C_2(M))^{m/2}
\]
can lead to a contradiction. Therefore,
\[
\sup_{B_{\delta R}(z_0)} e_b(f) \leq \frac{b}{C(l)(\delta R)^{2-p_0}} \frac{c(l)b}{(\delta R)^{2-p_0}},
\] (5.53)

with \( C = \frac{\tilde{C}(l)}{b} \) and \( c(l) = \frac{1}{C(l)} \).

We have the similar result for the parabolic case

**Theorem 19 (Parabolic).** Suppose \( f_t : M \times [-T,0] \to \mathbb{R}^{l \times l} \) is a regular solution to parabolic equation (5.29).

There exists \( \epsilon_0 = \frac{b}{2C(\delta R)} \), where \( C \) only depends on \( M \) and \( l \), such that if for some \( z_0 = (x_0,t_0) \in M \times [-T,0], R < R_M \), we have
\[
\Psi(z_0,R) = \int_{t_0-R^2}^{t_0} \int_{B_{\delta R}(x_0)} G_{z_0}(x,t)e_b(f)\varphi^2 \, d\text{vol} \, dt \leq \epsilon_0,
\] (5.54)

with \( P_R(z_0) \in M \times [-T,0] \), then we have the estimate
\[
\sup_{P_{3R}(z_0)} e(f) = \sup_{P_{3R}(z_0)} \left( \frac{1}{2} |df_t|^2 + W_b(f_t) \right) \leq \frac{c(l)b}{(\delta R)^{2-2p_0}},
\] (5.55)

with \( \delta \) only depending on \( M \), \( \inf \{ R, 1 \} \).

Proof is similar to the elliptic case.
5.3.3 Measure of Set with Large $e_b(f)$

**Definition 5.3.1.** We define the Hausdorff $d$-measure at scale $b$ to be

$$H^d_b(S) = \inf \left\{ \sum_{i=1}^{\infty} r_i^d \left| \bigcup_{i=1}^{\infty} B_{r_i}(x_i) \supset S, r_i \leq b \right. \right\}. \quad (5.56)$$

In this part we discuss the estimate of the Hausdorff measure at scale $b$ of the set where $e_b(f)$ is large. In the previous section, we have seen that $e_b(f)$ is $C^\infty$ with $b > 0$ fixed. In order to analyze the effect when $b \to 0$, we are interested in the size of the set

$$\Sigma_b = \left\{ x \in M | e(f)(x) \geq \frac{1}{b} \right\}. \quad (5.57)$$

Since $e_b(f)$ is at least continuous and $\Sigma_b$ is a closed set in a compact manifold $M$, $\Sigma_b$ is compact.

Here we only discuss the case when $p_0(x) = 0$ and state the elliptic case. We have similar results with the parabolic metrics.

**Theorem 20** (Elliptic). Fix a constant $b > 0$. Let $f$ be the solution to (5.28) with finite energy $E(f)$. Define the set $\Sigma_b$ as in (5.57). The Hausdorff $(m-1)$-measure of $\Sigma_b$ at scale $b$ is bounded and is independent of $b$

$$H^{m-1}_b(\Sigma_b) \leq C E(f). \quad (5.58)$$

**Proof.** From $\epsilon$-regularity, there exists $\epsilon_0 = \frac{b}{2C}$, for $C$ only depends on $m$ and $M$, such that, if there exists $R$,

$$\frac{1}{R^{m-2}} \int_{B_R(x_0)} \left(1 + \nu(r, x)\right)e(f) \, d\text{vol} \leq \epsilon_0 = \frac{b}{2C}, \quad (5.59)$$

then

$$\sup_{B_{R/2(x_0)}} e(f) \leq \frac{4c(l)b}{R^2}. \quad (5.60)$$

Here $c(l)$ is an absolute constant depending on $l$, the size of $f$.

For $x_0 \in \Sigma_b$, this implies

$$\frac{1}{R^{m-2}} \int_{B_R(x_0)} \left(1 + \nu(r, x)\right)e(f) \, d\text{vol} > \frac{b}{2C} \quad \forall R > \sqrt{4c(l)b}. \quad (5.61)$$

Let $\{B_{r_j}(x_j)\}$ be a cover of $\Sigma_b$ with $r_j = 2\sqrt{4c(l)b}$. Also assume $b$ is small enough so that $r_j < R_M/3$. By Vitali’s covering lemma, we have finite sub-cover, still denoted as $\{B_{r_j}(x_j)\}_{j=1}^J$ such that $x_j \in \Sigma_b$, $B_{r_j}(x_j)$ are disjoint and $\bigcup_{j=1}^{J} B_{3r_j}(x_j) \supset \Sigma_b$.

Inside each ball, we have

$$\frac{1}{r_j^{m-2}} \int_{B_{r_j}(x_j)} e(f) \, d\text{vol} > \frac{b}{2C}. \quad (5.62)$$
That is
\[ 2C \int_{B_{r_j}(x_j)} (1 + \nu(r, x))e(f) \, d\text{vol} > br_j^{m-2}. \] (5.63)

Summing over all \( j \), we get
\[ 3^{m-1} \sum_j br_j^{m-2} = \sum_j (3r_j)^{m-1} \]
\[ < 2C(3^{m-1}) \int_{\bigcup B_{r_j}(x_j)} (1 + \nu(r, x))e_b(f) \, d\text{vol} \] (5.64)
\[ \leq C \int_M (1 + \nu(r, x))e_b(f) \, dx \leq 2C \int_M e_b(f) \, d\text{vol} \]
\[ \leq CE(f). \]

Since we can pick the initial map \( f_0 \) such that \( E(f_0) \) is bounded and \( f \) minimizes the energy functional \( E \), \( E(f) \) is finite. We get
\[ H^{m-1}_b(\Sigma_b) \leq \sum_j (3r_j)^{m-1} < CE(f), \] (5.65)
which is finite. \( \square \)

Heuristically, Theorem 20 implies that as \( b \to 0 \), the dimension of singularity set of \( f \) will be at most \( m-1 \).

5.4 Higher Power Potentials

We can see from \( W_b(f) \) that the smaller \( b \) is, the larger \( e_b(f) \) can be. However, since \( \epsilon_0 \) depends on \( b \), \( \epsilon_0 \to 0 \) when \( b \to 0 \). The \( \epsilon \)-regularity results cannot be directly applied when \( b \to 0 \). We consider changing powers of \( f \) in the potential and define
\[ W^L_b(f) = \frac{1}{2L} \text{trace} \left( (f^{2L} + bI)^{-1} \right), \quad L \geq 1. \] (5.66)

We hope to get tighter estimates for the expected co-dimension of the limiting singular set. By changing powers in the potential, we can get arbitrarily close to 2, suggesting that the earlier co-dimension 1 result is an artifact of an interaction of the specific potential and our techniques.

We consider the elliptic and parabolic equation for \( f \) with this potential \( W^L_b \)
\[ d^* df + W^L_b(f) = 0, \quad \text{with } E^L_b(f) \text{ finite}, \] (5.67)
and
\[ \frac{\partial f}{\partial t} + d^* df + W^L_b(f) = 0, \quad \text{with } f_0 \in \text{Gr}(k, \mathbb{C}^l) \text{ and } E(f_0) \text{ finite}. \] (5.68)
It is obvious that
\[ W_b^L(f) \leq \frac{c(l)}{Lb}. \]  
(5.69)

Detailed computations give
\[ (W_b^L)_B = -\text{trace} \left( (f^{2L} + bI)^{-2} f^{2L-1} B \right), \quad \nabla W_b^L = - (f^{2L} + bI)^{-2} f^{2L-1}. \]  
(5.70)

We write \( f \) in a local orthonormal basis \( \{e_i\}_{i=1}^l \)
\[ f = \sum_{i} \lambda_i e_i \otimes e_i^*. \]  
(5.71)

Then
\[ |df|^2 = \sum_i |d\lambda_i|^2 + \sum_{i,j} (\lambda_i - \lambda_j)^2 |\langle de_i, e_j \rangle|^2, \]  
(5.72)

and
\[ \nabla W_b^L(f) = - \sum_i (\lambda_i^{2L} + b)^{-2} \lambda_i^{2L-1} e_i \otimes e_i^*. \]  
(5.73)

The Hessian term of \( \langle d\nabla W_b^L, df \rangle \) can be computed as follows
\[
\begin{align*}
\langle d\nabla W_b^L, df \rangle &= - \sum_i \langle d(\frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2}), d\lambda_i \rangle \\
&= - \sum_i \langle \frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2}, d\lambda_i \rangle \\
&= - \sum_{i,j} \langle \frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2} - \frac{\lambda_j^{2L-1}}{(\lambda_j^{2L} + b)^2}, (\lambda_i - \lambda_j) \rangle |\langle de_i, e_j \rangle|^2 \\
&= - \sum_i (2L - 1) \frac{\lambda_i^{2L-2}}{(\lambda_i^{2L} + b)^2} |d\lambda_i|^2 + 4L \frac{\lambda_i^{4L-2}}{(\lambda_i^{2L} + b)^3} |d\lambda_i|^2 \\
&= - \sum_{i,j} (\lambda_i - \lambda_j)^{-1} \left( \frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2} - \frac{\lambda_j^{2L-1}}{(\lambda_j^{2L} + b)^2} \right) (\lambda_i - \lambda_j)^2 |\langle de_i, e_j \rangle|^2 \\
&= \sum_i \lambda_i^{2L-2} (2L + 1) \frac{\lambda_i^{2L} - (2L - 1)b}{(\lambda_i^{2L} + b)^3} |d\lambda_i|^2 \\
&- \sum_{i,j} (\lambda_i - \lambda_j)^{-1} \left( \frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2} - \frac{\lambda_j^{2L-1}}{(\lambda_j^{2L} + b)^2} \right) (\lambda_i - \lambda_j)^2 |\langle de_i, e_j \rangle|^2.
\end{align*}
\]  
(5.74)

Observe that when \( |\lambda_i| > b^{\frac{1}{2\pi}} \), the first term \( \frac{\lambda_i^{2L-2} (2L + 1) \lambda_i^{2L} - (2L - 1)b}{(\lambda_i^{2L} + b)^3} |d\lambda_i|^2 \) is positive. When \( |\lambda_i| < b^{\frac{1}{2\pi}} \), we have
\[ \left| \frac{\lambda_i^{2L-2} (2L + 1) \lambda_i^{2L} - (2L - 1)b}{(\lambda_i^{2L} + b)^3} \right| \leq c(L)b^{1 - \frac{1}{2}} b^{-2}. \]  
(5.75)
For the second term in (5.74), denote
\[
g(\lambda) = \frac{\lambda^{2L-1}}{(\lambda^{2L} + b)^2}.
\]
Then
\[
(\lambda_i - \lambda_j)^{-1} \left( \frac{\lambda_i^{2L-1}}{(\lambda_i^{2L} + b)^2} - \frac{\lambda_j^{2L-1}}{(\lambda_j^{2L} + b)^2} \right) = \frac{g(\lambda_i) - g(\lambda_j)}{\lambda_i - \lambda_j}
\]
\[
\leq C |g'(\lambda)|, \quad \text{for some } \lambda \text{ between } \lambda_i \text{ and } \lambda_j.
\]
Since
\[
g'(\lambda) = \frac{\lambda^{2L-2}(2L+1)\lambda^{2L} - (2L-1)b}{(\lambda^{2L} + b)^3},
\]
we have shown previously that when \(|\lambda| < b^{\frac{1}{2L}}\),
\[
|g'(\lambda)| \leq c(L) b^{-1 - \frac{1}{2L}}
\]
When \(|\lambda| \geq b^{1/2L}\), we have
\[
|g'(\lambda)| \leq c(L) \lambda^{-2L-2} \leq c(L) b^{-1 - \frac{1}{2}}.
\]
Therefore, in general we always have
\[
|\langle d\nabla W^L_b, df \rangle| \leq c(l, L) b^{-1 - \frac{1}{2L}} |df|^2.
\] (5.77)

Since \(W^L_b \leq c(l, L) b^{-\frac{1}{b}}\), we can conclude that \(e^L_b(f) \in C^\infty(M)\). We have two versions to control the term \(-2\langle d\nabla W^L_b, df \rangle\) inside the induced elliptic or parabolic equation of \(e^L_b(f)\), which will give us different controls of \(e^L_b(f)\). We illustrate the idea using the elliptic equation.

When using
\[
\sum e^L_b(f) = -|\nabla df|^2 - |\nabla W^L_b|^2 - \text{Ric}(df, df) - 2\langle d\nabla W^L_b, df \rangle \leq c(l, L) b^{-1 - \frac{1}{2L}} e^L_b,
\] (5.78)
we get the upper bound of \(\sup_M e\) by using Moser iteration directly
\[
\sup_M e(f) \leq c(l, L) b^{-\left(1 + \frac{1}{2L}\right)\frac{n}{2}} \int_M e(f) \text{dvol} = c(l, L) b^{-\left(1 + \frac{1}{2L}\right)\frac{n}{2}} E(f).
\] (5.79)
5.4.1 \( \epsilon \)-Regularity Results

When we want to estimate the Hausdorff measure at scale \( b^{1/2} \) of the set

\[
\Sigma_b^L = \left\{ x \in M | e^L_b(f) \geq \frac{1}{b} \right\}, \tag{5.80}
\]

we need a finer estimate of \( e^L_b \)

\[
\Delta e^L_b(f) = -|\nabla df|^2 - |\nabla W_b^L|^2 - \text{Ric}(df, df) - 2\langle d\nabla W_b^L, df \rangle \leq c(l, L)b^{-1/2}(e^L_b)^2. \tag{5.81}
\]

Since the monotonicity formula (Lemma 8) still holds for \( e^L_b \), we derive the \( \epsilon \)-regularity results

**Theorem 21** (Elliptic). Suppose \( f \) solves the elliptic equation (5.67) with finite energy \( E^L_b(f) \).

There exists \( \epsilon_0 = \frac{b^{1/2}}{2C} \) with \( C \) depending only on \( M, l, L \), such that if there exists \( R < \rho \), and

\[
\Phi^L_b(x_0, R) = \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} (1 + \nu(r, x))e^L_b(f) \, d\text{vol} \leq \epsilon_0, \tag{5.82}
\]

then for any \( \delta \leq \frac{3}{4} \),

\[
\sup_{B_{\delta R}(x_0)} e^L_b(f) \leq \frac{c(L, l, M)b^{1/2}}{(\delta R)^{2-p_0}}. \tag{5.83}
\]

Here, \( \nu(r, x) \) and \( p_0 \) are defined as before.

**Proof.** The key to the proof lies in the elliptic inequality

\[
\Delta e^L_b(f) \leq c(l, L)b^{-1/2}(e^L_b)^2. \tag{5.84}
\]

We apply Moser iteration to get

\[
\sup_{B_{\delta R}(x_0)} e^L_b(f) \leq \left( \frac{C_1(M, l, L)}{b^{1/2}} + \frac{C_2(M)}{(R - \delta R)^2} \right)^\frac{m}{2} \int_{B_R(x_0)} e^L_b(f) \, d\text{vol}. \tag{5.85}
\]

This implies that the function \( h(\sigma) \) satisfies

\[
h(\sigma_0) \leq \left( \frac{C_1(M, l, L)h(\sigma_0)}{b^{1/2}} + C_2(M) \right)^{m/2} \frac{1}{R^{m-2+p_0}} \int_{B_R(x_0)} e^L_b(f) \, d\text{vol}. \tag{5.86}
\]

We can pick \( \epsilon_0 \leq \frac{b^{1/2}}{2C(M, l, L)} \), where \( C(M, l, L) \) is determined by \( C_1(M, l, L) \) and \( C_2(M) \). Then a contradiction argument implies

\[
h(\sigma) \leq h(\sigma_0) \leq 1.
\]
That is,
\[
\sup_{B_{SR}(x_0)} e_b^L(f) \leq \frac{c(M, l, L)b^\frac{1}{2}}{(\delta R)^{2-\nu_0}}.
\] (5.87)

\[\square\]

**Theorem 22** (Parabolic). Suppose \( f_t \) solves the parabolic equation (5.68) with finite initial energy \( E_b^L(f_0) \).

There exists \( \epsilon_0 = \frac{b^\frac{1}{2}}{2C} \), with \( C \) depending only on \( M, l, L \), such that if there exists \( R \) with \( 0 < R < \sqrt{t_0-t}/2 \) and

\[
\Psi((x_0, t_0), R) = \int_{t_0-R^2}^{t_0} \frac{1}{(t_0-t)^{2\nu_0}} \int_M G_{(x_0,t_0)}(x, t) e_b^L(f_t) \varphi^2 \, d\text{vol} \, dt \leq \epsilon_0,
\] (5.88)

then for any \( \delta \) depending only on \( M, R \), we have

\[
\sup_{B_{SR}(x_0)} e_b^L(f) \leq \frac{c(L, l, M)b^\frac{1}{2}}{(\delta R)^{2-2\nu_0}}.
\] (5.89)

Here \( z_0 = (x_0, t_0) \), \( \nu_0 \) is the same ratio defined in (2.10) and the theorem holds when \( \nu_0 = 0 \).

We omit the proof here since it is an easy analog of the elliptic case.

### 5.4.2 Measure of Set with Large \( e_b^L(f) \)

In this part we assume \( p_0 = 0 \).

We consider the set

\[
\Sigma_b^L = \left\{ x \in M \mid e_b^L(f) \geq \frac{1}{b} \right\},
\] (5.90)

Since \( e_b^L(f) \) is continuous and \( \Sigma_b^L \) is a closed set in a compact manifold \( M \), \( \Sigma_b^L \) is compact.

**Theorem 23** (Elliptic). Fix a constant \( b > 0 \). Let \( f \) be the solution to (5.67). Define the set \( \Sigma_b^L \) as in (5.90). The Hausdorff \( \frac{2}{L+1} + (m-2) \)-measure of \( \Sigma_b^L \) at scale \( b^{\frac{1}{2} + \frac{1}{L}} \) is bounded and independent of \( b \).

**Proof.** From \( \epsilon \)-regularity, there exists \( \epsilon_0 = \frac{b^\frac{1}{2}}{2C} \), for \( C \) only depending on \( M, l, L \), such that, if there exists \( R \),

\[
\frac{1}{R^{m-2}} \int_{B_R(x_0)} (1 + \nu(r, x)) e_b^L(f) \, d\text{vol} \leq \epsilon_0 = \frac{b^\frac{1}{2}}{2C},
\] (5.91)
then
\[
\sup_{B_{R/2}(x_0)} e_b^L(f) \leq \frac{4c(M, l, L)b^4}{R^2}.
\] (5.92)

For \(x_0 \in \Sigma_b\), this implies
\[
\frac{1}{R^{m-2}} \int_{B_R(x_0)} (1 + \nu(r, x)) e(f) \, d\text{vol} > \frac{b^\frac{4}{2}}{2C} \quad \forall R > \sqrt{4cb^{1+\frac{2}{L}}}. \tag{5.93}
\]

Let \(\{B_{r_j}(x_j)\}_j\) be a cover of \(\Sigma_b^L\) with \(r_j = 2\sqrt{(4cb^{1+\frac{2}{L}})}\). By Vitali’s covering lemma, we have a finite sub-cover, still denoted as \(\{B_{r_j}(x_j)\}_j\) such that \(x_j \in \Sigma_b^L\), \(B_{r_j}(x_j)\) are disjoint and \(\bigcup_{j=1}^J B_{3r_j}(x_j) \supset \Sigma_b^L\). Inside each ball, we have
\[
\frac{1}{r_j^{m-2}} \int_{B_{r_j}(x_j)} e_b^L(f) \, d\text{vol} > \frac{b^\frac{4}{2}}{2C}. \tag{5.94}
\]

That is
\[
2C \int_{B_{r_j}(x_j)} (1 + \nu(r, x)) e_b^L(f) \, d\text{vol} > 2C \int_{B_{r_j}(x_j)} e_b^L(f) \, d\text{vol} > b^\frac{4}{2} r_j^{m-2}. \tag{5.95}
\]

Summing over all \(j\), we get
\[
3^{\frac{2}{L+1}+(m-2)} \sum_{j=1}^J b_{r_j}^2 r_j^{m-2} = \sum_{j=1}^J (3r_j)^{\frac{2}{L+1}+(m-2)}
\leq 2C \left(3^{\frac{2}{L+1}+(m-2)} \int_{\bigcup_{B_{r_j}(x_j)}} (1 + \nu(r, x)) e_b^L(f) \, d\text{vol} \right) \tag{5.96}
\leq C \int_M (1 + \nu(r, x)) e_b^L(f) \, dx \leq 2C \int_M e(f) \, d\text{vol}
\leq CE_b^L(f_0).
\]

Since we can pick \(f_0\) such that \(E(f_0)\) is bounded and \(f\) minimizes the energy functional \(E\), we get
\[
H_b^L \left( \frac{2}{L+1} + (m-2) \right) (\Sigma_b^L) \leq \sum_{j=1}^J (3r_j)^{\frac{2}{L+1}+(m-2)} < CE_b^L(f_0). \tag{5.97}
\]

which is finite. Therefore, the Hausdorff \(\frac{2}{L+1} + (m-2)\)-measure of \(\Sigma_b^L\) at scale \(b^{\frac{4}{2L}}\) is bounded. \(\square\)
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