Phase-space Analysis in the Group and Cluster Environment: Time Since Infall and Tidal Mass Loss
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Abstract

Using the latest cosmological hydrodynamic N-body simulations of groups and clusters, we study how location in phase-space coordinates at z = 0 can provide information on environmental effects acting in clusters. We confirm the results of previous authors showing that galaxies tend to follow a typical path in phase-space as they settle into the cluster potential. As such, different regions of phase-space can be associated with different times since first infalling into the cluster. However, in addition, we see a clear trend between total mass loss due to cluster tides and time since infall. Thus, we find location in phase-space provides information on both infall time and tidal mass loss. We find the predictive power of phase-space diagrams remains even when projected quantities are used (i.e., line of sight velocities, and projected distances from the cluster). We provide figures that can be directly compared with observed samples of cluster galaxies and we also provide the data used to make them as supplementary data to encourage the use of phase-space diagrams as a tool to understand cluster environmental effects. We find that our results depend very weakly on galaxy mass or host mass, so the predictions in our phase-space diagrams can be applied to groups or clusters alike, or to galaxy populations from dwarfs up to giants.
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1. Introduction

The morphology–density relation (Dressler 1980) demonstrates that different types of galaxies prefer different environments. For example, late-type spiral galaxies tend to avoid the higher-density environments, while early-type galaxies tend to prefer them. This discovery prompted substantial investigations into the root cause of the relation. One possibility is that environmental mechanisms may be preferentially acting in higher-density environments, halting star formation and/or transforming galaxies morphologically.

Galaxies inside the dense environment of galactic clusters may be subjected to several types of environmental mechanisms simultaneously. The large mass of a cluster (∼41014−15 M☉) generates a deep potential well. Within this potential well, a multimillion Kelvin hot, ionized gas is contained, known as the intracluster medium. The deep gravitational potential drives high galaxy orbital velocities (typically ∼1000 km s−1). As a result, cluster galaxies pass through the intracluster medium at high velocities, and the collision of the intracluster medium with the neutral, atomic gas disk of late-type cluster galaxies generates a ram pressure (Gunn & Gott 1972). This process, known as “ram pressure stripping,” can strip away the atomic gas disk (Abadi et al. 1999; Chung et al. 2007; Jáchym et al. 2007) and may be responsible for converting some star-forming, late-type disk galaxies into red and dead early-type galaxies (Boselli et al. 2008). When ram pressure stripping is not sufficient to strip the atomic gas disk, it may still be strong enough to remove warm, ionized gas within the halo of a galaxy (Font et al. 2008; McCarthy et al. 2008; Bekki 2009). This process, known as “starvation,” can cut off the inflow of fresh disk gas that cools out from the hot halo, causing the galaxy to slowly use up its remaining disk gas (Larson et al. 1980).

The deep potential well of the cluster can also generate strong tidal accelerations on cluster galaxies, which may truncate their dark matter halos (Gao et al. 2004; Warnick et al. 2008; Limousin et al. 2009), drive gas to the center, inducing a central starburst (Byrd & Valtonen 2001), trigger bar instabilities, and enhanced spiral structure (Lokas et al. 2016; Semczuk et al. 2017). Furthermore, there maybe ∼1000 other members within the cluster, each moving at high velocity. As a result, a cluster galaxy can be subjected to repeated high-speed tidal encounters combined with the effects of the overall cluster potential, a process known as “harassment” (Moore et al. 1998). This process has been shown to be effective especially acting on extended, low-surface brightness disks (Moore et al. 1999; Gnedin 2003). The strength of mass loss from harassment has been shown to be highly sensitive to the type of orbit a galaxy follows in the cluster (Mastropietro et al. 2005; Smith et al. 2010, 2013, 2015).

To realistically interpret populations of galaxies residing in clusters today, it may be necessary to consider environmental effects that act outside of the cluster. For example, some galaxies may have resided in a group of galaxies and then fallen into the cluster within that group. Any environmental mechanisms that act in groups could have previously influenced that galaxy before entering the cluster, a process known as “pre-processing” (Mihos 2004). A non-negligible fraction of cluster galaxies have spent some time in a group environment prior to cluster infall (McGee et al. 2009; De Lucia et al. 2012; Wetzel et al. 2013; Hou et al. 2014). Dedicated numerical simulations of the galaxy group environment demonstrate that tidal mass loss can be severe for group
members (Villalobos et al. 2012, 2014). Identifying galaxies that have been pre-processed may not be easy, as they may have been removed from their groups by the cluster tides. Deep images were lately used to reveal merger features in cluster galaxies that can be attributed to merger events before they fell into the current cluster (Sheen et al. 2012; Yi et al. 2013). Furthermore, the combination of the group environment with the cluster environment may temporarily drive even stronger environmental effects, a process known as post-processing (Vijayaraghavan & Ricker 2013).

As a result, understanding the role of the many different processes acting in clusters has been very challenging. For example, although both ram pressure stripping and harassment are expected to be much more effective in the cluster center, galaxies that pass through the cluster core may then subsequently move to much larger radii (Vollmer et al. 2001). In fact, this is likely typical as cosmological simulations show that the orbits of satellites on first infall into a cluster are highly eccentric orbits (Wetzel 2011). This can resultantly smear out clear trends with clustocentric radius (Smith et al. 2015). However, when both clustocentric velocity and clustocentric radius are combined into a single plot known as a “phase-space diagram,” some additional information can be gained over clustocentric distance alone.

Recently, there have been several studies connecting the star formation of galaxy populations to their location in phase-space diagrams. Mahajan et al. (2011) investigated the relationship between stellar mass and the star formation of SDSS galaxies with location in phase-space. Also, Hernández-Fernández et al. (2014) and Muzzin et al. (2014) studied the connection between star formation activity and location in phase-space for galaxies in galaxy clusters. In Gill et al. (2005), a population of galaxies that have previously entered the cluster, but are now found beyond the virial radius, were identified (described as “backsplash” galaxies). In phase-space, back-splash galaxies were found to be located in a distinct region of phase-space, with a systematically lower velocity, than newly infalling galaxies. Oman et al. (2013) then demonstrated that galaxies at different positions in their orbit (first infaller, back-splash, or virialized) occupy semi-distinct regions in projected phase-space diagrams. Haines et al. (2015) used phase-space to study the star formation quenching timescale of infalling galaxies in observed clusters, comparing with their simulation result. Similarly, Oman & Hudson (2016) combined phase-space diagrams of clusters in the SDSS to show that quenching of galaxies must occur quickly after a galaxy falls into a cluster, no longer than 1 Gyr after the first pericenter pass.

Phase-space diagrams have also been used to study ram pressure stripping. In Jaffé et al. (2015), a cosmological simulation of a cluster was combined with a semi-analytical recipe for gas stripping to show that the distribution of neutral gas detections in the cluster Abell 963 \((z \sim 0.2)\) could be well explained via a ram pressure stripping scenario (see also Jaffé et al. 2016).

Phase-space diagrams may also be useful for studying tidal mass loss in dense environments like groups and clusters. Using a model of the tidal field of cosmologically simulated cluster, Smith et al. (2015) showed that different regions of phase-space could be associated with different amounts of tidal mass loss.

In this work, we attempt to expand on these pioneering studies by further developing how a galaxy’s location in phase-space can provide valuable information on both time since infall and tidal mass loss. The simulations we use have excellent spatial and mass resolution, meaning that they can be used to compare with observed galaxy samples down to stellar masses \(\sim 10^7 M_\odot\). The simulations include a full baryonic physics treatment, including stellar and AGN feedback. However, in this paper we will focus on the evolution of the dark matter halos only, as we have already considered the relative tidal stripping of dark matter and stars in detail in Smith et al. (2016). In addition, by using fully hydrodynamical simulations, our simulations will naturally include baryonic feedback processes that can alter the profile of the dark matter halos in which they reside (e.g., Peirani et al. 2016), and thus could potentially alter their subsequent tidal mass loss. With these advanced hydrodynamical cosmological simulations, we quantify what the location of galaxies in phase-space can tell us about the the time since the galaxy fell into the cluster, and the amount of tidal mass loss they have suffered. We also quantify the variations that occur due to differing line of sights and cluster-to-cluster variations. We try to provide these results in an observer friendly format, and we also make the data in key figures available as supplementary data to try to encourage the use of phase-space diagrams as a tool for understanding environmental effects.

2. Simulation

2.1. Cosmological Simulation

A more detailed description of the model is available in Choi & Yi (2017) and Smith et al. (2016); hence, here we give only a brief summary. We ran cosmological hydrodynamic zoom-in simulations using the adaptive mesh refinement code RAMSES (Teyssier 2002). We first run a large volume simulation for a cube of a side length of 200 Mpc h\(^{-1}\) using dark matter particles only adopting the WMAP7 cosmology (Komatsu et al. 2011): \(\Omega_M = 0.272, \Omega_{\Lambda} = 0.728\) and \(H_0 = 70.4\ km\ s^{-1}\ Mpc^{-1}, \sigma_8 = 0.809\), and \(n = 0.963\). We selected 15 high-density regions in the cosmological volume and performed zoom-in simulations, this time including hydrodynamic recipes. The size of the zoom-in region is the maximum extent of all the particles that are within 3 virial radii of a cluster at \(z = 0\). For our typical clusters, this means roughly 20 Mpc comoving at \(z = 40\). The final resolution for force calculation is roughly 760 pc h\(^{-1}\) in length and 8 x 10\(^7\) M\(_\odot\), in dark matter particle mass. We adopted the baryon prescriptions of Dubois et al. (2012) including gas cooling, star formation, stellar, and AGN feedback. These were applied in the Horizon-AGN simulation and have been demonstrated to accurately reproduce the basic observational properties of galaxies such as the halo and stellar luminosity function, and their size and color (Dubois et al. 2014).

2.2. Halo Definition

After conducting zoom-in high-resolution simulations of each cluster, we identify subhalos in a cluster using the AdaptaHOP method (Aubert et al. 2004) in each snapshot from \(z = 3\) to \(z = 0\) and define physical quantities (e.g., virial mass, virial radius, radial vector, velocity vector) of each subhalo. The AdaptaHOP method identifies local maxima of the density field, and uses saddle points in the density field to differentiate
between structures (Tweed et al. 2009). Only structures with an average density larger than 178 times the average total matter density are identified as halos. A subhalo is linked with the progenitor in the previous snapshot, and each snapshot is approximately 75 Myr apart, thus we have excellent time resolution which greatly aids the linking process. We choose to discard all subhalos whose peak mass is lower than $3 \times 10^{10} M_\odot$. This choice ensures that even in the worst case, we can follow tidal mass loss of a halo down to 3% of its peak mass. It also ensures that in almost all cases, our sample halos have sufficient numbers of particles to avoid numerical effects resulting in artificial disruption (e.g., Klypin et al. 1999).

We note that we do not directly consider the tidal mass loss of the stellar component of galaxies in these hydrodynamical simulations as we have previously studied this in detail in Smith et al. (2016), and the limited spatial resolution of our simulations means that in the lowest-mass halos, processes such as star formation, feedback, and tidal stripping are poorly resolved. However, with our choice of halo mass cut, almost all halos contain a galaxy (93%). This is important because it means that our halos be considered as a proxy for a galaxy. The fact that most of our halos contain galaxies also ensures that within our sample halos baryonic feedback processes are in action, which can modify their dark matter profiles and potentially impact their tidal stripping at later epochs. Peirani et al. (2016) demonstrate, using very similar baryonic physics to our own, that above a halo mass of $1 \times 10^{12} M_\odot$, AGN feedback can significantly lower central halo densities. At this mass limit, all of our halos contain galaxies. Thus, it is reasonable that, in general, we use the term “galaxy” in place of “halo” throughout this paper. We confirm that the halo mass distribution follows a single power law down to this peak mass limit, as would be expected for well-resolved halos in LCDM. As our simulations are well resolved for halos down to masses of $3 \times 10^{10} M_\odot$, our analysis can be applied to observed galaxies with stellar mass as low as $\sim 10^7 M_\odot$, under the assumption of halo abundance matching (see Guo et al. 2010). Because halo finders are not perfect, there is sometimes noisy halo mass evolution, from snapshot to snapshot. To avoid introducing this noise into our results, we smooth the mass evolution history of each subhalo, using a sigma-clipping technique. Table 1 contains a summary of information about the clusters and their subhalos.

### 2.3. Interlopers

In observations of real clusters, objects that are actually non-members of the cluster may be projected by line of sight effects to appear close to the cluster. The same effect also occurs in phase-space, only the projection effect must occur in both the radius and velocity coordinate in order for a foreground or background galaxy to appear to lie within the projected phase-space diagram. These objects are described as “interlopers” (e.g., Oman & Hudson 2016).

In this work, our simulated clusters are zoomed out to three virial radii from their main halo. Therefore, interlopers that come from beyond three virial radii would be missed. To account for this, we complement our zoomed simulations with a single 200 Mpc h$^{-1}$ box-side dark matter only cosmological simulation, which matches the resolution of our zoomed simulations down to our halo mass cut. We define interlopers as galaxies that fall within our projected phase-space diagrams ($0 < R_{\text{proj}}/R_{\text{vir}} < 3$ and $0 < V_{\text{LOS}}/\sigma_{\text{LOS}} < 3$), but are actually greater than three virial radii from the cluster. This is a little larger than the 2.5 virial radii definition used in Oman & Hudson (2016), but this is necessary as our zoomed simulations are complete out to three virial radii. We will use this simulation to place contours on our projected phase-space diagrams, illustrating where few interlopers are found (see Sections 3.3.1 and 3.3.4), or to quantify the number of interlopers in specified regions of phase-space (see Section 3.3.3).

### 3. Results

#### 3.1. Typical Orbital Trajectories in Phase-space

The phase-space diagram we use involves plotting velocity on the y-axis, versus radius on the x-axis. In the simulations, the orbital velocity and clustocentric radius of the galaxy are used and measured with respect to the cluster frame-of-reference. The radius axis is normalized by the cluster virial radius $R_{\text{vir}}$. Meanwhile, the velocity axis is normalized by the cluster velocity dispersion $\sigma_{\text{vir}}$, measured for all halos within $R_{\text{vir}}$.

A schematized example of such a phase-space diagram is shown in Figure 1. The black dashed line is the escape velocity of the cluster at that radius. This is derived by assuming a Navarro-Frenk-White (NFW) halo density profile (Navarro et al. 1996) and assuming a concentration parameter $c = 6$, which is a typical value for cluster mass NFW halos (Gill et al. 2004b). For an NFW halo, the escape velocity is

$$v_{\text{esc}} = \sqrt{\frac{2GM_\text{vir}}{R_{\text{vir}}} K(s)},$$

where

$$K(s) = \frac{g_c \ln(1 + cs)}{s},$$

$$s = \frac{R_{\text{vir}}}{R_{\text{vir}}}.$$

| Name | Mass ($M_\odot$) | $N_{\text{sub}}$ | $R_{\text{vir}}$ (Mpc) | $\sigma_{\text{ID}}$ (km s$^{-1}$) |
|------|----------------|----------------|-------------------------|-----------------------------|
| C1   | $9.23 \times 10^{14}$ | 1231 | 2.54 | 1444 |
| C2   | $5.49 \times 10^{14}$ | 601 | 2.14 | 1154 |
| C3   | $3.30 \times 10^{14}$ | 485 | 1.60 | 920 |
| C4   | $2.26 \times 10^{14}$ | 342 | 1.59 | 880 |
| C5   | $2.25 \times 10^{14}$ | 326 | 1.59 | 881 |
| C6   | $1.97 \times 10^{14}$ | 357 | 1.52 | 816 |
| C7   | $1.91 \times 10^{14}$ | 258 | 1.50 | 900 |
| C8   | $1.70 \times 10^{14}$ | 265 | 1.45 | 787 |
| C9   | $1.56 \times 10^{14}$ | 251 | 1.41 | 724 |
| C10  | $1.47 \times 10^{14}$ | 276 | 1.38 | 720 |
| C11  | $7.03 \times 10^{13}$ | 139 | 1.08 | 624 |
| C12  | $6.76 \times 10^{13}$ | 101 | 1.06 | 561 |
| C13  | $6.32 \times 10^{13}$ | 101 | 1.04 | 524 |
| C14  | $5.77 \times 10^{13}$ | 76 | 1.01 | 481 |
| C15  | $5.30 \times 10^{13}$ | 84 | 0.98 | 470 |

**Notes.**
- Name of the cluster.
- Virial mass of the cluster.
- The number of subhalos within 3 virial radii at $z = 0$ from the host cluster.
- Virial radius of the cluster.
- Velocity dispersion of subhalos within the cluster.
Figure 1. Toy schematic of a galaxy’s trajectory after infalling into the cluster, shown using normalized orbital velocity and normalized clustocentric radius. The red solid line is the trajectory of the galaxy up until $z = 0$. The black dashed line is the escape velocity curve of the cluster, calculated as described in the text. Initially, the galaxy is found in the “infalling” region (between A and B). After first pericenter, it approaches apocenter at C. If the apocenter is beyond the cluster virial radius, then the galaxy is found in the “backsplash” region. Between C and D, the object settles into the lower left-hand corner of the diagram, known as the “virialized region.”

and

$$g_c = \left[ \ln(1 + c) - \frac{c}{1 + c} \right]^{-1}. \quad (4)$$

The red line shows a fairly typical trajectory that a galaxy that falls into the cluster might take. Between A and B, the galaxy falls into the cluster for the first time, tending to remain quite close to the escape velocity curve. The galaxy reaches pericenter at B. Between B and C, the galaxy approaches its first apocenter. At C, the galaxy reaches apocenter and as it is currently found beyond the cluster virial radius, it is technically a “backsplash” galaxy. Between C and D, the galaxy orbits within the cluster, settling into the lower left-hand corner of the figure, known as the virialized region. Previous studies (see e.g., Bertschinger 1985; Oman et al. 2013) have shown that such an orbital path is typical. The settling of galaxies into the lower left-hand corner of the phase-space diagram is driven by several mechanisms. For massive galaxies, dynamical friction can play a role, dragging galaxies closer to the cluster center. However, for lower-mass galaxies, the large mass ratio difference between the galaxy and the cluster means dynamical friction is rather ineffective. Therefore, some of the orbital change may be driven by the changing shape of the potential well in which the galaxies are orbiting, as the cluster grows in mass by accretion (Gill et al. 2004a). In addition, as the cluster grows in mass, it also grows in virial radius. Therefore, galaxies that fell in a long time ago and are now found in the virialized region would initially have been orbiting in a cluster with a smaller virial radius than today.

We note that some galaxies may have already suffered environmental effects before falling into the cluster (e.g., at A on Figure 1). As a result, we will deliberately separate out strongly pre-processed galaxies when studying tidal mass loss in phase-space (see Section 3.2.2).

One of the main goals of this paper is to show how phase-space diagrams can be applied to observed clusters to better understand environmental effects. For this purpose, we also produce “projected” phase-space diagrams. In these diagrams, the orbital change in the y-axis becomes a line of sight velocity, and the clustocentric radius becomes a projected distance from the cluster center, thereby using directly observable quantities. As a result, there is some mixing of galaxy locations in phase-space due to projection effects, but projected phase-space diagrams have a significant advantage in that they can be compared directly with observed clusters. We will present our result first on the three-dimensional (3D) analysis and then the projected phase-space analysis.

3.2. A Representative Example of Phase-space Diagrams for the Massive Cluster C3

3.2.1. Time Since Infall

To begin with, we measure the time since a subhalo first enters the cluster virial radius, and this time is referred to as the “time since infall.” Estimating the time since infall using a phase-space diagram could be useful for understanding environmental effects, as different environmental mechanisms might be expected to act on differing timescales. For example, ram pressure is often described as acting very rapidly, whereas starvation is believed to occur on much longer timescales (Boselli et al. 2008). Also, as illustrated in Figure 1, if galaxies tend to follow the typical trajectory indicated, then different locations in phase-space can be expected to correlate with particular times since infall.

For illustrative purposes, in Figure 2 we first consider all of the galaxies in a single fairly massive cluster, cluster C3 ($\sim 2.30 \times 10^{14} M_\odot$), that can be considered a representative example. We will first focus just on the left panel, and return to the middle and right panel in the following section. In the left panel, each subhalo at $z = 0$ is shown by a data point, and the color of the data points indicates the time since infall into the cluster. Blue symbols have not yet entered the cluster and are infalling toward the virial radius for the first time, so are referred to as “first infallers.” Green symbols are referred to as “recent infallers” as they have recently fallen into the cluster in the last 0–3.63 Gyr. Yellow symbols fell into the cluster between 3.63 and 6.45 Gyr ago, and are referred to as “intermediate infallers.” Finally, red symbols are referred to as “ancient infallers” as they fell into the cluster more than 6.45 Gyr ago (see the Table 2). These time bins are chosen to ensure equal number statistics in each time bin, for all the clusters combined.

The origin of this separation is best understood by comparison with the typical trajectory in Figure 1. Galaxies that are infalling for the first time (blue) tend to stay close to the escape velocity curve, as they fall within the cluster’s potential, moving to smaller radius while simultaneously gaining velocity. Once they enter the cluster virial radius, the symbols become green and they reach peak velocity at their smallest radius (i.e., at pericenter). Hence recent infallers tend to be found at small radius and high velocity. After passing pericenter, galaxies move toward apocenter and for some this is beyond the virial radius of the cluster in the backsplash region (see yellow points beyond 1 virial radius). Where a 3D velocity and radius are used, it is clear that these “backsplash” galaxies are quite well separated from the blue first infallers data points in a 3D phase-space diagram, as they have a
This quite clean separation of galaxies with different times since infall in 3D phase-space diagrams has been shown previously (e.g., Mahajan et al. 2011; Oman et al. 2013). Here, we independently confirm their general trends with our group/cluster samples. We note that previous studies (e.g., Oman et al. 2013) have demonstrated that by including a positive or negative sign on $V_{3D}$, for infalling or outward moving galaxies respectively, the separation between different times since infall regions can be increased. However, in this study, we choose not to include the positive or negative sign because, in this way, in order to move from our 3D phase-space diagram to its projected equivalent, it is only necessary to take a single projection of the 3D results. Thus, it is easier to intuitively see how our 3D phase-space diagrams are related to our projected phase-space diagrams. In the following sections, we also try to take our analysis one step further by considering the link between time since infall and tidal mass loss. We will study this link in 3D phase-space diagrams (Section 3.2.2), and also in projected phase-space diagrams (Section 3.3) that can be compared directly with observed populations of galaxies in groups and clusters.

### 3.2.2. Tidal Mass Loss

In the middle panel of Figure 2, the symbols are instead colored by the total fractional tidal mass loss suffered by the dark matter halos of each galaxy. To calculate the fractional tidal mass loss, we consider the final halo mass of a galaxy at $z = 0$, and compare to its peak mass in the past. In this way, we will be sensitive to any mass loss a halo suffers since it reached its peak mass although, as we will show, some of this mass loss may occur outside of the cluster environment. The fractional tidal mass loss $f_{\text{ML}}$ is formulated as follows:

$$f_{\text{ML}} = 1 - \frac{M_{\text{now}}}{M_{\text{peak}}}$$

(5)

where $M_{\text{now}}$ is the final mass (at $z = 0$) and $M_{\text{peak}}$ is the maximum mass in the mass evolution history of a subhalo.

Comparing the left and middle panel of Figure 2, it is clear that there are some similarities. The blue points in the left panel (first infallers) tend to lie in approximately the same region in phase-space as the blue points in the middle panel (weak tidal mass loss). Similarly, the red points in the left panel (ancient infallers) tend to lie in approximately the same region as the red points in the right panel (strong tidal mass loss). This implies a trend for increasing tidal mass loss with increasing time spent in the cluster. However, there is clearly some considerable scatter in that trend that causes the separation not to be as neat as was seen in the left panel. For example, those galaxies that have never even entered the cluster (blue points, left panel) have in some cases suffered quite strong tidal mass loss (some red and orange points are mixed in with the blue points).

One of the key reasons for this mixing is due to our definition of the fractional tidal mass loss in Equation (5). Because we use the peak mass, not all the halo mass loss may be due to the cluster tides—some may have occurred external...
to the cluster, for example due to tides in groups. To quantify this, we instead split $f_{\text{ML}}$ into two summed components:

$$f_{\text{ML}} = f_{\text{int}} + f_{\text{ext}}$$

where $f_{\text{ext}}$ is the fractional tidal mass loss that occurred before entering the cluster virial radius (i.e., externally), and $f_{\text{int}}$ is the fractional tidal mass loss that occurred after entering the cluster (i.e., internally).

To isolate the effect of external mass loss on the mixing, we chose a subset of halos which suffered weak mass loss outside the cluster ($f_{\text{ext}} < 0.2$). The result is shown in the right panel of Figure 2. There is clearly a close resemblance in the distribution of galaxies with a particular time of infall (left panel), and a particular amount of tidal mass loss (right panel), once we have excluded cases where strong mass loss occurs exterior to the cluster.

Therefore, we can already deduce that there is a direct correlation between time since infall and tidal mass loss, with the pre-processing causing spread from that relation. This correlation is shown in Figure 3, whose data are drawn from our complete set of clusters. The dark blue filled circles show a subsample of weakly pre-processed galaxies, which have lost less than 20% of their total mass loss before entering the cluster. The red crosses show a subsample of strongly pre-processed galaxies, which have lost more than 80% of their total mass loss before entering the cluster.

As deduced, the direct correlation between time since infall and tidal mass loss is very clear, once we exclude strongly pre-processed galaxies. Interestingly, it is also very linear with time. Meanwhile, the heavily pre-processed galaxies (red crosses) can be seen to spread vertically upwards from the linear trend to higher mass losses. The distance they spread from the linear trend is small when infall occurred a long time ago, and much larger for recent infallers. This means the effects of pre-processing are much more significant for galaxies falling into the cluster now than it was in the past. In fact, if we return to Figure 2, it can be seen (comparing the middle and right panel) that the scatter in the $f_{\text{ML}}$ distributions due to pre-processing is not very strong for the intermediate or ancient infaller populations, and is most significant for the first infaller populations. To try to better quantify the effects of tidal mass loss from pre-processing for all of the simulated clusters in our sample, we calculate the ratio $f_{\text{ext}}/f_{\text{ML}}$ for all galaxies within one virial radius of a cluster. This ratio is essentially a measure of how much of the total mass loss occurred outside the cluster. For the total sample, the median value is only 0.27, meaning that typically the cluster tidal mass loss dominates significantly over pre-processing for the cluster population. In fact, the median value of $f_{\text{ext}}/f_{\text{ML}}$ reduces to only 0.15 if we restrict our sample to galaxies with high times since infall ($> 6$ Gyr). This further confirms that the significance of pre-processing for the cluster population is much lower for galaxies with earlier times since infall. The physical reason behind this is likely that, just like in the cluster, the effects of tidal stripping in groups also increases with time. Thus, those galaxies that are falling into the cluster now have had the maximum time for pre-processing to be effective.

In the following, we try to better understand the linear trend with time since infall shown by the weakly pre-processed in Figure 3, and sources of scatter in that trend. In the simplest scenario, galaxies would be truncated to their tidal radius by their first pericentric passage. In this case, if the galaxy does not radially decay significantly, then spending additional time in the cluster would not result in additional mass loss. This is contrary to the clear trend we see with time spent in the cluster. We quantify how much of our galaxies total mass at infall is lost by the first pericenter passage, and how much is lost subsequently. The results are shown in Figure 4. In the figure, the solid lines are median values of the sample. In fact, the median amount of mass lost at first pericenter (red line) is about 20%–30%, and roughly constant with time. We also separately confirm that we do not see a strong evolution in the median pericentric distances with time. Therefore, the first pericentric passage cannot contribute to the linear trend seen by the weakly pre-processed systems (black line). Instead, it is the amount of mass loss subsequent to pericentric passage (green line) that is a clear function of time spent in the cluster, and that is fully responsible for the linear trend with time since infall. We note that, for objects which infall less than 6 Gyr ago, the mass loss at first pericentric passage is, on average, the dominant source of mass loss (the red line is above the green line). For objects that infall more than 6 Gyr ago, mass loss from high speed encounters with cluster members, coupled with subsequent pericentric passages (e.g., Taylor & Babul 2004), becomes the dominant source of mass loss. Spread in the linear trend of the weakly pre-processed sample (gray shading) may be partly a result of the variation in pericenter distances (e.g., red shading), combined with the varying halo concentration of galaxies undergoing tidal stripping (Smith et al. 2013).

### 3.3. Projected Phase-space Diagrams

In the previous subsection we have seen that if we use the 3D orbital velocity and radius, then location in phase-space can...
provide valuable information about cluster galaxies time since infall, and even tidal mass loss due to the cluster potential.

However, the figures we have shown so far have limited applicability to sample of real, observed galaxies. This is because in almost all cases, it is very challenging to determine the true 3D radius and/or orbital velocity of a real galaxy in a cluster. Typically, the observed distances will be projected distances \( R_{\text{proj}} \), and the observed velocities will be line of sight velocities \( v_{\text{LOS}} \). To make phase-space diagrams from our cosmological simulations that are directly comparable with samples of observed cluster galaxies, we must first project orbital velocities and clustocentric radii down a single line of sight and sky plane, respectively. We consider multiple, randomly chosen lines of sight to each cluster. Each galaxy changes its \( v_{\text{LOS}} \) and/or \( R_{\text{proj}} \), depending on the particular line of sight that we look along. In case of \( v_{\text{LOS}} \), the Hubble flow correction is included as follow, assuming a line of sight along the \( z \)-axis:

\[
V_{\text{LOS}} = |v_z + H_0 \times r_z| \tag{7}
\]

where \( v_z \) and \( r_z \) are the \( z \)-components of clustocentric velocity and radial vectors, respectively.

For the projected phase-space diagrams, we normalize the resulting projected radius axis by the virial radius of the cluster \( R_{\text{vir}} \), as previously. However, for the projected velocity axis, we normalize by the dispersion in galaxy line of sight velocities \( \sigma_{\text{LOS}} \), which is measured down the projected line of sight for each rotation of the cluster, much like in observed clusters. For a large sample of galaxies, \( \sigma_{\text{LOS}} \sim \sigma_3 / \sqrt{3} \).

By normalizing the axes in this manner, we can place the galaxies from all 15 groups and clusters on a single, master diagram of projected phase-space. However, each group or cluster has differing number of galaxies. Therefore, we first calculate a projected phase-space diagram for each cluster individually, considering multiple lines of sight (we arbitrarily choose 1000 line of sights, but we find negligible differences if we increase the number of lines of sight by a factor of five). We then combine all the cluster phase-space diagrams together in such a way that each has equal weight in the final master diagram. In this manner, we ensure that our master diagrams are not biased toward the clusters with the most galaxy members (i.e., the more massive clusters). Also, as we will demonstrate in Section 3.4.1, our projected phase-space diagrams do not depend strongly on the mass of the group or cluster.

### 3.3.1. Probability of Time Since Infall in a Projected Phase-space Diagram

The first column of Figure 5 shows where galaxies with different times since infall (from top to bottom: first infallers, recent infallers, intermediate infallers, and ancient infallers) tend to be found in projected phase-space. The grayscale indicates the probability that a galaxy at that location fell into the cluster at the specified time since infall. The second column gives the one-sigma error on that probability, based on the standard deviation of variations induced by differing line of sights combined with cluster-to-cluster variations.

To produce the probability and standard deviation in a particular pixel, we first consider an individual cluster. We choose a single line of sight through the cluster. We then measure the fraction of galaxies falling in that pixel that have the specified time since infall compared to the total number of galaxies that fall in that pixel. We then randomly change our line of sight, and re-calculate the fraction in that pixel. With each spin of the cluster, we build up a series of fractions for that pixel, and we can calculate a mean and standard deviation of the series. Clearly we can conduct the same process in parallel for all the pixels to build up a probability map (and associated one-sigma errors due to differing lines of sight) over all of the phase-space for the individual cluster. However, to avoid noise due to low number statistics, we exclude fractions from our mean (and standard deviation) if the total number of galaxies falling in the pixel were less than four, for that particular line of sight.

We then repeat this process for all of the groups and clusters, so as we have a probability map (and associated one-sigma errors) for each system. In a final step, we combine all of the individual maps into a single master map. In each pixel of the master map, the mean value of the probability of all the individual groups/clusters is calculated. In this way, each group/cluster provides an equal weight to the master maps, so as we are not biased toward more massive clusters which have greater numbers of satellites. If a pixel in the master map does not contain three or more clusters, it is excluded so as to again avoid low number statistics. This exclusion has a negligible impact on our results, except at the very upper boundary of the master map, where few objects fall. In a similar way, the standard deviation of the master map is calculated from the standard deviations of all the individual groups/cluster using standard error propagation formulae. The resulting standard deviations contain variations due to differing line of sights, combined with cluster-to-cluster variations.

In this way we can build a probability (and one-sigma error map) for each population with a different time since infall (e.g., first infallers, ancient infallers, etc.), as shown in the first and
It is interesting to note that, despite the smearing of galaxy positions due to projection effects, galaxies with different times since infall still tend to have their peak probabilities in distinct regions of phase-space, in a similar way as was seen for Cluster C3 when using a non-projected phase-space plot (see the left panel of Figure 2).

Figure 5. Projected phase-space diagrams, using observable quantities such as line of sight velocity and projected radius, so as they are easily comparable with observations, once accounting for interlopers. In these master diagrams, all clusters are combined into a single figure (see text for details). In the first column, the grayscale shows the mean probability of an object having fallen into the cluster at a specified time (e.g., top to bottom: first infallers, recent infallers, intermediate infallers or ancient infallers). In the second column, we show the one-sigma errors in probabilities that arise due to differing lines-of-sight and cluster-to-cluster variations. The third and fourth column are similar to the first and second column, only the grayscale refers to tidal mass loss, instead of time since infall. Colored-dashed lines in the first column are isocontours of constant probability, with arbitrary values (indicated in the legend). We do not include interlopers in the calculation of the mean probability or one-sigma error. Instead, we indicate the presence of interlopers with the black dashed and black dotted–dashed lines, which are contours showing where the interloper fraction is 20% and 40%, respectively (see Section 3.3.4 for details). Each time since infall population has a different peak probability (i.e., a different maximum value of the pixels in that panel), therefore the isocontour values are chosen so as each contour best highlights the region of peak probability of that infall population, and also to avoid the contours overlapping if shown together on one plot (as will be the case in later figures).
However, it is clear that differences down each line of sight must contribute to the one-sigma errors provided in the second and fourth column of Figure 5. We note that we do not include interlopers when calculating the mean probability and standard deviation. Instead we indicate where interlopers are found using the black dashed and black dotted–dashed contours which show where the interloper fraction is 20% and 40% of the total galaxies in that location in phase-space.

We note that if the crossing-time of the cluster was a strong function of cluster mass, then combining clusters with different masses into the master diagrams could potentially result in smearing out of the regions where galaxies with a particular time since infall have their highest probabilities to be found. However, from the first column of Figure 5, it is clear that the regions are not strongly smeared out. We also measure crossing-time of subhalos for each cluster, which should be related to the time interval between the first pericenter to the first apocenter for galaxies that fell in the most recently. We find that this time interval is 1.2 Gyr with a standard deviation of 0.5 Gyr for all clusters, with no indication of a trend with cluster mass. This is probably partly due to the fact that the free fall time is directly related to the density of a system, and each halo has a mean density which is ~200 times the critical density of the universe. This means binning our galaxies into the same bins of time since infall for all our groups/clusters is physically reasonable. We additionally note that we consider the dependencies of our phase-space diagrams on cluster mass (and galaxy mass) in Section 3.4, and find only weak dependencies. The results we have described so far independently confirm the behavior described by previous authors (e.g., Oman et al. 2013; Haines et al. 2015) between time since infall and location in phase-space diagrams, but now using hydrodynamical cosmological simulations, and with excellent mass resolution. In addition, beyond reproducing the same basic trends, we attempt to better quantify what location in phase-space can tell us about time since infall. Our panels in Figure 5 are designed to allow the mean probability (and one-sigma error in that quantity) to be read off from the figure. We include two contours (black dashed is 20% and black dotted–dashed is 40%) to illustrate the presence of interlopers (for their definition, see Section 2.3). We note that the majority of the highest probability regions for finding recent, intermediate and ancient infallers are found within the 20% interlopers contour, meaning the interlopers will not significantly affect the positions of these regions. We will later demonstrate that this is the case directly in Section 3.3.4 and Figure 7. In the following section, we extend our results beyond the time since infall to consider something that has not been quantified so far: what location in phase-space can tell us about the amount of tidal mass loss a galaxy has suffered.

3.3.2. Probability of a Specified Strength of Tidal Mass Loss in a Projected Phase-space Diagram

We also repeat a similar process for the third and fourth column of Figure 5, only this time we calculate the mean probability (and one-sigma error) that a galaxy at that location has suffered tidal stripping of a specified fraction of its halo mass (from top to bottom: increasingly large amounts of tidal mass loss). As before, the grayscale in the third column gives the probability that a galaxy at that location has lost the fraction of halo mass indicated, meanwhile the grayscale in the fourth column gives the one-sigma error on that probability (due to differing line of sights, and cluster-to-cluster variations).

The limits of the halo mass losses are arbitrarily chosen in order to attempt to match location of the peak probabilities in the first column on the same row. However, producing a precise match is challenging as mass loss occurring prior to cluster infall can blur the correlation between time since infall and tidal mass loss (see the previous section and Figure 3). Nevertheless, clearly weak tidal mass loss occurs for galaxies that have spent little (or no) time in the cluster. Meanwhile, the strongest mass losses (and highest probabilities) are found in a similar region of phase-space as those halos which have spent the most time in the cluster (the ancient infallers).

3.3.3. Projected Phase-space Diagrams: Separated by Region

In the left panel of Figure 6, we divide the projected phase-space diagram, of all the groups/clusters combined, into five regions (labelled A–E). The choice of each region’s location and shape is somewhat arbitrary, but is designed to try to maximize the fraction of galaxies belonging to a particular time since infall group in any region (see right panel), while filling the volume occupied by cluster galaxies in projected phase-space. We use the contours in Figure 5 to give us good educated guesses on their location and shape. Region C does not match the location of the contours in Figure 5, but is instead designed to span the mixing area between region B and D, so as region B and D are more dominated by the recent infallers and intermediate infallers groups, respectively. By separating the projected phase-space diagram into well-defined regions, and giving a clear break down of the properties of each region, we hope to provide an intuitive, and user-friendly guide to what phase-space diagrams can reveal about time since infall, and tidal mass loss, that can be directly applied to observations of groups and clusters. We note that, as commented in Oman et al. (2013), in the region partially containing backsplash galaxies (e.g., region D), there are galaxies with a large range of times since infall. It maybe possible to use other indicators, such as gas fraction, to identify true backsplash galaxies (as demonstrated in Yoon et al. 2017). The fraction of interlopers (see Section 2.3 for their definition) in each region is represented by cyan colored bars in the right hand panel. With the exception of region A, there are few interlopers in any of the other regions. We note that the information provided in Figure 6 is provided as supplementary data.

3.3.4. The Effects of Interlopers in Projected Phase-space

As described in Section 2.3, our hydrodynamical simulations are only zoomed to three virial radii. Therefore, projected phase-space diagrams produced with their data, alone, do not include interlopers from beyond 3 virial radii. Therefore we have supplemented our hydrodynamical simulations with a large scale dark matter only cosmological simulation which we use to quantify the impact of the missing interlopers on our results.

The contours in Figure 5, and the cyan bars in Figure 6 illustrate that that the number of interlopers is quite low in the regions of phase-space that are of particular interest (e.g., the regions where the highest probability of finding recent, intermediate and ancient infallers are found). To demonstrate this directly, we present Figure 7, where the impact of the absence (left panel) or presence (right panel) of interlopers on
the probability contours of a particular time since infall population can be directly compared.

The contour of ancient infallers is almost unaffected due to the small quantity of interlopers in that region of phase-space (i.e., the ancient infallers are deep within the 20% probability contour of the interlopers shown by a black dashed line). Both the recent and intermediate infallers regions are reduced in size, as the presence of additional interlopers within that region has slightly reduced the probabilities of finding each time since infall population. However, in general, the overall location of the regions is quite similar. The contour of first infallers is identical in both plots by construction as both first infallers and interlopers do not have a time since infall yet.

In addition, we note that the way we have considered interlopers assumes that an observer has no knowledge about whether a galaxy is truly a cluster member or not, beyond the projected radius and line of sight velocity. As a result, galaxies from as much as \( \sim 10 \) virial radii from the cluster may appear within a projected phase-space diagram. This maybe the case for distant clusters, but for some nearby clusters there may be alternative means to establish cluster membership, or at least distinguish very distant galaxies, such as galaxy morphology (Binggeli et al. 1985), galaxy color (Yoon et al. 2008), H I content (Chung et al. 2007), surface brightness fluctuations (Mei et al. 2007), the Tully–Fisher relations and/or the Fundamental plane (Gavazzi et al. 1999). Therefore, the effect shown in Figure 7 may represent the worst case scenario for the effect of interlopers on phase-space diagrams, in the complete absence of any other indicator of a galaxy’s location with respect to the cluster.

3.4. Dependencies on Cluster Mass and Galaxy Mass

3.4.1. Cluster Mass Dependency

We now test if the distribution of galaxies in projected phase-space depend on the mass of the group/cluster. We build two subsamples, based on their virial mass at \( z = 0 \) (equivalent to their peak halo mass); massive clusters (\( M_{\text{cluster}} > 2.0 \times 10^{14} M_\odot \)) and low-mass clusters (\( M_{\text{cluster}} < 1.0 \times 10^{14} M_\odot \)) and re-build their projected phase-space diagrams (see the Figure 8). “Massive” clusters show the clusters C1 through C5 and “low-mass” clusters show C11 through C15 in Table 1. The left two panels relate to time since infall, and use contours to compare the distributions. The right two panels use colored regions (see associated legend) to compare the mean tidal mass loss fraction in that bar, respectively. The data used to create this figure are available.
the cluster more than 3.6 Gyr ago, independent of whether the observed galaxies are in a group or a cluster. However, the shape of the first infallers contour is more curved in the massive clusters. This is likely because of the effects of the backsplash populations, whose greater presence in the massive cluster subsample forces the first infallers contour to large radius at low velocities. One possible explanation could be that the dynamical friction of satellites in the more massive clusters is less effective due to the greater mass difference between them, (as discussed in Oman et al. 2013). However, when we split our sample in two subsamples by mass ratio, we could not find any significant difference between the two subsamples. Another potential difference could be the growth rate/merger history of the groups/clusters. However, we will leave a detailed analysis of the backsplash population to a dedicated follow-up paper. The recent infallers show a slightly different shape in the two subsamples: the distribution is wider in the more massive clusters. We confirm that the fraction of recent infallers compared to the total population is very similar in both subsamples, as is the distribution of their times since infall. However, we find that if we had chosen to use the 30% contour (instead of the 40% contour), that the recent infallers were distributed very similarly. Therefore, it is possible that the differences in shape could simply arise due to low number statistics. Nevertheless, the location of the recent infallers is very similar in both low- and high-mass clusters.

In the right panels, we find that the distribution of tidal mass loss is fairly similar within one virial radius, independent of the group/cluster mass. Significant differences only appear beyond one virial radius and at small velocities, and are once again likely to be related to the more prevalent presence of the backsplash population in the massive cluster subsample.

3.4.2. Dependency on Galaxy Halo Mass

Now we split our total sample of galaxies into a low-mass sample (<7.75 × 10¹⁰M⊙), and a high-mass sample (>1.33 × 10¹¹M⊙), based on their peak halo mass. Each subsample contains about 40% of total galaxies. We then build projected phase-space diagrams for the subsamples (see Figure 9), where the layout and design of the figure panels is identical to that of Figure 8. The effect of interlopers is not considered in this plot, as the focus is on the comparison between the two subsamples.

We find that the distribution of the time since infall groups, and the tidal mass loss groups to be generally similar, independent of galaxy mass. The contours of first infallers, recent infallers and intermediate infallers are very similar. However, there appears to be a deficit of ancient infallers at high velocities in the low-mass subsample. The fraction of ancient infallers compared to the total sample, and their distribution of time since infall, is very similar in the two subsamples. We find that if we had instead chosen to plot the 30% contour (instead of the 40% contour), the deficit would have disappeared. Therefore, it is possible that it simply arises due to low number statistics, for example, if the recent infallers are by chance found at smaller radii in the low-mass subsample. In any case, the locations of the contours are generally very similar in both subsamples, implying they are nearly independent of galaxy halo mass. This suggests that the projected phase-space diagrams we have produced in this study can be applied generally to galaxies observed in clusters without needing to consider differing galaxy masses. We reemphasize an earlier point that, in these simulations, we have excellent mass resolution. Our longest halo mass halo is 3 × 10¹⁰M⊙, which, assuming halo abundance matching, corresponds to a galaxy stellar mass of about 10⁷M⊙.

4. Conclusion and Summary

Using cosmological hydrodynamic simulations of groups and clusters with excellent mass resolution, and a full baryonic physics treatment including supernova and AGN feedback, we test what insights we can gain about environmental effects based on the location of galaxies in phase-space diagrams (plots of velocity versus radius, with respect to the group/cluster). We confirm previous authors’ results, that is, if the full 3D velocity and 3D clustocentric radius is known, galaxies that fall in at different times tend to be found in particular regions of phase-space (see Figure 2). In addition, we find that there is a direct correlation between time since infall and tidal mass loss. This means that location in phase-space also provides information on the amount of tidal mass loss a galaxy has suffered, although there is some spread from the correlation due to pre-processing effects. However, typically observations of samples of galaxies in clusters have line of sight velocities, and
Figure 9. Same as Figure 8 but now testing the dependency of projected phase-space diagrams on galaxy mass measured at peak mass. We decrease the contour value of the ancient infallers to 30% compared to previous plots to better trace the ancient infallers in the low-mass subhalo sample. The effect of interlopers are not considered in this figure.

projected radii measurements. Therefore, we instead build user-friendly projected phase-space diagrams with the simulated cluster galaxies, so as our simulated results can be directly compared with the observations, accounting for differing line of sights, and cluster-to-cluster variations. We also provide the data in our main plots as supplementary data to try to encourage the use of phase-space diagrams as a tool for understanding environmental effects. Our key conclusions are as follows.

1. Galaxies with different times since infall into the cluster preferentially occupy different locations in projected phase-space diagrams (see the first column of Figure 5). We quantify the probability that a galaxy in a particular location belongs to a particular infall group. We also quantify the one-sigma error on this probability due to cluster-to-cluster variations, and differing lines of sight (see the second column of Figure 5).

2. The amount of tidal mass loss of dark matter that arises from the cluster potential increases nearly linearly, on average, with the time a galaxy has spent in the cluster (see Figure 3). We find that tidal mass loss after the first pericenter passage is the origin for this trend (see Figure 4). Because of this trend, the fact that location in projected phase-space diagrams provides information on time since infall, means that they also provide information on amount of tidal mass loss (note the similarity between the first and third column of Figure 5).

3. We provide plots that can be directly and easily compared with observed samples of cluster galaxies. For example, we provide a breakdown of the different regions in projected phase-space, and the typical time since infall and tidal mass loss in each region (see Figure 6).

4. We find that the predictions for time since infall, and tidal mass loss of dark matter from projected phase-space diagrams do not vary strongly with cluster mass, and/or galaxy mass. This means that the plots we provide can be applied to groups and clusters alike, and independent of the mass of the galaxies (see Figures 8 and 9).6

This study demonstrates that projected phase-space diagrams can provide an essential tool for improving our understanding of environmental effects acting in groups and clusters of galaxies. However, we caution against the use of phase-space diagrams on a galaxy-by-galaxy basis. Clearly any individual galaxy’s line of sight velocity may be only a fraction of their true orbital velocity. Similarly, their projected distance is a lower limit on their true, 3D clustocentric radius. Instead, the value of phase-space diagrams is greatly increased when dealing with statistically valid, large samples of galaxies.

We also note that to build a phase-space diagram, we have to choose a single location for the cluster center, and all velocities and distances are then measured with respect to that center. Clearly in the case of highly irregular clusters, for example, where two subclusters of equal mass are in the process of merging, then the approximation of a single cluster center could cause substantial scatter of the phase-space distribution. In addition, it is challenging to define the center of a group with low mass and few satellites. Furthermore, we have already shown that galaxies that lost mass in environments outside the cluster (e.g., in galaxy groups) can weaken the link between time since infall into the cluster, and tidal mass loss (see Figure 3). Therefore in the future we will investigate ways to reduce the one-sigma errors in our predicted times since infall, and tidal mass loss fractions, by reducing the impact of substructure, using approaches that can be directly applied to observed clusters.
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