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ABSTRACT

Given a large dataset for training, generative adversarial networks (GANs) can achieve remarkable performance for the image synthesis task. However, training GANs in extremely low data regimes remains a challenge as overfitting often occurs, leading to memorization or training divergence. In this work, we introduce SIV-GAN, an unconditional generative model that can generate new scene compositions from a single training image or a single video clip. We propose a two-branch discriminator architecture with content and layout branches that are designed to judge internal content and scene layout realism separately from each other. This discriminator design enables the synthesis of visually plausible, novel compositions of a scene with varying content and layout while preserving the context of the original sample. Compared to previous single-image GANs, our model generates more diverse images of higher quality while not being restricted to a single image setting. We further introduce a new challenging task of learning from a few frames of a single video. In this training setup the training images are highly similar to each other, which makes it difficult for prior GAN models to achieve a synthesis of both high quality and diversity.
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1. Introduction

In recent years, image generation models, such as generative adversarial networks (GANs) (Brock et al., 2019; Karras et al., 2020b, 2021; Sauer et al., 2023) and diffusion models (DMs) (Ho et al., 2020; Nichol and Dhariwal, 2021; Dhariwal and Nichol, 2021; Rombach et al., 2022), have achieved remarkable advancements. These models have demonstrated impressive capabilities for image synthesis when trained on large and diverse datasets comprising thousands of images. For many real-world applications, however, the collection of extensive datasets is often unfeasible due to various constraints. These constraints may arise from privacy concerns, the rarity of objects or events, dangerous environments, or the nature of the application design itself. For instance, there may exist only a single image depicting a specific manufacturing defect or just one video capturing a traffic accident recorded under extreme conditions. Enabling the learning of generative models in such scenarios has great potential for practical applications.

Recent studies in image synthesis from extremely limited data have predominantly employed transfer learning, where a model is first pre-trained on a large dataset and subsequently fine-tuned using very small datasets (Ojha et al., 2021; Xiao et al., 2022; Giannone et al., 2022). A notable drawback of transfer learning in image synthesis is its requirement for pre-training datasets that are similar to the domain of interest, as fine-tuning a generative model pre-trained on a dissimilar dataset often leads to poor results, as shown in (Zhao et al., 2020a; Ojha et al., 2021). This limitation poses a significant challenge for numerous applications where large datasets are lacking. To address this bottleneck and expand the applicability of generative models, we propose a novel GAN model that can be trained effectively from scratch using very limited data, eliminating the need for pre-training.

Previous research on GAN training from scratch has primarily focused on two scenarios with limited data: learning from a single image (Shaham et al., 2019; Hinz et al., 2021a) (Fig. 1 rows 1-2), or from few-shot datasets comprising around 100 diverse images or more (Liu et al., 2021). However, our experiments reveal that the latter methods are still constrained by
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Fig. 1. Images generated by SIV-GAN. Our model successfully operates in extremely low data regimes, generating new scene compositions with varying content and layout from a single image (first two rows) or a single video (last two rows). For example, given a single surfing image, it can synthesize layouts with a different position and configuration of waves and change the number of surfers; and from a single video with a car on the road, SIV-GAN generates images without a car or with two cars. Original training samples are shown in red or grey frames.

the number and diversity of available training images. Notably, when trained on few-shot datasets consisting of very similar images, the few-shot model FastGAN (Liu et al., 2021) exhibits a significant drop in performance. To further explore the limitations of existing models, we propose a new task: generating images from a single video. In this task, the training data consists of 60-100 frames extracted from a short video clip lasting 2-10 seconds (see Fig. 1, rows 3-4). Similarly to Liu et al. (2021), our objective is to generate diverse images, but not temporally-coherent videos. Compared to a few-shot dataset containing 60-100 images, frames extracted from the same video exhibit a lower diversity between images due to the high correlation between adjacent video frames. Our experiments demonstrate that both single-image and few-shot GAN models struggle with this data regime, thereby establishing it as an interesting evaluation benchmark that can expand the applications of generative models to novel image domains.

Unlike previous single-image and few-shot GANs, our proposed model, called SIV-GAN (Single Image and Video GAN), addresses the difficulties associated with training from scratch in the above extremely limited data regimes. By utilizing just one or several very similar images, our model generates diverse images with new scene compositions, e.g., rearranging objects within scenes or modifying their shape and size, simply by resampling the input noise. We compare our model to single-image (Shaham et al., 2019; Hinz et al., 2021b) and few-shot GANs (Liu et al., 2021), as well as to the diffusion-based fine-tuning approach DreamBooth (Ruiz et al., 2023).

A preliminary version of this work has been published in (Sushko et al., 2021). Compared to (Sushko et al., 2021), we provide a more detailed discussion and description of the approach and a thorough experimental evaluation and ablations studies. The ablation studies analyse the impact of diversity regularization, design choices, and the impact of the average similarity of training images.

2. Related work

The goal of this work is to train a generative model to synthesize diverse and high-quality images in extremely low data regimes from scratch. Among the two current dominant paradigms for image generation, GANs and diffusion models, only GAN approaches have been employed to tackle unconditional training from one or just a few images without using pre-training. On the contrary, most recent diffusion models still require large datasets, e.g., more than 5000 images for successful training (Wang et al., 2023), or need pre-training (Giannone et al., 2022; Moon et al., 2022; Ruiz et al., 2023). Therefore, our focus in this study is on GANs. The related literature to our work encompasses two types of models: single-image and few-shot GAN approaches.

Single-image GANs. The challenge of training GANs from limited data is the problem of overfitting, which leads to memorization issues and training divergence (Karras et al., 2020a). As one approach to mitigate the memorization issues, single-image GAN models proposed not to learn the statistics of the whole given image, but only the distribution of its patches. For example, this can be achieved by employing a cascade of multi-scale patch-GANs (Isola et al., 2017) trained in multiple stages. For example, SinGAN (Shaham et al., 2019) employed
an unconditional GAN to produce images of arbitrary size from noise, and used a multi-stage training scheme to learn the multi-scale patch distribution of an image. ConSinGAN (Hinz et al., 2021b) improved SinGAN by rescaling the multi-stage training and training several stages concurrently, which enabled reducing the model size and made the training more efficient.

Contrary to the above GANs, our model is trained in a single stage, and is designed to learn not only the internal patch-based distribution of an image, but also to capture high-level content, such as scene layouts or appearance of objects. As shown by our experiments, this enables generating more diverse, higher quality synthesis from a single image, as well as to learn from multiple similar images.

**Few-shot GANs.** Another line of work focused on improving the stability of GANs when trained with few images. To prevent the GAN discriminator from overfitting, Karras et al. (2020a), Zhao et al. (2020b), and Zhao et al. (2020a) explored differentiable data augmentations (DA) for both real and generated images. Since then, Tseng et al. (2021), Yang et al. (2021), Jiang et al. (2021), and Chen et al. (2021) proposed various alternative approaches, showing them to be complementary to DA techniques. These works used limited, but still relatively large training sets (≥1k images) compared to the few-shot setting and our proposed single video regimes (<100). As our experiments demonstrate (see Sec. 4.4), using DA alone is not enough to achieve good diversity when learning from a single image or video.

Another work, FastGAN (Liu et al., 2021), proposed to train an unconditional GAN from scratch on around 100 images. This model avoids overfitting thanks to the proposed skip-layer channel-wise excitation module in the generator and a self-supervised discriminator. However, FastGAN still struggles to successfully learn from a single image and even from a single video: although our proposed single video setting has a similar number of training frames to a standard few-shot dataset (~100 samples), it provides much less variability in training data due to a high correlation of adjacent frames, which leads to memorization issues, as will be discussed in Sec. 4.2.

**Content-style separation in GANs.** Our work is also related to prior research on the content-style separation in GANs. Prior works focused on disentangling content and style features for unconditional image synthesis (Wu et al., 2019), image-to-image translation (Huang et al., 2018), or image manipulation (Park et al., 2020). These models generate different images by separately varying the content and style vectors used for the generator. In this work, we differently explore the idea of separating the discriminator’s learning of image content and layout, and demonstrate its potential to mitigate memorization and induce diversity in extremely low data regimes.

### 3. SIV-GAN

In this section, we present SIV-GAN, an unconditional GAN model that learns from a single image or a single video to generate new plausible compositions of a given scene with varying content and layout. The key ingredients of SIV-GAN are a novel design of a two-branch discriminator (Sec. 3.1) and a diversity regularization introduced for synthesis in single data instance regimes (Sec. 3.2).

#### 3.1. Content-layout discriminator

One challenge of training GANs in single data instance regimes is the problem of overfitting to original samples. In many cases the model can simply memorize the original training images and their augmented versions used during training. To avoid this memorization effect, Shaham et al. (2019) and Hinz et al. (2021b) proposed to learn an internal patch-based distribution of a single image by using a hierarchy of patch-GANs (Isola et al., 2017) at different image scales. As the employed patch-GANs have small receptive fields and limited capacity, they are prevented from memorizing the full image. However, the downside of training each scale of the patch-GANs in a separate stage is that any layout decisions made by the coarser scale generators cannot be corrected at later, finer generation stages. Thus, the quality and diversity of generated images are highly dependent on the chosen lowest resolution size. This parameter needs careful tuning for specific images at hand, otherwise image layouts may lack diversity or lose global coherency (see Fig. 3). Moreover, this approach does not generalize to learning from multiple images, as in the single video case (see Fig. 6).

We therefore introduce an alternative solution to overcome the memorization effect but still to produce high-quality images. We note that in order to produce realistic and diverse images, the generator should learn the appearance of objects...
and combine them in the image in a globally-coherent way. To this end, we propose a discriminator that judges the content distribution of a given image separately from its layout realism. To achieve the disentanglement, we design a two-branch discriminator architecture with separate content and layout branches. Note that the branching of the discriminator happens after intermediate layers; this is done in order to learn relevant representations for building the branches. As seen from Fig. 2, our discriminator consists of the low-level feature extractor $D_{\text{low-level}}$, the content branch $D_{\text{content}}$, and the layout branch $D_{\text{layout}}$. For a given image $x$, the purpose of $D_{\text{low-level}}$ is to learn low-level features and to produce an image representation $F(x) = D_{\text{low-level}}(x)$ for the branches. Next, $D_{\text{content}}$ will judge the content of $F(x)$, irrespective from its spatial layout, while on the other hand $D_{\text{layout}}$ will inspect only the spatial information extracted from $F(x)$. Inspired by the attention modules of Park et al. (2018) and Woo et al. (2018), we implement the content-layout disentanglement by squeezing channels or spatial dimensions of the intermediate features $F(x)$. Note that afterwards the branches $D_{\text{content}}$ and $D_{\text{layout}}$ receive only limited information about the image from $F(x)$, preventing them from overfitting to the whole image, and thus mitigating the negative effect of memorizing the original image.

**Content branch.** The content branch decision should be based upon the image content, i.e. the fidelity of objects composing the image, independent of their spatial location in the scene. Let the feature map $F(x)$ have dimensions $H(\text{height}) \times W(\text{width}) \times C(\text{channel})$. Note that the spatial dimensions $H \times W$ capture spatial information, while the channels $C$ encode the semantic representation. As we want the content branch to ignore the spatial location of objects, we apply global average pooling to aggregate the spatial information $H \times W$ across the channels $C$. The resulting feature map $F_{\text{content}}(x)$ has size $1 \times 1 \times C$, which is then processed by several layers for further real/fake decision making. By removing the spatial information, $D_{\text{content}}(x)$ is induced to respond to content features encoded in different channels regardless of their spatial location (see Fig. 10).

**Layout branch.** The layout branch, in contrast, should assess the spatial location of objects in the scene, but not their specific appearance. Thus, the layout branch is designed to judge only the spatial information of $F(x)$, filtering out the content details.

Since the layout information is encoded only in spatial dimensions $H \times W$, and not in channels $C$, we aggregate the channel information from $F(x)$ via a $(1 \times 1)$ convolution with only one output channel, which forms a feature map $F_{\text{layout}}(x)$ with size $H \times W \times 1$. This channel aggregation weakens the content representation but does not affect the spatial information. The $F_{\text{layout}}(x)$ features are further processed by several layers before a real/fake decision is made. As $D_{\text{layout}}(x)$ is designed to be sensitive only to the spatial representation of the input image, it learns to judge the realism of scene layouts (see Fig. 10).

**Feature augmentation.** The proposed two-branch discriminator prevents the memorization of training samples, enabling the generation of images with content and layouts different from the original sample. To further improve the diversity of generated images, we propose to augment the content $F_{\text{content}}(x)$ and layout $F_{\text{layout}}(x)$ features of real images. For the single image setting this is done by mixing the features of two different augmentations of the original image, and for the single video setting by mixing the features of augmentations of two different video frames. For two real samples $x_1$ and $x_2$, we apply a rectangular crop of $F_{\text{layout}}(x_2)$ and paste it on to $F_{\text{layout}}(x_1)$ at the same spatial location, similarly to CutMix (Yun et al. 2019). In contrast to CutMix, our approach augments features, not input images, and mixes only features of real images. 2) For the content branch, we sample a set of channels from $F_{\text{content}}(x_2)$ and copy their values to the corresponding channels of $F_{\text{content}}(x_1)$. As the channels encode semantic features of images, we expect the resulting augmented tensor to represent objects seen in two different images. We also found it useful to remove channels from $F_{\text{content}}(x)$, thus removing some object representations. For this, we sample a set of channels and drop out their values (Srivastava et al. 2014; Zhengsu et al. 2018). With the above augmentations, $D_{\text{content}}$ and $D_{\text{layout}}$ see significantly more variance in both the content and layout representations of real images, which prevents overfitting and improves the diversity of generated samples. The effect of feature augmentation (FA) is shown in Table 4.

**Adversarial loss.** To evaluate images at different scales, we design our discriminator to make a binary true/fake decision at each intermediate resolution. For each discriminator part $D_{l}$ ($D_{\text{low-level}}, D_{\text{content}}, D_{\text{layout}}$), the loss is computed by aggregating the contributions across all layers constituting the corresponding discriminator part:

$$L_{D_{l}} = \frac{1}{N_{l}} \sum_{l=1}^{N_{l}} L_{D_{l}^l} \tag{1}$$

where $D_{l}^l$ is the $l$-th ResNet block of $D_{l}$, $N_{l}$ is the number of ResNet blocks used in $D_{l}$, and the loss $L_{D_{l}^l}$ is the binary cross-entropy:

$$L_{D_{l}^l} = -\mathbb{E}_{x}[\log D_{l}^l(x)] - \mathbb{E}_{z}[\log(1 - D_{l}^l(G(z)))] \tag{2}$$

$D_{l}^l$ aims to distinguish between real $x$ and generated $G(z)$ images based on their corresponding features at block $l$, which captures either their low-level details, content, or layout at a...
then computed by taking the decisions from the content branch $D_{\text{content}}$, the layout branch $D_{\text{layout}}$, and the low-level features of $D_{\text{low-level}}$:

$$L_{\text{adv}}(G, D) = L_{D_{\text{content}}} + L_{D_{\text{layout}}} + 2L_{D_{\text{low-level}}}.$$  

(3)

As two $D$ branches operate on high-level image features, contrary to only one $D_{\text{low-level}}$ operating on low-level features, we weight $L_{D_{\text{low-level}}}$ by factor two. This is done in order to properly balance the contributions of different feature scales and encourage the generation of images with good low-level details, plausible content, and coherent scene layouts. The effect of $L_{D_{\text{low-level}}}$ is discussed in Sec. 4.4.

### 3.2. Diversity regularization

To improve the variability among the generated images, we propose to add a diversity regularization (DR) loss term $L_{\text{DR}}$ to the SIV-GAN objective. Prior work (Yang et al. 2019, Zhao et al. 2021, Choi et al. 2020) also proposed to use diversity regularization for GAN training, but mainly to avoid mode collapse and assuming the availability of a large training set. The regularization of (Yang et al. 2019) aimed to encourage the generator to produce different outputs depending on the input latent code in such a way that the generated samples with closer latent codes should look more similar to each other and vice versa. In contrast, our diversity regularization is tuned for synthesis from single data instance regimes. Assuming that in case of a single image or a single video we are operating in one semantic domain, the generator should produce images that are in-domain but more or less equally different from each other and substantially different from the original training sample. Thus, in such regimes the difference of generated images should not depend on the distance between their latent codes and we propose to encourage the generator to produce perceptually different image samples independent of their distance in the latent space. Mathematically, the new diversity regularization is expressed as:

$$L_{\text{DR}}(G) = \mathbb{E}_{z_1, z_2} \left[ \frac{1}{L} \sum_{l=1}^{L} \|G'(z_1) - G'(z_2)\|_1 \right],$$

(4)

where $\| \cdot \|$ denotes the $L1$ norm, $G'(z)$ indicates a feature extracted after the $l$-th resolution block of the generator $G$ given input $z$, and $z_1, z_2$ are randomly sampled latent codes in the batch, i.e. $z_1, z_2 \sim N(0, 1)$. By regularizing the generator to maximize Eq. 4, we force it to produce diverse outputs for different latent codes $z$. Note that, in contrast to (Yang et al. 2019), Zhao et al. 2021, and Choi et al. 2020, we compute the distance between samples in the feature space of the genera-
Table 1. Comparison with other methods in the Single Image setting on Places and DAVIS-YFCC100M datasets.

| Method       | SIFID ↓ | LPIPS ↑ | Dist. to train | SIFID ↓ | LPIPS ↑ | Dist. to train |
|--------------|---------|---------|----------------|---------|---------|----------------|
| SinGAN       | 0.09    | 0.22    | 0.24           | 0.10    | 0.26    | 0.30           |
| ConSinGAN    | 0.06    | 0.24    | 0.50           | 0.08    | 0.29    | 0.59           |
| FastGAN      | 0.11    | 0.15    | 0.48           | 0.10    | 0.18    | 0.49           |
| SIV-GAN      | 0.05    | 0.28    | 0.57           | 0.07    | 0.33    | 0.66           |

Table 2. Comparison in the Single Video setting on DAVIS-YFCC100M.

| Method       | SIFID ↓ | LPIPS ↑ | Dist. to train |
|--------------|---------|---------|----------------|
| SinGAN       | 2.47    | 0.32    | 0.51           |
| ConSinGAN    | 2.74    | 0.34    | 0.53           |
| FastGAN      | 0.79    | 0.43    | 0.13           |
| SIV-GAN      | 0.55    | 0.43    | 0.34           |

3.3. Implementation and training

The overall architecture of SIV-GAN is shown in Fig. 2. In our implementation, the SIV-GAN generator employs ResNet blocks which are similar to BigGAN [Brock et al., 2019]. However, we do not use BatchNorm or self-attention. As in MSG-GAN [Karnewar and Wang, 2020], we generate images at intermediate ResNet blocks of G, passing them to D_{low-level} to facilitate the gradient flow from the discriminator. The latent vector \( z \) of length 64 is sampled from \( N(0, 1) \). It is by default broadcasted to the spatial dimensions of \( 3 \times 5 \), which can be adjusted to closer fit the shape of a training sample. For diversity regularization, we use the tanh activation on the features from the final convolutions of the \( G \) blocks.

The SIV-GAN discriminator also uses ResNet blocks. We set \( N_{low-level} = 3 \), \( N_{layout} = N_{content} = 4 \), thus using 3 ResNet blocks before branching and 4 ResNet blocks for the content and layout branches. The impact of the number of blocks will be evaluated in Sec. 4.4. To enable multi-scale gradients, we incorporate images at different scales using the \( \phi_{in, out} \) strategy from [Karnewar and Wang, 2020]. The proposed feature augmentation (FA) is applied with probability 0.4 at every discriminator forward pass. We also use differentiable image augmentation (DA) [Karras et al., 2020a, Zhao et al., 2020b,a], applying translation, cropping, rotation, and horizontal flipping for real and fake images with a probability of 0.7 at each forward pass. As in [Karras et al., 2020a], we observe no signs of leaking augmentations in the generated samples.

In contrast to previous single image GANs (Shaham et al., 2019; Hinz et al., 2021), which employ a multi-stage training scheme, SIV-GAN is trained end-to-end in one stage, using the loss from Eq. 3 with \( \lambda = 0.15 \) for \( L_{DR} \). The impact of \( \lambda \) will be evaluated in Sec. 4.4. We use spectral normalization (Miyato et al., 2018) for both \( G \) and \( D \), and do not use a reconstruction loss as in [Shaham et al., 2019; Hinz et al., 2021] or any other stabilization techniques. SIV-GAN is trained using the ADAM optimizer with \( (\beta_1, \beta_2) = (0.5, 0.999) \), a learning rate of 0.0002 for both \( G \) and \( D \), and a batch size of 5 using different augmentations of a single image or video frames.

4. Experiments

4.1. Experimental setup

We evaluate SIV-GAN by conducting experiments in two different settings: learning from a single image and from a single video. For both of them, we use the same model configuration as described in Sec. 3.3. We train our model for 100k iterations in the Single Image setting and for 300k iterations in the Single Video setting.

Datasets. Following SinGAN (Shaham et al., 2019), we evaluate the Single Image setting on 50 images extracted from the Places dataset (Zhou et al., 2017). In addition to their protocol, we also select 15 videos from the DAVIS (Perazzi et al., 2016) and YFCC100M (Thomee et al., 2016) datasets. We use all the frames as training images in the Single Video setting, while we use only one frame from the middle of each video for the Single Image setup. The chosen videos last for 2-10 seconds and consist of 60-100 frames.

Metrics. To assess the quality of generated images, we measure the mean single FID (SIFID) [Shaham et al., 2019].
following the evaluation from Shaham et al. (2019) and Hinz et al. (2021b), in the Single Image setting we also report the best SIFID among the generated samples. The original SIFID formulation uses InceptionV3 features before the first pooling layer at $\frac{480 \times 480}{16}$ resolution. We observed that such metric captures only low-level image details, such as colors and textures, and not high-level semantic image properties, such as appearance of objects or global layouts. To evaluate higher-level realism, we therefore additionally use later features obtained before the final classification layer at $\frac{480 \times 480}{16}$ resolution. To evaluate the diversity of samples, we adopt the pixel diversity metric from Shaham et al. (2019). To measure perceptual diversity, we also report the average LPIPS (Dosovitskiy and Brox 2016) across pairs of generated images. To verify that the models do not simply reproduce the training set, we report average LPIPS to the nearest image in the training set, augmented in the same way as during training (Dist. to train). We note that SIFID tends to penalize diversity, favouring overfitting (Robb et al., 2020).

To account for this quality-diversity trade-off, a fair analysis should thus assess both diversity and quality.

Comparison models. We compare our model with two single-image GANs, SinGAN (Shaham et al., 2019) and ConSinGAN (Hinz et al., 2021b), and with a GAN model for few-shot image synthesis, FastGAN (Liu et al., 2021). We use the original implementation source codes provided by the authors. While training single image GANs (Shaham et al., 2019; Hinz et al., 2021b) on a single video, we applied the reconstruction loss on all frames, as we found this helpful in stabilizing the training. In addition, we compare our model to DreamBooth, a pre-trained text-to-image diffusion model that can be fine-tuned using a single image or few video frames. We use a publicly available reimplementation of this model. The source code of SIV-GAN is publicly available at a repository which also contains the source code of the work (Sushko et al., 2023).

4.2. Comparison to previous GAN models

Tables 1 and 2 present a quantitative comparison between the models in the Single Image and Single Video settings, while the respective visual results are shown in Figs. 1 and 6. As seen from the tables, SIV-GAN notably outperforms other models in both studied settings. Despite a potential trade-off between quality and diversity, our model achieves better performance in both, reaching lower SIFID values and higher diversity scores. Importantly, only SIV-GAN successfully learns from both single images and videos, generating globally-coherent images of high diversity. Next, we analyse results in these settings separately.

Single Image. Given a single image for training, SIV-GAN produces diverse samples of high visual quality as shown in Figs. 1 and 4. For the example in Fig. 4, our model can change the number and placement of foreground objects (e.g., fish and people), or edit the contour and position of rocks in landscape images. Note that such changes preserve the original scene context, retaining the appearance of objects and maintaining the scene layout realism. In contrast, the prior single image GAN models, SinGAN and ConSinGAN, tend to disturb the appearance of objects (e.g., by washing away the contours of fish and people) and disrespect layouts (e.g., sky textures can appear below the horizon), while exhibiting lower diversity in content and layouts. This is reflected in their higher SIFID and lower diversity scores in Table 1. On the other hand, the few-shot FastGAN model suffers from memorization issues, only reproducing the training image or its flipped version, which was generated during training by data augmentation. This is reflected in Table 1 by the lowest diversity and Dist. to train (in red) metrics on both datasets. Despite having the lowest diversity, we observe that FastGAN does not reach a low SIFID due to leaking augmentations (horizontal flipping).

Single Video. The Single Video setting provides multiple video frames for training. Consequently, generative models have the potential to combine the knowledge observed in different video frames, and thereby to synthesize more interesting combina-
Fig. 7. Additional results of SIV-GAN in the Single Image setting. Given a single image for training, our model can produce novel scene compositions of the same scene, modifying the layouts of background, changing the number of foreground objects, or changing their positions in the scene.

Fig. 8. Additional qualitative results in the Single Video setting. The training sequences are shown in grey frames. Given a single video for training, our model produces images that are different to the training frames. The generated images are shown next to their closest training frames by LPIPS.

SIV-GAN has been developed to learn from a single image, does not generalize to the Single Video setting. It distorts objects and produces unrealistic layouts, resulting in an extremely high SIFID in Table 2. The few-shot FastGAN, on the other hand, generates images with reasonable fidelity, but is still unable to produce samples with non-trivial layout changes, achieving only a very low Dist. to train score (0.13 in Table 2). We conclude that only SIV-GAN deals with the challenging Single Video setting successfully, producing globally-coherent images and avoiding
memorization of training data.

In Fig. 5 we provide an extended analysis, exploring the performance of SIV-GAN and FastGAN while changing the sampling rate. For this, we take 5 long video sequences from YFCC100M (Thomee et al., 2016) and construct 10 different subsets for each of them: a subset with index \( i \) includes every \( i^{th} \) video frame. The number of sampled frames is for all subsets 100. This way, a lower skip-frame factor indicates that the chosen frames are closer in time and thus more similar to each other. As seen from Fig. 5, FastGAN suffers from memorization the most when learning from a set of very similar images: its Dist. to train scores fall dramatically when the skip-frame factor is decreased. This indicates that learning from a few-shot dataset consisting of very similar images can be challenging for prior few-shot GAN models. In contrast, SIV-GAN preserves high Dist. to train scores even for lowest skip-frame factors. Notably, our model also outperforms FastGAN in SIFID for all skip-frame factors.

Additional qualitative results. In Fig. 7 and 8 we provide additional qualitative results of SIV-GAN in both the Single Image and Single Video settings. In Fig. 7 given a single image showing a dancer, paraglider, or parkour jumper, SIV-GAN re-arranges the scene by placing people in new locations and composing new layouts for backgrounds. Importantly, the boundaries of objects are not distorted and the scenes remain realistic at a global scale. Similarly, while learning from multiple frames of videos in Fig. 8, SIV-GAN produces novel scene compositions by combining objects from different frames (e.g., boat shown in a new place or plane shown from a different angle).

### 4.3. Comparison to fine-tuned diffusion model DreamBooth

In addition to single-image and few-shot GAN models, we provide a comparison to a more recent diffusion model DreamBooth (Ruiz et al., 2023). This model is based on Latent Diffusion (Rombach et al., 2022), a text-to-image diffusion model that was pre-trained on ~400M text-image pairs, but can be fine-tuned in small data regimes like on a single image or several frames of a single video. To apply DreamBooth in these regimes, we manually input the model with textual descriptions of objects present in training images or videos.

The comparison results are shown in Fig. 9 and Table 3. As seen in Fig. 9, DreamBooth achieves a similar ability for generating new scene compositions based on limited data. For example, DreamBooth generates new fish in different locations from a single image or a parkour jumper in new environments when fine-tuned on frames of a single video. We observe that DreamBooth generally achieves higher diversity of synthesis, as it has no inherent limitation to generate only the objects that were seen in the one or few training samples. Such higher diversity is generally expected, as, in contrast to SIV-GAN that is trained from scratch, DreamBooth was pre-trained on a large-scale dataset containing several hundreds of millions of image-text pairs. However, we also noted that pre-training frequently leads DreamBooth to generating images that deviate from the original samples in colors and textures (e.g., higher saturation). For example, in Fig. 9 (left), fine-tuning of DreamBooth converged to the generated images of fish that have a significantly different color palette. In addition, higher diversity of DreamBooth commonly leads it to distortions in objects, such as fish with two heads or humans in unrealistic poses in Fig. 9. We note that in many applications such artifacts are undesirable, since they corrupt objects’ identities and lead to images that are outside of the training distribution. Lastly, our observations are reflected in the quantitative comparison presented in Table 3. In both the Single Image and Video settings, SIV-GAN achieves better SIFID scores but lags behind DreamBooth in LPIPS.

### 4.4. Ablations

**Ablations on the main model components.** In Table 4, we demonstrate the importance of the main components of SIV-
Firstly, we ablate our discriminator architecture. We remove the layout branch, the content branch, or both (no branches). The latter corresponds to a standard GAN discriminator. The model without branches is trained together with our proposed diversity regularization (DR) and feature augmentation (FA), as well as differentiable augmentations (DA) as in [Karras et al. 2020a; Zhao et al. 2020a]. However, as seen from Table 4, it memorizes the training images and reproduces them with poor diversity. Using only one of the branches shows good diversity, but the model fails to generate globally-coherent images, having a high \( \text{SIFID} \). The qualitative results for these ablation models in the Single Image setting are presented in Fig. 10. We observe that the visual results correspond well to the conclusions from Table 4. For example, employing none of the branches only reproduces the training image. The model without the layout branch generates different objects in various combinations, but the model often fails to position the objects correctly or to generate globally-coherent layouts. In particular, there might be a horizon discontinuity, or air balloons may follow unrealistically structured positions in a grid. On the other hand, the model trained without the content branch generates images with more realistic layouts, but does not preserve the content distribution of the original training image, distorting the

### Table 4. Ablation study in the Single Image and Video settings on DAVIS-YFCC100M. Indicators of collapsed diversity (low LPIPS, Pixel Diversity) or poor quality (high SIFID) are marked in red.

| Method          | Single Image |          |          |          | Single Video |          |          |
|-----------------|--------------|----------|----------|----------|--------------|----------|----------|
|                 | SIFID ↓     | LPIPS ↑  | Pixel ↑  | Dist. to train | SIFID ↓     | LPIPS ↑  | Dist. to train |
| Full model      | 0.08 | 16.30   | 0.33 | 0.66 | 0.37 | 0.55 | 5.14 | 0.43 | 0.34 |
| No Layout br.   | 0.14 | 20.29 | **0.35** | **0.67** | 0.40 | 0.71 | 11.70 | 0.42 | 0.38 |
| No Content br.  | 0.08 | 23.25 | 0.34 | 0.64 | 0.36 | 0.73 | 10.43 | 0.41 | 0.33 |
| No branches     | **0.03** | **7.73** | 0.13 | 0.43 | 0.12 | 0.42 | **3.73** | 0.37 | 0.18 |
| No DR           | 0.05 | 11.99 | 0.04 | 0.33 | 0.06 | **0.40** | 9.81 | 0.30 | 0.32 |
| No FA           | 0.08 | 14.81 | 0.27 | 0.58 | 0.33 | 0.51 | 4.85 | 0.41 | 0.32 |
| No \( L_{D_{aux}} \)   | 0.08 | 15.92 | 0.27 | 0.56 | 0.29 | 0.58 | 5.32 | 0.40 | 0.31 |

### Table 5. Comparison of diversity regularization techniques in the Single Image setting on DAVIS-YFCC100M.

| Regularization | SIFID ↓ | LPIPS ↑ | Pixel ↑ | Dist. to train |
|----------------|---------|---------|---------|---------------|
| None           | **0.05** | 0.04 | 0.33 | 0.06 |
| zCR            | 0.05 | 0.06 | 0.37 | 0.09 |
| DS             | 0.06 | 0.14 | 0.45 | 0.14 |
| DR (im. space) | 0.07 | 0.21 | 0.52 | 0.25 |
| DR             | 0.08 | **0.33** | **0.66** | 0.37 |
Table 6. Effect of the diversity regularization (DR) strength in the Single Image setting on DAVIS-YFCC100M.

| λ  | SIFID ↓ | LPIPS ↑ | Dist. to train |
|----|---------|---------|---------------|
| 0.00 | 0.05   | 0.04   | 0.33          | 0.06 |
| 0.05 | 0.07   | 0.19   | 0.50          | 0.23 |
| 0.15 | 0.08   | 0.33   | 0.66          | 0.37 |
| 0.50 | 0.13   | 0.39   | 0.69          | 0.46 |

Table 7. Ablation on the number of blocks \( N_{\text{low-level}} \) used before the content-layout branching on the DAVIS-YFCC100M dataset.

| \( N_{\text{low-level}} \) | Single Image | Single Video |
|-----------------|-------------|-------------|
| SIFID ↓ | LPIPS ↑ | SIFID ↓ | LPIPS ↑ |
| 1 | 0.59 | 0.42 | 2.75 | 0.46 |
| 2 | 0.13 | 0.40 | 1.12 | 0.45 |
| 3 | 0.08 | 0.33 | 0.55 | 0.43 |
| 4 | 0.06 | 0.24 | 0.36 | 0.38 |
| 5 | 0.03 | 0.15 | 0.40 | 0.37 |
| 6 | 0.03 | 0.13 | 0.35 | 0.36 |

Next, we observe the effect of the proposed DR and FA. Without DR, the model does not achieve multi-modality, scoring low in all the diversity metrics. The absence of FA notably decreases diversity, resulting in the diversity scores dropping by 0.02-0.08 points. The qualitative results for these models are shown in Fig. 11. SIV-GAN without DR does not mitigate overfitting, suffering from mode collapse. The model with DR but without FA manages to generate diverse images. However, such a model produces only modest diversity in content and layouts, e.g., it only slightly translates a rock to new locations in the image.

Finally, removing the low-level loss \( L_{\text{low-level}} \) also results in decreased diversity. According to Eq. 4 and 5, this term shifts the attention of the loss function from the latest discriminator layers towards earlier layers with smaller receptive field, which impedes the memorization of the whole image. This way, \( L_{\text{low-level}} \) not only helps to learn low-level image statistics, but also to regularize the discriminator, which results in a higher diversity.

Comparison of DR to alternative techniques. In Table 5, we compare our proposed DR to the latent consistency regularization (zCR) (Zhao et al., 2021), diversity-sensitive loss (DS) (Yang et al., 2019), and using no regularization (none). We apply zCR only to the generator loss, leaving the discriminator objective as it is. As both zCR and DS operate in the image space, we also test our proposed DR in the image space instead of the \( G \) feature space, as in (Choi et al., 2020). As seen from Table 5, our DR noticeably improves over zCR and DS in all diversity metrics. Moreover, we find it beneficial to use DR in the feature space, which leads to more variation in the generated samples. Interestingly, Table 5 illustrates a quality-diversity trade-off in the Single Image setting, where improvements in diversity lead to deterioration in SIFID.

Ablation on the DR strength. In all our experiments, we used DR with \( \lambda=0.15 \). In Table 6, we show the effect of changing \( \lambda \) for DR in the Single Image setting, and thus changing the strength of the diversity regularization. Table 6 shows that setting the weight too high (\( \lambda=0.50 \)) leads to good diversity but harms image quality, whereas small values (\( \lambda=[0.00, 0.05] \)) are beneficial for quality but deteriorates diversity. We observed that using \( \lambda=0.15 \) leads to a good trade-off, resulting in a high diversity among generated samples while not corrupting the quality of textures and the global layout coherency.

Ablation on the number of low-level ResNet blocks. The SIV-GAN discriminator uses 3 ResNet blocks for \( D_{\text{low-level}} \) before the branching. In Table 7 and Fig. 12, we analyse the effect of applying branching at an earlier or a later discriminator stage, keeping the overall depth of the network equal to 7.
Generated samples from a single training image at a resolution of 512x896

Training image (512x896)

Fig. 13. SIV-GAN results at a high image resolution of 512x896 in the Single Image setting. Our model shows good scalability to high image resolutions, maintaining the quality and diversity of scene compositions. For example, given only one image with a bike rider, SIV-GAN can produce images with two bikers, without the rider, as well as change the bike lane path.

Table 8. Comparison of synthesis quality and diversity at different image resolutions on DAVIS-YFCC100M in the Single Image setting.

| Image resolution | SIFID ↓ | LPIPS ↑ |
|------------------|---------|---------|
| 192x320          | 0.08    | 0.33    |
| 512x896          | 0.08    | 0.29    |

ResNet blocks. The results indicate that the branching should be applied neither too early nor too late. Using too few ResNet blocks (1-2) before the branching leads to a reduced capacity of the low-level feature extractor $D_{\text{low-level}}$, so this network becomes unable to learn meaningful content and layout features. Such a model learns the color distribution of an image, but cannot produce a globally-coherent scene and generate textures of good quality as shown in Fig. 12. This effect is indicated by a very high SIFID in Table 7. On the other hand, using too many blocks before the branching, such as 5 or more, increased the capacity of $D_{\text{low-level}}$, so it becomes easier to memorize the whole image as shown in Fig. 12 and by the low diversity metrics in Table 7. We found that using $N_{\text{low-level}}=3$ leads to an optimal quality-diversity trade-off in both the Single Image and Single Video settings.

Effect of using a higher image resolution. In Fig. 13 and Table 8 we demonstrate the ability of our model to generate images at a higher image resolution of 512x896 on the DAVIS-YFCC100M dataset. For this, we add one ResNet block to the generator and discriminator, and change the input noise shape from 3x5 to 4x7. After this change, the model produces images at a much higher image resolution of 896x512. We show the visual results for high resolution image synthesis of SIV-GAN in Fig. 13. We do not observe any issues caused by the change of image resolution. As shown in Table 8, the performance of the model is similar at different scales: SIFID of 0.08 and LPIPS of 0.29 at resolution 512x896 is aligned well with quality and diversity at resolution 192x320 (0.08 and 0.33 in Table 1).

5. Conclusion

In this work, we explored unconditional GAN training in extremely limited data regimes. We introduced a new task of learning generative models from a single video, which presents a new challenge for few-shot image synthesis models due to a high similarity between training images. We proposed SIV-GAN, a new model that successfully learns from a single image or a single video, outperforming prior work. In such extremely low-data regimes, our model prevents memorization and generates diverse images that are significantly different from the training set. Inherently, the synthesis of our model is constrained by the appearance of objects present in the original sample. Nevertheless, SIV-GAN can synthesize novel scene compositions by blending objects in different combinations, changing their shape or position, while preserving the original context and plausibility of the scene. Notably, such compositionality is enabled by the model’s ability to distinguish objects and backgrounds learnt just from a single image or video. In (Sushko et al., 2023), we have already demonstrated that SIV-GAN is a useful tool for data augmentation in domains where data collection remains challenging.
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