Fast Spectral Correlation Based on Sparse Representation Self-Learning Dictionary and Its Application in Fault Diagnosis of Rotating Machinery
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Rolling element bearing and gear are the typical supporting or rotating parts in mechanical equipment, and it has important economy and security to realize their quick and accurate fault detection. As one kind of powerful cyclostationarity signal analyzing method, spectral correlation (SC) could identify the impulsive characteristic component buried in the vibration signals of rotating machinery effectively. However, the fault feature such as impulsive characteristic component is often interfered by other background noise, and the situation is serious especially in early weak fault stage. Besides, the traditional SC method has a drawback of low computation efficiency which hinders its wide application to some extent. To address the above problems, an impulsive feature-enhanced method which combines fast spectral correlation (FSC) with sparse representation self-learning dictionary is proposed in the paper. Firstly, the sparse representation self-learning dictionary method-K-means singular value decomposition (KSVD) is improved and the improved KSVD (IKSVD) method is used to denoise the original signal, and the periodic impulses are highlighted. Then, the FSC algorithm is applied on the denoised signal and spectral correlation image could be obtained. Finally, the calculated enhanced envelope spectrum (EES) of the denoised signal is obtained by using the spectral correlation image to identify the accurate fault position. The feasibility and superiority of the proposed method is verified through simulation, experiment, and engineering application.

1. Introduction

Rolling element bearing and gear are the most commonly used supporting and transmission parts in rotating machinery; meanwhile, they are also the fragile parts. It has great significance in machinery condition monitoring to realize their timely fault feature extraction. Vibration analysis has been used widely in fault feature extraction of rotating machinery [1–6] in engineering due to the reasons that vibration signal is easy to collect and it also contains rich fault feature information. However, early weak fault features of rolling bearing or gear are hard to extract using the traditional signal processing method such as envelope demodulation spectral (EDS) [7] and wavelet transform [8] because the early weak fault features are often overwhelmed by strong interference. In recent years, kinds of methods have been arising to enhance the impulsive components buried in the vibration signal of rotating machinery. One kind of method is mainly focusing on constructing an optimal band-pass filter to denoise the original early weak fault signal of rotating machinery. Kurtogram [9] basing on spectral kurtosis [10] is the pioneer of such methods which uses time-frequency analysis and the kurtosis index to select the resonance frequency band with a large number of impulses. However, there exist some inherent defects in kurtogram. To solve the defect of Kurtogram in extracting the
repetitive impulses, concepts of spectral ngegentropy and infogram [11] were introduced to detect the repetitive transients for condition monitoring. Inspired by the idea of spectral kurtosis, the spectral $L_2/L_1$ norm was verified as a new perspective for spectral kurtosis to characterize the nonstationary repetitive impulse signals [12]. Spectral kurtosis and envelope were combined for detection of the localized bearing faults in induction machines successfully [13]. Spectral kurtosis was improved and an adaptive spectral kurtosis method was proposed for identification of multiple transient faults [14], and performance of the proposed method was validated by using simulation and experimental signals from a bearing with multiple faults and two faulty bearings. To improve performance of spectral kurtosis in dealing with the situation of low signal-to-noise ratio, a novel method naming protragram for selection of the optimal frequency band was presented [15], and the effectiveness of the proposed method was validated through simulated and real data.

It is well known that the vibration signal of a defective rolling bearing is typical cyclostationary signal, and its second-order statistic exhibits periodicity [16], and the other kind of method is making use of the cyclic statistical properties of defective bearing vibration signals. SC based on second-order statistic is one kind of typical and powerful tool for feature extraction of cyclostationary signals [17–20]. SC has been used widely in fault diagnosis of rotating machinery in recent years. For example, a novel scheme [21] which combined SC and convolutional neural networks (CNNs) was proposed for fault diagnosis of rolling element bearing, and improved classification performance could be obtained. SC was used for vibration analysis in a wind turbine generator successfully, and the effectiveness of SC with corresponding precautionary measures for protecting bearing in generators is verified and suggested [22]. However, as stated in paper [23], since the transformation from one-dimensional time domain to two-dimensional spectrogram involves a large number of discrete Fourier transform operations and correlations, the traditional SC is very complicated and has a very low efficiency, so the engineering application of SC is very limited. Accordingly, a new method calculating SC named FSC [24] was proposed to solve the above shortcomings of traditional SC. Compared with SC, FSC not only has advantage of higher calculation efficiency, but also could capture cyclostationary signal much more accurately by refining frequency resolution arbitrarily. Kurtosis weighting was introduced to FSC to improve the performance of enhanced envelope spectrum (EES) [25]. However, FSC still has the defect of low robustness to strong background noise as being verified in the paper [23]. The sparse representation self-learning dictionary method such as K-SVD could capture the characteristic components hidden in the vibration signal without prior knowledge of the analyzed signal such as wavelet transform. Besides, it has virtue of strong noise robustness and has been applied in fault diagnosis of rotating machinery widely [26–28]. Consequently, a rotating machinery fault diagnosis method by combing sparse representation self-learning dictionary with FSC is proposed in the paper. Firstly, traditional KSVD is improved to improve the adaptability and calculation efficiency of KSVD. Then, the original vibration signal is denoised by the improved KSVD. Subsequently, FSC is applied on the denoised signal, and the obtained results are further processed to obtain EES result to realize enhanced extraction periodic impulse of rotating machinery. The method was proposed due to the following advantages: (1) IKSVD is used for denoising due to the reason that it does not need prior knowledge of the analyzed signal such as wavelet transform. (2) Much better and intuitive fault feature extraction result could be obtained by applying FSC on the denoised signal. (3) The proposed method has much higher computation efficiency over SC though the denoising step is added.

The remaining of the paper is arranged as follows. Theories of IKSVD and FSC are introduced briefly in Section 2 and 3, respectively. The flowchart and details of the proposed method by combing IKSVD with FSC are described in Section 4. Effectiveness of the proposed method is verified by simulation in Section 5 and experiment in Section 6. Besides, an engineering application of the proposed method is also presented in Section 7. Conclusion is obtained at last in Section 8.

2. IKSVD

Classical sparse representation self-learning dictionary method-KSVD is the generalization of K-means. The convergence ratios of dictionary atom solution procedures and sparse coding are improved by using optimal matching pursuit (OMP) and singular value decomposition (SVD) together in KSVD, and the reason is that the updating of sparse coefficients and dictionary atom could be synchronized by OMP and SVD.

Over complete dictionary, $D$ is found to make the coefficient $S$ as sparse as possible in KSVD, so that the object signal $Y$ could be represented as sparse as possible:

$$Y = DS,$$

where the trained signal is represented by $Y$ and the over complete matrix is token as $D$. $Y$ is corresponding to the column vectors $(s_1, s_2, \ldots, s_N)$ in $S$, and it is also composed linearly of the columns in $D$ according to $S$. The relationship between $Y$ and $DS$ could be transformed into the mathematic model as shown in the following formula:

$$\min_{D,X} \left\{ \|S\|_0 \right\},$$

subjected to $\|Y - DS\|_2 \leq \epsilon$.

Formula (2) could be further replaced by the following formula:

$$\min_{D,X} \|Y - DS\|_2^2,$$

subjected to $\|S\|_0 \leq T_0$.

In sparse coding stage of the traditional KSVD algorithm, OMP is used to solve the sparse coefficients approximately and formula (2) is set as solution object function.
because of the unknown sparsity of sparse coefficients. So, accuracy of the reconstructed signal is determined by the set residual error $\varepsilon$ to some extent. However, there are not relevant literature studies relating to precision selection of residual error $\varepsilon$ in the KSVD algorithm up to now, which is selected basing on experience usually. Besides, non-convergence of $\varepsilon$ might be caused by the increase of iteration, which brings out poor reconstruction result of the reconstructed signal. The IKSVD method is proposed in the paper to solve the above problems.

IKSVD uses self-adaptive matching pursuit (SAMP) \[28\] for sparse coding instead of OMP in KSVD. Sparsity of the sparse coefficients could be described adaptively by changing step length, and the reason is that sparsity of the sparse coefficients does not need to be known. Besides, SAMP has advantage of owing much stricter iteration termination conditions than OMP: residual error $\varepsilon$ and the set iteration number are the two fundamental factors deciding the iteration termination of OMP, and the updated residual error $\varepsilon$ or the updated residual error $\varepsilon$ bigger than the residual error $\varepsilon$ and the set iteration number determine the iteration termination of SAMP. Therefore, much more accurate dictionary atom and sparse coefficients could be obtained by the IKSVD method than the traditional KSVD method.

Besides, the $K$ atoms in dictionary $D^j$ do not need to be updated completely, and it is enough to update the $K$ atoms with the greatest influence on the reconstructed signal. The structural similarity \[29\] of the residual error $\varepsilon$ corresponding to $D^j$ is introduced and calculated, and equation (4) is the structure similarity calculation equation between signal $x$ and $y$:

$$C_{SS}(x, y) = \frac{2u_xu_y + c_1}{(u_x^2 + u_y^2 + c_1)(\delta_x^2 + \delta_y^2 + c_2)}, \quad (4)$$

where $u_x$ and $u_y$ are means of $x$ and $y$, respectively, $\delta_x^2$ and $\delta_y^2$ are variances of $x$ and $y$, respectively, $c_1$ and $c_2$ are constants, and $C_{SS}(x, y) \in [0, 1]$.

The $C_{SS}$ of residual error $E_k$ is the $C_{SS}$ of $Y$ and $\sum_{i=1}^{N} s_i^j$, and all the $C_{SS}$ corresponding to $E_1, E_2, \ldots, E$ are compared and calculate, then the residual error $E$ with smallest value of $C_{SS}$ is selected. Both sparse coefficients $s_i^j$ and corresponding dictionary atom $d_i$ are updated once the minimum residual error $E$ is determined. The blindness of the traditional KSVD algorithm in selecting updated atoms could be avoided by repeating the above stated iteration process.

Main steps of improved KSVD are shown as follows:

Step 1: initialization
Matrix $D^0 \in \mathbb{R}^{N \times K}$ and iteration value $J = 1$ are initialized.

Step 2: sparse coding
$S$ is solved accurately using the SAMP algorithm as shown in formula (3), and $y_i$ could be represented by the obtained sparse coefficients $s_i$.

Input: sensing matrix $\Theta$ with size of $M \times N$ and the $M$-dimensional observed signal $y$. The relevant initial values are set as follows: the initial residual error $r_0 = y$.

supporting set $\Omega = \Phi$, step length $L = S = 1$, index set $T_{add}$, the total number of iterations $I$, and the initial iteration number $t = 1$.

Main steps of sparse coding are as follows:

1. The correlation coefficients $u = \{u_j | u_j = \langle r, \theta_j \rangle, j = 1, 2, \ldots, N \}$ are calculated, where $\theta_j$ is the column vector of $\Theta$, and $L$ maximum values are selected and composed as set $T_{add} = \max_{1 \leq |t| \leq L} |u[t]|$.

2. The sparse signal $s_i = (\Theta^\prime \Theta)^{-1} \Theta^\prime y$ is calculated and obtained.

3. The largest absolute value among $s_i$ is selected, whose corresponding $\Theta_{st}$ is marked as $\Theta_{st}$, and the corresponding supporting set is marked as $S_{st}$.

4. Residual error is updated as $r_{new} = y - \Theta_{st}s_{t}$.

5. Stop iteration if there is $r_{new} = 0$. Otherwise, update iteration step as $L = L + S$ if there is $\|r_t\|_2 \geq \|r_{t-1}\|_2$ and continue iteration with going back to step (1). If both of the above two conditions are not satisfied, then $S_{st} = F$ and $r_t = r_{new}$, and the iteration number is added by 1.

6. The nonzero terms in $S_{st}$ are used to reconstruct the sparse signals.

8. Reconstructed sparse signal $s$ is output.

Step 4: output
Learned dictionary $D^j$ is obtained.

3. FSC

If the period of autocorrelation function of the non-stationary signal $x(t)$ is time-varying (the period is $T_0$) which could be represented in equation (5), then the signal could be defined as second-order cyclostationary:

$$R_x(t, \tau) = E\{x(t + T/2) \cdot x^*(t - \tau/2)\} = E\{x(t + nT_0 + T/2) \cdot x^*(t + nT_0 - T/2)\}. \quad (5)$$

\[ R_x(t, \tau) = \sum_{a} R_x(t, \alpha) e^{j2\pi at}, \]

where \( \alpha = m/T_0, m = \ldots -2, -1, 0, 1, 2, \ldots \) represents the discrete cyclic frequency and \( R_x(t, \alpha) \) is Fourier coefficients which could be calculated by

\[ R_x(t, \alpha) = \frac{1}{T_0} \int_{-T_0/2}^{T_0/2} R_x(t, \tau) e^{-j2\pi \alpha \tau} d\tau, \]

where \( R_x(t, \alpha) \) is named as cyclic autocorrelation (CA) and cyclic frequency (CF). The fault characteristic frequency (FCF) is CF when fault arises in rolling element bearing.

The Fourier transform of CA relating to time-delay \( \tau \) is named SC which could be expressed by

\[ S_x(\alpha, f) = \int_{-\infty}^{\infty} R_x(t, \alpha) e^{-j2\pi \alpha \tau} d\tau. \]

A one-dimensional signal \( x(t) \) is transformed into a two-dimensional spectral of \( f - \alpha \). The specific cyclostationary components could be extracted from other interferences by applying SC on the vibration signal of faulty rotating machinery. However, the traditional SC has the defects of great computational complexity while dealing with nonstationary vibration signals as stated in the paper [23], which hinders its wide engineering application. To solve the above defect of the above problem of traditional SC, the FSC proposed in the paper [24] is used in the paper, and steps of FSC are stated as follows [24]:

Step 1: parameter initialization

Following parameters are initialized: sampling frequency \( F_s \); window \( w[n] \) in STFT with the corresponding window length \( N_w \); and maximum cyclic frequency \( \alpha_{\text{max}} \).

Step 2: STFT calculation of the discrete signal \( x[n] \)

\[ X_{\text{STFT}}(i, f_k) = \sum_{n=0}^{N-1} x[n]w[n]e^{-j2\pi m(f_k/F_s)}, \]

where \( f_k = k\Delta f = k(F_s/N_w) \) and \( R = (F_s/2\alpha_{\text{max}}) \) represents the block shift in STFT.

Step 3: SC calculation

Initialize \( R_w(\alpha) = 0, S(\alpha, f_k) = 0, P = (N_w/2R), R_w(\alpha) = \sum_{n=0}^{N-1} |w[n]|^2 e^{-j2\pi(m-n)e^{jF_s/F_s}}, \) and \( N_0 \) is the central time index of window.

For \( p = 0, 1, 2, \ldots, P, \)

\[ S(\alpha, f_k; p) = \sum_{k=0}^{K-1} X_{\text{STFT}}(i, f_k)X_{\text{STFT}}(i, f_{k-p})^* e^{-j2\pi(p/F_s)R}, \]

\[ S(\alpha, f_k) = S(\alpha, f_k) + S(\alpha, f_k; p) e^{-j2\pi N_0(\alpha/F_s) - (p/N_w)}. \]

Step 4: magnitude calibrating

\[ S(\alpha, f) = S(\alpha, f_k) \frac{R_w(\alpha)}{K||w||^2 F_s}. \]

Step 5: SC calculation based on the result obtained in Step 3

Calculate the SC using the following equation:

\[ \gamma(\alpha, f) = \frac{S(\alpha, f)}{\sqrt{S(0, f)S(0, f - \alpha)}}, \]

Step 6: EES calculation based on the SC obtained in Step 5

\[ S^{\text{EES}}(\alpha) = \int_{f_1}^{f_2} |\gamma(\alpha, f)| df. \]

4. Steps of the Proposed Method

As one of powerful tools to analyze the cyclostationarity signal, SC could extract the periodic impulse features in the vibration signals caused by local faults in rotating machinery such as bearing and gear. However, the periodic impulse characteristic components are often overwhelmed by heavy strong background noise in engineering application or in the early weak fault stage of rotating machinery, and in this situation, the fault features are hard to be extracted. Besides, the calculation efficiency of SC is very low which hinders its wide application in fault diagnosis of rotating machinery. Therefore, FSC based on the sparse representation self-learning dictionary fault diagnosis method is proposed to improve the precision and credibility of rotating machinery fault detection. The steps are described as follows:

Step 1: the IKSVBD method is applied on the original vibration signal of rotating machinery, and several self-learned dictionary atoms are obtained

Step 2: reconstruct the vibration signal by using the learned dictionary atoms, and denoised signal is obtained

Step 3: FSC is used to analyze the denoised signal, and the SC image is obtained

Step 4: EES being defined as shown in equation (14) is calculated based on the obtained SC image, and the fault features of rotating machinery are extracted

5. Simulation

The feasibility and advantage of the proposed method are verified firstly through the rolling bearing outer race fault simulation signal, and the mathematical model of the simulation signal is shown in equation (15) [30, 31]. In equation (15), the periodic impulse simulation signal of fault
rolling bearing is represented by $s(t)$, and the added random white noise is taken as $n(t)$. $T$ and $\tau_i$ represent the period of the impulse signal and tiny fluctuation around $T$, respectively. The fault characteristic frequency of outer race and sampling frequency are set as $f_o = 25$ Hz and $f_s = 25.6$ kHz. $\tau_i$ is the random slide between the rolling element and the race which is assumed to distribute normally, and its value is set as 2% of the shaft rotating ratio. References [30, 31] could be referred to know the meanings of the other parameters:

$$
x(t) = s(t) + n(t) = \sum_i A_i h(t - iT - \tau_i) + n(t),
$$

$$
A_i = A_0 \cos(2\pi f_o t + \phi_i) + C_A,
$$

$$
h(t) = e^{-\alpha t} \cos(2\pi f_o t + \phi_o).
$$

Figure 1(a) is time-domain waveform of the simulation signal without adding white noise, from which the periodic impulse character is evident. To simulate the early weak fault of rolling bearing, random white noise with a signal-to-noise ratio of $-10$ db is added into the signal as shown in Figure 1(a) and the noisy signal is shown in Figure 1(b) from which the impulsive characteristic is buried. EDS is a classical and effective fault diagnosis method for rolling bearing. Apply EDS on the signal as shown in Figure 1(b) directly, and the result is shown in Figure 1(c). The distribution of spectral lines in Figure 1(c) is chaotic, and it is verified that EDS would not work effectively when the fault feature signal of rolling bearing is interfered by strong background noise.

Before applying FSC on the noisy signal, the length of the window of Fast-SC is set as $N_w = 2^3$ and the maximum cyclic frequency is set as $\alpha_{max} = 900$ Hzs the same as reference [24], and the corresponding FSC analysis results are shown in Figure 2. The outer race fault characteristic frequency $f_o = 25$ Hz is extracted basing on Figure 2(a) which is the FSC image of the noised signal. The EES analysis result based on Figure 2(a) is shown in Figure 2(b) from which the outer race fault characteristic frequency $f_o = 25$ Hz is also extracted. However, it is ideal that not only the fault characteristic frequency is extracted, but also its harmonics could be extracted when fault arises in rolling bearings. Furthermore, it is easy to cause misdiagnosis when the fault characteristic frequency of outer race coincides with the rotor rotating frequency.

In the following parts, analysis results of the noised signal as shown in Figure 1(b) using the proposed method are presented. To guarantee the calculation efficiency of IKSVD, the noised signal is divided into several samples and the length of each sample is set as 64 point empirically, and the overlap rate between each sample is set as 0 to avoid the reuse of training signals. Too long length of learned dictionary atoms will affect the calculation efficiency of IKSVD, but too short length could not reflect an impulsive feature completely. So, the length of each learned dictionary atom is set as 256 points in IKSVD considering the above factors. Apply IKSVD on the noisy signal as shown in Figure 1(b), and there are a total of 256 dictionary atoms being learned. In the section, parts of the dictionary atoms are presented as being shown in Figure 3. Reconstruct the analyzed signal using the 256 learned dictionary atoms, then apply FSC on the reconstructed signal, and the last analysis results are given in Figure 4. It could be observed that not only the outer race fault characteristic frequency is extracted, but also its harmonics are also extracted being compared with Figure 2. The feasibility and advantage of the proposed method are verified through simulation.

Since the proposed method IKSVD is mainly developed from the traditional KSVD method, the traditional KSVD and the IKSVD are made as comparison. As analyzed above, the early failure of rolling bearing is manifested as periodic impacts. Therefore, it is the extraction of the occurred impacts which we should focus on. So, kurtosis of the reconstructed signal (KRS) could be used as a good indicator reflecting the denoising effectiveness between the traditional KSVD and IKSVD. Add different levels of white noise into the simulation signal as shown in Figure 1(a), and the signal-to-noise ratio (SNR) varies from $-10$ db to 2 db, and the kurtosis of the reconstructed signal by using traditional KSVD and IKSVD is shown in Figure 5, from which the advantages of the proposed method over the traditional KSVD method are evident. Besides, the calculation efficiency of IKSVD is increased about 25% compared with KSVD thorough statistics.

6. Experiment

In this section, the accelerated bearing life test (ABLT-1A) is carried out and the vibration data of the test bearing early weak stage is used to further verify effectiveness of the proposed method. Details of the experiment could be referred to reference [32], and they are not stated here due to the space limit. The amplitude and kurtosis of one of the test bearings over its whole life are shown in Figures 6(a) and 6(b). The same as reference [32], the vibration data at 2297th minute are analyzed in the paper to verify effectiveness of the proposed method. Time-domain waveform of the signal at 2297th minute is shown in Figure 6(c) from which the impulsive characteristic components could not be identified, and its corresponding EDS analysis result as shown in Figure 6(d) also could not identify the fault characteristic frequency of the test bearing. Besides, the time-domain waveform of the vibration data at 2304th minute with its corresponding EDS analysis result is presented in Figures 6(e) and 6(f), respectively, and the inner race fault characteristic frequency of the test bearing 246 Hz in Figure 6(f) as stated in reference [31] is not evident. In reality, it is verified through data analysis that the EDS of all the vibration data before 2305th minute all could not reflect the inner race fault characteristic frequency. The time-domain waveform of the vibration data at 2305th minute with its corresponding EDS analysis result is presented in Figures 6(g) and 6(h), respectively, and the inner race fault characteristic frequency 246 Hz is reflected
clearly which means the ending of early weak stage of the test bearing at 2305th minute. The vibration data between 2297th minute and 2305th minute could be regarded as early weak fault stage of the test bearing, so it is much more persuasive to use the vibration data at 2297th minute to verify the effectiveness of the proposed method.

The same as the simulation analysis ideology, apply FSC on the signal as shown in Figure 6(c) directly and the corresponding analysis results are presented in Figure 7. However, nothing feature relating to the inner race fault of the test bearing could be observed based on Figures 7(a) and 7(b). Besides, it might lead to misjudgment of outer race fault of test bearing based on Figure 7(b) because the spectral line at 153 Hz is very evident, and 153 Hz is exactly the outer race fault characteristic frequency of the test bearing. Actually, it has been proved in reference [31] that failure arose in the inner race of the test bearing through disassembling of test bearing, and the picture of the actual fault position on the testing bearing is presented in Figure 7(c). The reasons for the failure feature extraction of FSC on the

Figure 1: Outer race fault simulation signal of rolling element bearing: (a) simulation signal without noise; (b) simulation signal with strong background noise; (c) EDS of the signal as shown in Figure 1(b).

Figure 2: FSC image and EES of the signal as shown in Figure 1(b): (a) FSC image of the signal as shown in Figure 1(b); (b) EES of the signal as shown in Figure 1(b) by using the obtained FSC image as shown in Figure 2(a).
Figure 3: Part of the learned dictionary atoms by using the IKSVD method on the signal as shown in Figure 1(b).

Figure 4: FSC image and EES of the reconstructed signal: (a) FSC image of the reconstructed signal by using the learned atoms as shown in Figure 3; (b) EES image of the reconstructed signal by using the obtained FSC image as shown in Figure 4(a).

Figure 5: The kurtosis of the reconstructed signal by using IKSVD and traditional KSVD.
test bearing early weak fault could be attributed to as follows: (1) FSC owns strong ability to suppress random white noise as having been verified in reference [24], and it could also be verified in the simulation section. However, the interferences such as the rotating frequency with its harmonics could not be regarded as random white noise relating to the rolling bearing impulsive characteristic components. (2) The energy of impulsive characteristic components of testing bearing at early stage is very weak compared with the other interferences.

Apply the proposed method on the signal as shown in Figure 6(c). Firstly, parameters of IKSVD are set the same as simulation. Then, apply IKSVD on the signal as shown in Figure 6(c) and parts of the 256 learned dictionary atoms are shown in Figure 8. Reconstruct the signal using the 256 learned dictionary atoms, and the reconstructed signal is analyzed by using FSC at last. The final analysis results are given in Figure 9. Firstly, though the FSC could not extract the inner race fault feature directly, the time-frequency analysis is improved greatly by comparing Figure 9(a) with Figure 7(a). Besides, the inner race fault characteristic frequency with its harmonics is extracted perfectly basing on Figure 9(b), and the effectiveness of the proposed method in fault feature extraction of rolling bearing is further verified.

Figure 6: Early weak fault signal of test bearing: (a) kurtosis over its whole life of the test bearing; (b) amplitude over its whole life of the test bearing; (c) time-domain waveform of the signal at 2297th min; (d) EDS of the signal as shown in Figure 6(c); (e) time-domain waveform of the signal at 2304th min; (f) EDS of the signal as shown in Figure 6(e); (g) time-domain waveform of the signal at 2305th min; (h) EDS of the signal as shown in Figure 6(g).
In this section, the engineering application of the proposed method is presented and the engineering study object is a coal mill in a cement plant, and the structure of the coal mill is shown in Figure 10. The speed of the motor is decelerated by a three-stage gearbox, and then the output speed of the gearbox drives the small gear as noted in Figure 10 through a coupling. The output speed of the motor is 744 r/min, and the transmission ratio of the gearbox is $i = 5.6$, so the output speed of the gearbox is 132 r/min. The parameters of the open gears supported by the bearing pedestal are shown in Table 1. It was found that the free end and drive end of the rolling bearing pedestal had a large vibration phenomenon. The measuring points with different directions and the corresponding measuring values are shown in Table 2.

The sensor is the vibration accelerator. The driving end of the bearing pedestal in the horizontal direction with biggest vibration value 14.39 m/s$^2$ is selected for analysis. Since both the rotating frequencies and the meshing frequency are low, the sampling could be set slightly low, that is, $f_s = 853$ Hz. The length of the sampling data is set as $L = 32768$ points to obtain high frequency resolution. Time-domain waveform of the analyzed signal is shown in Figure 11(a) from which the slight modulation and impulse phenomenon could be observed, and its EDS result is shown in Figure 11(b). However, the fault characteristic frequency could not be observed. Then, apply FSC on the signal as shown in Figure 11(a) directly and the corresponding results are presented in Figure 12. Similarly, the fault feature extraction result is not ideal due to the interference of background noise. Apply the proposed method on the analyzed. Firstly, handle the original analyzed signal using the IKSVD method and parts
Figure 8: Part of the learned dictionary atoms by using the IKSVD method on the signal as shown in Figure 6(c).

Figure 9: FSC image and EES of the reconstructed early weak fault signal: (a) FSC image of the reconstructed early weak fault signal by using the learned atoms as shown in Figure 8; (b) EES of the reconstructed early weak fault signal by using the obtained FSC image as shown in Figure 9(a).
of the learned dictionary atoms are given in Figure 13, and parameters of IKSVD are set the same as experiment. Then, reconstruct the analyzed signal using the learned dictionary atoms. Subsequently, apply FSC on the reconstructed signal, and the obtained FSC analysis results are given in Figure 14. The meshing frequency and its harmonic components of the open gears are extracted effectively according to Figure 14(a), and the effectiveness
of the proposed method in engineering application is verified. Besides, the horizontal coordinate interval of each spectral line is about 2.2 Hz which is exactly the rotation frequency of the small gear. The EES of the reconstructed gear signal as shown in Figure 14(b) by using the obtained FSC image as shown in Figure 14(a) is much more intuitive. It could be judged that fault arises in the small gear. Through the disassemblyment of the mesh gears, it is found that there exists wear fault on the small gear tooth, which is shown in Figure 15.
In conclusion, a FSC based on the sparse representation self-learning dictionary method was proposed in the paper which is used in fault diagnosis of rotating machinery, and quick and reliable fault detection could be realized. Firstly, the traditional KSVD method was improved, and the IKSVD was used to enhance the impulse signals of rotating machinery. Compared with the traditional KSVD method, IKSVD has the advantage of much more adaptability and higher calculation efficiency by introducing the self-adaptive matching pursuit (SAMP) instead of OMP in the IKSVD method. Secondly, the original signal is reconstructed by the learned dictionary atoms and the impulse feature components buried in the strong background noise are enhanced. Thirdly, the FSC is applied on the reconstructed signal to further highlight the cyclic frequency features of rotating fault frequency and its multiples. Finally, some simulation data, experimental data, and engineering data were analyzed by using the proposed method and other methods such as EDS and FSC directly. The analysis results verified that the proposed method had the advantage in the periodic impulse extraction of rotating machinery over the other methods and could be available for the fault detection of rotating machinery in engineering practice.
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