Deep learning long-range information in undirected graphs with wave networks
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Abstract

Graph algorithms are key tools in many fields of science and technology. Some of these algorithms depend on propagating information between distant nodes in a graph. Recently, there have been a number of deep learning architectures proposed to learn on undirected graphs. However, most of these architectures aggregate information in the local neighborhood of a node, and therefore they may not be capable of efficiently propagating long-range information. To solve this problem, we examine a recently proposed architecture, wave, which propagates information back and forth across an undirected graph in waves of nonlinear computation. We compare wave to graph convolution, an architecture based on local aggregation, and find that wave learns three different graph-based tasks with greater efficiency and accuracy. These three tasks include (1) labeling a path connecting two nodes in a graph, (2) solving a maze presented as an image, and (3) computing voltages in a circuit. These tasks range from trivial to very difficult, but wave can extrapolate from small training examples to much larger testing examples. These results show that wave may be able to efficiently solve a wide range of problems that require long-range information propagation across undirected graphs. An implementation of the wave network, and example code for the maze problem are included in the tflon deep learning toolkit (https://bitbucket.org/mkmatlock/tflon).

1 Introduction

Deep learning is a powerful approach to machine learning in domains with complex data types [27, 44, 3, 11]. Modeling relationships among objects is a key analytic task in many fields. These relationships give rise to a natural graph data structure, where objects are nodes and relationships are edges, each of which can have properties. Recently, deep learning architectures, usually variants of convolutional neural networks, have been adapted for graph data [9, 22]. Convolutional neural networks have become a standard tool for machine learning in euclidean domains, such as images [26, 41], videos [21], and 3-d volumetric data [34, 38]. These approaches rely upon the key assumption that nodes can be efficiently described by local aggregation, either by summarizing the local graph topology, or by message passing between adjacent nodes. A recent review of these approaches acknowledges that long-range information is tacitly ignored [5]. Graph convolution only aggregates information locally; it does not efficiently propagate long-range information across a graph.
Algorithms operating on undirected graphs are key tools in nearly every field of science and technology. Notable examples include internet search [37], bibliometrics [46], social sciences [45], cell biology [17], genomics [53], chemistry [36, 40], circuit design [28], and transportation engineering [30]. Some of these algorithms produce output for every edge or node, and small changes to the graph can have far-reaching impact on the output. For example, long-range information is required to determine whether nodes are in a cycle. Efficient algorithms for ring detection are well known [36]; local information alone, however, is not sufficient to solve this problem. For many algorithms commonly used on graph data, it is difficult to intuit a solution based only on local aggregation, because information must be propagated across the whole graph.

In this study, we compare Wave, an architecture designed to efficiently propagate information across a graph, with graph convolution. Wave has recently been shown to outperform graph convolution in modeling aromatic and conjugate system size, two fundamentally important graph algorithms in chemical informatics [31]. Expanding upon that work, we show that Wave outperforms graph convolution on three tasks: labeling a path connecting two nodes in a graph, (2) solving a maze presented as an image, and (3) computing voltages in a circuit. These three tasks range in difficulty, from trivial to very difficult. Wave achieves better accuracy and efficiency than graph convolution on all of these tasks, suggesting that Wave might have value in a large range of problems where undirected graphs are used to represent data.

2 Related work

Techniques for representing graph structured data for input to deep learning architectures can be broadly separated into three classes: hand engineered features, unsupervised learning, and supervised learning. These approaches almost exclusively focus on finding node features that characterize local topology.

Historically, hand engineered features were commonly used because techniques for automated representation learning did not exist. Hand engineered features describe the local topology near a node in terms of its degree, and the connectivity properties of subgraphs formed by extracting a node, its neighbors, and their collected edges [10, 18, 52, 32].

Several unsupervised techniques for graphs utilize random walks on local neighborhoods of a node to generate data for learning fixed-length vector embeddings. DeepWalk [39] adapts the word2vec [33] approach for word embeddings by modeling nodes as words and random walks as sentences. LINE [50], extends the random walk approach by introducing an objective that preserves properties of the local topology. Node2vec [16] adds a more flexible definition of node neighborhoods realized by random walks. These unsupervised embedding approaches are closely related to graph kernels, which define a similarity metric between nodes that can be used to impute labels on similar nodes [19, 51].

Supervised approaches utilize custom neural network components that can operate directly on graphs. Traditional convolutional neural networks require uniform spatial or temporal sampling of data, while graphs have flexible spatial structure. Several works generate receptive fields for traditional neurons by aggregating node and edge features over local neighborhoods [35, 9]. Extending upon these approaches, specialized graph convolution architectures have also been proposed [29, 24, 22]. These architectures use learnable message functions, which allow nodes to communicate with one another along their shared edges [12].

Two key works have introduced recurrent neural networks operating on graphs. Tree LSTMs operate on trees (directed graphs without cycles), aggregating data from multiple child nodes to a parent node. Tree LSTMs achieve state of the art performance on language modeling tasks [49]. Inner recursive neural networks operate on undirected graphs by enumerating a unique spanning tree for each node and applying an architecture similar to Tree LSTMs. These networks have shown promise in several chemical informatics tasks [2]. Unfortunately, neither of these techniques can operate on undirected graphs with cycles without loss of information.

In addition to graph specific architectures a general purpose architecture, the differentiable neural computer [14, 15], can enumerate paths connecting nodes in a graph. Unfortunately, this architecture must be trained by reinforcement learning, a huge computational cost, and it does not scale efficiently to very large graphs.
Figure 1: Wave enables long-range information propagation in graph structured data. Two alternative paradigms for computing node representations in graphs: wave (left, blue) and graph convolution (right, orange). Graph convolution is a member of a general class of methods based on local aggregation of information. For each convolutional pass, updating a node depends on the node itself and its neighbors. Sufficient passes must be computed to ensure all nodes share information. In contrast, wave passes information forward and backward across a graph in a single pass. To achieve this, nodes and edges are ordered by breadth first search, starting from a central node. Each node update depends upon its immediate ancestors, and is propagated to descendant nodes.

3 Graph convolution networks

Graph convolution has shown promising results in subgraph isomorphism [43], program verification [29], chemical informatics [22, 9], and quantum chemistry [12]. Graph convolution learns node representations by repeated aggregation over local neighborhoods (Figure 1). The state update on pass $p$ for a node $u$ with neighbors $v \in N$ is defined as:

$$S_u^p = R_1^p(S_u^{p-1}, M_u^p),$$  

(1)

where $R_1^p$ is a recurrent neural network, which is parameterized differently for each pass, $S_u^{p-1}$ is the node state from the prior pass, and $M_u^p$ is a message function, defined by,

$$M_u^p = \sum_{v \in N} c_1^p(E_{uv}^{p-1}, S_v^{p-1}),$$  

(2)

where $c_1^p$ is a neural network, and $E_{uv}^{p-1}$ is the state of edge $u, v$ from the prior pass. The edge states are updated by the recurrence

$$E_{uv}^p = R_2^p(E_{uv}^{p-1}, M_{uv}^p).$$  

(3)

Once again, $M_{uv}^p$, is the output of a message function, defined by 

$$M_{uv}^p = c_2^p(S_u^{p-1}, S_v^{p-1}) + c_2^p(S_v^{p-1}, S_u^{p-1}),$$  

(4)

where $c_2^p$ is another neural network. In this work, the $R_1^*$, and $c_2^*$ are each dense layers with exponential linear (ELU) activation [7]. Additional details can be found in Kearnes et al [22]. Graph convolution requires as many passes as the radius of a graph to propagate information between all nodes [31].

4 Wave networks

In wave, similar to graph convolution, node states are updated based on the prior node states and a message constructed from neighbor states (Equation[1]). However, updates are ordered by breadth first search, and information is propagated from a central node in a wave across the entire graph (Figure[1]). Updates are executed in forward and backward passes. During a forward pass, the node update depends only upon ancestor nodes, and the order is reversed in the backward pass. This node ordering enables information to traverse the entire graph in a single pass.
Figure 2: Wave networks label paths between distant nodes in trees and graphs. (A) Graph convolution assigns low-confidence scores to nodes distant from the goals resulting in errors, while wave assigns high confidence to all path nodes. (B) A single wave forward-backward pass is sufficient to perfectly solve path-finding in trees constructed by randomized depth-first search, and generalizes to larger trees and to trees generated with a randomized Prim algorithm. In contrast, graph convolutional methods are unable to learn even the training data accurately. (C) In addition, multiple passes of wave can determine the shortest path in graphs with varying numbers of paths between the start and goal. Critically, wave models trained only on examples with fewer potential paths can extrapolate to mazes with far more potential paths.

The wave message function is computed by a special mix network, which only uses information from incoming nodes $I$. Formally, given a node $u$ with incoming nodes $v \in I$, the message function $M_u^p$ for pass $p$ is,

$$M_u^p = b + \sum_{v \in I} w \odot (S_u^{p-1} \odot n_1, \pi(u,v)) (S_u^{p-1}, E_{uv}, S_v^p) + S_u^{p-1} \odot n_2, \pi(u,v)) (S_u^{p-1}, E_{uv}, S_v^p), \quad (5)$$

where $\odot$ is element-wise vector multiplication, $\pi(u,v)$ is an index (0 or 1) chosen by the type of edge in the breadth first search (tree or cross), the $n_1, \pi(u,v)$ are neural networks with exponential activation, the $n_2, \pi(u,v)$ are neural networks with softsign activation [13], $w$ is a weight vector, and $b$ is a bias vector. For cross edges, the sibling node state from the previous pass is used, as the current pass state is not yet available. Informally, the mix network computes two weighted sums of the input states: one weighted by a neural network with softmax output and one weighted by a neural network with softsign output. The mix network can range between computing a weighted sum, a maximum, or a minimum of the input states, depending upon its parameters. Additional details of this architecture can be found in Matlock et al [31].

In Matlock et al [31], the default recurrent unit ($R^p$) for wave was a variant of the gated recurrent unit (GRU) [20, 6], which we refer to as miniGRU. Briefly, a GRU is a neural memory cell consisting of three gates: read, update, and output. The miniGRU differs by omitting the read gate, which is redundant with the mix network. A formal description is available in the supplementary methods.
5 Finding paths in trees and graphs

Labeling nodes in a path between two other nodes requires propagating long-range information. This problem is easily solved with a depth-first search; however, wave propagates information in a breath-first search, which does not start at either of the goal nodes. Nevertheless, we expected wave to outperform graph convolution in this task. To test this hypothesis, we constructed random path finding examples. For each example, a spanning tree was constructed from a grid graph via either a randomized depth first search (DFS) or a randomized Prim’s algorithm; edges in the spanning tree were retained as an undirected graph. Each network was provided the same features (the goal nodes), and the same output layer (dense layer with sigmoid activation). For this experiment, wave used a dense layer with tanh activation for its recurrent network. Wave used a node state size of 10. Graph convolution used a node state size of 5 and edge state size of 5. We trained both networks to label nodes traversed by the correct path using the cross entropy loss with the Adam optimizer. Optimizer parameters were: learning rate $1 \times 10^{-3}$, mini-batch size 50, and 30,000 iterations. Models were implemented in the Tensorflow deep learning framework. Networks were trained with a curriculum learning scheme, starting with small graphs of size three ($3 \times 3$ nodes) up to size 10 (supplementary methods). Larger examples were introduced every 1500 iterations. Solutions were marked correct if the labeled path could be enumerated by starting at a goal node and transitioning to the adjacent node with maximum probability without backtracking (argmax solution).

A single wave forward-backward pass perfectly solved the DFS path finding problem, both on trees of similar size as the training domain, and on trees much larger than those in the training data (Figure 2B). Furthermore, the solution learned by the wave network was generalized enough to achieve high performance on the Prim path finding problem. In contrast, graph convolution with 5 or 10 passes was not able to solve the DFS problem. Graph convolution with 10 passes performed worse on the Prim path finding problem, suggesting that the solutions found by graph convolution may overfit the data. Examining the network outputs for an example from the Prim test, we see that while the wave network clearly marks path nodes, the graph convolutional network exhibits uncertainty in marking nodes that are far from a goal node (Figure 2A). In addition, the wave network had fewer parameters than the 10 pass graph convolution network (1641 vs. 2576). These findings support our hypothesis that wave propagates information more efficiently than graph convolution.

In addition to trees, a wave network with three forward-backward passes was able to find the shortest path in graphs with multiple possible paths between the start and end goal (Figure 2C). For this problem, we generated mazes with multiple possible paths by starting with a DFS (or Prim) tree from the previous task, and connecting randomly chosen pairs of adjacent nodes in the grid. The resulting graphs were categorized by counting the number of resulting paths. Critically, wave was able to extrapolate from graphs with a few possible paths (one to four) to find shortest paths in graphs with many more possible paths (five to ten). Furthermore, wave was able generalize from mazes generated by the DFS algorithm to mazes generated with the Prim algorithm. In contrast, graph convolution with 5 passes was not able to achieve the same performance as wave on the training set, did not extrapolate well to the test data, and did not generalize well to mazes generated with the Prim algorithm.

6 Solving a maze in an image

Solving mazes represented as images is much more difficult than path finding in a tree, because long-range information must be explicitly routed along valid paths, while avoiding walls. We translated the DFS and Prim graphs from the previous task into maze images. To create an undirected graph, the images were translated into pixel grid graphs, where adjacent pixels are connected by edges (Figure 3A). In these graphs, nodes are labeled as passable, wall or goal. Wave network messages propagate radially out from the center of the image, and are not restricted to the passable areas of the maze. The network must label the pixels that connect the two goals, without crossing a wall. Such a task is arguably more difficult for humans than image recognition; while we can tell at a glance that an image is a maze, solving a large maze requires meticulously tracing paths through the maze.

In addition to testing graph convolution and wave with fixed numbers of passes, we also introduced dynamic versions of these architectures, which perform $(N+1)/2$ passes for images of size $N \times N$. In the dynamic versions of the architectures, weights are shared between each pass, which substantially reduces the overall number of parameters. Finally, we also tested image convolutional neural networks...
Figure 3: Wave networks solve mazes presented as images. (A) We construct images of randomly generated mazes with labeled walls, start and end points, and converted these to grid graphs where each node represents a pixel and adjacent pixels are connected by edges. Wave processes the image in expanding and contracting shells. (B) Wave can find the correct path connecting the start and endpoints. In contrast, convolutional approaches label many decoy paths. (C) Dynamic wave learns a progressive erasing algorithm, where each successive pass removes weight from decoy paths. (D) Wave outperforms both graph convolution and image convolution with max pooling. A dynamic version of the wave, which adapts the number of passes to the image size, substantially outperforms all other tested methods and generalizes to randomized Prim mazes.

3 Computing voltages in a circuit

Computing voltages in a circuit is a more complex graph problem than path finding in trees or images because it requires information propagation simultaneously between many interdependent nodes. The voltage at a node depends not only on its relationship with the ground node, but also on paths passing through batteries. We generated random circuits from grid graphs by randomly deleting edges, and replacing the remaining edges with one of three component types (wires, resistors or batteries) with...
Figure 4: Wave networks compute voltages in a circuit. (A) We constructed randomized circuits consisting of a single ground node (lower right), and randomly selected components (batteries, resistors and wires). The task was to label each junction node with its voltage compared to the ground node. Wave exhibited low error rates compared to graph convolutional approaches. (B) Graph convolution root-mean-square error (RMSE) increased quickly with circuit size compared to wave with more than one pass. Additional convolutional passes did not improve performance on this task. (C) Graph convolution exhibits increasing mean-absolute error (MAE) with distance from the ground node.

randomly chosen properties (Figure 4A, supplementary methods). Nodes connected to a battery’s positive terminal were labeled to indicate battery orientation. One node was labeled ground. Voltages were calculated using PySpice [42]. Wave parameters were: state size 20, miniGRU recurrent unit. Graph convolution parameters were: node state size 15, edge state size 5. Training parameters were the same as previous problems, except mini-batch size decreased with increasing example size to accommodate circuit simulator runtime (supplementary methods).

All tested wave networks achieved lower root-mean-square error compared to graph convolutional (Figure 4B). Wave with two or more passes exhibit a substantially slower growth in error rates with circuit size, even for circuits larger than those presented during training. Interestingly, increasing the number of convolutional passes did not improve the performance of graph convolution on this task. An individual circuit example reveals that errors made by graph convolution calculations are substantially biased for nodes far from the ground node, while wave errors are small, and unbiased (Figure 4A). In addition, when examining circuits of size 10, graph convolution errors rose in proportion with target node distance from the ground node, while wave errors exhibited substantially lower correlation with distance (Figure 4C). The 1 pass wave had substantially fewer parameters than the best graph convolution (12261 vs 20376), but still outperformed graph convolution on all tested examples sizes. These findings provide evidence that wave can propagate information among multiple, interdependent nodes over long ranges more efficiently than graph convolution.

8 Conclusion

Wave efficiently represents long-range dependencies in graphs for several different tasks when compared to graph convolution. Wave can (1) label paths connecting distant vertices in undirected graphs, (2) label paths in mazes represented as images, and (3) compute voltage potentials in circuits
represented as graphs. Furthermore, wave can extrapolate from small training examples to much larger testing examples. In all of these experiments, the top wave networks also had the fewest parameters. While this study only examined relatively small graphs (up to 400 nodes), the computational and memory complexity of wave enable it to scale to much larger graphs. We are optimistic that wave may efficiently solve many problems where representing long-range dependencies in graphs is critical.
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