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Abstract—One of the main challenges that developers face when testing their systems lies in engineering test cases that are good enough to reveal bugs. And while our body of knowledge on software testing and automated test case generation is already quite significant, in practice, developers are still the ones responsible for engineering test cases manually. Therefore, understanding the developers’ thought- and decision-making processes while engineering test cases is a fundamental step in making developers better at testing software. In this paper, we observe 13 developers thinking-aloud while testing different real-world open-source methods, and use these observations to explain how developers engineer test cases. We then challenge and augment our main findings by surveying 72 software developers on their testing practices. We discuss our results from three different angles. First, we propose a general framework that explains how developers reason about testing. Second, we propose and describe in detail the three different overarching strategies that developers apply when testing. Third, we compare and relate our observations with the existing body of knowledge and propose future studies that would advance our knowledge on the topic.
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1 INTRODUCTION

Software testing is an important and challenging software development activity. No wonder large software companies such as Google [1, 2], Microsoft [3], and Facebook [4] have long been investing in software testing and ensuring that their developers master different techniques. However, while we know that testing accounts for a large part of the software development process, time-wise and cost-wise [5], many developers do not see testing as their favourite task [6], and, worse, do not feel productive when testing [7].

The difficulty in testing lies in devising test cases that are good enough to reveal bugs. To mitigate this, the software testing research community has been working on different approaches for a long time. The current advances in the areas of random testing [8], search-based software testing [9], or even more recently, neural bug finding [10], have already been helping developers in finding bugs they cannot do manually. However, these tools are not yet able to fully replace humans due to hard problems (e.g., the oracle problem [11]) that researchers still need to overcome. In practice, this means that software developers are still majorly responsible for testing their software systems.

Since the advent of agile methodologies [12] and, more specifically, software development methodologies that value technical aspects such as Extreme Programming [13], the popularity of (automated) unit testing among software developers has increased drastically. In fact, 67% of the 1,112 developers that completed the 14th Annual State of the Agile Report survey [14] affirmed to perform unit testing, the most applied engineering practice among the surveyed ones. The idea of “developer testing”, as suggested by Meszaros [15] and Tarlinder [16], where developers are also the ones responsible for testing, indeed became a prominent practice.

The popularity of the practice has led to an explosion of books on the topic. A simple search on Amazon for “software testing” returns more than 1,000 books. Well-known practitioners such as Fowler [17], Beck [13, 18], Martin [19], Freeman and Pryce [20], and Hunt and Thomas [21], have written about the advantages of automated unit tests as well as how to pragmatically test software systems. Academics have also been proposing software testing theories, practices, and techniques, in forms of books. Among them, we mention the books of Myers et al. [22], Pezzè and Young [23], and Mathur [24]. These books largely focus on explaining our current body of knowledge on how to perform domain testing, equivalence partitioning, boundary testing, and structural testing (e.g., [25, 26, 27, 28, 29, 30, 31]).

While our body of knowledge on software testing is already quite significant, we again argue that developers are still the ones responsible for putting all these techniques together. Therefore, understanding the developers’ thought-and decision-making processes on, e.g., how they reason about what test cases to write, which techniques to apply, what types of questions they face when testing, and how they decide it is time to stop, is a fundamental step in making developers better at testing software.

In this paper, we observe 13 developers thinking-aloud while testing different real-world open source methods, and use these observations to explain how developers engineer test cases. We then challenge and augment our main findings by surveying 72 software developers on their testing practices.

We discuss our results from three different angles. First, we propose a general framework that explains how developers reason about testing. The framework contains six
main concepts (i.e., DOCUMENTATION, SOURCE CODE, MENTAL MODEL, TEST CASE, TEST CODE, and ADEQUACY CRITERIA) and how they relate to each other. We describe how developers leverage each of these concepts when testing. Second, we observe the behaviour of the developers in a holistic way, and propose and describe in detail the three different overarching strategies that developers apply when testing (i.e., guided by documentation, guided by source code, ad-hoc). Third, we compare and relate our observations with the existing body of knowledge and propose future studies that would advance our knowledge in the topic. Finally, we use all the knowledge we acquired to propose recommendations for practitioners (i.e., how they can use the findings of this paper to improve their testing skills), tool makers (i.e., a list of tools that would improve the way developers do testing), and educators (i.e., testing topics that should be taught at university-level).

This paper makes the following contributions:

- A general framework and a set of strategies that explain how developers reason about testing, emerged from an observational study with 13 developers and challenged by 72 surveyed software developers.
- A set of actionable guidelines for practitioners, tool makers, and educators, as well as a research agenda for the empirical software engineering community.

2 RESEARCH METHOD

The goal of this study is to understand the thought-process of developers while engineering test cases. To that aim, we conduct a qualitative study that uses a think-aloud protocol [32]. We ask developers with various backgrounds to engineer (automated) test cases for different programs and to verbally explain their thoughts while performing the task. We use their verbal explanations and the video recording of their screens to understand how developers engineer test cases. We then challenge our observations by means of a survey with developers.

2.1 Study design

Our study design is composed of five steps: (i) participants record themselves performing the task (i.e., they engineer automated test cases for a randomly assigned piece of code), (ii) we watch their screen recording, listen to their verbal explanations, and write down our observations, (iii) we qualitatively analyse the observations and iteratively derive a codebook, (iv) we survey a different set of developers to explain their thoughts verbally while performing the task. As examples, we give participants a list of topics to keep talking about: (i) What are you doing right now? (ii) Where did the idea for this test case come from? (iii) Why would you test this? (iv) Why would you not test this? (v) What challenges are you facing? (vi) What are you not understanding? (vii) What is the next step?

We send the instructions to participants via e-mail and give them the possibility to send us the recording back within two weeks. While participants are free to start the experiment at any time during these two weeks, we ask them to perform the entire task without stopping.

Each participant is randomly assigned to one program. The random program was selected out of a dataset of programs that we manually devised for this study. The goal of having different programs is to ensure that our findings are less dependent on the program under test. When selecting candidate programs, we followed three criteria:

- Programs have to be of a familiar domain to developers. By familiar, we mean a domain that developers with general background in programming can understand. Programs in domains such as mathematics would require developers to also have a background in math, which goes beyond the scope of this paper. After manual exploration, we opt for methods that perform string manipulations. We argue that any developer is familiar with the concept of strings.
- Programs have to be of considerable complexity. Our reasoning is that simple programs might be too easy to test, while too complex programs would require too many hours of work from participants.
- Classes under test should not depend on other classes. While mocking is commonly used among developers [34, 35], we argue that developers considering whether to use mocks may divert them from our main goal which is to observe how they reflect about deriving test cases.

We selected the Apache Commons Lang2 project, a well-known open-source library that contains, among many other functionalities, methods that manipulate strings. We considered string manipulation a problem that most developers are familiar with, thus matching our first criteria. In terms of complexity, we selected methods that contained [20, 30] lines of code, had a cyclomatic complexity of [5, 8], and did not depend on any other classes. The thresholds were chosen after manual exploration, in which we observed that methods within that range of complexity would offer a good balance between being complex enough to challenge the participant and yet not too complex so that participants could perform the task in around one hour. From the candidate set of methods, we manually picked four of them. In the following, we describe the methods, based on their official documentation:

- **initials(String str, char... delimiters):** Extracts the initial characters from each word in the String. All first characters after the defined delimiters are returned as a new string. Their case is not changed. The method contains

1. We nevertheless believe that observing how developers reason about testing a more complex structure of classes is interesting work, and we suggest it as future work.
2. https://commons.apache.org/lang; the hash of the commit used: e0b474c0d015b9a52.
24 lines of code, five if/else statements, and one for loop.
- **leftPad(String str, int size, String padStr):** Left pad a String with a specified String. The string Pad is padded to a given size. The method contains 26 lines of code, six if/else statements, and one for loop.
- **rightPad(String str, int size, String padStr):** Right pad a String with a specified String. The string is padded to a given size. The method contains 26 lines of code, six if/else statements, and one for loop.
- **substringsBetween(String str, String open, String close):** Searches a String for substrings delimited by a start and end tag, returning all matching substrings in an array. The method contains 29 lines of code, five if/else statements, and one while loop.

We apply a few transformations to the original code snippet. More specifically, to avoid any bias, we remove parts of the original Javadoc documentation that contained examples of inputs and outputs that could influence the test case engineering process of the developer. We also translated their documentation to Brazilian Portuguese (the main language of all the recruited participants, as we later discuss in Section 2.3) to avoid any confusion from participants that do not fluently speak English. Note that we do not perform any changes in the implementation themselves; the source code is precisely the same as in the Apache library.

Finally, we provide participants with IntelliJ and Eclipse workspaces containing the method they should test in a single class. We ask participants to import the code in the IDE they are more familiar with. We do not give the entire class from the Apache library (which contains several methods that are unrelated to the study), but a new class containing solely the method to test, to avoid confusion. The final version of the code snippets as well as the workspaces can be found in our online appendix [33].

In the end, participants submit their video recording and the final test class they produced. The videos are used as the main source of analysis. This study was reviewed and approved by the Delft University of Technology’s human research ethics council. Participants provided their consent on the participation and were aware that findings would be published in an anonymized way. Our appendix does not contain the raw videos as they contain private information of the participant (e.g., flashes of their e-mail inboxes or messaging apps, or their faces).

### 2.3 Recruitment Strategy

The goal of our recruitment strategy was to attract professional software developers with experience in writing test cases. Since it is not realistic to conduct random sampling of all software developers who fulfill these criteria, we employed convenience sampling. We attract participants via social media. The first author of this paper tweeted about the study4. In exchange for their participation, we offer a two-hour meet-up on software testing, where participants will have the chance to meet and talk about software testing with the first author of this paper.5 Given that all the respondents were Brazilians, we decided to allow participants to speak in Brazilian Portuguese, as we conjectured that speaking in their first language would make participants to better focus on tasks and on thinking-aloud.

As a first step in the recruiting process, we ask participants to give us information about their background as developers. We ask the following questions:
- Years as a professional software developer.
- Years of experience with testing and JUnit.
- How often they write automated tests in their current job [Likert scale, 1-5].
- Academic background [BSc, MSc, PhD, none].

We set as requirements: (i) professional experience with Java, and (ii) experience with JUnit and automated test cases. These criteria were essential to filter out developers without testing experience and without experience in our programming language of choice, thus enabling us to capture strategies employed by professional developers. We recommend future work to focus on other languages and testing frameworks, as well as on the challenges encountered by newcomers. We received a total of 94 candidate participants in seven days. We randomly split the participants into the four tasks and send the instructions, as described in Section 2.1.

In the end, 13 participants (14% of those that subscribed to the experiment) fully completed the experiment. We show their demographics in Table 1. We observe that participants have varied levels of experience in software development. The average number of years of experience as a developer is 9.9 ± 4.0 (median=10) years, indicating that most of our participants have significant experience in the field. In terms of experience with JUnit, we see an average of 4.0 ± 3.2 (median=3) years.

#### 2.4 Analysis of the videos and verbal explanations

Our analysis method contains the following steps: (i) we watch the screen recording and listen to the verbal explanations, (ii) we write observation notes that describe the participants’ actions, in such a way that it can be coded and understood by any researcher, (iii) we inductively code the observation notes, and finally (iv) we iteratively refine the codebook.

As a first step, we watch the screen recording and listen to their verbal explanations. The first author of this paper is responsible for this task, given that he is the only one that speaks the language of the participants. The observation notes contain (i) the different actions taken by the participant (e.g., “look at the documentation”, “write an automated test case”, “run the test suite”, “use the debugger”), (ii) the train of thought/reasoning of participants while performing that task, extracted from their verbal explanations (e.g., “this line can throw a null pointer exception, so it should be tested”), (iii) overall observations of the researcher while observing the participant (e.g., participants writing tests that should clearly fail due to a misunderstanding of the requirements of the program).

3. The `leftPad()` and the `rightPad()` method share similar implementations.
4. https://twitter.com/mauricioaniche/status/1273285692710432771, in Brazilian Portuguese.
5. This meet-up happened after the study, and therefore, did not bias the participants.
researcher aimed to be as systematic as possible in this process. To ensure the quality of the observations, the researcher watched each video at least twice. The second author of this paper randomly selected three participants and confirmed the appropriateness of the observations extracted from the videos.

The observation notes document is then used for coding. The coding process was mostly conducted by the first author of this paper as he had all the knowledge accumulated from watching the participants. The codes were derived iteratively. The researcher assigned each piece of information in the observation notes to an open code. The researcher also performed axial coding iteratively by finding connections and relationships between the codes. To ensure reliability, once the entire open and axial coding were done, the researcher revisited the codes of all participants. The final observations that emerged out of the codebook were then revisited and discussed by the three authors of this paper.

We note that the entire process was done iteratively. The researcher would watch the video of a participant, write down the observations, perform open coding, perform axial coding, and then move to the next participant. We argue that doing the analysis iteratively was a good methodological decision as the codes that have emerged from previous participants increased the knowledge of the researcher regarding the phenomenon under study.

The final document we used for the qualitative analysis contained 37 pages and around 14,400 words, transcribed after 8 hours and 14 minutes of videos. Moreover, to objectively describe the test suites they produced, the table shows the number of test cases, and the branch and mutation coverage achieved by the test suite. The final version of the codebook is presented in the results section of this paper.

### 2.5 Survey design

The validation survey is devised based on the observations from the qualitative analysis. The survey is composed of seven main parts, one for each of the major concepts that emerged during the analysis (i.e., DOCUMENTATION, SOURCE CODE, MENTAL MODEL, TEST CASES, TEST CODE, and ADEQUACY CRITERION – all explained in the Results section of this paper) and one for the overall testing strategy that developers apply.

Each of these parts is composed of multiple Likert scale questions where the participant tells us how often s/he practices a specific observation. For example, one of the items in the DOCUMENTATION section states: “I read the documentation only at the beginning of the implementation, and that is enough for me to write tests”. Participants would then choose an option out of never, rarely, occasionally, frequently, all the time, and I do not know how to answer. We note the chosen Likert scale options are a common choice when evaluating frequency. In total, we have eight options for the DOCUMENTATION section, ten for the SOURCE CODE, three for the MENTAL MODEL, six for TEST CASE, nine for TEST CODE, and four to ADEQUACY CRITERION. All items are compulsory, i.e., participants are required to pick an option for all the items. Moreover, the survey system randomised the order in which the observations are presented to the users, as a way to reduce any possible bias.

The final part of the survey is about the overall strategy followed by participants. There, we opt for a multiple-choice option, where participants have to pick the strategy they tend to more frequently apply (i.e., using documentation, source code, or mental model as the main source). We also provide participants with an optional open question to explain their reasoning. The open questions were coded in a separate qualitative analysis process. Finally, to better understand the sample of developers that take part in our survey, we also include the same demographic questions as in the observational study. These questions appear at the beginning of the survey.

We applied different marketing strategies for the survey. First, we emailed the participants that subscribed for the first part of the task but never completed it. After three days, we also shared the survey among our connections in our social networks (LinkedIn and Twitter) and industrial partners.

In the end, we received a total of 72 answers. The survey participants had an average of 10.5 ± 6.6 (median 10) years of experience in software development, and an average of 5.3 ± 3.9 (median 4) years of experience with testing. Moreover, on a scale from 1 to 5 on how often they write tests in their current project, the majority (83.3%) of participants answered 4 and 5.

### 3 A FRAMEWORK ON HOW DEVELOPERS ENGINEER TEST CASES

In this section, we first present the framework that emerged out of the results of this paper. Then, we describe the six main concepts that developers utilize when engineering test cases (TEST CASE, DOCUMENTATION, MENTAL MODEL, TEST CODE, SOURCE CODE, and ADEQUACY CRITERION).

We introduce the framework in Figure 1:

1. A TEST CASE, the main asset produced by developers during the test phase, describes a set of inputs and a list of expectations. The test case provides the inputs to the program under test and compares the output of the program against the expected behaviour.

---

6. This is a free translation of the item, as the survey was written in the first language of the participants. In fact, all quotes from participants we present later in this paper are freely translated to English.

7. http://bit.ly/3apKAAE, in Brazilian Portuguese.

8. https://twitter.com/mauricioaniche/status/1356585005502377987, in Brazilian Portuguese.
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reading the documentation to start with his first test. Once
a part of the documentation caught his attention, he jumped
straight to the test, and then was mostly guided by his
mental model and source code.
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tion in moments of confusion and lack of understanding.
We observed P1, P5, P7, P8, P10, P11, and P13 revisiting
the documentation whenever they did not know what the
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what the program would return in case of input strings
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documentation to see if there is a mention of the expected
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negative number as an input to the program. Before writing
the test, he said he would expect the method to either return
null or throw an exception. When the program showed a
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Given that developers tend to resort back to the doc-
umentation only when in doubt, one might argue that the
quality of the documentation plays a vital role in supporting
the developer. While this was not part of the experiment,
one participant explicitly mentioned that the quality of
the documentation provided in this experiment was high.
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documentation to see if there is a mention of the expected
behaviour in such cases. P8 experimented with passing a
negative number as an input to the program. Before writing
the test, he said he would expect the method to either return
null or throw an exception. When the program showed a
different behaviour, he resorted back to the documentation.

Given that developers tend to resort back to the doc-
umentation only when in doubt, one might argue that the
quality of the documentation plays a vital role in supporting
the developer. While this was not part of the experiment,
one participant explicitly mentioned that the quality of
the documentation provided in this experiment was high.
According to the participant, the documentation provided
him with clear business rules that he can use to get started
with testing. He says: “in real life, whenever the ticket comes
with a nice documentation, testing gets easier”.

We also observed two erratic behaviours from develop-
ers when using the documentation. P6, in a moment of con-
fusion about what the code had to do, resorted back to the documentation. His main doubt was explicitly mentioned in the documentation; however, he simply could not find it. For some reason, the participant focused his attention on the open text part of the documentation, but did not look at the documentation of the specific input parameter he was having trouble with. In addition, we observed P2, at the end of the task, affirming that he did not test other exceptional cases (in his specific case, passing an empty string to the program) because the specification said that empty strings and null strings are treated the same way; however, he did not ensure the implementation handled it correctly.

Survey results. Documentation also seems to be a popular source of information for testing among the survey participants. Around 37% of the participants affirm to frequently use the documentation as main source for testing, and 19% affirm to use it all the time; on the other hand, 16% of participants use it rarely and only 4% never use it. Participants also disagree that reading it at the beginning only (as done by P2 and P12) is enough to write the tests. 25% of the participants say this is never possible, and 30% say this only rarely happens; interestingly, 19% affirm to do it all the time. In fact, revisiting the documentation looking for more tests is a common activity, as 27%, 38%, and 20% of our participants affirm to do it occasionally, frequently, and all the time, respectively. The quality of the documentation is also something that participants often perceive as not complete in their daily jobs. Participants affirm to stumble across a case where the documentation is not clear about what the program should do occasionally (33%), frequently (34%), or all the time (20%); only 10% say that this is a rare situation, and only one participant affirmed to never have this problem. Finally, the erratic behaviour we observed from P2 does not seem to be common in the wild, as survey participants affirm to not take the current behaviour of the method as correct when the documentation does not talk about the case: 40% of them affirm they never do it, and 23% do it only rarely.

Main takeaways (DOCUMENTATION):
(D1) Developers use the documentation to build an initial mental model of how the program under test works.
(D2) Developers resort back to the documentation mostly when they lack the knowledge on what to expect from the program in a specific case.
(D3) Incomplete or unclear documentation might prevent developers from understanding what precisely they have to test for. Moreover, incomplete and unclear documentation seem to be prevalent in the wild.

3.2 Source code
While source code alone is rarely used as a sole source of information for testing (P6 only), reading and comprehending source code is a prevalent activity when devising tests. Except for P2, P9, and P10, all other participants dived into the source code for comprehension. The number of times that participants resorted back to the source code varies significantly. For example, we observed P11 going back to the source code eight times throughout the task, while P5 went back only once.

The participants’ objectives when inspecting the source code highly varied. We observe participants exploring the code in a systematic manner, i.e., line-by-line or branch-by-branch (P3, P11), to understand how the method would behave in a specific case (P1, P4, P6, P7, P11, P12), to get an overall idea of what the implementation is about (P4, P7, P8, P13), to find a way to reach a specific branch (P5), and to understand a test failure and why their mental model/expectations did not match with what the method actually did (P6, P8).

Interestingly, while code comprehension is a constant activity, not fully comprehending code did not stop some of our participants to continue writing tests (P3, P11). For example, P3 tried to comprehend why the implementation declares an array of characters with a strlen/2+1 size, but failed; he just decided to move on and keep building an overall understanding of the method. The same happened with P11; in his case, the participant could not figure out the reason behind the array access padlen[1%strLen], and decided to continue comprehending the rest of the code.

Another interesting behaviour we observed was that many participants (P1, P3, P4, P6, P8, P9, P10), after being in doubt about what the method should do for a specific case, accepted the provided output without double-checking in the documentation whether this was indeed the expected behaviour. For example, P1 wrote test methods solely to help him explore the behaviour of the method for a given input. However, he accepted the return of the method as the correct/expected output. P4, after observing the execution result of the method, went to the production code to understand, implementation-wise, why that was the return of method; nevertheless, the participant did not confirm it in the documentation. P6 even vocalized such an action. After the failing of a test, the participant observed JUnit’s assertion message (i.e., expected X but returned Y), and said: “Oh, this is what the method should return.”.

The process of comprehending the source code of a program under test is often augmented through the use of a debugger (P2, P4, P5, P6, P11, P13), with some participants making intensive use of the tool (e.g., P6 used the debugger a total of five times). Some participants do not even wait for a test to fail in order to start the debugger (P5, P6, P13). We also observe participants debugging as a way to build an initial understanding of the method at the very beginning of the task (P2), to improve their current understanding of the program (P6, P11), to better understand how to reach a specific branch of the code (P4, P5), or to confirm that the target branch was indeed covered (P6, P11).

As for rare behaviours, P7 was the only participant that performed slight modifications to the production code to better understand it. Somewhat similar, P11 added comments to the production code to improve his understanding of the code. Finally, we also saw participants resorting to

10. We make no conclusions regarding these practices, as participants may be held to believe that they were not supposed to change the production code in this experiment. We discuss that in our threats to validity section.
websites like Stack Overflow to better understand some Java constructs or API calls (P3, P7).

Survey results. The survey results confirm our observation that source code is a popular source of information for testing. 25% of the participants affirm to use it all the time, and 39% to use it frequently ( ). In fact, if we compare the numbers with the ones presented in the documentation section, we see that source code is slightly more popular.

The survey also shows that comprehending what the production code does is a very intense activity. The clear majority of participants affirm that a large part of their time is spent on comprehending what the code does ( ): 16% affirm that the majority of the time goes to comprehension all the time, and 43% say frequently. Trying to understand the method under test completely before testing it also seems to be a common behaviour by the developers ( ), as 12% affirm to do it all the time, and 41% to do it frequently, while 18% rarely or never do it. On the other hand, testing a method even without full understanding (as we observed in the first part of this study) does not seem to be a default behaviour, as 18% never did it, and 25% say they do it only rarely; nevertheless, 25% still affirm to do it frequently ( ).

Resorting immediately to the documentation once a piece of code is not clear enough is a popular behaviour, as 11% and 30% of the participants either do it all the time or frequently. The use of the debugger to navigate and better understand the code is also highly common, as 32% and 26% do it all the time or frequently. The debugger is also useful to understand how to make the test visit a specific branch of the code, and 45% do it all the time or frequently. Interestingly, a large number of survey participants affirm to resort to the debugger right away as soon as they have a failing test: 29% of our participants affirm to do it all the time, and 29% frequently. Moreover, the use of code coverage tools as a way to have more ideas on what to test is also popular, with 25% and 26% of the survey participants affirming to use them all the time or frequently. Finally, making slight modifications to the production code to better understand it is not a common behaviour, with 37% of participants never doing it, and 15% only doing it in rare occasions.

3.3 Mental Model

The mental model that developers build throughout the task plays an important role in the testing process. In the previous sections, we discussed how developers use the documentation and the source code of the program under test to build a mental model of how the program behaves. In this section, we discuss two other important factors that support developers in building and improving their mental models: hypothesis testing and learning from previous failures.

Throughout the tasks of the 13 participants, we have identified 61 moments where participants were raising hypotheses about the behaviour of the code. Participants would then test those hypotheses (by means of an automated test case), observing the behaviour of the program, and updating their mental model. We provide a few examples to illustrate this idea. P1 knew that whitespaces were considered a special character in the input. He then asked himself: “is a \n also considered a whitespace [i.e., has the same behaviour as whitespace]?” Instead of looking at the implementation, the participant simply tested his hypothesis by writing an automated test case and observing its output. P1 later raised another hypothesis: “what happens if I repeat the delimiter [part of the input]?” Actually, what happens if I have a sequence of delimiters in the input? I have no idea.” He then tried it out in another test method. P2 questions himself as to whether the program was case sensitive or insensitive. He then wrote a test case based on this hypothesis, and said to himself: “I believe this will fail.” The test indeed failed, showing that his mental model was already correct. P5 asked himself: “what happens if I pass an empty string? Will it return an empty string back?” P8 hypothesizes: “If pad string [the input] is null, I expect it to add a space [to the output].” We observed similar hypotheses in all the participants. It is interesting to note that developers rarely resort back to the documentation or to the source code to validate their hypotheses. The most common way was to quickly write a unit test that calls the production method with the given input and observe its output.

Moreover, something we repeatedly observed among participants (especially P1, P3, P5, P6, P7, P8, P12, and P13), was that the first hypotheses and test cases were always focused on “simple” test cases, i.e., test cases with basic rather than complex inputs, as to facilitate the process of building an initial mental model. P6, after writing a first test case passing null as input, says: “I made this one simple, so that I get the rhythm.” P7 says: “Let’s do a first exploratory test. Let me start with a first basic test here.” P12 says: “I would start with things I know of how it works.”

Often, their beliefs were disproven by the test result. In such cases, we observed developers then reflecting on the differences between their conjectures and the concrete output of the model. We observed many “aha moments” where participants clearly improved their understanding of the program under test. Having a failing test, or a wrong hypothesis is a common behaviour. We have seen all participants learning from failures, with the exception of P3 who never had a failing test. Interestingly, in some cases, participants were able to understand why their conjectures were incorrect right after observing the output of the method. In such cases, participants would simply move to the next test, Main takeaways (SOURCE CODE):

(S1) Developers strongly rely on the source code to comprehend the program under test.
(S2) The (partial) lack of comprehension in parts of the implementation does not prevent developers from continuing their testing activities.
(S3) Developers often trust the outcomes of a method without double-checking the documentation.
(S4) The debugger supports developers in better understanding the code as well as to help them understand how to reach specific branches. Resorting to the debugger immediately after a test failure happens is a common behaviour.
(S5) Developers frequently use code coverage reports to augment their test suites.
which was often inspired by the new knowledge they just acquired. In other cases, developers experienced more difficulty in understanding why that was the output. In these cases, developers often resorted back to the documentation and the source code (often via debugging) to precisely understand what was happening. P6, for example, after a quick debug session and documentation and source code reading says: “Oh, I understood it [the expected behaviour] wrongly. The correct behaviour should be [...]”. We also observed an interesting behaviour from P7 and P13. After not being able to understand the current failing test, P7 went back to the previous test, and tried to slightly simplify its input in an attempt to isolate the precise behaviour he was not understanding. Similarly, P13 decided to simplify the input in its current test (i.e., from a long string to a short string), hoping that this would help him understand the output. Finally, P2, P4, P10, P11, P12, and P13, faced situations where the test was failing not because they understood it wrongly, but because the test code was wrong; we discuss more about this later.

As for rare behaviours, we note that one participant (P13) was never able to figure out why a test was failing, even after many attempts. At the end, he conjectured that there was a bug in the program under test, which was not the case. We also note that P9, at the beginning of the task, affirmed to be familiar with the program under test. He says: “I do not know this particular implementation, but we have a similar leftPad() function in our project, so I understand what it does.”. While we did not notice any clear difference between P9 and the other participants that worked on the left pad task, we conjecture that previous domain knowledge may influence the way participants engineer test cases. We discuss work related to the effects of experience and testing in the related work section of this paper.

Survey results. The survey results show that participants perceive the use of their mental model while testing, although less than other sources of information. 11% of the participants affirm to use it all the time, and 40% to use it frequently. 25% of participants affirm to use it only occasionally, 8% to rarely use it, and 12% to never use it. Interestingly, making use of test code to learn about the program behaviour, instead of reading from the documentation or source code, is less prevalent in the survey than in the observations of the 13 participants. Only 11% affirm to do it all the time, and 20% to do it frequently; 31% affirm to rarely do it, and 11% to never do it. On the other hand, reflecting about a test failure first, before jumping to the documentation or source code, as noted in the observational study, is a very popular behaviour among our survey participants, with 20% doing it all the time, and 43% doing it frequently.

Main takeaways (MENTAL MODEL):
(M1) Although not explicitly noted by developers, the mental model that they build while testing plays a role in the test cases they engineer.
(M2) The mental model is built not only through the documentation and the source code, but also through hypothesis testing and failures.

3.4 Test case

The test cases engineered by the developers are the core of the testing activity. As we saw before, test cases are often derived after what participants observe in the documentation, after the source code, and after the mental model that they build. Across the 13 participants, we observed 32 moments where developers were clearly guided by the structure of the source code (i.e., developers engineered a test after identifying a branch or line that they wanted to exercise), 10 moments clearly guided by the documentation (i.e., developers engineered a test after looking at a specific part of the documentation), and 22 moments where developers were clearly guided by their mental models (i.e., guided by the hypotheses they generated). While quantitatively comparing these numbers is not our main goal, they show that developers make intense use of varied sources of information.

We also observed 48 moments where developers considered testing a boundary or exceptional case. In fact, we observed such tests coming from all participants, but P4 and P13. While this massively varies among the participants (e.g., we counted nine moments for P1, and six moments for P5, P7, and P10, but observed it in only a single moment for P3, in two occasions for P2 and P9, and zero times for P4 and P13), this clearly shows that testing exceptional and boundary cases is part of the developers’ testing activities.

Another interesting characteristic of the engineered test cases is that all of them were composed of simple, short, single, random inputs. For example, string parameters, participants rarely went for strings longer than just a few characters. The same happened with integer inputs, where participants rarely went for large integers. Interestingly, we observed P1 attempting to create a test case with a very complex string; however, after having some issues in writing the proper assertion for the complex input, he stopped and said: “That is too complex and it’s not really needed [adapted from a slang].” The participant then went for a simpler input. In addition, we never observed a specific pattern or systematic way of proposing the concrete inputs, i.e., they were all randomly chosen by the developers. Moreover, we notice that developers also tend to pick single inputs for each test case they engineer rather than trying several inputs for the same partition. The only exception being P10 who provides multiple inputs, all equivalent, per test case.

As for the less frequent observations, we observed P9 and P12 purposefully not writing specific test cases. P9 decided not to test extreme integer values (e.g., the maximum value allowed for an integer in Java). He says that, for such a case, he would prefer to wait and see if the problem would really happen in production before writing a test for it. Similarly, P12 argued that he would try out more extreme values if that piece of code belonged to a critical part of the software system, otherwise he would consider it not necessary.
Survey results. The survey results confirm our observations. First, we see that survey participants indeed aim at testing all the exceptional cases (20% all the time, 39% frequently) and boundary conditions (22% all the time, 47% frequently) they can see. Testing the behaviour of the method with extreme values (e.g., maximum integer value possible) is less popular than others, but still, developers affirm to do it quite often (15% all the time, 22% frequently). Finally, survey participants affirm to opt for short and simple inputs in their test cases, with 11% doing it all the time, 30% doing it frequently, and 38% doing it occasionally; we nevertheless note that this behaviour was observed in 100% of the participants in the first part of the study. Finally, while we could not figure out “from where” the concrete input values came that participants provided to the test cases, and we assumed they were random, survey participants seem not to fully choose these values randomly. 17% affirm to never pick them randomly, 26% to only do it occasionally, and 20% to do it occasionally (15% all the time, 22% frequently).

Main takeaways (Test Case):
(TC1) Test cases are derived from varied sources of information, i.e., documentation, source code, and mental model.
(TC2) Developers focus not only on “happy path” cases, but also on boundary and exceptional cases.
(TC3) The inputs used in test cases tend to be simple, short and random. Test cases contain a single input that exercises the intended behaviour.

3.5 Test code

The test cases that developers engineered (after the documentation, source code, or mental model) were always concretely implemented as TEST CODE or, in the case of this study, JUnit methods. As such, developers were focusing on producing test code all the time.

The primary observation related to test code is how developers reused previously implemented test methods as a starting point for the next test method. In fact, all participants made use of some sort of code reuse throughout their tasks. After writing the first working test method, participants rarely wrote another test method from scratch; rather, they tended to copy and paste the previous method, modify its name, inputs, and assertions.

The reusability goes beyond the structure of the test method. Interestingly, participants, more often than not, “took inspiration” from the input values defined in the previous test; when devising the next new test case, participants tended to only make slight changes in the previous input, enough for the input to serve for the scenario they wanted to test. For example, P1’s first test used the string A B C D as input. His next tests make use of Aa Bb Cc Dd and Ab aB AB; note how the next inputs are highly influenced by the first defined input, i.e., once P1 decided to go for “A B C D”, other tests were only variations of this initial seed.

When it comes to the internal code quality of the test code, participants often stopped devising new test cases to refactor the test code. The number of refactorings varied among participants (ranging from zero refactorings from P2, P3 and P8 up to five refactoring moments from P11 and eight refactoring moments from P9). We observed different types of refactorings, i.e., variable renaming (P1, P4, P6, P10), extracting variables (P5, P6, P9; although P5 later decided to rollback the refactoring as he believed that the repetition, while bad, increased legibility of the test code), adding code comments in the test (P5, P11; although P11 later removed the code comments), method renaming (P5, P6, P7, P9, P11, P12, P13), and statically importing libraries as to make method calls shorter (P9, P11). We note the emphasis on renaming the test methods. We observe that, after having a clear understanding of what the test case should be about, participants often refined the name of their test method to better explain what that test case was about. We highlight P9 who engaged in method renaming several times throughout the task. His test methods were initially called t1(), t2() and t3(). At some point (we conjecture once the participant had a better understanding of the problem), he started to look for better names for the tests. Test t1(), for example, first became “should Return The Same String When Size Is Equals To String Size”11, and then later was changed to “should Return The Same String When Size Is Equals To Number of Characters In Str”, as the participant felt that “number of characters in the string” was more specific than “string size”.

Test code may contain bugs, and we indeed observed tests failing not due to wrong understanding of the program, but due to a bug in the test code itself (P2, P4, P10, P11, P12, P13). P2 wrote a test that threw an exception due to bad coding; the participant mistakenly understood that as if the program did not behave as he expected. After some time, the participant found the real cause of the failure. Forgetting to update the new test code after copying and pasting the previous one happened for three of the participants (P4, P10, P13). P4 and P13 forgot to change the assertion, which let the test fail for wrong reasons. P10 made this mistake three times. The first time, he also forgot to change something in the test that was copied and pasted from the previous one. The second time, the participant managed to make the test pass, without writing the precise assertion for that test. The third time, the participant was never able to identify that the cause of the bug was the test code. P11 made a slight mistake in the assertion (the expected output should have been “BBAA”, but he wrote “AABB” instead), a mistake which he quickly identified.

As for other behaviours, we observed developers reflecting about whether two tests were duplicated or not (P7, P11), developers deleting previously created tests (P7), making use of a single test method for more than one test case (P10, P12), reorganizing the order that tests appear in the test class as to put methods that exercise similar behaviour closer to each other (P9, P10), weak assertions rather than strong assertions (P2), wrong usage of the testing framework (P10, P11) or searching on the internet for specific features in the framework (P5, P8, P11), making use of a print statement to print the output of the method (P8, 11. Translated literally to English. Spaces added just to improve the readability of the text.)
P9, P13), and to simplify the input of a previously working test case (P7, P13).

Survey results. Our survey results show that copying and pasting a previous test method as a way to start the next one is indeed a common behaviour (19% all the time, 47% frequently). On the other hand, participants affirm to not use the same base/seed for the inputs of their tests (36% occasionally, 26% rarely, 7% never). This somewhat contradicts our observation in the first part of this study where this happened more often. Test code refactoring also seems to be a common practice among our survey participants, with introducing variables to explain what a specific value or operation means (66%), renaming the test method to better explain what it tests (66%), reorganizing the order in which methods appear in the class (66%), and removing test duplicates (66%) being popular. Also in line with our observations, writing code comments is not so often done by participants (43%). Interestingly, participants also affirm to write “buggy test methods” (66%). Although only one person affirms to do it all the time, 25% affirm to do it frequently, and 48% to do it occasionally.

Main takeaways (TEST CODE):

(C1) Developers commonly reuse previously written test methods by means of copying and pasting.
(C2) The input values defined in previous tests often serve as inspiration for the input values of the next tests, although surveyed developers affirm that not to be a regular behaviour.
(C3) Developers perform several refactoring operations in their test code. Extracting variables (to explain an input value) and renaming the test methods (to explain what the test cases are about) are among the most popular ones.
(C4) Bugs in test code happen, often due to copying-and-pasting the previous test method or due to the wrong definition of the test assertion.

3.6 Adequacy criterion

Finally, the last concept we discuss is the ADEQUACY CRITERION or, in other words, how participants decided that their developed test suites were “good enough”. We observed different tactics used by participants.

Six participants (P1, P3, P4, P5, P6, P12) made use of code coverage reports to understand how close they were to being done. All the aforementioned six participants but P4 wrote a few test cases before running the code coverage. P3, for example, just before running the report, said: “Ok, let me see what I am already covering.”; P5, near the end of the task, stated: “I believe I covered everything.”. He then checked his perception against the code report. P4, on the other hand, systematically checked the code coverage report after every single test case he wrote.

Exploring the production code (P1, P7, P8, P9, P11, P12) and the test cases produced so far (P4, P7, P9, P10, P11, P12), without the help of code coverage tools, was also a common approach used by the participants near the end of the task. P1, near the end of the task, stated: “Now, I’m gonna skim the [production] method to see if I missed something.”. P8, after looking at the production code for missing tests, stated: “I’m ready. I do not see [in the production code] any other test case that I can add.”. Interestingly, from an observational point of view, we did not observe any participants doing a thorough comprehension; rather, most of them skimmed the source and test code quite lightly.

Finally, only three participants (P1, P3, P5) performed what we call “documentation coverage analysis”. These participants went back to the documentation and systematically looked for what they were still not testing. P1 even copied the documentation to the test file as to have it closer to the tests. P3 systematically looked sentence-by-sentence of the documentation.

Survey results. The survey results also show that participants make use of varied sources of information to decide whether they have tested enough. Interestingly, the distribution of answers among the four options we provided was quite similar. Using code coverage, as also mentioned before, is a popular choice with 19% of participants using it all the time, and 35% using it frequently. Manually exploring the source code as a way to ensure everything is tested is performed all the time by 23% of participants, and frequently by 40% of them. Re-reading the documentation is done by 14% of the participants all the time, and by 30% of them in a frequent manner. Finally, participants also may use their personal experiences to decide whether they have tested enough; 10% affirm to use it all the time, and 37% of them to use it frequently.

Main takeaways (ADEQUACY CRITERION):

(A1) Developers use code coverage and revisit the production and test code as a final check to ensure they covered everything.
(A2) Systematically revisiting the documentation is a less popular adequacy criterion.
(A3) While not systematically, the personal experience a developer has with software development and testing also plays a role in deciding when to stop testing.

4 Testing strategies

The framework we presented above (and illustrated in Figure 1) depicts the main concepts that one can use to explain how developers engineer test cases. As we explained, developers engineer test cases after exploring the documentation, the source code, or using their own mental models of the program’s behavior. In this section, we study which sources of information developers use and how often.

In the following, we describe the three different so-called strategies that we observed from our participants. We name these strategies after the source of information that developers gave more emphasis to. The three different strategies can also be observed in Table 2 as a sequence of events, per participant.

• Strategy 1: Guided by documentation. In this strategy, developers intensively rely on the documentation as a
main source of information for deriving test cases, and very little on the source code itself. In other words, developers that follow this strategy kept going back to the documentation after creating every test case; the implementation itself was not used much as a source of information. In a way, this strategy is similar to what is known as black-box testing. This strategy was applied by P1, P2, and P9. One participant (P9) even systematically applied domain testing [36] techniques to derive the test cases. A slight variation of this strategy is to, once test cases are done, leverage the structure of the source code as a way to check whether tests are missing and, in such case, to augment the test suite. This augmentation strategy was applied by P5.

- **Strategy 2: Guided by source code.** In this strategy, developers build an initial intuition of the program by reading its documentation, and later are purely guided by the structure of the code (often supported by code coverage tools). More specifically, developers follow “line-by-line” or “branch-by-branch” in the source code and derive tests for each line or branch. As we illustrate in Table 2, developers that followed this strategy barely looked at the documentation of the program. This strategy was applied by P4, P6, P11, and P12. A slight variation of this strategy is to, once test cases are done, resort back to the documentation and explore whether there is any missing test. This strategy was applied by P3.

- **Strategy 3: Ad-hoc (or mixed).** In this strategy, participants leverage the documentation, the source code of the program under test, and the mental model they build out of both sources, to engineer test cases. Participants do not clearly stick with a single source of information as main source, and may resort back to both at any given time. This strategy was applied by P7, P8, P10, and P13.

We can see that participants that are guided by the documentation (strategy 1) indeed make little use of the source code (i.e., few to no dark blue events). Most of the tests come from the mental model (light blue events) that they build from the documentation (red events). P5 is the only participant that somewhat pays attention to the source code, but more at the end of the task (the dark blue event in the middle of the task is because P5 made use of the debugger).

On the other hand, participants that are guided by source code (strategy 2) intensively rely on it to engineer test cases (many dark blue blocks). Finally, developers that follow an ad-hoc method (strategy 3) have a more mixed approach, varying between the documentation, source code, and their mental models. Interestingly, we note that all developers, regardless of their strategy, leverage the documentation at the beginning of the task as to build an initial understanding of the problem.

The different strategies applied by the participants (N=13). The bars represent the sequence of actions during the analysis. The number in parenthesis indicates the total number of actions for that participant.

**TABLE 2**

| Strategy 1: Guided by documentation | P1 (25) | P2 (10) | P5 (16) | P9 (19) |
|------------------------------------|--------|--------|--------|--------|
| Strategy 2: Guided by source code  | P3 (15) | P4 (15) | P6 (38) | P11 (38) |
| Strategy 3: Ad-hoc (or mixed)     | P12 (11) | P7 (27) | P8 (20) | P10 (11) | P13 (10) |

The survey results show a clear preference for the ad-hoc method.12 Thirty-one participants (or 43%) claim to explore both the documentation and the source code, whichever is best, to write tests. Moreover, 17 participants (23%) affirm to be purely guided by the source code, and 14 participants (19%) to be purely guided by the documentation. Only five participants (6%) go directly to the test code and explore the behaviour of the method from there.13 The remaining five participants opt for an open answer. Two of them mentioned Test-Driven Development (TDD) [18], another participant says that they also communicates with product owners and business teams to understand the expected behaviour, and another says it is a mixture of the options we give in the survey.

When we asked participants to explain their rationale about the strategy they follow, we observe a set of main relevant topics: the lack of good documentation and the reliance on communication with stakeholders to deeply understand the software under development, the presence of good documentation and how much it helps to test, how much documentation and source code complement each other as a reason to use both, the use of previous

---

**Survey results.** The survey results show a clear preference for

12. We conjecture that this might be caused by developers not being able to realize whether they tend to focus more on a specific source of information. Future work should explore whether developers have the right perspective about how they leverage different sources to engineer test cases.

13. We did not list this specific strategy in this section, but the survey question was triggered by our observation that participants often use test code to explore the behaviour of the method.
experience and knowledge of the domain to support more ad-hoc testing processes, and test-driven development. Participants mention indeed the lack of good documentation (15 out of 72 survey participants). More specifically, participants complain about it being non-existent, lacking clarity, being incomplete or too minimalistic, not discussing corner cases, being ambiguous, and not always being up-to-date with the implementation. As a good example, one participant says: “In the environment I’m in, the documentation often does not exist and, when there is one, it lacks quality and clarity. That is why going straight to the source code is more common to me.” Nevertheless, participants seem to find their way by leveraging communication channels with product owners and stakeholders in general (7 participants). One participant even affirms that “sometimes it is just faster / more practical to go to the analysis or even work with them in pairs; my relationship with them is my main source of understanding of the system, and so documentation works as a secondary source.” The experience and knowledge that they accumulated over time, as software developers and in the domain of the system, also helps participants in understanding what to test, especially in cases where the documentation is not available (5 participants).

On the other hand, participants that do have access to good documentation in their working environments seem to perceive it positively when it comes to supporting the testing (7 participants). A participant says: “Today I work together with an architect that documents all features we are developing. Therefore, creating tests is just much easier.” Another interesting remark came from a participant that identified him/herself as a tester. For them, given that they only focus on testing, their main source of information has to be the documentation. Another participant also mentions that she/he prefers to focus on the documentation, as it is less biased.

Several participants also affirm that both documentation and source code are important for testing (12 participants). All answers are about how the two sources complement each other (i.e., the documentation explains what the program should do whereas the source code explains how the program does it) and that more information is always beneficial to the testing process. A participant states: “With the understanding of the documentation and my eyes on the source code, I can more clearly see how the class works and therefore I can test it in the best way possible.”

Finally, eight participants also mention that they follow a Test-Driven Development approach. Differently from what participants did in the observational study, these participants affirm building the tests together with the feature itself. Interestingly, a participant says TDD gives them more confidence in knowing that they are not doing something wrong, leading them to less mental effort.

Main takeaways (Testing Strategies):
(T1) Developers mainly use three different strategies: intensively guided by documentation, intensively guided by source code, and ad-hoc. When also developing the feature as part of the process, some participants make use of TDD.
(T2) Using the other source as a way to validate and augment the engineered test cases (e.g., using source code to augment tests derived from the documentation) is a possible variation for the strategies that tend to focus more on either documentation or source code.
(T3) While we see a clear distribution of strategies among participants in the observational studies, surveyed developers claim to use a more ad-hoc approach, where both sources are used.
(T4) The lack of good documentation to support the testing process makes many developers resort more to source code than they want.

5 Related Work
In this section, we discuss the current related work and how their findings relate to the observations we make in this paper. More specifically, we divide this section into two parts. First, we discuss empirical studies that have explored the behaviour of developers when testing their software systems. We then draw parallels between their findings and our observations. Second, we discuss papers that propose tools to support the testing process. In both sections, we propose studies that should be tackled by empirical software engineering researchers in the near future.

5.1 Developers’ behaviours
Focus on testing. Beller et al. [37], after monitoring 416 software developers closely for around five months, concluded that the majority of the developers do not really test the code they produce (also because a lot of the projects do not contain test suites), that developers rarely run tests in their IDEs, that TDD is not widely practised, and that although developers estimate that they spend half of their time testing, they only spend a quarter of their time. Beller et al. [38] later extended the study to a total of 2,443 developers in four different IDEs (for Java and C#) and observed them for 2.5 years. The same results still held. Interestingly, the participants in our study executed their test cases very often. The difference between our observations and Beller et al.’s studies might be explained by the fact that our participants were fully focused on the testing activity, whereas Beller et al.’s were monitored during all their activities. Similar to our discussion on the need for more systematic testing, we argue that developers having clear testing objectives may help them to focus. Another key observation from both studies that relates to our study, is that the most typical reaction that developers exhibit when confronted with a failing test is to read the test code and the production code. Understanding exactly what the test code exercises in the production code seems to be a vital task when understanding the cause of the failed test. We conjecture that better tool support would help developers in understanding the cause of the failing test faster.

14. We conjecture that this survey participant has no access to the source code and only performs black-box testing.
In a large-scale survey with 5,971 responses, where professional software developers self-reported on their daily activities and reflected about what made their workdays good and typical, Meyer et al. report on “testing days” [39]. During a testing day, developers spend considerably more time on testing compared to other activities. Meyer et al. highlight how these testing days happen more frequently among junior developers, that developers mostly consider these testing days to be “good workdays”, and that “developers spend more time learning new things [on these days] than on other days.”

Itkonen et al. have explored manual testing practices of 11 software engineering professionals [40]. They found that the observed software engineers use either exploratory testing strategies, or are guided by forms of documentation to guide their testing activities. The important role of documentation that was observed by Itkonen et al. is also apparent from our own observations.

The use of the debugger. We also observed our participants making intense use of the debugger (takeaway S4). Using the debugger to understand the (dynamic perspective of the) code is also a pattern that has previously been described, as both Demeyer et al. [41] and Spinellis [42] call this “stepping through the execution”. Moreover, in their field study, Beller et al. [43] observed that around 30% of the developers use the debugger regularly. Given that the use of the debugger seems to be common, also when writing tests, we suggest researchers in the future to explore how debuggers can be enhanced to support, not only the understanding of the code, but also the creation of test cases.

Refactor to understand. As for rare behaviours, P7 was the only participant that performed slight modifications to the production code to better understand it. While other participants may not have done it due to our experimental settings, surveyed developers also affirm not to do it often. While rare in the context of engineering unit tests, the more general pattern “refactor to understand”, is a well-described approach to improve program comprehension [41, 44]. We suggest future studies to understand why developers do not apply these comprehension patterns in test code and whether their application would bring benefits to the testing process.

Characterisation tests. We have also seen our participants writing tests as a way to characterise what the code does (takeaways M2 and M3). In other words, our participants often wrote a test that they knew would fail, only to improve the assertion later on when they had complemented their mental model with the information from the failing test. This iterative process resembles a reverse test-driven development strategy. The same behaviour was already observed in the practitioners’ literature. Feathers makes a case for writing “characterisation tests”, or tests that help the developer understand what the code actually does [45]. Given that characterisation tests play such a fundamental role in the testing process, we suggest future work to explore best and more productive ways of conducting such activity.

Bad weather testing. We have observed that developers do not solely focus on “happy path” test cases, but also spend time on engineering boundary and exceptional test cases, the so-called “bad weather tests” (takeaway TC2). The importance of these bad weather tests has been discussed in the literature before by ÇalışkI and Bener [46], Salman et al. [47], and Teasley et al. [48]. In particular, ÇalışkI and Bener [46] highlight how confirmation bias often drives software engineers to focus on testing positive scenarios, thereby neglecting bad weather tests. Salman et al. also investigated whether confirmation bias can be linked to time pressure when writing tests, noting that confirmation bias can be observed regardless of time pressure [47]. This was not the case for our participants, as all of them focused on bad weather tests. Again, we conjecture that such a focus could be caused by the fact that they were focused on the testing activity.

Test code refactoring. The participants in our study often refactored their test code (takeaway C3). While we have a large body of literature on test code quality and how to refactor test code (e.g., [49, 50, 15]), test smells [51, 52] are still quite prominent in test suites. For example, Bavota et al. [53], after manually analysing around 1,000 test classes, noticed that 86% of the JUnit tests exhibited at least one test smell. Tufano et al. [54], after analysing the life cycle of test smells, observed that test smells tend to be introduced right in the very first version of the class. Moreover, the test smells tend to stay in the codebase for a long time.

We did not observe any severe test smells [15] in the code produced by the participants during the observational study. Our participants may have paid more attention to the code quality because they were being observed, a common threat in observational studies. Regardless of that, the fact that participants refactored their test code quite often shows that they indeed care about code quality. Caring about test code quality has also been observed by other researchers, e.g., Spadini et al. [55] noticed that most comments in the code reviews of test code are related to improving the code. Similarly, Daka and Fraser [56] have observed that maintainability of the test cases is a primary concern among the respondents.

Prior studies have also highlighted the intertwined nature of refactoring and testing. In particular, Moonen et al. [57] have shown how around 1/3 of the refactorings from Fowler [58] somehow invalidate unit tests, making the refactoring of test code a necessity. In this context, they have coined the term “test-driven refactoring”, where the tests are first refactored, and then the production code is adjusted to fit. Kashiwa et al. build on this investigation and mine software repositories to find refactorings that break the tests [59]. They observe that in practice most types of refactoring operations do not break test suites. In case the refactoring does break a test, fixes are typically small. However, some refactoring operations, like add parameter inherently break the test. In other research, Vonken and Zaidman have studied how useful the presence of test code is in the light of production code refactoring. Their study indicates that students who dispose of tests during refactoring of production code perform the refactorings both more quickly and more correctly [60].

Test-Driven Development. Test-driven development (TDD) is an agile software development approach in which software developed in small iterative testing-coding cycles [61].
In a family of experiments, Santos et al. investigate why the results of several studies revolving around TDD have provided a set of mixed observations when it comes to perceived benefits of TDD. They argue that the length of the observation, the unit of analysis, the project length, and the programming environment all contribute to the outcome of the studies. In related work, Beller et al. tracked 2443 software engineers in the wild, and noted that TDD is not frequently applied [38].

Zaidman et al. found that test code does not always immediately co-evolve with production code [62, 63, 64]. In fact, they have observed intense periods of working on production code, after which developers transitioned into test-centric periods of development work. Contrasting the test-driven development idea, this phenomenon corresponds more to the notion of test-last development [65], albeit sometimes with longer time intervals. Fucci et al. [65] investigated whether a test-first or test-last development strategy actually influences the external quality of a software system. They concluded that it is not so much the test-first or test-last strategy that influences external quality, but rather a short development cycle that positively influences external quality.

**Experience and prior knowledge in testing.** In the paper by Yu et al. [66], the authors show that experience and prior knowledge may play a role in the developers’ productivity (i.e., knowledge of domain reduces test read time) and quality of tests (i.e., more experience with testing and development influence the developers’ abilities to produce more test cases).

The 13 developers as well as the 72 surveyed developers have varied levels of experience. While we did not objectively measure the influence of experience, we indeed observed some developers being more productive than others. P12 (14 years of experience as a developer, 10 years of experience with testing), for example, finished the task within only 12 minutes. P4, who has the exact same number of years of experience as P12, finished the experiment in 32 minutes. On the other hand, P9, also quite experienced (12 years of experience as a developer, and 6 with testing), took a little more than 1 hour. Interestingly, P9 also have affirmed to have previous knowledge regarding the method he was supposed to test. Finally, we also note that experience may play a role in deciding when to stop testing (takeaway A3). Future work should focus on understanding what makes some developers more productive than others.

Moreover, it is interesting to note that, although we categorise the different strategies into three buckets (guided by documentation, guided by source code, and ad-hoc), we see great variability in how they are applied, even among developers that opt for the same strategy. While the main goal of this study was not to compare the different strategies in terms of performance and achieved coverage (the 13 data points we have also do not enable us to generalise), from the numbers in Table 1, we see that all participants were able to achieve similar coverage. Nevertheless, understanding whether one practice may lead to a comprehensive test suite faster than other practices might be useful information for developers. In the program comprehension field, evidence suggests that different developers apply different strategies, such as top-down or bottom-up comprehension [67], and that developers can be equally productive in both. We see similar studies focused on testing as necessary.

Itkonen et al. [68] have investigated prior knowledge in the context of exploratory testing and have reported that software testers apply knowledge of the system under test and its application domain, including users’ needs and goals. More specifically, personal knowledge is applied in exploratory testing to evaluating the overall behavior of the system, comparing the features with other features (of similar systems), and applying knowledge of earlier versions of the system.

Bai et al. report on perceptions of students on testing [69]. In particular, students report that they encounter the following two key challenges: (1) understanding the source code implementation to test, and (2) understanding when to stop testing.

**Mocking.** Mocking is a common technique used by developers when they face more complicated pieces of code to test. In particular, Spadini et al. [34, 35] explored how different Java systems make use of mocking. The authors observe that developers tend to mock infrastructure classes (e.g., classes that access databases or webservers) and/or classes that are too complex to be instantiated in the test code. Moreover, authors observe, while mocks may facilitate testing, the test code becomes more coupled to production code. In fact, the authors have observed a significant number of times where a change in the production code required a change in the code of the mock. We argue that mocking brings a whole new dimension to the testing process, as developers have to decide whether a dependency should be mocked, to reason about the contract of the dependency being mocked, as well as to define the behaviour of the mocked object. While the work of Spadini et al. already shed some light on the decision-making process of developers, this data was collected by means of interviews. We suggest future observational studies to explore the challenges that developers face when reasoning about the use of mocks.

**Unit vs integration testing.** In this study, participants solely focus on engineering unit tests [70, 71]. While the difference between unit and integration testing might be somewhat blurry in practice (see Trautsch et al. [72]), we conjecture that the developers’ needs and decision-making processes might be different between the different test levels. Therefore, we argue that future studies should investigate how developers engineer integration and system tests. However, based on the observations of Greiler et al., we do know that unit testing plays a key role in open source projects, with unit test suites comprising thousands of test cases. System, integration, and acceptance testing, on the other hand, are adopted and automated less frequently [73].

**People analytics and the social side of testing.** Finally, people analytics [74] has also been explored by the community as a way to engage developers in testing. Pham et al. [75] proposed an extension to the IDE that shows how much other developers in the team were testing. After an experiment with bachelor students, authors observed that students that were reminded of their lagging test progress were often induced to test more. Moreover, the “feeling of competition”
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also made students want to write more tests. In another study by Pham et al. [76], after interviewing and surveying active open-source developers, the authors reported other social factors that may affect the testing behaviour of developers, such as the current existence of test suites in the project or how hard the initial barrier to provide test cases is in the project. There was no way for our participants to exercise their “social side” in our experiment, given that participants worked alone on their tasks. An interesting future work would be to repeat our observational study, but inside of different software companies, where different social factors may also play a role in how developers test.

**Cognitive aspects.** As software testing is an intellectual activity that requires analysis, reasoning, decision making, abstraction and collaboration, Enoiu et al. present a theory on software testers’ cognitive processes [77]. From a ensuing study, the authors found that, on average, 39% of their time was spent on analyzing their knowledge regarding the test goal and planning different approaches on how to create test cases. Participants organized information via inferencing and case-based reasoning. When they had gathered the necessary information, the subjects to create test scripts.

**Best practices.** Kochar et al. have interviewed 21 and surveyed 261 practitioners with regard to their best practices when it comes to developer testing [78]. They have established 29 characteristics of good test cases in 6 dimensions (i.e., test case contents, size and complexity, coverage, maintainability, bug detection and others). Some of the observations from Kochar et al. reinforce our own observations, for example: (1) their observation on the importance of traceability links between test cases, code, and requirements, (2) that code coverage can be used to steer test engineering activities, and (3) that the understandability of the test cases is important.

In other work, Athanasiou et al. determined whether the code quality of test cases influences the speed by which developers can react to maintenance operations [79]. Their findings highlight how developers are quicker to implement code additions if they have high-quality test to protect them against regressions.

### 5.2 Tool support

**Code coverage.** Berner et al. [80] report an experience with a code coverage tool in a project at the Swiss National Bank. After introducing a tool that would enable developers to follow the coverage of their systems over time, authors made interesting observations regarding how the behaviour of developers changed. For the senior developers, the authors note that the coverage rate was stalled; however, after the introduction, the coverage rate increased immediately, but moderately, and slowed down again a month later. For the junior developers, while they required a longer period to get comfortable with the visualizations, the duration of the effect was longer and the relative increase of the coverage rate was higher when compared to the senior developers. For both junior and senior developers, the authors observed an increase in the number of tests focused on error handling. Lawrance et al. [81], on the other hand, in a controlled experiment with 30 experienced software developers, did not observe significant differences between developers using and not using code coverage visualization tools, both in terms of test effectiveness and amount of tests written. In addition, the authors observed that even more experienced developers may perform counterproductive testing strategies, such as changing the parameters of a method under test or deleting failed tests. In our study, we observed some developers making use of the code coverage tool support provided by Eclipse and IntelliJ to understand what they had already tested and what to test next (takeaways S5 and A1). For the developers that opted for such tools, we perceived the coverage information to be fundamental in their testing strategy. Because we have mixed evidence supporting the use of code coverage visualizations, we suggest more replications of such studies.

Also related to code coverage, we note that our study focuses on testing a single snippet of code that had no prior tests. Developers also have to evolve a piece of code to, e.g., add new functionality. Elbaum et al. [82] have showed that even slight modifications to the production code might drastically affect the coverage of the existing test suite. Hilton et al. [83] have studied the evolution of code coverage of a large number of projects, and have established that at the project-level, fluctuations in coverage are hard to discern. As such, they make a case for establishing code coverage at the patch level. Hurdugaci and Zaidman [84] have proposed a tool that helps developers in identifying which test cases they should change, given a change in the production code. We suggest future studies to explore how developers behave when extending existing functionality and its related test suite, as their needs might be different when compared to the ones observed in this study.

**Test frameworks.** Kochar et al. have investigated the test automation culture among app developers [85]. They found that Android app developers prefer using standard frameworks like JUnit, but that many developers also still like to test manually without making use of any testing framework or tool.

**Test-to-production traceability.** Regarding the traceability between production and test code, we conjecture that such information may support developers in better understanding the cause of failing tests (takeaways S5, S4, M2, TC1). Other studies have also shown that developers indeed see such traceability as a feature that would help them in testing (e.g., [55, 86]). We see some work in the literature that aims at establishing such links. For example, the work of Van Rompaey and Demeyer [87] evaluated different strategies and showed that a simple strategy such as relying on test conventions already yields highly accurate results. We suggest future user studies to explore how developers would make use of such tools and what benefits they would concretely bring to the process.

**Test amplification.** The field of test amplification [88, 89] (i.e., amplifying the test suite by leveraging the already existing developer-written test cases) is also emerging quite rapidly in the community. In a literature review, Monperrus et al. [90] show that test amplification improves test suites in terms of coverage, mutation score, fault detection capability, and debug effectiveness. A related observation
from our study is that, although developers did not make use of any test amplification tools, they seem to “manually perform test amplification” quite often (takeaway C2). In other words, developers often make use of test cases they previously engineered as an inspiration for the next test case. Also related to help developers in augmenting their test suites, we note the UnitPlus tool, work of Song et al. [91]. UnitPlus observes the source code being tested and suggests assertions to developers, based on static analysis of the code being tested (e.g., if a method modifies a specific attribute of a class, UnitPlus will recommend for that field to be asserted). We suggest future observational studies to understand how developers would combine their developer tests with the tests amplified by a tool.

**Parameterized testing.** We highlight that we did not observe developers making much use of parameterized tests, but we argue that the type of tests they have written is a perfect fit for such a feature. Researchers have explored the possibility of automating the refactoring of test code towards parameterized tests. While some work has been done in automatically generating parameterized tests (e.g., [92, 93]) and retrofitting unit tests to a more generic and parameterized unit testing (e.g., [94]), such works are focused on helping developers in identifying more test cases. We are not aware of any work that refactors the existing test code of the developer in a form of a JUnit parameterized test, simply for the purpose of code maintenance, which we suggest as an interesting tool to be developed.

### 6 Recommendations

In this section, we discuss how our observations may be actionably leveraged by toolmakers, software developers, educators, and researchers.

#### 6.1 Recommendation to toolmakers

We propose four recommendations to toolmakers:

**Mechanism to easily derive test skeletons.** Developers seem to strongly rely on copying-and-pasting mechanisms when writing test code (takeaway C1). This is clearly understandable given that test methods, especially for programs such as the ones we selected as tasks where they receive a clear input and return a clear output without the need for instantiating other objects or mocks, tend to share a large amount of similar code. JUnit does offer the `ParameterizedTest` functionality that enables developers to write the skeleton of the test method and passing several inputs via parameters. However, only P1, P5, and P11 reflected on its usage. We suggest a tool that notices such patterns in test code (i.e., test methods that are similar in structure, but with different inputs and outputs) and suggests (or even automatically applies the refactoring) to condensate the tests into a single parameterized test.

**Lightweight and fast code coverage.** Code coverage seems to be commonly used by many developers (takeaways S5 and A1). However, for that to happen, developers need to explicitly go for the “coverage” option in their IDEs. The IDE then commonly runs the entire test suite and presents the results to developers. We argue that such a feedback loop should happen faster (i.e., without the need of running the entire test suite every time), in a less intrusive way (i.e., without really requiring developers to manually select the “run coverage” option), and with explicit differences between the current and the previous runs. Understanding what lines of code a single test covers may also bring benefits to developers, as this is often what they do whenever they face a failing test case. One possible way of implementing such a tool would be with continuous code coverage calculations (maybe only relying on the currently added or modified test method) in the background.

**Detection of “accidentally buggy” test methods.** We have seen developers accidentally writing bugs in their test code (takeaway C4). From our observations, we note that most of the bugs were caused by copying-and-pasting, e.g., not changing the inputs or the assertions of the copied test. We there argue that tool support is needed in order to support developers in identifying such buggy test methods before they confuse the developer.

**Support for testing the most common corner and edge cases.** Testing extreme, corner, and edge cases is a fundamental part of the developers’ process (takeaway TC2). As a way to support developers in testing their code in a more systematic way, we envision a tool that suggests test cases to developers that they did not write yet. For example, the tool can remind the developer to try out an empty string for each input that is of type string, or zeroes and negative numbers for integer inputs. Moreover, the tool could rely on the structure of the code under test and suggest developers to engineer test cases that force loops to be executed zero or one time only (i.e., similar to what is suggested by the loop adequacy criteria [95, 31]).

#### 6.2 Recommendation to developers

We propose five recommendations to developers. Interestingly, these recommendations are not fully novel; many of them are already (intuitively) known by our scientific community, e.g., the importance of systematic testing. Our findings show, however, that there is a disconnect between what the scientific community suggests and what developers do in practice. We hope this paper will serve as another piece of evidence supporting the benefits of such practices.

**More systematic software testing.** A large chunk of the software testing literature focuses on making the testing process somewhat systematic. For example, books on domain testing (e.g., Kaner et al. [36]) provide developers with clear sets of steps on how to systematically derive tests after a given requirement, e.g., first identify and characterize the input variables, then determine their type and scale, understand how they are related to each other and how the program uses each of them, etc.; boundary testing techniques (e.g., [26, 27, 28, 29, 30]) support developers in ensuring that the boundaries of every partition in their domain input are exercised.

15. See documentation: https://junit.org/junit5/docs/current/user-guide/#writing-tests-parameterized-tests.

16. Somewhat similar to what has been proposed by Tasktop in the past: https://www.tasktop.com/blog/incremental-code-coverage-debugging-tool/
While we categorize the different strategies we observed in three buckets, rarely did we see a developer following a systematic approach within that strategy (takeaways T1 and T3), with the exception being P9, who followed a similar domain testing strategy. Developers that were guided by the source code tended to derive tests following the order in which the code appeared in the program under test, although this was more prevalent at the beginning of the method (where the programs we selected perform pre-condition checks such as inputs not being null), but more ad-hoc later when the “real implementation” of the program started. We make a similar observation for boundary testing. While developers did focus on exercising different branches, they rarely focused on systematic boundary testing.

Although most participants achieved a branch coverage of 90% or more (see Table 1), showing that they can achieve high coverage regardless of their strategy, we argue that the systematic application of such techniques would help participants in covering more cases. For example, P12, a highly experienced software developer (14 years of experience) and tester (10 years of experience) achieved 100% branch coverage in under 13 minutes. He was clearly the fastest participant in finishing the task. However, we see that he achieved “only” 88% mutation coverage. When looking at which mutants survived, we see that two “conditional boundary changed” mutants in conditions if (pads <= 0) (with condition replaced by <) and if (pads < padLen) (with condition replaced by <=) survived. While a more in-depth understanding of the mutations revealed that the mutant in the second condition cannot be killed (due to an if instruction just before the targeted condition), the first mutant can be actually killed. In fact, we observe the same in P4, P6, P9, and P11, as all of them achieved 100% code coverage but missed more thorough testing in that boundary. None of these developers has noticed missing such tests during their tasks.

Do not make assumptions about the behaviour of the program. We have seen seven cases where the developer simply accepted that the behaviour of the method was correct without really double-checking with the documentation (takeaway S3). This can be a consequence of the tasks we have chosen for this experiment; the tasks are all about common string manipulations that developers have (and use) in libraries, and “guessing” what they have to do in such cases is possible. Nevertheless, we saw cases where developers were clearly in doubt about the expected behaviour and did not resort back to the official source to consult. Interestingly, in the survey, developers affirm to not trust the outcomes of a method as the correct output. Still, we suggest developers to “fight their instincts” and, whenever in doubt, resort back to the documentation and/or a trusted source about the expected behaviour of the program.

Have a clear adequacy criterion. Several participants did not have a clear adequacy criterion to decide when they were done testing (takeaways A1, A2, A3). Many relied on their experiences while skimming the source code and the documentation one last time. This means we observed uncertainty from most participants at the end of the experiment: “I guess I am done” and “I think I tested it all” were common final sentences. While this again could be a consequence of our study being quite a controlled one, and developers may have an adequacy criterion defined as a team, we recommend developers to define a clear adequacy criterion to avoid such uncertainty.

Vary testing inputs. We observe developers often using, maybe unintentionally, the same base input for all the tests, e.g., a string abc that becomes abd in one next test and abcc in another one (takeaway C2). We conjecture that such small variations in the same input help developers in building knowledge about the behaviour of the program faster, and maybe that is why several of them do it. Interestingly, survey developers seem not to make use (or realize that they make use) of a base seed as often as we observed in the observational study. Nevertheless, varying test inputs is important [96]. We therefore recommend developers to keep using base inputs to build understanding, and to complement such test cases with varying inputs once they fully understand the behaviour of the program.

Ensure good documentation to support the testing process. We have observed developers trying to resort back to the documentation and not finding the precise information they needed (takeaways D1, D3). The surveyed developers also seem to perceive this issue as a recurrent one in their daily jobs. While somewhat out of the scope of a testing process, we argue that software development teams should invest their time in either building up documentation that can be used by teams to improve their testing or, as agile methods suggest, to have an active product owner that developers can resort back to.

6.3 Recommendation to educators

We propose two recommendations to educators:

Make developers aware of the framework and the benefits of the different sources of information. We argue that understanding and being aware of how developers reason about testing is a fundamental stepping stone towards improving their behaviour. First, we recommend educators to explain to novice developers the basis of the framework we propose in this paper. We hope that, with that knowledge, developers will better understand how test cases are engineered, how documentation, source code and the mental model are used to derive test cases, and how adequacy criteria are chosen.

Moreover, our study shows that different developers seem to give different emphasis to the two different possible sources of information for testing we provided them; some developers made more use of documentation, others more use of the source code. We note that documentation and source code bring different types of information to the testing process. One would therefore expect developers to make use of both when they are available. Interestingly, in the survey, developers showed a clear preference for an ad-hoc strategy, where both sources are used; we did not see that in the observational study. We conjecture a reason for such a difference would be that, given the familiarity of the participants with the proposed methods to be tested, they did not need to resort too much to either the documentation or the source code. Nevertheless, we recommend educators to explain to novice developers what the different sources of information bring to the table.
Teach JUnit best practices, how to use code coverage, and boundary testing. Moreover, our results also show that developers may benefit from better understanding JUnit (and, e.g., parameterized tests), how to use code coverage tools (not only in continuous integration [97, 98, 99] but as a tool that supports coding), and boundary testing (so that developers exercise all the boundaries of the implementation more systematically).

6.4 Recommendation to researchers

We propose three suggestions for empirical software engineering researchers.

Study how test cases are engineered in different domains, contexts, and software systems with different levels of complexity. First, while we believe that the complexity of the methods in our study is good enough for us to observe and draw sound conclusions on how test cases are engineered, there are many other cases that are worth investigating. For example, (i) our study does not capture how developers reflect whenever they are testing a class that depends on another class; how do developers engineer test cases for classes that depend on other parts of the system? (ii) testing for specific type of applications, e.g., mobile; how do developers engineer test cases for mobile applications? (iii) how would the developers’ behaviors be affected when they are the ones also implementing the production code?, (iv) how do human aspects of software engineering influence how test cases are engineered, e.g., teams with multiple developers, the relationship with the customer of the system, and even tight deadlines, (v) how much does the accumulated knowledge about the software system that developers obtain over time, i.e., the long-term mental model, influence the test case engineering process?, (vi) how much does the level of experience influence the test case engineering process; would novice developers behave differently than senior developers, and if so, how?

Engineering test cases is a complex phenomenon, highly-dependent on too many factors. Future work should explore the aforementioned points by means of not only observational studies like the one we conducted in this paper, but also through controlled experiments, action research, and ethnographical studies. We argue that the framework we propose in this paper can serve as basis for these future studies.

Better understand some of the behaviors we observed. In this paper, we did our best to report and explain all the behavior we could observe and for which we had data to back up our observations. Nevertheless, there is still more to dive into. For example, we have seen cases where developers misunderstood the documentation, i.e., the documentation is correct but the engineered test case was wrong. How often do such situations happen in real life? How long does it take for the developer to notice their mistake? We have also seen some developers exploring more boundary situations than others; what makes some developers do it, and others not?

Understand why the survey participants disagreed with some of our observations. In a few cases, the survey participants did not agree with what we observed. In other words, they affirm not to do the behavior we saw during the observational study. For example, we noticed that developers tend to jump right into testing even without fully understanding the program under test. Survey participants affirm not to do that so often. We also observed developers engineering test cases out of the mental model that they constructed of the program (through reading the documentation and exploring the source code). In the survey, participants affirm to use the mental model less often than the other methods. While we have no explanation derived from our data, we conjecture that it might be hard for developers to perceive their own behavior when it comes to these two points; after all, it does not make sense to start testing something one does not fully understand although, as we have seen, it does happen. Exploring more about how developers build and use their mental models to engineer test cases is an interesting future work.

Another point of disagreement was in how developers picked specific inputs to the test cases. From our observational study, we could not see any pattern or reason for the specific values that developers chose; we therefore argued that these values do seem to be picked at random. We also observed that, once the first input values are chosen, the next inputs tend to be derived from the first ones. The survey participants affirmed not to select values at random or to use the same seed for the different inputs that often. The developers’ lack of awareness on how they pick input values may explain such differences. Another possibility would be that developers do tend to pick values that matter to their business (not at random), which did not happen in our study given that participants were testing utility methods. Future work may focus on understanding how developers pick input values for their test cases.

7 Threats to Validity

In this section, we discuss the possible threats to the validity of this study and the actions we took to mitigate them. We categorize our study as research comprising semi-structured or open-ended interviews, according to the empirical standards for software engineering research [100].

7.1 Construct validity

Construct validity is the degree to which our instruments measure what they claim to be measuring. In the case of this study, threats to the construct validity are related to the tasks we provided to participants, to the thinking-aloud protocol, and to the survey we devised.

First, as we discussed together with the recommendations for researchers, the methods that participants tested have limited complexity, and their domains are somewhat familiar for software developers. That being said, we did not observe any unexpected behaviour from participants (e.g., a participant that did not have to look at the documentation or the source code to start doing the task); on the contrary, all participants had their own challenges while testing the programs. We, therefore, argue that the choice of the tasks enabled us to observe real-life behaviour. That being said, as we discussed in Section 6.4, testing is a complex phenomenon and should be studied from many different angles and contexts, which we leave as future work.
Moreover, developers were asked to record a video and to talk aloud. A first possible threat is whether participants are actually able to think aloud while performing the task. We note that all 13 participants were very talkative, and that their thoughts were augmented by the video recording. Therefore, we do not have a reason to believe that participants were not able to express their thoughts while testing. Participants also clearly knew that they would be watched later, thus making them susceptible to the Hawthorne effect (i.e., individuals modifying their behaviour just because they know they are being watched) and social desirability bias (i.e., individuals perform in the way society expects them to behave in a specific situation). Because of that, some participants may have been more thorough in the testing process during the experiment than what they really are in their daily jobs, e.g., they tested more bad weather tests than they would. Nevertheless, given that our goal was to understand how they reason (and not how thorough they are), we do not see such a change in behaviour as a significant threat. Finally, in the task description, we suggested participants to use Zoom\textsuperscript{17} to record their videos. Although Zoom is a conference tool, it enables people to record their screens without a lot of effort and platform-independent. Zoom, however, gives only 40 minutes to free users. Some participants may have felt pressured to finish their videos within the time limit. We did not ask participants how they recorded their videos or whether that limit played any role. From the videos themselves, we did not notice any participant “rushing” to get their testing done and no participant said anything in the videos about them running out of time.

Finally, the survey challenges the main observations in the observational study. For each of the observations, we proposed a statement that could be answered by means of a Likert scale that captures frequency (i.e., how often that particular event happens in a participant’s daily job as a developer). Even though we did our best to disambiguate all the statements, they are always subject to the interpretation of the respondents. Before sending to participants, the survey was reviewed by the second author of this paper (using Google Translate’s functionality) and by a PhD candidate that has the native language of the survey as first language. We also did not receive any questions about the survey itself from participants. We also make all the questions and answers available in our online appendix for inspection\textsuperscript{33}. Moreover, another instance of a possible interference of such social biases is in the survey questions that tackle “bad behaviour”. For example, we ask how often participants test a method without fully understanding it. Responses there were mostly negative, contradicting what we noticed in the observational study. More replications with different control measures need to be done, to especially understand how often developers resort to “bad behaviours”, even when they are not willing to admit.

7.2 Internal validity

Internal validity is the extent to which the evidence we bring supports the claims of this study. In the scope of this paper, possible threats to the validity of this work stem from the qualitative analysis we conducted from observing the 13 participants in action.

First, the participants were recruited via a single tweet made by the first author. The first author has around 8k followers on Twitter and many of his followers are Brazilian developers. Although our initial goal was to search for participants in rounds and leverage the network of all the three authors, we achieved saturation without the need of a second round. As shown in Figure 2, the total number of unique codes in our data only increased by four with the last three participants, while we had obtained 50 such unique codes from the analysis of the first ten participants. Nevertheless, the participants (followers of the first author who tweets often about software testing) may have biases that we do not know. While we did not observe any particular behavior, we suggest researchers to replicate this work in different communities. Most of the analysis was conducted by the first author of this paper (the only author that speaks the language that participants spoke in the video). As explained in the methodology section of this paper, the first author transcribed the videos. To avoid any possible mistakes, the first author watched every video at least twice. The second author of this paper then watched three randomly chosen videos, following the notes (written in English) to confirm that the notes reflected the observed behaviour\textsuperscript{18}. This validation step was meant to give us confidence that the video transcripts are a faithful description of the videos.

With the observation documents in hands, the first author then fully coded the document, which was then reviewed by the second author. When designing this study, we discussed the possibility of a second researcher to code the transcribed version of the videos, as commonly done in qualitative research. We highlight the fact that the first author had a much more complete view of the data than the other two researchers. After all, although the transcripts of the videos that we created are factual and anyone can understand the actions of the participants by reading them, the videos are naturally a richer data source. While the first author was the one responsible for the initial coding, the derived framework was done through several discussions

\textsuperscript{17}https://www.zoom.us

\textsuperscript{18}Although the second author does not speak Brazilian Portuguese, many of the actions can be followed without the audio.
among the three researchers. The second and third author of the paper constantly challenged the analysis of the first author, which was then reflected back to the codes.

Even with all the checks, we agree that the analysis may reflect, even unconsciously, the first author’s views on testing. For transparency, we make the readers aware that the first author is an expert in the area of software testing, and is aware of the current state-of-the-art tools, techniques, and practices being published in both the academic and in the technical fields. The first author has also authored two technical books on software testing, one about Test-Driven Development [101] and one about test automation [102], and is currently responsible for the software testing course offered in the computer science bachelor at Delft University of Technology.19

In addition, analyzing the participants’ behaviour is a complex task as it involves understanding their concrete actions and thoughts that they verbally explain. We made sure to annotate only behaviours that were made explicit by either actions or words. This means that our results do not contain implicit actions or intentions that developers might have had in their minds, but that were never vocalized.

Finally, while the 13 participants were recruited at once, at the end of the analysis, we believed we had achieved information saturation. We do not believe more participants would have provided us with more relevant data due to the very low number of new codes that were emerging while analyzing the last videos. In other words, we believe we have observed all different types of behaviors from the developers, at least the ones that could be triggered given our experimental setup. There was no need for more data collection. Nevertheless, as we recommended to researchers, replications of this work with a different set of participants and tasks may bring different perspectives on how developers engineer test cases.

The observation notes and the final codebook are available for inspection in our appendix [33]. Note that we do not share the raw videos of the participants as (i) we did not ask for their permissions, (ii) some videos contain private information (e.g., their e-mails or chat applications appear for a few seconds).

7.3 External validity

External validity refers to the extent that the conclusions of the study apply to other contexts. In the case of this study, threats to the external validity are related to how much we can generalize the behaviour of our participants as well as the strategies and detailed explanations of their thought-processes to other software developers.

The 13 developers that participated in the observational study, as well as the 72 developers that took part in our survey have varied levels of experience in software development and in software testing. Moreover, the tasks we use in this study, while coming from a domain that is particularly known to developers, are complex enough to force developers to reason about testing. Nevertheless, these participants were selected by means of convenience sampling. Our original call for participation in the observational study tweet was retweeted by 80 different people and earned ≈24k impressions, and the call for participation for the survey was retweeted by 20 people and earned a total of ≈10k impressions.20 While these numbers indicate that the calls went much beyond our network bubble, we can not still rule out the possibility of participants being biased in ways we do not know. Moreover, all the tasks in the study are from a single domain (i.e., string manipulation), which may not be representative of all types of domains that developers write tests. Therefore, we do not argue our findings generalize to any developers working in any types of software systems and domains. Replications of this work are necessary before we can formulate a general theory on how developers test.

Finally, while we make several recommendations to developers, toolmakers and educators, we again highlight the fact that they are derived after what we observed in the 13 participants. Given the small sample size, one may argue that our recommendations may not be generalizable enough. We note that, although the sample size is small, we believe we have achieved saturation. In other words, we do not expect any behavior other than the ones we saw in our study, at least not with the same experimental tasks and goals. We also challenged our results through a survey with 72 practitioners. While we believe our recommendations are sound enough to be applied by developers, we remind readers that more replications are needed until we can be conclusive about them.

8 Conclusion

Engineering test cases is a challenge activity for software developers. In this paper, we aim at understanding the thought-process of developers when performing this activity. After observing 13 developers with varied levels of experience writing test cases for real-world open-source code and surveying 72 developers, we propose a framework and a set of strategies that explain how developers engineer test cases. Based on our observations, we suggest several actionable points for developers to improve the way they engineer test cases, tools that we believe would make developers more productive, and suggestions for educators on how to augment their testing courses.

Our findings support developers in two ways: First, we provide a framework that can be used to formally explain how developers reason about engineering test cases. We hope our framework will support developers in better understanding how they engineer test cases and by understanding how others engineer test cases, and whether they see a way to improve their own practice. Second, we show that some of the knowledge we already have as a field (especially in the academic community), such as the benefits of systematic testing and clear adequacy criteria, are not really applied by developers. We hope that our empirical findings serve as a first piece of evidence for developers to see the value of such practices.

Finally, while we believe this paper is the first of its kind when it comes to understanding the reasoning behind
how developers devise test cases, it only paves the road towards a deeper understanding of the phenomenon. This paper suggests an extensive research agenda for empirical software engineering researchers that aim at improving the way developers test.
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