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Abstract—Robotic practitioners generally approach the vision-based SLAM problem through discrete-time formulations. This has the advantage of a consolidated theory and very good understanding of success and failure cases. However, discrete-time SLAM needs tailored algorithms and simplifying assumptions when high-rate and/or asynchronous measurements, coming from different sensors, are present in the estimation process. Conversely, continuous-time SLAM, often overlooked by practitioners, does not suffer from these limitations. Indeed, it allows integrating new sensor data asynchronously without adding a new optimization variable for each new measurement. In this way, the integration of asynchronous or continuous high-rate streams of sensor data does not require tailored and highly-engineered algorithms, enabling the fusion of multiple sensor modalities in an intuitive fashion. On the down side, continuous time introduces a prior that could worsen the trajectory estimates in some unfavorable situations. In this work, we aim at systematically comparing the advantages and limitations of the two formulations in vision-based SLAM. To do so, we perform an extensive experimental analysis, varying robot type, speed of motion, and sensor modalities. Our experimental analysis suggests that, independently of the trajectory type, continuous-time SLAM is superior to its discrete counterpart whenever the sensors are not time-synchronized. In the context of this work, we developed, and open source, a modular and efficient software architecture containing state-of-the-art algorithms to solve the SLAM problem in discrete and continuous time.
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I. INTRODUCTION

Simultaneous localization and mapping (SLAM) \([\Pi]\) is the problem of building a map of the environment and concurrently estimating the state of the robot. Accurate and robust SLAM algorithms are the keys to unlock autonomous robotic navigation.

Fig. 1: Benefits of using a continuous-time state representation illustrated on a simple example where a variable \(x(t)\) is estimated from two noisy sensors that measure \(x\) at different frequencies (red dots and blue diamonds).

(c) Furthermore, a continuous-time representation allows the simultaneous estimation of time offset or even drift between sensors. To this end, the error terms of one of the sensors is simply expressed with the spline sampled at its measurement times plus a constant time offset shared among all measurements, \(s(t_i + \Delta t)\). Then, \(\Delta t\) can be co-optimized with the parameters of \(s\). In this example, the blue measurements would thus be “shifted back to the left”.

Among the plethora of sensors providing relevant information for localization and mapping, cameras are a very convenient solution in virtue of their information-rich measurements, low cost, and low weight. Vision-based SLAM algorithms use cameras as the main, but not necessarily the only sensor modality. The most common vision-based SLAM formulation
is based on the discrete-time (DT) trajectory representation [2]. Namely, the poses of the camera are estimated at the time a new measurement, i.e., an image, is available. The discrete-time formulation has the benefit of a very consolidated theory. In the past years, many successful applications have been seen [1]. Its limitations are well understood and are addressed in ongoing research.

Although cameras can be used as the only source of information in SLAM systems, fusing multiple sensor modalities is beneficial for accuracy and robustness. In discrete-time SLAM, customized algorithms are necessary to include asynchronous measurements coming from different sources in the estimation process [3]. Similarly, ad-hoc solutions are needed to avoid adding a new state to the estimation problem every time a new measurement is available [4]. In this way, high-rate sensors can be incorporated, thus limiting the increase in computational complexity.

In the past years, researchers have been investigating the use of continuous-time (CT) representations to encode the camera trajectory [5], [6], [7]. Continuous-time based probabilistic SLAM formulations have been derived similarly to the discrete-time case. In particular, applications of continuous-time trajectory representations have been used for multi-sensors calibration [5], [8], planning [9], and 3D reconstruction [10], [11]. The continuous-time formulation brings several advantages to the estimation problem. Firstly, continuous-time trajectories can be sampled at any time. This makes it easy to fuse asynchronous sensors and estimate time offsets, see Fig. [1]. Such property is also beneficial for sensors with continuous stream of data, e.g., LiDARs, rolling shutter cameras, and event cameras. Secondly, the continuous-time formulation removes the need to include an optimization variable for every sensor measurement. The computational complexity of the optimization problem is kept bounded, allowing to easily include high-rate sensors, such as inertial measurement units (IMU), in the estimation process. However, the continuous-time representation introduces a prior on the smoothness of the trajectory. Modeling this prior such that it can generalize to different levels of the trajectory smoothness is not an easy task. For example, when using polynomial functions for the continuous-time representation, a not high enough degree of the polynomial function would lead to a loss of details in the trajectory estimates due to excessive smoothing.

To the best of our knowledge, there is no systematic comparison between the continuous- and discrete-time formulations for vision-based SLAM. Such systematic analysis is fundamental to guide the robotic practitioners in the design of future SLAM solutions. Therefore, we perform an extensive quantitative analysis to understand the respective advantages and limitations of the two trajectory representations. We focus on batch SLAM with visual, inertial, and global positional (i.e., Global Positioning System (GPS)) measurements and also investigate the contribution of each sensor modality. IMU and GPS provide local high-rate and global low-rate measurements, respectively, which are complementary to the camera measurements. Camera, IMU, and GPS measurements are fused together to obtain locally accurate and long-term drift-free trajectory estimates. We run experiments in both hardware-in-the-loop simulation and on real-world trajectories of flying and ground robots.

Our experiments indicate that discrete-time and continuous-time representations produce equivalent results when the sensors are time-synchronized. However, when there is an offset in the time synchronization, continuous-time is superior. The main reason behind this result is that the simplifying assumptions made for estimating the time offsets in discrete time do not always hold. These finding are valid for both aerial and ground robots.

To summarize, the main contributions of this work are:

- An in-depth study on the comparison of discrete- and continuous-time trajectory representations in vision-based SLAM.
- Extensive experimental evaluation in hardware-in-the-loop simulation and on real-world data collected from flying and ground robots.
- A modular, efficient software architecture including state-of-the-art algorithms to solve the SLAM problem in the discrete and continuous time. We release the code fully open-source.

II. RELATED WORK

A popular choice for approximating continuous functions are temporal basis functions. In the set of temporal basis functions, B-splines [5], [12] have properties that are useful for trajectory representation: locality and smoothness. B-splines define the continuous time evolution by using a set of control points. Sampling at any time only depends on a local subset of the control points (locality). The size of this subset corresponds to the order $k$ of the B-spline. A B-spline of order $k$ is a function of class $C^{k-1}$ (smoothness). Other suitable choices of basis functions are wavelets [13]. Gaussian processes have also been used to represent continuous-time trajectories for batch state estimation problems [14].

Recent works have tried to reduce the computational complexity of sampling and computing derivatives from B-splines. In [12], a novel derivation for the computation of the time derivatives of cumulative B-spline is proposed. This approach reduces the computational complexity from quadratic to linear in the order of the spline. A novel efficient non-uniform split interpolation for cumulative B-splines is proposed in [15].

The most related applications of continuous-time trajectory representation to our work are multi-sensor calibration [5], [8], 3D reconstruction [6], [10], visual-inertial odometry for event cameras [7], and batch state estimation [14].

The literature on the classical discrete-time SLAM formulation is very broad. Due to space constraints, we refer the reader to the survey paper [1] for an overview on the discrete SLAM formulation. Differently from continuous time, specific algorithms are needed to estimate the time offsets between different sensors. In our discrete-time implementation, we use the method proposed in [5] to estimate the camera-IMU time offset. A similar approach to the one in [16] is used for the GPS-IMU time offset estimation. We describe these two methods in more details in Sec. [III-B].
vision and robotic community. The camera poses and 3-D landmarks reconstructed by COLMAP are expressed in the scaleless reference frame G, which is a fixed frame defined such that the first camera pose is equal to the identity. We use the notation \( \hat{\cdot} \) to denote a sensor measurement and the notation \( \bar{\cdot} \) to denote a ground-truth measurement.

### A. Continuous-time representation

We use cumulative B-splines for the continuous-time trajectory representation. A uniform B-spline of order \( k \) and \( N+1 \) control nodes \( x_i \) is defined by

\[
x(t) = \sum_{i=0}^{N} B_{i,k}(t)x_i,
\]

where \( t \) is the time variable. The control points are equally spaced in time by an interval \( \Delta t \), \( t_i = t_0 + i\Delta t \), and \( B_{i,k}(t) \) are given by the De Boor-Cox recurrence relations [18].

For cumulative B-splines, Eq. (1) can be rewritten as

\[
x(t) = \hat{B}_{0,k}(t)x_0 + \sum_{i=0}^{N} \hat{B}_{i,k}(t)d_i,
\]

with \( \hat{B}_{i,k}(t) = \sum_{s=i}^{N} B_{s,k}(t) \), and \( d_i = x_i - x_{i-1} \). The coefficients of a uniform B-spline are constant and can be written in matrix form [19]. This matrix form can be also used for cumulative B-splines. Combining the matrix formulation [19] with the uniform representation proposed in [12], the calculations can be simplified and the equation for sampling from the B-spline at time \( t \) becomes

\[
x(u) = x_i + \sum_{j=1}^{k-1} \lambda_j(u) \cdot d_j^i.
\]

The uniform time representation proposed in [12] defines \( u(t) \), with \( t \in [t_i, t_{i+1}] \), as the normalized time elapsed since the start of the segment. Defined \( h(t) = \frac{t - t_i}{\Delta t} \), \( u \) can be computed as \( u(t) = h(t) - i \). The coefficients \( \lambda_j(u) \in \mathbb{R} \) are constant and only depend on the order of the B-spline (see Eq. (18-21) in [12]). The difference vector is \( d_j^i = x_{i+j} - x_{i+j-1} \).

In [20], the cumulative B-spline formulation was derived for elements of Lie groups. In the Lie group \( SO(3) \), the addition corresponds to the matrix multiplication, but scaling by a scalar \( \lambda \) is not defined. The scaling operation requires to map an element, \( R \in SO(3) \), of the group to a vector space (the Lie algebra), performing the scaling operation, and then remapping to the Lie group: \( \exp(\lambda \log(R)) \). Elements of the Lie algebra can be mapped to the Lie group by the exponential map, \( \exp(\cdot) \). The inverse operation is the logarithm map, \( \log(\cdot) \).

The cumulative B-spline formulation for \( SO(3) \) is

\[
R(u) = R_i \cdot \prod_{j=1}^{k-1} \exp(\lambda_j(u) \cdot d_j)^i_j,
\]

where \( d_j^i = \log(R_{i+j-1} \cdot R_{i+j}) \). We use two B-splines to represent the position, \( p(u) \in \mathbb{R}^3 \), and orientation, \( R(u) \in SO(3) \), of the trajectory we are interested in estimating.

We use the notation \( \mathcal{T} = \{ p_i, R_i \} \), with \( i = 0, \ldots, N \), and \( N+1 \) the number of control nodes, to denote the
continuous-time representation of a 6-DOF trajectory. Using one \( (cT = \{T_i\}) \), \( T \in SE(3) \) or two splines to represent a 6-DOF trajectory is equivalent, but the two splines solution is computationally less expensive \([13], [21], [6]\). We compute the time derivatives of the B-spline as proposed in \([12]\), which reduces the number of matrix operations from \(O(k^2)\) to \(O(k)\).

1) Initialization: The first step of our continuous-time trajectory estimation pipeline is to fit a B-spline to the \( K \) camera poses estimated by COLMAP: \( p^g_{c_j}, R^g_{c_i} \). The initial values of the \( N \) control nodes, \( p^g_{c_j} \) and \( R^g_{c_i} \), are obtained by linearly interpolating the COLMAP camera poses at the times \( t_i = t_0 + i\Delta t \), where \( t_0 \) is the time of the first camera pose and \( \Delta t \) is the inverse of the control node frequency. Then, the control nodes are optimized to minimize the cost function

\[
\min_{p^g_{c_j}, R^g_{c_i}} \sum_{j=1}^{M} \left| p^g_{c_j}(u(t_j)) - p^g_{c_j} \right|^2 + \left| \log(R^g_{c_j}(u(t_j))^T \cdot R^g_{c_j}) \right|^2 ,
\]

where \( M \) is the number of errors. The measurements \( p^g_{c_j} \) and \( R^g_{c_i} \) are obtained by the linear interpolation of the camera poses \( p^g_{b_k} \) and \( p^g_{b_{k+1}} \), with \( t_j \in [t_k, t_{k+1}] \). We similarly use spherical linear interpolation (SLERP) for the rotations \( R^g_{c_i} \). We minimize the cost function till convergence, which usually happens in less than 20 iterations. The result of this step is the continuous-time trajectory \( cT^g_c = \{ p^g_{c_j}, R^g_{c_i} \} \) that represents the camera poses in the reference frame \( G \). We transform the camera poses in body poses and obtain the trajectory \( cT^g_b = \{ p^g_{b_k}, R^g_{b_i} \} \). The initial value of \( T^g_0 \) is obtained by using the calibration toolbox Kalibr \([8]\).

The second step of our continuous-time trajectory estimation pipeline is to estimate the actual scale of the trajectory \( cT^g_b \) as well as to find a transformation that aligns it to the gravity aligned frame. When GPS measurements are available, we obtain an initial estimation of the 6-DOF transformation \( T_g \) and scale \( s \) using the method proposed in \([22]\). This method finds the least-squares solution that minimizes, with respect to \( T_g^w \) and \( s \), the differences between \( p^g_{b_k}(u(t_j)) \), sampled from the spline, and the GPS measurements \( p^w_{b_k} \). Here we assume that the GPS antenna-IMU positional offset, \( p^w_{b_k} \), is null. Then, \( T_g^w \), \( s \), \( p^b_{c_j} \), and \( t^g_{b_j} \), are estimated by minimizing the cost

\[
\min_{T_g^w, s, p^b_{c_j}, t^g_{b_j}} \sum_{j=1}^{D} \left| p^w_{b_j} - p^w_{b_j} \right|^2 ,
\]

where the \( j \)-th \( \in \{1, \ldots, D\} \) GPS measurement, \( p^w_{b_j} \), is available at time \( t_j \). The predicted antenna position is sampled from the spline as: \( p^w_{b_j} = sR^w_{b_j}p^b_{c_j} + p^w_{b_j} \), \( R^w_{b_j} = R^w_{b_j}(u(t_j + t^g_{b_j})) \), and \( p^w_{b_j} = sR^w_{b_j}p^w_{b_j}(u(t_j + t^g_{b_j})) + p^w_{b_j} \).

In the case when we do not use GPS measurements, we leverage the IMU measurements to obtain an initial estimate of the scale. We integrate the IMU measurements for a short period of time, usually few seconds, to obtain a small trajectory segment. This trajectory is expressed in a gravity aligned frame, \( I \), which is estimated from the accelerometer measurements collected when the IMU is static. Similarly as before, we use \([22]\) to obtain the transformation \( s, T^g_I \). This transformation is applied to transform \( cT^g_b \) to the frame \( I \).

2) Full-batch optimization: We use \( T^w_g \) and \( s \) estimated in the initialization step to transform the trajectory \( cT^g_b \) to the global frame \( W \) (or \( I \) in the case when GPS is not used): \( T^w_g = (p^w_{b_k}, R^w_{b_k}) \). Similarly, the 3-D landmarks \( p^g_{f_k} \) are also transformed to \( W \): \( p^w_{f_k} = sR^w_{f_k}p^g_{f_k} + p^w_{f_k} \). In the full-batch optimization, the state vector \( \mathcal{X} = \{ cT^w_c, L, t^c_j, T^w_c, t^g_{b_j}, p^w_{b_k}, g_w, c, B \} \), is estimated by minimizing the cost function

\[
\min_{\mathcal{X}} \sum_{k=1}^{K} \sum_{r=1}^{\#r} \left| e^w_{k,r} \right|^2 + \sum_{m=1}^{M} \left( \| e^m_w \|^2 + \| e^g_w \|^2 \right) + \sum_{d=1}^{D} \left( \| e^p_w \|^2 + \sum_{f=1}^{F} \left( \| e^f_w \|^2 + \| e^g_{f,w} \|^2 \right) \right). \tag{7}
\]

Optimizing this cost function results in the maximum a posteriori (MAP) estimation of the state vector \( \mathcal{X} \), which is derived by using the probabilistic continuous SLAM formulation and the Gaussian distribution for all the measurements \([3]\). The error \( e^w_{k,r} = z^{k,r} - \pi (R^w_{c_i}(u(p^w_{b_k}) + e^w_{c}(u))) \) is the residual, which describes the projection of the landmark \( p^w_{c_i} \). The camera pose in the world frame is obtained by sampling and inverting the position and orientation from the spline at \( t_k + t^g_{b_k} \): \( R^w_{c_i}(u(p^w_{b_k} + e^w_{c}(u))) \). The camera pose \( p^w_{b_k} \) is derived by using the probabilistic continuous SLAM formulation for the 3-D landmarks \( \mathcal{L} \) and \( \mathcal{E} \).

The function \( \pi (\cdot) \) denotes the camera projection model and \( t_k \) is the timestamp of the image. The value \( e^m_w = R^w_{b_k}(u(t_m))^{-1}(p^w_{b_k}(u(t_m)) + g^w) - a_m + b_a(u(t_m)) \) is the \( m \)-th accelerometer residual with respect to the measurement \( a_m \). The quantity \( p^w_{b_k}(u(t_m)) \) is the second derivative of the B-spline encoding the trajectory positions. The vector \( g^w \) represents the gravity. We use cubic B-splines to represent accelerometer and gyroscope biases, \( b_a(u) \) and \( b_w(u) \) as in \([6]\). The \( m \)-th gyroscope residual is \( e^m_w = \omega(u(t_m)) - \omega_m + b_w(u(t_m)) \). We refer the reader to Eq. (38) in \([12]\) for the formula to derive \( \omega(u) \). The errors \( e^w_{f,k} \) and \( e^p_w \) are residuals on the rate of the bias changes. The GPS errors \( e^g_w \) are the same as the ones defined in Eq. (6). The matrices \( W \) are the weights of the residuals. Their entries are derived from the sensor noise characteristics. We assume Gaussian noise with standard deviation of 1 pixel for the 2-D image features.

B. Discrete-time representation

In the discrete-time formulation, the trajectory is represented by the body poses at the rate of the camera: \( dT^w_g = \{ p^w_{b_k}, R^w_{b_k} \} \). The camera-IMU time offset is estimated using the method proposed in \([3]\), which is integrated in VINS-Mono \([23]\), a state-of-the-art visual-inertial odometry pipeline. This method proposes to shift the 2-D image features to account for the time offset between camera and IMU measurements. It makes the assumption that the camera motion has constant velocity in a short period of time (e.g., between consecutive frames), and, based on this assumption, it calculates the velocity of the 2-D features on the image plane. This velocity is then used to shift the feature position in the small
period of time that corresponds to the camera-IMU time delay (see Eq. (4) in [3]). This allows to include the time offset in the estimation process. To define the GPS errors, the trajectory is interpolated at the time of the GPS measurements. The IMU-GPS time offset is taken into account in the interpolation factor similarly as in [16].

1) Initialization: Similarly to Sec. [III-A1], we compute the body poses from the camera poses estimated by COLMAP and then transform them to the world frame \( W \) using the 6-DOF and scale transformation obtained by applying [22].

2) Full-batch optimization: Using a similar probabilistic SLAM formulation as in Sec. [III-A2], we derive the cost function to minimize

\[
\min_{\dot{d}X} \sum_{k=1}^{K} \sum_{r \in R_k} \|e_{k,r}^e\|^2_{W_k} + \sum_{k=1}^{K} \|e_k^e\|^2_{W_k} + \sum_{k=1}^{K} \|e_b^b\|^2_{W_b} + \sum_{d=1}^{D} \|e_d^p\|^2_{W_g},
\]

(8)

The state vector is \( \dot{d}X \) = \( \{d^Tb^w, \dot{v}^w, \mathcal{L}, t^c, T^{c}, t^i, p^b, d^B \} \). The set \( V^w \) contains the velocity vectors: \( v^i_{b_k} \). The set \( d^B \) contains the accelerometer and gyroscope bias vectors: \( b_{ah} \) and \( b_{gh} \). The initial 3-D landmarks positions in \( W \) are obtained similarly as described in [III-A2]. The reprojection errors \( e_{k,b}^b \) and the GPS errors \( e_d^p \) are defined in the same way as in Sec. [III-A2], with the only difference that trajectory poses are represented in discrete time. The errors \( e_k^e \) are the inertial residuals. We compute these residuals using the IMU preintegration formulation proposed in [4]. Each inertial error \( e_k^e \) constrains the consecutive \( k-1 \) and \( k \) poses and velocities according to the preintegrated IMU measurements in \( [t_{k-1}, t_k] \) (see Eq. (45) in [4]). The errors \( e_{k,b}^b \) and \( e_d^p \) constrain the bias random walk (see Eq. (48) in [4]).

IV. EXPERIMENTS

We compare the continuous- and discrete-time representations in terms of accuracy of the estimated trajectory and time offsets. To this end, we use the metrics [24]:

- Positional absolute trajectory error (ATE\(_p\)) [m]: \( \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} \|p^w_{b_k} - \hat{p}^w_{b_k}\|^2} \).
- Rotational absolute trajectory error (ATE\(_r\)) [deg]: \( \sqrt{\frac{1}{N} \sum_{k=0}^{N-1} \|\log((R^w_{b_k})^t \cdot \hat{R}^w_{b_k})\|^2} \).

In the case of continuous time, the trajectory is sampled at the timestamp of the camera measurements to obtain \( p^w_{b_k} \) and \( R^w_{b_k} \). We run multiple experiments in hardware-in-the-loop simulation and on two real-world datasets. The hardware-in-the-loop simulation allows a thorough evaluation of the capability of the two trajectory representations in estimating the time offsets since ground-truth values are known. We investigate if the type of robot, flying or ground robot, has effects on the trajectory representation using the two real-world datasets. We use the Ceres Solver [24] and choose the Levenberg-Marquardt algorithm for the optimization. Derivatives are computed using the automatic differentiation method included in the solver.

### TABLE I: Ablation study on the order of the B-spline. ATE\(_p\) is in meters, ATE\(_r\) is in degrees, estimated time offset \( t^c_i \) is in milliseconds. In bold the best value for each sequence.

| Order | Ev. metric | V01 | V02 | V03 | V101 | V102 | V103 | V201 | V202 | V203 |
|-------|------------|-----|-----|-----|------|------|------|------|------|------|
| 4     | ATE\(_p\) [m] | 0.024 | 0.014 | 0.011 | 0.011 | 0.011 | 0.011 | 0.024 |
|       | ATE\(_r\) [deg] | 5.5 | 2.1 | 2.3 | 0.6 | 0.8 | 1.0 | 2.2 |
|       | \( t^c_0 \) [ms] | 0.9 | 3.2 | -1.4 | 10.8 | 1.0 | 2.2 | 0.7 |
| 5     | ATE\(_p\) [m] | 0.024 | 0.014 | 0.011 | 0.011 | 0.011 | 0.011 | 0.010 | 0.019 |
|       | ATE\(_r\) [deg] | 5.5 | 2.2 | 2.3 | 0.9 | 0.7 | 0.8 | 0.7 |
|       | \( t^c_0 \) [ms] | 0.3 | -5.8 | 2.0 | -1.8 | 0.0 | 0.5 | 0.5 |
| 6     | ATE\(_p\) [m] | 0.024 | 0.014 | 0.011 | 0.012 | 0.012 | 0.010 | 0.010 |
|       | ATE\(_r\) [deg] | 5.5 | 2.1 | 2.3 | 0.7 | 0.6 | 0.7 | 0.6 |
|       | \( t^c_0 \) [ms] | 0.2 | 1.3 | 1.4 | 1.2 | 0.0 | 0.5 | 0.5 |

### TABLE II: Ablation study on the frequency of the B-spline control nodes. ATE\(_p\) is in meters, ATE\(_r\) is in degrees, estimated time offset \( t^c_i \) is in milliseconds. In bold the best value for each sequence.

| Node freq. | Ev. metric | V01 | V02 | V03 | V101 | V102 | V103 | V201 | V202 | V203 |
|------------|------------|-----|-----|-----|------|------|------|------|------|------|
| 1 Hz       | ATE\(_p\) [m] | 0.028 | 0.120 | 0.077 | 0.020 | 0.187 | 0.075 |
|            | ATE\(_r\) [deg] | 5.9 | 4.6 | 7.6 | 2.0 | 10.7 | 5.18 |
|            | \( t^c_0 \) [ms] | 6.6 | 19.3 | 12.2 | 0.0 | -45.6 | -9.0 |
| 5 Hz       | ATE\(_p\) [m] | 0.023 | 0.014 | 0.011 | 0.010 | 0.010 | 0.019 |
|            | ATE\(_r\) [deg] | 5.6 | 2.1 | 2.9 | 0.8 | 0.8 | 0.8 |
|            | \( t^c_0 \) [ms] | -1.9 | -2.8 | 1.7 | 4.0 | 2.6 | 1.5 |
| 10 Hz      | ATE\(_p\) [m] | 0.024 | 0.014 | 0.011 | 0.012 | 0.010 | 0.010 |
|            | ATE\(_r\) [deg] | 5.5 | 2.1 | 2.3 | 0.8 | 0.7 | 0.6 |
|            | \( t^c_0 \) [ms] | 0.2 | 1.3 | 1.4 | 1.2 | 0.0 | 0.2 |
| 20 Hz      | ATE\(_p\) [m] | 0.025 | 0.014 | 0.011 | 0.010 | 0.010 | 0.010 |
|            | ATE\(_r\) [deg] | 5.5 | 2.1 | 2.3 | 0.7 | 0.6 | 0.7 |
|            | \( t^c_0 \) [ms] | 2.4 | 0.7 | 0.9 | 0.9 | 0.6 | 2.0 |
| 100 Hz     | ATE\(_p\) [m] | 0.024 | 0.014 | 0.011 | 0.004 | 0.008 | 0.156 |
|            | ATE\(_r\) [deg] | 8.8 | 8.4 | 12.1 | 6.6 | 11.1 | 5.6 |
|            | \( t^c_0 \) [ms] | 0.0 | -4.1 | -3.0 | 0.0 | -1.3 | -0.5 |

We ran all the experiments on Ubuntu 18.04 workstation with an Intel Core i7 3.2GHz Processor and used 8 cores for the optimization. In all the experiments, the optimization problem is solved until convergence. This is always achieved in less than 50 iterations.

A. Hardware-in-the-Loop Simulation: EuRoC Dataset

The EuRoC dataset [26] contains sequences recorded on-board a hex-rotor flying robot equipped with a stereo camera and an IMU. This dataset is well-known for accurate ground-truth and hardware synchronized sensors. The camera-IMU time offset can be assumed to be zero. We only use the sequences labeled with \( \_ \_ \), which contain 6-DOF ground-truth from a motion capture system. Sequences are classified (see Table 2 in [26]) as easy, medium, or hard, reflecting the level of difficulty due to illumination conditions, scene texture and vehicle motion. Difficult sequences contain challenging illumination conditions, (e.g., motion blur), and fast motions with average linear and angular velocities up to 0.9 m/s\(^{-1}\) and 0.75 rad s\(^{-1}\), respectively. We simulate GPS measurements by down sampling and corrupting the ground-truth positions with zero-mean Gaussian noise. The rate of the simulated GPS measurements is 10 Hz and the standard deviation of the Gaussian noise is 0.1 m. The position offset \( p_d^b \) is equal to \( 0 \in \mathbb{R}^3 \). We only use images from the right camera.
Following the findings of Sec. IV-A1, we used B-splines in estimating the camera-IMU time offset, and computational trajectory representations in terms of ATE

degrees, \( t^c_i \) (ground-truth) and \( t^e_i \) (estimated) time offset are in milliseconds. The best values of ATE\(_P\) and ATE\(_R\) for each sequence are in bold.

### Table III: Comparison of continuous- and discrete-time approaches on the EuRoC dataset

| Seq. | \( t^c_i = 0 \) [ms] | \( t^c_i = 10 \) [ms] | \( t^c_i = 20 \) [ms] | \( t^e_i = 0 \) [ms] | \( t^e_i = 10 \) [ms] | \( t^e_i = 20 \) [ms] |
|------|----------------|----------------|----------------|----------------|----------------|----------------|
| VT01 | 0.024 / 5.5 0.2 | 0.024 / 5.5 11.0 | 0.024 / 5.5 22.2 | 0.016 / 5.6 0.3 | 0.016 / 5.6 9.1 | 0.016 / 5.6 19.6 |
| VT02 | 0.014 / 2.1 1.3 | 0.014 / 2.1 9.7 | 0.014 / 2.1 20.6 | 0.024 / 2.4 0.0 | 0.026 / 2.3 4.6 | 0.031 / 2.2 9.3 |
| VT03 | 0.011 / 2.3 -1.4 | 0.011 / 2.3 11.8 | 0.011 / 2.3 22.3 | 0.018 / 2.7 0.0 | 0.020 / 2.6 3.5 | 0.024 / 2.6 7.2 |
| VT20 | 0.012 / 0.8 1.2 | 0.010 / 0.9 9.7 | 0.010 / 0.9 19.0 | 0.009 / 1.0 0.3 | 0.010 / 1.0 8.1 | 0.012 / 1.0 16.4 |
| VT20 | 0.010 / 0.6 0.0 | 0.010 / 0.7 10.0 | 0.010 / 0.7 20.0 | 0.019 / 0.8 0.0 | 0.021 / 0.9 8.5 | 0.024 / 1.1 16.7 |

### Table IV: Full-batch optimization time.

| Seq. | Length [m] | Continuous-time | Discrete-time |
|------|------------|----------------|--------------|
|      | 1 Hz       | 2 Hz          | 10 Hz        | 20 Hz        | 100 Hz       | 1 Hz        | 2 Hz       | 10 Hz        | 20 Hz        | 100 Hz       |
| VT01 | 52.6       | 19            | 25            | 49           | 57           | 28          | 28          | 28          | 28          | 28          |
| VT02 | 75.9       | 20            | 25            | 49           | 57           | 28          | 28          | 28          | 28          | 28          |
| VT03 | 79.0       | 24            | 37            | 22           | 46           | 21          | 21          | 21          | 21          | 21          |
| VT20 | 35.6       | 6             | 13            | 10           | 13           | 15          | 15          | 15          | 15          | 15          |
| VT20 | 83.2       | 44            | 54            | 73           | 44           | 77          | 77          | 77          | 77          | 77          |
| VT20 | 86.1       | 18            | 16            | 39           | 50           | 31          | 31          | 31          | 31          | 31          |

1) **Ablation study on the B-spline:** We conducted a study to evaluate the effects of the order and frequency of the control points of the B-spline on the trajectory and camera-IMU time offset estimates. The initial value of the time offset was set to 0 ms. The results of the ablation study on the order of the B-spline are in Table I. A B-spline of order 6, which results in a cubic polynomial encoding accelerations, is needed to correctly estimate the camera-IMU time offset. This conclusion agrees with the findings in [8]. An order higher than 6 does not have any effect on the estimation results. When the spline order is 6, the values of the time offset are close but not exactly 0 ms. Since we solve the optimization till convergence, the solution has reached a local minimum of the cost function. How far is the local minimum from the global minimum is unknown, and, in general, even the unknown global optimum of the MAP estimation can be different from the ground-truth due to modeling errors.

We set the order of the spline to 6 and performed the ablation study on the control node frequency. The results are in Table II. The values of ATE and \( t^c_i \) suggest that a frequency of 10 Hz is the optimal choice. Increasing to 20 Hz does not give any significant advantages, while making the optimization computationally more expensive. When the frequency is high, e.g., 100 Hz, the convergence to a good solution is hard to achieve. We conclude that order 6 and control node frequency 10/20 Hz are appropriate parameters for B-spline representing trajectories in this dataset.

2) **Evaluation of the trajectory representation:** In this set of experiments, we evaluated the continuous- and discrete-time trajectory representations in terms of ATE\(_P\), ATE\(_R\), accuracy in estimating the camera-IMU time offset, and computational cost. Following the findings of Sec. [V-A1], we used B-spline of order 6 and control node frequency of 10 Hz. To evaluate the accuracy in estimating the camera-IMU time offset, we simulated delays in the camera data stream, similarly to [3]. We ran experiments with delays of 0, 10, and 20 ms. The results of this comparison are in Table III. These results suggest that when the camera and IMU are time-synchronized both trajectory representations produce similar accuracy (see the column corresponding to \( t^c_i = 0 \)). However, using continuous time gives a lower ATE\(_P\) in the sequences VT02, VT03, V202, and V203, which are medium and difficult sequences containing fast motion of the robot.

When the camera and IMU are not time-synchronized, continuous time is the best trajectory representation. This representation can properly estimate the time offset and produces ATE similar to the case of time-synchronized sensors. In particular, the discrete-time representation suffers in estimating the camera-IMU time offset in fast trajectories. This can be seen from the large difference between the estimated and the true time offset in the sequences VT02, VT03, V202, and V203. The reason for this result is the assumption of camera motion with constant velocity in the period of time between consecutive camera frames, which is needed to compute the velocity of the 2-D features as described in Sec. [III-B]. For agile motion, this assumption is no longer accurate. Table IV contains the optimization time, which is the time that the solver takes to converge.

3) **Ablation study on the contribution of the different sensor modalities:** In this section, we are interested in studying the contributions of each sensor modality, i.e., vision, inertia and GPS, to the accuracy of the trajectory estimation. To this end, we solved the optimization problems in Eq. (7) and Eq. (8) for the continuous- and discrete-time case respectively, with all possible combinations of at least two sensors. For the continuous-time representation, we used B-splines of order 6 with control node frequency of 10 Hz. The values of ATE\(_P\) and ATE\(_R\) for this analysis are in Table V and Table VI. The results show that vision is the most important sensor modality. For both trajectory representations, the vision-GPS configuration produces the lowest ATE\(_P\) in most of the sequences. In this case, the COLMAP reconstructed trajectory is transformed to the gravity aligned frame by using noisy simulated GPS measurements and then re-optimized together with those measurements. COLMAP is able to reconstruct an accurate trajectory on every sequence of this dataset. For this reason, including the inertial measurements in the estimation process does not bring any significant benefit.
TABLE V: Ablation study on the contribution of the different sensor modalities. The error metric is the \( \text{ATE}_P \) in meters. V: vision, I: inertia, G: simulated GPS. In bold the best value for each sequence.

| Sensors | Traj. repr. | EuRoC Sequence |
|---------|-------------|----------------|
|         | V101 | V102 | V103 | V201 | V202 | V203 |
| V+I+G   | CT    | 0.024 | 0.014 | **0.011** | 0.007 | 0.010 | **0.010** |
|         | DT    | 0.016 | 0.024 | 0.018 | **0.009** | 0.018 | 0.033 |
| V+G     | CT    | 0.011 | 0.013 | **0.009** | 0.008 | 0.012 | 0.012 |
|         | DT    | **0.010** | 0.025 | 0.012 | 0.010 | 0.012 | 0.029 |
| I+G     | CT    | 0.062 | 0.102 | 0.111 | 0.112 | 0.164 | 0.363 |
|         | DT    | 0.139 | 0.137 | 0.138 | 0.138 | 0.138 | 0.139 |
| V+I     | CT    | 0.039 | 0.022 | 0.014 | 0.065 | 0.030 | 0.015 |
|         | DT    | 0.081 | 0.106 | 0.030 | 0.064 | 0.022 | 0.031 |

TABLE VI: Ablation study on the contribution of the different sensor modalities. The error metric is \( \text{ATE}_R \) in degrees. V: vision, I: inertia, G: simulated GPS. In bold the best value for each sequence.

| Sensors | Traj. repr. | EuRoC Sequence |
|---------|-------------|----------------|
|         | V101 | V102 | V103 | V201 | V202 | V203 |
| V+I+G   | CT    | 5.5 | 2.7 | 2.1 | 8 | 0.7 | 0.6 |
|         | DT    | 5.6 | 2.4 | 2.7 | 1.0 | 0.8 | 1.1 |
| V+G     | CT    | 5.5 | 2.5 | 2.1 | 1.1 | 0.8 | 1.2 |
|         | DT    | 5.6 | 2.3 | 2.7 | 1.1 | 0.8 | 0.9 |
| I+G     | CT    | 10.5 | 6.3 | 7.6 | 11.0 | 11.0 | 9.4 |
|         | DT    | 12.3 | 7.7 | 8.8 | 11.8 | 11.8 | 10.6 |
| V+I     | CT    | 5.4 | 2.0 | 2.2 | 0.9 | 0.8 | **0.6** |
|         | DT    | 5.5 | 2.2 | 2.8 | 1.0 | 0.8 | 1.2 |

**B. Actual GPS with an outdoor flying robot**

This dataset, courtesy of [27], contains outdoor flights of a flying robot equipped with a time-synchronized VI sensor (stereo camera and IMU), and a GPS receiver. GPS measurements are available at 5 Hz. We only use images from the left camera. The ground-truth position is provided by a Leica total station. Fig. 3 shows the first trajectory of the dataset. The \( \text{ATE}_P \) and the time offset estimates are in Table VII.

For the continuous-time case, we used B-splines of order 6 and control node frequency of at least 10 Hz, to accurately estimate the camera-IMU time offset. The continuous-time case, with B-spline of order 6 and control node frequency of 10 Hz, \( t_i^c \) and \( t_i^g \) are -1.5 ms, and -26.0 ms, respectively. For the discrete-time case, they are -0.8 ms, and -36.3 ms. These results show that the findings of the experiments with a flying robot also apply to the case of a ground robot.

**C. Outdoor Trajectory: Ground robot**

This experiment contains an evaluation of a trajectory recorded on-board a ground robot. The robot is equipped with a time-synchronized VI sensor (monocular camera and IMU) and a GPS antenna. The GPS measurements are available at 5 Hz. The 3-D position ground-truth is provided by a RTK-GPS system. Fig. 4 shows the traveled trajectory of the robot. To study the influence of the B-spline order and control point frequency, we ran experiments with orders: 5, 6, and 7, and control node frequency: 10, 20, 100 Hz. Both continuous-time and discrete-time representations produce similar \( \text{ATE}_P \) as reported in Table VII. The estimated time offsets are similar for all the configurations listed in Table VII. In the continuous-time case, with B-spline of order 6 and control node frequency of 10 Hz, \( t_i^c \) and \( t_i^g \) are -1.5 ms, and -26.0 ms, respectively. For the discrete-time case, they are -0.8 ms, and -36.3 ms. These results show that the findings of the experiments with a flying robot also apply to the case of a ground robot.

**V. Conclusions**

The objective of this work is to compare continuous vs. discrete vision-based SLAM formulations to guide practitioners in the development of SLAM algorithms. We performed ablation and comparative studies in a hardware-in-the-loop simulation with full knowledge of the ground-truth. The ablation studies on the order and frequency of the control nodes of the B-splines suggest that it is necessary to use B-splines of order 6 and control node frequency of at least 10 Hz to accurately estimate the camera-IMU time offset. The comparative studies aimed at comparing continuous- and discrete-time trajectory representations with different levels of camera-IMU time delay. We find that when the camera and IMU are time-synchronized the two representations produce similar results. When a delay is present between the two measurement streams, the continuous-time representation is able to recover an accurate estimate of the time offset and consequently, produces lower ATE. In contrast, the discrete-time formulation fails in estimating the time offset, particularly when the robot moves fast, which consequently leads to high errors.

**TABLE VII: Comparison of continuous- and discrete-time approaches on the outdoor flying robot dataset. \( \text{ATE}_P \) is in meters and \( t_i^c \) is in milliseconds. The best values of \( \text{ATE}_P \) for each sequence are in bold.**

| Err. metric | Traj. repr. | Seq. 1 | Seq. 2 |
|-------------|-------------|--------|--------|
| \( \text{ATE}_P \) [m] | CT | DT | 0.39 | 0.50 |
| \( t_i^c \) [ms] | CT | DT | 0.4 | 0.6 |
| \( t_i^g \) [ms] | CT | DT | -87.0 | -118.0 |

https://www.fixposition.com/
In most of the sequences, the lowest $\text{ATE}_P$ sensor modality in an ablation study. We found that on the robots. In addition, we evaluated the contribution of each real-world datasets containing data from aerial and ground the period of time between consecutive camera frames does assumption, which is necessary to estimate the camera- values of the $\text{ATE}_P$. The main reason of this result is that $\text{ATE}_P$ approaches on the outdoor ground robot dataset. The error $\text{ATE}_P$-view of the trajectory traveled by the ground robot.

TABLE VIII: Comparison of continuous- and discrete-time approaches on the outdoor ground robot dataset. The error metric is the $\text{ATE}_P$ in meters. The best value is in bold.

|       | Freq. [Hz] | Order |
|-------|------------|-------|
| CT    | 5          | 0.93  |
|       | 6          | 0.92  |
|       | 7          | 0.93  |
|       | 10         | 0.93  |
|       | 20         | 1.01  |
|       | 100        | 0.89  |
|       |            | 0.78  |

values of the $\text{ATE}_P$. The main reason of this result is that the assumption, which is necessary to estimate the camera-IMU time offset, of constant velocity of the camera motion in the period of time between consecutive camera frames does not always hold. The findings of the hardware-in-the-loop simulation agree with the results of the experiments on the real-world datasets containing data from aerial and ground robots. In addition, we evaluated the contribution of each sensor modality in an ablation study. We found that on the EuRoC dataset the most important sensor modality is vision. In most of the sequences, the lowest $\text{ATE}_P$ is obtained by aligning the camera trajectory obtained from COLMAP to a gravity aligned frame by using the noisy simulated GPS measurements. Including inertial measurements does not give any significant advantage.
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