Search for the chiral magnetic effect via charge-dependent azimuthal correlations relative to spectator and participant planes in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV
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The chiral magnetic effect (CME) refers to charge separation along a strong magnetic field due to imbalanced chirality of quarks in local parity and charge-parity violating domains in quantum chromodynamics. The experimental measurement of the charge separation is made difficult by the presence of a major background from elliptic azimuthal anisotropy. This background and the CME signal have different sensitivities to the spectator and participant planes, and could thus be determined by measurements with respect to these planes. We report such measurements in Au+Au collisions at a nucleon-nucleon center-of-mass energy of 200 GeV at the Relativistic Heavy-Ion Collider. It is found that the charge separation, with the flow background removed, is consistent with zero in peripheral (large impact parameter) collisions. Some indication of finite CME signals is seen in mid-central (intermediate impact parameter) collisions. Significant residual background effects may, however, still be present.

PACS numbers: 25.75.-q, 25.75.Gz, 25.75.Ld

Introduction. Metastable domains of fluctuating topological charges can change the chirality of quarks and induce local parity and charge-parity violation in quantum chromodynamics (QCD) [1-3]. This would lead to an electric charge separation in the presence of a strong magnetic field, a phenomenon known as the chiral magnetic effect (CME) [2,5]. Such a magnetic field, as strong as $10^{18}$ G, may be present in non-central (nonzero impact parameter) relativistic heavy-ion collisions, generated by the spectator protons (i.e., those that do not participate in the collision) at early times [4,7]. While a finite CME signal is generally expected in those collisions [3,4], quantitative predictions beyond order-of-magnitude estimates are not yet at hand [8] despite extensive theoretical developments over the last decade (see recent reviews [9,12]). Meanwhile, experimental efforts have been devoted to searching for the CME-induced charge separation at the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron Collider (LHC) (see reviews [10,13-16]), including a dedicated run of isobar collisions at RHIC [17,19].

The commonly used observable to measure the charge separation is the three-point correlator [20], $\gamma\{\psi\} \equiv \cos(\phi_\alpha + \phi_\beta - 2\psi)$, where $\phi_\alpha$ and $\phi_\beta$ are the azimuthal angles of particles $\alpha$ and $\beta$, respectively, and $\psi$ is that of either the spectator plane (SP) or participant plane (PP), defined by the beam and average transverse position of spectator or participant nucleons. Because of the charge-independent correlation backgrounds (e.g. from global momentum conservation), often the correlator difference is used, $\Delta\gamma\{\psi\} \equiv \gamma_{OS}\{\psi\} - \gamma_{SS}\{\psi\}$, where “OS” (”SS”) refers to the opposite-sign (same-sign) electric charges of particles $\alpha$ and $\beta$. A CME signal, often characterized by the Fourier coefficient $a_1$ in the final-state azimuthal distributions of positive (+) and negative (−) hadrons, $\frac{dN_+}{d\phi_\perp} \propto 1 \pm 2a_1 \sin(\phi_\perp - \psi) + 2v_2 \cos(\phi_\perp - \psi) + \cdots$, would yield a magnitude of $\Delta\gamma = 2a_1$ [20]. The $v_2$ is the elliptic flow anisotropy arising from strong (partonic) interactions converting the initial geometric anisotropy of the participant nucleons into momentum-space anisotropy of final-state hadrons [21].

Significant $\Delta\gamma\{\psi_{PP}\}$ and $\Delta\gamma\{\psi_{SP}\}$, on the order of $10^{-4}$, have indeed been observed in relativistic heavy-ion collisions [22,24]. The interpretation of $\Delta\gamma$ originating from CME-induced charge separation is difficult due to the presence of charge-dependent backgrounds, such as those from resonance decays [20,27,31] via

$$\Delta\gamma_{bkgd} \propto \langle \cos(\phi_\alpha + \phi_\beta - 2\phi_{res}) \rangle v_{2, res},$$

where $v_{2, res} = \langle \cos 2(\phi_{res} - \psi) \rangle$ is the resonance $v_2$ relative to $\psi$ [32]. Moreover, comparable $\Delta\gamma\{\psi_{PP}\}$ has also been observed in small system collisions [33,34], where any CME-induced charge separation is expected to be randomly oriented relative to the $\psi_{PP}$ [33,36] and thus unobservable in experiments. Because of those major backgrounds no firm conclusion can so far be drawn regarding the existence of the CME in relativistic heavy-ion collisions. Various approaches have been applied to deal with the background [34,37,38]. In this paper, we present a search for the CME with a new approach first proposed in Ref. [39] and followed by Ref. [40].

Methodology. The hypothesized CME-driven charge separation is along the magnetic field, mainly from spectator protons, and is therefore the strongest in the direction perpendicular to $\psi_{SP}$. The major background to the CME is related to $v_2$, determined by the participant geometry, and is therefore the largest along $\psi_{PP}$. The SP and PP orientations do not coincide because of event-by-event geometry fluctuations [11, 22]. The $\Delta\gamma\{\psi_{SP}\}$ and $\Delta\gamma\{\psi_{PP}\}$ measured relative to $\psi_{SP}$ and $\psi_{PP}$, therefore, contain different amounts of the CME and background, and this offers the opportunity to determine these two contributions uniquely [39]. Consider the measured $\Delta\gamma$ to be composed of the $v_2$ background ($\Delta\gamma_{bkgd}$) and the CME signal ($\Delta\gamma_{CME}$). Assuming $\Delta\gamma_{bkgd}$ is proportional to $v_2$ (Eq. (1)) and the CME-inducing magnetic field is determined by spectators, both “projected” onto the $\psi$ direction, we have $\Delta\gamma_{CME}\{\psi_{PP}\} = a\Delta\gamma_{CME}\{\psi_{SP}\}$ and $\Delta\gamma_{bkgd}\{\psi_{PP}\} = a\Delta\gamma_{bkgd}\{\psi_{SP}\}$ [39]. Here the projection factor $a = \langle \cos 2(\psi_{PP} - \psi_{SP}) \rangle$ comes directly out of the
definitions of the \( v_2 \) and \( \Delta \gamma \) variables, and can be readily obtained from the \( v_2 \) measurements:

\[
a = v_2 \{ \psi_{SP} \} / v_2 \{ \psi_{PP} \}.
\]  

(2)

It does not assume any particular physics, such as the event-plane decorrelation over rapidity [39–45]. The CME signal relative to the inclusive \( \Delta \gamma \{ \psi_{PP} \} \) measurement is then given by [39]

\[
f_{CME} = \frac{\Delta \gamma_{CME} \{ \psi_{PP} \}}{\Delta \gamma \{ \psi_{PP} \}} = \frac{A/a - 1}{a^2 - 1},
\]  

(3)

where

\[
A = \Delta \gamma \{ \psi_{SP} \} / \Delta \gamma \{ \psi_{PP} \}.
\]  

(4)

The above formalism applies even when the magnetic field direction does not coincide with \( \psi_{SP} \) as long as its fluctuations are independent from those of the \( \psi_{PP} \) [39]. It is possible, however, that the magnetic field projection factor is not strictly a because of final-state evolution effects on the charge separation [46]. A full study of this would require rigorous theoretical input and is beyond the scope of the present work. There can be magnetic field contributions from participants; their contribution to \( \Delta \gamma \) follows the same projection as the background and is thus absorbed as part of the background.

Data Analysis. The data reported here are from Au+Au collisions taken by the STAR experiment at a nucleon-nucleon center-of-mass energy of \( \sqrt{s_{NN}} = 200 \text{ GeV} \) in the years 2011, 2014 and 2016. A minimum-bias (MB) trigger was provided by a coincidence signal between the vertex position detectors located at forward/backward pseudo-rapidities (\( \eta \)) of 4.24 < |\( \eta \)| < 5.1. Two zero-degree hadron calorimeters (ZDCs) [47] cover |\( \eta \)| > 6.3 and intercept spectator neutrons from the colliding beams. Shower maximum detectors (SMDs) installed within the ZDCs measure the positions of neutron-induced showers in the transverse plane [48]. The details of the STAR detector are described elsewhere [39]. The main tracking device is the cylindrical time projection chamber (TPC) [50, 51], providing full azimuthal coverage (0 < \( \phi \) < 2\( \pi \)) and an \( \eta \) coverage of −1.2 < \( \eta \) < 1.2. Track trajectories are reconstructed from 3-dimensional hit points recorded by the TPC; for a valid track, we require the number of hits (\( N_{\text{hits}} \)) used in track fitting to be at least 10 out of a possible maximum (\( N_{\text{max}} \)) of 45 is required for a valid track. The TPC resides in a uniform 0.5 T magnetic field along the −\( z \) direction, allowing determination of particle momenta from the track curvature for transverse momenta \( p_T > 0.15 \text{ GeV/c} \). The primary vertex of a collision is reconstructed from charged particle tracks. Events with primary vertices within 30 cm (year 2011) or 6 cm (years 2014 and 2016, taken with the heavy flavor tracker [52]) longitudinally and 2 cm transversely from the geometrical center of the TPC are used, providing a total of 2.4 billion MB events. Events are also analyzed separately for positive and negative vertex \( z \) samples to assess systematics from acceptance effects. Collision centrality is determined from the multiplicity of charged particles reconstructed in the TPC within a distance of closest approach (DCA) to the primary vertex of less than 3 cm and within an \( \eta \) range of |\( \eta \)| < 0.5 [53].

Tracks used for the correlation analysis reported in this paper are required to have \( N_{\text{hits}} \) of at least 20 and DCA less than 1 cm. \( N_{\text{hits}} \) is varied to 15 and 25, and DCA is varied to 3.0, 2.0, and 0.8 cm to assess systematic uncertainties. The fraction \( N_{\text{hits}} / N_{\text{max}} \) is required to be greater than 0.52 to avoid double counting of split tracks.

Experimentally, the \( \psi_{SP} \) can be assessed by the first-order harmonic plane of spectator neutrons measured by the ZDC-SMD, and the \( \psi_{PP} \) by the second-order harmonic plane of mid-rapidity particles measured by the TPC [32]. In the rest of the paper, we refer to the former as \( \psi_{ZDC} \) and the latter as \( \psi_{TPC} \). In this analysis, the \( \gamma \) and \( v_2 \) are calculated by \( \gamma = \langle \cos (\phi_{\alpha} + \phi_{\beta} - 2 \psi_{\text{rec}}) \rangle / R \) and \( v_2 = \langle \cos 2(\phi_{\alpha, \beta} - \psi_{\text{rec}}) \rangle / R \), where \( \psi_{\text{rec}} \) is either \( \psi_{ZDC} \) or \( \psi_{TPC} \), and \( R \) is the corresponding resolution [32]. For \( \psi_{TPC} \), a \( \phi \)-dependent weight is applied to account for track detection efficiency, and the \( R \) is calculated from the correlations between two TPC sub-events (see below) [32]. For \( \psi_{ZDC} \), an event-plane vector is determined from the measured energy distribution combining both ZDCs, and the \( R \) is calculated from the correlations between their event-plane vectors [32, 48]. The standard recentering and shifting techniques [32] are applied.

The same particles of interest (POI), denoted by \( \alpha \) and \( \beta \), are used for \( \gamma \) and \( v_2 \) with \( p_T \) from 0.2 to 2 GeV/c. The \( \phi \)-dependent track efficiency is corrected for the POIs. A \( p_T \)-dependent efficiency correction does not reveal any systematic effect. Two methods are employed in this analysis. The first one, referred to as the “full-event” method, uses particles from |\( \eta \)| < 1 as the POIs. A third particle (c) from the same acceptance is used in place of \( \psi_{TPC} \), and \( R \) equals the particle \( v_2_c \) [22]. For this method, another \( p_T \) range from 0.2 to 1 GeV/c is also analyzed for the POIs to explore possible \( p_T \) dependence of the CME signal, speculated to be dominant at low \( p_T \) [4]. The second method, referred to as the “sub-event” method, divides the TPC particles into two sub-events symmetric about mid-rapidity [32], \( \Delta \eta_{\text{sub}}/2 < |\eta| < 1 \) with an \( \eta \) gap (\( \Delta \eta_{\text{sub}} \)) in-between, where the POIs are from one sub-event and the \( \psi_{TPC} \) is reconstructed from the other. This procedure reduces non-flow correlations that are short-ranged, such as those due to resonance decays and jets [27, 54, 55]. We perform the analyses with \( \Delta \eta_{\text{sub}} = 0.1 \) and 0.3.

To assess systematic uncertainties, the full analysis is repeated for each cut variation and results from different years are combined at the end. Data from the various centralities are combined and compared to the default case. In this way, the (anti-)correlations in the uncertain-
ties are properly taken into account. The influence of statistical uncertainties in systematic error estimation is treated as in Ref. [56]. For each source when multiple variations are used, the systematic uncertainty is taken as the RMS. In order to minimize fluctuations due to the limited statistics, the systematic uncertainty for the entire 20–80% centrality range is also evaluated. The larger value between it and the 20–50% (or 50–80%) range is quoted, unless both are zero (i.e., results are consistent within statistical fluctuations); in this case, the systematic uncertainties evaluated from the individual centralities are presented.

For the 20–50% centrality, the absolute systematic uncertainties on \( \langle f_{\text{CME}} \rangle \) for 0.2 < \( p_T \) < 2.0 GeV/c with the full-event method are 2.2% and 1.3% for the number of hits and DCA variations, respectively. The \( \langle f_{\text{CME}} \rangle \) results from positive and negative vertex events are consistent within statistical uncertainties for the combined 20–50% centrality; therefore systematic uncertainties evaluated for individual centralities are presented. For the 50–80% centrality range, the combined systematic uncertainty is used. The variations in the results among the three run periods beyond statistical fluctuations are taken as part of the systematic uncertainties. For \( \langle f_{\text{CME}} \rangle \), the results are consistent within statistical uncertainties. To investigate the effect of \( \psi_{\text{ZDC}} \) determination, analyses are also performed using only a single ZDC side for \( \psi_{\text{ZDC}} \) as well as an arithmetic average of the \( \psi_{\text{ZDC}} \) values from the two sides. The results are consistent with the default case within statistical uncertainties. The systematic uncertainties from the various sources are added in quadrature and are quoted for one standard deviation.

Results and discussions. Figure 1 panels (a) and (b) show, respectively, the measured \( v_2 \) and \( \Delta \gamma \) with respect to the \( \psi_{\text{ZDC}} \) and \( \psi_{\text{TPC}} \) from the full-event method with 0.2 < \( p_T \) < 2 GeV/c in Au+Au collisions at \( \sqrt{s_{NN}} = 200 \) GeV as a function of centrality. The \( v_2 \{ \psi_{\text{ZDC}} \} \) is smaller than \( v_2 \{ \psi_{\text{TPC}} \} \), as expected; the \( \Delta \gamma \{ \psi_{\text{ZDC}} \} \) is also smaller than \( \Delta \gamma \{ \psi_{\text{TPC}} \} \), as expected if they are dominated by \( v_2 \) backgrounds. Figure 1(c) shows the quantities \( a = v_2 \{ \psi_{\text{ZDC}} \} / v_2 \{ \psi_{\text{TPC}} \} \) and \( A = \Delta \gamma \{ \psi_{\text{ZDC}} \} / \Delta \gamma \{ \psi_{\text{TPC}} \} \) as functions of centrality. Their values are found to be nearly identical over the full centrality range, indicating the dominance of background contributions in \( \Delta \gamma \).

Figure 2(a) shows the \( A/a \) ratio from both the full-event and sub-event methods, for 0.2 < \( p_T \) < 2 GeV/c. A value of \( A/a > 1 \) would indicate the possible existence of a CME signal. Figure 2(b) shows the centrality dependence of \( f_{\text{CME}} \), the possible CME signal relative to the inclusive measurement \( \Delta \gamma \{ \psi_{\text{TPC}} \} \), extracted by Eq. (3). Figure 2(c) shows the absolute magnitude of the signal, \( \Delta \gamma_{\text{CME}} \equiv \Delta \gamma_{\text{CME}} \{ \psi_{\text{TPC}} \} = f_{\text{CME}} \Delta \gamma \{ \psi_{\text{TPC}} \} \), as a function of centrality.

Table 1 reports \( \langle f_{\text{CME}} \rangle \) and \( \langle \Delta \gamma_{\text{CME}} \rangle \), averaged over 20–50% and 50–80% centrality ranges, along with the inclusive \( \langle \Delta \gamma \{ \psi_{\text{TPC}} \} \rangle \). Both the full-event and sub-event methods are tabulated. The results are shown in Fig. 3 and are consistent with zero in the 50–80% peripheral centrality range. For the 20–50% centrality range, hint of the signal deviating from zero is seen with 1–3 standard deviations, depending on the analysis method. Note that the statistical and systematic uncertainties are not completely independent among the data points because the same overall data sample is used in the various methods.

Since the CME is speculated to be a low-\( p_T \) phenomenon [4], we have analyzed a lower \( p_T \) range 0.2 < \( p_T < 1 \) GeV/c for the POI for the full-event method, as shown in Fig. 3. Given the large uncertainties we cannot draw conclusions concerning the relative magnitude of \( f_{\text{CME}} \) or \( \Delta \gamma_{\text{CME}} \) between the two \( p_T \) ranges.

A key assumption made in this analysis is that the flow background is proportional to the final-state hadron \( v_2 \) [39]. This assumption may not strictly hold because of the presence of non-flow. For example, two-particle correlations contribute positively to \( v_2 \{ \psi_{\text{TPC}} \} \), which would reduce \( a \), yielding an increased \( f_{\text{CME}} \). Three-particle (e.g., dijet) correlations could significantly increase \( \Delta \gamma \{ \psi_{\text{TPC}} \} \), which would reduce \( A \), and thus cause a decreased \( f_{\text{CME}} \). The latter may have contributed to the negative \( f_{\text{CME}} \) in peripheral collisions (modulo large uncertainties) [57]. The relative strengths of these effects are unknown a priori. The measured \( f_{\text{CME}} \) and \( \Delta \gamma_{\text{CME}} \) can, therefore, still be contaminated by non-flow effects. In order to mitigate non-flow effects, we have analyzed data using the sub-event method with two \( \eta \) gaps, as also shown in Fig. 3. The extracted \( \langle f_{\text{CME}} \rangle \) and \( \langle \Delta \gamma_{\text{CME}} \rangle \) are reduced because of the smaller particle pair statistics with the sub-event method. It is noteworthy that our result is consistent, within one standard deviation, with the previously extracted \( f_{\text{CME}}=(2\pm4\pm5)% \) [37] (also from the sub-event method) exploiting the pair invariant mass [58]. The method exploited in the present work uses additional information from the ZDCs taking advantage of the PP and SP fluctuations.

Recently STAR has released results from a blind analysis of isobar collisions [19], which offer improved discrimination between the possible CME signal and the known backgrounds. A significance of 3 standard deviations is expected if the CME fraction is 10% in isobar collisions [59, 60]. However, no evidence of the CME has been observed, suggesting that the CME fraction in isobar collisions is significantly smaller than 10%. This would be consistent with the data reported here if the CME signal to background ratio is substantially reduced from Au+Au to isobar collisions as suggested in Ref. [61].

Conclusions. In summary, we have reported measurements of the elliptic flow anisotropy \( v_2 \) and three-particle correlator \( \Delta \gamma \) with respect to the first-order harmonic plane from the zero-degree calorimeters, \( \psi_{\text{ZDC}} \), and the second-order harmonic plane from the time projection...
The centrality dependencies of the $v_2$ (a) and $\Delta \gamma$ (b) measured with respect to $\psi_{ZDC}$ and $\psi_{TPC}$ from the full-event method. Panel (c) presents the ratios $a$ and $A$. Error bars show statistical uncertainties; the caps indicate the systematic uncertainties.

We used the full-event method where the particles of interest POI and $\psi_{TPC}$ are from two sub-events, and we applied two $\eta$ gaps between the sub-events. The inclusive $\Delta \gamma$ measurements with respect to $\psi_{ZDC}$ and $\psi_{TPC}$ are found to be largely dominated by backgrounds, consistent with conclusions from previous measurements. Because $\psi_{ZDC}$ aligns better with the spectator proton plane and $\psi_{TPC}$ aligns better with the $v_2$ harmonic plane, these measurements can be used to extract the possible CME signals, assuming that the background is proportional to $v_2$ and the magnetic field is determined by the spectator protons. Under these assumptions, the possible CME signals are extracted using the new method in this paper. Some indication of finite signals is seen in 20–50% Au+Au collisions. However, non-flow effects (especially for the full-event method without $\eta$ gap) may still be present that warrant further investigation.
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TABLE I. The inclusive $\langle \Delta \gamma(\psi_{\text{TPC}}) \rangle$ and the extracted $\langle f_{\text{CME}} \rangle$ and $\langle \Delta \gamma_{\text{CME}} \rangle$, averaged over 20–50% and 50–80% centrality ranges in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV from the full-event method (with two POI $p_T$ ranges) and the sub-event method (with two $\eta$ gaps). The first quoted uncertainty is statistical and the second systematic.

| Centrality | Method          | $\langle \Delta \gamma_{\text{inc}} \rangle$ ($\times 10^{-4}$) | $\langle f_{\text{CME}} \rangle$ (%) | $\langle \Delta \gamma_{\text{CME}} \rangle$ ($\times 10^{-4}$) |
|------------|----------------|-------------------------------------------------------------|-------------------------------------|-------------------------------------------------------------|
| 20–50%     | full-event, $p_T=0.2$–2 GeV/$c$ | 1.89 ± 0.01 ± 0.10 | 14.7 ± 4.3 ± 2.6 | 0.40 ± 0.11 ± 0.08 |
|            | full-event, $p_T=0.2$–1 GeV/$c$ | 1.48 ± 0.01 ± 0.07 | 13.7 ± 6.2 ± 2.3 | 0.29 ± 0.13 ± 0.06 |
|            | sub-event, $\Delta \eta_{\text{lab}}=0.1$, $p_T=0.2$–2 GeV/$c$ | 2.84 ± 0.01 ± 0.15 | 8.8 ± 4.5 ± 2.4 | 0.27 ± 0.17 ± 0.12 |
|            | sub-event, $\Delta \eta_{\text{lab}}=0.3$, $p_T=0.2$–2 GeV/$c$ | 2.94 ± 0.01 ± 0.15 | 6.3 ± 5.0 ± 2.5 | 0.23 ± 0.19 ± 0.14 |
| 50–80%     | full-event, $p_T=0.2$–2 GeV/$c$ | 6.31 ± 0.03 ± 0.38 | 0.3 ± 2.5 ± 3.3 | 0.12 ± 0.21 ± 0.40 |
|            | full-event, $p_T=0.2$–1 GeV/$c$ | 5.19 ± 0.04 ± 0.33 | 4.6 ± 3.4 ± 7.3 | 0.37 ± 0.23 ± 0.41 |
|            | sub-event, $\Delta \eta_{\text{lab}}=0.1$, $p_T=0.2$–2 GeV/$c$ | 8.72 ± 0.06 ± 0.41 | -4.2 ± 3.4 ± 2.6 | -0.36 ± 0.36 ± 0.43 |
|            | sub-event, $\Delta \eta_{\text{lab}}=0.3$, $p_T=0.2$–2 GeV/$c$ | 8.89 ± 0.07 ± 0.40 | -4.6 ± 3.9 ± 2.7 | -0.46 ± 0.43 ± 0.45 |

FIG. 3. The flow-background removed $\langle f_{\text{CME}} \rangle$ (a) and $\langle \Delta \gamma_{\text{CME}} \rangle$ (b) signal in 50–80% (open markers) and 20–50% (solid markers) centrality Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV, extracted by various analysis methods (FE: full-event, SE: sub-event) and kinematic cuts. Error bars show statistical uncertainties; the caps indicate the systematic uncertainties.
