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Abstract
In this work, we present an optimization-based trajectory tracking solution for multirotor aerial robots given a geometrically feasible path. A trajectory planner generates a minimum-time kinematically and dynamically feasible trajectory that includes not only standard restrictions such as continuity and limits on the trajectory, constraints in the waypoints, and maximum distance between the planned trajectory and the given path, but also restrictions in the actuators of the aerial robot based on its dynamic model, guaranteeing that the planned trajectory is achievable. Our novel compact multi-phase trajectory definition, as a set of two different kinds of polynomials, provides a higher semantic encoding of the trajectory, which allows calculating an optimal solution but following a predefined simple profile. A Model Predictive Controller ensures that the planned trajectory is tracked by the aerial robot with the smallest deviation. Its novel formulation takes as inputs all the magnitudes of the planned trajectory (i.e. position and heading, velocity, and acceleration) to generate the control commands, demonstrating through in-lab real flights an improvement of the tracking performance when compared with a controller that only uses the planned position and heading. To support our optimization-based solution, we discuss the most commonly used representations of orientations, as well as both the difference as well as the scalar error between two rotations, in both tridimensional and bidimensional spaces $SO(3)$ and $SO(2)$. We demonstrate that quaternions and error-quaternions have some advantages when compared to other formulations.
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1 Introduction

1.1 Motivation

Multiple studies, [57], foresee a great number of civilian applications of multirotor aerial robots (also called drones or Unmanned Aerial Vehicles, UAVs), such as their integration in smart cities [40], or aerial inspection [9], among others. Most of these applications are either under research and development as prototypes or they are still simply concepts. Only a few of them have already become a reality that some service provider companies are commercially exploiting by use the multirotor aerial vehicles in a remotely piloted way with a low-level of autonomy. Despite showing great potential, a high-level of autonomy is required to make most of the applications become a reality, as well as to increase the efficiency, usability, and safety of the already existing ones.

Recent advances in fully autonomous architectures and software frameworks like Aerostack [48, 49], have demonstrated the high level of autonomy [11] required to fully integrate aerial robots in daily use. Nevertheless, there are still multiple open research problems that limit the use of aerial robots. Two important ones are motion planning [19] and control [4, 35]. There are two different motion control tasks in robotics that sometimes are confused in the literature and need to be differentiated: path following and trajectory tracking. Paraphrasing [3], in path-following, the robot is required to converge to and follow a path that is specified without
a temporal law. On the other hand, in trajectory-tracking, the robot has to reach and follow a time parameterized reference. A trajectory is, therefore, defined as a time parameterized reference (i.e., a geometric path with an associated timing law).

Similarly, it needs to be distinguished between two different motion planning tasks: path planning and trajectory planning. In path planning, the goal is to generate geometrically feasible (e.g. collision-free) paths, i.e. without time parametrization. In trajectory planning, not only geometric feasibility is considered, but also kinematic and dynamic limits are taken into account to generate a trajectory.

To solve the problem of motion planning and control, we adopt a frequently seen approach in the literature,[26, 38, 46, 51], by combining three different components: (1) a collision-free geometric path planner, (2) a trajectory planner that computes a feasible trajectory from the previously given path, considering the restrictions of the kinematic and dynamic model of the robot, and (3) a controller for the trajectory tracking.

1.2 Problem Formulation and Objectives

In this work, we assume to have a geometrically feasible (e.g. collision-free) path given by a geometric path planner such as [51, 52]. This path, $P$, is defined as a discrete set of waypoints, $W_i$, that encode the desired position and heading of the aerial robot, as displayed in Fig. 1. The initial position of the robot is considered as the first waypoint.

A trajectory planner must generate a trajectory, $L$, used by a trajectory tracking controller as a reference, following an efficiency criterion. This trajectory consists of the relationship between time and the desired values of the position, heading of the aerial robot and all their derivatives, which the robot has to track. The trajectory has to pass through the waypoints and it must follow the given path, with a user-defined bounded maximum distance between the planned trajectory and the given path to avoid collisions with the obstacles of the environment, as a requirement for industrial-oriented applications. It has also to be feasible (kinematically and dynamically) by the robot.

A trajectory tracking controller has the responsibility of the generation of the control commands that ensure the generated trajectory, $L$, is tracked by the aerial robot with the smallest deviation, correcting the effect of the disturbances through the estimated state of the aerial robot.

1.3 Contributions and Outline

In this paper, we present our latest advances in trajectory tracking. This work is the natural continuation of our previous study [50], where we presented our research on optimization-based trajectory planning. Back then, we validated our proposed trajectory planner with in-lab real flight experiments using a trajectory controller that combined a fuzzy-logic based feedback component with a feed-forward component that was taking advantage of the planned trajectory.

As the first contribution of this work, we present a multi-phase trajectory definition as a set of two different kinds of polynomials (i.e. acceleration/deceleration and constant velocity), more suitable for real applications such as inspection or package delivery, unlike other research-oriented aggressive maneuvers shown in the literature (e.g. [38]). This definition provides a higher semantic encoding of the trajectory which allows calculating, without loss of flexibility, an optimal solution but following a predefined simple profile. When comparing to our previous work, we have reformulated this definition, to reduce the number of parameters needed to describe the trajectory by implicitly including the continuity restrictions.

Secondly, we have reformulated our previous optimization-based trajectory planning solution from a given path. Our formulation is still based on total time minimization, instead of energy or snap. Our planner includes restrictions such as continuity of the trajectory (i.e. class $C^\infty$), limits on velocity, and higher-order derivatives, constraints in the waypoints, and maximum distance between the planned trajectory and the given path. Our new formulation considers the aforementioned restrictions as well as additional restrictions in the actuators of the aerial robot by using its dynamic model, relaxing the dependence of setting robot-feasible limits on the trajectory values (i.e. velocity, acceleration, jerk, etc.), and guaranteeing that the planned trajectory will be achievable by the robot.

Third, we present our optimization-based Model Predictive Controller (MPC) for trajectory tracking. Our new approach takes from the planner, at each sample time, all the magnitudes of the planned trajectory (i.e. position and heading, velocity, and acceleration) as well as the control command references computed using the planned trajectory, for all the steps in the prediction horizon. As confirmed by
our in-lab real flight experiments, our formulation has a better performance when compared with a controller that only uses the planned position and heading.

As the final contribution, to support our optimization-based solution in both the planner and controller, we analyze the most commonly used formulations to represent orientations and their kinematic relationships in the tridimensional space $SO(3)$ and in the bidimensional space $SO(2)$. We also include the mathematical formulations to compute difference between two rotations as well as the definition of a scalar error between two orientations, which is needed in optimization-based problems involving rotations. As discussed in the experimental part, our formulation uses quaternions and error-quaternions, as it has some advantages when compared to other formulations.

The remainder of the paper is organized as follows: Section 2 discuses the existing related works. Sections 3 and 4 includes the mathematical formulations to work with orientations in the tridimensional space $SO(3)$ and in the bidimensional space $SO(2)$. Section 5 describes the aerial robot model, whereas Section 6 defines the trajectory model used, to formulate later in Section 7 our proposed trajectory planner by means of an optimization problem. In Section 8 the model predictive trajectory tracking controller is presented. An evaluation and discussion of the results of this work are done in Section 9. Finally, Section 10 concludes the paper and points out some future lines of work. In addition to this, Appendices A and B provide extra information regarding the trajectory definition and the evaluation, respectively.

2 Related Work

The field of trajectory tracking from a given collision-free path is a recurrent topic found in the literature. Most of the existing works divide the trajectory tracking task into two parts: trajectory planning (Section 2.1), and trajectory tracking control (Section 2.2).

2.1 Trajectory Planning

Regarding the trajectory planning task, it is worth to mention two different kinds of works that unfortunately are often confused and mixed in the literature: (1) path smoothing and (2) trajectory planning. The first set of works, path smoothing, generate a smoother path given a desired (collision-free) path. The generated smooth path is computed following particular design criteria. In [58], a continuous curvature path smoothing algorithm for fixed-wing aerial robots is presented. In [26, 27], the authors propose a splines-based optimization to plan a path for multirotor aerial robots. In [27] the path is planned over a grid, whereas in [26], the path is planned with the help of Voronoi diagrams. The outcome of these works is not a trajectory, but simply a smooth path, i.e. there is no time dependence and therefore, velocity and higher-order derivatives are not computed. The main drawback of these approaches is that kinematic and dynamic constraints, e.g. velocity and acceleration bounds and continuity, are not guaranteed to be satisfied, and only the curvature of the path is considered.

If we consider only the trajectory planning problem itself, as the generation of time parameterized references given desired paths, different application domains should be analyzed to have a complete overview of the state of the art, since most of the ideas are exportable from one field to another. One of the first application domains and still a quite active one is comprised of the robotic manipulators: In [22], the authors generate smooth velocity and acceleration-bounded trajectories for robotic manipulators by replacing parts of the given path by closed-form time-optimal collision-free segments. In [16, 21, 36], the authors propose an analytical closed-form algorithm for the generation of velocity, acceleration, and jerk-bounded trajectories. The proposed trajectory is formed by a set of polynomials and is defined by different phases, i.e. acceleration increment, sustained acceleration, acceleration decrement, and constant velocity. The waypoints can include any arbitrary desired command, i.e. velocities and accelerations.

Trajectory planning for mobile robots is as well a quite active research field. In [12], the authors present a time-optimal algorithm for velocity planning of wheeled ground robots (e.g. autonomous driving cars). Their proposal discretize the trajectory and apply a closed-form optimization real-time capable method, considering kinematic constraints and some bounds on linear normal acceleration. In [37], the authors propose a kinematically feasible trajectory for fixed-wing aerial robots that connects a series of waypoints.

Multirotor aerial robots have some particular features that make them being different from another kind of mobile robots, as they can move in the 3D space, or they can reach any position in a holonomic way.

In [43], the authors propose a closed-form analytical trajectory planning approach to transition from one state to another state checking feasibility and minimizing the jerk. The planned trajectory is defined as a polynomial. [8] is an extension of the previous work for fully-actuated multirotor aerial robots. In [5–7], the authors propose a closed-form analytical trajectory planning approach from a given path. The trajectory has a multiple phases polynomial definition, like some other works mentioned above. In [5, 6], the proposed trajectory is jerk-bounded but jerk discontinuous. Despite being faster, and more suitable for real-time applications, having a closed-form analytical solution limits
the versatility of the trajectory planning, being impossible to add newer constraints such as the maximum distance between the trajectory and the original path, a dynamic model of the aerial robot, or certain requirements of the waypoints.

Another approach to trajectory planner for multirotor aerial robots is based on optimization algorithms. In [1, 38, 46], an optimization-based trajectory planning approach for multirotor aerial robot is presented. The trajectory is defined as a set of polynomials. Differential flatness is used to model the robot. Authors of [46] incorporate a collision-free check, while [1] simply impose some distance to path limitations in certain discrete trajectory parts. In [38, 46], the snap is minimized, whereas in [1] the energy (acceleration) is optimized but with the requirement to have a continuous snap. These works are very suitable for aggressive maneuvers, but the fact of not imposing distance to path restrictions difficult its usage in cluttered environments. Moreover, in [1, 38], the time to pass for the waypoints is imposed externally and not computed by the planner.

Interestingly, trajectory planning has been extended to multi-robot applications. In [23, 55], the authors combine a collision-free path planner with an optimization-based trajectory planner using a polynomial description of the trajectory.

Finally, it is worth to mention that there exist some approaches that combine in the same component the trajectory planner and the trajectory tracking controller, taking advantage of optimization-based control techniques.

For example, [42] propose a Model Predictive based Control (MPC), to make the multirotor aerial robot transition from the current state to another given state. Despite the proposed controller is generating a (discretized) trajectory for this transition, it cannot be fully compared with a trajectory planner since it does only consider one desired state and not a full path. The main drawback of these approaches is the tightness between the trajectory planner and the controller. This enforces the need for constantly re-planning at the control frequency which is unachievable for long and complex trajectories. Therefore, despite being theoretically feasible, it is not currently achievable in real-time, being this the main reason to have two different components, one for planning and another one for control.

### 2.2 Trajectory Tracking Control

Trajectory tracking control of multirotors has been an active topic of research during the last decade, as surveyed in [32]. Specifically, Model Predictive Control (MPC) approaches have shown to outperform traditional approaches in terms of tracking performance and robustness [41]. To increase the tracking performance, a cascade control hierarchy is often used, where feed-forward control commands are given to the MPC algorithm as control references. For instance, in [28] they design a hierarchical control structure for aerial robots where a linear quadratic regulator provides a steady-state reference to a model predictive controller to perform aggressive attitude tracking of aerial robots. Unlike our work, they don’t incorporate heading control in the MPC approach, which limits its planning capabilities when the planned trajectory involves heading maneuvers. In [44] they present a unified trajectory optimization framework based on model predictive control, where a sequential linear quadratic trajectory optimization is performed to generate a steady-state reference state. However, they do not include control saturations nor path constraints. In [2, 53] they perform inversion-based position control and trajectory following for micro aerial vehicles, but they do not include control saturations nor path constraints since they employ a linear quadratic regulator for position control. In [29] linear and nonlinear MPC for trajectory tracking are compared, computing a feed-forward control reference from the planned acceleration. However, the heading is not controlled by the MPC algorithm, which leads to prediction errors when wide heading maneuvers are needed.

The use of unit quaternions for attitude representation is limited in the MPC literature on aerial robots. To properly employ this representation one must define integration and error functions based on the quaternion algebra. However, different works make use of standard algebra and a post-normalization as a workaround. In [18] the quaternion kinematics are considered in an MPC approach to include perception objectives into the optimal control problem. However, the attitude error is posed as a difference of quaternions, which is an ill-defined notion since unit quaternions are closed under composition, not sum or difference. Outside of the optimization-based control, there are different works with a proper quaternion-based error formulation. For instance, in [15] they formulate a quaternion-based error vector by extracting the eigenaxis rotation, and in [56] they induce error formulations from rotation matrices. However, these methods lack control saturations and path constraints.

### 3 Representation of Rotations in SO(3)

In this section we compile some mathematical properties relative to the representation of orientations in the tridimensional space $SO(3)$. Most of the information here presented has been carefully extracted and summarized from multiple sources that deeply address the previously mentioned problem. Some of the used sources include [20], [24], [31], [59], and specially [54].
The reader must note that this section has been included to create a self-contained paper that is easy to follow and understand, but it could be partially skipped if the reader is familiar with the topic. Special attention requires Section 3.3, which presents, as part of this work’s contributions, two proposals on how to compute a scalar error between two orientation for optimization problems.

### 3.1 Orientation of a Rigid Body

The orientation of a rigid body, B, in an inertial reference frame, W, can be represented using multiple different formalisms.

One widely used formalism is the unit quaternion, also called rotation quaternion:

\[
q = \begin{bmatrix}
q_w \\
q_v
\end{bmatrix} =
\begin{bmatrix}
q_w \\
q_x \\
q_y \\
q_z
\end{bmatrix}
\]  

(1)

where \(q_w\) is the scalar part, and \(q_v\) is the vectorial part of the quaternion.

Quaternions follow a well defined particular algebra which extends the two-dimensional complex numbers to four dimensions. Unit quaternions are a sub kind of quaternions that have a unitary norm, i.e. \(\|q\| = 1\) and that are used to represent orientations, being possible to use their algebra to easily carry out geometric transformations, e.g. rotations composition or rotation inversion. Therefore, unit quaternions represent rotations on the tridimensional space \(SO(3)\) using four variables and one constraint. Unit quaternions allow having a continuous and singularity-free representation of the orientation of the body (unlike for instance Euler angles) with a reduced number of variables (unlike rotation matrices). Nevertheless, unit quaternions do not represent the rotation uniquely, being \(q\) and \(-q\), two valid representations of the same orientation.

The Euler’s rotation theorem states that any rotation can be expressed as a single rotation of an angle \(\phi\) about an axis \(u\). This rotation formalism is called axis-angle representation. The rotation axis \(u \in \mathbb{R}^3\) is a unitary vector. The rotation angle is defined as \(\phi \in \mathbb{R}\), and therefore, there are infinite axis-angle values that correspond to the same rotation. We define the rotation angle \(\psi \in \mathbb{R}_{[-\pi, \pi]}\), as the rotation angle that has the minimum absolute value of all the ones that encode the same orientation. Therefore, all the rotation angles with the value \(\phi = \psi + 2 \cdot \pi \cdot k\), for any integer \(k\), \(\forall k \in \mathbb{Z}\), encode exactly the same rotation. It is worth to highlight that the axis-angle representation, similarly than quaternions, requires four variables and one constraint to represent the tridimensional space \(SO(3)\).

The rotation vector, also called Euler vector, is computed from the axis-angle representation as:

\[
\phi = \phi \cdot u
\]  

(2)

Similarly than the axis-angle, infinite rotation vectors correspond to the same rotation. Concretely, all the rotation vectors of length \(\phi = \psi + 2 \cdot \pi \cdot k\), for any integer \(k\), \(\forall k \in \mathbb{Z}\), encode exactly the same rotation. The reader must note that rotation vectors only require three variables to represent rotations on the tridimensional space \(SO(3)\), nevertheless, unlike quaternions, performing geometric operations with them is not straightforward.

The axis-angle representation can be calculated from the rotation vector as:

\[
\phi = \|\phi\|
\]  

(3)

\[
u = \frac{\phi}{\|\phi\|}
\]  

(4)

Nevertheless, as the reader may have noticed, it can only be computed in the case that \(\phi \neq 0\), being otherwise undefined the rotation axis \(u\).

The unit quaternion can be calculated from the axis-angle rotation and the rotation vector, using the following relationships:

\[
q = \begin{bmatrix}
q_w \\
q_v
\end{bmatrix} = \begin{bmatrix}
\cos \frac{\phi}{2} \\
\sin \frac{\phi}{2} \cdot u
\end{bmatrix} = \begin{bmatrix}
\cos \frac{\|\phi\|}{2} \\
\sin \frac{\|\phi\|}{2} \cdot v
\end{bmatrix}
\]  

(5)

which is only valid for the rotation vector, in the case of \(\phi = \|\phi\| \neq 0\).

In the case of a small rotation, \(\phi \approx 0\), then, the unit quaternion can be approximated to:

\[
q = \begin{bmatrix}
q_w \\
q_v
\end{bmatrix} = \begin{bmatrix}
\cos \frac{\phi}{2} \\
\sin \frac{\phi}{2} \cdot u
\end{bmatrix} \approx \begin{bmatrix}
1 \cdot \frac{1}{2} \cdot \phi \\
\phi \cdot u
\end{bmatrix} = \begin{bmatrix}
1 \\
\frac{1}{2} \cdot \phi
\end{bmatrix}
\]  

(6)

It is important to highlight that it is required that \(q_w = \cos \frac{\phi}{2} \geq 0\), i.e. \(\phi \in [-\pi, \pi] + 2 \cdot \pi \cdot k\), \(k \in \mathbb{Z}\). Otherwise, we need to use the equivalent quaternion \(-q\).

The rotation vector and the axis-angle can be computed from Eq. 5 using the following expression:

\[
\phi = 2 \cdot \arctan \left( \frac{\|q_v\|}{q_w} \right) \cdot \frac{q_v}{\|q_v\|}
\]  

(7)

which is valid only if \(\|q_v\| \neq 0\).

In case that \(\|q_v\| \approx 0\), the small rotation approximation presented in Eq. 6 can be used, obtaining:

\[
\phi \approx 2 \cdot q_v
\]  

(8)

### 3.2 Difference Between Two Orientations

The rotation existing between two different orientations can be represented employing the quaternion difference. The
quaternion difference, \( \delta q \), encodes the difference between the two quaternions \( q_a \) and \( q_b \) and it is calculated as:

\[
\delta q = q_a^* \otimes q_b
\] (9)

where \( q_a^* \) is the conjugate of \( q_a \) and \( \otimes \) is the quaternion product.

To overcome the fact that the quaternions use four variables to represent the tridimensional space \( SO(3) \), the rotation vector of the quaternion difference, \( \delta \phi \), can be used following Eqs. 7 and 8.

The rotation vector obtained from a quaternion difference, applying the small rotation angle approximation presented in Eq. 6, is often called in the literature error-quaternion, \( \delta \theta \), as:

\[
\delta q = \begin{bmatrix} \delta q_w \\ \delta q_v \end{bmatrix} \approx \begin{bmatrix} 1 \\ \frac{1}{2} \delta \theta \end{bmatrix} \Leftrightarrow \delta \theta \approx 2 \cdot \delta q_v
\] (10)

The approximation presented in Eq. 10, is often used for non small angles, \( |\delta \phi| > 0 \). In this case, it is needed to take into account the same consideration mentioned in Eq. 6 that \( \delta q_w = \cos \frac{\delta \phi}{2} \geq 0 \), and otherwise, we need to use the equivalent quaternion \(-\delta q\).

### 3.3 Scalar Error Between Two Orientations

When dealing with optimization problems, it is often needed to have a scalar magnitude, e.g. for the cost function, representing the difference between two orientations, e.g. the current and the desired orientations in control problems.

A first possibility is to compute the norm of the rotation vector difference, \( \|e\phi\|^2 = e\phi^T \cdot e\phi = 4 \cdot \arctan^2 \left( \frac{\|q_v\|}{\delta q_w} \right) \) (11)

The reader must note that this expression is valid for all the values of the quaternion \( \delta q \), no matter the value of \( \|q_v\| \), unlike Eq. 7 and 8.

Another option is to use the error-quaternion, \( \delta \theta \), obtaining:

\[
e\theta = \|\delta \theta\|^2 = \delta \theta^T \cdot \delta \theta = 4 \cdot \delta q_v^T \cdot \delta q_v
\] (12)

The reader must note that in this case, no special precaution has to be adopted, unlike Eq. 10.

Other possibilities have been studied in the literature, as the function \( \Psi \) proposed in Eq. 8 of [34], which is proportional to our \( e\phi \), or the function \( \Psi \) proposed in Eq. 9 of [33], which has a certain resemblance to our \( e\phi \).

### 3.4 Time-Derivatives of the Orientation

The angular velocity of the rigid body in coordinates of the inertial reference frame, is defined as the time derivative of the rotation vector of the body:

\[
\omega = \frac{d\phi}{dt} = \frac{d}{dt} (\phi \cdot u)
\] (13)

The relation between the unit quaternion that represents the orientation of a rigid body and its angular velocity is:

\[
\dot{q} = \frac{d}{dt} q = \frac{1}{2} \cdot \bar{\omega}_B^W \otimes q = \frac{1}{2} \cdot q \otimes \bar{\omega}_B^W
\] (14)

where \( \bar{\omega}_B^W = \omega \) represents the angular velocity of the body in coordinates of the inertial reference frame; \( \bar{\omega}_B^W \) represents the angular velocity of the body in coordinates; \( \bar{\omega} \) represents the pure quaternion associated to the angular velocity \( \omega \); and \( \otimes \) is the quaternion product.

The \( l \)-th derivative of the orientation of the body in the inertial reference frame is given by:

\[
\omega^{(l-1)} = \frac{d^{(l-1)}}{dt^{(l-1)}} \omega = \begin{bmatrix} \frac{do^{(l-1)}}{dt^{(l-1)}} \\ \frac{do^{(l-1)}}{dt^{(l-1)}} \\ \frac{do^{(l-1)}}{dt^{(l-1)}} \end{bmatrix}, \quad \forall l \in \mathbb{N}, \quad l > 1
\] (15)

### 4 Representation of Rotations in \( SO(2) \)

The tridimensional space \( SO(3) \) can be reduced to the bidimensional space \( SO(2) \) in the case we only interested in considering the yaw angle, omitting the value of the other two angles. As presented in Section 5, this is the case, when using some differential flatness properties of multirotor aerial robots.

Along this section, we present some mathematical properties relative to the representation of orientations in \( SO(2) \), by adapting the ones developed in Section 3. The mathematical tools introduced in this section represent the foundations of the following sections when dealing with orientations.

### 4.1 Orientation of a Rigid Body

In the case that we omit the value of the pitch and roll angles, retaining only the value of the yaw, the unit quaternion, \( q \), that represents the attitude of the body, \( B \), in the inertial reference frame, \( W \), presented in Eq. 1, has the following shape:

\[
q = \begin{bmatrix} q_w \\ 0 \\ 0 \end{bmatrix}
\] (16)
The attitude of the rigid body can be, therefore, represented by the following simplified unit quaternion, \( \tilde{q} \):

\[
\tilde{q} = \begin{bmatrix} q_w \\ q_x \\ q_y \\ q_z \end{bmatrix}
\]

and therefore, it requires two values and one restriction to represent rotations in \( SO(2) \).

In the case of the angle-axis representation, the rotation axis is simplified to \( u = [0, 0, 1]^T \), and therefore the rotation vector is simplified to:

\[
\phi = \phi \cdot u = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \begin{bmatrix} \phi \end{bmatrix}
\]

and therefore, the rotation vector in \( SO(2) \) is a scalar magnitude, \( \phi \).

As mentioned in Section 3, the rotation angle is defined as \( \phi \in \mathbb{R} \), and therefore, there are infinite axis-angle values that correspond to the same rotation. Similarly, we extend the definition of the rotation angle \( \psi \in \mathbb{R}_{(-\pi, \pi)} \), as the rotation angle that has the minimum absolute value of all the ones that encode the same orientation as all the infinite possible values of \( \phi \). Therefore, all the rotation angles with the value \( \phi = \psi + 2 \cdot \pi \cdot k \), for any integer \( k \), \( \forall k \in \mathbb{Z} \), encode exactly the same rotation. This rotation angle, \( \phi \), is equivalent to the yaw angle used in aviation and aerial robotics.

We define the orientation value, \( p_\psi \in \mathbb{R} \), as the rotation angle that encodes the total angular state of the rigid body, i.e. it encodes the total angle rotated by the body since its initial state has been defined. It is, therefore, a continuous real number, unlike the previously defined rotation angles \( \psi \) or \( \phi \).

Following Eq. 5, the simplified unit quaternion can be calculated from the rotation vector as:

\[
\tilde{q} = \begin{bmatrix} q_w \\ q_x \\ q_y \\ q_z \end{bmatrix} = \begin{bmatrix} \cos \left( \frac{1}{2} \cdot \phi \right) \\ \sin \left( \frac{1}{2} \cdot \phi \right) \end{bmatrix} = \begin{bmatrix} \cos \left( \frac{1}{2} \cdot \psi \right) \\ \sin \left( \frac{1}{2} \cdot \psi \right) \end{bmatrix}
\]

(20)

The reader must note that \( q_w \) is always positive when computed using the angle \( \psi \) as \( \psi \in \mathbb{R}_{(-\pi, \pi)} \), what is not always the case when computed using \( \phi \). Nevertheless, both simplified unit quaternion represent the same rotation.

The yaw angle, \( \psi \), represented by a simplified quaternions, can be obtained from Eq. 20, as:

\[
\psi = 2 \cdot \arctan \left( \frac{q_x}{q_w} \right)
\]

(21)

Similarly, the simplified unit quaternion can be computed from the orientation value, \( p_\psi \), as:

\[
\tilde{q} = \begin{bmatrix} q_w \\ q_x \\ q_y \\ q_z \end{bmatrix} = \begin{bmatrix} \cos \left( \frac{1}{2} \cdot p_\psi \right) \\ \sin \left( \frac{1}{2} \cdot p_\psi \right) \end{bmatrix}
\]

(22)

The reader must note that the simplified quaternion \( \tilde{q} \) can be calculated from the orientation value \( p_\psi \), but not the other way around. Equation 19 is, therefore, a surjection \( \tilde{q} = f(p_\psi) \).

Finally, combining Eq. 21 and 22, the yaw angle, \( \psi \), can be computed from the orientation value, \( p_\psi \), as:

\[
\psi = 2 \cdot \arctan \left( \frac{1}{2} \cdot p_\psi \right)
\]

(23)

Similarly than Eq. 22, Eq. 23 is a surjection.

The reader must note that the simplified quaternion, \( \tilde{q} \), the yaw angle, \( \psi \), and the orientation value, \( p_\psi \), represent the same orientation (see Fig. 2). It is important to remember that the orientation value, \( p_\psi \), cannot be calculated from the other two representations, while the other two representations can be calculated from any other representation.

### 4.2 Difference Between Two Orientations

Equation 9 for the quaternion difference is simplified to:

\[
\delta \tilde{q} = \tilde{q}_a \otimes \tilde{q}_b = \begin{bmatrix} q_{aw} \\ q_{aw} \cdot q_{bw} + q_{az} \cdot q_{bz} \end{bmatrix} = \begin{bmatrix} \delta q_w \\ \delta q_z \end{bmatrix}
\]

(24)
Combining Eq. 22 and 24, the quaternion difference is calculated in terms of the orientation value as:

$$\delta \hat{q} = \hat{q}_a \otimes \hat{q}_b = \begin{bmatrix} \cos \left( \frac{1}{2} \cdot (p_b \psi - p_a \phi) \right) \\ \sin \left( \frac{1}{2} \cdot (p_b \psi - p_a \phi) \right) \end{bmatrix}$$ (25)

Similarly, combining (20) and (24), the quaternion difference is calculated in terms of the yaw angle as:

$$\delta \hat{q} = \hat{q}_a \otimes \hat{q}_b = \begin{bmatrix} \cos \left( \frac{1}{2} \cdot (\psi_b - \psi_a) \right) \\ \sin \left( \frac{1}{2} \cdot (\psi_b - \psi_a) \right) \end{bmatrix}$$ (26)

The error-quaternion can be calculated for the simplified quaternions, following Eq. 10, as:

$$\delta \hat{q} = \begin{bmatrix} \delta q_w \\ \delta q_z \end{bmatrix} \approx \begin{bmatrix} 1 \\ \frac{1}{2} \cdot \delta \theta \end{bmatrix} \leftrightarrow \delta \theta \approx 2 \cdot \delta q_z$$ (27)

which, as mentioned before, requires $\delta q_w \geq 0$, otherwise, the quaternion $-\hat{q}$ must be used.

Combining (27) and (26), the error-quaternion is calculated in terms of the yaw angle, $\psi$, as:

$$\delta \theta \approx 2 \cdot \sin \left( \frac{1}{2} \cdot (\psi_b - \psi_a) \right)$$ (28)

where, in this case, $\delta q_w = \cos \left( \frac{1}{2} \cdot (\psi_b - \psi_a) \right) \geq 0$ is always satisfied.

Similarly, combining (27) and (25), the error-quaternion is calculated in terms of the orientation value, $p_\phi$, as:

$$\delta \theta \approx \begin{cases} 2 \cdot \sin \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right) & \leftrightarrow \delta q_w \geq 0 \\ -2 \cdot \sin \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right) & \leftrightarrow \delta q_w < 0 \end{cases}$$ (29)

where $\delta q_w = \cos \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right)$.

The yaw angle difference $\delta \psi$ can be calculated as:

$$\delta \psi = 2 \cdot \arctan \left( \frac{\delta q_z}{\delta q_w} \right)$$ (30)

$$= 2 \cdot \arctan \left( \tan \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right) \right)$$ (31)

$$= 2 \cdot \arctan \left( \tan \left( \frac{1}{2} \cdot (\psi_b - \psi_a) \right) \right)$$ (32)

Figure 3 plots the yaw angle difference, $\delta \psi$, and the error-quaternion, $\delta \theta$. As stated in Section 3.2, the error-quaternion approximation is often used for large rotation differences. The reader must note that this approximation is only equivalent to $\delta \psi$, in the environment where $\delta \psi \approx 0$.

### 4.3 Scalar Error Between Two Orientations

The norm of the rotation vector difference, $\delta \phi$, presented in Eq. 11, is simplified to:

$$e_\phi = \| \delta \phi \|^2 = 4 \cdot \arctan^2 \left( \frac{\| \delta q_z \|}{\delta q_w} \right)$$ (33)

$$= 4 \cdot \arctan^2 \left( \tan \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right) \right)$$ (34)

$$= 4 \cdot \arctan^2 \left( \tan \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right) \right)$$ (35)

The norm of the error-quaternion, $e_\theta$, presented in Eq. 12, is simplified to:

$$e_\theta = \| \delta \theta \|^2 = 4 \cdot \delta q_z^T \cdot \delta q_z$$ (36)

$$= 4 \cdot \sin^2 \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right)$$ (37)

$$= 4 \cdot \sin^2 \left( \frac{1}{2} \cdot (p_b \phi - p_a \phi) \right)$$ (38)

Figure 4 plots both presented scalar rotation errors, the norm of the rotation vector difference, $e_\phi$, and the norm of the error-quaternion $e_\theta$. Since the norm of the error-quaternion, it is only an approximation of the norm of the rotation vector difference, it does not have a good performance when the difference of the rotation angle is not $\delta \psi \approx 0$. 
4.4 Time-Derivatives of the Orientation

The expression of the angular velocity of the rigid body in coordinates of the inertial reference frame, introduced in Eq. 13, is simplified to:

\[ \omega = \frac{d}{dt}(\phi \cdot \mathbf{u}) = \frac{d}{dt} \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} = \frac{d\phi}{dt} \cdot \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \]

being the simplified angular velocity \( \tilde{\omega} = \dot{\phi} = \omega_\psi \).

It is important to highlight that, from Eq. 39, the rotation angle, \( \phi \), is required to be continuous and derivable. To guarantee this derivability, we prefer to define the angular velocity in terms of the orientation value, \( p_\psi \), as:

\[ \omega_\psi = \frac{d}{dt} p_\psi \Rightarrow p_\psi = \int_{t_0}^{t_f} \omega_\psi \cdot dt \quad (40) \]

Equation 14 that relates the unit quaternion with its angular velocity is simplified to:

\[ \frac{d\tilde{q}}{dt} = \frac{1}{2} \cdot \tilde{\omega}_B \otimes \tilde{q} = \frac{1}{2} \cdot \dot{\tilde{q}} \otimes \tilde{\omega}_B \quad (41) \]

Equation 15, to calculate the \( l \)-th derivative of the orientation of the rigid body in the inertial reference frame is simplified to:

\[ \tilde{\omega}^{(l-1)} = \frac{d^{(l-1)}\tilde{\omega}}{dt^{l-1}} = \left[ \frac{d^{(l-1)}\omega_\psi}{dt^{l-1}} \right], \quad \forall l \in \mathbb{Z}, \quad l > 1 \quad (42) \]

Using the algebra of the quaternions, reduced to the case of the simplified quaternion, and considering its unity property when representing rotations, \( \|\tilde{q}\| = 1 \), Eq. 41 is reduced to:

\[ \frac{d\tilde{q}}{dt} = \begin{bmatrix} \frac{d\psi}{dt} \\ \frac{d\theta}{dt} \\ \frac{d\phi}{dt} \end{bmatrix} = \begin{bmatrix} -\frac{1}{2} \cdot \omega_\psi \cdot \sqrt{1 - q_z^2} \\ \frac{1}{2} \cdot \omega_\psi \cdot \sqrt{1 - q_z^2} \end{bmatrix} \quad (43) \]

5 Aerial Robot Model

5.1 Reference Frames

The reference frames involved in the aerial robot modeling are represented in Fig. 1. The world reference frame, \( W \), is arbitrary defined, attached to the ground and being its \( z \)-axis parallel to gravity. The body reference frame, \( B \), is rigidly attached to the center of the robot, being its \( x \)-axis pointing to the front of the platform, and its \( z \)-axis perpendicular to the plane of the rotors. Finally, the robot horizontal reference frame, \( R \), has its origin attached to the center of the platform and its \( x \)-axis is pointing to the front of the platform, but unlike the robot reference frame, its \( z \)-axis remains parallel to gravity, i.e. pitch and roll angles are zero. All the reference frames are right-handed.

5.2 Dynamical Model

The dynamics of multirotor aerial platforms are often modeled, \([17, 38]\), considering their mechanical properties such as its mass, moment of inertia, distance from the axis of rotation of the rotors to the center of the quadrotor, drag coefficient of the propellers, etc., and the fact that it is possible to command directly the desired spinning speed of the rotors.

Since this model very accurately represents the dynamics of multirotor aerial platforms, its complexity is very high, being especially critical the accurate identification of the value of its mechanical properties. In addition, mo,1 are equipped with a robust and efficient autopilot that provides embedded attitude and velocity controllers. A large amount of these industrial autopilots behave, from the final user point of view, like black-boxes with inputs-outputs and configuration parameters. It is therefore impossible to modify these autopilots further than what their manufacturers allow. It is highly uncommon that these autopilots offer the possibility to directly command, from a companion computer connected to it, the desired spinning speed of the rotors.

To overcome the aforementioned difficulties, exploiting the high-performance of the embedded autopilots, the dynamics of multirotor aerial platforms can be represented employing simplified models that include the dynamic

1 DJI webpage: https://www.dji.com
response of the autopilot, as in [10, 53]. In these models, the control command given to the platform is the desired

\[ u = \begin{bmatrix} u_x \\ u_y \\ u_z \\ u_\psi \end{bmatrix} = \begin{bmatrix} u_{xyz} \\ u_\psi \end{bmatrix} \]

(44)

where \( u_j \) represents the desired velocity of the aerial platform in the axis \( j \) of the reference frame attached to the aerial platform that is parallel to the ground (robot horizontal reference frame).

The dynamics of the aerial platform is represented with a simple first-order model as in [10]:

\[ a_R^u = K_v \cdot v_R + K_{u_{xyz}} \cdot u_{xyz} \]

(45)

\[ \alpha_\psi_R = K_\omega \cdot \omega_\psi_R + K_{u_\psi} \cdot u_\psi \]

(46)

where \( v_R \) and \( a_R \) are the linear velocity and acceleration of the robot in robot coordinates. \( \omega_\psi_R \) and \( \alpha_\psi_R \) are the angular velocity and acceleration of the robot in robot coordinates. The robot model parameters are defined as:

\[ K_v = \begin{bmatrix} -\frac{1}{\tau_x} & 0 & 0 \\ 0 & -\frac{1}{\tau_y} & 0 \\ 0 & 0 & -\frac{1}{\tau_z} \end{bmatrix} \]

(47)

\[ K_{u_{xyz}} = \begin{bmatrix} k_x \tau_x & 0 & 0 \\ 0 & k_y \tau_y & 0 \\ 0 & 0 & k_z \tau_z \end{bmatrix} \]

(48)

\[ K_\omega = \begin{bmatrix} -\frac{1}{\tau_\psi} \end{bmatrix} \]

(49)

\[ K_{u_\psi} = \begin{bmatrix} k_{\psi} \tau_\psi \end{bmatrix} \]

(50)

where \( k_i \) and \( \tau_i \) are the gain and time constants of each first-order velocity reference model. The remainder of the model of the aerial platform is calculated by using Kinematic relationships,\(^2\) as follows:

\[ \begin{cases} \dot{p}_R^W = v_R^W \\ \dot{v}_R^W = a_R^W \end{cases} \]

(51)

\[ \begin{cases} \ddot{q}_R^W = \frac{1}{2} \cdot R \circ \dot{q}_R^W \\ \dot{\omega}_\psi_R = a_\psi_R \end{cases} \]

(52)

\[ \begin{cases} v_R^W = \dot{q}_R^W \circ v_R^R \circ (q_R^W)^* = R_R^W \cdot v_R^W \\ a_R^W = \dot{q}_R^W \circ a_R^R \circ (q_R^W)^* = R_R^W \cdot a_R^W \end{cases} \]

(53)

\[ \begin{cases} \omega_{\psi_R}^W = \omega_{\psi_R}^R \\ \alpha_{\psi_R}^W = a_{\psi_R}^R \end{cases} \]

(54)

where \( R_R^W \) is the rotation matrix associated to the simplified quaternion \( \tilde{q}_R^W \). The reader should note the following relationships: \( p_R^W = p_R^W, v_R^W = v_R^W, \) and \( a_R^W = a_R^W \).

The nominal state of the aerial robot platform can be defined using the different rotation conventions presented in Section 4, as one of the following:

\[ x_R = \begin{bmatrix} p_R^W, \ p_{\psi_R}^W, v_R^W, \ \omega_{\psi_R} R^T \end{bmatrix} \]

(55)

\[ = \begin{bmatrix} p_R^W, \ \psi_R^W, v_R^W, \ \omega_{\psi_R} R^T \end{bmatrix} \]

(56)

\[ = \begin{bmatrix} p_R^W, \ \tilde{q}_R^W, v_R^W, \ \omega_{\psi_R} R^T \end{bmatrix} \]

(57)

The reader should note that the state in Eqs. 55 and 56 has dimension 8, while the state in Eq. 57 has dimension 9, as the unit simplified quaternion, \( \tilde{q}_R^W \), comes along with one restriction.

The dynamical model of the aerial robot platform can be reformulated to the standard non-linear state space representation as \( \dot{x}_R = f(x_R, u) \). This representation will be useful for the trajectory controller presented in Section 8.

We define the state difference, \( \delta x \), also called error-state, as the difference between two states, \( x_a \) and \( x_b \), as:

\[ \delta x = x_a \ominus x_b \]

(58)

where \( \ominus \) represents the difference operation between two states, \( x_a \) and \( x_b \), as:

\[ \delta x = [\delta x_1, \delta x_2, \delta x_3, \delta x_4, \delta x_5, \delta x_6, \delta x_7, \delta x_8] \]

(59)

\[ = [\delta p_R^W, \ \delta \tilde{q}_R^W, \ \delta v_R^W, \ \delta \omega_{\psi_R} R]_T \]

(60)

\[ = [\delta p_R^W, \ \delta \psi_R^W, \ \delta v_R^W, \ \delta \omega_{\psi_R} R]_T \]

(61)

The reader should note that the error-state in Eqs. 60 and 61 has dimension 8, while the error-state in Eq. 59 has dimension 9, as the unit simplified quaternion, \( \delta \tilde{q}_R^W \), comes along with one restriction.

5.3 Differential Flatness

According to [17, 38], the dynamics of an underactuated multirotor aerial robot is differentially flat. This means that the states and the inputs appearing in its model can be written as algebraic functions of four carefully selected flat outputs and their derivatives.

A common choice of the flat outputs, [17, 38], are the position of the center of mass of the body of the aerial robot in world coordinates, \( p_B^W = [p_x, \ p_y, \ p_z]^T \), and its
continuous yaw (heading) angle, here represented as the orientation value, \( p_\psi \), introduced in Section 4.1.

This property facilitates the generation of trajectories since any smooth trajectory (with reasonably bounded derivatives, due to actuator limits) in the space of flat outputs can be followed by the aerial robot.

5.4 Control Command References

Due to the differential flatness property presented in the previous Section 5.3, the inputs that appear in the model of an underactuated multirotor aerial robot, can be written as an algebraic function of the flat outputs and their derivatives. These inputs are the control command references needed to follow a given trajectory, and they can be computed by inverting the dynamical model of the aerial robot platform presented in Section 5.2 (45) and (46):

\[
\begin{align*}
\mathbf{u}_{\text{xyz}}^c &= (\mathbf{K}_{\text{u}_{\text{xyz}}})^{-1} \cdot (\mathbf{a}_{R}^c - \mathbf{K}_{v} \cdot \mathbf{v}_R^c) \\
\mathbf{u}_\psi^c &= (\mathbf{K}_{\psi})^{-1} \cdot (\mathbf{a}_R \psi_R^c - \mathbf{K}_\omega \cdot \omega^c)
\end{align*}
\]

(62)  

Thus, we can penalize deviations from the optimal controls by defining the following control error:

\[
\delta \mathbf{u} = \mathbf{u} - \mathbf{u}^c
\]

(64)

The reader must note that these control command references will never perform an accurate trajectory tracking when inputted to the real aerial platform. This is due to the fact that the real dynamics of the aerial robot platform is never going to be perfectly represented by the aforementioned dynamic model, on account of modeling simplifications and errors, as well as unconsidered external disturbances. Therefore, the trajectory tracking task requires a trajectory tracking controller compensating these errors, like the one presented in Section 8.

6 Trajectory Definition

6.1 General Description of the Trajectory

The trajectory, \( L \), is defined as a piecewise set of \( n_s \) segments, \( s_i \), that depend on the time, \( t_i \), which is delimited within a time range, \( t_i \in [t_{i0}, \ t_i f] \):

\[
L = \{s_i(t_i), \ t_i \in [t_{i0}, \ t_i f], \ \forall i \in \{1..n_s\}\}
\]

The number of segments, \( n_s \), of the trajectory, \( L \), depends on the number of waypoints, \( n_w \), of the given path, \( P \).

Carrying out the following change on the time variable:

\[ t_i = t_i - t_{i0}, \ \ t_i \in [0, \Delta t_i = t_i f - t_{i0}] \]

the trajectory, \( L \), is redefined as:

\[
L = \{s_i(t_i), \ t_i \in [0, \Delta t_i], \ \forall i \in \{1..n_s\}\}
\]

All the segments, \( s_i(t_i) \), are defined in the space of the flat outputs, \( \mathbb{R}^3 \times SO(2) \), defined in Section 5.3:

\[
\tilde{s}_i(t_i) : [0, \Delta t_i] \to \mathbb{R}^3 \times SO(2)
\]

(65)

where

\[
\tilde{s}_i(t_i) = \begin{bmatrix} p_{i,x}(t_i) \\
p_{i,y}(t_i) \\
p_{i,z}(t_i) \\
p_{i,\psi}(t_i) \end{bmatrix}, \ \forall i \in \{1..n_s\}
\]

(66)

The value of the orientation, \( \tilde{\psi}_i(t_i) \), is calculated following (22).

Each of the dimension, \( p_{i,j} \) of the segments \( s_i \), being \( j = \{x, y, z, \psi\} \), are defined as polynomial functions of order \( m_j \), i.e. the \( (m_j + 1) \)-th derivative of the position, \( p_{i,j} \), with respect to the time, \( t_i \), is zero:

\[
p_{i,j}(t_i) = \sum_{k=0}^{k=m_j} \left( b_{i,j,k} \cdot t_i^k \right)
\]

(67)

where \( b_{i,j,k} \) are the coefficients of the polynomial.

The \( l_m \)-th time-derivative of the each polynomial is calculated by differentiation of Eq. 67 as:

\[
p_{i,j}^{(l_m)}(t_i) = \frac{d^l u_{p_{i,j}}}{dt_i^{l_m}} = \sum_{k=0}^{k=m_j} \left( b_{i,j,k} \cdot \left( \prod_{l=0}^{k-1} t_i^l \right) \cdot t_i^{k-l_m} \right)
\]

(68)

This definition of the trajectory allows to calculate a trajectory that is continuous up to \( n_d \)-th order, i.e. \( T \in \mathbb{C}^{n_d} \). In other words, all the segments and their derivatives up to the \( n_d \)-th order are continuous.

6.2 Continuity of the Trajectory

As mentioned in Section 6.1, the proposed definition of the trajectory allows to calculate a trajectory that is continuous up to \( n_d \)-th order, i.e. \( T \in \mathbb{C}^{n_d} \).

This continuity imposition, allows to make a distinction in the initial state of every segment: (1) the part that is given by the continuity restriction, \( x_{i,j,0,n_d}(0) \); and (2) the part that is not influenced by the continuity restriction, \( x_{i,j,(n_d+1):m_j}(0) \):

\[
x_{i,j,0,m_i}(0) = \begin{bmatrix} x_{i,j,0,n_d}(0) \\
x_{i,j,(n_d+1):m_j}(0) \end{bmatrix}
\]

(69)

Similarly, the final state of the segment, \( x_{i,j,0,n_d}(\Delta t_i) \), has two parts, and it can be calculated, given its initial state (see Eq. 108 of Appendix A).

The initial state of the segment \( i+1 \), \( x_{i+1,j,0,n_d}(0) \) can be computed applying the continuity property to the final state of the segment \( i \), \( x_{i,j,0,n_d}(\Delta t_i) \).
We have $\forall i = \{1..(n_s - 1)\}$, $\forall j = \{x, y, z, \psi\}$, and $\forall l = \{0..n_d\}$, the following expression:

$$p_{l+1,j}^{(l)} (0) = p_{l,j}^{(l)} (\Delta \tau_l)$$

(70)

and using the compact formulation (see Appendix A):

$$x_{i+1,j,0..n_d} (0) = x_{i,j,0..n_d} (\Delta \tau_l)$$

The reader must note that for the orientation, there is no need to use simplified quaternions when analyzing the continuity of the trajectory, as the orientation values $p_{l,\psi} (\Delta \tau_l)$ and $p_{l+1,\psi} (0)$ can be computed, and since they are continuous variables, they can be compared in the same way than the rest of the magnitudes.

### 6.3 Compact Description of the Trajectory

As mentioned in Section 6.1, every segment $i, \forall i = \{1..n_s\}$, of the trajectory $T$ is represented by four polynomials, $\forall j = \{x, y, z, \psi\}$, of degree $m_j$. Every segment requires, therefore, the following variables to be completely defined:

- The time intervals of the segment, $\Delta \tau_l$.
- The initial state of the segment, $x_l$.
- The coefficients of the polynomials, $b_{l,j}$...

being the number of variables:

$$n_y = \sum_{\forall i} (4 \cdot (m_i + 1) + 1)$$

(71)

The coefficients of the polynomials can be calculated by using the initial state of the segment, $x_{i,j,0..n_d} (0)$, (see Eq. 106 of Appendix A) and therefore, every segment can be completely defined by using:

- The time intervals of the segment, $\Delta \tau_l$.
- The initial state of the segment, $x_{i,j,0..n_d} (0)$.

By imposing the continuity restriction presented in Section 6.2, every segment of the trajectory can be completely defined by using the following simplified set of variables:

- The time intervals of the segment, $\Delta \tau_l$.
- The initial state of the segment that is not influenced by the continuity restriction, $x_{i,j,(n_d+1):m_i} (0)$.

being the number of variables in this case:

$$n_y = \sum_{\forall i} (4 \cdot \max ((m_i - n_d), 0) + 1)$$

(72)

Thanks to this formulation that incorporates the continuity restrictions in the definition, the trajectory can be described more compactly with less number of variables.

The reader must note that the initial state of the segment that is influenced by the continuity restriction can be calculated with the previous segment as presented in Section 6.2. The only exception to this is the computation of the initial state of the first segment of the trajectory, which requires the state in the first waypoint.

### 6.4 Proposed Particular Description of the Trajectory

Our particular trajectory proposal has three segments between every two existing waypoints, which, as explained below, represent three different phases: acceleration, constant velocity, and deceleration. The number of segments is therefore calculated as:

$$n_s = 3 \cdot (n_w - 1)$$

(73)

We propose to have two kinds of polynomial segments, the ones that are connected to the waypoints, and the ones that are not. We have therefore two waypoint connected polynomials, per each intermediate one.

For the waypoint connected polynomials, we propose to force the seventh derivative, i.e. the lock, to be zero, obtaining for the position and the orientation-related value a 6th-degree polynomial, $m_i = 6$, with 7 coefficients per dimension and segment. These segments are used to represent the acceleration and deceleration movements of the robot.

For the intermediate polynomials, we force the second derivative, i.e. the acceleration, to be zero, obtaining for the position and the orientation-related value a 1st-degree polynomial, $m_i = 1$, with 2 coefficients per dimension and segment. These segments are used to represent a constant velocity movement of the robot.

As mentioned in Section 6.1, the definition of the trajectory allows to calculate a trajectory that is continuous up to $n_d$-th order, i.e. $T \in C^{n_d}$. Although our presented solution is general enough, we propose a continuous trajectory, up to third order, $n_d = 3$, that is, the third derivative, i.e. the jerk, is continuous but not derivable.

The advantage of this multi-phase trajectory definition as a set of two different kinds of polynomials (i.e. acceleration/deceleration and constant velocity), is that is more suitable for real applications such as inspection or package delivery, unlike other research-oriented aggressive maneuvers shown in the literature (e.g. [38]). This definition provides a higher semantic encoding of the trajectory which, on the other hand, allows calculating, without loss of flexibility, an optimal solution but following a predefined simple profile.

### 7 Trajectory Planner

The trajectory planner calculates the suboptimal trajectory, $L^*$, defined by the parameters, $x^*_j$, and $\Delta \tau^*$, as illustrated
in Section 6, by solving the following single-objective nonlinear multivariable constrained minimization problem:

\[ x^*_f, \Delta r^* = \arg \min_{x_f \in X, \Delta r \in T} (J(\Delta r)) \]

subject to:

- **Time feasibility:** \(-\Delta r \leq 0\)
- **Continuity of the trajectory:** \(c_i(x_f, \Delta r) = 0\)
- **Waypoints:** \(w(x_f, \Delta r, P) = 0\)
- **Dynamics of the traj.:** \(\|v_T(x_f, \Delta r)\|_2 \leq v_{\max} \leq 0\)
- **Actuators of the robot:** \(u_R(x_f, \Delta r) \leq u_{\max} \leq 0\)
- **Distance to path:** \(d(x_f, \Delta r, P) - d_{\max} \leq 0\)

The proposed optimization problem is detailed in the following Sections 7.1 to 7.5.

### 7.1 Optimization Variables

The optimization variables, \(y\), also called unknowns, gather all the parameters that describe the trajectory, \(L\), introduced in Section 6.3, i.e.: 

- The initial state of the polynomials of the segments that are set to free, \(x_f = \{x^{(k)}_{i,j}(0)\} \in X, \forall i = \{1..n_d\}, \forall f = \{x, y, z, \psi\}\), and \(\forall k = \{(k+1)...m_i\}\), where \(m_i = 6\) for the case of waypoint connected polynomials, and \(m_j = 1\) for the case of intermediate polynomials.
- The time intervals of the segments, \(\Delta r = \{\Delta r_i\} \in T\), \(\forall i = \{1..n_s\}\).

being, therefore, the number of unknowns, \(n_y = 27 \cdot (n_w - 1)\). All the unknowns are real numbers, i.e. \(y \in \mathbb{R}^{n_y}\).

### 7.2 Objective Function

The objective function, \(J(y)\), also called cost function, that has to be minimized, is the total time of the trajectory tracking. It is calculated as

\[ J(\Delta r) = \sum_{\forall i} \Delta r_i \]  

(74)

Other objectives like the minimization of the snap, as in [39], could be included in this objective function. Nevertheless, we will experimentally see in Section 9 that our proposed approach, also influences the snap while minimizing the total time.

### 7.3 Constraints

Two kinds of constraints, \(c_{in}(y) \leq 0\), and \(c_{eq}(y) = 0\), are included in the optimization problem formulation and are detailed below.

#### 7.3.1 Time Feasibility

The time intervals of all the segments, \(\Delta r_i\), must be feasible, i.e. cannot be negative:

\[ \Delta r_i \geq 0, \quad \forall i = \{1..n_s\} \]  

(75)

#### 7.3.2 Continuity of the trajectory

As mentioned in Section 6, the trajectory has to be continuous up to \(n_d\)-th order, i.e. \(T \in C^{n_d}\). In other words, all the segments and their derivatives up to the \(n_d\)-th order (in our case, \(n_d = 3\)) have to be continuous.

The continuity of the trajectory has been implicitly imposed in the trajectory definition (see Section 6.2). Including this constraint explicitly might be useful to overcome the possible issues appearing due to the fact that there are two kind of polynomial with different degree \(m_i\).

We represent this set of restrictions as \(c_i(x_f, \Delta r) = 0\), and are computed following the equations presented in Section 6.2.

#### 7.3.3 Waypoints

The trajectory has to pass through the waypoints of the given path, \(P\). The reader must remember that the waypoint \(n, W_n\), is characterized by is position, \(p_{W_n} = [p_{W_n,x}, p_{W_n,y}, p_{W_n,z}]^T\) and orientation, \(q_{W_n} = [q_{W_n,w}, q_{W_n,x}, q_{W_n,y}]^T\). We represent this set of restrictions as \(w(x_f, \Delta r, P) = 0\).

For the position, we have \(\forall j = \{x, y, z\}, \forall n \in P\), and \(\forall i = \{i_-, i_+\}\). The following expressions:

\[ p_{i-,j}(\Delta r_{i-}) = p_{W_n,j}, \quad p_{i+,j}(0) = p_{W_n,j} \]

Obtaining:

\[ w(x_f, \Delta r, P) = p_{i-,j}(\Delta r_{i-}) - p_{w_n,j} = 0 \]

(76)

\[ w(x_f, \Delta r, P) = p_{i+,j}(0) - p_{w_n,j} = 0 \]

(77)

The value of \(p_{i-,j}(\Delta r_{i-})\) and \(p_{i+,j}(0)\) can be calculated by combining (89) and (106) of Appendix A.

Similarly, for the orientation, we have:

\[ \tilde{q}_{i-,\psi}(\Delta r_{i-}) = \tilde{q}_{w_n}, \quad \tilde{q}_{i+,\psi}(0) = \tilde{q}_{w_n} \]

As presented in Section 4.2, we have two options to compute the reduced dimensionality difference between two rotation:
On the one hand, we can use the yaw angle difference, $\delta \psi$, defined in (30):

$$w(x_f, \Delta \tau, P) = f_{\delta \psi}(\tilde{q}_{i+\psi}(\Delta \tau_i), \tilde{q}_{w_u}) = 0 \quad (78)$$

$$w(x_f, \Delta \tau, P) = f_{\delta \psi}(\tilde{q}_{i+\psi}(0), \tilde{q}_{w_u}) = 0 \quad (79)$$

On the other hand, we can use the error quaternion, $\delta \theta$, defined in Eq. 27:

$$w(x_f, \Delta \tau, P) = f_{\delta \theta}(\tilde{q}_{i+\theta}(\Delta \tau_i), \tilde{q}_{w_u}) = 0 \quad (80)$$

$$w(x_f, \Delta \tau, P) = f_{\delta \theta}(\tilde{q}_{i+\theta}(0), \tilde{q}_{w_u}) = 0 \quad (81)$$

Similarly than before, the value of $\tilde{q}_{i-\psi}(\Delta \tau_i)$ and $\tilde{q}_{i+\psi}(0)$ can be calculated by combining (89) and (106) of Appendix A.

The reader must note that one of the (76) and (77), or (80) and (81), are redundant and therefore might be omitted for simplicity.

### 7.3.4 Dynamics of the trajectory

Certain limits need to be imposed on the dynamics of the trajectory, i.e. limit on velocity, acceleration, jerk, snap, crackle, pop, ... This may be needed due to requirements of the application (e.g. tracking a trajectory with a certain maximum velocity), or due to an incomplete (or too simple) model of the dynamics of the robot that does not consider higher-order derivatives or non-linear limits, as mentioned in Section 5.3.

These limits are represented as

$$\|v_T(x_f, \Delta \tau)\|_2 \leq v_{\text{max}} \|_2$$

Which is equivalent to:

$$c_T(x_f, \Delta \tau, v_{\text{max}}) = \|v_T(x_f, \Delta \tau)\|_2^2 - v_{\text{max}}^2 \leq 0 \quad (82)$$

where $\|v_T(x_f, \Delta \tau)\|_2^2$ can be calculated by combining (97) and (122), with Eq. 106 of Appendix A.

### 7.3.5 Actuators of the robot

The actuators of the robots have physical limits that cannot be exceeded.

The control commands, $u_R(x_f, \Delta \tau)$, are calculated following the dynamic model of the robot expressed in Eqs. 62 and 63, and the following constraints are applied:

$$u_{\text{min}} \leq u_R(x_f, \Delta \tau) \leq u_{\text{max}} \quad (83)$$

Which is equivalent to

$$u_R(x_f, \Delta \tau) - u_{\text{max}} \leq 0 \quad (84)$$

$$u_{\text{min}} - u_R(x_f, \Delta \tau) \leq 0 \quad (85)$$

### 7.3.6 Linear distance to path

The euclidean linear distance between the given path and the position variables of the trajectory has to be lower than the value, $d_{\text{max}}$.

We represent this restriction as $d(x_f, \Delta \tau, P) - d_{\text{max}} \leq 0$, and it is calculated as:

$$\|p_i; (\tau_i) - p_{P_n,n+1}\|_2 \leq d_{\text{max}} \quad (86)$$

$\forall \tau_i \in [0, \Delta \tau], \forall i = [1..n_s]$, and for all the position subpaths, $p_{P_n,n+1}$, that form the complete path $P$. The value $p_i; (\tau_i)$ can be calculated by combining (111) and (106) of Appendix A.

The reader must note that this restriction might only be applied to any user-defined sub-path of the given path $P$.

### 7.4 Initialization

The initialization of the unknowns is essential for the fast convergence of the optimization algorithm to a local minimum. The initial value of the unknowns, $y_0$, has to be feasible from the optimization problem point of view, i.e. it has to fulfill the constraints described in Section 7.3.

We propose an initial trajectory, $L_0$, that exactly follows the given path, $P$, by setting to zero the velocity and all the continuous higher-order derivatives in the waypoints. This means that, between every two waypoints, the three following stages take place: acceleration from zero velocity, constant velocity movement, and deceleration to zero velocity. By definition, this initial trajectory pass through all the waypoints, and the linear distance to the path is zero. The acceleration and deceleration stages are carried out following the limits on the dynamics and actuators of the robot.

The aforementioned initial trajectory, $L_0$, is, therefore, feasible from the optimization problem point of view. It can be calculated analytically but for the sake of brevity, a complete expound of its computation method is omitted.

### 7.5 Recursive sequential optimization

To boost the computation of suboptimal trajectory, the aforementioned large optimization problem can be divided into a set of small optimization problems that can be solved sequentially.

The full path is sequentially divided into sub-paths of three waypoints, solving the optimization problem for only these three waypoints. Once the trajectory is computed for these three waypoints, we advance to the next waypoint of the path, and we solve the optimization problem for the sub-path formed by the previous last two waypoints and the new waypoint. The computed trajectory in every iteration
of the sequence updates the value of the initial trajectory calculated as mentioned in Section 7.4, which is used in the following sequence as the initial sub-trajectory of the small optimization problem. This process continues until the last waypoint is reached.

In order to improve the optimality of the computed trajectory, the full sequential optimization problem is solved again in a recursive way, always using the last computed trajectory, as the initial trajectory of the optimization problem.

A later joint optimization of the full trajectory could be done, using the last computed trajectory, as the initial trajectory of the optimization problem, to improve even more the optimality of the computed trajectory.

8 Trajectory Tracking Controller

To maximize the trajectory tracking performance, we design a Model Predictive Control (MPC) approach that, each sample time, obtains the control commands \( u \) by solving the following optimal control problem (OCP):

\[
\min_{u(t), x(t)} J = \int_{0}^{T} \left( \| \delta x_R(t) \|_P^2 + \| \delta u(t) \|_Q^2 + k s^2 \right) dt \tag{87a}
\]

subject to:

\[
\dot{x}_R(t) = f(x_R(t), u(t)) \tag{87b}
\]

\[
\| q \|_2 = 1 - s \tag{87c}
\]

\[
u_{\text{min}}(t) \leq u(t) \leq u_{\text{max}}(t) \tag{87d}
\]

where \( x_R \) and \( \delta x_R \) are the state and the error-state of the system as defined in Eqs. 57 and 61 respectively. Similarly, the control commands \( u \) and \( \delta u \) are defined in Eqs. 57 and 64 respectively. The state-space formulation of the dynamical model of the aerial robot is included in Eq. 87b, as developed in Section 5.2. The weighting matrices \( P \) and \( Q \), and the weighting scalar \( k \) are tuning parameters for the desired objective function (87a). As discussed by [13], Eq. 87c needs to be included to prevent large violation of the quaternion’s norm during optimization. In this work, we introduce it as a soft constraint [30], where the slack variable \( s \) minimizes the deviations of the quaternion from being unitary.

As a result, the MPC produces a predicted commanded trajectory \( x \) and control commands \( u \) that minimizes the tracking performance along the horizon \( T \). The feasibility of this commanded trajectory is ensured through the dynamical model constraint (87b) and the control saturations (87d).

One of the key facts of this formulation is to include \( \delta u(t) \) instead of \( u(t) \) in the cost function to minimize the deviations from the optimal control command references (computed given the planned trajectory following Eqs. 62 and 63), which improves the tracking performance for two reasons. First, the controller follows feasible time-optimal control references instead of stabilizing ones. Second, the feasible evolution of the control reference improves the convergence of the optimization problem, since the state of the system is closer to the optimal one.

The other key fact is the incorporation of the quaternion algebra developed in Section 4, concretely the results of Eq. 36. This provides a singularity-free attitude control, whose rotation-matrix equivalent has been shown to be asymptotically stable for large attitude deviations [34].

To solve the OCP we employ direct optimization, where the problem is discretized through a multiple-shooting algorithm over \( N \) steps with a 4th order Runge-Kutta integration of the dynamics (87b). This integration scheme The resulting nonlinear program (NLP) is solved through a sequential quadratic programming (SQP) algorithm as described in [14].

9 Evaluation and Results

9.1 Evaluation methodology

The validation of the proposed trajectory tracking approach is done considering two different aspects.

On the one hand, in Section 9.3, we illustrate and evaluate the proposed trajectory planner. We analyze both qualitatively and quantitatively the optimization process of the trajectory planner together with the properties of the calculated trajectories. Additionally, we compare the two different presented options to compute the reduced dimensionality difference between two rotation when applying the waypoints restriction of the trajectory planner (discussed in Section 7.3.3).

We use the concept of the energy value, \( v_{\text{energy}} \), applied to different magnitudes, \( v \), of the trajectory:

\[
v_{\text{energy}} = \int_{0}^{T} \| v(t) \|_2 \cdot dt \tag{88}
\]

On the other hand, we exemplify and evaluate the proposed trajectory tracking controller in Section 9.4 by means of in-lab real flight experiments. We study both qualitatively and quantitatively its different performance when taking advantage of the whole output of the trajectory planner (i.e. pose and higher-order derivatives, and control command references) and when only considering the desired pose.

We use the following well-known four error metrics:

- Mean Squared Error (MSE)
- Root Mean Square Error (RMSE)
- Mean Absolute Error (MAE)
- Max Absolute Error (MaAE)
We have defined two paths for evaluation purposes. Both paths are limited by the dimensions of our flying arena that are $5.5 \times 5.0 \times 4.5 \text{ m}$. The first path is defined by the 8 waypoints presented in Table 1, and can be visualized in Fig. 5. This path emulates a kind of spiral in position, with a constant rotation on the desired robot heading along with the waypoints. This spiral, apart from evolving in the horizontal coordinates, has also changes both up and down in the vertical coordinate $z$.

The second path used for the evaluation is defined by the 10 waypoints listed in Table 2 and it is shown in Fig. 6. This path aims to have a relatively large number of waypoints with a high complexity in the available reduced space, combining in some cases changes between waypoints in just one or two dimensions in a relatively short distance (e.g. $W_1$ to $W_2$ or $W_2$ to $W_3$), together with changes up to the four dimensions in larger distances (e.g. $W_5$ to $W_6$ or $W_6$ to $W_7$).

In both cases, we assume the aerial robot to be initially hovering with a pose that coincides with the first waypoint.

For comparison purposes, our trajectory planner has been configured with two different maximum linear distance to the path, $d_{max}$, (see Section 7.3.6), and with four different sets of limits on the dynamics of the trajectory, $\|v_{max}\|_2$, (see Section 7.3.4). The two maximum linear distance to the path, indicated in Table 3, are named accurate and inaccurate. The four sets of limits on the dynamics of the trajectory, summarized in Table 4, are called Slow, Medium-Slow, Medium-Fast, and Fast.

The total number of trajectories considering the two paths and all the previously mentioned configuration parameters combinations is 16. This number is doubled to 32 when taking into account that we have two different options to compute the reduced dimensionality difference between two rotation when applying the waypoints restriction of the trajectory planner, as discussed in Section 7.3.3.

Despite the limits on the dynamics of the trajectory may seem relatively small, the reader must note that they are quite challenging when considering the reduced size of our flying arena and the comparatively large size of our aerial robot, presented in Section 9.2.

### 9.2 Experimental setup

Our aerial robot platform is a DJI Matrice 100\(^3\) quadrotor (see Fig. 7). It is equipped with a DJI N1 flight controller, that does not only stabilizes the platform but also provides a velocity controller that uses only onboard sensors as feedback (including a DJI Guidance\(^4\)). This autopilot allows us to input a command in terms of the desired velocity of the platform (i.e. linear velocity and heading velocity, both in robot coordinates), unlike [17, 38], where the control commands are the spinning velocity of the motors of the aerial platform. Moreover, our aerial robot platform is equipped with some extra sensors and a companion computer.

The reader might note that our aerial robot (see Fig. 7) is considerably larger and heavier (Size: $890 \times 890 \times 340 \text{ mm}^3$, MTOW: 3600 g.) than the aerial platforms used in works like [1, 38, 46] that focus on aggressive maneuvering (e.g. AscTec Hummingbird\(^5\) Size: $540 \times 540 \times 85.5 \text{ mm}^3$, MTOW: 710 g.). Moreover, the reader must take into consideration, as previously presented in Section 9.1, the substantially small size of our flying arena when compared with the size of our aerial robot (our flying arena is only about 5 times larger than the aerial robot). Figure 8 shows our aerial robot flying autonomously inside our flight arena during an experimental validation test.

---

### Table 1 List of waypoints of the first path used for the evaluation. The path can be visualized in Fig. 5

|      | $W_1$ | $W_2$ | $W_3$ | $W_4$ | $W_5$ | $W_6$ | $W_7$ | $W_8$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|
| $p_x$ (m) | -1.35 | 1.35  | 1.35  | -1.35 | 1.35  | 1.35  | -1.35 | -1.35 |
| $p_y$ (m) | -1.35 | -1.35 | 1.35  | 1.35  | -1.35 | -1.35 | 1.35  | -1.35 |
| $p_z$ (m) | 1.25  | 1.25  | 1.25  | 1.25  | 2     | 2     | 2     | 1.25  |
| $\psi$ (°) | 0     | -90   | 180   | 90    | -90   | 180   | 90    | 0     |

---

![Fig. 5](image-url) 3D view of the first path used for the evaluation. The path is represented with a dashed black line, being its waypoints, listed in Table 1, represented by a circle (position) and a red arrow (heading).

\(^3\)https://www.dji.com/matrice100
\(^4\)https://www.dji.com/guidance
\(^5\)Source: http://www.asctec.de/en/uav-uas-drones-rpas-roav/asctec-hummingbird/
Table 2 List of waypoints of the second path used for the evaluation. The path can be visualized in Fig. 6

|   | $w_1$ | $w_2$ | $w_3$ | $w_4$ | $w_5$ | $w_6$ | $w_7$ | $w_8$ | $w_9$ | $w_{10}$ |
|---|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|
| $p_x$ (m) | -1.5  | 0     | 1.5   | 1.5   | 0     | -1.5  | 1.5   | -1.5  | -1.5  | -1.5   |
| $p_y$ (m) | -1.5  | -1.5  | 0     | 1.5   | 1.5   | -1.5  | 1.5   | -1.5  | -1.5  | -1.5   |
| $p_z$ (m)  | 1.25  | 1.25  | 1.25  | 1.25  | 1.25  | 2     | 2     | 2     | 1.25  |         |
| $\psi$ (°) | 0     | 45    | 45    | 90    | 135   | 180   | 0     | -90   | 0     | 0      |

The values of the parameters $k_j$ and $\tau_j$ presented in Section 5.2, have been calculated empirically, following the procedure described in [10], and are shown in Table 5.

Both the trajectory planner and the trajectory tracking controller have been configured with the control command (i.e. actuator) limits (see Sections 7.3.5 and 8) presented in Table 6. The reader must note that we have set the trajectory controller limits higher than the planner ones, to let the controller a margin to compensate model errors and disturbances and therefore improve the performance of the trajectory tracking.

Figure 9 shows the proposed system architecture for the experimental evaluation. All the components, except the trajectory planner, have been implemented in C++ using ROS [45] as middleware.

Our trajectory planner is executed offline and we have implemented it in MATLAB, using the single-objective nonlinear multivariable constrained minimization solver provided by the function \textit{fmincon}. It has been configured to use the interior-point (IP) method, computing the Hessian by a dense quasi-Newton approximation. The trajectory tracking controller has been implemented using ACADO Toolkit [25], which exports efficient C code to solve the problem (87) efficiently through embedded integrators and sequential quadratic programming (SQP).

We collect information about the state of our aerial platform through an Optitrack motion capture system installed in our flying arena, which provides the measurements of its position and orientation at a frequency of 200 Hz. The state of the robot (i.e. pose and velocity) is estimated using [47].

9.3 Trajectory planning results

In this section, we illustrate and evaluate the proposed trajectory planner, analyzing the optimization process and the properties of the calculated trajectories. Additionally, we compare the two different presented options to compute the reduced dimensionality difference between two rotation when applying the waypoints restriction of the trajectory planner (discussed in Section 7.3.3).

For the first part of this section, the 32 possible trajectories presented in Section 9.1 have been computed using the proposed trajectory planner until the objective has converged to a stable value, or until a maximum number of iterations (i.e. 100) has been reached.

As described in Section 7, the trajectory planner consists of an optimization process that computes a feasible trajectory that minimizes the total time of trajectory. The initial trajectory is computed analytically, and modified over the iterations carried out by the optimizer until the optimum trajectory is found. Figure 10 illustrates this optimization process displaying the first 4 waypoints of the first path, configured with an inaccurate maximum linear distance to the path, and using the error-quaternion, $\delta\theta$, to compute the difference between two rotation.

It can be seen in Fig. 10 that the initial trajectory (depicted in solid red) is coincident with the path (in solid black). The intermediate trajectories (in dashed cyan) computed at different iterations of the optimization process are calculated by increasing the maximum values of the trajectories (e.g. distance to the path) to minimize the total trajectory time. The final optimum computed trajectory (in solid blue) is the one that minimizes the total trajectory time.

Table 3 The two configuration parameters of the trajectory planner for the maximum linear distance to the path, $d_{\text{max}}$

|                     | accurate | inaccurate |
|---------------------|----------|------------|
| $d_{\text{path}}$   | 0.05     | 0.5        |
Table 4 The four set of configuration parameters of the trajectory planner for the limits on the dynamics of the trajectory, $||v_{\text{max}}||_2$

|            | $v_W^R$ | $a_W^R$ | $j_W^R$ | $s_W^R$ | $c_W^R$ | $P_W^R$ |
|------------|---------|---------|---------|---------|---------|---------|
| SLOW (S)   |         |         |         |         |         |         |
|            | (m·s$^{-1}$) | (m·s$^{-2}$) | (m·s$^{-3}$) | (m·s$^{-4}$) | (m·s$^{-5}$) | (m·s$^{-6}$) |
| $\omega_{\text{W}}^R$ | 1 | 2 | 6 | 15 | 90 | 600 |
|            | (rad·s$^{-1}$) | (rad·s$^{-2}$) | (rad·s$^{-3}$) | (rad·s$^{-4}$) | (rad·s$^{-5}$) | (rad·s$^{-6}$) |
| MEDIUM-SLOW (MS) | | | | | | |
| $\omega_{\text{W}}^R$ | 1.5 | 3 | 9 | 27 | 135 | 810 |
|            | (rad·s$^{-1}$) | (rad·s$^{-2}$) | (rad·s$^{-3}$) | (rad·s$^{-4}$) | (rad·s$^{-5}$) | (rad·s$^{-6}$) |
| MEDIUM-FAST (MF) | | | | | | |
| $\omega_{\text{W}}^R$ | 1.75 | 3.5 | 11 | 35 | 145 | 880 |
|            | (rad·s$^{-1}$) | (rad·s$^{-2}$) | (rad·s$^{-3}$) | (rad·s$^{-4}$) | (rad·s$^{-5}$) | (rad·s$^{-6}$) |
| FAST (F)   | | | | | | |
| $\omega_{\text{W}}^R$ | 2 | 4 | 12 | 40 | 155 | 900 |
|            | (rad·s$^{-1}$) | (rad·s$^{-2}$) | (rad·s$^{-3}$) | (rad·s$^{-4}$) | (rad·s$^{-5}$) | (rad·s$^{-6}$) |

Table 7 gathers the average for all the trajectories of the total time of the trajectory computed by the trajectory planner. The initial and final values, together with the intermediate values at 1%, 5% and 10% of the final value are provided along with their required number of iterations. The columns $\delta \psi$ and $\delta \theta$ gather the average of the 16 planned trajectories per each of the two methods to compute the reduced dimensionality difference between two rotations, the yaw angle difference, $\delta \psi$, and the error-quaternion, $\delta \theta$. The last column shows the difference between the two

Fig. 7 The aerial robot platform used for the experimental validation

Fig. 8 Our aerial robot flying autonomously inside our flight arena during an experimental validation test. A video with several real flight experiments can be visualized in: https://youtu.be/peR2cTX02Ww
previous ones. The raw data (before averaging) can be found in the Appendix B, in Table 12 and Fig. 29 for the first path, and in Table 13 and Fig. 30 for the second path.

In all of the cases, except one, the trajectory planner converged to an optimum solution before the maximum allowed number of iterations is reached. In all of the cases, the total time of the trajectory computed by the trajectory planner, using the yaw angle difference, δψ, and the error-quaternion, δθ, to compute the difference between two rotation, converge to a similar value with a difference lower than 3 %. of improvement with respect to the initial time. Based on these experimental data summarized in Table 7, we can conclude that the error-quaternion, δθ, converges to a slightly better optimum than the yaw angle difference, δψ, but it requires more iterations.

As it is expected, the optimization process carried out by the trajectory planner eventually converges to a feasible local solution that minimizes the total time of trajectory. It is worth to highlight that in case of real-time constraints and / or limited computational resources availability, the user would be able to limit the maximum number of iterations of the optimization process. In such a case, the calculated trajectory would still be feasible (i.e. all the constraints would be fulfilled), but it would not have converged to a local minimum of the total time of trajectory. Nevertheless, this solution would be a better choice than the initial trajectory. According to the experimental data summarized in Table 7, the error-quaternion, δθ, is faster than the yaw angle difference, δψ, reaching the 1%, 5% and 10% of the optimum value. Therefore, it is preferable to use the error-quaternion, δθ, as the method to compute the reduced dimensionality difference between two rotation, for real-time applications.

Table 8 shows the percentage of the configuration parameters with respect to their the maximum value for the magnitudes of the planned trajectories. The column Init shows the average of the eight initial trajectories (four per each of the two evaluation paths). The first two columns of the column named as Planned gather the average of the 16 planned trajectories per each of the two methods to compute the reduced dimensionality difference between two rotations, the yaw angle difference, δψ, and the error-quaternion, δθ. The last column shows the difference between the two previous ones. The raw data (before averaging) can be found in the Appendix B, in Tables 14 and 16 for the first path, and in Tables 15 and 17 for the second path.

As it can be extracted from the experiments, the maximum values of the planned trajectories increase with respect to the ones of the initial one, as the optimization process increases them (without over exceeding them) to minimize the total trajectory time. The reader should observe that any of the values of the planned trajectories are higher than 100 %, which means that the maximum values have never been exceeded.

It is desirable that, for the same total trajectory time, the maximum values are the lower possible. The last column of Table 8 can be used to determine which method to compute the reduced dimensionality difference between two rotations is better. A positive number on the last column of the table means that the error-quaternion, δθ, generates lower maximum values than the yaw angle difference, δψ. According to the experimental data, the error-quaternion, δθ, is slightly better than the yaw angle difference, δψ.

Table 9 displays the percentage of the energy (computed with Eq. 88) of the planned trajectory magnitudes with respect to the initial trajectories. The columns δψ and δθ gather the average of the 16 planned trajectories per each of the two methods to compute the reduced dimensionality difference between two rotations, the yaw angle difference, δψ, and the error-quaternion, δθ. The last column shows the difference between the two previous ones. The raw data (before averaging) can be found in the Appendix B, in Table 18 for the first path, and in Table 19 for the second path.

It can be extracted from the experiments, summarized in Table 9, that on average, the total energy is increased with respect to the initial trajectory, as the planned trajectory is more aggressive than the initial one. It is interesting to highlight that the total energy of the higher-order derivatives is reduced with respect to the initial trajectory, while the lower order ones have the opposite behavior. We can, therefore, confirm, based on the experimental data, that our trajectory planner reduces the total energy of the
Fig. 9 System architecture setup for the experimental evaluation of the proposed trajectory planner.

Fig. 10 Illustration of the optimization process of the trajectory planner displaying the first 4 waypoints of the first path, configured with an inaccurate maximum linear distance to the path, and using the error-quaternion, $\delta \theta$, to compute the difference between two rotation. In solid red, the initial trajectory that is coincident with the path (in solid black). In dashed cyan, the intermediate trajectories computed at different iterations of the optimization process. In solid blue, the final optimum computed trajectory.

Table 7 Total time of the trajectory computed by the trajectory planner, average for all the trajectories

| Rot. error | $\delta \psi$ | $\delta \theta$ | $\delta \psi - \delta \theta$ |
|------------|--------------|-----------------|------------------|
| Fin        | # it. 37.4375 | 42.3750         | −4.9375          |
|            | t (s) 18.9438 | 18.8494         | 0.0944           |
| 1 %        | # it. 20.4375 | 17.4375         | 3.0000           |
|            | t (s) 19.0694 | 18.9694         | 0.1000           |
| 5 %        | # it. 11.2500 | 9.0625          | 2.1875           |
|            | t (s) 19.4719 | 19.4831         | −0.0112          |
| 10 %       | # it. 7.3125  | 5.8750          | 1.4375           |
|            | t (s) 20.4737 | 20.1388         | 0.3350           |
| Init       | # it. 0       | 0               | 0                |
|           | t (s) 43.0763 | 43.0763         | 0                |
| % improv.  | −56.0581      | −56.2369        | 0.1787           |

The initial and final values, together with the intermediate values at 1%, 5% and 10% of the final value are provided along with their required number of iterations.

Minimum values highlighted in bold.
higher-order derivatives when minimizing the total trajectory time at the cost of increasing the total energy lower order derivatives. This behavior emerges without been explicitly programmed.

It is desirable that, for the same total trajectory time, the total energy values are the lower possible. The last column of Table 9 can be used to determine which method to compute the reduced dimensionality difference between two rotations, the yaw angle difference, \( \delta \psi \), and the error-quaternion, \( \delta \theta \). According to the experimental data, on average, the yaw angle difference, \( \delta \psi \), is slightly better than the error-quaternion, \( \delta \theta \). Nevertheless, it is worth to highlight that the error-quaternion, \( \delta \theta \), has a better performance in the angular magnitudes than in the linear ones.

Table 10 displays the percentage of the energy (computed with Eq. 88) of the planned control command references with respect to the initial trajectories. The columns \( \delta \psi \) and \( \delta \theta \) gather the average of the 16 planned trajectories per each of the two methods to compute the reduced dimensionality difference between two rotations, the yaw angle difference, \( \delta \psi \), and the error-quaternion, \( \delta \theta \). The last column shows the difference between the two previous ones. The raw data (before averaging) can be found in the Appendix B in Table 20 for the first path, and in Table 21 for the second path.

Similarly than for the case of the trajectory magnitudes, for the case of control command references, it can be extracted from the experiments, summarized in Table 10, that on average, the total energy is increased with respect to the initial trajectory, as the planned trajectory is more aggressive than the initial one.
Table 9  Percentage of the energy (88) of the planned trajectory magnitudes with respect to the initial trajectories

| Rot. error | $\delta \psi$ | $\delta \theta$ | $\delta \psi - \delta \theta$ |
|------------|---------------|----------------|-----------------|
| Vel. Lin.  | 17.6225       | 24.5913        | -6.9687         |
|            | 100.7581      | 100.7419       | 0.0162          |
| Ang.       |               |                |                 |
| Acc. Lin.  | -11.2225      | -6.6869        | -4.5356         |
|            | 153.3263      | 148.7037       | 4.6225          |
| Ang.       |               |                |                 |
| Jer. Lin.  | -31.2831      | -28.6687       | -2.6144         |
|            | 90.3188       | 90.9425        | -0.6238         |
| Ang.       |               |                |                 |
| Sna. Lin.  | -38.2250      | -36.6337       | -1.5913         |
|            | 53.7319       | 51.5231        | 2.2087          |
| Ang.       |               |                |                 |
| Cra. Lin.  | -35.1731      | -34.0381       | -1.1350         |
|            | -8.7419       | -11.1669       | 2.4250          |
| Ang.       |               |                |                 |
| Pop Lin.   | -21.5456      | -20.7713       | -0.7744         |
|            | -31.2850      | -27.2587       | -4.0263         |
| Ang.       |               |                |                 |
| Average Lin. | -19.9719   | -16.9750       | -2.9969         |
| Ang.       | 59.6847       | 58.9350        | 0.7497          |
| Average Lin. | -19.8564   | 20.9800        | -1.1236         |

Average for all the trajectories, differentiating between the two proposed methods to compute the reduced dimensionality difference between two rotations
Minimum values highlighted in bold

It is desirable that, for the same total trajectory time, the total energy values are the lower possible. The last column of Table 10 can be used to determine which method to compute the reduced dimensionality difference between two rotations is better. A positive number on the last column of the table means that the error-quaternion, $\delta \theta$, generates lower total energy values than the yaw angle difference, $\delta \psi$. According to the experimental data, on average, the yaw angle difference, $\delta \psi$, is slightly better than the error-quaternion, $\delta \theta$. The reader must note that this difference is especially high in the $u_z$ control command reference.

After the deep analysis of the experimental data presented above, we cannot conclude that there exists a clear dominant method to compute the difference between two rotation. We prefer to use the error-quaternion, $\delta \theta$, over the yaw angle difference, $\delta \psi$, since it is more suitable for real-time applications without a significant difference in performance. In the remainder experimental part of the paper, we use the error-quaternion, $\delta \theta$, to compute the difference between two rotation.

The second part of the trajectory planning results aims to deeply illustrate the trajectory planning process by using two example trajectories.

The first example trajectory has the first path as reference (see Table 1), the inaccurate maximum linear distance to the path, $d_{max}$ (see Table 3) and the Medium-Fast limits on the dynamics of the trajectory (see Table 4). We have set 10 as maximum number of iterations, but the optimization converged at 9 iterations.

The second example trajectory has the second path as reference (see Table 2), the accurate maximum linear distance to the path, $d_{max}$ (see Table 3) and the Medium-Slow limits on the dynamics of the trajectory (see Table 4). We have set 4 as the maximum number of iterations, finishing the optimization process before reaching the optimum value.

Figures 11 and 12 plot the values (pose and derivatives up to jerk) of the initial trajectory used in our trajectory planner (see Section 7.4) for the first example trajectory. The total time of this initial trajectory is $t = 36.29$ s.

Figure 13 shows the 3D view of the calculated trajectory after the optimization process has ended for the first example trajectory. The values (pose and derivatives up to...
Fig. 11 Initial trajectory (first example trajectory). Position, and its derivatives up to jerk, plotted in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 36.29$ s.

As expected, the planned trajectory after the optimization process still fulfills all the constraints, but its total trajectory time has decreased by 58.86% from the initial trajectory ($t = 36.29$ s.) to the optimized one ($t = 14.93$ s.). The reader is encouraged to deeply compare the values of the initial trajectory, Figs. 11 and 12, with the values of the planned trajectory, Figs. 14 and 15, to perceive the difference between the two trajectories.

Figures 16 and 17 plot the values (pose and derivatives up to jerk) of the initial trajectory used in our trajectory planner for the second example trajectory. The total time of this initial trajectory is $t = 44.36$ s.

Fig. 12 Initial trajectory (first example trajectory). Heading, and its derivatives up to jerk, plotted in dashed red and magenta and in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 36.29$ s.

Fig. 13 3D view of the planned trajectory (first example trajectory). The position values are drawn with a solid blue line, whereas the heading is represented with magenta arrows. The path is displayed with a dashed black line, being its waypoints represented by a circle (position) and a red arrow (heading).
Figure 14 Planned trajectory (first example trajectory). Position, and its derivatives up to jerk, plotted in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 14.93$ s.

Figure 15 Planned trajectory (first example trajectory). Heading, and its derivatives up to jerk, plotted in dashed red and magenta and in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 14.93$ s.

Figure 18 shows the 3D view of the calculated trajectory once the optimization process ended for the second example trajectory. The values (pose and derivatives up to snap) of this trajectory are plotted in Figs. 19 and 20. The total time of the planned trajectory is $t = 19.46$ s.

As expected, despite forcing to finish the optimization before reaching the optimum value, the planned trajectory after the optimization process finished, still fulfills all the constraints and its total time has decreased by 56.13% from the initial trajectory ($t = 44.36$ s.) to the optimized one ($t = 19.46$ s.). The reader is encouraged to deeply compare the values of the initial trajectory, Figs. 16 and 17, with the values of the planned trajectory, Figs. 19 and 20, to perceive the difference between the two trajectories.

9.4 Trajectory Tracking Results

In this section, we illustrate and evaluate the proposed trajectory tracking controller. To analyze the impact of our trajectory planner on the tracking performance, we compare the effect of providing the augmented references (full state and control command) against the traditional pose reference. We have selected 4 of the trajectories presented in Sections 9.1 and 9.3 for real flights with the aerial robot platform presented in Section 9.2.

The estimated pose tracking error is evaluated statistically with the metrics presented in Section 9.1. In Table 11 we compare the tracking performance of the controller...
Fig. 16 Initial trajectory (second example trajectory). Position, and its derivatives up to jerk, plotted in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 44.36 \text{ s}$.

Fig. 17 Initial trajectory (second example trajectory). Heading, and its derivatives up to jerk, plotted in dashed red and magenta and in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 44.36 \text{ s}$.

Fig. 18 3D view of the calculated trajectory (second example trajectory). The position values are drawn with a solid blue line, whereas the heading is represented with magenta arrows. The path is displayed with a dashed black line, being its waypoints represented by a circle (position) and a red arrow (heading).
the trajectories are designed with sharp corners and high velocity, which are difficult to track. Second, the modeling errors of the first-order approximation of the robot dynamics, as presented in Section 5. We strongly believe that a more accurate (and complex) model of the aerial robot will drastically reduce the trajectory tracking errors. Nevertheless, as mentioned in Section 5, using such complex models of the aerial robot is out of the scope of the paper.

For illustrative purposes, we have selected two real experiments from Section 9.3 to plot the trajectory tracking performance of the proposed method: (1) First example trajectory: first path, velocity medium-fast, distance inaccurate; (2) Second example trajectory: second path, velocity medium-slow, distance accurate. Different executions of the two example trajectories can be visualized in the video: https://youtu.be/peR2cTX02Ww.

Figure 21 plots the 3D view of the trajectory tracking for the first example trajectory. It presents the configured path, the planned trajectory computed by the planner, and the estimated executed trajectory, using the two different reference configurations for the trajectory controller.

Figures 22 and 23 show the values of the position, orientation and velocity (both linear and angular) involved in the trajectory tracking task for the first example trajectory. These figures plot the planned trajectory computed by the planner, and the estimated executed trajectory, using the two different configurations of the trajectory controller.

Fig. 19 Calculated trajectory (second example trajectory). Position, and its derivatives up to jerk, plotted in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 19.46$ s

Fig. 20 Calculated trajectory (second example trajectory). Heading, and its derivatives up to jerk, plotted in dashed red and magenta and in solid blue. The blue dots and squares illustrate the beginning and end of a segment of the trajectory. The vertical dashed black lines represent the waypoints. Its total trajectory time is $t = 19.46$ s
Figure 24 shows the control command references for the first example trajectory. This figure plots the planned control command reference computed by the planner, and the executed control command reference by the controller, using its two different configurations.

Figure 25 plots the 3D view of the trajectory tracking for the second example trajectory. It presents the configured path, the planned trajectory computed by the planner, and the estimated executed trajectory, using the two different configurations of the trajectory controller.

Figures 26 and 27 show the values of the position, orientation and velocity (both linear and angular) involved in the trajectory tracking task for the second example trajectory. These figures plot the planned trajectory computed by the planner, and the estimated executed trajectory, using the two different configurations of the trajectory controller.

Figure 28 shows the control command references for the first example trajectory. This figure plots the planned control command reference computed by the planner, and

![Figure 21](image)

**Fig. 21** 3D view of the trajectory tracking (first example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line. The path is displayed with a dashed black line, being its waypoints represented by a circle (position) and a red arrow (heading).

**Table 11** Comparison between the planned and the estimated executed trajectories for the four selected trajectories using the metrics presented in Section 9.1, for the two configurations of the trajectory tracking controller: with and without reference

| Path       | First Path | Second Path |
|------------|------------|-------------|
| Velocity   | M-F        | S           |
| Distance   | Ina        | Acc         |
| # it. (Traj. Plan) | 9* (10) | 30 |
| Reference  | w/ ref     | w/ ref      |
|            | w/ ref     | w/ ref      |
| δtx        | MSE 0.015422 0.031328 | 0.019823 0.063096 |
|            | RMSE 0.12419 0.177 | 0.14079 0.25119 |
|            | MAE 0.10423 0.14443 | 0.10594 0.18916 |
|            | MaAE 0.26897 0.36199 | 0.34667 0.50079 |
| δty        | MSE 0.043384 0.12033 | 0.071807 0.20902 |
|            | RMSE 0.20829 0.34689 | 0.26797 0.45718 |
|            | MAE 0.16852 0.29603 | 0.2131 0.38576 |
|            | MaAE 0.51019 0.59049 | 0.62389 0.84786 |
| δtz        | MSE 0.00023072 0.0013665 | 0.00048445 0.001859 |
|            | RMSE 0.01519 0.036967 | 0.02201 0.043116 |
|            | MAE 0.01174 0.027411 | 0.018388 0.030916 |
|            | MaAE 0.036588 0.10118 | 0.048547 0.13187 |
| δt         | MSE 0.059037 0.15302 | 0.092114 0.27397 |
|            | RMSE 0.24298 0.39118 | 0.3035 0.52342 |
|            | MAE 0.21559 0.35288 | 0.2609 0.46822 |
|            | MaAE 0.53832 0.62114 | 0.63117 0.90611 |
| δψ         | MSE 0.002323 0.023846 | 0.0079 0.059133 |
|            | RMSE 0.048197 0.15442 | 0.088882 0.24317 |
|            | MAE 0.038429 0.13726 | 0.069809 0.22115 |
|            | MaAE 0.12029 0.26095 | 0.24615 0.43667 |

Minimum values highlighted in bold
Fig. 22 Position and linear velocity of trajectory tracking (first example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line.

Fig. 23 Heading (angle) and angular velocity of trajectory tracking (first example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line.

Conclusions and Future Work

In this paper, we have presented an optimization-based trajectory tracking solution for multirotor aerial robots given a geometrically feasible path, as the continuation of our previous work [50].

Our trajectory planner minimizes the trajectory time and includes not only restrictions such as continuity of the trajectory (i.e. class \( C^m \)), limits on velocity, and higher-order derivatives, constraints in the waypoints, and maximum distance between the planned trajectory and the given path, but also restrictions in the actuators of the aerial robot based on its dynamic model, guaranteeing that the planned trajectory will be achievable by the robot. We proposed a novel compact multi-phase trajectory definition as a set of two different kinds of polynomials, providing a higher semantic encoding of the trajectory, which allows...
Fig. 24 Control command references (first example trajectory). The planned control command reference is represented with a dotted blue line. The executed control command reference by the controller using the full reference is represented with a solid red line. The executed control command reference by the controller using only the pose reference is represented with a dashed green line.

Fig. 25 3D view of the trajectory tracking (second example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line. The path is displayed with a dashed black line, being its waypoints represented by a circle (position) and a red arrow (heading).

calculating, without loss of flexibility, an optimal solution but following a predefined simple profile.

Our Model Predictive Controller (MPC) for trajectory tracking has been formulated to take as inputs all the magnitudes of the planned trajectory (i.e. position and heading, velocity, and acceleration) as well as the control command references computed using the planned trajectory, to generate the control commands, improving the tracking performance when compared with a controller that only uses the planned position and heading.

Both planner and controller quaternions and error-quaternions to mathematical represent orientations, as it has been shown that have some advantages when compared to other formulations. To arrive to this conclusion, we have analyzed the most commonly used mathematical representations of orientations and their kinematic relationships in the tridimensional space $SO(3)$ and in the bidimensional space $SO(2)$, together with the computations of the difference between two rotations as
Fig. 26 Position and linear velocity of trajectory tracking (second example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line.

Fig. 27 Heading (angle) and angular velocity of trajectory tracking (second example trajectory). The planned trajectory is represented with a dotted blue line. The estimated executed trajectory with the controller using the full reference is represented with a solid red line. The estimated executed trajectory with the controller using only the pose reference is represented with a dashed green line.

We have validated our trajectory tracking approach thanks to an extensive qualitative and quantitative evaluation. On the one hand, we analyzed the proposed trajectory planner, including its optimization process as well as the properties of the calculated trajectories. On the other hand, we studied the proposed trajectory tracking controller through real flights, comparing its performance with a formulation that takes advantage of the whole output of the trajectory planner (i.e., pose and higher-order derivatives, and control command references) and when only considering the desired pose.

Some future work lines cover the usage, in both the planner and controller, of a more complex robot model to improve the tracking performance. Specifically related to the trajectory planner include its online execution, a multi-objective optimization (for example minimizing time and snap simultaneously), and the incorporation of constraints in the derivatives of linear and angular magnitudes in the waypoints (e.g., velocity in the waypoints).

The trajectory controller will be extended in the future to include a full dynamic model of the robot with $SO(3)$ attitude control. In addition, online model estimation and disturbance rejection are supplementary properties that could be developed to increase tracking performance.
Fig. 28  Control command references (second example trajectory). The planned control command reference is represented with a dotted blue line. The executed control command reference by the controller using the full reference is represented with a solid red line. The executed control command reference by the controller using only the pose reference is represented with a dashed green line.
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Appendix A: Appendix to Trajectory Definition

To ease the formulation of the trajectory planner presented in Section 7, the definition of the trajectory can be expressed using the compact formulation presented along with this Appendix A.

A.1 Position and Derivatives of a Polynomial

The position of a polynomial segment defined in Eq. 67, can be written using the following compact nomenclature:

\[ p_{i,j}(\tau_i) = I_{X,m_i,0}(\tau_i) \cdot b_{i,j,:} \]

\[ = \begin{bmatrix} b_{i,j,0} \\ b_{i,j,1} \\ \vdots \\ b_{i,j,m_i} \end{bmatrix} \cdot \begin{bmatrix} \tau_i \\ \tau_i^2 \\ \vdots \\ \tau_i^{m_i} \end{bmatrix} \]  

(89)  

\[ p_{i,j}(\tau_i) = (b_{i,j,:})^T \cdot r_{X,m_i,0}(\tau_i) \]

\[ = \begin{bmatrix} b_{i,j,0} & b_{i,j,1} & b_{i,j,2} & \ldots & b_{i,j,m_i} \end{bmatrix} \cdot \begin{bmatrix} \tau_i \\ \tau_i^2 \\ \vdots \\ \tau_i^{m_i} \end{bmatrix} \]  

(90)
The \( l_m \)-th time-derivative of the position defined in Eq. 68, can be written as:

\[
p_{i,j}^{(l_m)}(\tau_i) = \frac{d^{l_m} p_{i,j}(\tau_i)}{d\tau_i^{l_m}} = l_{x,m,i,l_m}(\tau_i) \cdot b_{i,j};
\]

(91)

where the \( k \)-th element of the matrices:

\[
l_{x,m,i,l_m}(\tau_i)_{1,k} = r_{x,m,i,l_m}(\tau_i)_{k,1} = \left( \prod_{l=1}^{k} l \right) x_{i,j,l}(\tau_i)^{k-l_m}
\]

(93)

The following equivalence can be easily extracted:

\[
r_{x,m,i,l_m}(\tau_i) = (L_{x,m,i,l_m}(\tau_i))^T
\]

(94)

Additionally, it can be easily demonstrated that:

\[
\frac{dL_{x,m,i,l_m}(\tau_i)}{d\tau_i} = l_{x,m,i,l_m+1}(\tau_i)
\]

(95)

\[
\frac{dR_{x,m,i,l_m}(\tau_i)}{d\tau_i} = r_{x,m,i,l_m+1}(\tau_i)
\]

(96)

The norm of the magnitude, \( p_{i,j}^{(l_m)}(\tau_i) \), can be calculated as:

\[
\|p_{i,j}^{(l_m)}(\tau_i)\|_2^2 = \left( p_{i,j}^{(l_m)}(\tau_i) \right)^T \cdot p_{i,j}^{(l_m)}(\tau_i) = (b_{i,j})^T \cdot r_{x,m,i,l_m}(\tau_i) \cdot l_{x,m,i,l_m}(\tau_i) \cdot b_{i,j};
\]

(97)

A.2 State of a Polynomial

The state \( x_{i,j,l_0:l_m} \) of a polynomial can be defined as:

\[
x_{i,j,l_0:l_m}(\tau_i) = \left[ p_{i,j}^{(l_0)} \; p_{i,j}^{(l_1)} \; \ldots \; p_{i,j}^{(l_m)} \right]^T
\]

(98)

Which is calculated using the following compact nomenclature:

\[
x_{i,j,l_0:l_m}(\tau_i) = L_{x,m,i,l_0:l_m}(\tau_i) \cdot b_{i,j};
\]

(99)

\[
(x_{i,j,l_0:l_m}(\tau_i))^T = (b_{i,j})^T \cdot R_{x,m,i,l_0:l_m}(\tau_i)
\]

(100)

where

\[
L_{x,m,i,l_0:l_m}(\tau_i) = \begin{bmatrix}
l_{x,m,i,l_0}(\tau_i) \\
l_{x,m,i,l_1}(\tau_i) \\
\vdots \\
l_{x,m,i,l_m}(\tau_i)
\end{bmatrix}
\]

(101)

\[
R_{x,m,i,l_0:l_m}(\tau_i) = (L_{x,m,i,l_0:l_m}(\tau_i))^T
\]

(102)

In the same way than in Eqs. 95 and 96, it can be easily demonstrated that:

\[
\frac{dL_{x,m,i,l_0:l_m}(\tau_i)}{d\tau_i} = L_{x,m,i,l_1:l_m+1}(\tau_i)
\]

(103)

\[
\frac{dR_{x,m,i,l_0:l_m}(\tau_i)}{d\tau_i} = R_{x,m,i,l_1:l_m+1}(\tau_i)
\]

(104)

A.3 Coefficients of a Polynomial

Given the state of a polynomial, \( x_{i,j,l_0:l_m} \), at a certain time \( \tau_i \), the coefficients of the polynomial, \( b_{i,j} \), can be calculated using Eq. 100, as:

\[
b_{i,j} = (L_{x,m,i,l_0:l_m}(\tau_i))^{-1} \cdot x_{i,j,l_0:l_m}(\tau_i)
\]

(105)

with the condition that \( l_0 = 0 \) and \( l_m = m_i \).

The coefficients of a polynomial, \( b_{i,j} \), can be calculated from its initial state, \( x_{i,j,0:m_i}(0) \), using (105).

\[
b_{i,j} = (L_{x,m,i,0:m_i}(0))^{-1} \cdot x_{i,j,0:m_i}(0)
\]

(106)

being therefore the value of the coefficients, independent of the time, \( \Delta \tau_i \).

A.4 Initial and Final States of a Polynomial

The initial state of a polynomial, \( x_{i,j,0:m_i}(0) \), can be calculated following (100), as:

\[
x_{i,j,0:m_i}(0) = L_{x,m,i,0:m_i}(0) \cdot b_{i,j};
\]

(107)

The final state of a polynomial, \( x_{i,j,0:m_i}(\Delta \tau_i) \), can be calculated from its initial state as follows:

\[
x_{i,j,0:m_i}(\Delta \tau_i) = L_{x,m,i,0:m_i}(\Delta \tau_i) \cdot b_{i,j};
\]

(108)

A.5 Linear Variables of a Segment

The full-dimensional position of the segment is defined as:

\[
p_{i,:}(\tau_i) = \begin{bmatrix}
p_{i,x}(\tau_i) \\
p_{i,y}(\tau_i) \\
p_{i,z}(\tau_i)
\end{bmatrix}
\]

(109)

Which is calculated using the following compact nomenclature:

\[
p_{i,:}(\tau_i) = l_{x,m,i,0}(\tau_i) \cdot b_{i,xyz};
\]

(110)

\[
(p_{i,:}(\tau_i))^T = (b_{i,xyz})^T \cdot r_{x,m,i,0}(\tau_i)
\]

(111)
where
\[
\begin{bmatrix}
    b_{i,x}: \\
    b_{i,y}: \\
    b_{i,z}:
\end{bmatrix}
\]  
(112)

\[
\begin{bmatrix}
    l_{x,m_i,0}(\tau_i) & 0_{1 \times (m_j+1)} & 0_{1 \times (m_j+1)} \\
    0_{1 \times (m_j+1)} & l_{x,m_i,0}(\tau_i) & 0_{1 \times (m_j+1)} \\
    0_{1 \times (m_j+1)} & 0_{1 \times (m_j+1)} & l_{x,m_i,0}(\tau_i)
\end{bmatrix}
\]  
(113)

\[
\begin{bmatrix}
    r_{x,m_i,0}(\tau_i) =
\end{bmatrix}^T
\]  
(114)

The \(l_m\)-th time-derivative of the position can be expressed as:
\[
\begin{align*}
    \frac{d}{d\tau_{lm}} p_{\mathbf{i}:}^{(lm)}(\tau_i) = \frac{d}{d\tau_{lm}} \begin{bmatrix}
        p_{\mathbf{i}:x}(\tau_i) \\
        p_{\mathbf{i}:y}(\tau_i) \\
        p_{\mathbf{i}:z}(\tau_i)
    \end{bmatrix}^T
\end{align*}
\]  
(115)

Which is calculated using the following compact nomenclature:
\[
\begin{align*}
    p_{\mathbf{i}:}^{(lm)}(\tau_i) &= l_{x,m_i,lm}(\tau_i) \cdot b_{i,xyz}: \\
    \left( p_{\mathbf{i}:}^{(lm)}(\tau_i) \right)^T &= \left( b_{i,xyz}: \right)^T \cdot r_{x,m_i,lm}(\tau_i)
\end{align*}
\]  
(116)

where
\[
\begin{align*}
    l_{x,m_i,lm}(\tau_i) &=
\end{align*}
\]  
(118)

\[
\begin{align*}
    r_{x,m_i,lm}(\tau_i) &=
\end{align*}
\]  
(119)

It can be easily demonstrated that:
\[
\begin{align*}
    \frac{d}{d\tau_i} l_{x,m_i,lm}(\tau_i) &= l_{x,m_i,lm+1}(\tau_i) \\
    \frac{d}{d\tau_i} r_{x,m_i,lm}(\tau_i) &= r_{x,m_i,lm+1}(\tau_i)
\end{align*}
\]  
(120)

(121)

The norm of the magnitude, \(p_{\mathbf{i}:}^{(lm)}(\tau_i)\), can be calculated as:
\[
\|p_{\mathbf{i}:}^{(lm)}(\tau_i)\|^2_2 = \left( p_{\mathbf{i}:}^{(lm)}(\tau_i) \right)^T \cdot p_{\mathbf{i}:}^{(lm)}(\tau_i)
\]  
(122)

Appendix B: Appendix to Evaluation and Results

This Appendix B gathers extra information and the raw data of the experiments presented in Section 9.

Figures 29 and 30 graphically represent the total time of the trajectory tracking computed by the trajectory planner during the optimization process for the first evaluation path.
Fig. 30  Total time of the trajectory tracking computed by the trajectory planner during the optimization process for the second evaluation path.

Table 12  Total time of the trajectory tracking computed by the trajectory planner for the first evaluation path

| Velocity | Distance | Rotation error | \( \delta \psi \) | \( \delta \theta \) | S | M-S | M-F | Ina | Ina | Ina | Ina | Ina | Ina | Ina | Ina | Ina | Ina |
|----------|----------|----------------|----------------|----------------|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fin # it. | 69       | 35             | 37             | 30             | 29 | 27  | 29  | 26  | 26  | 26  | 26  | 26  | 26  | 26  | 26  | 26  | 26  | 26  |
|          | 25.00    | 24.98          | 24.99          | 24.99          | 24 | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  |
|          | 1%       | 1%             | 1%             | 1%             | 1% | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  | 1%  |
| # it.    | 51       | 16             | 16             | 16             | 16 | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  | 16  |
|          | 25.06    | 25.06          | 25.06          | 25.06          | 25 | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  |
|          | 5%       | 5%             | 5%             | 5%             | 5% | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  |
| # it.    | 48       | 48             | 48             | 48             | 48 | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  | 48  |
|          | 25.19    | 25.19          | 25.19          | 25.19          | 25 | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  | 25  |
|          | 10%      | 10%            | 10%            | 10%            | 10%| 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% |
| # it.    | 35       | 35             | 35             | 35             | 35 | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  |
|          | 24.44    | 24.44          | 24.44          | 24.44          | 24 | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  |
|          | Init # it. | 35             | 35             | 35             | 35 | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  | 35  |
|          | 24.44    | 24.44          | 24.44          | 24.44          | 24 | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  | 24  |
|          | % improve | -51.86          | -53.18          | -54.93          | -56.94          | -59.74 | -52.86 | -54.93 | -56.94          | -59.74 | -52.86 | -54.93 | -56.94          | -59.74 | -52.86 | -54.93 | -56.94          | -59.74 |

Minimum values highlighted in bold

The initial and final values, together with the intermediate values at 1%, 5% and 10% of the final value are provided along with their required number of iterations.
### Table 13: Total time of the trajectory tracking computed by the trajectory planner for the second evaluation path

| Velocity | S | M-S | M-F | F |
|----------|---|-----|-----|---|
| Distance | Acc | Ina | Acc | Ina | Acc | Ina | Acc | Ina | Acc | Ina | Acc | Ina | Acc | Ina | Acc | Ina |
| Rot. error | \(\delta \psi \) | \(\delta \theta \) | \(\delta \psi \) | \(\delta \theta \) | \(\delta \psi \) | \(\delta \theta \) | \(\delta \psi \) | \(\delta \theta \) | \(\delta \psi \) | \(\delta \theta \) | \(\delta \psi \) | \(\delta \theta \) |
| Fin # it. | 75 | 87 | 49 | 55 | 27 | 84 | 54 | 23 | 45 | 46 | 18 | 20 | 23 | 46 | 28 | 16 |
| \(t \) (s) | 25.52 | 25.59 | 24.68 | 24.29 | 19.07 | 18.93 | 18.40 | 18.44 | 17.45 | 18.54 | 16.75 | 16.82 | 15.82 | 16.74 | 15.82 | 16.74 |
| 1 % # it. | 40 | 39 | 21 | 21 | 13 | 47 | 23 | 8 | 11 | 8 | 9 | 10 | 4 | 9 | 8 | 8 |
| \(t \) (s) | 25.76 | 25.75 | 24.89 | 24.29 | 19.25 | 19.07 | 18.52 | 18.61 | 17.62 | 18.67 | 16.87 | 16.96 | 16.87 | 16.96 | 15.96 | 15.97 |
| 5 % # it. | 6 | 33 | 7 | 6 | 16 | 6 | 8 | 8 | 7 | 4 | 8 | 3 | 3 | 4 | 3 |
| \(t \) (s) | 25.46 | 25.54 | 25.56 | 25.36 | 19.34 | 19.79 | 19.27 | 18.61 | 18.21 | 19.84 | 17.36 | 17.03 | 17.07 | 17.33 | 16.47 | 16.53 |
| 10 % # it. | 4 | 15 | 3 | 4 | 5 | 5 | 3 | 5 | 4 | 3 | 3 | 3 | 3 | 3 | 3 |
| \(t \) (s) | 27.75 | 27.74 | 26.60 | 25.94 | 20.22 | 20.60 | 20.20 | 20.03 | 19.00 | 20.14 | 17.77 | 18.34 | 17.07 | 17.33 | 17.38 | 16.53 |
| Init # it. | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \(t \) (s) | 58.28 | 58.28 | 58.28 | 58.28 | 43.36 | 43.36 | 43.36 | 43.36 | 42.31 | 42.31 | 42.31 | 42.31 | 40.63 | 40.63 | 40.63 | 40.63 |
| % improv. | -56.21 | -56.09 | -57.65 | -58.32 | -56.02 | -56.34 | -57.56 | -57.47 | -58.76 | -59.22 | -61.09 | -60.94 |

The initial and final values, together with the intermediate values at 1%, 5% and 10% of the final value are provided along with their required number of iterations. Minimum values highlighted in bold.

### Table 14: Percentage of the configuration parameters with respect to their maximum value for the magnitudes of the initial trajectories of the first evaluation path

| Velocity | S | M-S | M-F | F |
|----------|---|-----|-----|---|
| Max. d | 0.0 | 0.0 | 0.0 | 0.0 |
| Vel. Lin. | 54.02 | 55.79 | 49.81 | 45.90 |
| Ang. | 43.61 | 45.04 | 40.21 | 37.05 |
| Acc. Lin. | 39.17 | 42.53 | 38.50 | 35.61 |
| Ang. | 31.62 | 34.34 | 31.08 | 28.75 |
| Jer. Lin. | 31.10 | 35.50 | 31.10 | 30.24 |
| Ang. | 25.11 | 28.66 | 25.10 | 24.42 |
| Sna. Lin. | 100.0 | 100.0 | 83.75 | 78.04 |
| Ang. | 80.73 | 80.73 | 67.61 | 63.00 |
| Cra. Lin. | 82.21 | 100.0 | 100.0 | 100.0 |
| Ang. | 62.45 | 78.78 | 80.73 | 80.73 |
| Pop Lin. | 20.27 | 28.81 | 21.94 | 23.10 |
| Ang. | 14.90 | 21.35 | 21.94 | 23.10 |
| Average Lin. | 54.46 | 60.44 | 55.44 | 53.35 |
| Ang. | 43.00 | 48.15 | 44.45 | 42.83 |
| Total | 48.73 | 54.29 | 49.89 | 48.09 |
| ux Min. | 28.04 | 43.24 | 44.35 | 46.82 |
| Max. | 28.04 | 43.24 | 44.35 | 46.82 |
| uy Min. | 23.11 | 38.13 | 40.14 | 42.58 |
| Max. | 14.81 | 21.84 | 22.19 | 23.31 |
| uz Min. | 5.73 | 8.82 | 9.03 | 9.52 |
| Max. | 4.74 | 7.52 | 7.88 | 8.31 |
| \(u_\psi\) Min. | 34.55 | 54.78 | 57.43 | 60.59 |
| Max. | 34.55 | 54.78 | 57.43 | 60.59 |
| Average | 34.92 | 42.15 | 34.81 | 42.82 |
| Average \(u_\psi\) | 34.92 | 42.15 | 34.81 | 42.82 |
| Maximum value highlighted in bold.

### Tables 12 and 13: Summarized information of the total time of the trajectory tracking computed during the optimization process of the trajectory planner for the first and second evaluation paths respectively.

### Tables 14 and 15: Gather the percentage of the configuration parameters with respect to their maximum value for the magnitudes of the initial trajectories of the first and second evaluation paths respectively.

### Tables 16 and 17: Collect the percentage of the configuration parameters with respect to their maximum value for the magnitudes of the planned trajectories of the first and second evaluation paths respectively.
Table 15  Percentage of the configuration parameters with respect to their maximum value for the magnitudes of the initial trajectories of the second evaluation path

| Velocity | S         | M-S       | M-F       | F         |
|----------|-----------|-----------|-----------|-----------|
| Max. $d$ | 0.0       | 0.0       | 0.0       | 0.0       |
| Vel. Lin.| 56.84     | 58.71     | 53.31     | 49.12     |
|         | Ang.      | 41.45     | 42.81     | 38.87     | 35.82     |
| Acc. Lin.| 40.53     | 44.00     | 40.51     | 37.47     |
|         | Ang.      | 29.55     | 32.08     | 29.54     | 27.32     |
| Jer. Lin.| 31.63     | 36.10     | 32.17     | 31.29     |
|         | Ang.      | 23.07     | 26.33     | 23.46     | 22.82     |
| Sna. Lin.| 100.0     | 100.0     | 85.18     | 79.38     |
|         | Ang.      | 72.92     | 72.92     | 62.11     | 57.88     |
| Cra. Lin.| 100.0     | 100.0     | 100.0     | 100.0     |
|         | Ang.      | 55.45     | 69.95     | 72.92     | 72.92     |
| Pop Lin. | 30.53     | 35.66     | 35.75     | 37.51     |
|         | Ang.      | 12.92     | 18.64     | 19.48     | 20.44     |
| Average Lin. | 59.92  | 62.41     | 57.82     | 55.79     |
|         | Ang.      | 39.23     | 43.79     | 41.06     | 39.53     |
|         | Total     | 49.57     | 53.10     | 49.44     | 47.66     |
| $u_x$ Min. | 25.27  | 41.67     | 44.70     | 47.42     |
|         | Max.      | 29.23     | 45.86     | 47.03     | 49.64     |
| $u_y$ Min. | 18.66  | 28.91     | 30.62     | 32.25     |
|         | Max.      | 21.73     | 34.14     | 36.31     | 38.23     |
| $u_z$ Min. | 12.16  | 15.36     | 15.74     | 16.61     |
|         | Max.      | 4.48      | 7.09      | 7.56      | 7.97      |
| $u_\psi$ Min. | 32.59 | 51.65     | 55.07     | 58.09     |
|         | Max.      | 20.07     | 31.25     | 31.98     | 33.74     |
| Average | 20.52     | 31.99     | 33.63     | 35.49     |
| Average | 36.15     | 42.53     | 41.06     | 40.76     |

Minimum values highlighted in bold
Table 16  Percentage of the configuration parameters with respect to their maximum value for the magnitudes of the planned trajectories of the first evaluation path

|               | S   | M-S  | M-F  | F   |
|---------------|-----|------|------|-----|
| **Distance**  |     |      |      |     |
|               | δψ | δθ  | δψ  | δθ  |
| Max. d        | 99.89 | 99.97 | 97.59 | 64.30 |
| Vel. Lin.     | 99.99 | 100.0 | 99.99 | 99.98 |
| Ang.          | 77.59 | 74.76 | 67.62 | 76.27 |
| Acc. Lin.     | 98.38 | 100.0 | 97.20 | 95.80 |
| Ang.          | 49.79 | 33.01 | 33.63 | 34.86 |
| Jer. Lin.     | 53.73 | 55.59 | 59.87 | 61.50 |
| Ang.          | 74.88 | 29.66 | 34.90 | 33.63 |
| Sna. Lin.     | 99.98 | 99.98 | 99.99 | 99.94 |
| Ang.          | 91.33 | 63.62 | 72.54 | 72.19 |
| Cra. Lin.     | 75.82 | 74.46 | 72.85 | 72.53 |
| Ang.          | 76.92 | 65.77 | 57.40 | 51.55 |
| Pop Lin.      | 20.70 | 20.63 | 20.60 | 17.10 |
| Ang.          | 24.57 | 28.81 | 14.87 | 14.89 |
| Average Lin.  | 74.77 | 75.44 | 75.08 | 74.48 |
| Ang.          | 65.85 | 48.11 | 48.27 | 46.11 |
| Total         | 70.31 | 61.77 | 61.67 | 60.29 |
| **ux** Min.   | 51.84 | 61.24 | 58.95 | 52.62 |
| Max.          | 52.65 | 53.26 | 54.54 | 54.39 |
| **uy** Min.   | 50.42 | 50.61 | 51.30 | 51.52 |
| Max.          | 30.63 | 30.27 | 30.86 | 34.51 |
| **uz** Min.   | 11.21 | 10.95 | 6.75  | 10.66 |
| Max.          | 7.22  | 7.40  | 9.64  | 12.59 |
| **uψ** Min.   | 54.01 | 50.78 | 47.31 | 46.73 |
| Max.          | 10.96 | 8.06  | 7.28  | 8.43 |
| Average       | 33.62 | 30.07 | 33.32 | 33.93 |
| Average       | 57.74 | 53.04 | 50.68 | 50.44 |

Minimum values highlighted in bold
### Table 17
Percentage of the configuration parameters with respect to their maximum value for the magnitudes of the planned trajectories of the second evaluation path

| Velocity | S | M-S | M-F | F |
|----------|---|-----|-----|---|
|          | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  | Δψ | Δθ  |
| Distance | 99.98 | 99.99 | 72.08 | 66.02 | 99.98 | 99.99 | 79.41 | 48.25 | 100.0 | 99.99 | 100.0 | 98.33 | 100.0 | 100.0 | 50.07 | 48.39 |
| Max. d   | 100.0 | 100.0 | 100.0 | 100.0 | 99.97 | 100.0 | 99.99 | 100.0 | 100.0 | 100.0 | 99.99 | 100.0 | 99.99 | 100.0 | 100.0 | 50.07 | 48.39 |
| Vel. Lin. | 70.89 | 70.52 | 72.17 | 69.80 | 99.97 | 100.0 | 71.12 | 71.12 | 68.23 | 69.51 | 68.84 | 68.50 | 99.99 | 50.07 | 48.39 |
| Ang.     | 54.83 | 54.57 | 70.00 | 57.13 | 54.34 | 54.35 | 44.03 | 39.87 | 52.88 | 53.82 | 38.43 | 38.24 | 73.72 | 73.72 |
| Acc. Lin. | 86.49 | 92.07 | 94.67 | 72.95 | 99.96 | 99.95 | 99.99 | 99.09 | 100.0 | 99.98 | 99.99 | 99.99 | 99.99 | 99.99 | 99.99 | 50.07 | 48.39 |
| Ang.     | 91.48 | 92.07 | 94.67 | 72.95 | 99.96 | 99.95 | 99.99 | 99.09 | 100.0 | 99.98 | 99.99 | 99.99 | 99.99 | 99.99 | 99.99 | 50.07 | 48.39 |
| Jer. Lin. | 28.42 | 25.64 | 41.00 | 23.42 | 33.91 | 33.87 | 47.68 | 34.10 | 35.36 | 33.82 | 38.55 | 42.80 | 39.73 | 39.57 | 35.46 |
| Ang.     | 28.40 | 18.27 | 18.13 | 31.22 | 20.10 | 19.91 | 22.60 | 45.68 | 30.03 | 32.87 | 40.05 | 24.13 | 30.30 | 37.56 | 43.80 |
| Average Lin. | 78.29 | 78.71 | 84.27 | 75.57 | 83.29 | 82.05 | 86.66 | 86.52 | 83.98 | 88.65 | 86.93 | 88.20 | 85.51 | 83.48 | 87.93 |
| Avg.     | 66.90 | 58.58 | 61.52 | 68.09 | 65.81 | 67.76 | 62.81 | 70.59 | 67.02 | 67.64 | 66.95 | 60.15 | 73.08 | 65.92 | 62.25 |
| Total    | 72.59 | 68.65 | 72.89 | 71.83 | 74.55 | 73.90 | 74.74 | 78.55 | 75.50 | 78.15 | 76.94 | 74.17 | 79.30 | 74.70 | 76.82 |
| ux Min.  | 53.44 | 50.83 | 50.20 | 54.28 | 80.20 | 77.00 | 79.21 | 83.81 | 94.43 | 96.93 | 95.08 | 98.55 | 99.99 | 99.87 | 99.92 |
| Max.     | 63.34 | 63.29 | 61.64 | 62.04 | 96.55 | 96.66 | 96.04 | 81.95 | 100.0 | 100.0 | 100.0 | 99.99 | 97.98 | 99.99 | 99.98 |
| uy Min.  | 32.91 | 32.89 | 44.77 | 34.68 | 49.35 | 49.37 | 53.30 | 49.49 | 56.56 | 57.17 | 81.76 | 76.65 | 64.45 | 61.08 | 63.31 |
| Max.     | 50.27 | 50.13 | 46.77 | 53.16 | 80.35 | 83.00 | 83.22 | 76.69 | 94.53 | 75.86 | 89.16 | 87.93 | 98.48 | 96.87 | 90.96 |
| uz Min.  | 26.67 | 26.27 | 30.39 | 28.33 | 32.82 | 33.64 | 32.95 | 19.94 | 36.15 | 35.78 | 29.08 | 41.66 | 36.08 | 35.96 | 40.10 |
| Max.     | 6.87  | 6.84  | 9.58  | 8.03  | 10.27 | 10.76 | 10.36 | 14.78 | 12.55 | 11.96 | 12.55 | 13.73 | 13.90 | 14.18 | 13.61 |
| ψ Min.  | 53.86 | 57.56 | 59.05 | 48.78 | 80.98 | 88.50 | 86.18 | 86.63 | 98.70 | 97.23 | 98.20 | 97.33 | 99.20 | 99.80 | 99.68 |
| Max.     | 40.97 | 40.69 | 42.69 | 42.37 | 59.06 | 55.45 | 61.26 | 61.78 | 82.78 | 91.31 | 86.78 | 87.52 | 99.68 | 72.31 | 77.03 |
| Average  | 41.04 | 41.06 | 43.14 | 41.46 | 61.21 | 61.80 | 62.82 | 61.88 | 71.96 | 70.78 | 74.08 | 74.29 | 76.45 | 72.51 | 73.07 |
| Average  | 61.88 | 59.63 | 61.52 | 59.98 | 70.68 | 70.53 | 70.42 | 70.76 | 75.32 | 76.38 | 76.95 | 75.37 | 79.20 | 75.07 | 74.61 |

Minimum values highlighted in bold
Table 18 Percentage of the energy (88) of the planned trajectory magnitudes with respect to the initial trajectories of the first evaluation path

| Velocity | S        | M-S      | M-F      | F        |
|----------|----------|----------|----------|----------|
|          | Acc      | Ina      | Acc      | Ina      | Acc      | Ina      | Acc      | Ina      |
| Rot. error | δψ | δθ | δψ | δθ | δψ | δθ | δψ | δθ | δψ | δθ | δψ | δθ |
| Vel.      | Lin.     | 95.56    | 108.59   | 21.39    | 94.02    | 80.83    | 70.07    | 13.31    | 18.33    | 47.79    | 40.74    | 52.94    | 45.43    | 109.55   | 124.24   | 131.93   | 164.41   |
|          | Ang.     | 90.82    | 88.67    | 91.54    | 99.04    | 70.50    | 71.48    | 84.73    | 86.55    | 101.66   | 102.85   | 112.97   | 112.33   | 112.00   | 115.45   | 117.05   | 120.22   |
| Acc.      | Lin.     | 31.98    | 40.43    | -11.93   | 30.91    | 27.05    | 23.47    | -16.62   | -10.21   | 9.13     | 4.47     | 9.15     | 6.39     | 42.00    | 47.30    | 50.38    | 75.53    |
|          | Ang.     | 27.11    | -25.63   | -39.10   | -39.66   | -3.01    | 14.29    | -34.42   | -35.44   | 52.13    | 70.84    | -7.75    | -1.48    | 75.17    | 90.29    | 40.77    | 45.00    |
| Jer.      | Lin.     | -9.36    | -4.90    | -33.49   | -9.98    | -9.42    | -11.28   | -37.31   | -30.77   | -20.17   | -23.25   | -22.61   | -22.79   | -3.58    | -3.30    | -3.20    | 14.67    |
|          | Ang.     | 44.96    | -34.10   | -40.39   | -51.61   | 3.07     | 33.13    | -22.79   | -27.86   | 77.47    | 103.85   | 1.32     | 13.27    | 125.84   | 161.02   | 63.49    | 61.97    |
| Sna.      | Lin.     | -27.65   | -26.13   | -41.13   | -27.86   | -25.17   | -25.90   | -44.56   | -37.70   | -31.93   | -34.21   | -36.23   | -35.11   | -21.97   | -23.71   | -26.12   | -13.78   |
|          | Ang.     | 16.74    | -43.41   | -47.75   | -55.90   | -15.48   | 14.98    | -25.66   | -27.86   | 48.48    | 72.59    | -13.27   | 1.36     | 108.21   | 147.64   | 38.92    | 39.79    |
| Cra.      | Lin.     | -29.62   | -29.97   | -36.70   | -29.37   | -26.49   | -26.50   | -40.18   | -33.32   | -30.60   | -32.21   | -36.40   | -34.39   | -24.25   | -26.19   | -30.15   | -23.23   |
|          | Ang.     | -31.63   | -49.98   | -57.66   | -60.43   | -40.92   | -34.49   | -52.87   | -49.84   | -17.51   | -21.85   | -40.75   | -42.35   | -4.64    | 13.11    | -33.18   | -24.31   |
| Pop       | Lin.     | -18.29   | -18.95   | -19.70   | -17.00   | -16.43   | -16.23   | -22.71   | -18.58   | -18.79   | -19.50   | -22.11   | -20.16   | -16.68   | -17.58   | -19.39   | -17.40   |
|          | Ang.     | -28.16   | -38.42   | -48.82   | -51.17   | -37.99   | -40.87   | -57.01   | -46.44   | -28.70   | -42.73   | -37.60   | -30.58   | -24.61   | -9.76    | -49.47   | -42.78   |
| Average.  | Lin.     | 7.10     | 11.51    | -20.26   | 6.79     | 5.06     | 3.10     | -24.68   | -18.58   | -7.43    | -10.66   | -9.21    | -10.10   | 14.18    | 16.79    | 17.24    | 33.37    |
|          | Ang.     | 19.97    | -17.15   | -23.90   | -26.62   | -3.97    | 9.75     | -18.00   | -16.47   | 38.92    | 47.59    | 2.49     | 10.41    | 65.33    | 86.29    | 29.60    | 33.32    |
| Total     | 13.54    | -2.82    | -21.98   | -9.92    | 0.54     | 6.43     | -21.34   | -17.53   | 15.75    | 18.47    | -3.36    | 0.15     | 39.75    | 51.54    | 23.42    | 33.34    |

Minimum values highlighted in bold
Table 19  Percentage of the energy (88) of the planned trajectory magnitudes with respect to the initial trajectories of the second evaluation path.1

| Distance | Acc | Ina | M-S Acc | Ina | M-F Acc | Ina | F Acc | Ina |
|----------|-----|-----|---------|-----|---------|-----|-------|-----|
|          | δψ | δθ | δψ | δθ | δψ | δθ | δψ | δθ |
| Rot. error | | | | | | | | |
| Vel. | Lin. | 20.55 | 20.76 | 41.81 | 33.10 | -56.58 | -56.90 | -53.43 | -36.49 | -63.76 | -63.46 | -58.96 | -56.18 | -47.86 | -61.74 | -53.11 | -51.46 |
|        | Ang. | 99.44 | 98.38 | 103.79 | 105.84 | 88.80 | 90.09 | 94.43 | 91.50 | 107.07 | 99.04 | 106.90 | 103.53 | 119.61 | 110.32 | 110.82 | 116.58 |
| Acc. | Lin. | -8.51 | -8.37 | 11.73 | 4.08 | -58.29 | -59.03 | -51.63 | -40.29 | -61.38 | -61.64 | -57.52 | -53.50 | -45.30 | -57.47 | -49.80 | -49.06 |
|        | Ang. | 301.02 | 269.69 | 276.25 | 254.63 | 238.23 | 236.64 | 237.77 | 245.18 | 311.18 | 326.98 | 311.81 | 277.25 | 378.35 | 295.10 | 287.71 | 355.58 |
| Jer. | Lin. | -29.24 | -29.03 | -12.19 | -18.02 | -58.96 | -60.16 | -50.50 | -44.42 | -59.18 | -60.03 | -56.76 | -52.28 | -45.40 | -54.46 | -49.16 | -48.70 |
|        | Ang. | 161.73 | 129.07 | 140.28 | 105.14 | 115.83 | 109.98 | 110.28 | 118.82 | 163.40 | 196.05 | 106.69 | 129.43 | 249.53 | 163.07 | 144.39 | 243.85 |
| Sna. | Lin. | -37.63 | -37.37 | -24.86 | -28.50 | -54.53 | -56.10 | -46.17 | -43.95 | -52.95 | -53.97 | -52.31 | -47.89 | -42.28 | -48.51 | -46.11 | -45.45 |
|        | Ang. | 74.13 | 42.33 | 73.17 | 48.44 | 53.02 | 44.01 | 43.81 | 58.83 | 88.08 | 99.98 | 85.13 | 59.54 | 219.53 | 98.61 | 112.65 | 223.44 |
| Cra. | Lin. | -35.17 | -35.31 | -28.78 | -29.55 | -43.88 | -45.37 | -38.61 | -38.77 | -42.30 | -41.91 | -43.32 | -40.32 | -36.09 | -39.11 | -40.23 | -39.09 |
|        | Ang. | -4.90 | -28.08 | -11.86 | 4.75 | -8.81 | -12.87 | -9.91 | 14.53 | -6.15 | 1.75 | 29.78 | 2.53 | 91.03 | 17.94 | 60.11 | 81.02 |
| Pop. | Lin. | -20.33 | -21.98 | -21.61 | -18.59 | -24.54 | -25.19 | -23.46 | -24.48 | -25.89 | -21.60 | -25.47 | -25.09 | -23.24 | -24.73 | -26.09 | -25.28 |
|        | Ang. | -23.77 | -52.59 | -42.51 | 13.48 | -49.96 | -42.79 | -28.25 | 1.73 | -21.35 | -15.98 | 2.27 | -25.78 | -10.36 | -8.53 | -14.27 | -2.93 |
| Average | Lin. | -18.39 | -18.55 | -5.65 | -9.58 | -49.46 | -50.46 | -43.97 | -38.07 | -50.91 | -50.44 | -49.06 | -45.88 | -40.03 | -47.67 | -44.08 | -43.17 |
|        | Ang. | 101.27 | 76.47 | 89.85 | 88.71 | 72.85 | 70.84 | 74.69 | 88.43 | 107.04 | 117.97 | 116.26 | 91.08 | -10.36 | 112.75 | 116.90 | 169.59 |
| Total | 41.44 | 28.96 | 42.10 | 39.57 | 11.60 | 10.19 | 15.36 | 25.18 | 28.06 | 33.77 | 33.60 | 22.60 | 67.29 | 32.54 | 36.41 | 63.21 |
Table 20  Percentage of the energy (88) of the planned control commands references with respect to the initial trajectories of the first evaluation path

| Velocity | S     | M-S   | M-F   | F     |
|----------|-------|-------|-------|-------|
| Distance | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   |
| Rot. error | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   |
| uₓ      | 175.62 | 174.73 | 165.22 | 179.56 | 166.21 | 164.01 | 162.92 | 164.52 | 249.86 | 255.51 | 230.76 | 231.95 | 275.94 | 260.18 | 252.08 | 268.09 |
| uᵧ      | 107.11 | 111.35 | 116.73 | 132.96 | 109.18 | 108.19 | 157.03 | 163.87 | 180.56 | 178.77 | 243.17 | 230.55 | 229.41 | 276.93 | 277.13 | 241.83 |
| uₓ      | 98.08  | 101.83 | 73.18  | 135.52 | 99.85  | 99.90  | 84.83  | 87.50  | 136.25 | 134.46 | 134.00 | 132.46 | 147.92 | 151.39 | 146.34 | 149.35 |
| uᵧ      | 85.39  | 78.66  | 80.08  | 86.99  | 60.94  | 64.19  | 69.06  | 70.53  | 94.82  | 98.87  | 96.30  | 96.45  | 107.85 | 112.89 | 106.78 | 110.49 |
| Average | 116.55 | 116.64 | 108.80 | 133.76 | 109.05 | 109.07 | 118.46 | 121.60 | 165.37 | 166.90 | 176.06 | 172.85 | 190.28 | 200.35 | 195.58 | 192.44 |

Minimum values highlighted in bold

Table 21  Percentage of the energy (88) of the planned control commands references with respect to the initial trajectories of the second evaluation path

| Velocity | S     | M-S   | M-F   | F     |
|----------|-------|-------|-------|-------|
| Distance | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   | Acc   | Ina   |
| Rot. error | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   | δψ   | δθ   |
| uₓ      | 147.79 | 148.37 | 152.67 | 158.62 | 156.47 | 153.91 | 162.88 | 153.47 | 199.24 | 200.04 | 199.60 | 200.57 | 203.14 | 213.85 | 228.97 | 217.44 |
| uᵧ      | 153.62 | 151.01 | 176.79 | 178.36 | 154.70 | 162.46 | 184.98 | 154.70 | 191.07 | 156.12 | 241.57 | 228.88 | 202.21 | 216.13 | 192.50 | 205.35 |
| uₓ      | 154.18 | 151.52 | 248.43 | 225.39 | 146.94 | 150.90 | 200.95 | 281.30 | 161.77 | 159.86 | 155.77 | 291.54 | 161.48 | 153.24 | 241.26 | 339.86 |
| uᵧ      | 118.62 | 114.68 | 120.21 | 120.15 | 110.28 | 110.84 | 114.57 | 113.30 | 136.80 | 131.99 | 136.82 | 128.96 | 159.08 | 139.20 | 138.35 | 153.77 |
| Average | 143.55 | 141.39 | 174.53 | 170.63 | 142.10 | 144.53 | 165.84 | 175.69 | 172.22 | 162.00 | 183.44 | 212.49 | 181.48 | 180.61 | 200.27 | 229.11 |

Minimum values highlighted in bold
Tables 18 and 19 display the percentage of the energy (computed with Eq. 88) of the planned trajectory magnitudes with respect to the initial trajectories of the first and second evaluation paths respectively. Tables 20 and 21 show the percentage of the energy (88) of the planned control commands references with respect to the initial trajectories of the first and second evaluation paths respectively.
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