Application of Compensation Algorithms to Control the Movement of a Robot Manipulator
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Abstract: This article presents an application-oriented method for the structural synthesis of control systems for multichannel linear objects. It provides a general form, based on the compensation for object dynamics and disturbances. The algorithm is based on algebraic transformations of the mathematical model of the object and reference systems. The general procedure for the synthesis of a control algorithm is presented by the example of a SISO first-order object. Parametric robustness and correspondence of the system behavior to its own reference filters were derived. The possibility of applying this method to control non-linear objects presented in the form of "State Dependent Coefficient (SDC)" is ascertained. A simplified example is given by the synthesis of the motion control of a one-link manipulator with a drive, described by a second-order nonlinear equation. Control of a two-link manipulator represented by its linearized equation is demonstrated. The convenience of the proposed synthesis method for controlling multi-channel objects under certain simplifications allowed by the specifics of the use of objects is shown. The numerical example shows the independence of the system through individual channels, a zero static error in all the modes of operation and the correspondence of the system behavior to given dynamics.
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1 Introduction

The application of robots in the area of manufacturing is rapidly growing [1–3]. Robot manipulators are widely used in manufacturing processes, such as plasma cutting, plasma surface treatment in the form of plasma spraying of powder or
wire coatings [4, 5]. Plasma processing requires the accurate control of a number of parameters during the entire procedure, including the distance from the plasma system’s nozzle to the surface of the workpiece, the nozzle movement speed and the angle between the plasma jet and the surface being treated [4]. Exceeding these parameters beyond the critical limits can lead not only to defective products, but also to an accident (e.g., a short circuit). In cases when the robot program is generated according to a given geometrical model of a processed workpiece or part, very often, deviation of the shape of the real object from the model leads to the violation of process parameters, with all its undesirable consequences. This problem is particularly acute in the case of objects with complex shape, when small relative errors of geometric parameters and object positioning may lead to large deviations regarding the distance between the tools mounted on the manipulator and the object’s surface. Thus, it is necessary to solve the problem by adequately controlling the motion of a robotic arm and planning its trajectory. A number of research publications has addressed this issue recently [6–15]. A manipulator is a machine, in which the mechanism usually consists of a series of segments, jointed or sliding relative to one another, for the purpose of grasping and/or moving objects (pieces or tools) usually in several degrees of freedom [16]. Each joint (link) or element is equipped with its own drive, controlled by a microcontroller, which ensures the movement of the tool or the entire robot to any point of the workspace. The Kawasaki RS10L industrial robot (Kawasaki Heavy Industries, Ltd., Japan) (Fig. 1) can serve as a demonstrator, where rotational joints are used, but the motion of the tool in a preset direction is prescribed. Typically, performing robotic plasma cutting or plasma spraying requires moving the robot arm with the equipment installed on it along a given flat path with a relatively low speed, for example, about 50 mm/sec for plasma spraying of coatings.

However, the constraint motion of joints or nodes, taking into account the inertia and limited power of the drives, is a rather complicated control task [8–14]. It is often required to provide the dynamics of movements’ characteristic of complex robot application.
The dynamics of the mechanical system of a manipulator is well studied, and can be described by the Lagrange equations [17–20]:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \tau, \quad L = K - P,
\]

where \( q \in R^n \) denotes the vector of generalized coordinates, \( K \in R^1 \), \( P \in R^1 \) the kinetic and potential energy of the manipulator, respectively, \( \tau \in R^n \) the vector of driving moments in manipulator links and \( n \) being the number of manipulator joints. After determining \( L(q, \dot{q}) \) and calculating the derivatives, from eq. (1) for “hard” robots, the “standard” second-order vector–matrix nonlinear differential equations follow in the form:

\[
M(q)\ddot{q} + N(q, \dot{q}) + G(q) = \tau,
\]

(2)

where \( M(q) \in R^{nn} \) denotes the inertia matrix, \( N(q, \dot{q}) \in R^{nx1} \) the vector of Coriolis and centrifugal forces and \( G(q) \) being the gravity vector.

For a robot with rotational joints, \( q \) is the vector of rotation angles of its joints, therefore, to transform rotation angles to Cartesian coordinates, coordinate transformation should be added:

\[
y = f(q),
\]

(3)

where \( y \) denotes the vector of the Cartesian coordinates of the robot tool and \( f(q) \) being the vector function.

It should be noted that the functions included in (2), (3) are smooth nonlinear functions in the domains of their definition (trigonometric functions, squaring and certain others). In control theory, there are no universal engineering methods for the synthesis of control systems for nonlinear objects; only applications for certain classes of objects have been developed. A common technique for the design of control systems is the linearization of the object in the area of the operating point and the use of well-developed linear synthesis methods. Another approach for converting nonlinear objects to linear form in a wide range of parameter changes is feedback linearization [21, 22]; this method is widely used to synthesize control algorithms for affine systems, which includes robots, i.e., “Computed Torque Control” (CTC) [18, 22]. It should be noted the complexity of the control system obtained by CTC should be noted, given the need to calculate the second derivative of the control signal. The State Dependent Coefficient (SDC) technique [23–25] is also widespread, according to which a nonlinear object is represented as a linear model with state-dependent parameters. After linearization by any technique, the object is controlled using classical or modern linear methods of control theory. It should be noted that classical methods are poorly adapted to
solve the problem of controlling multi-channel objects, i.e. Multiple-Input Multiple-Output (MIMO) objects.

In all cases, the task is to create a MIMO motion control system for the manipulator. Classical approaches of control algorithm synthesis are ill-posed for the task, when it includes numerous dynamic constraints, as discussed above. Most of the classical approaches are intended for the analysis of control systems for a single-channel, single-input single-output (SISO) system [26, 27]. It is necessary to analyze a number of prior defined algorithms before a given dynamic motion system is achieved. Advanced techniques, such as modal control and LQ-optimization “in pure form” are means of correcting the inherent dynamics of the control object [28, 29]. Modern deep learning techniques may also be used for deriving such complex robot controllers, if enough teaching data is available [30]. For the proper testing of external disturbances, compensators are additionally included in the system, and again, many times a trial-and-error method is used in practice. To develop an algorithm to control the robot tool motion, this article proposes a method based on the object's dynamics and perturbations compensation, offering a number of benefits [31, 32]. This is an analytical method, proving the correction of the inherent dynamics of the controlled object in a single algorithm, as well as compensation for external influences, testing with zero static error. The source data is set in the form of reference filters of a closed-loop system. It is easy to apply to various manipulators and tasks. The control algorithm is obtained by performing a finite number of algebraic operations over matrices. The method is based on the compensation of all external additive effects, while the precision control of the object’s dynamics is achieved with reference-filters by means of inverse mathematical modeling of the object and immediately deriving the required dynamics of the system. This method has not yet been sufficiently developed and studied; there are some results for linear systems with constant parameters [30, 31]. However, this technique may well be “adapted” for objects in the form of SDC, but this issue has yet to be considered.

The disadvantage of the method is its need for information on the state variables of the object, in case the correction of the own dynamics is required. The method has been developed for linear plants; however, research is currently being conducted on further applications for nonlinear objects in a generalized form.

Our motivation is the development of a robotic system for plasma processing of objects with complex shapes. The goal of this study is to design a new method to derive the robot manipulator’s motion control. This article presents a brief description of the method of compensating the dynamics of an object and disturbances, describes the synthesis of a control algorithm using an example of a first-order object, describes the synthesis of a motion control algorithm for one link of a manipulator, when nonlinear equations of a link are presented in the form of SDC, and demonstrates the applicability of the proposed method for the synthesis of MIMO control objects using the example of a linearized model of a two-link manipulator.
2 Features of the Object Dynamics and Perturbations Compensation Method

When developing the so-called "dynamics and perturbations compensation method", the control feedback is not postulated, but appears after structure's equivalent transformations obtained on the basis of the compensation method. Through this approach, it is possible to obtain a method of structural synthesis of control systems, directly guarantying the specified quality of control. The general principle of the method is to put the controlled object in series with its inverse mathematical model, and subtract all additive external disturbances from the corresponding variables of the inverse model. Disturbing effects not possible to be compensated are evaluated based on the mismatch of the corresponding object variables and the inverse model. To implement a control device in the circuit of external actions of the inverse model, the reference filters are involved, determining the behavior dynamics of a closed-loop control system. The method has an obvious advantage over the known ones regarding the clarity of the source data setting, and the simplicity of the synthesis of the control algorithm. The algorithms obtained by this method provide the compensation of disturbances with zero static error and a given dynamics changing of the controlled object. The disadvantage of the method is the need for information on the state variables of the object in case the correction of the own dynamics of this object is required. When it is not available, a state observer should be used, which is still part of our future work. A multichannel control object, represented in the state space, is considered.

\[
\begin{align*}
\dot{x}_0' &= Ax_0 + Bu, \\
y_0' &= Cx_0, \\
\dot{x}_0 &= \dot{x}_0' + f_x, \\
y_0 &= y_0' + f_y,
\end{align*}
\]

where \(x_0 \in \mathbb{R}^n\) denotes the vector of the state variables, \(y_0 \in \mathbb{R}^m\) the vector of the output variables, \(u \in \mathbb{R}^m\) the vector of control input, \(A, B, C\) are the given numerical matrices of the controlled object of corresponding dimensions, \(f_y \in \mathbb{R}^m\) vector denoting the perturbation added to the outcome variables and \(f_x \in \mathbb{R}^n\) being the perturbation on the state variables. The linear system according to (4) must be kept under stable control. The method requires that the matrix composed of the first \(m\) rows of the \(B\) matrix is a non-degenerate one. The control objective is to achieve the desired \(y\) output of the system via perturbation compensation of the \(f_y, f_x\) within the accuracy of the given sample dynamic systems (Fig. 2).
The control algorithm of the system (4) according to the method of compensation of the object’s dynamics and perturbations [31, 32] has the form:

\[ \dot{x}_\phi = R_1 x_\phi + \Phi_2 \varepsilon, \]

\[ u = R_3 x_\phi + N_1 \cdot \tilde{x}_0 + P \varepsilon, \]

\[ \tilde{x}_0 = x_0 - x_\phi, \]

\[ \varepsilon = y - y_0, \]

\[ R_1 = \Phi_1 + \Phi_2 \Phi_3; R_3 = N + P \Phi_3; P = G \Phi_2; \]

\[ N = G \Phi_1 + H \Phi_3; N_1 = G \Phi_{r1} + H \Phi_{r3} \]

where \( x_\phi \in \mathbb{R}^n \) is the vector of variables of regulator state; \( y \in \mathbb{R}^m \) being the control vector. Input variables to be controlled are \( y_0, x_0; R_1, R_2, R_3, N, N_1 \) are intermediate matrices.

Block matrices \( E, F, G, H \) are matrices of the inverse model of the controlled system. Matrices \( \Phi_1, \Phi_2, \Phi_3, \Phi_{r1}, \Phi_{r3} \) determine sample dynamic systems, referred to as reference filters hereafter. A more detailed consideration of reference filters will be presented below. Matrices \( E, F, G, H, \Phi_1, \Phi_2, \Phi_3, \Phi_{r1} \) and \( \Phi_{r3} \) are interconnected with \( A, B, C \) by the ratio:

\[ \begin{bmatrix} E & F \\ G & H \end{bmatrix} = \begin{bmatrix} A & B \\ C & 0 \end{bmatrix}^{-1} \]

\[ E \Phi_1 + F \Phi_3 = 1, \]

\[ E \Phi_2 = 0, \]

\[ \Phi_2 \Phi_1^{-1} \Phi_2 = -1, \]

\[ E \Phi_{r1} + F \Phi_{r3} = 1. \]

In eqs. (7), (8) and further on in matrix expressions, \( 0 \) denotes the zero matrix, and \( 1 \) the unit (or identity) matrix with corresponding dimensions. Eq. (7)
unambiguously determines the matrices \( E, F, G, H \). If the block matrix on the right-hand side of (7) is degenerate, then the system (4) is considered uncontrolled in output and our method of synthesizing a controller shall not be used. On the contrary, ratios (8) allow for the choice of the coefficients of the reference filters. Setting these coefficients is usually intuitive when synthesizing a control algorithm particularly for a specific task for the system. The effect of the coefficients free choice, in general, has not yet been studied.

The dynamic properties of the obtained closed-loop control system are represented by the equations:

\[
\begin{align*}
\dot{x}_p &= \Phi_1 x_p - \Phi_2 C \bar{x}_0 + \Phi_2 (y - f_y), \\
\dot{\bar{x}}_0 &= \Phi_{r1} \bar{x}_0 + f_x, \\
\varepsilon &= -\Phi_3 x_p - C \bar{x}_0 + (y - f_y), \\
u &= Nx_p + (N_1 - PC) \bar{x}_0 + P (y - f_y), \\
\varepsilon &= y - y_0, P = G \Phi_2
\end{align*}
\]

From these expressions it is easy to get the transfer function for:

\[
\varepsilon(s) = \left( \Phi_3 (s \cdot 1 - \Phi_1)^{-1} \Theta_2 - 1 \right) \left( \Theta(s \cdot 1 - \Phi_{r1})^{-1} f_x(s) - \left( \Phi_3 (s \cdot 1 - \Phi_1)^{-1} \Theta_2 - 1 \right) y(s) - f_y(s) \right),
\]

where \( s \) is the scalar complex variable of the Laplace transform. Note that in static mode \( \varepsilon(0) = 0 \). This follows from (9), if we consider that according to (8) \( \Phi_3 \Phi_1^{-1} \Phi_2 = -1 \). Thus, the static control error is zero. From (10), it can be seen that the reference filter with matrices \( \Phi_1, \Phi_2, \Phi_3 \) determine the behavior of the closed-loop system through the channels of setting job \( y \) and compensation \( f_y \) and is an \( m \)-channel low-pass filter.

A reference filter with the \( \Phi_{r1} \), \( \Phi_{r3} \) matrices can also be viewed as an \( n \)-channel low-pass filters through the \( f_x \) compensation channels. The \( f_x \) filter, according to (9), is connected in series with the \( y \) and \( f_y \) filter.

By specifying the free coefficients of the reference filters, one can determine the frequency bandwidths of the closed-loop system and cross-links between its control channels. According to [32], for an \( m \)-channel controlled object with \( n \) state variables, the coefficients of \( m \times n \) blocks shall be free (i.e., \( n \) pieces for each of the \( m \) control channels) of the type:

\[
\begin{bmatrix}
\phi_{11} & \cdots & \phi_{1n} \\
\vdots & \ddots & \vdots \\
\phi_{m1} & \cdots & \phi_{mn}
\end{bmatrix},
\begin{bmatrix}
\phi_{r11} & \cdots & \phi_{r1n} \\
\vdots & \ddots & \vdots \\
\phi_{rnn} & \cdots & \phi_{rnn}
\end{bmatrix}
\]

\[11\]
The blocks in eq. (11) occupy the and top rows, provided that the matrix composed of the first rows of the matrix is non-degenerate. For SISO control systems, it is advisable to choose the free coefficients so that they correspond to the standard forms of the low-pass filter. As for MIMO systems, the issues of selecting the free coefficients and determining the remaining coefficients of reference filters, in general, have not yet been worked out. These tasks are being solved by considering the object properties and system requirements, as well as by solving the system (8) in each individual case. From the second equation (5), it follows that along with the main feedback in the control system, there is a local feedback on the state variables of the plant with the matrix. This feedback adjusts the dynamic properties of the object in accordance with the reference filter. If the correction is not needed, then the parameters of this filter should be chosen, so that equals zero. Then, there is no need to measure or evaluate the state variables of the control object. Partial correction of the object is possible. Thus, according to the given mathematical model of the control plant and the specified parameters of the reference filters, the algorithm of the control device is calculated, which immediately guarantees the specified quality of the control processes. Therefore, it is of interest to consider the synthesis of algorithms and the analysis of the properties of the obtained systems specific to robot manipulators.

According to (5)–(8) by this technique, the control algorithm is obtained as a result of algebraic transformations over the matrices of the mathematical model of the control object and the matrices of filter standards. These transformations remain valid when replacing the matrix coefficients with functions of the state variables of this object, which makes it possible to use the proposed method for nonlinear objects presented in the form of SDC. Consequently, if the matrices of the filter-standard depend on state variables, then (10) is not applicable.

### 3 Control Algorithm Elaboration for the Object of the First Order

The single-channel Linear Time-Invariant (LTI) control object is represented as follows

\[
\begin{align*}
\dot{x}_0 &= ax_0 + bu, \\
\dot{y}_0 &= cx_0, \\
\end{align*}
\]

\[
\begin{align*}
\dot{x}_0 &= \dot{x}_0 + f_x, \\
y_0 &= y_0 + f_y,
\end{align*}
\]

(12)

where , , are coefficients. The objective is to reproduce the reference signal at the output of the object and to compensate the , perturbations within an accuracy of the given reference dynamic system. This example is handy because the structure of system (12) replicates the structure of (4), but all the block matrices in (4) are replaced by coefficients. Therefore, the solution of this
problem, in general, is of a simple form, and at the same time allows us to follow the synthesis of the control algorithm, as well as to reveal the general properties of the obtained control system.

The synthesis of the control algorithm is performed in the following order. By (7) we calculate:

$$\begin{bmatrix} E & F \\ G & H \end{bmatrix} = \begin{bmatrix} a & b \\ c & 0 \end{bmatrix}^{-1} = \begin{bmatrix} 0 & 1/c \\ 1/b & -a/cb \end{bmatrix},$$

where \(e, f, s, h\) are coefficients of the inverse model of the object (4). To determine the coefficients of reference filters, we record the equations (8):

$$\frac{1}{c} \phi_3 = 1, \phi_3 = -1, \frac{1}{c} \phi_3 = 1.$$  \hspace{1cm} (14)

According to (14), we have three equations to determine the five coefficients of the reference filters \(\phi_1, \phi_2, \phi_3, \phi_1, \phi_3\), hence, two coefficients from among them can be set arbitrarily. Considering (11), we assign as free \(\phi_1\) and \(\phi_1\). Solving (14), we get the matrices of reference filters:

$$\begin{bmatrix} 0 & \phi_2 \\ \phi_3 & 0 \end{bmatrix} = \begin{bmatrix} \phi_1 & 0 \\ 0 & c \end{bmatrix}, \quad \begin{bmatrix} \phi_1 \\ \phi_3 \\ \phi_1 \\ \phi_3 \end{bmatrix} = \begin{bmatrix} \phi_1 \\ \phi_3 \\ \phi_1 \\ \phi_3 \end{bmatrix}.$$  \hspace{1cm} (15)

Substituting the coefficients from (14), (15) into (6), we find

$$r_1 = \phi_1 - \frac{\phi_1 c}{c} = 0, \quad p = g \cdot f_2 = -\frac{\phi_1}{bc}, \quad n = g \cdot \phi_1 + h \phi_3 = \frac{\phi_1}{b} - \frac{a}{b},$$

$$n_1 = g \cdot \phi_1 + \phi_2 = \frac{\phi_1 - a}{b}, \quad r_2 = n + p \phi_3 = \frac{\phi_1}{b} - \frac{a}{bc} = -\frac{a}{b}.$$  \hspace{1cm} (16)

Substituting (16) into (5), we record the object control algorithm (12):

$$\dot{x}_\phi = -\frac{\phi_1}{c} \varepsilon, \quad \ddot{x}_0 = x_0 - x_\phi, \quad \varepsilon = y - y_0,$$

$$u = -\frac{a}{b} x_\phi + \frac{\phi_1}{b} \ddot{x}_0 - \frac{\phi_1}{bc} \varepsilon.$$  \hspace{1cm} (17)

Thus, a proportional–integral (PI) control law is obtained with local feedback through the variable \(\ddot{x}_0 = x_0 - x_\phi\).

Processes in a closed loop control system consisting of the object (12) and the regulator (17) after substitution (13) and (15) in (9) take the form:
\[
\dot{x}_\phi = \phi_1 x_\phi + \phi_1 \tilde{x}_0 - \frac{\phi_1}{c} (y - f_y),
\]
\[
\dot{\tilde{x}}_0 = \phi_{11} \tilde{x}_0 + f_x,
\]
\[
e = -c x_\phi - c \tilde{x}_0 + (y - f_y),
\]
\[
u = \frac{\phi_1 - a}{b} x_\phi + \frac{\phi_{11} - a + \phi_1}{b} \tilde{x}_0 - \frac{\phi_1}{c} (y - f_y).
\] (18)

As seen from (18), the free coefficients of the reference filter \( \phi_1 \) and \( \phi_{11} \) determine the dynamic properties of the control system. For the sustainability of the processes in (18), they must be negative. The study of the influence of reference filters coefficients on the control process was performed by computer-based simulation method and was about to analyze the transients in a system composed of (12) and (17) for a numerical example when \( a = -1 \), \( b = c = 1 \). Figure 3 shows the transient response of the system for the values \( \phi_1 = -0.5 \) (blue), \( \phi_1 = -1 \) (red) and \( \phi_1 = -1.5 \) (brown). In Fig. 3 and other figures, at zero time, the input was changed according to a unit step, after 10 seconds, a single step perturbation \( f_y \), appeared, and after 20 seconds appeared a single step perturbation \( f_x \) of a negative sign.

As seen, the approach to increase the system performance by the increase of \( \phi_1 \) leads to significant amplitude brightening of the control input. Apparently, it is advisable for this example when \( \phi_1 = 1 \), then the amplitude of the control action is moderate and characterized by a high speed of operation. Fig. 4 shows transition functions similar to Figure 3, but here the value of \( \phi_{r1} \) changed when \( \phi_1 = 1 \). Expectedly from (18), this parameter affects only the nature of compensation of the perturbation of \( f_x \). As seen in Fig. 4, it is possible to increase \( \phi_{r1} \) without increasing the amplitude of the control input.
Figure 3
Input signal to test the system (12), with controller (17) when changing $\phi_1$: a) output variable, b) control variable

Figure 4
Input signal to test the system (12), with controller (17) when changing $\phi_1$; a) output variable, b) control variable
The study of robustness for a given set of coefficients was to analyze transition functions while a significant change of the coefficients of the control object and the regulator being calculated for the nominal values of these coefficients. Figure 5 demonstrates these functions. Here, the coefficients $a, b, c$ of the system (12) were successively changed by 50% from their nominal values.

![Figure 5](image)

The study of the control system robustness (12), (17)

As seen, the system remains stable and the control quality is adequate. Simulation with a number of other sets of object coefficients (12), including for an unstable object, revealed similar results.

4  Motion Control of One Manipulator Joint

Let us consider the algorithm synthesis of the rotation angle control of one link of a rotary type manipulator. For simplicity, we neglect the dynamics of the electromagnetic processes of the drive and friction in the joints. In addition, we believe that the mass of the link is concentrated at its end point. Eq. (2) for one link, the axis of rotation of which is fixed at the origin, has the form:

\[(J_p + ml^2)\ddot{q} + mgl\cos(q) = ku,\]

where $m$ denotes the link mass, $l$ – the link length, $q$ the link rotation angle relative to the horizontal axis, $g$ the acceleration of gravity and $J_p$ being the drive moment of inertia. It was assumed in (19) that the driving moment created by the drive is connected with the control signal to this drive $u$ by the formula $\tau = ku$, where $k$ is the proportionality coefficient.
To synthesize a control algorithm, these equations must be represented in the state space. Dividing the right and left sides of (19) into \( J_p + ml^2 \) and denoting \( x_{01} = \dot{q} \), \( x_{02} = \dot{q} \), \( a_i = \frac{mg \ell}{J_p + ml^2} \), \( b = \frac{k}{J_p + ml^2} \), where \( k \) is a coefficient of proportionality, we obtain the mathematical model of the control object in the form:

\[
\begin{align*}
\dot{x}_{01} &= -a_1 \cos x_{02} + bu, \\
\dot{x}_{02} &= x_{01}, \\
y_0 &= x_{02}.
\end{align*}
\]

(20)

We represent (20) in the form of SDC; for this, we divide and multiply the first term in (20) by \( x_{02} \), we get:

\[
\begin{align*}
\dot{x}_{01} &= a(x_{02}) \cdot x_{02} + bu, \\
\dot{x}_{02} &= x_{01}, \\
y_0 &= x_{02},
\end{align*}
\]

(21)

where

\[
a(x_{02}) = a(x_{02}) = -\frac{a_1}{x_{02}} \cos x_{02}, \; x_{02} \neq 0.
\]

(22)

Now in notation (4), we have:

\[
A = \begin{bmatrix} 0 & a(x_{02}) \\ 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} b \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 \end{bmatrix}.
\]

(23)

We carry out the synthesis of the control algorithm according to (5)–(8) taking into account (11). By (7) we calculate:

\[
E = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad F = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad G = \begin{bmatrix} \frac{1}{b} & 0 \end{bmatrix}, \quad H = -\frac{a(x_{02})}{b}.
\]

(24)

According to (8), we compose equations for determining filter standards:

\[
E \Phi_2 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad F \Phi_3 = \begin{bmatrix} \Phi_1 \\ \Phi_2 \end{bmatrix}, \quad G = \begin{bmatrix} \frac{1}{b} & 0 \end{bmatrix}, \quad H = -\frac{a(x_{02})}{b}.
\]

(25)
\[
\Phi_3 \Phi_1^{-1} \Phi_2 = \begin{bmatrix}
\phi_{31} & \phi_{32} \\
\phi_{21} & \phi_{22}
\end{bmatrix}^{-1} = \begin{bmatrix}
\phi_{13}
\end{bmatrix} = -1,
\]

\[
E \Phi_{r1} + F \Phi_{r3} = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} \begin{bmatrix}
\phi_{r1} \\
\phi_{r2}
\end{bmatrix} + \begin{bmatrix}
0 \\
1
\end{bmatrix} \begin{bmatrix}
\phi_{r31} \\
\phi_{r32}
\end{bmatrix} = \begin{bmatrix}
1 & 0
\end{bmatrix}.
\]

According to (11), we assign the following coefficients as free ones: \(\phi_1\), \(\phi_2\), \(\phi_{r1}\), \(\phi_{r2}\). Then, solving (25), we obtain:

\[
\Phi_1 = \begin{bmatrix}
\phi_1 & \phi_2 \\
1 & 0
\end{bmatrix}, \quad \Phi_2 = \begin{bmatrix}
-\phi_2 \\
0
\end{bmatrix}, \quad \Phi_3 = \Phi_{r3} = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}, \quad \Phi_{r1} = \begin{bmatrix}
\phi_{r1} & \phi_{r2} \\
1 & 0
\end{bmatrix}. \tag{26}
\]

Substituting (24), (26) into (5) and (6) and taking into account (22) we obtain the object control algorithm (21):

\[
x_{\Phi1} = \phi_1 x_{\Phi1} - \phi_2 \varepsilon, \\
x_{\Phi2} = x_{\Phi1}, \\
\begin{align*}
u &= \frac{\phi_1}{b} x_{\Phi1} + \left(\frac{a_1}{b x_{02}} \cos x_{02}\right) x_{\Phi2} + \frac{\phi_{r1}}{b} x_{01} + \frac{1}{b} \left(\phi_{r2} + \frac{a_1}{x_{02}} \cos x_{02}\right) x_{02} - \frac{\phi_2}{b} \varepsilon, \\
\tilde{x}_{01} &= x_{01} - x_{\Phi1}, \\
\tilde{x}_{02} &= x_{02} - x_{\Phi2}, \\
\varepsilon &= y - y_0.
\end{align*} \tag{27}
\]

Substituting (24), (26) into (9) derives equations defining the processes in a closed control system:

\[
x_{\Phi1} = \phi_1 x_{\Phi1} + \phi_2 x_{\Phi2} + \phi_2 \tilde{x}_{02} - \phi_2 (y - f_y), \\
x_{\Phi2} = x_{\Phi1}, \\
\begin{align*}
\tilde{x}_{01} &= \phi_{r1} \tilde{x}_{01} + \phi_{r2} \tilde{x}_{02} + f_{x1}, \\
\tilde{x}_{02} &= \tilde{x}_{01} + f_{x2}, \\
\varepsilon &= -x_{\Phi2} - \tilde{x}_{02} + (y - f_y). \tag{28}
\end{align*}
\]

As it can be seen, despite the nonlinearity of the object, processes in a closed system are represented by linear equations of filter standards. Let us consider free coefficients of reference filters. It follows from (28) that simulating the \((y - f_y)\) signal by a closed loop system is characterized by the transfer function of a low-pass filter of the second order:

\[
W(s) = \frac{\phi_2}{s^2 + \phi_1 s + \phi_2} = \frac{\alpha_2^2}{s^2 + \sigma_2 \phi_1 s + \phi_2}, \quad \phi_1 = -\sigma_2 \omega_\Phi, \quad \phi_2 = -\alpha_2^2, \tag{29}
\]
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where \( \omega_\phi \) denotes the natural frequency of the filter, \( \zeta_\phi \) the coefficient of damping and \( s \) being the Laplace transform variable. Record in the (23) form is favorable for reference filters forms applying. For example, for the second-order Bessel filter \( \zeta_\phi \approx 1.73 \). Changing \( \omega_\phi \), it is possible at the given damping of \( \zeta_\phi \) to select the desired speed of the filter and the entire closed-loop control system. The above reasoning is also valid for the filter through \( f_r \) simulating channels. Computer simulation of the system (20), (27) in the case of substituting a number of coefficients (19) demonstrated the correspondence of transient processes to the equations (28).

5 Motion Control of a Two-Link Manipulator

Consider the problem of a given movement of the operating point of a flat two-link manipulator of rotational type. The axis of rotation of the first link is fixed relative to the coordinate system; the axis of the second link is located on the first link.

The dynamics of this manipulator can be described in the form [18]:

\[
\begin{bmatrix}
\alpha + \beta + 2\eta \cos q_2 & \beta + \eta \cos q_2 \\
\beta + \eta \cos q_2 & \beta
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_1 \\
\ddot{q}_2
\end{bmatrix}
+ \begin{bmatrix}
-\eta(2\dot{q}_1\dot{q}_2 + \dot{q}_2^2) \sin q_2 \\
\eta q_1^2 \sin q_2
\end{bmatrix}
+ \begin{bmatrix}
\alpha e_1 \cos q_2 + \eta e_1 \cos(q_1 + q_2) \\
\eta e_1 \cos(q_1 + q_2)
\end{bmatrix}
= \begin{bmatrix}
k_1 u_1 \\
k_2 u_2
\end{bmatrix},
\]

(30)

\( y_{01} = l_1 \cos q_1 + l_2 \cos q_2, \)

\( y_{02} = l_1 \sin q_1 + l_2 \sin q_2, \)

where \( \alpha, \beta, \eta, e_1, k_1, k_2, l_1, l_2 \) denote coefficients depending on the parameters of links and drives and \( y_{01}, y_{02} \) being Cartesian coordinates of the working point on the plane. Eq. (29) can be represented in the state space, they can be transformed exactly or approximately to the form (4) with state-dependent coefficients (SDC form), and then the control algorithm can be synthesized according to (5)–(8). But this difficult task has not yet been solved and may be the object of future research. In this section, a simpler problem was posed, namely, using the linearized model of a two-link manipulator as an example to show the ease of synthesis of control algorithms for a two-channel LTI object by the proposed technique, which immediately provides the specified indicators of control quality. This refers to the usual linearization in the area of the working point. Introducing the notation \( x_{01} = \dot{q}_1, \quad x_{02} = \dot{q}_2, \quad x_{03} = q_1, \quad x_{04} = q_2 \), and performing such linearization, we obtain the following equations:
\[
\dot{x}_{01} = a_{11}x_{01} + a_{12}x_{02} + a_{13}x_{03} + a_{14}x_{04} + b_1u_1, \\
\dot{x}_{02} = a_{21}x_{01} + a_{22}x_{02} + a_{23}x_{03} + a_{24}x_{04} + b_2u_2, \\
\dot{x}_{03} = x_{01}, \\
\dot{x}_{04} = x_{02}, \\
y_{01} = c_{13}x_{03} + c_{14}x_{04}, \\
y_{02} = c_{23}x_{03} + c_{24}x_{04}. 
\]

In (31), for brevity, the initial notation of variables for increments is preserved. The general formulas being clumsy, the solution is made for a numerical illustration. Matrix for a numerical illustration we assign in the form (32):

\[
A = \begin{bmatrix}
-5 & 0 & 0 & 0 \\
0 & -5 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix},
B = \begin{bmatrix}
10 & 0 \\
0 & 10 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix},
C = \begin{bmatrix}
0 & 0 & -1 & -2 \\
0 & 0 & 3 & 4 \\
0 & 0 \\
\end{bmatrix}.
\]

We take \(b_1 = 10\), \(b_2 = 10\). The zero elements in the first two lines of \(A\) are accepted for ease of calculation. Non-zero coefficients of the matrix \(A\) in (30) provide drives of links with a sufficiently high speed. In matrix \(C\), these coefficients are assigned arbitrarily. Substituting (31) into (7) we get:\n
\[
E = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix},
F = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
2 & 1 \\
-1.5 & -0.5 \\
\end{bmatrix},
G = \begin{bmatrix}
0.1 & 0 & 0.5 & 0 \\
0 & 0.1 & 0 & 0.5 \\
\end{bmatrix},
H = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
\end{bmatrix}.
\]

By (11) blocks of freely assigned coefficients are:

\[
\begin{bmatrix}
\phi_{11} & \phi_{12} & \phi_{13} & \phi_{14} \\
\phi_{21} & \phi_{22} & \phi_{23} & \phi_{24} \\
\end{bmatrix},
\begin{bmatrix}
\phi_{r11} & \phi_{r12} & \phi_{r13} & \phi_{r14} \\
\phi_{r21} & \phi_{r22} & \phi_{r23} & \phi_{r24} \\
\end{bmatrix}.
\]

The analysis (9) proves that the variables \(x_\phi\) and \(x_0\) in their physical sense correspond to the state variables in (4). It follows that some of the coefficients in (34) denote interconnections between state variables. Since we have to ensure the independence of control channels of the reference system, the coefficients of interconnections should be taken as zero. As a result, we have the following blocks of assigned coefficients:
\[
\begin{bmatrix}
\phi_{11} & 0 & \phi_{13} & 0 \\
0 & \phi_{22} & 0 & \phi_{24}
\end{bmatrix}; \begin{bmatrix}
\phi_{r11} & 0 & \phi_{r13} & 0 \\
0 & \phi_{r22} & 0 & \phi_{r24}
\end{bmatrix},
\]

(35)

Now, each pair of coefficients in any row \((33)\) corresponds to a filter of a transfer function \((23)\). Assigning \(\omega_p = 2 \cdot \omega_{r,\phi} = 4 \cdot \zeta_{\theta} = \zeta_{r,\phi} = 1.73\), we get for:

\[
\begin{bmatrix}
\phi_{11} & 0 & \phi_{13} & 0 \\
0 & \phi_{22} & 0 & \phi_{24}
\end{bmatrix} = \begin{bmatrix}
-3.46 & 0 & -4 & 0 \\
0 & -3.46 & 0 & -4
\end{bmatrix},
\]

\(\) (36)

\[
\begin{bmatrix}
\phi_{r11} & 0 & \phi_{r13} & 0 \\
0 & \phi_{r22} & 0 & \phi_{r24}
\end{bmatrix} = \begin{bmatrix}
-6.92 & 0 & -16 & 0 \\
0 & -6.92 & 0 & -16
\end{bmatrix}.
\]

The remaining elements of the reference filters are calculated by \((8)\). The resulting matrices of a reference filter are recorded as:

\[
\Phi_1 = \begin{bmatrix}
-3.46 & 0 & -4 & 0 \\
0 & -3.46 & 0 & -4 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}, \Phi_2 = \begin{bmatrix}
8 & 4 \\
0 & 0 \\
0 & 0
\end{bmatrix}, \Phi_3 =
\]

\[
\begin{bmatrix}
0 & 0 & -1 & -2 \\
0 & 0 & 3 & 4
\end{bmatrix}.
\]

\(\) (37)

\[
\Phi_{r1} = \begin{bmatrix}
-6.92 & 0 & -16 & 0 \\
0 & -6.92 & 0 & -16 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}, \Phi_{r2} = \begin{bmatrix}
0 & 0 & -1 & -2 \\
0 & 0 & 3 & 4
\end{bmatrix}.
\]

Solving the system of algebraic equations \((8)\) when the given coefficient blocks are known, may be of some difficulty. Substituting \((33)\), \((37)\) into \((5)\) and \((6)\), we obtain the equations of the object control algorithm \((31), (32)\) in the form>
\begin{align*}
\dot{x}_{\phi_1} &= -3.46x_{\phi_1} + 8\varepsilon_1 + 4\varepsilon_2, \\
\dot{x}_{\phi_2} &= -3.46x_{\phi_2} - 6\varepsilon_1 - 2\varepsilon_2, \\
\dot{x}_{\phi_3} &= x_{\phi_1}, \\
\dot{x}_{\phi_4} &= x_{\phi_2}, \\
u_1 &= 0.154x_{\phi_1} - 0.192\tilde{x}_{01} - 1.6\tilde{x}_{03} + 0.8\varepsilon_1 + 0.4\varepsilon_2, \\
u_2 &= 0.154x_{\phi_2} - 0.192\tilde{x}_{02} - 1.6\tilde{x}_{04} - 0.6\varepsilon_1 - 0.2\varepsilon_2,
\end{align*}

(38)

Fig. 6 depicts the transition functions obtained on a computer model of a system (31), (32), (38) where coordinates of a given position of the operating point \(y_1, y_2\) were changed in a stepwise way. In one second, the reference \(y_1\) was changed, in 5 seconds – the reference \(y_2\) was changed.

Figs. 6a and 6b demonstrate the changing of the actual coordinates of \(y_{01}\) and \(y_{02}\), and Figures 6c and 6d demonstrate the changes in the control actions on the first and second drives during these tasks simulation.
Simulating a unit step change of reference signals $y_1$, $y_2$ by the control system (31), (32), (38): a–b) changing $y_{01}$ and $y_{02}$, c–d) changing the control actions $u_1$ and $u_2$.

Fig. 7 shows the simulation by the system of unit step changes of $f_{x1}$, $f_{x2}$ perturbations. These perturbations simulate changes in the load on the drives.
Figure 7
Simulating a unit step change of reference signals $y_1$, $y_2$ by the control system (31), (32), (38): a–b) changing $y_{01}$ and $y_{02}$, c–d) changing the control actions $u_1$ and $u_2$.
Based on Figs. 6 and 7 it is seen that the complete self-regulation through channels has been achieved: references $y_1, y_2$, outputs $y_{01}, y_{02}$ and zero static control error. The control processes dynamics satisfies a given dynamics of reference filters. Obviously, autonomy is violated if the actual parameters of the control object do not match their calculated values, but the control error is always zero. This has been revealed by research methods on the computer model of the system.

Thus, a new method for compensating dynamics and perturbations of the object is considered, which allows developing the structure and parameters of a control algorithm for a multi-channel linear object. Here, the standard forms of low-frequency filters are proposed to be used and the effectiveness of their application is demonstrated. This synthesis technique application for multichannel objects is considered on the example of a two-link manipulator represented by its linearized equation. The calculation of the regulator for a numerical example of such an object has highlighted the complexity of solving a problem of selecting the remaining coefficients of reference filters when the blocks of assigned coefficients are given. Analytical research and computer modeling of the considered examples proved the correspondence of transients in control systems to a given dynamics in case of external actions, the autonomy of the SISO systems through separate control channels, zero static error and the robustness of the obtained systems. It is revealed that these properties are achieved immediately, without applying the trial and error method. The ease of the initial data assigning for the synthesis of systems should be noted. The drawbacks of the algorithms are the need for information on the state variables or higher complexity when using state observers. Generally, the issues of free coefficients determining and techniques for non-free coefficients of reference filters identifying have not been resolved yet. Once completely developed, the controller shall be applicable to robotic application with complex geometry constraints, such as plasma processing, or even for medical applications, such as automated bone surface milling for implants [33].

**Conclusions**

The new method of synthesis of a robot manipulator motion-control system by dynamics and perturbations compensation has been proposed. Under certain assumption, this method allows to develop the structure and parameters of a control algorithm for a multi-channel linear object. The possibility of applying the proposed algorithm to control nonlinear objects represented in the form of SDC is demonstrated. On the example of a simple SISO system of first order, duplicating the general structure, but giving a simple analytical solution, the sequence of synthesis of the control algorithm, and the principles of choosing free coefficients of reference filters for the general case are considered. On the example of the task of controlling the rotation of a link of a manipulator, the synthesis of a control algorithm for a nonlinear object is considered and the method of selecting free coefficients for a link of the second order is described. The obtained control
algorithm can be applied to automate a wide class of industrial facilities. The proposed method of structural synthesis can be used to develop effective motion control systems for robot manipulators. The results of the research are of significance for a range of application domains, developing control algorithms for production sites with mechatronic systems.
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