ABSTRACT
Applications involving ingredient recognition are very limited and most do not work in less ideal conditions like the ones faced in a typical kitchen. The main reason for this is the dataset that the existing models are based on. These datasets do not account for real-world factors like noise, blur, etc. in the input image since they are trained on images obtained from controlled and nearly idealistic environments. For these reasons, a new dataset was created, consisting of real-world images which represent the scenarios users are most likely to face during daily use. A simple and robust system was developed that aims to address this issue. A multi-label classification model was built to identify multiple ingredients present in a single image. A personalized recommendation system that recommends a list of South Indian dishes based on the identified ingredients was also developed.
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1. INTRODUCTION
Deciding which dish to prepare with available ingredients is a problem that everybody can relate to. The work presented here aims to alleviate that problem and expedite the cooking process by providing a simple and robust solution which helps the user by providing a list of South Indian dishes along with their recipes based on the image of ingredients available.

The majority of research on ingredient identification is usually conducted in environments in which backgrounds, lighting and even framing of the ingredients in the image is controlled and these result in idealistic scenarios, which is not always the case. The most common scenarios, however do not possess many of the traits of ideal scenarios and result in input images which are blurry, low resolution or even distorted.

This paper presents a multiple ingredient recognition solution using a multi-label classification network and a recommendation system to recommend users a list of South Indian recipes based on the identified ingredients from the input image.

To aid the process of training and execution of this task, a multi-class (vegetables, fruits, spices, etc.) image dataset was constructed. The workflow of the proposed system is shown in Fig 1.

Fig 1. Recipe Recommendation from Ingredient image

The work is summarized as follows:

- Showcased a new multi-class ingredient image dataset captured in a kitchen environment and South Indian recipe and reviews dataset to enable more research.
- Developed a multi ingredient classification system based on the dataset constructed.
- Developed a personalized recipe recommendation system for South Indian recipes based on ratings collected.

2. RELATED WORK
2.1 Multi-ingredient Image Recognition
This paper [1] proposes a system which can identify multiple ingredients present in an image and also recommend recipes based on the results of identification. They make use of Spatial Regularization Networks for ingredient recognition. The dataset is constructed in a supermarket environment. Recommendation uses Neural collaborative filtering method.
2.2 Multi-Label Image Classification
The approach used in this paper [2] is among the first Deep Neural Network based label embedding frameworks for multi-label classification. This paper makes use of an approach called Canonical Correlated AutoEncoder to achieve the task of multi-label classification with more accuracy through better relating of features with label domain data. The model is trained to learn from an image label space and then predict labels accordingly. The proposed method also works with training data that has labels missing.

2.3 Recommendation of Recipes
This paper [3] proposes a unique method of recommending recipes using Machine learning models and Bayesian Optimization, rather than Collaborative Filtering which is a widespread approach. This method is unique and fast in that it does not wait to get real world data and uses simulated data for training the model. This saves a lot of time and an accurate model can be developed quickly and with lesser human resources.

2.4 Ingredient Recognition
The approach in [4] compares several image descriptors and then chooses a suitable combination. It makes use of feature fusion which combines more than one feature to provide a feature vector that can be better used for recognition. Preprocessing of images includes segmentation of the object in the picture from the background. This approach uses Convolutional Neural Networks to build a model that can identify the fruits or vegetables in the given input image.

3. INGREDIENT RECOGNITION
3.1 KC47 Kitchen Dataset
The ingredient datasets that are currently available contain images of only a single class. Hence, the ingredient classification models generated by these datasets cannot handle real world scenarios, such as kitchen environments, with much accuracy. Therefore, a Multi-Class image dataset consisting of 47 classes that include vegetables, fruits, spices and pulses, set in a kitchen environment was constructed to meet the requirements.

The following are some unique aspects of this dataset:
- Images in this dataset were captured in varying conditions and backgrounds, with ingredients kept on counter tops, wooden table, white sheet and table cloth in both low and high light exposures.
- There are a varying number of classes for each image instance.
- Images have resolutions ranging from 1500 x 1500 to 4600 x 3500.
- Images were captured using 3 different smartphones.

3228 train images and 933 test images were captured through the collection procedure. Fig 2 represents a sample of images from the KC47 dataset and shows an example of the results of the multi ingredient recognition model and the frequency distribution of the 47 ingredients is shown in Fig 3.

Fig 2. Sample Image from KC47 dataset with identified classes

3.2 Multi-Ingredient Recognition
Multi-Ingredient recognition is a multi-class classification problem with the ingredient images captured in a regular kitchen environment. The classification models are trained on the KC47 dataset.

Various state of the art approaches were experimented on the dataset. The approaches used in this work are: Resnet-101[5], a deep network, which overcomes vanishing gradient problem using residual blocks. InceptionV3 [6], a computationally efficient approach with aggressive regularization. InceptionResnet [7], combines the above two approaches. DenseNet [8], a computational and memory efficient approach consisting of connected dense blocks.

All the experimented approaches were transfer learned on imagenet weights. The varying input images while training was resized to 1000 x 1000 aspect ratio. Keras and TensorFlow were used to implement the models. In order to avoid overtraining, data augmentation was performed. The loss function binary cross entropy was used while training. Adam optimizer and optimized learning rates had been employed.
4. RECOMMENDATION

4.1 South Indian Recipes and Reviews Dataset

A South Indian recipe dataset was constructed by taking recipes of dishes from various websites. The dataset currently has 126 South Indian recipes.

The rating dataset was constructed by collecting user responses through a web application [9]. It was developed using the MERN (MongoDB Express ReactJS NodeJS) stack. During the data collection process, duplicate responses with the same IP address were allowed. The respondents rated the dishes from the South Indian Recipe Dataset on the scale of 1 to 5.

A total of 1502 responses was received. Each respondent was asked to rate at least five dishes of their choice while submitting their responses. Figure 4 shows the distribution of the number of ratings in the dataset. It can be observed that the majority of respondents have rated 5 to 7 dishes.

4.2 Recommendation Model

The recommendation model is aimed at understanding the user’s preference of dishes and to provide them with recommendations. The recipes are filtered out using the recognized ingredients. The recommendation is performed from these recipes.

Content-based and collaborative filtering (CF) [10] are common solutions in the recommendation domain. However, since there is a dearth of interaction, the implicit connection that exists among users and recipes is difficult to uncover when using the traditional CF method.

The two main types of CF are: (i) UserCF: measures how similar two users are and recommends items that these similar users liked. (ii) ItemCF: measures the similarity of ratings of different items and recommend items that are similar. There are a few issues that result when using this approach. The main issue that arises is the scalability, computation and sparsity of the user-item matrix.

Deep neural networks were used to model the interactions between users and items and this circumvented the issues that arise when implementing CF traditionally.

A Neural Matrix Factorization (NeuMF) [11] model was implemented, which is a combination of Generalized Matrix Factorization (GMF) [12] model and Multilayer Perceptron model (MLP). This combination results in taking advantage of linearity and non-linearity [13] of the models respectively.

The MLP network is a densely connected network, with four dense hidden layers with Rectified Linear Unit (ReLU) activation function, using binary cross entropy loss function and Adam optimizer.

The GMF network was constructed on similar lines, with output layer being densely connected with a single neuron and uses binary cross entropy loss function with Adam optimizer. It is a point wise matrix factorization to approximate factorization of a matrix into two matrices.

5. EXPERIMENTATION

5.1 Ingredient Identification

Accuracy is the number of correct predictions made with respect to all the predictions made. Precision is expressed as the proportion of true positives to all instances classified as positive. Recall is the proportion of true positives to all the instances that are actually positive. F1 score is the harmonic mean of precision and recall. Mean Average Precision (mAP) is a metric used to evaluate object identifiers. It is the mean of average precision that is calculated for all classes. Metrics used were macro and micro precision (P-C and P-O), macro and micro recall (R-C and R-O), macro and micro accuracy (A-C and A-O), macro and micro F1 measure (F1-C and F1-O) for performance comparison. These metrics were calculated on predictions and true values of 900 test images and InceptionV3 yielded superior results as seen in table 1.
5.2 South Indian Recipe Recommendation

Hit Ratio (HR@10) and Normalized Discounted Cumulative Gain (NDCG@10) were used as the evaluation metrics for the recommendation system. The Hit Ratio (HR@10) measures the number of hits in the top ten recommended results for each user. Normalized Discounted Cumulative Gain (NDCG@10) prioritizes the hit position logarithmically and performs normalization, hence the weightage is logarithmically decreased moving down the ranks. These metrics were calculated on test data, constructed by taking one item for each user present in the training data.

Item-based and user-based collaborative filtering (ItemCF) and (UserCF) were implemented as the baseline models. The results improved by employing GMF, MLP and NeuMF approaches. GMF approach yields superior results as seen in Table 2.

Table 1. Quantitative comparison for Multi Label Classification

| Approach      | mAP | P@C | P@O | R@C | R@O |
|---------------|-----|-----|-----|-----|-----|
| DenseNet      | 86.66 | 82.16 | 81.15 | 71.3 | 71.26 |
| Inception ResNet | 90.49 | 69.62 | 88.08 | 72.48 | 72.55 |
| Resnet101     | 90.55 | 81.03 | 78.45 | 89.53 | 90.14 |
| InceptionV3   | 91.1 | 86.45 | 85.53 | 80.53 | 81.1 |

| Approach      | A®C | A®O | F1®C | F1®O |
|---------------|-----|-----|------|------|
| DenseNet      | 97.18 | 97.18 | 74.96 | 75.88 |
| Inception ResNet | 97.68 | 97.68 | 76.75 | 79.56 |
| Resnet101     | 97.84 | 97.84 | 83.77 | 83.89 |
| InceptionV3   | 97.97 | 97.97 | 82.28 | 83.26 |

6. CONCLUSION

This work presented a solution for the task of multi ingredient recognition and subsequent recommendation of South Indian recipes. This was achieved using a combination of deep learning approaches - Multi-label Classification and Recommendation systems. Many approaches to multi-ingredient recognition on the dataset were explored. A personalized South Indian recipe recommendation system was also developed. To enable further research on this topic, a multi-ingredient image dataset and South Indian recipes and user ratings dataset was constructed.
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