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Abstract—In this paper we introduce and study the STREAMING CYCLES problem, a random order streaming version of the Boolean Hidden Hypermatching problem that has been instrumental in streaming lower bounds over the past decade. In this problem the edges of a graph $G$, comprising $n/\ell$ disjoint length-$\ell$ cycles on $n$ vertices, are partitioned randomly among $n$ players. Every edge is annotated with an independent uniformly random bit, and the players’ task is to output, for some cycle in $G$, the sum (modulo 2) of the bits on its edges, after one round of sequential communication.

Our main result is an $\Omega(\ell)$ lower bound on the communication complexity of STREAMING CYCLES, which is tight up to constant factors in the exponent. Applications of our lower bound for STREAMING CYCLES include an essentially tighter lower bound for component collection in (almost) random order graph streams, making progress towards a conjecture of Peng and Sohler [SODA ’18] and the first exponential space lower bounds for random walk generation.

Index Terms—streaming algorithms, graph algorithms, fourier analysis, communication complexity

I. INTRODUCTION

The streaming model of computation has been a core model for small space algorithms that process large datasets since the foundational paper of [1] showed how to (approximately) compute basic statistics of large datasets using space only polylogarithmic in the size of the input. While many such stream statistics are tractable to calculate in this model—including frequency moments, number of distinct elements, and heavy hitters—for graphs of $n$ edges even some basic problems are known to require space $\Omega(n)$ in streams in which the edge arrival order is chosen adversarially. At the same time, a recent line of work on testing graph properties [2], [3], [4], [5], [6], [7] shows that when the edges of the input graph are presented in a uniformly random order, one can approximate many fundamental graph properties (e.g., matching size, number of connected components, constant query testable properties in bounded degree graphs) in polylogarithmic or even constant space.

These algorithms make use of small space graph exploration primitives, including:

a) Component collection.: Given a graph $G = (V, E)$ presented as a random order stream and a budget $k$, collect the connected components of a representative sample of vertices of $G$ assuming that many vertices in $G$ belong to components of size bounded by $k^3$. The work of [5] designs a component collection primitive that uses $k^3$ space, and then uses it to obtain an additive $\varepsilon n$-approximation to the number of connected components in $G$.

b) Random walk generation.: Given a graph $G = (V, E)$ presented as a random order stream, a target walk length $k$ and a budget $s$, generate a sample of (close to) independent random walks of length $k$ from $s$ vertices in $G$ selected uniformly at random. The work of [8] designs a primitive that outputs such walks (with constant TVD distance to the desired distribution, say), using space $2^O(k^3)$.

c) $k$-disc estimation.: Given a bounded degree graph $G = (V, E)$ presented as a random order stream, an integer $k$, estimate $k$-disk frequencies$^2$. The work of [4] designs a primitive for estimating $k$-disc frequencies and then uses it to show that any constant query testable property of bounded degree graphs is random order streamable.

$^1$We note that our definition of component collection here is not formal by design. This is because our lower bound applies to a very weak formal version of component collection, in which one is promised that a constant fraction of vertices of the input graph belong to components of size at most $k$, and the task is to output one such vertex (see Definition IV.2 in Section IV). Our algorithmic results, on the other hand, solve a stronger version of the problem, that of outputting a ‘representative sample’ of vertices of the graph together with components that they belong to (as long as those are of size bounded by $k^3$), in any graph. In particular, our algorithmic primitive naturally leads to an algorithm that additively approximates the number of connected components in the input graph, as in [5].

$^2$A $k$-disc is the subgraph induced by vertices at shortest path distance at most $k$ from a given vertex, and the set of $k$-disc frequencies corresponds to the numbers of occurrences of all such graphs, up to isomorphism.
The above primitives perform depth-$k$ exploration in random order graph streams using space exponential in $k$. Our work is motivated by the natural question:

Does depth-$k$ exploration in random order streams require space exponential in $k$?

This question was originally raised by [5], who wrote

...it will also be interesting to obtain lower bounds for random order streams. It seems to be plausible to conjecture that approximating the number of connected components requires space exponential in $1/\varepsilon$. It would be nice to have lower bounds that confirm this conjecture.

In this paper we make progress towards this conjecture, showing that this dependence is indeed necessary, at least in graph streams that admit some amount of correlation. Our lower bound is based on a new communication problem that we refer to as the STREAMINGCYCLES problem, a relative of the well-studied Boolean Hidden Hypermatching problem. We introduce the STREAMINGCYCLES problem next, then give reductions from component collection and random walk generation. Our reduction generates instances of the component collection and random walk generation problem that are not quite random order streams, but rather allow for small batches of edges as opposed to edges themselves to arrive in a random order. We argue that this is in fact a very natural robust analog of the idealized random order streaming model, and show that corresponding random order streaming algorithms extend to the batch random order setting. Finally, we give an overview of our lower bound, which is the main technical contribution of the paper.

d) The STREAMINGCYCLES problem.: Our main technical contribution is a tight lower bound for the STREAMINGCYCLES problem, which we now define. In an instance of STREAMINGCYCLES$(n, \ell)$ a graph $G = (V, E)$ made up of $n/\ell$ length-$\ell$ cycles is received as a stream of edges $e$ with bit labels $x_e$. There are $n$ players, indexed by the edges of $G$. Upon arrival of an edge $e$ the corresponding bit label $x_e$ is given to the corresponding player as private input, together with a message from the previous player. The edges $e$ are posted on a common board as the edges arrive. The last player must return a vertex $v \in V$ and the parity of the cycle $C \subseteq E$ containing $v$, i.e. $\sum_{e \in C} x_e$. We consider a distributional version of the problem, in which the bits $x_e$ are chosen independently and uniformly at random, and the ordering of the edges in the stream is uniformly random.

A naive protocol for the STREAMINGCYCLES problem is for the players to track the connected component of a vertex $u \in G$. This strategy succeeds if and only if the edges of the component arrive “in order”, which happens with probability $\ell^{-\Theta(1)}$. Thus, it suffices to track $\ell^{O(1)}$ vertices, which results in an $\ell^{O(1)}$ communication per player protocol. Our main result shows that this is essentially best possible:

**Theorem 1.1** (Main result; informal version of Theorem IV.1). Any protocol for the STREAMINGCYCLES$(n, \ell)$ problem that succeeds with $2/3$ probability requires $\min(\ell^{O(1)}, n^{0.99})$ bits of communication from some player.

e) Relation to the Boolean Hidden Hypermatching problem.: We note that this is related to the search version of the Boolean Hidden Hypermatching problem, in which a vector $x \in \{0, 1\}^n$ is given to Alice, who sends a single message to Bob. Bob, in addition to the message from Alice, is given a perfect hypermatching with hyperedges of size $\ell$ and must output the parity of $x$ on one of the hyperedges. The Boolean Hidden Hypermatching problem admits a protocol with $O(n^{1-1/\ell})$ communication (Alice simply sends Bob the values of $x$ on a uniformly random subset of coordinates of size $n^{1-1/\ell}$), and this bound is tight. Note that in the STREAMINGCYCLES problem the bits of $x$ are associated with edges in the cycles, and therefore every cycle can naturally be associated with a hyperedge in Boolean Hidden Hypermatching problem. In contrast to the Boolean Hidden Hypermatching problem, in which the bits are presented first and then the hyperedges are revealed, in the STREAMINGCYCLES problem the bits and the identities of the hyperedges are gradually revealed to the algorithm. Similarly to the Boolean Hidden Hypermatching problem, a ‘sampling’ protocol turns out to be nearly optimal. The naive protocol mentioned above, and considered in more detail in Section III, solves STREAMINGCYCLES$(n, \ell)$ using $O(\ell)$ samples, and we prove a nearly matching lower bound of $\min\{\ell^{O(1)}, n^{0.99}\}$ bits.

f) Applications to component collection and random walk generation.: We now give a natural way for the players to produce a graph stream based on their inputs to the communication game:

- Define the vertex set $V' = V \times \{0, 1\}$.
- On receiving the $t$th edge $(uv, b_{uv})$, insert edges $(u, 0)(v, b_{uv})$ and $(u, 1)(v, \overline{b_{uv}})$ into the stream.

In other words, every edge of the graph $G$ in the STREAMINGCYCLES problem becomes a pair of edges in $G'$. The order in which edges of $G'$ are presented is not quite random as pairs of edges as opposed to individual edges arrive in a uniformly random order.
We refer to such streams, in which batches of edges arrive uniformly at random in the stream as opposed to edges themselves, as (hidden-)batch random order streams. Note that the reduction above generates a stream with batches of size two, corresponding to the pairs of edges arriving at the same time. We argue in Section III-A below that the batched model, in which arrival times of edges could be correlated, but the correlations are restricted by bounded size batches, is a very natural robust analog of the idealized uniformly random streaming model. In particular, we show that, surprisingly, some existing random order streaming algorithms for estimating graph properties are quite robust, and can be made to work even when the structure of the batches is not known to the algorithm, i.e. in the hidden-batch random order model.

Using the reduction above together with Theorem I.1, we get

**Theorem I.2** (Component collection lower bound; informal version of Theorem IV.3). Component collection requires $k^{\Omega(k)}$ bits of space in hidden-batch random order streams.

**Proof.** If the component collection algorithm returns a vertex $(v, b)$ together with a component of size $\ell$ that contains $(v, b)$, return $v$ and parity $= 0$. If it returns $(v, b)$ and a component of size $2\ell$ containing $(v, b)$, return $v$ and parity $= 1$. Otherwise fail.

The bound provided by Theorem I.2 is tight up to constant factors in the exponent. We give an algorithm with $k^{O(k)}$ space complexity in Section 5 of the full version:

**Theorem I.3** (Component collection upper bound; informal version of Theorem 5.2 of the full version). There exists a component collection algorithm in (hidden-batch) random order streams with space complexity $k^{O(k)}$ (words).

Similarly to the work of [5], our component collection algorithm can be used to estimate the number of connected components to additive precision $\varepsilon n$. The space complexity of our estimation algorithm is $(1/\varepsilon)^{O(1/\varepsilon)}$, similarly improving upon on [5]. The details are provided in Section 5 of the full version.

Similarly, we obtain exponential lower bounds for the random walk generation problem:

**Theorem I.4** (Random walk generation lower bound; informal version of Theorem IV.7). Generation of a random walk of length $k$ started at any vertex in a graph given as a hidden-batch random order stream requires $k^{\Omega(\sqrt{k})}$ space. Generation of $C \cdot 4^k$ random walks for a sufficiently large constant $C > 0$ requires $k^{\Omega(k)}$ space.

**Proof.** For the first lower bound, let $\ell = \sqrt{k/C}$ for a sufficiently large absolute constant $C$, so that $k = C^2 \eta$. Generate a walk of length $k$ with precision $\varepsilon = 1/10$ in total variation distance. The walk loops around the cycle that it starts in with probability at least $2/3$. Let $(v, b)$ denote the starting vertex. If the cycle is of length $\ell$, output $v$ and parity $= 0$. If the cycle is of length $2\ell$, output $v$ and parity $= 1$. Thus, random walk generation requires at least $\ell^{\Omega(\ell)} = k^{\Omega(\sqrt{k})}$ space.

For the second bound, let $\ell = k/2$ and run $C4^k = C^22^\eta$ random walks of length $k$ started at uniformly random vertices, with precision $1/10$ in total variation distance (for the joint distribution), for a sufficiently large constant $C > 0$. With probability at least $2/3$ at least one of the walks will loop around the cycle that it started in. Let $(v, b)$ denote the starting vertex. If the cycle is of length $\ell$, output $v$ and parity $= 0$. If the cycle is of length $2\ell$, output $v$ and parity $= 1$.

**g) Boolean Fourier Analysis for Many-Player Games:** Our lower bound for STREAMINGCYCLES is based on the techniques of Boolean Fourier analysis. The application of these techniques to one-way communication complexity goes back to [9], but previous applications have either involved two players or at most a small number relative to the size of the input, meaning that they can afford to lose factors polynomial or even exponential in the player count. Our application involves $n$ players for an $O(n)$-sized input, requiring a careful consideration of how the Fourier coefficients associated with the players’ messages evolve as each player passes to the next. We give an overview of these techniques in Sections II and III.

**A. Related work**

The random order streaming model has seen a lot of attention recently. Besides the aforementioned work of [5] that gives small space algorithms for component counting, small space approximations to matching size have been given in [2], [3], [4], [6] (naturally, the problem has also attracted significant attention in adversarial streams, but the space complexity of known algorithms in this model is significantly higher than in random order streams [10], [11], [12], [13], [14], [15], [16], [17]). The work of [4] shows that constant query testable graph properties can be tested in constant space in random order streams in bounded degree graphs.

The Fourier-analytic approach to proving communication complexity lower bounds pioneered by [9] has
II. WARM-UP: BOOLEAN HIDDEN HYPERMATCHING WITH INTERLEAVING

Let \( X \in \{0, 1\}^n \) be uniformly random, and revealed one bit at a time to our algorithm. Let our algorithm’s state at time \( t \) be \( M_t \), which is at most \( c \) bits long. The Fourier-analytic lower bound approach studies quantities corresponding to the following question: what is known about the *parity* of each set of bits at time \( t \)? For the indicator \( z \in \{0, 1\}^t \) of any subset of bits that arrive before time \( t \), define

\[
\overline{F}_t(z) := \mathbb{E}_{x|M_t} [(-1)^{z \cdot x}]
\]

which is \( \pm 1 \) if the corresponding parity is specified by the message and 0 if it is completely unknown. One can think of \( \overline{F}_t(z)^2 \in [0, 1] \) as an estimate of how well the parity \( z \) is remembered at time \( t \). A method that stores \( c \) individual bits would have

\[
\forall k \leq c, \sum_{|z| = k} \overline{F}_t(z)^2 = \binom{c}{k},
\]

where \( |z| \) denotes the Hamming weight of \( z \), because it remembers exactly each subset of those bits. The foundation of the Fourier-analytic approach is that a similar bound typically holds for *any* protocol that generates \( c \)-bit messages \( M_t \):

\[
\forall k \leq c, \sum_{|z| = k} \overline{F}_t(z)^2 \leq \binom{O(c)}{k}
\]  

with very good probability over \( M_t \). This inequality (Lemma 3 in [9]) is a consequence of the hypercontractive inequality (see Lemma 3.4 in [30]).

In Boolean Hidden Hypermatching, one first receives the bits \( x \) and then receives \( \Theta(n/\ell) \) “important” sets \( z^{(i)} \), each of size \( \ell \). Since the sets are uniform and independent of the message \( M_t \) (and so, of \( \overline{F}_t \)), the expected amount known about them is

\[
\mathbb{E}_{z^{(i)}} \left[ \sum_{t \in [n/\ell]} \overline{F}_t(z^{(i)})^2 \right] = \left( \frac{n}{\ell} \right) \left( \frac{O(c)}{\ell} \right) \leq \left( \frac{n}{\ell} \right) \left( \frac{O(c)}{n} \right)^{\ell}.
\]

If \( c \ll n^{1-1/\ell} \), this is \( o(1) \) so the algorithm probably does not remember any of the important parities.

The challenge we face in adapting this approach is that our important sets (the components of the graph) are revealed over time, interleaved with the bits of \( x \) rather than at the end.

To see how this can be an issue, consider a two-stage version of Boolean Hidden Hypermatching: the first \( n/2 \) bits of \( x \) are given, then at time \( s = n/2 \) we receive \( z^{(i)} \) (elements \( z^{(i)} \) with indices at most \( s \)) for each \( i \), then the rest of \( x \), and finally at time \( t = n \) we receive the rest of the important indices \( z^{(i)} \) (elements \( z^{(i)} \) with indices between \( s + 1 \) and \( t \)). For simplicity, suppose \( |z^{(i)}| = |z^{(i)}_{s+1:t}| = \ell/2 \) always. The algorithm that stores a random subset of bits still needs \( c \geq n^{1-1/\ell} \). Solving either half of the stream (determining the parity of one of the half-sets \( z^{(i)}_{\leq s}, z^{(i)}_{s+1:t} \)) requires only \( n^{1-2/\ell} \) space in general, but how can we get a tight \( n^{1-1/\ell} \) bound?

The problem is that (2) does not give strong enough control over the higher-order moments to show (3). The sets \( z^{(i)} \) at the end are no longer independent of \( \overline{F}_t \), because the algorithm’s behavior in the second half can depend on the \( z_{\leq s} \). One could instead apply (2) to each half of the stream and take the product, getting

\[
\sum_z \overline{F}_s(z_{\leq s})^2 \overline{F}_t(0^\ell z_{s+1:t})^2
\]

to be equal to

\[
\left( \sum_{|z_{\leq s}| = \ell/2} \overline{F}_s(z_{\leq s}) \right) \left( \sum_{|z_{s+1:t}| = \ell/2} \overline{F}_t(0^\ell z_{s+1:t}) \right)
\]

which is in turn bounded by

\[
\left( \frac{O(c)}{\ell/2} \right)^2
\]

and so, on average over \( z \),

\[
\sum_{i \in [n/\ell]} \overline{F}_s(z^{(i)}_{\leq s})^2 \overline{F}_t(0^\ell z^{(i)}_{s+1:t})^2 \leq \left( \frac{n}{\ell} \right) \left( \frac{O(c)}{n} \right)^{\ell}.
\]
For algorithms that store individual bits this implies (3), since in that case
\[ \tilde{F}_t(z) = \tilde{F}_t(z_{s+t} 0^{s-t}) \tilde{F}_t(0^n z_{[s+1:t]}) \]
and
\[ \tilde{F}_t(z_{s+t} 0^{s-t})^2 \leq \tilde{F}_s(z_{s})^2. \]
However, for general algorithms,
\[ \tilde{F}_t(z) \neq \tilde{F}_t(z_{s+t} 0^{s-t}) \tilde{F}_t(0^n z_{[s+1:t]}). \]
To solve this, we need to relate \( \tilde{F}_t(z) \) to bounds involving \( z_{s} \) and \( z_{[s+1:t]} \) individually. We define
\[ \tilde{r}_{s,t}(z_{s+t}) := \mathbb{E}_{x \mid M_s, M_t, B_s} \left[ (-1)^{z_{[s+1:t]} x_{[s+1:t]}} \right] \]
as a “double-ended” version of (1): it asks about the knowledge of \( H \) given the states before and after \( H \) arrives, as well as the “board” \( B_s \) at time \( t \) (which is the information about important sets revealed by time \( t \), namely the \( z_{s} \)). Since \( x \) is independent of \( B_s \), this is specified by \( 2c \) bits (\( M_s \) and \( M_t \)), so it also satisfies (2).
Our key observation, Lemma III.5, is that
\[ \tilde{F}_t(z) = \mathbb{E}_{M_t, M_s, B_s} \left[ \tilde{F}_s(z_s) \tilde{r}_{s,t}(z_{[s+1:t]}) \right]. \tag{4} \]
This lets us relate \( \tilde{F}_t(z) \) to bounds involving \( z_{s} \) and \( z_{[s+1:t]} \), each of which are bounded by (2).
Specifically, for any fixed index \( i \), the average amount that is remembered about \( z^{(i)} \) is:
\[ \mathbb{E}_{z^{(i)}, M_s, M_t} \left[ \tilde{F}_t(z^{(i)})^2 \right] \leq \mathbb{E}_{M_s, M_t} \left[ \mathbb{E}_{z^{(i)}} \left[ \tilde{F}_s(z_{s})^2 \tilde{r}_{s,t}(z^{(i)})^2 \right] \right] \quad \text{\( z_{[s+1:t]} \) distribution} \]
\[ = \mathbb{E}_{M_s, M_t} \left[ \mathbb{E}_{z^{(i)}} \left[ \tilde{F}_s(z_{s})^2 \mathbb{E}_{z_{[s+1:t]}} \left[ \tilde{r}_{s,t}(z^{(i)})^2 \right] \right] \right] \]
\[ \leq \frac{(O(c))}{(\ell/2)} \cdot \frac{(O(c))}{(n/2)} = \left( \frac{O(c)}{n} \right)^\ell. \]
Thus, for the two-stage version of Boolean Hidden Hypermatching, we need \( c \geq n^{1-1/\ell} \) to remember one of the \( n/\ell \) important sets on average.

These equations, (4) and (2), form the Fourier-analytic basis of our lower bound. The rest of the challenge for our setting comes from random order streams having much more complicated combinatorics than two-stage hypermatching, spread across \( n \) stages. As edges arrive, components appear, extend, and merge to eventually form the final cycles.

Fig. 1: Illustration of two possible edge arrival orders. Lighter edges arrive later.

III. TECHNICAL OVERVIEW

(a) A basic “sampling” protocol: Suppose we only permit ourselves to remember one parity (so using one bit of space, in addition to whatever space we need to know which parity this is). We want to eventually learn the parity of one cycle in the stream, and so the natural strategy is as follows:
1) Arbitrarily choose some edge to start with, and record its parity.
2) Whenever we see a new edge that is incident to the parity we are storing, add that edge to the parity, and hope our parity eventually grows to encompass an entire cycle.

This strategy will succeed with probability \( \ell^{-\Theta(\ell)} \), as it only works if no edge of the cycle arrives before a path to it from the first edge has already arrived (we refer to such a cycle as a “single-seed” cycle—see Fig. 1a for an illustration). So we would have to repeat this process \( \ell^{\Theta(\ell)} \) times in order to achieve a constant probability of success.

Can we hope to do better by not considering the parities independently? Suppose we maintain the parities of \( c \) paths at a time, which may merge with each other as we process the stream. We now have some chance of finding “multi-seed” cycles, i.e. cycles in which several disjoint paths arrive before eventually being merged by later edge arrivals—see Fig. 1b for an illustration. If we happen to have remembered the parity of each of the components that eventually merged into a given multi-seed cycle, we will find the parity of the cycle. The
chance that any $k$ of them are from the same cycle is $\sim \binom{t}{k} (t/n)^{k-1}$, and the chance of any given cycle having only $k$ seeds is $(t/k)^{-\Theta(t)}$, as it requires $k$ paths of average length $t/k$ to arrive in order. Until $c$ is $n^{1-\Theta(1/t)}$, the probability of finding the parity of a cycle will therefore be dominated by the single-seed case.

However, so far we have assumed we can only store individual parities. To extend these arguments to algorithms that maintain arbitrary state, we make use of the tools of Boolean Fourier analysis.

b) Fourier-analytic lower bound for Streaming-Cycles.: We construct a hard instance for the problem in which the bit labels $X$ for the edges are chosen uniformly at random, and in order to simplify the analysis we allow the algorithm to remember which edges it has seen for free (although not the bit labels). We say that these edges are posted on the “board” $B$. The state of the board at time $t$, i.e., after receiving $t$ edges, is denoted by $B_t$.

For any subset $z \in \{0,1\}^t$ of the edges that have arrived so far (given by the appropriate bit mask), we can associate the expectation of the parity of $z$ given $M_t$ with the normalized Fourier coefficient

$$\tilde{F}_n(z) := \mathbb{E}_{x \in [M_t]} [(-1)^{x \cdot z}].$$

Note that if the algorithm returns $v$, and $C$ is the cycle containing $v$ (written as an element of $\{0,1\}^n$), the algorithm’s best guess for the parity of $C$ will be $1$ if $\tilde{F}_n(C) > 0$ and $-1$ otherwise. Moreover, the probability that this guess will be correct is $\frac{1+|\tilde{F}_n(C)|}{2}$. Therefore, for a lower bound, it will suffice to prove that with good probability

$$|\tilde{F}_n(C)| = o(1).$$

c) Fourier mass on collections of component types.: Writing $\mathbb{Z}_+^\ell$ for the set of multislots of integers, for $\beta \in \mathbb{Z}_+^\ell$ and a $z \in \{0,1\}^t$ we define

$$z \sim_t \beta$$

to be true iff $z$ corresponds to a set of edges which contains $[\beta[a]]$ components (i.e., paths or cycles) of length $a$ for each $a$ (here for $\beta \in \mathbb{Z}_+^\ell$ and an integer $a$ we write $[\beta[a]]$ to denote the number of occurrences of $a$ in $\beta$). Our main object of study in the lower bound proof is

$$H_\beta := \sum_{z \in \{0,1\}^t, z \sim_t \beta} \tilde{F}_n(z)^2,$$

which can be viewed as the amount of certainty that the algorithm has about parities of unions of components whose sizes are prescribed by $\beta$.

In order to build some intuition, we consider our prototypical sampling protocol from the start of Section III. Let $c$ be the number of edges sampled at the beginning and for every $j \geq 1$ let $Y^t_j$ denote the number of components of size $j$ (i.e., with $j$ edges) that the sampling algorithm was able to construct at time $t$. Then for every multiset $\beta$ and every $t$ one simply has

$$H_\beta = \prod_a \left( \frac{Y^t_a}{\beta[a]} \right),$$

and

$$H_{\{1\}} = c,$$

where the last equality holds because the sampling algorithm grows components out of the first $c$ arriving edges, and for every $j$ we have that $H^t_{\{j\}}$ is the number of components of size $j$ that the algorithm knows the parity of at time $t$. In order to prove that the sampling protocol does not succeed, we need to prove that $Y^t_n = 0$, and for general protocols we need to prove

Lemma III.1. For all $\varepsilon > 0$, there is a $D > 0$ depending only on $\varepsilon$ such that, if $c < \min(\varepsilon t/n, 1 -\varepsilon)$ and $D < t < D^{-1} \log n$,

$$\mathbb{E} \left[ \prod_a \mathbb{B}_a \left( H^t_a \right) \right] \leq \varepsilon.$$ 

In order to establish Lemma III.1, we bound the expected evolution of $\mathbb{E} \left[ H^t_\beta \right]$ as a function of $t$. In what follows we first analyze the evolution of $H^t_\beta$ for the simple “sampling” protocol, and then present the main ideas of our analysis.

d) Evolution of Fourier coefficients of the “sampling” protocol.: Fix a component of size $j$. At time $t$ the probability that it gets extended is about $\frac{2}{n-t}$, and therefore

$$\mathbb{E}[Y^t_j | B_{t-1}, F_{t-1}] \approx Y^t_{j-1} + \frac{2}{n-t} \cdot Y^t_{j-1} + (\text{contribution from merges of smaller components}).$$

In order to derive the asymptotics of $Y^t_j$, we first ignore the contribution of merges, and later verify that they do not affect the result significantly. In particular, ignoring the contribution of merges, we get

$$\mathbb{E}[Y^t_j | B_{t-1}, F_{t-1}] \approx Y^t_{j-1} + \frac{2}{n-t} \cdot Y^t_{j-1}.$$ 

We assume for intuition that $t \leq n/2$, i.e. we are only looking at the first half of the stream. Since the initial conditions are (essentially) $Y^t_1 = c$ and $Y^t_j = 0$ for $j > 1$, because the algorithm can remember $c$ single edges at the beginning of the stream, and no larger components (since they typically do not form at the very beginning of the stream). This now yields that

$$Y^t_j \leq c \cdot 4^{j-1} (t/n) t^{-1} / (j - 1)!$$
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for \( t \leq n/2 \) and all \( j \geq 1 \). This is because \( Y_j^t = c \) as required, and for \( j \geq 2 \)

\[
\mathbb{E}[Y_j^t] \leq \sum_{s=1}^{t-1} \frac{2}{n-s} Y_j^{s-1} \leq (c \cdot 4^{j-1}/(j-2)! \cdot \frac{1}{n} \sum_{s=1}^{t-1} (t/n)^{j-2} \approx c \cdot 4^{j-1}/(j-2)! \cdot \int_0^{t/n} x^{j-2} dx = c \cdot 4^{j-1}(t/n)^{j-1}/(j-1)!
\]

(5)

This in particular implies that \( Y_{t/2}^t \ll 1 \) if \( c = \ell^{o(t)} \), and in general that for the sampling protocol we have, at least for \( t \leq n/2 \),

\[
\mathbb{E}[H_{\beta}] = \mathbb{E} \left[ \prod_{j \in \beta} Y_j^t \right] \approx \prod_{j \in \beta} c \cdot 4^{j-1}(t/n)^{j-1}/(j-1)! = \left( \prod_{j \in \beta} \frac{1}{j!} \right) \cdot Q^{\alpha_\beta} \cdot \left( \frac{t}{n} \right)^{\beta_\alpha - \nu(\beta)} \cdot c^{\nu(\beta)},
\]

where \( Q \) is an absolute constant, \( \beta_\alpha = \sum_{i \in \beta} i \) and \( \beta \) is the number of elements in the multiset \( \beta \) (counting multiplicities).

e) Evolution of Fourier coefficients of a general protocol:

The outline of the simple “sampling” protocol above provides a good model for our general proof. Specifically, in Lemma 4.37 of the full version we show that there exists a constant \( Q > 0 \) such that for (almost) all \( \beta \) and \( t \) (the near-end of the stream and going from \( \beta = \{\ell - 1\} \) to \( \beta = \{\ell\} \) require some special treatment) one has

\[
\mathbb{E}[H_{\beta}] \lesssim \left( \prod_{j \in \beta} \frac{1}{j!} \right) \cdot Q^{\alpha_\beta} \cdot \left( \frac{t}{n} \right)^{\beta_\alpha - \nu(\beta)} \cdot c^{\nu(\beta)} \cdot n^{1/2},
\]

where \( \beta_\alpha = \sum_{i \in \beta} i \) and \( \nu(\beta) = \sum_{i \in \beta} [\frac{i}{2}] \).

Lemma III.1 then follows by essentially summing the above bound over all component types (the proof is presented in Section 4.8 of the full version).

The result of Lemma III.1 can then be seen to imply that the chance of successfully guessing the parity of any cycle is \( o(1) \) whenever \( c = \ell^{o(t)} \), and specifically that the STREAMINGCYCLES problem requires \( \ell^{o(t)} \) space.

To establish (6), we bound the (expected) evolution of \( H_\beta \) as a function of \( t \in [n] \). Specifically, we show in Section 4.7 of the full version that for every \( t \in [n] \) the expectation of \( H_\beta \) can be upper bounded in terms of expectations of \( H_s^* \) for \( s < t \) and \( \alpha \) corresponding to “subsets” of \( \beta \). This is a natural extension of our analysis of the “sampling” protocol above. In full generality, however, this requires showing that if the algorithm has limited information about parities of collections of type \( \alpha \) at time \( s \) (i.e., \( H_s^* \) is small), then it is unlikely to know too much about collections of type \( \beta \) obtained as a result of merging several components in \( \alpha \) or extending them by edges arrived between \( s \) and \( t \).

Crucially, the probability that a collection of components of type \( \alpha \) grows into a collection of components of type \( \beta \) at any given time depend only on the collection type (i.e., the multisets \( \alpha \) and \( \beta \)). Specifically, for \( s \in [n] \), a pair of collection types \( \alpha, \beta \in \mathbb{Z}_+^1 \) such that \( \alpha[1] = \beta[1] \) (the number of single edge components in \( \alpha \) and \( \beta \) is the same) and a realization \( B_s \) of the board \( B_s \) at time \( s \) we write

\[
p_s(\alpha, \beta, B_s) = \Pr_{B_{s+1}} [ z \cdot 1 \sim s+1 \beta | B_s = B_s]
\]

for any \( z \in \{0,1\}^s \) such that \( z \sim_s \alpha \) to denote the probability that a collection of type \( \alpha \) at time \( s \) becomes a collection of type \( \beta \) at time \( s + 1 \) through one of the following “growth events”:

**Extension** An edge arrives at time \( s + 1 \) that is incident to exactly one component in the collection.

**Merge** An edge arrives at time \( s + 1 \) that is incident to two components in the collection.

We will use

**Lemma III.2** (Informal version of Lemma 4.18 of the full version). With high probability over the board state \( B_s \), for \( s \) not too close to \( n \) one has for (almost) every \( \alpha, \beta \)

\[
p_s(\alpha, \beta, B_s) \leq \frac{O(\alpha[\alpha])}{n}
\]

if \( \alpha \to \beta \) is an extension of a path of size \( \alpha \) and

\[
p_s(\alpha, \beta, B_s) \leq \frac{O(\alpha[\alpha] \cdot \alpha[\beta])}{(n-s)^2}
\]

if \( \alpha \to \beta \) is a merge of paths of size \( \alpha \) and \( b \).

We will also need

**Definition III.3** (Down set of \( \beta \in \mathbb{Z}_+^1 \)). For \( \alpha, \beta \in \mathbb{Z}_+^1 \) we write \( \alpha \in \beta - 1 \) if \( \beta \) can be obtained from \( \alpha \) by either an extension or a merge followed by possibly adding an arbitrary number of 1’s to \( \alpha \).

For \( \beta \in \mathbb{Z}_+^1 \) and \( \alpha \in \beta - 1 \) we write \( |\beta - \alpha| \) to denote the number of ones that need to be added to \( \alpha \) after a merge or extension to obtain \( \beta \).

Equipped with the above, and writing \( T \) for the set of all edge arrival times, we can state our main bound on the evolution of Fourier coefficients:
Lemma III.4. For every $t \in T$ one has for $\beta \in \mathbb{Z}^1_+$ that contain at most one component of size more than 1 and have $|\beta|_s \leq \ell - t$, $\mathbb{E}_{X,B_s}[H^s]_\beta$ is at most

$$
\sum_{s=1}^{t-1} \sum_{\alpha \in \partial \beta} q(|\beta - \alpha|) \cdot \mathbb{E}_{X,B_s}[H^s_\alpha \cdot p(\alpha, \beta, B_s)]
$$

and for $\beta$ with all components of size 1

$$
\mathbb{E}_{X,B_s}[H^s_\beta] \leq q(|\beta|),
$$

where

$$
q(k) = \begin{cases} 
\left(\frac{8c}{k}\right)^k & \text{if } k \leq c \\
2^c & \text{otherwise.}
\end{cases}
$$

The function $q(k)$ comes from hypercontractivity (as in (2), [30]), and bounds the total amount of Fourier mass a $c$-bit message can place on size-$k$ parities; when $\alpha \to \beta$, $q(|\beta - \alpha|)$ appears because the term involves remembering $|\beta - \alpha|$ of the isolated edges that arrive between $s$ and $t$.

The proof of Lemma III.4 is based on a function $r$ that functions similarly to the $r_{s,t}$ used in the Section II warm-up. Lemma III.4 allows us to bound the Fourier mass on various collections of components as a function of their evolution in the stream. We consider two prototypical examples now.

Example 1: single-seed components. To obtain some intuition for Lemma III.4, we first consider a simplified setting where $p(\alpha, \beta, B_s) = 0$ unless $\alpha \to \beta$ is an extension, i.e., we ignore the effect of merges. Without merges, since we eventually care about the single-element set $\{\ell\}$, we only need to track the mass on other single-element sets $\beta = \{a\}$, so $\beta - 1 = \{a - 1\}$. Then $\mathbb{E}_{X,B_s}[H^s_\beta]$ is at most

$$
\sum_{s=1}^{t-1} \sum_{\alpha \in \partial \beta} q(|\beta - \alpha|) \cdot \mathbb{E}_{X,B_s}[H^s_\alpha \cdot p(\alpha, \beta, B_s)]
$$

$$
= \sum_{s=1}^{t-1} q(0) \cdot \mathbb{E}_{X,B_s}[H^s_{\{a-1\}} \cdot p(\{a-1\}, \{a\}, B_s)]
$$

$$
\leq \sum_{s=1}^{t-1} \mathbb{E}_{X,B_s}[H^s_{\{a-1\}}],
$$

where the last step uses the first bound from Lemma III.2. One observes that the above recurrence is quite similar to (5) and can be upper bounded similarly by $c^{O(\alpha)} (t/n)^n$—as needed for (6).

Example 2: multi-seed components. To illustrate the way Lemma III.4 handles merges, suppose we want to bound $H(4)$. There are three paths from $\{4\}$ via down-set relations to our base cases:

$$
\{4\} \to \{3\} \to \{2\} \to \{1\}
$$

$$
\{4\} \to \{3\} \to \{1,1\}
$$

$$
\{4\} \to \{2,1\} \to \{1\}
$$

The first is a series of extensions, so bounded by about $c/a$ according to Example 1; the other two involve merges, and we show give negligible contribution. We show this for the $\{4\} \to \{2,1\} \to \{1\}$ path here.

The only path to $\beta = \{2,1\}$ is an extension from $\{1\}$, so Lemma III.4 and Lemma III.2 show that $\mathbb{E}_{X,B_s}[H^s_\beta]$ is at most

$$
\sum_{s=1}^{t-1} \sum_{\alpha \in \partial \beta} q(|\beta - \alpha|) \cdot \mathbb{E}_{X,B_s}[H^s_\alpha \cdot p(\alpha, \beta, B_s)]
$$

$$
= \sum_{s=1}^{t-1} q(1) \cdot \mathbb{E}_{X,B_s}[H^s_{\{1\}} \cdot p(\{1\}, \{2,1\}, B_s)]
$$

$$
\leq \sum_{s=1}^{t-1} 8c \cdot \frac{O(1)}{n} \cdot \mathbb{E}_{X,B_s}[H^s_{\{1\}}]
$$

$$
\leq c^2 (t/n).
$$

Then the contribution to $\mathbb{E}_{X,B_s}[H^s_\beta]$ for $\beta = \{4\}$ from the $\{4\} \to \{2,1\} \to \{1\}$ path is at most

$$
\sum_{s=1}^{t-1} q(|\{4\} - \{2,1\}|) \cdot \mathbb{E}_{X,B_s}[H^s_{\{2,1\}} \cdot p(\{2,1\}, \{4\}, B_s)]
$$

which is bounded by

$$
\sum_{s=1}^{t-1} \frac{1}{n} \cdot O(c^2 s/n) \cdot \frac{O(1)}{(n - s)^2} \leq c^2 \sum_{s=1}^{t-1} \frac{1}{(n - s)^2}
$$

$$
= \frac{c^2}{n - t}.
$$

For almost the entire stream, say $t < n - n^{0.99} < n - \omega(c)$, this term is much less than the $\Theta(c)$ contribution from extensions. The fact that merges are about a $c/n$ factor less likely can be used in general to show that the evolution is ultimately dominated by extensions and establish (6), for $t < n - n^{0.99}$.

f) Handling the end of the stream. Our bound (6) gives roughly a $c^2/n$ bound on $H^s_{\{a\}}$, but only up to time $t = n - n^{0.99}$. By this time, however, probably every single cycle will be missing only $O(1)$ edges, and so have at most $O(1)$ components. Thus each cycle will have an $\Omega(\ell)$-long component that has arrived, and (6) gives a $\frac{c^4}{(\ell t)^2} \ll c/poly(\ell)$ bound for the Fourier mass of its collection type at $t$. Summing over the $poly(\ell)$ possible types leads to Lemma III.1.
We now discuss a key technical insight that allows us to establish Lemma III.4. It is the one illustrated in the warm-up example of Section II.

g) **Key tool in proving Lemma III.4: decomposition of a typical message.** In order to establish Lemma III.4, we need an approach to expressing the Fourier transform of the typical message \( F_t \) at time \( t \) in terms the Fourier transform of the typical messages \( F_s \), for \( s < t \). This is achieved by Lemma III.5 below. Intuitively, this lemma allows us to exploit communication bottlenecks arising at every \( s < t \) that preclude various Fourier coefficients from becoming large.

Let \( r(x_{[s+1:t]}; F_s, F_t) \) denote the indicator function for \( x_{[s+1:t]} \) taking \( F_s \) to \( F_t \). Note that \( r \) is a random function depending only on \( B_t \) \((F_s) \) is a function on \( s \) bits and \( F_t \) on \( t \) bits, so its dependence on \( B_t \) is given implicitly by its arguments). The decomposition of typical messages is given by

**Lemma III.5.** For every \( s, t \in T \) with \( s < t \), and any \( z_{\leq t} \), we have:

\[
\mathcal{F}_t(z_{\leq t}) = \mathbb{E}_{F_s}[\mathcal{F}_s(z_{s:t}) \cdot \mathcal{F}_t(z_{s:t}; F_s, F_t) | F_t, B_t].
\]

Since \( r \) is a function partitioning its input based on at most \( 2c \) bits, its normalized Fourier transform \( \mathcal{F}_s \) is subject to a bound similar to (2), which enables us to establish Lemma III.4.

**A. Hidden-Batch Random Order Streams**

We introduce a new random order streaming model that allows for (limited) correlations whose structure is unknown to the algorithm (the hidden-batch random order streaming model, Definition III.6 below). We give new algorithms for estimating local graph structure using small space in this model, and show that existing results in this space translate to our model with only a very mild loss in parameters.

**Definition III.6 (Hidden-batch random order stream model; informal).** In the \((b, w)\)-hidden-batch random order stream model the edges of the input graph \( G = (V, E) \) are partitioned adversarially into batches of size \( b \), after which every batch is presented to the algorithm in a time window of length \( w \) starting at a uniformly distributed time in the interval \([0, 1]\).

To motivate this model consider observing, say, a network traffic stream or a stream of friendings in a social network. In each case, there are many events (say, a login attempt, or a group of people meeting each other at a party) that will trigger a bounded number of updates (the back and forward of packets in a login protocol, or people adding friends they met) that might have very complicated temporal correlations with each other, but that occur over a bounded period and are mostly independent of other events being observed in the stream.

To simulate this, we think of the division of observations into events (our batches) being adversarial but limited by a maximum batch size \( b \), while the times of the events are chosen at random but the observations associated with the events are adversarially distributed about the event time, subject to the event duration limit \( w \). Note that this means that observations from multiple events may (and often will be) interleaved—more than one person may be logging onto the same network at the same time and more than one party may be taking place at once.

It is worth stressing that the partitioning of edges into batches is unknown to the algorithm (consequently, we refer to our model as the hidden batch model).

Some existing random order streaming algorithm can be readily ported to the hidden-batch random order streaming model.

**Theorem III.7** (Component Collection; informal version of Theorem 5.2 of the full version). There is a \((b, w)\)-hidden batch streaming algorithm that, if at least a \( \Omega(1) \) fraction of the vertices of \( G \) are in components of size at most \( \ell \), returns a vertex in \( G \) and the component containing it with probability \( 9/10 \) over its internal randomness and the order of the stream, using \( t^{O(\ell)}(b + \omega) \) polylog \( n \) bits of space.

We show that results of [5] on counting connected components in random graph streams can be easily extended to our hidden-batch random order model with only a mild loss in parameters. Specifically, in [5] it was shown that the number of connected components \( c(G) \) in a graph \( G \) can be approximated up to an \( \varepsilon n \) additive term using \( (1/\varepsilon)^{O(1/\varepsilon)} \) words of space. We show that this can be improved to \( (1/\varepsilon)^{O(1/\varepsilon)} \) and that (up to log factors) it can be extended to hidden-batch streaming with only linear loss in the parameters.

**Theorem III.8** (Counting Components; informal version of Theorem 5.1 of the full version). For all \( \varepsilon \in (0, 1) \), there is a \((b, w)\)-hidden batch streaming algorithm that achieves an \( \varepsilon n \) additive approximation to \( c(G) \) with \( 9/10 \) probability, using \( (1/\varepsilon)^{O(1/\varepsilon)}(b + \omega) \) polylog \( n \) bits of space.

We note that the \( \omega \) term in the space complexity corresponds to the expected number of edges arriving in a given time window of length \( w \). Since the arrival times of edges are adversarially chosen in a window of length \( w \) started at the arrival time of the corresponding batch,
it is natural to expect the algorithm to store these edges.

Our algorithm above, similarly to the approach of [5], proceeds by first sampling a few nodes in the graph uniformly at random, and then constructing connected components incident on those nodes explicitly. Such a sample of component sizes for a few vertices selected uniformly at random from the vertex set of the input graph can then be used to obtain an estimator for the number of connected components. The details are given in Section 5 of the full version.

IV. LOWER BOUNDS

In this section we give the formal statement of our main result, which is a lower bound for STREAMINGCYCLES, even when the edge arrival order and bit labels are chosen uniformly at random.

Theorem IV.1 (STREAMINGCYCLES Lower Bound). For all constants \( \varepsilon > 0 \), solving the distributional version of the STREAMINGCYCLES\((n, \ell)\) problem with probability at least 2/3 requires at least one player to send a message of size at least \( \min(\ell^{O(\ell)}, n^{1-\varepsilon}) \).

We use this to prove a lower bound for the component collection problem.

Definition IV.2 (Component Collection). In the \((\beta, \ell)\) component collection problem, we are given a graph \( G \) as a stream of edges, with at least \( \beta|V(G)| \) of its vertices in components of size at most \( \ell \), and we must return a vertex \( v \in V(G) \) and the size of the component containing \( v \).

Our lower bound is given by Theorem IV.3:

Theorem IV.3 (Component Collection Lower Bound). For all constants \( C, \varepsilon > 0 \), solving the \((1, \ell)\) component estimation problem in the \((2, 0)\)-batch random order streaming model with probability at least 2/3 requires at least \( \min(\ell^{O(\ell)}, n^{1-\varepsilon}) \) space.

The theorem gives a tight lower bound for the \((1, \ell)\) component collection problem in \((2, 0)\)-hidden batch streams.

We also prove a lower bound for the random walk generation problem in random streams, which we define formally first. Our definition matches the one in [8].

Definition IV.4 (Pointwise \( \varepsilon \)-closeness of distributions). We say that a distribution \( p \in \mathbb{R}_+^\mathcal{U} \) is \( \varepsilon \)-close pointwise to a distribution \( q \in \mathbb{R}_+^\mathcal{U} \) if for every \( u \in \mathcal{U} \) one has

\[ p(u) \in [1 - \varepsilon, 1 + \varepsilon] \cdot q(u). \]

We now define the notion of an \( \varepsilon \)-approximate sample of a \( k \)-step random walk:

Definition IV.5 (\( \varepsilon \)-approximate sample). Given \( G = (V, E) \) and a vertex \( u \in V \) we say that \( (X_0, X_1, \ldots, X_k) \) is an \( \varepsilon \)-approximate sample of the \( k \)-step random walk started at \( u \) if the distribution of \( (X_0, X_1, \ldots, X_k) \) is \( \varepsilon \)-close pointwise to the distribution of the \( k \)-step walk started at \( u \) (see Definition IV.4).

Definition IV.6 (Random walk generation). In the \((k, s, \varepsilon, \delta)\)-random walk generation problem one must, given a graph \( G = (V, E) \) presented as a stream, generate \( s \) independent \( \varepsilon \)-approximate samples of the walk of length \( k \) in \( G \) started at a uniformly random vertex, with error bounded by \( \delta \) in the total variation distance.

The work of [8] designs a primitive that outputs such walks using space \((1/\varepsilon)^{O(k^2)} \cdot 2^{O(k^2)} s\), with \( \delta = 1/10 \), say.

Theorem IV.7 (Random Walk Generation Lower Bound). There exists an absolute constant \( C > 1 \) such that for sufficiently large \( k \geq 1 \), (1) solving the \((k, 1, 1/10, 1/10)\) component estimation problem in the \((2, 0)\)-batch random order streaming model requires at least \( \min(\ell^{\Omega(\sqrt{k})}, n^{0.99}) \) space and (2) solving the \((k, C^k, 1/10, 1/10)\) random walk generation problem in the \((2, 0)\)-batch random order streaming model requires at least \( \min(\ell^{\Omega(k)}, n^{0.99}) \) space.

FULL VERSION

Detailed proofs of the above claims are deferred to the full version of the paper, available at https://arxiv.org/abs/2110.10091. Where specific section and theorem numbers are referenced, the version of reference is v3.
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