FPT-Algorithms for the $\ell$-Matchoid Problem with a Coverage Objective

1, Chien-Chung Huang$^1$, and Justin Ward$^2$

$^1$CNRS, DI ENS, PSL, France. villars@gmail.com
$^2$School of Mathematical Sciences, Queen Mary University of London, United Kingdom. justin.ward@qmul.ac.uk

Abstract

We consider the problem of optimizing a coverage function under a $\ell$-matchoid of rank $k$. We design fixed-parameter algorithms as well as streaming algorithms to compute an exact solution. Unlike previous work that presumes linear representativity of matroids, we consider the general oracle model.

For the special case where the coverage function is linear, we give a deterministic fixed-parameter algorithm parameterized by $\ell$ and $k$. This result, combined with the lower bounds of Lovász [37], and Jensen and Korte [27], demonstrates a separation between the $\ell$-matchoid and the matroid $\ell$-parity problems in the setting of fixed-parameter tractability.

For a general coverage function, we give both deterministic and randomized fixed-parameter algorithms, parameterized by $\ell$ and $z$, where $z$ is the number of points covered in an optimal solution. The resulting algorithms can be directly translated into streaming algorithms. For unweighted coverage functions, we show that we can find an exact solution even when the function is given in the form of a value oracle (and so we do not have access to an explicit representation of the set system). Our result can be implemented in the streaming setting and stores a number of elements depending only on $\ell$ and $z$, but completely independent of the total size $n$ of the ground set. This shows that it is possible to circumvent the recent space lower bound of Feldman et al. [19], by parameterizing the solution value. This result, combined with existing lower bounds, also provides a new separation between the space and time complexity of maximizing an arbitrary submodular function and a coverage function in the value oracle model.
1 Introduction

A (weighted) coverage function $f : 2^X \rightarrow \mathbb{R}_+$ is defined by a collection $X$ of subsets of some underlying universe, each with a weight. Given some $A \subseteq X$, $f(A)$ is simply the total weight of all points that appear in at least one set in $A$. Here we consider the problem of maximizing a coverage function subject to one or more matroid constraints, which are captured by the notion of an $\ell$-matchoid. Formally, suppose we are given a ground set $X$ and a coverage function $f : 2^X \rightarrow \mathbb{R}_+$. The goal is to compute a feasible set $S \subseteq X$ with $f(S)$ being maximized. The feasible sets of $X$ are defined by an $\ell$-matchoid $\mathcal{M}$ over $X$. The $\ell$-matchoid $\mathcal{M}$ is a collection $\{M_i = (X_i, \mathcal{I}_i)\}_{i=1}^s$ of matroids, each defined on some (possibly distinct) subset $X_i \subseteq X$, in which each element $e \in X$ appears in at most $\ell$ of the sets $X_i$. We then say that a set $S \subseteq X$ is feasible if and only if $S \cap X_i \in \mathcal{I}_i$ for each $1 \leq i \leq s$. Intuitively, an $\ell$-matchoid can be regarded as the intersection of several matroid constraints, in which any element “participates” in at most $\ell$ of the constraints. The rank of an $\ell$-matchoid $\mathcal{M}$, is defined as the maximum size of any feasible set. When the coverage function $f$ is an unweighted linear function, our problem is usually called the $\ell$-MATCHOID problem in the literature [23].

The family of $\ell$-matchoid constraints includes several other commonly studied matroid constraints. A 1-matchoid is simply a matroid, and for $\ell > 1$, letting $s = \ell$ and $X_i = X$ for all $i$ gives an intersection of $\ell$ matroid constraints. Additionally, the $\ell$-set packing or $\ell$-uniform hypergraph matching problems can be captured by letting the elements of $X$ correspond to the given sets or hyperedges (each of which contains at most $\ell$ vertices) and defining one uniform matroid of rank 1 for each vertex, allowing at most 1 hyperedge containing that vertex to be selected. It is NP-hard to maximize a coverage function even under a single, uniform matroid constraint, and the $\ell$-MATCHOID problem (in our setting, this is the special case in which $f$ is an unweighted, linear function) is NP-hard when $\ell \geq 3$. Thus, various approximation algorithms have been introduced for both coverage functions and, more generally, submodular objective functions in a variety of special cases e.g., [6, 20, 21, 33, 32, 45, 54].

In this work, we study the problem from the point of view of fixed-parameter tractability, in which some underlying parameter of problem instances is assumed to be a fixed-constant. A variety of fixed-parameter algorithms have been obtained for matroid constrained optimization problems, under the assumption that the matroids have a linear representation. Another approach is to require only that we are able to test whether or not any given set is feasible for each matroid (i.e. independence oracle). This is typically the case in the streaming setting, in which the ground set $X$ is not known in advance but instead arrives one element at a time. In this setting the algorithm may only store a small number of elements throughout its execution but must produce a solution for the entire instance at the end of the stream. Motivated by such settings, we consider what can be accomplished for such problems in the oracle model without access to a linear representation of the entire matroid.

1.1 Our Contributions

We give FPT-algorithms for maximizing a coverage function $f$ under an $\ell$-matchoid $\mathcal{M}$ of rank $k$, given only independence oracles for the matroids in $\mathcal{M}$. Here the coverage function $f$ can be either given in the form of a value oracle, or explicitly as a family of sets over points. We accomplish our goal by constructing a joint $k$-representative set for $\mathcal{M} = \{M_i = (X_i, \mathcal{I}_i)\}_{i=1}^s$ with respect to a subset $T \subseteq X$. This is a set $R \subseteq T$ with the property that given a feasible set $B$ of $\mathcal{M}$ with $|B| \leq k$ and any $e \in T \cap B$, there is some representative $e' \in R$ for $e$ so that $B - e + e'$ remains feasible in $\mathcal{M}$. Our construction also works in the case in which each element $e \in X$ has some weight $w(e) \in \mathbb{R}$, in which case we guarantee that an element $e$’s representative $e'$ has $w(e') \geq w(e)$. Note that the set $R$ contains representatives only for those elements in $T$, but we ensure that these representatives provide valid exchanges with respect to any sets $B_i \in \mathcal{I}_i$, which may include elements not in $T$. This allows us to easily employ our construction in the streaming setting, in which we can treat $T \subseteq X$ as the set of elements that is currently available to the algorithm at some time. Table 1 gives a summary of our results. We emphasize that if we use any strict subset of the parameters proposed, the problems become at least $W[1]$-hard—see Table 2 for a summary and Appendix A for further details.

1Here and throughout, we use the term “points” when discussing elements of the underlying universe of a coverage function to avoid confusion with the elements of $X$. 
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which now we note that the classical reduction between these problems takes an instance of

\[
\text{Table 1: A summary of our results. All problems are constrained by an }
\text{union must be independent in a single matroid. Although both this problem and the}
\text{lower bound of [27, 37] when the matroid is linear.}
\text{Marx [40] gives a randomized FPT-algorithm finding}
\text{an instance with optimal solution}
\text{the time required to sort the elements of}
\text{one can handle using only an independence oracle, as the “equivalent ”}
\text{set can be computed}
\text{deterministically}
\text{Denotes the number of points covered in some optimal solution. The kernel size is stated as number of}
\text{points or, in the weighted variant,}
\text{as number of}
\text{OPT}\text{max } (\Omega(n^k), \Omega(n^{\ell \log(\ell m)}) )\text{ queries}
\text{Table 2: Hardness results for subsets of the parameters we consider. Here, }\ell\text{ is the number of matroids defining our}
\text{the number of points to cover. For the first four hardness results, see Appendix A for the reductions. For the last result, see discussion below.}
\text{As a warm-up, we show that a simple, combinatorial branching procedure is sufficient to produce a kernel of size }\Gamma_{\ell,k} \triangleq \sum_{q=0}^{(k-1)\ell} \ell^q\text{ for the general, weighted }\ell\text{-MATCHOID problem, parameterized by }\ell\text{ and the rank }k\text{ of the }\ell\text{-matchoid. This set can be computed deterministically using }\Gamma_{\ell,k} \cdot |X|\text{ independence oracle queries plus the time required to sort the elements of }X\text{ by weight. To see this result in a larger context, we point out that for fixed-parameterized tractability, the }\ell\text{-MATCHOID problem is in a sense the most general problem one can handle using only an independence oracle, as the “equivalent ” }\ell\text{-MATROID PARITY problem cannot be solved with such an oracle.}
\text{More precisely, in the }\ell\text{-MATROID PARITY problem, we are given disjoint blocks of }k\text{ elements whose union must be independent in a single matroid. Although both this problem and the }\ell\text{-MATCHOID are reducible to one another [28, 38], Lovász [37] and Jensen and Korte [27] show that even when }\ell = 2\text{, any algorithm finding }k\text{ blocks whose union is independent (implying a solution of value }2k\text{ in our setting) needs }\Omega(n^k)\text{ independence queries. Therefore, our results give a new separation between the }\ell\text{-MATCHOID and the MATROID }\ell\text{-PARITY problems in the parameterized setting. To reconcile this apparent contradiction, we note that the classical reduction between these problems takes an instance of MATROID }\ell\text{-PARITY with optimal solution }k\text{ to an }\ell\text{-MATCHOID instance with optimal solution }n + k\text{. Thus, the given lower-bound for MATROID }\ell\text{-PARITY indeed does not apply if we parameterize by }k\text{. It is also interesting to observe how critically the linear representability of matroids affects the tractability. Marx [40] gives a randomized FPT-algorithm for MATROID }\ell\text{-PARITY, parameterized by }\ell\text{ and }k\text{, thus showing that it is possible to circumvent the lower bound of [27, 37] when the matroid is linear.}
\text{Building on this, our main result considers the parameterized MAXIMUM } (M, z)\text{-COVERAGE problem, in which now }f\text{ is a general coverage function and we must select }S \subseteq X\text{ that is feasible for }M\text{ and covers either }z\text{ points or, in the weighted variant, }z\text{ points of maximum weight. We obtain FPT-algorithms for this problem, parameterized by }\ell\text{ and }z\text{ (Theorems 4.4 and 5.2). Here, it is known that parameterizing by }\ell\text{ and }k\text{ causes the problem to be at least }W[2]\text{-hard. Coverage functions often serve as a motivating example for the study of submodular functions, and so it is tempting to ask whether one might obtain a similar FPT algorithm for an arbitrary submodular function by parameterizing by }z = f(\text{OPT}).\text{ However, this is impossible due to the aforementioned lower bound of [27, 37]. To see this, observe that the objective for unweighted MATROID 2-PARITY is a 2-polymatroid rank function, which is submodular. The lower bound}

| Objective | Params | Kernel Size (\(\ell = 1\)) | Kernel Size (\(\ell > 1\)) | Type | Theorem |
|-----------|--------|-----------------------------|-----------------------------|------|---------|
| Linear    | \(\ell, k\) | \(k\) | \(O((k-1)\ell)\) | D | Thm 3.8 |
| Unweighted Coverage (Oracle) | \(\ell, z\) | \(O(2^{(z-1)\ell}z^{2z+1})\) | \(O(2^{(z-1)\ell}z^{2z+1})\) | D | Thm 4.4 |
| Weighted Coverage (Explicit) | \(\ell, z\) | \((4e)^{\ell} \ln(e-1)\) | \(O((4e)^{\ell} \ln(e-1))\) | R | Thm 5.2 |
| Weighted Coverage (Explicit) | \(\ell, z\) | \(2^{O(z)} \log^2(m)\) | \(2^{O(z)} \log^2(m)\) | D | Thm 5.2 |
construction of [27, 37] thus can be interpreted as follows: given a submodular function \( f : 2^X \to \mathbb{Z}_+ \), computing a set \( S \) with \( |S| \leq k \) and \( f(S) \geq 2k \) requires \( \Omega(n^k) \) queries. In our context, by setting \( z = 2k \) implies that we need \( \Omega(n^{2k/2}) \) queries even when \( M \) is a single, uniform matroid.

In order to make this distinction rigorous, we again encounter questions of representation—for a general submodular function one must typically assume that the objective \( f \) is available via a value oracle that, for any set \( S \), returns the value \( f(S) \). In contrast, for coverage functions, \( f \) can be given explicitly as a family of sets over the points in the universe, which may provide additional information not available in the value oracle model. In our main result, we show that it is possible to obtain a fixed-parameter algorithm for MAXIMUM \((M, z)\)-COVERAGE even when \( f \) is given only as a value oracle, which reports only the number of points covered by a set \( S \subseteq X \). This algorithm is technically the most demanding part of this paper. Here the lack of point representation requires a sophisticated data structure to store the elements properly. Moreover, we need to guarantee that the stored elements are not only compatible with the rest of the elements in the optimal solution under the \( \ell \)-matchoid, but also cover the points that are “diffuse” enough (so that at least one of them covers the points that are not already covered by the rest of the optimal solution). The latter goal is achieved by an extensive use of the joint \( k \)-representative sets.

As a result, we demonstrate a new separation between what is possible for an arbitrary, integer-valued submodular function and an unweighted coverage function in the context of fixed-parameter tractability. A similar separation between coverage functions and arbitrary submodular functions was shown by Feige and Tennenholtz [17] and by Dughmi and Vondr{á}k [14] in different contexts. In the former, a separation of the approximability between a general and a submodular function is shown under a single uniform matroid, but applies only in a restricted setting in which the algorithm may only query the value of sets of size exactly \( k \). In the latter, a separation is established in the specific setting of truthful mechanism design. Our results imply a clean separation between what is possible for a coverage function and a general submodular function in the setting of fixed-parameter tractability, without any restriction on what types of sets the algorithm can query. Although our algorithm has rather high space and time complexity, here we emphasize that its main interest lies in the above theoretical implications. In Section 5 we give more efficient randomized and deterministic algorithms via a color-coding technique when we have explicit access to the underlying representation of a coverage function. These algorithms work even in the general, weighted case.

All of our algorithms may be implemented in the streaming setting as well, which results in new consequences in the recently introduced setting of fixed-parameter streaming algorithms e.g., see [10] and the references therein. Here, the idea is to allow the space available for a streaming algorithm to scale as \( g(p) \text{poly}(\log n) \), where \( p \) is a parameter. Just as the original motivation of fixed-parameterized complexity is to identify the parameters that cause a problem to have large running time, here we want to identify the parameters that cause a problem to require large space.

Recently, Feldman et al. [19] showed that given an unweighted coverage function \( f \) and a uniform matroid of rank \( k \) as constraint, a streaming algorithm attaining an approximation ratio of \( 1/2 + \epsilon \) must use memory \( \Omega(\epsilon n/k^3) \). Our Theorem 4.4 implies that one can circumvent this lower bound by parameterizing by the solution value \( z \). As before, it is natural to ask when \( f \) is an arbitrary submodular function in the value oracle model, can one solve the problem using the same amount of space? However, Huang et al. [24], shows that to obtain the approximation ratio of \( 2 - \sqrt{2} + \epsilon \), one requires \( \Omega(n/k^2) \) space, under a uniform matroid of rank \( k \). This lower-bound construction uses a submodular function \( f : 2^X \to \mathbb{Z}_+ \) whose maximum value is \( O(k^2) \). It implies that it is impossible to obtain an exact solution by storing only \( g(z) \) elements, where \( z = O(k^2) \), even for a single uniform matroid. Theorem 4.4 thus again shows a separation in the space complexity between an arbitrary submodular function and a coverage function in the parameterized streaming setting.

### 1.2 Related Work

Marx was the first to initiate the study of MATROID \( \ell \)-PARITY from the perspective of fixed-parameterized tractability [40], using the idea of representative families. Fomin et al. [22] gave an improved algorithm for constructing representative families that, when combined with the techniques from [40], leads to a randomized FPT algorithm for weighted MATROID \( \ell \)-PARITY in linear matroids. Their algorithm was subsequently derandomized by Lokshtanov et al. [35], by showing that truncation can be performed on the representation of a linear matroid deterministically.

The above results presume that the matroids in question are linearly representable. A related issue is
how to compute the linear representation of such a matroid efficiently. Deterministic algorithms for finding linear representation of transversal matroids and gammoids are given by Misra et al. [43] and Lokshtanov et al. [39]. The notion of union representation, a generalization of linear representation, is also introduced in [39].

In another line of work, van Bevern et al. [52] considered a matroid constrained variant of facility location. Their approach can be shown to yield an FPT algorithm for weighted coverage functions subject to \( \ell \) matroid constraints. Their algorithm requires linear representation for the underlying matroid when \( \ell > 1 \). Moreover, as their approach is involved and uses an offline algorithm for 2-matroid intersection, it is unclear if it can be applied in the streaming setting without further insights.

The Maximum \( k \)-Coverage problem is an extensively studied special case of our problem, when \( M \) is a single uniform matroid of rank \( k \). Although this problem is known [16, 45] to be NP-hard to approximate beyond \((1 - 1/e)\), it is FPT when parameterized by the number \( z \) of points to cover [4] or by the maximum of \( k \) and the size of the largest set in \( X \) [5]. However, it is \( W[2]\)-hard when parameterized by \( k \) alone and \( W[1]\)-hard when parameterized by \( k \) and the maximum number of sets any point appears in (sometimes called the frequency of a point) [5], and FPT approximation schemes are known [50, 51] when the maximum frequency is bounded. Recently, Manurangsi [39] has shown that the problem cannot be approximated to better than \((1 - 1/e)\) in FPT time when parameterized by \( k \), assuming the Gap-ETH.

In the streaming setting, approximation algorithms for Maximum \( k \)-Coverage and more generally submodular optimization under special cases of the \( \ell \)-matchoid constraint were given in [2, 3, 7, 8, 18, 23, 25, 30, 31, 34, 41, 42, 46, 47]. Recently, McGregor et al. [41] gave streaming exact and approximate algorithms for Maximum \( k \)-Coverage, as well as for the variant in which the goal is to maximize the number of points covered by exactly one set (where, again, we may choose any collection of at most \( k \) sets). Their algorithm stores \( O(d^\ell+1k^2) \) elements, where \( d \) is the maximum value of \( f(e) \). For comparison, we parameterize by the total number of \( z \) of points to be covered and use \( 2^{O(z)} \) space for a general matroid constraint (Thm [2]) in the same explicit model.

2 Preliminaries

Henceforth, we will use \( A + e \) and \( A - e \) to denote the sets \( A \cup \{e\} \) and \( A \setminus \{e\} \), respectively. For a set function \( f : 2^X \to \mathbb{R} \), a set \( A \subseteq X \) and an element \( e \in X \setminus A \) we also use the shorthands \( f(e) \) to denote \( f(\{e\}) \) and \( f(e|A) \) to denote \( f(A + e) - f(A) \).

A matroid \( M = (X, \mathcal{I}) \) over ground set \( X \) is given by a family \( \mathcal{I} \subseteq 2^X \) of independent sets such that: (1) \( \emptyset \in \mathcal{I} \), (2) \( \mathcal{I} \) is downward closed: for all \( A \subseteq B \subseteq X \), \( B \in \mathcal{I} \) implies that \( A \in \mathcal{I} \), and (3) \( \mathcal{I} \) satisfies the augmentation property: if \( A, B \in \mathcal{I} \) with \(|A| < |B|\), there is some \( e \in B \setminus A \) such that \( A + e \in \mathcal{I} \). Here, we assume that matroids are given by an independence oracle, which, when given a query set \( A \), answers whether or not \( A \in \mathcal{I} \).

For any set \( A \subseteq X \), the rank of \( A \) in \( M \) is given by \( \text{rank}_M(A) = \max\{|B| : B \subseteq A, B \in \mathcal{I}\} \). That is, \( \text{rank}_M(A) \) is the size of the largest independent set contained in \( A \), and the rank of \( M \) is simply \( \text{rank}_M(X) \), which is the common size of all maximal independent sets.

Here we will primarily work with the characterization of matroids in terms of spans. Formally, the span of \( A \) in \( M \) is defined as \( \text{span}_M(A) = \{ e \in X : \text{rank}_M(A + e) = \text{rank}_M(A) \} \). Note that for any \( T \subseteq X \), we have \( T \subseteq \text{span}_M(T) \), and for independent \( T \in \mathcal{I} \), \( \text{rank}_M(\text{span}_M(T)) = |T| \). Additionally, for \( T \in \mathcal{I} \), \( \text{span}_M(T) = T \cup \{ e \in X \setminus T : e \notin \mathcal{I} \} \). Thus, it is straightforward to compute the span of an independent set \( T \) by using an independence oracle for \( M \). The following additional facts will be useful in our analysis:

**Proposition 2.1.** Let \( M = (X, \mathcal{I}) \) be a matroid. Then,

1. For any sets \( S, T \subseteq X \), if \( S \subseteq \text{span}_M(T) \), then \( \text{span}_M(S) \subseteq \text{span}_M(T) \).
2. For any \( S, T \in \mathcal{I} \) with \( S \subseteq \text{span}_M(T) \) and \( |S| = |T| \), \( \text{span}_M(S) = \text{span}_M(T) \).

**Proof.** The first claim is well-known (see e.g. [49] Theorem 39.9)). For the second, note that since \( S \subseteq \text{span}_M(T) \), we must have \( \text{span}_M(S) \subseteq \text{span}_M(T) \) by the first claim. Suppose for the sake of contradiction that there is some element \( e \in \text{span}_M(T) \setminus \text{span}_M(S) \). Then, \( S + e \notin \mathcal{I} \). Moreover, \( S \subseteq \text{span}_M(S) \subseteq \text{span}_M(T) \), so \( S + e \subseteq \text{span}_M(T) \). However, this means that \( \text{span}_M(T) \) contains an independent set \( S + e \) of size \(|S| + 1 = |T| + 1 \), and so \( \text{rank}_M(\text{span}_M(T)) \geq |T| + 1 > |T| \)—a contradiction. \qed
Recall that we define an $\ell$-matchoid on $X$ as a collection $M = \{M_i = (X_i, I_i)\}_{i=1}^s$ of matroids, where each $X_i \subseteq X$ and any $e \in X$ appears in at most $\ell$ of the $X_i$. For every element $e \in X$, we let $X(e)$ denote the collection of the (at most $\ell$) ground sets $X_i$ with $e \in X_i$. We say that a set $S \subseteq X$ is feasible for $M$ if $S \cap X_i \in I_i$ for all $1 \leq i \leq s$. The rank of an $\ell$-matchoid $M$ is the maximum size of a feasible set for $M$.

We suppose without loss of generality that for each element $e \in X$, $\{e\} \in I_i$ for all $X_i \in X(e)$, (i.e. none of the matroids in $M$ has loops), in other words, $\{e\}$ is feasible in $M$. Note that any element $e$ for which this is not the case cannot be part of any feasible solution and so can be discarded.

## 3 Joint $k$-Representative Set

Our main construction will involve the following notion of a representative set for a collection $M = \{M_i = (X_i, I_i)\}_{i=1}^s$ of matroids.

**Definition 3.1** (Joint $k$-representative set for $(T, M, w)$). Let $X$ be a set and suppose that each element $e \in X$ has some weight $w(e) \in \mathbb{R}$. Let $M = \{M_i = (X_i, I_i)\}_{i=1}^s$ be a matchoid with $X_i \subseteq X$ for all $1 \leq i \leq s$. Finally, let $T$ be a fixed subset of $X$.

We say that some subset $R \subseteq T$ is a joint $k$-representative set for $(T, M, w)$ if for any feasible set $B$ of $M$, with $|B| \leq k$, and for any element $b \in T \cap B$, there exists some $e \in R$ with $w(e) \geq w(b)$ and $B - b + e$ feasible for $M$.

Note that such a joint $k$-representative set $R \subseteq T$ has the property that for any feasible solution $O$ of size at most $k$ in $M$, and each $b \in O \cap T$: either $R$ contains $b$ already (in which case, we let $e = b$), or $R$ contains some other element $e$ so that $O - b + e$ remains feasible and the new weight $w(O - b + e) \geq w(O)$. As we show in Theorem 4.7 if $R$ is a joint $k$-representative set for $X$, then it then follows that $R$ must contain a feasible solution of size at most $k$ with total weight at least as large as any feasible set $O \subseteq X$ with size at most $k$.

We now give an algorithm for computing a joint $k$-representative set for $(T, M, w)$. Our main procedure, REPSET is presented in Algorithm 1. We suppose that we are given access to independence oracles for all matroids in $M$, as well as a weight function $w : X \rightarrow \mathbb{R}$. In order to compute a joint $k$-representative set for $(T, M, w)$, the procedure REPSET($T$) makes use of an auxiliary procedure GUESS that takes a pair $(J, Y)$ as input. The first input $J$ to GUESS is a multi-dimensional set $J = (J_1, \ldots, J_s)$, where each $J_i \subseteq X_i$ for $1 \leq i \leq s$, and the second input is a subset $Y \subseteq T$. For a multi-dimensional set $J$, we define $\|J\| \triangleq \sum_{i=1}^s |J_i|$, and let $J + e$ denote the multi-dimensional set obtained from $J$ by adding $e$ to the set $J_i$. That is, $J + e = (J_1, \ldots, J_{i-1}, J_i + e, J_{i+1}, \ldots, J_s)$. Given a pair of inputs $(J, Y)$, the procedure GUESS first selects a maximum weight element $e$ of $Y$ and adds $e$ to the output set $R$. If $\|J\| < (k - 1)\ell$, it then considers each of the matroids $M_i = (X_i, I_i)$ for which $X_i \in X(e)$. For each of these, it makes a recursive call in which $e$ has been added to the corresponding set $J_i$ of $J$ and all elements of $Y$ spanned by $J_i + e$ in $M_i$ have been removed from $Y$.

In our algorithm, it will be helpful to consider the tree of recursive calls to GUESS made during the execution of REPSET$(T)$. Each node in this tree corresponds to some call GUESS$(J, Y)$, where $Y \subseteq T$ and $J$ is a multi-dimensional set.

The following proposition is a rather straightforward consequence of our algorithm.

**Proposition 3.2.** For any call GUESS$(J, Y)$ in the tree of recursive calls made by REPSET$(T)$,

1. $J_i \subseteq I_i$ for $1 \leq i \leq s$.
2. $e \in Y$ if and only if $e \in T$ and for every $X_i \in X(e)$, $e \notin \text{span}(J_i)$.

**Proof.** We prove the proposition to be true by induction on the depth of the tree node corresponding to a call GUESS$(J, Y)$. In the root, the proposition holds trivially as $J = (\emptyset, \ldots, \emptyset)$. Consider now a non-root node corresponding to some call GUESS$(J', Y')$. Such a call is invoked by the parent node corresponding to some other call GUESS$(J', Y')$, where $J = J' + e$ for some $e \in Y'$ and $X_i \in X(e)$.

For all $i' \neq i$, $J_{i'} = J'_{i'} \in I_{i'}$, by induction hypothesis. For $J_i$, we note that by the induction hypothesis, $e \notin \text{span}(J'_i)$ and $J'_i \in I_i$. Thus, $J_i = J'_i + e \in I_i$ and part (1) of the proposition is proved. For part (2), by induction hypothesis, $e \in Y'$ if and only if $e \in T$ and for every $X_i \in X(e)$, $e \notin \text{span}(J_i)$ and by the operation of the algorithm, $e \in Y' \setminus Y$ if and only if $e \in Y'$ and $e \in \text{span}_{M_i}(J'_i + e)$. The proof then follows. \qed
Note that we can compute $Y \setminus \text{span}_{M_i}(J_i + e)$ in line 9 of Algorithm 1 by using at most $|Y| \leq |T|$ independence oracle calls for $M_i$. Each call to RepSet will result in several recursive calls to Guess$(J, Y)$. In our analysis, it will be useful to consider inputs $J, Y$ that satisfy the following property:

**Definition 3.3.** Given a feasible set $B$ in the matchoid $\mathcal{M}$ and $b \in B \cap T$, we call a pair of inputs $(J, Y)$ legitimate for $(B, b)$ if $b \in Y$ and $J_i \subseteq \text{span}_{M_i}(B_i - b)$, where $B_i = B \cap X_i$, for all $1 \leq i \leq s$.

Using this definition, we now formally analyze the behavior of our algorithm.

**Lemma 3.4.** Suppose that the input $(J, Y)$ to the call Guess is legitimate for $(B, b)$. Consider the element $e = \arg \max_{a \in Y} w(a)$ selected in this call to Guess. If $e \in \text{span}_{M_i}(B_i - b)$ for some $X_i \in X(e)$, then $|J_i| < |B_i - b|$.

**Proof.** Suppose that $e \in \text{span}_{M_i}(B_i - b)$ for some $X_i \in X(e)$ and assume for the sake of contradiction that $|J_i| \geq |B_i - b|$. By Proposition 3.2.1, $J_i \subseteq T_i$ and by definition $B_i - b \in T_i$. Moreover, since $(J, Y)$ is legitimate for $(B, b)$, we have $J_i \subseteq \text{span}_{M_i}(B_i - b)$, and, as $J_i$ and $B_i - b$ are independent, $|J_i| \leq |B_i - b|$. Thus, $|J_i| = |B_i - b|$. Proposition 3.2.2 then implies that $\text{span}_{M_i}(B_i - b) = \text{span}_{M_i}(J_i)$. But then by Proposition 3.2.1, $e \notin \text{span}_{M_i}(J_i)$ and so $e \notin \text{span}_{M_i}(B_i - b)$—a contradiction.

**Lemma 3.5.** Consider a legitimate input $(J, Y)$ for $(B, b)$, and let $e = \arg \max_{a \in Y} w(a)$. Then, $w(e) \geq w(b)$ and either $B - b + e$ remains feasible or there is some $X_i \in X(e)$ such that $J' = J + e$, $Y' = Y \setminus \text{span}_{M_i}(J_i + e)$ is a legitimate input for $(B, b)$, with $|J'| = |J| + 1$.

**Proof.** Since $(J, Y)$ is legitimate for $(B, b)$, we have $b \in Y$ and so $w(e) \geq w(b)$. If $B - b + e$ is not feasible, then $e \in \text{span}_{M_i}(B_i - b)$ for some $X_i \in X(e)$. By Lemma 3.2.1, $|J_i| < |B_i - b|$. Since $(J, Y)$ is legitimate for $(B, b)$, $J_i \subseteq \text{span}_{M_i}(B_i - b)$ and so in fact $J'_i = J_i + e \subseteq \text{span}_{M_i}(B_i - b)$, and for all $i' \neq i$, $J'_{i'} = J_{i'} \subseteq \text{span}_{M_{i'}}(B_i - b)$.

What remains to argue is that $b \in Y' = Y \setminus \text{span}_{M_i}(J_i + e)$. If $b \notin B_i$, then $b \notin X_i$, implying that $b$ cannot be part of $\text{span}_{M_i}(J_i + e)$. So assume that $b \in B_i$. If $b \in \text{span}_{M_i}(J_i + e)$ then, since $J_i + e \subseteq \text{span}_{M_i}(B_i - b)$, Proposition 3.2.1 implies that $b \in \text{span}_{M_i}(B_i - b)$, contradicting that $B_i = B \cap X_i \in T_i$.

We are now ready to prove our first main result: RepSet$(T)$ constructs a joint $k$-representative set for $(T, M, w)$.

**Theorem 3.6.** Consider an $\ell$-matchoid $M = \{M_i = (X_i, I_i)\}_{i=1}^s$ and weight function $w : X \to \mathbb{R}$. Then, for any subset $T \subseteq X$, RepSet$(T)$ returns a joint $k$-representative set $R$ for $(T, M, w)$, with $|R| \leq \Gamma_{\ell,k} \triangleq \sum_{q=0}^{(k-1)\ell} \ell^q$ using at most $\Gamma_{\ell,k} \cdot |T|$ independence oracle queries. For $\ell = 1$, $|R| \leq k$ and for $\ell > 1$, $|R| \leq \ell^{-1} \ell^{(k-1)\ell} = O(\ell^{(k-1)\ell})$. 
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Proof. We begin by showing that the set $R$ returned by $\text{RepSet}(T)$ is a joint $k$-representative set for $(T, \mathcal{M}, w)$. Let $B$ be a feasible set in $\mathcal{M}$ and $|B| \leq k$. We need to show that for any $b \in T \cap B$, there must exist some $e \in R$ with $w(e) \geq w(b)$ and $B - b + e$ remains feasible in $\mathcal{M}$. In the following we fix an arbitrary element $b \in T \cap B$.

First, we note that any $(J, Y)$ that is legitimate for $(B, b)$ must have $|J| \leq (k - 1)\ell$. To see this, let $B' = B - b$. Then $|B'| \leq k - 1$. Since $\mathcal{M}$ is an $\ell$-matchoid, each element in $B'$ appears at most $\ell$ of the sets $B' \cap X_i$. Then, from Definition 3.3 together with Proposition 3.2 (1), a legitimate input $(J, Y)$ must have: $|J| = \sum_{i=1}^{\ell} |J_i| \leq \sum_{i=1}^{\ell} |B' \cap X_i| \leq \ell|B'| \leq \ell(k - 1)$.

Now, we consider the set of all recursive calls made to $\text{Guess}(J, Y)$ by $\text{RepSet}(T)$. We first show that for any $0 \leq d \leq (k - 1)\ell$, either an element $e$ with the desired properties is added to $R$ by call $\text{Guess}(J, Y)$ with $|J| \leq d$ or there is some call to $\text{Guess}(J, Y)$ with $(J, Y)$ legitimate for $b$ and $|J| = d$. We proceed by induction on $d$. Initially $\text{RepSet}(T)$ makes a call to $((\emptyset, \ldots, \emptyset), Y = T)$, which is legitimate for $b$, since $b \in T$ by assumption. For the induction step, suppose that no call to $\text{Guess}(J, Y)$ with $|J| < d < (k - 1)\ell$ adds an element $e$ with the desired property to $R$. Then, by the induction hypothesis, there is some call to $\text{Guess}(J, Y)$ with $(J, Y)$ legitimate for $b$ and $|J| = d$. Consider the element $e$ selected by this call. By Lemma 3.5 either $e$ has the desired properties or there is some $X_i \in \mathcal{X}(e)$ such that $J' = J + i \cdot e$, $Y' = Y \setminus \text{span}_I(J_i + e)$ is legitimate for $(B, b)$ and $|J'| = |J| + 1 = d + 1$. In the latter case, since $|J| < (k - 1)\ell$, the procedure $\text{Guess}(J, Y)$ will make a recursive call $\text{Guess}(J', Y')$, for this legitimate input $(J', Y')$. This completes the proof of the induction step.

Suppose now, for the sake of contradiction, that no call to $\text{Guess}(J, Y)$ made by $\text{RepSet}(T)$ adds an element $e$ with the desired properties to $R$. Then by the claim above (with $d = (k - 1)\ell$), there is some call to $\text{Guess}(J, Y)$ with $(J, Y)$ legitimate for $(B, b)$ and $|J| = (k - 1)\ell$. As this call must not have selected an element $e$ with the desired properties, Lemma 3.5 implies that there must be some $(J', Y')$ that is legitimate for $(B, b)$ with $|J'| = (k - 1)\ell + 1$, contradicting our bound on the size of any legitimate $|J'|$. Thus, for any arbitrary $b \in T \cap B$ there is indeed some $e \in R$ with $w(e) \geq w(b)$ and $B - b + e$ feasible for $\mathcal{M}$ and so $R$ is then a joint $k$-representative set for $(T, \mathcal{M}, w)$.

Finally, we consider the complexity of the procedure $\text{RepSet}(T)$. Consider the tree of recursive calls to $\text{Guess}$ made by $\text{RepSet}(T)$. Each call in this tree contributes at most 1 additional element to the final output set. For all calls except the root, we also make at most $|Y| \leq |T|$ independence queries in Line 3 of Algorithm 4 immediately before making this call. It follows that the total number of independence oracle queries is at most $|T|$ times the size of the recursion tree. Now, we note that each non-leaf call $\text{Guess}(J, Y)$ of the tree has at most $\ell$ children $\text{Guess}(J', Y')$ and for each child, $|J'| \geq |J| + 1$. Thus the depth of the recursion tree is at most $(k - 1)\ell$ and so contains at most $\Gamma_{k, \ell} = \sum_{q=0}^{(k-1)\ell} \ell^q$ calls. The stated bounds then follow.

We now show that any joint $k$-representative set for $(X, \mathcal{M}, w)$ is can be used as a kernel for maximizing a linear function under an $\ell$-matchoid constraint $\mathcal{M}$.

**Theorem 3.7.** Let $\mathcal{M} = \{M_i\}_{i=1}^s$ be an $\ell$-matchoid of rank $k$. Then, the procedure $\text{RepSet}(X)$ computes a kernel $R$ for finding a maximum weight feasible set for $\mathcal{M}$ with $|R| \leq \Gamma_{k, \ell} = \sum_{q=0}^{(k-1)\ell} \ell^q$. The procedure requires the time to make $\Gamma_{k, \ell} \cdot |X|$ independence oracle queries, plus the time required to sort the elements of $X$ by weight.

**Proof.** Suppose that we are given a feasible set $O = \{b_1, \ldots, b_{k'}\}$, where $k' \leq k$. We show by induction on $0 \leq r \leq k'$ that there is some set $S_r \subseteq R$ such that $O_r = O \setminus \{b_1, \ldots, b_r\} \subseteq S_r$ is feasible for $\mathcal{M}$, $|O_r| = |O|$ and $w(O_r) \geq w(O)$. If $r = 0$, then the claim holds trivially with $S_0 = \emptyset$, and $O_0 = O$.

In the general case, suppose that $r > 0$. By the induction hypothesis, there is some set of elements $S_{r-1} \subseteq R$ such that $O_{r-1} = O \setminus \{b_1, \ldots, b_{r-1}\} \subseteq S_{r-1}$ is feasible for $\mathcal{M}$, $|O_{r-1}| = |O|$, and $w(O_{r-1}) \geq w(O)$. By Theorem 3.6 there is then some element $e_r$ in the output of $\text{RepSet}(X)$ with $O_{r-1} - b_r + e_r$ feasible and $w(e_r) \geq w(b_r)$. Let $S_r = S_{r-1} + e_r$ so that $O_r = O \setminus \{b_1, \ldots, b_r\} \subseteq S_r = O_{r-1} - b_r + e_r$. Then, $|O_r| = |O_{r-1}| = |O|$ and $w(O_r) \geq w(O_{r-1}) \geq w(O)$.

The bounds on the number of oracle queries follows directly from Theorem 3.6. Additionally, we note that each call to $\text{Guess}(J, Y)$ requires finding the maximum weight element $e \in Y$. This can be accomplished by sorting $X$ at the beginning of the algorithm, and then storing each $Y$ according to this sorted order. \qed
3.1 Joint k-Representative Sets in the Streaming Setting

We next show that joint k-representative sets in the preceding section can be implemented in the streaming setting. Here, we suppose that the elements of \( X \) are initially unknown, and at each step a new element \( e \) arrives in the stream, together with the indices of the ground sets \( X_i \in X(e) \). Recall that we are parameterizing by \( \ell \), so we can assume that \( \ell \leq n \). Furthermore, since each element participates in at most \( \ell \) sets \( X_i \) of an \( \ell \)-matchoid \( M = \{ M_i = (X_i, \mathcal{I}_i) \}_{i=1}^s \), we can assume that \( s \leq n\ell \).

Our algorithm, shown in Algorithm 2, maintains a representative set for all the elements that have previously arrived. When a new element arrives, we show that a new representative set for the entire stream can be obtained by applying the procedure \textsc{RepSet} to the set \( T \) containing the representative set for the elements that have previously arrived together with this new element.

**Theorem 3.8.** Consider an \( \ell \)-matchoid \( M = \{ M_i = (X_i, \mathcal{I}_i) \}_{i=1}^s \) and weight function \( w : X \to \mathbb{R} \). Then, the set \( R \) produced Algorithm 2 is a joint k-representative set for \((T, M, w)\), where \( T \) is the subset of \( X \) arriving in the stream so far. \(|R| \leq \Gamma_{\ell,k} \triangleq \sum_{q=0}^{(k-1)\ell} t^q \) and at all times during its execution, processing the arrival of an additional element requires temporarily storing this element together with an additional \( \mathcal{O}(k\ell \log n) \) bits.

**Proof.** We proceed by induction on the stream of elements, in order of arrival. Let \( B \) be a feasible set in \( M \). For each \( 0 \leq t \leq n \), let \( A_t \) be the first \( t \) elements that arrive in the stream and \( R_{t-1} \) be the current set \( R \) immediately before the \( t \)-th element arrives. We show by induction that for each \( 0 \leq t \leq |T| \), for any \( b \in A_t \cap B \) there is some \( e \in R_t \), such that \( B - b + e \) is feasible and \( w(e) \geq w(b) \). For \( t = 0 \), we have \( A_t = \emptyset \) and the claim follows trivially.

Let \( t > 0 \) and consider the arrival of the \( t \)-th element \( e_t \) in the stream. Then, \( A_t = A_{t-1} + e_t \). Fix any element \( b \in A_t \cap B \). We consider first the case that \( b \in A_{t-1} \cap B \). By the induction hypothesis there is some \( e \in R_{t-1} \) with \( B - b + e \) feasible and \( w(e) \geq w(b) \). Let \( B' = B - b + e \). By Theorem 3.6, \( R_t \) is a joint k-representative set for \((R_{t-1} + e_t, M, w)\). Then, since \( e \in R_{t-1} \) there is some \( e' \in R_t = \text{RepSet}(R_{t-1} + e_t) \) such that \( w(e') \geq w(e) \geq w(b) \) and \( B' - e + e' = B - b + e' \) feasible.

Next consider the case \( b = e_t \). Again, since \( R_t \) is a joint k-representative set for \((R_{t-1} + e_t) \) there must exist some \( e' \in R_t \) with \( w(e') \geq w(e_t) = w(b) \) and \( B - e_t + e' = B - b + e' \) feasible. This completes the proof of the induction step. The first claim in the theorem then follows by letting \( t = |T| \), and noting that \( A_{|T|} = T \) and \( R_{|T|} \) is the set \( R \) at the moment all of \( T \) have arrived.

We note that by Theorem 3.6, the size of the set \( R \) computed in any step of the algorithm is always at most \( \Gamma_{\ell,k} \). In order to process the arrival of an element \( e \), the algorithm computes \textsc{RepSet}(\( R + e \)). This makes a tree of recursive calls \textsc{Guess}(\( J, Y \)), where \( J \) is a multidimensional set and \( Y \subseteq R + e \). As shown in the proof of Theorem 3.6, this tree has depth at most \( (k-1)\ell \) and so at any time we must maintain at most \( (k-1)\ell \) such inputs \((J, Y)\) appearing on the path from the current call to the root of the tree. To store each \( J \), we note that each recursive call made by \textsc{Guess}(\( J, Y \)) adds some element \( t \in Y \) to a set \( J_i = J \). Thus, we can represent \( J \) implicitly by storing \( t \), together with a currently selected index \( i \) at each such call in the tree. Storing this index requires \( \log(s) \leq \log(n\ell) = O(\log(n)) \) bits. Moreover, given \( J \), we can easily determine \( Y \), since it is precisely the set of elements \( e' \in R + e \) such that \( e' \notin \text{span}_M(J_i) \) for all \( X_i \in X(e') \). Altogether then, to process the arrival of an element we must temporarily use at most \( \mathcal{O}(k\ell \log n) \) additional bits of storage, together with the space required to temporarily store this single element.

4 Unweighted Coverage Functions in the Value Oracle Model

In the previous section, we have focused on the problem of maximizing a linear function subject to an \( \ell \)-matchoid constraint. In this section and the next, we consider the more general Maximum \((M, z)\)-Coverage problem. Here we are given an \( \ell \)-matchoid \( M \), together with a universe \( U \) of size \( m \), and each element \( e \in X \) corresponds to some subset of \( U \). The goal is then to find a set of elements \( S \) that is feasible in \( M \) and whose union contains at least \( z \) points of the universe \( U \). To avoid confusion, we refer to the elements of \( U \) as points and reserve the term element for those elements of \( X \) and set variables and functions related to points in sans serif. For each element \( e \in X \), we denote by \( P(e) \) the set of points in \( U \) that corresponds to \( e \). Similarly, for any subset \( T \subseteq X \), we let \( P(T) \) denote the set of points \( \bigcup_{e \in T} P(e) \) that
are covered by at least one element of \( T \). In the streaming setting, we suppose that \( U \) and \( X \) are not known in advance, and the elements of \( X \) arrive one at a time.

In this section, we consider the case of an unweighted coverage function, in which the objective is simply to find a set \( S \subseteq X \) of elements that is independent in the given \( \ell \)-matchoid \( \mathcal{M} \) so that \( f(S) = |\mathcal{P}(S)| \) is maximized. We further suppose that the representation of each element \( e \) as a subset \( \mathcal{P}(e) \subseteq U \) is not directly available, but instead we are given a value oracle for \( f \). For any \( S \subseteq X \), this oracle returns only the value \( f(S) \) (that is, the number of points covered by the union of all elements in \( S \)). We give a fixed-parameter streaming algorithm constructing a kernel for the problem of finding a feasible set \( S \) for an \( \ell \)-matchoid \( \mathcal{M} \) with \( f(S) \geq z \), where \( z, \ell \in \mathbb{Z}_+ \) are the parameters. Recall that we can assume that for each \( e \in X \) we have that \( \{e\} \) feasible for \( \mathcal{M} \).

### 4.1 An intuitive description of our approach

Due to the limitations of the value oracle model, we require a rather sophisticated data structure to achieve our goal. Here we give some informal discussion and intuition; a formal description will follow.

Consider any feasible set \( O \) for our \( \ell \)-matchoid \( \mathcal{M} \), with \( f(O) \geq z \). Fix some \( b_r \in O \). Under what conditions are we justified in throwing away \( b_r \) when it arrives in the stream? Here we are primarily concerned with the case in which \( b_r \) is critically contributing to the value \( f(O) \), so that \( f(O) \geq z \) but \( f(O - b_r) < z \). Intuitively, even in this case we can throw away \( b_r \) if we have stored enough elements to ensure that there exists an element \( e \) with the properties that

\[
\begin{align*}
(i) & \quad O - b_r + e \text{ is a feasible set in } \mathcal{M}; \\
(ii) & \quad e \text{ covers at least as many points outside of } O - b_r \text{ as } b_r \text{ itself, i.e., } f(e|O - b_r) \geq f(b_r|O - b_r).
\end{align*}
\]

To achieve (i) we can simply utilize the joint representative sets introduced in the preceding section. However, guaranteeing (ii) is trickier. Here, we must ensure that our replacement \( e \) covers at least as many points outside of \( P(O - b_r) \) as \( b_r \) does and, unlike in the case of linear functions, this marginal coverage will, in general, depend on how both \( e \) and \( b_r \) interacts with \( O - b_r \). One simple approach would be to ensure that we store a representative \( e \) for \( b_r \) that covers a superset of the points covered by \( b_r \). However, this may require storing a prohibitively large number of elements: consider the case in which each element that arrives covers some distinct set of \( t \) points.

Thus, we adopt a different approach. First, let us do some wishful thinking: imagine that after processing \( b_r \), we have \( z \) disjoint \( z \)-representative sets \( R_1, \ldots, R_z \) for the set of elements \( T \) that have arrived so far, with the following three properties:

\[
\begin{align*}
(a) & \quad \text{Each element } e \text{ in } \bigcup_{i=1}^{z} R_i \text{ has the same value } f(e) = f(b_r); \\
(b) & \quad \text{There exists a set } A \subseteq U \text{ of points that are shared by all elements in } \bigcup_{i=1}^{z} R_i \text{ and the element } b_r; \\
(c) & \quad \text{No two elements in } \bigcup_{i=1}^{z} R_i \text{ share any point outside } A.
\end{align*}
\]

Note that these properties are more relaxed than the requirement that all elements \( e \) in our representative set have \( P(b_r) \subseteq P(e) \): here we require only that \( e \) covers some subset \( A \) of the points in \( P(b_r) \). However, we
now further require that there are \( z \) distinct such representative sets, and that the stored elements \( e \) each cover a disjoint set of points in \( U \setminus A \).

We now show briefly why this suffices to satisfy property (ii). Given a collection of representative sets \( R_1, \ldots, R_z \) satisfying (a)–(c), we can find \( z \) distinct representatives (one from each \( R_i \)) for \( b_r \). By the given properties, each of these elements will cover the same set of points \( A \) as \( b_r \), together with \( f(b_r) - |A| \) unique points outside \( A \). Then, since \( f(O - b_r) < z \), property (b) and the pigeonhole principle imply that for at least one such representative element \( e \), the set \( P(e) \setminus A \) must be disjoint from \( P(O - b_r) \). This element then covers all the points of \( A \) that \( b_r \) covers, together with a new set of \( f(b_r) - |A| \) points not covered by any set in \( O - b_r \). Thus (as we will formally show) it must satisfy property (ii).

The question now becomes how we can efficiently ensure that some collection of representative sets satisfying the above properties with respect to some set of points \( A \) exists for any possible \( b_r \). To do this, we maintain a tree of such collections for each possible value of \( f(b_r) \in \{1, \ldots, z - 1\} \). The nodes of each such tree will correspond to some set \( A \) of commonly covered points, as above, and each node will store a collection of \( z \) representative sets satisfying our properties (a)–(c) (with respect to the set \( A \) of points) for each element that has previously arrived. Note that the algorithm only has access to a value oracle, so we do not know the precise value of the set \( A \), only that some such common set exists. The root node in each tree corresponds to \( A = \emptyset \). Suppose that \( n \) is a general node in the tree and that all elements stored in \( n \) cover the common set \( A \) of points. Then, for each element \( e \) stored in \( n \), we will potentially create a child node \( n' \) of \( n \) associated with \( e \). The elements stored in each such child will cover a common set of points \( A' \) where \( A \subseteq A' \subseteq P(e) \). Then, note that as we descend the tree, the set \( A \) associated with our current node grows larger, and so at depth (at most) \( z \), we will have \( |A| = z \).

When a new element \( b_r \) arrives, we then consider the tree corresponding to \( f(b_r) \). We will then descend through this tree until a node corresponding to some set \( A \) with desired properties (a)–(c) is found. For any tree node, we must determine whether \( b_r \) covers some set of points \( A \) as all elements in \( \cup_{i=1}^{z} R_i \) and \( b_r \) do not cover any point outside of \( A \) that is covered by elements in \( \cup_{i=1}^{z} R_i \). We show that this can be accomplished even if we have only a value oracle (and so do not know the points in the underlying set \( A \)). Once a tree node is found whose representative sets \( R_1, \ldots, R_z \) satisfy properties (a)–(c) for \( b_r \), we can try to add \( b_r \) into exactly one of the \( z \)-representative sets, \( R_1, \ldots, R_z \). If \( b_r \) cannot be added to any of these sets, then we must already have a set of \( z \) representatives for \( b_r \) as described above, and so \( b_r \) can be safely thrown away.

### 4.2 Formal description of the algorithm

We now describe our algorithm formally. See the code in Algorithm 3. After introducing the required notation, we give a concrete example of how the algorithm behaves for the tree structure shown in Figure 1.

Our algorithm maintains a collection of \( z - 1 \) trees, each storing multiple joint \( z \)-representative sets. More precisely, for each \( 1 \leq j \leq z - 1 \), we maintain a tree that stores only elements \( e \) with \( f(e) = j \). Each node \( n \) of our trees will maintain a collection of \( z \) disjoint representative sets \( R_1, \ldots, R_z \), with the property that each element in these sets covers some common set \( A \) of at least \( d \) points—where \( d \) is the depth of \( n \) in the tree—and no other points in common with any other element. Let \( \text{ALLREPS}(n) \) denote the union \( \bigcup_{j=1}^{z} R_j \) of all the joint \( z \)-representative sets stored at \( n \). A node \( n \) has multiple children associated with each element \( e \in \text{ALLREPS}(n) \). For each such child node \( n' \) of \( n \), we let \( \text{PARENTELEM}(n') \) denote the element \( e \in \text{ALLREPS}(n) \) that \( n' \) is associated with. Specifically, consider some \( e \in \text{ALLREPS}(n) \). Then \( e \), as well as all other elements of \( \text{ALLREPS}(n) \), cover some common set of points \( A \). For each subset \( Q \) of points in \( P(e) \setminus A \), we will potentially create a new child node \( n' \) of \( n \), with \( \text{PARENTELEM}(n') = e \). This child node will store only elements that cover precisely this set \( Q \) of points in \( P(e) \setminus A \), together with all points of \( A \), and cover no other points in common. That is, all elements in this child \( n' \) thus cover precisely the set of points \( A \cup \emptyset \subseteq \text{P}(e) \setminus (A \cup Q) \) for all elements \( e' \in \text{ALLREPS}(n') \) are disjoint. For convenience, at the root node \( n \) of each tree, we let \( \text{PARENTELEM}(n) \) be a single dummy element \( \perp \), with \( f(\perp) = 0 \) (so \( \perp \) covers no points in the underlying representation of \( f \)).

In the value oracle mode, we do not have access to the actual sets of points covered by any element. We show (in Lemma 4.3) that given elements \( a, b, x \in X \), we can determine whether \( a \) and \( b \) cover the same subset of points in \( \text{P}(x) \), and whether they cover no other points in common outside of \( \text{P}(x) \) using only queries to the value oracle for \( f \). When a new element \( e \) arrives in the stream, we then first check if \( f(e) \geq z \).
If this is the case, then we can simply return \( \{ e \} \) as a kernel for the problem. Otherwise, algorithm will update the tree corresponding to \( f(e) \) as follows. First, we find a node \( \mathbf{n} \) in the tree so that both \( e \) and each element in \( \text{ALLREPS}(\mathbf{n}) \) cover some common set of points in \( P(\text{PARENTElem}(\mathbf{n})) \) and have no other points in common (note that this common set of points in \( \text{PARENTElem}(\mathbf{n}) \) corresponds to the set \( A \) in our previous discussion). Starting with \( \mathbf{n} \) as the root node \( \mathbf{n}_{f(e)} \) of the tree corresponding to \( f(e) \), we test if this is the case. If not, there must be some element \( r \in \text{ALLREPS}(\mathbf{n}) \) so that \( P(e) \setminus P(\text{PARENTElem}(\mathbf{n})) \) and \( P(r) \setminus P(\text{PARENTElem}(\mathbf{n})) \) are not disjoint. We then descend the tree and recursively test whether our desired property holds for \( e \) at each child node \( \mathbf{n}' \) associated with \( r \). This is accomplished by the procedure \( \text{FindNode}(e, \mathbf{n}) \), which ultimately either returns a suitable node in which \( e \) should be stored or creates a new child of some node in the tree. In Lemma 4.2 we show that the node ultimately returned by this procedure indeed satisfies the required analogues of our intuitive properties (a)–(c) from Section 4.1.

Once we have an appropriate such node \( \mathbf{n} \), we iteratively attempt to add \( e \) into each joint \( z \)-representative set \( R_j \) stored in this node, stopping as soon as we succeed. This is accomplished by the procedure \( \text{ProcessElem}(e, \mathbf{n}) \). In Lemma 4.3 we give several invariants that are maintained by our algorithm as a whole. In particular, all elements stored in the joint \( z \)-representative sets of any node have the desired properties (with respect to the points they cover), that all the joint \( z \)-representative sets \( R_j \) at a node are disjoint, and that once an element is stored in some set \( R_j \) it is never removed from this set later (and so also remains in the associated tree). In order to ensure this last property, we assign elements dummy weights in descending order of arrival. As we will show, this ensures that when rebuilding a representative set after the arrival of some element \( e \), the procedure \( \text{RepsSet} \) (which chooses a maximum weight element in each call to \( \text{Guess} \)) will never exclude a previously selected element in favor of choosing \( e \). At the end of the procedure, we return the union of all the joint \( z \)-representative sets stored at all the nodes of all the trees.

### 4.3 An example

In order to illustrate the operation of our algorithm and the desired properties of our data structure we now provide a small example. Figure 4 shows a tree \( \mathbf{n} \) storing elements \( e \) with \( f(e) = 3 \) in the case that the parameter \( z = 4 \). Each node in the tree stores 4 representative sets, illustrated as a rounded box with 4 separate regions. For each child \( \mathbf{n}' \) of a node \( \mathbf{n} \) in a tree, we have illustrated the set \( Q \) of points in the parent element \( \text{PARENTElem}(\mathbf{n}) \) with which this child is associated. Suppose that elements \( e_1, \ldots, e_{14} \) have already arrived and been stored in the tree. We will explain how \( e_{15} \) is processed and stored. Because we are working in the value oracle model, the algorithm does not have direct access to the underlying set of points corresponding to each element. However, in order to concretely illustrate our main ideas, here we show this underlying representation. In Lemma 4.4 we argue that all of the tests we perform here can be effectively carried out using only the value oracle for \( f \).

Since \( f(e_{15}) = 3 \), we begin at the root \( \mathbf{n}_3 \) of the tree shown. At the root \( \mathbf{n}_3 \), \( \text{ALLREPS}(\mathbf{n}_3) = \{ e_1, e_2, e_3 \} \) and \( p = \text{PARENTElem}(\mathbf{n}_3) = \bot \) (recall that \( \bot \) is a dummy element with \( P(\bot) = \emptyset \)). For each element of \( r \in \text{ALLREPS}(\mathbf{n}_3) = \{ e_1, e_2, e_3 \} \), we check in turn whether \( P(e_{15}) \setminus P(p) \) and \( P(r) \setminus P(p) \) are disjoint. We find that \( P(e_{15}) \setminus \emptyset = \{ b_1, d_2, g_2 \} \) and \( P(e_2) \setminus \emptyset = \{ b_1, b_2, b_3 \} \) are not disjoint. Thus, we will attempt to store \( e_{15} \) in some child of \( e_2 \).

We consider each child node \( a, b, \) and \( c \) associated with \( e_2 \) in turn. To select an appropriate child node, we check whether \( e_{15} \) covers the same set of points in \( P(e_2) \) as all of the other elements stored in this child. This is the case for \( a \), since \( e_{15}, e_4, \) and \( e_5 \) cover precisely \( b_1 \) and no other element from \( P(e_2) \). Thus, we attempt to insert \( e \) into \( a \). At this stage, we have \( \mathbf{n} = \mathbf{a} \), and \( p = e_2 \).

We check whether \( P(e_{15}) \setminus P(p) = P(e_{15}) \setminus P(e_2) \) is disjoint from \( P(r) \setminus P(p) = P(r) \setminus P(e_2) \) for each \( r \in \text{ALLREPS}(\mathbf{a}) \). This is not the case, since \( e_{15} \) and \( e_4 \) both cover the point \( d_2 \notin P(e_2) \). Thus, we descend the tree again and consider all child nodes associated with element \( e_4 \). There is exactly one such child \( f \). Now, we check if \( e_{15} \) covers the same set of points in \( e_5 \) as each element \( r \in \text{ALLREPS}(f) \). Indeed, each of these elements (and \( e_{15} \)) covers precisely the same set of points \( \{ b_1, d_2 \} \subseteq P(e_5) \). Thus, we will attempt to insert \( e_{15} \) into \( \mathbf{n} = f \) with \( p = \text{PARENTElem}(f) = e_5 \).

Now, we find that \( P(e_{15}) \setminus P(p) \) and \( P(r) \setminus P(e_2) \) are disjoint for all \( r \in \text{ALLREPS}(f) \). Thus, we process \( e_{15} \) at this node. Suppose we try to insert \( e_{15} \) into \( R_1 = \{ e_{13}, e_{14} \} \), but do not succeed. Then, we will try to insert \( e_{15} \) into \( R_2 = \{ \} \) and succeed, giving the tree shown.

Observe that the way in which elements are processed ensures that the elements of \( \text{ALLREPS}(\mathbf{n}) \) at any
Algorithm 3: Streaming FPT-algorithm for unweighted maximum coverage

**Input:** Parameters $\ell, z$, independence oracles for $\ell$-matchoid $M = \{M_i\}_{i=1}^s$, value oracle for $f : 2^X \rightarrow \mathbb{R}_+$.

1. procedure **StreamingCoverage**
2. Let $\bot$ be a dummy element with $f(\bot) = 0$ that covers no points;
3. for $1 \leq j \leq z - 1$ do
4. Let $n_j$ be a new root node with $\text{ParentElem}(n_j) = \bot$
5. for each $e \in X$ arriving in the stream do
6. if $f(e) \geq z$ then return $\{e\}$;
7. Let $n = \text{FindNode}(e, n_{f(e)})$;
8. $\text{ProcessElem}(e, n)$;
9. return the set of all elements stored in any node of the trees $n_1, \ldots, n_{z-1}$;

10. procedure **FindNode**($e, n$)
11. Let $p = \text{ParentElem}(n)$;
12. for each $r \in \text{AllReps}(n)$ do
13. if $f(e|p) \neq f(e|(r, p))$ then $\triangleright P(e) \setminus P(p)$ and $P(r) \setminus P(p)$ not disjoint.
14. for each child node $n'$ of element $r$ do
15. if $f(r|r') = f(r|e) = f(r'|\{r', e\})$ for all $r' \in \text{AllReps}(n')$ then
16. $\triangleright e$ covers the same points in $P(r)$ as each $r' \in \text{AllReps}(n')$.
17. return $\text{FindNode}(e, n')$;
18. $\triangleright e$ covers a new, distinct set of points in $P(r)$.
19. Create a new child node $n'$, with $\text{ParentElem}(n') = r$ and $R_j = \emptyset$ for $1 \leq j \leq z$;
20. return $n'$;
21. return $n$; $\triangleright P(e) \setminus P(p)$ and $P(r) \setminus P(p)$ were disjoint for all $r \in \text{AllReps}(n)$

22. procedure **ProcessElem**($e, n$)
23. Let $R_1, \ldots, R_z$ be the sets stored in $n$;
24. for $1 \leq j \leq z$ do
25. Let $w$ assign decreasing weights to points of $R_j + e$ in order of arrival;
26. Let $R'_j$ be the output of $\text{RepSet}(R_j + e)$ for $M$ and $w$, with parameters $k = z$ and $\ell$;
27. Replace $R_j$ by $R'_j$;
28. if $e \in R'_j$ then return; $\triangleright e$ was successfully added
We now give the formal statements of the lemmas discussed above, and carry out our analysis. First we
formal analogues of the intuitive properties (a)–(c) described in Section 4.1.

If \( a, b, x \in X \),
1. \( P(a) \cap P(x) = P(b) \cap P(x) \) if and only if \( f(x|a) = f(x|b) = f(x|\{a, b\}) \).
2. \( P(a) \setminus P(x) \) and \( P(b) \setminus P(x) \) are disjoint if and only if \( f(a|x) = f(a|\{b, x\}) \).

**Proof.** For part 1, note that
\[
\begin{align*}
    f(x|a) &= |P(x)| - |P(x) \cap P(a)| \\
    f(x|b) &= |P(x)| - |P(x) \cap P(b)| \\
    f(x|\{a, b\}) &= |P(x)| - |(P(x) \cap P(a)) \cup (P(x) \cap P(b))|.
\end{align*}
\]
If \( a \) and \( b \) share the same set of points in \( x \), then \( P(x) \cap P(a) = P(x) \cap P(b) \) and so all three of the above quantities are equal. On the other hand, if \( a \) and \( b \) do not share the same set of points in \( x \) then there must be some point in only one of \( P(a) \cap P(x) \) and \( P(b) \cap P(x) \). Suppose without loss of generality that this point is in \( P(a) \cap P(x) \). Then, we have \(|(P(a) \cap P(x)) \cup (P(b) \cap P(x))| > |P(b) \cap P(x)| \) and so the above 3 quantities are not equal.

For part 2, note that
\[
\begin{align*}
    f(a|x) &= |P(a)| - |P(a) \cap P(b) \cap P(x)| - |P(a) \cap (P(x) \setminus P(b))| \\
    f(a|\{b, x\}) &= |P(a)| - |P(a) \cap P(b) \cap P(x)| - |P(a) \cap (P(x) \setminus P(b))| - |P(a) \cap (P(b) \setminus P(x))|.
\end{align*}
\]
The above two quantities are equal if and only if \(|P(a) \cap (P(b) \setminus P(x))| = 0 \) and so \( a \) and \( b \) do not share any points other than those in \( x \). 

We now show that our procedure \textsc{FindNode} returns a node \( n \) of the appropriate tree satisfying the formal analogues of the intuitive properties (a)–(c) described in Section 4.1.
Lemma 4.2. Let \( \hat{n} \) be the node returned by \( \text{FindNode}(e, n_{f(e)}) \). Let \( d \geq 0 \) be the depth of \( \hat{n} \) and \( \hat{p} = \text{ParentElem}(\hat{n}) \). Then,

1. \( |P(e) \cap P(\hat{p})| \geq d \) and \( P(e) \cap P(\hat{p}) = P(r) \cap P(p) \) for all \( r \in \text{AllReps}(n) \).
2. \( P(e) \setminus P(\hat{p}) \) and \( P(r) \setminus P(\hat{p}) \) are disjoint for all \( r \in \text{AllReps}(n) \).

Proof. Consider any recursive call made to \( \text{FindNode}(e, n) \) during the execution \( \text{FindNode}(e, n_{f(e)}) \) and let \( p = \text{ParentElem}(n) \). We claim that in any such call \( |P(e) \cap P(p)| \geq d \) and \( P(e) \cap P(p) = P(r) \cap P(p) \) for all \( r \in \text{AllReps}(n) \). This is true for \( n = n_{f(e)} \), as \( p = \text{ParentElem}(n_{f(e)}) = \bot \) and \( P(\bot) = \emptyset \). Suppose that the claim holds for all nodes of depth at most \( d \), and let \( n \) be a node of depth \( d + 1 \) such that executing \( \text{FindNode}(e, n_{f(e)}) \) results in a call to \( \text{FindNode}(e, n') \). This call was made in line 17 when executing some immediate predecessor call \( \text{FindNode}(e, n) \) in the recursion, where the depth of \( n \) was \( d \). Let \( r = \text{ParentElem}(n') \) and \( p = \text{ParentElem}(n) \). Then, \( r \in \text{AllReps}(n) \) and by the induction hypothesis, \( |P(e) \cap P(p)| \geq d \) and \( P(e) \cap P(p) = P(r) \cap P(p) \). Additionally, due to line 13 we must have \( f(e|p) \neq f(e|\{r,p\}) \) and so by Lemma 4.1.2, \( P(e) \cap P(\hat{p}) \) and \( P(r) \cap P(\hat{p}) \) share at least one point. Thus, \( |P(e) \cap P(r)| \geq d + 1 \), as required. Due to line 13 we must also have \( f(r|r') = f(r|e) = f(r|\{r', e\}) \) for all \( r' \in \text{AllReps}(n') \), as required. This completes the proof of the induction step.

Now to prove the lemma, we note that any node \( \hat{n} \) returned by \( \text{FindNode}(e, n_{f(e)}) \) when \( e \) arrives. The next lemma summarizes the property guaranteed by \( n \). The first two items are easy consequences of Lemma 4.2 while the last two items are the invariants guaranteed by the way in which we update representative sets in \( \text{ProcessElem}(e, n) \).

Lemma 4.3. Suppose that \( e \) is processed at a node \( n \) by \( \text{ProcessElem}(e, n) \) during Algorithm 3 and let \( p = \text{ParentElem}(n) \). Then,

1. \( P(e) \cap P(p) = P(r) \cap P(p) \) for all \( r \in \text{AllReps}(n) \) and \( |P(e) \cap P(p)| \) is at least the depth of \( n \).
2. \( P(e) \setminus P(p) \) is disjoint from \( P(r) \setminus P(p) \) for all \( r \in \text{AllReps}(n) \).
3. \( e \) is added to at most one set \( R_j \) stored in \( n \). Thus, all sets \( R_j \) stored in \( n \) are mutually disjoint.
4. If \( e \) is added to some \( R_j \) stored in \( n \) then \( e \) stays always as part of \( R_j \) even after any subsequent call to \( \text{ProcessElem}(x, n) \) for \( x \in X \).

Proof. Parts (1) and (2) follow directly from Lemma 4.2. Part (3) follows immediately from the fact that we return from the loop in \( \text{ProcessElem}(e, n) \) the first time that \( e \) is added to one of the sets \( R_1, \ldots, R_n \), and so \( e \) is added to at most one set. Intuitively, part (4) follows from the fact that we assign elements dummy weights in descending order of arrival in line 25 of the algorithm. Thus, the procedure \( \text{RepSet} \) will always prefer adding an element already in the representative set \( R_j \) over the new element \( x \).

Formally, consider some set \( R_j \) stored at node \( n \) at some time during the algorithm and consider any element \( e \in R_j \). Let \( T \) be the set of elements for which \( R_j \) was the output of \( \text{RepSet}(T) \). Consider the next element \( x \) for which \( \text{ProcessElem}(x, n) \) is called to update \( R_j \), and let \( R'_{j} \) be the resulting set output by \( \text{RepSet}(R_j + x) \). We will show that \( e \in R'_{j} \) as well. Part (4) then follows by induction on the stream of elements processed at node \( n \).

To prove that \( e \in R'_{j} \) as claimed, we show by induction on \( |J| \) that if there is some call \( \text{Guess}(J, Y) \) in \( T \), then there must also be a corresponding call \( \text{Guess}(J, A) \) in \( T' \) with \( (Y \cap R_j) \subseteq A \subseteq (Y \cap R_j) + x \). Then, since the elements of \( R_j \) are precisely those that are added to \( J \) by some call \( \text{Guess}(J, Y) \) in \( T \), we must have \( e \in J \) for some call \( \text{Guess}(J, Y) \) in \( T \). The corresponding call \( \text{Guess}(J, A) \) in \( T' \) will then also have \( e \in J \) and so \( e \) will be included in \( R'_{j} \).
To prove the inductive claim, first we note that \( ||J|| = 0 \), the roots of \( T \) and \( T' \) correspond to calls \( \text{Guess}((\emptyset, \ldots, \emptyset, T)) \) and \( \text{Guess}((\emptyset, \ldots, \emptyset, R_j + x)) \), respectively, and so the claim follows, as \( R_j \subseteq T \). Suppose now that the claim holds for all \( ||J|| \leq d \) and consider some call \( \text{Guess}(J, Y) \) in \( T \), where \( ||J|| = d + 1 > 0 \). Consider the parent \( \text{Guess}(J', Y') \) of this call so that \( Y' = Y' \setminus \text{span}_M(J' + e') \) and \( J = J' + e' \) for some \( e' = \arg \max_{e \in Y'} w(a) \) with \( X_1 \in X(e') \), and \( ||J'|| \leq d \). By the induction hypothesis, there is then some corresponding call \( \text{Guess}(J', A') \) in \( T' \), where \( (Y' \cap R_j) \subseteq A' \subseteq (Y' \cap R_j) + x \). Since \( e' \) was selected by \( \text{Guess}(J', Y') \), \( e' \in Y' \setminus R_j \) and so \( e' = \arg \max_{e \in X(e')} w(a) = \arg \max_{e \in Y' \setminus R_j} w(a) \). Moreover, since \( e' \in R_j \), \( x \) must arrive after \( e' \), and so \( w(x) < w(e') \) and \( Y' \cap R_j \subseteq A' \subseteq (Y' \cap R_j) + x \). Thus \( e' = \arg \max_{e \in A} w(a) \) and so \( \text{Guess}(J', A') \) will also select \( e' \), resulting in a child call \( \text{Guess}(J, A) \), with \( J = J' + e' \) and \( A = A' \setminus \text{span}_M(J'_i + e') \). To complete the induction step, it remains to show that \( (Y' \cap R_j) \subseteq A \subseteq (Y' \cap R_j) + x \). For any \( y \in (Y' \cap R_j) \) we must have \( y \in (Y' \cap R_j) \subseteq A' \) and also \( y \notin \text{span}_M(J'_i + e') \), since \( y \notin Y = Y' \setminus \text{span}_M(J'_i + e') \). Then, \( y \in A \) as well. Similarly, for any \( a \in A - x \) we must have \( a \in A' - x \subseteq (Y' \cap R_j) \) and \( a \notin \text{span}_M(J'_i + e') \), since \( A = A' \setminus \text{span}_M(J'_i + e') \). Thus, \( (Y \cap R_j) \subseteq A \subseteq (Y \cap R_j) + x \), as required. This completes the induction step. \( \square \)

Using the above properties, we now prove our main result. Note that once the set \( R \) has been computed, the following theorem implies that we can find a set \( S \) that is feasible for \( \mathcal{M} \) with \( f(S) \geq z \) by using at most \( |R|^2 \) value oracle queries, as in the proof we will show that our kernel \( R \) must in fact contain a feasible set of \emph{at most} \( z \) elements \( S \) with \( f(S) \geq z \). It follows that, when parameterized by \( z = f(O) \), we can optimize an unweighted coverage function \( f \) in a general \( \ell \)-matchoid using at most a polynomial number of value queries to \( f \).

**Theorem 4.4.** Consider an \( \ell \)-matchoid \( \mathcal{M} = \{M_i = (X_i, I_i)\}_{i=1}^\infty \) and let \( f: 2^X \to \mathbb{Z}_+ \) be a value oracle for an unweighted coverage function. Then Algorithm 3 produces a kernel \( R \) for finding a feasible set \( S \) in \( \mathcal{M} \) with \( f(S) \geq z \). For \( \ell = 1 \), \( |R| \leq N_{t, z} \triangleq O(2(z-1)^2 \ell z^{2+\ell}) \) and the algorithm requires storing \( O(N_{t, z} \log n) \) bits in total and makes at most \( O(\Gamma_{1, z} 2^{z-1} z^2 n) \) value queries to \( f \), where \( \Gamma_{1, z} = z \). For \( \ell > 1 \), \( |R| \leq N_{t, z} \triangleq O(2(z-1)^2 \ell^{z-1} z^{2+\ell}) \) and the algorithm requires storing at most \( O(N_{t, z} \log n) \) bits in total and makes at most \( O(\Gamma_{1, z} 2^{z-1} z^2 n) \) value queries to \( f \), where \( \Gamma_{1, z} = O(t^{z-1}) \).

**Proof.** Let \( O = \{b_1, \ldots, b_k\} \) with \( f(O) \geq z \). We may suppose without loss of generality that \( k \leq z \), as follows. Fix some set \( Z \) of \( z \) points covered by \( O \). Then, as long as \( |O| \geq z \), there must exist some \( b_r \in O \) that can be removed from \( O \) while leaving all of \( Z \) covered. Then, \( O - b_r \) is feasible for \( \mathcal{M} \) with \( f(O - b_r) \geq z \).

Let \( R \) be the output of Algorithm 3. If \( f(b_r) \geq z \), for some \( b_r \), then Algorithm 3 will return an element \( e \) so that \( f(e) \geq z \) and the theorem holds trivially. So in the following, we suppose that \( f(b_r) \leq z - 1 \) for all \( 1 \leq r \leq k \) and so every \( b_r \in O \) is processed by some call to \( \text{ProcessElem}(b_r, n) \) upon arrival, where \( n \) is the node returned by \( \text{FindNode}(b_r, n, f(b_r)) \).

We show by induction on \( 0 \leq r \leq k \) that there is some set \( S_r \subseteq R \) with \( O_r = O \setminus \{b_1, \ldots, b_r\} \cup S_r \) feasible for \( \mathcal{M} \), \( |S_r| \leq r \), and \( f(O_r) \geq z \). For \( r = 0 \), this holds trivially by setting \( S_0 = \emptyset \) and \( O_0 = O \). For the general case \( r > 0 \), we show how to construct \( O_r \), assuming that \( O_{r-1} \) with the desired properties exists. If \( f(O_{r-1} - b_r) \geq z \), then letting \( S_r = S_{r-1} \) we have \( f(O_r) = f(O_{r-1} - b_r) \geq z \) and so the claim holds easily. Thus in the following we assume that \( f(O_{r-1} - b_r) < z - 1 \).

Let \( n \) be the node that processes element \( b_r \) (i.e. the node for which \( \text{ProcessElem}(b_r, n) \) is called in Algorithm 3) and let \( p = \text{ParentElem}(n) \). If \( b_r \) is added to some set stored in \( n \), then letting \( S_r = S_{r-1} + b_r \subseteq R \) we have \( |S_r| = |S_{r-1}| + 1 \leq r \) and \( f(O_r) = f(O_{r-1}) \geq z \) as required. On the other hand if \( b_r \) is not added to any of the sets \( R_1, \ldots, R_2 \) stored in \( n \), then Algorithm 3 must have called \( \text{RepSet}(R_j + b_r) \) to construct a joint \( z \)-representative set for \( (R_j + b_r, \mathcal{M}, w) \) for each \( 1 \leq j \leq z \). By Theorem 3.3 there is then some element \( e_j \) in the output of each of these sets so that \( O_{r-1} - b_r + e_j \) is feasible in \( \mathcal{M} \). By Lemma 3.3(1), (2), and (3), each \( e_j \) has \( P(e_j) \cap P(b_r) = P(b_r) \cap P(p) \) and the sets \( \{P(e_j) \setminus P(p)\}_{j=1}^z \) are mutually disjoint. As \( |P(O_{r-1} - b_r)| = f(O_{r-1} - b_r) \leq z - 1 \), we have at least one element \( e \in \{e_1, \ldots, e_z\} \) for which \( P(e) \setminus P(p) \) is disjoint from \( P(O_{r-1} - b_r) \). Let \( S_r = S_{r-1} + e \). Then \( |S_r| = |S_{r-1}| + 1 \leq r \) as required. Additionally, \( O_r = O_{r-1} - b_r + e \) is feasible for \( \mathcal{M} \). By Lemma 3.3(4), we will also have \( e \in R \) for the final set of elements \( R \) produced by Algorithm 3.
It remains to show that \( f(O_r) \geq z \). We note that:

\[
f(e|O_{r-1} - b_r) = |P(e)| - |P(e) \cap P(O_{r-1} - b_r)|
\]

\[
= |P(e)| - |(P(e) \cap P(p)) \cap P(O_{r-1} - b_r)| - |(P(e) \setminus P(p)) \cap P(O_{r-1} - b_r)|
\]

\[
= |P(e)| - |(P(e) \cap P(p)) \cap P(O_{r-1} - b_r)|
\]

\[
= |P(b_r)| - |P(b_r) \cap P(O_{r-1} - b_r)|
\]

\[
\geq |P(b_r)| - |P(b_r) \cap P(O_{r-1} - b_r)|
\]

\[
= f(b_r|O_{r-1} - b_r),
\]

where the third equation follows from the fact that \( P(e) \setminus P(p) \) is disjoint from \( P(O_{r-1} - b_r) \), and the fourth from \( P(e) \cap P(p) = P(b_r) \cap P(p) \), as well as \( |P(b_r)| = f(b_r) = f(e) = |P(e)| \) since both \( e \) and \( b_r \) were stored in the same tree. Thus:

\[
f(O_r) = f(e|O_{r-1} - b_r) + f(O_{r-1} - b_r) \geq f(b_r|O_{r-1} - b_r) + f(O_{r-1} - b_r) = f(O_{r-1}) \geq z,
\]

as required. This completes the proof of the induction step. The first claim of the theorem then follows by setting \( r = k \) and noting that \( O_k = S_k \subseteq R \) and \( |S_k| \leq k \leq z \).

We next discuss the space requirement. Consider some tree with root \( n_x \), where \( 1 \leq x \leq z - 1 \). We note that by Theorem \ref{thm:1}, each of the \( z \) sets \( R_1, \ldots, R_z \) stored at any node of a tree has size at most \( \Gamma_{\ell,z} \triangleq \sum_{q=0}^{(z-1)/\ell} t_q \). Each node in the tree stores at most \( \Gamma_{\ell,z} \) elements. Whenever \textsc{FindNode}(\( e, n \)) returns a new child \( n' \) with \( \textsc{ParentElem}(n') = r \in \textsc{AllReps}(n) \), we must have \( P(e) \cap P(r) \neq P(e) \cap P(r') \) for all \( r' \) stored in the child nodes of \( n \) associated with \( r \). By Lemma \ref{lem:4.3} (1), all the elements \( r' \)'s in each such existing child node cover some common set points covered by \( P(r) \). Thus, any element \( r \) can have at most \( 2^{|P(r)|} = 2^{f(r)} \leq 2^{z-1} \) associated child nodes. Altogether, then, a node in the tree has at most \( 2^{z-1} \Gamma_{\ell,z} \) children. Additionally, Lemma \ref{lem:4.3} (1) implies that the tree has depth at most \( x \leq z - 1 \). Thus, the total number of nodes in the tree is at most \( N \triangleq \sum_{x=1}^{z-1} (2^{z-1} \Gamma_{\ell,z})^d = O(2^{(z-1)/\ell}(\Gamma_{\ell,z})^{z-1}2^{z-1}) \), with each storing at most \( \Gamma_{\ell,z} \) elements. We maintain \( z - 1 \) such trees, so the total number of elements stored across all trees is at most \( O(N \Gamma_{\ell,z}z^2) = O(2^{(z-1)/\ell}(\Gamma_{\ell,z})^{z-1}2^{z-1}) \). The total memory required by the algorithm is at most that required to maintain all of the stored elements in a dynamic tree, which requires \( O(N \Gamma_{\ell,z} \log n) \) total bits per tree and so \( O(N \Gamma_{\ell,z}2^{z-1} \log n) \) bits in total. When an element \( e \) arrives, we make several calls to \( \textsc{RepSet}(R_i, e) \). As shown in the proof of Theorem \ref{thm:2} this can be accomplished by temporarily storing only \( O(zf \log n) = O(N \log n) \) further bits. Altogether then, the algorithm stores at most \( O(N \Gamma_{\ell,z}2^{z-1} \log n) \) bits at all times during its execution. For \( \ell = 1, \Gamma_{\ell,z} = z \), and so \( N \Gamma_{\ell,z}z^2 = O(2^{(z-1)/2}z^{z+1}) \). For \( \ell > 1 \), \( \Gamma_{\ell,z} = O(\ell^{(z-1)/\ell}) \) and so \( N \Gamma_{\ell,z}z^2 = O(2^{(z-1)/\ell}(\Gamma_{\ell,z})^{z+1}) = O(2^{(z-1)/\ell}(\ell^{(z-1)/\ell})^{z+1}) \).

Finally, we consider the number of value queries. When descending the tree in the procedure \textsc{FindNode}(\( e, n \)), inside each node \( n \), we need to check possibly all elements stored in \( n \) in Line 13 using value queries, and there can be at most \( \Gamma_{\ell,z} \) of these. Furthermore, if the condition in Line 13 holds for some element \( r \), we need to check all its child nodes. There can be \( 2^{z-1} \) such child nodes, and for each one, in Line 15, we need to check all its elements using value queries. Each such child again has at most \( \Gamma_{\ell,z} \) elements. In summary, inside each node we need \( O(\Gamma_{\ell,z}2^{z-1}z) \) oracle calls, implying that a total of \( O(\Gamma_{\ell,z}2^{z-1}z^2) \) value queries for processing one new element.

\[\square\]

5 Improved Algorithms in the Explicit Model

We now consider the weighted version of \textsc{Maximum (M,z)-Coverage}, in which we additionally have a weight function \( w : U \rightarrow \mathbb{R}_+ \) and now must find a feasible set \( S \) for \( M \) that covers (up to) \( z \) points of maximum total weight. Unlike Section \ref{sec:4} here a critical difference is that we assume that the sets of points corresponding to each element are given explicitly. Note that here we allow our solution to cover more than \( z \) points, but consider only the \( z \) heaviest points in computing the objective. Thus, if \( O \) is some optimal solution, by setting \( z \) to be the total number of points covered by \( O \), then our results imply that we can find a solution \( S \) that has \( f(S) \geq f(O) \). In fact, our result implies a stronger guarantee, as it ensures that the heaviest \( z \) points covered by \( S \) have alone total weight at least as large as those covered by \( O \).
We combine multiple joint \( z \)-representative sets with a color coding procedure to obtain our results for Maximum \((M, z)\)-coverage. To this end, we consider a hash function \( h : U \to [\bar{z}] \), where \( \bar{z} \) is the smallest power of 2 that is at least \( z \). For each point \( p \), we call the value \( h(p) \in [\bar{z}] \) the color assigned to \( p \). For an element \( e \in X \), we further define \( h(e) = \{h(p) : p \in e\} \) to be the set of all colors that are assigned to the points covered by \( e \).

For any set of points \( T \subseteq U \), we let \( w(T) = \sum_{p \in T} w(p) \) denote the total weight assigned to these points by the weight function \( w \). We fix any solution \( O \) to the problem and let \( Z \) be a set of up to \( z \) points covered by \( O \). Fix \( h : U \to [\bar{z}] \). We say that \( Z \) is well-colored by \( h \) if \( h \) is injective on \( Z \) (i.e. \( h \) assigns each point \( p \in Z \) a unique color in \([\bar{z}]\)). Suppose now that \( Z \) is well-colored by \( h \). For each possible subset \( C \subseteq [\bar{z}] \) of colors, and each set \( S \subseteq X \) of elements such that \( C \subseteq h(P(S)) \), we define

\[
 f_C(S) = \sum_{c \in C} \max\{w(p) : p \in P(S), h(p) = c\}
\]

to be the sum of the weights of the single heaviest point of each color in \( C \) that is covered by some element of \( S \). Let \( X_C = \{e \in X : C \subseteq h(e)\} \) be the set of all elements containing at least one point assigned each color of \( C \). Then, we can define \( w_C(e) : X_C \to [\bar{z}] \) by \( w_C(e) = f_C(\{e\}) \). Note that to compute \( w_C(e) \) it is enough to simply remember the “heaviest” point in \( P(e) \) of each color. Thus, in the streaming setting we can maintain all of our constructions by using only the set of \( |h(e)| \leq \bar{z} = O(z) \) points and all other points can be discarded.

Let \( C \) and \( C' \) be two disjoint sets of colors and suppose \( A \subseteq X \) with \( C \subseteq h(P(A)) \) and \( b \in X_{C'} \) (so \( C' \subseteq h(P(b)) \)). Then, \( C \cup C' \subseteq h(P(A + b)) \) and so

\[
 f_C(A) + w_{C'}(b) = \sum_{c \in C} \max\{w(p) : p \in P(A), h(p) = c\} + \sum_{c \in C'} \max\{w(p) : p \in P(b), h(p) = c\}
 \leq \sum_{c \in C \cup C'} \max\{w(p) : p \in P(A + b), h(p) = c\} = f_{C \cup C'}(A + b),
\]

since for any point \( p \in P(A) \) with \( h(p) = c \in C \) or any point \( p \in P(b) \) with \( h(p) = c \in C' \), we must also have \( p \in P(A + b) \) with \( h(p) = c \in C \cup C' \).

Using the above constructions, we now show how to combine multiple \( z \)-representative sets to obtain a kernel for Maximum \((M, z)\)-Coverage.

**Lemma 5.1.** Let \( M = \{M_i = (X_i, Z_i)\}_{i=1}^t \) be an \( \ell \)-matchoid. Suppose that \( R = \bigcup_{C \subseteq [\bar{z}]} R_C \), where each \( R_C \) is a joint \( z \)-representative set for \((X_C, M, w_C)\). Let \( O \) be any set that is feasible for \( M \). Let \( Z \) be a set of up to \( z \) points of maximum weight covered by \( O \) and suppose that \( Z \) is well-colored by \( h \). Then, there is some \( S \subseteq R \) that is feasible for \( M \) and covers \(|Z|\) points of total weight at least as large as that of \( Z \).

**Proof.** Suppose that \( O = \{b_1, \ldots, b_k\} \) and fix some set \( Z \) of \( z \) points covered by \( O \) that is well-colored by \( h \). For each \( 1 \leq r \leq k' \), let \( P_r = \bigcup_{j=1}^{k'} (Z \cap P(b_j)) \) be the set of points from \( Z \) covered by the first \( r \) elements of \( O \) according to our indexing and let \( C_r = h(P_r) \) be the set of colors assigned to these points. Note that the sets \( \{P_r \setminus P_{r-1}\}_{r=1}^{k'} \) form a partition of \( Z \). We can suppose without loss of generality that \( k' \leq z \) as otherwise there must be some element \( b_r \in O \) with \( P_r \setminus P_{r-1} = \emptyset \). Any such element can be removed from \( O \) to obtain a feasible solution that still covers all of \( Z \).

We now show by induction on \( 0 \leq r \leq k' \), that there exists a set of elements \( S_r \subseteq R \) such that \( O_r = O \setminus \{b_1, \ldots, b_r\} \cup S_r \) is feasible for \( M \), \(|O_r| = k'\), \( C_r \subseteq h(P(S_r)) \), and \( f_{C_r}(S_r) \geq w(P_r) \). In the case that \( r = 0 \), this follows trivially by letting \( S_0 = \emptyset \) and \( O_0 = O \).

In the general case \( r > 0 \), this implies that there is a set \( S_{r-1} \) such that \( O_{r-1} = O \setminus \{b_1, \ldots, b_{r-1}\} \cup S_{r-1} \) is feasible for \( M \), \(|O_{r-1}| = k'\), \( C_{r-1} \subseteq h(P(S_{r-1})) \), and \( f_{C_{r-1}}(S_{r-1}) \geq w(P_{r-1}) \). We will construct the representative set \( R_{C_r} \) associated with the set of colors \( C = C_r \setminus C_{r-1} \). Note that \( b_r \in X_C \) and so by Theorem 5.3 there must exist some element \( e_r \in R_{C_r} \) such that \( O_{r-1} - b_r + e_r \) is feasible, and \( w_{C}(e_r) \geq w_{C}(b_r) \). Let \( S_r = \{e_1, \ldots, e_r\} \) so that \( O_r = O \setminus \{b_1, \ldots, b_r\} \cup S_r = O_{r-1} - b_r + e_r \). Then \( O_r \) is feasible for \( M \) and \(|O_r| = |O_{r-1}| = k'\), as required. Since \( e_r \in X_C \), \( e_r \) contains a point assigned each color in \( C = C_r \setminus C_{r-1} \). Thus, \( C_r \subseteq h(P(S_{r-1} + e_r)) = h(P(S_r)) \), as required.

\[
 w(P_r) = w(P_{r-1}) + w(P_r \setminus P_{r-1}) \leq w(P_{r-1}) + w_C(b_r)
 \leq f_{C_{r-1}}(S_{r-1}) + w_C(b_r) \leq f_{C_{r-1}}(S_{r-1}) + w_C(e_r) \leq f_{C_r}(S_r),
\]
where the first inequality follows since $P_r \setminus P_{r-1}$ is a subset of points of color $C$ covered by $b_r$, the second from the induction hypothesis, the third from $w_C(e_r) \geq w_C(b_r)$, and the last from $[1]$. This completes the induction step.

To complete the proof of the lemma, we set $r = k'$. Then, we have $O_{k'} = S_{k'} \subseteq R$ and $|S_{k'}| = |O_{k'}| = k'$. Moreover, by definition $C_{k'} = h(p_{k'}) = Z$. We have $S_{k'}$ feasible for $M$, and $C_{k'} \subseteq h(P(S_{k'}))$ so $S_{k'}$ contains a distinct point of $U$ colored with each color $c \in C_{k'}$. For each color $c$, consider the heaviest such point. The total weight of these points is precisely $f_{C_{k'}}(S_{k'}) \geq w(P_{k'}) = w(Z)$.

We now give a streaming algorithm for computing the collection of joint $z$-representative sets required by Lemmas 5.1. Our procedure STREAMINGMAXCOVER is shown in Algorithm 4. Thus far, we have supposed that some set of points $Z$ in a solution $O$ was well-colored by a given $h : U \to [z]$. Under this assumption, our procedure simply runs a parallel instance of the streaming procedure STREAMINGREPSET for each $C \subseteq [z]$. When a new element $e \in X$ arrives, we assign each point $p \in P(e)$ a color $h(p)$. In order to limit the memory required by our algorithm, we will remember only the maximum-weight point of each color in $e$. As noted in the proof of Lemmas 5.1, the resulting collection of elements $R$ that we produce will still contain a feasible solution $S$ with the necessary properties. It is clear that if we later consider the corresponding set of all points in $P(e)$, we can only cover more points of $U$.

We now consider the problem of ensuring that the given set $Z$ of up to $z$ points in $P(O)$ is well-colored by $h$. In the offline setting, letting $h$ assign each point $p \in U$ a color uniformly at random guarantees that this will happen with probability depending on $z$. In the streaming setting, however, we cannot afford to store a color for each point of $U$, but must still ensure that a point receives a consistent color in each set that it appears in. To accomplish our goal, we use a $z$-wise independent family $\mathcal{H}$ of hash functions $h : X \to [z]$. Such a family $\mathcal{H}$ has the property that for every set of at most $z$ distinct elements $(e_1, \ldots, e_z) \in X^z$, and any $z$ (not necessarily distinct) values $(c_1, \ldots, c_z) \in [z]^z$, the probability that $h(e_1) = c_1, h(e_2) = c_2, \ldots$, and $h(e_z) = c_z$ is precisely $z^{-z}$. A classical result of Wegman and Carter [50] provides a construction of such a family $\mathcal{H}$ of functions $h : [\bar{m}] \to [z]$ when both $\bar{m}$ and $z$ are prime powers and storing and computing each function requires a random seed of only $O(z \log \bar{m})$ bits. In our setting, it suffices to set $\bar{m}$ to the smallest power of 2 larger than $|U|$ to obtain a family of functions $h : U \to [z]$, each of which can be stored in $O(z \log \bar{m}) = O(z \log m)$ bits. Then, for any set $Z$ of $z$ points, the probability $Z$ will be well colored by an $h$ chosen uniformly at random from $\mathcal{H}$ is $(\frac{1}{2}) \frac{1}{z} > \frac{1}{z} \sum_{i=1}^{z} \frac{1}{z} = \frac{1}{z} > e^{-z}$. Thus, if we choose $u$ functions $h \in \mathcal{H}$ independently and uniformly at random, then the probability that $Z$ is not well-colored by at least one of them is at most $(1 - e^{-z})^u$, which is at most $\epsilon$ for $u = e^{z \ln(\epsilon^{-1})}$. Each such choice can be done in parallel, invoking a separate instance of the procedure in Algorithm 3.

Alternatively, we can obtain a deterministic algorithm by making use of a $z$-perfect family $\mathcal{H}$ of hash functions from $U \to [z]$. Such a family has the property that for any subset $Z \subseteq U$ of size at most $z$, some function $h \in \mathcal{H}$ is injective on $Z$. Schmidt and Siegal [48] give a construction of such a family in which each

---

Algorithm 4: Streaming FPT-algorithm for the MAXIMUM $\{M, z\}$-COVER

Input: Parameters $\ell, z$, independence oracles for $\ell$-matchoid $M = \{M_i\}_{i=1}^\ell$, weight function $w : U \to \mathbb{R}$, hash function $h : U \to [z]$.

procedure STREAMINGMAXCOVER

1. for each $C \subseteq [z]$ do
2.   Let STREAMINGREPSET$_C$ be an instance of the procedure STREAMINGREPSET for $M$, with output $R_C$;
3. for each $e \in X$ arriving in the stream do
4.   Color the points $P(e)$ using $h$;
5.   Discard all points from $e$ except for the maximum weight point of each color;
6. for each $C \subseteq h(P(e))$ do
7.   Define $w_C(e) = \sum_{p \in P(e) : h(p) \in C} w(p)$;
8.   Process the arrival of $e$ in STREAMINGREPSET$_C$ with weight $w_C(e)$;
9. return $R = \bigcup_{C \subseteq [z]} R_C$;
function can be specified by $O(z) + 2 \log \log |U|$ bits. Thus, we can simply run our streaming algorithm in parallel for each of the $2^{O(z)} \log^2(m)$ such functions.

Combining the above observations, we have the following:

**Theorem 5.2.** Let $M$ be an $\ell$-matchoid and $z \in \mathbb{Z}_+$. For any $\epsilon > 0$, there is a randomized streaming algorithm that succeeds with probability $(1 - \epsilon)$ and computes a kernel $R$ for $\text{MAXIMUM}_z$. Moreover, $|R| \leq (4e^2) z \ln(\log(\epsilon^{-1}))$, where $\Gamma_{\ell,z} \triangleq \sum_{q=0}^{z-1} \ell q^z$. At all times during its execution, the algorithm stores at most $|R| + 1$ sets of at most $\log(\log(\epsilon^{-1}))$ points each and requires at most $O(\ell \log(n) + (4e^2) \ln(\epsilon^{-1}) \log(m))$ additional bits of storage. For $\ell = 1$, we have $|R| \leq (4e^2) \log(\epsilon^{-1})$ and for $\ell > 1$, $|R| = O((4e^2) \ell \ln(\epsilon^{-1}))$.

There is also a deterministic algorithm producing a kernel $R$ for the same problem with $|R| \leq 2^{O(z)} \Gamma_{\ell,z} \log^2(\ell)$. At all times during its execution, it stores at most $|R| + 1$ sets of at most $\log(\log(\epsilon^{-1}))$ points each and uses at most $O(\ell \log(n) + 2^{O(z)} \log^2(m) \log(\log(m)))$ additional bits of storage. For $\ell = 1$, we have $|R| = 2^{O(z)} \log^2(\ell)$ and for $\ell > 1$, $|R| = 2^{O(z)} \ell \log^2(\ell) \log^2(m)$.

**Proof.** Let $O$ be an optimal solution for the problem, and let $Z$ be the set of up to $z$ points of maximum weight covered by $O$. For the randomized algorithm, we process each element of the input stream with $e^2 \ln(\epsilon^{-1})$ parallel executions of the procedure $\text{STREAMINGMAXCOVER}$ from Algorithm 4 with a function $h$ sampled uniformly and independently at random from the desired $z$-wise independent family $\mathcal{H}$. We then let $R$ be the union of all the sets produced by these processes. With probability at least $(1 - \epsilon)$, $Z$ is well-colored by one such $h$. Consider the process $\text{STREAMINGMAXCOVER}$ corresponding to this choice of $h$ and let $R$ be its output. For every $C \subseteq \mathbb{Z}$, all elements $e \in X_C$ will be processed by a procedure $\text{STREAMINGREPSET}_C$ in this instance. By Theorem 5.8 each process $\text{STREAMINGREPSET}_C$ used in $\text{STREAMINGMAXCOVER}$ then produces a joint z-representative set $R_C$ for $(X_C, M, w_C)$. Thus, by Lemma 5.1, the output $R = \bigcup_{C \subseteq \mathbb{Z}} R_C$ for this procedure is a kernel for $\text{MAXIMUM}$.

In total, the algorithm maintains $2^{\log(\log(\epsilon^{-1}))} \leq (4e^2) \ln(\epsilon^{-1})$ procedures $\text{STREAMINGREPSET}_C$. By Theorem 5.8 each such procedure returns a set $R_C$ containing at most $\Gamma_{\ell,z} \triangleq \sum_{q=0}^{z-1} \ell q^z$ elements. For each element of $R$, we discard all but the heaviest point of each color class. Thus $|R| \leq (4e^2) \Gamma_{\ell,z} \ln(\log(\epsilon^{-1}))$ and for each element of $R$, we must store at most $\ell = O(z)$ points. When a new element arrives, we can perform the updates in each procedure sequentially, temporarily storing at most one element and using at most $O(\ell \log(n))$ bits of additional storage, as shown in Theorem 5.8. Additionally, we must store $O(\log(m) \log(\log(\log(m))))$ bits for the hash function in each of the $(4e^2) \ln(\log(\epsilon^{-1}))$ procedures $\text{STREAMINGMAXCOVER}$. Thus, the total number of additional bits required is at most $O(\ell \log(n) + (4e^2) \ln(\log(\log(m))))$.

For the deterministic algorithm, we proceed in the same fashion, but instead use each of the $2^{O(z)} \log^2(m)$ functions in the z-perfect hash family $\mathcal{H}$, each of which requires at most $O(\ell \log(\log(m)))$ bits to store. Then, $Z$ will be well-colored by at least one of these functions. By a similar argument as above, the union $R$ of the $2^{O(z)} \log^2(m)$ procedures $\text{STREAMINGMAXCOVER}$ will then be a kernel. By a similar calculation, $|R| \leq 2^{O(z)} \Gamma_{\ell,z} \log^2(m)$ and the total number of additional bits required is at most $O(\ell \log(n) + 2^{O(z)} \log^2(m) \log(m))$.

In Theorem 5.2 we have stated our results in the streaming setting where the primary concern is the space used by the algorithm. However, we note that our algorithms also translate directly to fixed-parameter tractable algorithms for the offline setting, in which the primary concern is computation time. Specifically, instead of processing elements in a stream using multiple instances of $\text{STREAMINGREPSET}$ we can simply execute multiple instances of the offline procedure $\text{REPSET}$. Combining Theorem 5.7 with our analyses from the streaming setting then immediately gives the following.

**Theorem 5.3.** There are fixed-parameter tractable algorithms computing a kernel $R$ for $\text{MAXIMUM}_z$ requiring a number of independence oracle calls proportional to $n \times$ the stated upper bounds on $|R|$ in Theorem 5.2 plus the time required to sort the input by weight for each of the $(4e^2) \ln(\log(\epsilon^{-1}))$, or $2^{O(z)} \log^2(m)$ representative sets maintained, respectively.

---

2There have been several subsequent improvements obtaining smaller families $\mathcal{H}$ of z-perfect hash functions (e.g. [1] [4] [9]). For simplicity, we use the result of [9], which gives explicit bounds on the space required for storing and computing such functions and suffices to obtain poly-logarithmic space in our setting.
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A Hardness Results for Alternative Parameterizations

Here, we provide some justification for our choice of parameters for each of the problems we consider by showing that the problems become hard if we use any strict subset of the parameters proposed.

First, we note that the 3-dimensional matching problem, which the 3-matchoid problem generalizes, is one of Karp’s original NP-hard problems [29]. It follows that all of our problems remain NP-hard when parameterized by $\ell$ alone.

For linear objectives, we parameterize by $\ell$ and $k$. Here, we note that if we parameterize by $k$ alone, we can encode an arbitrary instance of the INDEPENDENT SET problem, where $k$ is the size of the independent set. This problem is known to be $W[1]$-hard [13]. Given an arbitrary graph $G = (V, E)$, we let our ground set $X$ be $V$, and use an unweighted objective that sets $w(e) = 1$ for each $e \in V$. Then, we introduce a uniform
matroid of rank 1 on \{u, v\} with each edge \((u, v) \in E\). Note that some \(S \subseteq X = V\) is then independent in all matroids if and only if no pair of vertices in \(S\) share an edge. Moreover, we have a solution of value at least \(k\) for our problem if and only if we can select \(k\) elements from \(S\) and so have an independent set of size \(k\) in \(G\).

For coverage functions, parameterizing by the number \(k\) of elements chosen immediately gives the Maximum \(k\)-Coverage problem, which is \(W[2]\) hard \([5]\). Here, we parameterize instead by the number of points \(z\) that are covered and \(\ell\). If instead we parameterize by only \(z\), we can again encode an arbitrary instance of INDEPENDENT SET as described above. We encode our unweighted objective by letting each element of \(X\) cover a single, unique point. Then, similar to the discussion for the case of linear functions, we have an independent set of size \(z\) in \(G\) if and only if we have a set of elements that is independent in all our matroids covering \(z\) points.