Ionization at a solid-water interface in an applied electric field: Charge regulation
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We investigate ionization at a solid-water interface in applied electric field. We attach an electrode to a dielectric film bearing silanol or carboxyl groups with an areal density $\Gamma_0$, where the degree of dissociation $\alpha$ is determined by the proton density in water close to the film. We show how $\alpha$ depends on the density $n_0$ of NaOH in water and the surface charge density $\sigma_m$ on the electrode. For $\sigma_m > 0$, the protons are expelled away from the film, leading to an increase in $\alpha$. In particular, in the range $0 < \sigma_m < e\Gamma_0$, self-regulation occurs to realize $\alpha \approx \sigma_m/e\Gamma_0$ for $n_0 \ll n_c$, where $n_c$ is 0.01 mol/L for silica surfaces and is $2 \times 10^{-7}$ mol/L for carboxyl-bearing surfaces. We also examine the charge regulation with decreasing the cell thickness $H$ below the Debye length $\kappa^{-1}$, where $H$ can be smaller than a characteristic density $n_1$.

In experiments, the surface ionization due to deprotonation increased with addition of OH$^-$ (with increasing pH\textsuperscript{11,24}). We also apply an electric field to the system attaching a planar electrode with a surface charge density $\sigma_m$. Then, there arises another kind of charge regulation. We assume that the electric double layer next to the film is determined by the effective density $\sigma_{\text{eff}} = -e\Gamma_0 \alpha + \sigma_m$. Thus, if $\sigma_m$ is positive (negative), the cations including the protons tend to be repelled from (attracted to) the film, leading to an increase (a decrease) in $\alpha$. We have $\alpha \rightarrow 0$ for $\sigma_m < 0$ and $\alpha \rightarrow 1$ for $\sigma_m > e\Gamma_0$. However, in the range $0 < \sigma_m < e\Gamma_0$, marked self-regulation behavior emerges, where $\alpha$ approaches $\sigma_m/e\Gamma_0$ and $\sigma_{\text{eff}}$ nearly vanishes. In this effect, the NaOH density $n_0$ needs to be smaller than a characteristic density $n_c$, where $n_c$ is much larger than the hydroxyl density $10^{-7}$ mol/L in pure water. For small wall separation $H$ and for not small $\sigma_m$, screening of the surface charges can only be partial, leading to a negative disjoining pressure $\Pi_d$ with large amplitude. For sufficiently large $n_0$ with small $H$, screening can also be achieved leading to a large positive $\Pi_d$. In this paper, we are in the nonlinear PB regime with addition of NaOH only, where the Debye length is longer than the Gouy-Chapman length\textsuperscript{25}.

Furthermore, in a mixture solvent, the dissociation on solid surfaces can strongly depend on the local solvent composition $\phi$ as well as the solvation of ions in the bulk\textsuperscript{26}. In our previous paper\textsuperscript{10}, small variations of $\phi$ around the colloid surfaces induced significant changes in $\alpha$ and the ion distribution. Thus, there can be a strong coupling between $\phi$ and the ionization in mixture solvents, which alters adsorption and wetting on the surfaces and the interaction among the colloidal particles.

In polyelectrolytes and charged gels\textsuperscript{31,59}, the dissociation on polymer chains is governed by the local environments and is highly fluctuating in space and time. This can strongly affect coil-globule transition and phase separation, particularly when a second fluid component (cosolvent) is added to a water-like solvent. A first order phase transition of weak-to-strong ionization was also predicted on ionizable rods in a mixture solvent\textsuperscript{24}.

I. INTRODUCTION

Numerous papers have been written on various aspects of the electric double layer at a solid-water interface\textsuperscript{11,12,15,20}. However, not enough attention has yet been paid on physics and chemistry of ionizable solid surfaces in contact with an aqueous electrolyte solution. As a well-known example\textsuperscript{14,15}, silanol groups SiOH on a silica oxide surface at a density $\Gamma_0$ dissociate into SiO$^-$ and mobile protons H$^+$. The surface charge density is $-e\Gamma_0 \alpha$, where $\alpha$ is the degree of dissociation. In this case, $\alpha$ is determined by the proton density $n_H(0)$ in water immediately close to the surface. This $n_H(0)$ is different from the bulk proton density $n_{H}^0$, depending on the solution composition. Also when two ionizable surfaces approach, $\alpha$ and the force between them change at small separation\textsuperscript{11,15,16}. These behaviors are often referred to as charge regulation. We note that similar phenomena with variable charges are ubiquitous in soft matters.

We mention theoretical papers on the charge regulation on solid-water interfaces with salt\textsuperscript{13,22}. Ninham and Parsegian\textsuperscript{13} first presented a model of surface ionization using the mass action law as the boundary condition of the Poisson-Boltzmann (PB) equation, where $\Gamma_0$ and the dissociation constant $K_s$ are relevant parameters. They determined $\alpha$, the charge distribution, and the electric potential self-consistently. Behrens et al.\textsuperscript{15,16} solved these equations accounting for a potential drop across the Stern layer formed on a solid surface in water. These theories are based on one-dimensional (1D) calculations of the PB solutions for symmetric ionizable surfaces. Behrens et al. also devised a formula for ionization of large colloidal particles.

In this paper, we construct a free energy functional for the ion densities $n_i$ and $\alpha$ in applied field, accounting for the chemical reactions in the bulk and on the surface. We then examine the effect of sodium hydroxide NaOH at a low density $n_0$, where the hydroxyl density $n_{OH}$ and the proton density $n_H$ are related by the dissociation law $n_{OH} n_H = 10^{-14}$ mol$^2$/L$^2$ in bulk water\textsuperscript{23}. Thus, adding NaOH serves to decrease $n_H(0)$ and increase $\alpha$.
phase separation, $\alpha$ can be very different in the two phases.\cite{5,6} With addition of alcohol to water, precipitation of DNA has also been observed,\cite{5} where ionization of DNA is favored in water-rich environments.

The organization of this paper is as follows. In Sec.II, we will present a coarse-grained Ginzburg-Landau free energy functional, which includes the electrostatic contributions from the Stern layers and the dielectric film. In Sec.III, we will present numerical results for silica-water interfaces for thick cells. In Sec.IV, we will discuss the ionization on carboxyl-bearing surfaces. In Sec.V, we will present results for thin cells.

II. THEORETICAL BACKGROUND

We illustrate our system in Fig.1, where a cell contains liquid water and ions in ambient conditions ($T = 300$ K and $p = 1$ atm) in the region $0 < z < H$ and a dielectric film is in the region $-\ell < z < 0$. For example, we suppose a ultra-thin silica oxide film with silanol groups in water. To apply electric field to the system, we place metallic walls at the two ends in the regions $z < -\ell$ and $z > H$. In our theory, we can fix the applied potential difference $V$ or the electrode surface-change density $\sigma_m$.

The cell lengths in the lateral directions are much longer than $H$ such that the edge effect is negligible. All the physical quantities are coarse-grained smooth variables depending only on $z$. Hereafter, the Boltzmann constant will be set equal to 1.

A. Chemical reactions in bulk and on surface

In the cell, we initially add a base MOH at a low density. It dissociates into mobile univalent cations M$^+$ and hydroxide anions OH$^-$ as

$$\text{MOH} \rightleftharpoons \text{M}^+ + \text{OH}^-.$$ 

In addition, a very small fraction of water molecules dissociate into H$^+$ and OH$^-$ a.

$$\text{H}_2\text{O} \rightleftharpoons \text{H}^+ + \text{OH}^-.$$ 

We use the notation H$^+$, though the protons exist as hydronium ions H$_3$O$^+$ in liquid water. The local number densities of MOH, M$^+$, OH$^-$, and H$^+$ are written as $n_{\text{MOH}}(z)$, $n_M(z)$, $n_{\text{OH}}(z)$, and $n_H(z)$, respectively, which are coarse-grained smooth functions of $z$ in our theory. The charge density $\rho(z)$ is written as

$$\rho = e(n_H + n_M - n_{\text{OH}}).$$

In chemical equilibrium, the mass action laws hold:

$$n_M n_{\text{OH}}/n_{\text{MOH}} = K_b,$$

$$n_{\text{OH}} n_H = K_w,$$

where $K_b$ and $K_w$ are the dissociation constants. For NaOH, we have $K_b = 10^{-14}\text{mol/L} = 0.06\text{nm}^{-3}$. However, $K_w^{1/2}$ is much smaller ($= 10^{-7}\text{mol/L} = 6 \times 10^{-8}/\text{nm}^3$).

In a thick cell, a homogeneous bulk region appears far from the walls, where $n_i$ assume bulk values, written as $n_i^0$. They satisfy Eqs.(4) and (5) and the charge neutrality condition $n_M^0 + n_{\text{OH}}^0 = n_{\text{OH}}^0$. We introduce the bulk density of M atoms by

$$n_0 = n_M^0 + n_{\text{MOH}}^0.$$ 

See Fig.2(a) for $n_i^0$ vs $n_0$ for M=Na. For such a strong base with large $K_b$, we can well assume $n_0 \ll K_b$ to find

$$n_M^0 \approx n_0, \quad n_{\text{MOH}}^0 \approx n_{\text{OH}}^0 n_0/K_b \ll n_0, $$

where $n_{\text{OH}}^0 \ll K_b$. From $n_0 = (1 + n_{\text{OH}}^0/K_b)(n_{\text{OH}}^0 - n_H^0)$, we can express $n_0$ in terms of $n_{\text{OH}}^0$ as

$$n_0 \approx n_{\text{OH}}^0 - n_H^0 = n_{\text{OH}}^0 - K_w/n_{\text{OH}}^0.$$ 

In pure water, we have $n_0 = 0$ and $n_{\text{OH}}^0 = n_H^0 = K_w^{1/2}$. For $n_0 \gg K_w^{1/2}$, we obtain $n_{\text{OH}}^0 \cong n_0$ and $n_H^0 \cong K_w/n_0 < K_w^{1/2}$. In the following figures, supposing a strong base, we will use $n_0$ to represent the amount of the added base. However, our theoretical results will be expressed in terms of $n_{\text{OH}}^0$ and $n_H^0$ and will be valid for arbitrary $K_b$. In our figures Eq.(8) holds, so they can be used even for weak bases if $n_0$ is related to $n_{\text{OH}}^0$ by Eq.(8).
dissociation is assumed on the upper metal surface. Depending on the local pH near the surface, a fraction \( \alpha \) (0 < \( \alpha < 1 \)) of these groups dissociate \[ \text{AH} \rightleftharpoons \text{A}^- + \text{H}^+. \] (9)

Here, \( \text{A}^- \) anions remain on the surface \( z = 0 \), while the dissociated protons are mobile in water. The surface charge density due to \( \text{A}^- \) at \( z = 0 \) is

\[ \sigma_A = -e\Gamma_0\alpha. \] (10)

Let \( n_{\text{H}}(0) \) be the proton density immediately close to the dielectric film in water. Then, the surface mass action law in chemical equilibrium is expressed as\[ n_{\text{H}}(0)\alpha/(1 - \alpha) = K_s, \] (11)

where \( K_s \) is the surface dissociation constant. See Fig. 2b for \( \alpha \) vs \( n_{\text{H}}(0)/K_s \). Since \( \alpha = 1/[1 + n_{\text{H}}(0)/K_s] \), \( \alpha \) tends to 1 (to 0) if \( n_{\text{H}}(0) \) is much smaller (larger) than \( K_s \).

We define the particle numbers \( N_i = \int_0^H dz n_i(z) \) (i= MOH, M, OH, H) per unit area in the cell. Since the hydroxide and proton numbers due to the autoionization coincide, we have

\[ N_{\text{OH}} - N_{\text{M}} = N_{\text{H}} - \Gamma_0\alpha. \] (12)

It follows the overall charge neutrality condition,

\[ \int_0^H \! dz \rho(z) + \sigma_A = 0. \] (13)

In our theory, a reservoir can be attached or the system can be closed. In the latter case, the total number of the M atoms is fixed as

\[ N_M + N_{\text{MOH}} = H\tilde{n}, \] (14)

where \( \tilde{n} \) is the initial density of the added base.

In Sec.III, we consider silica oxide surfaces with silanol groups \( \text{AH} = \text{SiOH} \) and set \( \text{SiOH}_n \). Denoting the layer thickness as \( H \) at \( z = 0 \) and as \( d_H \) at \( z = H \), we assume linear relations,

\[ V^S_0 = \Phi(0) - \Phi(d_0) = (\sigma_m + \sigma_A)/C_0, \]
\[ V^S_H = \Phi(H - d_H) - \Phi(H) = \sigma_m/C_H. \] (19)

For simplicity, the surface capacitances \( C_0 \) and \( C_H \) are taken to be those in the limit of small ion densities. Here, we can define the polarization \( P(z) \) microscopically such that the electric induction \( D(z) = E(z) + 4\pi P(z) \) is continuous through the layers, where \( E(z) \) and \( P(z) \) change abruptly in the layers. We write \( D(z) \) at the bottom and the top as

\[ D(d_0) = \varepsilon_0 E(d_0) = 4\pi(\sigma_A + \sigma_m), \]
\[ D(H - d_H) = \varepsilon_0 E(H - d_H) = 4\pi\sigma_m, \] (20)

where \( K_s \) is very small (= 0.5\( K_w^{1/2} \)). The pH and pK values are defined by \( n_{\text{OH}}^0 = 10^{-\text{pH}} \) mol/L (in the bulk region) and \( K_s = 10^{-\text{pK}} \) mol/L. Then, pK = 7.3, \( n_{\text{OH}}^0/K_s = 10^{7.3-\text{pH}} \), and \( n_{\text{OH}}^0/K_s = 10^{6.7} \) here. The value of \( \Gamma_0 \) in Eq.(15) is obtained for nonporous, fully hydrated silica, so it is large. Experimental values of \( \Gamma_0 \) strongly depend on surface preparation. It is also known that the adsorption \( \text{SiOH} + \text{H}^+ \rightleftharpoons \text{SiOH}_2^+ \) takes place in high acidity (low pH) conditions, leading to a zero-charge surface state at a pH about 2. See Sec.IV for analysis on ionization on carboxyl-bearing surfaces.

**B. Electric potential and Stern layers**

As the electrostatic boundary condition, we may fix the potential difference between the electrodes:

\[ V = \Phi(0) - \Phi(H) + \sigma_m/C_d. \] (16)

We may also fix the surface charge density \( \sigma_m \) on the lower metal surface at \( z = -\ell \) (see Appendix A). In the dielectric film, the electric field is given by \( 4\pi\sigma_m/\varepsilon_d \), where \( \varepsilon_d \) is the film dielectric constant. This yields the potential change \( \Phi(-\ell) - \Phi(0) = \sigma_m/C_d \), where the film capacitance per unit area is written as

\[ C_d = \varepsilon_d/4\pi\ell. \] (17)

In the cell outside microscopic Stern layers (see below), \( \Phi(z) \) obeys the Poisson equation,

\[ -\varepsilon_0\varepsilon_d^2\Phi/dz^2 = 4\pi\rho, \] (18)

where \( \varepsilon_0 \) is the solvent dielectric constant. The electric field is given by \( E = -d\Phi/dz \).

Generally, the electric potential can change noticeably across a microscopic Stern layer at a solid-water interface. We mention molecular dynamics simulations on this effect. In our case, there are two such layers at the bottom and top. For simplicity, we assume no specific ion adsorption. Then, the ion amounts in the layers are negligibly small for small bulk ion densities. Denoting the layer thickness as \( d_0 \) at \( z = 0 \) and as \( d_H \) at \( z = H \), we assume linear relations,

\[ V^S_0 = \Phi(0) - \Phi(d_0) = (\sigma_m + \sigma_A)/C_0, \]
\[ V^S_H = \Phi(H - d_H) - \Phi(H) = \sigma_m/C_H. \] (19)

For simplicity, the surface capacitances \( C_0 \) and \( C_H \) are taken to be those in the limit of small ion densities. Here, we can define the polarization \( P(z) \) microscopically such that the electric induction \( D(z) = E(z) + 4\pi P(z) \) is continuous through the layers, where \( E(z) \) and \( P(z) \) change abruptly in the layers. We write \( D(z) \) at the bottom and the top as

\[ D(d_0) = \varepsilon_0 E(d_0) = 4\pi(\sigma_A + \sigma_m), \]
\[ D(H - d_H) = \varepsilon_0 E(H - d_H) = 4\pi\sigma_m, \] (20)
These constitute the boundary conditions of the Poisson equation (18). The effective surface charge density is \( \sigma_{\text{eff}} = \sigma_A + \sigma_m \) at the bottom. Furthermore, even without applied field (\( \sigma_m = 0 \)), the previous simulations\cite{42,43,44}, have shown the presence of small potential drops at solid-water interfaces due to the anisotropy of water molecules. We neglect this intrinsic, surface effect in this paper.

The total potential difference \( V \) is now written as

\[
V = \Phi(d_0) - \Phi(H - d_H) + \frac{\sigma_A + \sigma_m}{C_0} + \frac{\sigma_m}{C'},
\]

where the first term arises from the mobile ions and

\[
C' = \left( \frac{1}{C_H} + \frac{1}{C_d} \right)^{-1}.
\]

If we neglect the image interaction\cite{29} the electrostatic free energy \( F_e \) appropriate at fixed \( \sigma_m \) is the space integral of \( \Delta E/8\pi \) in the whole region \((-\ell < z < H)\). Then,

\[
F_e = \int_{d_0}^{H-d_H} dz \frac{\varepsilon_0 \varepsilon_0 r^2}{8\pi} + \frac{(\sigma_A + \sigma_m)^2}{2C_0} + \frac{\sigma_m^2}{2C'}
\]

\[
= \frac{1}{2} \int_{d_0}^{H} dz \rho \Phi(z) + \frac{1}{2} \sigma_A \Phi(z) + \frac{1}{2} \sigma_m V.
\]

We rewrite the integral in the first line as \( [\Phi(d_0)D(d_0) - \Phi(H - d_H)D(H - d_H)]/8\pi + f d \Phi / \rho / 2 \) and use Eq.(20). It then follows the second line, where the integration region \( d_0 < z < H - d_H \) has been changed to \( 0 < z < H \) and \( \sigma_A \) is related to \( \rho \) by Eq.(13). Note that the integrals of \( \rho \) in the Stern layers are assumed to be negligible.

We also consider small changes \( \rho \rightarrow \rho + \delta \rho \) and \( \sigma_m \rightarrow \sigma_m + \delta \sigma_m \). The incremental change in \( F_e \) is written as

\[
\delta F_e = \int_{d_0}^{H} dz \Phi \delta \rho + \Phi(0) \delta \sigma_A + V \delta \sigma_m,
\]

where \( \delta \sigma_A = - \int_{d_0}^{H} dz \delta \rho(z) \) from Eq.(13) and the last term vanishes at fixed \( \sigma_m \). On the other hand, at fixed \( V \), the appropriate free energy is \( F_e - \sigma_m V \), whose differential form is given by the first two terms in Eq.(24).

Here, we neglect the ion-ion correlation due to the fluctuations in the \( xy \) plane and the image interaction between the ions and the image charges in the solid regions.

In our analysis, we use the following capacitance values. (i) For our dielectric film, we assume \( \varepsilon_d = 4 \) and \( \ell = 1.05 \text{ nm} \) to obtain \( C_d = 0.0335 \text{ F/m}^2 \) from Eq.(17). On the other hand, in analysis of electrowetting, Klarman and Andelman\cite{39} assumed a much smaller value, \( C_d = 4.4 \times 10^{-6} \text{ F/m}^2 \), for a film with \( \varepsilon_d = 2.67 \) and \( \ell = 5 \mu \text{ m} \). In their case, the relation \( V \cong \sigma_m/C_d \) held nicely for not very small \( V \). (ii) Supposing a silica-water interface\cite{47,19}, we set \( C_0 = 2.9 \text{ F/m}^2 \). (iii) The metal-water capacitance\cite{10,14,15} has been observed in the range \( 0.2 - 0.5 \text{ F/m}^2 \), so we set \( C_H = 0.3 \text{ F/m}^2 \). Then, \( 1/C_H = 0.11/C_d \) in our case. Via microscopic simulation\cite{47,19,14,15}, the surface capacitance for a metal-water interface has been calculated in a range of \( 0.05 - 0.1 \text{ F/m}^2 \) with a layer thickness about 5\AA\ (where water molecules are depleted).

\section{C. Free energy functional}

We set up the Helmholtz free energy functional \( F \) for a cell with \( d_0 \ll H \) and \( d_H \ll H \) in the mean field theory. At fixed \( \sigma_m \), it consists of three parts as

\[
F = F_e + F_b + F_s.
\]

At fixed \( V \), we should replace \( F_e \) by \( F_e - \sigma_m V \). Here, \( F_b \) is the contribution from the solute particles and \( F_s \) is that for the surface ionization:

\[
F_b/T = \int_0^H dz \left[ \sum_i n_i [\ln(n_i \lambda_i^2) - 1] + \Delta_b n_M 
\right. 
\]

\[
+ \Delta_w (n_{OH} - n_M),
\]

\[
F_s/T \Omega_0 = \alpha \ln \alpha + (1 - \alpha) \ln(1 - \alpha) + \Delta \sigma \alpha,
\]

where \( \lambda_i(\propto T^{1/2}) \) is the thermal de Broglie length of the particle species \( i \). The \( T \Delta_b \), \( T \Delta_w \), and \( T \Delta \) are the dissociation free energies for the chemical reactions in Eqs.(1), (2), and (9), respectively, which arise from the microscopic interactions. The above form of \( F_s \) has long been used in the literature\cite{10,12,13,14,15}, where the first two terms are entropic contributions.

We define the chemical potentials of the solute particles by \( \mu_i = \delta F/\delta n_i \) at fixed \( \alpha \). Then, Eqs.(25)-(27) give

\[
\mu_{MOH}/T = \ln[n_{MOH} \lambda_{MOH}^2],
\]

\[
\mu_M/T = \ln[n_M \lambda_M^2] + \Delta_B - \Delta_w + U,
\]

\[
\mu_{OH}/T = \ln[n_{OH} \lambda_{OH}^2] + \Delta_w - U,
\]

\[
\mu_H/T = \ln[n_H \lambda_H^2] + U,
\]

where \( U(z) = e \Phi(z)/T \) is the normalized potential.

In equilibrium, we require the charge neutrality condition (12). Here, we can either assume Eq.(14) with a constant \( \bar{n} \) in a closed cell or attach a reservoir to the cell with a common \( \mu_{MOH} \) (see Appendix B\cite{39}). In these cases, we should minimize the grand potential,

\[
\Omega = F - h_0(N_M + N_{MOH})
\]

\[
- h_1(N_H - N_{OH} + N_M - \Gamma_0 \alpha),
\]

where \( h_0 \) and \( h_1 \) are homogeneous constants. Requiring \( \delta \Omega/\delta n_i = 0 \), we obtain the chemical equilibrium conditions for the mobile particles:

\[
\mu_{MOH} = \mu_M + \mu_{OH} = h_0,
\]

\[
\mu_H = - \mu_{OH} = h_1.
\]

With these relations, \( \Omega \) can be expressed as

\[
\Omega = F - \sum_{i \neq H} \mu_i N_i - \mu_H(N_H - \Gamma_0 \alpha).
\]

See Appendix D for more detailed expressions of \( \Omega \).

Assuming the equilibrium conditions in Eqs.(33) and (34) for \( n_i(z) \), we may treat \( \Omega = \Omega(\alpha) \) as a function of
\( \text{\( \alpha \)} \). Then, its minimization with respect to \( \alpha \) gives the equilibrium \( \alpha \). From Eq.(27) we obtain its derivative,

\[
\frac{1}{T_0} \frac{d\Omega}{d\alpha} = \ln(\frac{\alpha}{1-\alpha}) + \Delta_s + \ln[n_H(0)] \lambda_H^3. \tag{36}
\]

Using Eqs.(33) and (34) and setting \( d\Omega/d\alpha = 0 \), we derive the chemical equilibrium conditions (4), (5), and (11) with the dissociation constants,

\[
K_b = (\lambda_{MOH}/\lambda_H \lambda_{OH})^3 \exp(-\Delta_b),
\]

\[
K_w = (\lambda_H \lambda_{OH})^{-3} \exp(-\Delta_w),
\]

\[
K_s = \lambda_H^{-3} \exp(-\Delta_s). \tag{39}
\]

With Eq.(39) the right hand side of Eq.(36) becomes \( \ln[n_H(0)] / (1-\alpha) K_s \), leading to Eq.(11) in equilibrium.

If we use \( K_b \) for NaOH and \( K_s \) for silica, Eqs.(37)-(39) give \( \Delta_b = 8.4 \), \( \Delta_w = 51 \), and \( \Delta_s = 24 \). These large sizes of \( \Delta_b \) and \( \Delta_s \) indicate that the autoionization in water and the dissociation on a silica oxide surface are rare activation processes. On the other hand, \( \Delta_b \) is relatively small such that NaOH mostly dissipates in water.

We previously presented free energies with variable charges in mixture solvents for colloidal particles\(^{34}\), rods\(^{35}\), and polyelectrolytes\(^{35}\) (without applied field). In such systems, if \( \Delta_s \) depends on the composition, ionization and wetting transitions are coupled.

D. Space-dependence of ion densities

From Eqs.(28)-(31), \( n_{MOH} \) is a homogeneous constant. The ion densities can be expressed in terms of \( U(z) \) as

\[
n_{OH}(z) = n_0^0 e^{U(z)}, \quad n_{H}(z) = n_0^H e^{-U(z)},
\]

\[
n_{M}(z) = n_0^M e^{-U(z)}. \tag{40}
\]

where \( n_0^i \) are constants with \( n_0^M + n_0^H = n_0^OH \). See Appendix B for more details on these expressions. From Eq.(18) we obtain the PB equation,

\[
d^2U/dz^2 = \kappa^2 \sinh(U), \tag{41}
\]

We define the Debye wave number \( \kappa \) by

\[
\kappa = (8\pi \ell_B n_0^{\text{OH}})^{1/2} = 10^{-3} (n_0^{\text{OH}}/K_2^{1/2})^{1/2}/\text{nm}. \tag{42}
\]

where \( \ell_B = e^2/\epsilon_0 T = 7.0 \) Å is the Bjerrum length. The inverse \( \kappa^{-1} \) is the Debye length, which is long here, but it can be shortened if we add a salt such as KCl. In such cases, \( n_0^{\text{OH}} \) in Eq.(42) should be replaced by the total anion density \( n_0^\text{a} \) in the bulk.

For \( \kappa H \gg 1 \), \( n_0^i \) are the bulk ion densities far from the walls as in Eqs.(6)-(8), where the charge neutrality condition holds. However, even for not large \( \kappa H \), we can use Eq.(40) with well-defined \( n_0^i \). Under Eq.(14) in a closed cell, \( n_0^M \) is determined by \( n_0^M \int_0^H dz e^{-U}/H + n_{MOH} = \tilde{n} \) (see Eq.(58)). If we attach a reservoir to the cell with a common \( n_{MOH} \), \( n_0^H \) in Eq.(40) are simply equal to the ion densities in the reservoir (see Appendix B).

The protons are assumed to penetrate into the Stern layers. From Eq.(19) the ratio of its values at \( z = 0 \) and \( d_0 \) is given by the Boltzmann factor \( \exp(-eV_S^0/T) \), so

\[
n_0^H(0)/n_0^H(d_0) = \exp[-e(\sigma_A + \sigma_m)/\Omega_0 T]. \tag{43}
\]

This relation was proposed by Behrens et al\(^{34,35}\), but it should be checked with microscopic simulations.

E. Osmotic and disjoining pressures

In our system, the osmotic pressure \( \Pi \) is defined in the bulk region \( d_0 < z < H - d_H \) and is given by\(^{36}\)

\[
\Pi = T \sum_i n_i(z) - \frac{\sigma_0}{8\pi} E(z)^2, \tag{44}
\]

where the first term is the partial pressure of the solute particles and the second term is the \( zz \) component of the Maxwell stress tensor.\(^{34} \) In equilibrium, \( \Pi \) is a constant independent of \( z \). In fact, \( d\Pi/dz = 0 \) from Eqs.(18) and (40). Here, we assume \( H > d_0 + d_H \approx 1 \) nm.

Let us treat the equilibrium (minimum) value of \( \Omega \) under Eqs.(11), (33), and (34) as a function of the cell width \( H \) in the fixed charge or the fixed potential condition. In Appendix C, we will derive the following relation,

\[
\Pi = -\frac{\partial}{\partial H} \Omega. \tag{45}
\]

A similar formula holds for the force between two colloidal particles with \( H \) being their separation distance.\(^{33}\)

As will be shown in Appendix C, Eq.(45) holds when \( n_{MOH} \) or \( h_0 = \mu_{MOH} \) in Eq.(33) is fixed in the derivative. This is equivalent to fixing \( n_0^{\text{OH}} \) from Eq.(4). It can be realized if we attach a reservoir to the cell. On the other hand, if the cell is closed and \( \tilde{n} \) in Eq.(14) is fixed, Eq.(C5) in Appendix C leads to \( \Pi = -\partial F/\partial H \).

We suppose a reservoir without applied field. The \( n_{MOH} \) in the reservoir is the same as that in the cell. Then, the disjoining pressure is the difference \( \Pi_0 = \Pi - \Pi_0^0 \), where \( \Pi_0^0 \) is the osmotic pressure in the reservoir (see Appendix B). Using \( n_0^{\text{OH}} \) in Eq.(40), we find\(^{44,42}\)

\[
\Pi_d = T n_0^{\text{OH}} |2 \cosh(U) - 2 - \kappa^{-2}| dU/dz|^2|. \tag{46}
\]

Thus, \( \Pi_d = -\partial(\Omega + H \Pi_0^0)/\partial H \) at fixed \( n_{MOH} \).

In the presence of other kinds of monovalent ions, \( n_0^{\text{OH}} \) in Eq.(46) should be replaced by the total anion (cation) density \( n_0^a \) in the reservoir, as stated below Eq.(42).

III. IONIZATION ON SILICA SURFACE AT LARGE WALL SEPARATION

We consider equilibrium in a thick cell with \( H \gg \kappa^{-1}, d_0, \) and \( d_H \). In the middle region \( z \gg \kappa^{-1} \) and \( H - z \gg \kappa^{-1} \), the electrolyte is homogeneous with bulk ion densities \( n_0^i \).
We define dimensionless parameters $u=\sigma/m/e\Gamma_0$. For the other curves the initial slope is steep. For $H$ lower near the walls than in the middle, and (iii) $s > 0$ and $u < 0$ with $dU/dz < 0$. We are interested in the nonlinear behavior of $\alpha$ in case (ii), since $\alpha \rightarrow 0$ in case (i) and $\alpha \rightarrow 1$ in case (iii).

In Fig. 3, we display $U(z)$ near the bottom for $A_1 = 1.55 \times 10^3$ (at $n_0/K_s = 10^3$ for silica), where $H$ is determined for given $n_0$ and $s$. Then, $(s,\alpha) = (-0.2,0.2 \times 10^{-5})$, $(0.9,0.902)$, and $(1,2,1.0)$. In the case of $s = 0.9$, $u$ is small $(=0.002)$ or $(\sigma_A + \sigma_m)/\sigma_m \cong -0.002$, but $A_1u = 3.1$ in the nonlinear PB regime. We shall see that this charge cancellation is a universal effect.

Let us consider the profile of $U$ and $n_H$ at the bottom in the nonlinear PB regime $A_1u \gg 1$ with $u > 0$. The coefficient $\eta$ in Eq.(48) is close to 1 as $\eta \cong 1 + 1/A_1u$, so $U(z) \cong 2\eta \ln[(s-z-d_0 + UGC)/2]}$, $n_H(z)/n_M^0 \cong 4\kappa^2(z-d_0 + UGC)^{-2}$. (55)

Here, $UGC$ is the Gouy-Chapman length$^{[23]}$ at the bottom, $\kappa \cong 1/\kappa^{-1}$. The profiles change on the scale of $\kappa$. In this case, $n_H(d_0)$ is larger than $n_M^0$ as $n_H(d_0)/n_M^0 \cong (2A_1u)^2$. (57)

B. Profiles in the nonlinear PB regime

There appear three cases with increasing $s$: (i) $s < 0$ and $u > 0$ with $dU/dz > 0$, (ii) $s > 0$ and $u > 0$ with $U(z)$ lower near the walls than in the middle, and (iii) $s > 0$ and $u < 0$ with $dU/dz < 0$. We are interested in the nonlinear behavior of $\alpha$ in case (ii), since $\alpha \rightarrow 0$ in case (i) and $\alpha \rightarrow 1$ in case (iii).

In Fig.3, we display $U(z)$ near the bottom for $A_1 = 1.55 \times 10^3$ (at $n_0/K_s = 10^3$ for silica), where $H$ is determined for given $n_0$ and $s$. Then, $(s,\alpha) = (-0.2,0.2 \times 10^{-5})$, $(0.9,0.902)$, and $(1,2,1.0)$. In the case of $s = 0.9$, $u$ is small $(=0.002)$ or $(\sigma_A + \sigma_m)/\sigma_m \cong -0.002$, but $A_1u = 3.1$ in the nonlinear PB regime. We shall see that this charge cancellation is a universal effect.

Let us consider the profile of $U$ and $n_H$ at the bottom in the nonlinear PB regime $A_1u \gg 1$ with $u > 0$. The coefficient $\eta$ in Eq.(48) is close to 1 as $\eta \cong 1 + 1/A_1u$, so $U(z) \cong 2\eta \ln[(s-z-d_0 + UGC)/2]}$, $n_H(z)/n_M^0 \cong 4\kappa^2(z-d_0 + UGC)^{-2}$. (55)

Here, $UGC$ is the Gouy-Chapman length$^{[23]}$ at the bottom, $\kappa \cong 1/\kappa^{-1}$. The profiles change on the scale of $\kappa$. In this case, $n_H(d_0)$ is larger than $n_M^0$ as $n_H(d_0)/n_M^0 \cong (2A_1u)^2$. (57)

The ratio $n_M(d_0)/n_M^0$ is also given by the right hand side of Eq.(57), which is important for $n_M^0 \cong n_M^0 \gg n_H^0$.

We also calculate the integral $N_H = \int_H^n dz n_H(z)$ using Eqs.(40) and (47). For $\kappa H \gg 1$, we thus obtain $N_H/n_H^0 = 2A_1\alpha/\kappa \kappa + 2[(A_1^2u^2 + 1)^{1/2} + (A_1^2s^2 + 1)^{1/2} - 2]/\kappa H$. (58)

The right hand side is the correction $(\sim H^{-1})$. It can also be equated with $N_M/n_M^0 = 1 - M^+$ and $(\mathrm{NOH} + \Gamma_0\alpha)/\kappa H^0 - 1$ for OH$. ^{-1}$, where $N_M/H = n - n_M$ from Eq.(14) and $n_M^0 = n_0 - n_M$ from Eq.(7). It follows $n_H^0 \leq N_H/H$ for any $u$ and $s$. In particular, if $\kappa \gg A_1^{-1}$ and $s \gg A_1^{-1}$, the right hand side is $4A_1\alpha/\kappa \kappa$ and is negligible only for $H \gg A_1\kappa^{-1}$. Thus, for $\kappa H < A_1\kappa^{-1}$, the ion densities $N_H$ and $n_M^0$ are largely different.
On the surface, it is 1 on the lower bold line and is 10 on the upper dotted line, where \( \alpha \) is 0.5 and 0.09, respectively. Right: \( n_H(0)/K_s \) vs \( u \) with \( n_0/K_s \) being (a) \( 2.5 \times 10^2 \), (b) \( 6.3 \times 10^4 \), (c) \( 1.6 \times 10^5 \) (right), (d) \( 4.0 \times 10^5 \), and (e) \( 1.0 \times 10^4 \) from above, where increase is steep for \( n_0/K_s < 10^{-4} \).

C. Numerical results on \( \alpha \)

Use of Eqs.(40) and (43) gives the ratio of the surface proton density \( n_H(0) \) to the bulk one \( n_{H0} \) as

\[
n_H(0)/n_{H0} = \exp[g(A_1 u) + A_2 u] = [(1 + A_1^2 u^2)^{1/2} + A_1 u]^2 e^{A_2 u},
\]

which depends on \( u \) and \( n_0 \). The right hand side increases with increasing \( u \) being equal to 1 for \( u = 0 \). In Eq.(52), \( -u \) denotes the normalized, effective surface charge density at \( z = 0 \). Thus, for \( u > 1 \) (\( u < 0 \)), the protons are more enriched (decreased) near the surface than in the bulk. From \( A_1 \gg 1 \), \( n_H(0)/n_{H0} \) can be of order only in the narrow range \( |u| < A_1^{-1} \). Outside this range, it grows or decays rapidly depending on the sign of \( u \) as

\[
n_H(0)/n_{H0} \approx (2A_1 u)^2 e^{A_2 u} \gg 1 \quad (u \gg A_1^{-1})
\]

\[
\approx (2A_1 |u|)^{-2} e^{-A_2 |u|} \ll 1 \quad (-u \gg A_1^{-1}).
\]

These changes occur in the region \( z < \ell_{GC} \) (see Eq.(57)).

In the surface chemical equilibrium (11), relevant is the ratio \( n_H(0)/K_s \), which is close to \( (K_s - n_H^0)(n_H(0)/n_H^0) \), and is calculated from Eq.(59).

In the left panel of Fig.4, it is plotted in the \( u-n_0/K_s \) plane. From Eq.(60), it grows abruptly from small values (\( \ll 1 \)) to large values (\( \gg 1 \)) with increasing \( u \) above 0. In the right panel, we show curves of \( n_H(0)/K_s \) vs \( u \) for several \( n_0/K_s \), for which \( A_1 \) is indeed large \( (2.5 \times 10^3 \) for curve (a) and \( 3.9 \times 10^2 \) for curve (c)). For each point on the surface or the curves in Fig.4 we can find the corresponding equilibrium by setting \( \alpha = [1 + n_H(0)/K_s]^{-1} \) and \( \sigma_m = e\Gamma_0(\alpha - u) \).

Substitution of Eq.(59) into Eq.(36) gives \( d\Omega(\alpha)/d\alpha \) as a function of \( \alpha \) for given \( \sigma_m \) and \( n_0 \). In Fig.5, we plot it...
and its integral $\Delta \Omega = \int_0^s d\alpha (d\Omega / d\alpha) = \Omega(\alpha) - \Omega(0)$ as functions of $\alpha$ for four $s = \sigma_m/e\Gamma_0$. See Appendix D for the explicit expression of $\Delta \Omega$. Minimization of $\Delta \Omega(\alpha)$ yields equilibrium $\alpha$ satisfying Eq. (11). For $n_0/K_s = 2.5 \times 10^2$ (left), $d\Omega(\alpha)/d\alpha$ grows abruptly and $\Delta \Omega(\alpha)$ has a cusplike minimum around $\alpha \approx s = \sigma_m/e\Gamma_0$ with $0 < u \ll 1$ (see Fig. 7b). For a larger $n_0/K_s = 6.3 \times 10^4$ (right), $d\Omega(\alpha)/d\alpha$ grows gradually and $\Delta \Omega(\alpha)$ has a broad minimum.

In Fig. 6, we plot the equilibrium $\alpha$ as a function of $\sigma_m$ and $n_0$ (left) and as a function of $V$ and $n_0$ (right), where $\sigma_m$ and $V$ are related by Eq. (54). Salient results are as follows. (i) We can see close resemblance between the left and right panels, which suggests an approximate linear relation $V \propto \sigma_m$ (see Sec. IID). In these panels, $\alpha$ increases with increasing $n_0$ in agreement with the experiment. (ii) In the middle, we write $\alpha$ vs $n_0/K_s$, where we fix $s = \sigma_m/e\Gamma_0$ at $0$ and $\pm 0.05$ in (b) and $eV/T$ at $0$ and $\pm 100$ in (b'). These curves exhibit different behaviors with a crossover at $n_0/K_s \sim 10^4$. The curve of $\sigma_m = 0$ exhibits the power-law behavior $\alpha \propto n_0^{2/3}$ for small $n_0$ (see Eq. (63)). (iii) In the bottom, at fixed $n_0$, we write $\alpha$ vs $s = \sigma_m/e\Gamma_0$ in (c) and $\alpha$ vs $eV/T$ in (c'), where $\alpha$ increases linearly with increasing $s$ or $eV/T$. See below for its explanation.

Note that the $\alpha-n_0$ relation in the 1D geometry at $s = 0$ can be used for colloidal particles with large radius ($\geq k^{-1}$). At $\sigma_m = 0$, Behrens and Grier calculated the curves of $\alpha$ vs pH in agreement with Fig. 6b. At the special point $\sigma_m = n_0 = 0$, we find $\alpha = 4.7 \times 10^{-4}$ and $\alpha_A = -0.06 \mu C/cm^2$, where the latter is close to its experimental value $-0.08 \mu C/cm^2$ for silica colloidal particles in pure water.

D. Equation for $\alpha$ in nonlinear regime

In the nonlinear PB regime with $u = \alpha - s \propto A^{-1}$, Eqs. (11) and (60) give the following equation of $\alpha$,

$$\alpha u^2 e^{A u} / (1 - \alpha) = K_s^n / \left[ (2\pi \ell_B \Gamma_0)^2 n_0 \right] = (n_0^0 / n_c)^2.$$  

In the second line, we set $K^n / n_0 = 8 \pi \ell_B (n_0^0)^2 / K_w$ and we introduce a crossover ion density $n_c$ by

$$n_c = (2\pi \ell_B K_w / K_s)^{1/2} \Gamma_0.$$  

For silica with NaOH, we find $n_c = 0.97 \times 10^{-2} \text{mol/L} = 1.9 \times 10^5 K_s$ from Eq. (15). For surfaces with smaller pK (much larger $K_s$), we may add HCl to increase $n_0^0$ (instead of NaOH) at densities much larger than $K_w^{1/2}$.

We note that Eq. (61) reproduces the curves of $|s| \ll 1$ in Fig. 6b, where we can see $\alpha \approx 1$ for $n_0 \ll n_c$. In particular, for $s = 0$ and $n_0 \ll n_c$, Eq. (61) gives

$$\alpha \approx \alpha_c = (n_0^0 / n_c)^{2/3} = \alpha_{c0} (n_0^0 / K_w^{1/2})^{2/3}.$$  

In pure water, $\alpha_c$ tends to the following,

$$\alpha_{c0} = (K_w^{1/2} / n_c)^{2/3} = (K_s / 2\pi \ell_B)^{1/3} n_0^{2/3}.$$  

For silica, we find $\alpha_{c0} = 4.7 \times 10^{-4} = 5.4/A_1$ and $U(d_0) = -7.0$, so we are already in the nonlinear PB regime at $\sigma_m = n_0 = 0$. In terms of the bulk pH, we obtain $\log_{10}(\alpha/\alpha_{c0}) = 2(pH - 7)/3$. Note that the relation (59) applies to large colloidal particles in the nonlinear PB regime. On the other hand, for $n_0 > n_c$, $u$ increases and the factor $e^{A_2u}$ becomes important.

Let us assume $n_0 < n_c$ for $n_c \gg K_w^{1/2}$. In Fig. 7a, we confirm the behavior $\alpha \approx s$ in the range $0 < s < 1$, while we have $\alpha \approx 0$ for $s < 0$ and $\alpha \approx 1$ for $s > 1$. In (b), this behavior can be seen on a flat part of the surface of $u = \alpha - s$ in the $s-n_0/K_s$ plane. Here, self-regulated ionization is realized, where the surface charge density $\sigma_A$ due to deplottination nearly cancels the applied surface charge density $\sigma_m$. To be more precise, Eq. (61) yields

$$u = \alpha - s \approx (1-s)^{1/2} s^{-1/2} n_0^0 / n_c$$

which is much smaller than $s(\approx \alpha)$ for $s \gg \alpha_c$ with $\alpha_c$ being defined by Eq. (63). If $|s| < \alpha_c$, $\alpha$ becomes of order
\[ eV/T \] (a) vs. \( n_0/K_s \) at fixed \( s = \sigma_m/e\Gamma_0 \) and \( V_d = \sigma_m/C' \). Bottom: Plotted are \( \sigma_m/e\Gamma_0 \) and their sum \( V \) as functions of \( s \), where \( n_0/K_s \) is \((c) 5 \times 10^2 \) and \((d) 5 \times 10^4 \). See (c) and (d) of Fig.7 for expanded plots of \( -g(A_1 u) - A_2 u \) and \( g(A_1 s) \).

\[ \alpha_c \] is consistent with Eq.(63). On the other hand, if \( n_c/K_w^{1/2} \) is not large (with smaller \( \Gamma_0/K_s^{1/2} \)), \( u \) remains not small for any \( n_0 \).

Finally, we need to require \( A_1 u \gg 1 \) self-consistently, which has been assumed in setting up Eq.(61). For \( |s| \gg \alpha_c \), use of Eqs.(50) and (64) gives

\[ A_1 u \approx (1 - s)^{1/2} s^{-1/2} (n_{OH} K_s/4K_w)^{1/2}. \]  

If \( n_{OH} K_s/4K_w \approx 1 \), \( A_1 u \) surely exceeds 1 for \( s \) not very close to 1, including the point \( s = n_0 = 0 \). Thus, it generally follows the self-regulation of surface ionization for \( n_0 < n_c \) and \( 0 < \sigma_m < c\Gamma_0 \).

**E. Potential difference \( V \) between electrodes**

In Appendix A, we will explain experimental setups at fixed \( V \) and \( \sigma_m \), so we should compare the results from these two boundary conditions. So far we have found that the right and left panels in Fig.6 look similar.

In Eq.(54) the contributions to \( eV/T \) are written explicitly. In the bottom panels of Fig.7, we examine in the range \(-0.2 < s = \sigma_m/e\Gamma_0 < 1.1 \) as in the upper panels. Here, \( g(A_1 s) \) is from the upper diffuse layer, \( -g(A_1 u) \) is from the lower diffuse layer, and \( -g(A_1 u) - A_2 u \) includes the lower Stern layer contribution, where \( n_0/K_s \) is \(10^2 \) in (c) and \(10^4 \) in (d). For positive \( s \) not close to 0, the contribution from the lower diffuse layer is smaller than that from the upper one.

\[ \sigma_m/e\Gamma_0 = 0.1 \]

**IV. IONIZATION ON CARBOXYL-BEARING SURFACE AT LARGE WALL SEPARATION**

The carboxyl surface groups undergo the dissociation (COOH \( \rightleftharpoons \) COO\(^- \) + H\(^+ \)) at \( \text{pK} = 4.9 \) with a much smaller \( \Gamma_0 \) in water. In their analysis, Behrens et al. used two values, \( \Gamma_0 = 0.574 \) and \(0.250 \text{ nm}^{-2} \), for carboxyl-bearing surfaces. These \( \text{pK} \) and \( \Gamma_0 \) are very different from those in Eq.(15) for silica. It is worth noting that Aoki et al. fabricated a carboxyl functionalized latex film with coalescence of latex particles on a Pt electrode. Analysis has also been made on other surfaces such as iron oxide one, which can be positively charged at low pH due to protonation.

In this section, we examine the equilibrium ionization on a carboxyl-bearing film in the 1D geometry in Fig.1.
with addition of NaOH in applied field. We set

\[ K_s = 10^{-4.9}\text{mol/L} = 7.5 \times 10^{-6}/\text{nm}^3, \]
\[ \Gamma_0 = 0.25/\text{nm}^2 \quad \text{(carboxyl–bearing surface).} \quad (67) \]

Here, \( K_s \) is much larger than \( K_w^{1/2} \) by \( 10^{2.1} = 126 \). According to Behrens et al.\[11,12,19\], the Stern capacitance at carboxyl-bearing surfaces is larger than that for silica oxide surfaces such that its presence itself can be neglected. In fact, for \( C_0 = 10 \text{ F/m}^2, A_2 \) in Eq.(51) is of order 0.1 so \( e^{A_2u} \approx 1 \) in Eq.(59) for \( |u| \lesssim 1 \). The other parameters are the same as in the silica case in Sec.III.

We use the PB theory in the previous section for large \( H \). The parameter \( A_1 \) in Eq.(50) becomes \( A_1 = 1.5 \times 10^5(K_s/n_\text{OH}^0)^{1/2} \). In Eq.(61) we neglect the Stern factor \( e^{A_2u} \) and assume \( u = \alpha - s \gg A_1^{-1} \) to obtain

\[ \alpha u^2/(1 - \alpha) \approx (n_\text{OH}^0/n_c)^2, \quad (68) \]

where \( n_c = 1.9 \times 10^{-5}\text{mol/L} = 1.5K_s \) from Eq.(67). It is smaller than that for silica by 500–1. At the special point \( n_0 = \sigma_m = 0 \), our numerical analysis indicates \( U(0) = -8.32 \) and \( \alpha_{,0} = 0.0630 = 32/A_1 \), where the latter nearly coincides with \( \alpha_{,0} \) in Eq.(64). We are in the nonlinear PB regime at this point.

In Fig.9, we show \( \alpha \) in (a) the \( s-n_0/K_s \) plane and in (b) the \( eV/T-n_0/K_s \) plane, as in (a) and (a’) of Fig.6. Here, \( \log_{10}(n_0/K_s) = \text{pH} - 9.1 \). These look similar as in Fig.6, indicating the linear relation \( V \approx \sigma/C' \) except for small \( \sigma_m \). In (c), \( \alpha \) vs \( n_0/K_s \) is plotted for \( s = 0 \) and \( \pm 0.1 \), as in Fig.6b. Here, \( \alpha \) approaches 1 for \( n_0 \sim 6K_s \sim 4n_c \). The curve at \( \sigma_m = 0 \) coincides with that calculated by Behrens and Grier.[19] In (d), we display \( \alpha \) vs \( s \) for \( n_0/K_s = 10^{-3}, 0.1, \) and 1 in the range \(-0.2, \alpha < 1.1, \) as in Fig.7a. We can again find the linear behavior \( \alpha \approx s \) for \( 0 < s < 1 \) for \( n_0 < 1 \). (b) In Fig.10, displayed is (a) \( u = \alpha - s \) in the \( s-n_0/K_s \) plane for carboxyl-bearing surface, which is very small for \( 0 < s < 1 \) and \( n_0 < 0.1n_c \sim K_s \), as in Fig.7b. The lines (blue) on the surface indicate \( n_0/n_c = 0.1 \) and 1. (b) Terms in \( eV/T \) in Eq.(54) for \( n_0/K_s = 10^2 \): \( g(A_1s) \) from the upper diffuse layer, \( -g(A_1u) \) from the lower diffuse layer, for \( n_0/K_s = 0.1 \) (bold line) and \( 10^{-3} \) (dotted line).

V. IONIZATION AND DISJOINING PRESSURE AT SMALL WALL SEPARATION

The disjoining pressure \( \Pi_d \) in Eq.(46) is a measurable quantity.[12,13] It has been calculated between ionizable surfaces at small separation.[10,12,22] Here, attaching a reservoir, we examine how \( \Pi_d \) and \( \alpha \) depend on \( H \) and \( \sigma_m \) with NaOH added at a density \( n_0 \). We consider the Stern layers, so we define the effective cell thickness by

\[ H' = H - (d_0 + d_H), \quad (69) \]

where \( d_0 \) and \( d_H \) are of order 5Å. There is a sizable range of \( H' < \kappa^{-1} \) for not large \( n_0 \). Using Eqs.(11) and (40), we integrated the PB equation in the region \( 0 < z - d_0 < H' \) for each given \( n_0 \) and \( \sigma_m \). The parameters are those for silica oxide surfaces in Figs.11-16, but those for carboxyl-bearing surfaces are also used in Fig.17. For simplicity, we neglect the van der Waals interaction.[12,13]

A. Results without applied field \( (s = 0) \)

First, we assume no applied field \( (s = 0) \). Because \( dU/dz = 0 \) at \( z = H - d_H \), our \( H' \) corresponds to a half of the cell thickness in the symmetric case.[13,22] For thick cells with \( H' > \kappa^{-1} \), it follows a well-known result[12,13]

\[ \Pi_d \approx 64Tn_\text{OH}^0\exp(-2\kappa H'). \quad (70) \]

Ninham and Parsegian[23] derived the power-law behavior \( \Pi_d \propto H'^{-1/2} \) as \( H \to 0 \) between symmetric ionizable walls. From analysis in Appendix E, their asymptotic behavior appears for \( H' \ll \ell_{GC} \) in the case \( A_1^{-1} < \alpha < 1 \). Here, \( \ell_{GC} = (\kappa A_1\alpha)^{-1} \) is the Gouy-Chapman length in Eq.(56) shorter than \( \kappa^{-1} \) in the nonlinear PB regime. The normalized potential values \( U_0 = U(d_0) \) and \( U_H = U(H - d_H) \) at the two ends are given by

\[ U_H - U_0 \approx A_1\alpha\kappa H' = H'/\ell_{GC} \ll 1, \quad (71) \]
\[ \exp(-U_0) \approx 4A_1\alpha H' \gg 1. \quad (72) \]

From Eq.(11) and (46), \( \Pi_d \) and \( \alpha \) behave as

\[ \Pi_d \approx Tn_\text{OH}^0e^{-U_H} \approx Tn_\text{OH}^0(G_0K_s/K_\infty H')^{1/2}, \quad (73) \]
\[ \alpha \approx (K_wH'/G_0K_s)^{1/2}/n_\text{OH}^0, \quad (74) \]

where we set \( n_\text{OH}^0 = K_w/n_\text{OH}^0 \). With other added ions, Eqs.(73) and (74) should be changed appropriately (see the comments below Eqs.(42) and (46).[13,22]

In addition, the inequality \( \alpha < 1 \) holds for

\[ H' \ll (G_0/K_s)(K_w^{1/2}/n_\text{OH}^0)^2. \quad (75) \]
For silica oxide surfaces, we have $\Gamma_0/K_s \sim 10^8$ nm, so Eq. (76) can well be satisfied together with Eq. (71).

On the other hand, when $\ell_{GC} \ll H' \ll \kappa^{-1}$ in the nonlinear PB regime, we find another regime (the Gouy-Chapman regime), where $U_0$ and $\alpha$ remain nearly at constants but $U_H$ strongly depends on $H'$. That is,

$$\exp(-U_0) \cong (2A_1 \alpha)^2$$

$$\exp(-U_H) \cong (\pi/\kappa H')^2.$$  \hspace{1cm} (77)

Thus, $e^{U_H-U_0} \sim (H'/\ell_{GC})^2 \gg 1$. The $\Pi_d$ behaves as,$^{25}$

$$\Pi_d \cong T n_0^0 \exp(-U_H) \cong \pi T/[2\ell_B(2H')^2],$$  \hspace{1cm} (78)

which is independent of $n_0$ and $\alpha$. In the previous theories, the behavior (78) was not found, because they adopted parameters yielding $\ell_{GC} \gtrsim \kappa^{-1}$ with a salt added (see the last paragraph of Sec.IIIA).

In Fig.11, we show (a) $\Pi_d$, (b) $\alpha$, (c) $U_0$, and (d) $U_0 - U_H$ as functions of $H'$ in the range $\ell_B < H' < 300\ell_B < \kappa^{-1}$ without applied field ($s = 0$) for $n_0/K_s = 10^{-2}$, 10, and $10^2$. Plotted are (a) $\ell_B^2 H_4/k$, (b) $\alpha$, (c) $U(d_0)$, and (d) $U(d_0) - U(H - d_0)$. Points at which $H' \approx \ell_{GC}$ are marked by $\bullet$ on each curve. In (a) and (b), formulae (73), (74), and (78) are written as guides of eyes. In (a)-(d), Eqs.(71)-(75) hold for $H' \ll \ell_{GC}$ and Eqs.(76)-(78) for $H' \gg \ell_{GC}$.

**B. Results with applied field**

Next, we apply electric field by varying $s = \sigma_m/e\Gamma_0$ for $\kappa H' < 1$. In Fig.13, $\Pi_d$ is displayed as a function of $H'$ and $s$. We fix $n_0/K_s$ at 10 and $10^3$, where $A_1$ is $1.5 \times 10^4$ and $1.5 \times 10^5$, respectively. The $\Pi_d$ is positive around the line of $s = 0$ but is mostly negative. This is natural because the surface charge densities at the two ends have the same sign only for $0 < s < \kappa$. If $s H' < 1$, we find$^{23}$ that $\Pi_d > 0$ holds only for $|s| \lesssim \alpha$, where $\alpha$ is the degree of ionization at $z = 0$. This width of $s$ is of order $\alpha \sim 10^{-3}$ in (a) and $10^{-2}$ in (b) from Eq.(63). In addition, for not small $|s|$, $\Pi_d$ drops to negative values with large amplitude with decreasing $H'$ due to partial screening (see below).

In Fig.14, we plot $\alpha$ and $u = \alpha - s$ for $1 < H'/\ell_B < 10^2$ and $-0.2 < s < 1.2$, where $n_0/K_s = 10$ (left) and $10^3$ (right). For $H' \gtrsim 5\ell_B$, $\alpha$ is nearly independent of $H'$ in the upper panels and $u$ is very small for $0 < s \lesssim 1$ in the bottom panels. Thus, the self-regulation (found for $H' \gtrsim \kappa^{-1}$ in Sec.III) is operative even for small $H' \gtrsim 5\ell_B$. We also write the lines of $u = 0$ and $\pm(A_1 H' \kappa)^{-1}$. We have $H' > \ell_{GC}$ outside them. These three lines are closely located because of large $A_1$, which is $1.5 \times 10^4$ (left) and $1.5 \times 10^5$ (right). Indeed, on the flat area in the left, we have $-0.01 < u < -0.001$ and $A_1|u| > 15$.

In Fig.15, we show typical profiles of $U$ for $u < 0$ and $s > 0$ with $H' = 5\ell_B = 0.08/\kappa$, which exhibit a negative

**FIG. 11:** Results for silica in the range $1 < H'/\ell_B < 300$ ($\ell_B = 7$ Å) without applied field ($s = 0$) for $n_0/K_s = 10^{-2}$, 10, and $10^2$. Plotted are (a) $\ell_B^2 H_4/k$, (b) $\alpha$, (c) $U(d_0)$, and (d) $U(d_0) - U(H - d_0)$. Points at which $H' \approx \ell_{GC}$ are marked by $\bullet$ on each curve. In (a) and (b), formulae (73), (74), and (78) are written as guides of eyes. In (a)-(d), Eqs.(71)-(75) hold for $H' \ll \ell_{GC}$ and Eqs.(76)-(78) for $H' \gg \ell_{GC}$.

**FIG. 12:** Profiles of $U(z)$ in the range $0 < z - d_0 < H'$ for $s = 0$, where a silica oxide surface is at $z = 0$. For $n_0/K_s = 10^{-2}$, 10, and $10^2$, $H'$ is (a) $200\ell_B$ with $\ell_{GC} < H' < \kappa^{-1}$ and is (b) $3.3\ell_B$ with $H' < \ell_{GC}$.
which are consistent with Eq. (12). The degree of screening (fraction of $n_0$) is (a) 10 and (b) 10$^3$. Lines of $\Pi_d$ are written on the surfaces. Area of $\Pi_d > 0$ between the two lines becomes narrower as $H'$ is decreased but is widened as $n_0$. For relatively large $s$, $\Pi_d$ drops to negative values with large amplitude due to partial screening.

\[ b = \left(-\frac{1}{\Gamma_0}\right)^{1/2}/(\text{nm}) \]  

Then, $\Pi_d/T \kappa_{\text{OH}}^0 = -4A_1^2b^2$. The slope of $U$ is $-2A_1b\kappa$ and the corresponding electric field is $4\epsilon_0\Gamma_0b/\epsilon_0$ far from the walls. Here, the anions (OH$^-$) are accumulated at the bottom and the cations (M$^+$ and H$^+$) at the top, but their screening of the surface charges is only partial. The accumulated ion numbers $N_i = \int dz n_i(z)$ satisfy

\[ N_{\text{OH}} = \Gamma_0(|u| - b), \]  

\[ N_H + N_M = \Gamma_0(s - b), \]

which are consistent with Eq. (12). The degree of screening (screening fraction) is given by $1 - b/|u|$ at the bottom and by $1 - b/|u|$ at the top. It is 0 with no screening (with no diffuse layer) and 1 for complete screening.

In Fig. 15, at $n_0/K_s = 10^3$, we find $s = 0.9$, $\alpha = 0.875$, and $b = 0.0245 = 37/A_1$ in (a) and $s = 1.2$, $\alpha = 1.0$, and $b = 0.099 = 150/A_1$ in (b). Thus, $1 - b/|u|$ is 0.02 in (a) and 0.5 in (b). In fact, $n_{\text{OH}}(z)$ is very small in (a) but is appreciable in (b) (inset). In (c), we show $1 - b/|u|$ vs $s$ in the range 0.6 $< s < 1.2$, which is very small for $s < 1.1$ but grows abruptly for $s > 1.1$. For $s < 1.1$, there is almost no screening at the bottom and the screening fraction at the top is $\alpha/s$. In (d), we plot $\Pi_d$ and $\alpha$ in the range $0.2 < s < 1.2$. In accord with Fig. 13, $\Pi_d$ is positive only in a narrow range of $s$ ($\lesssim \alpha \sim 10^{-2}$). Here $u$ is negative and $H'$ is small, but self-regulation behavior $|u| \ll 1$ in the range $0 < s < 1$ still persists.

The region of $\Pi_d > 0$ is widened with increasing $n_0$. See the two panels in Fig. 13, where $n_0/K_s = 10$ and $10^3$. In Fig. 16, this is more apparent for $n_0/K_s = 10^4$ with $H' = 5.8$ and $H' = 2.5$, where $n_{\text{OH}}^0 \equiv n_{\text{OH}}^{9.0} \gg n_{\text{OH}}^{10}$. In (a), $\Pi_d$ is about 0.057$T_B^{-1} \sim 250T_{\text{OH}}^{-1}$ for $0 < s < 1$, where $U(z)$ is negative with a maximum about $-6.0$ and the ions in the cell are mostly M$^+$. However, $\Pi_d$ becomes negative abruptly for $s > 1$. In (b), the profile of $U(z)$ exhibits a changeover across $s = 1$ at this $n_0$. For $s = 0.4$, $E$ vanishes at the maximum point. However,
once $\Pi_d < 0$, unscreening is significant at the bottom; in fact, $(u, 1 - b/|u|) = (-0.012, 0.10)$ for $s = 1.0$ and $(-0.10, 0.24)$ for $s = 1.1$. The characteristic features of these behaviors are unchanged even for $n_0/K_s = 10^2$.

The screening should be easier for larger $n_0$. This is confirmed in Fig.17, where plotted is $1 - b/|u|$ vs $n_0/K_s$ at fixed $s$ for (a) silica oxide surfaces and (b) carboxyl-bearing surfaces. Here, $H'$ is $5\ell_B$ in (a) and is $50\ell_B$ in (b). The $K_s$ and $\Gamma_0$ in the two systems are very different in Eqs.(15) and (67). Nevertheless, we can see significant unscreening at relatively small $n_0$ in the two systems. In addition, the changeover from unscreening to screening with increasing $n_0$ is nearly discontinuous for $0 < s < 1$ (from $b \cong s - \alpha$ to $b \cong 0$), while it is gradual for $s > 1$.

C. Theory of partial screening in thin cells

We finally present some analytic results on the partial screening. See Appendix E for their derivations. With $b \gg A_1^{-1}$, we introduce a characteristic length $\ell_\infty$ by

$$\ell_\infty = (2A_1b)^{-1} \kappa^{-1} = (4\pi\ell_B\Gamma_0b)^{-1},$$

which is of the same order as $\ell_{GC}$ in Eq.(56) for $|u| \sim b$. If we assume $U(H - d_H) = U_H < 0$ and $|U_H| \gg 1$, $U(z)$ near the top is well approximated by

$$U(z) \cong U_H + w + 2\ln(1 + a_H - a_He^{-w}) \quad \text{(top)},$$

where $w = (H - d_H - z)/\ell_\infty$ and $a_H = s/2b - 1/2$. The last term is zero at $w = 0$ and tends to $2\ln(1 + a_H)$ for $w \gg 1$, so the profile changes on the scale of $\ell_\infty$. This formula excellently describes the profiles in (a) and (b) of Fig.15 and those in Fig.16b near the top. The interior electric field is a constant for $\ell_\infty \ll H'$. For the profiles in Fig.15a and those of $s = 1$ and 1.1 in Fig.16b, we have $b \cong |u|$, so Eq.(83) can be used even at the bottom.

For the profile in Fig.15b, the diffusive layer near the bottom gives $b \cong 0.5|u|$. In this partial screening, the profile at the bottom is well approximated by

$$U(z) \cong U_0 - s - 2\ln(1 + a_0 - a_0e^{-s}) \quad \text{(bottom)},$$

where $U(d_0) = U_0 \gg 1$, $s = (z - d_0)/\ell_\infty$, and $a_0 = |u|/2b - 1/2$. For the profile in Fig.15b, Eqs.(83) and (84) should coincide far from the walls, so we require

$$H'/\ell_\infty \cong U_0 - U_H - 2\ln[(1 + a_0)(1 + a_H)]$$

$$\cong 4\ln(4A_1b) + \ln \left[ \frac{(|u| - b)(s - b)}{(|u| + b)(s + b)} \right].$$

The right hand side can much exceed 1 for $A_1b \gg 1$. For (b) in Fig.15, Eq.(85) is nearly exact.

VI. SUMMARY AND REMARKS

We have examined ionization on a dielectric film in water in applied field. In the geometry in Fig.1, the surface can be negatively charged with proton desorption. From the mass action law, the degree of dissociation $\alpha$ is determined by the ratio of the proton density close to the film $n_H(0)$ and the dissociation constant $K_s = 10^{14}$ to de-
equation for \( \alpha \) in Eq.(61) for given \( \sigma_m \) and \( n_0 \). As in Fig.7b, we have found remarkable self-regulation behavior \( \alpha \cong s = \sigma_m/\epsilon \Gamma_0 \) for \( 0 < s < 1 \) and \( n_0 \ll n_c \), where \( \Gamma_0 \) is the areal density of the ionizable groups and \( n_c \) is a crossover density. From Eq.(62), we find \( n_c = 10^{-2} \) mol/L for silica oxide surfaces.

(iii) In Sec.IV, we have presented results using the parameters of carboxyl-bearing surfaces with pK = 4.9. General trends are common to those for silica oxide surfaces as in Figs.8 and 9, but numerical factors are very different. For example, we have \( n_c = 2 \times 10^{-3} \) mol/L.

(iv) In Sec.V, we have presented analysis for small \( H' = H - (d_1 + d_H) \) with a reservoir attached. Without applied field, the disjoining pressure \( \Pi \) is proportional to \( \sqrt{H'} \) for \( H' < H_{GC} \) and to \( (H')^{-2} \) for \( H_{GC} < H' < \kappa^{-1} \). In applied field, the self-regulation \( (\alpha \cong s \text{ for } 0 < s < 1) \) holds even for \( \ell_B < H' < \kappa^{-1} \). We have also found that the surface charges can be screened only partially for not small \( s \). For silica oxide surfaces, \( \Pi\ell_B \) is mostly negative for \( n_0/K_s \lesssim 10^3 \) in Figs.13 and 15(d), but it assumes a large positive value in the range \( 0 < s < 1 \) for \( n_0/K_s \approx 10^4 \) in Fig.16. Similar results follow for hydroxyl-bearing surfaces as in Fig.17. We have derived analytic expressions for the potential profiles in partial screening.

(v) In Appendix A, we have examined the experimental method of imposing the fixed charge condition. In Appendix C, we have derived the expressions for the osmotic and disjoining pressures. In Appendix D, we have derived the expressions for the surface free energy for ionizable surfaces in applied field.

We make some remarks.

(1) There are a variety of ionizable surfaces with very different parameters \((K_s \text{ and } \Gamma_0)\) under strong influence of ions. We have examined dissociation with small \( K_s \), where the autoionization of water comes into play. The charge regulation has been controlled by the amount of NaOH. If \( K_s \) is much larger, we may add HCl to increase the bulk proton density \( n_H^0 \). We can also add KCl to increase \( \kappa \), as discussed below Eqs.(42), (46), and (74).

(2) In future we should study dynamics of surface ionization in nonstationary electric field. We note that the deprotonation on a silica-water interface takes place very slowly as rare thermal activations.

(3) There are a number of nonequilibrium situations with chemical reactions, where phase changes can take place. For example, electrowetting has been studied without chemical reactions.
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\section*{Appendix A: Realization of constant charge boundary condition}

In Fig.1, a battery has been used to produce an equilibrium electrolyte state at a given potential difference \( V \). If it is disconnected, the surface charge density \( \sigma_m \) (at the lower metal surface) becomes fixed.

As illustrated in Fig.1, we further connect a small external condenser with a capacitance \( C_{ex} \) to the electrodes. The potential difference of the capacitor is given by

\[ V_{ex} = Q_{ex}/C_{ex} \tag{A1} \]

where \( Q_{ex} \) is the initial charge. After this connection, the surface charge density and the potential difference of the electrodes are changed as \( \sigma_m \rightarrow \sigma_m + \Delta \sigma_m \) and \( V \rightarrow V + \Delta V \). Then, the capacitor charge change is balanced by \(-S_0 \Delta \sigma_m \), where \( S_0 \) is the surface area of the electrodes. If the potential equilibration is attained, we have

\[ V + \Delta V = |Q_{ex} - S_0 \Delta \sigma_m|/C_{ex} \tag{A2} \]

In the limit of small \( \Delta \sigma_m \), we may set \( \Delta V = \Delta \sigma_m/C_{diff} \), where \( C_{diff} = \sigma_m/\partial V \) is the differential capacitance of our system (per unit area). Then, Eq.(A2) yields

\[ \Delta \sigma_m = (V_{ex} - V)/[S_0/C_{ex} + 1/C_{diff}] = (V_{ex} - V)C_{ex}/S_0, \tag{A3} \]

where the second line holds for \( C_{ex} \ll S_0 C_{diff} \). Therefore, for sufficiently small \( \Delta \sigma_m \), \( \Delta \sigma_m \) depends only on the initial \( V \) of our system and remains fixed independently of the subsequent physical and chemical processes in the cell.

\section*{Appendix B: Bulk ion densities in terms of \( n_{MOH} \)}

In Eq.(40) we can assume the relation,

\[ n_M^0 + n_H^0 = n_{OH}^0, \tag{B1} \]

without loss of generality by shifting the origin of \( U/z \) appropriately \((U \rightarrow U + \text{constant}) \). Then, we obtain Eq.(41). From the chemical equilibrium conditions (4) and (5), \( n_0^H \) and \( n_0^M \) are expressed as

\[ n_0^H = K_w/n_{OH}^0, \quad n_0^M = K_b n_{MOH}^0/n_{OH}^0. \tag{B2} \]

From Eqs.(B1) and (B2) \( n_{OH}^0 \) is given by

\[ n_{OH}^0 = (K_w + K_b n_{MOH})^{1/2}. \tag{B3} \]

The density \( n_0 \) of M atoms in Eq.(7) is expressed as

\[ n_0 = n_{MOH}(1 + K_b n_{OH}^0). \tag{B4} \]

For \( \kappa H \gg 1 \), \( n_0 \) coincide with those in Eqs.(6)-(8).

We can attach a reservoir with the same \( n_{MOH} \) as that in the cell. Then, the reservoir densities of \( H^+, \text{OH}^- \), and \( M^2 \) are given by \( n_H^0 \) and \( n_{OH}^0 \) and \( n_M^0 \) in Eqs.(B2) and (B3). The reservoir osmotic pressure is written as

\[ \Pi_0^0 = T \sum_i n_i^0 = T(n_{MOH} + 2n_{OH}^0). \tag{B5} \]
Appendix C: Force between parallel walls

We suppose two equilibrium states in the geometry in Fig.1, where the cell length is \( H \) in one state and \( H + \delta H \) in the other slightly elongated one. The water density and the temperature are common. All the quantities are independent of the lateral coordinates \( x \) and \( y \). The grand potentials \( \Omega \) and \( \Omega' \) per unit area are defined in the two states from Eq.(32) or Eq.(35). We calculate the difference \( \delta \Omega = \Omega' - \Omega \) for small \( \delta H \).

In the elongated state, the quantities are denoted with a prime and the space coordinate is written as \( z' \), where \( n_i'(z') \) are the densities and \( \alpha' \) is the degree of ionization. We impose \( \sigma'_m = \sigma_m \) at fixed charge and \( V' = V \) at fixed potential difference. We assume a mapping relation between the positions \( z' \) and \( z \) as\footnote{Sil14}:

\[
z' = z + w(z),
\]

where \( w(z) \) is a small displacement with \( w(0) = 0 \) and \( w(H) = \delta H \). We consider the deviations,

\[
\delta n_i = n_i'(z') - n_i(z), \quad \delta \alpha = \alpha' - \alpha.
\]

The mapping (C1) yields \( d/dz = (1 + w')d/dz' \) and \( f_0^H + \delta H \cdot d\frac{z'}{dz} = \int_0^H dz(1 + w') \), with \( w' = dw/dz \). Then, from \( \varepsilon_0 dE/dz' = 4\pi \rho'(z') \), the deviation \( \delta E = E'(z') - E(z) \) is related to \( \delta \rho = \rho'(z') - \rho(z) \) as

\[
\varepsilon_0 \frac{d}{dz} \delta E = 4\pi (w' \rho + \delta \rho), \tag{C3}
\]

to linear order. From Eq.(23) the deviation in the electrostatic free energy, \( \delta F_e = F_e' - F_e \), is calculated as

\[
\delta F_e = \int dz w'[\frac{\varepsilon_0}{8\pi} E'^2 + \rho \Phi] + \int dz \Phi \delta \rho + \Phi(0) \delta \alpha + V \delta \sigma_m, \tag{C4}
\]

where the first term arises from the cell elongation and the other terms coincide with those in Eq.(24). Similarly, the elongation contribution to \( F_b \) in Eq.(26) is given by \( \int dw' f_b \), where \( f_b \) is the bulk free energy density in \( F_b = \int dz f_b \). From Eq.(32) or Eq.(35), we find

\[
\delta \Omega = -\int dz w' \Pi - (N_M + N_{MOH}) \delta h_0 = -\Pi \delta H - (N_M + N_{MOH}) \delta h_0, \tag{C5}
\]

where \( \delta h_0 = h'_0 - h_0 \) and \( \Pi \) is given in Eq.(44). Since \( \Pi \) is a constant, we obtain the second line. Note that Eq.(C5) holds both at fixed \( \sigma_m \) and fixed \( V \).

The 1D theory in this appendix can be extended in various 3D situations. For example, we can calculate the solvent-mediated interaction between colloidal particles in a mixture solvent\footnote{Sil14}. The 3D mapping \( x'_\alpha = x_\alpha + w_\alpha \) has been used in elasticity theory. Moreover, we can use it to derive the stress tensor for various fluids (including near-critical fluids, liquid crystals, and electrolytes)\footnote{Sil20}.

Appendix D: Calculation of surface free energy

We calculate \( \Omega \) in Eq.(35) at fixed \( \sigma_m \) and \( n_{i0}^H \) using Eqs.(18), (33), and (34). It is rewritten as

\[
\Omega = -\int dz \left[ T \sum_i n_i + \frac{\varepsilon_0}{8\pi} E^2 \right] - \frac{\sigma_A^2}{2C_O} + \frac{\sigma_m^2}{2C_{tot}} + F_s + TT_0 \alpha \ln[n_H(0) \lambda_H^0] + (\Phi(0) - \Phi(H - d_H)) \sigma_m \tag{D1}
\]

where \( C_{tot}^{-1} = C_A^{-1} + C_H^{-1} + C_d^{-1} \). At fixed \( V \), we should subtract \( V \sigma_m \) from the right hand side.

We assume a thick cell with \( \kappa H \gg 1 \), where \( n_i \rightarrow n_i^0 \) and \( E \rightarrow 0 \) far from the walls. Then, using Eqs.(40) and (47), we can rewrite Eq.(D1) as

\[
\Omega = -H \Pi_0^r + \gamma_H + \gamma_0 + \sigma_m^2/2C_{tot}. \tag{D2}
\]

where \( \Pi_0^r \) is the reservoir osmotic pressure in Eq.(B5). The \( \gamma_H \) is the surface free energy from the upper diffuse layer (without surface ionization) given by

\[
\gamma_H/T = [1 - (A_1^2 s^2 + 1)^{-1/2}] \kappa/\pi \ell_B + g(A_1 s) \sigma_m / e, \tag{D3}
\]

where \( g(x) = 2 \ln[1 + x^2 + x] \). The \( \gamma_0 \) is that of the lower surface and the difference \( \Delta \Omega = \gamma_0 - \gamma_H \) is the contribution due to the surface ionization of the form,

\[
\frac{\Delta \Omega}{TT_0} = \frac{2}{A_1^2} [(A_2^2 s^2 - 1) - (A_2^2 s^2 + 1)^{1/2}] + \frac{F_s}{TT_0} + \alpha \ln[n_H(0) \lambda_H^0] - s[g(A_1 s) + g(A_1 s)] \tag{D4}
\]

The above \( \Delta \Omega \) coincides with \( \Delta \Omega \) in Fig.5 calculated from integration of \( d\Omega/ds \) in Eq.(36). In fact, differentiation of Eq.(D4) with respect to \( \alpha \) at fixed \( s \) yields Eq.(36), since \( \delta \ln[n_H(0)]/\delta \alpha = A_2 + 2A_1(1 + A_2^2 s^2)^{-1/2} \) from Eq.(59). In chemical equilibrium (11), \( \alpha \) and \( \Delta \Omega \) are functions of \( s \) and \( n_0 \), where \( F_s/TT_0 + \alpha \ln[n_H(0) \lambda_H^0] = \ln[1 - \alpha] - \ln[1 + K_s/n_H(0)] \) in Eq.(D4). We define

\[
\Delta_{dis} = -\Delta \Omega/TT_0 \alpha, \tag{D5}
\]

in equilibrium. Then, \( -T \Delta_{dis} \) is the dissociation free energy per ionized group, including the effects of the diffusive and Stern layers and the electrode. In Fig.18, we
display $\Delta_{\text{dis}}$. For $n_0 < n_c$, it is close to 1 for $\alpha \ll 1$ (for $s < 0$) but it is 10-20 for not small $\alpha$ (for $s > 0$). For $n_0 > n_c$, it increases gradually with increasing $s$.

**Appendix E: Calculations for thin cells**

Calculations for $s = 0$. We first present analysis in the relatively simple case of $s = 0$ for $A_1 \alpha \gg 1$, where $U(z) < 0$ with large $|U|$. Since $dU/dz$ is equal to 0 at $z = H - d_H$ and to $2\kappa A_1 \alpha$ at $z = d_0$, Eq.(46) yields

\[ \kappa^{-2}(dU/dz)^2 \cong e^{-U(z)} - e^{-U_H}, \]  
\[ (2A_1 \alpha)^2 \cong e^{-U_0} - e^{-U_H}, \]  

(E1)  

(E2)

We can integrate Eq.(E1) in the following form,

\[ \kappa(H - d_H - z) \cong 2e^{U_H/2}tanh^{-1}(\sqrt{q(z)}), \]  

(E3)

where we use $f^e_0 dy/(1/\sqrt{e^y - 1}) = 2 tanh^{-1}(\sqrt{e^y - 1})$ by setting $y = U_H - U$. We define

\[ q(z) = \exp[U_H - U(z)] - 1. \]  

(E4)

where $q(H - d_H) = 0$ and $q(d_0) = (2A_1 \alpha)^2 \exp(U_H)$. There are two cases. If $q \ll 1$, we can set $tanh^{-1}(\sqrt{q}) \cong (U_H - U)/2 \ll 1$ in Eq.(E3) to obtain $H' \ll \ell_{CG}$ and Eqs.(71)-(74). On the other hand, if $q \gg 1$, we can set $tanh^{-1}(\sqrt{q}) \cong \pi/2$ to obtain $H' \gg \ell_{CG}$ and Eqs.(76)-(78).

Calculations of partial screening. We explain the partial screening in Fig.15 with $s > 0$ and $u < 0$. In terms of $b$ in Eq.(79), the PB equation in Eq.(46) becomes

\[ 2 \cosh(U) - 2 = \kappa^{-2}(dU/dz)^2 - (2A_1b)^2. \]  

(E5)

At $z = d_0$ and $H - d_H$, we find

\[ \cosh(U_0) - 1 = 2A_1^2(u^2 - b^2), \]  

(E6)

\[ \cosh(U_H) - 1 = 2A_1^2(s^2 - b^2). \]  

(E7)

If $U_H < 0$ and $|U_H| \gg 1$, we can replace $\cosh(U) - 1$ by $e^{-U}/2$ in Eq.(E6) near the top. It follows Eq.(83). Integration of $n_1(z)/n_{1H}^0 = n_M(z)/n_M^0 = e^{-U}$ near the top can be performed to give Eq.(81). On the other hand, if $U_0 \gg 1$, we can replace $\cosh(U) - 1$ by $e^{-U}/2$ near the bottom. Then, Eq.(84) is obtained and integration of $n_{OH}(z)/n_{OH}^0 = e^{U}$ near the bottom yields Eq.(80).

---
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As the Stern potential drop, we find the expression
\[ V_S = 4\pi \int_0^d_0 dz \left[ P_b - P(z) \right], \]
where \( P_b = \left( \varepsilon_0 - 1 \right) E(d_0) / 4\pi \) is the bulk polarization close to the bottom Stern layer.\(^{35}\)
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