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Abstract—The data loss caused by unreliable network seriously impacts the results of remote visual SLAM systems. From our experiment, a loss of less than 1 second of data can cause a visual SLAM algorithm to lose tracking. We present a novel buffering method, ORBBuf, to reduce the impact of data loss on remote visual SLAM systems. We model the buffering problem as an optimization problem by introducing a similarity metric between frames. To solve the buffering problem, we present an efficient greedy-like algorithm to discard the frames that have the least impact on the quality of SLAM results. We implement our ORBBuf method on ROS, a widely used middleware framework. Through an extensive evaluation on real-world scenarios and tens of gigabytes of datasets, we demonstrate that our ORBBuf method can be applied to different state-estimation algorithms (DSO and VINS-Fusion), different sensor data (both monocular images and stereo images), different scenes (both indoor and outdoor), and different network environments (both WiFi networks and 4G networks). Our experimental results indicate that the network losses indeed affect the SLAM results, and our ORBBuf method can reduce the RMSE up to 50 times comparing with the Drop-Oldest and Random buffering methods.

I. INTRODUCTION

Visual simultaneous localization and mapping (SLAM) is an important research topic in robotics [1], computer vision [2] and multimedia [3]. The task of self-localization and mapping is computationally expensive, especially for embedded devices with both power and memory restrictions. Remote visual SLAM systems that perform these computations on a centralized server can overcome these limitations [4]. On the other hand, many applications use one or more robots for specific tasks, including 3D scene reconstruction [5] and landscape exploring [6]. The centralized server in remote visual SLAM systems can be used to perform computations and collect visual information from one or more robots. Therefore, remote visual SLAM has become an emerging research topic [7].

In remote visual SLAM systems, robots transmit the collected visual data (e.g. images or 3D point clouds) to a high-performance server. This requires high network bandwidth and network reliability [10]. For example, transmitting uncompressed 1080p images at 30 fps (frames per second) requires 1.4Gbps network bandwidth, while commodity WiFi routers can only provide 54Mbps bandwidth at most. There has been work on reducing the bandwidth requirements based on video compression techniques [11], [12], compact 3D representations of sub-maps [13], [14], or down-sampling the RGB-D images [15], though few focus on addressing network reliability issues in this context.

Network connections, especially wireless ones (e.g. over WiFi or 4G), are not always reliable. A detailed measurement study [16] has shown that lower throughput or even network interruption could occur for dozens of seconds due to tunnels, large buildings, or poor coverage in general. With the advent of 5G, the problems of network bandwidth and latency will be relieved, but the unreliability due to poor coverage still exists [17].

In this paper, we address that the problem of network reliability can have considerable impact on the accuracy of remote visual SLAM systems, and our approach is orthogonal to the methods that reduce the bandwidth requirements. To verify our claim, we built a remote visual SLAM system that connects a Turtlebot3 and a server via public WiFi router. The robot moved around our laboratory as shown in Figure 1(a). We fixed a camera on top of the robot, and the captured images were transmitted to a server via a public WiFi router. We found that the SLAM algorithm [18] on the server repeatedly failed (highly inaccurate results or even lost tracking) at some certain locations. At these locations, the network connection was highly unreliable (it may have been affected by the surrounding metal tables). To tolerate such network unreliability, a common solution is buffering. When the network is unreliable, the robot puts new frames into its buffer and waits for future transmission. With such unreliability persists, the buffer becomes full and the buffering method is responsible for deciding which frame(s) should be discarded. We tried two kinds of commonly used buffering methods (Drop-Oldest and Random [9]), but the SLAM algorithm failed in both cases (shown in Figure 1(b) and (c)).

Main Results: In this paper, we present a novel robust buffering method, ORBBuf, for remote visual SLAM. By analyzing the requirement of visual SLAM algorithms, we introduce a similarity metric between between frames and model the buffering problem into an optimization problem that tries to maximize the minimal similarity. We use an efficient greedy-like algorithm, and our ORBBuf method
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drops the frame that results in the least impact to visual SLAM algorithms. Experimental results on real-world scenarios (shown in Figure 1(d)) and tens of gigabytes of 3D visual datasets show that the network interruptions indeed affect the SLAM results and that our ORBBuf method can greatly relieve the impacts. The main contributions of this paper include:

- We address the problem of network reliability for remote visual SLAM. We model the buffering problem into an optimization problem by introducing the notion of similarity. We propose a novel buffering method named ORBBuf to solve this problem.
- We conduct studies that reveal how much SLAM algorithms rely on the correlations between the consecutive input frames and use that studies to propose a novel similarity metric.
- We implement our ORBBuf method based on a widely used middleware framework (ROS [8]), and it will be open-sourced for the benefit of the community.
- Through an extensive evaluation on real-world scenarios and tens of gigabytes of 3D vision datasets, we demonstrate that our ORBBuf method can be applied to different state-estimation algorithms (VinsFusion [19] and DSO [18]), large outdoor (KITTI [20]) and indoor (TUM monoVO [21]) datasets, and different network environments (WiFi network and 4G network [16]). The experimental results show that using our ORBBuf method can reduce the RMSE (root mean square error) up to 50 times comparing with the Drop-Oldest and Random buffering methods.

II. RELATED WORK

A. Visual SLAM

Visual information is usually large in size. To lower the computational requirement, feature-based approaches extract feature points from the original images and only use these feature points to decide the relative pose between frames through matching. A typical state-of-the-art feature-based visual SLAM is ORB-SLAM [22], [23]. The most recent version of ORB-SLAM3 [24] has combined most of the visual SLAM techniques into a single framework based on the ORB [25] feature. Accurate localization depends on the number of successful matched feature points among consecutive frames. The correlations among consecutive frames are not robust [26]. When too many consecutive frames are lost, visual SLAM algorithms will fail to match enough corresponding feature points, leading to inaccurate results or even failure of the system. We will verify this claim with a more detailed analysis in Section III-F. In this case, the loop-closure routine, which usually works as a background optimization to relieve accumulation errors, may save the SLAM system from a total failure, but it is both expensive and unstable [27]. In addition to feature-based approaches, there are direct SLAM algorithms that use all raw pixels, including DTAM [28], LSD-SLAM [29], and DSO [18]. They try to minimize the photometric error between frames by probabilistic models directly using the raw pixels. The success of all these SLAM algorithms depends on the correlations between consecutive frames, which indicate the requirements for SLAM algorithms. In this paper, we introduce fast feature extraction into a buffering method to relieve the impact of network unreliability on SLAM algorithms.

B. Remote Visual SLAM

Remote visual SLAM systems adopt a centralized architecture, as in PTAMM [30], C2TAM [31], and CVI-SLAM [32]. These methods are easily implementable compared with the emerging decentralized architecture [33]. A major issue for remote visual SLAM is what data representation should be transmitted. Compress-then-analyze
(CTA) solutions transmit compressed sensor data such as RGB images and depth images [15]. Analyze-then-compress (ATC) solutions assume that robots are powerful enough to build a local map or generate hints of the local map, and then share them among robots or merge them at the server [5]. Opdenbosch et al. [4] proposed an intermediate solution. Fast feature extraction is performed at the robot. These features are collected by the server and the server performs the following SLAM task. These solutions have a big impact on bandwidth requirement, but are orthogonal with the network reliability problem. In Section IV, our evaluations employ the CTA solutions since our robots are not powerful enough and we will show that adjusting compression parameters cannot solve the network reliability problem of remote visual SLAM.

On the other hand, few works have focused on network reliability. Many works explicitly assume that the network bandwidth is sufficient and stable [34], [33], [35]. This assumption is hard to satisfy in real-world wireless networks [16], [17]. Decentralized multi-robot SLAM systems [36] usually consider scenarios where the robots only occasionally encounter each other, but they assume that the memory used for buffering is large enough. In this paper, we address the problem of network reliability and propose a novel buffering method that is robust against network unreliability with a limited buffer size.

C. Buffering Methods in Other Applications

Buffering methods are widely used in other applications such as video streaming and video conferencing. Dynamic Adaptive Streaming over HTTP (DASH) [37] has become the de facto standard for video streaming services. By using the DASH technique, each video is partitioned into segments and each segment is encoded in multiple bitrates. Adaptive BitRate (ABR) algorithms decide which bitrate should be used for the next segment. However, the DASH technique is not quite suitable for remote visual SLAM for two main reasons. First, visual SLAM algorithms rely on correlations between consecutive frames. Using multiple bitrates potentially weakens such correlations and increases errors. Second, correlations among consecutive frames are not robust [26]. Since the DASH technique partitions video into segments, losing even a single segment would lead to failure.

In addition to the DASH technique, buffering methods are common solutions against network unreliability and have been researched for the last decade. Specialized for video transmission, enhanced buffering methods introduce the concept of profit and assume that each message has a constant profit value. The goal is to maximize the total profit of the remaining frames [38]. According to the application scenarios, different types of frames may have different profits [39], [40], [41], [42], [43]. However, in the visual SLAM scenario, the profit is not a constant value for each frame but is rather a correlation among its neighbors. Therefore, we need better techniques that understand the requirements of visual SLAM algorithms to correlate the input frame sequences.

III. Our Approach: ORBBuf

A. Notations

For clarity, we define some notations and symbols that we will use to model the buffering problem.

- $S$ denotes a message sequence. Messages in the message sequence $S$ are denoted as $S_1, S_2, \ldots, S_n$. $|S|$ denotes the number of messages of $S$, i.e., $|\{S_1, S_2, \ldots, S_n\}| = n$.
- $S_{send}$ denotes the message sequence generated at the edge-side device. Since messages are generated over time, $S_{send}$ grows correspondingly. $S_{send}(T)$ denotes the status of $S_{send}$ at time $T$.
- Without loss of generality, we define time $T$ as the message $S_{send}^{\ast}$ is generated, i.e., $S_{send}(T) = \{S_{send}^{\ast}, S_{send}^{\ast+1}, \ldots, S_{send}^{\ast+L}\}$.
- $S_{recv}$ denotes the message sequence that is actually sent via the network. $S_{recv}$ denotes the message sequence that is received at the server.
- $L$ denotes the size of the sending buffer. $B(T)$ denotes the buffer status at time $T$.

B. Design of Similarity Metric

As we have stated in Section II, the success of SLAM algorithms depends on the correlations between consecutive frames, i.e., $S_{recv}$. In this paper, we define the correlations between two frames as their similarity and denote the similarity function as $M(S_1, S_2)$. Larger similarity value leads to more robust SLAM results. We formalize this prior knowledge as Equation (1). The probability of the success at time $t$ of the SLAM algorithm is proportional to the similarity between two adjacent frames at time $t$.

$$P_{Success}(t) \propto M(S_{recv}^t, S_{recv}^{t+1})$$

(1)

In fact, different SLAM algorithms use different models to represent similarity, but they all reflect the correlation between the frames themselves. For example, the ORB-SLAM algorithm [22] is based on the ORB feature. ORB feature refers to “Oriented FAST and Rotated BRIEF” and corresponds to a very fast binary descriptor based on BRIEF, which is rotation invariant and resistant to noise [25]. During its tracking routine, ORB feature points are extracted from each frame and matched between consecutive frames. Insufficient matched feature points leads to the failure of tracking and even the failure of the SLAM algorithm. On the contrary, more matched feature points leads to smaller error of the tracking results and the SLAM results. Without loss of generality, we use the number of successfully matched ORB feature points to measure the similarity because ORB features can be calculated efficiently.

C. Modeling the Buffering Problem

Messages containing 3D visual information are usually large in size. However, network packets are limited in size (e.g., 1500 bytes), meaning that these messages are divided into hundreds of packets. If each message contains 100 packets (e.g., a typical JPEG compressed image), losing
even 1% of the packets means about $1 - (1 - 0.01)^{100} \approx 63.4\%$ of the messages would not be complete. Therefore, unreliable network protocols such as UDP are not preferred in this case. When using reliable network protocols (e.g., TCP) or specialized protocols (e.g., QUIC [44]), a network connection is dedicated to sending a single message at a time while other messages are inserted into a sending buffer to wait for transmission. Therefore, we can assume that all messages that are actually sent via the network are received by the server, i.e., $S^\text{send} = S^\text{recv}$. When the network bandwidth is insufficient or a temporary network interruption occurs, the sending buffer becomes full. In this case, the buffering method $P$ has to drop some messages from the sending buffer, which decides $S^\text{send} \subseteq S^\text{send}$. As we can see, $S^\text{recv} = S^\text{send} \subseteq S^\text{send}$ is decided by the network status $D$ and the buffering method $P$. Finally, all messages in $S^\text{recv}$ are provided to the SLAM algorithm.

Our goal is to keep the SLAM algorithm robust. Since larger similarity value leads to more robust SLAM results, we can state the buffering problem as follows.

**Problem Statement:** Knowing the buffer size $L$ while not knowing the transmission status $D$ or the message sequence $S^\text{send}$ in advance, produce a buffering method $P$ that maximizes the multiplication of the similarities over adjacent messages in $S^\text{recv}$. Described as Equation (2).

$$P = \arg \max \left( \prod_1 T M(S^\text{recv}_t, S^\text{recv}_{t+1}) \right)$$

This equation is a simple accumulation of Equation (1). From the problem statement, we can see that the key to solving this problem is understanding the similarity between frames.

**D. Our ORBBuf Method**

As we have stated in Equation (2), our goal is to maximize the minimal similarity between adjacent frames in $S^\text{recv}$. The only information provided to a buffering method $P$ is the buffer status $B(T)$ and the next message $S^\text{send}_T$. Therefore, we cannot get the global optimal solution. However, we could use a greedy-like algorithm to solve each local problem. Since $S^\text{recv}$ is combined with the output from buffer $B$, we can define a simplified local problem as Equation (3). Our ORBBuf method finds a result $B'$ that maximizes the minimal similarity of all feasible $B'$.

$$P_{\text{ORBBuf}}(B, S_T) = \arg \max \left( \min_1 T M(B'_t, B'_{t+1}) \right)$$

To get the optimal solution of this local problem efficiently, we record a score for each message, which is the similarity between its previous message and the next message in the buffer. The score of a message indicates the resulting adjacent similarity when it is dropped. When the buffer is full, our ORBBuf method will drop the message with the maximal score. Since the similarity between other adjacent messages remains the same, the resulting minimal similarity relies on whether the score is lower than the original minimal similarity.

The pseudo code of our ORBBuf method is shown in Figure 2. From line 3 to line 9, we find the message with the maximal score. This message is dropped in line 10. Dropping this message causes the score of some messages to be changed in lines 11 and 12. After the new message is inserted in line 14, the score of the previous message is changed in line 15. Note that the function update_value is called at most 3 times each time a message arrives at the buffer. Since the calculation of the ORB feature is fast, the overhead introduced by our ORBBuf method is negligible. We will verify this claim in Section IV.

Overall, with the cost of the memory for recording a score for each message (which is tiny compared with the size of each message), our ORBBuf method can find the solution within $O(1)$ time, which is independent of the buffer size.

![Algorithm: Enqueue a message based on our ORBBuf policy](image)

Fig. 2. The pseudo code of our ORBBuf method. It is a greedy-like algorithm that maximizes the resulting minimal adjacent similarity within $O(1)$ time.

**E. Implementation**

We implement our ORBBuf method based on ROS [8], which is middleware widely used in robotic systems. The interface of ROS does not notify the upper-level application when the lower-level transmission is completed. Thus, we add a notification mechanism and an interface to ROS. At runtime, the new message is put into a buffer following our ORBBuf method, and the low-level transmission is evoked, if possible. Whenever the low-level transmission is completed, we begin transmission of another message. We modify the code of the class TransportSubscriberLink, located at the ros_comm project [45], and link it into librosscpp.so. Developers can easily call on our interface to send a new message with our ORBBuf method.

**F. Analysis and Comparison**

Before discussing our quantitative evaluation, we would like to compare two alternative buffering methods by analyzing the characteristics of visual SLAM algorithms.

A commonly-used but trivial buffering method is the Drop-Oldest method. It is designed based on the assumption...
that newer messages are more valuable than older messages. Therefore, if the buffer is full when a new message arrives, the oldest message is dropped to make room for the new message (formalized in Equation (4)). As a result, $S^{recv}$ will directly reflect the network status $D$. When message transmission is slower than message generation, the buffer eventually becomes full, and consecutive frames would be dropped during network interruption.

$$P_{\text{Drop-Oldest}}(\{B_1, B_2, \ldots, B_l\}, S_T) =$$
$$\begin{cases} 
\{B_1, B_2, \ldots, B_l, S_T\}, & l < L, \\
\{B_2, B_3, \ldots, B_L, S_T\}, & l = L.
\end{cases} \quad (4)$$

To show the consequence of losing consecutive frames, we conduct a study with sequence No. 11 of the TUM monoVO dataset [21] and pick the frames from No. 200 to No. 300. For every two frames, we record their distance (the difference between their frame numbers) and their similarity. The results are plotted in Figure 3. At the left of Figure 3, the horizontal axis is the distance between two frames and the vertical axis is their similarity. We can clearly see that there is a coarse inverse relationship between the frame distance and the similarity. We note that there are more exceptions when the distance becomes larger, which is reasonable since there may be similar objects in an indoor scene. In order to show the inverse relationship more clearly, we draw the corresponding histogram at the right of Figure 3. The horizontal axis is the product of the distance and similarity and the vertical axis is the number of pairs of frames within the interval. We note that 70.3% of the pairs are within the first 3 intervals (from 0 to 1500), which is shown as the red curve (on the left) or the red line (on the right). Overall, we can conclude that there is a coarse inverse relationship between the frame distance and the similarity. Therefore, when consecutive frames are dropped by the Drop-Oldest method, a large frame distance occurs, and we are thus more likely to get a lower similarity and unstable SLAM results.

$$P_{\text{Drop-Youngest}}(\{B_1, B_2, \ldots, B_l\}, S_T) =$$
$$\begin{cases} 
\{B_1, B_2, \ldots, B_l, S_T\}, & l < L, \\
\{B_1, B_2, \ldots, B_{L-1}, S_T\}, & l = L.
\end{cases} \quad (5)$$

A promising buffering method to avoid losing consecutive frames is the Random method. If the buffer is full when a new message arrives, this method randomly drops a message inside the buffer (formalized in Equation (6), where $r$ is a random number between 1 and $L$). Statistically, the random method drops the messages in a uniform manner. Such uniform frame distance is more likely to result in average similarity and solve the problem formalized in Equation (3).

$$P_{\text{Random}}(\{B_1, B_2, \ldots, B_l\}, S_T) =$$
$$\begin{cases} 
\{B_1, B_2, \ldots, B_l, S_T\}, & l < L, \\
\{B_1, B_2, \ldots, B_{L-1}, B_{r+1}, \ldots, B_L, S_T\}, & l = L.
\end{cases} \quad (6)$$

In practice, this method cannot solve our buffering problem for two reasons. First, as we have stated in Equation (2), we need to maximize the minimal similarity, which is not even statistically guaranteed. Second, similarity is not distributed in a uniform manner.

To verify this claim, we conduct another study with the same data sequence that we used in the first study. We remove some interval of frames from the original sequence, provide it to a SLAM algorithm (the DSO [18] algorithm), and record whether the algorithm would fail. The results are shown in Figure 4. The horizontal axis is the number of the first lost frame, and the vertical axis is the number of consecutive frames that would cause the SLAM algorithm to fail. For example, the value at 250 is 32, which means the algorithm failed when the frames from 250 to 282 were lost, but the algorithm still succeeded when the frames from 250 to 281 were lost. In the worst case (at frame 271), losing 17 consecutive frames (at 25 fps, i.e. 0.68 seconds) would cause the algorithm fail. From this result, we can see that the SLAM algorithm can tolerate some lost frames, but the tolerance capability is uneven at different positions.

Overall, these two solutions cannot solve our problem. They fail because they are general-purpose methods and do not take the requirements of SLAM algorithms into consideration. In contrast, our ORBBuf method employs similarity to guide dropping procedures. In our evaluation, we will compare our ORBBuf method with these two methods.

IV. Evaluation

To show the advantage of our ORBBuf method, we carry out three experiments. In these experiments, different
kinds of network situations, different SLAM algorithms, and different kinds of input data are employed.

To show practical results, our experiments are carried out completely online on real-world hardware. We use a laptop with an Intel Core i7-8750H @2.20GHz 12x CPU, 16GB memory, and GeForce GTX 1080 GPU as the SLAM server. In the first two experiments, large vision datasets are used. We use a laptop without GPU support to replay each data sequence and transmit it to the server. All software modules are connected with the ROS middleware. The ROS version is Lunar on Ubuntu 16.04.

A. Simulated Network Interruption

In this experiment, we use the TUM monoVO [21] dataset as the input data sequence and run the DSO [18] algorithm on the SLAM server. All data sequences are replayed at 25 fps, and the buffer size is set to one second. The TUM monoVO dataset is a large indoor dataset that contains 50 real-world sequences (43GB in total) captured with a calibrated monocular camera. All images in this dataset are compressed as .jpg files and have a resolution of 1280x1024. The robot and the server are connected via a real-world 54Mbps WiFi router. To simulate network interruption, we modify the data sequence replaying module by adding three new parameters. Before transmitting a designated frame, “Intr”, we add a T milliseconds latency to the network using the tc command to simulate network interruption, where the time of each network interruption lasts for L frames. During this experiment, the network latency T is set to 1000 milliseconds, and the network interruption duration L is set to 50 frames.

Table I gives numeric evaluation results. In this table, “Seq” denotes the sequence number in the dataset, “Size” denotes the total size of the data sequence, “Frames” denotes the total number of frames, “Intr” denotes the frame when network interruption occurs, “Points” denotes the total number of points in the ground truth result, “Policy” denotes the buffering method used, “Cnt” denotes the number of points in the result when using the buffering method, “Percent” denotes the completeness (Cnt divided by Points), “Mean” denotes the mean error distance between corresponding points, and “Std” denotes the standard deviation of the error distances. Figure 5 shows two visualized results.

Table II gives numeric evaluation results. In this table, “Seq” denotes the sequence number in the dataset, “Size” denotes the total size of the data sequence, “Frames” denotes the total number of frames, “Net Trace” denotes the network traces, and “RMSE” denotes the root mean square error between the ground truth and the result using a buffering method. Figure 6 shows two visualized results.

The VINS-Fusion algorithm never alerts a failure, but the result can be highly unstable. As we can see, when using the Drop-Oldest method, the resulting RMSE values are relatively large. When using our ORBBuf method, the resulting trajectory fits the ground truth much better and the RMSE values are reduced by up to 50 times.

B. Collected 4G Network Traces

In this experiment, we use the KITTI [20] dataset as the input data sequence and run the VINS-Fusion [46], [19] algorithm on the server. The KITTI dataset is a large outdoor dataset contains 22 real-world sequences (22.5GB in total) captured with calibrated stereo cameras fixed on top of an automobile. All images in this dataset are .png files and have a resolution of 1241x376. During this experiment, all data sequences are replayed at 10 fps and the buffer size is set to two seconds. We employ the network traces collected from a real-world 4G network by [16]. The robot and the server are connected via a network cable to minimize other factors. In [16], dozens of network traces are collected for different scenarios. Since the KITTI dataset is collected on an automobile, we choose four of the network traces that are also collected on a driving car.

Table II gives numeric evaluation results. In this table, “Seq” denotes the sequence number in the dataset, “Size” denotes the total size of the data sequence, “Frames” denotes the total number of frames, “Net Trace” denotes the network traces, and “RMSE” denotes the root mean square error between the ground truth and the result using a buffering method. Figure 6 shows two visualized results.

The VINS-Fusion algorithm never alerts a failure, but the result can be highly unstable. As we can see, when using the Drop-Oldest method, the resulting RMSE values are relatively large. When using our ORBBuf method, the resulting trajectory fits the ground truth much better and the RMSE values are reduced by up to 50 times.
TABLE I
NUMERIC COMPARISON RESULTS OF DIFFERENT BUFFERING METHODS TOLERATING SIMULATED NETWORK INTERRUPTION.

| Seq | Size   | Frames | Intr | Points   | Policy       | Cnt  | Percent | Mean   | Std    |
|-----|--------|--------|------|----------|--------------|------|---------|--------|--------|
| 01  | 1.4GB  | 4757   | 800  | 355141   | Drop-Oldest  | 39253| 11.05%  | 0.0166 | 0.0307 |
|     |        |        |      |          | Random       | 314526| 88.56%  | 0.1761 | 0.1367 |
|     |        |        |      |          | Ours         | 352853| 99.36%  | 0.0441 | 0.0516 |
| 11  | 284MB  | 1500   | 750  | 220556   | Drop-Oldest  | 127596| 57.85%  | 0.1703 | 0.1114 |
|     |        |        |      |          | Random       | 205687| 93.26%  | 0.7082 | 0.3869 |
|     |        |        |      |          | Ours         | 214473| 97.24%  | 0.1597 | 0.1383 |
| 21  | 1.7GB  | 5470   | 300  | 935748   | Drop-Oldest  | 52517 | 5.61%   | 0.2625 | 0.2780 |
|     |        |        |      |          | Random       | 182517| 19.50%  | 0.5196 | 0.3948 |
|     |        |        |      |          | Ours         | 894961| 95.64%  | 0.3538 | 0.2839 |
| 23  | 1.0GB  | 3740   | 2600 | 449345   | Drop-Oldest  | 327391| 72.86%  | 0.4059 | 0.2980 |
|     |        |        |      |          | Random       | 336903| 74.98%  | 0.3782 | 0.2542 |
|     |        |        |      |          | Ours         | 447784| 99.65%  | 0.3392 | 0.2861 |
| 45  | 1.0GB  | 3000   | 450  | 470798   | Drop-Oldest  | 72804 | 15.46%  | 0.1857 | 0.2212 |
|     |        |        |      |          | Random       | 174841| 37.14%  | 0.6235 | 0.4174 |
|     |        |        |      |          | Ours         | 470900| 100.02% | 0.5257 | 0.3835 |

We further test the effect of varying the buffer size. We repeat the experiment using sequence No.00 of the KITTI dataset and the network trace labelled Car02 with different buffer sizes. We repeat each test case 10 times, and the results are summarized in the box-plot figure in Figure 7. When using the Drop-Oldest method, the resulting RMSE becomes low when the buffer size increases to 30 or more. When using our ORBBuf method, the resulting RMSE becomes low since the buffer size is 15 or more. When using the Random method, the resulting RMSE is not stable, even when the buffer size is 35. This result indicates that our ORBBuf method can tolerate the same level of network unreliability with a smaller buffer size.

In addition, we test the running time of our ORBBuf method during the experiment. Since our ORBBuf method introduces the calculation of the ORB feature into the message enqueuing routine, it introduces some time overhead. We record the time to enqueue each frame during the
TABLE II
NUMERIC COMPARISON RESULTS OF DIFFERENT BUFFERING METHODS HANDLING COLLECTED 4G NETWORK TRACES.

| Seq | 00 | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
| Size         | 2.4GB | 335MB | 2.6GB | 455MB | 1.42MB | 1.5GB | 581MB | 571MB | 2.2GB | 846MB | 649MB |
| Frames       | 4541 | 1101 | 4661 | 801 | 271 | 2761 | 1101 | 1101 | 4071 | 1591 | 1201 |
| Net Trace    | Car02 | Car08 | Car04 | Car08 | Car02 | Car03 | Car08 | Car04 | Car03 | Car08 | Car08 |
| Drop-Oldest  | 39.66 | 20.72 | 11.68 | 17.22 | 0.41 | 44.32 | 11.47 | 38.09 | 70.61 | 2.08 | 23.89 |
| RMSE         | 155.07 | 27.47 | 176.86 | 1.22 | 0.29 | 24.53 | 4.53 | 19.63 | 72.07 | 2.08 | 18.55 |
| Ours         | 2.88 | 13.56 | 10.38 | 14.83 | 0.28 | 1.46 | 2.73 | 1.03 | 2.21 | 1.84 | 4.64 |

| Seq | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
| Size         | 471MB | 556MB | 1.8GB | 336MB | 1.0GB | 936MB | 254MB | 945MB | 2.7GB | 367MB | 1.4GB |
| Frames       | 921 | 1061 | 3281 | 631 | 1901 | 1731 | 491 | 1801 | 4981 | 831 | 2721 |
| Net Trace    | Car08 | Car08 | Car04 | Car08 | Car08 | Car08 | Car08 | Car08 | Car08 | Car02 | Car08 |
| Drop-Oldest  | 17.22 | 9.15 | 26.33 | 14.82 | 133.17 | 48.43 | 4.14 | 15.06 | 445.19 | 3.42 | 23.32 |
| RMSE         | 4.92 | 4241.0 | 40.20 | 19.78 | 55.83 | 77.15 | 2.64 | 1.54 | 9.16 | 2.04 | 15.97 |
| Ours         | 15.02 | 5.68 | 16.59 | 1.35 | 2.23 | 1.24 | 1.29 | 1.82 | 9.54 | 1.31 | 25.49 |

Fig. 6. Two visualized results of different buffering methods handling collected 4G network traces. Sequence 00 and 08 of the KITTI dataset are collected from outdoor scenes on urban roads. The comparisons are generated with the evo project [47].

previous experiment. The result using sequence 00 of the KITTI dataset and the network trace labelled Car02 is shown in Figure 8. This result is related to the used network trace. When the network is stable, no time overhead is introduced at all. When the network bandwidth is low or network interruption occurs, our ORBBuf method starts to calculate the ORB features. In the worst case, our ORBBuf method introduces overhead of about 23ms, which does not affect the periodic data transmission (i.e. 10 Hz in this experiment and 25Hz in the next experiment).

C. Real-World Network

In this experiment, we build a Turtlebot3 Burger with a Raspberry Pi and 1GB memory. Images captured by a camera
on top of the Turtlebot are transmitted to the server via a public WiFi router. We run the DSO algorithm on the server and use a Bluetooth keyboard to control the robot moving along the same path when using different buffering methods.

The results are shown in Figure 1. When using the Drop-Oldest and Random methods, the SLAM algorithm loses its trajectory. When using our ORBBuf method, the SLAM algorithm successfully estimates the correct trajectory (the red curve) and builds a sparse 3D map (the white points).

Overall, we have shown that our ORBBuf method can be used for different kinds of network situations and can adapt different kinds of input sensor data. The network interruptions indeed affect the remote SLAM systems, and after using our ORBBuf method, SLAM systems become more robust against network unreliability.

V. CONCLUSION

We present a novel buffering method for remote visual SLAM systems. By considering the similarity between frames inside the buffer, our proposed buffering method helps overcome the network interruptions. We integrated our ORBBuf method with ROS, a commonly used communication middleware. Experimental results demonstrated that our ORBBuf method helps visual SLAM algorithms be more robust against network unreliability and reduces the RMSE up to 50 times comparing with the Drop-Oldest and Random buffering methods.
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