Analysis of recent $\eta$ photoproduction data
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Abstract. Recent data on $\eta$-meson photoproduction off a proton target in the energy range $2 \leq \sqrt{s} \leq 3$ GeV are analyzed with regard to their overall consistency. Results from the ELSA and CLAS measurements are compared with predictions of a Regge model whose reaction amplitude was fixed via a global fit to pre-2000 measurements of differential cross sections and polarization observables for $\gamma p \rightarrow \eta p$ at higher energies. We find that all recent experimental results on differential cross sections for $\eta$-meson photoproduction are in good agreement with each other, except for the CLAS data from 2009. However, the latter can be made consistent with the other data at the expense of introducing an energy-dependent renormalization factor. We point out that there indications in the data for a possible excitation of baryon resonances with masses around 2.1 and 2.4 GeV.

PACS. 11.55.Jy Regge formalism – 13.60.Le Meson production – 13.60.-r Photon and charged-lepton interactions with hadrons – 25.20.Lj Photoproduction reactions

1 Introduction

Recently data on $\gamma p \rightarrow \eta p$ differential cross sections were published by the ELSA [1] and CLAS Collaborations [2]. It turned out that there is a substantial disagreement between the two measurements. In fact, as indicated in Refs. [12], the experimental results were cross checked applying various methods but no plausible reason was found for the discrepancy. The status of the data remains the same - they are inconsistent.

This situation is rather unsatisfactory. The data from both measurements are given with high statistical and systematic accuracy and with small increments in energy and angle. The ELSA measurement covers invariant collision energies up to $\sqrt{s} \simeq 2.37$ GeV, while the highest energy considered in the CLAS experiment is $\sqrt{s} = 2.795$ GeV. Therefore, these new data would allow to study possible excitation of high-mass baryons. The $\eta N$ state couples to baryons with isospin $1/2$ and it might be that $\eta$-meson photoproduction is more selective to resonance excitations than pion photoproduction or $\pi N$ scattering. A typical example is the $P_{11}(1710)$ resonance that was not seen in many analyses of elastic $\pi N$ scattering but appears to become very important once one includes the $\pi N \rightarrow \eta N$ channel [3] and works in a coupled-channel formalism, see also the combined analysis of $\pi N$ scattering and photoproduction data in [4].

For reactions where a large data base exists one can formulate rejection criteria for inconsistent data sets solely based on statistical arguments. This was done, for example, in partial wave analyses of the $NN$ [5] and $NN$ systems [6]. Unfortunately, for the reaction $\gamma p \rightarrow \eta p$ one is far away from such a situation. Here, one simply would have to exclude one or the other measurement from the global data analysis without clear criterion. Apparently, such a procedure is not very appealing and, moreover, disregards the experimental progress in studying the spectrum of excited baryons. In any case, as an alternative, one should examine whether floating the normalization of some experimental results is a possible way to resolve inconsistencies between the data. Even in the analysis of reactions with a large data base, like $NN$ or $\pi N$, it is standard practice to allow for some variation in the normalization of data sets [5,7].

A direct comparison of the different $\gamma p \rightarrow \eta p$ measurements is complicated because, in general, data were taken at different energies and different angles in the ELSA and CLAS experiments. One possibility is to compare the observed differential cross sections with model predictions. Phenomenological analyses along this line were presented in Refs. [9,10] in an attempt to examine the consistency of $K\Lambda$ photoproduction data. It is clear that any chosen specific model might not be able to describe the data...
fully satisfactorily and, thus, will deviate necessarily from the data to some extent. However, one expects that any such deviation between the model calculation and different measurements would occur systematically and on a similar quantitative level if the experimental results are mutually consistent. In the present paper we adopt this idea [9,10] and perform an analysis of the reaction $\gamma p \rightarrow np$ in the same spirit. Specifically, we compare the results from the ELSA and CLAS measurements with predictions of a Regge model [11] whose reaction amplitude was fixed via a global fit to pre-2000 measurements of differential cross sections and polarizations for $\gamma p \rightarrow np$ at higher energies, i.e. at photon energies above 3 GeV ($\sqrt{s} > 2.55$ GeV).

Apart from analyzing the consistency of the data from different measurements we are also interested in the search for excited baryons with masses above 1.9 GeV. Indeed, possible signals for the excitation of baryon resonances at $\sqrt{s} \geq 1.9$ GeV were discussed in the first CLAS publication [12] on $\eta$-meson photoproduction. Furthermore, the systematic study of single-pion photoproduction presented in [13][14] indicates also possible signals for resonances at invariant energies around 2 GeV.

There are few excited baryons with a mass above 1.9 GeV listed by the Particle Data Group (PDG) [15] that possibly couple to the $\eta N$ channel. These resonances are the $S_{11}(2000)$, the $P_{11}(2110)$ and the $G_{17}(2190)$. They were found in multichannel analyses [16][17]. It is important to note that in Ref. [16] the objective was to evaluate the resonance parameters from available pion-nucleon partial wave analyses (PWA). The issue of extracting such partial wave amplitudes from the observables was not considered in this paper. The evaluation procedure adopted in Ref. [17] is based on a multi-resonance model fitted to available partial waves obtained from $\pi N$ scattering data. Therefore, the presently available PDG information [15] concerning excited high-mass baryons coupled to the $\eta N$-channel is essentially based on PWA’s of pion-nucleon scattering data [18][19][20].

The paper is organized as follows. In Sect. 2 we describe in detail the reaction amplitudes employed in the present investigation. An analysis of the experimental results from ELSA and CLAS is provided in Sects. 3 and 4, respectively. In Sect. 5 we review the current status of the data available for the $\gamma p \rightarrow np$ differential cross section and we investigate the consistency of those data in detail. The paper ends with a short summary. Quantitative results of the comparison of the different measurements with the predictions of our Regge model are summarized in an Appendix.

### 2 The reaction amplitude

Similar to our previous analyses of charged and neutral pion photoproduction [13][21] we use a gauge invariant Regge model, which combines the Regge pole and cut amplitudes for $\rho$, $\omega$ and $b_1$ exchanges. At high energies the interactions before and after the basic Regge pole exchange mechanisms are essentially elastic or diffractive scattering described by Pomeron exchange. Such a scenario can be related to the distorted wave approximation and provides a well defined formulation for constructing Regge cut amplitudes.

We use the $t$-channel conserving helicity amplitudes $F_i$ (i=1,...,4). Here $F_1$ and $F_2$ are the natural and unnatural spin-parity $t$-channel amplitudes to all orders in $s$, respectively. $F_3$ and $F_4$ are the natural and unnatural $t$-channel amplitudes to leading order in $s$. Each Regge pole helicity amplitude is parameterized by

$$F(s,t) = \sqrt[4]{s} \exp[-i\pi\alpha(t)] \sin[\pi\alpha(t)] \left[ \frac{\sqrt{s}}{s_0} \right]^{\alpha(t)-1},$$

where $s$ is the invariant collision energy squared, $t$ is the four-momentum transfer squared and $s_0=1$ GeV$^2$ is a scaling parameter. Furthermore, $\beta(t)$ is a residue function, $S$ is the signature factor and $\alpha(t)$ is the Regge trajectory.

The structure of the vertex function $\beta(t)$ of Eq. (1) is defined by the quantum numbers of the particles at the interaction vertex, similar to the usual particle-exchange Feynman diagrams.

Both natural and unnatural parity particles can be exchanged in the $t$-channel. The naturalness $\mathcal{N}$ for natural ($\mathcal{N}=+1$) and unnatural ($\mathcal{N}=-1$) parity exchanges is defined as

$$\mathcal{N} = +1 \text{ if } P = (-1)^J,$$

$$\mathcal{N} = -1 \text{ if } P = (-1)^{J+1},$$

where $P$ and $J$ are the parity and spin of the exchanged particle, respectively. Furthermore, in Regge theory each exchange is denoted by a signature factor $S=\pm 1$ defined as [22][23]

$$S = P \times \mathcal{N} = (-1)^J,$$

which enters in Eq. (1).

In the $\gamma p \rightarrow np$ reaction there is no difference between the $\rho$ and $\omega$-exchanges if their trajectories are the same. Thus, in some previous studies both contributions were subsumed into a single amplitude. However, in our study we treat $\rho$ and $\omega$ exchanges separately, because differences in the two amplitudes might play role in describing observables [24][25][26]. Specifically, this allows us to account for the difference between $\gamma N \rightarrow \eta N$ and $\gamma N \rightarrow np$ observables because for these reactions the contributions from isoscalar

| $F_i$ | $P$ | $J$ | $I$ | $G$ | $N$ | $S$ | Exchange |
|------|-----|-----|-----|-----|-----|-----|----------|
| $F_1$ | -1  | 1   | 1   | +1 | -1 | -1 | $\rho$   |
| $F_2$ | +1  | 1   | 1   | +1 | -1 | -1 | $\omega$ |
| $F_3$ | -1  | 1   | 1   | +1 | +1 | -1 | $b_1$    |
| $F_4$ | -1  | 1   | 0   | -1 | +1 | +1 | $\rho$   |
and isovector exchanges enter with different sign. The contribution of the $\rho$ and $\omega$-exchanges to the reaction amplitudes $F_i$ are given in Table 1, together with the relevant quantum numbers. Both $\rho$ and $\omega$ have natural parity and contribute to $F_1$ and $F_3$.

It was argued [25] that the photon beam asymmetry would be predominantly $\Sigma^+=1$, if there are no other contributions besides $\rho/\omega$ exchange. Note, however, that $\Sigma$ vanishes at forward and backward directions. This can be easily understood while considering the relations between the observables and the $t$-channel parity conserving helicity amplitudes given in Refs. [21,13]. Experimental data [27,28] available at photon energies of 2.5 and 4 GeV show that the beam asymmetry depends on $t$. Therefore, one needs additional ingredients that contribute to the unnatural-parity amplitudes $F_2$ or $F_4$.

The contribution to $F_2$ is given by the leading $b_1$ trajectory, which we also used in the analysis of neutral and charged pion photoproduction. Table 1 shows the contribution of the $b_1$-exchange. As we discussed in Ref. [21], the information about trajectories that might contribute to the $F_4$ amplitude is very poor. Thus, in the analyses of the neutral and charged pion photoproduction we neglected this amplitude. For the same reason we decided to neglect $F_4$ also in the present study.

The trajectories are assumed to be of linear form

$$\alpha(t) = \alpha_0 + \alpha t,$$

where the intercept $\alpha_0$ and the slope $\alpha$ for the $\rho$, $\omega$ and $b_1$ trajectories are taken over from analyses of other reactions [21,22,29,30,31]. In particular, for all three trajectories we adopt the slope $\alpha = 0.8$ GeV$^{-2}$. The values utilized for the intercepts are $\alpha_0 = 0.53$ for $\rho$, 0.46 for $\omega$, and 0.51 for the $b_1$ trajectory.

The residue functions $\beta(t)$ used in our analysis are related by

$$\frac{\beta(t)}{\rho} = \frac{\beta(t)}{\omega} = \frac{\beta(t)}{b_1} = \frac{\beta(t)}{b_2} = \frac{\beta(t)}{b_3} = \frac{\beta(t)}{c_1} = \frac{\beta(t)}{c_2} = \frac{\beta(t)}{c_3} = \frac{\beta(t)}{c_4} = \frac{\beta(t)}{c_5} = \frac{\beta(t)}{c_6},$$

where the intercepts $\alpha_0$ and $\alpha$ are taken from the pole trajectory given by Eq. (1), and $\alpha = 0.2$ GeV$^{-2}$ is the slope of the pomeron trajectory. The specific form of the residue functions $\beta(t)$ to be used in Eq. (2) is given in Table 2.

In defining the Regge cut amplitudes we use the following parameterization based on the absorption model [23,33,34,35]:

$$F(s, t) = \frac{\pi \beta(t)}{\rho} = \frac{1}{\log(s/s_0)} \sin[\pi \alpha(t)] \Gamma[\alpha(t)] \frac{\alpha(t)^{-1}}{s_0},$$

with the trajectories defined by

$$\alpha_c = \alpha_0 + \frac{\alpha \alpha_p t}{\alpha + \alpha_p},$$

where $\alpha_0$ and $\alpha$ are taken from the pole trajectory given by Eq. (1), and $\alpha_p = 0.2$ GeV$^{-2}$ is the slope of the pomeron trajectory. The specific form of the residue functions $\beta(t)$ to be used in Eq. (2) is given in Table 2.

The relation between the differential cross section analyzed in our study and the $t$-channel helicity amplitudes is given by

$$\frac{d\sigma}{dt} = 1 \frac{1}{32\pi} \left[ \frac{|F_1|^2 - |F_5|^2}{(t - 4m^2)} + |F_2|^2 - t|F_4|^2 \right].$$

The invariant collision energy squared, $s$, and the photon energy $E_\gamma$ are related by

$$s = m_N^2 + 2m_N E_\gamma,$$

where $m_N$ is the nucleon mass.

The parameters of our Regge model were fixed by a fit to data on $\eta$-meson photoproduction data published before 1982 [13]. Specifically, this concerns the differential cross sections collected at SLAC [36, DESY [37], Cornell [38] and at the Daresbury laboratory [27]. All these measurements were done at and above photon energies of $E_\gamma = 2.5$ GeV, which corresponds to an invariant collision energies larger than $\sqrt{s} \approx 2.36$ GeV. In the actual fit only data taken at $E_\gamma \geq 3$ GeV were used. In addition we include into the fit procedure the experimental results [27,28] for beam and target asymmetries available at $E_\gamma = 3$ GeV and 4 GeV. These polarization data were collected at the Daresbury Laboratory. The values of the model parameters are summarized in Table 3.

**Table 2.** Parameterization of the residue functions $\beta(t)$ for the amplitudes $F_i$, $i = 1, \ldots, 3$. Here $c_{ij}$ is the coupling constant, where the double index refers to the amplitude $i$ and the type of exchange $j$, as specified in the Table.

| $\beta(t)$ | Exchange | $j$ |
|------------|----------|----|
| $F_1$ | $c_{11}$ | $\rho$ | 1 |
| $F_1$ | $c_{12}$ | $\omega$ | 2 |
| $F_2$ | $c_{21} t$ | $b_1$ | 3 |
| $F_3$ | $c_{31} t$ | $\rho$ | 1 |
| $F_3$ | $c_{32} t$ | $\omega$ | 2 |

**Table 3.** Parameters of the model. The $c_{ij}$’s are the coupling constants for the $i$-th amplitude and the exchange of particle $j$ while the $d_j$’s are exponents appearing in the Regge cut amplitude, cf. Table 2.

| $j$ | $c_{ij}$ | $c_{ij}$ | $c_{ij}$ | $d_j$ |
|-----|----------|----------|----------|------|
|     | [1/GeV/$\sqrt{E_\gamma}$] | [1/GeV/$\sqrt{E_\gamma^3}$] | [1/GeV/$\sqrt{E_\gamma^2}$] | [GeV$^{-2}$] |
| 1   | -10.71   | -0.55    | -1.55    | -    |
| 2   | -5.59    | -18.05   | -        | -    |
| 3   | 11.80    | -        | -        | -    |
| 4   | 275.47   | 30.57    | -31807   | 0.16 |
| 5   | -94.71   | -35.97   | 129.14   | 1.53 |
| 6   | -306.89  | -32.46   | 331.94   | 0.12 |

where $m_N$ is the nucleon mass.
A comparison between those experimental results [36, 37, 38, 27, 28] and our calculation was presented in Ref. [11]. We limited our analysis to the range $|t| \leq 2 \text{ GeV}^2$. Based on our experience in applying Regge phenomenology to the analysis of different reactions in the past, we expect that Regge works rather well in this $t$ region. Furthermore, most of the data available are within this range.

In the near-forward direction of the $\gamma p \rightarrow \eta^0 p$ reaction there is an interference of the $F_1$ amplitude with the one-photon exchange amplitude, known as Primakoff effect [39], which allows one to determine the $\eta \rightarrow \gamma \gamma$ decay width. The Regge model described here has been used by us in Ref. [11] for a study on the Primakoff effect in $\eta$-meson photoproduction.

### 3 ELSA measurements

The $\gamma p \rightarrow \eta p$ differential cross section obtained at ELSA in three different experiments [1, 40, 41] are shown in Figs. 1-4 as a function of the four-momentum transfer squared. It can be seen that there is excellent consistency between the three measurements. Note that the 2005 and 2009 measurements [1, 40] were done on a proton target, while the data from 2008 [41] were obtained from quasi-free photoproduction of $\eta$-mesons off a proton bound in a deuteron target.

![Fig. 1. Differential cross section for $\gamma p \rightarrow \eta p$ as a function of the four-momentum transfer squared at the photon energies $E_\gamma$ (invariant collision energies $\sqrt{s}$) indicated in the figure. The data are collected at ELSA and published in 2005 [40] (filled squares), 2008 [41] (filled circles) and 2009 [1] (open circles). The solid lines are the results of our model. The dash-dotted lines indicate an estimation for the isotropic part of the differential cross section, cf. text.](image1)

![Fig. 2. Differential cross section for $\gamma p \rightarrow \eta p$. Same notation as in Fig. 1](image2)

The results of our model are shown by solid lines. Obviously, these are in reasonable agreement with the data for invariant collision energies above 2.15 GeV, say. Note that the free parameters of the Regge model were fitted to $\gamma p \rightarrow \eta p$ data available at photon energies above 3 GeV. This means that the results shown here should be considered as predictions. Since we include only $t$-channel contributions, naturally one expects deviations of our results from the experiment when going to lower and lower energies, reflecting the increasing significance of additional contributions from $s$- and $u$-channel processes.

Interestingly, for energies $\sqrt{s} < 2.15$ GeV the data indicate a peculiar feature. Namely, the differential cross
sections do not depend on the four-momentum transfer squared for $|t|$ above $\pm 1.3 \text{ GeV}^2$. Such an almost isotropic differential cross section is, in general, a sign for the excitation of an $s$-wave baryon resonance. The dash-dotted lines in Figs. 1 and 2 indicate our estimate for the isotropic part of the differential cross section which amounts to

$$\frac{d\sigma}{dt} = 0.5 \pm 0.18 \mu \text{b/GeV}^2,$$

and decreases slowly with energy within the range $2.03 \leq \sqrt{s} \leq 2.14 \text{ GeV}$.

The observed isotropic behaviour might be an indication for the excitation of the $S_{11}(2090)$ resonance. Note, however, that the latest GWU analysis of $\pi N$ scattering data found no evidence for this resonance, despite the fact that the $\pi^- p \rightarrow \eta n$ reaction was included in that analysis. Apparently, firm conclusions about a possible excitation of the $S_{11}(2090)$ baryon in the $\gamma p \rightarrow \eta p$ reaction require further analyses and not only data on differential cross section but also, and more importantly, polarization observables.

Finally, in Fig. 5 we present the total $\gamma p \rightarrow \eta p$ reaction cross section as a function of the invariant collision energy $\sqrt{s}$. To avoid a presentation with logarithmic scale we have multiplied the data as well as the model results with the leading Regge exponent ($s^2$). In case of the ELSA ex-

---

**Fig. 3.** Differential cross section for $\gamma p \rightarrow \eta p$. Same notation as in Fig. 1.

**Fig. 4.** Differential cross section for $\gamma p \rightarrow \eta p$. Same notation as in Fig. 1.
Fig. 5. Total reaction cross section for $\gamma p \rightarrow \eta p$ as a function of the invariant collision energy. The data are from ELSA from 2005 [40] (filled squares) and 2008 [41] (filled circles). Open squares are data collected in Ref. [42]. The line is the result of our Regge model. The data and the model results are multiplied by $s^2$.

In view of the very large uncertainties of the ELSA results from 2005 [40] it is difficult to draw conclusions from the comparison between those data and the model calculation. However, it is obvious that the model results are at variance with the ELSA data from 2008 [41] for invariant collision energies around and below 2.15 GeV. This observation is in line with the shortcomings of the model with regard to the differential cross sections, discussed above.

In summary, we found mutual consistency between the $\gamma p \rightarrow \eta p$ measurements [1,40,41] available from ELSA. We observe a reasonable agreement between the results obtained in these three different ELSA experiments and our predictions at invariant collision energies above 2.15 GeV or photon energies $E_\gamma \geq 2$ GeV. Since the free parameters of our model were fixed in a fit to the pre-2000 data available at photon energies above 3 GeV, we conclude that there is also consistency between the ELSA data and the previous measurements performed at higher energies [39, 40, 41, 42, 43, 44, 45, 46].

4 CLAS measurements

The CLAS Collaboration has performed two different experiments for $\gamma p \rightarrow \eta p$ [2,12] at JLab. The data published in 2002 [12] cover invariant energies up to 2.12 GeV, while the most recent measurement [2] extends up to $\sqrt{s} \approx 2.79$ GeV.

In Fig. 6 we present the data from the 2002 measurement [12] together with our model results. In view of the disagreement with the ELSA data below $\sqrt{s} \approx 2.15$ GeV, reported in the last section, it is not surprising that the model prediction agrees only at the highest energy ($\sqrt{s}=2.12$ GeV) and for $|t| \leq 2$ GeV$^2$ roughly with the CLAS results, considering the large experimental uncertainties. At lower energy the $\gamma p \rightarrow \eta p$ differential cross sections show practically no $t$-dependence for $|t|$ above $\approx 1.3$ GeV$^2$. We illustrate this observation by the dash-dotted lines in the Fig. 6. These finding are in line with those for the ELSA data, discussed in the previous section.

The most recent results from CLAS [2] are displayed in Figs. 7-9. The plotted values for the data (triangles) are taken from the Durham database [43]. An additional error of 11% in average was included in quadrature following the results given in Table 1 of Ref. [2]. It is clear

Note that at large $|t|$ or small $|u|$ the experimental differential cross sections indicate some increase with $u \rightarrow 0$, which is typical for contributions from $u$-channel processes.
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Fig. 7. Differential cross section for $\gamma p \to \eta p$ as a function of the four-momentum transfer squared at the photon energies $E_\gamma$ (invariant collision energies $\sqrt{s}$) indicated in the figure. Open triangles represent data by the CLAS Collaboration published in 2009 [2]. The solid lines are the results of our model. When allowing the normalization to float the dashed lines are obtained. The dash-dotted lines shown in the plots for $E_\gamma \leq 1.949$ GeV indicate an estimation for the isotropic part of the differential cross section, cf. text.

Fig. 8. Differential cross section for $\gamma p \to \eta p$. Same notation as in Fig. 7.

that the experimental results are in strong disagreement with our calculation which are indicated by the solid lines. The discrepancy is especially surprising for invariant energies above 2.54 GeV or $E_\gamma > 3$ GeV. As said before, the parameters of our model were fixed [11] utilizing the data on differential cross sections and polarization available at photon energies above 3 GeV. Thus, the observed disagreement means that the new CLAS results are inconsistent with the pre-2000 measurements [36,37,38,27,29] from SLAC, DESY, Cornell and the Daresbury laboratory. But they are also inconsistent with the three sets of measurements [1,40,41] from ELSA, and the 2002 results from the CLAS collaboration itself [12].

5 Comparison of the different data sets

A direct comparison of the different measurements is difficult because, in general, the ELSA and CLAS data are available at different energies and different angles. In the
present study we circumvent this problem by comparing the experimentally observed differential cross sections with the predictions of our Regge model \[11\].

For the following discussion let us define a function \( D \) as a measure of the discrepancy (or deviation) of the experimental results for the \( \eta \)-meson photoproduction differential cross section from our model results:

\[
D(\sqrt{s}) = \frac{1}{N} \sum_{i=1}^{N} \frac{|(d\sigma/dt)^{\text{exp}}_i - (d\sigma/dt)^{\text{th}}_i|}{(d\sigma/dt)^{\text{exp}}_i}. \tag{10}
\]

Fig. 9. Differential cross section for \( \gamma p \to \eta p \). Same notation as in Fig. 7.

The summation is done over all data points in the range of the four-momentum transfer squared \( t \geq -2 \text{ GeV}^2 \) at fixed invariant collision energy \( \sqrt{s} \), and \( N \) is the number of experimental points at each energy. Here \((d\sigma/dt)^{\text{exp}}_i\) stands for the experimental value while \((d\sigma/dt)^{\text{th}}_i\) denotes the result of our Regge model for the \( i \)th data point at a specific energy \( \sqrt{s} \). In practice, Eq. (10) represents the relative uncertainty of our model with respect to the data averaged over the \( t \)-distribution or, alternatively, over the angular spectrum at a fixed energy. We do not include polarization data since there are only few data points and, moreover, the data at two photon energies are afflicted by large uncertainties.

To indicate the uncertainties of the experimental values we consider a relative error averaged over the \( t \)-spectrum at each energy, which is given by

\[
\delta D(\sqrt{s}) = \frac{1}{N} \sum_{i=1}^{N} \frac{\sqrt{\Delta_{\text{stat}}^2 + \Delta_{\text{sys}}^2}}{(d\sigma/dt)^{\text{exp}}_i}. \tag{11}
\]

Here \( \Delta_{\text{stat}} \) and \( \Delta_{\text{sys}} \) are the absolute statistical and systematical experimental uncertainties given for the \( i \)th data point. They are combined in quadrature similar to the pion data analysis performed in Ref. \[8\].

It is useful to consider another quantity that was introduced in Refs. \[9,10\] for the evaluation of the consistency of data for the \( \gamma p \to K^+ \Lambda \) reaction. The deviation of each data point from the model result was computed from

\[
R_i = \frac{(d\sigma/dt)^{\text{exp}}_i - (d\sigma/dt)^{\text{th}}_i}{\Delta \sigma^{\text{stat}}_i}. \tag{12}
\]

Fig. 10. The deviation \( D \) as a function of invariant collision energy \( \sqrt{s} \) shown for different experiments: pre-2000 measurements (open squares), ELSA measurements from 2005 \[10\] (filled squares), 2008 \[11\] (filled circles), 2009 \[11\] (open circles) and CLAS measurements from 2002 \[12\] (filled triangles), 2009 \[2\] (open triangles). The dashed lines indicate an averaged \( D \) value obtained with pre-2000 data.
with the mean value $\langle R \rangle$ and second algebraic moment $\langle R^2 \rangle$ defined by

$$\langle R \rangle = \frac{1}{N} \sum_{i=1}^{N} R_i,$$

(13)

$$\langle R^2 \rangle = \frac{1}{N} \sum_{i=1}^{N} R_i^2 = \chi^2_N.$$  

(14)

As indicated, the quantity $\langle R^2 \rangle$ is equivalent to the standard $\chi^2$ per data point. The evaluation of $R_i$ involves the statistical uncertainty of the data points, which can be very different for different measurements. Thus, it can happen that the relative deviation is large, but due to small values of $\Delta\sigma_{\text{stat}}^i$ and not because of a substantial difference between model predictions and the data. This has to be taken into account in the interpretation of the results for $R_i$, etc. In the present moment we will show the energy dependence of the second moment $\langle R^2 \rangle$ in order to illustrate the role of the statistical uncertainties of the experimental results.

Results for $D(\sqrt{s})$, evaluated for the pre-2000 data [36, 37, 38, 27, 28] on $\gamma p \rightarrow \eta p$, are shown in Fig. 10. Note that the deviation presented in Fig. 10 is given in percent. From the results in Fig. 10 we conclude that the deviation of the model calculation from those pre-2000 experimental results amounts to about 20% in average. The dashed line represents this average value and is shown in all panels in Fig. 10 for illustrative purposes. This deviation is well within the uncertainties of the experimental data as is reflected by the fact that the error bars, corresponding to the variation $\delta D$, cross the zero-percent line in most of the cases.

![Fig. 11. Differential cross section for $\gamma p \rightarrow \eta p$ as a function of the four-momentum transfer squared at the photon energy of 4 GeV. The squares represent data from SLAC [36], triangles are from DESY [37] and circles are from Cornell [38]. The solid line is the result of our model.](image)

Fig. 10b summarises the deviation between our calculation and the results from the ELSA experiment published [40] in 2005. The values of the cross sections and the error bars were taken from the Durham data base. In the evaluation of the relative uncertainties $\delta D$ we include the statistical and systematic errors as given in the Tables in Refs. [40,43] and, in addition, we add in quadrature a normalization error of 15%.

The agreement between the data and the model at energies $\sqrt{s} > 2.15$ GeV is quite reasonable, as expected from the comparison presented in Sect. 3. At these energies the relative deviation amounts in average to $\approx 7\%$, which is compatible with the experimental uncertainties. For lower energies the deviation increases and it reaches a maximum

2 Actually we use a $\chi^2$ minimization procedure to find an optimal description of the data. In this case we also account for the uncertainty of each experimental point. Note that the definition of the $\chi^2$ differs from that of the quantity $D$. 

![Fig. 12. The second moment of the deviation $(R^2)$, cf. Eq. (14), evaluated for the 2009 CLAS data [2] (open triangles) and the ELSA data from 2009 [1] (open circles) and 2005 [40] (filled squares). The dashed lines indicate $\langle R^2 \rangle = 1$. In panels a) and b) we show results for the data as published, while in c) and d) the modified $\langle R^2_{\text{mod}} \rangle$ that involves the renormalization factor $X$ are presented.](image)
value of about 45% around invariant energies of 2.1 GeV. Interestingly, the result for $D$ resembles pretty much a distribution one would expect for a resonance structure. Results for the more recent data from ELSA [41,41] published in 2008 and 2009 are summarized in Fig. 13a). Again the values for the differential cross section and the statistical and systematic uncertainties were taken from data base [43]. These errors were added quadratically to obtain the total error as indicated by Eq. (11). The systematic uncertainty of the 2008 data [41] was assumed to be 10% at photon energies below 2 GeV and 15% at higher photon energies. We find that there is also a good overall agreement between the model calculation and both sets of the recent ELSA measurements at 2.15 < $\sqrt{s}$ < 2.4 GeV. At these energies the relative deviation amount to an average of $\pm 5\%$, which is less than the experimental uncertainties. For lower energies the deviation increases and reaches values around 40% for $\sqrt{s} \approx 2.1$ - similar to what was found for the 2005 data from the ELSA collaboration. Finally, in Fig. 13b) the deviation $D$ between our model result and the experimental data [12,2] from CLAS is shown. With respect to the 2002 data [12] the overall normalization uncertainty was estimated to be in the range of 3% to 7%, increasing with photon energy. For the data published in 2009 [2] an additional average error of 11% was included in quadrature following the results given in Table 1 of Ref. [2].

The few data points from the 2002 measurements [12] at invariant collision energies above $\approx 2.1$ GeV are reasonably well described by the model. However, the very recent CLAS results [2] deviate substantially from the model over the whole range of 2.1 < $\sqrt{s}$ < 2.8 GeV, i.e. for energies where we observe good agreement with all other experimental results. Taking into account the systematic uncertainties shows that the two CLAS measurements [12,2] themselves are not consistent with each other.

In the following let us investigate whether the observed significant discrepancy with the new CLAS data could be resolved by changing the absolute normalization of those data. In fact, the results displayed in Figs. 7-9 suggest that for $\sqrt{s} \geq 2.54$ GeV the shape of the $t$-dependence exhibited by the CLAS data looks indeed very similar to our model predictions. For that purpose we consider a modified $\chi^2$ function given by

$$\chi^2_{\text{mod}} = \sum_i \left[ \frac{(d\sigma/dt)^\text{exp} - X(d\sigma/dt)^\text{th}}{\Delta \sigma_i^{\text{stat}}} \right]^2$$

and evaluate the renormalization factor $X$ at each energy by searching for the minumum of $\chi^2_{\text{mod}}$. The quantity $\chi^2_{\text{mod}}$ should be compared with the second moment of the deviation $\langle R^2 \rangle$ given by Eq. (14), specifically, we can introduce $\langle R^2_{\text{mod}} \rangle \equiv \chi^2_{\text{mod}}/N$. The open triangles in Fig. 12a) show $\langle R^2 \rangle$ as a function of the invariant collision energy evaluated for the 2009 data [2] from CLAS. Apparently the discrepancy between our model and the data is huge, even at $\sqrt{s} > 2.25$ GeV. This result is rather different from the $\langle R^2 \rangle$ evaluation for the ELSA data presented in Fig. 12b). Besides the 2009 results [1] (open circles) we consider here also the ELSA results from 2005 [40] (filled squares). The latter measurement is afflicted with somewhat larger uncertainties but it covers higher energies and, therefore, is interesting too for the present systematic analysis. Note that a different scale is used in Fig. 12b) i.e. for the results corresponding to the CLAS data. After floating the normalization for the CLAS data from 2009 the agreement between experiment and the model predictions improves significantly. This is illustrated in Fig. 12c). Specifically, for $\sqrt{s} > 2.25$ GeV the values for $\langle R^2_{\text{mod}} \rangle$ (i.e. the $\chi^2$ per data point) are now, in general, within the range of 1–2. In case of the ELSA data floating the normalization has an influence too, but it is much less dramatic. Basically, the $\chi^2$ which amounted to values around 2 for energies above 2.25 GeV improves further to values around 1. Thus, once the normalization of the CLAS data is allowed to float there is a comparable agreement of our model result with the CLAS 2009 and with the ELSA measurements. This suggests that all data available for the $\gamma p \rightarrow np$ differential cross section are indeed mutually consistent, at least as far as their $t$-dependence is concerned.

The renormalization factor $X$ is presented in Fig. 15 as a function of the invariant collision energy. As can be seen, for the CLAS data $X$ is not constant. It depends considerably on the energy in a rather peculiar though still fairly smooth way. At the highest energy measured by the CLAS collaboration more than a factor two is required to bring their data in agreement with the measurements at higher energies. In case of the ELSA 2009 data the normalization factor shows deviations in the order of 15% from the nominal value 1. Interestingly, one can see several strong statistical fluctuations. For the ELSA 2005 data the normalization factor differs even less from 1. In fact, for the higher energies $X$ is practically identical to the nominal value. More details about this statistical analysis are summarized in an Appendix. Specifically, there we provide numerical values for the achieved $\chi^2$ and the normalization factor $X$ at each energy of the CLAS 2009 and the ELSA 2005 and 2009 measurements.
Let us come back once again to the CLAS 2009 data. The dashed curves in Figs. 10 indicate results where the renormalization factor is taken into account. Now there is a reasonable overall agreement between the experiment 2 and the model calculation. It is worth noting that there are some remaining deviations at two ranges of the invariant collision energy. At 2.09 < $\sqrt{s}$ ≤ 2.13 GeV the data clearly show a $t$-independent behaviour at $|t|$ above 1.3 GeV$^2$, say, which is illustrated by the dash-dotted lines. This observation is in line with the finding from the analysis of the ELSA data and might reflect the excitation of the $S_{11}(2090)$ resonance. Furthermore, at the energy range 2.31 ≤ $\sqrt{s}$ ≤ 2.54 GeV the experimental results show some structure at $|t| > 1.3$ GeV$^2$. Hints for such a structure are also seen in the ELSA data from 2009, cf. Figs. 1 and 2. This could be a reflection of an excitation of a high spin resonance.

In the context of the issues discussed in this section let us mention a recent analysis of the $\gamma p \rightarrow \eta p$ reaction given in Ref. [44]. The conclusion of that study was that the recently published data by CLAS and ELSA in the energy range 1.6 ≤ $\sqrt{s}$ ≤ 2.8 GeV are well reproduced due to the inclusion of Reggeized trajectories instead of simple $\rho$ and $\omega$ poles. Obviously, our systematic analysis of $\eta$-meson photoproduction results does not support this statements from Ref. [44] but reaches a different conclusion.

### 6 Summary

We performed a systematic analysis of data available for differential cross sections of the reaction $\gamma p \rightarrow \eta p$. In particular, we addressed the issue of consistency between the most recent data published by the ELSA 1 and CLAS 2 collaborations. Since the two measurements produced data points that are, in general, at different energies and four-momentum transfer squared or angles it is difficult to compare them directly. Therefore, we utilized here as a link results of our Regge model that was fitted previously 11 to the $\eta$-photoproduction data (differential cross sections and polarizations) at photon energies above 3 GeV ($\sqrt{s} > 2.55$ GeV) [25]. Note that the latter aspect implies that our results may be considered as predictions with regard to the ELSA 1 and CLAS 2 measurements.

It was found out that our model reproduces the ELSA data from 2005 [10], from 2008 [11], and from 2009 [1] as well as the CLAS results published in 2002 [12] fairly well down to $\sqrt{s} \simeq 2.15$ GeV. At the same time we detected a substantial discrepancy between the model calculations and the new CLAS data from 2009 [2]. When floating the normalization of the new CLAS data it was possible to obtain a quite reasonable description of these data and bring them in line with our analysis of the other measurements. Indeed such a renormalization leads to a mutual consistency of all the $\gamma p \rightarrow \eta p$ data available presently for the differential cross sections at invariant collision energies above approximately 2 GeV. It turns out, however, that the renormalization factor depends on the energy. Specifically, it increases more or less smoothly with energy and amounts to more than a factor two at the highest energy measured by the CLAS collaboration in 2009.

As a by-product we found promising indications for the presence of the $S_{11}(2090)$ excited baryon in form of an almost constant differential cross section at $|t| > 1.3$ GeV$^2$ within the range 2.03 ≤ $\sqrt{s}$ ≤ 2.14 GeV. This observation is based on both the ELSA and CLAS measurements. We also detected hints for a resonance-like structure at the energy range 2.31 ≤ $\sqrt{s}$ ≤ 2.54 GeV covered by the CLAS data [2].
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### 7 Appendix

In this Appendix we provide quantitative details of the comparison of our model results with the data from the CLAS 2009 and the ELSA 2005 and 2009 measurements. Specifically, we list the $\chi^2$, for the original data points as well as after introducing a free normalization $X$ at each of the measured energies. The definition of the normalization constant $X$ and of the $\chi^2$ is given in Eq. (15). The $\chi^2$ is obtained by considering all available data points in the range $|t| \leq 2$ GeV$^2$. We performed also fits to a smaller $t$ range, namely for $|t| \leq 1$ GeV$^2$, guided by the idea that our Regge model might be even more reliable for such small $t$ values. However, since often just 2 or 3 data points lie within that range we refrain from giving a corresponding $\chi^2$ here. Rather we use the $X$ obtained from the smaller $t$ range as an error estimate. The difference between the $X$ values obtained for the two $t$ ranges is quoted as uncertainty in Table 3.

Results for the CLAS 2009 data are given in Table 4. Comparing columns 3 and 5 one can see the dramatic improvement in the description once a normalization factor is introduced. Furthermore, the difference between the CLAS data and the high-energy data, as represented by our Regge model is large. It amounts to a factor of 2 and more for invariant collision energies above 2.50 GeV. When floating the normalization the $\chi^2$ reduces to values around 1 to 2, which indicates that the $t$ dependence found in the CLAS 2009 experiment is well in line with the one exhibited by the high-energy data (and the Regge model). The $\chi^2$ is somewhat larger between 2.31 and 2.5 GeV where there are indications for some structure in the $t$ dependence of the CLAS data that is not in line with the Regge prediction, cf. the discussion in Sect. 5. For invariant collision energies below 2.15 GeV, say, the $\chi^2$ improves only moderately when floating the normalization and remains fairly large indicating the fact that our Regge model
is no longer able of describing the $t$ dependence of the data. As expected, such a shortcoming cannot be compensated by floating the normalization factor $X$. Moreover, then the value for $X$ depends strongly on whether we fit the data up to $t = -1 \text{ GeV}^2$ or $-2 \text{ GeV}^2$, cf. the corresponding uncertainty given in the table.

In case of the ELSA 2009 data there is also an improvement in the $\chi^2$ when we float the normalization, cf. Table 5. However, the change is by far not as dramatic as for the CLAS 2009 data. Indeed, in general, the normalization factor turns out to be within 10 to 20% only. Also here we see an increasing deviation of the model predictions from the $t$ dependence of the data for energies below 2.15 GeV.

The ELSA 2005 measurement provided data for somewhat higher energies than the one from 2009. Interestingly, those data are in perfect agreement with the normalization of our Regge model, fixed from older data for $\gamma \gamma \to \eta p$ at higher energies. The normalization factor found for the range 2.30 - 2.50 GeV is practically identical to 1, cf. Table 6. Again we see an increasing deviation of the model predictions from the $t$ dependence of the data for energies below 2.15 GeV.
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