Risk Prediction Method for Anticholinergic Action Using Auto-quantitative Structure–Activity Relationship and Docking Study with Molecular Operating Environment
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Lower urinary tract symptoms (LUTS) induced by anticholinergic drug action impair the QOL of patients and are associated with a poor prognosis. Therefore, it is expedient to develop methods of predicting the anticholinergic side effects of drugs, which we aimed to achieve in this study using a quantitative structure–activity relationship (QSAR) and docking study with molecular operations environment (MOE; Molecular Simulation Informatics Systems [MOLSIS], Inc.) In the QSAR simulation, the QSAR model built using the partial least squares regression (PLS) and genetic algorithm-multiple linear regression (GA-MLR) methods showed remarkable coefficient of determination ($R^2$) and $XR^2$ values. In the docking study, a specific relationship was identified between the adjusted docking score (-S) and bioactivity ($pKi$) values. In conclusion, the methods developed could be useful for in silico risk assessment of LUTS, and plans are potentially applicable to numerous drugs with anticholinergic activity that induce serious side effects, limiting their use.
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Introduction

Many drugs have anticholinergic actions as an unwanted side effect. For example, the antidepressant amitriptyline and anti-schizophrenic haloperidol are well-known for high incidences of anticholinergic effects. Lower urinary tract symptoms (LUTS) are some of the symptoms induced by anticholinergic drug action. LUTS, which is mediated by actions on the muscarinic M3 receptor, impairs the QOL of patients, leading to poor prognosis. In clinical practice, indications of risk for LUTS are required to be identified. However, in silico risk assessment methods for LUTS have not been established. Therefore, it is important to develop methods for the prediction of anticholinergic activity of drugs used clinically and those under development.

In silico quantitative structure–activity relationship (QSAR) and docking studies are available and generally used for screening promising drug candidates. In silico simulation requires a shorter estimation time than biological screening does. Moreover, QSAR and docking studies might be applicable to risk management and assessment of new and existing drugs. In this study, we developed methods for the prediction of anticholinergic actions of drugs using QSAR and docking studies. All computational simulations were carried out using molecular operations environment (MOE; Molecular Simulation Informatics Systems [MOLSIS] Inc.).

![Fig. 1. Typical Structures Used for Building Quantitative Structure–Activity Relationship (QSAR) Models](image-url)
Results and Discussion

Prediction by QSAR Model  The QSAR models were initially built based on the known activity values and structures of compounds and in this study, we used 82 compounds with known anticholinergic activity.23–29 We used binding affinity to the muscarinic M 3 receptor (pKi value) as the experimental value. In previous studies,23–29 the Ki value was calculated using IC 50. Therefore, the pKi value shows that binding affinity to the receptor is useful as an indicator of anticholinergic activity.23–29

Figure 1 shows the typical structures used for building the QSAR models. Subsequently, the calculated QSAR models were classified by the number of descriptors and as shown in Table 1, the coefficient of determination (R 2) tended to increase in a descriptor number-dependent manner.

Moreover, the R 2 value was approximately maximum when 13 descriptors were used30–32 in both the partial least squares (PLS) and genetic algorithm-multiple linear regression (GA-MLR) methods. Furthermore, a small difference between the R 2 and XR 2 value is generally desirable. Therefore, we adopted two QSAR models with 13 descriptors (Figs. 2A, 2B) and the QSAR models were further analyzed (PLS: R 2 = 0.808 and XR 2 = 0.696; GA-MLR: R 2 = 0.804 and XR 2 = 0.682.).

Table 1. Correlation of Determination in Quantitative Structure–Activity Relationship (QSAR) Models Calculated Using Partial Least Squares (PLS) and Genetic Algorithm-Multiple Linear Regression (GA-MLR)

| Number of descriptors | A. PLS | B. GA-MLR |
|-----------------------|--------|-----------|
| 12                    | R 2 = 0.793 | R 2 = 0.800 |
|                       | XR 2 = 0.670 | XR 2 = 0.685 |
| 13                    | R 2 = 0.808 | R 2 = 0.804 |
|                       | XR 2 = 0.696 | XR 2 = 0.682 |
| 14                    | R 2 = 0.811 | R 2 = 0.809 |
|                       | XR 2 = 0.659 | XR 2 = 0.671 |
| 15                    | R 2 = 0.812 | R 2 = 0.811 |
|                       | XR 2 = 0.649 | XR 2 = 0.656 |

Candidates of calculated QSAR models were classified by number of descriptors. When 13 descriptors were used, correlation of determination (R 2) score was large. Moreover, R 2 value was as large as that of XR 2.

Statistical Analysis of QSAR Model  The results of the
ANOVA showed that the QSAR models had a $p < 0.05$, suggesting that they could be considered statistically significant. To validate the accuracy of the QSAR models it was important to evaluate the multicollinearity and, therefore, this was statistically analyzed using two methods. One of methods involved evaluating the correlation between two descriptors and the other, evaluated the variance inflation factor (VIF) statistics. First, the correlation between two descriptors was calculated using the correlation matrix function of MOE (Figs. 3A, 3B), and values $>0.9$ (90%) indicated they could be considered to be strong relevant. In this method, multicollinearity might not occur in both QSAR models. Consequently, it was also necessary to evaluate the correlation between multiple descriptors because we used numerous descriptors. Therefore, secondary VIF statistics were calculated to evaluate the correlation between multiple descriptors using the IBM statistical package for the social sciences (SPSS) statistical program. A VIF statistics $>10$ is indicative of a strong relevant correlation between descriptors, and the result of the analysis showed that no VIF exceeded 10 for the QSAR models constructed using either the PLS or GA-MLR method. Thus, the PLS and GA-MLR QSAR models were both considered appropriate. In this study, we developed QSAR model using the PLS and GA-MLR methods to predict anticholinergic activity as follows: $R^2 = 0.808$, $XR^2 = 0.696$, $R^2 = 0.804$, $XR^2 = 0.682$, respectively.

**Docking Study**

Selection of Receptor Data

The muscarinic M₃ receptor, a G protein-coupled receptor and member of the seven-pass-transmembrane domain re-
ceptor superfamily, has been suggested to play an important role in the induction of LUTS.\(^ {1-7}\) Therefore, we used this receptor as the target protein in the docking study. There are six muscarinic M\(_3\) receptor types listed in the Protein Data Bank (PDB) and we selected the 5ZHP because it has the most recent publication year and muscarinic M\(_3\) receptor binding antagonist. Hydrogen addition, structural correction, and minimization energy were conducted with the 5ZHP. Redocking was performed for the preprocessed receptor using the 5ZHP ligand (Fig. 4). The result showed that an almost similar binding style was identified (root mean square deviation [RMSD] = 0.29 Å). However, advanced consideration of docking simulation conditions is required.

Setting Docking Simulation Conditions

In this procedure, 44 compounds already known to exhibit anticholinergic activity\(^ {24-29}\) were docked with the preprocessed 5ZHP (Fig. 5). Docking simulation was performed using the initial condition in the application and the scoring function was adopted as GB/VI. After 30 trials, the top five compounds with the highest docking scores (-S) were output.

Assessment of -S Value

Figure 6 shows the relationship between the adjusted -S and bioactivity (pKi) values depicted on the vertical and horizontal axes, respectively. The results of the docking study of compounds with already known anticholinergic activity revealed a specific relationship between the -S and pKi values. Therefore, this finding suggests that the docking study was suitable for predicting the anticholinergic activity of substances.

Conclusion

We developed methods for the prediction of anticholinergic actions of drugs using with QSAR and docking study simulations. In the QSAR simulation, the QSAR models constructed using PLS and GA-MLR methods showed impressive \(R^2\) and \(XR^2\) values; however, we discovered that evaluations of QSAR models should consider both \(R^2\) and \(XR^2\) values and VIF statistics.

The docking study demonstrated a specific relationship between the -S and bioactive value. Therefore, docking study could be available for prediction of anticholinergic activity. In conclusion, these developed methods could be useful for \textit{in silico} risk assessment of LUTS and plans are currently ongoing to apply these methods to several drugs, which may have anticholinergic action as serious side effects that limit their application. However, it is sometimes difficult to evaluate the prediction value, because information on drugs with anticholinergic action as the side effect is insufficient.
Experimental

Ligand structures were created using ChemDraw® (PerkinElmer, Inc.). These structures were properly preprocessed using MOE (Molecular Simulation Informatics Systems [MOLSYS] Inc.). The relevant data of the muscarinic M₃ receptor, SZHP, used as the target protein was downloaded from PDB and was properly preprocessed. The QSAR model construction and docking study were performed using MOE and the various statistical analyses were performed using MOE and IBM SPSS® statistical program.

QSAR Method

Building QSAR Model

QSAR models were calculated for 82 compounds with already known anticholinergic activity. The AutoQSAR function was adopted for the model building using both the PLS and GA-MLR regression models. PLS is a method for finding the optimal model by referring to the mechanism of biological evolution. Generally, it is possible to calculate a simpler and more accurate model using GA-MLR although it takes more time than the PLS method. Some conditions were considered in evaluating the constructed QSAR models. In particular, the difference between $R^2$ and $XR^2$ values was small, $R^2$ was large, and the QSAR models had smaller outliers.

Statistical Analysis of QSAR Models

Statistical analysis of the QSAR models was performed using an ANOVA and low urine tract symptoms. The correlation between descriptors was analyzed using the correlation matrix function (MOE) while the VIF was analyzed by the diagnosis of collinearity function (SPSS). The reference values used were 0.9 and 10, respectively.

Docking Study Method

Selection of Receptor in PDB

The PDB ID of SZHP, the muscarinic M₃ receptor, used as the target protein was identified. Hydrogen addition, energy minimization, and dummy site creation were conducted for SZHP before the docking simulation.

Setting Docking Simulation Conditions

The docking site was selected as the ligand binding site in SZHP, while initial settings were adopted for the other conditions. Docking simulation was performed for 44 compounds with already known anticholinergic activity. All compounds were identified from the literature.

Docking Study Evaluation

The docking simulation output used a five point ranking score (S1–S5) while accounting for the binding energy. We converted S to the -S value, which was considered the final docking score. Predicted and experimental values were plotted (Fig. 6).
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