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Abstract—Component errors limit the scaling of multiport interferometers based on MZI meshes. These errors arise because imperfect MZIs cannot be perfectly programmed to the cross state. Here, we introduce two modified mesh architectures that overcome this limitation: (1) a 3-splitter MZI for generic errors, and (2) a broadband MZI+Crossing design for correlated errors. Because these designs allow for perfect realization of the cross state, the matrix fidelity no longer decreases with mesh size, allowing scaling to arbitrarily large meshes. The proposed architectures support progressive self-configuration, are more compact than previous MZI-doubling schemes, and do not require additional phase shifters. This eliminates a major obstacle to the development of very-large-scale linear photonic circuits.

1 Introduction

Large-scale programmable photonic circuits are opening up radical new possibilities for optics. Of central importance in many devices is the universal multiport interferometer, which functions as an $N \times N$ programmable linear circuit (Fig. 1(a-b)). This device, usually constructed from a dense mesh of Mach-Zehnder interferometers (MZIs) [1, 2], is widely employed in applications ranging from spatially multiplexed optical communications to machine learning and quantum computing [3–7].

Sadly, component errors (Fig. 1(c)) are a critical factor limiting the size of such circuits. Since the circuit depth of MZI meshes scales as $O(N)$, the effect of errors grows with mesh size, meaning that, in practice, even modestly sized circuits cannot be programmed to high accuracy. Motivated by this challenge, a large body of recent work has focused on “correcting” hardware errors by global optimization [8–10], self-configuration [11–17], or local correction [18, 19]. For conventional MZI meshes, correction reduces errors by a quadratic factor [16, 18]; however, the effect of errors still grows with mesh size and poses a fundamental limit to the scaling of these circuits.

To overcome this limit, various alternative mesh architectures have been proposed. Non-compact structures such as binary trees avoid the extreme splitting-ratio requirements [20, 21], but suffer from large chip area and the need for many crossings. A complementary approach is to stick to conventional geometries [11, 12], but insert redundant MZIs to realize the full range of splitting ratios even in imperfect hardware [22, 23]. This solves the scaling problem, but at the cost of a $\sim 2\times$ increase in the number of splitters and phase shifters. The resulting effect on chip area and pad count makes this option unappealing.

In this paper, we propose two new mesh architectures that achieve the same perfect scaling without significant added complexity: a 3-splitter MZI that corrects all hardware errors (Fig. 1(d)) and an MZI+Crossing design that only corrects correlated errors, but has the added advantage of broader bandwidth (Fig. 1(e)). These designs take up significantly less chip area than the “perfect” redundant MZIs [22, 23], and do not require additional phase shifters. Moreover, the proposed architectures support progressive self-configuration [16, 17], allowing for error correction even when the hardware errors are unknown. This work will enable the development of freely scalable, broadband, and compact linear photonic circuits.

This paper is structured as follows: in Sec. 2 we introduce the formalism of error correction in MZI meshes, focusing on the self-configuration approach. Splitting ratios are visualized as points on the Riemann sphere, where hardware imperfections lead to forbidden regions around the poles (bar- and cross-state), where the probability density is at a maximum. To avoid this unfortunate coincidence, our architectures “rotate” the Riemann sphere to move the forbidden regions away from this peak, so that a larger fraction of MZIs are perfectly realized. Sec. 3 in-
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Figure 1: (a) $6 \times 6$ triangular mesh, composed of (b) a phase screen $\psi$ and tunable MZI crossings $\theta, \phi$. (c) Fabrication imperfections lead to splitting-ratio errors $\alpha, \beta$. (d) Alternative 3-splitter MZI. (e) MZI+Crossing design.
roduces the 3-splitter MZI, which can correct arbitrary errors by rotating the forbidden regions to the equator. Sec. 4 introduces the MZI+Crossing, which flips the poles of the Riemann sphere. While this design is only robust against correlated errors, it has the added advantage of broader bandwidth. For both architectures, we compare the matrix fidelity to the standard MZI to demonstrate the scaling advantage of both schemes. Finally, Sec. 5 states our conclusions.

2 Error Correction Formalism

To correctly configure an MZI mesh in the presence of errors, one uses a nulling method based on physical measurements [16, 17]. Fig. 2(a) illustrates the case of the triangular mesh [1], where the procedure is more straightforward. The transfer matrix for this system is a product of a phase screen and a sequence of $2 \times 2$ unitaries:

$$U = D \left( \left( T_{N-1,1} \right) \ldots \left( T_{2, N-2} \ldots T_{21} \right) (T_{1, N-1} \ldots T_{11}) \right)$$

where $T_{mn}$ is the $n^{th}$ MZI of the $m^{th}$ rising diagonal. We configure the mesh by building up matrix $W$ in a sequence of steps designed to diagonalize a target matrix $X = UW^\dagger$. In each step, we add one crossing to $W$, performing the update $W \rightarrow T_{mn}W$, which right-multiplies the target matrix $X \rightarrow XT_{mn}^\dagger$ (Fig. 2(b)). The phase shifts $(\theta, \phi)$ are chosen to zero a particular matrix element $v \rightarrow 0$ (green in figure), satisfying the equation (indices $m, n$ suppressed for notational simplicity):

$$[u \ v]^\dagger \left[ \begin{array}{c} T_{mn} \end{array} \right] = [ \ast \ 0] \iff T_{11}/T_{12} = u/v$$

(2)

This is illustrated in Fig. 2(c). Nulling physically corresponds to injecting $w_j^\dagger$ (the $j^{th}$ column of $W^\dagger$) and zeroing the power at the $i^{th}$ output [17]. If all nulling steps are performed exactly, the mesh will perfectly realize the target matrix $U$.

Figure 2: Nulling method of self configuration. (a) Configuring MZI $T_{mn}$ updates matrix $W$. (b) Corresponding nulling update to $X = UW^\dagger$, which is (c) equivalent to zeroing an output of $T_{mn}$ given a fixed input.

Mathematically, nulling corresponds to matching the complex splitting ratio $s \equiv T_{11}/T_{12} = -(T_{21}/T_{22})^*$ to a target value $\hat{s} \equiv u/v$. This is not always possible in practice, as the range of splitting ratios is constrained by hardware imperfections (Fig. 2(c)):

$$\tan |\alpha + \beta| \leq |s| \leq \cot |\alpha - \beta|$$

(3)

Here $\alpha, \beta$ are the splitting angle errors for the splitters in a standard MZI. These imperfections lead to forbidden regions (Fig. 3(a)) for small and large $s$, where nulling cannot be achieved perfectly. It is also instructive to view this chart on the Riemann sphere, which shows that these forbidden regions are centered around the poles (Fig. 3(b)).

If nulling cannot be achieved perfectly, the “zero” region of matrix $X$ is left with a residual of magnitude:

$$r = |T_{11}v - T_{12}u| = \sqrt{|u|^2 + |v|^2 d(s, \hat{s})^2/2}$$

(4)

where $\hat{s}$ is the target splitting ratio, $s$ is the closest physically realizable value, and $d(s, \hat{s})$ is the Euclidean distance on the Riemann sphere with stereographic projection $s = (x + iy)/(1 + z)$. As a fidelity metric, we consider the normalized matrix error $E_c = \langle \|\Delta U\|_{\text{rms}}\rangle / \sqrt{N}$, which is approximately the quadrature sum of these residuals:

$$(E_c)^2 = \frac{\langle \|\Delta U\|^2 \rangle}{N} = \frac{2}{N} \sum_{mn} r_{mn}^2$$

(5)

Here, $\langle \ldots \rangle$ refers to the ensemble average over Haar-distributed unitaries $U [24, 25]$. Eq. (5) is highly sensitive to this distribution, since $r_{mn}$ is nonzero only within

Figure 3: (a) Allowed range of $s = T_{11}/T_{12}$; regions near $s = 0$ and $s = \infty$ are forbidden due to imperfections. Contours are lines of constant $(\theta, \phi)$, with $\alpha = 0.23, \beta = 0.07$. (b) Equivalent Riemann sphere plot. (c) Probability density $P(s)$ as a function of mesh size.
the forbidden regions. It is well known that, for large meshes, this distribution clusters tightly near the cross state \( s \neq 10,26 \), or the upper pole of the Riemann sphere (Fig. 3(c)). The distribution depends on the MZI’s location in the mesh; for a given \( T_{mn} \) it takes the form \[ P_{mn}(s) = \frac{n}{4\pi} \left( \frac{z + 1}{2} \right)^{-1} \] (6)
This is uniform for the lowest row of crossings, and becomes increasingly concentrated as one approaches the triangle’s apex.

We calculate the mean residual \( \langle r^2 \rangle \) by averaging Eq. (4) over the distribution \( P(s) \). This is simplified in the case of small hardware errors, because the forbidden region is correspondingly small and where we can assume \( P(s) \) is approximately constant:

\[ \langle r^2_{mn} \rangle = \left( \langle |u|^2 + |v|^2 \rangle \right) P_{mn}(s_0) \frac{\pi R_0^4}{24} \] (7)
where \( s_0 \) and \( R_0 \) are the center and radius of the forbidden region. Consider the forbidden region near the upper pole (the lower region plays a negligible role for large meshes), where \( s_0 = 0 \) and \( R_0 = 2|\alpha + \beta| \). The residual is also proportional to the quantity \( q_{mn} = \langle |u|^2 + |v|^2 \rangle \) (green squares in Fig. 2(b)). Following the Gaussian elimination procedure of a Haar matrix, this evaluates to \( q_{mn} = (n + 1)/(N + 1 - m) \), and we have:

\[ \langle r^2_{mn} \rangle \rightarrow \frac{n(n + 1)}{N + 1 - m} \frac{\langle |\alpha + | |\beta|\rangle^4}{6} \] (8)
In the large-\( N \) limit, we can replace the discrete sum in Eq. (4) with an integral. Finally, assuming an uncorrelated Gaussian perturbation model with \( \langle \alpha \rangle_{rms} = \langle |\beta|\rangle_{rms} = \sigma \), the resulting matrix error is:

\[ \mathcal{E}_c = \left( \frac{N^2}{24} \langle |\alpha + | |\beta|\rangle^4 \right)^{1/2} \rightarrow \frac{2}{3} N \sigma^2 \] (9)
In contrast, if the mesh were straightforwardly programmed without taking any account of the imperfections (“uncorrected” error), the error under an uncorrelated perturbation model would be \( \mathcal{E}_0 = \sqrt{2N} \sigma \). Self-configuration therefore leads to a quadratic suppression of errors: \( \mathcal{E}_c = (\mathcal{E}_0)^2/3 \). However, \( \mathcal{E}_c \) still increases with mesh size, so fabrication imperfections will still set a limit on the scaling of meshes based on this architecture.

Some matrices can be exactly realized even with an imperfect mesh. The coverage is the fraction of such unitaries under the Haar measure. This is computed by summing up the probabilities that individual MZIs fall within the forbidden region:

\[ \text{cov}(N) = \exp \left( - \sum_{mn} P_{mn}(0) \pi R_0^4 \right) = e^{-N^3 \sigma^2/3} \] (10)
In practice, even moderately sized meshes will have vanishingly small coverage, so the error metric \( \mathcal{E}_c \) is usually more relevant.

3 3-Splitter MZI

The main challenge to error correction in multiport interferometers is that the forbidden regions overlap with the peak of the probability distribution (cross state \( s = 0 \)). Adding redundant components (MZI doubling) solves this problem by eliminating the forbidden regions altogether \[ 22, 23 \], but at the cost of added optical and electrical complexity. Here, we take the alternative approach of displacing the forbidden regions away from the cross state rather than eliminating them altogether. This can be performed by placing a third splitter at the input of the MZI, as shown in Fig. 4(a). The extra splitter performs a Möbius transformation on \( s \)

\[ s \rightarrow s + i \tan(\eta) \frac{1 + i s \tan(\eta)}{1 + i s \tan(\eta)} \] (11)
which for a 50:50 splitting ratio (\( \eta = \pi/4 \)), maps the bar and cross states to \( s = \pm i \) (Fig. 4(b)). This can be visualized as a 90° rotation on the Riemann sphere, which pushes the forbidden regions to the equator, while the probability density is still concentrated at the poles (Fig. 4(c)).

The 3-splitter MZI can realize the full range of (absolute value) splitting ratios \( |s| \in [0, \infty) \), and for certain parameter choices, this ratio is wavelength-independent \[ 27 \]. However, the presence of forbidden regions means that the relative phase of this splitter cannot be fully controlled; which means that errors can still occur when programming the mesh (unlike the “perfect” MZIs of Refs. 22, 23, which cure this defect with redundant phase shifters). However, as we will show next, with the 3-splitter structure, MZIs fall into the forbidden regions only rarely; consequently, the error metric of the 3-splitter MZI is much lower than the standard MZI, and perhaps more strikingly, does not increase with mesh size \( N \).

Figure 4: (a) 3-splitter MZI design. (b) Splitter Möbius transformation on \( s \in \mathbb{C} \), which pushes the forbidden regions away from \( s = \{0, \infty\} \). (c) Equivalent Riemann sphere rotation.
Applying Eq. (7), the mean residual left by MZI $T_{mn}$ is:

$$\langle r_{mn}^2 \rangle = 2 \times \frac{n+1}{N+1-m} \frac{n}{q_{mn}} \frac{\pi}{24} \frac{(192\sigma^4)}{(r_0^4)} \tag{12}$$

The factor of two in Eq. (12) arises because both forbidden regions contribute equally. Summing over all MZIs,

$$E_c = \frac{(128\sigma^4)}{N} \left[ \sum_{n=1}^{N} \frac{1}{n} - \frac{5}{4} - \log(2) \right] \right]^{1/2}$$

$$\approx 8\sigma^2 \left[ 2\log(N) + \gamma_e - \frac{5}{4} - \log(2) \right]^{1/2} \tag{13}$$

where $\gamma_e \approx 0.5772$ is the Euler-Mascheroni constant. To test Eqs. (9), we numerically simulate self-configuration on imperfect meshes using the MESHES package [28]; the agreement with theory is shown in Fig. 5(b).

For most mesh sizes, the matrix error $E_c$ is 1–2 orders of magnitude smaller for the 3-MZI design. Remarkably, the factor of two in Eq. (12) arises because both forbidden regions contribute equally. Summing over all MZIs, the threshold scales as $E_c \propto \sqrt{\log(N)/N}$. In the asymptotic limit $N \to \infty$, matrices can be programmed perfectly.

This non-intuitive effect arises from the fact that, under the Haar measure, only a small fraction of MZIs have significant probability density near $s = \pm i$, where the forbidden regions are centered. This probability decreases exponentially with the distance from the triangle’s base (or from the edge in the case of the rectangular mesh) due to the $2^{-n}$ dependence in Eq. (6). Therefore, although the mesh has $N(N - 1)/2$ MZIs, only $O(N)$ contribute significantly to the matrix error under self-configuration.

A naïve estimate assuming uncorrelated errors would give $||\Delta U|| \propto \sqrt{N}\sigma^2$, which would lead to a constant $E_c$. However, during the self-configuration process, subsequent MZIs can partially correct for errors in earlier MZIs that cannot be properly configured. Only the residual terms Eq. (4) remain, as these cannot be cancelled out by subsequent Givens rotations. The end result is to reduce the error of each MZI by a factor $q_{mn} = (|u|^2 + |v|^2)$, which is often $\ll 1$. Properly accounting for this factor explains the further reduction to $E_c \propto \sqrt{\log(N)/N}$ observed in Eq. (13).

Another advantage of the 3-splitter MZI is that the threshold for perfect error correction is higher. One obtains this threshold is found by computing the coverage; analogous to Eq. (10), we find:

$$\text{cov}(N) = \exp\left(-2\sum_{mn} P_{mn}(\pm i) \pi R_0^2\right) = e^{-16N\sigma^2} \tag{14}$$

The threshold scales as $\sigma_{th} \propto N^{-1/2}$, as opposed to the $N^{-3/2}$ scaling observed for a standard MZI. Consequently, perfect error correction is available under a much larger range of conditions (Fig. 6).

4 MZI+Crossing

Sec. 3 considered the case of generic, uncorrelated component errors, for which the 3-splitter MZI is well-suited. However, since the correlation lengths of process variations tend to be larger than a single MZI, errors are often correlated in practice. This is especially true for broadband couplers based on multimode interference (MMI) [29, 30], subwavelength gratings [31, 32], and asymmetric designs [33, 34], all of which are highly dependent on
Figure 7: (a) MZI+Crossing architecture. (b) Effect of the crossing is to flip the s = 0 and s = ∞ forbidden regions. For correlated errors, the forbidden region around s = 0 disappears. (c) Riemann sphere projection.

the device geometry, which can vary slightly from run to run. Moreover, even with perfect 50:50 couplers, the splitting ratios are still wavelength-dependent. Operating the mesh away from its design wavelength will lead to correlated device errors, so sensitivity to these errors is closely tied to the operational bandwidth of the device.

Consider the case of a constant offset µ for all splitting ratios: α = β = µ. In a standard MZI, the forbidden region near s = ∞ disappears since |α − β| = 0, while the region near s = 0 (the peak of the probability distribution) remains in place (Fig. 3). This is consistent with the common observation that the extinction ratio in an MZI is much higher in the cross port than in the bar port. The optimal error reduction strategy, illustrated in Fig. 7(a), has been previously proposed in the context of broadband optical switching: place a waveguide crossing before the MZI [35]. The added crossing performs the Mőbius transformation s → 1/s, rotating the Riemann sphere by 180° to move the forbidden region to the minimum of the probability distribution (Fig. 7(b-c)).

As before, we use the residual formula Eq. (7) to calculate the matrix error. In this case, there is only one forbidden region, centered at s₀ = ∞, with R₀ = 4µ. Only the MZIs in the bottom row contribute to the sum, because the probability distribution Eq. (6) vanishes at s = ∞ for the upper rows. We find:

\[ E_c = 4\mu^2 \left[ \frac{2 \log(N) + \gamma - 1}{N} \right]^{1/2} \]

This is plotted in Fig. 8. Like the 3-MZI design, this metric scales as \( E_c \propto \sqrt{\log(N)/N\mu^2} \), in contrast to the trend \( E_c = (4/3\sqrt{2})N\mu^2 \) observed for the standard MZI under correlated errors. The coverage also increases:

\[ \text{cov}(N) = \begin{cases} e^{-(2/3)N\mu^2} & \text{(MZI)} \\ e^{-4N\mu^2} & \text{(MZI+X)} \end{cases} \]

As an added bonus, the MZI+Crossing design also reduces the effect of errors in the absence of correction. To see how, consider the transfer matrix of the standard MZI:

\[ T_{\alpha,\beta}(\theta, \phi) = S(\frac{\pi}{4} + \beta) \begin{bmatrix} e^{i\theta} & 0 \\ 0 & e^{-i\phi} \end{bmatrix} S(\frac{\pi}{4} + \alpha) \begin{bmatrix} 0 & 1 \\ e^{i\phi} & 0 \end{bmatrix} \]

where \( S(\eta) = e^{i\sigma_x \eta} \) is the transfer matrix for a symmetric crossing, and \( \sigma_x = [0, 1], [1, 0] \) is a Pauli matrix. To first order in (α, β), the norm of the matrix error is:

\[ \| \Delta T \|_{\text{MZI}}^2 = 2[\cos^2(\theta/2)(\alpha + \beta) + \sin^2(\theta/2)(\alpha - \beta)^2] \]

The sensitivity to correlated errors α = β is maximized when the MZI is in the cross state \( \theta = 0 \). Since most MZIs in large meshes are close to the cross state, the matrix error \( \epsilon_0 = 2\sqrt{N\mu} \) for the overall mesh is larger by a factor of \( \sqrt{2} \) compared to the uncorrelated case. For the MZI+Crossing, we find:

\[ T_{\alpha,-\beta}(\theta, \phi) = S(\frac{\pi}{4} + \beta) \begin{bmatrix} e^{-i\theta} & 0 \\ 0 & -1 \end{bmatrix} S(\frac{\pi}{4} + \alpha) \begin{bmatrix} e^{-i\phi} & 0 \\ 0 & 1 \end{bmatrix} S(\frac{\pi}{4}) \]

(Here we assume perfect crossings; the effect of crossing imperfections is discussed later in this section). Up to
some irrelevant output phases, the effect of the crossing is to flip the relative sign of $\alpha$ and $\beta$, so the component errors appear anticorrelated. As a result, $|\Delta T|_{\text{MZI+X}} \propto \sin(\theta/2)\mu$, which is zero for the cross state. Of course, the MZIs in a realistic mesh are not exactly in the cross state, to the actual error will be nonzero. Adding the errors $|\Delta T_{\text{MZI}}|$ in quadrature, and averaging over the probability distribution $P_m(\theta) = n \sin(\theta/2) \cos(\theta/2)^{2n-1}$, we find:

$$E_0 = 2\sqrt{2(\log N + \gamma_\mu - 2)}\mu$$  \hspace{1cm} (20)

Correlated errors (both corrected and uncorrected) are important because they are tightly connected to the operational bandwidth of the mesh. All directional couplers are dispersive, and this dispersion leads to a correlated wavelength-dependent splitter error, which can usually be expanded to first order $\mu \approx (d\mu/d\lambda)\Delta\lambda$. Two important wavelength-dependent figures of merit are:

1. The **bandwidth** is related to the number of wavelength channels that can be **simultaneously** processed by the mesh. Since the mesh will be programmed at a specific wavelength (the center channel), the other channels will inevitably have distorted matrices. Given a target error $E_{\text{max}}$, the bandwidth is the range over which $E_0(\lambda) < E_{\text{max}}$:

$$\lambda_{\text{BW}} = \frac{E_{\text{max}}}{|d\lambda/d\mu|} \left\{ \frac{\sqrt{N}}{\sqrt{2(\log N - 1.42)}} \right\}$$  \hspace{1cm} (21)

2. The **tuning range** refers to the range of $\lambda$ over which the mesh can be programmed to a given accuracy. This is governed by the condition $E_c(\lambda) < E_{\text{max}}$, which yields:

$$\lambda_{\text{TR}} = \frac{E_{\text{max}}}{|d\lambda/d\mu|} \left\{ \frac{\sqrt{N}}{\sqrt{2(\log N - 0.42)}} \right\}$$  \hspace{1cm} (22)

As Fig. 9 illustrates, the MZI+Crossing architecture enjoys a significantly larger tuning range, in addition to modestly greater bandwidth. The respective "enhancement factors", which scale as $F_{\text{BW}} \propto \sqrt{N/\log N}$ and $F_{\text{TR}} \propto (N^{3/4}/\log N)^{1/4}$, are tabulated in Table 1.

| $N$   | 16   | 32   | 64   | 128  | 256  |
|-------|------|------|------|------|------|
| $F_{\text{BW}}$ | $2.4\times$ | $2.8\times$ | $3.4\times$ | $4.3\times$ | $5.6\times$ |
| $F_{\text{TR}}$  | $5.6\times$ | $10\times$  | $18\times$  | $33\times$  | $61\times$  |

Table 1: Bandwidth and tuning range enhancement factors for mesh sizes up to $N = 256$, Eqs. (21)\&(22).

Real crossings have a small amount of nonzero crosstalk, quantified by the S-matrix element $S_{21}$; scattering into the forward-facing port leads to a perturbation $S(\theta/2) \rightarrow S(\theta/2 + \gamma)$ in the transfer matrix, where

$$\gamma = 10^{-S_{21}[\text{dB}]/20}$$  \hspace{1cm} (23)

This does not degrade the effectiveness of self-configuration, since the additional scattering angle merely rotates the Riemann sphere Fig. 7(c) by an additional angle $\gamma \ll 1$, and the forbidden region is still far from $s = 0$. In-plane crossings in silicon can achieve sub-40 dB crosstalk suppression ($\gamma < 0.01$) with insertion losses well below 0.1 dB [36-40]. Unlike directional couplers, crossings are inherently broadband; the insertion loss and crosstalk depend only very weakly on $\lambda$, so any crossing imperfections can be treated as (correctable) wavelength-independent errors that do not affect the bandwidth enhancements of the MZI+Crossing scheme.

In addition to the forward-scattered light, a $90^\circ$ crossing will scatter light into the backward-facing port. Back-reflected light can be subsequently reflected in other crossings, leading to a spurious signal that interferes with the forward-propagating light. Provided that the phases of reflected beams are random, these add in quadrature: with amplitude $\gamma^2$ and $O(N^2)$ scattering paths, we expect this to induce an $O(N\gamma^2)$ error, which may be uncorrectable and set a limit on scaling. However, if this effect is small, gradient-based methods or iterative self-configuration may enable correction of these errors.

## 5 Conclusion

As photonic circuits grow larger, error tolerance becomes increasingly important. Many techniques exist to manage
hardware errors, but all involve a tradeoff between accuracy and complexity. At opposite poles lie “zero-change” error correction, which has limited scalability \[10-15\], and “perfect” photonic circuits, which require a larger number of photonic and electronic components \[22-23\]. This paper has introduced two new designs for programmable circuits that strike a tradeoff between these extremes, as shown in Fig. 10 and Table 2 achieving performance that is almost as good as the perfect designs, but with less added complexity.

The main insight from this paper is that, by adding a single passive component (either a splitter or a waveguide crossing) to the MZI, we can recover behavior that is asymptotically perfect—that is, the average normalized matrix error decreases with size. Our design choices are motivated by the elegant theory of self-configuration by matrix diagonalization \[17\], where splitting ratios are set to successively zero the off-diagonal elements of the target unitary. By visualizing the MZI state on the Riemann sphere, we can intuitively understand the increased error robustness of our designs in terms of “rotating” the forbidden regions away from the peak probability density. This leads to a several-orders-of-magnitude reduction in post-correction errors compared to the standard MZI mesh. The ability to achieve near-perfect and freely scalable MZI meshes with less complexity than the MZI-doubled designs \[22-23\] (especially with respect to the number of active components and pads) removes a major obstacle to the realization of very-large-scale photonic circuits.

An interesting direction for future work is to explore to what extent multiport interferometers can be made robust to imperfections in the absence of error correction. The near-cancellation of correlated errors in the MZI+Crossing architecture explains the \(O(\sqrt{N}/\log N)\) reduction in the uncorrected error, and corresponding increase in bandwidth. Further design modifications based on the theory of composite pulse sequences \[12-13\] may allow this imperfect cancellation to be made exact, further improving the bandwidth (and multiplexing capabilities) of linear photonics.
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