Compiling Arbitrary Single-Qubit Gates Via the Phase-Shifts of Microwave Pulses
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We give an arbitrary single-qubit gate compilation scheme on superconducting processors that takes advantage of tuning the phase shift of microwave pulses to obtain a continuous gate set. This scheme is compatible with any two-qubit gate, and we only need to calibrate the $X_{\pi}$ and $X_{\pi/2}$ pulses. We implement this on fluxonium and obtain state-of-the-art fidelities. We give two other schemes: the first requires one $X_{\pi}$ pulse and one pulse with a variable rotation angle, and the second requires four $X_{\pi/2}$ pulses. We also find that if we can do virtual $Z$ gates, then we can also do virtual gates around any axis. Our results apply to any physical platform that natively supports virtual $Z$.

I. INTRODUCTION

The conventional way to realize universal quantum computing is to compile a quantum circuit using arbitrary single-qubit gates, that is, all of $SU(2)$, and a fixed two-qubit gate, such as CNOT. Hence, arbitrary single-qubit gates are ultimately necessary to run quantum algorithms. Furthermore, arbitrary single-qubit gates can help alleviate two-qubit gate errors [1] and are necessary for certain benchmarking schemes [2, 3]. However, it is a nontrivial task to realize arbitrary single-qubit gates on an experimental device. One way to realize arbitrary single-qubit gates is via approximate compilation using a finite universal single-qubit gate set, such as $\{H, S, T\}$ [4]. However, the gate fidelities on current experimental devices are limited, with decoherence still being a significant issue. This approach would therefore lead to unacceptably low fidelities.

Another way to realize arbitrary single-qubit gates is via exact compilation using continuous gate sets, such as the Euler angle decomposition:

$$Z_\theta X_\sigma Z_\phi.$$  \hfill (1)

The problem with this, however, is that we need to physically implement infinitely many single-qubit gates. This is difficult because the physical control parameters on an experimental device can have complicated relationships with the parameters of the abstract unitary gate being implemented. For example, for a superconducting qubit, which is the physical platform we will focus on, single-qubit gates are usually implemented via a microwave pulse sent on a drive line capacitively coupled to the qubit. For illustration, the circuit diagram for a Cooper pair box qubit is shown in Figure 1. This pulse implements an $X_\sigma$ gate, where the rotation angle $\sigma$ is determined by the amplitude and duration of the pulse. However, there are complicating factors: to implement the desired rotation angle to high precision we would also need to take into account the pulse shape, as well as pulse distortion at short time scales, and even complex processes such as leakage and phase errors induced by the AC-Stark shift [5]. In experiments, it is therefore necessary to calibrate the gate parameters such as duration, amplitude, and detuning, for every rotation angle we want to implement (See for instance [6].)

There is a known way to accurately implement a continuous gate set without an infinite calibration overhead for superconducting qubits. It is well-known that in the rotating frame, by adding a phase shift $\phi$ to the microwave pulse implementing an $X_\sigma$ gate, in the frame rotating with the qubit we instead obtain the gate [7]

$$X_\sigma(\phi) \equiv Z_{-\phi} X_\sigma Z_\phi.$$  \hfill (2)

We call $\sigma$ the rotation angle of $X_\sigma(\phi)$, and below we will often fix $\sigma$ and take $\phi$ to be a free variable. This is very exciting observation; by calibrating an $X_\sigma$ gate, we get a continuous gate set $\{X_\sigma(\phi)\}_\phi$ by tuning $\phi$. Furthermore, the correspondence between the phase shift $\phi$ and the conjugation angle $\phi$ in $Z_{-\phi}X_\sigma Z_\phi$ is not complicated by other factors. That is, to high accuracy, the phase shift $\phi$ is equal to the conjugation angle $\phi$ [8]. Furthermore, the phase shift $\phi$ can made be very precise experimentally [8] using a global frequency reference such as an atomic clock [9]. We will refer to this trick as phase-shifted microwave (PMW) pulses.

We can take advantage of this continuous gate set to compile arbitrary single-qubit gates. This was already done in [8], arbitrary single-qubit gates are compiled using

$$Z_\theta X_{\pi/2} Z_\phi X_{\pi/2} Z_\omega.$$  \hfill (3)

FIG. 1: A microwave drive line capacitively coupled to a Cooper pair box.
This can be compiled via two $X_\phi(\phi)$ rotations, save for an extraneous $Z$ rotation $Z_{-(\theta+\phi+\omega)}$. We will refer to this as the virtual $Z$ scheme, as the rightmost $Z_\phi$ in Equation (2) is effectively used as a $Z$ rotation. The extraneous $Z$ rotation can be taken care of with classical post-processing that tracks all the phases in a procedure known as phase carrying, which usually assumes that the two-qubit gate used has a special matrix structure such that the extraneous phases can be carried across it. We call such a gate a phase carrier. For example, for an iSWAP gate, the two extraneous phases can be carried across the gate, but the phases will be exchanged between the two qubits. Another common phase carrier is the CZ gate. For a detailed explanation of phase carrying as well as a mathematical characterization of these special two-qubit gates and their local equivalence classes, see Appendix A.

The assumption that the two-qubit gate being used is a phase carrier does not always hold. Although microwave-activated gates can get around this, the usual approach for realizing gates such as $\text{SQiSW} \equiv \sqrt{\text{iSWAP}}$ or other general gate families via flux tuning is explicitly incompatible with phase carrying. Note that this incompatibility is also with the use of the virtual $Z$ gate to realize arbitrary $Z$ rotations as corrections to two-qubit gates [7, 8, 10, 11]. Other examples of incompatible two-qubit gate schemes include the dynamical decoupled two-qubit gate (we refer to this as DDCZ) in [12] and gates realized through tunable couplers, such as general $\text{SiSim}$ family [13] and $b\text{SWAP}$ family [14] gates. Furthermore, new gate schemes are still being being developed, and compatibility with the virtual $Z$ scheme can be a quite restrictive requirement.

In this letter we propose novel compilation schemes that still take advantage of using PMW pulses to exactly compile arbitrary single-qubit gates but without incurring extraneous $Z$ rotations [15]. The resulting compilation schemes are compatible with any two-qubit gate. In particular, one of the schemes requires just three $X_\phi$ gates with fixed rotation angles. This is the minimal necessary since $SU(2)$ has 3 real dimensions. It requires only the calibration of $X_\phi$ and $X_{\phi/2}$ pulses, which are already necessary for Clifford-based randomized benchmarking and the measurement of $T_1$ and $T_2$ coherence times. We additionally provide other variants of this scheme, one that requires two $X_\phi$ gates, but one of which with a variable rotation angle. The other scheme requires four $X_\phi$ gates but with the benefit that only the $X_{\phi/2}$ pulse needs to be calibrated. Lastly, we prove that the ability to do virtual $Z$ implies we can do single-qubit virtual rotations around any axis, not just $Z$. We give compilation schemes based on this fact that are not only compatible with phase carriers but also with gates locally equivalent to one, such as CNOT, the cross-resonance (CR) gate [16], or even the Mølmer-Sørensen (MS) gate [17] on trapped-ion systems, all of which are locally equivalent to CZ. Note that since we treat everything at an abstract level, our compilation schemes can be used on any quantum computing platform which natively supports $X_\phi$ gates. This includes trapped-ion systems [18, 19], quantum dots [20], and nitrogen-vacancy centers [21].

We summarize all single-qubit gate compilation schemes that use PMW pulses in Table I, along with the pulses needed for each and their two-qubit gate compatibilities. We also list examples of native two-qubit gates for which these compilation schemes would be suitable for. Note this only takes into account the matrix form and not the physical implementation. Other than the vZ schemes [8], all compilation schemes are novel and are elaborated on in Section II. We conclude in Section III with a discussion.

| Scheme | Pulses | 2Q Compatibility | Example Gates |
|--------|--------|------------------|---------------|
| vZ-1   | 1V     | Phase Carrier    | CPHASE($\theta$) |
| vZ-2   | 2F     |                  |                |
| PMW-3  | 3F     | All-Compatible   | SQiSW, $\text{iSWAP}^{(\theta)}$ |
| PMW-4  | 4F     |                  | $b\text{SWAP}^{(\theta)}$ |
| PMW-2  | 1V+1F  |                  | $\text{iSim}(\theta, \phi)$ |
| vR-1   | 1V     | Leaky Gate       | CNOT, CR      |
| vR-2   | 2F     |                  | DDCZ, MS      |

**TABLE I:** List of the compilation schemes in this letter. In the “Pulses” column, the different letters stand for fixed (F) rotation angle and variable (V) rotation angle. The “Example Gates” column lists native two-qubit gates for which the scheme would be suitable for.

### II. PMW Compilation Schemes

In this section we give the different all-compatible compilation schemes based on PMW pulses. For completeness, we first provide the standard exposition on single-qubit gates via microwave pulses starting with the circuit Hamiltonian [7]. In Figure 1 we have a standard example of a microwave drive line coupled to a superconducting qubit circuit, this one being the Cooper pair box. Note that a resonant pulse on the flux line would lead to the same qubit Hamiltonian, and so our PMW compilation schemes would apply in that case as well.

The Hamiltonian of such a system projected onto the computational subspace (spanned by ground state $|0\rangle$ and first excited state $|1\rangle$) is given by

$$H(t) = -\frac{\hbar\omega_0}{2} Z + \Omega(t) \cos(\omega_D t - \phi) X,$$

where $\hbar\omega_0 \equiv E_1 - E_0$ is the energy difference between $|1\rangle$ and $|0\rangle$, $\Omega(t)$ is the envelope of the microwave pulse, $\omega_D$ its frequency, and $\phi$ its initial phase. Then, in the frame rotating with the qubit, when the drive is resonant the Hamiltonian becomes

$$H_d(t) = \frac{\Omega(t)}{2} (\cos \phi X + \sin \phi Y).$$

Note that here we applied the rotating wave approximation. When implemented for a time $T$, the gate effected is

$$U(T) = \exp \left[ -\frac{i}{2} (\cos \phi X + \sin \phi Y) \int_0^T \Omega(t) dt \right] = X_{\phi}(\phi),$$
where \( \sigma \equiv \int_0^T \Omega(t) dt \). We obtain the desired \( X_\sigma(\phi) \) rotation. Hence, by varying the initial phase \( \phi \) of the microwave pulse, we have a direct handle on the parameter of the unitary we want to implement.

### A. Three fixed angle rotations (PMW-3)

The first scheme we provide can compile an arbitrary single-qubit gate using three \( X_\sigma(\phi) \) rotations with fixed rotation angles. An arbitrary single-qubit gate \( U \in SU(2) \) can be parameterized by three real parameters:

\[
U(\alpha, \beta, \gamma) = \begin{bmatrix} e^{i\alpha} \cos \gamma & -e^{-i\beta} \sin \gamma \\ e^{i\beta} \sin \gamma & e^{-i\alpha} \cos \gamma \end{bmatrix}.
\]  

(4)

A direct calculation yields that multiplying three \( X_\sigma(\phi) \) rotations with rotation angles \( \pi/2, \pi, \pi/2 \) gives

\[
X_{\pi/2}(\theta)X_{\pi}(\phi)X_{\pi/2}(\omega) = \begin{bmatrix} -e^{i(\theta-2\phi+\omega)/2} \cos \theta e^{-i(\theta+\omega)/2} \sin \theta & -e^{-i(\theta-2\phi+\omega)/2} \sin \theta e^{i(\theta+\omega)/2} \cos \theta \\ e^{-i(\theta+\omega)/2} \sin \theta e^{i(\theta-2\phi+\omega)/2} \cos \theta & e^{i(\theta-2\phi+\omega)/2} \sin \theta e^{-i(\theta+\omega)/2} \cos \theta \end{bmatrix}.
\]  

(5)

We can therefore identify Equation (5) with Equation (4) by setting

\[
\begin{align*}
(\theta - 2\phi + \omega)/2 &= \pi - \gamma \\
(\theta - \omega)/2 &= \alpha \\
(\theta + \omega)/2 &= -\beta,
\end{align*}
\]

which is solved by

\[
\begin{align*}
\theta &= \alpha - \beta, \\
\omega &= -\alpha - \beta, \\
\phi &= -\beta + \gamma - \pi.
\end{align*}
\]  

(6)

We will refer to this as the PMW-3 scheme.

The variable parameters \( \alpha, \beta, \gamma \) are directly related to the phase shifts of the microwave pulses \( \theta, \phi, \omega \) according to Equation (6). However, unlike the virtual Z scheme, this scheme does not incur an extraneous Z rotation. Furthermore, only the pulses for \( X_{\pi/2} \) and \( X_\pi \) need to be calibrated, which are already necessary for realizing Clifford-based randomized benchmarking and \( T_1, T_2 \) measurements [7]. Now, although we need three \( X_\sigma(\phi) \) rotations to compile an arbitrary single-qubit gate, certain single-qubit gates can be compiled using fewer rotations, as we show in Appendix B. We also show in Appendix C that for excitation number conserving two-qubit gates, we can reduce the number of pulses needed for a pair of single-qubit gates adjacent to the two-qubit gate from 6 pulses to 5. Lastly, it is not a coincidence that we come upon this PMW-3 scheme; in Appendix D we surprisingly find that any compilation scheme for arbitrary single-qubit gates using the minimal number of three \( X_\sigma(\phi) \) rotations is essentially the same as our scheme.

In [22], the authors study the two-qubit gate SQiSW. To benchmark this gate, they use fully randomized benchmarking (FRB), which requires Haar random gates. Each Haar random gate is compiled using SQiSW and arbitrary single-qubit gates. The single-qubit gates are compiled using PMW-3. Furthermore, through various calibration techniques, they can measure the single-qubit gate errors on their implementation of SQiSW, and they correct for this at compilation time. For the arbitrary single-qubit gates compiled using PMW-3, fidelities per pulse of more than 99.9% are achieved, which is comparable with the state-of-the-art.

### B. Four fixed angle rotations (PMW-4)

Since any single-qubit gate has three real parameters, we need at least three phase shifts to cover all the degrees of freedom. Interestingly, by using one more pulse we can further alleviate the burden of calibration but at the cost of incurring a greater overall error. More specifically, the PMW-3 scheme only requires calibrating two fixed \( X \) rotation angles: \( \pi \) and \( \pi/2 \). We can reduce this to a single angle \( \pi/2 \) by splitting the \( U \) rotation into two \( \pi/2 \) rotations. To be specific, we propose a PMW-4 scheme:

\[
U(\alpha, \beta, \gamma) = X_{\pi/2}(\theta)X_{\pi/2}(\phi_1)X_{\pi/2}(\phi_2)X_{\pi/2}(\omega).
\]  

(7)

Since \( X_{\pi/2}X_{\pi/2} = X_\pi \), we can verify from Equation (6) that a solution to Equation (7) is

\[
\begin{align*}
\theta &= \alpha - \beta, \\
\omega &= -\alpha - \beta, \\
\phi_1 &= \phi_2 = -\beta + \gamma - \pi.
\end{align*}
\]

### C. One variable angle and one fixed angle rotation (PMW-2)

We also give a compilation scheme involving one variable rotation angle and one fixed rotation angle \( \pi \). In particular, we can do a direct calculation to conclude

\[
X_\sigma(\theta)X_\omega(\omega) = U(\alpha, \beta, \gamma)
\]

by setting

\[
\begin{align*}
\sigma &= 2\gamma - \pi, \\
\theta &= 3\pi/2 + \alpha - \beta, \\
\omega &= 3\pi/2 - \beta.
\end{align*}
\]

Although this involves a \( X_\sigma(\phi) \) rotation with a variable rotation angle and therefore would have calibration issues, we only need two rotations instead of three as in the PMW-3 scheme. We will refer to this as the PMW-2 scheme. This scheme is to the \( Z \) \( X \) \( Z \) scheme via Equation (1) using a \( X_\sigma(\phi) \) gate with an extraneous phase as the PMW-3 scheme is to the virtual \( Z \) scheme. Since it involves a \( X_\pi(\phi) \) rotation, additional \( Z \) rotations can be incorporated in a similar manner to that of the PMW-3 scheme.

### D. Compatibility with leaky gates (virtual \( R \))

Here we generalize the virtual \( Z \) scheme to make it compatible with any leaky gate. A two-qubit gate \( V \) is called leaky [23] on the first wire, if there exists an arbitrary axis single-qubit rotation \( R_\phi \) and single-qubit gate families \( C(\phi), D(\phi) \) such that

\[
V(R_\phi \otimes I) = (C(\phi) \otimes D(\phi))V.
\]
Leaky gates are a direct generalization of phase carriers, and there are many experimentally relevant gates that are leaky but are not phase carriers, such as the DDCZ, the CNOT gate and the or the Mølmer-Sørensen gates. In these cases the virtual $Z$ compilation scheme is not directly applicable. Instead, we propose virtual $R$ compilation schemes that decomposes a single-qubit gate into a pulse and an extraneous rotation along a given axis. The freedom to choose this axis implies we can perform virtual rotations around any axis. In particular we prove the following: given an arbitrary rotation axis $R = aX + bY + cZ$, for arbitrary $U \in SU(2)$, there exists angles $\phi, \omega, \theta$ such that

$$U = R_\theta X_{\pi/2}(\phi) X_{\pi/2}(\omega).$$

The resulting compilation scheme uses two phase-shifted $X_{\pi/2}$ pulses, just like the virtual $Z$ scheme in Equation (3). We can also obtain a generalization of the compilation scheme via Equation (1) using one $X_\sigma(\phi)$ gate with an extraneous phase. To be explicit, we call these schemes $vR-2$ and $vR-1$ respectively, and to parallel our vR scheme names, we call the corresponding schemes $vZ-2$ and $vZ-1$. The number of pulses is the same as the virtual $Z$ schemes, saving one pulse per gate compared to the PMW compilation schemes. The proof that we can perform virtual $R$ compilation and the corresponding generalization of phase carrying can be found in Appendix E and Appendix F respectively.

III. DISCUSSION

Using our PMW-3 scheme we can compile single-qubit gates where the gate’s three real parameters are directly related to the phase shifts $\phi$ of the microwave pulses that implements the gate $X_\sigma(\phi) \equiv Z_\phi X_\sigma Z_\phi$. Experimentally these phase shifts can be made extremely precise, unlike the angle of rotation $\sigma$, which a priori needs to be calibrated for each possible value [6]. The PMW-3 scheme in comparison only requires calibrating the $X_\sigma$ and $X_{\pi/2}$ rotations. The PMW-4 scheme only requires calibrating $X_{\pi/2}$, albeit at the cost of adding another pulse. The PMW-2 scheme only requires two pulses, but requires calibrating an arbitrary $X_\sigma$ rotation. We also gave virtual $R$ schemes that extended the virtual $Z$ schemes to two-qubit leaky gates.

To evaluate our PMW compilation schemes, we need to compare them to the existing alternatives. For phase carriers (or locally equivalent), the compilation scheme of choice is the virtual $Z(R)$ scheme as it only involves two pulses. For two-qubit gates that are not locally equivalent to phase carriers, an alternative to our PMW-3 scheme is the virtual $Z$ scheme plus an arbitrary $Z_\theta$ rotation [10]. In general, $Z_\theta$ rotations can be performed via fine flux tuning of the qubit frequency. However, the calibration problem of $X_\sigma$ applies here as well. How the precision compares to that of the microwave phase shift, and whether the additional $X_\pi$ rotation in the PMW-3 scheme under-compensates or over-compensates for the precision difference, is something that would have to be evaluated experimentally. The comparison could be affected by the superconducting circuit parameters and the quality of the control hardware. Note that fixed frequency qubits by definition cannot be tuned and so cannot implement $Z$ rotations in this way. However, on the other hand, the fidelity of gates compiled via PMW-3 only depends the fidelity of the $X_\pi$ and $X_{\pi/2}$ gates, which can be guaranteed via careful calibration. Such a fidelity guarantee is difficult to obtain for uncalibrated $X$ or $Z$ rotations.

It can be argued that the necessity for additional gates, either $Z_\theta$ or $X_\pi(\phi)$ rotations, may suggest a preference for phase carriers in experimental settings. However, phase carriers and even their local equivalence classes are an extremely restricted class of gates, as proved in Appendix A. Although most standard two-qubit gates such as iSWAP and CZ are phase carriers, there is growing interest in gates such as SQiSW [10], and even continuously parameterized two-qubit gates [13, 24] for NISQ applications.

Another question that needs to be addressed is the issue of calibrating arbitrary $X$ rotations. One of the advantages of our PMW-3 scheme is that we only need to calibrate the $X_\pi$ and $X_{\pi/2}$ pulses (only $X_{\pi/2}$ for PMW-4 scheme). However, it is not completely clear if a general $X_\pi$ rotation really needs individual calibration. In [6], a good number of rotation angles were calibrated using the rapid technique in [25], and it was claimed that these calibrated parameters provide an interpolation table for intermediate rotation angles. Although intuitive, we are not aware of such an interpolation method that can achieve fidelities comparable to that of the calibrated angles. The notion of geometric gates [26] addresses this somewhat by choosing compilation schemes which are innately robust to control parameter errors. However, how much this robustness affects the final gate fidelities of arbitrary single-qubit gates is still relatively unstudied.

We conclude with a few open questions. Although we found that we can compile all of $SU(2)$ using three $X_\sigma(\phi)$ gates of fixed angles, we do not give a comprehensive theory of the relationship between the fixed angles available and what subsets of $SU(2)$ can be compiled. In particular this could answer what minimal fixed set of calibrated angles would be optimal for a specific algorithm, or for Haar random gates. Another interesting avenue is to find optimal compilation schemes for specific two-qubit gates. As shown in Appendix C, even gates that are not locally equivalent to phase carriers do not have to cost six pulses for a pair of single-qubit gates. As another example, the cross-resonance gate is not a phase carrier but is still compatible with virtual $Z$ because it is microwave-activated. This allows us perform procedures analogous to adding a phase shift to microwave pulses for single-qubit gates [8]. The full implications of this for compilation, along with the fact that it is locally equivalent to a phase carrier and is therefore compatible with virtual $X$ on the second qubit, is worth further study.
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Appendix A: Phase Carrying

In this section we go into more depth about phase carrying and phase carriers.

When a quantum circuit is expressed in terms of single-qubit gates and a fixed two-qubit gate, if we use the virtual $Z$ scheme to compile single-qubit gates, the extraneous $Z$ rotations can cause a phase error for the two-qubit gate that follows [27]. This problem can be averted if we assume that the two-qubit gate $U$ is a phase carrier, that is if for all $\theta_0, \theta_1$, there exists $\phi_0, \phi_1$ such that

$$U(Z_{\theta_0} \otimes Z_{\theta_1}) = (Z_{\phi_0} \otimes Z_{\phi_1})U.$$  \hfill (A1)

With this assumption we can perform phase carrying, a procedure that is visually demonstrated in Figure 2. We call this procedure phase carrying since the extraneous $Z$ rotation is “carried through” each subsequent gate.

![Diagram showing the phase carrying procedure](image)

FIG. 2: Visualization of compiling an elementary building block of a quantum circuit with arbitrary single-qubit gates and a phase carrier $U$ via the phase carrying procedure. In the first equality, $V_i$ is the part of $U_i$ that can be compiled with two $X_{\pi/2}(\phi)$ gates, with $Z_{\theta_i}$ being the respective extraneous phase. The second equality applies the phase carrier property of $U$. In the last equality, $V_i'$ is the part of $U_iZ_{\phi_i}$ that can be compiled using two $X_{\pi/2}(\phi)$ gates, with $Z_{\phi_i}'$ being the extraneous phase.

Below we mathematically characterize phase carriers and their local equivalence classes.

1. Proof of phase carrier condition

We prove in this section the following proposition:

**Proposition 1.** A two-qubit unitary $U \in SU(4)$ is phase a carrier iff the elementwise absolute value of $U$ is a permutation matrix and the permutation $\pi : Z_2 \times Z_2 \to Z_2 \times Z_2$ satisfies the condition

$$\forall a, b \in Z_2, \quad \pi(a, b) = \pi(a, b),$$

where $(a, b)$ refers to the bitwise flip operation.

Common two-qubit gates such as SWAP, CZ, and iSWAP are all phase carriers. However, other common two-qubit gates, such as CNOT, the cross-resonance gate [11], and SQ\$W [10] are not phase carriers. An abstract generalization of phase carriers, called leaky entanglers, was considered in [23].

**Proof.** It will be more convenient to relax the condition

$$U(Z_{\theta_0} \otimes Z_{\theta_1}) = (Z_{\phi_0} \otimes Z_{\phi_1})U$$

by allowing a global phase. Since $U \in SU(4), Z_{\theta} \in SU(2)$, there are only four possibilities for the global phase: $\pm 1, \pm i$. For the phase $-1$ we can always set $\phi_0 \rightarrow \phi_0 + \pi$ to eliminate it. Hence, the only nontrivial global phases are $\pm i$, which we will show below is impossible. That is, we show that if $U$ satisfies

$$\forall \theta_0, \theta_1, \exists \phi_0, \phi_1 \text{ s.t. } U(Z_{\theta_0} \otimes Z_{\theta_1}) = (Z_{\phi_0} \otimes Z_{\phi_1})U,$$

up to a global phase, it must satisfy it exactly.

$(\Rightarrow)$ Suppose $U \in SU(4)$ is a phase carrier up to a global phase. We have

$$Z_\theta = \begin{bmatrix} e^{i\theta/2} & 0 \\ 0 & e^{-i\theta/2} \end{bmatrix} \in SU(2)$$

and

$$Z_\theta \otimes Z_{\phi} = \begin{bmatrix} e^{i(\theta+\phi)/2} & 0 & 0 & 0 \\ 0 & e^{i(\theta-\phi)/2} & 0 & 0 \\ 0 & 0 & e^{i(-\theta+\phi)/2} & 0 \\ 0 & 0 & 0 & e^{-i(\theta+\phi)/2} \end{bmatrix}.$$

Suppose for contradiction that in row $j$, $U$ has two nonzero entries at $k, k'$. Then, the definition of a phase carrier

$$\forall \theta_0, \theta_1, \exists \phi_0, \phi_1 \text{ s.t. } U(Z_{\theta_0} \otimes Z_{\theta_1}) = (Z_{\phi_0} \otimes Z_{\phi_1})U$$

up to global phase implies that

$$(Z_{\theta_0} \otimes Z_{\theta_1})_{kk} = (Z_{\phi_0} \otimes Z_{\phi_1})_{jj}$$

$$(Z_{\theta_0} \otimes Z_{\theta_1})_{kk'} = (Z_{\phi_0} \otimes Z_{\phi_1})_{jj}$$

up to a global phase. However, this implies

$$(Z_{\theta_0} \otimes Z_{\theta_1})_{kk} \neq (Z_{\theta_0} \otimes Z_{\theta_1})_{kk'}.$$
Therefore, by contradiction $U$ only has one nonzero entry for each row. Since it is unitary, its elementwise absolute value is a permutation matrix.

Now, denote the permutation $U$ induces by $\pi: \mathbb{Z}_2 \times \mathbb{Z}_2 \to \mathbb{Z}_2 \times \mathbb{Z}_2$. Then, we can identify the elements in $\mathbb{Z}_2 \times \mathbb{Z}_2$ with the entries in $Z_\theta \otimes Z_\phi$ as follows:

$$(a, b) \in \mathbb{Z}_2 \times \mathbb{Z}_2 \iff e^{i[(1)^a\theta + (1)^b\phi]}.$$ 

With this in mind, it is not hard to see that if the elementwise absolute value of $U$ is a permutation matrix, being a phase carrier up to global phase is equivalent to

$$\forall \theta_0, \theta_1, \exists \phi_0, \phi_1 \text{ s.t. } e^{i((-1)^{\pi(a,b)} \theta_0 + (-1)^{\pi(a,b)} \theta_1)} = e^{i((-1)^a \phi_0 + (-1)^b \phi_1)} = c \quad (A2)$$

for all $(a, b) \in \mathbb{Z}_2 \times \mathbb{Z}_2$, where we denote $(\pi(a, b))_j$ as the $j$-th element of $\pi(a, b)$ and $c \in \{\pm 1\}$. By taking the complex conjugate of both sides, we can conclude

$$\forall \theta_0, \theta_1, \exists \phi_0, \phi_1 \text{ s.t. } e^{i((-1)^{\pi(a,b)} \theta_0 + (-1)^{\pi(a,b)} \theta_1)} = e^{i((-1)^a \phi_0 + (-1)^b \phi_1)} = c^* / c.$$ 

Setting $\theta_1 = 0$, we have

$$\forall \theta_0, e^{i((-1)^{\pi(a,b)} \theta_0)} = e^{i((-1)^{\pi(a,b)} \theta_0)} = c^* / c.$$ 

Hence, $c^* = c$ and $\pi(a, b) = \pi(a, b)$. Similarly, $\pi(a, b)_1 = \pi(a, b)_1$. $c^* = c$ implies there cannot be a nontrivial global phase. The conditions on $\pi$ have also been obtained.

$(\Leftarrow)$ This follows directly by the equivalent definition of a phase carrier for $U$ whose elementwise absolute value is a permutation matrix in Equation $(A2)$, without the global phase. We simply solve the system of equations

$$\phi_0 + \phi_1 = (-1)^{\pi(0,0)} \theta_0 + (-1)^{\pi(0,0)} \theta_1$$

$$\phi_0 - \phi_1 = (-1)^{\pi(0,1)} \theta_0 + (-1)^{\pi(0,1)} \theta_1$$

to obtain the desired $\phi_0, \phi_1$. The conditions on $\pi$ ensures that the other equations

$$-(\phi_0 + \phi_1) = (-1)^{\pi(1,0)} \theta_0 + (-1)^{\pi(1,0)} \theta_1$$

$$-(\phi_0 - \phi_1) = (-1)^{\pi(1,1)} \theta_0 + (-1)^{\pi(1,1)} \theta_1$$

are simultaneously satisfied. \hfill \Box

2. **Local equivalence classes of phase carriers**

It is clear the phase carrier condition is not preserved under local unitaries. For example, CNOT and CZ are locally equivalent:

$$\text{CNOT} = (I \otimes H)\text{CZ}(I \otimes H).$$

However, the former is not a phase carrier while the latter is. Here we explicitly characterize the local equivalence classes of all phase carrier gates. We will follow the characterization of two-qubit gate local equivalence classes in [28]. We give our result as a proposition.

**Proposition 2.** The local equivalence classes of phase carrier gates lie on the $I \Join \text{CNOT} \text{and CNOT} \supset \text{iSWAP} \supset \text{SWAP}$ line segments in the Weyl chamber.

**Proof.** By Proposition 1, the permutation $\pi: \mathbb{Z}_2 \times \mathbb{Z}_2$ a phase carrier corresponds to must satisfy

$$\forall a, b \in \mathbb{Z}_2 \pi(a, b) = \pi(a, b).$$

Now, there are four possible choices for $\pi(0, 0)$. This then determines $\pi(1, 1)$. There are two remaining choices for $\pi(0, 1)$, and this determines $\pi(1, 0)$. Hence, in total there are eight possibilities for $\pi$. By expressing $\pi$ as a permutation matrix, we can classify the eight possibilities into two cases. In the following $I_2$ refers to the two-dimensional identity gate.

1. $\pi = I_2 / X \otimes I_2 / X$: We can express any phase carrier gate $U$ in this case as

$$U = \begin{bmatrix} e^{ia} & 0 & 0 & 0 \\ 0 & e^{ib} & 0 & 0 \\ 0 & 0 & e^{ic} & 0 \\ 0 & 0 & 0 & e^{id} \end{bmatrix} \cdot \pi$$

$$= e^{i(b+c)/2}(Z_{a-c} \otimes Z_{a-b}) \cdot \text{CPhase}(a - b - c + d) \cdot \pi,$$

where $e^{ia}, e^{ib}, e^{ic}, e^{id}$ are the matrix elements on the first, second, third, and fourth rows of $U$, respectively [29]. Hence, $U$ is locally equivalent to CPHASE$(a - b - c + d)$, so its interaction coefficients is of the form $(x, 0, 0)$ where $x \in [0, \pi/2]$. Geometrically, the local equivalence class lies on the $I \Join \text{CNOT}$ line segment in the Weyl chamber.

2. $\pi = \text{SWAP} \cdot (I_2 / X \otimes I_2 / X)$: We can express any phase carrier gate $U$ in this case as

$$U = \begin{bmatrix} e^{ia} & 0 & 0 & 0 \\ 0 & e^{ib} & 0 & 0 \\ 0 & 0 & e^{ic} & 0 \\ 0 & 0 & 0 & e^{id} \end{bmatrix} \cdot \pi$$

$$= e^{i(b+c)/2}(Z_{a-c} \otimes Z_{a-b}) \cdot \text{CPhase}(a - b - c + d) \cdot \text{SWAP} \cdot (I_2 / X \otimes I_2 / X),$$

where $e^{ia}, e^{ib}, e^{ic}, e^{id}$ are the matrix elements on the first, second, third, and fourth rows of $U$, respectively. Hence, $U$ is locally equivalent to the mirror gate of CPHASE$(a - b - c + d)$, so its interaction coefficients is of the form [30]

$$(\pi/2, \pi/2, x - \pi/2) \sim (-\pi/2, \pi/2, x - \pi/2)$$

$$\sim (\pi/2, \pi/2, \pi/2 - x),$$

where $x \in [0, \pi/2]$. The first equivalence follows by subtracting $\pi$ from the first coordinate and the second
equivalence by flipping the signs of the first and third coordinates. Geometrically, the local equivalence class lies on the iSWAP — SWAP line segment in the Weyl chamber.

\[ \Box \]

**Appendix B: Special single-qubit gates**

We can reduce the number of pulses per single-qubit gate by looking for the following special cases instead of using a rote lookup table such as in [8] which will always incur the same number of pulses. We consider below a few special cases when we restrict ourselves to \( \pi/2, \pi \) rotation angles.

If we only use \( X_\pi(\phi) \) rotations, we can implement single-qubit gates which are either diagonal or anti-diagonal. This result follows from the simple form of a single \( X_\pi(\phi) \) rotation:

\[
Z_{-\theta}X_\pi Z_{\theta} = \begin{bmatrix} 0 & -ie^{i\theta} \\ -ie^{-i\theta} & 0 \end{bmatrix}.
\]

(B1)

Consider an anti-diagonal single-qubit gate, that is of the form

\[
\begin{bmatrix} 0 & -e^{-i\beta} \\ e^{i\beta} & 0 \end{bmatrix}.
\]

This equals the expression in Equation (B1) with setting \( \theta = 3\pi/2 - \beta \).

Now consider a diagonal single-qubit gate, that is of the form

\[
\begin{bmatrix} e^{i\alpha} & 0 \\ 0 & e^{-i\alpha} \end{bmatrix}.
\]

(B2)

This is a pure \( Z \) rotation of angle \(-2\alpha\). This can be compiled by two \( X_\pi(\phi) \) rotation of opposite phase shifts:

\[
Z_\theta X_\pi Z_{-\theta} X_\pi Z_\theta = \begin{bmatrix} -e^{-2i\theta} & 0 \\ 0 & -e^{2i\theta} \end{bmatrix}.
\]

(B3)

Hence, we can identify Equation (B2) with Equation (B3) by setting \( \theta = -(\alpha + \pi)/2 \).

We next consider the Clifford gates. Interestingly, we can compile any single-qubit Clifford gate using two or less \( X_\pi(\phi) \) rotations. Following [31], we can classify single-qubit Clifford gates into three categories:

1. **Pauli rotations and half-rotations.**

   \[
   I = I
   \]

   \[
   X_{\pi} = Z_0 X_\pi Z_0
   \]

   \[
   X_{\pi/2} = Z_0 X_{\pi/2} Z_0
   \]

   \[
   X_{-\pi/2} = Z_{-\pi} X_{\pi/2} Z_{\pi}
   \]

   \[
   Y_{\pi} = Z_{\pi/2} X_\pi Z_{-\pi/2}
   \]

   \[
   Y_{\pi/2} = Z_{\pi/2} X_{\pi/2} Z_{\pi/2}
   \]

   \[
   Z_{\pi} = (Z_{-\pi/4} X_\pi Z_{-\pi/4})(Z_{-\pi/4} X_{\pi} Z_{-\pi/4})
   \]

   \[
   Z_{\pi/2} = (Z_{-\pi/8} X_\pi Z_{-\pi/8})(Z_{-\pi/8} X_{\pi} Z_{-\pi/8})
   \]

   \[
   Z_{-\pi/2} = (Z_{-\pi/8} X_\pi Z_{-\pi/8})(Z_{\pi/8} X_{\pi} Z_{-\pi/8}).
   \]

   This explicitly handles all ten gates in this category.

2. **Cousins of the Hadamard gate** \( H \). These are \( \pi \) rotations about axes halfway between the \( x, y, z \) axes. That is, letting \( (n_x, n_y, n_z) \) be a real unit vector, we consider gates of the form

   \[
   \exp\left[-i\frac{\pi}{2}(n_x X + n_y Y + n_z Z)\right] = \begin{bmatrix} -in_z & n_y - in_x & -n_y - in_x \\ n_y - in_x & in_z & n_y - in_x \\ -n_y - in_x & n_y - in_x & in_z \end{bmatrix},
   \]

   where one of \( n_x, n_y, n_z \) is 0 and the other two equals \( \pm \frac{1}{\sqrt{2}} \). By setting \( n_x = \frac{1}{\sqrt{2}}, n_y = 0, n_z = \frac{1}{\sqrt{2}} \), we obtain \(-iH\).

   We will use the notation \( (n_x, n_y, n_z)_\pi \) to refer to the different gates.

   When \( n_z = 0 \), the unitary is anti-diagonal. Thus, we can use a single \( X_\pi(\phi) \) rotation to compile it. This covers the \((\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0)_\pi, (\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0)_\pi\) gates.

   The other gates in this category \( (n_z = \pm \frac{1}{\sqrt{2}}) \) can be compiled using one \( X_{\pi/2}(\phi) \) rotation and one \( X_\pi(\phi) \) rotation:

   \[
   (Z_{-\theta} X_{\pi/2} Z_{\theta})(Z_{-\phi} X_\pi Z_{\phi}) = \frac{1}{\sqrt{2}} \begin{bmatrix} -ie^{i(\theta - \phi)} & -ie^{i\phi} \\ -ie^{-i\phi} & -e^{-i(\theta - \phi)} \end{bmatrix}.
   \]

   (B4)

   Thus, we set

   \[
   e^{i\phi} = sgn(n_z) - isgn(n_y)
   \]

   \[
   e^{i(\theta - \phi)} = sgn(n_z),
   \]

   (B5)

   where \( sgn : \mathbb{R} \rightarrow \mathbb{R} \) is the sign function:

   \[
   sgn(x) = \begin{cases} 
   1 & x > 0 \\
   0 & x = 0 \\
   -1 & x < 0. 
   \end{cases}
   \]

   Since one of \( n_x, n_y \) must be 0, Equation (B5) always has a solution. This covers the other four gates in this category.
3. Pauli $Y$ analog of $H$ and its cousins. These are gates of the form
\[
\exp \left[ \mp i \frac{2\pi}{3} (n_x X + n_y Y + n_z Z) \right]
\]
\[
= \frac{1}{2} \left[ 1 \mp \text{sgn}(n_z) \pm \text{sgn}(n_y) \mp \text{sgn}(n_x) \right] 1 \pm \text{sgn}(n_z),
\]
where $n_x, n_y, n_z$ are $\pm \frac{1}{\sqrt{3}}$. Note
\[
\exp \left[ \frac{2\pi}{3} \left( \frac{1}{\sqrt{3}} X + \frac{1}{\sqrt{3}} Y + \frac{1}{\sqrt{3}} Z \right) \right] = e^{\frac{i\pi}{\sqrt{3}}} \begin{bmatrix} 1 & 1 \ i & -i \end{bmatrix},
\]
where the right-hand side is the Pauli $Y$ analog of the Hadamard gate (that is, the columns are the eigenstates of the Pauli $Y$ gate). By comparing with Equation (B4), we can compile these gates using one $X_\pi/2$ rotations via
\[
e^{i\phi} = \frac{1}{\sqrt{2}} (\pm \text{sgn}(n_z) \mp \text{sgn}(n_y))
\]
\[
e^{i(\theta-\phi)} = \frac{1}{\sqrt{2}} (-1 \pm \text{sgn}(n_z)).
\]
Since $n_x, n_y, n_z$ are all nonzero, there is always a solution. This covers all eight gates in this category.

On average, we require $1\frac{7}{12} \approx 1.58$ pulses per Clifford gate.

**Appendix C: Excitation number conserving gates**

Many two-qubit gates implemented in experiment satisfy a property which we call *excitation number conserving*, which means it preserves the Span{$|00\rangle$}, Span{$|01\rangle$, $|10\rangle$}, and Span{$|11\rangle$} subspaces. Equivalently, it satisfies a different version of the phase carrier condition:
\[
\forall \theta, \quad U(Z_\theta \otimes Z_\theta) = (Z_\theta \otimes Z_\theta)U.
\]
Examples of excitation number conserving gates include CPHASE, SQiSW, the iSWAP family, and the fSim gate family.

For excitation number conserving gates, we can reduce the necessary $X_\pi(\phi)$ rotations as compared to a naive application of the PMW-3 scheme via a slight modification of the phase carrying procedure outlined in Figure 2. We first compile $U_0$ using the virtual $Z$ scheme, leaving an extraneous rotation $Z_{\theta_0}$. We then compile $Z_{\theta_0}U_1$ using the PMW-3 scheme. This leaves the same extraneous $Z$ rotation on both qubits, and by taking advantage of the excitation number conserving property, we can perform phase carrying. Furthermore, all single-qubit gates directly prior to a measurement can be compiled using the virtual $Z$ scheme. This procedure is visualized in Figure 3. Asymptotically, this reduces the number of $X_\pi(\phi)$ rotations by a factor of $5/6$. Note that this procedure can be trivially extended to more general gates that satisfy: for all $\theta$, there exists $\phi_0, \phi_1$ such that
\[
U(Z_\theta \otimes Z_\theta) = (Z_{\phi_0} \otimes Z_{\phi_1})U.
\]

In this modified phase carrying procedure, we often need to compile single-qubit gates plus additional $Z$ rotations. This can also happen when we need to perform phase corrections to the two-qubit gate, as discussed in [32] for iSWAP family gates. We here note a convenient property of the PMW-3 scheme which makes accommodating additional $Z$ rotations very simple. This stems from the fact that $X_\pi(\phi)$ rotations are unchanged under sandwiching them with the same $Z$ rotation:
\[
X_\pi(\theta) = Z_{-\theta}X_\pi Z_\theta = Z_{\phi-\theta}X_\pi Z_{\phi+\theta}.
\]

Now consider the PMW-3 compilation of a single-qubit gate $U$:
\[
U = (Z_{-\theta}X_{\pi/2}Z_\theta)(Z_{-\phi}X_\pi Z_\phi)(Z_{-\omega}X_{\pi/2}Z_\omega).
\]
Then, additional $Z$ rotations to $U$ can be absorbed via the following manipulation:
\[
Z_{\delta_L}UZ_{\delta_R}
\]
\[
= (Z_{-\theta+\delta_L}X_{\pi/2}Z_\theta)(Z_{-\phi}X_\pi Z_\phi)(Z_{-\omega}X_{\pi/2}Z_{\omega+\delta_R})
\]
\[
= (Z_{-\theta+\delta_L}X_{\pi/2}Z_\theta)(Z_{-\phi+\delta_L}X_\pi Z_\phi+\delta_R)
\]
\[
= (Z_{-\omega-\delta_R}X_{\pi/2}Z_{\omega+\delta_R})
\]
\[
= (Z_{-\theta+\delta_L}X_{\pi/2}Z_{\theta-\delta_L})(Z_{-\phi}X_{\pi/2}Z_{\phi+\delta_L})
\]
\[
= (Z_{-\omega}X_{\pi/2}Z_{\omega+\delta_R}).
\]

**FIG. 3:** Visualization of compiling an elementary building block of a quantum circuit with an excitation number conserving two-qubit gate $U$. In the first inequality, $V_0, Z_{\theta_0}$ follows form compiling $U_0$ using the virtual $Z$ scheme, and $W_1 \equiv Z_{-\theta_0}U_1$, compiled using PMW-3. The second equality applies the excitation number conserving property of $U$. In the last equality, we compile $U_2Z_{\theta_0}$ using the virtual $Z$ scheme and $Z_{\theta_0}U_{\delta}Z_{\theta_0}$ using PMW-3.
where in the last step we use Equation (C1). Hence, by making a simple update

\[ \theta \mapsto \theta - \delta L, \quad \phi \mapsto \phi + \frac{\delta R - \delta L}{2}, \quad \omega \mapsto \omega + \delta R, \]

we can compile \( U \) plus additional \( Z \) rotations.

**Appendix D: Uniqueness of the PMW-3 scheme**

In this section we show that the proposed PMW-3 scheme is essentially unique, in the sense that all feasible schemes have similar forms. For fixed rotation angles \( \omega_1, \omega_2, \omega_3 \), the PMW-3 scheme \( Z_{-\phi_1}X_{\omega_1}Z_{\phi_1}Z_{-\phi_2}X_{\omega_2}Z_{\phi_2}Z_{-\phi_3}X_{\omega_3}Z_{\phi_3} \) can compile arbitrary single-qubit gate if and only if the following set covers \( SU(2) / \{ \pm I \} \):

\[
A_{\omega_1, \omega_2, \omega_3} = \{ Z_{\phi_0}X_{\omega_1}Z_{\phi_1}X_{\omega_2}Z_{\phi_2}X_{\omega_3}Z_{\phi_3} | \theta_0 + \theta_1 + \theta_2 + \theta_3 = 0 \}.
\]

We summarize our uniqueness result with a theorem:

**Theorem 1.** For \( \omega_1, \omega_2, \omega_3 \in [-\pi, \pi] \), \( A_{\omega_1, \omega_2, \omega_3} \) covers \( SU(2) / \{ \pm I \} \) if and only if one of \( \omega_1, \omega_2, \omega_3 \) is \( \pi \) and the other two are in \( \{ \pm \pi/2 \} \).

We first introduce a convenient representation of \( SU(2) \). It is well known that any element of \( SU(2) \) can be uniquely expressed as

\[
a_0 I - (a_2 iZ + a_3 iX + a_3 iY),
\]

\[
a_0, a_1, a_2, a_3 \in \mathbb{R},
\]

\[
a_0^2 + a_1^2 + a_2^2 + a_3^2 = 1.
\]

So there is a natural isomorphism between \( SU(2) \) and unit elements in quaternions \( \mathbb{H} = \{ a_0 + a_1 i + a_2 j + a_3 k | a_0, a_1, a_2, a_3 \in \mathbb{R} \} \) by mapping \( I \mapsto 1, -iZ \mapsto i, -iX \mapsto j, -iY \mapsto k \) (we can verify that \( -iZ, -iX, -iY \) satisfy the law of quaternions \( ij = -ji = k, jk = -kj = i, ki = -ik = j \)).

In this representation, \( Z_{\theta_i} = \cos(\theta_i/2)I - \sin(\theta_i/2)iz \) is written as a unit complex number \( z_1 = e^{i\theta_1/2} = \cos(\theta_1/2) + i\sin(\theta_1/2) \) and \( X_{\omega_i} \) is written as \( \cos(\omega_i/2) + i\sin(\omega_i/2) \). Denote \( a_i^{(0)} = \cos(\omega_i/2), a_i^{(1)} = \sin(\omega_i/2) \). Using \( \pi z_1 = 1 \) and \( j z_1 = \pi j \), we can calculate that

\[
\begin{align*}
Z_{\phi_0}X_{\omega_1}Z_{\phi_1}X_{\omega_2}Z_{\phi_2}X_{\omega_3}Z_{\phi_3} & = Z_{-\phi_3}Z_{-\phi_2}Z_{-\phi_1}X_{\omega_1}Z_{\phi_1}X_{\omega_2}Z_{\phi_2}X_{\omega_3}Z_{\phi_3} \\
& = \left( a_1^{(0)} a_2^{(0)} a_3^{(0)} - a_1^{(0)} a_2^{(1)} a_3^{(0)} u_2 - a_1^{(0)} a_2^{(0)} a_3^{(1)} u_1 u_2 - a_1^{(0)} a_2^{(1)} a_3^{(0)} u_1 \right) \\
& \quad + \left( a_1^{(0)} a_2^{(0)} a_3^{(1)} u_3 + a_1^{(0)} a_2^{(1)} a_3^{(0)} u_2 u_3 + a_1^{(1)} a_2^{(0)} a_3^{(0)} u_1 u_2 u_3 + a_1^{(1)} a_2^{(1)} a_3^{(1)} u_1 u_3 \right) j \\
& \overset{df}{=} U_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) + V_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) j. 
\end{align*}
\]

Here \( u_t = z_1^2 \) is a unit complex number. \( U_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3), V_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) \) are complex functions written in the previous line. The property of unitary matrix ensures

\[
|U_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3)|^2 + |V_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3)|^2 = 1. \tag{D3}
\]

We state a lemma that relates the range of \( A_{\omega_1, \omega_2, \omega_3} \) over \( SU(2) / \{ \pm I \} \) and the range of \( U_{\omega_1, \omega_2, \omega_3} \) over the complex numbers. We call the set of unit complex numbers the unit circle \( S^1 \) and call the set of complex numbers with norm not larger than unity the closed unit disk \( D^2 \).

**Lemma 1.** \( A_{\omega_1, \omega_2, \omega_3} \) covers \( SU(2) / \{ \pm I \} \) if and only if \( \{ U_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) | u_1, u_2, u_3 \in S^1 \} \) covers the set of all antipodal points in \( D^2 \).

**Proof.** Per its isomorphism with the quaternions, \( SU(2) \) can be written as \( \{ u + vj | (u, v) \in \mathbb{C}^2, |u|^2 + |v|^2 = 1 \} \). So the forward direction is obvious.

Now we prove the backward direction. Suppose the range of \( U_{\omega_1, \omega_2, \omega_3} \) covers all antipodal pairs in \( D^2 \). For any \( u + vj \in SU(2) \), we choose \( u_1, u_2, u_3 \) such that \( u' = U_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) \in \{ \pm u \} \). Denote \( v' = V_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) \). By Equation (D1), we observe that \( U_{\omega_1, \omega_2, \omega_3} \) is independent of \( u_3 \), while all the terms in \( V_{\omega_1, \omega_2, \omega_3}(u_1, u_2, u_3) \) contain \( u_3 \). If we change \( u_3 \) to \( u_3 e^{i\alpha} \), \( (u', v') \) will become \( (u', v'e^{i\alpha}) \). Since Equation (D3) implies \( |v'| = |v| \), we can always choose an appropriate \( \alpha \) such that \( (u', v'e^{i\alpha}) \in \{ \pm (u, v) \} \). Hence \( A_{\omega_1, \omega_2, \omega_3} \) covers \( SU(2) / \{ \pm I \} \).

Therefore, all we need to figure out is the range of \( U_{\omega_1, \omega_2, \omega_3} \). By Equation (D1) it has the form

\[
f(u_1, u_2) = b_{00} + b_{01} u_1 + b_{10} u_2 + b_{11} u_1 u_2, \]
where $b_{00}, b_{01}, b_{10}, b_{11} \in \mathbb{R}$. The following lemma addresses when such an expression can cover all antipodal pairs in $D^2$.

**Lemma 2.** Let $R_f := \bigcup_{u_1, u_2} \{ \pm f(u_1, u_2) \}$. $R_f = D^2$ if and only if $b_{00} = 0$, one of $b_{01}, b_{10}, b_{11}$ is 0 and the other two are $\pm 1/2$.

Supposing Lemma 2 is correct, we can apply it to $U_{a_1, a_2, a_3, \omega_1} = a_1 a_2^* a_3 - a_1 a_2 a_3^* - a_1^* a_2^* a_3^* - a_1^* a_2 a_3^* - a_1 a_2^* a_3^* - a_1^* a_2^* a_3$. A simple calculation shows that one of $(a_1 a_2 a_3^*), (a_1 a_2^* a_3), (a_1^* a_2 a_3^*), (a_1^* a_2^* a_3)$ is $(0, \pm 1)$ and the other two are $(\pm 1/\sqrt{2}, \pm 1/\sqrt{2})$. Hence Theorem 1 follows. Now we only need to prove Lemma 2.

**Proof.** Suppose $b_{11} = 0$. Then the ranges of $b_{10} u_1, b_{01} u_2$ are circles of radius $|b_{10}|, |b_{01}|$, respectively. And the ranges of $b_{00} + b_{10} u_1 + b_{11} u_2$ is the Minkowski sum of the above two circles, thus is a ring centered at $b_{00}$ with outer radius $|b_{10}| + |b_{01}|$ and inner radius $|b_{01}| - |b_{01}|$. So the range $R_f$ is a unit disk if and only if $b_{00} = 0, |b_{10}| = |b_{11}| = 1/2$.

Suppose $b_{01} = 0$. We can reduce this to the above case by letting $u_1 \mapsto u_1 \frac{1}{\bar{u}}$ so that $f_2$ becomes $b_{00} + b_{01} u_2 + b_{11} u_1$. Hence the only solution is $b_{00} = 0, |b_{01}| = |b_{11}| = 1/2$. If $b_{01} = 0$ the argument is similar.

It suffices to prove that $b_{01}, b_{10}, b_{11}$ cannot all be nonzero. Assume the opposite. Since $\pm f(e^{i\phi_1}, e^{i\phi_2})$ spans the unit disk, we have $\max_{\phi_1, \phi_2 \in [-\pi, \pi]} |f(e^{i\phi_1}, e^{i\phi_2})| = 1$. On the other hand, $\max_{\phi_1} |f(e^{i\phi_1}, e^{i\phi_2})| = \max_{\phi_1} |b_{00} + b_{10} e^{i\phi_2} + (b_{10} + b_{11} e^{i\phi_2}) e^{i\phi_1}| = |b_{00} + b_{10} e^{i\phi_2}| + |b_{10} + b_{11} e^{i\phi_2}| = \sqrt{b_{00}^2 + b_{10}^2 + 2b_{00}b_{10} \cos(\phi_2)} + \sqrt{b_{10}^2 + b_{11}^2 + 2b_{10}b_{11} \cos(\phi_2)}$.

Since $b_{01} b_{11} \neq 0$, there are finite number of $\phi_2 \in [-\pi, \pi]$ satisfying $\max_{\phi_1} |f(e^{i\phi_1}, e^{i\phi_2})| = \max_{\phi_1, \phi_2} |f(e^{i\phi_1}, e^{i\phi_2})| = 1$. Similarly, there are finite number of $\phi_1 \in [-\pi, \pi]$ satisfying $\max_{\phi_2} |f(e^{i\phi_1}, e^{i\phi_2})| = 1$. It follows that the set $\{ (\phi_1, \phi_2) | \phi_1, \phi_2 \in [-\pi, \pi], |f(e^{i\phi_1}, e^{i\phi_2})| = 1 \}$ is a finite set and therefore $\pm f(e^{i\phi_1}, e^{i\phi_2})$ cannot cover the whole unit circle.

**Appendix E: Virtual $R$ schemes**

In this section we prove the following.

**Theorem 2.** Given an arbitrary rotation axis $R = aX + bY + cZ$, for arbitrary $U \in SU(2)$, there exists angles $\phi, \omega, \theta$ such that

$$U = R_\theta X_{\pi/2}(\phi)X_{\pi/2}(\omega).$$

Alternatively, let $\mathcal{S} = \{ X_{\pi/2}(\phi)X_{\pi/2}(\omega) | \phi, \omega \in [0, 2\pi] \}$.

$$\forall R, \mathcal{S} \cdot R = SU(2).$$

This implies that we can perform virtual $R$ gates by compiling $UR_\alpha$ for any $\alpha$ using Theorem 2, obtaining an extraneous $R$ rotation that is carried.

**Proof.** We first reduce the problem to a canonical form. Since $R$ and $Z$ have the same spectrum $\{ \pm 1 \}$, there exists a unitary $U \in SU(2)$ such that $R = UZU^\dagger$, hence $\mathcal{T}_R = UU^\dagger$ for $T \cong T_Z$. It then suffices to prove that for all $U \in SU(2)$,

$$S \cdot U \cdot T \cdot U^\dagger = SU(2) \iff S \cdot U \cdot T = SU(2) \cdot U = SU(2).$$

This can be further simplified by decomposing $U$ into $Z_{x} Z_{y} Z_{\gamma}$. Since both $T$ and $S$ commutes with $Z$-rotations, the two $Z$-rotations can be commuted out and be absorbed into the $SU(2)$ on the right hand side. It then suffices to prove that

$$T \cdot X_\alpha \cdot S = SU(2)$$

for all $\alpha$.

Following the notation in Appendix D, we write a $Z$-rotation as $z \in U(1)$ and $X_\alpha = a + bj$, where $a^2 + b^2 = 1$. An element in $T \cdot X_\alpha \cdot S$ can be parameterized as

$$z_3(a + bj)z_1 = \frac{1}{2} (a + bj) \left( \frac{1}{2} + \frac{1}{2} \right) z_3 + \frac{1}{2} (a + bj) \left( \frac{1}{2} + \frac{1}{2} \right) z_j$$

where $u_1 \leftarrow z_1 z_2, u_2 \leftarrow z_2, u_3 \leftarrow z_3$. It then suffices to prove that for arbitrary $x, y \in C, |x|^2 + |y|^2 = 1$, there exist unit complex numbers $u_1, u_2, u_3$ such that

$$\left\{ \begin{array}{l}
\frac{1}{2} (a - (1 - u_1) - b(1 + u_1) u_3) = x \\
\frac{1}{2} (b - (1 - u_1) + a(1 + u_1) u_3) = y
\end{array} \right.$$  (E3)

$$\left\{ \begin{array}{l}
(1 - u_1) - b(1 + u_1) u_2 = 2x \bar{u}_3 \\
(1 - u_1) + a(1 + u_1) u_2 = 2 \bar{u}_3
\end{array} \right.$$  (E4)

$$\left\{ \begin{array}{l}
1 - u_2 = 2ax \bar{u}_3 + 2b \bar{u}_3 u_3 \\
(1 + u_1) u_2 = 2a \bar{u}_3 u_3 - 2bx \bar{u}_3
\end{array} \right.$$  (E5)

We first show that there always exists a pair $(u_1, u_3)$ satisfying the first equation, and show that $u_2$ can always be found given such a pair. Rewriting the first equation, we get

$$u_1 = 1 - 2ax \bar{u}_3 - 2b \bar{u}_3 u_3.$$

With $u_1$ and $u_3$ running over $[0, 2\pi]$, the left hand side forms a unit circle centered at the origin and the right hand side a
closed symmetric curve centered at 1. It suffices to show that the two curves intersect, i.e. there exists $u_3$ such that
\[ |1 - 2ax_3 - 2by_3| = 1. \]

Since $t(u_3) = 1 - 2ax_3 - 2by_3$ forms a symmetric closed curve centered at 1, there must exist $u_3$ such that $t(u_3) \in \mathbb{R}$, hence so does $t(-u_3)^T$. By Cauchy’s inequality,
\[ |2ax_3 + 2by_3| \leq 2(|a|^2 + |b|^2)^{1/2}(|x_3|^2 + |y_3|^2)^{1/2} = 2, \]
and we can assume without loss of generality that $|t(u_3)| \leq 1 \leq |t(-u_3)|$. Since the range of $|t(u_3)|$ must be continuous, there exists a $u_3'$ such that $|t(u_3')| = 1$.

Once we solve $u_1$ and $u_3$, we claim that there always exists $u_2$ satisfying the second constraint. It suffices to show that $|1 + u_1| = |2a\bar{u}_3 + 2b\bar{x}_3|$; in fact,
\[ |2ax_3 + 2by_3|^2 + 2|a\bar{u}_3 - 2bx_3|^2 = 4 = |1 + u_1|^2 + |1 - u_1|^2, \]
completing the proof.

The proof of Theorem 2 directly yields an algorithm compiling an arbitrary single-qubit gate using the $\nu R$-2 scheme; however the explicit form is rather complicated as the solution involves solving for the intersection of a unit circle with another curve (an ellipse in general), resulting in a quartic equation.

Similarly, we prove the existence of the $\nu R$-1 scheme.

**Theorem 3.** Given an arbitrary rotation axis $R = aX + bY + cZ$, for arbitrary $U \in SU(2)$, there exists angles $\phi, \sigma, \theta$ such that
\[ U = R_0 X_\phi (\phi), \]
Alternatively, let $Q = \{X_\phi (\phi) | \phi, \omega \in [0, 2\pi]\}$. Then
\[ \forall R, T_R \cdot Q = SU(2). \]

**Proof.** Similar to Theorem 2, it suffices to prove that
\[ T \cdot X_\phi = SU(2), \forall \phi \in [0, \pi/2]. \]
Writing $X_\phi = a + bj$ and a generic element in $Q$ as $\overline{z_1}(c + dj)z_1$, every element in $T \cdot X_\phi \cdot Q$ can be expressed as
\[ z_2(a + bj)\overline{z_1}(c + dj)z_1 \]
\[ = (a_2z_2 + b_2j)(c + d_2j) \]
\[ = (a_2u_2 + b_2u_2)(c + d_2) \text{ (} u_1 := \overline{z_1}, u_2 := z_2 \text{)} \]
\[ = (ac - bd_{\overline{z_1}})u_2 + (adu_1 + be)u_2 \]
We only need to prove that any unit pair $(x, y)$, there exists unit complex number $u_1, u_2$ and real unit pair $(c, d)$ such that
\[ \begin{align*}
(x) = (ac - bd_{\overline{z_1}})u_2 + (adu_1 + be)u_2 \\
(y) = c = a\overline{u_2} + b\overline{u_2} \\
(d) = du_1 = ay\overline{u_2} - b\overline{u_2}
\end{align*} \]
Actually, when $u_2$ go through the unit circle, the orbit of $a\overline{u_2} + b\overline{u_2}$ is a closed curve centric about the original point, hence it intersects the real axis. In other words, there exists unit complex number $u_2$ such that $a\overline{u_2} + b\overline{u_2}$ is a real number, denoted by $c$. It is not hard to verify
\[ |a\overline{u_2} + b\overline{u_2}|^2 + |ay\overline{u_2} - b\overline{u_2}|^2 = 1 \]
So there exists real number $d = \sqrt{1 - c^2}$ and unit complex number $u_1$ such that $a\overline{u_2} - b\overline{u_2} = du_1$.

The proof of Theorem 3 yields an explicit algorithm that involves solving the intersection of an ellipse and the real axis, thus only giving rise to a quadratic equation.

**Appendix F: Compilation using virtual $R$ in the presence of leaky gates**

Similar to phase carriers taking advantage of virtual $Z$ compilation schemes to reduce the single qubit gate overhead, we can use the virtual $R$ compilation schemes whenever the native two-qubit gate is leaky. Such gates include the CNOT gate and DDCZ. In fact we prove that leaky gates are exactly local equivalents of phase carriers, as characterized in Proposition 2. Consequently, a two-qubit gate leaking on one wire must leak on the other as well, and the virtual $R$ compilation schemes can apply to all the single-qubit gates in the circuit, with the exception of the single-qubit gates directly before a measurement. However, the single-qubit gates can be compiled with the virtual $Z$ schemes as measurements in the computational basis commutes with $Z$-rotations.

![FIG. 4: Illustration of the virtual $R$ compilation scheme in the presence of leaky gates. When a single-qubit unitary $U$ is followed by a leaky gate $V$, one can apply the virtual $R$ compilation schemes and decompose $U = R_0 \cdot T$, where $T \in S(Q)$ is to be applied physically with pulses. The extraneous rotation $R_0$ is then “leaked” through the two-qubit gate and will be jointly compiled with the following gates. Implementing $T$ saves one pulse compared to compiling $U$ with PMW compilation schemes.](image)

**Theorem 4.** A two-qubit gate $V$ is leaky on the first wire if and only if it is locally equivalent to a phase carrier. Consequently, it leaks on the other wire.

**Proof.** We start from the condition
\[ V(R_0 \otimes I)V^\dagger = C(\phi) \otimes D(\phi). \]
Without loss of generality, we assume $C(\phi), D(\phi)$ both to be differentiable with respect to $\phi$. Differentiating over both sides
with respect to $\phi$ we get

$$V(-iR \cdot R_0 \otimes I)V^\dagger = C'(\phi) \otimes D(\phi) + C(\phi) \otimes D'(\phi)$$

$$V(R \otimes I)V^\dagger = i(C'(\phi)C(\phi) \otimes I + I \otimes D'(\phi)D(\phi)).$$

The left-hand side is a constant, and hence are $P := iC'(\phi)C(\phi) = iC'(0)C(0)$ and $Q := iD'(\phi)D(\phi) = iD'(0)D(0)$. The only way that the spectrums on both side match is that one of $P, Q$ is 0 and the spectrum of the other is $\{\pm 1\}$. Up to local equivalence and the SWAP gate, one can assume that $R = P = Z$ and $Q = 0$, i.e.

$$V(Z \otimes I)V^\dagger = Z \otimes I \iff [V, Z \otimes I] = 0.$$

The only way that a unitary $V$ commutes with $Z \otimes I$ is that it is a controlled gate $V = |0\rangle \langle 0| \otimes U_0 + |1\rangle \langle 1| \otimes U_1$, making it locally equivalent to a CPHASE family gate. Therefore every leaky gate is locally equivalent to a CPHASE family gate up to a SWAP, exactly the local equivalence classes spanned by the phase carriers, and consequently leaks on the other wire as well. Conversely, every gate locally equivalent to a phase carrier is by definition leaky. \hfill \Box
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