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Abstract

This work proposes a novel theoretical framework of robust limit analysis i.e. the computation of limit loads of structures in presence of uncertainties using limit analysis and robust optimization theories. We first derive generic robust limit analysis formulations in the case of uncertain material strength properties. We discuss various ways of modeling uncertain strength properties and introduce the notion of robust strength criteria. We formulate static and adjustable robust counterparts of the corresponding uncertain limit analysis problems. Depending on the chosen strength uncertainty model, we also discuss tractable reformulations or approximations which can be implemented numerically using conic programming solvers. Building upon these results, we also derive robust limit analysis formulations in presence of loading uncertainties. Finally, various applications illustrate the versatility of the proposed framework including the derivation of a robust Mohr-Coulomb criterion with uncertain cohesion and friction angle, the computation of limit load of a structure subject to the partial loss of some components or the limit load of a truss structure under multiple load uncertainties.

1. Introduction

In the context of perfect plasticity, the theory of limit analysis (Hill, 1950) provides a powerful direct method for estimating the limit load of a structure, relying only on the compatibility between equilibrium conditions on the one hand and plasticity conditions on the other hand. It is based on two bounding theorems based either on a static formulation or a kinematic formulation. The static approach provides a lower bound estimate of the limit load when restricting to a discretized set of admissible stresses. Conversely, the dual kinematic approach relies on the search for critical failure mechanisms and provides an upper bound estimate of the limit load. In the yield design theory (Salençon, 1983, 2013), plasticity yield conditions are replaced by a generic material strength criterion. One then obtain an estimate of the structure ultimate load, provided that the material presents sufficient ductility. Applications of this generic framework cover a wide range of mechanical and civil engineering problems including geotechnical problems (slope stability, footing capacity, etc.) (Chen, 2013), reinforced-concrete structures (Chen, 2007; Nielsen and Hoang, 2016) or slabs (Johansen, 1962), limit load of steel frames, plates or shell structures (Save, 1995; Save et al.,
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In particular, this kind of reasoning forms the basis of Ultimate Limit State design in civil engineering design codes.

The main advantage of limit analysis is that it avoids the need of solving a step-by-step elasto-plastic analysis until plastic failure, the latter being in general detected by observing large displacements or non-convergence of the resolution algorithm. Limit analysis problems can instead be formulated as convex optimization programs and its numerical implementation has recently benefited from the development of efficient convex optimization solvers. More precisely, most strength criteria can be expressed using second-order cone or semi-definite constraints (Bisbos and Pardalos, 2007; Makrodimitopoulos, 2010), resulting in so-called second-order cone programs (SOCP) or semi-definite programs (SDP) respectively. Based on the seminal work of Karmarkar (1984) who developed interior-point (IP) algorithms for linear programming (LP), interior-point algorithms have later been extended to SOCP and SDP with great efficiency and robustness (Nesterov et al., 1994). Combined with a specific spatial discretization, e.g. the finite-element method, the use of IP solvers is today the state-of-the-art approach for solving large-scale limit analysis problems. The reader can refer to (Krabbenhøft et al., 2008; Martin and Makrodimitopoulos, 2008; Portioli et al., 2014; Vincent et al., 2018) for some applications and to (Bleyer, 2019) for a recent overview on this matter.

In the corresponding limit analysis convex formulation, given data consist of a known material yield criterion, a known loading (variable and fixed parts) and a known geometry. However, in real applications, uncertainty may affect all these data, e.g. the amplitude or direction of some loading may not be known exactly, material strength properties can vary locally, geometry may not always be precisely known, etc. Furthermore, engineers are interested in designing a structure which would be robust to such uncertainties, meaning that the design load should always be safe for all possible realizations of the uncertain parameters. This requires designing the structure against a worst-case situation. By varying the level of uncertainty, robustness of different constructive systems could therefore be assessed by comparing how much the collapse load depends on the uncertainty level. In doing so, one would distinguish fragile structures (i.e. sensitive to uncertainties) from robust structures. Unfortunately, it is very difficult to systematically anticipate the worst-case scenario or to explicitly explore all realizations of the uncertainty.

As regards practical applications, uncertainties are important to consider in the design stage in many cases. For instance, in geomechanics, soils are known to exhibit large spatial variability of their mechanical properties, especially in the depth direction. Available properties measurements are often very scarce in practice so that one has to resort to very conservative values of the soil properties. Moreover, for cohesive-frictional soils, shear strength and friction angle are in general negatively correlated (Wang and Akeju, 2016). It is therefore not necessarily always obvious what would be good worst-case values to retain in a robust design. Similarly, many heterogeneous materials are modeled using a homogeneous effective strength criterion (Suquet, 1985; de Buhan, 1986) assuming a well-defined microstructure, e.g. periodic masonry (De Buhan and De Felice, 1997), jointed rocks (Taliercio and Landriani, 1988), fiber-reinforced materials, etc. Usually, real materials are not exactly periodic or fractures/fibers are not always perfectly aligned along a given direction. In these cases, the effective properties computed using homogenization theory may overestimate the real strength capacity of the material.

Accounting for loading uncertainty is also crucial for a robust design as many simplifying hy-
potheses are usually assumed when considering multiple loading parameters. For instance, assessing the bearing capacity of a footing usually assumes a single vertical loading. In order to account for additional lateral loading or applied bending moment to the footing, complex interaction diagrams must be determined for all possible loading combinations, inducing large computational costs (Kusakabe and Takeyama, 2010; Graine et al., 2021). To simplify this procedure, it would therefore be relevant to compute the reduced bearing capacity relative to a dominant vertical loading accounting for uncertainties in the value of secondary loadings (lateral force or bending moment).

Another important application concerns the assessment of structural robustness which aims at evaluating the residual capacity of a structure under a catastrophic event (explosion, column removal, etc.). Such kind of events is usually not accounted for at the design stage and assessing structural robustness often relies on a scenario-based approach. Critical scenarios must be defined and individually computed through complex non-linear computations (Fu, 2009; Diab et al., 2021). This approach is therefore limited to the definition of appropriate scenarios which cannot be too numerous due to the high numerical cost induced when evaluating them. Combination of scenarios is also usually approximate due to the non-linearity of the problem. In this context, it would also be relevant to devise a procedure accounting for a potential failure of some elements without having to define and explore individually each scenario.

Accounting for uncertainty in mechanical problems can be achieved using stochastic models. This approach requires the introduction of appropriate probability distributions of the uncertain parameters. As regards plastic limit analysis, general definitions of the probability of collapse have been given in (Salençon, 1983; Augusti et al., 1984), later revisited by Alibrandi and Ricciardi (2008) using stochastic stress vectors. Various works have also considered the numerical computation of limit loads in a stochastic setting such as (Yang et al., 2012; Staat, 2014) or (Bjerager and Ditlevsen, 1983; Huang et al., 2013; Kasama and Whittle, 2016; Ali, 2016) for geotechnical applications. For instance, the reader can refer to (Jiang et al., 2022) for a recent review of slope stability in spatially variable soil.

Alternative approaches seek to assess structural robustness or reliability through non-probabilistic approaches. For instance, Ben-Haim (1994, 1995) relies on a convex model of uncertainty to define reliability of linear systems. In (Matsuda and Kanno, 2008), the authors consider uncertainty limit analysis of truss structures with very similar sources of uncertainties as those investigated in this work. For this purpose, they used the info-gap decision theory (Ben-Haim, 2006) which is however known to be difficult to apply in practice since robustness functions are very hard to compute in general. For the very specific case of truss structures, Matsuda and Kanno (2008) however manage to compute it via the resolution of a LP problem. Similarly, mixed-integer programming approaches can also be used to compute a worst-case limit load (Kanno and Takewaki, 2007) but solving such NP-hard problems is notoriously difficult and almost impossible for large-scale problems. Using a chance-constrained programming approach, Tran et al. (2018); Tran and Staat (2020) considered limit analysis and shakedown theorems under normal or log-normal strength uncertainties for von Mises plasticity. In this simple setting, chance-constrained programs can be explicitly reformulated as convex deterministic problems with reduced strength properties (this result will be recovered later in section 3.2). Tran and Staat (2021) also considered random loadings but the resulting deterministic problem turns out to be non-convex which is highly undesirable for large-scale numerical applications.
In this work, we follow the same spirit as the previous works handling uncertainty using non-probabilistic convex models but using a different route. We want to explore developments in robust optimization theory (Ben-Tal et al., 2009; Bertsimas et al., 2011) to devise a robust counterpart of standard limit analysis problems in order to compute, in an affordable manner, a collapse load estimate corresponding to, or at least safely approximating, the worst-case limit load for all possible uncertainty realizations. Robust Optimization (RO) is a relatively new and active field of research with a growing number of applications (Bertsimas and Sim, 2004; Bertsimas et al., 2011; Gabrel et al., 2014) in finance, supply chain, energy, healthcare, etc. RO is an appealing way of handling uncertainty in optimization problems as it does not assume any probability distribution for the uncertain parameters but relies instead on the notion of uncertainty sets. More precisely, it seeks to optimize some objective function provided that the optimization (or decision) variables remain feasible for any realization of the uncertain data in the uncertainty set. The popularity of RO can be attributed to the fact that dealing with such hard uncertain constraints can be reformulated as standard deterministic constraints for various types of problems and uncertainty sets. This notion of tractability (Bertsimas et al., 2011) is one of the key aspects in deriving robust counterparts in the RO framework. A second important aspect is the conservatism of RO formulations (Bertsimas and Sim, 2004). In its most basic formulation, RO considers only static decision variables, the value of which are not affected by the uncertainty realization. In some cases, this results in overly-conservative or even leads to infeasible solutions. Adjustable Robust Optimization (Yanıkoğlu et al., 2019) considers also decision variables to be adjustable to the uncertainty realization. The corresponding adjustable robust counterpart is then less conservative than its initial static counterpart but also much more complex to solve and involves solving procedure often relying on appropriate decision rules (Ben-Tal et al., 2009; Gorissen et al., 2015).

Benefiting from the deep conceptual link between limit analysis and convex optimization, we endeavour to formulate a robust limit analysis theory. Contrary to previously mentioned contributions using info-gap or chance-constrained programming, we aim here at providing a generic framework which can be applied to different mechanical models (solids, trusses, beams, shells, etc.) and generic strength criteria (polyhedral or non-polyhedral ones). Most importantly regarding computational efficiency, we concentrate on obtaining tractable robust counterparts i.e. convex programs the size of which scales at most polynomially with the deterministic problem data. This important constraint will however allow us to benefit from the efficiency of IP solvers as mentioned previously when considering large-scale realistic applications.

The manuscript is organized as follows: section 2 introduces robust formulations of limit analysis theory in the case of strength uncertainty; section 3 details the derivation of tractable robust counterparts of uncertain strength constraints arising in the previous formulations; section 4 is devoted to the specific case of affinely adjustable robust counterparts; finally, section 5 deal with the case of uncertain loads and section 6 draws some conclusions and perspectives for future research.
2. Generic formulations of robust limit analysis theory

2.1. A robust optimization primer

In this section we give a quick overview of the robust optimization framework and tools we are using in this paper.

2.1.1. Optimization under uncertainty

We consider the following nominal optimization problem,

\[
(P_{\zeta_0}) \quad \text{val}(\zeta_0) = \max_x J(x) \quad (1a)
\]

\[
\text{s.t.} \quad g(x) \in G(\zeta_0) \quad (1b)
\]

that is we are looking for the vector \( x \), that maximizes the objective function \( J \), while satisfying the constraint \( g(x) \in G(\zeta_0) \) for some set \( G \) and constraint function \( g \).

In the above problem, \( \zeta_0 \) is a vector of given (nominal) parameters. Unfortunately, in numerous applications, the parameters \( \zeta_0 \) are not well known, and the vast field of optimization under uncertainty tackles this fact through various approaches. For instance, chance-constrained programming consists in assuming that \( \zeta \) is a random variable, and replaces the constraint (1b) by

\[
P(g(x) \in G(\zeta_0)) \geq 1 - \varepsilon \quad (2)
\]

where \( \varepsilon \) is a confidence parameter. While the chance constraint (2) is intuitive enough, it is generally mathematically difficult and requires to know the exact law of the uncertain parameter, which is often hard to obtain. Robust Optimization offers a third approach, by simply assuming that the uncertain parameter \( \zeta \) lies in an uncertainty set \( U \), and that the optimal solution \( x_R \) shall maximize the objective function while satisfying the constraint for all possible values of \( \zeta \), that is (1b) now reads

\[
g(x) \in G(\zeta) \quad \forall \zeta \in U \quad \text{or equivalently} \quad g(x) \in \bigcap_{\zeta \in U} G(\zeta) \quad (3)
\]

Remark 1. Both of these approaches are fundamentally different from sensitivity analysis, which consists in solving the problem \( (P_{\zeta}) \) for various values of \( \zeta \) to observe the variation of the value of the problem \( \text{val}(\zeta) \) with the parameter \( \zeta \). Indeed, in sensitivity analysis the optimal solution \( x_\zeta \) is chosen while knowing the actual value of the uncertain parameter \( \zeta \), while the optimal solution to a chance constrained or robust problem is the same, and take into account, all possible values of \( \zeta \).

A difficulty of robust optimization modeling is the choice of the uncertainty set \( U \). This choice is made with two different objectives in mind: representativity of uncertainty and tractability of the induced problem. Representativity means that \( U \) should encompass all or most of the reasonable possible values of \( \zeta \). Tractability means that the robust optimization problem can be numerically (approximately) solved efficiently. Examples of classical uncertainty sets are given in section 2.1.2.

---

1. This is sometimes topped-up by theorems saying that if \( \sigma \) satisfies (3) for some uncertainty set \( U \), then it satisfies the chance constraint (2) for some \( \varepsilon \) and a large class of law of \( \zeta \). Discussion of such probabilistic guarantees falls out of the scope of this paper.
When the uncertainty set is not tractable, a common method consists in approximating $\mathcal{U}$ by a more tractable uncertainty set $\hat{\mathcal{U}}$. We say that $\hat{\mathcal{U}}$ is a safe approximation of $\mathcal{U}$ if any $x$ satisfying the robust constraint (3) with $\hat{\mathcal{U}}$ also satisfies the original constraint (3) with $\mathcal{U}$. For example, this is the case if $\mathcal{U} \subseteq \hat{\mathcal{U}}$.

2.1.2. Typical uncertainty sets

Robust optimization offers great freedom in modeling uncertainty through the choice of the uncertainty set. The latter should however remain simple enough to ensure tractability of the robust counterpart. Typical examples of such simple uncertainty sets often encountered in the literature are:

- **the box uncertainty or $\ell_\infty$-norm:**
  \[
  \mathcal{U}_\infty = \{ \zeta \in \mathbb{R}^m \text{ s.t. } \| \zeta \|_\infty = \max_j |\zeta_j| \leq 1 \} \tag{4}
  \]

- **the ellipsoid uncertainty or $\ell_2$-norm:**
  \[
  \mathcal{U}_2 = \{ \zeta \in \mathbb{R}^m \text{ s.t. } \| \zeta \|_2 = \sqrt{\sum_j \zeta_j^2} \leq 1 \} \tag{5}
  \]

- **the cross-polytope uncertainty or $\ell_1$-norm:**
  \[
  \mathcal{U}_1 = \{ \zeta \in \mathbb{R}^m \text{ s.t. } \| \zeta \|_1 = \sum_j |\zeta_j| \leq 1 \} \tag{6}
  \]

- **the budget uncertainty or $\ell_1 \cap \ell_\infty$-norm:**
  \[
  \mathcal{U}_{\text{budget}}(\Gamma) = \{ \zeta \in \mathbb{R}^m \text{ s.t. } \| \zeta \|_\infty \leq 1 \text{ and } \| \zeta \|_1 \leq \Gamma \} \tag{7}
  \]

The above uncertainty sets correspond to unit balls of standard norms for non-dimensional uncertainty parameters $\zeta$. They can obviously be generalized to non-unit balls with radius $R$ or to parameters $\zeta$ with different physical dimensions (see section 3.1.1). The box uncertainty is the most conservative one as uncertain parameters can take all values between $\pm 1$ without restriction. Using such a set ignores correlation between the parameters. As a result, the obtained robust solutions are, in general, over-conservative in practice. The ellipsoid uncertainty has the advantage of being less conservative but it results in robust counterparts with higher complexity. For this reason, many interesting results in the robust optimization literature can be obtained when restricting to a polyhedral uncertainty. This makes the cross-polytope uncertainty quite appealing. It assumes that one uncertain parameter can take its maximum value only if all remaining parameters are zero. A generalization of this observation can be obtained using the budget uncertainty $\mathcal{U}_{\text{budget}}(\Gamma)$ which states that at most $\Gamma$ parameters can take their maximum value simultaneously. Note that if $\Gamma = 1$, one recovers the cross-polytope uncertainty whereas the box uncertainty is obtained for $\Gamma \geq m$. 
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2.1.3. Robust optimization with recourse

Up to now, we have mainly discussed a static robust optimization problem where a decision variable $x$ has to be resilient to all possible uncertainty. However, in some cases the optimization problem has two types of variable, first stage variables $x$ that are the same for all uncertainty, and recourse variables that can be adapted to the actual value of the uncertainty. More precisely, we consider a problem of the form

$$
\text{(ARC)} \quad \max_x \left\{ J(x) \mid \forall \zeta \in \mathcal{U}, \quad \exists \sigma(\zeta), \quad g(x, \sigma(\zeta)) \in G(\zeta) \right\}.
$$

Those adaptable recourse problems, are numerically challenging, essentially because the recourse variable $\sigma$ is a function of the uncertainty $\zeta$. A classical approach consists in restricting the class of function in which we can take $\sigma$, to obtain an approximated problem. Let’s highlight this idea with two main function classes: constant and affine functions. Assuming $\sigma$ to be constant consists in considering that $\sigma$ is a first-stage variable which does not adapt to the uncertainty, contrary to a recourse variable. This leads to solving a standard static robust optimization problem, namely

$$
\text{(RC)} \quad \max_{x, \sigma} \left\{ J(x) \mid \forall \zeta \in \mathcal{U}, \quad g(x, \sigma) \in G(\zeta) \right\}.
$$

Choosing $\sigma$ in the larger class of affine function consists in looking for a matrix $A$ and a vector $\sigma_0$ such that $\sigma(\zeta) = A\zeta + \sigma_0$ for all $\zeta \in \mathcal{U}$, yielding the following equivalent static optimization problem

$$
\text{(AARC)} \quad \max_{x, A, \sigma_0} \left\{ J(x) \mid \forall \zeta \in \mathcal{U}, \quad g(x, A\zeta + \sigma_0) \in G(\zeta) \right\}.
$$

Note that the problem (RC) is a more constrained version of problem (AARC) (as a constant function is a specific affine function) which is itself a more constrained version of problem (ARC), thus we have the following inequality

$$
\text{val(RC)} \leq \text{val(AARC)} \leq \text{val(ARC)} \tag{11}
$$

2.2. Nominal limit analysis

Let us now apply the above-mentioned concepts to limit analysis problems. Formulated in its static form, a limit analysis problem amounts to finding the maximal value of the load factor such that one can find a stress field in equilibrium with the loading and satisfying the material local strength criterion. In the case of certain data, we will refer to it as the nominal limit analysis problem and denote the corresponding maximum load factor as $\lambda_N$. The latter can be given as the solution to the following maximization problem:

$$
\lambda_N = \max_{\lambda, \sigma} \lambda \quad \text{s.t.} \quad \begin{align*}
\text{div} \sigma + \lambda f^v + f^f &= 0 \quad \text{in } \Omega \\
\sigma \cdot n &= \lambda t^v + t^f \quad \text{on } \partial \Omega_T \\
\sigma &\in G \quad \text{in } \Omega
\end{align*}
$$

where $\lambda$ is the load factor, $\sigma$ the Cauchy stress field in $\Omega$, $f^v$ (resp. $f^f$) the variable reference (resp. the fixed) body force, $t^v$ the variable reference (resp. the fixed) contact force prescribed on some
part $\partial\Omega_T$ of the boundary and $G$ is the material yield/strength criterion which we assume to be a convex set (possibly unbounded) containing 0.

In the above, the first two constraints correspond to the local balance equation and traction boundary conditions, whereas the last one corresponds to the strength condition which must be satisfied at all point $x \in \Omega$. Note that the strength criterion $G$ could well be a function of $x$. For the sake of notational simplicity we do not make this dependence on $x$ explicit (similarly for $\sigma$, $f$, etc.). Similarly, we also drop the fact that the constraints must be enforced in $\Omega$ and on $\partial\Omega_T$ in the following.

Remark 2. Note that this work make use of a 3D continuum formulation for the presentation of robust limit analysis problems. However, all the introduced notions can also equally apply to other mechanical models (e.g. truss, beam, plate or shell theories) by replacing the first two constraints with the corresponding local balance equations and stress boundary conditions and the strength criterion $G$ by the corresponding strength condition expressed in terms of generalized forces (e.g. normal force, bending moment, etc.).

2.3. Uncertain limit analysis with strength uncertainties

We first consider the simple case in which the loading is certain but the material may possess uncertain properties such that the strength criterion is now written as $G(\zeta)$ where $\zeta \in U \subseteq \mathbb{R}^m$ is a vector of uncertain parameters and $U$ the corresponding uncertainty set in which the uncertainty must vary (see section 2.1.2). From now on, we assume $U$ to be closed convex and full dimensional. The maximum load factor now becomes uncertain i.e. it depends on the value of the uncertainty realization:

$$\lambda^+(\zeta) = \max_{\lambda,\sigma} \lambda$$

s.t. $\text{div} \sigma + \lambda f^t + f^f = 0$

$\sigma \cdot n = \lambda t^t + t^f$

$\sigma(\zeta) \in G(\zeta)$

(12)

The main purpose of robust optimization is to provide worst-case solutions to a given optimization problem. Our proposed theory of robust limit analysis therefore aims at evaluating the worst-case limit load among all possible realizations. In the remaining of this section, we discuss various robust formulations.

2.3.1. Adjustable robust optimization

For a given loading and two different given realizations of the uncertainty, one expects that the stress field will be different depending on the uncertainty realizations. The most natural approach therefore consists in considering the stress field and the corresponding load factor to be recourse variables. Thus, we are faced with an adjustable robust counterpart (ARC) to problem (12) defined as follows:

$$\lambda_{\text{ARC}} = \min_{\zeta \in U} \lambda^+(\zeta) = \min_{\zeta \in U} \max_{\sigma(\zeta),\lambda(\zeta)} \lambda(\zeta)$$

s.t. $\text{div} \sigma(\zeta) + \lambda(\zeta)f^t + f^f = 0$

$\sigma(\zeta) \cdot n = \lambda(\zeta)t^t + t^f$

$\sigma(\zeta) \in G(\zeta)$

(ARC)

i.e. we find the largest load factor such that, for each uncertainty realization there exists an optimal stress field in equilibrium, with the corresponding collapse load factor, satisfying the strength criterion.
In the following, we also make use of the following equivalent formulation of the ARC problem (Takeda et al., 2008; Marandi and Den Hertog, 2018):

\[ \lambda_{ARC} = \max_{\lambda} \bar{\lambda} \]

\[ \text{s.t. } \forall \zeta \in \mathcal{U}, \exists \lambda, \text{s.t. } \]

\[ \text{div} \sigma + \lambda f^t + f^f = 0 \]

\[ \sigma \cdot n = \lambda t^t + t^f \]

\[ \sigma \in G(\zeta) \]

\[ \bar{\lambda} \leq \lambda \]  

where uncertainty of the objective function has been transferred to the constraints with the introduction of a static (non-adjustable) variable \( \bar{\lambda} \).

### 2.3.2. Static robust optimization

Unfortunately, as noted in section 2.1.3, adaptive recourse problem are numerically challenging. We follow here a conservative static robust counterpart (RC) in which we look for a stress field \( \sigma \) and a load factor \( \lambda \), independent of the exact realization of the uncertainty, which satisfy the strength condition \( G(\zeta) \) for all \( \zeta \in \mathcal{U} \). The corresponding problem can be formulated as follows:

\[ \lambda_{RC} = \max_{\lambda, \sigma} \lambda \]

\[ \text{s.t. } \text{div} \sigma + \lambda f^t + f^f = 0 \]

\[ \sigma \cdot n = \lambda t^t + t^f \]

\[ \sigma \in G(\zeta) \quad \forall \zeta \in \mathcal{U} \]  

What makes problem (14) a robust optimization problem is the condition \( \forall \zeta \in \mathcal{U} \) in the last constraint. This implies that the constraint \( \sigma \in G(\zeta) \) must be fulfilled for any possible value of \( \zeta \in \mathcal{U} \). It is therefore an infinite-dimensional constraint. One of the main goals of robust optimization theory is to make such a problem tractable using standard convex optimization algorithms.

For instance, the robust constraint can be reformulated as:

\[ \sigma \in G(\zeta) \quad \forall \zeta \in \mathcal{U} \quad \Leftrightarrow \quad \sigma \in G_{RC} \]  

when introducing:

\[ G_{RC} = \bigcap_{\zeta \in \mathcal{U}} G(\zeta) \]  

the robust counterpart to the uncertain strength criterion. In order for a stress field to be admissible with respect to any possible realization of the uncertain strength criterion \( G(\zeta) \), it has to belong to the intersection of all such domains (see Figure 1).

Now, problem (14) writes as:

\[ \lambda_{RC} = \max_{\lambda, \sigma} \lambda \]

\[ \text{s.t. } \text{div} \sigma + \lambda f^t + f^f = 0 \]

\[ \sigma \cdot n = \lambda t^t + t^f \]

\[ \sigma \in G_{RC} \]  

which is now independent of the uncertainty realization. As a result, problem (RC) is a classical limit analysis problem with a different strength criterion given by (16). This makes problem (RC) very appealing provided that a simple expression for \( G_{RC} \) can be found. It is however very hard to determine a simple expression for the infinite-dimensional set intersection appearing in (16). Exact or approximate reformulation of strength criteria robust counterparts are discussed in section 3.
2.3.3. Affinely adjustable robust optimization

Unfortunately, if (RC) problem are numerically tractable, the obtained approximation might be unreasonably conservative. As mentioned earlier, a middle ground is the affinely adjustable robust counterpart (AARC), which consists in looking for adjustable variables \( \sigma(\zeta) \) and \( \lambda(\zeta) \) that are affine functions of the uncertain variable, the so-called affine decision rule (Ben-Tal et al., 2004):

\[
\begin{align*}
\sigma(\zeta) &= \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j & (17a) \\
\lambda(\zeta) &= \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j & (17b)
\end{align*}
\]

where the \( \sigma_i \) (resp. \( \lambda_i \)) represent \( 1 + m \) different stress fields (load factor variables) which are now static optimization variables. Inserting the affine decision rules (17a)-(17b) into (ARC), the corresponding AARC reads:

\[
\lambda_{AARC} = \max_{\sigma, \lambda} \min_{\zeta \in \mathcal{U}} \quad \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \\
\text{s.t.} \quad \text{div} \left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) + \left( \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \right) \mathbf{f}^r + \mathbf{f}^t = 0 \\
\left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) \cdot \mathbf{n} = \left( \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \right) \mathbf{t}^r + \mathbf{t}^t \\
\left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) \in G(\zeta) 
\]

Figure 1: Robust strength domain \( G_{RC} \) (in blue) obtained as the intersection of various uncertain realizations \( G(\zeta) \) (in black) of a nominal domain (in red).
which can also be reformulated as follows:

\[
\lambda_{\text{AARC}} = \max_{\lambda, \sigma_i, \lambda_i} \bar{\lambda}
\]

s.t. \[
\begin{aligned}
& \text{div}(\sigma_0) + \lambda_0 f^r + f^f = 0 \\
& \text{div}(\sigma_j) + \lambda_j f^r = 0 \quad \forall j = 1, \ldots, m \\
& \sigma_0 \cdot n = \lambda_0 t^r + t^f \\
& \sigma_j \cdot n = \lambda_j t^r \quad \forall j = 1, \ldots, m \\
& \left(\sigma_0 + \sum_{j=1}^m \sigma_j \zeta_j\right) \in G(\zeta) \quad \forall \zeta \in U \\
& \bar{\lambda} \leq \lambda_0 + \sum_{j=1}^m \lambda_j \zeta_j \quad \forall \zeta \in U
\end{aligned}
\]

(AARC)

in which we removed the uncertainty from the objective function and replaced the minimization over \( \zeta \) with robust constraints. Note that equality constraints depending on \( \zeta \) have been re-expressed by identifying the corresponding terms of the expansion in terms of \( \zeta_i \) since \( U \) is full dimensional.

2.3.4. Comparison between the different approaches

Summarizing, (RC) is the most conservative formulation yielding the smallest limit load. (AARC) is more flexible since it considers additional static variables \( \sigma_j, \lambda_j \) for \( j = 1, \ldots, m \) and reduces to (RC) if we fix all \( \sigma_j = 0 \). As mentioned, (ARC) is less conservative than (AARC) since we allow for more general decision rules but is generally untractable. Finally, all of these formulations guard against all possible realizations of the uncertainty such that we have the following ordering:

\[
\lambda_{\text{RC}} \leq \lambda_{\text{AARC}} \leq \lambda_{\text{ARC}} \leq \lambda^+(\zeta) \quad \forall \zeta \in U
\]

(19)

3. Tractable robust counterparts for strength uncertainties

One major challenge of robust optimization is to obtain a tractable formulation of the robust problem. For instance, problem (ARC) is almost never computationally tractable whereas (RC) may be tractable if \( G_{\text{RC}} \) can be expressed in a simple fashion. Tractability strongly depends on the ”shape” of the uncertainty set \( U \) and on how the uncertain constraints depend on \( \zeta \). For instance, robust linear programs are LP if the uncertainty set is polyhedral and SOCP if the uncertainty set is ellipsoidal. A robust second-order cone program is SDP if the uncertainty is ellipsoidal. In complex cases where no tractable reformulations are known, one can devise tractable approximations (which might be tight or not) to obtain an estimate, sometimes a safe one, of the robust solution.

In this section, we therefore discuss various tractable formulations of the static robust counterparts derived in section 2.3.2 depending on different hypotheses made on the form of the uncertain strength properties, more precisely on how \( G(\zeta) \) may depend on \( \zeta \) and on the choice of the uncertainty set \( U \).

3.1. Modeling uncertainties with uncertainty sets

3.1.1. Uncertainty on physical parameters

The previous uncertainty sets have been defined for non-dimensional uncertain parameters \( \zeta \) with maximum absolute value of 1. Modeling uncertainty of physical parameters \( k \in \mathbb{R}^p \) using
such sets $\mathcal{U}$ can be achieved through simple affine mappings of the form:

$$k(\zeta) = k_0 + K\zeta \quad \text{for } \zeta \in \mathcal{U}$$

(20)

where $k_0$ is the parameters nominal value and $K \in \mathbb{R}^{p \times m}$ a matrix characterizing the physical amplitude of the parameters with respect to $\zeta$. For instance, if $p = m$, $K = \text{diag}(\Delta k)$ and $\mathcal{U} = \mathcal{U}_\infty$, uncertain parameters will vary in the following box region $k(\zeta) \in [k_0 - \Delta k; k_0 + \Delta k]$.

In some cases, information on the cross-correlation between uncertain parameters might be available through a covariance matrix $\text{Cov}$. Letting $K$ be the Cholesky factor of the covariance matrix ($\text{Cov} = K^TK$), the use of $\mathcal{U}_2$ results in an ellipsoid domain with principal axis oriented along the direction of principal correlations. Similarly, the use of $\mathcal{U}_\infty$ (resp. $\mathcal{U}_1$) results in a skewed polytope domain circumscribed (resp. inscribed) to the corresponding ellipsoid.

**Remark 3.** Note that robust optimization theory models uncertain parameters with bounded supports. This is a strong modeling choice which seems to exclude stochastic parameters following unbounded probability distributions (e.g. normal or log-normal). However, it is possible to devise probabilistic guarantees for which the satisfaction of a robust constraint ensures satisfaction of the stochastic constraint with sufficiently low probability. Typically, the "radius" of the uncertainty set can be scaled to satisfy the stochastic constraint with a sufficient confidence level. This aspect is however outside the scope of the present contribution.

### 3.2. Homothetic strength uncertainty

Let us first suppose the case of a so-called homothetic strength uncertainty, that is, the case where the strength uncertainty can be described by an uncertain scaling factor $\beta(\zeta)$ while the strength criterion retains its nominal shape $G_0 = G(\zeta = 0)$:

$$G(\zeta) = (1 - \beta(\zeta))G_0$$

(21)

where we assume that $\beta(\zeta) = 0$ for $\zeta = 0$. Note that, as mentioned earlier, since $G$ may also potentially depend on the space location, so does $\beta$.

In the following, it will be easier to describe the strength condition $\sigma \in G$ via the gauge function (or Minkowski functional) $g_G(\sigma)$ of the convex set $G$ defined as follows:

$$g_G(\sigma) = \inf \{ \alpha \text{ s.t. } \alpha > 0 \text{ and } \alpha \sigma \in G \}$$

(22)

so that:

$$\sigma \in G \iff g_G(\sigma) \leq 1$$

(23)

For instance, for the homothetic strength uncertainty (21), we have:

$$g_G(\sigma)(\zeta) = \frac{g_{G_0}(\sigma)}{1 - \beta(\zeta)}$$

(24)

The robust strength condition (15) can therefore be equivalently rewritten as:

$$g_{G_0}(\sigma) \leq 1 - \beta(\zeta) \quad \forall \zeta \in \mathcal{U}$$

$$g_{G_0}(\sigma) \leq \min_{\zeta \in \mathcal{U}} \{1 - \beta(\zeta)\}$$

$$g_{G_0}(\sigma) \leq 1 - \max_{\zeta \in \mathcal{U}} \beta(\zeta)$$

(25)
Introducing \( \bar{\beta} := \max_{\zeta \in \mathcal{U}} \beta(\zeta) \), we see that \( G_{RC} \) is then:

\[
G_{RC} = (1 - \bar{\beta})G_0
\]  

(26)

We can see that, even for this very simple case, obtaining the robust counterpart involves maximizing function \( \beta \) over a convex set \( \mathcal{U} \) which might not always be easy to do if \( \beta \) and/or \( \mathcal{U} \) have a complex structure.

In the case where \( \beta(\zeta) = b^T \zeta \) is a linear function, we have

\[
\bar{\beta} = \max_{\zeta \in \mathcal{U}} b^T \zeta = \pi_{\mathcal{U}}(b) = \|b\|_*
\]  

(27)

where \( \pi_{\mathcal{U}} \) is the support function of the uncertainty set \( \mathcal{U} \) which is given by the corresponding dual norm \( \| \cdot \|_* \) when uncertainty sets are unit balls of a given norm \( \| \cdot \| \) (see Appendix A for more details).

Finally, if \( \beta(\zeta) = f(b^T \zeta) \) where \( f \) is an increasing function, then we have:

\[
\bar{\beta} = \max_{\zeta \in \mathcal{U}} f(b^T \zeta) = f(\|b\|_*)
\]  

(28)

Using these results, we obtain formulations quite similar to those from Tran et al. (2018); Tran and Staat (2020, 2021).

Remark 4. Note that the results obtained in this section can be generalized to the case where \( G(\zeta) \) is described as follows:

\[
\sigma \in G(\zeta) \iff g_i(\sigma) \leq 1 - b_i(\zeta) \quad \forall i = 1, \ldots, p
\]  

(29)

i.e. as the intersection of \( p \) convex sets, each of them being associated with a gauge function \( g_i \) and subjected to a homothetic uncertainty through a function \( b_i(\zeta) \). Note that, if the \( b_i(\zeta) \) are different, the uncertainty does not act in an homothetic manner on the whole intersection \( G \).

The previous results can then be applied to each individual constraint independently of each other.

3.3. Eroded strength conditions

We now turn to a more generic type of uncertain strength conditions than the previous homothetic case, namely uncertain strength conditions of the following type:

\[
g_G(\sigma + \sigma_{\zeta}) \leq 1, \quad \forall \sigma_{\zeta} \in \mathcal{U}_\Sigma
\]  

(30)

where \( \mathcal{U}_\Sigma \) is again a convex uncertainty set (here in the stress space). The robust counterpart of (30) defines a modified\(^2\) strength domain which can be defined as the *erosion* of \( G \) by \( \mathcal{U}_\Sigma \) using the erosion operator \( \ominus \) appearing in morphological image processing Serra (1982).

Definition 1. The *eroded strength domain* of \( G \) with respect to the uncertainty set \( \mathcal{U}_\Sigma \) is defined as:

\[
G \ominus \mathcal{U}_\Sigma = \bigcap_{\sigma_{\zeta} \in \mathcal{U}_\Sigma} \{ \hat{\sigma} - \sigma_{\zeta} \text{ s.t. } \hat{\sigma} \in G \}
\]  

(31)

\(^2\) Usually smaller if \( 0 \in \mathcal{U}_\Sigma \).
We have the following equivalent characterizations of the eroded strength domain:

**Proposition 1.** The following statements are equivalent:

- \( \sigma \in G \ominus U \)
- \( g_G(\sigma + \sigma_\zeta) \leq 1, \quad \forall \sigma_\zeta \in U \)
- \( g_{G \ominus U}(\sigma) = \sup_{\sigma_\zeta \in U} g_G(\sigma + \sigma_\zeta) \)

**Remark 5.** Such eroded strength conditions can be related to yield criteria expressed in terms of effective stresses for porous materials (Coussy, 2004). For instance, in the case of Terzaghi’s effective stress \( \sigma_{eff} = \sigma - pI \), yield conditions are expressed on the effective stress: \( \sigma_{eff} \in G \). If the pressure \( p \) is known without any uncertainty, the corresponding strength domain in terms of the total stress \( \sigma \) is given by the translation of \( G \) by \( p \) along the hydrostatic axis, that is the eroded domain \( G \ominus \{pI\} \). However, if \( p \) is known only within a given interval, say \( p \in [p_{\text{min}}; p_{\text{max}}] \), then the eroded domain is given by \( G \ominus \{pI\text{ s.t. } p \in [p_{\text{min}}; p_{\text{max}}]\} \), that is as the intersection of \( G \) translated by \( p_{\text{min}} \) and \( G \) translated by \( p_{\text{max}} \) along the hydrostatic axis.

3.4. Generic uncertain strength conditions and tractable approximations

Combining uncertain constraints of the form (30) and homothetic uncertainty with a linear function \( \beta(\zeta) = b^T \zeta \), we now consider generic uncertain strength conditions of the form:

\[
g_G(\sigma + \sigma_\zeta) \leq 1 - b^T \zeta, \quad \forall \sigma_\zeta \in U, \forall \zeta \in U
\]

which reduces to a homothetic strength uncertainty if \( U = \{0\} \). Such kind of constraint appear frequently in the subsequent sections and therefore deserves some attention. To simplify notations and without loss of generality, we merge both types of uncertainties into a single uncertainty set \( U \) and consider instead the following type of uncertain conditions:

\[
g(\sigma + \Sigma \zeta) \leq 1 - b^T \zeta, \quad \forall \zeta \in U
\]
with $\sigma \in \mathbb{R}^d$, $\Sigma \in \mathbb{R}^{d \times m}$, $d$ being the dimension of the stress space.

Unfortunately, an exact tractable reformulation of this constraint is not available in the general case since it involves maximizing the convex function $\zeta \mapsto g(\sigma + \Sigma \zeta)$ over $\mathcal{U}$ which is very hard in practice. We now discuss cases where such an exact reformulation exists and provide approximations for the general case.

3.4.1. Exact reformulation when $G$ is polyhedral

In the specific case where $G$ is polyhedral, (33) admits an exact tractable reformulation. Indeed, let us consider $G$ to be a polyhedron described by the following set of $K$ linear inequalities:

$$G = \{\sigma \in \mathbb{R}^d \text{ s.t. } c_k^T \sigma \leq d_k, \forall k = 1, \ldots, K\} \quad (34)$$

In this case, the robust strength condition (33) reads:

$$c_k^T (\sigma + \Sigma \zeta) \leq (1 - b^T \zeta) d_k \forall \zeta \in \mathcal{U}, \forall k = 1, \ldots, K \quad (35)$$

Since uncertainty is constraint-wise in robust optimization, we can consider only a single constraint of index $k$ and derive its corresponding worst-case formulation:

$$c_k^T \sigma + \max_{\zeta \in \mathcal{U}} \{(c_k^T \Sigma + d_k b^T) \zeta\} \leq d_k \quad (36)$$

$$\Leftrightarrow c_k^T \sigma + \max_{\zeta \in \mathcal{U}} \{(c_k^T \Sigma + d_k b^T) \zeta\} \leq d_k \quad (37)$$

which, if $\mathcal{U}$ is a centered ball for norm $\| \cdot \|$, reads $c_k^T \sigma + \| \Sigma^T c_k + d_k b \|_* \leq d_k$ which is again tractable.

**Remark 6.** Although the hypothesis of a polyhedral strength condition seems restrictive, there is still a large range of applications for limit analysis problems involving polyhedral strength conditions, including rigid block mechanics with Coulomb friction in 2D (Gilbert and Melbourne, 1994), some homogenized masonry strength criteria (De Buhan and De Felice, 1997), yield line method for plates (Johansen, 1962), linearizations of non-linear criteria (Pastor et al., 2004), etc.

3.4.2. Exact reformulation when $\mathcal{U}$ is polyhedral

As mentioned before, maximizing $g(\sigma + \Sigma \zeta)$ over $\mathcal{U}$ is very hard in the general case. However, when $\mathcal{U}$ is polyhedral, and $g$ convex, we know that the maximum is attained on one of the vertices of $\mathcal{U}$. As a result, we have the corresponding vertex-based reformulation:

**Theorem 1** (Vertex-based reformulation with polyhedral uncertainty). If $\mathcal{U}$ is a polyhedron, i.e. the convex hull of vertices $\xi^k$, $k = 1, \ldots, N$, then (33) is equivalent to:

$$\max_{k=1,\ldots,N} \{g(\sigma + \Sigma \xi^k) + b^T \xi^k\} \leq 1 \quad (38)$$

Unfortunately, the number $N$ of vertices of a polyhedron may grow exponentially with the uncertainty set dimension so that (38) becomes computationally burdensome with increasing uncertainty dimension.
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3.4.3. Approximate reformulations

In the general case ($G, U$ not polyhedral, large uncertainty dimension, etc.), we have to resort to tractable approximations instead of exact reformulations. A few safe approximations are available in the robust optimization literature depending on the level of hypothesis on $g$ or $U$. We use essentially two of them, proposed by Bertsimas and Sim (2006) and Roos et al. (2018).

**Theorem 2** (Bertsimas and Sim approximation). If $U$ is an uncertainty set defined by an absolute norm (e.g. those of section 2.1.2), the robust constraint (33) can be safely approximated as follows (Bertsimas and Sim, 2006):

$$g(\sigma) + \|s\|_* \leq 1$$

(39)

where for $j = 1, \ldots, m$:

$$s_j = \max\{g(\Sigma_j) + b_j, g(-\Sigma_j) - b_j\}$$

(40)

with $\Sigma_j$ denoting the $j$-th column of $\Sigma$.

**Remark 7.** Note that if $g$ is symmetric with respect to the origin, (40) simplifies to:

$$s_j = g(\Sigma_j) + |b_j|$$

(41)

This approximation is extremely versatile since it relies only on very general assumptions on $g$ and $U$. Unfortunately, it might not always be tight enough in certain cases.

A tighter approximation than (39) can be obtained from Roos et al. (2018, Th.1) in the specific case where the uncertainty set is polyhedral. Details of the derivation are given in Appendix B. We report here only the simplified form of the corresponding approximation obtained for the box and cross-polytope uncertainty sets.

**Proposition 2** (Roos et al. approximation - box uncertainty). If $U = U_\infty$, the robust constraint (33) can be conservatively approximated using Theorem 3 as follows:

$$\exists w \in \mathbb{R}^m, W \in \mathbb{R}^{d \times m} s.t.$$

$$\begin{align*}
\sum_{j=1}^m w_j + g\left(\sigma - \sum_{j=1}^m W_j\right) &\leq 1 \\
g(W_j - \Sigma_j) - b_j &\leq w_j \quad \forall j = 1, \ldots, m \\
g(W_j + \Sigma_j) + b_j &\leq w_j
\end{align*}$$

(42)

**Proposition 3** (Roos et al. approximation - cross-polytope uncertainty). If $U = U_1$, the robust constraint (33) can be conservatively approximated using Theorem 3 as follows:

$$\exists w \in \mathbb{R}, W \in \mathbb{R}^d s.t.$$

$$\begin{align*}
w + g(\sigma - W) &\leq 1 \\
g(W - \Sigma_j) - b_j &\leq w \quad \forall j = 1, \ldots, m \\
g(W + \Sigma_j) + b_j &\leq w
\end{align*}$$

(43)

**Remark 8.** Interestingly both approximations obtained from Theorem 2 and Theorem 3 can be formulated using conic constraints of the same form as those involved in the definition of $g$. The main difference with the nominal case regarding computational complexity is that the resulting robust constraint involves a finite number of instances of $g$ instead of just one e.g. $2m+1$ instances for (2) and (3).
3.4.4. Illustrative example

To illustrate the effectiveness of the previous approximate reformulations, we consider the determination of the eroded strength condition in the case of a plane stress von Mises criterion given by:

\[ \sigma \in G \iff g(\sigma) = \frac{1}{\sigma_0} \sqrt{\sigma_1^2 + \sigma_2^2 - \sigma_1 \sigma_2} \leq 1 \]  \hspace{1cm} (44)

where \( \sigma_1, \sigma_2 \) are the principal stresses and \( \sigma_0 \) the material uniaxial strength.

We determine the corresponding eroded strength domain:

\[ \sigma \in G \ominus U_\Sigma \iff g(\sigma + \sigma_\zeta) \leq 1 \quad \forall \sigma_\zeta \in U_\Sigma \]  \hspace{1cm} (45)

when \( U_\Sigma \subseteq \mathbb{R}^2 \) is given by, either:

\[ \sigma_\zeta \in U_\Sigma \iff |\sigma_\zeta,1| + |\sigma_\zeta,2| \leq \alpha \sigma_0 \]  \hspace{1cm} (46)

or:

\[ \sigma_\zeta \in U_\Sigma \iff \max\{|\sigma_\zeta,1|; |\sigma_\zeta,2|\} \leq \alpha \sigma_0 \]  \hspace{1cm} (47)

with \( 0 < \alpha < 1 \). The above stress uncertainty set \( U_\Sigma \) corresponds to a scaled cross-polytope or box uncertainty, that is \( U_\Sigma = \alpha \sigma_0 U_1 \) or \( U_\Sigma = \alpha \sigma_0 U_\infty \), respectively.

Figure 3 represents the obtained eroded domains in both cases for \( \alpha = 0.25 \). It can clearly be seen that the approximation obtained from Theorem 2 is much more conservative than that obtained from Theorem 3. The latter is in fact of very good quality as it seems to be exact for the cross-polytope uncertainty (Figure 3a) whereas it is very close to the exact domain obtained with the vertex-based representation of Theorem 1 in the box uncertainty case (Figure 3b).

3.5. General tractable formulations in case of small uncertainty

Let us now depart from homothetic uncertainty assumption (21) and consider instead \( k \) to be a set of parameters characterizing the strength criterion shape e.g. \( k = (c, \phi) \) for a Mohr-Coulomb
criterion with cohesion $c$ and internal friction angle $\phi$. Let us assume that there exist a matrix $A(k)$ and a scalar $b(k)$ depending on $k$ and a homogeneous convex function $h$ such that the strength condition can be written as follows:\footnote{Note that $\frac{1}{b}h \circ A$ is the gauge function $g_G$ of $G$.}:

$$\sigma \in G(k) \iff h(A(k)\sigma) \leq b(k)$$

(48)

**Remark 9.** Note that if the strength criterion can be written using more than one constraint of the previous form, the following reformulation can be applied to all such constraints independently.

Let us now consider an uncertainty on the parameters of the form $k = k_0 + K\zeta$ with $\zeta \in U$ as in section 3.1.1 and assume that the uncertainty is small i.e. $\|K\zeta\| \ll \|k_0\|$. The robust counterpart of the uncertain strength criterion then writes as:

$$h(A(k_0 + K\zeta)\sigma) \leq b(k_0 + K\zeta) \quad \forall \zeta \in U$$

(49)

This expression may not be reformulated in a tractable manner for general $A$ and $b$. We then propose to obtain a tractable approximation using a first-order Taylor expansion accounting for the hypothesis of small uncertainty:

$$h((A(k_0) + A'(k_0)K\zeta)\sigma) \leq b(k_0) + b'(k_0)K\zeta \quad \forall \zeta \in U$$

(50)

Let us remark that the previous approximation is in fact exact if $A$ and $b$ depend linearly upon $k$.

(50) is also equivalent to:

$$\sup_{\zeta \in U} \{h((A(k_0) + A'(k_0)K\zeta)\sigma) - b(k_0) - b'(k_0)K\zeta\} \leq 0$$

(51)

Unfortunately, this maximization is untractable in practice but can be conservatively using Theorem 2 as follows:

$$h(A(k_0)\sigma) - b(k_0) + \|s\|_* \leq 0$$

(52)

where $s = (s_j)_{j=1,...,m}$ and:

$$s_j = \max \{h(\Delta A_j\sigma) - \Delta b_j, h(-\Delta A_j\sigma) + \Delta b_j\}$$

(53)

$$\Delta A_j = A'(k_0)K_j$$

(54)

$$\Delta b_j = b'(k_0)K_j$$

(55)

in which $K_j$ denotes the $j$-th column of $K$.

In case of right-hand side uncertainty only $A(k) = A(k_0)$, $\Delta A_j = 0$ so that (52) becomes:

$$h(A(k_0)\sigma) - b(k_0) + \|b'(k_0)K\|_* \leq 0$$

(56)

which coincides with (26) when both $b(k)$ and $\beta(\zeta)$ are affine.

In conclusion, we propose to consider the following conservative robust counterpart $G_{RC}(k,K)$:

$$\sigma \in G_{RC}(k,K) \iff h(A(k_0)\sigma) + \|s\|_* \leq b(k_0)$$

(57)

which enjoys the following properties:
• safe approximation to the robust criterion:

\[ \sigma \in G_{RC}(k, K) \quad \implies \quad \sigma \text{ satisfies (50)} \]  

(58)

• consistency with the nominal criterion:

\[ G_{RC}(k, K = 0) = G(k_0) \]  

(59)

• similar modeling complexity as the nominal criterion. Indeed, if \( G \) is SOCP or SDP-representable, then for the considered uncertainty sets of section 2.1.2, \( G_{RC} \) is also SOCP or SDP-representable. Similarly, if \( G \) is LP-representable, so is \( G_{RC} \) except for \( \mathcal{U} = \mathcal{U}_2 \) for which it is SOCP-representable. Since the number of material parameters \( |k| \) is usually small, the additional modeling cost for representing \( G_{RC} \) is moderate.

3.6. Application to a robust Mohr-Coulomb criterion

For the sake of illustration, let us consider the case of a Mohr-Coulomb strength criterion with tension cut-off where the cohesion \( c \), the friction angle \( \phi \) and the tension cut-off \( f_t \) are all uncertain i.e. let \( k = (c, \phi, f_t) \) and represent their uncertainty using (20). For illustrative purposes, we assume that the tension cut-off is independent of \( c \) and \( \phi \). Regarding the cohesion and friction angle, a negative correlation is often encountered between both parameters, i.e. soils with low cohesion tend to exhibit higher friction angles than with higher cohesion. We denote by \( \rho \) the correlation coefficient between \( c \) and \( \phi \), with typical values ranging from \(-0.5\) to \(-0.9\) (Wang and Akeju, 2016). We therefore consider a "correlation" matrix \( K \) such that:

\[ K^T K = \begin{bmatrix}
\Delta c^2 & \rho \Delta c \Delta \phi & 0 \\
\rho \Delta c \Delta \phi & \Delta \phi^2 & 0 \\
0 & 0 & \Delta f_t^2
\end{bmatrix} \quad \text{i.e.} \quad K = \begin{bmatrix}
\Delta c & \rho \Delta \phi & 0 \\
0 & \Delta \phi \sqrt{1 - \rho^2} & 0 \\
0 & 0 & \Delta f_t
\end{bmatrix} \]  

(60)

where \( \Delta c, \Delta \phi, \Delta f_t \) are the parameters typical variations and are assumed to be positive. Note that if such variations were taken as the standard deviations of the corresponding parameters, \( K^T K \) would be the corresponding covariance matrix.

The robust counterpart of the Coulomb criterion therefore reads:

\[ \sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3) \sin \phi(\zeta) - 2c(\zeta) \cos \phi(\zeta) \leq 0 \quad \forall \zeta \in \mathcal{U} \]  

(61)

\[ \sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3) \sin \phi(\zeta) \leq 2c(\zeta) \cos \phi(\zeta) \quad \forall \zeta \in \mathcal{U} \]  

(62)

\[ \sigma_3 \leq f_t(\zeta) \quad \forall \zeta \in \mathcal{U} \]  

(63)

where \( \sigma_1 \) (resp. \( \sigma_3 \)) is the maximum (resp. minimum) principal stress and \( \mathcal{U} \) is one of the typical uncertainty sets of section 2.1.2.

First, the tension cut-off part being independent of \( (c, \phi) \), it can be treated as in section 3.2, yielding:

\[ \sigma_3 \leq f_{t0} + \Delta f_t \zeta_3 \quad \forall \zeta \in \mathcal{U} \]  

(64)

\[ \Leftrightarrow \quad \sigma_3 \leq f_{t0} - \Delta f_t \]  

(65)
where $f_{t0}$ is tensile strength nominal value. As a result, the robust counterpart of the tension cut-off criterion amounts to considering the worst-case tensile strength $f_{t0} - \Delta f_t$ as one could have expected.

Regarding the Mohr-Coulomb part, linearization around $k_0 = (c_0, \phi_0, f_{t0})$ results in:

$$
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)(\sin \phi_0 + \cos(\phi_0)K_{22}(\zeta_2)) = 2(c_0 + K_{11}\zeta_1 + K_{12}\zeta_2)\cos \phi_0 \\
+ 2c_0 \sin \phi_0 K_{22} \zeta_2 \leq 0 \quad \forall \zeta \in U
$$

(66)

with $K_{ij}$ being the components of $K$ defined in (60). This yields the following robust counterpart:

$$
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)\sin \phi_0 - 2c_0 \cos \phi_0 + \|s\|_* \leq 0
$$

(67)

where:

$$
s = \left(\begin{array}{c}
2\Delta c \cos \phi_0 \\
((\sigma_1 + \sigma_3)\cos(\phi_0) + 2c_0 \sin \phi_0) \sqrt{1 - \rho^2} \Delta \phi - 2c_0 \cos \phi_0 \rho \Delta \phi
\end{array}\right)
$$

(68)

Let us now investigate the simple case of no cross-correlation $\rho = 0$ with a box uncertainty $U = U_{\infty}$. The previous expression reduces to:

$$
s = \left(\begin{array}{c}
2\Delta c \cos \phi_0 \\
((\sigma_1 + \sigma_3)\cos(\phi_0) + 2c_0 \sin \phi_0) \Delta \phi
\end{array}\right)
$$

(69)

$$
\|s\|_* = \|s\|_1 = 2\Delta c \cos \phi_0 + |(\sigma_1 + \sigma_3)\cos(\phi_0) + 2c_0 \sin \phi_0| \Delta \phi
$$

(70)

so that the robust Mohr-Coulomb criterion (67) reduces to:

$$
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)\sin \phi_0 \\
+ |(\sigma_1 + \sigma_3)\cos(\phi_0) + 2c_0 \sin \phi_0| \Delta \phi \leq 2(c_0 - \Delta c) \cos \phi_0
$$

(71)

which can be further expressed as follows:

$$
\begin{cases}
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)(\sin \phi_0 + \cos(\phi_0)\Delta \phi) \leq 2c_{\min} \cos \phi_0 - 2c_0 \sin \phi_0 \Delta \phi \\
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)(\sin \phi_0 - \cos(\phi_0)\Delta \phi) \leq 2c_{\min} \cos \phi_0 + 2c_0 \sin \phi_0 \Delta \phi
\end{cases}
$$

(72)

where $c_{\min} = c_0 - \Delta c$ is the worst-case cohesion. Introducing $\phi_{\min} = \phi_0 - \Delta \phi$ the worst-case friction angle and $\phi_{\max} = \phi_0 + \Delta \phi$ the best-case friction angle and using the fact that $\sin(\phi_{\max/\min}) \approx \sin \phi_0 \pm \cos(\phi_0)\Delta \phi$ and $\cos(\phi_{\max/\min}) \approx \cos \phi_0 \mp \sin(\phi_0)\Delta \phi$, the previous criterion is, in fact, a first-order approximation (in terms of $\Delta c, \Delta \phi$) to the following multi-surface criterion:

$$
\begin{cases}
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)\sin \phi_{\max} \leq 2c_{\min} \cos(\phi_{\max}) \\
\sigma_1 - \sigma_3 + (\sigma_1 + \sigma_3)\sin \phi_{\min} \leq 2c_{\min} \cos(\phi_{\min})
\end{cases}
$$

(73)

i.e. the obtained robust counterpart, for this specific case, (approximately) corresponds to the intersection of two Coulomb criteria with the worst-case cohesion and either the best or the worst-case friction angle.
Figure 4: Robust and uncertain Mohr-Coulomb criterion: $c_0 = 1$ MPa, $\phi_0 = 30^\circ$, $\Delta c = 150$ kPa, $\Delta \phi = 5^\circ$. Black dashed lines denote the nominal surface, thin coloured lines denote random realizations of the uncertain criterion.

Figure 4 represents the corresponding nominal and robust version for this uncorrelated box-uncertainty case. The yield surface corresponding to random realizations of $c(\zeta)$ and $\phi(\zeta)$ are also represented. One can indeed see that the obtained robust strength criterion forms a tight lower bound to the various realizations and is made of two sets of lines approximately characterized by the minimum and maximum friction angle $\phi_{\min}$ and $\phi_{\max}$.

To assess the influence of the uncertainty set, the obtained robust strength criterion boundary has been represented in Figure 5 in Mohr’s normal/shear stress plane for the case of the box $U_\infty$, ellipsoid $U_2$ and cross-polytope $U_1$ uncertainty. As expected, the most conservative robust criterion is obtained for the box, then follows the ellipsoid, then the cross-polytope uncertainty. The latter is made of 3 different planes whereas the ellipsoid robust criterion has a curved shape upon close inspection. Interestingly, both of them are very close to each other. All three criteria result in the same cohesion value for pure shear ($\tau = c_{\min}$) and the same asymptotic slope for large compressions (approximately corresponding to a friction angle $\phi_{\min}$). The corresponding tensile strength is however different for the three criteria.

Finally, the influence of the cross-correlation parameter $\rho$ on the criterion shape is also represented on Figure 6. Its effect is non-negligible since, between $\rho = 0$ and $\rho = -0.05$, the robust tensile strength decreases by roughly 5% and the shear strength to increase by roughly 10%.
Figure 5: Influence of the chosen uncertainty set on the obtained robust criterion.

Figure 6: Influence of the cross-correlation $\rho$ on the obtained robust criterion.
4. Affinely adjustable robust counterparts for strength uncertainties

In the previous section, we have been able to derive various robust counterparts for strength uncertainties under fairly general modeling hypotheses. This was essentially possible since we restricted to static decision rules for the stress field. In our opinion, such rules are quite efficient, that is to say they are not too conservative, in situations where strength uncertainties are of small amplitude so that the resulting stress field is only mildly perturbed in presence of uncertainties.

In the following sections, we will discuss the case where such static rules may fail and derive tractable (approximate) reformulations of robust strength conditions in the AARC case discussed in section 2.3.3.

4.1. Typical examples where RC formulations are too conservative

RC formulations as derived in section 3 can be typically used in situations where uncertainties on strength material properties are small e.g. spatial variability with slow amplitude or small uncertainty on experimentally measured values. Robust optimization can also be used to assess vulnerability of a given system with respect to the partial or total loss of some of its components. For instance, let us consider a framed building made of beams and columns with given nominal strengths. One could wonder how robust would be such a structure to the loss of, say, \( \Gamma \) columns or beams. This problem could be tackled by resorting to a binary optimization limit analysis problem in which each beam/column strength condition, indexed by \( i = 1, \ldots, N \), would be weighted by a binary coefficient \( z_i \in \{0, 1\} \) where 0 means that the member is sound and 1 that it is damaged and such that the maximum number of damaged elements is bounded: \( \sum_{i=1}^{N} z_i \leq \Gamma \). To fix ideas and simplify the discussion, let us write such a constraint using a scalar stress \( \sigma_i \) and its corresponding nominal strength \( \sigma_0 \) as follows:

\[
|\sigma_i| \leq (1 - \eta z_i)\sigma_0
\]

(74)

where \( 0 \leq \eta \leq 1 \) is the maximum degradation level (\( \eta = 1 \) means complete damage).

However, such binary optimization problems are notoriously hard to solve in practice, especially for large-scale problems. In their seminal paper Bertsimas and Sim (2004) considered the budget uncertainty set (7) to account for the deviation of at most \( \Gamma \) coefficients from their nominal value in an uncertain linear optimization problem. This linear programming approach can be seen as a relaxation of binary optimization problems such as the one we just mentioned. Under some particular conditions, the relaxed LP formulation can be in fact exact. Following this idea, we could therefore consider a continuous variant of the previous problem where we introduce:

\[
\zeta = (\zeta_i)_{i=1, \ldots, N}
\]

(75)

\[
\mathcal{U}^+(\Gamma) = \left\{ \zeta \text{ s.t. } 0 \leq \zeta_i \leq 1 \forall i = 1, \ldots, N \text{ and } \sum_{i=1}^{N} \zeta_i \leq \Gamma \right\}
\]

(76)

and consider the same uncertain strength condition (74) by replacing the binary variable \( z_i \) with its continuous version \( \zeta_i \) with \( \zeta \in \mathcal{U}^+(\Gamma) \) where \( \mathcal{U}^+(\Gamma) \) is a one-sided budget uncertainty set (see also Appendix A).
Following (14), the worst-case load factor with a static decision rule would then be computed by finding a stress field \((\sigma_i)\) in equilibrium and such that for all \(i = 1, \ldots, N\):

\[
|\sigma_i| \leq (1 - \eta \zeta_i) \sigma_0 \quad \forall \zeta \in \mathcal{U}^+(\Gamma)
\]

\[
\Leftrightarrow |\sigma_i| \leq \sigma_0 \cdot \min_{\zeta \in \mathcal{U}^+(\Gamma)} \{1 - \eta \zeta_i\} \tag{77}
\]

However, the above minimization is given by:

\[
\min_{\zeta \in \mathcal{U}^+(\Gamma)} \{1 - \eta \zeta_i\} = \begin{cases} 
1 - \Gamma \eta & \text{if } \Gamma \leq 1 \\
1 - \eta & \text{if } \Gamma \geq 1
\end{cases} \tag{78}
\]

since the objective depends only on a single \(\zeta_i\) which can take the value \(\min\{\Gamma; 1\}\). Clearly, this result is way too conservative since, for \(\Gamma \geq 1\), it implies that all members which can potentially fail will reach their maximum damage level \(\eta\) simultaneously in the static RC counterpart.

The problem comes from the fact that robust optimization theory operates in a constraint-wise fashion i.e. each constraint is guarded against uncertainty independently from each other. Besides, no "coupling" between the constraints appears in this case since uncertain strengths are independent of each other and since we considered a static decision rule where a single stress field \((\sigma_i)\) must be feasible for all possible uncertainty realization. In this case, the budget uncertainty set is treated as a box-uncertainty and the budget constraint is completely ignored as soon as \(\Gamma \geq 1\). This is obviously too strong a requirement in practice.

### 4.2. Tractable affinely adjustable robust counterparts

As mentioned in section 2.3.3, AARC formulations amount to choosing affine decision rules (17) for the adjustable stress and load factor variables. The corresponding robust counterpart (AARC) involves the following two robust constraints:

\[
\sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \in G(\zeta) \quad \forall \zeta \in \mathcal{U} \tag{79}
\]

\[
\bar{\lambda} \leq \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \quad \forall \zeta \in \mathcal{U} \tag{80}
\]

Introducing the vector \(\Lambda = (\lambda_j)_{j=1,\ldots,m}\), the latter can be easily reformulated as follows:

\[
\bar{\lambda} \leq \lambda_0 + \Lambda^T \zeta \quad \forall \zeta \in \mathcal{U}
\]

\[
\Leftrightarrow \bar{\lambda} + \max_{\zeta \in \mathcal{U}} \{-\Lambda^T \zeta\} \leq \lambda_0
\]

\[
\Leftrightarrow \bar{\lambda} + \|\Lambda\|_\ast \leq \lambda_0 \tag{81}
\]

which is tractable for classical uncertainty sets.

The former cannot be formulated in a tractable manner in the general case. We now discuss some specific cases for which exact or approximate tractable reformulations of (79) can be obtained. In the following, we assume that the strength uncertainty is homothetic as in (21) with a linear
function $\beta(\zeta) = b^T \zeta$ for the sake of simplicity. We therefore consider the following generic robust strength condition:

$$
g \left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) \leq 1 - b^T \zeta, \quad \forall \zeta \in \mathcal{U} \tag{82}$$

which is exactly the form considered in (33) with $\sigma = \sigma_0$ and $\Sigma_j = \sigma_j$. We can therefore use all the reformulations or approximations discussed in section 3.4 to obtain a tractable counterpart of (82).

4.3. Illustrative example: robustness with respect to the loss of structural elements

4.3.1. A multifiber beam model with damageable components

We consider a multifiber beam with fibers located at $y = y_i$, with $i = 1, \ldots, n$ subjected to an imposed bending moment of unit reference magnitude applied via a rigid block on the right boundary (see Figure 7). We therefore look for the maximum applicable bending moment $M^+ = \lambda^+$. The fibers are assumed to remain horizontal and obey a uniaxial strength criterion of the form $|\sigma_i| \leq \sigma_0$ where $\sigma_i$ is the fiber axial stress and $\sigma_0$ is the fiber nominal strength. Assuming that each fiber is of area $a_i$, the global equilibrium can be written as:

$$
\sum_{i=1}^{n} -y_i a_i \sigma_i = \lambda \tag{83}
$$

Note that we do not specify the value of the normal force which can be left free.

The nominal limit analysis problem is therefore given by:

$$
\begin{align*}
\max_{\lambda, (\sigma_i)} & \quad \lambda \\
\text{s.t.} & \quad \sum_{i=1}^{n} -y_i a_i \sigma_i = \lambda \\
& \quad |\sigma_i| \leq \sigma_0 \quad \forall i = 1, \ldots, n \tag{84}
\end{align*}
$$

For the uncertain case, we consider that each fiber strength is uncertain and given by (74) where $\zeta \in \mathcal{U} = \mathcal{U}_{\text{budget}}^+(\Gamma)$ is assumed to belong to the one-sided budget uncertainty set of dimension $n$. 

![Figure 7: Multifiber beam model under applied bending moment. Fiber uniaxial strengths are uncertain and can take values between $\sigma_0$ and $\sigma_0(1 - \eta)$.](image)
The robust limit analysis problem is given by:

$$\begin{align*}
\max_{\bar{\lambda}} \quad & \min_{\zeta \in \mathcal{U}} \max_{(\sigma_i(\zeta), \lambda(\zeta))} \bar{\lambda} \\
\text{s.t.} \quad & \sum_{i=1}^{n} -y_i a_i \sigma_i(\zeta) = \lambda(\zeta) \\
& |\sigma_i(\zeta)| \leq (1 - \eta \zeta_i) \sigma_0 \quad \forall i = 1, \ldots, n \\
& \bar{\lambda} \leq \lambda(\zeta)
\end{align*}$$

We rely on an AARC formulation where $\sigma(\zeta) = \sigma + \Sigma \zeta$ and $\lambda(\zeta) = \lambda + \Lambda^T \zeta$ such that:

$$\begin{align*}
\max_{\bar{\lambda}, \lambda, \Lambda, \sigma, \Sigma} \quad & \bar{\lambda} \\
\text{s.t.} \quad & \sum_{i=1}^{n} -y_i a_i \sigma_i = \lambda \\
& \sum_{i=1}^{n} -y_i a_i \Sigma_{ij} = \Lambda_j \quad \forall j = 1, \ldots, n \\
& |\sigma_i + e_i^T \Sigma \zeta| \leq (1 - \eta \zeta_i) \sigma_0 \quad \forall i = 1, \ldots, n, \quad \forall \zeta \in \mathcal{U} \\
& \bar{\lambda} \leq \lambda + \Lambda^T \zeta \quad \forall \zeta \in \mathcal{U}
\end{align*}$$

where $e_i$ is $i$-th canonical unit basis vector of $\mathbb{R}^n$.

Following the results of the previous section, the corresponding AARC problem reads:

$$\begin{align*}
\max_{\bar{\lambda}, \lambda, \Lambda, \sigma, \Sigma} \quad & \bar{\lambda} \\
\text{s.t.} \quad & \sum_{i=1}^{n} -y_i a_i \sigma_i = \lambda \\
& \sum_{i=1}^{n} -y_i a_i \Sigma_{ij} = \Lambda_j \quad \forall j = 1, \ldots, n \\
& \sigma_i + \| (\Sigma^T + \eta \sigma_0 I) e_i \|_* \leq \sigma_0 \quad \forall i = 1, \ldots, n \\
& -\sigma_i + \| (-\Sigma^T + \eta \sigma_0 I) e_i \|_* \leq \sigma_0 \quad \forall i = 1, \ldots, n \\
& \bar{\lambda} + \| -\Lambda \|_* \leq \lambda
\end{align*}$$

Note that (87) turns out to be a simple LP problem accounting for the fact that the dual norm (A.3) admits a simple LP representation.

4.3.2. Results

In the following, we assume that fibers have the same cross-section $a_i = 1/n$ corresponding to a total cross-section $\sum_{i=1}^{n} a_i = 1$. We first consider the case with $n = 4$ fibers. We numerically solve the AARC formulation with the one-sided budget uncertainty for various values of $\Gamma \in [0; n]$ and $\eta \in [0; 1]$. Results are reported in Figure 8 in thick solid lines where we observe that $\lambda_{\text{AARC}}$ decreases from its nominal value at $\Gamma = 0$ to $(1 - \eta) \lambda_N$ for $\Gamma = n$. In-between, a piecewise-linear behaviour is observed corresponding to the fact that, for $\Gamma \leq 2$, the worst case corresponds to the progressive degradation of the two outermost fibers, whereas for $\Gamma \geq 2$ the outermost fibers have reached their worst-case strength $(1 - \eta) \sigma_0$ and the innermost fibers start deteriorating. For $\Gamma = n = 4$, all fibers have reached their maximum degradation level $\eta$ and the limit load is given by $(1 - \eta) \lambda_N$. 
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Alongside these results, we also report the evolution corresponding to the choice of a box-uncertainty with maximum value $\Gamma/n$ (dashed line in Figure 8) instead of the budget uncertainty. This choice can be easily seen to enforce a uniform repartition of the uncertain strength of value $\sigma_0(1 - \eta \Gamma/n)$ for all fibers. This yields an affine evolution of the limit load in terms of $\Gamma$: $\lambda = (1 - \eta \frac{\Gamma}{n}) \lambda_N$. In this particular case, a static decision rule would yield the same result as the AARC formulation. Conversely, the static decision rule for the budget uncertainty yields the conservative lower-bound dotted-dashed lines of Figure 8 corresponding to a constant value of $(1 - \eta) \lambda_N$ as soon as $\Gamma \geq 1$, as discussed in section 4.1.

We now compare the AARC solution with budget uncertainty with random realizations of the corresponding uncertain limit analysis problem. To do so, we draw randomly $N_s = 100$ samples $\zeta^k \in \mathbb{R}^n$ and project each $\zeta^k$ onto $U^+(\Gamma)$. We then solve the limit analysis problem corresponding to each realization and report the obtained limit load statistics (minimum, average and maximum values) in Figure 9 as a function of $\Gamma$. For both $n = 4$ and $n = 100$ fibers, we can observe that the AARC limit load coincides with the worst-case limit load for all random samples. The average value corresponds to the uniform distribution where each $\zeta_i \approx \Gamma/n$. For this particular example, this result holds for any value of $\eta$. In the case with a high number of fibers, the robust static limit load is extremely conservative since it yields $(1 - \eta) \lambda_N$ for $\Gamma \geq 1$.

Remark 10. Note that in the limit of a large number of fibers $n \gg 1$, one can easily show that the worst-case solution is given by top and bottom regions with fraction $\Gamma/n$ having the worst-case strength $\sigma_0(1 - \eta)$, the central region, of fraction $(1 - \Gamma/n)$, keeping its nominal strength $\sigma_0$. This yields the following value for the worst-case limit load:

$$\lambda = (1 - \eta + \eta(1 - \Gamma/n)^2) \lambda_N$$  \hspace{1cm} (88)

which matches very well the robust solution obtained in Figure 9b.
4.3.3. Case with an additional constraint

We now slightly change problem (85) by considering the additional constraint:

\[ \sum_{i=1}^{n} a_i \sigma_i(\zeta) = 0, \quad (89) \]

enforcing a zero average force. The corresponding robust problem is similar to (87) with the additional constraints:

\[ \sum_{i=1}^{n} a_i \sigma_i = 0 \quad (90) \]

\[ \sum_{i=1}^{n} a_i \Sigma_{ij} = 0 \quad \forall j = 1, \ldots, n \quad (91) \]

The corresponding results for \( n = 100 \) are reported in Figure 10. We can see that for moderate values of \( \eta \), e.g. \( \eta = 0.5 \), the robust solution coincides with the exact worst-case solution. However, for larger values of \( \eta \) the two solutions depart, with an increasing difference when \( \eta \to 1 \). In the particular case \( \eta = 1 \), we observe that \( \lambda_{\text{AARC}} = 0 \) as soon as \( \Gamma > 1 \). This example illustrates the fact that affine decision rules are not optimal in general and may also produce overly-conservative estimates. However, in this case, they are much less conservative than a static decision rule and still work well for a moderate value of \( \eta \).

5. The case of loading uncertainties

Having derived the main tools needed for formulating a limit analysis problem under strength uncertainties, we can now discuss the case of loading uncertainties which use the same ideas. Note that we assume that strength conditions are deterministic for the sake of simplicity. There is however no obstacle in combining both loading and strength uncertainties.
Figure 10: Robust limit load for the bending problem (89). Samples are drawn randomly and projected onto $\mathcal{U}^+(\Gamma)$, error bars indicate minimum, average and maximum values.
5.1. Uncertain limit analysis problem

Similarly to Kanno and Takewaki (2007); Matsuda and Kanno (2008), we assume here that the fixed distributed and surface loadings \( f^f, t^f \) are uncertain and vary, around a nominal value, inside a convex set. In particular, we consider that the reference loadings \( f^r, t^r \) are deterministic. Assuming them to be uncertain adds another layer of difficulty due to the fact that the loading direction along which one has to optimize depends on the uncertainty realization. This specific case will be left for a future contribution.

Without loss of generality, we characterize the uncertain variation of the fixed loadings similarly to (20) as follows:

\[
\begin{align*}
  f^f(\zeta) &= f_0^f + \sum_{j=1}^{m} f_j^f \zeta_j = f_0^f + F^f \zeta \\
  t^f(\zeta) &= t_0^f + \sum_{j=1}^{m} t_j^f \zeta_j = t_0^f + T^f \zeta
\end{align*}
\]  

(92a)  

(92b)

where we introduced the matrices \( F^f = [(f_j^f)_{j=1,...,m}] \) and \( T^f = [(t_j^f)_{j=1,...,m}] \) and where \( \zeta \in \mathcal{U} \) with \( \mathcal{U} \) a given convex uncertainty set. The corresponding uncertain limit analysis problem therefore reads:

\[
\begin{align*}
  \lambda^+ (\zeta) &= \max_{\lambda, \sigma} \lambda \\
  \text{s.t.} \quad & \text{div} \sigma + \lambda f^f + f_0^f + F^f \zeta = 0 \\
  & \sigma \cdot n = \lambda t^r + t_0^f + T^f \zeta \\
  & \sigma \in G
\end{align*}
\]  

(93)

5.2. Robust counterpart

Clearly, for this load uncertainty case, the use of static decision rules is doomed to fail since one cannot expect finding, except in very specific cases, a single stress field which is statically admissible with any realization of the uncertain loading (92). One must therefore resort to an adjustable robust optimization which, similarly to (13), reads:

\[
\begin{align*}
  \lambda\text{ARC} &= \max_{\lambda} \bar{\lambda} \\
  \text{s.t.} \quad & \forall \zeta \in \mathcal{U}, \exists \sigma, \lambda \text{ s.t.} \quad \text{div} \sigma + \lambda f^f + f_0^f + F^f \zeta = 0 \\
  & \sigma \cdot n = \lambda t^r + t_0^f + T^f \zeta \\
  & \sigma \in G \\
  & \bar{\lambda} \leq \lambda
\end{align*}
\]  

(94)

Again, in order to obtain a safe and tractable approximation to the above robust formulation,
we resort to the use of the affine decision rules (17) and obtain the following AARC:

\[
\lambda_{\text{AARC}} = \max_{\sigma_i, \lambda_i, \zeta \in \mathcal{U}} \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j
\]

s.t. \( \text{div} \left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) + \left( \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \right) f^t + f_i^t = 0 \)

\[
\begin{align*}
\sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j & \cdot n = \left( \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \right) t^t + t_i^t \\quad \forall i = 0, \ldots, m \\
\left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) & \in G
\end{align*}
\]

(95)

which can further be formulated as follows:

\[
\lambda_{\text{AARC}} = \max_{\bar{\lambda}, \sigma_i, \lambda_i} \bar{\lambda}
\]

s.t. \( \text{div} (\sigma_i) + \lambda_i f^t + f_i^t = 0 \quad \forall i = 0, \ldots, m \\
\sigma_i \cdot n = \lambda_i t^t + t_i^t \quad \forall i = 0, \ldots, m \\
\left( \sigma_0 + \sum_{j=1}^{m} \sigma_j \zeta_j \right) \in G \quad \forall \zeta \in \mathcal{U} \)

\[
\bar{\lambda} \leq \lambda_0 + \sum_{j=1}^{m} \lambda_j \zeta_j \quad \forall \zeta \in \mathcal{U}
\]

(96)

Clearly, (96) bears striking similarities with (AARC) in the sense that we look for \(1+m\) stress fields statically admissible with a given loading (here we have an additional fixed loading for each \(j = 1, \ldots, m\) compared to (AARC)). In particular, uncertainty has been removed from the equilibrium equations whereas only the last two constraints are robust ones which must be reformulated. Both of these constraints are exactly those which have already been considered in section 4.2. In particular, the robust strength constraint can be reformulated, either exactly or approximately, using the results of section 3.4.

For instance, if the loading uncertainty set is the box uncertainty \(\mathcal{U} = \mathcal{U}_\infty\), using (81) and the result of Proposition 2, the corresponding tractable AARC reads:

\[
\max_{\lambda, \sigma_i, \lambda_i, w_j, W_j} \bar{\lambda}
\]

s.t. \( \text{div} (\sigma_i) + \lambda_i f^t + f_i^t = 0 \quad \forall i = 0, \ldots, m \\
\sigma_i \cdot n = \lambda_i t^t + t_i^t \quad \forall i = 0, \ldots, m \\
\sum_{j=1}^{m} w_j + g \left( \sigma_0 - \sum_{j=1}^{m} W_j \right) \leq 1 \)

\[
\begin{align*}
g(W_j - \sigma_j) & \leq w_j \quad \forall j = 1, \ldots, m \\
g(W_j + \sigma_j) & \leq w_j \quad \forall j = 1, \ldots, m \\
\bar{\lambda} + \sum_{j=1}^{m} |\lambda_j| & \leq \lambda_0
\end{align*}
\]

(97)
Note that since (97) uses the result from Proposition 2, we only obtain a safe approximation for $\lambda_{\text{AARC}}$ solution to (96). Since the uncertainty is polyhedral, we could have used instead the exact vertex-based reformulation of Theorem 1. However, the latter would involve $2^m$ strength constraints whereas the approximate formulation (97) involves only $1 + 2m$ such constraints which is much less burdensome if the uncertainty dimension $m$ is large.

5.3. Limit analysis of a truss structure under loading uncertainties

As an illustration, we consider the planar truss structure of Figure 11 fixed at nodes 0 and 1, vertically supported at node 5 and subject to a reference vertical loading of amplitude $F$ at node 2 in nominal conditions. Each member $e = 1, \ldots, 12$ is connected with perfect hinges and therefore carries only uniform axial forces $N_e$. The strength condition for all members is given by $|N_e| \leq R_0$ where the axial strength $R_0$ is supposed to be the same for all members and not subject to uncertainty. We therefore seek the maximum force $\lambda F$ that the structure can sustain given equilibrium and strength conditions. Denoting by $N$ the vector of unknown axial forces, by $f^r$ the reference load vector and by $H$ the equilibrium matrix, the nominal limit analysis problem is given by the following linear program:

$$\lambda_N = \max_{\lambda, N} \lambda$$
$$\text{s.t.} \quad HN + \lambda f^r = 0$$
$$|N_e| \leq R_0 \quad 1 \leq e \leq 12$$

The uncertain limit analysis problem is characterized by additional forces applied horizontally and vertically at nodes 3–4–6 and horizontally only at nodes 2 and 5. Each of this 8 component is assumed to be uncertain and vary independently in the interval $[-\alpha \lambda_N F; \alpha \lambda_N F]$ for a given uncertainty amplitude $\alpha > 0$. As a result, the uncertain loading vector is given by:

$$f^t(\zeta) = F^t \zeta, \quad \text{for } \zeta \in U$$
where $F^f \in \mathbb{R}^{9 \times 8}$ is the matrix made of each uncertain loading case of individual amplitude $\alpha \lambda N F$ and $\zeta \in \mathbb{R}^8$ is the vector of uncertain parameters subject to a unit box-uncertainty set.

Considering an AARC formulation with the following affine decision rule for the axial forces and the load multiplier:

$$N(\zeta) = N_0 + \sum_{j=1}^{8} N_j \zeta_j$$  \hspace{1cm} (100a)

$$\lambda(\zeta) = \lambda_0 + \sum_{j=1}^{8} \lambda_j \zeta_j$$  \hspace{1cm} (100b)

the AARC formulation (97) can be readily transposed to the present example as follows:

$$\lambda_{\text{AARC}} = \max_{\lambda, N_i, \lambda_i, W_j, w_j} \bar{\lambda}$$

s.t.

$$HN_0 + \lambda f^r = 0$$

$$HN_j + \lambda_j f^r + F^f_j = 0 \quad 1 \leq j \leq 8$$

$$\sum_{j=1}^{m} w_{ej} + \left| N_{e0} - \sum_{j=1}^{8} W_{ej} \right| \leq R_0 \quad 1 \leq e \leq 12$$

$$\max\{|W_{ej} + N_{ej}|; |W_{ej} - N_{ej}|\} \leq w_{ej} \quad 1 \leq j \leq 8, 1 \leq e \leq 12$$

$$\bar{\lambda} + \sum_{j=1}^{m} |\lambda_j| \leq \lambda_0$$  \hspace{1cm} (101)

Note that since the strength condition is a simple interval here, the reformulation using Proposition 2 is exact. Hence, the only source of conservativeness is the use of affine decision rules (100).

This problem is readily formulated and solved using the cvxpy package (Diamond and Boyd, 2016). We first compute the nominal collapse load $\lambda_N$ by solving (98). The associated collapse mechanism and distribution of optimal axial forces are represented in Figure 12. In particular, we see that collapse is mainly attributed to a failure in compression of the vertical member located directly below the vertical loading. The overhang part of the structure on the right is not involved in the collapse mechanism.

We now solve the robust limit analysis problem (101) for various values of the uncertainty amplitude $\alpha$. The corresponding evolution of $\lambda_{\text{AARC}}$ normalized with respect to the nominal load factor $\lambda_N$ is represented Figure 13. It can be observed that for values of $\alpha \leq 6\%$, the robust limit load is unchanged. Between 6 and 12%, the limit load decreases in a piecewise linear fashion. In the range 12% to 24%, the decrease takes place at a constant rate. Between 24% and 26%, the decrease rate is stronger and the structure eventually reaches a zero limit load. The AARC solution is also compared with the exact solution of the uncertain problem obtained by enumerating the $2^8$ vertices of the uncertainty set $U_{\infty}$. The corresponding statistics are also reported in Figure 13 and it can be seen that the AARC solution matches exactly the worst-case solution of the vertex enumeration, even in the final regime approaching a zero limit load. Finally, the piecewise linear evolution of the limit load with respect to $\alpha$ can be explained by a change of the corresponding collapse mechanism as a function of $\alpha$. Indeed, when representing the worst-case collapse mechanism obtained from the vertex enumeration (see Figure 14), we see that each change of slope is associated with a change
in the collapse mechanism and a change of the most critical vertex. For instance, for \( \alpha = 5\% \), the mechanism is the same as in the nominal case although the axial force distribution is slightly different due to the presence of additional loadings. For \( \alpha = 10\% \), a rigid-body rotation of the right part of the structure is involved whereas for \( \alpha = 15\% \) or 25% the mechanism essentially differs in the movement of the central vertical member.

6. Conclusions

In this work, we have proposed an extension of limit analysis theory to an uncertain setting using the robust optimization (RO) framework. Since limit analysis problems can be formulated as convex optimization programs, we can naturally apply robust optimization concepts when considering uncertain data. We covered two different sources of uncertainty, namely strength and loading uncertainty. In the strength uncertainty case, the strength domain \( G \) is assumed to be uncertain. The main feature of RO is to propose tractable reformulations of uncertain constraints as standard deterministic constraints. This step then defines a robust strength domain i.e. the smallest possible strength domain corresponding to all uncertainty realizations. Obtaining an explicit expression for the robust domain depends on how constraints depend on the uncertain parameters. We essentially explored two cases:

- homothetic uncertainty: the strength domain is assumed to keep its shape but depends on an uncertain scaling factor. The robust domain is obtained by minimizing this scaling factor over the uncertainty set.

- generic form for small uncertainties: in this case, the strength domain is defined through the composition of a convex function and an uncertain linear operator which can be replaced by a first-order expansion of the uncertainty parameter.
Figure 13: Evolution of the AARC load factor as a function of the uncertainty amplitude $\alpha$. The "vertices" statistics denote the min, mean and maximum values of the limit load when enumerating the $2^8$ vertices of the polyhedral uncertainty set $U_\infty$.

Figure 14: Evolution of the collapse mechanism as a function of the uncertainty parameters
In this second case, the uncertain strength constraint takes the form (33). The fact that the constraint is a convex function of the uncertainty parameter makes the reformulation particularly challenging. We therefore presented both exact or conservative approximate reformulations to handle such a constraint.

Another important aspect of RO is related to the use of static or adjustable optimization variables. In the present case, it amounts to deciding whether we consider the stress field and load multiplier that we optimize for to be independent or dependent on the uncertain parameters. The former choice corresponds to static robust counterparts i.e. one aims at finding a single stress field in equilibrium and satisfying the strength conditions for any possible uncertainty realization. Clearly, this is a very conservative approach. In particular, finding such a stress field is not always possible. Our experience suggests that static formulations can be used only when considering strength uncertainty and in the case where this uncertainty is of small amplitude. Intuitively, this corresponds to the fact that the collapse stress field is only mildly perturbed by the realization of the uncertainty. For instance, in the case where a few elements can fail in a structure, we showed that RO formulations cannot be handled with static formulations.

One therefore needs to resort to adjustable formulations in such cases, in particular when the loading is also uncertain. In order to obtain tractable reformulations in the adjustable case, simple decision rules must be chosen such as affine decision rules. The corresponding affinely adjustable problem can then be reformulated to yield a deterministic optimization problem but involving a much larger number of optimization variables. In particular, robust strength constraints also take the form (33) in this case. We have considered simple examples to illustrate the efficiency of the formulation. Usually, AARC formulations seem to be very efficient although we have exhibited a specific case for which they still seem to be too conservative.

Further research perspectives are numerous. First, numerical implementation of the proposed formulations would be needed to assess their efficiency on more involved examples. In this respect, specific strategies should probably be investigated in order to reduce the computational cost of the corresponding large-scale optimization problems, especially when considering AARC formulations. Analyzing such more advanced examples would therefore shed light on the necessity, or not, of considering more complex decision rules than affine rules such as piecewise-linear or nonlinear decision rules. On a more fundamental level, the present work considered only a static (lower-bound) formulation of limit analysis whereas it would be interesting to also investigate the formulation of the corresponding dual problems based on a kinematic (upper-bound) limit analysis formulation. Finally, RO relies on the notion of uncertainty sets which consists in choosing uncertain parameters with a finite support. In practice, uncertain material parameters often rely on probability distributions with unbounded support (e.g. normal or log-normal distributions). In order to rationalize the choice of uncertainty sets, it would therefore be valuable to investigate the notion of probabilistic guarantees which can draw a parallel between uncertainty sets and probabilistic constraints in a chance-constrained programming setting.

Appendix A. Dual uncertainty norm

We often have to compute expressions of the form sup_{\zeta \in U} \{ z \cdot \zeta \} which corresponds to the support function \( \pi_U(z) \) of the uncertainty set. Owing to the fact that the uncertainty sets of section 2.1.2 can be represented as the unit ball with respect to some specific norm \( \| \cdot \| \), we denote
the corresponding support function using the dual norm $\| \cdot \|_*$:

$$
\pi_{U}(z) = \| z \|_* = \begin{cases} 
\| z \|_1 & \text{for } U_{\infty} \\
\| z \|_2 & \text{for } U_{2} \\
\| z \|_\infty & \text{for } U_{1} \\
\inf \{ \| y \|_1 + \Gamma \| z - y \|_\infty \} & \text{for } \mathcal{U}_{\text{budget}}(\Gamma)
\end{cases}
$$

(A.1)

One may also be interested in using a one-sided budget uncertainty set defined as:

$$
\mathcal{U}_{\text{budget}}^+(\Gamma) = \{ \zeta \in \mathbb{R}^m \text{ s.t. } 0 \leq \zeta \leq 1 \text{ and } \| \zeta \|_1 \leq \Gamma \}
$$

(A.2)

whose dual norm reads:

$$
\| z \|_* = \inf \{ \| \text{maximum} \{ y, 0 \} \|_1 + \Gamma \| z - y \|_\infty \}
$$

(A.3)

where the "maximum" function is applied component-wise.

Appendix B. Roos et al. approximation for polyhedral uncertainty

In the following, we adapt the formulation of Roos et al. (2018) to a polyhedral uncertainty set described as follows:

$$
\mathcal{U} = \{ \zeta \in \mathbb{R}^m \text{ s.t. } \exists \xi \in \mathbb{R}^q \text{ and } D_1 \zeta + D_2 \xi \leq d \}
$$

(B.1)

where $d \in \mathbb{R}^r$, $D_1 \in \mathbb{R}^{r \times m}$, $D_2 \in \mathbb{R}^{r \times q}$ and $\zeta$ represents slack variables. In particular, contrary to Roos et al. (2018), we do not assume the uncertainty set to belong to the positive orthant.

Appendix B.1. General result

Theorem 3 (Roos et al. approximation for polyhedral uncertainty). For $\mathcal{U}$ given by (B.1), the robust constraint (33) can be conservatively approximated as follows (Roos et al., 2018):

$$
\exists v \in \mathbb{R}^r, V \in \mathbb{R}^{d \times r} \text{ s.t. } \begin{cases} 
g(\sigma - V d) + d^Tv \leq 1 \\
g(V_i) \leq v_i \quad \forall i = 1, \ldots, r \\
D_1^Tv = b \\
D_2^Tv = 0 \\
VD_1 + \Sigma = 0 \\
VD_2 = 0
\end{cases}
$$

(B.2)

where $V_i$ denotes the $i$-th column of $V$.

Proof. We can first reformulate (33) by introducing the Legendre-Fenchel transform of $g$:

$$
g(\sigma + \Sigma \zeta) \leq 1 - b^T\zeta, \quad \forall \zeta \in \mathcal{U} \\
\Leftrightarrow \sup_{\zeta \in \mathcal{U}} \{ g(\sigma + \Sigma \zeta) + b^T\zeta \} \leq 1 \\
\Leftrightarrow \sup_{\zeta \in \mathcal{U}} \{ \sup_{z \in \text{dom } g^*} \{ (\sigma + \Sigma \zeta)^Tz - g^*(z) \} + b^T\zeta \} \leq 1 \\
\Leftrightarrow \sup_{z \in \text{dom } g^*} \{ \sigma^Tz - g^*(z) + \sup_{\zeta \in \mathcal{U}} \{ z^T\Sigma \zeta + b^T\zeta \} \} \leq 1
$$

(B.3)
in which we exchanged the order of both maximizations. Note that when \( g \) is the gauge function of a convex set \( G \), \( g^* = \delta_{G^0} \) is the indicator of the polar set \( G^0 \) so that \( \text{dom} g^* = G^0 \).

We notice that the inner maximization over \( U \) is a linear program for fixed \( z \) and we can then use strong duality of linear programming over the polyhedral set (B.1) to write:

\[
\sup_{\zeta \in U} \{ z^T \Sigma \zeta + b^T \zeta \} = \inf_{\lambda \in \mathbb{R}^r} \{ d^T \lambda \} \\
\text{s.t.} \quad D_1^T \lambda = \Sigma^T z + b \\
D_2^T \lambda = 0 \\
\lambda \geq 0
\]

(B.4)

So that (B.3) is equivalent to:

\[
\forall z \in G^0, \exists \lambda \in \mathbb{R}^r \text{ s.t. } \begin{cases} 
\sigma^T z - g^*(z) + d^T \lambda \leq 1 \\
D_1^T \lambda = \Sigma^T z + b \\
D_2^T \lambda = 0 \\
\lambda \geq 0
\end{cases}
\]

(B.5)

This problem is in fact an adjustable robust optimization problem for the uncertain variable \( z \in G^0 \) and the adjustable variable \( \lambda \). In order to obtain a conservative and tractable approximation to (B.5), and hence to (33), we now restrict \( \lambda \) to a linear decision rule such as:

\[
\lambda = v - V^T z
\]

(B.6)

with \( v \in \mathbb{R}^r \) and \( V \in \mathbb{R}^{d \times r} \) being now static additional variables to be optimized\(^4\). Classical robust optimization reformulations techniques can now be applied.

Let us first handle the positivity constraint \( \lambda \geq 0 \). Since \( G \) contains the origin, we have \( G^{\circ \circ} = G \), so that:

\[
\lambda = v - V^T z \geq 0, \quad \forall z \in G^0 \\
\Leftrightarrow \sup_{z \in G^0} \{ (V_i)^T z \} \leq v_i \quad \forall i = 1, \ldots, r
\]

(B.7)

\[
\Leftrightarrow \quad g(V_i) \leq v_i \quad \forall i = 1, \ldots, r
\]

(B.8)

where \( V_i \) is \( i \)-th column of \( V \).

Similarly the first constraint in (B.5) can be rewritten as:

\[
\sigma^T z - g^*(z) + d^T v - d^T V^T z \leq 1, \quad \forall z \in G^0
\]

(B.10)

\[
\Leftrightarrow \sup_{z \in G^0} \{(\sigma - V d)^T z \} + d^T v \leq 1
\]

(B.11)

\[
\Leftrightarrow \quad g(\sigma - V d) + d^T v \leq 1
\]

(B.12)

\(^4\)Note that, without loss of generality, the minus and transposition signs are introduced to yield a more pleasing final formulation
Finally, $G^\circ$ being fully dimensional, the equality constraints reduce to:

$$D_T^1 v = b \quad (B.13)$$
$$D_T^2 v = 0 \quad (B.14)$$
$$VD_1 + \Sigma = 0 \quad (B.15)$$
$$VD_2 = 0 \quad (B.16)$$

which finally yields (B.2).

**Appendix B.2. Box uncertainty**

**Example 1 (The box uncertainty case).** In the box uncertainty case $U = U_\infty$, (B.1) corresponds to:

$$D_1 = \begin{bmatrix} I_m \\ -I_m \end{bmatrix} \in \mathbb{R}^{2m \times m}$$
$$D_2 = 0 \quad (B.17)$$
$$d = e_m = (1, \ldots, 1)^T \in \mathbb{R}^m$$

We then have:

**Proposition 4 (Roos et al. approximation - box uncertainty).** If $U = U_\infty$, the robust constraint (33) can be conservatively approximated using Theorem 3 as follows:

$$\exists w \in \mathbb{R}^m, W \in \mathbb{R}^{d \times m} \text{ s.t.} \begin{cases} \sum_{j=1}^m w_j + g \left( \sigma - \sum_{j=1}^m W_j \right) \leq 1 \\ g(W_j - \Sigma_j) - b_j \leq w_j \quad \forall j = 1, \ldots, m \\ g(W_j + \Sigma_j) + b_j \leq w_j \end{cases} \quad (B.18)$$

**Proof.** The use of Theorem 3 with (B.17) yields:

$$\exists v^+, v^- \in \mathbb{R}^m, V^+, V^- \in \mathbb{R}^{d \times m} \text{ s.t.} \begin{cases} g(V^+_j) \leq v^+_j \quad \forall j = 1, \ldots, m \\ g(V^-_j) \leq v^-_j \\ v^+ - v^- = b \end{cases} \quad (B.19)$$

Introducing $W = V^+ + V^-$ and $w = v^+ + v^-$, we have $V^\pm = (W \mp \Sigma)/2$ and $v^\pm = (w \pm b)/2$ so that (B.19) becomes:

$$\exists w \in \mathbb{R}^m, W \in \mathbb{R}^{d \times m} \text{ s.t.} \begin{cases} g \left( \sigma - \sum_{j=1}^m V^-_j \right) + \sum_{j=1}^m w_j \leq 1 \\ g((W_j - \Sigma_j)/2) \leq (w_j + b_j)/2 \quad \forall j = 1, \ldots, m \\ g((W_j + \Sigma_j)/2) \leq (w_j - b_j)/2 \end{cases} \quad (B.20)$$

which is indeed (B.18) owing to the homogeneity of $g$. 

\[\square\]
Appendix B.3. Cross-polytope uncertainty

Example 2 (The cross-polytope uncertainty case). In the cross-polytope uncertainty case $\mathcal{U} = \mathcal{U}_1$, (B.1) corresponds to:

\[
D_1 = \begin{bmatrix}
I_m \\
-I_m \\
0
\end{bmatrix} \in \mathbb{R}^{2m+1 \times m}
\]

\[
D_2 = \begin{bmatrix}
-I_m \\
-I_m \\
\mathbf{e}_m^T
\end{bmatrix} \in \mathbb{R}^{2m+1 \times m}
\]

(B.21)

\[
d = (0, \ldots, 0, 1)^T \in \mathbb{R}^{2m+1}
\]

We then have:

Proposition 5 (Roos et al. approximation - cross-polytope uncertainty). If $\mathcal{U} = \mathcal{U}_1$, the robust constraint (33) can be conservatively approximated using Theorem 3 as follows:

\[
\exists w \in \mathbb{R}, \ W \in \mathbb{R}^d \ s.t. \left\{ \begin{array}{l}
w + g(\sigma - W) \leq 1 \\
g(W - \Sigma_j) - b_j \leq w \quad \forall j = 1, \ldots, m \\
g(W + \Sigma_j) + b_j \leq w
\end{array} \right. \tag{B.22}
\]

Proof. The use of Theorem 3 with (B.21) yields:

\[
\exists v^+, v^- \in \mathbb{R}^m, w \in \mathbb{R}^V, V^+, V^- \in \mathbb{R}^{d \times m}, W \in \mathbb{R}^d \ s.t. \left\{ \begin{array}{l}
g(\sigma - W) + w \leq 1 \\
g(V^+_j) \leq v^+_j \quad \forall j = 1, \ldots, m \\
g(V^-_j) \leq v^-_j \\
g(W) \leq w
\end{array} \right.
\]

(B.23)

From the equality constraints, we get:

\[
V^+_j = (W + \Sigma_j)/2, \quad v^+_j = (w + b_j)/2, \quad \forall j = 1, \ldots, m 
\]

(B.24)

so that (B.23) becomes:

\[
\exists w \in \mathbb{R}, \ W \in \mathbb{R}^d \ s.t. \left\{ \begin{array}{l}
g(\sigma - W) + w \leq 1 \\
g((W - \Sigma_j)/2) \leq (w + b_j)/2 \quad \forall j = 1, \ldots, m \\
g((W + \Sigma_j)/2) \leq (w - b_j)/2 \\
g(W) \leq w
\end{array} \right. \tag{B.25}
\]
The last constraint is in fact redundant since $g$ is homogeneous, therefore sub-additive, and we have:

$$g(W) = g \left( \frac{W + \Sigma_j}{2} + \frac{W - \Sigma_j}{2} \right) \leq g \left( \frac{W + \Sigma_j}{2} \right) + g \left( \frac{W - \Sigma_j}{2} \right) \leq w$$ \hspace{1cm} (B.26)

Hence, (B.25) is indeed (B.22).

Appendix B.4. Tightness compared with Bertsimas and Sim approximation

The approximation of Theorem 3 is tighter than that of Theorem 2 (Bertsimas et al., 2020). For instance, taking $W = 0$ in both (B.18) yields:

$$\exists w \in \mathbb{R}^m \text{ s.t. } \begin{cases} \sum_{j=1}^{m} w_j + g(\sigma) \leq 1 \\ g(-\Sigma_j) - b_j \leq w_j \quad \forall j = 1, \ldots, m \\ g(\Sigma_j) + b_j \leq w_j \end{cases}$$ \hspace{1cm} (B.27)

We have $w_j \geq \max\{g(-\Sigma_j) - b_j; g(\Sigma_j) + b_j\} = s_j$ in (54). Noticing that $g$ is positive so is $s_j$. Hence:

$$\sum_{j=1}^{m} s_j + g(\sigma) \leq \sum_{j=1}^{m} w_j + g(\sigma) \leq 1$$ \hspace{1cm} (B.28)

recovering Theorem 2 for the box uncertainty.

Similarly, taking $W = 0$ in (B.22) yields:

$$\exists w \in \mathbb{R} \text{ s.t. } \begin{cases} w + g(\sigma) \leq 1 \\ g(-\Sigma_j) - b_j \leq w \quad \forall j = 1, \ldots, m \\ g(\Sigma_j) + b_j \leq w \end{cases}$$ \hspace{1cm} (B.29)

that is $w \geq s_j \geq 0 \quad \forall j = 1, \ldots, m$, hence:

$$\max_{j=1, \ldots, m} \{s_j\} + g(\sigma) \leq w + g(\sigma) \leq 1$$ \hspace{1cm} (B.30)

recovering Theorem 2 for the cross-polytope uncertainty.
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