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We study 3d $O(N)$ symmetric scalar field theories using Polchinski’s renormalisation group. In the infinite $N$ limit the model is solved exactly including at strong coupling. At short distances the theory is described by a line of asymptotically safe ultraviolet fixed points bounded by asymptotic freedom at weak, and the Bardeen-Moshe-Bander phenomenon at strong sextic coupling. The Wilson-Fisher fixed point arises as an isolated low-energy fixed point. Further results include the conformal window for asymptotic safety, convergence-limiting poles in the complex field plane, and the phase diagram with regions of first and second order phase transitions. We substantiate a duality between Polchinski’s and Wetterich’s versions of the functional renormalisation group, also showing that that eigenperturbations are identical at any fixed point. At a critical sextic coupling, the duality is worked out in detail to explain the spontaneous breaking of scale symmetry responsible for the generation of a light dilaton. Implications for asymptotic safety in other theories are indicated.
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I. INTRODUCTION

Fixed points of the renormalisation group play a fundamental role in quantum field theory and statistical physics [1]. Infrared fixed points control the long distance and low momentum behaviour of theories and are often associated with continuous phase transitions [2]. Ultraviolet (UV) fixed points serve as a definition of quantum field theory, such as in asymptotic freedom [3, 4] or in asymptotic safety [5–8]. Interacting UV fixed points also ensure that the renormalisation group evolution of couplings remains finite even at shortest distances, opening new opportunities to define fundamental theories including quantum gravity [5, 6].

Much progress has been made in the understanding of asymptotic safety for particle theories involving gauge fields, fermions, and scalars. At weak coupling, necessary and sufficient conditions for asymptotic safety [8, 9] and strict no-go theorems [10] are known, with examples including simple [7, 11, 12], semi-simple [13–15], and supersymmetric gauge theories [16]. It has also been conjectured that asymptotic safety may exist at strong coupling [17–19]. In 3d, the interest in fixed points of relativistic quantum fields is motivated by thermal and quantum phase transitions of spin liquids and quantum magnets, superconductors, topological insulators, and models for new materials such as graphene. These can often be described by scalar, fermionic, and Yukawa models, and gauged or supersymmetric versions thereof [20–32]. Some of the recent interest in 3d models is further fuelled by a conjecture for novel types of dualities [33, 34], much in the spirit of Seiberg duality, or particle-vortex duality [35] between \( O(2) \) magnets and the abelian-Higgs model for superconductivity [36, 37].

In this paper, we study interacting fixed points and asymptotic safety of 3d \( O(N) \) symmetric field theories in the large-\( N \) limit. There are several reasons for doing so. Firstly, in the limit of infinite \( N \), the model is exactly solvable which makes it an ideal testing ground for the phenomenon of asymptotic safety in a purely scalar quantum field theory [38–42]. Secondly, the model is known to display a variety of low- and high-energy fixed points, first and second order phase transitions, and the spontaneous breaking of (scale) symmetry. Previous work has covered aspects of symmetry breaking and \( 1/N \) corrections [41–45], stability of the ground state and UV fixed points [41, 42, 45–49], and extensions with supersymmetry or Chern-Simons interactions [23, 24, 50–53].

Methodologies thus far have included perturbation theory, variational methods [38, 49, 54–57], functional renormalisation [41, 42, 45, 58, 59], and the conformal bootstrap [60]. The main technical novelty of this work is the use of Polchinski’s renormalisation group, originally employed for proofs of renormalisability [61]. It is based on a Wilsonian UV cutoff, and allows a complete understanding of conformal fixed points, convergence-limiting poles, universality of eigenperturbations, and the full phase diagram including at strong coupling. Findings are then compared with earlier works [42, 59], in particular with results from Wetterich’s functional renormalisation group [62] based on an IR momentum cutoff. A duality between Polchinski’s and Wetterich’s equation [63, 64] is exploited to explain the spontaneous breaking of scale invariance and the origin of mass. We also highlight qualitative links with asymptotically safe 4d models in large-\( N \) limits.

The outline of the paper is as follows. In Sec. II, we recall Polchinski’s and Wetterich’s renormalisation group, their duality, and the basic equations of this paper. The beta functions for all couplings are solved locally and globally in Sec. III. Sec. IV investigates infrared fixed points and convergence-limiting singularities in the complex field plane. Asymptotically safe ultraviolet fixed points and strong coupling effects are studied in Sec. V. The spontaneous breaking of scale symmetry and the Polchinski-Wetterich duality are analysed in Sec. VI. Sec. VII investigates the universal eigenperturbations, and the phase diagram including the conformal window with asymptotic safety and regions with first order phase transitions. Sec. VIII contains a summary of results and implications for asymptotic safety of particle theories in four dimensions.
II. RENORMALISATION GROUP

In this section we introduce two closely related exact functional renormalisation group equations, the Polchinski flow equation and the Wetterich flow equation. We also provide the relevant expressions in the local potential approximation and explain an exact duality between both setups.

A. Polchinski equation

The Polchinski flow equation [61] for a Wilsonian action $S_k[\phi_a]$ is an exact, functional equation based on an UV momentum cutoff $k$. It has initially been introduced to facilitate proofs of perturbative renormalisability [61, 65] solely using Wilson’s renormalisation group [66]. It is given by

$$\partial_t S_k[\phi_a] = \frac{1}{2} \text{Tr} \partial_t P_k(q) \left[ S_k^{(1)}(q) S_k^{(1)}(-q) - S_k^{(2)}(q, -q) + 2(P_k(q))^{-1} \varphi(q) S_k^{(1)}(q) \right]$$

(1)

where the $n$-point functions are defined as $S_k^{(n)}(q) = \delta^n S_k[\phi_a] / \delta^n \varphi_a(q)$, and

$$P_k(q) = \frac{K(q^2/k^2)}{q^2}$$

(2)

denotes the massless cut-off propagator.\(^{1}\) Also, $t = \ln(k/\Lambda)$ with $\Lambda$ is a suitable reference energy scale, and the trace relates to a momentum integration. The function $K(q^2/k^2)$ suppresses high momentum modes with $K(q^2/k^2 \to \infty) \to 0$, and allows low momentum modes to propagate freely through $K(q^2/k^2 \to 0) \to 1$. As such, the Wilsonian momentum scale $k$ takes the role of an UV cutoff. The exact scale dependence (1) of the interaction functional $S_k[\phi_a]$ is strictly induced by the scale dependence of $K(q^2/k^2)$ [67]. We also note that Polchinski’s equation (1) is related to Wilson’s original flow [66] by an appropriate rescaling.

The Polchinski flow has been used in many studies previously (e.g. [63, 65, 68–79] and references therein). Here, we examine an $O(N)$ symmetric scalar field $\varphi_a$ in $d$ euclidean dimensions, the $(\phi^2)^3_d$ theory for short. The model has previously been examined via the Polchinski equation within the derivative expansion [71, 72, 75, 78, 80], and using Wetterich’s renormalisation group in the optimised form of Litim [63, 81–83]. The model becomes exactly solvable in the infinite $N$ limit [39, 40, 42, 63, 84]. We will formulate an exact solution to the Polchinski flow at infinite $N$ in three-dimensions and apply some of the techniques developed earlier to inspect fixed points in the Legendre formalism, presenting our analysis in analogy to [41, 42, 45, 63], and to aid comparison of Polchinski and Wetterich flow equations.

We work in the local potential approximation (LPA), considering only a uniform field configuration and do not renormalise the kinetic term [68], which is well-justified in the large-$N$ limit. The Wilsonian interaction action becomes $S_k = \int x V_k(\varphi_a)$, and the Polchinski flow equation (1) reduces to

$$\partial_t V_k = \frac{1}{k^2} \left[ \gamma \left( \frac{\partial V_k}{\partial \varphi_a} \right)^2 - \alpha \frac{\partial^2 V_k}{\partial \varphi_a^2} \right].$$

(3)

\(^{1}\) In the Polchinski RG literature, the RG momentum scale $k$ is often denoted as $\Lambda$. In this paper, we use $\Lambda$ to denote a reference energy scale, typically a “high scale” in the UV.
The coefficients
\[ \gamma = -K'(0), \quad \alpha = -\int \frac{d^d q}{(2\pi)^d} K'(q^2/k^2) \] (4)
in (3) are non-universal and depend on the choice of the Wilsonian regulator function \( K \) [63, 69]. Monotonically decreasing cutoff functions \( K(q^2/k^2) \) imply non-vanishing and positive coefficients (4). Vanishing or negative RG coefficients \( \alpha \) and \( \gamma \) may arise for non-monotonically decreasing (e.g. oscillating) regulator functions \( K \). For the sake of this work, and also to avoid regulator-induced artefacts [79], we limit ourselves to RG schemes with positive coefficients \( \alpha \) and \( \gamma \). A particularly useful "optimised" choice for \( K \) is given by
\[ K_{\text{opt}}(y) = (1 - y) \theta (1 - y) \] (5)
where \( y = q^2/k^2 \). Evidently, the scale \( k \) acts as a UV cutoff with \( K_{\text{opt}} \equiv 0 \) for \( y > 1 \) and \( K_{\text{opt}} = 1 - y \) for \( y < 1 \). The choice (5) leads to the positive parameters
\[ \gamma_{\text{opt}} = 1, \quad \alpha_{\text{opt}} = \frac{2}{d L_d} k^d \] (6)
with \( L_d = (4\pi)^{d/2} \Gamma(d/2) \) the \( d \)-dimensional loop factor [41]. Provided that \( \alpha \) and \( \gamma \) in (4) are positive numbers such as in (6), we rescale the potential \( V_k \rightarrow \alpha v/\gamma \) and field \( \varphi_a \rightarrow \sqrt{\alpha/k^d} \varphi_a \), and introduce the dimensionless variables \( v(\tilde{\varphi}) = k^{-d} V_k(\varphi) \) and \( \tilde{\varphi}_a = k^{1-d/2} \varphi_a \). This leads to the manifestly scheme-independent Polchinski flow
\[ \partial_t v = -dv + \frac{1}{2} (d - 2) \tilde{\varphi}_a \frac{\partial v}{\partial \tilde{\varphi}_a} + \left( \frac{\partial v}{\partial \tilde{\varphi}_a} \right)^2 - \frac{\partial^2 v}{\partial \tilde{\varphi}_a^2}. \] (7)
It is convenient to introduce the variable \( \rho = \frac{1}{2} \tilde{\varphi}_a \tilde{\varphi}_a \) which is invariant under reflection in field space. The symmetry of our \( O(N) \) model allows us to make the choice \( \tilde{\varphi}_a = \tilde{\varphi} \delta_{1a} \), meaning that \( \tilde{\varphi}_a \) points into the 1-direction in field space. We then make the transformation to a \( \rho \) dependent potential \( u(\rho) = v(\tilde{\varphi}_a) \) such that the second derivative term performing the trace becomes
\[ \frac{\partial^2 v}{\partial \tilde{\varphi}_a^2} = \delta_{aa} u' + \tilde{\varphi}_a \tilde{\varphi}_a u'' = Nu' + 2\rho u''. \] (8)
Primes denote derivatives with respect to \( \rho \). Making the change of variables in (7) we find
\[ \partial_t u = -du + (d - 2) \rho u' + 2\rho(u')^2 - Nu' - 2\rho u''. \] (9)
We then rescale the terms \( \rho \rightarrow \rho/N \) and \( v \rightarrow v/N \) and see that the second derivative term vanishes for \( N \rightarrow \infty \). Finally we fix our theory to three dimensions to obtain
\[ \partial_t u = -3u + (\rho - 1)u' + 2\rho(u')^2. \] (10)
Taking the derivative of (10) with respect to \( \rho \) we obtain
\[ \partial_t u' = -2u' + (\rho - 1)u'' + 2(u')^2 + 4\rho u'u''. \] (11)
This is the central equation of our study. Below, we investigate its global fixed point solutions for
\[ ^2 \text{The possibility that interacting fixed points slip into an unphysical regime due to the non-monotonicity of cutoff functions has previously been observed in large-} N \text{ studies [51, 85], and in the context of lattice regularisations [86]}. \]
all fields and all couplings.

B. Wetterich equation

The Wetterich equation is an exact, functional flow equation based on a IR momentum cutoff for the effective average action $\Gamma_k$. It has first been given in [62, 87, 88] and reads

$$\partial_t \Gamma_k = \frac{1}{2} \text{Tr} \frac{1}{\Gamma_k^{(2)} + R_k} \partial_t R_k. \tag{12}$$

It expresses the change of $\Gamma_k$ with renormalisation group scale $k$ in terms of an operator trace over the full propagator times the scale derivative of the cutoff itself ($t = \ln k/\Lambda$). The flow derives from a path-integral representation of the theory with partition function $Z_k[J] = \int D\phi \exp(-S[\phi] - \Delta S_k[\phi] - \phi \cdot J)$ where $S$ denotes the classical action, $J$ an external current, and the Wilsonian cutoff term at momentum scale $k$ is given by

$$\Delta S_k[\phi] = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \phi(-q) R_k(q^2) \phi(q). \tag{13}$$

The function $R_k$ obeys the limits $R_k(q^2) > 0$ for $q^2/k^2 \to 0$ and $R_k(q^2) \to 0$ for $k^2/q^2 \to 0$ to make sure it acts as an IR momentum cutoff [81, 89, 90]. Optimised choices for the regulator term [81, 83, 89, 90] allow for analytic flows and an improved convergence of systematic approximations [63]. The partition function falls back onto the full physical theory in the limit $k \to 0$. As such, the flow (12) interpolates between a microscopic (classical) theory ($k \to \infty$) and the full quantum effective action $\Gamma$ ($k \to 0$),

$$\lim_{k \to 0} \Gamma_k = \Gamma. \tag{14}$$

At weak coupling, iterative solutions generate the perturbative loop expansion [91, 92]. Also, the flow (12) relates to the Polchinski flow (1) by means of a Legendre transformation.

In the sequel, we are interested in $O(N)$ symmetric scalar field theory in $d$ euclidean dimensions to leading order in the derivative expansion [58], with the effective potential $W_k(\phi^a \phi_a)$. The anomalous dimension of the field vanishes, the wavefunction does not get renormalised and the approximation becomes exact [93], and exactly soluble [39, 40, 93, 94]. Within the local potential approximation, the massless cutoff propagator is given by

$$P_k(q) = \frac{1}{q^2 + R_k(q^2)}. \tag{15}$$

Here, and unlike in (2), the Wilsonian scale $k$ takes the role of an IR cutoff. Introducing dimensionless variables $w(z) = W/k^d$ together with $z = \frac{1}{2} \phi^2 k^{2-d}$ one finds the flow equation for the dimensionless potential

$$\partial_t w = -dw + (d-2)zw' + (N-1)I[w'] + I[w' + 2zw''] \tag{16}$$

in $d$ euclidean dimensions. The functions $I[x]$, also known as “threshold functions” [62], relate to the loop integral in (12) and are given by

$$I[x] = \frac{1}{2} k^{-d} \int \frac{d^d q}{(2\pi)^d} \frac{\partial_t R_k(q^2)}{q^2 + R_k + x k^2}. \tag{17}$$
In given approximations, the RG flows, their fixed points, and universal observables genuinely depend on the regulator (13), (17). It is well known that suitably adapted, optimised choices can improve convergence and stability of approximations [73, 82, 83, 90, 95]. An important regulator function is the “optimised” one given by [81, 82, 89]

\[ R_{\text{opt}}(q^2) = q^2 \left( 1 + r_{\text{opt}}(q^2/k^2) \right), \quad r_{\text{opt}}(y) = \left( \frac{1}{y} - 1 \right) \theta(1-y), \] (18)

which obeys a simple criterion for stability [89]. In the local potential approximation, the function (18) can be understood as the “convex hull” of generic regulators [81, 89]. As such, it leads to very good convergence and stable results for physical observables [96]. The choice (18) also ensures exact equivalence with findings from the Polchinski flow [63, 64, 82, 96–98]. The integration in (17) with (18) gives

\[ I_{\text{opt}}[x] = \frac{2}{dL_d} \frac{1}{1 + x}. \] (19)

The numerical factor \( L_d = (4\pi)^{d/2} \Gamma(d/2) \) denotes the \( d \)-dimensional loop factor [41]. After a straightforward rescaling we obtain Litim’s version for the optimised functional flow [81, 82]

\[ \partial_t w = -dw + (d-2)zw' + (N-1) \left( \frac{1}{1+w'} - 1 \right) + \left( \frac{1}{1+w' + 2zw''} - 1 \right), \] (20)

modulo an irrelevant constant term. We have rescaled the field and the potential as \( u \to u/A \) and \( \rho \to \rho/A \) with \( A = 2/(dL_d) \). Apart from the factor \( 2/d \) (which originates due to the cutoff profile function), all couplings are now measured in units of perturbative loop factors consistent with naive dimensional analysis.

C. Duality

Polchinski’s and Wetterich’s equation are both exact renormalisation group flows, though different on a conceptual and practical level [6, 58, 63]. Specifically, the former is based on a UV, while the latter uses an IR cutoff. Also, both flows have inequivalent derivative expansions and scheme dependencies, and the relevant non-linearities appear in substantially different manners [63]. Interestingly though, it has been established that the RG flow equations can be mapped onto each other, both on the level of the full flows and on the level of specific approximations such as the leading order of the derivative expansion adopted here. In particular, both flows give identical scaling exponents within a local potential approximation (LPA) if and only if the optimised cutoff (18) is adopted for the Wetterich flow [63, 81, 82, 95, 96, 98]. By now, their equivalence [63, 95] is additionally supported by an explicit map in LPA [64, 98, 99].

For later convenience we summarise the main steps. For an \( O(N) \) symmetric scalar field theory to leading order in the derivative expansion, the Polchinski flow (9) and Litim’s version of the Wetterich flow (20) take the form

\[
\begin{align*}
\partial_t u &= -du + (d-2)pu' + 2\rho(u')^2 - (N-1)u' - (u' + 2\rho u'') \\
\partial_t w &= -dw + (d-2)zw' + (N-1) \left( \frac{1}{1+w'} - 1 \right) + \left( \frac{1}{1+w' + 2zw''} - 1 \right),
\end{align*}
\] (21)

respectively, where we have used \( u = u(\rho,t) \) and \( w = w(z,t) \), with \( \rho = \frac{1}{2} \phi_a \phi_a \) and \( z = \frac{1}{2} \phi_a \phi_a \). Both flows are normalised to vanish for vanishing potentials \( u \) or \( w \). In the local potential approxi-
mation, the fields are space-time independent and both of (21) are related by a Legendre “duality” transformation [64]

\[ u(\rho, t) = w(z, t) + \frac{1}{2}(\phi_a - \varphi_a)^2. \]  

It follows that the flows on the LHS of (21) are the same, \( \partial_t u = \partial_t w \) as the fields \( \varphi_a \) and \( \phi_a \) are \( t \)-independent. Moreover, the relations

\[ \phi_a - \varphi_a = -\varphi_a u' = -\phi_a w' \]  

imply that \( \varphi_a \) and \( \phi_a \) point into the same direction, therefore

\[ \sqrt{\frac{z}{\rho}} = 1 - u' = \frac{1}{1 + w'}. \]  

The result is pivotal for linking the two equations, giving the key relation

\[ w' = \frac{u'}{1 - u'}. \]  

Moreover, squaring (24) gives us the substitutions for the field variables

\[ z = \rho(1 - u')^2. \]  

We also learn from (23) that \( u' \sqrt{\rho} = w' \sqrt{z} \), which, with (24), leads to \( zw' - \rho u' = -\rho(u')^2 \), while the square of (23) implies \( u - w = \rho(u')^2 \). Taken together, this provides us with the important relation

\[ -dw + (d - 2)zw' = -du + (d - 2)\rho u' - 2\rho(u')^2. \]  

Notice that (27) appears to map the terms with canonical scaling of the Wetterich flow into the corresponding canonical terms for the Polchinski flow, plus the non-linear term \(-2\rho(u')^2\). Finally by differentiating (24) with respect to \( \rho \) and differentiating the inverse by \( z \) we find the relation

\[ 1 - u' - 2\rho u'' = \frac{1}{1 + w' + 2zw'}. \]  

In combination, (24), (26), (27) and (28) show the exact term-by-term equivalence of the two flow equations in (21) including the irrelevant and field-independent vacuum term \(-N \) [64, 99].

Some aspects of the duality (21) can be appreciated with the help of a sum rule [99]. For an optimised pair of UV and IR regulators (5), (18), the free massless propagator \( P_{\text{LPA}} = 1/q^2 \) can be decomposed uniquely into a UV part \( P_{\text{UV}}(q,k) = K_{\text{opt}}/q^2 \) where \( k \) takes the role of a UV cutoff (5), and an IR part \( P_{\text{IR}}(q,k) = 1/(q^2 + R_{\text{opt}}) \) for which \( k \) takes the role of an IR cutoff, (18). The former arises in the Polchinski flow, while the latter is employed in the optimised Wetterich flow. Irrespective of the value for \( k \), we observe the exact sum rule \( P_{\text{LPA}} = P_{\text{UV}} + P_{\text{IR}} \) between either of these, \( i.e. \)

\[ P_{\text{UV}} + P_{\text{IR}} = \frac{K_{\text{opt}}}{q^2} + \frac{1}{q^2 + R_{\text{opt}}} = \frac{1}{q^2}. \]  

At infinite \( N \), the anomalous dimension of the scalar field vanishes identically. Thereby the local potential approximation of the Wetterich flow becomes exact and the duality (29) holds true non-
perturbatively. In principle, a unique Polchinski regulator $K$ could be defined for any Wetterich regulator $R$ by imposing the sum rule (29), leading to

$$K(q^2/k^2) = \frac{R_k(q^2)}{q^2 + R_k(q^2)}.$$  

(30)

In this spirit, the seminal sharp cutoff limit $R_{\text{sharp}} = \lim_{a \to \infty} a \cdot \theta(k^2 - q^2)$ for the Wetterich flow would correspond to a simple step function cutoff $K(y) = \theta(1 - y)$ for the Polchinski flow. However, it is only for the “optimised” regulators $R = R_{\text{opt}}$ (18) and $K = K_{\text{opt}}$ (5) that the sum rule decomposition (29) leads to Polchinski and Wetterich flows (21) which are exact duals of each other under the Legendre transformation (22), for any RG scale. These results are further illustrated in Fig. 1, which displays the massless propagator in units of $k$ and its decompositions into Polchinski and Wetterich propagators for, exemplarily, the sharp and the optimised cutoff. Only the latter entails exact duality.

III. RUNNING COUPLINGS

In this section, we provide the local and global beta functions for all couplings within the Polchinski interaction potential and their solutions for all RG scales.
A. Local flows

We expand the Polchinski flow around the potential minimum by making a polynomial approximation of the potential

\[ u = \sum_{n=2}^{\infty} \frac{\lambda_n(t)}{n!} (\rho - \kappa(t))^n, \quad (31) \]

where we have defined \( \kappa \) as the potential minimum with \( u'(\kappa) = 0 \) \[100\]. The flow for all couplings \( \lambda_n \) obtains from (11) by suitable derivatives. We find

\[ \partial_t \lambda_n = (n - 3) \lambda_n + f_n(\kappa, \lambda_{i \leq n}). \quad (32) \]

The first term arises from the canonical mass dimension of the coupling \( \lambda_n \). The second term, \( f_n \), arises due to quantum fluctuations. Here, the functions \( f_n \) are polynomials of their arguments.

The flow for the vacuum expectation value \( \kappa \) is found by exploiting \( du'/dt = 0 \) with (11).

Using the techniques of [41, 45], all polynomial fixed points can be found recursively from (32) by solving \( \partial_t \lambda_n = 0 \) for the highest coupling, which is \( \lambda_n \).

As an aside, we note that exact RG flows \( \partial_t \lambda_n \) depend, ordinarily, on couplings up to including \( \lambda_{n+2} \) due to the second order nature of the underlying functional RG flow (1), (12). Here, this dependence is reduced to \( \lambda_{n+1} \) due to the large-\( N \) limit, (21). An additional reduction to \( \lambda_n \) arises in (32) due to the specific expansion point in (31), the running potential minimum.

Using the notation \( \lambda \equiv \lambda_2 \) and \( \tau \equiv \lambda_3 \), we find the first few flow equations from (32) as

\[
\begin{align*}
\partial_t \kappa &= 1 - \kappa \\
\partial_t \lambda &= -\lambda (1 - 4\kappa \lambda) \\
\partial_t \tau &= 12 \lambda (\lambda + \kappa \tau) \\
\partial_t \lambda_4 &= \lambda_4 + 12 \kappa \tau^2 + 16 \lambda (3 \tau + \kappa \lambda_4)
\end{align*}
\quad (33)
\]

and similarly for the higher order couplings. Notice that the flow of the vacuum expectation value “factorises” as it is entirely independent from all other couplings. The flow of the quartic coupling \( \lambda \) only depends on the quartic itself, and on \( \kappa \). This pattern extends to higher order: the flow for \( \lambda_n \) depends on \( \kappa \) and couplings \( \lambda_m \) with \( m \leq n \). The fixed point solution for the dimensionless vacuum expectation value (VEV) \( \kappa \) when \( \partial_t \kappa = 0 \) is

\[ \kappa_* = 1. \quad (34) \]

Let us introduce \( \kappa_\Lambda, \lambda_\Lambda \) and \( \tau_\Lambda \) to denote the initial values of couplings at \( k = \Lambda \). The analytical solution for the flow of the potential minimum is

\[ \kappa(t) = \kappa_* + c_\kappa e^{-t} \quad (35) \]

with integration constant \( c_\kappa = \kappa_\Lambda - 1 \). We observe that \( \kappa = \kappa_* \) is a UV attractive fixed point. Consequently, the VEV is a relevant operator. Now considering the quartic coupling the fixed point solutions are

\[ \lambda_* = 0 \quad \text{or} \quad \lambda_* = \frac{1}{4}. \quad (36) \]
The analytical solution for the running of the quartic coupling is

$$\lambda(t) = \frac{e^t}{4e^t + 2c_\kappa + c_\lambda e^{2t}}$$

(37)

with integration constant $c_\lambda = 1/\lambda - 2c_\kappa - 4$. We see that the fixed point $\lambda_* = 0$ corresponds to a UV attractive fixed point. Conversely, $\lambda_* = 1/4$ corresponds to an IR attractive fixed point, the seminal Wilson-Fisher fixed point. Finally for the sextic coupling we find the fixed point values corresponding to $\lambda_* = 0$ and $\lambda_* = 1/4$ respectively as

$$\tau_* = \tau \quad \text{or} \quad \tau_* = -\frac{1}{4}.$$  

(38)

We note that the flow for $\tau$ vanishes identically for vanishing quartic coupling, implying that $\tau$ becomes an exactly marginal coupling which characterises a line of interacting fixed points. The analytical solution for the running of $\tau$ is

$$\tau(t) = \frac{e^{2t}(-6c_\kappa + e^t(-16 - 6e^t c_\lambda + e^{3t} c_\tau))}{(2c_\kappa + e^t(4 + e^t c_\lambda))^3}$$

(39)

with integration constant

$$c_\tau = 16 + 64\tau_\Lambda + 8c_\lambda^2\tau_\Lambda + c_\lambda^3\Lambda + 12c_\lambda^2(4 + c_\lambda)\tau_\Lambda + 6c_\lambda(1 + 8\tau_\Lambda) + 6c_\kappa(1 + (4 + c_\lambda)^2\tau_\Lambda).$$  

(40)

All further couplings $\lambda_n$ for $n > 3$ can be obtained recursively in terms of $\kappa_*$, $\lambda_*$ and $\tau_*$. We conclude that two types of interacting fixed points arise. Firstly, when the quartic coupling vanishes we have the line of fixed points

$$(\kappa_*\lambda_*, \tau_*) = (1, 0, \tau_*),$$

(41)

where $\tau$ serves as a free parameter which remains unrenormalised non-perturbatively. This line of UV fixed points displays asymptotic freedom at the Gaussian fixed point. Once $\tau \neq 0$, the theory displays asymptotic safety. Secondly, we also find a unique isolated fixed point – the Wilson-Fisher fixed point – with

$$(\kappa_*, \lambda_*, \tau_*) = \left(1, \frac{1}{4}, \frac{1}{4}\right).$$

(42)

The negative sign of the sextic coupling for the IR fixed point is an interesting consequence of the Polchinski equation and suggests that the potential might be unbounded from below. However, we will see that this is not the case, owing to the higher order couplings $\lambda_n$.

B. Global flows

Returning to the Polchinski flow (11) we now obtain its general, global solutions via the method of characteristics [39, 40]. The procedure leads to full, non-perturbative solution for all fields without making any assumptions about the form of the solution. We will find, however, that physical fixed point solutions genuinely falls back onto the local flows under suitable polynomial approximations. Starting from (11), we are lead to a set of ordinary differential equations for the
characteristics,
\[
\frac{du'}{dt} = -2u'(1 - u') \quad (43)
\]
\[
\frac{d\rho}{du'} = \frac{\rho}{2u'(1 - u')} - \frac{1}{2u'(1 - u')} . \quad (44)
\]

The first characteristics is integrated to give \( e^{2t} \frac{u'}{1 - u'} = \text{const.} \) For the second one we must consider the cases \( u' \geq 0 \) and \( u' < 0 \) separately. In combination, we find the general solution as
\[
\frac{\rho - 1}{\sqrt{|u'|}} (1 - u')^{5/2} - F(u') = G \left( \frac{e^{2t} u'}{1 - u'} \right) . \quad (45)
\]

The function \( G \) is unspecified, and solely determined through initial conditions for the derivative of the interaction potential \( u' \) at some reference energy scale \( k = \Lambda \). The function \( F \) arises from the second characteristics and is given by
\[
F(u') = \begin{cases} 
\sqrt{1 - u'} \sqrt{u'} \left( \frac{5}{2} - u' \right) + \frac{3}{2} \arcsin \sqrt{u'} & \text{for } 1 > u' > 0 \\
-\sqrt{1 - u'} \sqrt{-u'} \left( \frac{5}{2} - u' \right) - \frac{3}{2} \arcsinh \sqrt{-u'} & \text{for } u' < 0 
\end{cases} \quad (46)
\]

which is monotonous in \( x \) with \( F(x) \geq 0 \) for \( x \in [0,1] \), \( F(x) < 0 \) for \( x \in [-\infty,0) \), \( F(0) = 0 \) and \( F(1) = \frac{3\pi}{4} \). Analytic continuity of \( F \) follows from \( \arcsin z = -i \ln(iz + \sqrt{1 - z^2}) \) and \( \arcsinh z = \ln(z + \sqrt{1 + z^2}) \) in the complex \( z \) plane, together with \( i\sqrt{z} = \sqrt{-z} \) when \( z \) changes sign. We also observe that \( u' \) takes values within the range \( (-\infty,1) \). An analytic continuation beyond \( u' = 1 \) is not available in general except for specific choices for \( G \). This structure is consistent with the mapping onto the dual flow (21), also using (25) for \( w' \) in the range \( w' \in (-1,\infty) \). We also note that using the Legendre transform relation for the first derivative of the potential (24), the field transform relation (26) and the trigonometric identity \( \arcsin(x) = \arctan(x/\sqrt{1 - x^2}) \) the global solution (45), (46) maps exactly onto the global solutions given in [39, 42] for the optimised Wetterich flow at infinite \( N \) [81, 82].

C. Interacting fixed points

Fixed point solutions \( u'_*(\rho) \) are scale independent. In view of (45) scale independence implies that the function \( G \) reduces to a \( t \)-independent constant. We define the constant such that we always have a real parameter \( c \). We then find that all continuous and differentiable fixed point solutions must obey the relation
\[
\left| \frac{\rho - 1}{\sqrt{|u'|}} (1 - u')^{5/2} - F(u') \right| = \begin{cases} 
c & (u' \geq 0) \\
-c & (u' < 0) 
\end{cases} \quad (47)
\]

where the parameter \( c \) can take any positive (for \( u' > 0 \)) or negative (for \( u' < 0 \)) real value, and \( F \) is given in (46). Note that the absolute value in (47) is essential to ensure analyticity around the saddle point
\[
(\rho, u') = (1,0) . \quad (48)
\]
Figure 2. Global fixed points $\rho(u')$ of the Polchinski equation in the large-$N$ limit for all fields $-\infty \leq \rho \leq \infty$ and potentials $-\infty \leq u' \leq 1$, in dependence on the free parameter $c$ and color-coded according to the legend. Axes are rescaled as $\rho \to \rho/(1+|\rho|)$ and $u' \to u'/(2-u')$ for better display. Thick lines indicate the Gaussian fixed point (black, $|c| = \infty$), the Wilson-Fisher fixed point (white, $c = 0$), and the Bardeen-Moshe-Bander (BMB) fixed point (grey, $c = 3\pi/4$), thin black lines for constant $c$ are added to guide the eye.

For any $c$, any integral curve will pass through (48), which arises from the solution of (11) at the fixed point. Integral curves with $u' > 1$ exist as well. None of these (bar one, see Sec. VI) can be written as (47) because $u' = 0$ cannot be reached. Under the duality map to the effective potential (21), (25) and (26), stable interaction potentials with $u' > 1$ and $\rho > 0$ are mapped onto unstable effective potentials with $w' < 0$ and $z > 0$, which is why these solutions are considered unphysical and are not investigated any further.

In Fig. 2 we show the global fixed point solutions in the form $\rho = \rho(u')$ as given in (47) and as a function of the free parameter $c \in (-\infty, \infty)$. Axes have been rescaled as $\rho \to \rho/(1+|\rho|)$ and $u' \to u'/(2-u')$ for better display. All curves with constant $c$ are color-coded according to the legend. Thin black curves with constant $c$ have been added to guide the eye.

Of particular interest are those fixed point solutions which are unique (single-valued), and which exist for all physical fields $\rho \geq 0$. A few distinct cases are worth being highlighted, see Fig. 2. Firstly, the limit

$$|c| \to \infty$$

entails that $u'$ vanishes identically for all fields. This corresponds to the Gaussian fixed point (full black line), which trivially exists for all fields. The non-interacting fixed point is an UV fixed point
of the theory, corresponding to “asymptotic freedom”. Secondly, the case

\[ c = 0 \]  \hspace{1cm} (50)

also leads to a unique fixed point solution \( u'(\rho) \) for all \( \rho \geq 0 \). We note that \( u' \) changes sign at \( \rho = 1 \) implying that it relates to the minimum of the fixed point potential. As we will establish shortly, this case corresponds to an IR fixed point, the unique Wilson-Fisher fixed point (full white line) of the theory. Thirdly, within the range

\[ c_{\text{crit}} < c < \infty \]  \hspace{1cm} (51)

with \( c_{\text{crit}} \) given in (52) below, we observe from Fig. 2 a family of integral curves which exist for all \( \rho \geq 0 \). However, and much unlike the Wilson-Fisher fixed point, we find that \( u' \geq 0 \) for all of these, for all fields. For this reason, \( \rho = 1 \) corresponds to a saddle point rather than a minimum of the fixed point potential. As we will show in more detail below, these fixed points are UV fixed points where the theory remains interacting at shortest distances. This phenomenon is also known as “asymptotic safety”. Finally, the limiting case where \( c = c_{\text{crit}} \) with

\[ c_{\text{crit}} \equiv \frac{3\pi}{4} \]  \hspace{1cm} (52)

is of particular interest. For any \( c < c_{\text{crit}} \), the integral curves do not cover the entire range of physical fields \( \rho \geq 0 \). For this reason, they are discarded as physical fixed point candidates. Intriguingly though, the borderline case (52) (full gray line) still offers a physical limit with novel features related to the spontaneous breaking of scale invariance first discovered by Bardeen, Moshe and Bander. Below, we refer to models with \( c > c_{\text{crit}} \) \( (c = c_{\text{crit}}) \ [c < c_{\text{crit}}] \) as weakly (critically) [strongly] coupled.

In the remaining parts of the paper we concentrate on each of these settings (47), for all \( c \), including the phase diagram of the full theory.

IV. INFRARED FIXED POINT

In this Section, we discuss the Wilson-Fisher fixed point solution of the Polchinski equation for all fields including in the complex plane. We also investigate radii of convergence for expansions, singularities in field space, and universal critical exponents.

A. Wilson-Fisher fixed point

The isolated Wilson-Fisher fixed point arises for the parameter choice (50). In this case, the relation (47) takes the form

\[ \rho_{WF}(u') = 1 + H(u') \]  \hspace{1cm} (53)

where we have introduced the auxiliary function

\[ H(x) = \frac{\sqrt{|x|} F(x)}{(1 - x)^{5/2}} \]  \hspace{1cm} (54)

with \( F(x) \) given in (46). The function \( H(x) \) contains all the relevant information. It is analytical in \( x \) and so is the expression (53) in \( u' \) across \( u' = 0 \). It obeys \( H(x) > 0 \) for \( 1 > x > 0 \) and
$H(x) < 0$ for $x < 0$. From Fig. 2 we observe that $u'$ takes values up to $u' \to 1$, corresponding to the regime where fields are large. For this reason we are interested in $H(x)$ in the small and large field regions, where it has the following expansions

\[
H(x) = 4x + 8x^2 + \frac{64}{5} x^3 + \mathcal{O}(x^4),
\]

\[
H(1-x) = \frac{3\pi}{4} \left( \frac{1}{x^{5/2}} - \frac{1}{2x^{3/2}} - \frac{1}{8x^{1/2}} - \frac{16}{15\pi} \right) + \mathcal{O}(\sqrt{x})
\]

for small $x \ll 1$. The Taylor expansion of (53) for small argument can be read off from (55). Inverting the Taylor expansion order by order, the corresponding expansion around (48) in field space takes the form

\[
u' = \frac{1}{4}(\rho - 1) - \frac{1}{8}(\rho - 1)^2 + \frac{3}{40}(\rho - 1)^3 + \cdots
\]

up to terms of order $\mathcal{O}((\rho - 1)^4)$ in the fields. The quartic and sextic couplings at the minimum agree with the local solution for the IR attractive fixed point (42), which identifies it as the Wilson-Fisher fixed point. Taylor-expanding the solution (53) around $u' \leq 1$ with the help of (56) we find that

\[
\rho = \frac{3\pi}{4(1-u')^{5/2}} - \frac{3\pi}{8(1-u')^{3/2}} - \frac{3\pi}{32(1-u')^{1/2}} + \frac{1}{5} + \mathcal{O}(1/u')
\]

showing that $\rho$ grows large algebraically in $1/(1-u')$ in the limit $u' \to 1$, with the index $5/2$. Inverting the large-field expansion we find that the derivative of the fixed point potential asymptotes as

\[
u'(\rho) = 1 - \left( \frac{3\pi}{4\rho} \right)^{2/5} + \text{subleading}
\]

towards unity with increasing $\rho$.

In Fig. 3 we show the Wilson-Fisher fixed point in the entire complexified field space. The left (right) panel displays the real (imaginary) part of $\rho$ as a function of $u'$ in the entire complex $u'$ plane. Along the real $\rho$ axis the fixed point (full red line) cannot be extended beyond the singularity at $u' = 1$ without acquiring an imaginary part (dashed red line). For asymptotically large $|u'|$, we always find that $\rho \to 0$.

### B. Bootstrap for scaling exponents

Next, we compute the scaling exponents at the Wilson-Fisher fixed point. Within a polynomial approximation (31), the fixed point search strategy has the form of a bootstrap [101]. A finite order polynomial expansion is based on the tacit assumption that interaction terms with higher canonical mass dimension correspond to less relevant operators at an interacting fixed point, meaning that universal eigenvalues must increase with increasing canonical mass dimension of the highest retained invariant $\propto \lambda_n \int d^4x \rho^n$ in the action. This assertion, however, must be checked a posteriori, which turns this procedure into a bootstrap [101]. Following [101], we calculate universal scaling exponents describing the behaviour of physical observables close to a fixed point. We calculate this via the stability matrix

\[
\partial_t \vec{u}_i = \mathcal{M} \vec{u}_i = \theta_i \vec{v}_i.
\]

\footnote{For applications of the bootstrap in 4d quantum gravity, see [102, 103].}
Figure 3. Global Wilson-Fisher fixed point from the Polchinski flow in the entire complex field plane, showing the real (left panel) and imaginary (right panel) part of the field variable $\rho = \frac{1}{2} \phi^a \phi^a / k$ as a function of $u'$ in the entire complex $u'$ plane. Axes are rescaled as $X \to X/(1 + |X|)$ for better display. We observe a pole at $u' = 1$. Along the real $\rho$ axis, we observe that the Wilson-Fisher fixed point (full red line) cannot be extended beyond the pole at $u' = 1$ without acquiring an imaginary part (dashed red line).

where $M_{ij} = d\beta_i / d\lambda_j |_{\bar{X} = X}$, and $\lambda_j$ are the coupling constants and $\lambda_j^*$ their fixed point values. The universal scaling exponents $\theta_i$ of (small) eigenperturbation $\tilde{v}_i$ with components $v_i = \lambda_i - \lambda_i^*$ are then given by the eigenvalues of the stability matrix $M$. We also introduce $\nu = -1/\theta_-$ as the scaling exponent for the correlation length defined as (minus) the inverse of the lowest (negative) eigenvalue of the stability matrix.

It is convenient to reformulate the flow equations (33) in terms of the mass coupling in place of the flow of the potential minimum. We define $u'|_{\rho = 1} = m^2$. We find

$$\begin{align*}
\partial_t m^2 &= -2m^2 + 2(m^2)^2 + 4\lambda m^2, \\
\partial_t \lambda &= -\lambda + 4\lambda^2 + 8\lambda m^2 \\
\partial_t \tau &= 12\lambda \tau + 12\lambda^2 + 12m^2 \tau,
\end{align*}$$

and similarly to higher order. Using the above at the Wilson-Fisher fixed point (42) we find the exact scaling exponents from the local polynomial expansion as

$$\theta = -1, 1, 3, 5, 7, \ldots.$$  

This is the well-known large-$N$ result for the scaling exponent $\nu$, given by minus the inverse of the sole negative eigenvalue, meaning $\nu = 1$. We observe that the bootstrap hypothesis is confirmed from order to order in the expansion (31).

For completeness we also compute scaling exponents at the Gaussian and tricritical fixed points. At the Gaussian fixed point we observe that the local flows display the canonical eigenvalues

$$\theta = -2, -1, 0, 1, 2, \ldots.$$  

In particular, this leads to the mean field exponent $\nu = 1/2$. Considering the tricritical fixed points with (41) we once more find classical eigenvalues (63), independently of the free parameter $\tau$. The
scaling exponents are the same as for the Gaussian which is interesting in so far as these correspond to interacting UV fixed points.\footnote{In models of 4d quantum gravity, it has been observed that higher order polynomial invariants of the metric field lead to an interacting UV fixed point with near-Gaussian exponents [101–103].} We also note that the local expansion cannot differentiate between the regions $c > \frac{3\pi}{4}$ and $c < \frac{3\pi}{4}$ as in the case of the Legendre flow. We obtain scaling exponents for all values of positive sextic coupling but require the global solution to rule our the strong coupling region.

C. Singularities and convergence

Next, we investigate convergence-limiting singularities of the global Wilson-Fisher fixed point in the complex plane, following [41]. It is well-known that nearby singularities away from the physical regime ($\rho \geq 0$) impact on the physical regime and constrain the radius of convergence for local expansions [41, 104, 105]. It has been observed previously that polynomial approximations of the Polchinski equation at finite $N$ show notoriously poor convergence [106]. Here, we investigate this aspect at infinite $N$. To that end, we evaluate the polynomial expansion (31), (57) to high order. We find that the fixed point equations for all polynomial couplings can be solved iteratively, and exactly, to each and every order. We find that the set of couplings at the Wilson-Fisher fixed point come out with alternating sign. The ratio test can then be applied to estimate the radius of convergence which is found, approximately, to be

$$R = 1.157.$$ (64)

To obtain this estimate we have used the first 30 coefficients in the expansion (31) at the fixed point together with extrapolation to infinite order. The two-fold periodicity pattern indicates that the radius of convergence is limited by a singularity (pole or cut) on the negative real $\rho$-axis. This behaviour is qualitatively similar to polynomial expansions of the closely related Wetterich equation where a pair of complex poles dictates the radius of convergence [41, 45]. The important new result here is the finiteness of the radius (64), which is in stark contrast to models with finite $N$, [106]. We conclude that the presence of Goldstone mode fluctuations is responsible for the poor convergence behaviour of polynomial approximations of Polchinski’s flow, summarised in [106].

Some analytical understanding about the singularity can be deduced from the analytical solution (53). As can be seen in Fig. 2, along the Wilson-Fisher solution (thick white curve) we observe that $d\rho/du' = 1/u''$ vanishes in the regime $\rho < 0$, hence corresponding to a singularity in the quartic coupling $u''$. This happens as soon as

$$H'(u') = 0, \quad (65)$$

with $H$ as in (54). In the entire complex plane the transcendental equation (65) has a unique finite solution located on the real axis where $\rho < 0$,

$$\begin{align*}
\{ u'_s &= -1.84638 \cdots \\
\rho_s &= -0.156604 \cdots \}
\end{align*} \quad (66)$$

The nature of the singularity is determined by expanding the exact solution (53) in the vicinity of (65), (66), leading to

$$\rho - \rho_s = \frac{1}{2} H_s'' \cdot (u' - u'_s)^2 + \text{subleading}, \quad (67)$$
where $H''_s \equiv H''(u'_s) \neq 0$. The linear term in $(u' - u'_s)$ is absent at the singularity due to (65). We then find that $u'(\rho) - u'_s = \sqrt{2(\rho - \rho_s)/H''_s}$ close to the singularity and modulo subleading corrections, meaning that the singularity is of a square-root type

$$u''(\rho) = \frac{1}{\sqrt{2H''_s}} \frac{1}{\rho - \rho_s}. \quad (68)$$

Since the singularity at (66) is the unique solution to (65) for finite fields, and we expect that it dictates the radius of convergence $R$ for expansions of $u'(\rho)$. Specifically, the exact radius of convergence for an expansion of $u'(\rho)$ about the potential minimum, such as (31) at the Wilson-Fisher fixed point, is

$$R = |\kappa_s - \rho_s| = 1.156604 \cdots. \quad (69)$$

This result is in excellent agreement with the numerical estimate (64).

V. ULTRAVIOLET FIXED POINTS

In this section, we investigate the set of weakly and strongly interacting ultraviolet fixed points of the theory, their vacuum stability and the UV conformal window.

A. Asymptotic safety

The $O(N)$ symmetric scalar theory in $3d$ is superrenormalisable in perturbation theory. At short distances, it is characterised either by a free or by an interacting UV fixed point corresponding to asymptotic freedom or asymptotic safety, respectively. The Gaussian UV fixed point for asymptotic freedom corresponds to the limit where $c \to \infty$ in (47), while settings with asymptotic safety correspond to some cases where $c \neq 0$.

Next, we identify the fixed point solutions (47) with asymptotic safety. For general parameter $c \neq 0$, the relation (47) can be resolved explicitly for $\rho = \rho(u')$ leading to two separate branches. To that end, we introduce the functions

$$\rho_{\pm}(u') = \rho_{WF}(u') \pm c \frac{\sqrt{|u'|}}{(1 - u')^{5/2}}. \quad (70)$$

with $\rho_{WF}(u')$ defined in (53). For fixed $c$, the fixed point solution is then given by either $\rho = \rho_{+}(u')$ or $\rho = \rho_{-}(u')$, depending on the size of $u'$. Let us first show that (70) leads to continuously differentiable fixed point potential $u'(\rho)$. Owing to the definitions, differentiability is automatically guaranteed for all fields except at the point (48). We compute the Taylor expansion in $u'$ around (48) to find

$$\rho_{\pm} = 1 \pm c \sqrt{|u'|} + 4u' + \mathcal{O}((u')^{3/2}). \quad (71)$$

Inverting the series we obtain explicit expressions for the function $u'(\rho)$. Let us consider first the
case where $u' > 0$. We find

\[ u' = \frac{1}{c^2}(\rho - 1)^2 + \mathcal{O}[(\rho - 1)^3], \]
\[ u'' = \frac{2}{c^2}(\rho - 1) + \mathcal{O}[(\rho - 1)^2], \]  
\[ u''' = \frac{2}{c^2} + \mathcal{O}[\rho - 1]. \]  

(72)

The results hold true for either sign of $c$, and thereby establishes that $u'$ cannot change sign across (48) for any integral curve as soon as $c \neq 0$. All higher order derivatives continue to be functions of $c^2$ and so the sign of $c$ does not alter the continuity of polynomial couplings across $\rho = 1$. The result also establishes that the quartic coupling $\lambda$ at $u' = 0$ vanishes identically, for any $c \neq 0$. This confirms that the solutions correspond to the line of tricritical fixed point detected earlier. Moreover, the exactly marginal sextic coupling $\tau$ is given by

\[ \tau = \frac{2}{c^2} \]  

(73)

in terms of the parameter $c$. Next, we consider the large-field asymptotics for either of the branches (70), also recalling $u' > 0$. We find

\[ \frac{\rho}{c_{\text{crit}} \pm c} = \frac{\sqrt{u'}}{(1 - u')^{5/2}} + \text{subleading}, \]  

(74)

with $c_{\text{crit}}$ given in (52). This result states that the asymptotic behaviour is dictated by the sign of $(c_{\text{crit}} \pm c)$. Resolving for $u'$ we find

\[ u'(\rho) = 1 - \left( \frac{c_{\text{crit}} \pm c}{\rho} \right)^{2/5} + \text{subleading} \]  

(75)

For $c_{\text{crit}} \pm c > 0$, (75) corresponds to the large-field limit $1/\rho \to 0^+$ whereby $u' \to 1$. This behaviour holds true for all branches $\rho_+(u')$ including in the limit $c = 0$, see (59). For $c_{\text{crit}} \pm c < 0$, (75) corresponds to the large negative field limit $1/\rho \to 0^-$. The case $c_{\text{crit}} - c = 0$ will be treated separately in Sec. VI. Examples for fixed point solutions with $c_{\text{crit}} - c > 0$ and $c_{\text{crit}} - c < 0$ are shown in Fig. 4.

We now turn to the case where $u' < 0$. Following the same steps as before, we conclude from (71) that the solutions (72) turn into

\[ u' = -\frac{1}{c^2}(\rho - 1)^2 \]
\[ u'' = -\frac{2}{c^2}(\rho - 1) \]
\[ u''' = -\frac{2}{c^2}. \]  

(76)

modulo subleading corrections in powers of $(\rho - 1)$. We observe that the potential and its derivatives are continuous across (48). Moreover, continuity implies that $u'$ cannot change sign across the line $u' = 0$. Evaluating the couplings at $\rho = \kappa_+ = 1$ we see that once again the quartic coupling vanishes identically. The sextic coupling, this time, becomes negative,

\[ \tau = -\frac{2}{c^2}. \]  

(77)
Figure 4. Shown are the Polchinski mass functions $u'(\rho)$ (black lines) for a weakly coupled UV fixed point (left panel), and a strongly coupled UV fixed point (right panel) with $c_\pm = c_{\text{crit}} \pm 10^{-2}$. The strong-coupling solution exhibits a turning point at $\rho_*$ where $1/u''_*(\rho_*) = 0$, and a secondary solution where the fixed point has become multivalued (dashed line). In either case, it is observed that the weak and strongly interacting fixed points follow from the Wilson-Fisher solution (red line) by a constant shift into either direction (70), with $\Delta = c (u')^{1/2} (1 - u')^{-5/2}$.

Combining this solution with (73) we see that for $\lambda_* = 0$, $\tau_* = \tau$ is a solution for the entire real line consistent with (41). The change in sign of $\tau_*$ between positive and negative $u'_*$ is an important feature of our solution. It means that it is not possible to connect the positive and negative branches of our solution as the sextic coupling contains a discontinuity. Hence we find that the Wilson-Fisher solution $c = 0$ is the only fixed point solution for which $u'$ changes sign as a function of the fields.

B. From weak to strong coupling

Tricritical (UV) fixed points are termed “weakly coupled” provided the parameter $c > c_{\text{crit}}$, corresponding to values for the exactly marginal sextic coupling in the range

$$0 \leq \tau \leq \tau_{\text{crit}} = \frac{32}{9\pi^2}. \quad (78)$$

In the weakly coupled regime, the potential remains finite and well-defined for all fields. We find that the unique fixed point solution given by

$$\rho = \begin{cases} 
\rho_+(u') & \text{if } \rho \geq 1 \\
\rho_-(u') & \text{if } \rho \leq 1 
\end{cases} \quad (79)$$

An example for this is shown in Fig. 4.

On the other hand, “strongly coupled” fixed points relates to $c < c_{\text{crit}}$, corresponding to values
Figure 5. Global fixed point solutions (47) for the Polchinski mass function $u'_*(\rho)$ (left panel) and the interaction potential $u_*(\rho)$ (right panel) for different values of the free parameter $c$. The red (purple) [black] line corresponds to the Wilson-Fisher (Bardeen-Moshe-Bander) [Gaussian] fixed point. The blue region and blue lines correspond to a family of (tricritical) UV fixed points, and dashed curves denote unphysical multivalued solutions at strong coupling which do not extend over all physical fields. The BMB fixed point sticks out, indicating the border between strongly and weakly coupled domains.

for the exactly marginal sextic coupling in the range

$$\tau_{\text{crit}} < \tau.$$ \hspace{1cm} (80)

The regime of strong coupling is characterised by a turning point in $\rho(u')$ such that $\rho$ becomes multivalued in $u'$ (see Fig. 4, right panel). This turning point occurs when $d\rho/du' = 0$ leading to a ‘Landau-type pole’ $1/u''(\rho_s) \to 0$ at some point $\rho_s$.

As an aside, we note that singularities and branching points such as this one cannot arise at any finite order in perturbation theory. It is a virtue of the renormalisation group used here that these features are made visible. Previously, this type of behaviour was observed in supersymmetric $O(N)$ models at finite and infinite $N$, where it leads to cusps for the integrated flow and the effective potential [23, 24]. It implies a characteristic momentum scale associated to the cusp, similar to the “Larkin scale” observed in random field Ising models [107]. In ordinary $O(N)$ models, singularities and cusp-like patterns have also been observed [41, 42, 45]. For further studies of cusps in $O(N)$ models and the interplay of finite and infinite $N$ approximations, see [41, 42, 45, 108, 109].

Coming back to our setting, we introduce the shorthand notation $u'_s = u'(\rho_s)$ together with (44) to find

$$\rho_s = \frac{1}{1 + 4u'_s}. \hspace{1cm} (81)$$

Inserting this into the branch $\rho_-(u')$ of (70) we find that a turning point at $(\rho_s, u'_s)$ arises for theories with $c = c_s$, where

$$c_s = F(u'_s) - 4 \frac{(u'_s)^{1/2}(1 - u'_s)^{5/2}}{1 + 4u'_s}. \hspace{1cm} (82)$$
Table 1. Domains of validity and branches of the fixed point solutions with $u' \geq 0$. At weak and critical coupling, the junction of $\rho_+$ with $\rho_-$ provides the unique global fixed point solution $\rho(u')$. At strong coupling, two independent global solution exist for all fields $\rho \geq \rho_s$.

with $F(u')$ previously defined in (46). This expression is monotonous in $u'$ for $0 \leq u' \leq 1$ and reaching its maximum as

$$\lim_{u'_s \to 1} c_s = \frac{3\pi}{4}. \quad (83)$$

We conclude that the running quartic coupling develops a Landau-type singularity for any $0 < c < c_{\text{crit}}$ in the strong coupling regime. Moreover, the divergence arises in the physical regime $0 < \rho_s$. It also entails that the potential is no longer well-defined for small fields $0 \leq \rho < \rho_s$.\(^5\)

Consequently, we find two inequivalent fixed point solutions for every $0 < c < c_{\text{crit}}$. The first one is given by

$$\rho = \begin{cases} 
\rho_+(u') & \text{if } \rho \geq 1 \\
\rho_-(u') & \text{if } \rho_s \leq \rho \leq 1 \text{ and } u' \leq u'_s,
\end{cases} \quad (84)$$

while a second solution is given through

$$\rho = \rho_-(u') \text{ if } \rho_s \leq \rho \text{ and } u' > u'_s. \quad (85)$$

In general, if more than one solution are found, the one with the smaller effective potential is the dominant saddle point solution. Notice also that $u' > 0$ for the entire solution (85) whereas (84) runs through (48). Our results (79), (84) and (85) for the various independent fixed point solutions are summarised in Tab. 1. Finally, we note that fixed point solutions with $c \neq 0$ and $u' < 0$ display a turning point (81) at $u' = u'_s$, with

$$c_s = -\left| \frac{F(u'_s) - (1 - u'_s)^{5/2}}{\sqrt{-u'_s(1 + 4u'_s)}} \right|. \quad (86)$$

Notice that even the Wilson-Fisher fixed point ($c = 0$) displays a turning point at finite $\rho_s < 0$, meaning that the fixed point solution cannot be defined for arbitrarily large negative fields.

\(^5\) This phenomenon has previously been observed using the Wetterich effective action for the same theory [41, 42, 45], and for 3d supersymmetric $O(N)$ models in the large $N$ limit [23, 24].
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Figure 6. Shown is the exact conformal window with asymptotic safety of large-$N$ scalar field theories, characterised by the bare sextic coupling $\tau$. The regime with asymptotic safety (yellow band) is limited by the Gaussian fixed point ($\tau = 0$, green line) and the Bardeen-Moshe-Bander fixed point ($\tau = \tau_{\text{crit}}$, red line). Regions with incomplete fixed points (light red band) and unstable vacua (gray band) are also indicated.

C. Conformal window

With these results at hand, we are now in a position to discuss the “conformal window” for UV complete quantum field theories (Fig. 6). The conformal window is characterised by the sextic coupling $\tau$. Once $\lambda = 0$, the coupling $\tau$ is exactly marginal and serves as a fundamentally free parameter of the theory. For negative $\tau$, the global fixed points have $u′ < 0$ throughout. In consequence, the vacuum is unstable and a meaningful ground state cannot be identified. For $\tau = 0$, the UV fixed point is the well-known Gaussian, corresponding to asymptotic freedom. For $0 < \tau < \tau_{\text{crit}}$ where the fixed point remains weakly interacting, the theory displays a well-defined interacting UV fixed point corresponding to asymptotic safety. For $\tau = \tau_{\text{crit}}$, the UV fixed point additionally displays the spontaneous breaking of scale invariance (Sec. VI). Within the range

$$\tau \in [0, \tau_{\text{crit}}], \quad c \in [c_{\text{crit}}, \infty]$$

the short-distance theory is described by an interacting conformal field theory. At even stronger coupling ($\tau > \tau_{\text{crit}}$), the fixed point solutions are incomplete in that they do not extend over the entire domain of physical fields. These solutions are considered unphysical.

VI. BARDEEN-MOSHE-BANDER FIXED POINT

We now turn to the specific value of the parameter $c = c_{\text{crit}}$, (52), where the fixed point (47) displays the spontaneous breaking of scale invariance, also known as the Bardeen-Moshe-Bander phenomenon [38, 42, 49, 54, 55, 110]. Most notably, the breaking of scale symmetry entails the generation of a light “dilaton” or ”scalon” [111] in the spectrum. It has been speculated that these types of mechanisms may offer a scenario for the origin of the Higgs in certain extensions of the Standard Model [112–114]. The breaking of scale symmetry has also been studied in extensions with supersymmetry or Chern-Simons interactions [23, 24, 50–53]. Here, we explain how
this phenomenon comes about within Polchinski’s flow equation and in terms of the Polchinski interaction potential \[39, 40, 42, 59\]. We also investigate the Polchinski-Wetterich duality in depth, particularly in view of the breaking of scale symmetry at an RG fixed point.

### A. Spontaneous breaking of scale invariance

By their very definition, fixed points of the renormalisation group imply that dimensionless couplings remain unchanged under a change of RG scale, which entails scale invariance. Within the RG, and on the level of the dimensionless effective potential \( w(z) \) in (21), the spontaneous breaking of scale invariance can be understood as follows [42]. In the limit \( k \to 0 \), the physical mass \( m \) of the scalar field in the symmetric phase relates to the derivative of the quantum effective potential, which itself is related to the fixed point solution as

\[
W'(z \cdot k) = w'_*(z) k^2, 
\]

\[ m^2 \equiv W'(0) = w'_*(0) k^2. \tag{88} \]

Notice that the mass squared \( m^2 \) is non-zero for any fixed point solution with \( w'_*(0) \neq 0 \) and \( k \neq 0 \). This is in accord with the requirements of scale invariance because the mass parameter itself scales proportionally to the RG scale, \( m \sim k \). Moreover, as long as \( w'_*(z = 0) \) at vanishing field remains finite, the mass vanishes in the limit \( k \to 0 \). In our case, this applies for all weakly coupled fixed points where \( c > c_{\text{crit}} \). However, this conclusion may be upset provided that \( w'_*(0) \) diverges [42],

\[
w'_*(0) \to \infty, \tag{89} \]

in which case the physical mass (88) may take any finite value for \( k \to 0 \), and remains undetermined otherwise. Specifically, in the physical limit the relation between the classical field \( \bar{z} = z \cdot k \) and the derivative of the effective potential \( W'(\bar{z}) \) for any fixed point solution is given by

\[
\bar{z} = (c_{\text{crit}} - c) \sqrt{W'} \tag{90} \]

for any RG scheme [42], and up to terms subleading in \( k^2/W' \ll 1 \). The result establishes that the physical mass at vanishing field must vanish for any fixed point solution with \( c \neq c_{\text{crit}} \), in accord with exact scale invariance. On the other hand, for \( c = c_{\text{crit}} \) the mass (88) becomes a free dimensionful parameter which is not determined by the fundamental parameters of the theory, thereby breaking scale invariance. In other words, the mass is discontinuous as a function of \( c \), and we conclude that theories with a diverging \( w'_*(0) \) at a fixed point lead to the spontaneous breaking of scale invariance (90) due to the dynamical generation of a mass [42].

### B. Polchinski interaction potential

One might wonder if the behaviour (89) or (90) may arise from the Polchinski BMB solution (47), and whether the breaking of scale invariance will again correspond to a small-field divergence on the level of the dimensionless Polchinski mass function,

\[
u'_(0) \to \infty. \tag{91} \]

As has been observed in (75) (see also Fig. 2), fixed point solutions \( u'_*(\rho) \) are bound from above by \( u'_*(\rho) \leq 1 \) for asymptotically large fields \( \rho \), provided that \( c_{\text{crit}} + c > 0 \). For the Wilson-Fisher fixed point \( (c = 0) \), this bound is related to a pole in field space (Fig. 3). Interestingly though, for the BMB case where \( c = c_{\text{crit}} \), we find that the limit \( u' \to 1 \) is achieved for finite field \( \rho \to \frac{1}{5} \) (see
Moreover, the fixed point solution has an analytical expansion in $u'$ beyond $u' = 1$. We observe that

$$\rho = G(u') \equiv \frac{1}{5} - \frac{4}{35} (u' - 1) + \frac{8}{105} (u' - 1)^2 - \frac{64}{1155} (u' - 1)^3 + \ldots ,$$

(92)

where the analytic function $G(x)$ can be expressed in terms of a hypergeometric series

$$G(x) = \frac{1}{5} - \frac{4(x - 1)}{35} \, _2F_1(1, 3, \frac{9}{2}, 1 - x).$$

(93)

It is now evident that the BMB solution can be analytically continued towards $u' > 1$, and the full expression for the critical mass function (92), (93) then takes the piece-wise closed form

$$\rho_{BMB}(u') = \begin{cases} 
- \frac{3 \sqrt{u'} \ln(\sqrt{u'} - 1 + \sqrt{u'})}{2} & \text{for } 1 < u' \text{ (where } 0 < \rho < \frac{1}{5}) \\
\frac{3 \sqrt{u' \arcsin \sqrt{u' - \frac{1}{2}}}}{2} & \text{for } 0 \leq u' \leq 1 \text{ (where } \frac{1}{5} < \rho < 1) \\
\frac{3 \sqrt{u' \arcsin \sqrt{u' + \frac{1}{2}}}}{2} & \text{for } 0 \leq u' \leq 1 \text{ (where } 1 < \rho). 
\end{cases}$$

(94)

The expression is analytic except at $\rho = 0$. In Fig. 7 (left panel), the Polchinski BMB solution (94) is shown for all fields. The three segments of (94) correspond to the dotted (blue) line, the full (red) line, and the dashed (magenta) line, respectively. From the explicit result, we deduce that $\rho \to 0$ in the limit $u' \to \infty$, which is the fingerprint for the spontaneous breaking of scale invariance, (91). For small fields, the Polchinski mass function $u'$ can be expanded as

$$u'_{BMB} = \sum_{n=-1}^{\infty} \sum_{m=0}^{n+1} \lambda_{n,m} \rho^n (\ln \rho)^m.$$ 

(95)

For the first few leading terms, we find

$$u'_{BMB} = \frac{1}{2\rho} + \frac{3}{2} \ln \rho + 4 - \frac{3}{2} \ln 2 - \frac{9}{2} \rho (\ln \rho)^2 - (21 - 9 \ln 2) \rho \ln \rho - \left( \frac{57}{2} - 21 \ln 2 + \frac{9}{2} (\ln 2)^2 \right) \rho$$

(96)

The critical mass function (94), (96) and the potential $u_{BMB}(\rho)$ are shown in Fig. 5 (magenta lines). They arise as the limit $c \to c_{crit}$ from the finite potentials at the tricritical fixed points. We conclude that $c = c_{crit}$ is the only case where the Polchinski mass function diverges at vanishing field, meaning that (91) is a fingerprint for the spontaneous breaking of scale invariance.

Let us now discuss the spontaneous breaking of scale symmetry in terms of the interaction mass. We consider the dimensionful Polchinski mass function $U'(\bar{\rho})$ at vanishing field. For general fixed point solution (47) and (70) with $c > c_{crit}$, and for $\bar{\rho} < k$, we have

$$\bar{\rho} = k \left[ 1 + k^4 \sqrt{U'} \frac{F \left( U' / k^2 \right) - c}{(k^2 - U')^{5/2}} \right]$$

(97)

with $F$ given in (46). We recall that $0 < F(x) < c_{crit}$ for $0 < x < 1$. For $c > c_{crit}$, the second term is negative and $U'(0)$ has a real solution for any $k$. Using (92) it is convenient to isolate the
analytic from the non-analytic contributions in (97),

$$\bar{\rho} = k \left[ G \left( \frac{U'}{k^2} \right) + k^4 \sqrt{U'} \cdot \frac{c_{\text{crit}} - c}{(k^2 - U')^{5/2}} \right]$$  \hspace{1cm} (98)$$

where the analytic function $G$ is given in (93). For $c > c_{\text{crit}}$ the non-analytic term $\propto (k^2 - U')^{-5/2}$ then dictates that $U'$ must remain smaller than $k^2$ for all scales. It follows that $U'(0) = a \cdot k^2$ with $0 < a < 1$. Hence, the only admissible limit for the mass at vanishing field and for $k \to 0$ is that of a vanishing interaction mass, $U' \to 0$, as one might have expected for a scale-invariant theory. On the other hand, at the BMB fixed point (94) where $c = c_{\text{crit}}$, the non-analyticity in the denominator in the second term of (97) and (98) is exactly cancelled by the numerator. In this case, the square of the interaction mass $U'$ is no longer constrained to be smaller than the square of the RG scale, and it follows that

$$\bar{\rho} = \frac{k^3}{2U'}$$  \hspace{1cm} (99)$$

in the limit where $k \to 0$, up to terms subleading in $k^2/U' \ll 1$. We conclude that the interaction mass at vanishing field has become a free dimensionful parameter of the critical theory whereby scale invariance is broken spontaneously. Hence, the mass is discontinuous as a function of the parameter $c$, and the result (98) for the interaction potential can be seen as the analogue of the result (90) for the effective potential.

C. Polchinski-Wetterich duality

In order to appreciate similarities and differences with the fixed point for the dual effective potential [42], we compare the main features of the Polchinski interaction potential and the optimised Wetterich effective potential at the BMB fixed point in some detail:

(a) Unbounded interaction potential.

From (96), owing to the leading term, we conclude that the Polchinski interaction potential is logarithmically unbounded from below,

$$u_* \propto \ln \rho.$$  \hspace{1cm} (100)$$

Moreover, since the Polchinski interaction potential is scheme independent to leading order in the derivative expansion, (3), (7), it follows that the logarithmic unboundedness cannot be removed through a change of RG scheme. This is in marked contrast to the dual effective potential where the shape of the potential is scheme-dependent. Most importantly, the effective potential remains bounded for generic regularisation [42], except for the sharp cutoff limit where it becomes logarithmically unbounded [42, 49, 54, 55]. In [55], it has been explained that logarithmic divergences of the effective potential, such as in (100), are weak enough to allow for a well-defined ground state.

(b) Duality.

The Polchinski interaction potential $u_*(\rho)$ from (94) with (96) is dual to the optimised Wetterich effective action $w_*(z)$ [64, 81, 82] (see also Sec. II C). In [42], it has been shown that the BMB effective potential $w_*(z)$ remains bounded for all fields. In the notation of (20), (21), for small $z$ we have $w'_*(z) \approx 1/\sqrt{5} \cdot z$ + subleading, and therefore

$$w_* \propto \sqrt{z}.$$  \hspace{1cm} (101)$$
Figure 7. Polchinski-Wetterich duality. Shown are the mass functions at the BMB fixed point for the Polchinski interaction potential (left panel) and for the dual quantum effective potential (right panel); axes are rescaled as $x \rightarrow x/(1+|x|)$. Both mass functions show a non-analytic singularity at vanishing field. The dotted (blue), dashed (magenta) and full (red) segments in both plots are mapped onto each other under the duality (22). The physical and unphysical branches of the Wetterich flow are connected via analytical continuation (103). We notice that the divergence in the small-field region of the Polchinski flow originates from the large-field behaviour in the unphysical branch of the Wetterich flow. Conversely, the small field BMB singularity of the Wetterich mass function – the fingerprint for the spontaneous breaking of scale invariance – does not correspond to a singularity in the Polchinski mass function.

It is noteworthy that one of the potentials is logarithmically unbounded (100) for small fields, while the other is not (101). As we shall see, the reason for this is that the duality does not map the small $z$ region onto the small $\rho$ region. Instead, using the findings from Sec. II C, we observe that the region $w' \rightarrow \infty$ and $z \rightarrow 0$ from the bounded Legendre effective potential (101) is mapped onto the vicinity of $w' \approx 1$ and $\rho \approx \frac{1}{5}$ of the Polchinski interaction potential. Due to the analytical continuation across the point $u' = 1$ and $\rho = \frac{1}{5}$, the logarithmically divergent part of the Polchinski interaction potential (where $u' \sim 1/\rho$ for $\rho \rightarrow 0$) of (94) originates from a Legendre effective potential where $w' < 0$. Specifically, the BMB fixed point solution for the Wetterich effective action (20) is given by [42]

$$z_{\text{BMB}}(w') = 1 + \frac{w'}{2(1 + w')} + \frac{3}{2} \sqrt{w'} \arctan \sqrt{w'} + \begin{cases} -\frac{3\pi}{4} \sqrt{w'} & \text{for } w' > 0 \text{ (where } z < 1) \\ +\frac{3\pi}{4} \sqrt{w'} & \text{for } w' > 0 \text{ (where } z > 1) \end{cases}. \quad (102)$$

The physical solution (102) has two branches corresponding to large and small fields. We notice that the small-field branch has an analytical continuation from $w' > 0$ to negative $w' < -1$. This follows explicitly from its Taylor expansion about $1/w' = 0$, which reads

$$z_{\text{BMB}}(w') = \sum_{n=1}^{\infty} \frac{n}{2n + 3} (-w')^{n+1} = \frac{1}{5w'^{2}} \, _2F_1(2, \frac{5}{2}, \frac{7}{2}, -\frac{1}{w'}) \quad (103)$$
Figure 8. Polchinski-Wetterich duality (cont’d). Shown are the Polchinski interaction potential $u_{\text{BMB}}(\rho)$ and the Wetterich quantum effective potential $w_{\text{BMB}}(z)$ at the BMB fixed point; axes are rescaled as in Fig. 7. The dotted (blue), dashed (magenta) and full (red) segments of either potential are mapped onto each other under the duality transformation (22). The small-field region of the Wetterich effective potential, which encodes the breaking of scale invariance, relates to the mid-field region of the Polchinski interaction potential. The small-field region of the logarithmically unbounded Polchinski potential is related to the unphysical (because globally unstable) branch of the Wetterich potential (103), which is linearly unbounded for large fields.

in terms of a hypergeometric series. The analytically-continued branch has $w' < -1$ for all $z \geq 0$. The corresponding potential is globally unbounded for large fields and unphysical. Hence, the analytically-continued region $u' \in (1, \infty)$ for physical fields $\rho \in (0, \frac{1}{5})$ of the Polchinski flow (94) relates to an unphysical region of the optimised Wetterich flow (103) where $w' \in (-\infty, -1)$ and $z \in (0, \infty)$. In Fig. 7 (right panel), the different solution branches of (102) and (103) are shown by full (red), dashed (magenta) and dotted (blue) lines.

(c) *Polchinski vs Wetterich mass functions.*

Fig. 7 compares the mass function for the Polchinski case $u'(\rho)$ (left panel) and the Wetterich case $w'(z)$ (right panel) at the BMB fixed point. In the former case the potential is unique (94). In the latter case, two inequivalent mass functions arise, a physical (102) and an unphysical one (103), both of which extend over all fields. Under the duality transform (22) the fixed points of (21) and the regions indicated by full (red), dashed (magenta) and dotted (blue) lines in Fig. 7 are mapped onto each other. Most notably, the small-field region of the Polchinski mass function (94) relates entirely to the unphysical branch (103) of the Wetterich mass function, and the small-field singularity $u' \to 1/(2\rho)$ in the former arises from the large field asymptotics $1 + w' \to -1/(2z)$ of the latter, (103). On the other hand, the small-field singularity of the Wetterich mass function (101) – the fingerprint for the spontaneous breaking of scale invariance – does not correspond to a singularity of the critical Polchinski mass function.
(d) **Interaction potential vs effective potential.**

Our findings for the different potentials are summarised in Fig. 8 (colour-coding as in Fig. 7). We observe that the square-root type small-field non-analyticity, which is responsible for the BMB phenomenon of the effective potential (101), relates to finite fields ($\rho = \frac{1}{5}$) without any divergences within the Polchinski interaction potential (94). Conversely, the small-field logarithmic unboundedness of the Polchinski interaction potential (100) relates to the large-field linear unboundedness ($w \to -z$ for large $z$) of the unphysical branch of the dual Wetterich effective potential (103).

(e) **Weak/strong boundary.**

In the strong-coupling regime ($c < c_{\text{crit}}$), the Polchinski interaction potentials display a singularity $1/u'' \to 0$ at $\rho = \rho_s > 0$, (81). Also, potentials are not defined in the field range $0 < \rho < \rho_s$. Approaching the weak-strong boundary from above, the BMB-type non-analyticity of the mass function in field space is located at

$$\lim_{c \to c_{\text{crit}}} \rho_s = \frac{1}{5} \quad (c \neq c_{\text{crit}}). \quad (104)$$

For $c = c_{\text{crit}}$, however, a finite limit $u''(\rho = \frac{1}{5}) = -35/4$ is observed, and the singularity in $u''$, instead, jumps to the origin in field space (Fig. 5). A similar pattern is found if the weak/strong boundary is approached from below ($c \searrow c_{\text{crit}}$). Here, the Polchinski mass function, which at vanishing field takes values in the range $(0, 1)$, becomes discontinuous at the point $c = c_{\text{crit}}$ and $1/u'$ jumps from unity to zero (Fig. 5).

On the other side, no such discontinuities are observed in the dual effective potential. At strong coupling, the singularity in $u''$ at $z = z_s$ continuously approaches the origin, $\lim_{c \searrow c_{\text{crit}}} z_s = 0$. Similarly at weak coupling, the Wetterich mass function, which at vanishing field covers the entire range $[0, \infty]$, achieves the limit $1/w' \to 0$ continuously [42]. Hence, it is precisely for these discontinuities around the Polchinski BMB fixed point that the square-root type behaviour of the Wetterich effective potential is mapped onto the innocuous-looking point $(u', \rho) = (1, \frac{1}{5})$ where non-analyticities are no longer visible once $c = c_{\text{crit}}$.

(f) **Broken scale invariance and the origin of mass.**

At the BMB fixed point, and irrespective of whether we adopt the Polchinski or the Wetterich version of the flow [42], the dimensionless critical coupling (52) is turned into a free dimensionful mass parameter, accompanied by the appearance of a light dilaton $[49, 54]$. The mechanism whereby the role of a dimensionless parameter is taken over by a dimensionful one, due to fluctuations, is known as dimensional transmutation [115]. The BMB phenomenon, arguably, differs from dimensional transmutation in that there is no one-parameter family of RG trajectories representing the various masses of the BMB continuum limit [55]. Instead, the mass term which breaks scale invariance appears in either case as an additional free parameter exactly when $c = c_{\text{crit}}$, as can be seen from (90) and (99) respectively.

To conclude, although both settings (21) are related by a duality-type transformation, we have found that the fingerprint for the spontaneous breaking of scale invariance is encoded in substantially different manners. Most noticeably, the relevant pattern is given by (89) and (90), as observed in the full quantum effective potential. In the Polchinski formulation, however, (91) relates to an otherwise unphysical branch of the Wetterich flow. Still, it does lead to the spontaneous generation of a mass (98), (99). Also the interaction potential remains logarithmically unbounded, irrespective of the scheme, whereas the dual effective potential is bounded. Nevertheless, since both settings describe exactly the same physics, we conclude that the mild unboundedness of (100) is physically
viable, in accord with the result (101). Hence, although the regimes with (89) and (91) are not directly related under the Polchinski-Wetterich duality (21), they both do serve as fingerprints for the breaking of scale invariance and the spontaneous generation of a mass (90), (99).

VII. UNIVERSALITY AND PHASE DIAGRAM

In this section, we discuss universal eigenperturbations and the conformal phase diagram of the theory, including its fixed points and UV-IR connecting trajectories.

A. Gaussian fixed point

For scalar field theories in \( d > 2 \) dimensions with finitely many field components and at a Gaussian fixed point, eigenperturbations are known to be generalised Laguerre polynomials [59, 82], which, in some cases, can be expressed in terms of Hermite polynomials [59, 82, 116]. Specifically, for both versions of the flow (21) we find the eigenvalue equation

\[
0 = \frac{d + \theta}{d - 2} f(x) - \left( x - \frac{N}{2} \right) f'(x) + x f''(x),
\]

(105)

which is of the Laguerre-type with eigenvalue \( \theta \). Its polynomial solutions are given by the generalised Laguerre polynomials \( L^\alpha_n(x) \) with \( \alpha = N/2 - 1 \) and integer \( n = (d + \theta)/(d - 2) \geq 1 \) (the case \( n = 0 \) is irrelevant), leading to quantised eigenvalues \( \theta \). Eigenperturbations of (21) are related to \( f(x) \) by \( \delta u(\rho) = f((d - 2)\rho/2) \) for the Polchinski case and \( \delta w(z) = f((d - 2)z/2) \) for the Wetterich case. The result (105) is universal in that it holds true irrespective of the RG scheme [82].

In the infinite-\( N \) limit the analysis is mildly modified. The eigenvalue spectrum around the free fixed point is identified from the linear perturbations, which at infinite \( N \) obey the eigenvalue equation

\[
\partial_t \delta u = -d \delta u + [(d - 2)\rho - 1] \delta u' = \theta \delta u,
\]

(106)

where \( \delta u \) denotes the eigenperturbation and \( \theta \) the eigenvalue. Note also that we have scaled a factor of \( N \) into the fields. It follows from straightforward integration that the Gaussian eigenperturbations are given by

\[
\delta u \propto e^{\theta t} \left( \rho - \frac{1}{d - 2} \right)^{\frac{d + \theta}{d - 2}}.
\]

(107)

Imposing analyticity of eigenperturbations in the fields \( \rho \) leads to a quantisation condition for the exponent \( (d + \theta)/(d - 2) \), which can only take non-negative integer values. It follows that the quantised eigenvalues are given by \( \theta_n = (d - 2)n - d \) for \( n \geq 0 \). The most relevant eigenvalue \( \theta_0 = -d \) relates to the vacuum energy and is irrelevant in any QFT without gravity. The remaining eigenvalues are simply given by the engineering mass dimension of the highest \( \rho \)-monomial \( \int d^d x \rho^n \) contained in the eigenperturbation (107), plus terms of lower powers in the fields due to tadpole corrections [117]. The result (107) also follows from the Laguerre polynomial solutions to (105) at finite \( N \) by observing that the generalised Laguerre polynomials obey

\[
\lim_{\alpha \to \infty} \alpha^{-n} L^\alpha_n(\alpha x) = \frac{1}{n!} (x - 1)^n
\]

(108)
in the large-\( N \) (large \( \alpha \)) limit. Hence, for the eigen-perturbations we conclude that the Laguerre
polynomials are superseeded by shifted field monomials (107), (108) in the infinite-$N$ limit.

**B. Interacting fixed points**

In order to find the universal scaling exponents at interacting fixed points, we must find the eigenvalue spectrum of small perturbations. In the infinite-$N$ limit the global linear eigenperturbations can be calculated exactly without resorting to a polynomial approximation [23, 24, 42, 59]. To that end, we consider perturbations around the interacting fixed point $u^*(\rho)$, with

$$u(\rho,t) = u^*_t(\rho) + \delta u(\rho,t).$$  \hspace{1cm} (109)

Inserting (109) into (10) and linearising the equation in $\delta u$ we find the non-perturbative RG flow for small perturbations

$$\partial_t \delta u = \left( -d + 2 \frac{u^*}{u}(1 - u^*_t) \partial_\rho \right) \delta u .$$  \hspace{1cm} (110)

To obtain (110) we have made use of the identity $\rho(d-2 + 4u^*_t) = 2u^*_t(1 - u^*_t)/u''$, which holds true for any non-trivial fixed point solution of (9) in the large-$N$ limit. The eigenperturbations obey the eigenvalue equation $\partial_t \delta u = \theta \delta u$ where $\theta$ denotes the corresponding eigenvalue. Writing $\delta u(\rho,t) = T(t)R(\rho)$ we find

$$\ln T' = \theta$$

$$\ln R' = \frac{1}{2}(d + \theta) \left( \ln \frac{u^*_t}{1 - u^*_t} \right)'$$

which can be integrated immediately, leading to $T(t) \propto e^{\theta t}$ and $R(\rho) \propto [u^*_t/(1 - u^*_t)]^{1/(d+\theta)}$. Consequently, the eigenperturbations take the form

$$\delta u(\rho,t) \propto e^{\theta t} \left( \frac{u^*_t}{1 - u^*_t} \right)^{1/(d+\theta)}.$$  \hspace{1cm} (112)

It is interesting to compare our result for the eigen-perturbations at interacting fixed points of the Polchinski flow with expressions from its dual flow (20) whose exact eigen-perturbations have been given in [42]. In the conventions used here, (21), they read

$$\delta w(z,t) \propto e^{\theta t} \left( w^*_t \right)^{1/(d+\theta)}.$$  \hspace{1cm} (113)

Using the results of Sec. II C, most notably (25), we conclude that the eigenperturbations of the Polchinski flow $\delta u$ in (112) are identical to the eigenperturbations $\delta w$ in (113) of the optimised Wetterich flow, both at free as well as at interacting fixed points.

Next, we discuss the eigenvalue spectra (112) for the present setting where $d = 3$. Once more, we obtain quantised eigenvalues by imposing analyticity conditions, requiring that eigenperturbations are analytical functions of $\rho - 1 \ll 1$ in the vicinity of the saddle point (or minimum) $u'(\rho_0 = 1) = 0$. Recalling (57) at the IR fixed point, we conclude that eigenperturbations obey

$$\delta u(\rho,t) \propto e^{\theta t}(\rho - 1)^{3/(d+3)}.$$  \hspace{1cm} (114)

modulo subleading corrections of higher order in $(\rho - 1)$, and the exponent $\frac{1}{2}(\theta + 3)$ must be a
non-negative integer. It follows that \( \theta \) must take the quantised eigenvalues
\[
\text{IR} : \quad \theta = \{-3, -1, 1, 3, 5, \ldots\}.
\] (115)
The eigenvalue \( \theta = -3 \) corresponds to the canonical scaling dimension of the volume term. Without quantised gravity, this eigenvalue is not observable and cannot appear in the eigenvalue spectrum, and the sole relevant eigenvalue is \( \theta = -1 \). It leads to the scaling exponent for the correlation length \( \nu = -1/\theta = 1 \), in accord with known results for the Wilson-Fisher fixed point. The spectrum (115) agrees with the spectrum derived from the local RG flow (62) as it must.

We repeat the analysis for the UV fixed points. The new piece of information is that all UV fixed point solutions display a saddle around \( u_*' = 0 = u_*'' \), and behave as \( u_*' \propto (\rho - 1)^2 \) in its vicinity, see (72), which follows from the Taylor expansion (71) around the saddle point of the potential. Consequently, the eigenperturbations (112) obey (107) to leading order in \( (\rho - 1) \). Then, as already discussed in the Gaussian case, in order for eigenperturbations \( \delta u \) to be analytic functions of the fields, the exponent \( 3 + \theta \) in (112) may take half-integer non-negative values. This leads to the eigenperturbations (112) with the discrete set of eigenvalues
\[
\text{UV} : \quad \theta = \{-3, -2, -1, 0, 1, 2, \ldots\}.
\] (116)
Once more, in the absence of quantised gravity, the eigenvalue \( \theta = -3 \) cannot appear in the spectrum. In contrast to (115), we observe two relevant and and an exactly marginal eigenvalue, implying that the UV critical surface is effectively three-dimensional. These are associated to the mass term, the quartic, and the sextic coupling. Moreover, we find the scaling exponent for the correlation length takes the mean-field value \( \nu = \frac{1}{2} \). The findings (116) agree with the eigenvalue spectrum (63) detected earlier based on the local RG flows. At \( c = c_{\text{crit}} \), however, the scaling analysis (116) is no longer applicable due to additional BMB non-analyticities, leading to \( \nu = \frac{1}{3} \) instead [55]. For the same reason, hyperscaling relations such as \( d\nu = 2 - \alpha \) involving the scaling exponent \( \alpha \) are valid everywhere (that is, for any \( c \)) except at the BMB fixed point.

We emphasize that the general results (112), (113) dictate the structure of eigenperturbations (114) and the quantisation of eigenvalues. This has two important implications. Firstly, the number of relevant eigenvalues is necessarily finite. This ensures predictivity, because the outgoing trajectories are characterised by only a finite number of free parameters. Secondly, the structure also ensures that the eigenvalues of invariants with increasing mass dimension are increasingly irrelevant. Thus, these theories are exact examples for the general bootstrap search strategy put forward in [101].

C. Asymptotic safety and phase diagram

The UV critical surface of asymptotically safe theories is effectively three-dimensional (see Sect. IIIA and VIIIB) and controlled by the mass, the quartic coupling, and the exactly marginal sextic coupling which serves as a free parameter. Therefore, any UV safe theory can be characterised by the initial deviations \( \delta \kappa \) and \( \delta \lambda \) from the fixed point couplings at a high scale \( \Lambda \),
\[
\begin{align*}
\delta \kappa(\Lambda) &= \kappa(\Lambda) - \kappa_* \\
\delta \lambda(\Lambda) &= \lambda(\Lambda) - \lambda_*
\end{align*}
\] (117)
and by the value of the sextic coupling \( \tau \). All other couplings of the theory including their RG evolution is now dictated by (117), and \( \tau \). Provided that the vacuum expectation value remains at its UV fixed point value (\( \delta \kappa = 0 \)), the phase space of physically viable trajectories is then given by
Figure 9. UV-IR crossover from any of the asymptotically safe fixed points to the unique Wilson-Fisher fixed point. Shown are the running quartic (red) and sextic (blue) couplings along the UV-IR connecting separatrices as functions of $t = \ln(\mu/\Lambda)$ within the conformal window, with $t_{\text{char}} = \ln(\mu_{\text{char}}/\Lambda)$ from (118).

those running out of the UV conformal window towards the Wilson-Fisher fixed point. In the UV, the ground state is in the symmetric phase ($\phi = 0$) where it remains for the entire flow provided that $\delta\lambda(\Lambda) > 0$. In this case, it follows from (37) that the Wilson-Fisher fixed point acts as an IR attractive “sink” for all trajectories. The crossover from asymptotically safe UV fixed points to the IR Wilson-Fisher fixed point as a function of (118) is shown in Fig. 9 for the entire UV conformal window (119). The characteristic energy scale

$$t_{\text{char}} \equiv \ln(\mu_{\text{char}}/\Lambda) = \ln |4 \delta\lambda(\Lambda)|$$

indicates where the RG flow crosses over from the asymptotically safe UV fixed point towards either IR scaling at the Wilson Fisher fixed point ($0 < \delta\lambda(\Lambda) \ll 1$). It arises through dimensional transmutation from the initial data at the high scale $\Lambda$, (37).

Fig. 10 shows a snapshot of the full phase diagram in the plane of quartic and sextic coupling $(\lambda, \tau)$, with $\kappa = \kappa_*$. Dots indicate the Gaussian (G), the Bardeen-Moshe-Bander (BMB), and the Wilson-Fisher (WF) fixed points. The line $\lambda = 0$ relates to potential UV fixed points. The conformal window is given by the (blue) full line of asymptotically safe UV fixed points with

$$(\lambda, \tau) = (0, 0 \leq \tau \leq \tau_{\text{crit}}).$$

The dashed (blue) lines indicate incomplete fixed points which do not extend over the entire field space ($\tau > \tau_{\text{crit}}$), or fixed points with unstable ground states ($\tau < 0$). Trajectories emanate out of the UV fixed points are shown with arrows pointing towards the IR. The red trajectories which
Figure 10. The phase diagram of 3d large-$N$ scalar field theories in the plane of the quartic ($\lambda$) and sextic ($\tau$) couplings from the Polchinski flow, with arrows indicating the flow towards the infrared. The UV conformal window with asymptotic safety $0 \leq \tau \leq \tau_{\text{crit}}$ (blue line) is limited by the Gaussian (G) and the Bardeen-Moshe-Bander (BMB) fixed points (full dots). Along the UV-line ($\lambda = 0$), UV fixed points with short-distance vacuum instabilities ($\tau < 0$) or incomplete fixed points ($\tau > \tau_{\text{crit}}$) are also indicated (dashed blue lines). The Wilson-Fisher (WF) fixed point takes the role of an IR attractive sink for asymptotically safe trajectories with $\delta \kappa = 0$ and $\delta \lambda > 0$.

On the other hand, trajectories running towards negative quartic coupling ($0 < -\delta \lambda \ll 1$) will enter a strongly coupled region where couplings approach an IR Landau pole. Along these trajectories, and as a consequence of an increasingly negative quartic coupling $\lambda < 0$, the theory may also undergo a first order phase transition towards a phase with spontaneous symmetry breaking. Using (37), we find once more that the onset of strong coupling is characterised by the RG invariant characteristic scale (118). If additionally $\delta \kappa(\Lambda) \neq 0$, trajectories can no longer reach the Wilson-Fisher fixed point in the IR. Instead, trajectories will run towards a low-energy regime in the symmetric phase ($\delta \kappa < 0$) or in a phase with spontaneous symmetry breaking ($\delta \kappa > 0$). The phase transition towards symmetry breaking may be first or second order, depending on the values of $\delta \lambda$ and $\tau$ at the high scale. Finally, we note that some of the trajectories terminating at the Wilson-Fisher fixed point do not arise from an UV safe theory. These include trajectories emanating from incomplete fixed points, fixed points with unstable vacua in the UV, or effective models whose UV limit terminates at a UV Landau pole, as indicated in Fig. 10.
VIII. DISCUSSION

We have provided a comprehensive study of $O(N)$ symmetric scalar field theories in three dimensions in the limit of infinite $N$ using Polchinski’s renormalisation group. The model has been solved analytically both at weak and at strong coupling. Our results offer a detailed understanding of the global running of couplings including all fixed point solutions, both in the UV and the IR, and for all fields (Fig. 2). Another virtue of the infinite $N$ limit are insights into the inner working of scalar quantum field theories which are difficult to achieve at finite $N$. These include a complete understanding of convergence-limiting poles in the complex field plane (Fig. 3), interrelations between IR and UV fixed point solutions (Fig. 4), field regions with Landau type singularities and multivalued solutions (Tab. 1), strong coupling effects which constrain the line of asymptotically safe UV fixed points (Fig. 5), and the corresponding UV conformal window (Fig. 6). Overall, the global phase diagram contains a line of ultraviolet fixed points parametrised by an exactly marginal sextic coupling and bounded by asymptotic freedom at one end and the Bardeen-Moshe-Bander effect at the other. Separatrices connect the short-distance fixed points with the long-distance Wilson-Fisher one (Fig. 9). The phase diagram also shows regions with first order phase transitions and strongly coupled low-energy regimes, and regions without short-distance completion where trajectories terminate in a Landau pole (Fig. 10). It will be interesting to clarify how these features are modified beyond the $1/N \to 0$ limit.

On the conceptual side, we have substantiated the duality between Polchinski’s and Wetterich’s versions of the functional renormalisation group, both on the level of exact solutions (Sec. II) and in view of the Bardeen-Moshe-Bander mechanism responsible for the breaking of scale invariance and the origin of mass (Sec. VI). In either setting the spontaneous breaking of scale symmetry arises due to the divergence of the respective mass function. Unexpectedly though, these divergences are not mapped onto each other under the Polchinski-Wetterich duality. Instead, the small field region of the Polchinski mass function relates entirely to an unphysical branch of the Wetterich mass function whereby the small field singularity in the former arises from the large field asymptotics of the latter (Fig. 7). In turn, the small field singularity of the Wetterich mass function – the fingerprint for the spontaneous breaking of scale invariance – is mapped onto a regular and innocuous mid-field region of Polchinski’s mass function. Another unexpected result is that the Wetterich fixed point potential remains bound from below, while the Polchinski counterpart is logarithmically unbounded (Fig. 8).

Still, we have confirmed that both sets of results are equivalent and physically indistinguishable, to the extend that the critical sextic coupling (73) with (52) takes the exact same value [42], and that the universal eigenperturbations at all fixed points are identical.

Finally, it is worth noting that our 3d model with exact asymptotic safety in scalar field theories offers similarities with asymptotic safety in non-gravitational 4d theories. In particular, the marginality of the sextic coupling implies that asymptotic freedom and asymptotic safety appear as two sides of the same medal, similar to the role played by non-abelian gauge fields in 4d theories [10]. Strict perturbativity is observed at small sextic coupling, similar to asymptotic safety in certain 4d gauge Yukawa theories in a Veneziano limit [7–14, 16]. Also, for large sextic coupling the fixed point becomes non-perturbative and results start resembling large-$N_F$ expansions [13] and infinite $N_F$ resummations in 4d gauge-matter theories [7, 19]. It would then be interesting to see whether solvable 3d models may help to understand UV conformal windows of 4d gauge-matter theories at stronger coupling [12]. This is left for future study.
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