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Abstract
Few-view in situ flash x-ray high-speed computed tomography (HSCT) is a computed tomography (CT) technique used to investigate high-speed phenomena on the timescale of microseconds. The successful application to quantitatively analyze and characterize fragments formed during a 1000 m s$^{-1}$ impact process onto a ceramic plate with a CT reconstruction from only six x-ray projections has been shown. The method delivers spatially resolved 3D information about the fragments at one point in time. This information is not (or only partially) accessible by alternative experimental methods. Therefore, quantifying the accuracy of the measured data is not directly possible. In order to estimate the precision of the method and the influence of different sources limiting accuracy, a simulation study consisting of 250 virtual experiments was carried out. The border conditions of the study are based on the actual experimental data from the six-view experiment. The results show that steel fragments with a diameter of about 8 mm (volume ~ 300 mm$^3$, weight ~ 2.5 g) can be reconstructed with an averaged relative volume deviation of about 30%. For larger fragments, the error reduces down to 10% relative average deviation. The spatial position of the center of mass can be determined with an averaged uncertainty of about 0.8 to 1.2 mm for most fragment sizes.
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information for high-speed phenomena in ballistics, few-view high-speed computed tomography (HSCT) has been developed over the last years [13–15]. The core aspect of this technique is to acquire all images parallel at one point in time. To realize this, multiple synchronized flash x-ray tubes (allowing illumination times as short as 20 ns) and the same number of detectors are employed. However, this approach comes with restrictive experimental boundary conditions, the most obvious one being the severe limitation in the number of projections. While conventional NDT CT methods usually acquire between 400 and 1600 projections, HSCT usually is realized with 3–10 projections. Newer setups consist of up to 15 source-detector pairs [16]. Nevertheless, these extremely low projection numbers lead to very strongly under-sampled datasets. Usually, artefacts are present in the reconstruction results, which restricts the method to high-contrast problems. To mitigate this, algebraic reconstruction algorithms [17, 18] are employed for reconstruction. The reason is, that these are much more robust towards missing information and mediocre image quality than the classical Feldkamp type algorithms [19, 20].

In [21] the successful application of the HSCT technique with six projections was demonstrated. The problem investigated was the quantitative analysis of a high-speed (1000 m s\(^{-1}\)) impact process of a steel cylinder on a ceramic plate. The scope of the investigation was to reconstruct the fragment cloud after the impact at one point in time. The means was to characterize the size (volume) and spatial position of the individual fragments from a 3D reconstruction. From this data, information like mass, velocity vector, impulse and kinetic energy of each individual fragment can be derived. A quantitative analysis of the accuracy of this information could not be carried out with the data available. Therefore, this question remained open and was therefore also the focus of the paper reviews.

The scope of this paper is to analyse the accuracy that can be achieved with this particular experimental setup by designing and carrying out a simulation study. The goal is to give an estimate of the plausibility of the 3D reconstruction of a dynamic event from few flash x-ray projections.

### 1.1. Experimental image acquisition and tomographic reconstruction

The experimental setup used for image acquisition consists of six flash x-ray tubes operating at 450 kV with a lead collimator of 20 mm thickness to reduce cross-illumination. The detectors were realized by commercially available 1050 × 350 mm and 900 × 300 mm storage detector screens, resulting in cone beam projection images. One channel was composed of two detector sheets, resulting in five 1050 × 700 mm and one 900 × 600 mm active detector areas. The detectors were sandwiched between wooden plates of 12 mm thickness for a compromise between physical protection and imaging quality. For further protection of the setup, the impact area was encased inside a 200 mm diameter plastic tube. Source-screen distances were between 1770 and 2260 mm. The overall setup was constructed as a circular arrangement perpendicular to the movement axis of the steel cylinder. One additional channel was added oriented as close as possible to the shooting axis. See figure 1 for details.

![Figure 1. Left: optical image of the experiment taken during impact (frame extracted from video). Here, a transparent plastic protection tube was used to allow optical investigation. Right: technical drawing of the experimental setup for the five channels perpendicular to the shooting direction. Reproduced from [21]. © IOP Publishing Ltd. All rights reserved.](image)

For reconstruction, an AVMART-type algebraic tomography reconstruction algorithm was used, since multiplicative algorithms show robustness and performance for undersampled datasets [22]. Due to the large source-detector distances and the specifications of the flash x-ray tubes, high levels of noise and blurring in the images was observed. Since the low number of projections does not lead to an averaging out of these influences, a regularization mechanism is usually employed for this class of inverse problems [23]. Therefore, the AVMART algorithm was extended by a splatting [24] type regularization mechanism described in [21] to increase stability of the results and reduce artifacts.

The images were acquired from the hardware by digitizing the storage screens with a resolution of 3.1 pixels mm\(^{-1}\) with a commercially available medical digital radiography scanner. In an additional step, the images were corrected for geometrical distortions during the digitization process (on the scale of 5 mm in scanning direction and −2 mm perpendicular for the 1050 × 350 mm detectors). Then a logarithmization the grey values was carried out to prepare the images for the processing by the reconstruction code.

### 1.2. Methodical approach: simulation study

Since a direct experimental comparison of the results to reference data is not possible for the reasons discussed in 1.1, a simulation study approach was chosen. This also allows to investigate several experimental aspects separately.

On of them is the correlation between the (random) orientation of the fragments and the (fixed) orientation of the experimental setup, which plays a significant role [25].

One of the benefits of a simulation study therefore is the ability to identify the most promising approaches to advance the HSCT technique by identifying the most prominent degrading influences. Therefore, the extended scope of this paper is to assert the individual and combined impact of quality-limiting effects of HSCT and to derive and assess promising approaches to improve the method.
1.3. Reference data for the evaluation

The number of x-ray projections, the acquisition geometry and the shapes and materials of the object (in this case, the fragments and remnants of the ceramics plate) are one of the biggest influences on the reconstruction quality. For the given experiment, these are fixed border conditions and not subject of the scope of this paper. However, these aspects will be discussed in the conclusion and outlook.

To estimate the influence of the other error sources as realistically as possible for the given experiment, seven real fragments of different sizes and shapes formed during an actual experiment were chosen as reference objects (see figure 2) in favour of a generic reference object.

2. Border conditions and investigated parameters for the simulation study

Presumably four main influences to achievable reconstruction quality can be derived:

- Few projections: Probably one of the most important aspect of few-view HSCT is the fact that the reconstruction has be carried based on a strongly undersampled dataset, in this case six projections. This corresponds to the ‘basic’ error of the investigated experiment that cannot be reduced further for this experimental setup. Therefore, this influence is treated as an existing border condition that is not investigated further.
- Flash x-ray tube spot size: the spot size of flash x-ray tubes used for the experiment (energies at 450 kV) are usually approximately one millimeter in diameter [27]. This leads to a blurring of the images.
- Geometric errors: one of the practical problems of HSCT is—severity depending on the application—the necessary relative and absolute geometric calibration of the position of the sources and detectors. To address this issue, a photogrammetry-based method was used in [21] to calculate the exact geometry setup directly from the images. However, the precision of this method has empirically turned out to have a residual uncertainty of about one millimetre for the source and screen positions.
- Image noise: due to the source-screen distance of about two meters and the serious issue of scatter and cross-scatter, the quality of the x-ray images is only moderate. Despite image post-processing (adapted flat-field image correction), the signal-to-noise ratio (SNR) of the images can be as low as about 30. This leads to additional errors in the reconstruction, that can only be reduced to some degree by regularization methods in the 3D reconstruction step.

The experimental realization of course is influenced by more than these four aspects. Among them are e.g. errors and image artefacts that can be caused by the digitization of the storage screens, influences on local contrast and structures due to scatter, shielding, or physical protection measures. The aspects of spatially dependent contrast degradation are intrinsically included in the simulation by setting the optical input densities based on the actual reconstruction results (this is discussed in the ‘methods’ section). The other experimental influences are, compared to the four aspects discussed in the list above, estimated to be less severe than the four main influences. Therefore they are left out of the picture for the following analysis. While the basic approach and preliminary results are discussed in [26], an in-depth analysis with larger datasets and the additional inclusion of noise as an error source has been carried out for this paper and will be discussed in the following chapters.

3. Methods

The simulation study was carried out in three steps: semi-random generation of a synthetical input volume and generation of images; introduction of error contributions, and evaluation.

3.1. Input volume and image generation

The creation of the synthetic representative volumes is divided in two steps. First, a digital, simplified static representation of the objects in the reconstruction volume that are not relevant for the evaluation (everything but the fragments) was created based on the reconstructed densities drawn from the actual reconstruction results. In the second step, seven fragment sub-volumes were placed at random positions and orientations in the volume.

This step was realized by an automated script that uses a random number generator to create arbitrarily distributed fragment positions and orientations. This placement process was limited to the spatial volume, where the fragment cloud is expected based on the actual experimental data. Since the exact fragment placement and orientation is a statistically random process, 50 randomly calculated volumes that differ regarding the exact position and angular orientation of the fragments were created. The reference fragment subvolumes are the results of conventional high-resolution NDT 3D-CT scans with a conventional CT device of the recovered steel fragments from an actual experiment shown in figure 2. For an example of the CT reconstruction, see figure 3.

All results presented in this paper are based on the automated, statistical evaluation of these 50 created volumes. Slice images with comparable segmentation of an actual
The CT reconstruction was carried out with parameters corresponding to the evaluation in [21]. These are regularization parameter $s = 0.8$, relaxation parameter $\mu = 0.1$, 50 iterations and voxel size 1 mm.

In order to investigate the effect of geometrical errors on the reconstruction precision, two additional studies of the same 50 volumes have been carried out using the image data from the ‘regular’ and the ‘combined’ datasets. In these reconstructions, additional geometric errors were introduced by randomly varying all source and detector coordinates independently in the range of $\pm (0, \ldots, 1)$ mm in $X$, $Y$ and $Z$ direction (the coordinates-modified datasets are abbreviated ‘cmod’ in the following).

This approach lead to 5 sets of 50 reconstructions each:

- 50 ‘regular’ reconstruction based on quasi-ideal forward projections without error influences
- 50 ‘blurred’ reconstruction based on projections including the blurring due to the x-ray source spot-size
- 50 ‘noise’ reconstruction based on projections with added Gaussian white noise with an effective SNR of 30
- 50 ‘regular-cmod’ reconstruction based on quasi-ideal forward projections, but with an $\pm (0, \ldots, 1)$ mm random offset in source-detector-positions between acquisition and reconstruction geometry
- 50 ‘combined’ reconstructions based on projection datasets with the two image quality reducing effects (blurring and noise) as well as the $\pm 1$ mm random position modification.

Every reconstruction (1, …, 50) of a set is directly comparable to the reconstruction with the same number from another set, because it is based on the same input volume.

To analyze the deviations, the 250 reconstructions were analyzed regarding volume and center-of-mass position of the fragments. These values then were compared to the known reference values (given by the input volume). This comparison allows the differentiation between the individual and the combined (total) error contributions of the respective influences.

3.3. Evaluation

The reconstruction was carried out with the AVMART reconstruction algorithm for all 250 datasets with identical parameters. The evaluation was also carried out with an automatic method identical for all volumes.

In the first step, for each reconstruction result, the volumetric voxel-density threshold value to identify fragments in the respective volume was determined automatically. This value is defined as the voxel density value for which the number of voxels above the threshold in the central area of the reconstruction volume, multiplied with the volume associated with one voxel, is equal to the known volume of the fragment before impact. This approach can be viewed as using a priori information about the known volume of high-contrast material in the system as a border condition for threshold calculation. This a priori information is available in the actual experiment as well as in the simulation study.
In the ideal case (e.g. hundreds of projections and not an undersampled dataset), this threshold value should be identical for all volumes. However, due to the semi-random placement of the fragments, this threshold value varies depending on the individual artifact structure and the smearing out of the density over the volume. Therefore, the threshold was calculated for each volume individually. This makes sure that only the voxels with the highest density are available for evaluation and at the same time acts as an efficient suppressing method for artefacts. The reason for this is that— independent from the individual shape— the reconstruction artifacts usually have a significantly lower density as the voxels containing the fragments, due to the high physical density and absorption of the steel, resulting in a high contrast. (see figures 4 and 6).

The actual evaluation for each fragment also was carried out individually to allow an individual analysis of the results:

For each fragment, a sub-volume centered on the known location of the respective fragment was extracted from the original (input) volume (scaled down to the lower voxel resolution of the reconstructed volume) as well as from the reconstructed volume (the reconstruction result).

These two subvolumes containing the individual fragments were compared to each other regarding the number of voxels above the specific density threshold for the volume (yielding the actual mass of the fragment and the deviation from the reference mass) as well as the center of mass (giving the deviation of the location of the fragment from the reference).

The result of these comparisons was evaluated for each individual fragment regarding the absolute error in volume and spatial position (allowing to estimate the absolute precision of the method) as well as the average size of the deviation.

Overall, 7 fragments \( \times 50 \) volumes \( \times 5 \) sets = 1750 fragments were analyzed with this method.

4. Results and discussion: volume and centre of mass location errors

4.1. Evaluation of reconstructed fragment volumes

An example for a reconstructed fragment is shown in figure 7, including the reference (leftmost item).

In figure 8, the averaged and min/max reconstructed fragment volumes for the regular case and the combined case (including all four discussed error sources) are shown. The first and most important observation is, that the absolute deviation of the results from the known reference is significant and
large, compared to the fragment sizes in the regular, as well as in the combined case. The average fragment volume error is less severe for the regular case. This confirms the expectation, that a reconstruction from only six projections results in significant artefacts and therefore the ‘baseline error’ discussed earlier is significant. This error is increased when additional error sources are included, which also meets expectations.

Also noteworthy is the fact that—in one of the ‘regular’ cases—one of the smaller fragments (below 200 mm$^3$) is reconstructed with a volume of only one voxel. This means it could be classified as an artefact and ignored in an evaluation of experimental data. These results show that it is possible to dramatically underestimate (or not detect at all) small fragments. This lower bound volume corresponds to a diameter of about 7 mm for a sphere, but usually fragments of this size are elongated shards that are not spherical (as the exemplary fragment used in this study) and therefore—depending on their orientation in space—significantly harder to reconstruct consistently.

The study also shows that the reconstruction of smaller fragments is consistently for all cases too small. On average, they are reconstructed with only 50% of their volume as compared to fragments with a volume of about 200 mm$^3$. This behavior can be easily explained. Since one of the main artefacts types due to the undersampling is a blurring of the reconstructed fragments edges, this results in a ‘smearing out’ of the density to adjacent voxels (compare figure 6). The smaller the fragment size is, the more severe the effect is relative to fragment size. The size of larger fragments, on the other hand, is overestimated. This behavior is also expected, since the overall fragment volume is known and set as a boundary condition by the user for the evaluation via the threshold. If the small fragments are underestimated, the larger fragments have to be overestimated.

In figure 9, the averaged errors for the different fragments and reconstruction modes are shown. The relative error of the reconstructed volume sizes (part (a)) confirms the fact, that the average relative volume error is especially large for small fragments and smaller for larger fragments. This is expected, since larger, more prominent structures can be reconstructed even with limited data, while fragments of a very small size get obscured and hidden by other structures much more easily.

The direct comparison of the influence of the different error sources confirms the fact, that the main influence on the error comes from the undersampling due to few projections. Even in the ideal case, the smallest fragments have an average error of 50% volume-wise, dropping to below 30% for fragments above the order of magnitude of 200 to 300 mm$^3$.

Of the individual error sources it comes as a surprise, that noise seems to have the least effect on the volume size of the three different influences. The regularization employed in the reconstruction algorithm seems to handle that influence rather efficiently. As expected, the blurring due to the x-ray flash tube spot size and the geometric uncertainty has a significant impact on volume reconstruction precision. All error sources combined yield the largest error, as is expected, increasing the average volume deviation by up to an additional 10% for the smaller fragments.

4.2. Evaluation of centre of mass positions

In part (b) of figure 9, the averaged deviations for the center of mass position are shown. The average deviation is on the order of magnitude of 1 mm for all fragment sizes.

Noise and blurring do not seem to have a measurable impact on the localization of the fragments. The influence of the geometric uncertainty however is clearly visible and increases the average absolute error of the center of mass position by about 0.1 to 0.2 mm for all fragment sizes. This can be explained by the fact, that blurring and noise are spatially isotropic and therefore primarily affect the sharpness of the fragment boundary (reducing volume precision). This does not have a large influence on the actual position of the center of mass, which is determined by calculating the arithmetic average of the coordinates of all voxels associated with the fragment. For most fragments though, the averaged error when considering all error sources is larger than the influence of the geometric uncertainty alone.

5. Conclusion and outlook

5.1. Summary and conclusion

In this paper, it was attempted to give an estimate of the accuracy (mean deviation from the true values) of the results calculated from a tomographic reconstruction of a high-speed CT dynamic impact event. The values investigated were the mass and position of the fragments. The investigation was carried...
out for one particular implementation of a given experimental HSCT setup with six projection channels.

For this study, ideal projection images, images with added white noise equivalent to experimental data (SNR 30), blurred images due to the imaging system properties (spot size diameter of the x-ray flash tubes used in the experiments approx. 1 mm) were generated. Tomographic reconstructions considering geometric uncertainty of the input data as expected in the actual experiment ±1 mm, as well as all of these effects combined, were carried out with these images.

The investigations suggest that using six projections, fragments with a volume larger than about 300 mm³ can be reconstructed with an average relative volume deviation of about 30% to 40% to the true value (decreasing with increasing fragment size down to about 10% for fragments with a volume > 3000 mm³). The position of the fragments (center of mass) at the time of image acquisition can be determined with average deviations of 0.8 to 1.2 mm from the true value for all fragment sizes, with a tendency of smaller deviations for larger fragments.

The results show that the main error in volume determination comes from the undersampled nature of the dataset consisting of only six projections. The influence of the other experimental error sources is small in comparison to this ‘baseline error’ due to the given properties (fixed geometry and fixed number of projection channels) of the setup.

The analysis leads to the conclusion, that optimizing the acquisition geometry is a central aspect when designing a HSCT setup for the investigation of high-speed events.

5.2. Outlook

The simulation study method presented in this work has been shown to be a suitable method to quantify the performance of a given acquisition geometry for a given experiment. This means, that the method could be used to calculate a calibration for given experimental setups. An example for the experiment discussed in this publication would be to calculate a volume-dependent correction factor to compensate the consistent under-estimation of small and the over-estimation of large fragment volumes.

The method also could be used to optimize the acquisition geometry of newly constructed experimental HSCT setups in advance, if preliminary imaging data (e.g. from a single-channel setup) and post-mortem information is available.

One of the key aspects in optimizing HSCT setups is adding more projection channels, as has been realized by Zellner et al [16]. This approach allows another approach: accepting reduced reconstruction accuracy for dynamic information. This is realized by acquiring multiple imaging datasets from one experiment by triggering only a subset of source-screen pairs at a given time. The simulation framework presented in this publication could be applied to the existing setup, allowing to predict the optimal tradeoff for projection numbers per sub-dataset versus volume precision for different applications with varying complexity.
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