A CLASSICAL PERRON METHOD FOR EXISTENCE OF SMOOTH SOLUTIONS TO BOUNDARY VALUE AND OBSTACLE PROBLEMS FOR DEGENERATE-ELLIPTIC OPERATORS VIA HOLOMORPHIC MAPS
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Abstract. We prove existence of solutions to boundary value problems and obstacle problems for degenerate-elliptic, linear, second-order partial differential operators with partial Dirichlet boundary conditions using a new version of the Perron method. The elliptic operators considered have a degeneracy along a portion of the domain boundary which is similar to the degeneracy of a model linear operator identified by Daskalopoulos and Hamilton [9] in their study of the porous medium equation or the degeneracy of the Heston operator [22] in mathematical finance. Existence of a solution to the partial Dirichlet problem on a half-ball, where the operator becomes degenerate on the flat boundary and a Dirichlet condition is only imposed on the spherical boundary, provides the key additional ingredient required for our Perron method. Surprisingly, proving existence of a solution to this partial Dirichlet problem with “mixed” boundary conditions on a half-ball is more challenging than one might expect. Due to the difficulty in developing a global Schauder estimate and due to compatibility conditions arising where the “degenerate” and “non-degenerate boundaries” touch, one cannot directly apply the continuity or approximate solution methods. However, in dimension two, there is a holomorphic map from the half-ball onto the infinite strip in the complex plane and one can extend this definition to higher dimensions to give a diffeomorphism from the half-ball onto the infinite “slab”. The solution to the partial Dirichlet problem on the half-ball can thus be converted to a partial Dirichlet problem on the slab, albeit for an operator which now has exponentially growing coefficients. The required Schauder regularity theory and existence of a solution to the partial Dirichlet problem on the slab can nevertheless be obtained using previous work of the author and C. Pop [17]. Our Perron method relies on weak and strong maximum principles for degenerate-elliptic operators, concepts of continuous subsolutions and supersolutions for boundary value and obstacle problems for degenerate-elliptic operators, and maximum and comparison principle estimates previously developed by the author [13].
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**1. INTRODUCTION**

Suppose $\mathcal{O} \subseteq \mathbb{H}$ is a domain (possibly unbounded) in the open upper half-space $\mathbb{H} := \mathbb{R}^{d-1} \times \mathbb{R}_+$, where $d \geq 2$ and $\mathbb{R}_+ := (0, \infty)$, and $\partial_1 \mathcal{O} := \partial \mathcal{O} \cap \mathbb{H}$ is the portion of the boundary $\partial \mathcal{O}$ of $\mathcal{O}$ which lies in $\mathbb{H}$, and $\partial_0 \mathcal{O}$ is the interior of $\partial \mathbb{H} \cap \partial \mathcal{O}$, where $\partial \mathbb{H} = \mathbb{R}^{d-1} \times \{0\}$ is the boundary of $\mathbb{H} := \mathbb{R}^{d-1} \times \mathbb{R}_+$ and $\mathbb{R}_+ := [0, \infty)$. We assume $\partial \mathbb{H} \cap \partial \mathcal{O}$ is non-empty throughout this article, though $\partial_0 \mathcal{O}$ may be empty. We denote $\overline{\mathcal{O}} := \mathcal{O} \cup \partial_0 \mathcal{O}$, while $\overline{\mathcal{O}} := \mathcal{O} \cup \partial \mathcal{O}$ denotes the usual topological closure of $\mathcal{O}$ in $\mathbb{R}^d$.

We consider the elliptic equation with partial Dirichlet boundary condition,

\[
Au = f \quad \text{on } \mathcal{O},
\]

\[
u = g \quad \text{on } \partial_1 \mathcal{O},
\]
for a suitably regular function $u$ on $\mathcal{O} \cup \partial_1 \mathcal{O}$, given a suitably regular source function $f$ on $\mathcal{O}$ and boundary data $g$ on $\partial_1 \mathcal{O}$, and the obstacle problem,
\[
\min \{ Au - f, u - \psi \} = 0 \quad \text{a.e. on } \mathcal{O},
\] (1.3)
with partial Dirichlet boundary condition (1.2), given a suitably regular obstacle function $\psi$ on $\mathcal{O} \cup \partial_1 \mathcal{O}$ which is compatible with $g$ in the sense that
\[
\psi \leq g \quad \text{on } \partial_1 \mathcal{O}.
\] (1.4)
In particular, no boundary condition is prescribed along $\partial \mathcal{O} \setminus \partial_1 \mathcal{O}$, or even $\partial_0 \mathcal{O}$, provided a solution $u$ is sufficiently regular up to $\partial_0 \mathcal{O}$ and the coefficients of $A$ have suitable properties. See Figure 1.1. This can be important in applications (whether to the porous medium equation \[9\], mathematical biology \[10\], or mathematical finance \[22\]), since a Dirichlet condition along $\partial_0 \mathcal{O}$ is often unmotivated by applications. If one elects to impose a Dirichlet condition along $\partial_0 \mathcal{O}$ anyway, regardless of motivation, simple examples (using the Kummer equation \[17\]) illustrate that this limits the regularity of the solution up to $\partial_0 \mathcal{O}$ to being at most continuous. In particular, the boundary value problem would become ill-posed if we attempted to seek a solution which is smooth up to $\partial_0 \mathcal{O}$ while simultaneously imposing a Dirichlet boundary condition on the full boundary, $\partial \mathcal{O}$.

We allow for the possibility that $\mathcal{O} = \mathbb{H}$, in which case $\partial_1 \mathcal{O}$ is empty and the boundary condition (1.2) and compatibility condition (1.4) are omitted.

The operator $A$ will have the form
\[
Av := -x_d \text{tr}(aD^2v) - \langle b, Dv \rangle + cv \quad \text{on } \mathcal{O}, \quad v \in C^\infty(\mathcal{O}),
\] (1.5)
where $x = (x_1, \ldots, x_d)$ are the standard coordinates on $\mathbb{R}^d$ and the coefficients of $A$ are given by a matrix-valued function $a: \mathcal{O} \to \mathbb{R}^{d \times d}$, a vector field $b: \mathcal{O} \to \mathbb{R}^d$, and a function $c: \mathcal{O} \to \mathbb{R}$.

We shall endow these coefficients with additional properties, some of which we enumerate further below for convenience though we only assume them when explicitly invoked. They will include a requirement that $a: \mathcal{O} \to \mathbb{R}^{d \times d}$ be locally bounded on a neighborhood of $\partial_0 \mathcal{O}$ in $\mathcal{O}$ and that the
vector field $b$ obey $\langle b, \vec{n} \rangle \geq 0$ along $\partial_0 \mathcal{O}$, where $\vec{n}$ is the inward-pointing unit normal vector field. Clearly, $A$ becomes degenerate when $x_d = 0$, that is, along $\partial_0 \mathcal{O}$, and thus we refer to $\partial_0 \mathcal{O}$ as the “degenerate boundary” portion and, because $A$ will typically be elliptic when $x_d > 0$, we refer to $\partial_1 \mathcal{O}$ as the “non-degenerate boundary” portion.

When $u \in C^2(\mathcal{O}) \cap C^1(\overline{\mathcal{O}})$ obeys a second-order boundary condition along $\partial_0 \mathcal{O}$, in the sense that $x_d D^2 u$ extends continuously to $\partial_0 \mathcal{O}$ with limit zero on $\partial_0 \mathcal{O}$, and solves (1.1), then $u$ obeys the equivalent implicit oblique derivative boundary condition,

$$ - \langle b, Du \rangle + cu = f \quad \text{on} \quad \partial_0 \mathcal{O}, $$

and so we may consider (1.1) as a degenerate-elliptic boundary value problem with accompanying “mixed” boundary conditions, (1.2) along $\partial_1 \mathcal{O}$ and (1.6) along $\partial_0 \mathcal{O}$.

1.1. Connections with previous research. Before turning to a discussion of the detailed properties of the operator $A$ in (1.5) and a description of our main results, we first summarize some of previous research on problems of this type and highlight a few of the difficulties which give the “mixed boundary value” problems addressed in this article their distinctive character. When the elliptic Dirichlet problem (1.1), (1.2) is replaced by a parabolic terminal value problem

$$ -u_t + Au = f \quad \text{on} \quad (0,T) \times \mathcal{O}, \quad u(T,\cdot) = h \quad \text{on} \quad \mathcal{O}, $$

on the half-space $\mathcal{O} = \mathbb{H}$, where now $d = 2$ and $A$ has constant coefficients, $f \in C_s^\alpha([0,T] \times \mathbb{H})$ and $h \in C_s^\alpha(\mathbb{H})$ have compact support, then Daskalopoulos and Hamilton prove existence of a unique solution $u \in C_s^{2\alpha}([0,T] \times \mathbb{H})$ [9] Theorem I.1.1] (see §3.1 for definitions of the elliptic analogues of their Hölder spaces). Closely related results for this problem are obtained by Koch using variational methods and carefully chosen weighted Sobolev spaces [20]. For this purpose, the Daskalopoulos-Hamilton analysis requires an important (and difficult) a priori interior Schauder estimate for a solution $u \in C_s^{2\alpha}([0,T] \times \overline{U})$ for a bounded open subset $U \Subset \mathbb{H}$ [9] Theorem I.1.3], where points in $\partial \mathbb{H}$ are regarded as “interior” (an essential distinction throughout [9]). However, their analysis does not use or require an a priori global Schauder estimate for a solution $u \in C_s^{2\alpha}([0,T] \times \overline{U})$ with a “mixed” boundary condition where $u$ obeys a Dirichlet condition along $(0,T) \times \partial_1 U$ and the equivalent implied oblique derivative condition,

$$ -u_t - \langle b, Du \rangle + cu = f \quad \text{on} \quad (0,T) \times \partial_0 U. $$

This is a significant point because, as far as we can tell, the development of such an a priori global Schauder estimate — whether in the parabolic setting of [9] or the elliptic setting of our article — does not appear to be straightforward, except in the special case that the boundary portions $\partial_0 \mathcal{O}$ and $\partial_1 \mathcal{O}$ lie a positive distance apart and thus $\partial \mathcal{O} = \partial_0 \mathcal{O} \cup \partial_1 \mathcal{O}$ is smooth if this is true of $\partial_0 \mathcal{O}$ and $\partial_1 \mathcal{O}$. An important example of such a domain, one which we exploit in this article, is the case of an infinite “slab”, $S = \mathbb{R}^{d-1} \times (0,\nu)$, with $\partial_0 S = \mathbb{R}^{d-1} \times \{0\}$ and $\partial_1 S = \mathbb{R}^{d-1} \times \{\nu\}$. In the typical applications of our article, however, the closures of the boundary portions $\partial_0 \mathcal{O}$ and $\partial_1 \mathcal{O}$ will touch at corner points as in Figure 1.4. Part of the reason for the difficulties in proofs of existence of solutions caused by these corner points is explained in [1.5] see also [16].

When $\mathcal{O} \Subset \mathbb{R}^d$ is a bounded domain and $A$ has variable coefficients and takes the form (1.5) in local coordinates on neighborhoods of boundary points in $\partial \mathcal{O}$ (see Figure 1.2) and is elliptic in the interior of $\mathcal{O}$, then analogues of standard covering arguments, constructions of approximate solutions, and a version of the method of continuity allow Daskalopoulos and Hamilton to obtain an a priori global Schauder estimate together with existence and uniqueness of a solution $u \in C_{s,\alpha}^{2\alpha}([0,T] \times \overline{\mathcal{O}})$ [9] Theorem II.1.1]. Indeed, they prove [9] Theorem II.1.1] by exploiting their a priori interior Schauder estimate together with existence and uniqueness of solutions to a
degenerate-parabolic terminal value problem on a half-space with compactly supported source function and initial data and standard results for strictly parabolic terminal value problems on bounded domains [27]. However, in this setting, the boundary condition is not mixed, since there is no Dirichlet condition along any portion of $\partial \mathcal{O}$, only the condition (1.8) implied by the regularity of $u$ up to $\partial \mathcal{O}$.

By extending the methods of Koch [26] and restricting to the case where $A$ is the Heston operator (1.24) and $d = 2$, Daskalopoulos, Pop, and the author succeeded in proving existence, uniqueness, and regularity of solutions to the equation (1.1) and obstacle problem (1.3) with partial Dirichlet boundary condition (1.2) by solving the associated variational equation and inequality for solutions, $u$, in weighted Sobolev spaces [8]; appealing to [13] to obtain uniqueness; proving that the solutions are continuous up to the boundary [15] using a Moser iteration technique; proving Schauder regularity when $f \in C^{\infty}_0(\mathcal{O}) \cap C_b(\mathcal{O})$ using a variational method [16]; proving the expected Schauder regularity, $u \in C^{2+\alpha}_{s}(\mathcal{O}) \cap C_b(\mathcal{O} \cup \partial_1 \mathcal{O})$ for a solution to the equation (1.1), using elliptic a priori interior Schauder estimates and regularity results in [17]; and proving that $u \in C^{1,1}_{s}(\mathcal{O}) \cap C_b(\mathcal{O} \cup \partial_1 \mathcal{O})$ for a solution to the obstacle problem (1.3) by adapting arguments of Caffarelli [5] in [7].

However, the Perron methods which we use in this article, and which we outline in [1.7], provide a more direct and elegant path to the desired results, even though they do not establish continuity of the solution at the corner points, although such continuity properties are proved by Pop and the author by a variational method in [15] for the case of the Heston operator (1.24). It is important to note that the Perron methods developed in this article are analogues of their classical counterpart in [20, Chapters 2 and 6] for the existence of smooth solutions to a Dirichlet problem for a linear, second-order, strictly elliptic operator. While one could envisage first proving existence of viscosity solutions to the boundary value and obstacle problems considered in this article by adapting previous work of Barles [3] and Ishii [24] for existence of viscosity solutions to fully nonlinear boundary value problems with fully nonlinear boundary conditions and then proving the expected Schauder regularity by adapting the methods of [17], this approach is less straightforward and less direct than it might appear at first glance. In particular, standard
comparison theorems [6] for viscosity solutions do not immediately apply to problems such as (1.1) and (1.3) with the partial Dirichlet boundary condition (1.2), or mixed boundary condition (1.2) and (1.6).

1.2. Properties of the coefficients of the operator $A$. We now discuss some of the conditions we shall impose on the coefficients $A$ in (1.5) in this article, emphasizing that in any specific result we only impose those conditions which are explicitly referenced. We shall often require that $a(x)$ be symmetric and strictly elliptic for $x \in \mathcal{O}$ in the sense that [20, p. 31]

$$\langle a\xi,\xi \rangle \geq \lambda_0 |\xi|^2 \quad \forall \xi \in \mathbb{R}^d \quad \text{(strict ellipticity)},$$

for some positive constant $\lambda_0$. The component $b^d$ of the vector field $b = (b^1, \ldots, b^d)$ or the coefficient $c$ may be constrained by requiring that

$$b^d \geq 0 \quad \text{on } \partial_0 \mathcal{O} \quad \text{(non-negativity of } \langle b, e_d \rangle \text{ on boundary)}, \quad (1.10)$$
$$c \geq 0 \quad \text{on } \mathcal{O} \quad \text{(non-negativity of } c \text{ on domain)}, \quad (1.11)$$

or that

$$b^d > 0 \quad \text{on } \partial_0 \mathcal{O} \quad \text{(positivity of } \langle b, e_d \rangle \text{ on boundary)}, \quad (1.12)$$
$$c > 0 \quad \text{on } \partial_0 \mathcal{O} \quad \text{(positivity of } c \text{ on boundary)}, \quad (1.13)$$

or that there are positive constants $b_0$ or $c_0$ such that

$$b^d \geq b_0 \quad \text{on } \partial_0 \mathcal{O} \quad \text{(positive lower bound for } \langle b, e_d \rangle \text{ on boundary)}, \quad (1.14)$$
$$c \geq c_0 \quad \text{on } \mathcal{O} \quad \text{(positive lower bound for } c \text{ on domain)}. \quad (1.15)$$

We may also impose the conditions

$$d^{dd} \leq \Lambda \quad \text{on } \mathcal{O} \quad \text{(upper bound for } \langle ae_d, e_d \rangle \text{ on domain)}, \quad (1.16)$$
$$b^d \geq b_0 \quad \text{on } \mathcal{O} \quad \text{(positive lower bound for } \langle b, e_d \rangle \text{ on domain)}, \quad (1.17)$$

for some positive constants $b_0$ and $\Lambda$. We say that $\mathcal{O}$ has finite height,

$$\text{height}(\mathcal{O}) \leq \nu, \quad (1.18)$$

when $\mathcal{O} \subset \mathbb{R}^d \times [0, \nu]$ for some positive constant $\nu$. When the domain $\mathcal{O}$ is unbounded, we will occasionally appeal to the growth condition,

$$\text{tr} (x_d a(x)) + \langle b(x), x \rangle \leq K(1 + |x|^2), \quad \forall x \in \mathcal{O} \quad \text{(quadratic growth for } a, b), \quad (1.19)$$

for some\(^1\) positive constant $K$. We may also require the constants $c_0$ and $K$ in (1.15) and (1.19) to obey

$$c_0 \geq 2K \quad \text{(strong quadratic growth for } a, b), \quad (1.20)$$

further strengthening (1.19). Connectedness of the domain $\mathcal{O}$ plays an important role in applications of the strong maximum principle but, when $\mathcal{O}$ is unbounded, we may also need to strengthen this condition to

$$\mathcal{O} \cap B_R \quad \text{is connected for all } R \geq R_0(\mathcal{O}), \quad (1.21)$$

where $B_R$ is the open ball with radius $R$ and center at the origin.

\(^1\)Note that the condition (1.17) gives a uniform positive lower bound on $b^d$ on $\mathcal{O}$ and not just $\partial_0 \mathcal{O}$ as in (1.14). While we could alternatively ask that $b^i / a^{ii}$ is bounded below on bounded subdomains of $\mathcal{O}$ for some $i \in \{1, \ldots, d\}$, the condition is most commonly obeyed when $i = d$; see [14] for a well-known example when $d = 2$.

\(^2\)The actual values of constants such as $b_0, c_0, K, \lambda_0, \Lambda, \nu$ have no impact on our existence results.
1.3. **Summary of main results.** We shall prove existence of solutions to the elliptic equation (1.1) and obstacle problem (1.3) with partial Dirichlet boundary condition (1.2) using a version of the classical Perron method [20, §2.8 & 6.3]. For that purpose, a crucial role is played by the following analogue for a half-ball \( B^+(x_0) = \mathbb{H} \cap B_r(x_0) \), with center \( x_0 \in \partial \mathbb{H} \) and radius \( r > 0 \), of the solution to the Dirichlet problem on a ball \( B_r(x_0) \subset \mathbb{R}^d \) [20, Lemma 6.10] for a strictly elliptic operator with coefficients in \( C^\alpha(\bar{B}_r(x_0)) \). We refer the reader to Definitions 3.1 and 3.3 for definitions of the indicated Daskalopoulos-Hamilton-Koch Hölder spaces.

**Theorem 1.1** (Existence of a solution to the partial Dirichlet boundary value problem on a half-ball). Let \( x_0 \in \partial \mathbb{H} \) and \( r > 0 \), and \( \alpha \in (0,1) \). Let \( A \) be as in (1.5) with coefficients belonging to \( C^\alpha(B^+_r(x_0)) \), and obeying (1.9) and (1.11) on \( B^+_r(x_0) \) and (1.10) on \( \partial B^+_r(x_0) \). Assume in addition that one of the conditions, (1.15) or (1.17), holds on \( B^+_r(x_0) \).

1. (Smooth boundary data.) If \( f \in C^\alpha_s(B^+_r(x_0)) \cup \partial_1 B^+_r(x_0) \cap C_b(B^+_r(x_0)), \)
\[ g \in C^{2+\alpha}_s(B^+_r(x_0)) \cup \partial_1 B^+_r(x_0) \cap C_b(B^+_r(x_0)), \]
then there is a unique solution,
\[ u \in C^{2+\alpha}_s(B^+_r(x_0)) \cup \partial_1 B^+_r(x_0) \cap C_b(B^+_r(x_0)), \]
to the partial Dirichlet boundary value problem (1.1), (1.2) on \( B^+_r(x_0) \).

2. (Continuous boundary data.) If \( f \in C^\alpha_s(B^+_r(x_0)) \cap C_b(B^+_r(x_0)), \)
\[ g \in C_b(\partial_1 B^+_r(x_0)), \]
then there is a unique solution,
\[ u \in C^{2+\alpha}_s(B^+_r(x_0)) \cap C_b(B^+_r(x_0) \cup \partial_1 B^+_r(x_0)), \]
to the partial Dirichlet boundary value problem (1.1), (1.2) on \( B^+_r(x_0) \).

**Remark 1.2** (Application of Theorem 1.1). In practice, we shall only need to apply Theorem 1.1 for \( r > 0 \) small enough that the condition (1.17) on \( B^+_r(x_0) \), that is, \( b^d \geq b_0 \) on \( B^+_r(x_0) \), is implied by the weaker condition (1.14) on \( \partial B^+_r(x_0) \), that is, \( b^d \geq b_0 \) on \( \partial B^+_r(x_0) \), and the fact that \( b^d \) is continuous on \( \mathcal{E} \) and \( B^+_r(x_0) \subset \mathcal{E} \).

Before turning to the partial Dirichlet problem on a domain \( \mathcal{O} \subseteq \mathbb{H} \), we provide the

**Definition 1.3** (Regular boundary point). If \( u \in C^{2+\alpha}_s(\mathcal{O}) \) is a bounded solution to the elliptic equation (1.1), we say that a point \( x_0 \in \partial \mathcal{O} \) is regular with respect to \( A, f, \) and \( g \) if the point \( x_0 \) admits a local barrier in the sense of [20, p. 105]; if \( x_0 \) is a regular point, then [20, Lemma 6.12] implies (see Remark 2 in [20, p. 105]) that
\[ \lim_{\mathcal{O}_{\varepsilon} \ni x \to x_0} u(x) = g(x_0). \]

For example, when \( A \) obeys the hypotheses of Theorem 1.4, a point \( x_0 \in \partial \mathcal{O} \) will be regular if \( \mathcal{O} \) obeys an interior sphere condition at \( x_0 \) [20, p. 106], or even an exterior cone condition at \( x_0 \) [20, Problem 6.3]. We have the following analogue of [20, Theorem 6.13].

**Theorem 1.4** (Existence of a smooth solution to the partial Dirichlet boundary value problem). Let \( \mathcal{O} \subseteq \mathbb{H} \) be a domain and \( \alpha \in (0,1) \). Let \( A \) be as in (1.5) with coefficients belonging to \( C^\alpha(\mathcal{E}) \), and obeying (1.9), (1.11), and (1.12). Moreover, the coefficients of \( A \) should obey either

1. Condition (1.15), or
(2) Conditions \((1.16)\) and \((1.17)\), and, in addition when \(\partial \Omega\) is unbounded, \((1.19)\), \((1.20)\), and \(\partial \Omega\) should obey \((1.21)\). If
\[
f \in C^a_s(\partial \Omega) \cap C_b(\partial \Omega) \quad \text{and} \quad g \in C_b(\partial_1 \partial \Omega),
\]
and each point of \(\partial_1 \partial \Omega\) is regular with respect to \(A\), \(f\), and \(g\) in the sense of Definition \(1.3\), then there is a unique solution,
\[
u \in C^{2+a}(\partial \Omega) \cap C_b(\partial \Omega \cup \partial_1 \partial \Omega),
\]
to the partial Dirichlet boundary value problem \((1.1)\), \((1.2)\).

**Remark 1.5** (Continuity up to \(\partial_1 \partial \Omega\) and \(\partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \partial \abstract
Remark 1.10 (Optimal regularity of a solution to the obstacle problem up to Theorem 4.38). Similar remarks apply to Theorem 1.8.

Remark 1.11 (Extension of the results of this article to the case of unbounded functions). For simplicity, we have stated the main results of this article for case of a bounded solution, \( u \), to the boundary value or obstacle problem, given a bounded source function, \( f \), partial Dirichlet boundary data, \( g \), and obstacle function, \( \psi \), which is bounded above. However, these results may be easily extended to case of \( f, g, \) and \( \psi \) having controlled growth (including exponential growth) using the simple device described in [13, Theorem 2.20] to convert a boundary value or obstacle problem with controlled growth for \( f, g, \) or \( \psi \) to an equivalent problem for a bounded solution, \( \hat{u} \), with bounded \( \hat{f}, \hat{g}, \) and \( \hat{\psi} \) bounded above.

1.4. Application to the elliptic Heston operator. The elliptic Heston operator [22]

\[ Av := -\frac{x_2^2}{2} \left( v_{x_1 x_1} + 2 \rho \sigma v_{x_1 x_2} + \sigma^2 v_{x_2 x_2} \right) - \left( c_0 - q - \frac{x_2}{2} \right) v_{x_1} - \kappa (\theta - x_2) v_{x_2} + c_0 v, \quad (1.24) \]

where \( v \in C^\infty(\mathbb{H}) \), provides an example of an operator of the form (1.5) and which has important applications in mathematical finance, where a solution to the obstacle problem (1.3), (1.2) can be interpreted as the price of a perpetual American-style put option with payoff function \( \psi \) and barrier condition \( g \). The coefficients defining \( A \) in (1.24) are constants obeying

\[
\sigma \neq 0 \quad \text{and} \quad -1 < \varrho < 1, \\
\kappa > 0 \quad \text{and} \quad \theta > 0,
\]

(1.25)

while \( c_0, q \in \mathbb{R} \), though these constants are typically non-negative in financial applications. The financial and probabilistic interpretations of the preceding coefficients are provided in [22]. Note
that the condition (1.25) implies that $A$ in (1.24) is uniformly but not strictly elliptic on $\mathbb{H}$ in the sense of [20, p. 31]. Indeed, the matrix
\[
(a^{ij}) = \begin{pmatrix} 1 & \rho \sigma \\ \rho \sigma & \sigma^2 \end{pmatrix}
\]
has eigenvalues $(1 + \sigma^2 \pm \sqrt{1 - 2\sigma^2 + 4\rho^2\sigma^2 + \sigma^4})/2$, which are both bounded below by
\[
\lambda_0 = \frac{1}{2} \left( 1 + \sigma^2 - \sqrt{1 - 2\sigma^2 + 4\rho^2\sigma^2 + \sigma^4} \right),
\]
and $\lambda_0$ is positive when (1.25) holds and therefore the strict ellipticity condition (1.9) is satisfied.

When $\phi(x) = (K - e^{x_1})^+$, for a positive constant $K > 0$, then the solution $u$ to (1.3), (1.2) (with obstacle function $\phi$) can be interpreted as the price of the perpetual American-style put option with strike $K$ and asset price $S = e^{x_1}$. Since
\[
\phi_{x_1} = \phi_{x_1x_1} = \begin{cases} -e^{x_1} & \text{if } x_1 < \ln K, \\ 0 & \text{if } x_1 > \ln K, \end{cases}
\]
one can show that the put option payoff satisfies the locally finite concavity condition (1.23) in $\mathbb{H}$. (The put option payoff, $\Phi(S) = (K - S)^+$, is convex as a function of $S = e^{x_1} \in (0, \infty)$.)

When $\psi(x) = (e^{x_1} - K)^+$, the solution $u$ to (1.3), (1.2) (with obstacle function $\psi$) can be interpreted as the price of the perpetual American-style call option with strike $K$. Since
\[
\psi_{x_1} = \psi_{x_1x_1} = \begin{cases} 0 & \text{if } x_1 < \ln K, \\ e^{x_1} & \text{if } x_1 > \ln K, \end{cases}
\]
one can show that the call option payoff also satisfies the locally finite concavity condition (1.23) in $\mathbb{H}$. (The call option payoff, $\Psi(S) = (K - S)^+$, is also convex as a function of $S = e^{x_1} \in (0, \infty)$.)

1.5. Compatibility of mixed boundary conditions where the degenerate and non-degenerate boundary portions touch. When $\partial_0 \mathcal{O} \cap \partial_1 \mathcal{O}$ is non-empty, it appears to be a more challenging problem than one might expect to prove existence of solutions, $u$, in $C^{2+\alpha}(\mathcal{O}) \cap C(\mathcal{O})$ or $C^{2+\alpha}(\mathcal{O})$ to the elliptic equation (1.1) with partial Dirichlet boundary condition (1.2). Indeed, complications emerge when one attempts to apply the continuity method to prove existence of solutions $u \in C^{2+\alpha}(\mathcal{O})$ even in the simplest case, $g = 0$ on $\partial_1 \mathcal{O}$. We illustrate the issue when $d = 2$ with the aid of the Heston operator $A$ in (1.24).

While the reflection principle (across the axis $x = 0$) does not hold for the Heston operator $A$ in (1.24), it does hold for the simpler model operator,
\[
A_0v := -\frac{x_2}{2} v_{x_1x_1} + \sigma^2 v_{x_2x_2} - \kappa(\theta - x_2)v_{x_2} + c_0v, \quad v \in C^\infty(\mathbb{H}),
\]
since the $v_{x_1x_2}$ and $v_{x_1}$ terms are absent. If $f(-x_1, x_2) = -f(x_1, x_2)$ for $(x_1, x_2) \in \mathbb{H}$ (and thus $f(0, \cdot) = 0$), one can solve
\[
A_0u_0 = f \quad \text{on } \mathcal{O}, \quad u = 0 \quad \text{on } \partial_1 \mathcal{O},
\]
for a solution, $u_0$, when the domain, $\mathcal{O}$, is the quadrant $\mathbb{R}_+ \times \mathbb{R}_+$.

The continuity method would proceed by showing that, given $f \in C^\alpha(\mathcal{O})$, the set of $t \in [0, 1]$ such that
\[
A_tu = f \quad \text{on } \mathcal{O}, \quad u = g \quad \text{on } \partial_1 \mathcal{O},
\]

4 The terminology is not universal.
has a solution $u \in C^{2+\alpha}_s(\delta)$. When $u(0,\cdot) = 0$ and $u \in C^{2+\alpha}_s(\delta)$ implies \( \lim_{(x_2, x_1) \to (0,0)} x_2 D^2 u = 0 \). When $t = 0$, we see that we can only solve $A_t u = f$ on $\partial$, $u = 0$ on $\partial \delta$, then, letting $x_2 \to 0$ in (1.1), we find

$$-(c_0 - q)u_{x_1}(0,0) = f(0,0),$$

since $u_{x_2}(0,0) = 0$ (because $u(0,\cdot) = 0$) and as $u \in C^{2+\alpha}_s(\delta)$ implies \( \lim_{(x_1,x_2) \to (0,0)} x_2 D^2 u = 0 \). When $t \neq 0$, we see that this is not present when $t \neq 0$.

1.6. Extensions and future work. In [12], we describe parabolic analogues of the results discussed in the present article.

We cannot conclude from the analysis in this article that our solutions will obey an a priori global Schauder estimate or be smooth, let alone continuous, up to the domain corner points regardless of the geometry of the domain or regularity of the coefficients of $A$, source $f$, and boundary data, $g$. This appears to us to be an important, albeit overlooked problem, and one to which we plan to return in a subsequent article.

1.7. Outline and mathematical highlights. For the convenience of the reader, we provide an outline of the article.

In §2, we review the weak and strong maximum principles in [13] and specialize them to the case of an operator $A$ of the form (1.5) on a subdomain $\Omega$ of the upper-half space $\mathbb{H} \subset \mathbb{R}^d$. These maximum principles, just as in the case of their classical analogues in [20], play an essential role in our version of the Perron method.

In §3, we review the construction of the Daskalopoulos-Hamilton-Koch families of Hölder norms and Banach spaces [9], [26] and recall the a priori interior Schauder estimates and the solution to the partial Dirichlet problem on a slab developed with C. Pop in [17].

Our goal in §4 is to prove existence of a solution to the partial Dirichlet problem on a half-ball centered along the boundary of the upper-half space (Theorem 1.1). We accomplish this by generalizing the fact that a function which is harmonic on a region in the plane remains harmonic after composition with a conformal map and apply this observation when the region is a half-ball. One knows from elementary complex analysis that the half-disk is conformally equivalent to the infinite horizontal strip. See Figure 1.3.

In §4.1, we generalize the definition of the conformal map from a half-disk to a horizontal strip in the complex plane $\mathbb{C}$ to a map from the half-ball in to a slab in $\mathbb{R}^d$. We explore the properties of this map and, in particular, its effect on the coefficients of the operator $A$ in (1.5), taking note of the effect of the map on finite cylinders in the slab illustrated in Figure 1.4.

In §4.2, we exploit the existence of a solution to the partial Dirichlet problem on a slab [17] and properties of the map from a half-ball to a slab to prove Theorem 1.1. The solution to the partial Dirichlet problem on a half-ball with Dirichlet condition on the spherical portion of the boundary (and no boundary condition on the flat portion) provides the key missing ingredient required for “local solvability” of the partial Dirichlet problem in our version of the Perron method.

Section 5 contains the heart of our proofs of existence of solutions to the boundary value and obstacle problems described in [13] using a modification of the classical Perron method [20] for smooth solutions, as distinct from Ishii’s version of the Perron method for existence of viscosity
The conformal maps $z \mapsto \xi = (z + 1)/(z - 1)$ and $\xi \mapsto w = \text{Log} \xi$ identify the half-disk with the quadrant and the quadrant with the infinite horizontal strip. The conformal map $z \mapsto w = \text{Log}((z + 1)/(z - 1))$ identifies the corner point $z = -1$ with $w = -\infty$, the corner point $z = 1$ with $w = \infty$, the interval $\{z \in \mathbb{C} : |z| < 1, \text{Im} z = 0\}$ with the line $\{w \in \mathbb{C} : \text{Im} w = 0\}$, and the semicircle $\{z \in \mathbb{C} : |z| = 1, \text{Im} z > 0\}$ with the line $\{w \in \mathbb{C} : \text{Im} w = \pi/2\}$.

In §5.1, we define continuous subsolutions and supersolutions to the boundary value problem (1.1), (1.2) and develop their properties using our version of the strong maximum principle [13]. We then adapt the classical Perron method for solving the Dirichlet problem for a harmonic function or a solution to a boundary value problem for a strictly elliptic operator to show that the Perron function,

$$u(x) := \sup_{w \in \mathcal{S}_{f,g}} w(x), \quad x \in \partial \Omega,$$

is a solution to the boundary value problem (1.1), (1.2), where $\mathcal{S}_{f,g}$ is the set of continuous subsolutions. This yields Theorem 1.4.

In §5.2 we define continuous supersolutions to the obstacle problem (1.3), (1.2) and develop their properties via the strong maximum principle. We then prove the essential comparison solutions [23].
For a solution to the obstacle problem, \( \min \{ Au - f, u - \psi \} = 0 \) a.e. on \( \partial \), using balls \( B \subset \partial \) and half-balls \( B^+ \subset \Omega \) centered on \( \partial \), where \( \Omega = \partial \cap \{ u > \psi \} \) and \( \partial \setminus \Omega = \partial \cap \{ u = \psi \} \).

Finally, we adapt the classical Perron method to show that the Perron function,

\[
u(x) := \inf_{w \in S_{f,g,\psi}} w(x), \quad x \in \partial,
\]

is a solution to the obstacle problem \( (1.3), (1.2) \), where \( S_{f,g,\psi} \) is the set of continuous supersolutions. Our version of the Perron method for the obstacle problem requires us to solve the boundary value problem \( (1.1), (1.2) \) for a degenerate elliptic operator on half-balls \( B^+ \subset \Omega \), where \( \Omega = \{ x \in \partial : (u - \psi)(x) > 0 \} \), and the obstacle problem \( (1.3), (1.2) \) for a strictly elliptic operator on balls \( B \subset \partial \). See Figure 1.5. This approach requires us to first show that the Perron function, \( u \), is at least continuous on \( \partial \) (Lemma 5.23), so we can solve the required obstacle problem on interior balls, \( B \), with continuous partial Dirichlet boundary conditions. The Perron method for solving the obstacle problem on \( \partial \) is more delicate than its counterpart in the case of the boundary value problem, but ultimately yields Theorems 1.7 and 1.8.

In Appendix A, we develop the results we need for obstacle problems defined by a strictly elliptic operator in our application to the Perron of solution to the obstacle problem for a degenerate-elliptic operator \( (1.5) \) and for which there is no complete reference.

In dimension two, the effect of the map in \( \S 4.1 \) from the half-disk to the strip on an operator \( A \) of the form \( (1.6) \) can be made explicit and this provides many useful insights, so we describe the calculation in Appendix B.

1.8. Notation and conventions. In the definition and naming of function spaces, including spaces of continuous functions and Hölder spaces, we follow Adams [2] and alert the reader to occasional differences in definitions between [2] and standard references such as Gilbarg and Trudinger [20] or Krylov [27].

We let \( \mathbb{N} := \{0,1,2,3,\ldots\} \) denote the set of non-negative integers. If \( X \subset \mathbb{R}^d \) is a subset, we let \( \bar{X} \) denote its closure with respect to the Euclidean topology and denote \( \partial X := \bar{X} \setminus X \). For
which defines a linear, second-order, partial differential operator with non-negative definite characteristic form on \( O \). In a given context, a constant denoted by \( C \) may have different values depending on the same set of arguments and may increase from one inequality to the next.

We denote \( x \lor y = \max\{x, y\} \) and \( x \land y = \min\{x, y\} \), for any \( x, y \in \mathbb{R} \).

1.9. **Acknowledgments.** I am very grateful to Ioannis Karatzas and the Department of Mathematics at Columbia University for their generous support during the preparation of this article and also to Emanuele Spadaro, Jürgen Jost, and the Max Planck Institut für Mathematik in der Naturwissenschaft, Leipzig, for their support during visits in 2012 and 2013. I warmly thank Panagiota Daskalopoulos and Camelia Pop for many helpful conversations concerning obstacle problems and degenerate partial differential equations and for their comments on an earlier draft of this article. Preliminary versions of the results described in this article were presented at the Research in Options Conference 2012, in Búzios, Brazil, at the kind invitation of Jorge Zubelli; I greatly appreciated the comments and questions of Emmanuel Gobet following that presentation. I am very grateful to Guy Barles and Hitoshi Ishii for explanations of technical points arising in their articles [3] and [24] and to Eduardo Teixeira for a helpful discussion of regularity theory for obstacle problems.

2. **Weak and strong maximum principles for degenerate-elliptic operators**

In this section, we review the weak and strong maximum principles in [13] and specialize them to the case of an operator \( A \) of the form (1.5) on a subdomain \( \Omega \) of the upper-half space \( \mathbb{H} \subset \mathbb{R}^d \). We also review the a priori estimates implied by the weak maximum principle provided in [13] and [17, Appendix A].

**Definition 2.1** (Non-negative definite characteristic form). [13, Definition 2.1] Suppose \( a = (a^{ij}) \) is an \( \mathbb{R}^{d \times d} \)-valued function on \( \Omega \) which defines a non-negative definite characteristic form, that is

\[
\langle a \xi, \xi \rangle \geq 0 \quad \text{on } \Omega, \quad \forall \xi \in \mathbb{R}^d.
\]  

(2.1)

In this article, we normally assume that \( \partial \Omega \setminus \partial_1 \Omega \) is non-empty, though \( \partial_0 \Omega \) will of course be empty if \( \partial \Omega \setminus \partial_1 \Omega \) has empty interior.

**Definition 2.2** (Linear, second-order, partial differential operator with non-negative definite characteristic form). [13, Definition 2.2] We call \( A \) in (1.5) a linear, second-order, partial differential operator with non-negative definite characteristic form on \( \Omega \) if the coefficient matrix, \( a \), obeys (2.1).

**Definition 2.3** (Second-order boundary condition). [13, Definition 2.3] We say that \( u \in C^2(\Omega) \cap C^1(\bar{\Omega}) \) obeys a second-order boundary condition along \( \partial_0 \Omega \) if

\[
x_d D^2 u \in C(\bar{\Omega} ; \mathbb{R}^{d \times d}),
\]  

(2.2)

\[
x_d D^2 u = 0 \quad \text{on } \partial_0 \Omega.
\]  

(2.3)

Recall that \( \bar{\Omega} = \Omega \cup \partial_0 \Omega \), in contrast with \( \bar{\Omega} = \Omega \cup \partial \Omega \). To simplify the statements of our definitions and results, we shall make the universal
Assumption 2.4 (Partial differential operator with non-negative characteristic form). Given a domain, \( \Omega \subseteq \mathbb{R}^d \), the coefficients of the linear, second-order partial differential operator \( A : C^2(\Omega) \to C(\Omega) \) as in (1.5) obey (2.1) and
\[
a(x) \text{ is a locally bounded function of } x \in \Omega.
\] (2.4)

We can now state the key assumption.

Definition 2.5 (Weak maximum principle property for \( C^2 \) subsolutions). [13, Definition 2.8] We say that an operator \( A \) in (1.5) obeys the weak maximum principle property on \( \Omega \) if whenever \( u \in C^2(\Omega) \cap C^1(\Omega) \cap C(\Omega \cup \partial_1 \Omega) \) obeys (2.2), (2.3), and
\[
Au \leq 0 \quad \text{on } \Omega,
\] (2.5)
\[
u \leq 0 \quad \text{on } \partial_1 \Omega,
\] (2.6)
and \( \sup_{\Omega} u < \infty \), then
\[
u \leq 0 \quad \text{on } \Omega.
\]

Our preference for abstracting the “weak maximum principle property” is well illustrated by the following applications, as discussed in [13].

Definition 2.6 (Classical solution, subsolution, and supersolution to a boundary value problem with partial Dirichlet data). [13, Definition 2.14] Given functions \( f \in C(\Omega) \) and \( g \in C(\partial_1 \Omega) \), we call \( u \in C^2(\Omega) \cap C^1(\Omega) \cap C(\Omega \cup \partial_1 \Omega) \) a subsolution to a boundary value problem for an operator \( A \) in (1.5) with Dirichlet boundary condition along \( \partial_1 \Omega \), if \( u \) obeys (2.2), (2.3), and
\[
Au \leq f \quad \text{on } \Omega,
\] (2.7)
\[
u \leq g \quad \text{on } \partial_1 \Omega.
\] (2.8)
We call \( u \) a supersolution if \( -u \) is a subsolution and we call \( u \) a solution if it is both a subsolution and supersolution.

Proposition 2.7 (Weak maximum principle estimates for classical subsolutions, supersolutions, and solutions). [13, Proposition 2.19] Let \( \Omega \subseteq \mathbb{H} \) be a possibly unbounded domain. Let \( A \) in (1.5) have the weak maximum principle property on \( \Omega \) in the sense of Definition 2.5 and assume \( c \) obeys (1.11). Let \( f \in C(\Omega) \) and \( g \in C(\partial_1 \Omega) \). Suppose \( u \in C^2(\Omega) \cap C^1(\Omega) \cap C(\Omega \cup \partial_1 \Omega) \) obeys (2.2), (2.3).

(1) If \( f \leq 0 \) on \( \Omega \) and \( u \) is a subsolution for \( f \) and \( g \), and \( \sup_{\Omega} u < \infty \), then
\[
u \leq 0 \lor \sup_{\partial_1 \Omega} g \quad \text{on } \Omega.
\]

(2) If \( f \) has arbitrary sign and \( u \) is a subsolution for \( f \) and \( g \), and \( \sup_{\Omega} u < \infty \), but, in addition, \( c \) obeys (1.15), so \( c \geq c_0 \) on \( \Omega \) for a positive constant \( c_0 \), then
\[
u \leq 0 \lor \frac{1}{c_0} \sup_{\Omega} f \lor \sup_{\partial_1 \Omega} g \quad \text{on } \Omega.
\]

(3) If \( f \geq 0 \) on \( \Omega \) and \( u \) is a supersolution for \( f \) and \( g \), and \( \inf_{\Omega} u > -\infty \), then
\[
u \geq 0 \land \inf_{\partial_1 \Omega} g \quad \text{on } \Omega.
\]

In [13] Definitions 2.3 & 2.8 and Theorems 5.1 & 5.3, we assumed that \( u \) belongs to \( C_{\text{loc}}(\Omega) \) rather than just \( C(\Omega \cup \partial_1 \Omega) \) as done here, but this stronger assumption was unnecessary and was relaxed in subsequent versions.
(4) If \( f \) has arbitrary sign, \( u \) is a supersolution for \( f \) and \( g \), and \( \inf_{\partial \Omega} u > -\infty \), and \( c \) obeys (1.15), then

\[
    u \geq 0 \wedge \frac{1}{c_0} \inf_{\partial \Omega} f \wedge \inf_{\partial \Omega} g \quad \text{on } \Omega.
\]

(5) If \( f = 0 \) on \( \Omega \) and \( u \) is a solution for \( f \) and \( g \), and \( \sup_{\Omega} |u| < \infty \), then

\[
    \|u\|_{C(\bar{\Omega})} \leq \|g\|_{C(\partial \Omega)}.
\]

(6) If \( f \) has arbitrary sign, \( u \) is a solution for \( f \) and \( g \), and \( \sup_{\Omega} |u| < \infty \), and \( c \) obeys (1.15), then

\[
    \|u\|_{C(\bar{\Omega})} \leq \frac{1}{c_0} \|f\|_{C(\partial \Omega)} \vee \|g\|_{C(\partial \Omega)}.
\]

The terms \( \sup_{\partial \Omega} g \), and \( \inf_{\partial \Omega} g \), and \( \|g\|_{C(\partial \Omega)} \) in the preceding inequalities are omitted when \( \partial \Omega \) is empty.

**Theorem 2.8** (Weak maximum principle on bounded domains). [13, Theorem 5.1] Let \( \Omega \subset \mathbb{R} \) be a bounded domain and \( A \) be as in (1.5). Require that the coefficients of \( A \) be defined everywhere on \( \bar{\Omega} \), obey (2.1) and

\[
    b^d \geq 0 \quad \text{on } \partial \Omega, \quad c \geq 0 \quad \text{on } \Omega.
\]

Assume further that at least one of the following holds,

\[
    \begin{cases} 
    c > 0 \quad \text{on } \bar{\Omega}, \\
    b^d > 0 \quad \text{on } \partial \Omega \quad \text{and} \quad \inf_{\bar{\Omega}} \frac{b^d}{x \cdot d} > -\infty.
    \end{cases}
\]

Suppose that \( u \in C^2(\bar{\Omega}) \cap C^1(\Omega) \cap C(\partial \Omega \cup \partial_1 \Omega) \) obeys (2.2), (2.3). If \( u \) obeys (2.5), that is, \( Au \leq 0 \) on \( \Omega \), and is bounded above, \( \sup_{\partial \Omega} u < \infty \), then

\[
    \sup_{\Omega} u \leq 0 \vee \sup_{\partial \Omega} u,
\]

and, if \( c = 0 \) on \( \bar{\Omega} \), then

\[
    \sup_{\Omega} u = \sup_{\partial \Omega} u.
\]

Moreover, \( A \) has the weak maximum principle property on \( \bar{\Omega} \) in the sense of Definition 2.5.

**Remark 2.9** (Continuity and boundedness conditions). The hypotheses in Theorem 2.8 assert that \( u \) belongs to \( C(\bar{\Omega} \cup \partial_1 \Omega) = C(\bar{\Omega} \cup \partial_0 \Omega \cup \partial_1 \Omega) \), but not necessarily \( C_{\text{loc}}(\bar{\Omega}) \), so \( u \) may be discontinuous at the “corner points”, \( \partial_0 \bar{\Omega} \cup \partial_1 \bar{\Omega} \). Recall that the classical weak maximum principle [20, Theorem 3.1] for a strictly elliptic operator \( L \) on a bounded domain \( \bar{\Omega} \subset \mathbb{R}^d \) does not require that \( u \in C^2(\bar{\Omega}) \) be continuous on \( \bar{\Omega} \) and asserts more generally that, when \( c = 0 \) on \( \bar{\Omega} \) and \( Lu \leq 0 \) on \( \bar{\Omega} \) (see [20, Equation (3.6)]),

\[
    \sup_{\bar{\Omega}} u = \lim_{x \to \partial \bar{\Omega}} \sup_{\bar{\Omega}} u(x)
\]

and, when \( c \geq 0 \) (and replacing the assertion of [20, Theorem 3.1] by the preceding generalization in the proof of [20, Corollary 3.2])

\[
    \sup_{\bar{\Omega}} u \leq \lim_{x \to \partial \bar{\Omega}} \sup_{\bar{\Omega}} u^+(x).
\]
We may write
\[
\limsup_{x \to \partial \Omega} u(x) = \sup_{x_0 \in \partial \Omega} \left( \limsup_{x \to x_0} u(x) \right) = \sup u^*,
\]
where \( u^* : \Omega \to \mathbb{R} \) is the upper semicontinuous envelope of \( u \) on \( \Omega \), where \( u^* \) necessarily attains its maximum on \( \Omega \) when \( \Omega \) is bounded, and \( \sup_{\partial \Omega} u^* < \infty \) since \( \sup_{\partial \Omega} u = \sup_{\Omega} u \) and \( \sup_{\Omega} u < \infty \) by hypothesis.

Hence, the conclusion in Theorem 2.8 can be strengthened to \( u \leq 0 \) on \( \Omega \cup \partial_1 \Omega \) but not necessarily on \( \partial \Omega \); the conclusion could be replaced by the equivalent statement, \( u^* \leq 0 \) on \( \partial \Omega \). \( \square \)

Next, we consider the case of bounded \( C^2 \) functions on unbounded domains and recall the following version of [13, Theorem 5.3].

**Lemma 2.10** (Extension of the weak maximum principle property for bounded functions to unbounded domains). [13, Theorem 5.3] Let \( \Omega \subseteq \mathbb{H} \) be a possibly unbounded domain. Suppose \( A \) in (1.5) has the weak maximum principle property on bounded subdomains of \( \Omega \) in the sense of Definition 2.5 and assume, in addition, that its coefficients obey (1.15) and (1.19). Then \( A \) has the weak maximum principle property on \( \Omega \) in the sense of Definition 2.5.

Combining Theorem 2.8 and Lemma 2.10 yields

**Theorem 2.11** (Weak maximum principle for bounded functions on unbounded domains). [13, Theorem 5.3] Let \( \Omega \subseteq \mathbb{H} \) be a possibly unbounded domain. Assume that the coefficients of \( A \) in (1.5) obey the hypotheses of Theorem 2.8 except that the condition (2.11) on \( a, b \) or \( c \) is replaced by the condition (1.15) on \( c \) for some positive constant, \( c_0 \), and, in addition, we require that the coefficients \( a, b \) obey the growth condition (1.19). Suppose that \( u \in C^2(\Omega) \cap C^1(\Omega) \cap C(\Omega \cup \partial_1 \Omega) \) obeys (2.2) and (2.3). If \( \sup_{\partial \Omega} u < \infty \) and \( u \leq 0 \) on \( \partial_1 \Omega \) (when non-empty), then
\[
\sup_{\partial \Omega} u \leq 0 \vee \frac{1}{c_0} \sup_{\partial \Omega} Au.
\]
Moreover, \( A \) has the weak maximum principle property on \( \Omega \) in the sense of Definition 2.5.

It will be useful to have a version of the weak maximum principle and the corresponding estimate for operators which include those of the form \( A \) in (1.5) when \( \inf_{\partial \Omega} c = 0 \) and the domain, \( \Omega \), is unbounded though of finite height. Notice that when the coefficient \( c \) obeys (1.11) but not (1.15), so does not have a uniform positive lower bound on \( \Omega \), the weak maximum principle, Theorem 2.11, does not immediately apply when \( \Omega \) is unbounded. For this situation, we recall the following special cases of [17, Lemma A.1 & Corollary A.2].

**Lemma 2.12** (Weak maximum principle for bounded functions on a domain of finite height). [17, Lemma A.1] Let \( \Omega \subseteq \mathbb{H} \) be a domain with finite height, \( \text{height}(\Omega) \leq \nu \), for some positive constant \( \nu \). Let \( A \) be as in (1.5) and require that its coefficients, \( a, b, c \), obey (1.11), (1.16) (with \( \Lambda \) replaced by \( \Lambda/\nu \)) and (1.17) for some positive constants \( b_0 \) and \( \Lambda \), and (2.1). Then \( A \) has the weak maximum principle property on \( \Omega \) in the sense of Definition 2.5.

**Corollary 2.13** (Weak maximum principle estimate for bounded functions on a domain of finite height). [17, Corollary A.2] Assume the hypotheses of Lemma 2.12. Let \( f \in C(\bar{\Omega}) \), and \( g \in C(\partial_1 \Omega) \). If \( u \in C^2(\Omega) \cap C^1(\bar{\Omega}) \cap C_0(\Omega \cup \partial_1 \Omega) \) obeys (2.2) and (2.3) and is a solution to the boundary value problem (1.11), (1.2), then
\[
\|u\|_{C(\bar{\Omega})} \leq e^{b_0 \nu/2\Lambda} \left( \frac{4\Lambda}{b_0} \|f\|_{C(\bar{\Omega})} \vee \|g\|_{C(\bar{\Omega})} \right).
\]
Remark 2.14 (On the proofs of the weak maximum principle for bounded functions on domains of finite height). It will also be useful to recall the proofs of Lemma 2.12 and Corollary 2.13. We define

\[ v(x) := e^{\sigma x} u(x) \quad \text{and} \quad \tilde{f}(x) := e^{\sigma x} f(x), \quad \forall x \in \mathcal{O}, \quad \text{and} \quad \tilde{g}(x) := e^{\sigma x} g(x), \quad \forall x \in \partial_1 \mathcal{O}, \]

and observe that \( v \) solves the boundary value problem

\[ \tilde{A}v = \tilde{f} \quad \text{on} \quad \mathcal{O}, \quad v = \tilde{g} \quad \text{on} \quad \partial_1 \mathcal{O}, \]

where \( \tilde{A} \) has coefficients obeying \( \tilde{a}^{ij} := a^{ij} \) on \( \tilde{\mathcal{O}} \), and \( \tilde{b} := b^i - 2\sigma x da^{id} \) with \( \tilde{b}^d = b^d - b_0 \) on \( \partial_0 \mathcal{O} \) and \( \tilde{c} := c + \sigma b^d - \sigma^2 x da^{dd} \geq \tilde{c}_0 := b_0^2 / 4\Lambda \) on \( \mathcal{O} \), provided \( \sigma \geq b_0 / 2\Lambda \), while

\[ \sup_{\mathcal{O}} |\tilde{f}| \leq e^{\sigma^u} \sup_{\mathcal{O}} |f| \quad \text{and} \quad \sup_{\partial_1 \mathcal{O}} |\tilde{g}| \leq e^{\sigma^u} \sup_{\partial_1 \mathcal{O}} |g|. \]

The conclusions in Lemma 2.12 and Corollary 2.13 now follow by applying to Theorem 2.11 and Proposition 2.7 (6) to the boundary value problem for \( v \) with \( c_0 \) replaced by \( b_0^2 / 4\Lambda \).

Note also that if the coefficients of \( A \) had the properties \( c \geq c_0 \) on \( \mathcal{O} \) for some positive constant \( c_0 \) but \( \inf_{\partial_0 \mathcal{O}} b^d = 0 \), then we could apply the preceding change of dependent variable in reverse to produce an equivalent operator \( \tilde{A} \) with \( \tilde{b}^d \geq \tilde{b}_0 \) on \( \partial_0 \mathcal{O} \) for some positive constant \( \tilde{b}_0 \). In summary, if \( \mathcal{O} \subset \mathbb{H} \) is a domain with finite height and at least one of \( \inf_{\partial_0 \mathcal{O}} b^d \) or \( \inf_{\partial_1 \mathcal{O}} c \) is positive, then we may assume without loss of generality (by virtue of the change of dependent variable) that both are positive. \[ \square \]

Remark 2.15 (On the hypotheses of Theorem 2.8 and Lemma 2.12). The condition (1.12) ensures that \( b^d > 0 \) on \( \partial_0 \mathcal{O} \) while the conditions (1.16) (with \( \Lambda \) replaced by \( \Lambda / \nu \)) and (1.17) ensure that

\[ \inf_{\mathcal{O}} \frac{b^d}{x da^{dd}} \geq \frac{b_0}{x da^{dd}} \geq \frac{b_0}{\nu(\Lambda / \nu)} = \frac{b_0}{\Lambda} > 0, \]

and hence that (2.11) (second alternative) holds.

We introduce an analogue of Definition 2.5.

Definition 2.16 (Strong maximum principle property). Let \( \mathcal{O} \subset \mathbb{H} \) be a domain. We say that an operator \( A \) in (1.5) has the strong maximum principle property on \( \mathcal{O} \) if whenever \( u \in C^2(\mathcal{O}) \cap C^1(\partial \mathcal{O}) \cap C(\partial_1 \mathcal{O} \cup \partial_0 \mathcal{O}) \) obeys (2.2) and (2.3) and \( Au \leq 0 \) on \( \mathcal{O} \), then one of the following holds.

1. If \( c = 0 \) on \( \mathcal{O} \) and \( u \) attains a maximum in \( \mathcal{O} \), then \( u \) is constant on \( \mathcal{O} \).
2. If \( c \geq 0 \) on \( \mathcal{O} \) and \( u \) attains a non-negative maximum in \( \mathcal{O} \), then \( u \) is constant on \( \mathcal{O} \).

Lemma 2.17 (Strong implies weak maximum principle property on bounded domains). Let \( \mathcal{O} \subset \mathbb{H} \) be a bounded domain. Suppose \( A \) in (1.5) has the strong maximum principle property on \( \mathcal{O} \) in the sense of Definition 2.16. Then \( A \) has the weak maximum principle property on \( \mathcal{O} \) in the sense of Definition 2.5.

Proof. Suppose that \( u \) obeys the conditions (though not necessarily the conclusion) of Definition 2.5. Since \( \mathcal{O} \) is compact, the upper semicontinuous envelope, \( u^* : \mathcal{O} \to \mathbb{R} \), of \( u \) attains its maximum, \( u^*(x_0) = \sup_{\mathcal{O}} u^* = \sup_{\mathcal{O}} u \), at some point \( x_0 \in \partial \mathcal{O} \). If \( x_0 \in \partial_1 \mathcal{O} \), we are done, since \( u^*(x_0) = 0 \) for such points. If \( x_0 \notin \mathcal{O} \), then \( u^*(x_0) = u(x_0) \) (since \( u \) is continuous on \( \mathcal{O} \)) and thus \( u \) is constant on \( \mathcal{O} \) by Definition 2.16 and hence constant on \( \mathcal{O} \cup \partial_1 \mathcal{O} \). But \( u \leq 0 \) on \( \partial_1 \mathcal{O} \) by Definition 2.5 and so we again obtain \( u \leq 0 \) on \( \mathcal{O} \). \[ \square \]

By combining Lemmas 2.10, 2.12 and 2.17, we obtain
Corollary 2.18 (Strong implies weak maximum principle property on unbounded domains). Let $\mathcal{O} \subseteq \mathbb{H}$ be a possibly unbounded domain. Suppose $A$ in (1.5) has the strong maximum principle property on $\mathcal{O}$ in the sense of Definition 2.16 and assume, in addition, that its coefficients obey

1. when $\text{height}(\mathcal{O}) = \infty$, then (1.15), or
2. when $\text{height}(\mathcal{O}) < \infty$, then (1.15) or both (1.16) and (1.17),

and, in addition, (1.19) when $\mathcal{O}$ is unbounded. Then $A$ has the weak maximum principle property on $\mathcal{O}$ in the sense of Definition 2.5.

Finally, we recall the following special case of [13, Theorem 4.6].

Theorem 2.19 (Strong maximum principle). [13, Theorem 4.6] Suppose that $\mathcal{O} \subset \mathbb{H}$ is a domain. Require that the operator $A$ in (1.5) obey (1.11), (2.4), and

1. For each $\xi \in \mathbb{R}^d \setminus \{0\}$ and $B \subset \mathcal{O}$, one has

$$\langle a\xi, \xi \rangle > 0$$

on $B$, $\inf_B \frac{\langle b, \xi \rangle}{\langle a\xi, \xi \rangle} > -\infty$, $\sup_B \frac{c}{\langle a\xi, \xi \rangle} < \infty$;

2. For each $x_0 \in \partial_0 \mathcal{O}$, there is a ball $B \subset \mathcal{O}$ such that $\partial B \cap \partial_0 \mathcal{O} = \{x_0\}$ and

$$\inf_{B \cup \{x_0\}} b^d > 0 \quad \text{and} \quad \sup_B c < \infty.$$

Then $A$ has the strong maximum principle property on $\mathcal{O}$ in the sense of Definition 2.16.

3. Schauder theory for degenerate-elliptic operators

In §3.1 we review the construction of the Daskalopoulos-Hamilton-Koch families of Hölder norms and Banach spaces [9], [26]. In §3.2 we recall the a priori interior Schauder estimates and the solution to the partial Dirichlet problem on a slab given in [17].

3.1. Daskalopoulos-Hamilton-Koch Hölder spaces. We review the construction of the Daskalopoulos-Hamilton-Koch families of Hölder norms and Banach spaces [9, p. 901 & 902], [26, Definition 4.5.4]. For standard Hölder spaces, we follow the notation of Gilbarg and Trudinger [20, §4.1] for the Banach spaces but then use the Banach space to label the corresponding norms following the pattern we describe here.

Given a constant $\alpha \in (0,1)$ and function $u$ on an open subset $U \subset \mathbb{H}$, the Daskalopoulos-Hamilton-Koch Hölder seminorm, $[u]_{C^\alpha(U)}$, is defined by mimicking the definition of the standard Hölder seminorm, $[u]_{C^\alpha(U)}$ in [20, p. 52], except that the usual Euclidean distance between points, $|x - y| = (\sum_{i=1}^d |x_i - y_i|^2)^{1/2}$ for $s, y \in \mathbb{H}$, corresponding to the standard Riemannian metric $ds^2 = \sum_{i=1}^d dx_i^2$ on $\mathbb{H}$ is replaced by the distance function, $s(x, y)$ for $x, y \in \mathbb{H}$, corresponding to the cycloidal Riemannian metric on $\mathbb{H}$ defined by [9, pp. 901–905], [26, p. 62],

$$ds^2 = \frac{1}{x_d} \sum_{i=1}^d dx_i^2,$$  

(3.1)

Recall that by a “domain” in $\mathbb{R}^d$, we always mean a connected, open subset.

For example, the coefficient $b^d$ has this property if it is continuous and positive along $\partial_0 \mathcal{O}$.

The Riemannian metric is called cycloidal in [9] since its geodesics, when $d = 2$, are the standard cycloidal curve, $(x_1(t), x_2(t)) = (t - \sin t, 1 - \cos t)$ for $t \in \mathbb{R}$, curves obtained from the standard cycloid by translations $(x_1, x_2) \mapsto (x_1 + b, x_2)$, $b \in \mathbb{R}$, or dilations $(x_1, x_2) \mapsto (cx_1, x_2)$, $c \in \mathbb{R}_+$, or are vertical lines, $x_1 = a$, $a \in \mathbb{R}$ [9, Proposition 1.2.1].
where \( x = (x_1, \ldots, x_d) \). When the coefficient matrix \((a^{ij}(x))\), for \( x \in \mathbb{H} \), in the definition \( (1.5) \) of the operator \( A \) is strictly and uniformly elliptic on \( \mathbb{H} \) in the sense of \([20, \text{p. 31}]\), then the cycloidal metric \((3.1)\) is equivalent to that defined by the inverse \((g^{ij}(x))\) of the coefficient matrix \((g^{ij}(x)) = (x_d a^{ij}(x))\), for \( x \in \mathbb{H} \). It is convenient to choose a more explicit cycloidal distance function on \( \mathbb{H} \) which is equivalent to the distance function defined by the Riemannian metric \((3.1)\), such as that in \([9, \text{p. 901}]\),

\[
s(x, y) = \frac{\sum_{i=1}^{d} |x_i - y_i|}{\sqrt{x_d + y_d + |x - y|}}, \quad \forall x, y \in \mathbb{H},
\]

or the equivalent choice on \( \mathbb{H} \) given in \([26, \text{p. 11 \\& 4.3}]\) and which we adopt in this article,

\[
s(x, y) := \frac{|x - y|}{\sqrt{x_d + y_d + |x - y|}}, \quad \forall x, y \in \mathbb{H}.
\]

Following \([2, \text{\S 1.26}]\), for a domain \( U \subset \mathbb{H} \), we let \( C(U) \) denote the vector space of continuous functions on \( U \) and let \( C(\bar{U}) \) denote the Banach space of functions in \( C(U) \) which are bounded and uniformly continuous on \( U \), and thus have unique bounded, continuous extensions to \( \bar{U} \), with norm

\[
\|u\|_{C(U)} := \sup_{U}|u|.
\]

Noting that \( U \) may be unbounded, we let \( C_{\text{loc}}(\bar{U}) \) denote the linear subspace of functions \( u \in C(U) \) such that \( u \in C(V) \) for every precompact open subset \( V \subset \bar{U} \). Following \([2, \text{\S 5.2}]\), we let \( C_{\text{b}}(U) \subset C(U) \) denote the Banach space of bounded, continuous functions on \( U \) with norm again denoted by \( \|u\|_{C(U)} \), without implying that the function \( u \) is uniformly continuous on \( U \).

We note the distinction between \( C(\mathbb{H}) \) (respectively, \( C(\mathbb{R}^d) \)), the Banach space of functions which are uniformly continuous and bounded on \( \mathbb{H} \) (respectively, \( \mathbb{R}^d \)), and \( C(\mathbb{H}) = C_{\text{loc}}(\mathbb{H}) \) (respectively, \( C(\mathbb{R}^d) \)), the vector space of functions which are continuous on \( \mathbb{H} \) (respectively, \( \mathbb{R}^d \)).

By \( C(U \cup T) \), for \( T \subset \partial U \), we shall always mean \( C_{\text{loc}}(U \cup T) \) and thus we may have \( C(\bar{U}) \subsetneq C(U \cup T) = C_{\text{loc}}(\bar{U}) \) when \( T = \partial U \), unless \( U \) is bounded in which case, as usual, \( C(\bar{U}) = C(U \cup \partial U) = C_{\text{loc}}(\bar{U}) \).

Daskalopoulos and Hamilton provide the

**Definition 3.1** (\( C^\alpha \) norm and Banach space). \([9, \text{p. 901}]\) Given \( \alpha \in (0, 1) \) and an open subset \( U \subset \mathbb{H} \), we say that \( u \in C^\alpha(\bar{U}) \) if \( u \in C(\bar{U}) \) and

\[
\|u\|_{C^\alpha(\bar{U})} < \infty,
\]

where

\[
\|u\|_{C^\alpha(\bar{U})} := [u]_{C^\alpha(\bar{U})} + \|u\|_{C(U)},
\]

and

\[
[u]_{C^\alpha(\bar{U})} := \sup_{x, y \in U \atop x \neq y} \frac{|u(x) - u(y)|}{s(x, y)^\alpha}.
\]

We say that \( u \in C^\alpha(\bar{U}) \) if \( u \in C^\alpha(\bar{V}) \) for all precompact open subsets \( V \subset \bar{U} \), recalling that \( \bar{U} := U \cup \partial_0 U \). We let \( C^\alpha_{\text{loc}}(\bar{U}) \) denote the linear subspace of functions \( u \in C^\alpha(\bar{U}) \) such that \( u \in C^\alpha(\bar{V}) \) for every precompact open subset \( V \subset \bar{U} \).

It is known that \( C^\alpha(\bar{U}) \) is a Banach space \([9, \text{\S 1.1}]\) with respect to the norm \((3.3)\). We recall the definition of the higher-order \( C^{k,\alpha} \) Hölder norms and Banach spaces.
**Definition 3.2 (C\(^{k,\alpha}\) norms and Banach spaces).** [9] p. 902 Given an integer \(k \geq 0\), \(\alpha \in (0, 1)\), and an open subset \(U \subset \mathbb{H}\), we say that \(u \in C^{k,\alpha}_s(U)\) if \(u \in C^k(\bar{U})\) and

\[
\|u\|_{C^{k,\alpha}_s(U)} < \infty,
\]

where

\[
\|u\|_{C^{k,\alpha}_s(U)} := \sum_{|\beta| \leq k} \|D^\beta u\|_{C^\alpha(\bar{U})},
\]

(3.5)

where \(\beta := (\beta_1, \ldots, \beta_d) \in \mathbb{N}^d\), and \(|\beta| := \beta_1 + \cdots + \beta_d\), and

\[
D^\beta u := \frac{\partial^{\beta_1}}{\partial x_1^{\beta_1}} \cdots \frac{\partial^{\beta_d}}{\partial x_d^{\beta_d}}.
\]

When \(k = 0\), we denote \(C^{0,\alpha}_s(\bar{U}) = C^\alpha_s(\bar{U})\).

For example, when \(k = 1\) one has

\[
\|u\|_{C^{1,\alpha}_s(\bar{U})} = \|u\|_{C^\alpha_s(\bar{U})} + \|Du\|_{C^\alpha(\bar{U})}.
\]

Finally, we recall the definition of the higher-order \(C^{k,2+\alpha}_s\) Hölder norms and Banach spaces.

**Definition 3.3 (C\(^{k,2+\alpha}\) norms and Banach spaces).** [9] pp. 901–902 Given an integer \(k \geq 0\), a constant \(\alpha \in (0, 1)\), and an open subset \(U \subset \mathbb{H}\), we say that \(u \in C^{k,2+\alpha}_s(U)\) if \(u \in C^{k+1,\alpha}_s(\bar{U})\), the derivatives, \(D^\beta u\), \(\beta \in \mathbb{N}^d\) with \(|\beta| = k + 2\), of order \(k + 2\) are continuous on \(U\), and the functions, \(x_d D^\beta u\), \(\beta \in \mathbb{N}^d\) with \(|\beta| = k + 2\), extend continuously up to the boundary, \(\partial U\), and those extensions belong to \(C^\alpha_s(\bar{U})\). We define

\[
\|u\|_{C^{k,2+\alpha}_s(\bar{U})} := \|u\|_{C^{k+1,\alpha}_s(\bar{U})} + \sum_{|\beta| = k+2} \|x_d D^\beta u\|_{C^\alpha(\bar{U})}.
\]

(3.6)

We say that \(u \in C^{k,2+\alpha}_s(U)\) if \(u \in C^{k,2+\alpha}_s(\bar{V})\) for all precompact open subsets \(V \Subset U\). When \(k = 0\), we denote \(C^{0,2+\alpha}_s(\bar{U}) = C^{2+\alpha}_s(\bar{U})\).

For example, when \(k = 1\) one has

\[
\|u\|_{C^{2+\alpha}_s(\bar{U})} = \|u\|_{C^\alpha_s(\bar{U})} + \|Du\|_{C^\alpha(\bar{U})} + \|x_d D^2 u\|_{C^\alpha(\bar{U})}.
\]

A parabolic version of following result is included in [9] Proposition I.12.1 when \(d = 2\) and proved in [18] when \(d \geq 2\) for parabolic weighted Hölder spaces. We restate the result here for the elliptic weighted Hölder spaces used in this article.

**Lemma 3.4 (Boundary properties of functions in weighted Hölder spaces).** [18] Lemma 3.1 If \(u \in C^{2+\alpha}_s(\mathbb{H})\) then, for all \(x_0 \in \partial \mathbb{H}\),

\[
\lim_{\mathbb{H} \ni x \to x_0} x_d D^2 u(x) = 0.
\]

(3.7)

For an open subset \(U \subset \mathbb{H}\), the standard and Daskalopoulos-Hamilton-Koch Hölder spaces coincide by Definitions 3.1, 3.2 and 3.3 and thus, for example, \(C^\alpha(U) = C^{0}(U)\) and \(C^{2+\alpha}(U) = C^{2,\alpha}(U)\). More refined relationships between these Hölder spaces arise from the observation that, by (3.2),

\[
s(x, y) \leq |x - y|^{1/2}, \quad \forall x, y \in \mathbb{H}.
\]

(3.8)
The reverse inequality, on a domain $V \subset \mathbb{H}$ with height$(V) = \nu$ and diam$(V) = D$, takes the form

\[ |x - y| \leq \sqrt{2\nu + D} \, s(x, y), \quad \forall x, y \in \tilde{V}. \tag{3.9} \]

Therefore, as noted in [7, Remark 2.4], we have

\[ \|u\|_{C^{\alpha/2}(U)} \leq \|u\|_{C^\alpha(U)} \quad \text{and} \quad \|u\|_{C^\alpha(U)} \leq C\|u\|_{C^\alpha(V)}, \]

for any open subset $U \subseteq \mathbb{H}$ and any open subset $V \subset \mathbb{H}$ with diam$(V) \leq D$ and height$(V) \leq \nu$, with constant $C = C(D, \alpha, \nu)$, and thus

\[ C^\alpha(\bar{U}) \subset C^{\alpha/2}(\bar{U}) \quad \text{and} \quad C^\alpha(\bar{V}) \subset C^\alpha(\bar{V}). \tag{3.10} \]

With the preceding background in place, we can now proceed to recall the key Schauder regularity and existence results we shall need from [17].

### 3.2. A priori Schauder estimates and solution to the partial Dirichlet problem on a slab

If $d \geq 2$ and $A$ is as in (1.5) with coefficients $a, b, c$, and $U \subseteq \mathbb{H}$ is any subset, we denote

\[ \|a\|_{C^{k,\alpha}(\tilde{U})} := \sum_{i,j=1}^d \|a^{ij}\|_{C^{k,\alpha}(\tilde{U})} \quad \text{and} \quad \|b\|_{C^{k,\alpha}(\tilde{U})} := \sum_{i=1}^d \|b_i\|_{C^{k,\alpha}(\tilde{U})}. \tag{3.11} \]

From [17], we recall the

**Theorem 3.5** (A priori interior Schauder estimate). [17, Theorem 1.1] For any $\alpha \in (0, 1)$ and positive constants $b_0, d_0, \lambda_0, \Lambda, \nu$, there is a positive constant, $C = C(b_0, d_0, \alpha, \lambda_0, \Lambda, \nu)$, such that the following holds. Suppose $\height(\partial') \leq \nu$ and the coefficients $a, b, c$ of $A$ in (1.5) belong to $C^\alpha(\partial')$ and obey (1.9), (1.14), and

\[ \|a\|_{C^\alpha(\tilde{\partial})} + \|b\|_{C^\alpha(\tilde{\partial})} + \|c\|_{C^\alpha(\tilde{\partial})} \leq \Lambda. \tag{3.12} \]

If $u \in C^{2+\alpha}_s(\partial')$ and $\partial' \subset \partial$ is a subdomain such that dist$(\partial_1 \partial', \partial_1 \partial) \geq d_0$, then

\[ \|u\|_{C^{2+\alpha}(\tilde{\partial})} \leq C\left( \|Au\|_{C^\alpha(\tilde{\partial})} + \|u\|_{C^\alpha(\tilde{\partial})} \right). \tag{3.13} \]

It is considerably more difficult to prove a global a priori estimate for a solution, $u \in C^{k,2+\alpha}(\bar{\partial})$, when the intersection $\partial_0 \partial' \cap \partial_1 \partial'$ is non-empty. However, the global estimate in Theorem 3.6 has useful applications when $\partial_0 \partial'$ does not meet $\partial_0 \partial'$. For a constant $\nu > 0$, we call

\[ S^d_\nu = \mathbb{R}^{d-1} \times (0, \nu), \tag{3.14} \]

a slab of height $\nu$ (in the terminology of [20, §3.3]). We often simply write $S$ for $S^d_\nu$ when there is no ambiguity and note that $\partial_0 S = \mathbb{R}^{d-1} \times \{0\}$ and $\partial_1 S = \mathbb{R}^{d-1} \times \{\nu\}$.

**Theorem 3.6** (A priori global Schauder estimate on a slab). [17, Corollary 1.3] For any $\alpha \in (0, 1)$ and positive constants $b_0, \lambda_0, \Lambda, \nu$, there is a positive constant, $C = C(b_0, d, \alpha, \lambda_0, \Lambda, \nu)$, such that the following holds. Suppose the coefficients of $A$ in (1.5) belong to $C^\alpha(\tilde{S})$, where $S = \mathbb{R}^{d-1} \times (0, \nu)$ as in (3.14), and obey

\[ \|a\|_{C^\alpha(\tilde{S})} + \|b\|_{C^\alpha(\tilde{S})} + \|c\|_{C^\alpha(\tilde{S})} \leq \Lambda, \tag{3.15} \]

\[ \langle a\xi, \xi \rangle \geq \lambda_0 |\xi|^2 \quad \text{on} \; \tilde{S}, \quad \forall \xi \in \mathbb{R}^d, \tag{3.16} \]

\[ b^d \geq b_0 \quad \text{on} \; \partial_0 S. \tag{3.17} \]

If $u \in C^{2+\alpha}_s(\tilde{S})$ and $u = 0$ on $\partial_1 S$, then

\[ \|u\|_{C^{2+\alpha}(\tilde{S})} \leq C\left( \|Au\|_{C^\alpha(\tilde{S})} + \|u\|_{C(\tilde{S})} \right), \tag{3.18} \]

where $C$ is independent of $u$. \hfill $\square$
and, when \( c \geq 0 \) on \( S \),
\[
\|u\|_{C^{2+\alpha}_S} \leq C \|Au\|_{C^{\alpha}_S}, \tag{3.19}
\]

**Theorem 3.7** (Existence and uniqueness of a smooth solution to an boundary value problem on a slab). \([17, \text{Theorem 1.6}]\) Let \( \alpha \in (0, 1) \) and let \( \nu > 0 \) and \( S = \mathbb{R}^{d-1} \times (0, \nu) \) be as in (3.14). Let \( A \) be an operator as in (1.5). If \( f \) and the coefficients of \( A \) in (1.5) belong to \( C^{\alpha}_S \) and obey (3.16) and (3.17) and \( g \in C^{2+\alpha}_S \), then there is a unique solution, \( u \in C^{2+\alpha}_S \), to the boundary value problem,
\[
Au = f \quad \text{on } S, \tag{3.20}
\]
\[
u = g \quad \text{on } \partial S. \tag{3.21}
\]

**Remark 3.8** (Existence and uniqueness of a solution to the elliptic Heston equation on a slab or half-plane). When \( d = 2 \) and \( A \) is the Heston operator as in (1.24) on a strip \( S = \mathbb{R} \times (0, \nu) \) as in (3.14) and \( f \in C^{\alpha}_S \), one may prove existence and uniqueness of a solution \( u \in C^{2+\alpha}_S \) to (3.20) and (3.21) by a slight modification of the proof of [17, Theorem B.3 & Corollary B.4], where the coefficients \( a, b, c \) of \( A \) in (1.5) are assumed to be constant. Indeed, the proof of [17, Theorem B.3 & Corollary B.4] proceeds by taking the Fourier transform of equation (3.20) with respect to \( x \) and then solving the resulting Kummer ordinary differential equation in \( y \in (0, \nu) \) in terms of confluent hypergeometric functions \([1, \S 13]\). The same procedure (Fourier transform with respect to \( x \) and solving the Kummer equation in \( y \)) yields a solution \( u \in C^{2+\alpha}(\mathbb{H}) \) when \( f \in C^{\alpha}(\mathbb{H}) \) and, for example, is bounded on \( \mathbb{H} \).

4. Partial Dirichlet problems on a half-ball and a slab

Our goal in this section is to prove existence of a solution to the partial Dirichlet problem on a half-ball centered along the boundary of the upper half-space (Theorem 1.1). In §4.1, we generalize the definition of the conformal map from a half-disk to a horizontal strip in the complex plane to higher dimensions and explore its properties and effect on the coefficients of the operator \( A \) in (1.5). In §4.2, we exploit the existence of a solution to the partial Dirichlet problem on a slab (Theorem 3.7) and properties of the map from a half-ball to a slab to prove Theorem 1.1.

4.1. A diffeomorphism from the unit half-ball to the slab. We begin with the case \( d = 2 \). A conformal map from the half-disk without the corner points, \( \{ z \in \mathbb{C} : |z| \leq 1, \ \text{Im} \ z \geq 0, \ z \neq \pm 1 \} \), onto the quadrant, \( \{ \xi \in \mathbb{C} : \text{Re} \xi \geq 0, \ \text{Im} \xi \geq 0, \ \xi 
eq 0 \} \) without the corner, can be achieved with
\[
\mathbb{C} \setminus \{1\} \ni z \mapsto \xi := \frac{1 + z}{1 - z} \in \mathbb{C}. \tag{4.1}
\]
A conformal map from the quadrant, \( \{ \xi \in \mathbb{C} : \text{Re} \xi \geq 0, \ \text{Im} \xi \geq 0, \ \xi \neq 0 \} \) without the corner, onto the infinite horizontal strip, \( \{ w \in \mathbb{C} : 0 \leq \text{Im} \ w \leq \pi/2 \} \), can be achieved with
\[
\mathbb{C} \setminus \{ \xi \in \mathbb{C} : \text{Re} \xi \leq 0, \ \text{Im} \xi = 0 \} \ni \xi \mapsto w := \text{Log} \xi \in \mathbb{C}, \tag{4.2}
\]
where the principal value of the complex logarithm is defined as usual with
\[
\text{Log} \xi := \ln |\xi| + i \text{Arg} \xi,
\]
and \( \text{Arg} \xi \in (-\pi, \pi] \). Hence, noting that \( \xi = (1 - |z|^2 + 2 \text{Im} \ z)/|1 - z|^2 \), the composition,
\[
\mathbb{C} \setminus \{ z \in \mathbb{C} : |z| \geq 1, \ \text{Im} \ z = 0 \} \ni z \mapsto w = \text{Log} \left( \frac{1 + z}{1 - z} \right) \in \mathbb{C}, \tag{4.3}
\]
maps the
1. open disk, \( \{ z \in \mathbb{C} : |z| < 1, \ \text{Im} \ z > 0 \} \), onto the open strip \( 0 < \text{Im} \ w < \pi/2 \);
and observe that the definition (4.4) of $\xi(x) := \frac{1 + z}{1 - z} = \frac{(1 + z)(1 - \bar{z})}{|1 - z|^2} = \frac{1 - |z|^2 + 2 \text{Im} z}{|1 - z|^2}$, we now set

$$
\xi(x) := \frac{(1 - |x|^2)e_1 + 2(x - (x,e_1)e_1)}{|e_1 - x|^2}, \quad x \in B^+, \quad (4.4)
$$

where $B^+$ is the unit half-ball,

$$
B^+ := \{ x \in \mathbb{R}^d : |x| < 1, \quad x_d > 0 \} \subset \mathbb{R}^{d-1} \times \mathbb{R}_+,
$$

and observe that the definition (4.4) of $\xi(x)$ gives a diffeomorphism,

$$
\xi : B^+ \cong \mathbb{R}_+ \times \mathbb{R}^{d-2} \times \mathbb{R}_+, \quad x \mapsto \xi(x). \quad (4.5)
$$

Indeed, if $x = e_1 + \vec{h} \in B^+$ for $\vec{h} \in \mathbb{R}^d$ with $h = |\vec{h}|$ and we write $x = (x_1,x'')$, then as $B^+ \ni x \to e_1$, so $h \downarrow 0$, while $x'' \neq 0$ we see that

$$
\xi(x) = \frac{h^2 e_1 + 2x''}{h^2} = e_1 + \frac{2x''}{h^2}, \quad x'' \in \mathbb{R}^{d-2} \times \mathbb{R}_+.
$$

The transformation (4.8) extends continuously to map the

1. point $e_1$ in $B^+$ onto a point at infinity labeled as $(e_1, \infty) \in \{e_1\} \times ((\mathbb{R}^{d-2} \times \mathbb{R}_+) \cup \{\infty\});$
2. points $x$ in the open $(d - 1)$-dimensional hemisphere, $\{ x \in B^+ : |x| = 1, \quad x_d > 0 \}$, onto points $\xi(x) \in \{0\} \times \mathbb{R}^{d-2} \times \mathbb{R}_+$;
3. points $x$ in the punctured, open $(d - 1)$-dimensional unit ball, $\{ x \in \bar{B}^+ : |x| < 1, \quad x_d = 0, \quad x \neq e_1 \}$, onto points $\xi(x) \in \mathbb{R}_+ \times \mathbb{R}^{d-2} \times \{0\}$;
4. points $x$ in the punctured $(d - 2)$-dimensional unit sphere, $\{ x \in \bar{B}^+ : |x| = 1, \quad x_d = 0, \quad x \neq e_1 \}$, onto points $\xi(x) \in \{0\} \times \mathbb{R}^{d-2} \times \{0\}$.

We now set

$$
w_k := \xi_k, \quad \text{for } k = 2, \ldots, d - 1, \quad (4.6)
$$
and, identifying
\[ \mathbb{R}_+ \times \mathbb{R}_+ = \{(\xi_1, \xi_d) \in \mathbb{R}^2 : \xi_1 > 0, \xi_d > 0\} \]
with an open quadrant in the complex plane,
\[ Q := \{\xi_1 + i\xi_d : \xi_1 > 0, \xi_d > 0\} \subset \mathbb{C}, \]
we set
\[ w_1 + iw_d := \ln |\xi_1 + i\xi_d| + i \arg(\xi_1 + i\xi_d), \tag{4.7} \]
and thus,
\[ w_1 + iw_d = \frac{1}{2} \ln (\xi_1^2 + \xi_d^2) + i \arctan \left( \frac{\xi_d}{\xi_1} \right). \]
As in (3.14), we denote the open two-dimensional strip of height \( \pi/2 \) by
\[ S_{\pi/2}^2 = \{w_1 + iw_d : w_1 \in \mathbb{R}, 0 < w_d < \pi/2\} = \mathbb{R} \times (0, \pi/2) \subset \mathbb{C}, \]
with closure, \( \bar{S}_{\pi/2}^2 = \mathbb{R} \times [0, \pi/2] \). The transformation (4.7) defines a holomorphic map,
\[ Q \cong S_{\pi/2}^2, \quad \xi_1 + i\xi_d \mapsto w_1 + iw_d, \tag{4.8} \]
which extends continuously to map the
- (1) point \((\xi_1, \xi_d) = (0, 0)\) onto the interval at infinity, \((-\infty) \times (0, \pi/2)\);
- (2) open quarter-circle, \((\xi_1, \xi_d) \in \mathbb{R}^2 : \xi_1^2 + \xi_d^2 = 1, \xi_1 > 0, \xi_d > 0\), onto the open interval,
  \(\{0\} \times (0, \pi/2)\);
- (3) open half-line, \((\xi_1, \xi_d) \in \mathbb{R}^2 : \xi_1 > 0, \xi_d = 0\), onto the line, \(\mathbb{R} \times \{0\}\);
- (4) open half-line, \((\xi_1, \xi_d) \in \mathbb{R}^2 : \xi_1 = 0, \xi_d > 0\), onto the line, \(\mathbb{R} \times \{\pi/2\}\);
- (5) quarter-circle at infinity, \((\xi_1, \xi_d) \in \mathbb{R}^2 : \xi_1^2 + \xi_d^2 = \infty, \xi_1 > 0, \xi_d > 0\) onto the interval
  at infinity, \((\infty) \times (0, \pi/2)\).
As in (3.14), we denote the \(d\)-dimensional open slab of height \(\pi/2\) by
\[ S \equiv S_{\pi/2}^d = \{w \in \mathbb{R}^d : 0 < w_d < \pi/2\} = \mathbb{R}^{d-1} \times (0, \pi/2) \subset \mathbb{R}^{d-1} \times \mathbb{R}_+, \]
with closure, \(\bar{S} = \mathbb{R}^{d-1} \times [0, \pi/2] \). The composite transformation induced by (4.5), (4.6), and (4.7),
\[ \Phi : B^+ \cong S, \quad x \mapsto w(x), \tag{4.9} \]
maps the \(d\)-dimensional open unit half-ball, \(B^+\), onto the \(d\)-dimensional open slab, \(S\), of height \(\pi/2\) and extends continuously to map the
- (1) point \(e_1 \in B^+\) onto a point at infinity labeled as \(\{\infty\} \times \mathbb{R}^{d-2} \times (0, \pi/2)\);
- (2) the open \((d-1)\)-dimensional hemisphere, \(\{x \in B^+ : |x| = 1, x_d > 0\}\), onto the \((d-1)\)-dimensional hyperplane, \(\mathbb{R}^{d-1} \times \{\pi/2\}\);
- (3) the open \((d-1)\)-dimensional unit ball, \(\{x \in B^+ : |x| < 1, x_d = 0\}\), onto the \((d-1)\)-dimensional hyperplane, \(\mathbb{R}^{d-1} \times \{0\}\);
- (4) the punctured \((d-2)\)-dimensional unit sphere, \(\{x \in B^+ : |x| = 1, x_d = 0, x \neq e_1\}\), onto a point at infinity labeled as \(\{-\infty\} \times \mathbb{R}^{d-2} \times (0, \pi/2)\).
The expression (4.4) for \(\xi(x)\) yields
\[ \xi_1 = \frac{1 - |x|^2}{|e_1 - x|^2}, \quad \xi_j = \frac{2x_j}{|e_1 - x|^2}, \quad 2 \leq j \leq d, \]
an so (4.4), (4.6), and (4.7) give an expression for the components of \( w = \Phi(x) \) in (4.9),
\[
    w_1 = \frac{1}{2} \ln \left( \frac{(1 - |x|^2)^2 + 4x_1^2}{|e_1 - x|^4} \right) = \frac{1}{2} \ln \left( \frac{1 + (\sum_{j=1}^d x_j^2)^2 + 2x_1^2 - 2 \sum_{j=1}^{d-1} x_j^2}{((1 - x_1)^2 + \sum_{j=2}^d x_j^2)^2} \right),
\]
\[
    w_d = \arctan \left( \frac{2x_d}{1 - |x|^2} \right) = \arctan \left( \frac{2x_d}{1 - \sum_{j=1}^{d-1} x_j^2} \right),
\]
\[
    w_j = \frac{2x_j}{|e_1 - x|^2} = \frac{2x_j}{(1 - x_1)^2 + \sum_{i=2}^d x_i^2}, \quad 2 \leq j \leq d - 1.
\]

We can partially solve for \( x_d \in (0, 1) \) in terms of \( w \in \mathbb{R}^{d-1} \times (0, \pi/2) \) using the expression for \( w_d \) in (4.10) to give
\[
    x_d = \frac{1}{2} (1 - |x|^2) \tan w_d.
\]
Note that \( w_d \downarrow 0 \) if and only if \( \tan w_d \downarrow 0 \) and thus, when \( |x| < 1 \), the preceding expression shows that \( w_d \downarrow 0 \) if and only if \( x_d \downarrow 0 \). Moreover, when \( |x| < 1 \), we see that \( w_d = 0 \) if and only if \( x_d = 0 \).

On the other hand, observe that \( w_d \uparrow \pi/2 \) if and only if \( \tan w_d \uparrow \infty \). But
\[
    \tan w_d = \frac{2x_d}{1 - |x|^2},
\]
and hence, when \( x_d > 0 \), the preceding expression shows that \( w_d \uparrow \pi/2 \) if and only if \( |x| \uparrow 1 \). Moreover, when \( x_d > 0 \), we see that \( w_d = \pi/2 \) if and only if \( |x| = 1 \).

We now record the properties of the map from the half-ball to the slab, and consequently its regularity-preserving properties for functions defined on the half-ball or slab. The proof is clear by inspection of the definition of the map and the preceding discussion.

**Lemma 4.1** (Properties of the map from the half-ball to the slab). The map \( \Phi \) in (4.10) is a \( C^\infty \)-diffeomorphism from the open unit half-ball, \( B^+ = \{ x \in \mathbb{R}^d : |x| < 1, \; x_d > 0 \} \), onto the open slab, \( S = \mathbb{R}^{d-1} \times (0, \pi/2) \), of height \( \pi/2 \). Moreover, the map \( \Phi \) extends to a \( C^\infty \)-diffeomorphism of open \( C^\infty \) manifolds with boundary which identifies the following open portions of the boundary, \( \partial B^+ \), with the corresponding open portions of the boundary, \( \partial S \):

1. The \((d-1)\)-dimensional open hemisphere, \( \{ x \in B^+ : |x| = 1, \; x_d > 0 \} \), with the \((d-1)\)-dimensional hyperplane, \( \mathbb{R}^{d-1} \times \{ \pi/2 \} \subset \mathbb{R}^d \), and
2. The \((d-1)\)-dimensional open unit ball, \( \{ x \in B^+ : |x| < 1, \; x_d = 0 \} \), with the \((d-1)\)-dimensional hyperplane, \( \mathbb{R}^{d-1} \times \{ 0 \} \subset \mathbb{R}^d \).

Moreover, \( \Phi \) extends to a homeomorphism from \( B^+ \) onto \( \tilde{S} \cup \{ \pm \infty \} \) which identifies

3. The point \( e_1 \in B^+ \) with a point at infinity labeled as \( \{ \infty \} \times \mathbb{R}^{d-2} \times (0, \pi/2) \);
4. The punctured \((d-2)\)-dimensional unit sphere, \( \{ x \in B^+ : |x| = 1, \; x_d = 0, \; x \neq e_1 \} \), with a point at infinity labeled as \( \{ -\infty \} \times \mathbb{R}^{d-2} \times (0, \pi/2) \).

By defining \( v(w) := u(x) \), for \( x \in B^+ \cup \partial_1 B^+ \), and substituting into the expression (1.5) for \( Au(x) \) and using
\[
    u_{x_i} = v_{w_k} \frac{\partial w_k}{\partial x_i} \quad \text{and} \quad u_{x_i x_j} = v_{w_k w_l} \frac{\partial w_k}{\partial x_i} \frac{\partial w_l}{\partial x_j} + v_{w_k} \frac{\partial^2 w_k}{\partial x_i \partial x_j},
\]

\(^{10}\)When \( d = 2 \), the effect of the map \( \Phi^{-1} : S \to B^+ \) on finite-width rectangles within the strip can be visualized in Figure 1.4. For our application in this article, it suffices to know that \( \Phi \) is a \( C^2 \)-diffeomorphism, a fact which may also be verified by direct, if tedious, calculation.
Lemma 4.2 (Properties of the coefficients of the operator on the slab obtained by pull-back of the operator on a half-ball). Let $A$ be as in (1.5) with coefficients, $a^{ij}$, $b^i$, $c$, defined on $B^+$ and let $\tilde{A}$ be as in (4.11), with corresponding coefficients, $\tilde{a}^{kl}$, $\tilde{b}^k$, $\tilde{c}$, defined on $S$. Then the following hold.

1. (Ellipticity of the matrix ($\tilde{a}^{kl}$).) The matrix ($\tilde{a}^{kl}$) obeys
   \[ \langle \tilde{a}^{ij}(\xi), \xi \rangle \geq 0 \quad (\text{respectively, } \langle \tilde{a}^{ij}(\xi), \xi \rangle > 0) \quad \text{on } B^+, \quad \forall \xi \in \mathbb{R}^d, \]
   if and only if the matrix ($\tilde{a}^{kl}$) obeys
   \[ \langle \tilde{a}^{ij}(\xi), \xi \rangle \geq 0 \quad (\text{respectively, } \langle \tilde{a}^{ij}(\xi), \xi \rangle > 0) \quad \text{on } S, \quad \forall \xi \in \mathbb{R}^d. \]
   Moreover, the matrix ($\tilde{a}^{kl}$) is symmetric if and only the matrix ($\tilde{a}^{kl}$) is symmetric.

2. (Local strict ellipticity of the matrix ($\tilde{a}^{kl}$) on bounded subsets.) If the matrix ($\tilde{a}^{kl}$) is strictly elliptic on $B^+$, that is, obeys (1.9) with $\mathcal{O} = B^+$ and positive constant of ellipticity $\lambda_0$, then for every $U \subseteq S$, the matrix ($\tilde{a}^{kl}$) is strictly elliptic on $\bar{U}$, that is, obeys (1.9) with $\mathcal{O} = U$ and some positive constant of ellipticity, $\lambda_U$.

3. (Lower bound for $b^d$ on $\partial_0 S$.) One has $b^d \geq 0$ on $\partial_0 B^+$ (respectively, $b^d \geq b_0$ on $\partial_0 B^+$ for some positive constant, $b_0$) if and only if $\tilde{b}^d \geq 0$ on $\partial_0 S$ (respectively, $\tilde{b}^d \geq b_0$ on $\partial_0 S$).

4. (Lower bound for $c$ on $S$.) One has $c \geq 0$ on $B^+$ (respectively, $c \geq c_0$ on $B^+$ for some positive constant, $c_0$) if and only if $\tilde{c} \geq 0$ on $S$ (respectively, $\tilde{c} \geq c_0$ on $S$).

5. (Hölder continuity of the coefficients.) The coefficients $a^{ij}$, $b^i$, $c$ belong to $C^\alpha_s(B^+)$ (respectively, $C^\alpha_s(\bar{B}^+ \cup \partial_1 B^+)$) if and only if $\tilde{a}^{ij}$, $\tilde{b}^k$, $\tilde{c}$ belong to $C^\alpha_s(S)$ (respectively, $C^\alpha_{s,\text{loc}}(\bar{S})$).

Proof. Items 1 and 4 are clear. Item 2 follows from the fact that, for any $R > 0$ and cylinder $U_R := B_1^{d-1} \times (0, \pi/2) \subseteq \mathbb{R}^{d-1} \times (0, \pi/2)$ (where $B_1^{d-1} := \{ x' \in \mathbb{R}^{d-1} : |x'| < R \}$ is the open ball in $\mathbb{R}^{d-1}$ with center at the origin and radius $R$), Lemma 4.1 implies that $\Phi^{-1}$ is a diffeomorphism from $\bar{U}_R \subset \bar{S}$ onto its image in $\bar{B}'' \cup \partial \bar{B}''$ which identifies $\partial_0 U_R$ with a subset of $\partial_0 B^+$ and $\partial_1 U_R$ with a subset of $\partial_1 B^+$ (see Figure 1.4). For Item 3, we use the definition (4.13) of $\tilde{b}^k$ to write

\[ \tilde{b}^k(w) = b^d(x(w)) + w_d \frac{x_d(w)}{w_d} a^{ij}(x(w)) \frac{\partial^2 w_d}{\partial x_i \partial x_j}, \]
and, denoting \( w = (w', w_d) \in \mathbb{R}^{d-1} \times \mathbb{R}_+ \), we see that Lemma \ref{lem:4.1} implies, by taking limits as \( w_d \downarrow 0 \), that
\[
\lim_{w_d \downarrow 0} \tilde{b}^d(w', w_d) = b^d(x(w', 0)), \quad w' \in \partial_0 S,
\]
by the same reasoning as for Item \ref{item:2}, and thus Item \ref{item:3} follows immediately. Finally, Item \ref{item:5} also follows from Lemma \ref{lem:4.1}.

Lemma \ref{lem:4.3} below circumvents the fact that the coefficients \( \tilde{a} \) and \( \tilde{b} \) of \( \tilde{A} \) need not obey the quadratic growth condition (1.19) normally required for the maximum principle to hold on unbounded domains.

**Lemma 4.3** (Weak maximum principle property for an operator on a slab). Let \( A \) be as in (1.5), with coefficients defined on \( B^+ \), and let \( \tilde{A} \) be the corresponding operator in (4.11), with coefficients defined on \( S \). Then \( A \) has the weak maximum principle property on \( B^+ \) in the sense of Definition 2.5 if and only if this is true for \( \tilde{A} \) on \( S \).

**Proof.** The conclusion is immediate because of the relationship between \( A \) and a function \( u \) on \( B^+ \) and \( \tilde{A} \) and a function \( v = u \circ \Phi^{-1} \) on \( S \) via the diffeomorphism \( \Phi \) in (4.9) and its properties in Lemma \ref{lem:4.1}.

\[ \square \]

4.2. **Existence of solutions to the partial Dirichlet boundary value problem on a half-ball.** We first use Lemmas \ref{lem:4.1}, \ref{lem:4.2}, and \ref{lem:4.3} to provide us with a partial Dirichlet problem on the slab which is equivalent to one on the half-ball and then proceed to prove Theorem 1.1.

**Lemma 4.4** (Equivalence between the partial Dirichlet problems on the half-ball and the slab). Assume the hypotheses of Theorem 1.1 with \( r = 1 \) and \( x_0 = O \in \mathbb{R}^d \). Then the following hold.

1. (Partial Dirichlet problem with \( C^{2+\alpha}_{s,B} \) boundary data) A function \( u \in C^{2+\alpha}_{s}(\bar{B}^+ \cup \partial_1 B^+) \cap C_b(B^+) \) is a solution to the Dirichlet problem on the unit half-ball, \( B^+ \),
\[
Au = f \quad \text{on } B^+, \tag{4.15}
\]
\[
u = g \quad \text{on } \partial_1 B^+, \tag{4.16}
\]
for
\[
f \in C^\alpha_s(\bar{B}^+ \cup \partial_1 B^+) \cap C_b(B^+) \quad \text{and} \quad g \in C^{2+\alpha}_{s}(\bar{B}^+ \cup \partial_1 B^+) \cap C_b(B^+),
\]
if and only if \( v = u \circ \Phi^{-1} \) is a solution to the partial Dirichlet problem on the slab, \( S = \mathbb{R}^{d-1} \times (0, \pi/2) \),
\[
\tilde{A}v = \tilde{f} \quad \text{on } S, \tag{4.17}
\]
\[
v = \tilde{g} \quad \text{on } \partial_1 S, \tag{4.18}
\]
with \( \tilde{A} \) in (4.11), and \( v \) belonging to \( C^{2+\alpha}_{s,\text{loc}}(\bar{S}) \cap C_b(S) \), and
\[
\tilde{f} = f \circ \Phi^{-1} \in C^\alpha_{s,\text{loc}}(\bar{S}) \cap C_b(S) \quad \text{and} \quad \tilde{g} = g \circ \Phi^{-1} \in C^{2+\alpha}_{s,\text{loc}}(\bar{S}) \cap C_b(S).
\]

2. (Partial Dirichlet problem with continuous boundary data) A function \( u \in C^{2+\alpha}_{s}(\bar{B}^+) \cap C_b(B^+ \cup \partial_1 B^+) \) is a solution to the partial Dirichlet problem (4.15), (4.16) on the unit half-ball, \( B^+ \), for
\[
f \in C^\alpha_s(\bar{B}^+) \cap C_b(B^+) \quad \text{and} \quad g \in C_b(\partial_1 B^+),
\]

\[\tag{11}\text{The restrictions } r = 1 \text{ and } x_0 = O \in \mathbb{R}^d \text{ are included merely to simplify notation; naturally, the result holds for any } r > 0 \text{ and } x_0 \in \partial \mathbb{H}.\]
if and only if \( v = u \circ \Phi^{-1} \) is a solution to the partial Dirichlet problem (4.17), (4.18) on the slab, \( S \), and \( v \) belongs to \( C^{2+\alpha}(S) \cap C_b(S) \cap C_b(S) \cap C_b(S) \), and
\[
\tilde{f} = f \circ \Phi^{-1} \in C^{\alpha}(\overline{S}) \cap C_b(S) \quad \text{and} \quad \tilde{g} = g \circ \Phi^{-1} \in C_b(\partial S).
\]

Proof. The identifications of the function spaces for \( u, f, g \) (and coefficients of \( A \)) with their counterparts for \( v, \tilde{f}, \tilde{g} \) (and coefficients of \( \tilde{A} \)) are immediate from Lemma 4.1. The conclusions now follow from the fact that \( \Phi : B^+ \cup \partial_1 B^+ \to S \) is a \( C^\infty \)-diffeomorphism of \( (open) \) \( C^\infty \)-manifolds with boundary. \( \square \)

We can now give the

Proof of Theorem 1.1. To simplify notation, we shall assume that \( r = 1 \) and \( x_0 = O \in \mathbb{R}^d \) in Theorem 1.1, so \( B_r(x_0) = B^+ \) is the unit half-ball; clearly this simplification makes no difference to the logic of the proof.

By Remark 2.14, we may assume without loss of generality that both \( b \geq b_0 \) on \( B^+ \) and \( c \geq c_0 \) on \( B^+ \), for some positive constants \( b_0 \) and \( c_0 \), since \( \sup_{B^+} a^{dd} > 0 \) (we have \( a^{dd} \in C^\alpha(B^+) \)) and either \( \inf_{\partial B^+} b^d > 0 \) or \( \inf_{B^+} c > 0 \) by hypothesis and thus, if \( c \) does not already have a uniform positive lower bound on \( B^+ \), this may be achieved by a simple change of dependent variable whenever \( \inf_{B^+} b^d > 0 \) or \( \inf_{B^+} c > 0 \) since \( \text{height}(B^+) \) is obviously finite.

Lemma 4.4 assures us that it is enough to consider uniqueness and existence of solutions to the partial Dirichlet problem (4.17), (4.18) on a slab, \( S \). We first consider the case \( \tilde{f} \in C^{\alpha}_{s,\text{loc}}(\overline{S}) \cap C_b(S) \) and \( \tilde{g} \in C^{2+\alpha}_{s,\text{loc}}(\overline{S}) \cap C_b(S) \) and verify existence of a solution \( v \in C^{2+\alpha}_{s,\text{loc}}(\overline{S}) \cap C_b(S) \) to (4.17), (4.18). By Definition 3.3, any such function, \( v \), belongs to \( C^2(S) \cap C^1(S) \cap C_b(S) \) and Lemma 3.4 implies that \( v \) obeys (2.2), (2.3) with \( \partial = S \), that is, \( w_d D^2 v \in C(S) \) and \( w_d D^2 v = 0 \) on \( \partial_0 S \).

By Lemma 4.3, the operator \( \tilde{A} \) has the weak maximum principle property on \( S \) in the sense of Definition 2.5. The weak maximum principle (Theorem 2.11) implies that there is at most one function \( v \in C^2(S) \cap C^1(S) \cap C_b(S) \) obeying (2.2), (2.3) with \( \partial = S \), that is, \( w_d D^2 v \in C(S) \) and \( w_d D^2 v = 0 \) on \( \partial_0 S \), and solving the partial Dirichlet problem (4.17), (4.18) on the slab, \( S \). Thus it remains to consider existence of solutions to (4.17), (4.18).

Proposition 2.7 (6), together with Theorem 2.11 and Lemma 4.3, provides an a priori estimate for \( v \) on the slab, \( S \),
\[
\|v\|_{C(S)} \leq \frac{1}{c_0} \|\tilde{f}\|_{C(S)} \vee \|\tilde{g}\|_{C(\partial S)}.
\]
Set \( U_n := B^{d-1}_n(O) \times (0, \pi/2) \subset S \), for integers \( n \geq 1 \), where \( B^{d-1}_n(O) \subset \mathbb{R}^{d-1} \) is the ball of radius \( r > 0 \) and center at the origin. Given coefficients \( a^{kl}, b^k, c \) of \( A \) belonging to \( C^\alpha_a(B^+ \cup \partial_1 B^+) \) as in the hypotheses of Theorem 1.1 and corresponding coefficients \( \tilde{a}^{kl}, \tilde{b}^k, \tilde{c} \) of \( \tilde{A} \) belonging to \( C^\alpha_{s,\text{loc}}(\overline{S}) \), as provided by Lemma 4.4, we choose sequences \( \tilde{a}_n^{kl}, \tilde{b}_n^k, \tilde{c}_n \), for \( n \geq 1 \), belonging to \( C^\alpha_a(S) \) and which obey the hypotheses of Theorem 3.7 and which coincide with \( \tilde{a}^{kl}, \tilde{b}^k, \tilde{c} \) upon restriction to the bounded subsets \( U_n \subset S \) for \( n \geq 1 \). For example, writing \( \tilde{w} = (w', w_d) \in \mathbb{R}^{d-1} \times \mathbb{R} \), we may define
\[
\tilde{a}_n^{kl}(w) := \begin{cases} \tilde{a}^{kl}(w), & w \in U_n, \\ \tilde{a}^{kl}(nw'/|w'|, w_d), & w \in S \setminus U_n, \end{cases}
\]
and similarly for \( \tilde{b}_n^k \) and \( \tilde{c}_n \).

\text{In particular, } u \text{ belongs to } C_b(B^+ \cup \partial_1 B^+) \text{ but not necessarily } C(\overline{B^+}).
While the functions \( \tilde{f} \) and \( \tilde{g} \) are bounded on \( S \), their respective global Hölder norms need not be finite. Therefore, we define a sequence \( \{ \tilde{f}_n \}_{n \geq 1} \subset C^{\alpha}_s(\bar{S}) \) which coincides with \( \tilde{f} \) upon restriction to the bounded subsets \( U_n \subset S \) for \( n \geq 1 \) in the same way that we defined \( \tilde{a}^{kl}_n \). To define a sequence \( \{ \tilde{g}_n \}_{n \geq 1} \subset C^{2+\alpha}_s(\bar{S}) \), we first choose a cutoff function \( \zeta \in C^\infty(\mathbb{R}) \) such that 

\[
\zeta(t) = 1 \text{ for } t \leq 1 \text{ and } \zeta(t) = 0 \text{ for } t \geq 2, \quad 0 \leq \zeta \leq 1 \text{ on } \mathbb{R} \text{ and set }
\]

\[
\tilde{g}_n(w) := \zeta(|w'|/n)\tilde{g}(w) + (1 - \zeta(|w'|/n))\tilde{g}(nw'/|w'|, w_d), \quad w \in S.
\]

The sequence \( \{ \tilde{g}_n \}_{n \geq 1} \subset C^{2+\alpha}_s(\bar{S}) \) coincides with \( \tilde{g} \) upon restriction to the bounded subsets \( U_n \subset S \) for \( n \geq 1 \).

We can now apply Theorem 3.7 to find \( v_n \subset C^{2+\alpha}_s(\bar{S}) \) satisfying (4.17), (4.18), with \( A, \tilde{f}, \) and \( \tilde{g} \) replaced by \( \tilde{A}_n, \tilde{f}_n, \) and \( \tilde{g}_n \); that is

\[
\tilde{A}_n v_n = \tilde{f}_n \text{ on } S, \quad v_n = \tilde{g}_n \text{ on } \partial_1 S,
\]

for all integers \( n \geq 1 \), where

\[\tilde{A}_n v_n := -w_d \text{tr}(\tilde{a}_n D^2 v_n) - (\tilde{b}_n, v_n) + \tilde{c} v_n \text{ on } S.\]

Lemma 2.12 implies that \( \tilde{A}_n \) has the weak maximum principle property on \( S \) in the sense of Definition 2.5 and so Proposition 2.7(6) implies that the solutions \( v_n \) obey the weak maximum principle estimate (4.19), that is,

\[
\|v_n\|_{C(S)} \leq \frac{1}{c_0} \|\tilde{f}_n\|_{C(\bar{S})} \lor \|\tilde{g}_n\|_{C(\partial_1 S)}, \quad \forall \ n \geq 1,
\]

(4.22)

where we note that the right-hand side of the preceding inequality is in turn uniformly bounded, independently of \( n \), since

\[\|\tilde{f}_n\|_{C(\bar{S})} \leq \|\tilde{f}\|_{C(\bar{S})} \quad \text{and} \quad \|\tilde{g}_n\|_{C(\partial_1 S)} \leq \|\tilde{g}\|_{C(\partial_1 S)}, \quad \forall \ n \geq 1,
\]

by construction of these sequences. By appealing to [20, Corollary 6.7] for a ball \( B_{2\rho}(x_0) \subset \mathbb{H} \) with \( x_0 \in \partial_1 S \) and \( \rho > 0 \), we obtain an a priori Schauder estimate of the form,

\[
\|v_n\|_{C^{2+\alpha}(B_{\rho}(x_0))} \leq C \left( \|f_n\|_{C^{\alpha}(B_{\rho}(x_0))} + \|g_n\|_{C^{2+\alpha}(B_{\rho}(x_0))} + \|v_n\|_{C(B_{\rho}(x_0))} \right),
\]

for all \( n \geq 1 \) and constant \( C \) independent of \( n \), and appealing to Theorem 3.3 for precompact open subsets \( U \subset S \) and \( U' \subset U \), we obtain an a priori Schauder estimate of the form,

\[
\|v_n\|_{C^{2+\alpha}(U')} \leq C \left( \|f_n\|_{C^{2}(U')} + \|v_n\|_{C(U')} \right),
\]

again for all \( n \geq 1 \) and constant \( C \) independent of \( n \). Hence, for precompact open subsets \( V \subset S \) and \( V' \subset V \), we may combine the preceding estimates via a standard covering argument to give

\[
\|v_n\|_{C^{2+\alpha}(V')} \leq C \left( \|f_n\|_{C^{2}(V')} + \|g_n\|_{C^{2+\alpha}(V')} + \|v_n\|_{C(V')} \right),
\]

(4.23)

for all \( n \geq 1 \) and constant \( C \) independent of \( n \). We have \( C^{\alpha}_s(\bar{U}_k) \subset C^{\alpha/2}(\bar{U}_k) \) by (3.10) and so, using

\[
\|v_n\|_{C^{\alpha/2}(U_k)} \leq \|v_n\|_{C^{2}(U_k)} \quad \text{and} \quad \|v_n\|_{C^{2}(U_k)} \leq \|v_n\|_{C^{2+\alpha}(U_k)},
\]

and the a priori estimate (4.23) (with \( U_k \subset U_{k+1} \) replacing \( V' \subset V \)), the Arzelà-Ascoli Theorem implies that, after passing to a subsequence, \( v_{n_k} \) converges in \( C(\bar{U}_k) \) to a limit in \( C(\bar{U}_k) \). Therefore, the diagonal subsequence, relabeled as \( \{v_n\}_{n \geq 1} \), converges to a limit \( v \in C_{\text{loc}}(\bar{S}) \) on precompact subsets \( U_k \subset S \) as \( n \to \infty \), for each fixed \( k \geq 1 \), and because of the bound (4.22), we must have

\[v \in C_{\text{loc}}(\bar{S}) \cap C_b(\bar{S}) = C(\bar{S}).\]
In particular, the subsequence, \( \{v_n\}_{n \geq 1} \), is Cauchy in \( C(\bar{V}) \) for precompact open subsets \( V \Subset \bar{S} \) and the a priori estimate \((4.23)\) then implies that the subsequence, \( \{v_n\}_{n \geq 1} \), is Cauchy in \( C^{2+\alpha}(V') \) for precompact open subsets \( V' \Subset \bar{S} \). Thus, \( \{v_n\}_{n \geq 1} \) converges in \( C^{2+\alpha}_{s,\text{loc}}(S) \) as \( n \to \infty \) to a limit \( v \in C^{2+\alpha}_{s,\text{loc}}(S) \), necessarily coinciding with the limit \( v \in C(\bar{S}) \) already discovered, and so \( v \in C^{2+\alpha}_{s,\text{loc}}(S) \cap C_b(S) \). (Compare, the proof of [20 Lemma 6.10].) In addition, by taking limits in \((4.20)\), \((4.21)\), we also see that \( v \) solves the partial Dirichlet problem \((4.17), (4.18)\) on the slab, \( S \).

It remains to consider the case \( \tilde{f} \in C^\alpha_s(S) \cap C_b(S) \) and \( \tilde{g} \in C_b(\partial_1 S) \) and verify existence of \( v \in C^{2+\alpha}_{s,\text{loc}}(S) \cap C_b(S \cup \partial_1 S) \). We accomplish this by adapting the proof of [20 Theorem 8.30]. By Definitions \(3.1\) and \(3.3\), we have \( C^1_{\text{loc}}(S) \subset C^\alpha_{s,\text{loc}}(S) \) and \( C^3_{\text{loc}}(S) \subset C^{2+\alpha}_{s,\text{loc}}(S) \). Choose a sequence \( \{\tilde{f}_m\}_{m \in \mathbb{N}} \subset C^1_{\text{loc}}(S) \cap C_b(S) \) which converges in \( C^\alpha_{s,\text{loc}}(S) \cap C_b(S) \) to \( \tilde{f} \in C^\alpha_s(S) \cap C_b(S) \) and a sequence \( \{\tilde{g}_m\}_{m \in \mathbb{N}} \subset C^1_{\text{loc}}(S) \cap \bigcap C_b(S) \) which converges in \( C_b(\partial_1 S) \) to \( \tilde{g} \in C_b(\partial_1 S) \). (For example, one may apply [2] Corollary 2.1 and a partition of unity.)

Let \( \{v_m\}_{m \in \mathbb{N}} \subset C^{2+\alpha}_{s,\text{loc}}(S) \cap C_b(S) \) be the corresponding sequence of solutions to the partial Dirichlet problem \((4.17), (4.18)\) on the slab, \( S \), with \( \tilde{f}_m \) and \( \tilde{g}_m \), that is

\[
\tilde{A}v_m = \tilde{f}_m \quad \text{on} \quad S, \quad v_m = \tilde{g}_m \quad \text{on} \quad \partial_1 S,
\]

provided by our preceding analysis.

The weak maximum principle estimate \((4.19)\) implies that \( \{v_m\}_{m \in \mathbb{N}} \) is a Cauchy sequence in the Banach space \( C_b(\bar{S}) := C_{\text{loc}}(\bar{S}) \cap C_b(S) \) [2] \( \S 3.2\) and thus converges to \( v \) in \( C_b(\bar{S}) \). Moreover, by appealing to our a priori interior local Schauder estimate, Theorem \(5.5\), the sequence \( \{v_m\}_{m \in \mathbb{N}} \) necessarily converges in \( C^{2+\alpha}(V) \) to the limit \( v \), in the sense that the sequence converges in \( C^{2+\alpha}(V) \) for each precompact open subset \( V \Subset \bar{S} \). Therefore, \( v \) belongs to \( C^{2+\alpha}(S) \cap C_b(S \cup \partial_1 S) \) and solves \((4.17), (4.18)\) on the slab, \( S \), when we only assume \( f \in C^\alpha_s(S) \cap C_b(S) \) and \( g \in C_b(\partial_1 S) \). This completes the proof of Theorem \(1.1\). \( \Box \)

5. Perron methods for existence of solutions to degenerate-elliptic boundary value and obstacle problems

We apply the results of the preceding sections to prove existence of solutions to the boundary value and obstacle problems described in [1] using a modification of the classical Perron method [20] \S 2.8 & \S 6.3] for smooth solutions, as distinct from Ishii’s version of the Perron method for existence of viscosity solutions [6] \S 4. \[23\]. In \S 5.1, we develop a Perron method to prove existence of a solution to the boundary value problem \((1.1), (1.2)\), yielding Theorem \(5.7\) and hence Theorem \(1.4\). In \S 5.2, we develop a Perron method to prove existence of a solution to the obstacle problem \((1.3), (1.2)\), yielding Theorems \(5.19\) and \(5.29\) and hence Theorems \(1.7\) and \(1.8\).

5.1. A Perron method for existence of solutions to a degenerate-elliptic boundary value problem

By analogy with the definitions of continuous subharmonic and superharmonic functions [20] \S 2.8] or continuous subsolutions and supersolutions to linear, second-order elliptic partial differential equations [20] pp. 102–103], we make the

**Definition 5.1** (Continuous subsolution and supersolution to an elliptic equation and boundary problem). Let \( \mathcal{O} \subseteq \mathbb{H} \) be a domain and \( A \) be as in \((1.5)\). Given \( f \in C(\mathcal{O}) \), we call \( u : \mathcal{O} \to \mathbb{R} \) a **continuous subsolution** to the elliptic equation \((1.1)\) if \( u \) is continuous on \( \mathcal{O} \), locally bounded on \( \mathcal{O} \), and for every open ball \( B \Subset \mathcal{O} \) or half-ball \( B^+ \Subset \mathcal{O} \) with center in \( \partial_0 \mathcal{O} \) and for every
$\bar{u} \in C^2(U) \cap C^1(U)$, with $U = B$ or $B^+$, obeying (2.2), (2.3), and $\inf_U \bar{u} > -\infty$, and

\[
\begin{cases}
  A\bar{u} \geq f & \text{on } U, \\
  \bar{u} \geq u & \text{on } \partial_1 U,
\end{cases}
\]

we then have

$u \leq \bar{u}$ on $U$.

Given $g \in C(\partial_1 \mathcal{O})$, we call $u \in C(\mathcal{O} \cup \partial_1 \mathcal{O})$ a continuous subsolution to the boundary value problem (1.1), (1.2) if $u$ is a continuous subsolution to (1.1) and $u \leq g$ on $\partial_1 \mathcal{O}$.

We call $v \in C(\mathcal{O})$ a continuous supersolution to the elliptic equation (1.1) if $-v$ is a subsolution to (1.1); we call $v \in C(\mathcal{O} \cup \partial_1 \mathcal{O})$ a continuous supersolution to the boundary value problem (1.1), (1.2) if $-v$ is a continuous subsolution to (1.1). \qed

**Remark 5.2** (Continuity of subsolutions and supersolutions). It is important to note that in Definition 5.1 subsolutions and supersolutions to (1.1) are defined to only be continuous on $\mathcal{O}$ and not $\mathcal{O}$, since continuity is not necessarily preserved along $\partial_0 \mathcal{O}$ by the “harmonic lifting” process. Fortunately, this has no impact on the application of Perron’s method. \qed

It will be convenient to isolate local solvability of the partial Dirichlet problem from specific conditions on $A$ which ensure solvability.

**Hypothesis 5.3** (Local existence and uniqueness of solutions to the partial Dirichlet problem). Suppose that $U \subset \mathbb{H}$ is a ball $B \subset \mathbb{H}$ with center in $\mathbb{H}$ or half-ball $B^+ \subset \mathbb{H}$ with center in $\partial \mathbb{H}$, the coefficients of $A$ in (1.5) belong to $C^\alpha_s(U)$, and $f \in C^\alpha_s(U) \cap C_0(U)$ for some $\alpha \in (0, 1)$, and $g \in C_0(\partial_1 U)$, and $A$ has the weak maximum principle property on $U$ in the sense of Definition 2.5. Then there is a unique solution $u \in C^{2+\alpha}_s(U) \cap C_0(U \cup \partial_1 U)$ to the partial Dirichlet problem (1.1), (1.2), that is,

\[
\begin{cases}
  Au = f & \text{on } U, \\
  u = g & \text{on } \partial_1 U.
\end{cases}
\]

**Definition 5.4** (Local solvability of the partial Dirichlet problem). Let $\mathcal{O} \subseteq \mathbb{H}$ be a domain, $\alpha \in (0, 1)$, and let $A$ be as in (1.5) with coefficients belonging to $C^\alpha_s(\mathcal{O})$. We say that the partial Dirichlet problem for $A$ is locally solvable in $\mathcal{O}$ if Hypothesis 5.3 holds for each ball $B \subset \mathcal{O}$ with center in $\mathcal{O}$ or half-ball $B^+ \subset \mathcal{O}$ with center in $\partial_2 \mathcal{O}$.

We have the following analogue of [20] Properties (i)–(iv), p. 103 for continuous subsolutions and supersolutions in the sense of Definition 5.1. Properties (1) and (2) are included in Theorem 5.5 for completeness but are not used subsequently.

**Theorem 5.5** (Properties of continuous subsolutions and supersolutions). If $\mathcal{O} \subseteq \mathbb{H}$ is a domain, $A$ is as in (1.5), and $f \in C(\mathcal{O})$, then the following hold.

1. (A continuous subsolution with sufficient regularity is a smooth subsolution) Suppose $f$ and the coefficients of $A$ belong to $C^\alpha_s(\mathcal{O})$ and $A$ obeys Hypothesis 5.3 for balls $B \subset \mathcal{O}$. If $u \in C^2(\mathcal{O}) \cap C^1(\mathcal{O})$ obeys (2.2), (2.3) and is a continuous subsolution to (1.1), then $Au \leq f$ on $\mathcal{O}$, that is, $u$ is a smooth subsolution to (1.1).

2. (A smooth subsolution is a continuous subsolution) Assume $A$ has the weak maximum principle property on $\mathcal{O}$ in the sense of Definition 2.5. If $u \in C^2(\mathcal{O}) \cap C^1(\mathcal{O})$ obeys (2.2), (2.3) and is a subsolution to (1.1), that is, $Au \leq f$ on $\mathcal{O}$, then $u$ is a continuous subsolution to (1.1). \[13\]Existence and uniqueness of $\bar{u}$ is given by Theorem 1.1 when $U = B^+$ and [20] Lemma 6.10 when $U = B$. \[14\]Recall that by a “domain” in $\mathbb{H}$, we always mean a connected, open subset.
(3) (Continuous subsolutions obey the strong maximum principle) Assume that $A$ has the strong maximum principle property on $\bar{\varnothing}$ in the sense of Definition 2.16. If $u \in C(\varnothing)$ is a continuous subsolution to (1.1) with $f = 0$, then $u$ obeys the strong maximum principle, in the sense of the conclusion to Definition 2.16.

(4) (Continuous subsolutions obey the weak maximum principle) Assume that $A$ has the strong maximum principle property on $\bar{\varnothing}$ in the sense of Definition 2.16. If $\varnothing$ is unbounded, assume in addition that the coefficients of $A$ obey (1.15), (1.19), and (1.20) and that $\varnothing$ obeys (1.21). If $u \in C(\varnothing)$ is a continuous subsolution to (1.1) with $f = 0$ and $\sup_{\varnothing} u < \infty$, then $u$ obeys the weak maximum principle: If $u \leq 0$ on $\partial_1 \varnothing$, then $u \leq 0$ on $\varnothing$.

(5) (Strong comparison principle for continuous subsolutions and supersolutions) Assume the conditions on $A$ and $\varnothing$ for Property (3). If $u \in C(\varnothing)$ is a continuous subsolution to (1.1) with $\sup_{\varnothing} u < \infty$ and $v \in C(\varnothing)$ is a continuous supersolution to (1.1) with $\inf_{\varnothing} v \geq -\infty$ such that $u \leq v$ on $\partial_1 \varnothing$, then either $u < v$ throughout $\varnothing$ or $u \equiv v$ on $\varnothing$;

(6) (Construction of larger continuous subsolutions) Suppose $U \subset \varnothing$ is an open ball $B \subset \varnothing$ or half-ball $B^+ \subset \varnothing$ with center in $\partial_0 \varnothing$ and $f$ and the coefficients of $A$ belong to $C^\alpha(U)$ and $A$ obeys Hypothesis 5.3 on $U$. Let $u \in C(\varnothing)$ be a continuous subsolution to (1.1). Define $\hat{u} \in C^{2+\alpha}(U) \cap C^1(\bar{U} \cup \partial_1 U)$ to be the unique solution to

$$A\hat{u} = f \quad \text{on } U, \quad \hat{u} = u \quad \text{on } \partial_1 U.$$

Then the function $\hat{v} \in C(\varnothing)$ defined by

$$\hat{v}(x) := \begin{cases} \hat{u}(x), & x \in U, \\ u(x), & x \in \varnothing \setminus U, \end{cases}$$

is a continuous subsolution to (1.1).

(7) (Pointwise maximum of a finite set of continuous subsolutions is a continuous subsolution) If $u_1, \ldots, u_N \in C(\varnothing)$ are continuous subsolutions to (1.1), then the function $u \in C(\varnothing)$ defined by $u(x) := \max_{1 \leq i \leq N} u_i(x)$, $x \in \varnothing$, is a continuous subsolution to (1.1).

With the exception of Property (5), the analogous properties for continuous supersolutions, $v$, are obtained by substituting $u = -v$.

Proof. For (i), suppose that $u$ is a continuous subsolution. If there is a point $z_0 \in \varnothing$ such that $A\varnothing(z_0) > f(z_0)$, choose $r > 0$ small enough that $A\varnothing \geq f$ on the ball $B = B_r(z_0) \subset \varnothing$. By [20, Theorem 6.13], we may define $\hat{u} \in C^{2+\alpha}(B) \cap C(\bar{B})$ by the solution to $A\hat{u} = f$ on $B$, $\hat{u} = u$ on $\partial B$, and so $u \leq \hat{u}$ on $B$ by Definition 5.1. But $A\varnothing \geq f = A\hat{u}$ on $B$ and thus $u \geq \hat{u}$ on $B$ by the weak maximum principle [20, Theorem 3.3]. Hence, $u = \hat{u}$ on $B$ and $A\varnothing = A\hat{u} = f$ on $B$, contradicting the definition of $z_0$, and therefore we must have $A\varnothing \leq f$ on $\varnothing$.

For (ii), suppose $U \subset \varnothing$ is an open ball $B \subset \varnothing$ or half-ball $B^+ \subset \varnothing$ with center in $\partial_0 \varnothing$ and that $\hat{u} \in C^2(U) \cap C^1(U)$ obeys (2.2), (2.3), and $\inf_{\partial U} \hat{u} > -\infty$, and

$$A\hat{u} \geq f \quad \text{on } U, \quad \hat{u} \geq u \quad \text{on } \partial_1 U.$$

But then $A(\hat{u} - u) \geq 0$ on $U$ and because $A$ has the weak maximum principle property on $\varnothing$, then $\hat{u} \geq u$ on $U$. Thus, $u$ is a continuous subsolution in the sense of Definition 5.1.

For (iii), suppose the contrary and that $M := \sup_{\varnothing} u = u(x_0)$ at some $x_0 \in \varnothing$, but $u \neq M$ throughout $\varnothing$. The constant $M$ may have arbitrary sign in the case $c = 0$ on $\varnothing$ while for the

\footnote{Our hypotheses allow for the possibility that $\varnothing = \mathbb{H}$, in which case $\partial_1 \varnothing = \varnothing$ and the boundary condition is omitted.}
case $c \geq 0$ on $\bar{\Omega}$, we assume $M \geq 0$. We first consider the case $c = 0$ on $\bar{\Omega}$. We may then choose $U \subset \bar{\Omega}$, where $U$ is an open ball $B_r(x_0) \subset \bar{\Omega}$ or half-ball $B_r^+(x_0) \subset \bar{\Omega}$ with $x_0 \in \partial_1 \bar{\Omega}$, such that $u \not\equiv M$ on $\partial_1 U$; to see that $U$ exists, observe that we may suppose $x_0 \in \bar{\Omega} \cap \partial \{ u < M \}$. Let $\bar{u} \in C^{2+\alpha}(U) \cap C_b(U \cup \partial_1 U)$ be the “harmonic lift” of $u$ on $U$ described in Definition 5.1, so $A\bar{u} = 0$ on $\bar{U}$ and $\bar{u} = u$ on $\partial_1 U$, and thus $u \leq \bar{u}$ on $U$. Because $A$ has the strong maximum principle property on $\bar{\Omega}$ by hypothesis, Lemma 2.17 implies that it also has the weak maximum principle property — in the sense of Definition 2.16 — on bounded subdomains of $\bar{\Omega}$. Hence, the weak maximum principle applied to $A\bar{u} = 0$ on $\bar{U}$ ensures that $\bar{u} \leq \sup_{\partial_1 U} \bar{u}$ on $U$ and so (by Proposition 2.7 [1])

$$M \geq \sup_{\partial_1 U} u = \sup_{\partial_1 U} \bar{u} \geq \bar{u}(x_0) \geq u(x_0) = M.$$ 

Thus equality holds throughout and $\bar{u}(x_0) = M$. Because $A$ has the strong maximum principle property on $\bar{\Omega}$ in the sense of Definition 2.16 by hypothesis, the strong maximum principle applied to $A\bar{u} = 0$ on $\bar{U}$ ensures that $\bar{u} \equiv M$ on $\bar{U}$ and hence $u = \bar{u} = M$ on $\partial_1 U$, which contradicts the choice of $U$.

For the case $c \geq 0$ on $\bar{\Omega}$ and $M \geq 0$, we again observe that the weak maximum principle applied to $A\bar{u} = 0$ on $\bar{U}$ ensures that $\bar{u} \leq \sup_{\partial_1 U} \bar{u}^+$ on $U$ and thus,

$$M \geq 0 \lor \sup_{\partial_1 U} u = \sup_{\partial_1 U} u^+ = \sup_{\partial_1 U} \bar{u}^+ \geq \bar{u}(x_0) \geq u(x_0) = M,$$

and so the argument proceeds just as before.

For (4), we first consider the case where $\bar{\Omega}$ is bounded, so $\partial_1 \bar{\Omega}$ is non-empty and $u \leq 0$ on $\partial_1 \bar{\Omega}$ by hypothesis. Let

$$M := \sup_{\bar{\Omega}} u = \sup_{\bar{\Omega}} u^*,$$

noting that $M < \infty$ by our hypothesis on $u$. Here, $u^* : \bar{\Omega} \to \mathbb{R}$ denotes the upper semicontinuous envelope of $u$ and necessarily obeys $u^* \geq u$ on $\bar{\Omega} \cup \partial_1 \bar{\Omega}$ and $u^* = u$ on $\bar{\Omega} \cup \partial_1 \bar{\Omega}$. We consider

$$\bar{\Omega}_M := \{ x \in \bar{\Omega} : u^*(x) = M \} \quad \text{and} \quad \bar{\Omega}_M := \bar{\Omega} \cap \bar{\Omega}_M = \{ x \in \bar{\Omega} : u^*(x) = M \}.$$ 

Since $\bar{\Omega}$ is compact and $u^*$ is upper semicontinuous on $\bar{\Omega}$, then $\bar{\Omega}_M$ is non-empty. If $\bar{\Omega}_M$ is empty, then we must have $\bar{\Omega}_M = \{ x \in \partial_1 \bar{\Omega} : u^*(x) = M \}$ and thus

$$M = \sup_{\bar{\Omega}} u = \sup_{\partial_1 \bar{\Omega}} u \leq 0,$$

where the final inequality follows from our hypothesis on $u$ on $\partial_1 \bar{\Omega}$. On the other hand, if $\bar{\Omega}_M$ is non-empty, then $\bar{\Omega}_M = \bar{\Omega}$ by the strong maximum principle for continuous subsolutions (Property 3). But then $u \equiv M$ is constant on $\bar{\Omega}$ and thus on $\partial_1 \bar{\Omega}$ (since $u$ belongs to $C(\bar{\Omega} \cup \partial_1 \bar{\Omega})$ by hypothesis). Since $\partial_1 \bar{\Omega}$ is non-empty, then $M = \sup_{\bar{\Omega}} u = \sup_{\partial_1 \bar{\Omega}} u \leq 0$.

When $\bar{\Omega}$ is unbounded, we adapt the proof of Lemma 2.10. Define

$$v_0(x) := 1 + |x|^2, \quad \forall x \in \mathbb{H},$$

and observe that

$$A v_0(x) = -2 \text{tr}(x_d a(x)) - 2 b(x, x) + c(x) (1 + |x|^2) \geq -2K (1 + |x|^2) + c_0 (1 + |x|^2) \quad \text{(by (1.15) and (1.19))} \geq 0, \quad \forall x \in \mathbb{H} \quad \text{(by (1.20))},$$

and thus

$$A v_0 \geq 0 \quad \text{on} \; \mathbb{H}.$$ 

(5.3)
Suppose $\delta > 0$. We claim that
\[ w := u - \delta v_0 \]  
(5.4)
is a continuous subsolution to the elliptic equation (1.1), when $f = 0$, in the sense of Definition 5.1. If $u$ were a smooth subsolution, in the sense of having the regularity properties in Definition 2.5 and obeying $Au \leq 0$ on $\partial \mathcal{O}$, then
\[ Aw = A(u - \delta v_0) = Au - \delta Av_0 \leq 0 \quad \text{on} \quad \partial \mathcal{O}, \]
and thus $w$ would be a smooth subsolution for (1.1) with $f = 0$. When $u$ is only a continuous subsolution, suppose $U = B \Subset \mathcal{O}$ or $U = B^+$, a half-ball with center in $\partial_0 \mathcal{O}$, and that $\bar{w} \in C^2(U) \cap C^1(U)$ obeys (2.2), (2.3), and $\inf_{\partial U} \bar{w} > -\infty$, and
\[ Aw \geq 0 \quad \text{on} \quad U, \quad \bar{w} \geq w \quad \text{on} \quad \partial_1 U. \]
We claim that $\bar{w} \geq w$ on $U$. To see this, observe that
\[ A(\bar{w} + \delta v_0) \geq 0 \quad \text{on} \quad U \quad \text{(by (5.3) and the definition of $\bar{w}$)}. \]
Moreover, by (5.4),
\[ \bar{w} + \delta v_0 \geq u \quad \text{on} \quad \partial_1 U, \]
and because $u$ is a continuous subsolution in the sense of Definition 5.1 with $f = 0$, we must have
\[ \bar{w} + \delta v_0 \geq u \quad \text{on} \quad U, \]
that is,
\[ \bar{w} \geq u - \delta v_0 = w \quad \text{on} \quad U. \]
Therefore, $w$ is a continuous subsolution to the elliptic equation (1.1) with $f = 0$ in the sense of Definition 5.1.

Because $\sup_{\partial \mathcal{O}} u < \infty$ by hypothesis, we must have
\[ w \leq 0 \quad \text{on} \quad \partial \mathcal{O} \cap \partial_1 B^+_R, \]
by (5.4) for all large enough $R > 0$ while our hypothesis $u \leq 0$ on $\partial_1 \mathcal{O}$ implies that
\[ w = u - \delta v_0 \leq 0 \quad \text{on} \quad B^+_R \cap \partial_1 \mathcal{O}, \]
and thus, since $\partial_1(\partial \mathcal{O} \cap B^+_R) = (\bar{\mathcal{O}} \cap \partial_1 B^+_R) \cup (\bar{B}^+_R \cap \partial_1 \mathcal{O})$,
\[ w \leq 0 \quad \text{on} \quad \partial_1(\partial \mathcal{O} \cap B^+_R). \]
Consequently, noting that $\partial \mathcal{O} \cap B^+_R$ is connected for large enough $R$ by hypothesis, Property (4) for the case of bounded subdomains of $\mathbb{H}$ (namely, $\partial \mathcal{O} \cap B^+_R$ in this case) implies that $w \leq 0$ on $\partial \mathcal{O} \cap B^+_R$ for any sufficiently large $R > 0$. Thus, $w = u - \delta v_0 \leq 0$ on $\partial \mathcal{O}$ for all $\delta > 0$ and taking the limit as $\delta \downarrow 0$, we obtain
\[ u \leq 0 \quad \text{on} \quad \partial \mathcal{O}, \]
as desired. This completes the proof of Property (4) for the case of unbounded domains.

For (5), observe that $u - v$ is a subsolution to (1.1), (1.2) with $f = 0$ and $g = 0$. The weak maximum principle for continuous subsolutions (Property (3)) implies that $u - v \leq 0$ on $\partial \mathcal{O}$. The strong maximum principle for continuous subsolutions (Property (3)) implies that if $\sup_{\partial \mathcal{O}}(u - v) = (u - v)(x_0) = 0$ for some $x_0 \in \partial \mathcal{O}$, then $u - v \equiv 0$ throughout $\partial \mathcal{O}$. Therefore, if $u - v \not\equiv 0$ throughout $\partial \mathcal{O}$, we must have $u - v < 0$ on $\partial \mathcal{O}$.

For (6), observe that $\hat{u} \in C(\partial \mathcal{O})$ by construction. Let $U' \subset \mathcal{O}$ denote an arbitrary ball $B' \Subset \mathcal{O}$ or half-ball $B'^+ \Subset \mathcal{O}$ with center in $\partial_0 \mathcal{O}$ and suppose $w \in C^2(U') \cap C^1(U')$ obeys (2.2), (2.3), and $\inf_{\partial U'} w > -\infty$, and
\[ Aw \geq f \quad \text{on} \quad U', \quad w \geq \hat{u} \quad \text{on} \quad \partial_1 U'. \]
According to Definition 5.1, it remains for us to show that \( \hat{u} \leq w \) on \( U' \). Since \( u \) is a continuous subsolution to (1.1) on \( \mathcal{O} \), then \( u \leq \hat{u} \) on \( U \), thus \( u \leq \hat{u} \) on \( \mathcal{O} \) and, in particular, \( u \leq \hat{u} \) on \( U' \). Because \( u \) is a continuous subsolution to (1.1) on \( \mathcal{O} \) and \( u \leq \hat{u} \leq w \) on \( \partial_1 U' \), we must have \( u \leq w \) on \( U' \) and hence \( \hat{u} \leq w \) in \( U' \setminus U \) since \( \hat{u} = u \) in \( U' \setminus U \). Furthermore, \( \partial_1(U \cap U') = (U \cap \partial_1 U') \cup (U' \cap \partial_1 U) \) and \( U' \cap \partial_1 U \subset U' \setminus U \), so

\[
\hat{u} \leq w \quad \text{on} \quad \partial_1(U \cap U').
\]

Moreover, as \( A\hat{u} = A\tilde{u} = f \) on \( U \), then

\[
A(\hat{u} - w) \leq 0 \quad \text{on} \quad U \cap U',
\]

so the weak maximum principle implies that \( \hat{u} \leq w \) in \( U \cap U' \). Consequently \( \hat{u} \leq w \) on \( U' \) and therefore \( \hat{u} \) is a continuous subsolution to (1.1) on \( \mathcal{O} \).

For (7), let \( U \) denote an arbitrary ball \( B \in \mathcal{O} \) or half-ball \( B^+ \in \mathcal{O} \) with center in \( \partial_0 \mathcal{O} \) and suppose that \( \hat{u} \in C^2(U) \cap C^1(U) \) obeys (2.2), (2.3), and \( \inf_U \hat{u} > -\infty \), and

\[
A\tilde{u} \geq f \quad \text{on} \quad U, \quad \hat{u} \geq u \quad \text{on} \quad \partial_1 U.
\]

Therefore, \( u_i \leq \tilde{u} \) on \( \partial_1 U \) for \( i = 1, \ldots, N \) and Definition 5.1 implies that \( u_i \leq \hat{u} \) on \( U \) for \( i = 1, \ldots, N \), so we must have \( u \leq \hat{u} \) on \( U \). \( \square \)

We can provide a priori estimates for continuous supersolutions and subsolutions via the

**Proposition 5.6 (Maximum principle estimates for continuous subsolutions and supersolutions).**

Let \( \mathcal{O} \subset \mathbb{R}^n \) be a domain, \( \alpha \in (0,1) \), and let \( A \) in (1.5) have the strong maximum principle property on \( \mathcal{O} \) in the sense of Definition 2.16, obey Hypothesis 5.3 for all balls \( B \in \mathcal{O} \) and half-balls \( B^+ \in \mathcal{O} \) with centers in \( \partial_0 \mathcal{O} \) (Definition 5.4), and have \( c \) obeying (1.11). Let \( f \in C(\mathcal{O}) \) and \( g \in C(\partial_1 \mathcal{O}) \). Suppose \( u \) is a continuous subsolution and \( v \) a continuous supersolution to the boundary value problem (1.1), (1.2) for \( f \) and \( g \) in the sense of Definition 5.1.

1. If \( f \leq 0 \) on \( \mathcal{O} \) and \( u \) is a continuous subsolution for \( f \) and \( g \) and \( \sup_{\partial_1 \mathcal{O}} u < \infty \), then

\[
u \leq 0 \vee \sup_{\partial_1 \mathcal{O}} g \quad \text{on} \quad \mathcal{O}.
\]

2. If \( f \) has arbitrary sign and \( u \) is a continuous subsolution for \( f \) and \( g \) and \( \sup_{\partial_1 \mathcal{O}} u < \infty \) but, in addition, there is a constant \( c_0 > 0 \) such that \( c \) obeys (1.15), then

\[
u \leq 0 \vee \frac{1}{c_0} \sup_{\mathcal{O}} f \vee \sup_{\partial_1 \mathcal{O}} g \quad \text{on} \quad \mathcal{O}.
\]

3. If \( f \geq 0 \) on \( \mathcal{O} \) and \( v \) is a continuous supersolution for \( f \) and \( g \) and \( \inf_{\partial_1 \mathcal{O}} v > -\infty \), then

\[
v \geq 0 \wedge \inf_{\partial_1 \mathcal{O}} g \quad \text{on} \quad \mathcal{O}.
\]

4. If \( f \) has arbitrary sign, \( v \) is a continuous supersolution for \( f \) and \( g \) and \( \inf_{\partial_1 \mathcal{O}} v > -\infty \), and \( c \) obeys (1.15), then

\[
v \geq 0 \wedge \frac{1}{c_0} \inf_{\mathcal{O}} f \wedge \inf_{\partial_1 \mathcal{O}} g \quad \text{on} \quad \mathcal{O}.
\]

The terms \( \sup_{\partial_1 \mathcal{O}} g \) and \( \inf_{\partial_1 \mathcal{O}} g \) in the preceding items are omitted when \( \partial_1 \mathcal{O} \) is empty.

Let \( \mathcal{F}^-_{f,g} \) (respectively, \( \mathcal{F}^+_{f,g} \)) denote the set of all subsolutions (respectively, supersolutions) to the boundary value problem (1.1), (1.2) defined by \( f \) and \( g \) in the sense of Definition 5.1.

We have the following analogue of [20] Theorems 6.11 & 6.13.
**Theorem 5.7** (A Perron method for existence of solutions to a degenerate-elliptic boundary value problem). Let $\mathcal{O} \subseteq \mathbb{H}$ be a possibly unbounded domain, $\alpha \in (0, 1)$, and $A$ be as in (1.5) with coefficients belonging to $C^\alpha_\infty(\mathcal{O})$, having the strong maximum principle property on $\mathcal{O}$ in the sense of Definition 2.16, local solvability of the partial Dirichlet problem in $\mathcal{O}$ in the sense of Definition 5.4, and coefficient $a(x)$ obeying (1.9) together with $b^d$ obeying (1.12) or $c$ obeying (1.13). Moreover, the coefficients of $A$ should obey either

1. Condition (1.15), or
2. Conditions (1.16) and (1.17),

and, in addition when $\mathcal{O}$ is unbounded, (1.19), (1.20), and $\mathcal{O}$ should obey (1.21). If $f \in C^\alpha_\infty(\mathcal{O}) \cap C_b(\mathcal{O})$ and $g \in C_b(\partial_1 \mathcal{O})$, then the function

$$u(x) = \sup_{w \in \mathcal{S}^-_{f,g}} w(x), \ x \in \mathcal{O},$$

(5.5)

belongs to $C^{2+\alpha}_\infty(\mathcal{O}) \cap C_b(\mathcal{O})$ and is a solution to the elliptic equation (1.1). Furthermore, if each point of $\partial_1 \mathcal{O}$ is regular with respect to $A$, $f$, and $g$ in the sense of Definition 1.3, then in addition $u$ belongs to $C(\mathcal{O} \cup \partial_1 \mathcal{O})$ and $u$ obeys the boundary condition (1.2).

**Remark 5.8** (Perron solution as the pointwise infimum of supersolutions). A argument which is symmetric to the proof of Theorem 5.7 shows that

$$v(x) = \inf_{w \in \mathcal{S}^+_{f,g}} w(x), \ x \in \mathcal{O},$$

(5.6)

is also a solution to the elliptic equation (1.1) and thus coincides with $u$ in (5.6) by the weak maximum principle (Theorems 2.8 or 2.11) when $u = v$ on $\partial_1 \mathcal{O}$.

**Proof.** The proof that $u$ in (5.5) is a solution to (1.1) is similar to that of [20, Theorem 6.11] in the case of a strictly elliptic operator, or [20, Theorem 2.12] in the case of the Laplace operator, with the

1. Compactness of solutions provided by the a priori interior Schauder estimate in our Theorem 3.5, augmenting [20, Corollary 6.3] (or [20, Theorem 2.10] in the case of the Laplace operator);
2. Strong and weak maximum principles for subsolutions provided by Definition 2.16, Lemma 2.17 and Corollary 2.18 (replacing the roles of [20, Corollary 3.2 & Theorem 3.5], or [20, Theorems 2.2 & 2.3] in the case of the Laplace operator);
3. Local solvability, provided by Hypothesis 5.3, on balls $B \subseteq \mathcal{O}$ (replacing the roles of [20, Lemma 6.10], or [20, Theorem 2.6] in the case of the Laplace operator) and half-balls $B^+ \subseteq \mathcal{O}$ with centers in $\partial \mathcal{O}$.

Theorem 5.5 (for continuous subsolutions and supersolutions) provides analogues of the remaining ingredients employed in the proof of [20, Theorem 2.12].

We first check, by analogy with the construction in [20, Equation (6.44)], that there exists at least one subsolution, $v^-$, so the set $\mathcal{S}^-_{f,g}$ is non-empty, and one subsolution, $v^+$, which thus provides an upper bound for all subsolutions in $\mathcal{S}^-_{f,g}$ by Theorem 5.5 (5).
and so each \( u \in \mathcal{F}_{f,g} \) is bounded above by the constant \( M_f^+ \). If \( \mathcal{O} \subset \mathbb{H} \) has finite height \( h(\mathcal{O}) \leq \nu \) and the coefficients \( b^d \) and \( c \) in (1.5) obey (1.17) and (1.11), so \( c \geq 0 \) but \( b^d \geq b_0 > 0 \) on \( \mathcal{O} \), and \( u \in C(\mathcal{O}) \) is a continuous subsolution to (1.1), (1.2), then Lemma 2.12, Remark 2.14 and Proposition 5.6 (2) imply that (compare Corollary 2.13)

\[
u \leq M_0^+ \quad \text{on} \quad \mathcal{O}, \quad \text{for} \quad M_0^+ := e^{b_0 \nu / 2 \Lambda} \left( 0 \lor \frac{4 \Lambda}{b_0^2} \sup_{\mathcal{O}} f \lor \sup_{\partial \mathcal{O}} g \right),
\]

and so each \( u \in \mathcal{F}_{f,g} \) is bounded above by the constant \( M_0^+ \). We let \( M^+ \) denote \( M_1^+ \) or \( M_0^+ \), depending on whether \( c \geq c_0 > 0 \) or \( c \geq 0 \) on \( \mathcal{O} \).

If \( \mathcal{O} \subset \mathbb{H} \) is a possibly unbounded domain and the coefficient \( c \) of \( u \in (1.5) \) obeys (1.15), so \( c \geq c_0 > 0 \) on \( \mathcal{O} \), then Proposition 5.6 (4) implies that the constant function

\[
M_1^- := 0 \land \frac{1}{c_0} \inf_{\mathcal{O}} f \land \inf_{\partial \mathcal{O}} g,
\]
is a continuous subsolution to the boundary value problem (1.1), (1.2) in the sense of Definition 5.1. If \( \mathcal{O} \subset \mathbb{H} \) has finite height \( h(\mathcal{O}) \leq \nu \) and the coefficients \( b^d \) and \( c \) in (1.5) obey (1.17) and (1.11), so \( c \geq 0 \) but \( b^d \geq b_0 > 0 \) on \( \mathcal{O} \), then Lemma 2.12, Remark 2.14 and Proposition 5.6 (4) imply that (compare Corollary 2.13) the constant function

\[
M_0^- := e^{b_0 \nu / 2 \Lambda} \left( 0 \lor \frac{4 \Lambda}{b_0^2} \inf_{\mathcal{O}} f \lor \inf_{\partial \mathcal{O}} g \right),
\]
is a continuous subsolution to the boundary value problem (1.1), (1.2) in the sense of Definition 5.1. We let \( M^- \) denote \( M_1^- \) or \( M_0^- \), depending on whether \( c \geq c_0 > 0 \) or \( c \geq 0 \) on \( \mathcal{O} \).

To show that \( u \) in (5.5) is a solution to (1.1), we adapt the proof of [20, Theorem 2.12]. Fix \( x_0 \in \mathcal{O} \). By definition of \( u \), there is a sequence \( \{ u_n \}_{n \in \mathbb{N}} \subset \mathcal{F}_{f,g} \) such that \( u_n(x_0) \to u(x_0) \) as \( n \to \infty \). By replacing \( u_n \) with \( u_n \lor M^- \), which we may do by Theorem 5.5 (7), and noting that \( u_n \leq M_0^+ \) on \( \mathcal{O} \) for all \( n \in \mathbb{N} \) by Theorem 5.5 (5), we may assume that the sequence \( \{ u_n \}_{n \in \mathbb{N}} \) is bounded on \( \mathcal{O} \). Now choose \( r > 0 \) small enough such that if \( U = B_r(x_0) \) when \( x_0 \in \mathcal{O} \) or \( U = B_r^+(x_0) \) when \( x_0 \in \partial \mathcal{O} \), then \( U \subset \mathcal{O} \) and define \( \hat{u}_n \in \mathcal{F}_{f,g} \) to be the “harmonic lift” of \( u_n \) on \( U \) according to Theorem 5.5 (6). Then \( \hat{u}_n(x_0) \to u(x_0) \) as \( n \to \infty \) since

\[
u_n(x_0) \leq \hat{u}_n(x_0) \leq u(x_0), \quad \forall n \in \mathbb{N},
\]
where the first inequality follows from Theorem 5.5 (6) and the second by definition of \( u \) in (5.5). We have

\[
M^- \leq \hat{u}_n \leq M^+ \quad \text{on} \quad U, \quad n \in \mathbb{N},
\]
and, for any open subset \( U' \subset U \), we have the a priori interior Schauder estimate,

\[
\| \hat{u}_n \|_{C^{2+\alpha}(\hat{U'})} \leq C \left( \| f \|_{C^2(\hat{U})} + \| \hat{u}_n \|_{C(\hat{U})} \right),
\]
for a positive constant \( C \) depending at most on \( b_0, d, d_0, r, \alpha, \lambda_0, \Lambda \) (by [20, Corollary 6.3] when \( U = B_r(x_0) \) or Theorem 3.5 when \( U = B_r^+(x_0) \), where \( \text{dist}(\partial U', \partial U) \geq d_0 > 0 \), together with Remark 2.14 in the case \( b^d = 0 \) but \( c > 0 \) on \( \partial \mathcal{O} \)). In particular, (5.7) and (5.8) yield a uniform bound on \( \| \hat{u}_n \|_{C^2(\hat{U'})} \) which is independent of \( n \in \mathbb{N} \) and thus a uniform bound on \( \| \hat{u}_n \|_{C^{2+\alpha}(\hat{U'})} \) which is independent of \( n \in \mathbb{N} \) by (3.10). The Arzelà-Ascoli Theorem implies, after passing to a subsequence, that \( \hat{u}_n \to v \) in \( C(\hat{U'}) \) as \( n \to \infty \), for some \( v \in C(U') \), and in particular, the sequence \( \hat{u}_n \) is Cauchy in \( C(\hat{U'}) \). But then (5.8) implies, for any open subset \( U'' \subset U' \), that

\[
\| \hat{u}_n - \hat{u}_m \|_{C^{2+\alpha}(\hat{U}'')} \leq C \| \hat{u}_n - \hat{u}_m \|_{C(\hat{U}'')}, \quad m, n \in \mathbb{N}.
\]
Hence, the sequence \( \hat{u}_n \) is Cauchy in \( C^{2+\alpha}_s(\tilde{U}') \) and thus converges in \( C^{2+\alpha}_s(\tilde{U}') \) to a limit \( v \in C^{2+\alpha}_s(\tilde{U}') \) which necessarily coincides with the limit \( v \in C(\tilde{U}') \) already discovered. As \( \bar{U}' \) and \( U' \) were arbitrary, we obtain \( v \in C^{2+\alpha}_s(\bar{U}) \). Since \( \bar{u}_n = \hat{u}_n \) on \( U \) and thus by construction in Theorem 5.5 (6) obeys
\[
A\hat{u}_n = f \quad \text{on} \, U, \quad n \in \mathbb{N},
\]
we may take the limit in the preceding equation as \( n \to \infty \) to give
\[
Av = f \quad \text{on} \, U.
\]
Clearly, \( v \leq u \) on \( U \) and \( v(x_0) = u(x_0) \). To see that \( v = u \) on \( U \), suppose \( v(z) < u(z) \) at some point \( z \in U \). Then there exists a “harmonic lift” \( \hat{u} \in \mathcal{F}_f \) such that \( v(z) < \hat{u}(z) \). Defining \( w_n := \max\{\hat{u}, \bar{u}_n\} \) and its “harmonic lifts” \( \hat{w}_n \) as in (5.1), we obtain as before a subsequence of the sequence \( \{w_n\}_{n \in \mathbb{N}} \) which converges to a function \( w \in C^{2+\alpha}_s(\bar{U}) \) and solves \( Aw = f \) on \( U \) and satisfies \( v \leq w \leq u \) on \( U \) and \( v(x_0) = w(x_0) = u(x_0) \). Because \( A \) has the strong maximum principle property on \( \bar{U} \) in the sense of Definition 2.16 and \( A(w - v) = 0 \) on \( U \) with \( (v - w)(x_0) = 0 \) and \( c \geq 0 \) on \( U \), we must have \( v \equiv w \) on \( U \). This contradicts the definition of \( \hat{u} \), since \( v(z) < \hat{u}(z) \) while \( \bar{u}(z) \leq w(z) \), and hence \( u \) is a solution to (1.1) on \( U \) and thus on \( \partial \Omega \).

Finally, the proof that \( u \) also belongs to \( C(\partial \Omega) \cup \partial_1 \partial \Omega) \) and obeys the boundary condition (1.2) when each point of \( \partial_1 \partial \Omega \) is regular with respect to \( A, f, \) and \( g \) in the sense of Definition 1.3 is identical to that of [20, Lemma 6.12].

It remains to give the

**Proof of Theorem 1.4.** We first observe that \( A \) has the strong maximum principle property on \( \bar{U} \) in the sense of Definition 2.16 thanks to Theorem 2.19. Local solvability of the partial Dirichlet problem in \( \bar{U} \), in the sense of Definition 5.4, on balls \( B \in \bar{U} \) or half-balls \( B^+ \in \bar{U} \) centered on \( \partial_0 \partial \Omega \), is provided by [20, Lemma 6.10] and Theorem 1.1 (taking note of Remark 1.2), respectively. The conclusion now follows from Theorem 5.7.

**5.2. A Perron method for existence of solutions to a degenerate-elliptic obstacle problem.** The Sobolev Embedding Theorem implies that \( W^{2,p}(V) \subset C_b(V) \), when \( 2 < p < \infty \) and \( V \subset \mathbb{R}^d \) is a domain which obeys an interior cone condition \([2, \S 4.3 \& \text{Theorem 5.4 (C')}\]), while \( W^{2,p}(V) \hookrightarrow C^{1,\gamma}(V) \) for any \( \gamma \in (0,1-d/p) \), when \( d < p < \infty \), and \( V \subset \mathbb{R}^d \) is a domain whose boundary \( \partial V \) has the strong local Lipschitz property \([2, \S 4.5 \& \text{Theorem 5.4 (C')}\]). To formulate our results for uniqueness and existence of solutions, we begin with the

**Definition 5.9** (Solution to an obstacle problem). Let \( \partial \Omega \subset \mathbb{R}^d \) be a domain, \( 2 < p < \infty \), and \( A \) be as in (1.5). Given \( f \in C(\partial \Omega) \) and \( \psi \in C(\partial \Omega) \), we call \( u \in W^{2,p}_{\text{loc}}(\partial \Omega) \cap C(\partial \Omega) \) a solution to the obstacle problem if \( u \) obeys (1.3), that is,
\[
\min\{Au - f, u - \psi\} = 0 \quad \text{a.e. on} \, \partial \Omega,
\]
and if \( \Omega = \{x \in \partial \Omega : (u - \psi)(x) > 0\} \), then \( u \in C^{2}(\Omega) \cap C^{1}(\Omega) \) and obeys (2.2), (2.3) on \( \Omega \).

Furthermore, given \( g \in C(\partial_1 \partial \Omega) \) and \( \psi \) also belonging to \( C(\partial \Omega \cup \partial_1 \partial \Omega) \) and obeying the compatibility condition (1.4), that is, \( \psi \leq g \) on \( \partial_1 \partial \Omega \), we call \( u \) a solution to the obstacle problem with partial Dirichlet boundary condition if in addition \( u \) belongs to \( C(\partial \Omega \cup \partial_1 \partial \Omega) \) and obeys (1.2), that is,
\[
u = g \quad \text{on} \, \partial_1 \partial \Omega.
\]

**Remark 5.10** (Implied regularity for the obstacle function). While not explicitly stated in Definition 5.9, there is an implicit regularity condition, \( \psi \in W^{2,p}_{\text{loc}}(\partial \Omega \setminus \Omega) \), on the coincidence set (or “exercise region”), \( \partial \Omega \setminus \Omega = \{x \in \partial \Omega : (u - \psi)(x) = 0\} \), where \( \Omega \) is as in (5.9). While we
could impose the stronger condition, \( \psi \in W^{2,p}_{\text{loc}}(\mathcal{O}) \), it is convenient not to do this initially, in part because there are important examples of obstacle functions which only belong to \( W^{1,\infty}_{\text{loc}}(\mathcal{O}) \), although they may have higher regularity on the complement of subsets of measure zero in \( \mathcal{O} \). The requirement that \( u \) belong to \( W^{2,p}_{\text{loc}}(\mathcal{O}) \) is imposed in order to be consistent with [19, Theorem 1.3.2]. However, if \( a^{ij} \in C^{1,1}(\mathcal{O}) \) and \( \psi \in \mathcal{C}^{0,1}(\mathcal{O}) \), we could instead have asked that \( u \in C(\mathcal{O}) \) obey (1.3) in the sense of distributions [19] with respect to test functions \( \varphi \in C\mathcal{C}^\infty(\mathcal{O}) \) with \( \varphi \geq \psi \) on \( \mathcal{O} \). In this second approach there is no implied regularity for \( \psi \in C(\mathcal{O}) \). □

In order to motivate our definition of a continuous supersolution to the obstacle problem, we shall first give the simpler\(^{17}\)

**Definition 5.11** (Smooth supersolution to an obstacle problem). Let \( \mathcal{O} \subseteq \mathbb{H} \) be a domain and \( A \) be as in (1.5). Given \( f \in C(\mathcal{O}) \) and \( \psi \in C(\mathcal{O}) \), we call \( v \in C^2(\mathcal{O}) \cap C^1(\mathcal{O}) \) obeying (2.2), (2.3) a smooth supersolution to the obstacle problem (1.3) if \( v \) satisfies

\[
v \geq \psi \quad \text{on} \quad \mathcal{O},
\]

and is a supersolution to (1.1), that is,

\[
Av \geq f \quad \text{on} \quad \mathcal{O}.
\]

Furthermore, given \( g \in C(\partial_1 \mathcal{O}) \) and \( \psi \) also belonging to \( C(\mathcal{O} \cup \partial_1 \mathcal{O}) \) and obeying (1.4), that is, \( \psi \leq g \) on \( \partial_1 \mathcal{O} \), we call \( v \) a smooth supersolution to the obstacle problem (1.3) with partial Dirichlet boundary condition (1.2) if \( v \) is a smooth supersolution to the obstacle problem (1.3) and in addition \( v \) belongs to \( C(U \cup \partial_1 \mathcal{O}) \) and is a supersolution to (1.2), that is,

\[
v \geq g \quad \text{on} \quad \partial_1 \mathcal{O}.
\]

We now give the definition of a continuous supersolution\(^{18}\) to an obstacle problem which we use in our comparison and existence theorems.

**Definition 5.12** (Continuous supersolution to an obstacle problem). Let \( \mathcal{O} \subseteq \mathbb{H} \) be a domain and \( A \) be as in (1.5). Given \( f \in C(\mathcal{O}) \) and \( \psi \in C(\mathcal{O}) \), we call \( v : \mathcal{O} \rightarrow \mathbb{R} \) a continuous supersolution to the obstacle problem (1.3) if \( v \) is continuous on \( \mathcal{O} \), locally bounded on \( \mathcal{O} \), satisfies

\[
v \geq \psi \quad \text{on} \quad \mathcal{O},
\]

and is a continuous supersolution to the elliptic equation (1.1) in the sense of the following refinement of Definition 5.1 for every open ball \( B \subseteq \mathcal{O} \) or, for \( \Omega = \{ x \in \mathcal{O} : (v-\psi)(x) > 0 \} \), every half-ball \( B^+ \subseteq \Omega \) with center in \( \partial_0 \mathcal{O} \) and for every \( u \in C^2(U) \cap C^1(U) \), with \( U = B \) or \( B^+ \), obeying (2.2), (2.3) when \( U = B^+ \), and \( \sup_U v < \infty \), and

\[
\begin{cases}
Av \leq f & \text{on } U, \\
v \leq v & \text{on } \partial_1 U,
\end{cases}
\]

we then have\(^{19}\)

\[
v \geq v \quad \text{on } U.
\]

Furthermore, given \( g \in C(\partial_1 \mathcal{O}) \) and \( \psi \) also belonging to \( C(\mathcal{O} \cup \partial_1 \mathcal{O}) \) and obeying (1.4), that is, \( \psi \leq g \) on \( \partial_1 \mathcal{O} \), we call \( v \in C(\mathcal{O} \cup \partial_1 \mathcal{O}) \) a continuous supersolution to the obstacle problem (1.3)\(^{18}\)

\(^{17}\)By integrating by parts in the variational inequality [19, Equation (1.3.24)] associated with (1.3), so derivatives are only applied to the test function \( \varphi \).

\(^{18}\)Definition 5.11 is a refinement of [19, Definition 3.1].

\(^{19}\)Definition 5.12 is a refinement of [13, Definition 3.9].

\(^{19}\)Note that we do not assert that \( v \geq \psi \) on \( U \).
with partial Dirichlet boundary condition \([1.2]\) if \(v\) is a continuous supersolution to \([1.1]\) and \([1.2]\), so
\[ v \geq g \quad \text{on } \partial_1 \Omega. \]

**Remark 5.13** (Definition of continuous supersolution to a variational inequality associated with an obstacle problem). Definition 5.12 may be compared with definitions of a supersolution to a variational inequality associated with an obstacle problem in \([30]\) pp. 108, 118, 215, and 236); see \([30]\) Theorems 4.5.7, 4.7.4, 7.3.3, and 7.3.5 for related results and applications. Note that we do not assume that \(v\) is continuous on \(\partial \).

The **continuation region** (or **non-coincidence set**) for a solution \(u \in W^{2,p}_\text{loc}(\Omega) \cap C(\Omega)\) to the obstacle problem \([1.3]\) with obstacle \(\psi \in C(\Omega)\) is defined by
\[ \Omega := \{ x \in \Omega : (u - \psi)(x) > 0 \}, \quad (5.9) \]
so \(\Omega \subset \mathbb{H}\) is an open subset, since both \(u\) and \(\psi\) are continuous on \(\partial\).

**Remark 5.14** (Continuation region defined by the Perron function for the obstacle problem). If \(u\) is initially defined by the Perron formula \([5.11]\), then \(u\) is upper semicontinuous on \(\partial\), since each supersolution is continuous on \(\partial\), and so its continuation region is not necessarily an open subset of \(\mathbb{H}\), for which we would need \(u\) to be lower semicontinuous.

**Lemma 5.15** (A solution to the obstacle problem is a continuous supersolution). Let \(\Omega \subset \mathbb{H}\) be a domain, \(d < p < \infty\), and \(A\) as in \([1.5]\) have the weak maximum principle property in the sense of Definition 2.3 and coefficients \(a^{ij}, b^i \in L^\infty(\Omega)\) and obeying \([1.9]\). If \(f \in C(\Omega)\), and \(\psi \in C(\Omega)\), and \(u \in W^{2,p}_\text{loc}(\Omega) \cap C(\Omega)\) is a solution to \([1.3]\) in the sense of Definition 5.9, then \(u\) is a continuous supersolution in the sense of Definition 5.12.

**Proof.** Clearly, \(u \geq \psi\) on \(\partial\) and \(u \in C(\partial)\), as required by Definition 5.12. Because \(u\) obeys \([1.3]\), we have \(Au \geq f\) a.e. on \(\partial\), while on the continuation region \(\Omega\) given by \((5.9)\), we know that \(u\) belongs to \(C^2(\Omega) \cap C^1(\Omega)\) and obeys \(Au = f\) on \([2.2], [2.3]\) on \(\Omega\).

Let \(U\) denote a ball \(B \subset \partial\) or half-ball \(B^+ \subset \Omega\) with center in \(\partial\) and suppose \(v \in C^2(U) \cap C^1(U)\), obeys \([2.2], [2.3]\) when \(U = B^+\), and
\[
\begin{cases}
Au \leq f & \text{on } U, \\
v \leq u & \text{on } \partial_1 U.
\end{cases}
\]

If \(U = B \subset \partial\), then \(u - v\) belongs to \(W^{2,p}(B) \cap C(B)\) and obeys \(A(u - v) \geq 0\) a.e. on \(\partial B\). The condition \([20]\) p. 220] on the coefficients \(a^{ij}\) of \(A\) is obeyed since \(\det a(x) > \lambda_0^d\) for \(x \in \partial\) by \([1.9]\) and \(a^{ij} \in L^\infty(\partial)\) by hypothesis, so \(\det a(x)\), for \(x \in B\), is uniformly bounded above and below by positive constants; the condition \([20]\) Equation (9.3)] on \(f\) and the coefficients \(b^i\) of \(A\) is also obeyed since \(f, b^i \in L^\infty(\partial)\); finally, \(p \geq d\) by hypothesis. Hence, the Aleksandrov weak maximum principle \([20]\) Theorem 9.1] for functions in \(W^{2,d}(B) \cap C(B)\) implies that
\[ v \geq \bar{v} \quad \text{on } B. \]

If \(U = B^+ \subset \Omega\) with center in \(\partial\), then \(u - v\) belongs to \(C^2(\Omega) \cap C^1(\Omega)\), obeys \([2.2], [2.3]\) on \(B^+\), and obeys \(A(u - v) \geq 0\) on \(B^+\), and sup \(B^+(u - v) < \infty\), and \(u - v \leq 0\) on \(\partial_1 B\), so the weak maximum principle property of \(A\) (Definition 2.5) implies that
\[ v \geq \bar{v} \quad \text{on } B^+. \]

Therefore, \(u\) is a continuous supersolution in the sense of Definition 5.12. □
Remark 5.16 (Compatibility for the source and obstacle functions). It is tempting but not necessary to impose the compatibility condition,

\[ A\psi \geq f \quad \text{a.e. on } \Omega, \tag{5.10} \]

but because \( u \) obeys the equation \((1.3)\), we necessarily have that \( A\psi = Au \geq f \) a.e. on the subset \( \{ x \in \Omega : (u - \psi)(x) = 0 \} \), which is sufficient. On the other hand, if \( A\psi < f \) a.e. on \( \Omega \), then a solution \( u \) to \( Au = f \) on \( \Omega \) and \( u \geq \psi \) on \( \partial_1 \Omega \) leads to \( A(u - \psi) \geq 0 \) a.e. on \( \partial_1 \Omega \) and so the maximum principles employed in the proof of Lemma 5.15 (on bounded domains) imply that \( u \geq \psi \) on \( \Omega \) and thus \( u \) is a solution to \((1.3)\). A condition \( A\psi > f \) a.e. on some open ball in \( \Omega \) ensures that the obstacle problem \((1.3)\) is a non-trivial generalization of the elliptic equation \((1.1)\). \( \square \)

We now come to the crucial

**Theorem 5.17** (Comparison principle for solutions and continuous supersolutions to the obstacle problem). Let \( \Omega \subseteq \mathbb{H} \) be a possibly unbounded domain, and \( 2 < p < \infty \) and \( \alpha \in (0,1) \), and \( A \) be as in \((1.5)\) with coefficients belonging to \( C^\alpha(\Omega) \), having the strong maximum principle property on \( \Omega \) in the sense of Definition 2.16 and local solvability of the partial Dirichlet problem in \( \Omega \) in the sense of Definition 5.3. If \( \Omega \) is unbounded, assume in addition that the coefficients of \( A \) obey \((1.15)\), \((1.19)\), and \((1.20)\) and that \( \Omega \) obeys \((1.21)\). Let \( f \in C^\alpha(\Omega) \cap C_0(\Omega) \) and \( \psi \in C(\Omega) \) with \( \sup_\Omega \psi < \infty \). Suppose that \( u \) is a solution to the obstacle problem in the sense of Definition 5.9 with \( \sup_\Omega u < \infty \) and \( v \) is a continuous supersolution to the obstacle problem in the sense of Definition 5.12 with \( \inf_\Omega v > -\infty \). If \( u, v, \) and \( \psi \) also belong to \( C(\Omega \cup \partial_1 \Omega) \) and \( u \leq \psi \) on \( \partial_1 \Omega \), then

\[ u \leq v \quad \text{on } \Omega. \]

In addition, suppose \( p > d \) and that the coefficients \( a^{ij}, b^i \) of \( A \) belong to \( L^\infty(\Omega) \) and obey \((1.9)\). If \( v \) is also a solution to the obstacle problem and \( u = v \) on \( \partial_1 \Omega \), then \( u = v \) on \( \Omega \).

**Proof.** We may assume without loss of generality that \( \Omega \cap \{ u > \psi \} \) is non-empty, because if \( u = \psi \) on \( \Omega \) then \( u \leq v \) on \( \Omega \) by Definition 5.12. We first consider the case that \( \partial_1 \Omega \) is non-empty and \( u - v \leq 0 \) on \( \partial_1 \Omega \). Let

\[ M := \sup_{\Omega}(u - v) = \sup_{\partial_\Omega}(u - v) = \sup_{\partial_\Omega}(u^* - v), \]

noting that \( M < \infty \) by our hypotheses on \( u \) and \( v \). Here \( v_* : \bar{\Omega} \to \mathbb{R} \) denotes the lower semicontinuous envelope of \( v \) and necessarily obeys \( \psi \leq v_* \leq v \) on \( \bar{\Omega} \cup \partial_1 \Omega \) and \( v_* = v \) on \( \partial_\Omega \cup \partial_1 \Omega \), while \( u^* : \bar{\Omega} \to \mathbb{R} \) denotes the upper semicontinuous envelope of \( u \) and necessarily obeys \( u^* = u \) on \( \bar{\Omega} \cup \partial_1 \Omega \). We consider

\[ \bar{\Omega}_M = \{ x \in \bar{\Omega} : (u^* - v_*)(x) = M \} \quad \text{and} \quad \bar{\Omega}_M := \bar{\Omega} \cap \bar{\Omega}_M = \{ x \in \bar{\Omega} : (u - v_*)(x) = M \}. \]

Since \( \bar{\Omega} \) is compact and \( u^* - v_* \) is upper semicontinuous on \( \bar{\Omega} \), then \( \bar{\Omega}_M \) is non-empty. If \( \bar{\Omega}_M \) is empty, then we must have \( \bar{\Omega}_M = \{ x \in \bar{\Omega}: (u^* - v_*)(x) = M \} \) and thus

\[ M = \sup_{\Omega}(u - v) = \sup_{\partial_\Omega}(u - v) \leq 0, \]

where the final inequality follows from our hypotheses on \( u \) and \( v \) on \( \partial_1 \Omega \).

We consider the case where \( \bar{\Omega}_M \) is non-empty. If \( M = 0 \) then \( u \leq v \) on \( \Omega \), as desired and so, to obtain a contradiction, we suppose that \( M > 0 \). Clearly, \( \bar{\Omega}_M \) is a relatively closed subset of \( \bar{\Omega} \).

---

\[ \text{Our hypotheses allow for the possibility that } \theta = \mathbb{H}, \text{ in which case } \partial_1 \theta = \emptyset \text{ and the boundary comparison condition is omitted.} \]
since \( u - v_* \) is upper semicontinuous on \( \partial \Omega \). We wish to show that \( \partial M \) is also a relatively open subset of \( \partial \Omega \), in which case (because \( \partial \Omega \) and thus \( \partial \Omega \) are connected) either \( \partial M \) is empty — a case which we already ruled out — or \( \partial M = \partial \Omega \).

We now proceed by adapting the proof\(^{21}\) of [21, Lemma 6.2]. Because \( \partial M \) is non-empty, we may choose \( x_0 \in \partial M \) and so

\[
u(x_0) = v_*(x_0) + M > v_*(x_0) \geq \psi(x_0),
\]

and thus \( (u - \psi)(x_0) > 0 \). Let \( U \subseteq \partial \Omega \) be a ball \( B_r(x_0) \) or half-ball \( B^+_r(x_0) \subseteq \partial \Omega \) (for the case of \( x_0 \in \partial \partial \Omega \) with \( r > 0 \) chosen small enough that \( U \subseteq \{ x \in \partial \Omega : (u - \psi)(x) > 0 \} \), which we may do since \( u - \psi \) belongs to \( C(\partial \Omega) \) by Definition 5.9. Since \( f \in C^\alpha(U) \cap C_b(U) \), Hypothesis 5.3 ensures that there is a unique solution \( v \in C^{2+\alpha}(U) \cap C_b(U \cup \partial U) \) to

\[
\begin{cases}
A_u = f & \text{on } U, \\
v = v & \text{on } \partial U.
\end{cases}
\]

Then \( v \leq u \) on \( U \) by Definition 5.12 since \( v \) is a continuous supersolution, and hence

\[
u - u \geq u - v \quad \text{on } U.
\]

By hypothesis, \( A \) has the strong maximum principle property on \( \partial \Omega \) in the sense of Definition 2.10 and because \( \partial \Omega \) is bounded by our assumption for this case, Lemma 2.17 implies that \( A \) has the weak maximum principle property on \( \partial \Omega \) in the sense of Definition 2.5. Since \( U \subseteq \{ u > \psi \} \), then by Definition 5.9 we must have \( Au = f \) on \( U \) and because \( u \) belongs to \( C^2(U) \cap C^1(U) \cap C_b(U \cup \partial U) \) and obeys (2.2), (2.3) along \( \partial U \) (again by Definition 5.9), then Hypothesis 5.3 and the uniqueness afforded by the weak maximum principle property for \( A \) on \( U \) imply that

\[
u \in C^{2+\alpha}(U) \cap C_b(U \cup \partial U) \quad \text{with} \quad A(u - \nu) = Au - A\nu = 0 \quad \text{on } U \quad \text{and} \quad u - \nu = u - v \leq M \quad \text{on } \partial U,
\]

that is,

\[
\begin{cases}
A(u - \nu) = 0 & \text{on } U, \\
u - u \leq M & \text{on } \partial U.
\end{cases}
\]

By the weak maximum principle property for \( A \) on \( U \), the fact that \( M > 0 \), and Proposition 5.6\(^1\), we must therefore have \( u - \nu \leq \sup_{\partial U}(u - \nu)^+ = 0 = \sup_{\partial U}(u - \nu) \leq M \) on \( U \); in particular,

\[
M \geq (u - \nu)(x_0) \geq (u - v)(x_0) = M.
\]

Hence, \( (u - \nu)(x_0) = M \) and so \( u - \nu \) has a maximum at \( x_0 \in U \). The strong maximum principle property for \( A \) on \( U \) implies that \( u - \nu = M \) (constant) on \( U \) and thus \( U \subseteq \partial \Omega \).

Since \( \partial \Omega \) is connected and \( \partial M \subseteq \partial \Omega \) is a non-empty (by our assumption) relatively open and closed subset, we consequently have \( \partial M = \partial \Omega \). But then \( u - v = M \) is constant on \( \partial \Omega \) and thus on \( \partial \Omega \cup \partial \partial \Omega \) (since \( u \) and \( v \) belong to \( C(\partial \Omega \cup \partial \partial \Omega) \) by hypothesis) and hence \( u - v = M \) on \( \partial \partial \Omega \) with \( M > 0 \), contradicting our hypothesis that \( u - v \leq 0 \) on \( \partial \partial \Omega \). Therefore, we must have \( u \leq v \) on \( \partial \Omega \).

For the case of an unbounded domain \( \partial \Omega \), we adapt the proof of Lemma 2.10. Choose \( v_0 \in C^\infty(\mathbb{H}) \) as in (5.2), so

\[
v_0(x) = 1 + |x|^2, \quad \forall x \in \mathbb{H},
\]

and recall that by (5.3),

\[
Av_0 \geq 0 \quad \text{on } \partial \Omega.
\]

\(^{21}\)Lemma 6.2 in [21] asserts that if \( \partial \subset \mathbb{R}^d \) is a bounded domain, \( u \in C(\partial) \) is subharmonic, \( v \in C(\partial) \) is superharmonic, and \( u \leq v \) on \( \partial \), then \( u \leq v \) on \( \partial \).
Suppose $\delta > 0$. We claim that $v + \delta v_0$ is a continuous supersolution to the obstacle problem \[ (1.3) \] in the sense of Definition \[5.12\]. Clearly, $v + \delta v_0 \geq \psi$ on $\Omega$ while if $v$ were a smooth supersolution in the sense of Definition \[5.11\] so $Av \geq f$ on $\Omega$, then

$$A(v + \delta v_0) \geq f \quad \text{on } \Omega,$$

and clearly $v + \delta v_0$ would be a smooth supersolution. When $v$ is only a continuous supersolution, suppose $U = B \in \Omega$ or $U = B^+$, a half-ball with center in $\partial \Omega$, and that $\varphi \in C^2(U) \cap C^1(\overline{U})$ obeys \[ (2.2), (2.3) \], and suppose $\sup_{U} v < \infty$, and

$$A_u \leq f \quad \text{on } U, \quad v \leq v + \delta v_0 \quad \text{on } \partial_1 U.$$

But then $A(v - \delta v_0) \leq f$ on $U$ and $v - \delta v_0 \leq v$ on $\partial_1 U$ and because $v$ is a continuous supersolution, we must have $v - \delta v_0 \leq v$ on $U$, that is, $v \leq v + \delta v_0$ on $U$. Therefore, $v + \delta v_0$ is a continuous supersolution to the obstacle problem \[ (1.3) \] in the sense of Definition \[5.12\].

Because $\sup_{\Omega} u < \infty$ and $\inf_{\partial} v > -\infty$, we must have

$$u \leq v + \delta v_0 \quad \text{on } \partial \cap \partial^1 B_R^+,$$

for all large enough $R > 0$ while our hypotheses imply that

$$u \leq v \leq v + \delta v_0 \quad \text{on } B_R^+ \cap \partial_1 \Omega,$$

and thus, since $\partial_1 (\Omega \cap B_R^+) = (\partial \cap \partial^1 B_R^+) \cup (\partial B_R^+ \cap \partial_1 \Omega)$,

$$u \leq v + \delta v_0 \quad \text{on } \partial_1 (\Omega \cap B_R^+).$$

Since $\inf_{\partial} v > -\infty$, we also have $\inf_{\partial} (v + \delta v_0) > -\infty$. Consequently, noting that $\Omega \cap B_R^+$ is connected for large enough $R$ by hypothesis, Theorem \[5.17\] for the case of bounded subdomains of $\mathbb{H}$, implies that $u \leq v + \delta v_0$ on $\partial \cap B_R^+$, for any sufficiently large $R > 0$. Thus, $u \leq v + \delta v_0$ on $\partial$ for all $\delta > 0$ and taking the limit as $\delta \downarrow 0$, we obtain $u \leq v$ on $\partial$, as desired, and this completes the proof for the case an unbounded domain, $\Omega$.

Finally, if $v$ is also a solution, then because $u$ is a continuous supersolution by Lemma \[5.15\], we may reverse the roles of $u$ and $v$ in the preceding argument to also give $v \leq u$ on $\partial$ and hence $u = v$ on $\partial$.

**Proof.**

**Definition 5.18** (Set of continuous supersolutions to an obstacle problem). Let $\Omega \subseteq \mathbb{H}$ be a domain and $A$ be as in \[ (1.5) \]. Given $f \in C(\Omega)$, and $g \in C(\partial_1 \Omega)$, and $\psi \in C(\Omega \cup \partial_1 \Omega)$ obeying \[ (1.4) \], that is, $\psi \leq g$ on $\partial_1 \Omega$, we let $\mathcal{J}^+_{f,g,\psi}$ denote the set of continuous supersolutions (in the sense of Definition \[5.12\]) to the obstacle problem \[ (1.3) \] with partial Dirichlet boundary condition \[ (1.2) \].

**Theorem 5.19** (A Perron method for existence of solutions to the degenerate-elliptic obstacle problem). Let $\Omega \subseteq \mathbb{H}$ be a possibly unbounded domain, and $d < p < \infty$, and $\alpha \in (0,1)$. Assume the hypotheses for $A$, $f$, and $g$ in Theorem \[5.7\] and, in addition, that $c$ obeys \[ (1.11) \]. If $\psi \in C^2(\Omega) \cap C(\Omega \cup \partial_1 \Omega)$ with $\sup_{\Omega} \psi < \infty$ and obeys \[ (1.4) \], that is, $\psi \leq g$ on $\partial_1 \Omega$, then the Perron function,

$$u(x) := \inf_{\psi \in \mathcal{J}^+_{f,g,\psi}} w(x), \quad x \in \Omega,$$

belongs to

$$C^{2+\alpha}(\Omega) \cap W^{2,p}_{\text{loc}}(\Omega) \cap C^1(\Omega) \cap C_0(\Omega).$$
where \( \Omega = \{ x \in \Theta : (u - \psi)(x) > 0 \} \) as in (5.9) and \( u \) is a solution to the obstacle problem (1.3). Furthermore, if each point of \( \partial_1 \Theta \) is regular with respect to \( A, f, \) and \( g \) in the sense of Definition 1.3, then in addition \( u \) belongs to \( C(\Theta \cup \partial_1 \Theta) \) and \( u \) obeys the boundary condition (1.2).

**Remark 5.20** (Perron’s method for existence of a solution to the obstacle problem). Our definition (5.11) of the Perron function for the obstacle problem (1.3), (1.2) is the analogue of that given in [30, Theorem 7.3.3 (iii)] for the solution \( u \in W^{1,\infty}_0(\Theta) \) to the obstacle problem for a surface of constant mean curvature [30, Equations (7.2.2) & (7.2.3)], given \( \psi \in C^{0,1}(\Theta) \) with \( \sup_\Theta \psi < \infty \) and \( \psi < 0 \) on \( \partial \Theta \), where \( \Theta \subset \mathbb{R}^d \) is a bounded domain with Lipschitz boundary.

Rather than prove Theorem 5.19 by adapting the proof of Theorem 5.7, we shall proceed partly by generalizing the proof of [28, Theorem 6.1]. We begin with the following observation, which is an elementary consequence of the definition and analogue of Theorem 5.5 (7).

**Lemma 5.21** (Minimum of a finite set of continuous supersolutions to the obstacle problem). Let \( \Theta \subseteq \mathbb{H} \) be a domain and \( A \) be as in (1.5). Suppose \( f \in C(\Theta) \) and \( \psi \in C(\Theta) \). If \( v_1, \ldots, v_N \) are continuous supersolutions to (1.3) in the sense of Definition 5.12 then \( v(x) := \min_{1 \leq i \leq N} v_i(x) \), \( x \in \Theta \), is a continuous supersolution to (1.3).

Next, we have a partial analogue Theorem 5.5 (6).

**Lemma 5.22** (Construction of smaller continuous supersolutions to the obstacle problem). Let \( \Theta \subseteq \mathbb{H} \) be a domain, \( d < p < \infty \), and \( \alpha \in (0,1) \). Let \( A \) be as in (1.5) with coefficients belonging to \( C^\alpha(\Theta) \) and obeying (1.11) and

\[
(a_x, \xi) > 0 \quad \text{on} \quad \Theta, \quad \forall \xi \in \mathbb{R}^d \quad \text{(interior ellipticity)}. \tag{5.12}
\]

Let \( f \in C^\alpha(\Theta) \cap C(\Theta) \) and \( \psi \in C^2(\Theta) \cap C(\Theta) \). Suppose that \( v : \Theta \to \mathbb{R} \) is a continuous supersolution to (1.3) in the sense of Definition 5.12. If \( B \subseteq \Theta \) is a ball and \( u_0 \in W^{2,p}_{\text{loc}}(B) \cap C(\bar{B}) \) is the unique solution\(^{23}\) to

\[
\min\{Au_0 - f, u_0 - \psi\} = 0 \quad \text{a.e. on} \quad B, \quad u_0 = v \quad \text{on} \quad \partial B,
\]

then

\[
\hat{v} := \begin{cases} 
   u_0 & \text{on} \quad B, \\
   v & \text{on} \quad \Theta \setminus B,
\end{cases}
\]

is a continuous supersolution to (1.3) and \( \hat{v} \leq v \) on \( \Theta \).

**Proof.** Observe that \( \hat{v} \in L^{\infty}_{\text{loc}}(\Theta) \cap C(\Theta) \) by construction. We know that \( u_0 \) is a solution to (1.3) on \( B \) while \( v \mid_B \) is a continuous supersolution to (1.3) on \( B \) and \( v = u_0 \) on \( \partial B \). Therefore, \( v \geq u_0 \) on \( B \) by Theorem 5.17. Hence, \( v \geq \hat{v} = u_0 \) on \( B \) while \( v \geq \hat{v} \) on \( \Theta \setminus B \), and consequently, \( v \geq \hat{v} \) on \( \Theta \).

Denote \( \Omega = \{ x \in \Theta : (\hat{v} - \psi)(x) > 0 \} \). Let \( U' \subset \Theta \) denote an arbitrary ball \( B' \Subset \Theta \) or half-ball \( B'^+ \Subset \Omega \) with center in \( \partial \Theta \) and suppose \( \psi \in C^2(U') \cap C^1(U') \), obeying (2.2), (2.3) when \( U' = B'^+ \), and \( \sup_{U'} \psi < \infty \), and

\[
A\psi \leq f \quad \text{on} \quad U', \quad \psi \leq \hat{v} \quad \text{on} \quad \partial_1 U'.
\]

According to Definition 5.12 it remains for us to show that \( \hat{v} \geq \psi \) on \( U' \).

---

22This final conclusion also holds if each point of \( \partial \Theta \) obeys an interior sphere condition since Corollary A.6 implies that \( u \) belongs to \( C(\Theta \cup \partial_1 \Theta) \) and obeys the partial Dirichlet boundary condition (1.3).

23Existence and uniqueness of the solution is provided by Theorem A.5.
Because \( v \) is a continuous supersolution to (1.3) on \( \Omega \) and \( v \geq \hat{v} \geq v \) on \( \partial_1 U' \), we must have \( v \geq \hat{v} \geq v \) on \( U' \) by Definition 5.12 and hence \( \hat{v} \geq v \) in \( U' \setminus B' \) since \( \hat{v} = v \) in \( U' \setminus B \). Furthermore, \( \partial_1 (B \cap U') = \partial_1 (B \cap U') \cup (U' \cap \partial B) \) and \( U' \cap \partial B \subset U' \setminus B \), so
\[
\hat{v} \geq v \quad \text{on } \partial_1 (B \cap U').
\]
Moreover, as \( A \hat{v} = Au_o \geq f \) a.e. on \( B \), then
\[
A(\hat{v} - v) \geq 0 \quad \text{a.e. on } B \cap U'.
\]
The condition [20, p. 220] on the coefficients \( a_{ij} \) of \( A \) is obeyed since \( \det a(x) > 0 \) for \( x \in \Omega \) by (5.12) and \( a_{ij} \in C^\alpha (\Omega) \) by hypothesis, so \( \det a(x) \), for \( x \in \bar{B} \), is uniformly bounded above and below by positive constants; the condition [20, Equation (9.3)] on \( f \) and the coefficients \( b^i \) of \( A \) is also obeyed since \( f, b^i \in C^\alpha (\Omega) \); finally, \( p \geq d \) by hypothesis. Hence, the Aleksandrov weak maximum principle [24, 20, Theorem 9.1] for functions in \( W^{2,d}(B \cap U') \cap C(\bar{B} \cap U') \) implies that
\[
\hat{v} \geq v \quad \text{on } B \cap U'.
\]
Consequently \( \hat{v} \geq v \) in \( U' \) and therefore \( \hat{v} \) is a continuous supersolution to (1.3) on \( \Omega \). \( \square \)

Next, we have the following generalization of [28, Lemma 6.3]; note that we do not yet assert that \( u \in C(\Omega) \), but this (and more) will be established in the proof of Theorem 5.19.

**Lemma 5.23** (Continuity of the Perron function for the obstacle problem). Let \( \Omega \subset \subset \mathbb{H} \) be a domain, \( d \leq p < \infty \), and \( \alpha \in (0, 1) \). Let \( A \) be as in (1.5) with coefficients belonging to \( C^\alpha (\Omega) \) and obeying (1.9) and (1.11). Let \( f \in C^\alpha (\partial \Omega) \cap C(\Omega) \), and \( g \in C(\partial_1 \Omega) \), and \( \psi \in C^2 (\partial \Omega) \cap C(\Omega) \). If \( u \in (5.11) \) is locally bounded on \( \Omega \), then \( u \in C(\Omega) \).

**Remark 5.24** (Continuity of the Perron functions for the boundary value problem). The proof of Lemma 5.23 also shows that if \( u \) is the (upper or lower) Perron function (5.5) or (5.6) for the boundary value problem (1.1), (1.2), then \( u \in C(\Omega) \) under the same hypotheses.

**Proof.** We adapt the proof of [28, Lemma 6.3]. Let \( x_0 \in \partial \Omega \) and \( r > 0 \) be small enough that \( B_r(x_0) \subset \Omega \). Given \( \varepsilon > 0 \), we will find a radius \( \delta > 0 \) such that
\[
|u(x^1) - u(x^2)| < 2\varepsilon, \quad \forall x^1, x^2 \in B_\delta (x_0).
\]
Suppose that \( x^1, x^2 \in B_\delta (x_0) \). By definition of \( u \) in (5.5), we can find a sequence of continuous supersolutions, \( \{v_n\}_{n \in \mathbb{N}} \subset \mathcal{F}^{+}_{f,g,\psi} \), such that
given \( u(x^1) \) and \( u(x^2) \), then each \( \hat{v}_n := v_n^1 \wedge v_n^2 \) belongs to \( \mathcal{F}^{+}_{f,g,\psi} \) and has the required limits since
\[
\hat{v}_n \in \mathcal{F}^{+}_{f,g,\psi} \text{ defined via Lemma 5.22 by setting}
\]
\[
\hat{v}_n := \begin{cases} v_{o,n} & \text{on } B_r(x_0), \\ v_n & \text{on } \partial \Omega \setminus B_r(x_0), \end{cases}
\]
where \( v_{o,n} \in W^{2,p}_{loc}(B_r(x_0)) \cap C(\bar{B}_r(x_0)) \) is defined as the unique solution to
\[
\min\{Av_{o,n} - f, v_{o,n} - \psi\} = 0 \quad \text{a.e. on } B_r(x_0), \quad v_{o,n} = v_n \quad \text{on } \partial B_r(x_0).
\]

\[\text{[24] Provided the coefficients } a_{ij} \text{ belong to } C^{\alpha_1}(B \cap U'), \text{ so the operator } A \text{ in (1.5) may be written in divergence form, one can appeal to the more elementary [20, Theorem 8.1] for functions in } W^{2,2}(B \cap U').\]
Lemma 5.22 provides that \( \hat{v}_n \leq v_n \) on \( \partial \), while \( u \leq \hat{v}_n \) on \( \partial \) by definition of \( u \) in (5.5). Fix \( n \) large enough that
\[
v_n(x^1) < u(x^1) + \varepsilon, \quad v_n(x^2) < u(x^2) + \varepsilon.
\]
It follows that
\[
u(x^2) - u(x^1) \leq \hat{v}_n(x_2) - u(x_1)
\]
and thus, since \( \hat{v}_n = v_{o,n} \) on \( B_r(x_0) \),
\[
u(x^2) - u(x^1) < v_{o,n}(x^2) - v_{o,n}(x^1) + \varepsilon.
\]
But \( v_{o,n} \in W^{2,p}_{\text{loc}}(B_r(x_0)) \subset C^1_{\text{loc}}(B_r(x_0)) \) (for \( \gamma \in (0, d/p] \) since \( d < p < \infty \) by hypothesis), so \( v_{o,n} \in C^\gamma(B_r/2(x_0)) \) and thus for \( 0 < \delta \leq r/2 \), we have
\[
v_{o,n}(x^2) - v_{o,n}(x^1) \leq \sup_{x,y \in B_\delta(x_0)} |v_{o,n}(x) - v_{o,n}(y)|
\]
\[
\leq \sup_{x,y \in B_\delta(x_0)} \frac{|v_{o,n}(x) - v_{o,n}(y)|}{|x - y|}\gamma
\]
\[
\leq \delta^\gamma \|v_{o,n}\|_{C^\gamma(\bar{B}_\delta(x_0))} \leq \delta^\gamma \|v_{o,n}\|_{C^\gamma(\bar{B}_{r/2}(x_0))}.
\]
Choosing \( \delta \in (0, r/2) \) small enough to ensure that \( \delta^\gamma \|v_{o,n}\|_{C^\gamma(\bar{B}_{r/2}(x_0))} < \varepsilon \)
yields
\[
u(x^2) - u(x^1) < \varepsilon + \varepsilon = 2\varepsilon.
\]
By symmetry, \( u(x^1) - u(x^2) < 2\varepsilon \), and thus continuity of \( u \) follows. \( \square \)

We now have an elementary consequence of existence and uniqueness of solutions to (1.3), (1.2) when \( A \) is strictly elliptic \([1, 19, 30, 32]\).

**Lemma 5.25** (Perron solution to the strictly obstacle problem on a ball). Let \( \partial \subset \mathbb{H} \) be a domain, and \( d < p < \infty \) and \( \alpha \in (0, 1) \), and \( A \) be as in (1.5). Let \( B \subset \partial \) be a ball and the coefficients of \( A \) belong to \( C^\alpha(B) \), and the \( a_{ij} \) obey (1.9) on \( B \), and \( c \) obeys (1.11) on \( B \), so \( c \geq 0 \) on \( B \). Suppose \( f \in C^\alpha(B) \cap C_0(B) \), and \( h \in C(\partial B) \), and \( \psi \in C^2(B) \cap C(\bar{B}) \) obeys \( \psi \leq h \) on \( \partial B \). If
\[
u(x) = \inf_{w \in \mathcal{J}^+_{f,h,\psi}} w(x), \quad x \in B,
\]
then \( u \) is the unique solution in \( W^{2,p}_{\text{loc}}(B) \cap C(\bar{B}) \) to the strictly elliptic obstacle problem,
\[
\min\{Au - f, u - \psi\} = 0 \quad \text{a.e. on } B, \quad u = h \quad \text{on } \partial B.
\]
**Proof.** Existence and uniqueness of the solution \( u \in W^{2,p}_{\text{loc}}(B) \cap C(\bar{B}) \) to (5.14) is assured by Theorem 5.15. By Lemma 5.15, the solution \( u \) is also a continuous supersolution to the obstacle problem on \( B \), that is, \( u \in \mathcal{J}^+_{f,h,\psi} \); while the comparison principle (Theorem 5.17) implies that \( w \geq u \) on \( B \) for all \( w \in \mathcal{J}^+_{f,h,\psi} \) and so \( u \) is given by the Perron representation (5.13). \( \square \)

**Lemma 5.26** (Localization of the Perron function on an interior ball). Assume the hypotheses of Theorem 5.19. If \( u : \mathcal{O} \to \mathbb{R} \) is given by (5.11) and \( B \subset \partial \) is a ball, then
\[
u(x) = \inf_{w \in \mathcal{J}^+_{f,\alpha,B,\psi}} w(x), \quad x \in B.
\]
Proof. Let \( u_0 \) denote the function on the right-hand side of (5.15). Lemma 5.25 implies that \( u_0 \in W^{2,p}_{\text{loc}}(B) \cap C(B) \) and is the unique solution to
\[
\min\{ Au_0 - f, \ u_0 - \psi \} = 0 \quad \text{a.e. on } B, \quad u_0 = u \quad \text{on } \partial B.
\]
If \( w \in \mathcal{S}_{f,g,\psi}^+ \), Lemma 5.22 implies that the function
\[
\hat{w} := \begin{cases}
   u_0 & \text{on } B, \\
   w & \text{on } \partial \Omega \setminus B,
\end{cases}
\]
is also a continuous supersolution to (1.3), that is, \( \hat{w} \in \mathcal{S}_{f,g,\psi}^+ \), and \( \hat{w} \leq w \) on \( \partial \Omega \). Therefore,
\[
u(x) = \inf_{w \in \mathcal{S}_{f,g,\psi}^+} w(x) = \inf_{w \in \mathcal{S}_{f,g,\psi}^+} \hat{w}(x) = u_0(x), \quad x \in B,
\]
and hence \( u = u_0 \) on \( B \), as desired. \( \square \)

Lemma 5.27 (Localization of the Perron function on the continuation region). Assume the hypotheses of Theorem 5.17. If \( u : \partial \Omega \to \mathbb{R} \) is given by (5.11) and \( U \subseteq \Omega \), where \( \Omega \) is given by (5.9), then
\[
\inf_{w \in \mathcal{S}_{f,u|U,\psi}^+} w(x) = \inf_{w \in \mathcal{S}_{f,u|U}^+} w(x), \quad x \in U.
\]

Proof. If \( w \in \mathcal{S}_{f,u|U,\psi}^+ \), then \( w \in \mathcal{S}_{f,u|U}^+ \) by Definitions 5.1 and 5.12 and so
\[
\mathcal{S}_{f,u|U,\psi}^+ \subseteq \mathcal{S}_{f,u|U}^+.
\]
Let \( w \in \mathcal{S}_{f,u|U}^+ \). Then \( w \geq u \) on \( \partial_1 U \) and so by Definition 5.1 we must have \( w \geq u \) on \( U \). But \( u > \psi \) on \( U \) (since \( U \subseteq \Omega \)) and so \( w \geq \psi \) on \( U \) and thus \( w \in \mathcal{S}_{f,u|U,\psi}^+ \) by Definition 5.12. Therefore,
\[
\mathcal{S}_{f,u|U,\psi}^+ \supseteq \mathcal{S}_{f,u|U}^+,
\]
and consequently, \( \mathcal{S}_{f,u|U,\psi}^+ = \mathcal{S}_{f,u|U}^+ \), which gives the identity. \( \square \)

We provide a priori estimates for continuous supersolutions to the obstacle problem via the following refinement of [13, Proposition 3.18]; Theorem 5.17 provides the key ingredient in the proof.

Proposition 5.28 (Comparison principle estimates for solutions and continuous supersolutions to the obstacle problem). Assume the hypotheses of Theorem 5.17 on \( \partial \Omega \), \( A \), \( f \), and \( \psi \), and that \( c \) obeys (1.11). Let \( g \in C(\partial_1 \Omega) \). Suppose \( u \) is a solution and \( v \) is a continuous supersolution to the obstacle problem (1.3), (1.2) for \( f \), \( g \), and \( \psi \) in the sense of Definitions 5.9 and 5.12, where \( u, v \) belong to \( C(\partial \Omega \cup \partial_1 \Omega) \). Then the following hold.

1. If \( f \geq 0 \) on \( \partial \Omega \) and \( v \) is a continuous supersolution for \( f \) and \( g \) and \( \inf_{\partial \Omega} v > -\infty \), then
   \[
v \geq 0 \wedge \inf_{\partial_1 \Omega} g \quad \text{on } \partial \Omega.
   \]

2. If \( f \) has arbitrary sign, \( v \) is a continuous supersolution for \( f \) and \( g \) and \( \inf_{\partial \Omega} v > -\infty \) but, in addition, there is a constant \( c_0 > 0 \) such that \( c \) obeys (1.15), then
   \[
v \geq 0 \wedge \frac{1}{c_0} \inf_{\partial_1 \Omega} f \wedge \inf_{\partial_1 \Omega} g \quad \text{on } \partial \Omega.
   \]

3. If \( f \leq 0 \) on \( \partial \Omega \) and \( u \) is a solution for \( f \), \( g \), and \( \psi \) and \( \sup_{\partial \Omega} u < \infty \), then
   \[
u \leq 0 \vee \sup_{\partial_1 \Omega} g \vee \sup_{\partial \Omega} \psi \quad \text{on } \partial \Omega.
   \]
(4) If \( f \) has arbitrary sign and \( u \) is a solution for \( f, g, \) and \( \psi \) and \( \sup_{\partial}u < \infty \) but, in addition, there is a constant \( c_0 > 0 \) such that \( c \) obeys (1.16), then

\[
0 \leq u \leq 0 + \frac{1}{c_0} \sup_{\partial} f \vee \sup g \vee \sup \psi \quad \text{on } \partial.
\]

When \( \partial_1 \partial = \emptyset \), the terms \( \inf_{\partial_1 \partial} g \) and \( \sup_{\partial_1 \partial} g \) are omitted in the preceding inequalities.

We can now give the

**Proof of Theorem 5.14.** We first show that the set \( \mathcal{J}^+_{f,g,\psi} \) is non-empty by exhibiting a constant \( M \) which is a continuous supersolution to (1.3), (1.2). When \( c \) obeys (1.15), so \( c \geq c_0 \) on \( \partial \) for a positive constant \( c_0 \), the proof of Proposition 5.28 shows that

\[
M := 0 \vee \frac{1}{c_0} \sup_{\partial} f \vee \sup g \vee \sup \psi
\]

is a continuous (and also smooth) suppersolution to (1.3), (1.2), while for the case \( c \) positive constant \( C \) we may choose an \( r > 26 \) to conclude that

\[
\inf_{\partial} \sup_{\partial} f \vee \sup g \vee \sup \psi
\]

is a uniform lower bound for \( u \) on \( \partial \). Thus, \( \mathcal{J}^+_{f,g,\psi} \) is non-empty. By replacing any suppersolution \( v \in \mathcal{J}^+_{f,g,\psi} \) by \( v \wedge M \) (and appealing to Lemma 5.21), we may furthermore assume without loss of generality that \( v \leq M \) on \( \partial \) in the definition (5.11) of \( u \).

The preceding remarks show that \( \sup_{\partial} u \leq M \). If \( v \in \mathcal{J}^+_{f,g,\psi} \) is any continuous suppersolution then, for \( c \) obeying (1.15), so \( c \geq c_0 \) on \( \partial \) for a positive constant \( c_0 \), we can apply Proposition 5.28 (2) to conclude that

\[
v \geq 0 \wedge \frac{1}{c_0} \inf_{\partial} \sup f \wedge \inf_{\partial} g
\]

and thus \( u \) also satisfies this lower bound on \( \partial \). For \( c \) only obeying (1.11), so \( c \geq 0 \) on \( \partial \), but \( \text{height}(\partial) \) is finite, \( a^{dd} \) obeys (1.16), and \( b^d \) obeys (1.17), so \( b^d \geq b_0 \) on \( \partial \) for a positive constant \( b_0 \). Thus, \( \mathcal{J}^+_{f,g,\psi} \) is non-empty. By replacing any suppersolution \( v \in \mathcal{J}^+_{f,g,\psi} \) by \( v \wedge M \) (and appealing to Lemma 5.21), we may furthermore assume without loss of generality that \( v \leq M \) on \( \partial \) in the definition (5.11) of \( u \).

We have \( u \in C(\partial) \) by Lemma 5.23. By applying Lemmas 5.25 and 5.26 to each ball \( B \in \partial \), we see that \( u \in W^{2,p}_\text{loc}(\partial) \) and that \( u \) solves the obstacle problem (1.3) on \( \partial \). Since \( \Omega = \{x \in \partial : u - \psi\} = \partial \) is an open subset of \( \partial \), then \( \partial \) is an open subset of \( \partial \) and \( \partial \) for each \( x_0 \approx \partial \), we may choose an \( r > 0 \) small enough that \( \partial \approx \partial \), where \( \partial = B_r(x_0) \) with \( x_0 \approx \partial \) or \( B_+^+(x_0) \) with \( x_0 \approx \partial \). Theorem 5.7, Remark 5.8, and Lemma 5.27 imply that \( u \) solves \( Au = f \) on \( \partial \) and belongs to \( C^{2+\alpha}(U) \). Therefore, \( u \in C^{2+\alpha}(\Omega) \).

Recall that \( W^{2,p}_\text{loc}(\partial) \in C^{1,\gamma}(\partial) \) for any \( \gamma \in (0,1-d/p) \), when \( d < p < \infty \), and domain \( V \subset \mathbb{R}^d \) whose boundary \( \partial V \) has the strong local Lipschitz property by [2, Theorem 5.4 (C’)] and therefore \( Du = D\psi \) along the free boundary \( \partial \cap \partial \Omega \). Since \( \psi \in C^2(\partial) \) and \( u - \psi \) on \( \partial \), \( u \approx \partial \), \( u \approx \partial \), \( u \approx \partial \), \( u \approx \partial \), and because \( u \approx \partial \), \( u \approx \partial \), \( u \approx \partial \), \( u \approx \partial \), we obtain \( u \approx \partial \), since \( C^{1,\alpha}(\partial \cap \Omega) \approx C^{2+\alpha}(\Omega) \) by Definition 3.2 and (3.10). (See Figure 1.5.)

It remains to verify that \( u \) attains the boundary value, \( g \), continuously along \( \partial_1 \partial \). Suppose \( x_0 \approx \partial_1 \partial \). Observe that

\[
\partial_1 \partial = (\partial_1 \partial \cap \partial_1 (\partial \cap \Omega)) \cup \text{int}(\partial_1 \partial \cap \partial_1 \Omega).
\]
If \( x_0 \in \partial \Omega \cap \partial_1 (\tilde{\Omega} \setminus \Omega) \), then since \( u = \psi \) on \( \tilde{\Omega} \setminus \Omega \) and \( \psi \in C(\tilde{\Omega} \cup \partial_1 \tilde{\Omega}) \) and thus \( \psi \) is continuous at \( x_0 \), we see that \( u \) extends continuously to \( x_0 \) by setting \( u(x_0) = \psi(x_0) \), with \( u(x_0) \leq g(x_0) \) by \( \text{(1.4)} \). The definition \( \text{(5.11)} \) of \( u \) implies that \( u(x_0) \geq g(x_0) \) if \( u \) is continuous at \( x_0 \) and therefore \( u(x_0) = g(x_0) \). If \( x_0 \in \text{int}(\partial_0 \tilde{\Omega} \cap \partial_1 \tilde{\Omega}) \), then there is an \( r > 0 \) such that \( B_r(x_0) \cap \tilde{\Omega} \subset \Omega \) and \( B_r(x_0) \cap \partial_1 \tilde{\Omega} \subset \partial \Omega \). Because each \( x_0 \in \partial_1 \tilde{\Omega} \) is a regular point for the elliptic equation \( \text{(1.1)} \) defined by \( A, f, g \), and \( \partial \tilde{\Omega} \) in the sense of Definition \( \text{(1.3)} \) by hypothesis, then \( u \) is continuous at \( x_0 \) with \( u(x_0) = g(x_0) \).

**Proof of Theorem 1.7** The remainder of proof is the same as that of Theorem 1.4 except that we appeal to Theorem 5.19 in place of Theorem 5.7.

Finally, we have the

**Theorem 5.29** (A Perron method of existence of solutions to the degenerate-elliptic obstacle problem with Lipschitz obstacle function with locally finite concavity). Assume the hypotheses of Theorem 5.19 except that the assumption \( \psi \in C^2(\tilde{\Omega}) \cap C(\tilde{\Omega} \cup \partial_1 \tilde{\Omega}) \) is relaxed to \( \psi \in C^{0,1}(\tilde{\Omega}) \cap C(\tilde{\Omega}) \) and obeying \( \text{(1.23)} \) in \( \tilde{\Omega} \). Then the conclusions of Theorem 5.19 again hold, except that now

\[
u \in C^{2+\alpha}_s(\Omega) \cap W^{2,p}_\text{loc}(\tilde{\Omega}) \cap C_b(\tilde{\Omega}).
\]

**Proof.** It suffices to observe that the role of Theorem A.5 in Lemmas 5.22, 5.23, 5.25 and 5.26 is replaced by Theorem A.9.

**Proof of Theorem 1.8** The proof is the same as that of Theorem 1.7 except that we appeal to Theorem 5.29 in place of Theorem 5.19.

**Appendix A. Obstacle problems for strictly elliptic operators**

In this section we develop the results we shall need for our application to the construction of solutions by the Perron process to the obstacle problem \( \text{(1.3)} \) for a degenerate-elliptic operator \( \text{(1.5)} \). For this purpose, we shall now consider a general elliptic operator

\[
Au := -\text{tr}(aD^2v) - \langle b, Dv \rangle + cv \quad \text{on} \quad \tilde{\Omega}, \quad v \in \mathcal{C}^{\infty}(\tilde{\Omega}),
\]

where \( a : \tilde{\Omega} \to \mathbb{R}^{d \times d} \), and \( b : \tilde{\Omega} \to \mathbb{R}^d \), and \( c : \tilde{\Omega} \to \mathbb{R} \) are functions whose properties we shall further prescribe below and, in particular, that \( a(x) \) is symmetric and strictly elliptic for \( x \in \tilde{\Omega} \).

**Theorem A.1** (Existence and uniqueness of solutions to an obstacle problem for a strictly elliptic operator). \(^{28}\) \(^{19}\) Let \( \alpha \in (0,1) \) and \( d < p < \infty \), and \( \tilde{\Omega} \subset \mathbb{R}^d \) be a bounded domain with \( C^{2,\alpha} \) boundary \( \partial \tilde{\Omega} \), and \( A \) be as in \( \text{(A.1)} \) with coefficients \( a^{ij}, b^i, c \) belonging to \( C^\alpha(\tilde{\Omega}) \) and obeying \( \text{(1.11)} \), so \( c \geq 0 \) on \( \tilde{\Omega} \), and \( \text{(1.9)} \). Let \( f \in C^\alpha(\tilde{\Omega}) \), and \( g \in C^{2,\alpha}(\tilde{\Omega}) \), and \( \psi \in C^2(\tilde{\Omega}) \) with \( \psi \leq g \) on \( \partial \tilde{\Omega} \). Then there is a unique solution \( u \in W^{2,p}(\tilde{\Omega}) \) to

\[
\min\{Au - f, u - \psi\} = 0 \quad \text{a.e. on} \quad \tilde{\Omega}, \quad u = g \quad \text{on} \quad \partial \tilde{\Omega}.
\]

\(^{28}\) Theorem A.1 may be proved, with slightly weaker hypotheses, using the theory of variational inequalities, even when \( A \) only defines a non-coercive bilinear form on \( W^{1,2}(\tilde{\Omega}) \); compare \(^1\) Theorem 3.1.1 & Corollary 3.1.1, \(^20\) Theorems 4.7.7, 5.2.5 (ii), & 5.3.4 (i), and \(^32\) Theorems 4.27 & 4.38.

\(^{19}\) Friedman’s proof of existence (\(^19\) Theorem 1.3.2) is valid for any \( p < \infty \); his proof of uniqueness (\(^19\) Theorem 1.3.3) assumes that \( p \geq 2 \), but his proof appears to rely on the Aleksandrov maximum principle \(^20\) Theorem 9.1], which requires \( p \geq d \).
Because of our use of the Perron method, we shall need a version of Theorem A.1 for boundary data which is only assumed to be continuous, by analogy with [20, Theorem 6.13] for the Dirichlet problem for a strictly elliptic operator. In order to relax the regularity condition on \(g\) in Theorem A.1, we shall need a priori estimates for solutions to (A.2). We begin with a special case of [13, Proposition 3.18 (6)].

**Proposition A.2** (Maximum principle estimate for solutions to an obstacle problem for a strictly elliptic operator). [13, Proposition 3.18 (6)] Let \(\mathcal{O} \subseteq \mathbb{R}^d\) be a bounded domain and \(A\) be as in (A.1), with \(a(x)\) obeying (1.9) for \(x \in \mathcal{O}\), together with

\[
\sup_{\mathcal{O}} |a| + \sup_{\mathcal{O}} |b| + \sup_{\mathcal{O}} |c| \leq \Lambda, \tag{A.3}
\]

where \(\Lambda\) is a positive constant. Let \(f_1 \in C^0(\partial \mathcal{O}) \cap C_b(\partial \mathcal{O})\), and \(g_i \in C(\partial \mathcal{O})\), and \(\psi_i \in C(\overline{\mathcal{O}})\) with \(\psi_i \leq g_i\) on \(\partial \mathcal{O}\), for \(i = 1, 2\). Suppose \(u_1, u_2\) are solutions to the obstacle problem (A.2) in the sense of Definition 5.2, respectively, for \(f_1, \psi_1\) and \(f_2, \psi_2\) on \(\mathcal{O}\), and \(g_1\) and \(g_2\) on \(\partial \mathcal{O}\). If \(c\) obeys (1.15), so \(c \geq c_0\) on \(\mathcal{O}\) for a positive constant \(c_0\), then

\[
\|u_1 - u_2\|_{C(\overline{\mathcal{O}})} \leq \frac{1}{c_0} \|f_1 - f_2\|_{C(\overline{\mathcal{O}})} \vee \|g_1 - g_2\|_{C(\overline{\mathcal{O}})} \vee \|\psi_1 - \psi_2\|_{C(\overline{\mathcal{O}})},
\]

while if \(f_1 = f = f_2\) and \(c\) just obeys (1.11), so \(c \geq 0\) on \(\mathcal{O}\), then

\[
\|u_1 - u_2\|_{C(\overline{\mathcal{O}})} \leq \|g_1 - g_2\|_{C(\overline{\mathcal{O}})} \vee \|\psi_1 - \psi_2\|_{C(\overline{\mathcal{O}})}.
\]

Finally, if \(c\) just obeys (1.11), so \(c \geq 0\) on \(\mathcal{O}\), but \(\text{diam}(\mathcal{O}) \leq d_0\) for a positive constant \(d_0\), then

\[
\|u_1 - u_2\|_{C(\overline{\mathcal{O}})} \leq e^{2d_0 \lambda/\lambda_0} \left( \frac{\lambda_0}{2\Lambda^2} \|f_1 - f_2\|_{C(\overline{\mathcal{O}})} \vee \|g_1 - g_2\|_{C(\overline{\mathcal{O}})} \vee \|\psi_1 - \psi_2\|_{C(\overline{\mathcal{O}})} \right).
\]

**Proof.** The hypotheses ensure that \(A\) has the weak and strong maximum principle properties by [20, Theorem 3.1 & Corollary 3.2 and Theorem 3.5]. Therefore, the first two assertions are given by [13], while the third assertion follows from the first by employing a modification of the proofs of [20, Theorem 3.7] and [17, Proposition A.1 & Corollary A.2]. Indeed, suppose that \(\mathcal{O}\) lies in the slab \(0 < x_1 < d_0\) and \(u\) obeys \(Au \geq f\) and \(u \geq \psi\) on \(\mathcal{O}\), and \(u = g\) on \(\partial \mathcal{O}\). Set \(u = e^{\lambda x_1} v\) for \(\lambda > 0\) to be chosen and observe that \(u_{x_1} = e^{\lambda x_1} v_{x_1} + \lambda e^{\lambda x_1} v\) and \(u_{x_1 x_1} = e^{\lambda x_1} v_{x_1 x_1} + 2\lambda e^{\lambda x_1} v_{x_1} + \lambda^2 e^{\lambda x_1} v\), and thus \(v\) obeys

\[
\tilde{A}v := Av + \lambda(a^{11} + a^{14})v_{x_1} + 2\lambda a^{11} e^{\lambda x_1} v_{x_1} + (\lambda^2 a^{11} + \lambda b^{1})v \geq e^{-\lambda x_1} f =: \tilde{f} \text{ on } \mathcal{O},
\]

and \(v \geq \tilde{\psi} := e^{-\lambda x_1} \psi\) on \(\mathcal{O}\), and \(v = \tilde{g} := e^{-\lambda x_1} g\) on \(\partial \mathcal{O}\). But (1.9) implies that \(a^{11} \geq \lambda_0\) on \(\mathcal{O}\), and so

\[
\lambda a^{11} + b^{1} \geq \lambda \lambda_0 - \|b^{1}\|_{C(\overline{\mathcal{O}})} \geq \lambda \lambda_0 - \Lambda > 0,
\]

provided \(\lambda > \Lambda/\lambda_0\), say \(\lambda := 2\Lambda/\lambda_0\). For such a constant \(\lambda\), the operator \(\tilde{A}\) obeys (1.9) and has \(\tilde{c} \geq \tilde{c}_0 > 0\) with \(\tilde{c}_0 := \lambda (\lambda \lambda_0 - \Lambda) = 2\Lambda^2/\lambda_0\) and so the third assertion follows from the first using \(v_i := e^{-\lambda x_1} u_i\), and \(\tilde{f}_i := e^{-\lambda x_1} f_i\), and \(\tilde{\psi}_i := e^{-\lambda x_1} \psi_i\), and \(\tilde{g}_i := e^{-\lambda x_1} g_i\) for \(i = 1, 2\). \(\square\)

We shall require the

**Theorem A.3** (A priori \(W^{2,p}\) estimates for a solution to an obstacle problem for a strictly elliptic operator). Assume the hypotheses of Theorem A.1, and, in addition, that (A.3) holds for some positive constant \(\Lambda\).
(1) (Global a priori estimate.) There is a positive constant \( C = C(d, p, \Theta, \lambda_0, \Lambda) \) such that the following holds: If \( u \in W^{2,p}(\Theta) \) solves the obstacle problem \( (A.2) \), then
\[
\|u\|_{W^{2,p}(\Theta)} \leq C \left( \|f\|_{L^p(\Theta)} + \|(A\psi - f)^+\|_{L^p(\Theta)} + \|g\|_{W^{2,p}(\Theta)} \right). \tag{A.4}
\]
(2) (Interior a priori estimate.) If \( \Theta' \subset \Theta \) is a precompact open subset, then there is a positive constant \( C = C(d, p, \Theta', \Theta, \lambda_0, \Lambda) \) such that the following holds, with conditions on \( \partial \Theta \) and \( g \) omitted: If \( u \in W^{2,p}_{\text{loc}}(\Theta') \cap L^p(\Theta) \) solves the obstacle problem \( (A.2) \), then
\[
\|u\|_{W^{2,p}(\Theta')} \leq C \left( \|f\|_{L^p(\Theta')} + \|(A\psi - f)^+\|_{L^p(\Theta')} + \|u\|_{L^p(\Theta')} \right). \tag{A.5}
\]

Remark A.4 (Alternative statement and proof of the global a priori estimate). The a priori estimate \( (A.4) \) is also proved by Rodrigues as \( [30, \text{Theorem 5.3.4 (i)}] \), although with stronger hypotheses on the coefficients \( a^{ij} \) and weaker hypotheses on \( b^i, c \), source \( f \), boundary data \( g \), and obstacle function \( \psi \), reflecting his emphasis on variational methods: \( a^{ij} \in C^{0,1}(\bar{\Theta}) \), and \( b^i, c \in L^\infty(\Theta) \), and \( f \in L^p(\Theta) \), and \( g \in W^{2,p}(\Theta) \), and \( \psi \in W^{1,2}(\Theta) \) and \( A\psi \in M(\Theta) \), the space of bounded Radon measures \( [30, \text{p. 61}] \), and \( (A\psi - f)^+ \in L^p(\Theta) \); the remaining hypotheses of \( [30, \text{Theorem 5.3.4 (i)}] \) coincide with those in Theorem A.3. While Rodrigues assumes that the bilinear form associated with \( A \) obeys a coercivity condition \( [30, \text{Equation (5.3.3)}] \), that assumption is not required for the derivation of the a priori estimate.

Proof of Theorem A.3. We first prove that \( (A.4) \) holds. According to the proof of \( [19, \text{Theorem 1.3.2}] \), there is a \( C^\infty \) penalization function \( \beta_\varepsilon: \mathbb{R} \to \mathbb{R} \), for \( \varepsilon \in (0, 1] \), in the sense of \( [19, \text{Equation (1.12)}] \) and a solution \( u_\varepsilon \in W^{2,p}(\Theta) \) to the penalized equation \( [19, \text{Equation (1.13)}] \),
\[
Au_\varepsilon + \beta_\varepsilon(u_\varepsilon - \psi) = f \quad \text{a.e. on } \Theta, \quad u_\varepsilon = g \quad \text{on } \partial \Theta,
\]
with the properties that \( [19, \text{Lemma 1.3.1, Equation (1.17)}] \) (after passing to a subsequence and relabeling),
\[
\begin{align*}
&u_\varepsilon \rightharpoonup u \quad \text{weak convergence in } W^{2,p}(\Theta) \text{ as } \varepsilon \downarrow 0, \\
u_\varepsilon \to u \quad \text{strong convergence in } C(\bar{\Theta}) \text{ as } \varepsilon \downarrow 0, \\
\beta_\varepsilon(u_\varepsilon - \psi) \to (u - \psi)^- \quad \text{pointwise convergence on } \bar{\Theta} \text{ as } \varepsilon \downarrow 0 \quad \text{a.e. on } \Theta, \\
\|\beta_\varepsilon(u_\varepsilon - \psi)\|_{C(\bar{\Theta})} \leq C, \quad \forall \varepsilon \in (0, 1],
\end{align*}
\]
for a positive constant \( C \) which is independent of \( \varepsilon \in (0, 1] \). (For example, one may take \( \beta_\varepsilon \) to be a \( C^\infty \) smoothing of \( \mathbb{R} \ni t \mapsto -t^2/\varepsilon \in \mathbb{R} \), where \( t^- = -\min\{t, 0\} \).) A standard a priori interior estimate \( [20, \text{Theorem 9.13}] \) yields
\[
\|u_\varepsilon\|_{W^{2,p}(\Theta)} \leq C \left( \|f\|_{L^p(\Theta)} + \|\beta_\varepsilon(u_\varepsilon - \psi)\|_{L^p(\Theta)} + \|g\|_{W^{2,p}(\Theta)} \right),
\]
where \( C = C(d, \Theta, p, \lambda_0, \Lambda) \). The penalized equation yields
\[
\beta_\varepsilon(u_\varepsilon - \psi) = Au_\varepsilon - f \quad \text{a.e. on } \Theta
\]
and therefore by \( [11, \S D.4] \) and the Lebesgue Dominated Convergence Theorem we obtain, by taking the limit as \( \varepsilon \downarrow 0 \),
\[
\|u\|_{W^{2,p}(\Theta)} \leq \liminf_{\varepsilon \downarrow 0} \|u_\varepsilon\|_{W^{2,p}(\Theta)} \leq C \left( \|f\|_{L^p(\Theta)} + \liminf_{\varepsilon \downarrow 0} \|\beta_\varepsilon(u_\varepsilon - \psi)\|_{L^p(\Theta)} + \|g\|_{W^{2,p}(\Theta)} \right) = C \left( \|f\|_{L^p(\Theta)} + \|(Au - f)^+\|_{L^p(\Theta)} + \|g\|_{W^{2,p}(\Theta)} \right),
\]
where \( C = C(d, \theta, p, \lambda_0, \Lambda) \). Note that \( Au - f \geq 0 \) a.e. on \( \theta \) by (A.2) and so \( Au - f = (Au - f)^+ \) a.e. on \( \theta \). Using \( Au - f = 0 \) a.e. on \( \theta \cap \{ u > \psi \} \) and \( Au - f = A\psi - f \) a.e. on \( \theta \cap \{ u = \psi \} \), we obtain the global estimate (A.4).

Next, we prove that (A.5) holds. Let \( \zeta \in C_{0}^\infty (\mathbb{R}^d) \) be a cutoff function with \( 0 \leq \zeta \leq 1 \) on \( \mathbb{R}^d \) and \( \zeta = 1 \) on \( \theta' \) and \( \text{supp} \zeta \subset \theta \), set \( \bar{u} := \zeta u \), and observe that \( \bar{u} \in W^{2,p}(\theta) \) is a solution to the obstacle problem,

\[
\min \{ A\bar{u} - f, \bar{u} - \bar{\psi} \} = 0 \quad \text{a.e. on } \theta, \quad \bar{u} = 0 \quad \text{on } \partial \theta, 
\]

where \( \bar{f} := f + [A, \zeta]u \in L^p(\theta) \) and \( \bar{\psi} := \zeta \psi \in W^{2,p}(\theta) \). For any \( C^{1,1} \) domain \( U \subset \mathbb{R}^d \) and \( v \in W^{2,p}(U) \) and \( \epsilon > 0 \), we have the interpolation inequality [20, Theorem 7.28],

\[
\|Du\|_{L^p(U)} \leq \epsilon d\|v\|_{W^{2,p}(U)} + C\epsilon^{-1}\|v\|_{L^p(U)},
\]

for a positive constant \( C = C(d, U) \). We now apply the localization procedure employed in the proof of [27, Theorem 7.1.1] to obtain (A.5) from (A.4) with \( g = 0 \) on \( \partial \theta \).

We can now relax the regularity conditions on \( g \) (and also \( \psi \)) in Theorem A.1 via an argument modeled after the proof of [20, Theorem 8.30].

**Theorem A.5** (Existence and uniqueness of a solution to the obstacle problem with continuous partial Dirichlet boundary condition). Assume the hypotheses of Theorem A.4, but allow \( f \in C^0(\bar{\theta}) \cap C(\bar{\theta}) \), and \( g \in C(\partial \theta) \), and \( \psi \in C^2(\bar{\theta}) \cap C(\bar{\theta}) \). Then there is a unique solution \( u \in W^{2,p}_{\text{loc}}(\bar{\theta}) \cap C(\bar{\theta}) \) to the obstacle problem (A.2).

**Proof.** Because \( g \in C(\partial \theta) \), by [20, Lemma 6.38 and Remark 1, p. 137] we may extend \( g \) to a function in \( C(\bar{\theta}) \), which we shall continue to denote by \( g \). Since \( f \in C^0(\bar{\theta}) \cap C(\bar{\theta}) \), and \( g \in C(\partial \theta) \), and \( \psi \in C^2(\bar{\theta}) \cap C(\bar{\theta}) \), by [2] Corollary 1.29 we may choose sequences \( \{f_n\}_{n \in \mathbb{N}} \subset C^0(\bar{\theta}) \), and \( \{g_n\}_{n \in \mathbb{N}} \subset C^2(\bar{\theta}) \), and \( \{\psi_n\}_{n \in \mathbb{N}} \subset C^2(\bar{\theta}) \) such that

\[
f_n \to f \quad \text{in } C^0(\bar{\theta}) \cap C(\bar{\theta}), \quad g_n \to g \quad \text{in } C(\partial \theta), \quad \psi_n \to \psi \quad \text{in } C^2(\bar{\theta}) \cap C(\bar{\theta}),
\]

as \( n \to \infty \). Let \( \{u_n\}_{n \in \mathbb{N}} \subset W^{2,p}(\bar{\theta}) \) be the corresponding sequence of unique solutions to the obstacle problem (A.2) defined by \( f_n, g_n, \psi_n \) via Theorem A.1. Proposition A.2 implies that the sequence \( \{u_n\}_{n \in \mathbb{N}} \) is Cauchy in \( C(\bar{\theta}) \) and thus converges in \( C(\bar{\theta}) \) to a limit \( u \in C(\bar{\theta}) \) which obeys the boundary condition \( u = g \) on \( \partial \theta \) in (A.2).

The a priori interior estimate (A.5), for any \( \theta'' \Subset \theta' \Subset \theta \), gives

\[
\|u_n\|_{W^{2,p}(\theta'')} \leq C \left( \|f_n\|_{L^p(\theta')} + \|(A\psi_n - f_n)^+\|_{L^p(\theta')} + \|u_n\|_{L^p(\theta')} \right), \tag{A.6}
\]

where now \( C = C(d, p, \theta', \theta'', \lambda_0, \Lambda) \). By construction of the sequences, we have

\[
\|f_n\|_{L^p(\theta')} \to \|f\|_{L^p(\theta')},
\]

\[
\|(A\psi_n - f_n)^+\|_{L^p(\theta')} \to \|(A\psi - f)^+\|_{L^p(\theta')},
\]

\[
\|u_n\|_{L^p(\theta')} \to \|u\|_{L^p(\theta')},
\]

as \( n \to \infty \). In particular, the right-hand side of (A.6) is bounded independently of \( n \in \mathbb{N} \) and so, after passing to a subsequence [11, Theorem D.3], we may assume that the sequence \( \{u_n\}_{n \in \mathbb{N}} \) converges weakly in \( W^{2,p}(\theta'') \) to a limit \( u \in W^{2,p}(\theta'') \) (coinciding with the limit \( u \in C(\bar{\theta}) \) already discovered) for each \( \theta'' \Subset \theta \). Thus, \( u \in W^{2,p}_{\text{loc}}(\bar{\theta}) \cap C(\bar{\theta}) \).

We next show that \( u \) solves the obstacle problem (A.2). Since each \( u_n \) solves the obstacle problem (A.2) defined by \( f_n, g_n, \psi_n \), we have \( u_n \geq \psi \) on \( \theta \) and \( u_n = g_n \) on \( \partial \theta \) and thus, taking
limits as $n \to \infty$ and recalling that the sequences $\{u_n\}_{n \in \mathbb{N}}, \{g_n\}_{n \in \mathbb{N}},$ and $\{\psi_n\}_{n \in \mathbb{N}}$ converge in $C(\bar{\Omega})$ to $u, g,$ and $\psi,$ respectively, we obtain

$$u \geq \psi \text{ on } \Omega \text{ and } u = g \text{ on } \partial \Omega.$$ We still need to establish that

$$Au \geq f \text{ a.e. on } \Omega, \quad (A.7)$$
$$Au = f \text{ a.e. on } \{u > \psi\} \cap \Omega. \quad (A.8)$$

Because each $u_n$ solves the obstacle problem (A.2) defined by $f_n, g_n, \psi_n,$ we have

$$Au_n \geq f_n \text{ a.e. on } \Omega, \quad (A.9)$$
$$Au_n = f_n \text{ a.e. on } \{u_n > \psi_n\} \cap \Omega. \quad (A.10)$$

Suppose $\Omega' \subset \{u > \psi\} \cap \Omega$. Because $u_n \to u$ and $\psi_n \to \psi$ in $C(\bar{\Omega})$ as $n \to \infty$, for a sufficiently large integer $N = N(\Omega')$ we may assume that $\Omega' \subset \{u_n > \psi_n\} \cap \Omega, \forall n \in \mathbb{N}, n \geq N,$ and so (A.10) yields

$$Au_n = f_n \text{ a.e. on } \Omega', \forall n \in \mathbb{N}, n \geq N. \quad (A.11)$$

The a priori interior estimate [20, Theorem 9.13] for a solution to the strictly elliptic equation (A.11) gives

$$\|u_n\|_{W^{2,p}(\Omega'')} \leq C \left(\|f_n\|_{L^p(\Omega')} + \|u_n\|_{L^p(\Omega')}\right), \forall n \in \mathbb{N}, n \geq N,$$

for a constant $C$ depending on $d, \Omega', \Omega'', p, \lambda_0, \Lambda$ and the moduli of continuity of the coefficients $a^{ij}$. Thus, for all $m, n \in \mathbb{N}$ with $m, n \geq N$, we have

$$\|u_n - u_m\|_{W^{2,p}(\Omega'')} \leq C \left(\|f_n - f_m\|_{L^p(\Omega')} + \|u_n - u_m\|_{L^p(\Omega')}\right).$$

Therefore, $\{u_n\}_{n \in \mathbb{N}}$ is Cauchy in $W^{2,p}(\Omega'')$ and so converges strongly in $W^{2,p}(\Omega'')$ to the previously established weak limit $u \in W^{2,p}(\Omega'')$. Thus, we can take the limit in (A.11) as $n \to \infty$ to give

$$Au = f \text{ a.e. on } \Omega''.$$ Since $\Omega'' \subset \Omega'$ and $\Omega' \subset \{u > \psi\} \cap \Omega$ were arbitrary, we see that $u$ solves (A.8).

Moreover, for any $\varphi \in C^\infty_0(\partial \Omega)$ such that $\varphi \geq 0$ on $\partial \Omega$, the inequality (A.9) yields

$$\int_{\partial \Omega} (Au_n - f_n) \varphi \, dx \geq 0, \quad \forall n \in \mathbb{N}.$$

Hence, recalling that for any $\Omega' \subset \partial \Omega$ we have

$$u_n \to u \text{ weakly in } W^{2,p}(\Omega''),$$

and taking the limit as $n \to \infty$, the limit $u \in W^{2,p}_{\text{loc}}(\Omega) \cap C(\bar{\Omega})$ necessarily obeys

$$(Au - f, \varphi)_{L^2(\Omega)} \geq 0.$$

Because the function $\varphi \in C^\infty_0(\partial \Omega)$ with $\varphi \geq 0$ on $\partial \Omega$ was arbitrary, $u$ must also solve (A.7) and this completes the proof of existence.
Uniqueness of the solution, $u$, follows from the Aleksandrov weak maximum principle \cite{20, Theorem 9.1} and the comparison principle \cite{19, Theorem 1.3.3} for solutions to the obstacle problem (A.2) when $p \geq d$. \hfill $\Box$

The partial Dirichlet boundary value problem for a strictly elliptic operator $A$ as in (A.1) on a bounded domain $\Omega$ with continuous boundary data $g \in C(\partial \Omega)$ only requires that the boundary $\partial \Omega$ obey an exterior sphere condition \cite{20, Theorem 6.13} or, more generally, that each boundary point $x_0 \in \partial \Omega$ is regular for the given $f \in C^\infty(\tilde{\Omega}) \cap C(\tilde{\Omega})$, and $g \in C(\partial \Omega)$, and $A$, in that a local barrier exists at $x_0$ in the sense of \cite{20, pp. 104–106}.

**Corollary A.6** (Existence and uniqueness of a solution to the obstacle problem with continuous boundary data). Assume the hypotheses of Theorem A.5, except that $\partial \Omega$ is now only required to obey an interior sphere condition at each point. Then the conclusions of Theorem A.5 continue to hold.

According to \cite{19, Theorem 1.3.4}, the condition $\psi \in C^2(\tilde{\Omega})$ in Theorem A.1 may be weakened to a requirement that $\psi \in C(\tilde{\Omega})$ be globally Lipschitz and have globally finite concavity on $\tilde{\Omega}$ in the sense that,

$$\psi \in C^{0,1}(\tilde{\Omega}),$$

$$D^2_x \psi \geq -C \text{ in } \mathcal{D}'(\tilde{\Omega}), \quad \forall \xi \in \mathbb{R}^d, \ |\xi| = 1,$$

for some open neighborhood $\tilde{\Omega} \subset \mathbb{R}^d$ of $\tilde{\Omega}$ and some positive constant $C = C(\tilde{\Omega})$. (Compare the local conditions (1.22) and (1.23).) We now recall the

**Theorem A.7** (Existence of solutions to an obstacle problem with a globally Lipschitz obstacle function having globally finite concavity). \cite{19, Theorem 1.3.5} The conclusion of Theorem A.1 remains valid if the condition $\psi \in C^2(\tilde{\Omega})$ is relaxed to $\psi \in C(\tilde{\Omega})$ obeying (A.12) and (A.13).

Theorem A.7 is proved with the aid of a technical lemma which we may in turn apply to relax the regularity condition on $\psi$ in Theorem A.5. We first recall the mollification procedure in \cite{19, pp. 27–28}. Let $\zeta \in C^\infty_0(\mathbb{R}^d)$ be a cutoff function with $\text{supp} \zeta \subset B_1(0)$ and $\zeta \geq 0$ on $\mathbb{R}^d$ and

$$\int_{\mathbb{R}^d} \zeta \, dx = 1.$$ 

Set $\zeta_\delta(x) = \delta^{-d} \zeta(x/\delta)$, for any $x \in \mathbb{R}^d$ and $\delta > 0$, and for any $v \in L^p(\tilde{\Omega})$, with $1 < p < \infty$, set

$$(J_\delta v)(x) := \int_{\tilde{\Omega}} \zeta_\delta(x-y)v(y) \, dy, \quad x \in \mathbb{R}^d.$$ 

Then $J_\delta v \in C^\infty(\mathbb{R}^d)$ and $\|J_\delta v - v\|_{L^p(\tilde{\Omega})} \to 0$ as $\delta \downarrow 0$, for any $\tilde{\Omega}' \Subset \tilde{\Omega}$ (see \cite{19, p. 27} or \cite{20, p. 71 and Lemma 7.1}).

---

30When $\tilde{\Omega}$ is a domain, thus connected, we could also appeal to our comparison principle (Theorem 5.17) to obtain uniqueness.

31For $1 < p \leq d$, uniqueness of solutions to a Dirichlet boundary value problem follows by the proof of uniqueness in \cite{20, Theorem 9.15} — see \cite{20, p. 242].

32A related idea is used in the proof of \cite{20, Lemma 6.18].
For $\psi \in C(\overline{\partial})$ obeying (A.12) and (A.13) and for $\delta > 0$, define
\[ \psi_\delta := J_\delta \left( \psi + \frac{1}{2} C |x|^2 \right) - \frac{1}{2} C |x|^2. \]  
(A.14)

Then the mollified obstacle function $\psi_\delta$ obeys [19, Equation (1.3.22)]
\[ |D \psi_\delta| \leq C \quad \text{on } \partial \Omega, \]
\[ D^2 \psi_\delta \geq -C \quad \text{on } \partial \Omega, \]
\[ \|\psi_\delta - \psi\|_{C(\partial \Omega)} \to 0, \quad \delta \downarrow 0. \]  
(A.15)

We now recall the

**Lemma A.8** (Upper bound on $A \psi_\delta$). [19, Equation (1.3.22)] Let $\partial \subset \mathbb{R}^d$ be a bounded open subset and assume $\psi \in C(\partial)$ obeys (A.12) and (A.13). Then
\[ A \psi_\delta \leq C \quad \text{on } \partial \Omega, \quad \forall \delta > 0, \]
for a positive constant $C$ independent of $\delta > 0$.

We then have the

**Theorem A.9** (Existence and uniqueness of a solution to the obstacle problem with continuous partial Dirichlet boundary condition and Lipschitz obstacle function with finite concavity). The conclusion of Theorem A.5 remains valid if the condition $\psi \in C^2(\partial) \cap C(\partial)$ is relaxed to $\psi \in C(\partial)$ obeying (A.12) and (A.13).

**Proof.** For any $\delta > 0$, let $\psi_\delta \in C^\infty(\mathbb{R}^d)$ be as in (A.14), let $g_\delta := g \vee \psi_\delta \in C(\partial \Omega)$, and let $u_\delta \in W^{2,p}(\partial) \cap C(\partial)$ be the corresponding solution to (A.2) defined by $f$, $g_\delta$, and $\psi_\delta$ via Theorem A.5. Proposition A.2 implies that the sequence $\{u_\delta\}$ (with $\delta \in (0,1]$ and $\delta \downarrow 0$) is Cauchy in $C(\partial)$ and thus converges in $C(\partial)$, as $\delta \downarrow 0$, to a limit $u \in C(\partial)$ which obeys the boundary condition $u = g$ on $\partial \Omega$ in (A.2).

The a priori interior estimate (A.5), for any $\partial'' \Subset \partial' \Subset \partial$, gives
\[ \|u_\delta\|_{W^{2,p}(\partial'')} \leq C \left( \|f\|_{L^p(\partial')} + \|(A \psi_\delta - f)^+\|_{L^p(\partial')} + \|u_\delta\|_{L^p(\partial')} \right), \]  
(A.16)

where $C = C(d, p, \partial', \partial'', \lambda_0, \Lambda)$. We have, as $\delta \downarrow 0$,
\[ \|u_\delta\|_{L^p(\partial')} \to \|u\|_{L^p(\partial')}, \]
while Lemma A.8 yields, for some constant $C > 0$,
\[ \|(A \psi_\delta - f)^+\|_{L^p(\partial')} \leq \|(C - f)^+\|_{L^p(\partial')}, \quad \forall \delta > 0. \]

In particular, the right-hand side of (A.16) is bounded independently of $\delta > 0$ and so, after passing to a subsequence [11, Theorem D.3], we may assume that the sequence $\{u_\delta\}$ converges weakly in $W^{2,p}(\partial'')$, as $\delta \downarrow 0$, to a limit $u \in W^{2,p}(\partial'')$ (coinciding with the limit $u \in C(\partial)$ already discovered) for each $\partial'' \Subset \partial$. Thus, $u \in W^{2,p}(\partial) \cap C(\partial)$.

The proofs that $u$ solves the obstacle problem (A.2) and is unique are the same as those in Theorem A.5. \[\square\]
Appendix B. Transformation of a model operator on the half-plane by the conformal map from a half-disk to a strip

In dimension two, the effect of the map in §4.1 from the half-disk to the strip on an operator $A$ of the form (1.3) can be made explicit and this provides many useful insights, so we shall describe the calculation here. We observe that for $w$ as in (1.3),

$$w = \log \left( \frac{1+z}{1-z} \right) \equiv s + i\theta,$$

we have

$$\frac{dw}{dz} = \frac{d}{dz} \log \left( \frac{1+z}{1-z} \right) = \frac{2(1-z)}{(1+z)^2},$$

and so $dw/dz \neq 0$ and is well-defined for $z \neq \pm 1$.

We first calculate the effect of the transformation on the Laplace operator. Writing $v(w) = u(z)$, with $z = x + iy$ and $w = s + i\theta = \log z$, and $\Delta_s u(x, y) = -u_{xx} - u_{yy}$ and $\Delta_w v(s, \theta) = -v_{ss} - v_{\theta\theta}$, we have

$$\Delta_s u = -\frac{\partial^2 u}{\partial z \partial \bar{z}} = -\frac{\partial}{\partial z} \left( \frac{\partial v}{\partial w} \frac{\partial \bar{w}}{\partial \bar{z}} \right)$$

$$= -\frac{\partial^2 v}{\partial w \partial \bar{w}} \frac{\partial w}{\partial \bar{z}} \frac{\partial \bar{w}}{\partial z} - \frac{\partial v}{\partial \bar{w}} \frac{\partial^2 \bar{w}}{\partial z \partial \bar{z}} = -\frac{\partial^2 v}{\partial w \partial \bar{w}} \frac{\partial w}{\partial \bar{z}} \frac{\partial \bar{w}}{\partial z}$$

$$= \Delta_w \frac{\partial v}{\partial \bar{w}} \frac{\partial \bar{w}}{\partial z} = \left| \frac{\partial w}{\partial \bar{z}} \right|^2 \Delta_w v,$$

noting that $\partial w/\partial \bar{z} = 0$, and thus we obtain

$$\Delta_s u = 2 \frac{|1-z|^2}{|1+z|^6} \Delta_w v. \quad (B.1)$$

We wish to use the preceding change of complex variables to transform the equation (1.1) on the unit half-disk,

$$Au = f \quad \text{on } B^+,$$

defined by a model operator,

$$Au := -y(u_{xx} + u_{yy}) - b^1 u_x - b^2 u_y + cu, \quad (B.2)$$

where the coefficients $b^1$, $b^2$, $c$ are constant (for simplicity in this example) and obey $b^2 > 0$ and $c \geq 0$, to an equation on the strip,

$$\tilde{A}v = \tilde{f} \quad \text{on } S,$$

where

$$\tilde{A}v := -\theta \tilde{a}(v_{ss} + v_{\theta\theta}) - \tilde{b}^1 v_s - \tilde{b}^2 v_\theta + \tilde{c} v, \quad (B.3)$$

where $v(s, \theta) = u(x, y)$ and $\tilde{f}(s, \theta)$ is $f(x, y)$, and the coefficients $\tilde{a}$, $\tilde{b}^1$, $\tilde{b}^2$, $\tilde{c}$ are defined on the strip, $S \equiv S_{\pi/2}^2 = \mathbb{R} \times (0, \pi/2)$ and are to be determined.

For this purpose, we shall need explicit formulae for $x = x(s, \theta)$ and $y = y(s, \theta)$. Note that

$$\frac{1+z}{1-z} = \frac{(1+z)(1-\bar{z})}{(1-z)(1-\bar{z})} = \frac{1-x^2 - y^2 + 2iy}{(1-x)^2 + y^2} = e^{s+i\theta} = e^s \cos \theta + ie^s \sin \theta,$$

and thus

$$e^s = \left| \frac{1+z}{1-z} \right| = \frac{\sqrt{(1+x)^2 + y^2}}{\sqrt{(1-x)^2 + y^2}}$$

and

$$\theta = \text{Arg} \left( \frac{1+z}{1-z} \right),$$

$$z = x + iy \quad \text{and} \quad w = s + i\theta.$$
with

\[ e^s \cos \theta = \frac{1 - x^2 - y^2}{(1 - x)^2 + y^2} \quad \text{and} \quad e^s \sin \theta = \frac{2y}{(1 - x)^2 + y^2}. \]

Therefore,

\[ s = \frac{1}{2} \ln \left( \frac{(1 + x)^2 + y^2}{(1 - x)^2 + y^2} \right), \quad (B.4) \]

\[ \theta = \arctan \left( \frac{2y}{1 - x^2 - y^2} \right). \quad (B.5) \]

We shall also need an expression for \( y \) in terms of \((s, \theta)\). We first solve (4.3) for \( z \) in terms of \( w \) to give

\[ z = \frac{e^w - 1}{e^w + 1}, \quad -\pi < \text{Im}(w) \leq \pi. \]

Noting that

\[ e^w = e^{s+i\theta} = e^s \cos \theta + ie^s \sin \theta \quad \text{and} \quad |e^w| = e^s, \]

this yields

\[ z = \frac{(e^w - 1)(e^w + 1)}{|e^w + 1|^2} = \frac{|e^w|^2 - 1 + i2 \text{Im}(e^w)}{|e^w + 1|^2} = \frac{e^{2s} - 1 + i2 \sin \theta}{(1 + e^s \cos \theta)^2 + e^{2s} \sin^2 \theta} = \frac{e^{2s} - 1 + i2 \sin \theta}{1 + 2e^s \cos \theta + e^{2s}}. \]

Since \( z = x + iy \), we obtain

\[ x = \frac{e^{2s} - 1}{1 + 2e^s \cos \theta + e^{2s}}, \quad (B.6) \]

\[ y = \frac{2 \sin \theta}{1 + 2e^s \cos \theta + e^{2s}}. \quad (B.7) \]

We have the change of variable formulae,

\[ u_x = v_s \frac{\partial s}{\partial x} + v_\theta \frac{\partial \theta}{\partial x} \quad \text{and} \quad u_y = v_s \frac{\partial s}{\partial y} + v_\theta \frac{\partial \theta}{\partial y}. \quad (B.8) \]

A calculation using (B.4) and (B.5) yields

\[ \frac{\partial s}{\partial x} = \frac{-2x^2 + 2y^2 + 2}{x^4 + 2x^2 (y^2 - 1) + (y^2 + 1)^2}, \quad (B.9) \]

\[ \frac{\partial s}{\partial y} = -\frac{4xy}{x^4 + 2x^2 (y^2 - 1) + (y^2 + 1)^2}. \quad (B.10) \]

Writing

\[ D^2 = (1 - x^2 - y^2)^2 + 4y^2 = x^4 + 2x^2(y^2 - 1) + (y^2 + 1)^2, \]

we have

\[ \cos \theta = \frac{1 - x^2 - y^2}{D} \quad \text{and} \quad \sin \theta = \frac{2y}{D}, \]

and the useful expression

\[ D = \frac{2y}{\sin \theta} = \frac{4}{1 + 2e^s \cos \theta + e^{2s}}. \quad (B.11) \]
We see that the equations (B.9) and (B.10) for the derivatives simplify to give
\[ \frac{\partial s}{\partial x} = \frac{2(1 - x^2 - y^2) + 4y^2}{D^2} \cdot \frac{2\cos \theta}{D} + \sin^2 \theta, \]  
(B.12)
\[ \frac{\partial s}{\partial y} = \frac{-4xy}{D^2} \cdot \frac{-2x\sin \theta}{D}. \]  
(B.13)
Since the map \( z = x + iy \mapsto w = s + i\theta \) in (4.3) is holomorphic, we must have
\[ \frac{\partial \theta}{\partial x} = -\frac{\partial s}{\partial y} \quad \text{and} \quad \frac{\partial \theta}{\partial y} = \frac{\partial s}{\partial x}. \]

We apply these derivative formulae in (B.8) to give
\[ b^1 u_x + b^2 u_y = b^1(v_s s_x + v_\theta \theta_x) + b^2(v_s s_y + v_\theta \theta_y) = b^1(v_s s_x - v_\theta s_y) + b^2(v_s s_y + v_\theta s_x) = (b^1 s_x + b^2 s_y)v_s + (b^1 \theta_x + b^2 \theta_y)v_\theta = (b^1 s_x + b^2 s_y)v_s + (-b^1 s_y + b^2 s_x)v_\theta. \]

Finally, note that the expressions for \( e^s \) and \( e^s \sin \theta \) in terms of \( x \) and \( y \)
\[ \frac{2}{1 + z^2} \frac{(1 - x)^2 + y^2}{(1 + x)^2 + y^2} \quad \text{and} \quad \frac{1}{(1 + x)^2 + y^2} \]
\[ \frac{2}{1 + z^2} \left( \frac{e^s \sin \theta}{2y} \right)^2 = \left( \frac{\sin^2 \theta}{2y^2 e^{4s}} \right). \]
and combining the preceding identity with (B.1) yields
\[ u_{xx} + u_{yy} = \frac{\sin^2 \theta}{2y^2 e^{4s}}(v_{ss} + v_{\theta \theta}). \]  
(B.14)
We now apply the preceding formulae to the equation \( Au = f \) on the half-disk, \( B^+ \). We see that on the strip, \( S \), the function \( v(s, \theta) = u(x, y) \) obeys
\[ Au \equiv -y(u_{xx} + u_{yy}) - b^1 u_x - b^2 u_y + cu \]
\[ = -\frac{\sin^2 \theta}{2y^2 e^{4s}} y(v_{ss} + v_{\theta \theta}) - (b^1 s_x + b^2 s_y)v_s - (-b^1 s_y + b^2 s_x)v_\theta + cy = f, \]
and so, denoting \( \tilde{f}(s, \theta) = f(x, y) \), the equation \( \tilde{A}v = \tilde{f} \) on the strip, \( S \), takes the explicit form,
\[ \tilde{A}v \equiv -\theta \tilde{a}(v_{ss} + v_{\theta \theta}) - b^1 v_s - b^2 v_\theta + \tilde{c}v \]
\[ = -\frac{\sin^2 \theta}{2y e^{4s}}(v_{ss} + v_{\theta \theta}) - \left( b^1 \left( \frac{2\cos \theta}{D} + \sin^2 \theta \right) - b^2 \frac{2x\sin \theta}{D} \right) v_s \]
\[ - \left( b^1 \frac{2x \sin \theta}{D} + b^2 \left( \frac{2\cos \theta}{D} + \sin^2 \theta \right) \right) v_\theta + cv = \tilde{f}. \]  
(B.15)
As \( \theta \downarrow 0 \), with \( s \in \mathbb{R} \) fixed, the formula (B.11) gives
\[ D(s, \theta) \rightarrow \frac{4}{1 + 2e^s + e^{2s}} = \frac{4}{(1 + e^s)^2}, \]
and the expressions (B.6) and (B.11) give
\[ x(s, \theta) \rightarrow \frac{e^{2s} - 1}{1 + 2e^s + e^{2s}} \quad \text{and} \quad y(s, \theta) = \frac{D}{2} \sin \theta, \]
so the coefficients in the equation (B.15) converge to

$$-\left(\frac{1}{De^{4s}}\sin\theta\right) \theta(v_{ss} + v_{\theta\theta}) - b^1 \frac{2}{D} v_s - b^2 \frac{2}{D} v_\theta + cv = \tilde{f},$$

that is, using $\sin\theta/\theta \to 1$ as $\theta \downarrow 0$,

$$-(1+e^s)^2 \theta(v_{ss} + v_{\theta\theta}) - \frac{1}{2} (1+e^s)^2 b^1 v_s - \frac{1}{2} (1+e^s)^2 b^2 v_\theta + cv = \tilde{f}.$$ 

On the other hand, as $\theta \uparrow \pi/2$, with $s \in \mathbb{R}$ fixed, we have from (B.11),

$$D(s, \theta) \to \frac{4}{1+e^{2s}},$$

and (B.6) and (B.7) give

$$x(s, \theta) \to \frac{e^{2s} - 1}{1+e^{2s}}$$

and

$$y(s, \theta) \to \frac{2}{1+e^{2s}},$$

so the coefficients in the equation (B.15) converge to

$$-\frac{1}{2y e^{4s}} (v_{ss} + v_{\theta\theta}) - \left( b^1 - b^2 \frac{2x}{D} \right) v_s - \left( b^1 \frac{2x}{D} + b^2 \right) v_\theta + cv = \tilde{f},$$

that is,

$$-(1+e^{2s}) \left( v_{ss} + v_{\theta\theta} \right) - \left( b^1 - \frac{1}{2} (e^{2s} - 1)b^2 \right) v_s - \left( \frac{1}{2} (e^{2s} - 1)b^1 + b^2 \right) v_\theta + cv = \tilde{f}.$$ 

In particular, the coefficients of the operator in (B.15) extend continuously from $(s, \theta) \in S = \mathbb{R} \times (0, \pi/2)$ to $(s, \theta) \in \bar{S} = \mathbb{R} \times [0, \pi/2]$.

However, as we can see most easily in the limiting cases, $\theta \downarrow 0$ or $\theta \uparrow \pi/2$, while the coefficient $\tilde{a}$ in (B.15) is uniformly bounded above on $S$, it is not strictly elliptic on $S$ (uniformly bounded below by a positive constant) as $s \to \infty$ and the coefficients $\tilde{b}^1, \tilde{b}^2$ are not uniformly bounded on $S$ as $s \to \infty$.
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