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Abstract. An ethical value-action gap exists when there is a discrepancy between intentions and actions. For example, people who support environmental sustainability often use cars and short-haul flights because of convenience and time-pressure. This discrepancy may be caused by social and structural obstacles as well as cognitive biases. Current technology can make this worse. For example, social media tends to enhance emotions such as anger or fear, which can result in polarisation and impulsive decisions.

Computational models of cognition and affect can provide insights into the value-action gap and how it can be reduced. Such models include dual process architectures, emotion models and behaviour change theories. In particular, metacognition (“thinking about thinking”) plays an important role in many of these models as a mechanism for self-regulation and for reasoning about mental attitudes.

This paper outlines a roadmap for translating cognitive-affective models into assistant agents to help make value-aligned decisions. Key principles include “agile” rapid-prototyping using agent-based simulation, and the combination of descriptive and normative models into a single agent architecture.
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1 Introduction

The value-action gap (or “intention-behaviour gap”) happens when people take actions that are not consistent with their ethical values. The term is most often used in the context of ethical consumption and sustainability (e.g. Kollmuss and Agyeman, 2002). For example, many people agree that flying is bad for the environment, but take frequent short haul flights because of cost or convenience.

The gap can also be applied to values and actions more generally, and does not just apply to individual actions. For example, the values of an organisation might state that all employees should be respected and listened to, regardless of their power or status. However in practice there may be a failure to act in cases of bullying or harassment. Similarly, an organisation may support diversity, but make unfair hiring decisions. Current technology tends to widen this gap. For example, the algorithms of social media tend to enhance emotions such as anger or fear, and have a negative effect on reasoning and critical thinking.

An important goal of our research is to counteract the undermining of human independent reasoning by non-transparent algorithms and to support thoughtful ethical decision-making. The research is also relevant to the design of ethical AI systems in general. It is particularly important that AI systems should not learn human values from general human actions and text (such as social media), since these often contradict ethical values (and have their own value-action gaps). See for example, https://futurism.com/delphi-ai-ethics-racist.
Instead, we propose a decision support system that can help humans to reflect and debate about ethical questions. This in turn can provide a regulated environment in which machine learning about ethics can take place. Using the definitions in (Tolmeijer et al., 2020), the proposed decision support system fits into the category of an explicit ethical agent which is initially top-down and deontological (rule-based). In later stages of development, the system may incorporate some bottom-up elements. The top-down ethical requirements are elicited by a participatory value-sensitive design process (Dignum, 2019; Friedman and Hendry, 2019). These requirements are encoded in a knowledge representation that enables agent reasoning and explanation. For example, it can take the form of compliance-checking, with explanations for any violations. The agent’s knowledge-base acts as a foundation for further learning about ethics.

We argue that cognitive-affective models can offer valuable insights for the design of decision support agents and that agent-based simulation can provide an environment for rapid-prototyping. A key point is the combination of descriptive and normative models, where descriptive models simulate actual features of natural systems and normative models simulate the required functionality of an artificial system to be coupled with the natural system.

The paper is organised as follows: section 2 covers related work; section 3 outlines desirable capabilities for an assistant agent; section 4 summarises key concepts in cognitive-affective models, including metacognition; section 5 outlines a roadmap for developing a decision support agent from cognitive-affective models and identifies key research challenges; section 6 presents a summary and conclusions.

2 Related Work

Symbolic cognitive-affective architectures are a foundation for our work. For example, H-CogAff (Sloman et al., 2005) emphasises the interaction between different layers of human cognition, namely the reactive, deliberative, and meta-management layers respectively. (Hudlicka, 2019) introduces a methodology for modelling the interactions between cognition and emotion in symbolic architectures. In particular, Hudlicka’s contrast between “research” and “applied” models is similar to our distinction between descriptive and normative models respectively.

Symbolic decision support systems (Huang et al., 1993) provide a qualitative, argumentation-based decision process, which is closer to how humans actually make decisions in contrast to a purely quantitative optimisation approach. The CREDO stack (Fox et al., 2013; Fox, 2015) is a further development of this theory and provides valuable insights for our work.

Behaviour change assistance systems have similar goals to our research, since their aim is often to close a value-action gap. In particular, those systems that use reasoning or argumentation are relevant. An example of such an approach is STAR-C (Lindgren et al., 2020), which is a platform for intelligent coaching using goal-setting and activity modelling. In contrast to typical behaviour change assistants, however, personalisation is not the primary aim of our research. Instead, collaborative learning and shared experiences are important goals (although certain kinds of personalisation or tailoring are not ruled out).

3 Desirable Capabilities

In order to define capabilities, it is first important to list some scenarios where decision support might be used. Examples are as follows:

1) support for individual behaviour change, such as journey planning with sustainable transport.
2) helping individuals or groups to make ethical decisions on public policy options.
3) support for organisational decisions (e.g. hiring, employee monitoring, decisions affecting vulnerable groups, such as patients receiving mental health care, or claimants of social security benefits)

Reasons for value-action gaps in those scenarios can be identified. Support for public policy can be affected by biases or misinformation (for example, about under-served groups). Members of organisations can also lose sight of values due to work or business-related pressures.

### 3.1 High level architecture

Figure 1 gives a high-level view of desired agent capabilities. Some concepts from the CREDO agent specification (Fox et al., 2013; Fox, 2015) are used here as a framework. CREDO is based on the “Beliefs, Desires and Intentions” (BDI) model (Georgeff et al., 1999) but includes additional concepts such as goals and decision options. A decision option can be a programme of action or a belief decision (such as a medical diagnosis). Each option is associated with a list of arguments for and against it. Arguments are statements which, if true, give reasons why the option should be considered (or not). The decision process is a method of weighing up arguments for/against each option (e.g. arguments may have different positive or negative weights which are summed up, or a single argument may confirm or exclude an option without further evaluation).

![Figure 1: High level architecture of a decision support agent](image)

The inputs to the agent are “ethical norms and values” and “options and arguments”. The two-way arrow between them indicates consistency-checking. There may be situations where options and arguments are generated by the agent, but this is omitted from the diagram for simplicity. The agent outputs include “questions, critiques and explanations” and are explained in the next section (“Decision support functionality”).

**Ethical values and norms:** Values can be defined as states or actions that are considered desirable in society (e.g. fairness, honesty). They are generic and apply to a wide range of scenarios (Schwartz 2011). Values may or may not be ethical. For example, fairness and honesty are ethical values, while others such as health or self-development are not. We are focusing here on ethical values that involve relations with others – such as other humans or animals, or “the common good” (e.g. human rights, conservation of the planet, future generations).

We use the definition of **norms** in the “Design for Values” framework in (Dignum, 2019, pages 63-67). In this framework, norms are specific interpretations of values. For example, fairness (a value) can have different interpretations, such as “equal access to resources” or “equal opportunities”. 
Ethical values and norms are held in a knowledge-base. We are assuming that values may sometimes be included to provide a context for a norm (or a reason for it). Computational representation of some values can be approximated by specifying requirements for inter-agent relations (for example, honesty may be specified using rules). Deontological ethical theory is assumed here, with top-down specification in the early stages of development.

**Options and arguments:** Options and arguments may be specified in advance as part of a knowledge engineering process (as with CREDO for medical knowledge) or they may be agent-generated. A hybrid system combining top-down knowledge with bottom-up information extraction and learning is the aim here.

Depending on the scenario, an option can be an individual action or government policy (in the case of policy-decision-making). For example, an action can be a travel route involving walking or cycling, while a policy can be new regulation to restrict Covid-19 transmission. Action options can be evaluated as positive or negative according to values. They may be potential actions (possible future) or actual actions (current or past). An example of an actual action can be a current practice (such as unsustainable travel or food waste) which must be changed.

Arguments may be related to facts or values. Example argument patterns are: “It is good that we do X because it supports sustainability” (related to a value or norm) or “Option X involves Y, which gets us closer to the goal” (fact-related). We are using the term “argument” in an informal sense without making a commitment to argumentation as a paradigm.

### 3.2 Decision support functionalities

Figure 1 includes “questions, critiques and explanations” as part of the agent’s output. They are best explained by defining some key functionalities as user interactions:

1. **Option recommendation**: the agent presents the user with a list of options, and makes recommendations from the list, giving explanations as to why they are consistent with values. Explanations may be in the form of arguments in favour of a recommended option (or arguments against those that are not recommended). Options and arguments may be specified in advance using knowledge engineering (as in CREDO described above) or they may be discovered by the agent (depending on the complexity of the scenario).

2. **Option critique**: the user is invited to present their proposed option(s), along with any supporting arguments. The agent checks if each option is consistent with ethical norms, giving explanations. This may include questions to the user, which they can then investigate. For example if the option is a product, does it include disposable plastic? Did the product involve exploitation of labour?

In both cases, the questions and explanations can help to achieve the following:

(a) Draw attention to important issues that are being ignored or are invisible.

(b) Explain why an option or argument may be the result of a bias or an affective state (explained further below).

A longer term goal is to refine representations of ethical values/norms based on mutual human/agent learning. This needs agreement on what kinds of refinements can be made to the representation of values or norms, and under what conditions these can take place.
3.3 Levels of autonomy

Interactive decision support can be part of a larger development process, with different goals. For example, the goal may be **fully automated decision-making**, but the agent is initially deployed in a semi-automated mode so that its recommendations can be corrected by a human. This semi-automated mode may be a “training phase” where the agent learns from mistakes. The final agent may be either a non-interactive decision system (such as credit-scoring or fraud detection) or an interactive system or chatbot that can give expert advice to non-experts (for example a medical advice system). In both cases, the agent’s decisions have to be reliable, since they are not corrected.

Alternatively, the goal may be **human-agent collaboration** and mutual learning. In this case, the human and agent can correct each other as part of operational use (not a “training” phase).

4. Cognitive-affective models - background

Cognitive-affective models represent interactions between cognition and affect. We are focusing on the following key concepts: (1) **dual process architectures**, (2) **biases and affective states**, and (3) **metacognition** (both human and computational). These are elaborated below.

4.1 Dual-process architectures

In psychology, these architectures have two layers and are often called “system 1” and “system 2” (Kahneman, 2011). System 1 is fast but can be biased, and is associated with emotion and intuition; system 2 is slower and enables deliberate reasoning and reflection. System 1 can have a large influence on decision-making because system 2 requires effort and uses up energy, making it less able to challenge the biases of system 1.

Some behaviour change theories (BCTs) propose a similar multi-layer cognitive and motivational architecture. For example, CEOS (Borland, 2017) has many similarities to Kahneman’s dual process model.

Computational cognitive architectures often make a similar distinction between “system 1 and “system 2”, except that they are usually called **reactive and deliberative processing** respectively. An example is H-CogAff (Sloman et al. 2005). A key point is that reactive processing responds to information that is already available, while deliberation can reason about hidden information and generate hypothetical scenarios.

4.2 Biases and affective states

Many biases result from the effects of system 1. Some are particularly relevant for the value-action gap. (Kahneman, 2011) points out a number of biases that fall into the category of WYSIATI (“What You See Is All There Is”). In particular, **availability bias** is a tendency to be influenced by information that is visible, and to ignore hidden information (for example, in memory, in a news report or in a product description). This bias is related to **base-rate fallacy** and **conjunction fallacy** (both are a tendency to focus on specific examples while neglecting general information in the background). Similarly **framing** happens when an option is presented in a particular context (or “frame”). The framing of an option may emphasise positive or negative information, causing a decision-maker to select or avoid the option respectively. In this case, the frame is the “visible” information, while the invisible information (such as how the option could be presented in a neutral or negative way) has less influence. Availability-related biases can cause a value-action gap because we forget about important facts or values when other pressures or requirements are more visible.
Egocentric bias (Ross and Sicoly, 1979) is any kind of bias where we make decisions according to our own experience and world view, but fail to consider the experience or perspective of others. There are many related biases. An example is actor-observer asymmetry (Jones and Nisbett, 1972), where an observer neglects external circumstances as an explanation for the actions of others (and assumes they are due to character), but would emphasise external circumstances to explain their own actions in the same situation. Also related to egocentric biases are in-group biases, where we are more understanding about members of our own group. Perspective-taking requires cognitive effort (system 2) and people are more vulnerable to this bias in high pressure environments (Gilbert, 1989).

In addition to cognitive biases, emotions such as fear or anger can also affect decisions. A detailed discussion of emotion models would go beyond the scope of this paper, but two important concepts are relevant here: appraisal theory (Scherer et al., 2001) and action preparation (Frijda et al., 2014). Appraisal is a cognitive process which generates emotion in response to a significant event (e.g. an opportunity or threat). This process combines simple evaluation (positive or negative) with more complex reasoning, for example about the consequences of events or actions (Ortony et al., 1988). Action preparation happens as part of an emotional response and may include mental preparation, such as focusing attention on perceived threats, which can in turn cause biases (e.g. Hudlicka, 2007).

4.3 Metacognition

In psychology, metacognition plays an important role in therapy and self-regulation. For example, a person may become aware that their reasoning is affected by anger and they use a strategy to manage their anger using reappraisal (Gross and Thompson, 2007). The self-regulation model S-REF (Wells & Mathews, 1996) has been applied to psychotherapy for mental health disorders (Wells, 2011) and addictions (Spada et al., 2015). Metacognition is also important in bias correction (Wegener et al. 2012) and in social judgment (Petty et al. 2007), which makes it also relevant for ethical reasoning.

In computational agents, metacognition involves two components (Cox and Raja, 2011):

- **Object-level**: monitoring and control of events and processes in the environment
- **Meta-level**: monitoring and control of object-level information processing: e.g. error detection and correction, recognising knowledge gaps, setting new learning goals.

The nature of the information processing under scrutiny depends on the cognitive architecture. For example, if the architecture is dual process, it will include reactive and deliberative processing, as well as any affective processes being modelled.

For applied AI systems (agents/robots), components of metacognition can be included to make the system more robust or autonomous. Reasoning and explanation are important characteristics of metacognition in AI (Cox and Raja, 2011). Distributed and mutual metacognition is possible among multiple agents or within a single agent as part of a distributed cognitive system (Kennedy, 2011).

5 Methods and Roadmap

Cognitive-affective architectures can be applied in two ways: (a) to understand and model the problems that need to be solved (such as biases and the effects of emotion on cognition) and (b) to specify how to solve these problems – what kind of cognition is required instead? For (b) we are focusing on metacognition, although certain kinds of emotion models (such as empathy) may also have a role. Methods for both kinds of application are elaborated below, along with a high-level research roadmap.
5.1 Role of agent-based simulation

Agent-based simulation is useful for rapid-prototyping of designs and for early recognition of problems, as in agile software development. An agent-based simulation contains the following components:

- Scenario: usually a simulated environment with events, but may include real data
- Informal ontology: What objects and agents exist? What are the possible actions and events?
- Initial data: What is the starting state of the world and agents?
- Models: How do agents make decisions and act? How does the world change?

Simulation toolkits need to support cognitively rich agent modelling, so that experiments can be conducted with a variety of agent architectures (such as different emotion models, affective biases, or types of metacognition). The required tools may be part of a single simulation toolkit or they may be provided by a more specialist cognitive agent development toolkit which can be connected to simulated scenarios (or to the real world). Current examples of cognitive agent tools include GOAL (Hindriks, 2021). Although no longer supported, COGENT (Cooper & Fox, 1998) and SimAgent (Sloman & Poli, 1995) use important principles which can be applied in the development of new frameworks. In particular, they do not implement a single cognitive theory, but allow uncommitted exploration with multiple paradigms.

For most of our scenarios, simulation of mental states and information sources are of primary importance. Physical and spatial simulation are secondary (although they may be important for some public policy scenarios, such as house building or transport planning). In the early stages, it may be useful to test experimental cognitive agents in simple spatial environments for the purposes of easy visualisation (e.g. robots helping each other in a joint physical task), even if the final goal is co-operation in an information processing task, such as joint decision-making.

Participatory agent-based simulation is a key foundation for developing scenarios and agents (e.g. Taillardier et al., 2019; Ramanath and Gilbert, 2004). Recent work on Covid-19 simulations is particularly relevant for public policy scenarios (Dignum, 2021).

5.2 Broad-and-shallow agents

Early experimentation takes place on level 1 of Marr’s cognitive architecture levels (Marr, 1982). Level 1 defines components and their interactions without specifying algorithms or representations (in other words, it specifies “what” is to be done, but not “how”). In practice, this means that early implementations of the agent architecture will have minimal components, which are populated with provisional and simplified algorithms. This is the “broad and shallow” approach (Bates et al., 1991), which is also the “agile” approach (early integration and ease of making changes). “Broad” means that the simulated agent has all the capabilities of cognition (perception, decision, action) as well as the essential components of the model under investigation. For example, if these components include reactive and deliberative layers, they need to be included in the simulation. However, these components are minimally implemented (in other words “shallow”). A shallow agent can be progressively “deepened” by replacing its algorithms with improved (or different) approaches as required (in which case, Marr level 2, and later 3, become the focus).

In a similar way, experimentation starts with simplified scenarios, which may be incrementally increased in complexity or replaced with radically different versions (e.g. changing from simple spatial worlds to virtual organisations or information only worlds).
5.3 Example: ethical workplace

For illustration, we will use an example scenario where managers in an organisation make decisions about employees (fits in with scenario 3 above). Depending on the business environment, managers may decide to change the workload of employees or to make redundancies.

We assume that managers wish to make ethical decisions and are respectful of employee well-being. However, in practice, this may not happen because of limited cognitive resources in a high-pressure environment, meaning that “system 1” will have most influence on decisions. Since system 1 only responds to information that is directly available, the availability bias will cause the manager to neglect the perspectives of employees who are not “visible” (thus causing a value-action gap).

In a simulation, managers and employees can be represented as agents with a dual-process architecture (reactive and deliberative layers) which are subject to biases. Each staff role can be represented as an agent type with its own perspective, which can be defined as its interpretation of the world, its goals, needs, and available actions. An “interpretation” can be understood as the agent’s system of concepts (like an ontology but not necessarily a formal ontology). To simulate the availability bias, manager decision processes can prioritise information that is immediately available to them (e.g. raised in meetings with other managers) over information that is invisible, and cause the ethical values themselves to be temporarily forgotten.

A simple way to introduce bias or emotion is to enable the reactive layer to be immediately activated by visible information that might be a threat or opportunity (e.g. using an appraisal model). This results in impulsive decisions being made before the deliberative layer has time to reason about options and arguments.

This scenario does not include all the complexities and conflicting pressures of a real-life workplace. However, other features and biases may be incrementally added, including simulation of emotions and affective biases.

At this stage, we can define the following research question:

RQ1: How to model cognitive-affective biases in a symbolic descriptive way that is easy to understand for stakeholders and fits into a rapid-prototyping framework (i.e. easy to change and experiment with).

There are many possible sub-questions associated with RQ1. For example, should the models of bias be adapted to specific situations or agent perspectives? These questions can be defined more precisely in later iterations of development.

5.4 Descriptive vs normative models

The simulation so far is descriptive. The next stage is to explore designs for a potential assistant agent. For this purpose, the distinction between descriptive and normative models is important:

- **Descriptive**: what features do natural systems have, including problematic features, such as biases?
- **Normative**: what features do we want (or what ought to happen)? These are software requirements. For ethical agents, “normative” includes alignment with ethical norms.

There are two important considerations: first, who determines the requirements that a “normative” system satisfies? For ethical software systems, this needs to be a democratic and participatory
Secondly, “normative” is not necessarily the same as “optimal”. Some biases and shortcuts in reasoning may be helpful, particularly when fast decisions are required with limited information, and when small errors have no significant consequences. This is the idea of “satisficing” (Simon, 1956).

5.4.1 Role of metacognition

Within the context of metacognition, we are defining a “normative” system as one which satisfies requirements in realistic scenarios where biases and other problems exist. In order words, we need a corrective process which is embedded inside the biased, error-prone system represented by the descriptive model. Before this bias correction can take place, a normative (desired) decision process needs to be specified, according to ethical values and norms. This can be labelled M0. For example, it might specify the requirement to reason about a decision’s possible consequences for vulnerable groups (in the Public Policy scenario).

These considerations lead to three classes of agent models:
M0: normative: simulate the required decision process (no biases).
M1: descriptive: simulate biases, with absent or ineffective metacognition.
M2: normative (added to descriptive): simulate the same biases, but with effective metacognition.

Model type M2 is an autonomous agent that is derived from M1 but is effective in correcting its own biases to the extent that requirements are satisfied. (This is not the same as “perfect” or “optimal”). Effective metacognition means that it monitors its actual reasoning processes (M1), compares them with the required processes M0, and makes adjustments as necessary. In this case M1 is the “object-level” of M2 (as defined in 4.3). The corrected process does not have to follow M0 exactly, so long as it satisfies the functionality of M0 on a high level (Marr level 1).

Additionally, metacognition should enable the agent to explain why its decision process (M1) was problematic (using introspection) and what deliberation process it activated instead (using metacognitive control). For example, in a rule-based system, the agent may have detected its preparation to act on a decision that was made impulsively, where “impulsivity” can mean triggering a reactive rule without considering relevant, but hidden information.

This leads to the following research question:

RQ2: How to add metacognition to a biased agent so that the agent can reason about its biases and use metacognitive control to counteract them.

Additional sub-questions of RQ2 involve the precise specification of M0. This includes the representation of ethical norms and the possibility of learning some details of how to satisfy them. For example, this may include priority allocation to options under consideration.

5.5 Autonomous vs assistant agents

It is useful to define an autonomous agent initially to allow us to focus on the required processing in the cognitive architecture without having to consider how to communicate this to other agents or how to design human-agent interaction. The next question is whether an autonomous agent can be translated into an assistant agent by applying its reasoning about itself to other agents. For this purpose, we can define an additional model type M3, which is derived from M2:
M3: same as M2, but uses its metacognition to give advice to another agent of type M1.

In the most simplified version, the assistant agent shares the same “experience” of the environment as M1. Therefore M3 can challenge M1’s decisions using shared mental concepts that are not specific to a particular agent’s experience. Since the environment is shared, both agents can make a decision on the same event, except that M1 proposes a biased option while M3 gives advice on how to make a correct decision.

M3’s advice can include an explanation of how it corrected its own reasoning. If we assume that M1 has ineffective (or inactive) metacognition, an explanation can direct M1’s metacognition to become aware of flaws in its reasoning. For example, M1 could propose an option A, which goes against an ethical norm. The challenge from M3 can then have the following pattern: “I first thought option A was the best choice, but I realised this decision was impulsive (or was affected by availability bias) and I had not considered other relevant information which makes it clear that the option is unethical. I propose option B instead.” The agent could then state its arguments for/against option A and those for/against option B and showing how it reached its decision using deliberation. In particular, if one argument shows that an option violates an ethical norm, the option should be excluded immediately (without the need for further weighing up of other arguments). In the same way, specific arguments for or against an option can also be challenged. For instance, if ethical norms are never mentioned in any arguments used by M1, this absence may be pointed out by M3.

These kinds of advice and explanation cover functions (1) and (2) of the desirable capabilities above (namely: recommending options, challenging a proposed option or argument). In addition, the explanations provide features (a) and (b), namely, drawing attention to hidden information, and raising awareness of biases or affective states that are likely to affect decisions.

This leads to the following research question:

RQ3: to what extent can an autonomous metacognitive agent be translated into an assistant agent which gives advice to another agent by explaining its own reasoning?

The above assumes that M3 has the same environment and experiences as M1. Additional sub-questions of RQ3 involve different agent experiences and the capability of agents to reason about other perspectives.

5.6 Human-in-the-loop simulation

The next question is how to translate an agent-to-agent interaction into a human-agent interaction. This would mean that a human user plays the role of the decision agent M1 while the adviser agent becomes the prototype decision support system. Existing work in participatory and role-playing simulation is important here (e.g. Guyot and Honiden, 2006).

We can define a new model type M4 which is derived from M3, but with the additional features necessary for human-agent interaction. M4 uses a representation of M1’s reasoning, which might also act as a generic model of the human user (without personalisation). The goal is to use a generic representation of known biases that affect human decisions, beginning with availability bias. The research question can be defined as follows:

RQ4: to what extent can an agent that advises a simulated agent be translated into an agent that can advise humans?
The limits of the generic model M1 (used by M4) can be identified and fed back to stage 1 (descriptive agent modelling).

Additional sub-questions of RQ4 involve the measuring of effectiveness of an assistant agent: does it actually draw attention to invisible information, and does it really help people to be aware of biases? This is in accordance with decision support goals (a) and (b) in section 3.2. Mutual human-agent learning would be developed at this stage. For example, the assistant agent initially only has a generic model of a biased decision-process (only one kind of M1) and does not have variants of this model to fit specific situations or persons. (Although personalisation is not a goal in this research, some degree of adaptation or tailoring may be helpful).

5.7 Research roadmap - summary

The roadmap stages can be summarised as follows:

1. Simulate problems, such as biased decisions.
2. Simulate solutions by adding metacognition: determine desirable capabilities for correcting problems, the role of metacognition, and how to evaluate its effectiveness.
3. Translate from autonomous agent to assistant agent.
4. Introduce human-agent interaction. For example, humans could interact with assistant agents where the scenarios are still simulated. Results can be used as input for building a non-simulated decision support system.

The stages are shown in Table 1, along with model outputs, research questions and possible next stages. Since the process is iterative, the next stage may be a previous one. This is indicated by “[ ]”. At each stage, additional research questions can be defined, but since we are using the “broad-and-shallow” methodology, the goal is to develop a minimal complete system as quickly as possible. This enables evaluations to be made early and the resulting feedback to be used when returning to earlier stages.

Table 1: Roadmap for agent simulations

| Stage | Model output | Model type | Research question(s) | Possible next stage(s) |
|-------|--------------|------------|----------------------|-----------------------|
| S1: Simulate problems – biases, emotions | M1 | Descriptive | RQ1 | 2, 3 or 4 |
| S2: Simulate solutions – autonomous agent | M0, M2 | Normative | RQ2 | 3 or 4 [1] |
| S3: Simulate solutions – assistant agent | M3 | Normative | RQ3 | 4 [2 or 1] |
| S4: Build human-agent interaction | M4 | Normative | RQ4 | n/a [3, 2 or 1] |

6 Summary and Conclusion

In this paper, we identified scenarios where value-action gaps exist, particularly in the context of ethical decision-making. These do not just include individual behaviour change scenarios (such as sustainable consumption) but also organisational and policy decisions. We then defined some
desirable capabilities for an assistant agent (decision support system) to help close such value-action gaps.

Concepts from cognitive-affective architectures were identified as relevant for the design of assistant agents. These concepts include dual process architectures (“system 1 vs system 2”), cognitive biases, and metacognition. In particular, metacognition has relevance for ethical reasoning because of its role in self-regulation, social cognition, and in understanding the limits of one’s own knowledge.

A high-level roadmap was then defined, with particular emphasis on agent-based simulations and the combination of descriptive and normative models in a single agent architecture. A major challenge is the level of resolution of models, particularly for emotion and bias simulation. Our approach is to start at a low level of resolution (“broad and shallow” agents) and iteratively add detail as necessary.

**References**

Bates, J., Loyall, B. and Reilly, W. S. (1991). Broad agents. *ACM SIGART Bulletin*, 2(4), 38-40.

Borland, R. (2017) CEOS Theory: A Comprehensive Approach to Understanding Hard to Maintain Behaviour Change. *Applied Psychology: Health and Well-Being*, 9: 3–35. [https://doi.org/10.1111/aphw.12083](https://doi.org/10.1111/aphw.12083)

Cooper, R. P. and Fox, J. (1998) COGENT: A visual design environment for cognitive modeling. *Behavior Research Methods* 30(4):553-564 [DOI: 10.3758/BF03209472](https://www.researchgate.net/)

Cox, M. and Raja, A. (eds.) (2011) *Metareasoning*. MIT Press.

Dignum, F. (ed.) (2021) *Social Simulation for a Crisis*. Springer.

Dignum, V. (2019) *Responsible Artificial Intelligence*. Springer.

Fox, J., Cooper R. and Glasspool D. (2013) A Canonical Theory of Dynamic Decision-Making. *Frontiers in Psychology* 4, 2013. [https://www.frontiersin.org/article/10.3389/fpsyg.2013.00150](https://www.frontiersin.org/article/10.3389/fpsyg.2013.00150)

Fox, J. (2015) The CREDO stack: from theory to practice in cognitive systems engineering, *SAI Intelligent Systems Conference (IntelliSys)*, 2015, pp. 43-48. [doi: 10.1109/IntelliSys.2015.7361082](https://www.frontiersin.org/article/10.3389/fpsyg.2014.00518)

Friedman, B. and Hendry, D. G. (2019) *Value Sensitive Design: Shaping Technology with Moral Imagination*. MIT Press.

Frijda, N. H., Ridderinkhof, K. R., and Rietveld, E (2014). Impulsive action: emotional impulses and their control. *Frontiers in Psychology* 5, 2014. [https://www.frontiersin.org/article/10.3389/fpsyg.2014.00518](https://www.frontiersin.org/article/10.3389/fpsyg.2014.00518)

Georgeff M., Pell B., Pollack M., Tambe M., Wooldridge M. (1999) The Belief-Desire-Intention Model of Agency. In: Müller J. P., Rao A.S., Singh M.P. (eds) *Intelligent Agents V: Agents Theories, Architectures, and Languages*. ATAL 1998. Lecture Notes in Computer Science, vol 1555. Springer, Berlin, Heidelberg. [https://doi.org/10.1007/3-540-49057-4_1](https://doi.org/10.1007/3-540-49057-4_1)
Gilbert, D. T. (1989). Thinking lightly about others: Automatic components of the social inference process. In: J. S. Uleman & J. A. Bargh (Eds.), Unintended thought (pp. 189–211). New York, Guilford Press.

Gross, J. and Thompson, R. (2007): Emotion Regulation: Conceptual Foundations. In: Gross, J. (ed.) Handbook of Emotion Regulation, New York: Guilford Publications.

Guyot, P. and Honiden, S. (2006). Agent-Based Participatory Simulations: Merging Multi-Agent Systems and Role-Playing Games. Journal of Artificial Societies and Social Simulation 9(4). https://www.jasss.org/9/4/8.html.

Hindriks, K. V. (2021) Programming Cognitive Agents in GOAL. https://goalapl.dev/GOALProgrammingGuide.pdf

Hudlicka E. (2019) Modeling Cognition–Emotion Interactions in Symbolic Agent Architectures: Examples of Research and Applied Models. In: Aldinhas Ferreira M., Silva Sequeira J., Ventura R. (eds) Cognitive Architectures. Intelligent Systems, Control and Automation: Science and Engineering, vol 94. Springer, Cham. https://doi.org/10.1007/978-3-319-97550-4_9

Jones, E. E. and Nisbett, R. E. (1972). The actor and the observer: divergent perceptions of the causes of behavior. In E. E. Jones et al. (Eds.), Attribution: Perceiving the causes of behavior (pp. 79-94). Morristown, NJ: General Learning.

Kahneman, D. (2011). Thinking, fast and slow. Farrar, Straus and Giroux.

Kennedy, C. M. (2011) Distributed Meta-Management for Self-Protection and Self-Explanation. In: Cox, M. and Raja, A. (eds.) Metareasoning. MIT Press.

Kollmuss, A. and Agyeman, J. (2002). Mind the Gap: Why do people act environmentally and what are the barriers to pro-environmental behavior? Environmental Education Research. 8 (3): 239–260. doi:10.1080/13504620220145401

Lindgren, H., Guerrero, E., Jingar, M., Lindvall, K., Ng, N. et al. (2020) The STAR-C Intelligent Coach: a Cross-Disciplinary Design Process of a Behaviour Change Intervention in Primary Care. Proceedings of the 17th International Conference on Wearable Micro and Nano Technologies for Personalized Health (pHealth 2020). IOS Press Studies in Health Technology and Informatics. https://www.diva-portal.org/smash/get/diva2:1469402/FULLTEXT01.pdf https://doi.org/10.3233/SHTI200640

Marr, D. (1982). Vision: A Computational Investigation into the Human Representation and Presentation of Visual Information. New York: W. H. Freeman.

Ortony, A., Clore, G., Collins, A. (1988) The Cognitive Structure of Emotions. Cambridge, MA: Cambridge University Press.

Petty, R. E., Briñol, P., Tormala, Z. L., & Wegener, D. T. (2007). The role of metacognition in social judgment. In: A. W. Kruglanski & E. T. Higgins (Eds.), Social psychology: Handbook of basic principles (pp. 254–284). The Guilford Press.

Ramanath, A. M. and Gilbert, N. (2004) The Design of Participatory Agent-Based Social Simulations. Journal of Artificial Societies and Social Simulation 7(4). www.jasss.org/7/4/1.html
Ross, M. and Sicoly, F. (1979). *Egocentric biases in availability and attribution*. *Journal of Personality and Social Psychology*. 37 (3): 322–336. doi:10.1037/0022-3514.37.3.322.

Scherer, K. R., Shorr, A., and Johnstone, T. (Eds.) (2001). *Appraisal Processes in Emotion: Theory, Methods, Research*. Canary, NC: Oxford University Press.

Simon, H.A. (1956). Rational Choice and the Structure of the Environment. *Psychological Review*. 63 (2): 129–138. CiteSeerX:10.1.1.545.5116. doi:10.1037/h0042769.

Sloman, A. and Poli, R. (1995) SIM_AGENT: A toolkit for exploring agent designs. In: M. Wooldridge, J. Mueller, M.Tambe (Eds.), *Intelligent Agents Vol II, (ATAL-95)*, Workshop on Agent Theories, Architectures, and Languages at IJCAI-95, Montreal, August 1995. Springer-Verlag pp 392–407. https://citeseerx.ist.psu.edu/

Spada, M. M., Caselli, G., Nikčević, A. V., & Wells, A. (2015). Metacognition in addictive behaviors. *Addictive Behaviors*, 44, 9-15.

Taillardier, P., Grignard, A., Marilleau, N., Philippon, D., Huynh, Q-N., Gaudou, B. and Drogoul, A. (2019) Participatory Modeling and Simulation with the GAMA Platform. *Journal of Artificial Societies and Social Simulation* 22 (2) 3. http://jasss.soc.surrey.ac.uk/22/2/3.html. doi: 10.18564/jasss.3964

Tolmeijer, S., Kneer, M., Sarasua, C., Christen, M. and Abraham Bernstein, A. (2021) Implementations in Machine Ethics: A Survey. *ACM Computing Surveys* 53, 6, Article 132, 38 pages. DOI:https://doi.org/10.1145/3419633

Wagner, G. (2013) Exploratory and participatory simulation. 2013 Winter Simulations Conference (WSC-13), pp. 1327-1334, doi: 10.1109/WSC.2013.6721519.

Wegener, D. T., Silva, P. P., Petty, R. E., & Garcia-Marques, T. (2012). The metacognition of bias regulation. In: Briñol, P., & DeMarree, K. G. (Eds.) *Social metacognition*. 81-99. Psychology Press.

Wells, A. (2011). *Metacognitive therapy for anxiety and depression*. Guilford press.

Wells, A., & Matthews, G. (1996). Modelling cognition in emotional disorder: The S-REF model. *Behaviour research and therapy*, 34(11-12), 881-888.