MODULUS OF CONTINUITY ESTIMATES FOR FULLY NONLINEAR PARABOLIC EQUATIONS

XIAOLONG LI

Abstract. We prove that the moduli of continuity of viscosity solutions to fully nonlinear parabolic partial differential equations are viscosity subsolutions of suitable parabolic equations of one space variable. As applications, we obtain sharp Lipschitz bounds and gradient estimates for fully nonlinear parabolic equations with bounded initial data, via comparison with one-dimensional solutions. This work extends multiple results of Andrews and Clutterbuck for quasilinear equations to fully nonlinear equations.

1. Introduction

Given a function $u : \Omega \subset \mathbb{R}^n \to \mathbb{R}$, any function $f$ satisfying

$$|u(x) - u(y)| \leq 2f \left( \frac{|x - y|}{2} \right)$$

for all $x, y \in \Omega$ is called a modulus of continuity of $u$. The (optimal) modulus of continuity $\omega$ of $u$ is defined by

$$\omega(s) = \sup \left\{ \frac{u(x) - u(y)}{2} : x, y \in \Omega, |x - y| = 2s \right\}.$$

The definitions here are consistent with \[1\]\[2\]\[3\]\[4\], but differ from the usual ones by the factors of 2, which are included for convenience and nice statements of results. For instance, if $\varphi_0(s)$ is an odd function defined on a symmetric interval and it is positive and concave for positive $s$, then its modulus of continuity is exactly $\omega(s) = \varphi_0(s)$ for all $s \geq 0$. If we then evolve $\varphi_0$ as initial data by a quasilinear parabolic equation of one space variable of the form $\varphi_t = \alpha(\varphi')\varphi''$, then it is easy to see that the solution $\varphi(\cdot, t)$ remains odd, concave and positive for positive $s$. Therefore the modulus of continuity $\omega(s, t)$ of the solution $\varphi(s, t)$ is exactly $\omega(s, t) = \varphi(s, t)$.

Inspired by the above example, Andrews and Clutterbuck \[3\] first observed that the modulus of continuity of a regular ($C^2$ in space variable and $C^1$ in time) periodic solution of the quasilinear parabolic equation $\varphi_t = \alpha(\varphi')\varphi''$ is a subsolution of the same equation. Their proof is inspired by an argument of doubling variables used by Kružkov \[15\] for linear parabolic equations of one space variable. In \[4\], they managed to generalize this to higher dimensions, showing that for a wide class of quasilinear parabolic equations including the anisotropic mean curvature flows, the modulus of continuity of a periodic regular solution is a subsolution of an associated one-dimensional equation. Moreover, the results are sharp in the sense that initial data close to a square-wave function of one of the variables will give

2010 Mathematics Subject Classification. Primary: 35K55; Secondary: 35J60, 35D40.

Key words and phrases. Modulus of continuity estimates, fully nonlinear equations, viscosity solutions, gradient estimates.
equality in the limit of lattices with large period. Equations with Dirichlet or Neumann boundary conditions were also treated in [3] with convexity assumptions on the domain. As applications, they obtained time-interior gradient estimates (more precisely, estimates on the gradient for positive times which do not depend on the initial gradient, but only on the oscillation of the initial data) for solutions of quasilinear parabolic equations with gradient-dependent coefficients, under the weakest possible assumptions on the coefficients. Such estimates have not yet been accomplished using direct estimates on the gradient except in some special cases [10]. Later on, the modulus of continuity estimates were extended to quasilinear isotropic equations on Riemannian manifolds in [6][7][20] and to viscosity solutions in [10][17]. At last, we would like to mention that the modulus of continuity and its variants have found remarkable applications in proving sharp lower bounds for lower eigenvalues of the Laplacian in [4][6][12][13][20][22], the p-Laplacian in [2] and the weighted p-Laplacian in [18][19]. We refer the reader to the nice surveys by Professor Andrews [1][2], where these ideas were further explained, various applications are discussed, and connections to other problems in geometric analysis are made.

The purpose of the present paper is to extend the above-mentioned modulus of continuity estimates for linear and quasilinear parabolic equations to fully nonlinear parabolic equations. We will show that the moduli of continuity of viscosity solutions to fully nonlinear parabolic equations are viscosity subsolutions of suitable parabolic equations of one space variable (see Theorems 1.1, 5.2 and 7.1 for precise statements). In contrast to the quasilinear case, the one-dimensional equations are determined by a structure condition (see (SC) below) that we introduce on the fully nonlinear operator, rather than canonically associated. The structure condition specifies all the properties that need to be satisfied by the one-dimensional operators, and we then provide numerous examples (see Propositions 1.1, 4.1 and 8.1) to illustrate how to choose a natural one-dimensional operator for the given fully nonlinear operator.

Consider parabolic partial differential equations of the form

\[ u_t + F(t, x, u, Du, D^2u) = 0, \]

on a domain \( \Omega \subset \mathbb{R}^n \), where \( F : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^n \times S(n) \to \mathbb{R}, S(n) \) is the set of symmetric \( n \times n \) matrices, \( u_t \) is the time derivative of \( u \), \( Du \) is the gradient of \( u \), and \( D^2u \) is the Hessian of \( u \). Throughout the paper we assume that \( F \) is degenerate elliptic, i.e.,

\[ F(t, x, r, p, X) \leq F(t, x, r, p, Y) \text{ whenever } Y \leq X. \]

We also assume \( F \) is a continuous function of its arguments, so the basic theory of viscosity solutions in [11] applies.

A fundamental difficulty in proving the modulus of continuity estimates for fully nonlinear equations is that it is not clear how to identify the one-dimensional operators. In the quasilinear isotropic case considered in [3] and [4], the one-dimensional operator is obtained by plugging into a function that depends only on one of the variables. For example, the associated one-dimensional operator of the Laplacian \( (F = -\text{tr}(X)) \) is the one-dimensional Laplacian \( (f(\varphi) = -\varphi'') \). However, if the operator has lower order terms depending on \( x \) (say \( F = -\text{tr}(X) + h(x) \) for some function \( h(x) \)) or its coefficients depending on \( x \) (say \( F = -\text{tr}(AX) \) for \( A = (a_{ij}(x)) \)), one certainly cannot identify its one-dimensional operator by plugging a solution of one space variable, not to mention for more general fully nonlinear operators. To overcome this difficulty, we introduce a structure condition on \( F \) as follows.
Given an operator $F(t, x, r, p, X)$, let $f(t, s, \varphi, \varphi', \varphi'')$ be a one-dimensional operator (also degenerate elliptic and continuous of its arguments) such that

$$
\begin{cases}
F(t, y, r, \frac{x-y}{|x-y|}, Y) - F(t, x, v, \frac{x-y}{|x-y|}, X) \leq -2f(t, s, \varphi, \varphi', \varphi'') \\
\text{for all } x, y \in \Omega \text{ with } |x - y| = 2s > 0, v, r \in \mathbb{R} \text{ with } v - r = 2\varphi > 0, \\
\text{and } X, Y \in S(n) \text{ satisfying } \left( \begin{array}{cc} X & 0 \\ 0 & -Y \end{array} \right) \leq D^2_{x,y} \left(2\varphi \left(\frac{|x-y|}{2}, t\right)\right),
\end{cases}
$$

where all derivatives of $\varphi$ are evaluated at $s = \frac{|x-y|}{2}$ and $D^2_{x,y}$ means taking the Hessian with respect to all spatial variables.

The above structure condition is inspired by the structure condition in [11, (3.13) and (3.14)], under which the comparison principle is proved for a large class of operators. Also, it will be clear in the proofs that such a structure condition is exactly what we need. Indeed, the one-dimensional operator $f$ is in some sense a modulus of continuity of $F$, as it measures the change of $F$ when its arguments change under the constrains specified above. At last, such one-dimensional operators exist for very general $F$, and we will discuss how to choose $f$ for a large class of $F$ in Proposition 1.1 after stating our main result below.

**Theorem 1.1.** Suppose $u : \mathbb{R}^n \times [0, T) \to \mathbb{R}$ is a spatially periodic viscosity solution of

$$u_t + F(t, x, u, Du, D^2u) = 0 \quad (1.1)$$

Let $f(t, s, \varphi, \varphi', \varphi'')$ be a one-dimensional operator satisfying the structure condition (SC). Then the modulus of continuity

$$\omega(s, t) := \sup \left\{ \frac{u(x, t) - u(y, t)}{2} : |x - y| = 2s \right\}
$$

of $u$ is a viscosity subsolution of the one-dimensional equation

$$\omega_t + f(t, s, \omega, \omega', \omega'') = 0 \quad (1.2)$$
on $(0, \infty) \times (0, T)$.

The same conclusion as in Theorem 1.1 holds if $u$ solves (1.1) on a bounded convex domain $\Omega \subset \mathbb{R}^n$ with smooth boundary and satisfies the Neumann boundary condition. This will be proved in Section 5. The Dirichlet boundary condition can also be handled with more restrictions on both $F$ and $\omega$.

The structure condition (SC) specifies all the requirements for the one-dimensional operator, but does not provide any choice of it directly. So we provide in the next proposition some natural choices of the one-dimensional operators according to the given $F$. More examples will be given in Section 4.

**Proposition 1.1.** The following pairs of operators $F$ and $f$ satisfy the structure condition (SC).

1. $F$ is the linear elliptic operator given by

$$F(x, r, p, X) = -\text{tr}(X) + (W(x), p) - Vr - h(x),$$

where $W$ is a bounded continuous vector field, $h$ is a bounded continuous function, and $V \in \mathbb{R}$.

$$f(\varphi, \varphi', \varphi'') = -\varphi'' - K|\varphi'| - V\varphi - \omega_h,$$

where $K = \sup_x |W(x)|$ and $\omega_h$ is a modulus of continuity of $h$. 
(2) $F$ is the quasilinear isotropic operator given by

$$F(p, X) = -\text{tr} \left[ \left( \alpha(|p|) \frac{p \otimes p}{|p|^2} + \beta(|p|) \left( I - \frac{p \otimes p}{|p|^2} \right) \right) X \right],$$

where $\alpha$ and $\beta$ are nonnegative functions, $I$ denotes the identity matrix and $p \otimes q$ denotes the matrix whose $(i, j)$ entry is $pq_j$.

$$f(\varphi, \varphi'') = -\alpha(|\varphi'|)\varphi''.$$  

(3) $F(X)$ is uniformly elliptic with ellipticity constants $0 < \lambda \leq \Lambda < \infty$, i.e.,

$$-\Lambda \text{tr}(Z) \leq F(X + Z) - F(X) \leq -\lambda \text{tr}(Z) \text{ for } Z \geq 0.$$  

$$f(\varphi'') = -\lambda \varphi''.$$  

(4) $F(t, r, p, X)$ (independent of $x$) is proper, i.e.,

$$F(t, r, p, X) \leq F(t, v, p, Y) \text{ whenever } r \leq v, Y \leq X.$$  

$$f \equiv 0.$$  

(5) $F(t, x, r, p, X)$ satisfies that for all $x, y \in \Omega$, $t \in [0, T]$, $v, r \in \mathbb{R}$ and $X, Y, Z \in S(n)$,

$$|F(t, y, r, p, X) - F(t, x, r, p, X)| \leq L|x - y|,$$

$$F(t, x, r, p, X) - F(t, v, p, X) \leq K(v - r) \text{ for } v \geq r,$$

$$F(t, x, r, p, X + Z) - F(t, x, r, p, X) \leq -\lambda(|p|, t) \text{tr}(Z) \text{ for } Z \geq 0,$$

where $L, K$ are positive constants and $\lambda(s, t)$ is a nonnegative function.

$$f(s, \varphi, \varphi', \varphi'') = -\lambda(|\varphi'|, t)\varphi'' - K \varphi - Ls.$$  

Part (1) of Proposition 1.1 says that $f$ is linear if $F$ is linear. It implies exponentially gradient bounds for linear equations because the one-dimensional can be solved explicitly (choosing $\omega_h = \frac{1}{2} \sup_x |h(x)|$); see [9].

Applying Theorem 1.1 to the operators in Part (2) covers the main results obtained by Andrews and Clutterbuck in [3] and [4] for quasilinear equations. Note that quasilinear isotropic operators in Part (2) include many greatly studied elliptic operators such as the Laplacian (with $\alpha = \beta = 1$), the $p$-Laplacian (with $\alpha(s) = (p - 1)|s|^{p-2}$ and $\beta(s) = |s|^{p-2}$), and graphical mean curvature operator (with $\alpha(s) = \frac{1}{1+|s|^2}$ and $\beta = 1$).

Part (3) implies that $f$ can be chosen to be linear as long as $F$ is uniformly elliptic. In particular, if $F$ is the Pucci’s extremal operators $-\Lambda_{\alpha, \beta}(D^2u)$ with ellipticity constants $0 < \lambda \leq \Lambda < \infty$, then $f$ can be chosen to be $f(\varphi'') = -\lambda \varphi''$. As we will see in Section 6 uniformly elliptic fully nonlinear operators behave just like uniformly elliptic linear operators in terms of Lipschitz bounds and time-interior gradient estimates.

Part (4) implies that if $F$ is independent of $x$ and proper, then the parabolic equation (1.1) preserves any initial modulus of continuity for spatially periodic solutions (or with Neumann boundary condition), i.e., if $\varphi(s)$ is a modulus of continuity for $u(\cdot, 0)$, then it is also a modulus of continuity for $u(x, t)$ whenever the solution exists.

Part (5) addresses the more general situation where the ellipticity constants may depend on the norm of the gradient and and $F(t, x, v, p, X)$ is Lipschitz in $x$ and $v$. Examples of such operators include the $p$-Laplacian $\Delta_p$, $-\lambda(|Du|)\Delta u$ and $-|Du|^\gamma M_{\alpha, \beta}(D^2u)$. In these cases, the one-dimensional equations can be chosen to be quasilinear.
We conclude this section by mentioning various extensions and applications of Theorem \[1.1\] as well as discussing the organization of this paper. In Section 2, we recall the definitions of viscosity solutions for parabolic equations and state the parabolic maximum principle for semicontinuous functions, which is the key tool that we use in this paper. We then present the proofs of Theorem \[1.1\] and Proposition \[1.1\] in Sections 3 and 4, respectively. In Section 5, we prove modulus of continuity estimates when the Neumann boundary condition is imposed. Section 6 is devoted to proving Lipschitz bounds and gradient estimates for solutions to parabolic equations with bounded initial data, as applications of the modulus of continuity estimates. In Section 7, we extend the modulus of continuity estimates to fully nonlinear parabolic equations on Riemannian manifolds. In Section 8, we study the effects of curvatures on the one-dimensional operators.

2. Preliminaries on Viscosity Solutions

In this section, we collect some basics on the theory of viscosity solutions that will be needed in the sequel. The reader is encouraged to consult \[11\] for a self-contained exposition of the basic theory of viscosity solutions.

Let \( \Omega \subset \mathbb{R}^n \) be an open set and \( O \) be an open subset of \( \Omega \times (0,T) \). The following notations are useful:

\[
\begin{align*}
\text{USC}(O) &= \{ u : O \to \mathbb{R} | \text{u is upper semicontinuous} \}, \\
\text{LSC}(O) &= \{ u : O \to \mathbb{R} | \text{u is lower semicontinuous} \}.
\end{align*}
\]

Next we introduce the notion of parabolic semijets.

**Definition 2.1.**

1. For a function \( u \in \text{USC}(O) \), the second order parabolic superjet of \( u \) at a point \((x_0,t_0)\) in \( O \) is defined by

\[
\mathcal{P}^{2,+}u(x_0,t_0) = \{ (\varphi_{t_0}(x_0), D\varphi(x_0,t_0), D^2\varphi(x_0,t_0)) : \varphi \in C^\infty(O) \text{ such that } u - \varphi \text{ attains a local maximum at } (x_0,t_0) \}.
\]

2. For \( u \in \text{LSC}(O) \), the second order parabolic subjet of \( u \) at \((x_0,t_0)\) in \( O \) is defined by

\[
\mathcal{P}^{2,-}u(x_0,t_0) = -\mathcal{P}^{2,+}(-u)(x_0,t_0).
\]

3. We also define the closures of \( \mathcal{P}^{2,+}u(x_0,t_0) \) and \( \mathcal{P}^{2,-}u(x_0,t_0) \) by

\[
\overline{\mathcal{P}}^{2,+}u(z_0) = \{ (\tau,p,X) \in \mathbb{R} \times \mathbb{R}^n \times S(n) | \text{ there is a sequence } (z_j,\tau_j,p_j,X_j) \text{ such that } (\tau_j,p_j,X_j) \in \mathcal{P}^{2,+}u(z_j) \text{ and } (z_j,u(z_j),\tau_j,p_j,X_j) \to (z_0,u(z_0),\tau,p,X) \text{ as } j \to \infty \},
\]

\[
\overline{\mathcal{P}}^{2,-}u(z_0) = -\overline{\mathcal{P}}^{2,+}(-u)(z_0).
\]

Now we can give the definition of a viscosity solution for the general equation

\[
u_t + F(t,x,u,Du,D^2u) = 0,
\]

where \( F \) is assumed to be degenerate elliptic and continuous in its arguments.

**Definition 2.2.**

1. A function \( u \in \text{USC}(O) \) is a viscosity subsolution of \( 2.1 \) in \( O \) if for all \((x,t)\) in \( O \) and \((t,p,X)\) in \( \mathcal{P}^{2,+}u(x,t) \),

\[
\tau + F(t,x,u(x,t),p,X) \leq 0.
\]
Theorem 2.3. Let \( u_i \in \text{USC}(O_i \times (0, T)) \) for \( i = 1, \ldots, k \), where \( O_i \) is a locally compact subset of \( \mathbb{R}^n \). Let \( \varphi(x_1, \ldots, x_k, t) \) be a smooth function defined on an open neighborhood of \( O_1 \times \cdots \times O_k \times (0, T) \). Suppose the function
\[
 w(x_1, \ldots, x_k, t) := u_1(x_1, t) + \cdots + u_k(x_k, t) - \varphi(x_1, \ldots, x_k, t)
\]
attains a maximum at \( (\hat{x}_1, \ldots, \hat{x}_k, \hat{t}) \) on \( O_1 \times \cdots \times O_k \times (0, T) \). Assume further that there is an \( r > 0 \) such that for every \( \eta > 0 \) there is a \( C > 0 \) such that for \( i = 1, \ldots, k \)
\[
 b_i \leq C \text{ whenever } (b_i, q_i, X_i) \in \mathcal{P}^2 u_i(t, x_i),
\]
\[
 |x_i - \hat{x}_i| + |t - \hat{t}| \leq r \text{ and } |u_i(x_i, t)| + |q_i| + \|X_i\| \leq \eta.
\]
Then for each \( \lambda > 0 \), there are \( X_i \in S(n) \) such that
\[
 (b_i, D_{x_i} \varphi(\hat{x}_1, \ldots, \hat{x}_k, \hat{t}), X_i) \in \mathcal{P}^2 u_i(t, \hat{x}_i),
\]
\[
 - \left( \frac{1}{\lambda} + \|M\| \right) I \leq \begin{pmatrix} X_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & X_k \end{pmatrix} \leq M + \lambda M^2,
\]
\[
 b_1 + \cdots + b_k = \varphi_t(\hat{x}_1, \ldots, \hat{x}_k, \hat{t}),
\]
where \( M = D^2 \varphi(\hat{x}_1, \ldots, \hat{x}_k, \hat{t}) \) and \( \|M\| = \sup \{M(v, v) : \|v\| = 1\} \).

3. Modulus of Continuity Estimates: Proof of Theorem 1.1

In this section, we prove Theorem 1.1. The proof relies on the maximum principle for semicontinuous functions.

Proof of Theorem 1.1. By definitions of viscosity solutions (see Definition 2.2), we need to show that for every smooth function \( \varphi \) touching \( \omega \) from above at \( (s_0, t_0) \in (0, \infty) \times (0, T) \), in the sense that
\[
 \begin{cases} 
 \varphi(s, t) \geq w(s, t) \text{ for all } (s, t) \text{ near } (s_0, t_0), \\
 \varphi(s_0, t_0) = \omega(s_0, t_0), 
\end{cases}
\]
it holds at the point \( (s_0, t_0) \) that
\[
 \varphi_t + f(t, s, \varphi, \varphi', \varphi'') \leq 0.
\]
By the definition of \( \omega(s, t) \), we have that
\[
 u(x, t) - u(y, t) \leq 2\omega \left( \frac{|x - y|}{2}, t \right) \leq 2\varphi \left( \frac{|x - y|}{2}, t \right)
\]
for all points \(x, y \in \mathbb{R}^n\) with \(|x - y|\) close to \(2s_0\) and \(t\) close to \(t_0\). Since \(u\) is spatially periodic, there exist \(x_0, y_0 \in \mathbb{R}^n\) with \(|x_0 - y_0| = 2s_0\) such that

\[
u(x_0, t_0) - \nu(y_0, t_0) = 2\varphi \left( \frac{|x_0 - y_0|}{2}, t_0 \right).
\]

In other words, the function

\[Z(x, y, t) := u(x, t) - u(y, t) - 2\varphi \left( \frac{|x - y|}{2}, t \right)\]

attains a local maximum zero at \((x_0, y_0, t_0)\). Now we can apply the parabolic maximum principle for semicontinuous (see Theorem 2.3) functions to conclude that for each \(\lambda > 0\), there exist \(b_1, b_2 \in \mathbb{R}\) and \(X, Y \in \mathcal{S}(n)\) such that

\[(b_1, \varphi' e, X) \in \overline{\mathcal{P}}^2_+ \nu(x_0, t_0),
-b_2, \varphi' e, Y \in \overline{\mathcal{P}}^2_- \nu(y_0, t_0),
 b_1 + b_2 = 2\varphi_t,
\left(\begin{array}{cc}
X & 0 \\
0 & -Y
\end{array}\right) \leq M + \lambda M^2,
\]

where \(e = \frac{x_0 - y_0}{|x_0 - y_0|}\), \(M = D^2_{x,y} \left(2\varphi \left( \frac{|x - y|}{2}, t \right), t \right)\), and all derivatives of \(\varphi\) are evaluated at \((s_0, t_0)\) here and in the rest of the proof.

Since \(u\) is a viscosity solution of (1.1), we have

\[b_1 + F(t_0, x_0, \nu(x_0, t_0), \varphi' e, X) \leq 0,
-b_2 + F(t_0, y_0, \nu(y_0, t_0), \varphi' e, Y) \geq 0.
\]

Therefore, we obtain by letting \(\lambda \to 0^+\) that

\[2\varphi_t = b_1 + b_2 \leq F(t_0, y_0, \nu(y_0, t_0), \varphi' e, Y) - F(t_0, x_0, \nu(x_0, t_0), \varphi' e, X) \leq -2f(t_0, s_0, \varphi, \varphi', \varphi''),
\]

where we have used (SC) in the last inequality. The proof is complete. \(\square\)

### 4. Identifying One-dimensional Operators

In this section, we first prove Proposition 1.1 and then provide more examples to illustrate how to choose \(f\) for \(F\) to make the best use of Theorem 1.1.

The following lemma will be useful.

**Lemma 4.1.** Suppose that \(X, Y \in \mathcal{S}(n)\) satisfy

\[
\left(\begin{array}{cc}
X & 0 \\
0 & -Y
\end{array}\right) \leq D^2_{x,y} \left(2\varphi \left( \frac{|x - y|}{2}, t \right), t \right).
\]

Then we have \(X \leq Y\) and

\[\text{tr}(X - Y) \leq 2\varphi'' \left( \frac{|x - y|}{2}, t \right).
\]
Proof of Lemma 4.1. Note that the Hessian of $2\varphi\left(\frac{|x-y|}{2}, t\right)$ has the form
\[
\begin{pmatrix}
P & -P \\
-P & P
\end{pmatrix},
\]
where $P = 2D^2\varphi\left(\frac{|x-y|}{2}, t\right)$. Then $X \preceq Y$ follows from the fact that the matrix
\[
\begin{pmatrix}
P & -P \\
-P & P
\end{pmatrix}
\]
annihilates vectors of the form $(x, x)$. For any matrix $C$ such that the matrix
\[
\begin{pmatrix}
I & C \\
-C & I
\end{pmatrix}
\]
is positive semidefinite, we have
\[
\text{tr}(X - Y) = \text{tr}\left(\begin{pmatrix}
P & -P \\
-P & P
\end{pmatrix}\right) \leq 2\varphi''\left(\frac{|x-y|}{2}, t\right).
\]
Choosing $C = I - 2e \otimes e$ with $e = \frac{x-y}{|x-y|}$ produces
\[
\text{tr}(\begin{pmatrix}
I & C \\
-C & I
\end{pmatrix}P) = 2P(e, e) = \varphi''\left(\frac{|x-y|}{2}, t\right).
\]
Thus we have the desired estimate.

Proof of Proposition 1.1. (1). For simplicity, we write $e = \frac{x-y}{|x-y|}$. For any $x, y \in \mathbb{R}^n$ with $|x-y| = 2s$ and $r, v \in \mathbb{R}$ with $v-r = 2\varphi$, we have
\[
F(y, r, \varphi' e, Y) = F(x, v, \varphi' e, X)
\]
\[
= -\text{tr}(Y) - (W(y), \varphi' e) - Vr - h(y) + \text{tr}(X) + (W(x), \varphi' e) + Vv + h(x)
\]
\[
= \text{tr}(X - Y) + (W(x) - W(y), \varphi' e) + V(v-r) + h(x) - h(y)
\]
\[
\leq 2\varphi'' + 2\|W\|_{L\infty}|\varphi'| + 2V\varphi + 2\omega_h(s),
\]
where we have used Lemma 4.1 and the assumption that $\omega_h$ is a modulus of continuity of $h$. Thus $f(\varphi, \varphi', \varphi'') = -\varphi'' - \|W\|_{L\infty}|\varphi'| - V\varphi - \omega_h$ satisfies [SC].

(2). Since the quasi-linear isotropic operator $F$ is invariant under rotations, we may choose an orthonormal basis $\{e_i\}_{i=1}^n$ with $e_1 = \frac{x-y}{|x-y|}$ to simplify the calculations. With respect this basis, we have
\[
D^2_{x,y} \left(2\varphi\left(\frac{|x-y|}{2}, t\right)\right) = \begin{pmatrix}
P & -P \\
-P & P
\end{pmatrix},
\]
where
\[
P = \begin{pmatrix}
\frac{2\varphi''}{|x-y|} & 0 & \cdots & 0 \\
0 & \frac{\varphi'}{|x-y|} & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \cdots & \frac{\varphi'}{|x-y|}
\end{pmatrix}
\]
Let
\[
A = \begin{pmatrix}
\alpha(|\varphi'|) & 0 & \cdots & 0 \\
0 & \beta(|\varphi'|) & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \cdots & \beta(|\varphi'|)
\end{pmatrix}
\]
and
\[
C = \begin{pmatrix}
\alpha(\|\varphi\|) & 0 & \cdots & 0 \\
0 & \beta(\|\varphi\|) & \cdots & 0 \\
0 & 0 & \ddots & \beta(\|\varphi\|)
\end{pmatrix}.
\]

It’s easy to see that \(\begin{pmatrix} A & C \\ C & A \end{pmatrix}\) is a positive semidefinite matrix. Therefore, we have
\[
F(\varphi e_1, Y) - F(\varphi e_1, X) = -\text{tr}(AY) + \text{tr}(AX)
\]
\[
= \text{tr} \begin{bmatrix} A & C \\ C & A \end{bmatrix} \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix}
\]
\[
\leq \text{tr} \begin{bmatrix} A & C \\ C & A \end{bmatrix} \begin{pmatrix} P & -P \\ -P & P \end{pmatrix}
\]
\[
= 2 \text{tr} [(A - C)P]
\]
\[
= 2\alpha(\|\varphi\|) \varphi''.
\]
Thus, \(f = -\alpha(\|\varphi\|) \varphi''\) satisfies (SC).

(3). This is a special case of Part (5). By Lemma 4.1, we have
\[
F(Y) - F(X) \leq -\lambda \text{tr}(Y - X) \leq 2\lambda \varphi''.
\]
So one can take \(f(s, \varphi, \varphi', \varphi'') = -\lambda(\|\varphi\|, t) \varphi''\).

For simplicity, we write \(e = \frac{x - y}{|x - y|}\) in (4) and (5).

(4) By Lemma 4.1 we have \(X \leq Y\). In view of \(v - r = 2\varphi > 0\), properness of \(F\) implies that
\[
F(t, v, \varphi'e, X) - F(t, v, \varphi'e, X) \leq 0.
\]
It follows that \(f \equiv 0\) satisfies (SC).

(5). Using the assumptions on \(F\), we estimate that
\[
F(t, y, r, \varphi'e, Y) - F(t, x, v, \varphi'e, X)
\]
\[
\leq L|x - y| + F(t, x, r, \varphi'e, Y) - F(t, x, v, \varphi'e, X)
\]
\[
\leq L|x - y| + K(v - r) + F(t, x, v, \varphi'e, Y) - F(t, x, v, \varphi'e, X)
\]
\[
\leq L|x - y| + K(v - r) + \lambda(\|\varphi\|, t) \text{tr}(X - Y)
\]
\[
= 2Ls + 2K\varphi + 2\lambda(\|\varphi\|, t) \varphi'',
\]
where we used \(|x - y| = 2s, v - r = 2\varphi\) and Lemma 4.1 in the last inequality. Thus
\[
f(s, \varphi, \varphi', \varphi'') = -\lambda(\|\varphi\|, t) \varphi'' - K\varphi - Ls\] satisfies (SC).

\[\square\]

Next, we provide a few more examples.

**Proposition 4.1.** The following operators \(F\) and \(f\) satisfy the structure condition (SC).

(1)
\[
F(p, X) = -\text{tr} \left[ \left( I - \frac{p \otimes p}{1 + \|p\|^2} \right) X \right],
\]
\[
f = -\frac{\varphi''}{1 + (\varphi')^2}.
\]
where \( A(p,t) = a_{ij}(p,t) \) and there exists a continuous function \( \alpha(R,t) \) such that
\[
0 < \alpha(R,t) \leq R^2 \inf_{|p| = R, (v,p) \neq 0} \frac{v^T A(p,t)v}{(v \cdot p)^2},
\]
\[
f = -\alpha(\varphi',t)\varphi''.
\]

Theorem 1.1 covers [4, Theorem 2.1] with the operators in part (1) and [4, Theorem 3.1] with the operators in part (2).

**Proof of Proposition 4.1.**

(1). This is a special case of part (1) in Proposition 1.1 with \( \alpha = \frac{1}{1 + |p|^2} \) and \( \beta = 1 \).

(2). The assumption implies \( A(p,t) \geq \alpha(|p|,t)I \). So for \( Z \geq 0 \), we have
\[
F(p, X + Z) - F(p, X) = -\text{tr}(A(p,t)Z) \leq -\alpha(|p|,t) \text{tr}(Z).
\]
This becomes a special case of Part (5) of Proposition 1.1. \( \square \)

5. Estimates with Neumann Boundary Conditions

The goal of this section is to show that the same modulus of continuity estimates for spatially periodic solutions in Theorem 1.1 holds if \( u \) solves (1.1) on a bounded convex domain \( \Omega \subset \mathbb{R}^n \) with smooth boundary and satisfies the Neumann boundary condition. The difference from the periodic case is that the local maximum point may lie on \( \partial(\Omega \times \Omega) \). For regular solutions of quasilinear equations, this possibility can be ruled out easily by assuming convexity of \( \Omega \) as in [4]. However, the same argument does not work for viscosity solutions because we cannot differentiate the equation. Moreover, the Neumann boundary condition needs to be understood in a weak sense as viscosity solutions are merely continuous.

Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with smooth boundary. We consider equations of the form
\[
\begin{align*}
\tau + F(t, x, u(x,t), p, X) &= 0, \quad \text{in } \Omega \times (0, T), \\
B(t, x, u, D^2 u) &= 0, \quad \text{on } \partial \Omega \times (0, T).
\end{align*}
\]

Here both \( F \) and \( B \) are degenerate elliptic and continuous. We recall the definition of viscosity solutions to the boundary value problem (5.1) from [11, Section 7].

**Definition 5.1.**

(1) A function \( u \in \text{USC}(\overline{\Omega} \times (0, T)) \) is a viscosity subsolution of (5.1) if
\[
\tau + F(t, x, u(x,t), p, X) \leq 0
\]
for all \( (x,t) \in \Omega \times (0, T), (\tau,p,X) \in \overline{\mathcal{P}^{2+}_{\Omega \times (0,T)}} u(x,t) \), and
\[
\min \{ \tau + F(t, x, u(x,t), p, X), B(t,x,u(x,t),p,X) \} \leq 0
\]
for all \( (x,t) \in \partial \Omega \times (0,T), (\tau,p,X) \in \overline{\mathcal{P}^{2+}_{\partial \Omega \times (0,T)}} u(x,t) \).

(2) A function \( u \in \text{LSC}(\overline{\Omega} \times (0, T)) \) is a viscosity supersolution of (5.1) if
\[
\tau + F(t, x, u(x,t), p, X) \geq 0
\]
for all \( (x,t) \in \Omega \times (0, T), (\tau,p,X) \in \overline{\mathcal{P}^{2-}_{\Omega \times (0,T)}} u(x,t) \), and
\[
\max \{ \tau + F(t, x, u(x,t), p, X), B(t,x,u(x,t),p,X) \} \geq 0
\]
for all \((x, t) \in \partial \Omega \times (0, T)\), \((r, p, X) \in \overline{\Omega}^{2-}_{\overline{\Omega}^c} \times (0, T)\) \(u(x, t)\).

(3) A viscosity solution of \((5.2)\) is a continuous function \(u\) which is both a viscosity subsolution and a viscosity supersolution of \((5.2)\). 

The main result of this section is

**Theorem 5.2.** Let \(\Omega \subset \mathbb{R}^n\) be a bounded convex domain with smooth boundary and diameter \(D\). Suppose \(u\) is a viscosity solution of

\[
\begin{cases}
    u_t + F(t, x, u, Du, D^2 u) = 0, & \text{in } \Omega \times (0, T), \\
    (Du, \nu) = 0, & \text{on } \partial \Omega \times (0, T),
\end{cases}
\]

where \(\nu\) denotes the unit outward normal vector field along \(\partial \Omega\). Let \(f(t, s, \varphi, \varphi', \varphi'')\) be a one-dimensional operator satisfying \(\mathcal{S}\). Then the modulus of continuity \(\omega\) of \(u\) is a viscosity subsolution

\[
\omega_t + f(t, s, \omega, \omega', \omega'') = 0
\]
on \((0, D/2) \times (0, T)\) whenever \(w\) is increasing.

**Proof.** As in the proof of Theorem \([14]\) we conclude that the function \(Z : \overline{\Omega} \times (0, T) \to \mathbb{R}\) defined by

\[
Z(x, y, t) := u(x, t) - u(y, t) - 2\varphi \left( \frac{|x - y|}{2}, t \right)
\]

attains a local maximum zero at \((x_0, y_0, t_0) \in \overline{\Omega} \times \overline{\Omega} \times (0, T)\) with \(|x_0 - y_0| = 2s_0\). If \((x_0, y_0) \in \Omega \times \Omega\), then the same argument as in the proof of Theorem \([14]\) would prove the theorem. So the strategy here is to perturb the equation to ensure that the maximum point always lies in the interior of \(\Omega \times \Omega\). Note that \(\omega\) is increasing implies that \(\varphi'(s_0, t_0) \geq 0\). By approximation, we may assume that \(\varphi'(s_0, t_0) > 0\).

Pick a point \(z_0 \in \Omega\) and let \(v(x) = \frac{1}{2} |x - z_0|^2\). Then \(Dv(x) = x - z_0\) and \(D^2v(x) = I\). Moreover for any \(x \in \partial \Omega\),

\[
\langle Dv(x), \nu(x) \rangle = \langle x - z_0, \nu(x) \rangle \geq d(z_0, \partial \Omega) := \delta > 0.
\]

Set

\[
u(x, t) = u(x, t) - \varepsilon v(x), \quad u^\varepsilon(x, t) = u(x, t) + \varepsilon v(x),
\]

\[
F_\varepsilon(t, x, r, p, X) = F(t, x, r + \varepsilon v, p + \varepsilon Dv, X + \varepsilon I), \quad F^\varepsilon(t, x, r, p, X) = F(t, x, r - \varepsilon v, p - \varepsilon Dv, X - \varepsilon I).
\]

Then direct calculation shows that \(u_\varepsilon\) is a viscosity subsolution of

\[
\begin{cases}
    u_\varepsilon_t + F_\varepsilon(t, x, u, Du, D^2 u) = 0, & \text{in } \Omega \times (0, T), \\
    (Du, \nu) + \varepsilon \langle Dv, \nu \rangle = 0, & \text{on } \partial \Omega \times (0, T),
\end{cases}
\]

and \(u^\varepsilon\) is a viscosity supersolution of

\[
\begin{cases}
    u^\varepsilon_t + F^\varepsilon(t, x, u, Du, D^2 u) = 0, & \text{in } \Omega \times (0, T), \\
    (Du, \nu) - \varepsilon \langle Dv, \nu \rangle = 0, & \text{on } \partial \Omega \times (0, T).
\end{cases}
\]

We consider the following approximation of the function \(Z\):

\[
Z_\varepsilon(x, y, t) = u_\varepsilon(x, t) - u^\varepsilon(y, t) - 2\varphi \left( \frac{|x - y|}{2}, t \right).
\]
Since $Z_{\epsilon}$ converges to $Z$ uniformly as $\epsilon \to 0$, we know that $Z_{\epsilon}$ has a local maximum at $(x_{\epsilon}, y_{\epsilon}, t_{\epsilon})$ with $(x_{\epsilon}, y_{\epsilon}, t_{\epsilon}) \to (x_0, y_0, t_0)$ and $2s_{\epsilon} = |x_{\epsilon} - y_{\epsilon}| \to 2s_0$ as $\epsilon \to 0$. By the parabolic maximum principle for semicontinuous functions (see Theorem 2.3), for any $\lambda > 0$, there exist $b_{1,\epsilon}, b_{2,\epsilon} \in \mathbb{R}$ and $X_{\epsilon}, Y_{\epsilon} \in S(n)$ such that

$$(b_{1,\epsilon}, \varphi'(s_{\epsilon}, t_{\epsilon})e_{\epsilon}, X_{\epsilon}) \in \mathcal{P}_{\Omega \times (0,T)}^2 u_{\epsilon}(x_{\epsilon}, t_{\epsilon}),$$

$$(-b_{2,\epsilon}, \varphi'(s_{\epsilon}, t_{\epsilon})e_{\epsilon}, Y_{\epsilon}) \in \mathcal{P}_{\Omega \times (0,T)}^2 u'(y_{\epsilon}, t_{\epsilon}),$$

$$b_{1,\epsilon} + b_{2,\epsilon} = 2\varphi(s_{\epsilon}, t_{\epsilon}),$$

$$- (\lambda^{-1} + \|M\|) I \leq \begin{pmatrix} X_{\epsilon} & 0 \\ 0 & -Y_{\epsilon} \end{pmatrix} \leq M + \lambda M^2,$$

where $e_{\epsilon} = \frac{x_{\epsilon} - y_{\epsilon}}{|x_{\epsilon} - y_{\epsilon}|}$ and $M = D_{x,y}^2 \left( 2\varphi \left( \frac{|x_{\epsilon} - y_{\epsilon}|}{2} \right), t_{\epsilon} \right)$.

Since $u$ is a viscosity solution of (5.2), we have that if $x_{\epsilon} \in \Omega$, then at $(x_{\epsilon}, t_{\epsilon})$,

$$b_{1,\epsilon} + F'(t_{\epsilon}, x_{\epsilon}, u_{\epsilon}(x_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, X_{\epsilon}) \leq 0,$$

$$\min \{b_{1,\epsilon} + F(t_{\epsilon}, x_{\epsilon}, u_{\epsilon}(x_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, X_{\epsilon}, \varphi'(e_{\epsilon}, \nu(x_{\epsilon}))) + \epsilon(Dv(x_{\epsilon}), \nu(x_{\epsilon}))\} \leq 0,$$

(5.5)

and if $x_{\epsilon} \in \partial \Omega$, then at $(x_{\epsilon}, t_{\epsilon})$,

$$- b_{2,\epsilon} + F'(t_{\epsilon}, y_{\epsilon}, u'(y_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, Y_{\epsilon}) \geq 0,$$

$$\max \{-b_{2,\epsilon} + F(t_{\epsilon}, y_{\epsilon}, u'(y_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, -Y_{\epsilon}, \varphi'(e_{\epsilon}, \nu(y_{\epsilon}))) - \epsilon(Dv(y_{\epsilon}), \nu(y_{\epsilon}))\} \geq 0.$$

Similarly, if $y_{\epsilon} \in \Omega$, then at $(y_{\epsilon}, t_{\epsilon})$,

$$- b_{2,\epsilon} + F'(t_{\epsilon}, y_{\epsilon}, u'(y_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, Y_{\epsilon}) \geq 0,$$

$$\max \{-b_{2,\epsilon} + F(t_{\epsilon}, y_{\epsilon}, u'(y_{\epsilon}, t_{\epsilon}), \varphi' e_{\epsilon}, -Y_{\epsilon}, \varphi'(e_{\epsilon}, \nu(y_{\epsilon}))) - \epsilon(Dv(y_{\epsilon}), \nu(y_{\epsilon}))\} \geq 0.$$

Observe that $\varphi'(\epsilon_{\epsilon}, \nu(y_{\epsilon})) - \epsilon(Dv(y_{\epsilon}), n(y_{\epsilon})) \leq -\epsilon \delta < 0$, because $\Omega$ is convex and $\varphi' \geq 0$. Therefore, (5.6) is valid no matter $x_{\epsilon}$ lies in $\Omega$ or on $\partial \Omega$.

By passing to subsequences if necessary, we have $b_{1,\epsilon} \to b_1$, $b_{2,\epsilon} \to b_2$, $X_{\epsilon} \to X$ and $Y_{\epsilon} \to Y$ as $\epsilon \to 0$. The limits satisfy

$$b_1 + b_2 = 2\varphi(s_{0}, t_0),$$

$$- (\lambda^{-1} + \|M\|) I \leq \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq M + \lambda M^2,$$

where $M = D_{x,y}^2 \left( 2\varphi \left( \frac{|x_{0} - y_{0}|}{2} \right), t_0 \right)$. Letting $\epsilon \to 0$ in (5.5) and (5.6) yields

$$b_1 + F(t_0, x_0, u(x_0, t_0), \varphi' e_0, X) \leq 0,$$

$$- b_2 + F(t_0, y_0, u(y_0, t_0), \varphi' e_0, Y) \geq 0,$$

where $e_0 = \frac{x_0 - y_0}{|x_0 - y_0|}$ and $\varphi'$ is evaluated at $(s_0, t_0)$. The rest of the proof is exactly the same as the proof of Theorem 1.1. \qed
6. Lipschitz Bounds and Gradient Estimates

An obvious application of the modulus of continuity estimates is in proving regularity of solutions. It is well known that the heat equation evolves initial data which are very singular to solutions which are smooth for any positive time. This is no longer true for more nonlinear equations even in one space dimension, particularly if the equation becomes degenerate when the gradient is large. Andrews and Clutterbuck \[3\]|4| investigated the extent to which degenerate quasilinear parabolic equations smooth out irregular initial data. In particular, they gave a necessary and sufficient condition for quasilinear parabolic equations of one space variable to smooth our irregular initial data in \[3\] and proved explicit gradient bounds for solutions of quasilinear equations such as graphical anisotropic mean curvature flows in \[4\].

In this section, we further extend their results to fully nonlinear equations, as applications of the modulus of continuity estimates derived in previous sections.

As an immediate consequence of Theorem 1.1 and 5.2, we have

**Proposition 6.1.** Suppose that $u$ is either a spatially periodic viscosity solution of (1.1) on $\mathbb{R}^n$ or a viscosity solution of (5.2) on a bounded convex domain $\Omega \subset \mathbb{R}^n$ with smooth boundary. Let $f(t, s, \varphi, \varphi', \varphi'')$ be a one-dimensional operator satisfying \[SC\] and the comparison principle. Suppose that $\varphi(s, t)$ satisfies

1. $\varphi_t \geq f(t, s, \varphi, \varphi', \varphi'')$ (in the viscosity sense);
2. $\varphi'(s, t) \geq 0$;
3. $\varphi(0, t) \geq 0$;

for all $s$ and $t$. If $\varphi(s, 0)$ is a modulus of continuity for $u(\cdot, 0)$, i.e.,

$$|u(x, 0) - u(y, 0)| \leq 2\varphi \left(\frac{|x - y|}{2}, 0\right)$$

for all $x, y$, then $\varphi(s, t)$ is a modulus of continuity for $u(x, t)$, i.e.,

$$|u(x, t) - u(y, t)| \leq 2\varphi \left(\frac{|x - y|}{2}, t\right)$$

for all $x, y$.

Here we say the one-dimensional operator $f(t, s, \varphi, \varphi', \varphi'')$ satisfies the comparison principle if a subsolution is no bigger than a supersolution provided that this is true on the boundary and initially. This is satisfied by all examples given below.

**Proof of Proposition 6.1.** For $\varepsilon > 0$, the function $\varphi_\varepsilon = \varphi + \varepsilon e^t$ satisfies

$$(\varphi_\varepsilon)_t > f(t, s, \varphi, \varphi', \varphi''),$$

so it cannot touch the modulus of continuity $\omega$ from above by Theorem 1.1 or 5.2 \(\square\)

Proposition 6.1 provides bounds on the modulus of continuity of solutions in terms of the initial modulus of continuity and elapsed time. This then provides gradient estimates for $u$ at positive times, provided the particular solution of the one-dimensional equation has bounded gradient for positive time. Below we elaborate how to obtain such time-interior gradient estimates for fully nonlinear equations.
For convenience, we introduce Assumption (E), which will be frequently used in this section.

\[
\begin{cases}
F(t, r, p, X) \text{ is increasing in } r, \text{ and } \\
F(t, r, p, X + Z) - F(t, r, p, X) \leq -\lambda(|p|) \text{ tr}(Z) \text{ for } Z \geq 0,
\end{cases}
\]

where \(\lambda(s)\) is a nonnegative function.

The function \(\lambda(s)\) measure the ellipticity of \(F\). The time reparametrization \(t \to ct\) for \(c > 0\) changes \(F\) to \(cF\), so it suffices to consider \(\lambda(s)\) up to multiplying by a positive constant.

Let’s first consider the heat equation \(u_t = \Delta u\), which was discussed in [2, Section 2]. If the initial data \(u_0\) is bounded, say \(|u_0(x)| \leq M\), then \(\varphi_0(s) \equiv \frac{M}{2}\) is a modulus of continuity for \(u_0\). It’s easy to see that the one-dimensional equation can be chosen to be the one-dimensional heat equation \(\varphi_t = \varphi''\). With \(\varphi_0 \equiv \frac{M}{2}\) as initial data, the solution is given by

\[
\varphi(s, t) = \frac{M}{2} \text{ erf} \left( \frac{s}{2\sqrt{t}} \right),
\]

where \(\text{erf}\) stands for the error function defined by

\[
\text{erf}(s) = \frac{2}{\sqrt{\pi}} \int_0^s e^{-t^2} dt.
\]

By Proposition 6.1, we have that for all \(x\) and \(y\)

\[
|u(x, t) - u(y, t)| \leq M \text{ erf} \left( \frac{s}{4\sqrt{t}} \right).
\]

Letting \(y \to x\) then yields

\[
|Du(x, t)| \leq \frac{M}{2\sqrt{\pi t}}.
\]

for all \(x\). Moreover, the estimate is sharp, with equality holding for the error function one-dimensional solution.

It is remarkable that we can get the same conclusion for any fully nonlinear operator \(F(t, r, p, X)\) that is uniformly elliptic, independent of \(x\), and increasing in \(u\).

**Proposition 6.2.** Let \(u\) be as in Proposition 6.1. Assume further that the operator \(F(t, r, p, X)\) satisfies Assumption (E) with \(\lambda(s) \equiv 1\). If \(|u(x, 0) - u(y, 0)| \leq M\) for some \(M > 0\), then

\[
|u(x, t) - u(y, t)| \leq M \text{ erf} \left( \frac{|x - y|}{4\sqrt{t}} \right)
\]

for all \(x, y\) and \(t \in (0, T)\). In particular,

\[
|Du(x, t)| \leq \frac{M}{2\sqrt{\pi t}}
\]

whenever it exists.

**Proof.** By Part (5) of Proposition 6.1, the one-dimensional equation can be chosen to be \(\varphi_t = \varphi''\) since \(F\) satisfies (E) with \(\lambda(s) \equiv 1\). Its solution with \(\varphi(s, 0) \equiv M/2\) is given by

\[
\varphi(s, t) = \frac{M}{2} \text{ erf} \left( \frac{s}{2\sqrt{t}} \right).
\]

The desired Lipschitz estimates then follows from Proposition 6.1 and the gradient estimates follows by letting \(y \to x\). \(\square\)
The situation where the ellipticity $\lambda$ depends on $|p|$ is more complicated, even for quasilinear equations of one space variable [3]. But there are some cases where the one-dimensional equations can be solved and explicit gradient bounds can be obtained. Below we extract several examples from [4] to further illustrate how the dependence of $\lambda$ on $|p|$ affects the time-interior gradient estimates.

Let’s consider an operator $F$ satisfying (E) with $\lambda(s) = (p - 1)|s|^{p-2}$, where $1 < p < \infty$. Such $F$ could be $-(p - 1)|Du|^{p-2}\Delta u$, the $p$-Laplacian $\Delta_p u := \text{div}(|Du|^{p-2}Du)$, or $-(p - 1)|Du|^{p-2}M^+_{1,\lambda}(D^2 u)$. The solution of the one-dimensional $p$-Laplacian heat flow $\varphi_t = (p - 1)|\varphi'|^{p-2}\varphi''$ with initial data $\varphi_0 \equiv M/2$ is given by (see [4] page 359)

$$
\varphi(s, t) = \frac{M}{2} \frac{1}{2F_p(\infty)} F_p\left(\frac{s}{t^{1/p}R_p}\right),
$$

where

$$
F_p(z) = \begin{cases}
\int_0^z (1 + s^2)^{\frac{1}{p-2}} ds, & 1 < p < 2; \\
\int_0^z e^{-s^2} ds, & p = 2; \\
\int_0^z (1 - s^2)^{\frac{1}{p-2}} ds, & p > 2;
\end{cases}
$$

and

$$
R_p = \left\{ \begin{array}{ll}
\left(\frac{2-p}{2p(p-1)}\right)^{\frac{1}{p-2}} (2F_p(\infty))^{\frac{2-p}{p}}, & 1 < p < 2; \\
2, & p = 2; \\
\left(\frac{2p(p-1)}{p^2 - 2}\right)^{\frac{1}{p}} (2F_p(\infty))^{\frac{2-p}{p}}, & p > 2.
\end{array} \right.
$$

Thus we obtain with Theorem [11] and Theorem [72] that

**Proposition 6.3.** Let $u$ be as in Proposition 6.7. Assume further that the operator $F(t, r, p, X)$ satisfies Assumption (E) with $\lambda(s) \equiv (p - 1)|s|^{p-2}$, where $1 < p < \infty$. If $|u(x, 0) - u(y, 0)| \leq M$ for some $M > 0$, then

$$
|u(x, t) - u(y, t)| \leq 2\varphi\left(\frac{|x - y|}{2}, t\right)
$$

for all $x, y$ and $t \in (0, T)$, where $\varphi$ is given by (6.1). In particular,

$$
|Du(x, t)| \leq \frac{1}{2R_p F_p(\infty)} \frac{M^2}{t^p}
$$

whenever it exists.

Another example is when $F$ satisfies Assumption (E) with $\lambda(s) = \frac{1}{1+s^2}$. Such $F$ could be $\frac{1}{1+|Du|^2}\Delta u$ or $\frac{1}{1+|Du|^2}M^+_{1,\lambda}(D^2 u)$. In this case, one can use the results in [4] Theorem 2.1 to conclude that if $|u_0| \leq M$, then

$$
1 + |Du(x, t)|^2 \leq \exp\left(\frac{2M^2}{t}\right)
$$

whenever it exists. Similarly as in [4] Corollary 3.2, if $F$ satisfies Assumption (E) with $\lambda(s, t)$ satisfying that there exist positive constants $A_0$ and $P_0$ such that

$$
\lambda(s, t) \geq \frac{A_0}{s^2} \text{ for } s \geq P_0 \text{ and all } t,
$$

...
then
\[ |Du(x, t)| \leq P_0 \exp \left( 1 + \frac{M^2}{A_0 t} \right) \]
whenever it exists. Such equations include the anisotropic mean curvature flows.

Finally, under some condition on \( \lambda(|p|) \), we can use the results in [3] to get gradient bounds for any positive time if the initial data is bounded.

**Proposition 6.4.** Let \( u \) be as in Proposition 6.1. Assume further that the operator \( F(t, r, p, X) \) satisfies Assumption (E) with \( \lambda(s) \) satisfying \( \int_0^s s \lambda(s) ds \to \infty \) as \( s \to \infty \). If \( |u(x, 0) - u(y, 0)| \leq M \) for some \( M > 0 \) and \( u \) is \( C^1 \), then there exist a constant \( C \) depending only on \( M \) and \( t \) such that
\[ |Du(x, t)| \leq C \]
for all \( x, y \) and \( t \in (0, T) \).

**Proof.** By part (3) of Proposition 6.1, the one-dimensional equation can be chosen to be \( \varphi_t = \lambda(|\varphi'|)\varphi'' \). It was shown in [3], Section 5, that \( \varphi \) has its gradient bounded for all positive times by a constant depending only on \( t \) and the initial oscillation if and only if \( \lim_{s \to \infty} B(s) = \infty \), where \( B(s) = \int_0^s t \lambda(t) dt \). Thus we have the desired gradient bounds. \( \square \)

7. Extensions to Riemannian Manifolds

In this section, we extend the modulus of continuity estimates to fully nonlinear parabolic equations on Riemannian manifolds. This is mostly a straightforward matter, but requires some adaptations and modifications to overcome the non-smoothness of the Riemannian distance function. For the basic theory of viscosity solutions on manifolds, see [8][14][23].

Let \( (M^n, g) \) be an \( n \)-dimensional complete Riemannian manifold without boundary. The Riemannian distance function \( d(x, y) \) is given by
\[ d(x, y) = \inf \{ L[\gamma] : \gamma \text{ is a smooth path from } x \text{ to } y \} \]
where \( L[\gamma] \) stands for the length of \( \gamma \). The modulus of continuity \( \omega \) of a function \( u : M \to \mathbb{R} \) is defined similarly as before by
\[ \omega(s) := \sup \left\{ \frac{u(x) - u(y)}{2} : x, y \in M, d(x, y) = 2s \right\} \]

As in the Euclidean case, we consider parabolic equations of the form
\[ u_t + F(t, x, u, Du, D^2 u) = 0, \quad (7.1) \]
where \( F : [0, T] \times M \times \mathbb{R} \times TM \times \text{Sym}^2 T^* M \to \mathbb{R} \) is degenerate elliptic and continuous, \( Du \) and \( D^2 u \) denote the gradient and Hessian of \( u \) with respect to the Levi-Civita connection, and \( TM, T^* M \) and \( \text{Sym}^2 T^* M \) denote the tangent bundle, the cotangent bundle and the set of symmetric two tensors on \( M \), respectively.

We would like to introduce a structure condition that is analogous to (SC) in the Euclidean setting. One simply needs to replace \(|x - y|\) in (SC) by \( d(x, y) \), i.e.,
\[ \left\{ \begin{array}{l}
F(t, y, r, -D_y \psi, Y) - F(t, x, v, D_x \psi, X) \leq -2f(t, s, \varphi, \varphi', \varphi'') \\
\text{for all } x, y \in M \text{ with } d(x, y) = 2s > 0, v, r \in \mathbb{R} \text{ with } v - r = \psi > 0,
\end{array} \right. \quad (SCM) \]
and \( X \in \text{Sym}^2 T^* M, Y \in \text{Sym}^2 T^* M \) satisfying
\[ \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq D^2_{x, y} \psi(x, y, t), \]
where $\psi(x, y, t) = 2\varphi \left( \frac{d(x, y)}{2}, t \right)$ and all derivatives of $\psi$ are evaluated at $(x, y, t)$. Note that $d(x, y)$ is in general not a smooth function, so $\text{(SCM)}$ should be understood in the “viscosity sense”, i.e., if $d$ is not smooth at $(x, y)$, then $\text{(SCM)}$ holds with $\psi(x, y, t) = 2\varphi \left( \frac{\rho(x, y)}{2}, t \right)$ for any smooth function $\rho$ touching $d$ from above at $(x, y)$. Finally, we point out that curvatures effect the one-dimensional operator $f$ as the Hessian of the distance function depends on curvatures.

We have the modulus of continuity estimates on manifolds.

**Theorem 7.1.** Let $(M^n, g)$ be a closed Riemannian manifold of dimension $n \geq 2$ and diameter $D$. Suppose that $u : M \times [0, T) \to \mathbb{R}$ is a viscosity solution of

$$u_t + F(t, x, u, Du, D^2 u) = 0. \quad (7.2)$$

Let $f(t, s, \varphi, \varphi', \varphi'')$ be a one-dimensional operator satisfying $\text{(SCM)}$. Then the modulus of continuity $\omega$ of $u$ is a viscosity subsolution of

$$\varphi_t = f(t, s, \omega, \omega', \omega'')$$

on $(0, D/2) \times (0, T)$ whenever $\omega$ is increasing in $s$.

**Proof.** The proof is a slight modification of that of Theorem 1.1. Let $\varphi$ be a smooth function touching $w$ from above at $(s_0, t_0) \in (0, D/2) \times (0, T)$. The assumption that $\omega$ is increasing in $s$ implies $\varphi''(s_0, t_0) \geq 0$. Since $M$ is compact, there exist $x_0$ and $y_0$ in $M$ with $d(x_0, y_0) = 2s_0$ such that

$$u(x_0, t_0) - u(y_0, t_0) = 2w(s_0, t_0) = 2\varphi(s_0, t_0).$$

For $x$ close to $x_0$, $y$ close to $y_0$, and $t$ close to $t_0$, it holds that

$$u(x, t) - u(y, t) \leq 2\omega \left( \frac{d(x, y)}{2}, t \right) \leq 2\varphi \left( \frac{d(x, y)}{2}, t \right).$$

Thus the function

$$u(x, t) - u(y, t) - 2\varphi \left( \frac{d(x, y)}{2}, t \right)$$

attains a local maximum at $(x_0, y_0, t_0)$.

Now let $\rho$ be any smooth function satisfying $d(x, y) \leq \rho(x, y)$ near $(x_0, y_0)$ with equality at $(x_0, y_0)$. Since $\varphi$ is non-decreasing, the function

$$Z(x, y, t) := u(x, t) - u(y, t) - \psi(x, y, t)$$

has a local maximum zero at $(x_0, y_0, t_0)$, where $\psi(x, y, t) = 2\varphi \left( \frac{\rho(x, y)}{2}, t \right)$.

By the parabolic maximum principle for semicontinuous functions on manifolds (see [14, Section 2.2] or [17, Theorem 2.3]), we have that for each $\lambda > 0$, there exist $b_1, b_2 \in \mathbb{R}$, and
X ∈ Sym²T^*_xM, Y ∈ Sym²T^*_yM such that

\[(b_1, D_x ψ, X) ∈ P^{2^+},\]
\[(-b_2, -D_y ψ, Y) ∈ P^{2^-},\]
\[b_1 + b_2 = ψ_t = 2 \tilde{φ}_t(s_0, t_0),\]
\[
\begin{pmatrix}
X & 0 \\
0 & -Y
\end{pmatrix}
\leq M + λM^2,
\]

where \(M = D^2ψ\). Here are below, all derivatives of \(ψ\) are evaluated at \((x_0, y_0, t_0)\) and all derivatives of \(φ\) are evaluated at \((s_0, t_0)\).

Since \(u\) is a viscosity solution of (7.2), we have

\[b_1 + \mathcal{F}(t_0, x_0, u(x_0, t_0), D_x ψ, X) \leq 0,\]
\[-b_2 + \mathcal{F}(t_0, y_0, u(y_0, t_0), -D_y ψ, Y) \geq 0.\]

Therefore, we obtain by letting \(λ → 0^+\) that

\[2φ_t = b_1 + b_2 \leq \mathcal{F}(t_0, y_0, u(y_0, t_0), -D_y ψ, Y) - \mathcal{F}(t_0, x_0, u(x_0, t_0), D_x ψ, X)\]
\[\leq -2f(t_0, s_0, φ, φ', φ''),\]

where we have used the structure condition \([\text{SCM}]\) in the last inequality. This completes the proof. □

8. Effects of Curvatures on One-dimensional Operators

On curved spaces, the Hessian of the distance function depends on sectional curvatures. The well known Hessian and Laplacian comparison theorems (see for example [21]) provide sharp comparison with distance functions on spaces of constant sectional curvature \(κ ∈ \mathbb{R}\), which are spheres \((κ > 0)\), Euclidean spaces \((κ = 0)\), and hyperbolic spaces \((κ < 0)\). To control the full Hessian of the distance function, one needs bounds on the sectional curvatures. However, if we only need to estimate the Laplacian of the distance function from above, then lower bounds on Ricci curvature suffice.

We extract an example from [6] to show how the curvatures effect the one-dimensional operators.

**Proposition 8.1.** Assume the Ricci curvature of \(M\) is bounded from below by \((n - 1)κ\) for some \(κ ∈ \mathbb{R}\). Then the following pair of \(f\) and \(F\) satisfy the structure condition \([\text{SCM}]\).

\[F(p, X) = -\text{tr} \left( \alpha(|p|) \frac{p \otimes p}{|p|^2} + \beta(|p|) \left( I - \frac{p \otimes p}{|p|^2} \right) \right) X,\]

where \(α\) and \(β\) are nonnegative functions.

\[f(φ', φ'') = -α(φ')φ'' + (n - 1)β(φ')T_κ,\]

where the function \(T_κ\) is defined for \(κ ∈ \mathbb{R}\) by

\[T_κ(t) = \begin{cases} 
\sqrt{κ} \tan(\sqrt{κ}t), & κ > 0, \\
0, & κ = 0, \\
-\sqrt{-κ} \tanh(\sqrt{-κ}t), & κ < 0.
\end{cases} \tag{8.1}\]
Proof of Proposition 8.1. The proof is essentially the same as in [6]. Let \( x, y \in M \) be such \( d(x, y) = 2s > 0 \) and \( \gamma : [0, 1] \to M \) be a length-minimizing geodesic connecting \( x \) and \( y \) with \( |\gamma'| = 2s \). Choose an orthonormal frame \( \{e_i(0)\}_{i=1}^n \) for \( T_x M \) with \( e_n(0) = \gamma'(0) \) and parallel translate it along \( \gamma \) to produce orthonormal frame \( \{e_i(s)\}_{i=1}^n \) for \( T_{\gamma(s)} M \) with \( e_n(s) = \gamma'(s) \) for all \( s \in [0, 1] \).

Let \( \rho \) be a smooth function touching \( d \) from above at \( (x, y) \) and write \( \psi(x, y, t) = 2\varphi \left( \frac{d(x, y)}{2}, t \right) \). Direct calculation shows that
\[
D_x \psi(x, y, t) = \varphi'(s, t)\gamma'(0),
\]
\[
D_y \psi(x, y, t) = -\varphi'(s, t)\gamma'(1).
\]
Therefore, we have
\[
F(-D_y \psi, Y) - F(D_x \psi, X)
\]
\[
= -\alpha(\varphi')Y(e_n(1), e_n(1)) - \beta(\varphi') \sum_{i=1}^{n-1} Y(e_i(1), e_i(1))
\]
\[
+ \alpha(\varphi')X(e_n(0), e_n(0)) + \beta(\varphi') \sum_{i=1}^{n-1} X(e_i(0), e_i(0))
\]
\[
= \alpha(\varphi') \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \begin{pmatrix} (e_n(0), -e_n(1)), (e_n(0), -e_n(1)) \\ \end{pmatrix}
\]
\[
+ \beta(\varphi') \sum_{i=1}^{n-1} \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \begin{pmatrix} (e_i(0), e_i(1)), (e_i(0), e_i(1)) \\ \end{pmatrix}
\]
\[
\leq \alpha(\varphi') D^2 \psi \begin{pmatrix} (e_n(0), -e_n(1)), (e_n(0), -e_n(1)) \\ \end{pmatrix}
\]
\[
+ \beta(\varphi') \sum_{i=1}^{n-1} D^2 \psi \begin{pmatrix} (e_i(0), e_i(1)), (e_i(0), e_i(1)) \\ \end{pmatrix}.
\]

It is easy to calculate that
\[
D^2 \psi \begin{pmatrix} (e_n(0), -e_n(1)), (e_n(0), -e_n(1)) \\ \end{pmatrix}
\]
\[
= \varphi'' D\rho \otimes D\rho \begin{pmatrix} (e_n(0), -e_n(1)), (e_n(0), -e_n(1)) \\ \end{pmatrix}
\]
\[
+ \varphi' D^2 \rho \begin{pmatrix} (e_n(0), -e_n(1)), (e_n(0), -e_n(1)) \\ \end{pmatrix}
\]
\[
= 2\varphi''
\]
and
\[
\sum_{i=1}^{n-1} D^2 \psi \begin{pmatrix} (e_i(0), e_i(1)), (e_i(0), e_i(1)) \\ \end{pmatrix}
\]
\[
= \varphi'' \sum_{i=1}^{n-1} D\rho \otimes D\rho \begin{pmatrix} (e_i(0), -e_i(1)), (e_i(0), -e_i(1)) \\ \end{pmatrix}
\]
\[
+ \varphi' \sum_{i=1}^{n-1} D^2 \rho \begin{pmatrix} (e_i(0), -e_i(1)), (e_i(0), -e_i(1)) \\ \end{pmatrix}
\]
\[
\leq -2(n-1)T_{\kappa} \varphi',
\]
where we have used the Laplacian comparison theorem in the last inequality (see for example [6, page 1018] or [17, page 564]). Combining the above estimates, we obtain

\[ F(-D_y \psi, Y) - F(D_x \psi, X) \leq -2(\alpha(\varphi')\varphi'' - (n-1)T_\kappa \varphi' \beta(\varphi')) . \]

Thus \( f = -\alpha(\varphi')\varphi'' + (n-1)T_\kappa \varphi' \beta(\varphi') \) satisfies SCM.

\[ \square \]

Analogous results hold for other examples given in Proposition 1.1 and 4.1 (Part (4) of Proposition 1.1 requires nonnegative sectional curvature). As applications, we obtain the same Lipschitz bounds and gradient estimates as in Section 6 provided that \( M \) has nonnegative Ricci curvature.
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