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Abstract

Our ability to understand others’ communicative intentions in speech is key to successful social interaction. Indeed, misunderstanding an ‘excuse me’ as apology, while meant as criticism, may have important consequences. Recent behavioural studies have provided evidence that prosody, that is, vocal tone, is an important indicator for speakers’ intentions. Using a novel audio-morphing paradigm, the present functional magnetic resonance imaging study examined the neurocognitive mechanisms that allow listeners to ‘read’ speakers’ intents from vocal prosodic patterns. Participants categorized prosodic expressions that gradually varied in their acoustics between criticism, doubt, and suggestion. Categorizing typical exemplars of the three intentions induced activations along the ventral auditory stream, complemented by amygdala and mentalizing system. These findings likely depict the stepwise conversion of external perceptual information into abstract prosodic categories and internal social semantic concepts, including the speaker’s mental state. Ambiguous tokens, in turn, involved cingulo-opercular areas known to assist decision-making in case of conflicting cues. Auditory and decision-making processes were flexibly coupled with the amygdala, depending on prosodic typicality, indicating enhanced categorization efficiency of overtly relevant, meaningful prosodic signals. Altogether, the results point to a model in which auditory prosodic categorization and socio-inferential conceptualization cooperate to translate perceived vocal tone into a coherent representation of the speaker’s intent.
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Introduction

Successful social interaction requires a minimal understanding of others’ intentions and mental states (Tomasello et al., 2005; Frith and Frith, 2007). The neural underpinnings of intention understanding have been vastly investigated in non-verbal social interactions (Amodio and Frith, 2006; Frith and Frith, 2006; Van Overwalle, 2009; Schurz et al., 2014); yet, whether these findings generalize to the most frequent form of human interactive behaviour—verbal communication and speech—is currently poorly understood. This is surprising given that the main purpose of language use is to convey communicative intentions to take effect on listeners’ reactions (Bühler, 1934; and later Grice, 1957; Austin, 1962; Searle, 1969). Remarkably, interlocutors naturally grasp others’ intentions even if they are not literally stated (Holtgraves, 2005; Bašnáková et al., 2014)—take an ‘excuse me’ meant to express criticism. They do so by using contextual (e.g. Clark and Carlson, 1981) or extralinguistic cues (e.g. Frith, 2009), among them the speaker’s prosody—her vocal tone (Hellbernd and Sammler, 2016). Here, we investigate whether established mechanisms of social intention recognition apply to the spoken communicative domain and how they interface with the neural auditory prosodic system to transform vocal tone into a coherent representation of the speaker’s intent.
Previous behavioural investigations have shown that interlocutors use speech prosody—that is, the rhythmic melodic aspects of speech—as one salient indicator for communicative intent: From early on, both young infants (Dore, 1975; Prieto et al., 2012) and mothers (Fernald, 1989; Papousek et al., 1990) convey simple intentions, like requests or complaints, through distinct prosodic contours. Similarly, adult conversation contains distinct prosodic markers for various interpersonal attitudes (Auberège et al., 2003; Jiang and Pell, 2015, 2016) and intentions such as criticism, wish or suggestion (Hellbernd and Sammler, 2016). What remains unresolved so far is how prosody translates into social meaning at the neurocognitive level (Jiang et al., 2017; Lavan et al., 2017). On the one hand, distinct prosodic signatures make it plausible to assume auditory prosodic categorization processes that may link conventionalized acoustic feature configurations to communicative meaning. On the other hand, given that prosody conveys information on the speaker’s intent, these processes are likely to interface with domain general sociocognitive systems (e.g. Van Overwalle, 2009; Schurz et al., 2014). The present study weighs the contribution of auditory prosodic and sociocognitive processes and their interaction by combining a novel audio-morphing paradigm with functional magnetic resonance imaging (fMRI).

On the auditory prosodic side, prosodic information is known to cascade through several processing levels in lateral frontotemporal and subcortical areas (for reviews, see Baum and Pell, 1999; Belyk and Brown, 2014; Frühholz et al., 2016; Paulmann, 2016). More generally, acoustic signals are thought to attain meaning by passing through consecutive stages along the ventral auditory stream (Rauschecker and Scott, 2009; Weiller et al., 2011; Bajada et al., 2015). Along the temporal lobe, auditory information undergoes gradual abstraction (Patterson et al., 2002; Obleser and Eisner, 2009), from extraction of low-level acoustic features in Heschl’s gyrus to representations of abstract sound categories, including speech (Leaver and Rauschecker, 2010; DeWitt and Rauschecker, 2012; Norman-Haignere et al., 2015) and non-speech sounds (Belin et al., 2004; von Kriegstein and Giraud, 2004), in more anterior temporal regions. Recent evidence for right ventral pathways for prosody perception (Schirmer and Kotz, 2006; Frühholz et al., 2015; Sammler et al., 2015) raised proposals of a similar progressive abstraction of prosodic information. Yet, high-level prosodic percept formation, that is, abstraction of prosodic content that dissociates from low-level acoustic form remains to be shown (Bestelmeyer et al., 2014). To explore abstract encoding of prosodic categories in the ventral auditory stream, the present study employed a categorization task along prosodic continua while carefully controlling for low-level acoustic features.

On the sociocognitive side, intention understanding involves inferential processes based on a ‘theory of mind’ (ToM), also referred to as ‘mentalizing’ (Schurz et al., 2014). ToM is the ability to ascribe mental states to others and typically activates a brain network including the temporoparietal junction (TPJ) and medial prefrontal cortex (mPFC; Amodio and Frith, 2006; Ciaramidaro et al., 2007; Van Overwalle, 2009). Notably, not only the perception of others as intentional agents showed ToM activations (Gallagher et al., 2002; Sripada et al., 2009; Suzuki et al., 2011), for example, when inferring others’ (private) action goals (de Lange et al., 2008; Walter et al., 2009; Sebastian et al., 2012). Particularly, the recognition of social communicative intentions triggered ToM processes in TPJ and mPFC (Ciaramidaro et al., 2007; Walter et al., 2009; Ciaramidaro et al., 2014) as tested with visual pictorial (Walter et al., 2004; Canessa et al., 2012) or written verbal material (Bohrn et al., 2012; Spottorno et al., 2012; Bašnáková et al., 2014; Egorova et al., 2014). The present study seeks to extend these findings to the vocal domain by limiting social cues to prosodic information only.

One link between auditory prosodic and sociocognitive processes during understanding of prosodic intentions might lie in the sound’s social relevance. It is well established that socially relevant compared to less relevant stimuli (e.g. emotional vs. neutral prosody) are processed differently, specifically in the amygdala (Sander et al., 2003; Ethofer et al., 2009; Wiethoff et al., 2009; Frühholz and Grandjean, 2013). The amygdala is a highly connected hub (Roy et al., 2009) with strong connections both to sensory (Vuilleumier and Pourtois, 2007; Frühholz et al., 2014) and to mentalizing areas (Li et al., 2014). It may, hence, be in the ideal position to aid and bind sensory perception (Pourtois et al., 2013) and evaluation of socially relevant signals (Adolphs, 2010). To explore functional links between the amygdala on the one hand and auditory prosodic and socio-inferential systems on the other hand, we computed psychophysiological interactions (PPI) with seeds in bilateral amygdala.

In sum, the present study investigated the contribution of auditory prosodic categorization, social inference and their interaction during recognition of prosodically coded communicative intentions. To do so, we employed a novel paradigm that compared typical prosodic exemplars of three intentional categories (criticism, doubt and suggestion) with socially ambiguous prosodic expressions that had been generated by means of pair-wise audio-morphing between the typical prosodies (STRAIGHT; Kawahara, 2006) (Figure 1A). This approach capitalizes on two phenomena: First, audio-morphing quasi-neutralizes intentional meaning around the ambiguous centres of the continua. Second, ambiguous and typical tokens fully match in their average acoustic feature compositions, as they are derived from identical originals. Consequently, brain areas more strongly involved during behavioural classification of typical compared to ambiguous intention expressions should reflect (i) perception of abstract auditory prosodic categories beyond their acoustic form as well as (ii) social–inferential comprehension of communicative intentions that may (iii) be functionally linked via the amygdala.

**Methods**

**Participants**

Twenty-two native German speakers (11 females; mean age 27.35 ± 4.39 SD; 21 of them right-handed according to the Edinburgh Handedness Inventory by Oldfield, 1971; mean laterality quotient 83.00 ± 36.35 SD) with normal hearing and no reported history of neurological or psychiatric disorder took part in the fMRI study. Eight more participants had been invited but were excluded because they had not been able to perform the task in a training session (n = 4), had excessive motion artefacts (n = 1) or fell asleep during scanning (n = 3). Prior to the experiment, participants gave written informed consent according to the procedures approved by the Ethics Committee of the University of Leipzig (404/14–ff). They were paid 8 € per hour for their participation.

**Stimuli**

Speech stimuli were created based on a subset of the stimuli used by Hellbernd and Sammler (2016). This subset comprised the German words ‘Bier’ (beer) and ‘Bar’ (bar) uttered by two trained female German speakers (voice coaches) in three intonations expressing the intentions criticism, doubt and suggestion (44.1 kHz, 16 bit, mono; for further details on stimulus...
recording see Hellbernd and Sammler, 2016). These intentions are all characterized by rising pitch contours, avoiding discriminability purely based on pitch direction.

These 12 original stimuli (2 words × 2 speakers × 3 intentions) were downsampled to 16 kHz and subjected to audio-morphing to obtain seven-step continua in which prosody gradually changed in 20% steps from one intention to another (see Figure 1A). Morphing was done with STRAIGHT (Kawahara, 2006), separately for each speaker and each word, resulting in a total of 12 continua: 4 from criticism to doubt, 4 from doubt to suggestion, and 4 from criticism to suggestion. STRAIGHT decomposes the audio stimuli into five parameters: fundamental frequency (f0), formant frequencies, duration, spectrotemporal density and aperiodicity. Temporal anchor points for morphing were set to the onsets and offsets of phonation. Spectrotemporal anchors were set to the first to fourth formants at onsets and offsets of formant transition and intention-specific characteristics. Thereafter, stimuli were re-synthesized based on interpolation of the anchor templates (linearly for duration; logarithmically for the remaining four parameters) of two intentions in ratios of −10%/110%, 10%/90%, 30%/70%, 50%/50%, 70%/30%, 90%/10% and 110%/10% (see Supplementary Material for one example of each continuum).

Importantly, the outer tokens of each continuum (red in Figure 1A) were acoustically very similar to the original sounds (±10% physical distance from originals). They were, hence, clear representatives of the respective prosodic category. In turn, the inner tokens with more balanced mix ratios (blue in Figure 1A) were acoustically ambiguous and fell between two prosodic categories. Listeners reported no specific meaning emerging in these stimuli. Average stimulus duration was 475 ms (±45 ms SD).

Further acoustic properties of the stimuli are depicted in Table 1.
It is of note that clear and ambiguous stimuli, that is, morph steps [1, 2, 6, 7] vs. [3, 4, 5], did not differ in their averaged acoustic features: mean fundamental frequency (\( f_0 \)), \( f_0 \) variance (SD \( f_0 \)), \( f_0 \) range (offset \( f_0 \)-onset \( f_0 \)), harmonics-to-noise ratio, centre of gravity and spectral variance (SD of spectrum) (independent-samples t-tests, all Ps > .1; see Table 2). Consequently, neural activation differences between clear and ambiguous prosodies cannot be explained by pure acoustic differences between stimuli but are more likely related to the communicative content and typicality of the utterances.

Finally, we asked 16 listeners (8 female, mean age 24.1 ± 4 SD; none of whom participated in the fMRI experiment) to rate each stimuli’s valence and arousal using the nine-step self-assessment manikin (Bradley and Lang, 1994). Clear and ambiguous stimuli differed in terms of arousal in all intention combinations and in terms of valence in criticism–desire–continua (see Table 2). To account for these affective differences, valence and arousal ratings were later analyzed as parametric modulators in the fMRI data analysis (see Table 2).

### Procedure

Audio morph stimuli were presented in separate blocks for each continuum – that is, separately for each word and speaker – with randomized block order across participants. Within each block, each morph step was presented eight times according to a type-1 index-1 sequence (Nonyane and Theobald, 2007), that is, each morph step followed all other morph steps with the same probability to control for adaptation effects (see Bestelmeyer et al., 2010). Additionally, each block contained eight silent trials. Each trial lasted 2.5 s within which a response had to be given (except for silent trials). Participants classified the stimuli in a 2-alternative forced choice task with the two intentions of the current block continuum as possible responses. The corresponding response options were presented on screen throughout the block. Participants responded by button press with the index and middle finger of the right hand. Key assignment was balanced across blocks and participants.

Blocks were separated by 30-s breaks. Total experiment duration (including 12 blocks) was ~40 min. All participants took part in a screening session with all stimuli on a separate day before the fMRI experiment to ensure that they were able to do the task and a short reminder session (1/4 of the stimuli) on the day of scanning prior to entering the scanner.

After scanning, participants filled out a debriefing questionnaire assessing on nine-step rating scales how strongly they relied on auditory prosodic or sociocognitive strategies to classify the speaker’s prosodic intentions.

### Data acquisition

fMRI images were acquired with a 3T Siemens Magnetom Prisma scanner (Siemens AG, Erlangen, Germany) at the Max Planck Institute for Human Cognitive and Brain Sciences in Leipzig, Germany. During the main experiment, 1155 event-related \( T_2 \)-weighted scans were obtained with a single-shot, echo-planar
Table 2. Statistical comparisons of acoustic stimulus features and affect ratings between clear and ambiguous stimuli

| Cont. Acoustic featuresa | Affect ratingsb |
|------------------------|----------------|
| Voiced frames (t(26)) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P | t(26) | P |
| Mean f0 | SD f0 | Mean HNR | Mean Intensity | Offset-onset f0 | Spectral CoG | Spectral SD Spectrum | Valence ratings | Arousal ratings |
| C – D | 0.10 0.92 | 0.30 0.77 | 1.17 0.25 | −0.80 0.43 | −0.55 0.59 | −0.32 0.75 | 0.19 0.85 | 0.37 0.71 | −5.14 0.00 | 3.78 0.00 |
| C – S | −0.14 0.89 | 0.37 0.71 | 1.29 0.21 | −0.58 0.57 | −0.13 0.90 | 0.14 0.89 | 0.25 0.81 | 0.80 0.43 | −0.71 0.49 | 10.69 0.00 |
| D – S | −0.18 0.86 | 0.21 0.83 | 0.53 0.60 | −0.82 0.42 | −0.41 0.68 | 0.00 0.71 | 0.30 0.77 | 0.75 0.46 | 1.98 0.07 | 2.42 0.03 |

Note. Cont.: continuum; C – D: criticism—doubt; C – S: criticism—suggestion; D – S: doubt—suggestion; HNR: harmonics-to-noise ratio; CoG: center of gravity.
aIndependent-samples t-tests.
bPaired-samples t-tests.

gradient-echo (EPI) sequence (repetition time (TR) = 2000 ms, echo time (TE) = 26 ms). Forty axial slices (3 mm isotropic voxel size, 10% inter-slice gap) were collected with a 20-channel head coil. The field of view (FoV) was 192 × 192 mm² with an in-plane resolution of 64 × 64 pixels and a flip angle of 90°.

Auditory stimuli were presented via MR-compatible headphones (MR confon GmbH, Magdeburg, Germany). Before scanning, we made sure that participants heard the sounds clearly in the scanner.

High-resolution T₁-weighted images (1 mm isotropic voxel size) for anatomical coregistration acquired with a magnetization-prepared rapid acquisition gradient echo sequence were available for all participants in the brain database of the Max Planck Institute for Human Cognitive and Brain Sciences.

Functional MR data analysis

Functional MR images were preprocessed and analysed using SPM8 (Wellcome Trust Centre for Neuroimaging, London, United Kingdom) in Matlab. During preprocessing, the first four volumes were discarded to account for T₁-equilibration effects. To correct for distortion and motion, functional images were realigned and unwarped. Thereafter, images were co-registered with the anatomical image and normalized into Montreal Neurological Institute (MNI) space (without resampling). Finally, smoothing was applied using a Gaussian kernel of 8 mm full width at half maximum (FWHM).

At the first level, a general linear model (Friston et al., 1994) was applied to the data of every participant. Twenty-one onset regressors – one for each morph step per continuum, that is, criticism–doubt, doubt–suggestion, criticism–suggestion, collapsed across words and speakers – were convolved with a canonical hemodynamic response function. Events were time-locked to stimulus onset, and a high-pass filter with a cut-off frequency of 1/128 Hz was applied. Z-transformed reaction times of each participant as well as mean arousal and valence ratings for each stimulus (obtained from 16 independent raters; see Table 1) were included as parametric modulators to account for task difficulty and affective connotations of the stimuli. Additionally, six motion parameters were entered as covariates of no interest to control for subtle head movements. The linear contrasts between all outer stimuli of the morphed continua with CLEAR prosodies (Figure 1, red) and all inner morphs with AMBIGUOUS prosodies (Figure 1, blue) were calculated for each participant (i.e. CLEAR > AMBIGUOUS and AMBIGUOUS > CLEAR) and submitted to one-sample t-tests during random effects group analysis. As an aside, results obtained with this analysis did not differ from positive and negative quadratic effects obtained with a parametric approach using three onset regressors (one for each continuum), each followed by four orthogonalized parametric modulators: (1) z-transformed reaction times, (2) mean arousal, (3) mean valence ratings, and (4) morph step (for a similar approach, see Bestelmeyer et al., 2014). Statistical threshold was set to a conservative $P < 0.0001$ at voxel level, followed by cluster-level family-wise error (FWE) correction of $P < 0.05$.

Psychophysiological interaction analysis

A psychophysiological interaction (PPI) analysis was conducted to identify task-dependent changes in amygdala connectivity. In order to define voxels of interest (VOIs), bilateral amygdala regions were defined based on the anatomical Harvard-Oxford atlas in FSL (Jenkinson et al., 2012) for all voxels with likelihood > 20% for that region. Within these regions, all voxels with single-subject activations below a threshold of $P = 0.05$ were included in the analysis. The first eigenvariate of the fMRI signal changes in the VOIs was extracted, and their mean time course was multiplied by a regressor with information about the experimental conditions (CLEAR vs. AMBIGUOUS). This interaction term of source signal and experimental treatment was the first regressor in the PPI analysis. Additionally, the mean deconvolved source signal of the VOI and the task regressor were included in the model as covariates of no interest. Participants without activations in the amygdala at single-subject level were excluded from the PPI analyses, resulting in a sample size of $n = 20$ for left amygdala and $n = 17$ for the right amygdala seed. Statistical threshold was $P < 0.0001$ at voxel level, followed by cluster-level FWE correction of $P < 0.05$.

Results

Behavioural data

Figure 1B demonstrates that participants reliably recognized the intentions expressed by the CLEAR stimuli (i.e. values lower than 15% and higher than 90%), whereas AMBIGUOUS morph steps were classified less consistently. Furthermore, reaction times were significantly faster for CLEAR (mean ± SD: 892 ± 131 ms) than for AMBIGUOUS stimuli (1001 ± 135 ms) as tested with a paired-samples t-test ($t(21) = −9.817, P < 0.0001$; Figure 1C).

fMRI data

CLEAR compared to AMBIGUOUS prosodic expressions induced stronger activations in areas known for auditory prosodic as
well as sociocognitive brain regions (Figure 2A; Table 3). Auditory prosodic activations comprised right Heschl’s gyrus (HG), planum temporale (PT) and posterior superior temporal gyrus (STG) as well as left planum polare (PP). Sociocognitive areas included bilateral amygdala and hippocampus, ToM regions including bilateral mPFC and posterior cingulate cortex (PCC), right anterior middle temporal gyrus (MTG) and superior temporal sulcus (STS) as well as left posterior TPJ/angular gyrus (pTPJ/AG), supramarginal gyrus (SMG). Additionally, left middle frontal gyrus (MFG) and left basal ganglia (putamen and pallidum) were active.

Notably, activation of mPFC (at peak MNI coordinate \[-6, 35, -20\]) positively correlated with participants’ focus on the speaker’s perspective as assessed in the debriefing questionnaire (‘Did you focus most on the acoustic sound of the stimulus (low score) or the speaker’s perspective (high score)’; \(r(20) = 0.43, P = 0.044\)).

In the opposite contrast, AMBIGUOUS compared to CLEAR prosodies evoked stronger activations in presupplementary
Table 3. Functional activations for the contrasts Clear > Ambiguous and Ambiguous > Clear

| Brain region                        | Hem. | BA     | k    | x    | y    | z    | Z-value |
|-------------------------------------|------|--------|------|------|------|------|---------|
| Clear > ambiguous                   |      |        |      |      |      |      |         |
| Amygdala*                           | R    | –      | 774  | 30   | 2    | –14  | 5.33    |
| Hippocampus*                        | R    | –      | 33   | –16  | –17  | 4.68 |
| Heschl’s gyrus*                     | R    | 41/42  | 48   | –7   | 1    | 5.17 |
| Planum temporale                    | R    | 22     | 57   | –22  | 7    | 4.40 |
| Posterior superior temporal gyrus   | R    | 22     | 66   | –34  | 16   | 4.19 |
| Anterior superior temporal sulcus   | R    | 22/21  | 48   | –4   | –17  | 4.52 |
| Anterior middle temporal gyrus      | R    | 21     | 57   | –7   | –20  | 4.47 |
| Central operculum                  | R    | 48     | 54   | –13  | 13   | 4.58 |
| Amygdala*                           | L    | –      | 362  | –21  | –1   | –17  | 5.01    |
| Putamen*                            | L    | –      | –27  | –1   | –2   | 4.87 |
| Hippocampus                         | L    | –      | –27  | –19  | –17  | 3.88 |
| Pallidum                            | L    | –      | –21  | –4   | 7    | 4.15 |
| Planum polare                      | L    | 22     | –42  | –13  | –5   | 4.61 |
| Central operculum                  | L    | 48     | –51  | –4   | 7    | 3.79 |
| Posterior temporoparietal junction* | L    | 39     | 281  | –42  | –70  | 22   | 4.89    |
| Angular gyrus*                     | L    | 40     | –54  | –58  | 34   | 4.87 |
| Supramarginal gyrus                | L    | 40     | –60  | –40  | 40   | 4.52 |
| Parietal operculum*                | L    | 48     | 35   | –54  | –28  | 19   | 4.68    |
| Posterior cingulate cortex         | L    | –      | 88   | –12  | –34  | 40   | 4.58    |
| Posterior cingulate cortex         | R    | –      | 27   | 12   | –22  | 43   | 4.04    |
| Medial prefrontal cortex           | L    | 11     | 50   | –6   | 35   | –20  | 4.36    |
| Paracingulate gyrus                | L    | 11     | –3   | 38   | –8   | 3.75 |
| Medial prefrontal cortex           | R    | 11     | 6    | 41   | –17  | 4.02 |
| Middle frontal gyrus               | L    | 9      | 48   | –27  | 26   | 46   | 4.34    |
| Ambiguous > Clear                  |      |        |      |      |      |      |         |
| Presupplementary motor area*        | R    | 6/32   | 360  | 6    | 14   | 49   | 5.57    |
| Paracingulate gyrus*               | R    | 32     | 3    | 26   | 40   | 5.47 |
| Presupplementary motor area*       | L    | 6/32   | –3   | 11   | 55   | 5.26 |
| Frontal orbital cortex / anterior insula | L  | 47/– | 59  | –30   | 32  | –2  | 4.83 |
| Inferior frontal gyrus (p. op.)    | L    | 44     | 57   | –54  | 14   | 13   | 4.75    |
| Frontal orbital cortex / anterior insula | R  | 47/– | 54  | 30   | 29   | –2  | 4.44 |
| Anterior Insula                    | R    | –      | 36   | 23   | 1    | 3.98 |

Note. BA: Brodmann area; L: left hemisphere; R: right hemisphere; k: cluster extent (number of voxels); p. op.: pars opercularis; p. tri.: pars triangularis. Coordinates indicate cluster peaks in MNI-space. Main peaks are in bold. P-voxel < 0.0001, P-cluster < 0.05 FWE-corrected.

*Peaks that are significant at P-voxel < 0.05 FWE-corrected.

motor area (pre-SMA), bilateral frontal orbital cortex and anterior insula and left inferior frontal gyrus (IFG) (Figure 2B; Table 3).

PPI analysis

The PPI analysis revealed significant connectivity changes of left and right amygdala as a function of CLEAR or AMBIGUOUS prosodies (see Methods). Connectivity was enhanced between bilateral amygdala on the one hand and bilateral anterior insula, frontal orbital cortex and IFG on the other hand during recognition of CLEAR intentions in prosody. Additionally, right amygdala showed higher connectivity during CLEAR stimuli with bilateral auditory regions including HG, left PT and right PP, bilateral intraparietal sulcus and pre-SMA as well as left dorsal (pre)motor areas (Figure 2C; Table 4).

Discussion

A speaker’s vocal tone – her prosody – is an important carrier of social information. Interpersonal attitudes, private beliefs and communicative intentions resonate in a speaker’s voice and shape the tenor and success of social interactions. However, to date there are no explanatory accounts of the neurocognitive mechanisms that allow listeners to ‘read’ speakers’ intents from vocal prosodic patterns in speech. The present fMRI study identified two sets of distributed brain regions typically associated with (i) auditory prosodic categorization and (ii) social–inferential conceptualization that were both involved when listeners recognized clearly expressed intentions in a speaker’s voice. Ambiguous expressions, in turn, involved (iii) cingulo-opercular regions known to assist categorization in case of conflicting cues. The amygdala took a central position and are recurrently tagged by the amygdala for their social relevance; (ii) based on listeners’ propensity to infer the speaker’s inner mental state drawing on mentalizing areas and (iii) based on controlled decision-making processes to resolve the meaning of equivocal expressions. Altogether, this work sheds light on the neural complexity of intentional vocal prosodic signaling in speech and illustrates its anchoring at the interface between auditory and social cognition.
### Table 4. Results of the PPI analysis

| Brain region | Hem. | BA | k | x | y | z | Z-value |
|--------------|------|----|---|---|---|---|---------|
| **Seed: Left Amygdala, N = 20** | | | | | | | |
| Frontal orbital cortex | L | 47 | 242 | −30 | 29 | −8 | 4.66 |
| Anterior insula | L | – | – | 42 | 14 | −5 | 3.92 |
| Inferior frontal gyrus (p. op.) | L | 44 | −54 | 14 | 7 | 3.86 |
| Superior temporal gyrus | L | 22 | −57 | −4 | −8 | 3.27 |
| Frontal orbital cortex / anterior insula | R | 47/− | 374 | 42 | 20 | −5 | 4.35 |
| Inferior frontal gyrus (p. tri.) | R | 45 | 45 | 29 | 7 | 3.95 |
| Inferior frontal gyrus (p. op.) | R | 44 | 57 | 20 | 13 | 3.54 |
| Central opercular cortex | R | 48 | 48 | 5 | 7 | 3.45 |
| **Seed: Right Amygdala, N = 16** | | | | | | | |
| Inferior frontal gyrus (p. op./tri.) | R | 44/45 | 999 | 57 | 20 | 7 | 4.93 |
| Anterior insula / frontal orbital cortex | R | −47 | 42 | 20 | −8 | 4.76 |
| Precentral gyrus | R | 6 | 60 | 5 | 22 | 3.53 |
| Planum polare | R | 22 | 51 | −1 | −5 | 4.29 |
| Superior temporal gyrus / sulcus | R | 22/21 | 45 | −25 | −2 | 3.93 |
| Heschl’s gyrus | R | 41/42 | 54 | −13 | 7 | 3.65 |
| Planum temporale | L | 22 | 340 | −42 | −37 | 16 | 4.59 |
| Heschl’s gyrus | L | 41/42 | −54 | −10 | 7 | 3.67 |
| Central operculum | L | 48 | −39 | −19 | 16 | 4.13 |
| Superior temporal gyrus | L | 22 | −57 | −22 | 1 | 4.07 |
| Putamen | L | – | −33 | −10 | 4 | 3.31 |
| Anterior insula | L | – | 437 | −42 | 14 | −2 | 4.53 |
| Inferior frontal gyrus (p. op.) | L | 44 | −60 | 14 | 10 | 4.38 |
| Inferior frontal gyrus (p. tri.) | L | 45 | −51 | 38 | 4 | 3.48 |
| Precentral gyrus | L | 6 | 246 | −15 | −22 | 76 | 4.51 |
| Central sulcus | L | 4/6 | −30 | −28 | 67 | 3.80 |
| Postcentral gyrus | L | 3 | −39 | −34 | 61 | 3.59 |
| Intraparietal sulcus | L | 7/40 | −27 | −46 | 40 | 3.56 |
| Intraparietal sulcus | R | 7/40 | 152 | 36 | −43 | 37 | 4.32 |
| Presupplementary motor area | L/R | 6/32 | 102 | 0 | 14 | 52 | 3.61 |
| Paracingulate gyrus | R | 32 | 3 | 8 | 46 | 3.49 |

Note. BA: Brodmann area; L: left hemisphere; R: right hemisphere; k: cluster extent (number of voxels). Coordinates indicate cluster peaks in MNI-space. Main peaks are in bold. P-voxel < 0.001, P-cluster < 0.05 FWE-corrected.

### Auditory prosodic abstraction

Socially meaningful (compared to ambiguous) prosodic expressions induced activations along the right ventral auditory stream, including early auditory areas in HG, adjacent PT and STG as well as downstream conceptual areas in anterior STS and MTG (Binder and Desai, 2011; Lambon Ralph et al., 2017). In the left hemisphere, activations were limited to a small region in PP. This line-up is in keeping with the relevance of (right) temporal areas for prosody perception (for reviews, see Baum and Pell, 1999; Belyk and Brown, 2014) as well as the recent description of a pathway for prosody along the right temporal lobe (Sammler et al., 2015; see also Schirmer and Kotz, 2006). It is important to note that average physical characteristics did not differ between clear and ambiguous stimuli. This suggests a contribution of these areas to the perception of prosodic content beyond basic acoustic forms—that seems to already emerge at early processing levels. Consistent with this idea, PT and peri-auditory regions of STG are known for the abstract, categorical encoding of auditory objects independent of low-level acoustic features (Griffiths and Warren, 2002; Warren et al., 2005; Kumar et al., 2007) both in speech (Chang et al., 2010; Kilian-Hütten et al., 2011) and non-speech sounds (Giordano et al., 2013; Latinus et al., 2013). Similar constructive processes have been recently reported at levels as early as HG (Formisano et al., 2008; Kilian-Hütten et al., 2011). The present data suggest an extension of these mechanisms to the perception of abstract prosodic categories. Abstract encoding of sound categories was proposed to amount from experience-dependent perceptual biases that accentuate ecologically meaningful rather than physical properties of sensory stimuli (Nelken and Ahissar, 2006), especially when they are behaviourally relevant (for review, see Bizley and Cohen, 2013). A possible source that relays relevance information to auditory cortex and, hence, induces the said perceptual bias is the amygdala (Adolphs, 2010; Kumar et al., 2012; Pourtois et al., 2013), which we found strongly activated during clear (compared to ambiguous) prosodies as will be discussed below.

Apart from this perceptual abstraction and categorization of prosodic patterns in auditory areas, recognition of speakers’ (clear) intentions further involved the right anterior STS and MTG—areas that are among the targets of the ventral auditory stream (Rauschecker and Scott, 2009) and typically feature as ‘representational hub’ in semantic cognition (for reviews, see Binder and Desai, 2011; Lambon Ralph et al., 2017). The bilateral anterior temporal lobes (aTLs) are frequently considered as convergence zones, where inputs get detached from their sensory format and gradually turn into coherent concepts that link to meaning (for reviews, Binder et al., 2009; Lambon Ralph, 2013). Auditory lexical signals achieve such representational abstraction via dorsal rather than ventral aTL (Skipper et al., 2011; for reviews, see Wong and Gallate, 2012; Olson et al., 2013), compatible with the present activations in anterior STS/MTG. Notably, the emerging concepts are thought to include abstract social knowledge: For example, words denoting social actions (e.g. to
embracing, Lin et al., 2015; Lin et al., 2017) or social traits (e.g. loyal; Zahn et al., 2007, 2009; Ross and Olson, 2010; Skipper et al., 2011; Binney et al., 2016; Pobric et al., 2016) evoke robust responses in anterior MTG/STG. Our data suggest that similar social conceptualization processes may be triggered by vocal prosodic cues, beyond the social meaning of words.

Taken together, our results are compatible with a stepwise abstraction of auditory prosodic perceptual patterns towards internal social conceptual representations of the speaker's intention along the temporal lobe. Note that this conversion of sound to meaning is apparently only successful if the acoustic composition of the stimulus is close to the prototypical prosodic signature of the respective communicative intention: Acoustic deviation from the clear representatives of the prosodic category reduced speed and response consistency when labelling the intention. This lends behavioural evidence for the conventionalization of the prosodic forms of intentions that allows listeners to reference the perceived pattern to internalized prosodic prototypes – perhaps through early encoding biases – when inferring the relevant communicative concept (see also Hellbernd and Sammler, 2016).

**Social–inferential conceptualization**

Understanding (clear) communicative intentions was further accompanied by activations in mPFC, PCC and left pTP/AG that together with anterior MTG form the mentalizing network (Amadio and Frith, 2006; Van Overwalle, 2009; Mar, 2011; Schurz et al., 2014). On the assumption that this network typically activates when humans think about others' inner mental states (Frith and Frith, 2006; Schurz et al., 2014), including their social intentions (Walter et al., 2004; Ciaramidaro et al., 2007), our data suggest similar mentalizing processes when communicative intentions are inferred from vocal prosodic cues in speech. The observed positive correlation between mPFC activity and reported focus on the speaker’s perspective (rather than the sound of the utterance) supports this interpretation. Furthermore, the present involvement of pTP/AG and mPFC is in line with their reported activation during inference of unspoken, implied meaning in verbal communication (Jang et al., 2013; Basnaková et al., 2014; Bögel et al., 2015) as in the case of metaphor and irony (Böhm et al., 2012; Spottorno et al., 2012) or indirect requests (van Ackeren et al., 2012).

Even if our study was not designed to decompose task-specific contributions of the various areas, we note that our task hinges on thoughts about others’ interpersonal intentions rather than others’ private beliefs, attitudes or traits. It hence relates tightly to interactions embedded in social situations that participants may have invoked (despite listening to single word prosody) by drawing on past experience. The synthesis of social context and activation of social ‘scripts’ has been frequently attributed to anterior MTG (Frith and Frith, 2003; Gallagher and Frith, 2003) that we indeed found strongly activated, and that we discussed earlier as a core area of semantic cognition (Binder et al., 2009; Binder and Desai, 2011). Note that both views are not mutually exclusive. Rather, the overlap of social and semantic processes raises the interesting hypothesis that anterior MTG constitutes a hub where multimodal percepts and social concepts fuse into meaningful and behaviourally relevant representations (for similar proposals, see Binder and Desai, 2011; Wong and Gallate, 2012). This would illustrate the close relationship between speech communication and mentalizing, mediating between what is said and what is meant.

**Functional integration via the amygdala**

Apart from these cortical regions, it was the bilateral amygdala with peaks in the superficial nuclei that responded most strongly to clear compared to ambiguous prosodic intentions. Beyond its reputation as ‘fear centre’ of the brain (LeDoux, 2007) and tracker of visual and auditory emotions (for review, see Ball et al., 2009), current accounts stress the amygdala’s, and particularly the superficial nuclei’s, more general role in processing category typical, socially relevant stimuli (Said et al., 2009; Adolphs, 2010; Bzdok et al., 2013; Stolier and Freeman, 2017; Wang et al., 2017), including prosodic expressions (for reviews, see Kotz & Paulmann, 2011; Frühholz et al., 2014). More than that, plenty of examples suggest that the amygdala directs resources toward information with subjective impact by perceptually enhancing stimulus features that reveal the social meaning of an expression (for reviews, see Vuilleumier and Pourtois, 2007; Pourtois et al., 2013). Dense bidirectional interconnections between amygdala and sensory areas have been proposed as anatomical basis for this ‘gain-control’ mechanism (Roy et al., 2009; Geschwind et al., 2012; Frühholz et al., 2014). In keeping with these views, we found bilateral amygdala not only to be more strongly activated when prosodic expressions were socially meaningful and, hence, relevant in interpersonal terms. We also saw increased connectivity between right amygdala and bilateral auditory areas (HG, PT, PP and STG) along with stronger auditory activation during clear intentional stimuli, in line with ‘gain-control’ theories of amygdala function (Pourtois et al., 2013). Altogether, we propose that these recurrent loops between amygdala and auditory regions may promote the processing of meaningful prosodic signals and their categorization as behaviourally relevant, intentional sounds.

Some researchers consider the amygdala to be part of the mentalizing system (Mar, 2011), and it is uncontroversial that the amygdala has strong links to various mentalizing areas, for example, mPFC and dTL (Roy et al., 2009; Bzdok et al., 2013; Li et al., 2014). The reasons why these connections were not significantly modulated by the social meaning of our stimuli (see PPI results) remain to be determined. Nevertheless, its special position in the extended mentalizing system as well as in recurrent auditory loops may qualify the amygdala as an ideal interface for sociocognitive and auditory prosodic processes during comprehension of social communicative meaning from vocal cues (see also Leitman et al., 2010).

**Categorical decision-making**

Finally, ambiguous (compared to clear) stimuli evoked stronger activity in pre-SMA, bilateral anterior insula extending into frontal orbital cortex and left IFG (Figure 2C). These cinguloparietal areas have been frequently implicated in the explicit evaluation of prosody (Belyk and Brown, 2014) and particularly of ambiguous prosodic expressions (Leitman et al., 2010; Sammler et al., 2015). More generally, these regions respond to a variety of cognitive control processes, including response conflict and interference resolution (Nee, Jonides, and Berman, 2007; Levens and Phelps, 2010). Along these lines, the present activation is likely to reflect controlled processes to arrive at a categorical decision from conflicting prosodic cues. In case of clear prosodic cues, this network showed in turn enhanced connectivity with the amygdala, possibly representing the ideal configuration for naturally smooth categorization and comprehension of socially relevant prosodic signals.
Conclusion

In sum, comprehension of social intentions from a speaker’s vocal tone involves the cooperation of distributed (i) auditory prosodic, (ii) sociocognitive and (iii) cingulo-opercular brain areas. Functionally, these sets of regions may be specialized in (i) the abstraction of auditory categories and their mapping against conventionalized prosodic forms, (ii) their association with experience-dependent social semantic concepts and appraisal of the speaker’s inner mental state and (iii) the categorical evaluation of (socially ambiguous) stimuli. The amygdala as a social relevance detector flexibly links with auditory perception and categorical decision-making to support the seamless comprehension of socially meaningful information. While future studies should firmly assess these functional hypotheses, our results illustrate the complexity of neural mechanisms through which the brain translates vocal prosodic cues into coherent categorizations of others’ intentions as basis for successful interpersonal communication.
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