Grand-potential-based phase-field model of dissolution/precipitation: lattice Boltzmann simulations of counter term effect on porous medium
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Abstract

Most of the lattice Boltzmann methods simulate an approximation of the sharp interface problem of dissolution and precipitation. In such studies the curvature-driven motion of interface is neglected in the Gibbs-Thomson condition. In order to simulate those phenomena with or without curvature-driven motion, we propose a phase-field model which is derived from a thermodynamic functional of grand-potential. Compared to the free energy, the main advantage of the grand-potential is to provide a theoretical framework which is consistent with the equilibrium properties such as the equality of chemical potentials. The model is composed of one equation for the phase-field \( \phi \) coupled with one equation for the chemical potential \( \mu \). In the phase-field method, the curvature-driven motion is always contained in the phase-field equation. For canceling it, a counter term must be added in the \( \phi \)-equation. For reason of mass conservation, the \( \mu \)-equation is written with a mixed formulation which involves the composition \( c \) and the chemical potential. The closure relationship between \( c \) and \( \mu \) is derived by assuming quadratic free energies for the bulk phases. The anti-trapping current is also considered in the composition equation for simulations with solid diffusion. The Lattice Boltzmann schemes are implemented in LBM_saclay, a numerical code running on various High Performance Computing architectures. Validations are carried out with analytical solutions representative of dissolution and precipitation. Simulations with or without counter term are compared on the shape of porous medium characterized by microtomography. The computations have run on a single GPU-V100.
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1. Introduction

The Lattice Boltzmann Equation (LBE) [1] is an attractive method to simulate flow and transport phenomena in several areas of science and engineering. Because of its local collision term and its ease of implementation of the bounce-back method, the LBE has been extensively applied in porous media literature for simulating two-phase flows and transport at pore scale [2, 3, 4] (see [5] for a recent review). When the surface of separation \( \Gamma_d \) between solid (\( s \)) and liquid (\( l \)) does not depend on time, it is sufficient to identify the nodes located at the interface and apply the bounce-back method. However, when physico-chemical processes occur on the surface of solid, such as those involved in matrix dissolution or pore clogging, it is necessary to consider the free-boundary problem because the interface position \( \Gamma_d(t) \) is now a function of time. The general sharp interface model of dissolution and precipitation without fluid flows writes:

\[
\frac{\partial c}{\partial t} = D_s \nabla^2 c \quad \text{in } \Gamma_d(t) \quad (1a)
\]

\[
(c - c_s) v_n = -D_s \nabla c \cdot n |_t + D_l \nabla c \cdot n |_s \quad \text{on } \Gamma_d(t) \quad (1b)
\]

\[
G(c) = -d_0 \kappa - \beta v_n \quad \text{on } \Gamma_d(t) \quad (1c)
\]

Eq. (1a) is the mass conservation of solute in bulk domains \( \Gamma_\Phi(t) \) (where \( \Phi = s, l \), \( c \) is the composition, \( D_\Phi \) is the diffusion coefficient of liquid (\( \Phi = l \)) and solid (\( \Phi = s \)). Although \( D_s \) is supposed to be zero in most of the dissolution studies, two diffusion coefficients \( D_l \) and \( D_s \) are considered for mathematical reasons. In Section 2.4, we will see the necessity of using an anti-trapping current in the phase-field model when \( D_s = 0 \). Two conditions hold at the interface \( \Gamma_d(t) \). The first one (Eq. (1b)) is the balance of advective and diffusive fluxes where \( v_n \) is the normal velocity of interface. In that equation the right-hand side is the difference of diffusive fluxes between liquid and solid, \( \kappa \) is the unit normal vector of interface pointing into the liquid, and \( c_s \) is the composition of the solid phase. The second interface equation (Eq. (1c)) is the Gibbs-Thomson condition that relates the driving force \( G(c) \) (left-hand side) to the interface motion (right-hand side). In literature, the most common form of \( G(c) \) is proportional to the difference between the interface composition \( c_i \) and the solid composition \( c_s \): \( G(c) \propto (c_i - c_s) \). Two terms contributes to the interface motion: the first one is the curvature-driven motion \( -d_0 \kappa \) where \( \kappa \) is the curvature and \( d_0 \) is a capillary length coefficient. The second term is the normal velocity \( -\beta v_n \) where \( \beta \) is a kinetic coefficient representing the dissipation of energy.

In literature, the lattice Boltzmann methods often simulate an approximation of that sharp interface problem. In [6], the equilibrium distribution functions are designed to fulfill the mass conservation at the interface (Eq. (1b)). However, the method only simulates an approximation of the Gibbs-
Thomson condition because the curvature term is neglected \((-d_0\kappa = 0\). For instance in [7], Eq. (1c) is replaced by an evolution equation of the volume fraction of solid: the time variation of the mineral volume \( V \) is related to the reaction flux by \( \partial_t V = -V_m a(c - c_s) \) [7, Eq. (5)] where \( V_m \) is the molar volume of mineral and \( A \) is the product of solid area times a kinetic coefficient. The model has been applied recently in [8] for studying the influence of pore space heterogeneity on mineral dissolution. When the surface tension of the material can be neglected, then the assumption \(-d_0\kappa = 0\) hold. But in most cases \(-d_0\kappa \neq 0\) and the accurate position of interface \( V_m(t) \) must be computed while maintaining the two conditions Eqs (1b)-(1c) at each time-step.

Alternative methods exist for simulating the interface tracking problem. In the “phase-field method”, a phase index \( \phi \equiv \phi(x, t) \) is introduced to describe the solid matrix if \( \phi = 0 \) (solid) and the pore volume if \( \phi = 1 \) (liquid). The phase index varies continuously between those two extreme values \((0 \leq \phi \leq 1)\) i.e. the method considers the interface as a diffuse zone. That diffuse interface is characterized by a diffusivity coefficient \( M_\phi \) and an interface width \( W \). The interface, initially a surface, becomes a volumic region of transition between liquid and solid. The model is composed of two coupled Partial Differential Equations (PDEs) defined on the whole computational domain. The first equation describes the dynamics of the phase-field \( \phi \) and the second one describes the dynamics of composition \( c \equiv c(x, t) \). Those two PDEs recover the sharp interface problem Eqs. (1a)-(1c) when \( W \to 0 \).\(\) The Gibbs-Thomson condition Eq. (1c) is replaced by the phase-field equation which contains implicitly the curvature term \( -d_0\kappa \). By “implicitly” we mean that the phase-field models always include the curvature-driven motion when they derive from a double-well potential.

Various phase-field models have already been proposed for simulating the processes of precipitation and dissolution \([9, 10, 11, 12]\). The main feature of those models is the derivation from a free energy functional \( \mathcal{F}[\phi, c] \). The phase-field models that derive from such a functional have been successfully applied for solid/liquid phase change such as those encountered in crystal growth (e.g. \([13]\) for pure substance and \([14, 15]\) for dilute binary mixture). For those applications, the functional \( \mathcal{F}[\phi, T] \) depends on the phase-field \( \phi \) and the temperature \( T \), which is an intensive thermodynamic variable. In spite of those successes for solid/liquid phase change, an issue occurs for models involving composition. The composition is an extensive thermodynamic quantity and the models do not necessarily insure the equality of chemical potentials at equilibrium. In order to fulfill that condition, the Kim-Kim-Suzuki (KKS) model \([16]\) introduces two fictitious compositions \( c_s(x, t) \) and \( c_l(x, t) \) in addition to the global composition \( c(x, t) \). The two PDEs are formulated in \( \phi \) and \( c \) and the source term of \( \phi \) depends on \( c_s \) and \( c_l \). With a Newton method, those two compositions are explicitly computed inside the interface by imposing the equality of chemical potential \([17, p. 126]\). That model has been applied for dissolution in \([10, 12]\).

A formulation based on the grand-potential thermodynamic functional \( \Omega[\phi, \mu] \) avoids that supplementary numerical stage. That approach, proposed in \([18]\), yields a phase-field model that is totally equivalent to the KKS model. That theoretical framework contains the construction of common tangent and insures the equality of chemical potential at equilibrium. In the same way as they are derived from \( \mathcal{F}[\phi, c] \), the PDEs are established by minimizing \( \Omega[\phi, \mu] \). Hence, we retrieve the same features in the definition of \( \Omega \). The density of grand-potential is composed of two terms. The first one, noted \( \omega_m[\phi, \nabla \phi] \), contains the standard double-well potential and the gradient energy term of the interface. The second one, noted \( \omega_{int}[\phi, \mu] \) is an interpolation of bulk grand-potentials \( \omega_0[\mu] \). Those latter come from the Legendre transform of free energy densities \( f_\phi(c) \). The main dynamical variables of \( \Omega \) are the phase-field \( \phi \) and the chemical potential \( \mu \equiv \mu(x, t) \). The chemical potential is the conjugate variable to \( c \), and like temperature, it is an intensive thermodynamic quantity. Whereas it is inappropriate to make an analogy between \( T \) and \( c \) when deriving models, an analogy can be done between \( T \) and \( \mu \). Thus, the asymptotics are quite similar for establishing the equivalence between the sharp interface models and the phase-field ones. That theoretical framework is already extended to study multi-component phase transformation \([19]\). It has been applied for dendritic electro-deposition in \([20]\). The capability of grand-potential phase-field models to simulate spinodal decomposition is presented in \([21]\). In reference \([22]\) effects are presented of introducing elasticity with different interpolation schemes in the grand-potential framework.

Contrary to solidification, the curvature term \(-d_0\kappa \) is often neglected in models of dissolution and precipitation. For instance in \([9]\), the Gibbs-Thomson condition simply relates the normal velocity \( v_n \) proportionally to \( (c_l - c_s) \). In \([10]\) the normal velocity is only equal to the Tafel’s equation \([10, Eqs. (2)-(3)]\). In \([11]\), the curvature term appears in the sharp interface model but the coefficient in front of the curvature is considered very small. However, the curvature-driven motion plays a fundamental role in the Ostwald ripening \([23]\). The Ostwald ripening is the dissolution of matter that occurs at regions with small radius of curvature. After diffusion of solute through the liquid, a re-precipitation occurs at regions with larger radius of curvature. The phenomenon originates from the difference of chemical potentials between solid grains of different sizes which is proportional to the surface tension and inversely proportional to the radius (i.e. the curvature \( \kappa \)). The larger grains are energetically more favorable than smaller ones which disappear in favor of bigger ones. The same process occurs for two-phase systems composed of two immiscible liquids. The drop of pressure is proportional to the ratio of the surface tension over the radius (Laplace’s law). The smallest droplets disappear whereas the larger ones growth.

As already mentioned, that motion is always contained in the phase-field model. If it is undesired in the simulations, it is necessary to add a counter term \(-M_\kappa \mathbf{V} \times \mathbf{V} \) in the phase-field equation as proposed in the pioneer work \([24]\). The counter term has been included for interface tracking in the Allen-Cahn equation in reference \([25]\). For two-phase flows a “conservative Allen-Cahn” equation has been formulated in \([26]\) and coupled with the incompressible Navier-Stokes equations. For dissolution, the same term has been con-
sidered in the phase-field equation of [9]. Here, the effect of the counter term is presented on the dissolution of a 2D porous medium. That term has an impact on the shape of the porous medium and the heterogeneity of composition inside the solid phase.

In this paper, we derive in Section 2 a phase-field model based on the grand-potential functional for simulating the processes of dissolution and precipitation. In Section 2.1, the phase-field equation is presented without counter term \(-M_{\phi}\|\nabla\phi\|^2\) for keeping the curvature-driven motion. Next, in Section 2.2, the counter term is included in the phase-field equation which is reformulated in conservative form. Although the second main dynamical variable is the chemical potential \(\mu\) we use in this work a mixed formulation between the composition \(c\) and the chemical potential \(\mu\) (Section 2.3). The reason of this choice is explained by a better mass conservation when simulating the model. For the sake of simplicity, the link to a thermodynamic database is not considered in this work. The grand-potential densities of each bulk phase derive from two analytical forms of free energy densities. We assume they are quadratic with different coefficients of two terms depending respectively on \(c\) and \(\mu\) with the compositions of coexistence and the equilibrium chemical potential. Finally, in Section 2.4 a discussion will be done regarding the links between phase-field model and free-boundary problem.

### 2.1. General equations on \(\phi\) and \(\mu\) in the grand-potential theoretical framework

The grand-potential \(\Omega[\phi, \mu]\) is a thermodynamic functional which depends on the phase-field \(\phi \equiv \phi(x, t)\) and the chemical potential \(\mu \equiv \mu(x, t)\), two functions of position \(x\) and time \(t\). In comparison, \(\phi(x, t)\) and the composition \(c(x, t)\) are two main dynamical variables of free energy \(\mathcal{F}[\phi, c]\). The functional of grand-potential contains the contribution of two terms:

\[
\Omega[\phi, \mu] = \int_V [\omega_{\text{int}}(\phi, \nabla\phi) + \omega_{\text{bulk}}(\phi, \mu)] dV \tag{2}
\]

The first term inside the brackets is the grand-potential density of interface \(\omega_{\text{int}}(\phi, \nabla\phi)\) which is defined by the contribution of two terms depending respectively on \(\phi\) and \(\nabla\phi\):

\[
\omega_{\text{int}}(\phi, \nabla\phi) = H\omega_{\text{int}}(\phi) + \frac{\zeta}{2}\|\nabla\phi\|^2. \tag{3}
\]

In Eq. (3), the first term is the double-well potential \(\omega_{\text{int}}(\phi)\) and \(H\) is its height. The second term is the gradient energy term which is proportional to the coefficient \(\zeta\). A quick dimensional analysis shows that the physical dimension of \(H\) is an energy per volume unit \((\text{[E][L]}^3)\) and \(\zeta\) has the dimension of energy per length unit \((\text{[E][L]}^{-1})\). Those two contributions are identical for models that are formulated with a free energy functional \(\mathcal{F}[\phi, c]\). The mathematical form of the double-well used in this work will be specified in Section 2.2.

In Eq. (2), the second term \(\omega_{\text{bulk}}(\phi, \mu)\) interpolates the grand-potential densities of each bulk phase \(\omega_{s}(\mu)\) and \(\omega_{l}(\mu)\) by:

\[
\omega_{\text{bulk}}(\phi, \mu) = p(\phi)\omega_{s}(\mu) + [1 - p(\phi)]\omega_{l}(\mu) \tag{4}
\]

where \(p(\phi)\) is an interpolation function. It is sufficient to define it (see Section 2.4) as a monotonous function such as \(p(0) = 0\) and \(p(1) = 1\) in the bulk phases with null derivatives (w.r.t. \(\phi\)) \(p'(0) = p'(1) = 0\). In this work we choose

\[
p(\phi) = \phi^2(3 - 2\phi) \tag{5a}
\]

and its derivative w.r.t. \(\phi\) is

\[
p'(\phi) = 6\phi(1 - \phi) \tag{5b}
\]

With that convention, if \(\phi = 0\) then \(\omega_{\text{bulk}}(\mu) = \omega_{s}(\mu)\) and if \(\phi = 1\) then \(\omega_{\text{bulk}}(\mu) = \omega_{l}(\mu)\).

In this paper, we work with the dimensionless composition \(c(\phi, \mu)\) describing the local fraction of one chemical
## Nomenclature of physical modeling

| Symbol | Definition | Dimension | Description |
|--------|------------|-----------|-------------|
| \(\Omega[\phi, \mu]\) | Grand-potential functional | [E] | |
| \(\mu[\phi, t]\) | Chemical potential | [E],[mol\(^{-1}\)] | |
| \(C[\phi, \mu]\) | Global concentration depending on \(\phi\) and \(\mu\) | [mol],[mol\(^{-3}\)] | |
| \(\omega_0(\phi, \nabla\phi)\) | Eq. (3) Grand-potential density of interface | [E],[mol\(^{-3}\)] | |
| \(\omega_{\Omega_0}(\phi)\) | see Tab. 2 Double-well potential of \(\phi_0\) and \(\phi_l\) | [–] | |
| \(\omega_0(\phi, \mu)\) | Eq. (4) Interpolation of bulk grand-potential density | [E],[mol\(^{-1}\)] | |
| \(V_m\) | Molar volume | [L],[mol\(^{-1}\)] | |
| \(\chi\) | \(\partial C(\phi, \mu)/\partial\mu\) Generalized susceptibility | [mol\(^2\),mol\(^{-3}\),[E\(^{-1}\)] | |
| \(\Phi\) | Index for bulk phases: solid \(\Phi = s\) and liquid \(\Phi = l\) | [–] | |
| \(M_0\) | Mobility coefficient of the interface | [L],[E\(^{-1}\),T\(^{-1}\)] | |
| \(\phi_0(x)\) | Hyperbolic tangent solution | [–] | |
| \(\zeta\) | Coefficient of gradient energy term | [E],[L\(^{-1}\)] | |
| \(H\) | Height of double-well function | [E],[L\(^{-3}\)] | |
| \(\sigma\) | Surface tension | [E],[L\(^{-2}\)] | |
| \(f_\phi(c)\) | Free energy density of bulk phases | [E],[L\(^{-3}\)] | |
| \(m_\phi\) | Compositions for which \(f_\phi\) is minimum | [–] | |
| \(\omega_\phi(\mu)\) | Grand-potential density of each bulk phase | [E],[L\(^{-3}\)] | |
| \(\varepsilon_\phi\) | Curvature of quadratic free energies | [E],[L\(^{-3}\)] | |
| \(\varepsilon\) | Reference volumic energy for dimensionless quantities | [E],[L\(^{-3}\)] | |
| \(\Delta f_{\text{min}}\) | Difference of minimum values of free energy densities | [E],[L\(^{-3}\)] | |
| \(\overline{\omega}_0\) | Dimensionless grand-potential of bulk phases | [–] | |
| \(\overline{f}_\phi\) | Dimensionless free energy densities | [–] | |

### Phase-field model

| Symbol | Definition | Dimension | Description |
|--------|------------|-----------|-------------|
| \(\phi(x, t)\) | Phase-field \(\phi \leq 0 \leq \phi_l\) \(\phi\) in bulk phases: \(\phi_s = 0\) and \(\phi_l = 1\) | [–] | |
| \(\psi, \phi_l\) | values of \(\phi(x, t)\) in bulk phases: \(\phi_s = 0\) and \(\phi_l = 1\) | [–] | |
| \(W\) | Interface width of \(\phi\)-equation | [L] | |
| \(M_\phi\) | Diffusivity of \(\phi\)-equation | [–] | |
| \(\lambda\) | Coupling coefficient of \(\phi\)-equation | [–] | |
| \(n(x, t)\) | Unit normal vector of interface | [–] | |
| \(c(\phi, \mu)\) | Global composition depending on \(\phi\) and \(\mu\) | [–] | |
| \(\Pi(\phi, \mu)\) | Dimensionless chemical potential | [–] | |
| \(\tilde{\varepsilon}\) | Coexistence (or equilibrium) compositions of each phase | [–] | |
| \(c^{\text{ext}}(\phi)\) | Interpolation of coexistence compositions \(c_s^{\text{ext}}\) and \(c_l^{\text{ext}}\) | [E],[L\(^2\),T\(^{-1}\)] | |
| \(D_\phi\) | Diffusion coefficient of solid (\(\Phi = s\)) and liquid (\(\Phi = l\)) | [L],[E],[T\(^{-1}\)] | |
| \(p(\phi)\) | Interpolation function of derivative zero \(\phi = 0\) and \(\phi = 1\) | [–] | |
| \(h(\phi)\) | Interpolation function for \(c(\phi, \mu)\) | [–] | |
| \(q(\phi)\) | Interpolation function for diffusion coefficients | [–] | |
| \(\delta_0(\phi, \mu)\) | Source term of phase-field equation | [–] | |
| \(\chi_{\phi}(x, t)\) | Curvature | [L\(^{-1}\)] | |
| \(\tilde{\chi}(x, t)\) | Phenomenological counter term | [L\(^{-1}\)] | |
| \(J_{\text{at}}(x, t)\) | Phenomenological anti-trapping current | [L],[T\(^{-1}\)] | |
| \(a\) | Coefficient of anti-trapping current | [–] | |

### Sharp interface

| Symbol | Definition | Dimension | Description |
|--------|------------|-----------|-------------|
| \(v_n\) | Normal velocity of interface | [L],[T\(^{-1}\)] | |
| \(d_0\) | Capillary length in Gibbs-Thomson condition | [–] | |
| \(\beta_\phi\) | Kinetic coefficients in Gibbs-Thomson condition for \(\Phi = s, l\) | [L],[T\(^{-1}\)] | |
| \(q_s\) | Ratio of diffusion | [–] | |
| \(\varepsilon\) | Small parameter of asymptotic expansions | [–] | |
| \(\mathcal{F}_\phi, \mathcal{F}_{\phi s}, \mathcal{F}_{\phi l}, \mathcal{H}_\phi\) | Integrals (part 1) of interpolation functions (for \(\Phi = s, l\)) | [–] | |
| \(\mathcal{J}, \mathcal{K}, \mathcal{I}_\phi\) | Integrals (part 2) | [–] | |
| \(E_1, E_2, E_3\) | Error terms derived from the asymptotic analysis | [–] | |

Table 1: Main mathematical symbols with their physical dimensions. Unit convention: energy [E], length [L], time [T] and mole [mol].
species and varying between zero and one. It is related to the concentration \( C(\phi, \mu) \) (physical dimension [mol].[L]^{-3}) by \( c(\phi, \mu) = V_m C(\phi, \mu) \) where \( V_m \) is the molar volume of \([L]^3,[mol]^{-1}\). For both chemical species, the molar volume is assumed to be constant and identical. In the rest of this paper \( V_m \) will appear in the equations for reasons of physical dimension, but it will be considered equal to \( V_m = 1 \) for all numerical simulations.

The concentration \( C \) is now a function of \( \phi \) and \( \mu \). It is related to the grand-potential by [18] \( C(\phi, \mu) = -\delta \Omega / \delta \mu = -\delta \omega_{bulk}(\phi, \mu) / \delta \mu \). The application of that relationship with \( \omega_{bulk}(\phi, \mu) \) defined by Eq. (4) yields:

\[
C(\phi, \mu) = p(\phi) \left[ -\frac{\partial \omega_{\mu}(\phi)}{\partial \mu} \right] + \left[ 1 - p(\phi) \right] \left[ -\frac{\partial \omega_0(\mu)}{\partial \mu} \right]
\]

(6)

The concentration \( C(\phi, \mu) \) is defined by an interpolation of derivatives of \( \omega_{\mu}(\mu) \) and \( \omega_0(\mu) \) w.r.t. \( \mu \). Each derivative defines the concentration of bulk phase \( C_{(\mu)} = -\delta \omega_{\mu}(\mu) / \delta \mu \) and \( C_{(\mu)} = -\delta \omega_0(\mu) / \delta \mu \).

In Eq. (4), the grand-potential densities of each bulk phase \( \omega_{\mu}(\mu) \) and \( \omega_0(\mu) \) are defined by the Legendre transform of free energy densities \( f_2(\mu) \) and \( f_1(\mu) \):

\[
\omega_{\mu}(\mu) = f_2(\mu) - \mu C \quad \text{for} \quad \Phi = s, l
\]

(7)

where \( \mu = \partial f_2 / \partial C \). Finally, the phase-field equations are obtained from the minimization of the grand-potential functional \( \Omega[\phi, \mu] \). The most general PDEs write (see [18, Eq. (43) and Eq. (47)]):

\[
\frac{\partial \phi}{\partial t} = M_\phi \left\{ \chi \nabla^2 \phi - H \omega_{f_{s,0}(\phi)} \right. \\
\left. - p'(\phi) \left[ \omega_{\mu}(\mu) - \omega_0(\mu) \right] \right\}
\]

(8a)

\[
\chi(\phi, \mu) \frac{\partial \mu}{\partial t} = \nabla \cdot \left[ D(\phi, \mu) \chi(\phi, \mu) \nabla \mu \right] \\
- p'\phi \left[ \frac{\partial \omega_{\mu}(\mu)}{\partial \mu} - \frac{\partial \omega_0(\mu)}{\partial \mu} \right] \frac{\partial \phi}{\partial t}
\]

(8b)

Eq. (8a) is the evolution equation on \( \phi(x, t) \) which tracks the interface between solid and liquid. The phase-field equation is derived from \( \delta \phi = -M_\phi \delta \Omega / \delta \phi \) where \( M_\phi \) is a coefficient of dimension \([L]^{-2}[E]^{-1}[T]^{-1}\). The equilibrium properties of that equation are reminded in Section 2.2. The derivative of the double-well function w.r.t. \( \phi \) is noted \( \omega_{f_{s,0}} = \partial \omega_{f_{s,0}} / \partial \phi \). Compared to the model of reference [18], we notice the opposite sign of the last term because our convention is \( \phi = 0 \) for solid and \( \phi = 1 \) for liquid. In the reference, \( \phi = 1 \) is solid and \( \phi = -1 \) is liquid and the interpolation function \( p(\phi) \) is opposite. In order to reveal the diffusivity coefficient \( M_\phi = M_\phi \chi \) of dimension \([L]^{-2}[E]^{-1}[T]^{-1} \), the coefficient \( \chi \) can be put in factor of the right-hand side. In that case, the second term is multiplied by \( H / \chi \) whereas the last term is divided by \( \chi \).

Eq. (8b) is the evolution equation on chemical potential \( \mu(x, t) \). It is obtained from the conservation equation \( \partial_t C(\phi, \mu) = -\nabla \cdot j_{diff} \) where the diffusive flux is given by \( j_{diff} = -D(\phi, \mu) \chi(\phi, \mu) \nabla \mu \). The time derivative term has been expressed by the chain rule \( \partial_t C(\phi, \mu) / \partial t = (\partial C / \partial \mu) / \partial \mu + (\partial C / \partial \phi) / \partial \phi \). The function \( \chi(\phi, \mu) \), called the generalized susceptibility, is defined by the partial derivative \( \partial C / \partial \mu \) with respect to \( \mu \). For most general cases, the coefficient \( D(\phi, \mu) \) is the diffusion coefficient which depends on \( \phi \) and \( \mu \). Here we assume that the diffusion coefficients \( D_1 \) and \( D_2 \) are only interpolated by \( \phi \), i.e. \( D(\phi, \mu) \equiv D(\phi) \). Actually, in section 2.3, that equation on \( \mu \) will be transformed back to an equation on \( C (or \, c) \) for reasons of mass conservation in simulations. Eq. (6) will be used to supply a relationship between \( \mu \) and \( c \).

For simulating Eqs. (8a) and (8b), it is necessary to define the grand-potential densities of each bulk phase \( \omega_{\mu}(\mu) \) and \( \omega_0(\mu) \). They both derive from Legendre transforms (Eq. (7)) which require the knowledge of free energy densities \( f_2(\mu) \) and \( f_1(\mu) \). The free energy densities \( f_2(\mu) \) and \( f_1(\mu) \) depend on the phase diagram of chemical species (or materials), the temperature and the number of species involved in the process (binary or ternary mixtures). When the model is implemented in a numerical code coupled with a thermodynamic database, those values are updated at each time step of computation. A method for coupling a phase-field model based on the grand-potential with a thermodynamic database is proposed in [28]. A coupling of a phase-field model with the “thermodynamics advanced fuel international database” is presented in [29] with OpenCalphad [30, 31]. In this work, we assume in Section 2.3 that the densities of free energies \( f_2(\mu) \) and \( f_1(\mu) \) are quadratic.

The variational formulation based on the grand-potential yields to evolution equations on \( \phi \) and \( \mu \) (Eqs. (8a)-(8b)). Two ingredients are missing in those equations: the first one is the counter term \( -M_\phi \kappa |\nabla \phi| \) and the second one is the anti-trapping current \( j_\mu \). In our work, both are not contained in the definition of grand-potential \( \Omega[\phi, \mu] \) and have no variational origin. The counter term has been derived in [24]. It is used in the phase-field equation (Section 2.2.2) to make vanish the curvature-driven motion. The anti-trapping current has been derived in [32]. It is used in the chemical potential equation (Section 2.3.4) to cancel spurious effects at interface when the diffusion is supposed to be null in the solid. Their use is justified by the matched asymptotic expansions carried out on the phase-field model. The links between the phase-field model and the free-boundary problem will be discussed in Section 2.4.

2.2. Equilibrium properties of phase-field equation

The phase-field equation Eq. (8a) has the same structure as those derived from functionals of free energy. Hence, the equilibrium properties such as the hyperbolic tangent solution \( \phi_0 \), the interface width \( W \) and the surface tension \( \sigma \) remain the same. Those equilibrium properties are reminded in Section 2.2.1 with one particular choice of double-well potential \( \omega_{f_{s,0}}(\phi) \). This is done for two reasons. The phase-field equation is written with “thermodynamic” parameters \( \chi, H \) and \( M_\phi \). The phase-field equation is re-written with “macroscopic” parameters \( M_\phi, W \) and the dimensionless coupling coefficient \( \lambda \) because they are directly related to the capillary length \( d_c \) and kinetic coefficient \( \beta \) of sharp interface model. The equilibrium properties are also necessary for introducing in Section 2.2.2 the kernel function \( |\nabla \phi| = 4\phi(1-\phi)/W \) and the counter term \( -M_\phi |\nabla \phi| \).
2.2.1. Hyperbolic tangent solution \( \phi_0 \), width \( W \) and surface tension \( \sigma \)

When the system is at equilibrium, the construction of common tangent hold and the chemical potential is identical in both phases of value \( \mu' \). The construction of common tangent is mathematically equivalent to \( \omega_0(\mu') = \omega(\mu') \). When the two phases are at equilibrium, we define the corresponding compositions of coexistence (or equilibrium) by \( c_{i}^0 = c_i(\mu') \) and \( c_{i}^{eq} = c_i(\mu') \) for solid and liquid respectively. Hence, the last term proportional to \( /^{2} \) (\( \phi \)) in Eq. (8a) vanishes at equilibrium and the time derivative is zero (\( \partial \phi / \partial t = 0 \)). We recognize the standard equilibrium equation for the interface \( \xi \nabla^{2} \phi - H \omega_{\phi} = 0 \) i.e. in one dimension \( \xi d^{2} \phi / dx^{2} - H d \phi / d \phi = 0 \). After multiplying by \( d \phi / dx \), the first term is the derivative \( d \phi / dx \) of \( (d \phi / dx)^{2} \) and the second term becomes a derivative of the double-well w.r.t. \( x \). After gathering those two terms inside the same brackets, it yields:

\[
\frac{d}{dx} \left[ \left( \frac{d \phi}{dx} \right)^{2} - \frac{2H}{\xi} \omega_{\phi} \right] = 0 \tag{9}
\]

In this work we define the double-well by

\[
\omega_{\phi}(\phi) = \phi^{2}(1 - \phi)^{2} \tag{10a}
\]

for which the two minima are \( \phi_{s} = 0 \) and \( \phi_{t} = +1 \) and its derivative w.r.t. \( \phi \) is:

\[
\omega'_{\phi}(\phi) = 2\phi(1 - \phi)(1 - 2\phi) \tag{10b}
\]

For that form of double-well, the solution of Eq. (9) is the usual hyperbolic tangent function

\[
\phi_{0}(x) = \frac{1}{2} \left[ 1 + \tanh \left( \frac{2x}{W} \right) \right] \tag{11}
\]

where the interface width \( W \) and the surface tension \( \sigma \) are defined by

\[
W = \sqrt{\frac{8\xi}{H}} \quad \text{and} \quad \sigma = \frac{1}{6} \sqrt{2\xi H} \tag{12a}
\]

We can check that the square root of the ratio \( \xi / H \) is homogeneous to a length as expected for the physical dimension of the width \( W \). Moreover, the square root of the product \( \xi H \) is homogeneous to an energy per surface unit as expected for the surface tension \( \sigma \). The two relationships Eq. (12a) can be easily inverted to yield

\[
\xi = \frac{3}{2} W \sigma \quad \text{and} \quad H = 12 \frac{\sigma}{W} \tag{12b}
\]

From Eq. (12b), the ratio \( H / \xi \) is equal to \( 8/ W^{2} \). Hence, the factor in front of the double-well in Eq. (8a) can be replaced by \( 8/ W^{2} \) and the factor of the last term is once again expressed with \( W^{2} \) i.e. \( 1/ \xi = 8/(W^{2}H) \).

As a matter of fact, the double-well function Eq. (10a) is a special case of other popular choices of double-well. For example in two-phase flows of immiscible fluids, the double-well is \( \omega_{\phi}(\phi) = (\phi_{t} - \phi)^{2}(\phi + \phi_{s})^{2} \) [33] with \( \phi_{s} \leq \phi \leq \phi_{t} \) for which the two minima are \( \phi_{s} \) and \( \phi_{t} \). For that form of double-well, the equilibrium solution is \( \phi_{0}(x) = 0.5 [\phi_{t} + \phi_{s} + (\phi_{t} - \phi_{s}) \tanh (2x/W)] \), the surface tension is \( \sigma = (1/6)(\phi_{t} - \phi_{s})^{3} \sqrt{2\xi H} \) and the interface width is

\[
W = \frac{1}{(\phi_{t} - \phi_{s})} \frac{\sqrt{8\xi /H}}{H}. \tag{14}
\]

Eqs. (11) and (12a) can be recovered by setting \( \phi_{t} = 1 \) and \( \phi_{s} = 0 \). Another popular choice of double-well is \( \omega_{\phi}(\phi) = (\phi - \phi_{s})^{2}(\phi + \phi_{s})^{2} \) [34] for which the two minima are \pm \phi*. Once again, that double-well function is a particular case of the previous one by setting \( \phi_{t} = \phi^{*} \) and \( \phi_{s} = -\phi^{*} \). The equilibrium solution writes \( \phi_{0}(x) = \phi^{*} \tanh (2x/W) \), the surface tension is \( \sigma = (4\phi^{*^{2}}/3) \sqrt{2\xi H} \) and the interface width \( W = (1/\phi^{*}) \sqrt{2\xi H} \). In this work the choice of Eq. (10a) is done by simplicity.

2.2.2. Removing the curvature-driven motion in Eq. (8a)

Another useful relationship that derives from Eq. (9) is the kernel function \( \nabla \phi_{0} \). The square root of the term inside the brackets yields \( \nabla \phi_{0} = (4/W) \sqrt{\omega_{\phi}} \) where the coefficient \( 2H / \xi \) was replaced by the interface width \( W \) with Eq. (12b) \( (2H / \xi = 16/W^{2}) \). Thus, with a double-well function defined by Eq. (10a), the kernel function writes:

\[
|\nabla \phi_{0}| = \frac{4}{W} \phi(1 - \phi) \tag{13}
\]

For canceling the curvature-driven interface motion, a counter term \( -M_{\delta} \kappa |\nabla \phi_{0}| \) is simply added in the right-hand side of the phase-field equation. The counter term is proportional to the interface diffusivity \( M_{\delta} \), the curvature \( \kappa \) and the kernel function \( |\nabla \phi_{0}| \). The curvature is defined by \( \kappa = \nabla \cdot n \) where \( n \) is the unit normal vector of the interface

\[
-n = \frac{\nabla \phi_{0}}{|\nabla \phi_{0}|} \tag{14}
\]

In Section 2.4.3, we check that adding such a counter term in the phase-field equation cancels the curvature motion \( -d_{\delta} \kappa \) in the Gibbs-Thomson equation. In order to write the phase-field equation in a more compact form, we remark that the second term involving the derivative of the double-well is equivalent to

\[
- \frac{8M_{\delta}}{W^{2}} \omega_{\phi}(\phi) = -M_{\delta} \nabla \cdot |\nabla \phi_{0}| \tag{15a}
\]

provided that the kernel function Eq. (13) is used for \( |\nabla \phi_{0}| \). If the counter term \(-M_{\delta} \kappa |\nabla \phi_{0}|\) is added in the right-hand side of Eq. (8a) then

\[
- \frac{8M_{\delta}}{W^{2}} \omega_{\phi}(\phi) - M_{\delta} \kappa |\nabla \phi_{0}| = -M_{\delta} \nabla \cdot |\nabla \phi_{0}| - M_{\delta} (\nabla \cdot n) |\nabla \phi_{0}| \tag{15b}
\]

where the definition of the curvature \( \kappa = \nabla \cdot n \) has been applied for the second term. The right-hand side of Eq. (15b) is \(-M_{\delta} \nabla \cdot |\nabla \phi_{0}| n\) and by using the kernel function \( |\nabla \phi_{0}| = (4/W)\phi(1 - \phi) \) the phase-field equation writes

\[
\frac{\partial \phi}{\partial t} = M_{\delta} \nabla \cdot \left( |\nabla \phi - \frac{4}{W} \phi(1 - \phi) n| - \frac{8M_{\delta}}{W^{2}H} p'(|\phi|) \right) \tag{16}
\]

where \( \Delta \phi = \omega_{0}(\mu) - \omega_{0}(\mu) \). In simulations of Sections 4 and 5 two versions of the phase-field equation are used: Eq. (8a) when the curvature-driven motion is desired and Eq. (16) when that motion is undesired. When the source term of that equation is null, and when an advective term \( \nabla \cdot (u \phi) \) is considered, Eq. (16) is the conservative Allen-Cahn equation that is applied for interface tracking of two immiscible fluids [26, 35].
2.3. Phase-field model derived from quadratic free energies

The source terms of Eqs. (8a) and (8b) contain the bulk densities of grand-potential $\omega_0(\mu)$ and $\omega_1(\mu)$. They need to be specified. Here, we work with analytical expressions which define explicitly $\omega_0$ and $\omega_1$ as functions of $\mu$. The main advantage of that choice is to simplify their expressions by involving several scalar parameters representative of the thermodynamics. The densities of grand-potential are defined by the Legendre transform of free energy densities $f_1(c)$ and $f_2(c)$. In [18], several choices for $f_\Phi(c)$ are proposed in order to relate the grand-potential framework to the well-known models derived from free energy. The simplest phenomenological approximation is a quadratic free energy for each phase $\Phi = s, l$:

$$f_\Phi(c) = \frac{\xi_\Phi}{2}(c - m_\Phi)^2 + f_{\Phi}^{\text{min}}$$

where $\xi_\Phi$, of physical dimension $[\text{E}][\text{L}]^{-3}$, are the curvature of each parabola and $m_\Phi$ are two values of composition for which $f_\Phi(c)$ are minimum of values $f_{\Phi}^{\text{min}}$. In other words, when the phase diagram (i.e. the free energy versus composition) is available, it presents two regions (one for each phase) of smallest free energy $f_{\Phi}^{\text{min}}$ corresponding to the composition $m_\Phi$. Eq. (17) means that each region is approximated by one parabola, where $\xi_\Phi$ is a parameter for improving the curvature fit around each minimum. As a comparison, the well-known Cahn-Hilliard equation is derived from one single double-well potential. The Cahn-Hilliard model is a fourth-order equation where the variable plays the roles of interface tracking and composition. Here, the single double-well is approximated by two separated parabolas. The advantage of that splitting is to facilitate the thermodynamical fit around each minima by using two functions with their own parameters. The double-well $\omega_{\text{dw}}$, defined in Eq. (3), is used for tracking the interface between the bulk phases. With that approach, the parameters of $\omega_{\text{dw}}$ control the interface properties (width and surface tension) whereas the parameters of $f_\Phi$ control the thermodynamics. As a drawback, the compositions of solid and liquid must not be initialized too far from each composition $m_\Phi$. In particular, the spinodal decomposition cannot be simulated without modification of the model. Let us emphasize that the compositions $m_\Phi$ do not correspond to the coexistence compositions $c_{\Phi}^{\text{eq}}$ (also called compositions of equilibrium). When a binary system is considered with $\epsilon_s = \epsilon_l$, the construction of common tangent yields a simple relationship between $m_\Phi$ and $c_{\Phi}^{\text{eq}}$ (see Section 2.3.2). But this is not true for more general cases, in particular for a system with two phases and three components.

In this Section, all terms of Eqs. (8a) and (8b) involving $\omega_{\Phi}$ are simplified with the hypothesis of Eq. (17). First, Section 2.3.1 deals with the difference of grand-potential densities $\omega_0(\mu) - \omega_0(\mu)$ which will be written with the dimensionless chemical potential $\bar{\mu}$ and the thermodynamical parameters $\xi_\Phi$, $m_\Phi$ and $f_{\Phi}^{\text{min}}$ of Eq. (17). Section 2.3.2 introduces the coexistence compositions $c_{\Phi}^{\text{eq}}$ of interface and the equilibrium chemical potential $\bar{\mu}^{\text{eq}}$. The difference $\omega_0(\mu) - \omega_0(\mu)$ will be re-expressed with $c_{\Phi}^{\text{eq}}$, $\bar{\mu}$ and $\bar{\mu}^{\text{eq}}$. In Section 2.3.3 the composition equation is re-written with a mixed formulation between $c(\Phi, \mu)$ and $\bar{\mu}$, and in Section 2.3.4 the anti-trapping current $j_s$ will be formulated as a function of $c_{\Phi}^{\text{eq}}$. Finally, the complete model is summarized in Section 2.3.5.

2.3.1. Difference of grand-potential densities in $\Phi$-equation

We start with the difference $\omega_0(\mu) - \omega_0(\mu)$ where the chemical potential is defined by $\mu = \partial f_{\Phi}/\partial c = V_m\partial f_{\Phi}/\partial c$ (for $\Phi = s, l$). By inverting those relationships to obtain $c$ as a function of $\mu$, the Legendre transforms of each bulk phase yield the grand-potential densities as function of $\mu$ (see intermediate steps in [18]):

$$\omega_\Phi(\mu) = \frac{\mu^2}{2V_m^2\xi_\Phi} - \frac{\mu}{V_m}m_\Phi + f_{\Phi}^{\text{min}}$$

for $\Phi = s, l$ (18)

Before going further we set $\Delta f_{\Phi}^{\text{min}} = f_{s}^{\text{min}} - f_{l}^{\text{min}}$ and we define the quantity $\delta = \sqrt{\epsilon_s/\epsilon_l}$ (dimension $[\text{E}][\text{L}]^{-3}$) for introducing the dimensionless quantities $\xi_\Phi$, $\bar{\mu}$ and $\Delta \bar{f}_{\Phi}^{\text{min}}$ by $\omega_\Phi = \xi_\Phi\delta(\bar{\mu})$ (with $\Phi = s, l$), $\mu = \bar{\mu}\delta\epsilon$ and $\Delta \bar{f}_{\Phi}^{\text{min}} = \delta \Delta f_{\Phi}^{\text{min}}$.

With those reduced variables, the difference $\Delta \bar{\mu} = \bar{\mu}(\bar{\mu}) - \bar{\mu}(\bar{\mu})$ writes

$$\epsilon \Delta \bar{\mu} = \delta \left[ \frac{(\epsilon_l - \epsilon_s)}{\sqrt{(\epsilon_l/\epsilon_s)}} \bar{\mu}^2 - \left( m_l - m_s \right) \bar{\mu} - \Delta \bar{f}_{\Phi}^{\text{min}} \right]$$

Finally, if we define the dimensionless coefficient of coupling by $\lambda = 8\delta/\epsilon H$, the last term of Eq. (8a) writes

$$\frac{-8M_\Phi\delta}{W^2H}p'(\phi)\Delta \bar{\mu} = -\frac{\lambda M_\Phi}{W^2}\mathcal{J}_\Phi(\phi, \bar{\mu})$$

where for future use we have set $\mathcal{J}_\Phi(\phi, \bar{\mu}) \equiv \mathcal{J}_\Phi$ defined by:

$$\mathcal{J}_\Phi = p'(\phi) \left[ \frac{(\epsilon_l - \epsilon_s)}{\sqrt{(\epsilon_l/\epsilon_s)}} \bar{\mu}^2 - \left( m_l - m_s \right) \bar{\mu} - \Delta \bar{f}_{\Phi}^{\text{min}} \right]$$

When the free energies are quadratic, the coupling term of Eq. (8a) becomes Eq. (20) with $\mathcal{J}_\Phi(\phi, \bar{\mu})$ defined by Eq. (21). The dimensionless chemical potential $\bar{\mu}$ appears explicitly in that equation.

2.3.2. Coexistence compositions and chemical potential of equilibrium

In Eq. (21), $m_l$ and $m_s$ are two specific values of $c$ for which the quadratic free energies $f_1$ and $f_2$ are minimum. A close link exists between $m_\Phi$ and the coexistence (or equilibrium) compositions $c_{\Phi}^{\text{eq}}$. Two relationships allow deriving them: the first one is the equality of chemical potential $\mu^\Phi$:

$$\mu^\Phi = V_m\frac{\partial f_\Phi}{\partial c} \bigg|_{c = c_{\Phi}^{\text{eq}}} = V_m\frac{\partial f_l}{\partial c} \bigg|_{c = c_{\Phi}^{\text{eq}}}$$

and the second one is the equality of grand-potential densities

$$\omega_\Phi(c_{\Phi}^{\text{eq}}) = \omega_\Phi(c_{\Phi}^{\text{eq}}).$$

The graphical representation of Eq. (22b) is the standard construction of common tangent. When the curvature of
each parabola are identical \( \varepsilon_s = \varepsilon_i = \varepsilon \). Eq. \((22a)\) yields \( \overline{p}^q = c_s^\co - m_l = c_i^\co - m_l \) and Eq. \((22b)\) yields
\[
\overline{p}^q = \frac{\Delta \mu_{\min}}{\Delta m}
\] (23)
where \( \Delta m = m_s - m_l \) and \( \Delta \mu_{\min} \) has been defined in Section 2.3.1. Finally, those two conditions yield two simple relationships between \( c_i^\co \) and the parameters \( m_i \) and \( \overline{p}^q \):
\[
c_i^\co = m_l + \frac{\Delta \mu_{\min}}{\Delta m} \quad \text{(24a)}
\]
\[
c_s^\co = m_s + \frac{\Delta \mu_{\min}}{\Delta m} \quad \text{(24b)}
\]
In the binary case this couple of coexistence compositions is unique, and the mathematical model can be redefined with \( c_i^\co \) and \( \overline{p}^q \). More precisely in Eq. \((21)\), \( m_l \) and \( m_s \) are replaced with \( c_i^\co \) and \( c_s^\co \) by using Eqs. \((24a)-(24b)\).

In addition, the ratio \( \Delta \mu_{\min}/\Delta m \) is simply replaced by \( \overline{p}^q \). The source term simplifies to
\[
\mathcal{S}_\phi = \mu'(\phi) (c_i^\co - c_s^\co) (\overline{p} - \overline{p}^q)
\] (25)
Here the source term has been formulated with \( c_i^\co \) and \( c_s^\co \) provided that \( \varepsilon_s = \varepsilon_i = \varepsilon \). If \( \varepsilon_s \neq \varepsilon_i \) the relationships between \( m_i \) and \( c_s^\co \) are more complicated because they are solutions of second degree equations. That case will be studied in a future work. Finally, we can relate the compositions \( c(\phi, \overline{p}) \) to the chemical potential \( \overline{p} \). By using the definition \( C_{\phi}(\mu) = c_{\phi}(\mu)/V_m \) and the dimensionless notation \( n = \mu/V_m \), we obtain \( c_i(\overline{p}) = \overline{p}(\varepsilon_i/\varepsilon_s)^{1/2} + m_l \) and \( c_s(\overline{p}) = \overline{p}(\varepsilon_i/\varepsilon_s)^{1/2} + m_s \). Those relationships will be useful in Section 4.

2.3.3. Mixed formulation and closure relationship between \( c(\phi, \overline{p}) \) and \( \overline{p} \) in c-equation

Even though the equation on chemical potential (Eq. \((8b)\)) could be directly simulated, we prefer using a mixed formulation that involves both variables \( c \) and \( \overline{p} \). The time derivative is expressed with \( c \) and the flux is expressed with \( \overline{p} \). The advantage of such a formulation, inspired from \cite[p. 62]{36}, is explained by a better mass conservation. With the chain rule, the PDE on \( \mu \) (Eq. \((8b)\)) is transformed back to the diffusion equation \( \partial C/\partial t = \nabla \cdot [\chi(\phi, \mu) \nabla \mu] \). Although, the diffusion coefficient is a function of \( \mu \) in general cases, here we assume that it is only a function of \( \phi \) i.e. \( \nabla(\phi) = D_\phi \phi + (1 - \phi) D_s \). It is relevant to define \( \nabla(\phi) = D_\phi q(\phi) = \phi + (1 - \phi) [D_\phi/D_s] \) because the interpolation function \( q(\phi) \) appears naturally during the asymptotic analysis of Section 2.4 when switching to a dimensionless timescale. In addition, the coefficient \( \chi(\phi, \mu) \) is defined by \( \chi_c = \chi(\phi, \mu)/\mu \) where \( C \) is defined by Eq. \((27)\) when the free energies are quadratic. When \( \varepsilon_i = \varepsilon_i = \varepsilon \) that coefficient is simply equal to \( \chi = 1/V_m^2 \) (see Eq. \((27)\)). Finally, with \( C(\phi, \mu) = c(\phi, \mu)/V_m \) and \( \mu = \overline{p}V_m \), the composition equation writes:
\[
\frac{\partial c}{\partial t} = \nabla \cdot [D_\phi q(\phi) \nabla \overline{p}]
\] (26)
The closure equation between \( \overline{p} \) and \( c(\phi, \mu) \) is simply obtained with Eqs. \((6)\) and \((18)\) for expressing the composition \( c(\phi, \mu) \). In Eq. \((6)\), the interpolation function \( p(\phi) \) can be replaced by another one \( h(\phi) \). The form of \( h(\phi) \) is discussed below. The closure equation writes:
\[
c(\phi, \mu) = h(\phi)m_l + [1 - h(\phi)] m_s + \left\{ h(\phi) \frac{1}{V_m \varepsilon_i} + [1 - h(\phi)] \frac{1}{V_m \varepsilon_s} \right\} \mu
\] (27)
Next, by inverting Eq. \((27)\), we find a relationship that relates the dimensionless chemical potential \( \overline{p} = \mu/V_m \) to compositions \( c(\phi, \mu) \), \( m_l \), and \( m_s \):
\[
\overline{p} = \frac{\sqrt{\varepsilon_s \varepsilon_i}}{\varepsilon_i h(\phi) + \varepsilon_l [1 - h(\phi)]} \left\{ c(\phi, \overline{p}) - h(\phi) m_l - [1 - h(\phi)] m_s \right\}
\] (28)
Once again, when \( \varepsilon_s = \varepsilon_i \) that closure can be re-expressed with \( c_i^\co \), \( c_s^\co \), and \( \overline{p}^q \). In that case, the factor of Eq. \((28)\) is equal to one, and we replace \( m_l \) and \( m_s \) by Eqs. \((24a)-(24b)\) to obtain:
\[
\overline{p} = \overline{p}^q + c(\phi, \overline{p}) - c_s^\co(\phi)
\] (29a)
where:
\[
c_s^\co(\phi) = c_i^\co h(\phi) + c_s^\co [1 - h(\phi)]
\] (29b)
is the interpolation of coexistence compositions.

A special care must be taken for choosing the interpolation functions \( q(\phi) \) in Eq. \((26)\) and \( h(\phi) \) in Eq. \((28)\). Indeed, the matched asymptotic expansions show that \( q(\phi) \) and \( h(\phi) \) are involved in several pairs of integrals. Each pair of integrals must have identical values for canceling the spurious terms arising from expansions. The particular choices \( h(\phi) = \phi \) and \( q(\phi) = \phi + (1 - \phi) \varepsilon_i \) with \( \varepsilon_i = D_s/D_l \) fulfill those requirements. More details are given in Section 2.4. When \( D_s = 0 \), the interpolation function \( q(\phi) \) is simply equal to \( \phi \).

2.3.4. Anti-trapping current \( j_{al} \) in Eq. \((8b)\)

The anti-trapping current has been proposed in \cite{32} in order to counterbalance spurious solute trapping when \( D_s = 0 \) or when the ratio of diffusivities \( D_s/D_l \) is very small. The anti-trapping current is introduced for phenomenological reasons in the mass balance equation and justified by carrying out the matched asymptotic expansions. An alternative justification for this current has been proposed in \cite{37, 38}. Thus, with anti-trapping current, the model becomes equivalent to the free-boundary problem without introducing other thin interface effects \cite{14}. In the framework of grand-potential, the anti-trapping current is defined by \cite{18}:
\[
j_{al} = a(\phi) W \left[ \frac{\partial \omega_0(\mu)}{\partial \mu} - \frac{\partial \omega_0(\mu)}{\partial \mu} \right] \frac{\partial \phi}{\partial n}
\] (30)
This current is proportional to the velocity \( \partial \phi/\partial n \) and the thickness \( W \) of the interface. It is normal to the interface.
and points from solid to liquid. The coefficient $a$ is used as a degree of freedom to remove the spurious terms arising from the matched asymptotic expansions. The coefficient $a(\phi)$ depends on the choice of interpolation functions in the phase-field model. For our choice it is sufficient to set $a = 1/4$ to fulfill the equality of integrals (see Section 2.4.2 for more details). When the quadratic free energies are used, the term inside the brackets is simplified by deriving Eq. (19) w.r.t. $\bar{\mu}$. Using the dimensionless quantities, the anti-trapping current writes:

$$J_a = \frac{1}{4} W \left[ -\frac{\varepsilon_s - \varepsilon_l}{\sqrt{\varepsilon_s}} \bar{\mu} + m_s - m_l \right] \frac{\partial \phi}{\partial t} \mathbf{n}$$

(31)

When $\varepsilon_s = \varepsilon_l$, the first term inside the brackets is zero. The coefficients $m_s$ and $m_l$ are expressed with the coexistence compositions (Eqs. (24a)-(24b)) and the anti-trapping writes:

$$J_a = \frac{1}{4} W (c^o_l - c^o_s) \frac{\partial \phi}{\partial t} \mathbf{n}$$

(32)

The impact of that anti-trapping current will be emphasized in Section 4.2. The chemical potentials and compositions will be compared on one case of dissolution with $D_\ell = 0$.

2.3.5. Summary of the phase-field model

The complete phase-field model is composed of two coupled PDEs which write:

$$\frac{\partial \phi}{\partial t} = M_\phi \nabla^2 \phi - \frac{8 M_\phi}{W^2} \omega'(\phi) - \lambda M_\phi \nabla \bar{\mu}(\phi, \bar{\mu})$$

(33a)

$$\frac{\partial \mu}{\partial t} = \nabla \cdot \left[ D_\phi(\phi) \nabla \bar{\mu} - J_a(\phi, \bar{\mu}) \right]$$

(33b)

where the source term $\mathcal{J}_\phi(\phi, \bar{\mu})$ is re-written below for convenience:

$$\mathcal{J}_\phi(\phi, \bar{\mu}) = p'(\phi)(c^o_l - c^o_s)(\bar{\mu} - \bar{\mu}^q)$$

(33c)

In $c$-equation, the anti-trapping current $J_a$ is defined by Eq. (32).

The chemical potential $\bar{\mu}$ appears inside the $\phi$-equation through the source term (Eq. (33c)). It also appears in the $c$-equation through the laplacian term and the anti-trapping current $J_a$. The closure equation between $\bar{\mu}$ and $\phi$ is given by Eqs. (29a)-(29b). The derivatives $p'(\phi)$ and $\omega'_\phi(\phi)$ of interpolation function and double-well have been defined by Eqs. (10b) and (5b). All functions depending on $\phi$ are summarized in Tab. 2.

The phase-field equation Eq. (33a) includes the curvature-driven motion (see Section 2.4.1). In order to cancel it, the following PDE is solved for simulations:

$$\frac{\partial \phi}{\partial t} = M_\phi \nabla \cdot \left[ \nabla \phi - \frac{4}{W} \phi(1-\phi) \mathbf{n} \right] - \frac{\lambda M_\phi}{W^2} \mathcal{J}_\phi(\phi, \bar{\mu})$$

(34)

In that equation the counter term $-M_\phi |\nabla \phi|$ has been included in the first term of the right-hand side.

Several scalar parameters appear in that model. The $\phi$-equation involves the diffusivity coefficient $M_\phi$, the interface width $W$, and the coupling parameter $\lambda$. Those three parameters have a close link with the capillary length $d_0$ and the kinetic coefficient $\beta$ of the Gibbs-Thomson condition. Their relationships will be discussed in Section 2.4.1. They will indicate us how to set their values for simulations.

The model also requires providing the triplet of values $(c^o_l, c^o_s, \bar{\mu}^q)$. The phase-field model can simulate the dissolution processes as well as the precipitation ones. The difference lies in the sign of $(c^o_l - c^o_s)(\bar{\mu} - \bar{\mu}^q)$ in the source term $\mathcal{J}_\phi$. If we suppose that $\bar{\mu}(\mathbf{x}, 0) = \bar{\mu}^q$ in the solid with $D_\ell = 0$, then the processes of dissolution or precipitation depend on the choice of the initial condition for the liquid phase. For instance, in the simulations of Sections 4 and 5, with the convention $c^o_l - c^o_s > 0$, the dissolution process occurs when $\bar{\mu}(\mathbf{x}, 0) < \bar{\mu}^q$ in the liquid whereas the precipitation occurs when $\bar{\mu}(\mathbf{x}, 0) > \bar{\mu}^q$. In terms of composition, the dissolution occurs when the composition of liquid is lower than its coexistence value: $c(\mathbf{x}, 0) < c^o_l$. The precipitation process occurs if its value is greater: $c^o_l < c(\mathbf{x}, 0) < c^o_s$.

2.4. Discussion on the matched asymptotic expansions

The equivalence between the phase-field model and the free-boundary problem is classically established with the method of “matched asymptotic expansions” [39, 40]. The method has been presented for solid/liquid phase change for identical conductivity in the solid and the liquid in [13], and for unequal conductivity in [41, 42]. That approach considers the ratio $\varepsilon = W/d_0$ as small parameter of expansion where $d_0$ is the capillary length. This choice of $\varepsilon$ yields a correction of second order on the kinetic coefficient $\beta$. That correction makes possible to cancel $\beta$, if desired, by choosing appropriately the parameters $\lambda$, $W$ and $M_\phi$ of the phase-field model. Based on that analysis, the anti-trapping current was derived in [32].

The matched asymptotic expansions have been applied in [14] for dilute binary mixture with anti-trapping current and $D_\ell = 0$. In [15] the analysis has been done for coupling with temperature. The case $D_\ell \neq 0$ with anti-trapping current has been studied in [43]. In reference [44] the method has been applied to investigate the impact of one additional term in the phase-field equation which is derived from a variational formulation. Finally, the method has been applied recently for coupling with fluid flow in [45]. A pedagogical presentation of that method can be found in the Appendix of [17] which takes into account the anti-trapping current with $D_\ell = 0$.

2.4.1. Results of the asymptotic analysis

In this paper, the details of the matched asymptotic expansions are presented in Appendix A (equations of order $\varepsilon^0$, $\varepsilon^1$ and $\varepsilon^2$ and their respective solutions $\phi_j$ and $\bar{\mu}_j$ for $0 \leq j \leq 2$). The stages and the results remain essentially the same as those already published in [14] and [17, Appendix A]. In those references, the analyses are carried out in the theoretical framework of free energy with anti-trapping current and $D_\ell = 0$. In this Section, we focus the discussion on the main assumptions and results (Section 2.4.1). In our model, the use of grand-potential simplifies the source term analysis (see Appendix A). Two modifications have also an influence on the relationships relating the phase-field parameters to the interface conditions. The first one is our choice
of interpolation functions (Tab. 2) which impact the coefficient \( a(\phi) \) of the anti-trapping current \( j_{at} \). The second one concerns the counter term \(-M_{k}\Phi\nabla\phi\) for canceling the curvature-driven motion. Those two modifications are discussed respectively in Sections 2.4.2 and 2.4.3.

In Appendix A, the phase-field model is expanded with anti-trapping \( j_{at} \) with \( \varepsilon_{1} = \varepsilon_{2} \) and \( D_{1} \neq D_{2} \), by setting \( \partial_{\alpha}\tilde{\phi} = \partial_{\alpha}\tilde{\phi} = \partial_{\alpha}\tilde{\phi} = \partial_{\alpha}\tilde{\phi} \), the equivalent sharp interface model writes for \( \Phi = \Psi \), \( \lambda^{*} \):

\[
\frac{d\phi}{dt} = D_{\phi}\nabla^{2}\phi \quad (35a)
\]

\[
D_{1}\partial_{\alpha}\tilde{\phi} - D_{2}\partial_{\alpha}\tilde{\phi} = -v_{\phi}\Delta \phi^\alpha - E_{2}\Delta \mathcal{H} - E_{3}\Delta \mathcal{J} \quad (35b)
\]

\[
(\tilde{\mathcal{J}}_{\beta} - \tilde{\mathcal{J}}_{\beta})\Delta \phi^\alpha = -d_{0}\phi - \beta\phi v_{\phi} + \epsilon_{1}\left[\Delta \tilde{\mathcal{J}} - \Delta \mathcal{J}_{\beta}\right] \quad (35c)
\]

Eq. (35a) is the mass balance for each bulk phase and Eqs. (35b)-(35c) are the two interface conditions, respectively the mass conservation (or Stefan condition) and the Gibbs-Thomson condition.

The right-hand sides of the last two equations contain three error terms: \( E_{1} \) in Eq. (35c) and \( E_{2}, E_{3} \) in Eq. (35b). The accurate form of those error terms are written in Appendix A. The \( \mathbb{E} \)-terms are multiplied by integrals defined in Tab. 3: \( \Delta \mathcal{H} = \mathcal{H}_{1} - \mathcal{H}_{2}, \Delta \mathcal{J} = \mathcal{J}_{1} - \mathcal{J}_{2} \) in Eq. (35b) and \( \Delta \tilde{\mathcal{J}} = \tilde{\mathcal{J}}_{1} - \tilde{\mathcal{J}}_{2} \). The integrals vanish with an appropriate choice of interpolation functions \( p(\phi), h(\phi) \) and \( q(\phi) \). Those summarized in Tab. 2 fulfill the requirements \( \mathcal{H}_{1} = \mathcal{H}_{2} \) and \( \mathcal{J}_{1} = \mathcal{J}_{2} \). For satisfying the conditions \( \tilde{\mathcal{J}}_{1} = \tilde{\mathcal{J}}_{2} \), \( \mathcal{J}_{1} = \mathcal{J}_{2} \), and \( \mathcal{H}_{1} = \mathcal{H}_{2} \), the weight function must also consider identical diffusivities for each phase (i.e. \( q_{1} = D_{1}/D_{1} = 1 \)). When \( D_{2} = 0 \), the discussion with anti-trapping current (i.e. \( a(\phi) \neq 0 \) in Tab. 3) is detailed in Section 2.4.2.

As expected, the term in the left-hand side of the Gibbs-Thomson condition (Eq. (35c)), appears in the source term \( \mathcal{J}_{\phi} \) of \( \phi \)-equation (Eq. (33c)). Let us assume that the index \( \Phi \) appears in Eq. (35c) because the condition is not necessarily the same for each side of the interface: the kinetic coefficient \( \beta_{\phi} \) can be different of \( \beta_{\Psi} \) (see Eqs. (A.25a) and (A.25b) in Appendix A.3.5). More precisely, the capillary length \( d_{0} \) and the kinetic coefficient \( \beta_{\phi} \) are related to \( W, \lambda \) and \( M_{k} \) of the phase-field equation by:

\[
d_{0} = \frac{W}{\lambda} \quad (36a)
\]

\[
\beta_{\phi} = \frac{W}{M_{k}\lambda}\left[1 - \frac{M_{k}\lambda \sqrt{\mathcal{J}_{\phi} + \mathcal{J}_{\phi}}}{d_{0}^{2}(\Delta \phi^\alpha)^{2}}\right] \quad (36b)
\]

The two different values of \( \beta_{\phi} \) and \( \beta_{\Psi} \) come from the integral \( \mathcal{J}_{\phi} \) in Eq. (36b). A single value \( \beta_{\phi} = \beta_{\Psi} \) is obtained provided that \( \mathcal{J}_{\phi} = \mathcal{J}_{\psi} = \mathcal{J} \). The integrals \( \mathcal{J}_{\phi}, \mathcal{J} \) and \( \mathcal{K} \) of Eqs. (36a)-(36b) are defined in Tab. 3.

For validations of Section 4, the comparisons between the numerical simulations of phase-field model and the analytical solutions of Stefan’s problem are carried out by considering \( \beta = 0 \). The particular value of \( \lambda \) that fulfills that requirement is noted \( \lambda^{*} \) and writes:

\[
\lambda^{*} = \frac{D_{1}}{M_{k}((\Delta \phi)^{2} + \mathcal{J})} \quad (37)
\]

Finally, Eq. (36a) relates the capillary length \( d_{0} \) to the interface width \( W \) and the coupling coefficient \( \lambda \). The counter term \(-M_{k}\Phi\nabla\phi\) must be considered in the phase-field equation when \( d_{0} \) is negligible in the Gibbs-Thomson Eq. (35c).

The capillary length \( d_{0} \) is directly related to the surface tension \( \sigma \). Indeed, from its definition Eq. (12a), we have \( \sigma = (1/6)\sqrt{2\mathcal{H}} \) and we use the relationships \( 1/\zeta = 8/(W^{2}H) \) and \( H = 2\varepsilon/k \) to find \( \sigma = [(2/3)W/\lambda]^{\varepsilon} \). The term inside the brackets is Eq. (36a) with \( \mathcal{J} = 2/3 \) \( \sigma = d_{0}\varepsilon \). If the surface tension of the system can be neglected, then the counter term must be considered in \( \phi \)-equation. Its impact is illustrated in the simulation of Section 5.

2.4.2. Analysis of anti-trapping current \( j_{at} \) in \( c \)-equation

When \( q_{1} = D_{1}/D_{2} \neq 1 \), the model does not satisfy the conditions \( \mathcal{J}_{\phi} = \mathcal{J}_{\phi} \) and \( \mathcal{J}_{\phi} = \mathcal{J}_{\phi} \) (see Tab. 3 with \( a(\phi) = 0 \)). The reason is that the diffusive behavior is not symmetric anymore inside the interface. Adding an anti-trapping current \( j_{at} \) (Eq. (30)) inside the composition equation becomes necessary to correct this asymmetry. In the most general cases, the coefficient \( a(\phi) \) is a function of \( \phi \) which adds a supplementary freedom degree in the model to cancel \( \Delta \mathcal{F} \). In this way, the asymptotic expansions were performed with \( j_{at} \) in order to determine the correct form of \( a(\phi) \). From Tab. (3) we can see that \( a(\phi) \) is involved in three integrals \( \mathcal{J}_{1}, \mathcal{J}_{2} \), and \( \mathcal{K} \). Computing the integrals with the functions \( p(\phi) = \phi^{2}(3 - 2\phi), h(\phi) = \phi \) and \( q(\phi) = \phi + (1 - \phi)q_{1} \), yields \( a(1 - q_{1})/4 \). When \( D_{2} = 0 \), that simplifies to \( a = 1/4 \). Another way to derive that value is to consider that the integrands of condition \( \mathcal{J}_{1} = \mathcal{J}_{2} \) (see Tab. 3) must be identical to those of condition \( \mathcal{H}_{1} = \mathcal{H}_{2} \) yielding the relationship \( h(\phi)/a(\phi) = a(\phi)/\partial_{\phi}^{2} \). The value \( a = 1/4 \) directly arises from that equality (see Appendix A). When \( a_{1} \neq 1 \), the condition \( \mathcal{J}_{1} = \mathcal{J}_{2} \) cannot be satisfied with the current model, even with the anti-trapping current. However, the spurious term \( E_{1} \) in Eq. (35c) vanishes when \( D_{2} = 0 \). Finally, the sharp interface model is

| Description | Functions | Derivatives |
|-------------|-----------|-------------|
| Double-well potential of minima \( \phi_{s} = 0 \) and \( \phi_{s} = +1 \) \( \phi_{d}(\phi) = \phi^{2}(1 - \phi)^{2} \) | \( \phi_{d}(\phi) = 2(1 - \phi)(1 - 2\phi) \) |
| Interpolation of coupling in Eq. (33a) \( p(\phi) = \phi^{2}(3 - 2\phi) \) | \( p'(\phi) = \phi(1 - \phi) \) |
| Interpolation of \( c(\phi, \mathcal{P}) \) \( h(\phi) = \phi \) | \( h'(\phi) = 1 \) |
| Equilibrium solution \( \phi_{0}(\phi) = 1/2 [1 + \tanh[(\phi/2)] \) | \( \frac{\partial \phi_{0}}{\partial x} = \frac{1}{2} \phi_{0}(1 - \phi) \) |
| Interpolation of bulk diffusivities \( D(\phi) = D_{\phi}(\phi) \) | \( D_{\phi}(\phi) = \phi + (1 - \phi) \frac{D_{\phi}}{\mathcal{J}} \) |
recovered for $D_1 = D_t$ and when $D_1 = 0$ with anti-trapping. When $D_1 / D_t \sim 1$, the error term $E_1 \Delta h_{pq}$ remains very small as confirmed by Section 4.1.

### 2.4.3. Analysis of counter term $-M_b \kappa |\nabla \phi|$ in $\phi$-equation

The references [24] and [46] have proved that adding the counter term $-M_b \kappa |\nabla \phi|$ cancels the curvature motion $-d_0 \kappa$ in the Gibbs-Thomson condition. As a matter of fact, the curvature-driven term $-d_0 \kappa$ arises from the asymptotic expansions of standard $\phi$-equation (Eq. (33a)). More precisely it arises from the expansion of two terms: the laplacian term and the double-well one. In references [24] and [46] such an analysis has been performed directly by adding $-M_b \kappa |\nabla \phi|$ to those two terms.

Here, the phase-field equation (Eq. (34)) differs slightly of $\phi$-equations of those references. It has been reformulated in Section 2.2.2 by using the kernel function $|\nabla \phi| = (4/W) \sqrt{\partial_\phi}$ (Eq. (13)) and the chain rule of the divergence operator. The manipulations made to obtain Eq. (34) conserves the structure of order zero of the phase-field equation and the Gibbs-Thomson condition. The results of the asymptotic expansions of Eq. (34) were found to be equivalent to those of the previous references: the equation guarantees canceling the curvature motion of the interface.

### 3. Lattice Boltzmann methods

The phase-field model of section 2.3.5 is implemented in LBM_saclay, a 3D numerical code written in C++ language. The main advantage of this code is its portability on all major HPC architectures (especially GPUs and CPUs). It has already been used to study two-phase flows with phase change in the framework of the phase-field method in reference [27]. Section 3.1 introduces the main notations and the lattice. The LBM schemes for $\phi$-equation are presented in Section 3.2 and those for $c$-equation in Section 3.3.

#### 3.1. LBM notations

Several standard lattices have already been implemented in top-level files of LBM_saclay. The two-dimensional lattices are D2Q5 and D2Q9 and the three-dimensional ones are D3Q7, D3Q15 and D3Q19. The lattice speed is $s = \delta t / \delta t$ where $\delta t$ and $\delta t$ are respectively the space- and time-steps.

#### 3.2. LBM for $\phi$-equation

The lattice Boltzmann method for the phase-field equation acts on the distribution function $\tilde{g}_k$. The evolution equation is:

$$\tilde{g}_k = \frac{-1}{\tau_\phi + 1/2} \left[ \tilde{g}_k - \tilde{g}_k^{eq} \right] + \tilde{g}_k \delta t$$

(38)
where $\tilde{g}^{eq}_k = \tilde{g}_k(x + \tilde{\delta} t, t + \delta t)$ and the variable change $\tilde{g}^{eq}_k = g^{eq}_k - \delta t \tilde{g}_k / 2$ has been used. The equilibrium distribution function $g^{eq}_k$ is defined by:

$$\tilde{g}^{eq}_k = \phi w_k$$ \hspace{1cm} (39)

for which its moments are $\phi$ (moment of order zero), $\mathbf{0}$ (order one) and $\phi \mathbf{I}$ (order two) where $\mathbf{I}$ is the identity tensor of second-order. The diffusivity coefficient is related to the collision rate by $M_\phi = \tilde{\tau}_k \tilde{\delta} \tilde{\delta}$. The source term $G_k$ contains two contributions:

$$G_k = w_k \left( G^{\text{curv}} + G^{\text{coll}} \right)$$ \hspace{1cm} (40)

The first one $G^{\text{curv}}$ involves the source term $G_k(\phi, \mathbf{p})$ defined by Eq. (41a). The second one $G^{\text{coll}}$ is either equal to the double-well term $G^{\text{dw}}$ or equal to the counter term $G^{\text{ct}}$. The three source terms are defined by:

$$G^{\text{ct}} = - \frac{\lambda M_\phi}{W^2} \phi \left( 1 \right)$$ \hspace{1cm} (41a)

$$G^{\text{dw}} = - \frac{8M_\phi}{W^2} \phi \left( \phi \right)$$ \hspace{1cm} (41b)

$$G^{\text{curv}} = \frac{4}{W} \phi \left( 1 - \phi \right)$$ \hspace{1cm} (41c)

The choice between $G^{\text{dw}}$ or $G^{\text{ct}}$ depends on the curvature-driven motion term i.e. the version of the phase-field equation we wish to simulate. For simulating Eq. (33a), the curvature term must contain the double-well $\phi \partial_{\phi} \phi$. In that case $G^{\text{curv}}$ is equal to Eq. (41b). If the curvature-driven motion is undesired, the term must involve the kernel function $|\nabla \phi| = (W / 4) \phi \left( 1 - \phi \right)$ with the normal vector $\mathbf{n}$. In that case $G^{\text{curv}}$ is equal to Eq. (41c).

After the stages of collision and streaming, the new phase-field is obtained by the zeroth-order moment of $\tilde{g}_k$ which must be corrected with the source term $G_k$:

$$\phi = g_0 \mathbf{e}_k + \frac{\delta t}{2} \sum_k G_k. \hspace{1cm} (42)$$

The unit normal vector $\mathbf{n}$ requires the computation of gradients of $\phi$. The gradients are discretized by using the method of directional derivatives. The method has already demonstrated its performance in hydrodynamics in order to reduce parasitic currents for two-phase flow problems [48, 49]. The directional derivative is the derivative along each moving direction on the lattice. The Taylor expansions at second-order of a differentiable scalar function $\phi(x)$ at $x + \mathbf{e}_k \delta x$ and $x - \mathbf{e}_k \delta x$ yields the following approximation of directional derivatives:

$$\left. \nabla \phi \right|_x = \frac{1}{2 \delta x} \left[ \phi(x + \mathbf{e}_k \delta x) - \phi(x - \mathbf{e}_k \delta x) \right]$$ \hspace{1cm} (43a)

The number of directional derivatives is equal to the number of moving directions $\mathbf{e}_k$ on the lattice i.e. $N_{\text{pop}}$. The gradient is obtained by:

$$\left. \nabla \phi \right|_x = \frac{1}{2 \delta x} \sum_k w_k \mathbf{e}_k \left( \mathbf{e}_k \cdot \nabla \phi \right)_k.$$ \hspace{1cm} (43b)

3.3. LBM for c-equation

The basic LB algorithm for composition equation works on a new distribution function $h_c$. The specificity of Eq. (33b) is the mixed formulation between $c$ and $\mathbf{p}$. The closure relationship is given by Eq. (28). The equilibrium distribution $h^{eq}_c$ must be designed such as its moment of zeroth-order is $c$ and its moment of second-order is $\mathbf{p}$. That equation is quite close to the Cahn-Hilliard (CH) equation with a simpler closure (Eq. (28)) which does not involve the laplacian of $c$ (case of CH equation). The numerical scheme can be inspired from what is done for CH equation for two-phase flows of two immiscible fluids [34, 50]. For anti-trapping current $f_{\text{at}}$, the methods are the same as those presented in [47] for crystal growth applications of binary mixture.

In the usual BGK operator, the diffusion coefficient $\mathcal{D}(\phi)$ is related to the relaxation time $\tau_\phi(\phi)$ with the relationship
\[ \mathcal{D}(\phi) = (1/3) \mathbb{E}(\phi) \delta \mathbb{E}^2 / \delta \mathbb{E}. \] However, the interpolation of diffusion \[ \mathcal{D}(\phi) = D_1 \phi \] means that the diffusion is null in the solid phase. In that case, the relaxation time would be equal to 0 leading to the occurrence of instabilities in the algorithm. In order to overcome the instability, the diffusive term is reformulated with the chain rule by \[ \nabla [\mathcal{D}(\phi) \nabla \phi] = \mathcal{D}(\phi) \nabla \phi + \mathcal{D}^r(\phi) \nabla \phi \] with \[ \mathcal{D}^r(\phi) = \mathcal{D}(\phi) - \frac{\phi}{\phi_{eq}} \mathbb{E} \phi^2 / \mathbb{E}. \] Moreover, the laplacian term is reformulated as \[ \nabla^2 [\mathcal{D}(\phi) \nabla \phi] = (1/\gamma) \nabla^2 [\gamma \mathcal{D}(\phi) \nabla \phi] \] where \( \gamma \) is a supplementary parameter allowing a better control of the relaxation rate. When the parameters \( M_g \) and \( \mathcal{D}(\phi) \) presents a ratio of several order of magnitude, it is useful to set \( \gamma = 1/M_g \). The stability condition of the relaxation rates will be the same for both LBE.

The discrete lattice Boltzmann equation writes

\[ \frac{\partial \phi}{\partial t} + \nabla \cdot [\mathcal{B}(\phi) \nabla \phi] + \nabla \cdot \mathcal{J}_a = \nabla^2 \phi(\phi) \] (44)

The computational stages for \( \overline{\phi} \) and \( \mathcal{J}_a \) remain the same as those presented above.

4. Validations

The implementation of lattice Boltzmann schemes is validated with several analytical solutions. The solutions are obtained from the classical Stefan’s problem. We present one case of precipitation in Section 4.1 for \( D_l \approx D_s \) and one case of dissolution in Section 4.2 for \( D_s = 0 \). The domain is one-dimensional with \( x \) varying between \([-L_x, L_x]\) where \( L_x = 0.25 \). The initial configuration states an interface positioned at \( x(0) = 0 \) with a solid phase on the left side (interval \([-L_x, 0] \)) and a liquid phase on the right side (interval \([0, L_x]\)). For the phase-field model, the first test is simulated without anti-trapping. Next, the second one is simulated successively with and without \( \mathcal{J}_a \) to present its impact on the profiles of composition and chemical potential. For each validation, the relative \( L^2 \)-errors, defined by \[ \| \phi^{LBM} - \phi^{an} \|_2 / \| \phi^{an} \|_2 \], are indicated in the caption of figures. The function \( \phi \) corresponds to \( \phi \) or \( \phi \). The errors are computed only over the range shown on each graph and the superscript as means “analytical solution”.

The LBM simulations are carried out on a 2D computational domain varying between \([-L_x, L_x] \times [L_y, L_y] \) with \( L_x = 0.0036 \). The D2Q9 lattice is used with \( N_x \times N_y \) nodes with \( N_x = 5000 \) and \( N_y = 36 \). The space and time-steps are \( \Delta x = 10^{-4} \) and \( \Delta t = 5 \times 10^{-9} \). The initial conditions for \( \phi \)-equation and \( c \)-equation are two hyperbolic functions: \( \phi(x, 0) \) is initialized by Eq. (11) and \( c(x, 0) \) by

\[ c(x, 0) = \frac{1}{2} \left[ c_{s}^{\ominus} + c_{s}^{\ominus} + (c_{s}^{\ominus} - c_{l}^{\ominus}) \tanh \left( \frac{2x}{W} \right) \right] \] (50)

where \( c_{s}^{\ominus} \) and \( c_{l}^{\ominus} \) are the compositions of bulk far from interface. For horizontal walls at \( y = 0 \) and \( y = L_y \), the boundary conditions are periodic. For vertical walls at \( x = \pm L_x \), the boundary conditions are imposed with the bounce-back method. A preliminary test was carried out to check that solutions of both \( \phi \)-equations (Eqs. (33a) and (34)) are identical on that one-dimensional case.

4.1. Validation with \( D_l \approx D_s \)

We first check the LBM implementation with two coefficients of diffusion: \( D_s = 0.9 \) and \( D_l = 1 \). The analytical solution of such a problem can be found in [51, Chap. 12]. However, in that reference, the mathematical formulation of this problem is done by using the temperature as main variable. The equivalent intensive quantity in our model is the chemical potential. The validations using that quantity will
be presented in next section. Here, we prefer use the solutions of reference [52] which are written in terms of compositions. The numerical implementation must reproduce correctly the discontinuity of compositions at interface.

In [52], the solutions are derived for a ternary case. For binary case, the transcendental equation reduces to:

\[
\frac{1}{2} \frac{\alpha \Delta m^2}{\Lambda} \frac{D_In}{\Delta t} \left[ u_s(-\alpha) + u_l(\alpha) \right] + \Delta m \left( (m_s - c^{\infty}_s) u_s(-\alpha) + (m_l - c^{\infty}_l) u_l(\alpha) \right) = 0
\] (51a)

where the function \( u_\Phi(\alpha) \) is defined by

\[
 u_\Phi(\alpha) = \sqrt{\frac{D_{\Phi}}{\pi}} \frac{e^{-\alpha^2/4D_\Phi}}{\text{erfc}(\alpha/2\sqrt{D_\Phi})} \quad \text{for } \Phi = s, l
\] (51b)

The compositions far from the interface are \( c^{\infty}_s = 0.75 \) and \( c^{\infty}_l = 0.4 \). For \( m_s = 0.2, m_l = 0.1, \Delta m = 0.1 \) and \( \Delta m^{\text{min}} = 0.04 \), the root of the transcendental equation is \( \alpha = 0.184841 \). The three solutions are the interface position \( x_i(t) \), the composition of solid \( c_s(x, t) \) and the composition of liquid \( c_l(x, t) \). The interface position writes as a function of \( \alpha \) and \( t \):

\[
x_i(t) = \alpha \sqrt{t}
\] (52a)

Since \( \alpha > 0 \), the interface moves from \( x_i(0) = 0 \) towards positive values of \( x \), meaning that a precipitation process occurs. The two analytical solutions in the solid and the liquid write:

\[
c^{\text{sol}}_s(x, t) = c^{\infty}_s + (c^{\infty}_s - c^{\infty}_s) \frac{\text{erfc} \left[ -x/2\sqrt{D_{\text{sol}}} \right]}{\text{erfc} \left[ -\alpha/2\sqrt{D_{\text{sol}}} \right]} (52b)
\]

\[
c^{\text{sol}}_l(x, t) = c^{\infty}_l + (c^{\infty}_l - c^{\infty}_l) \frac{\text{erfc} \left[ x/2\sqrt{D_{\text{sol}}} \right]}{\text{erfc} \left[ \alpha/2\sqrt{D_{\text{sol}}} \right]} (52c)
\]

where Eq. (52b) is defined for \( x \in [-L_s, x_i(t)] \) and Eq. (52c) for \( x \in [x_i(t), L_s] \). On the whole domain, the composition \( c \) is discontinuous at interface \( x_i(t) \), of value \( c^{\infty}_s = 0.6 \) on solid side and \( c^{\infty}_l = 0.5 \) on liquid side. From those values, each profile of composition diffuses until \( c^{\infty}_s \) for \( x \rightarrow -L_s \) and \( c^{\infty}_l \) for \( x \rightarrow L_s \).

The simulations are performed without anti-trapping current. The interpolation of diffusion coefficients is simply done by \( 2 (\phi) = \phi D_1 + (1 - \phi) D_2 \). In \( \phi \)-equation the parameters are \( M_0 = 1.2, W = 1.2 \times 10^{-3} \) and \( \lambda^* = 277 \). The comparisons between the analytical solutions and the LBM simulation are presented on Fig. 1. As expected from the theory, the interface position \( x_i(t) \) is an increasing function of time (Fig. 1a). On the profiles of composition (Fig. 1b), the jump on each side of the interface is also well-reproduced by the numerical model. The coexistence values \( c^{\infty}_s = 0.6 \) and \( c^{\infty}_l = 0.5 \) remain the same at two times \( t_1 = 2.5 \times 10^{-5} \) and \( t_2 = 5 \times 10^{-4} \). The LBM simulations fit perfectly with the analytical solutions.

The two solutions Eqs. (52b)–(52c) can be easily expressed in terms of chemical potential \( \overline{p}^{\text{sol}}(x, t) \) and \( \overline{p}^{\text{sol}}(x, t) \). For instance, we add \( -m_s \) on both sides of Eq. (52b) and add \( m_s - m_l \) inside the term \( (c^{\infty}_s - c^{\infty}_s) \frac{\text{erfc} \left[ -x/2\sqrt{D_\text{sol}} \right]}{\text{erfc} \left[ -\alpha/2\sqrt{D_\text{sol}} \right]} \). Thanks to Eqs. (24a)–(24b) we obtain \( (c^{\infty}_s - c^{\infty}_s) \equiv (\overline{p}^{\text{sol}} - \overline{p}^{\text{sol}}) \) for solid and \( (c^{\infty}_l - c^{\infty}_l) \equiv (\overline{p}^{\text{sol}} - \overline{p}^{\text{sol}}) \) for liquid. When expressed in terms of chemical potential, the solution does not present a jump at interface \( x_i(t) \). The single value is \( \overline{p}^{\text{sol}} \) and each profile diffuse from that value until \( p^{\text{sol}}_x \) when \( x \rightarrow -L_s \) (solid) and \( \overline{p}^{\text{sol}}_l \) when \( x \rightarrow L_s \) (liquid). The next section presents a validation using \( \overline{p} \) as main variable for discussing the analogy with temperature and comparing with solidification problems.

4.2. Validation with \( D_s = 0 \): effect of anti-trapping current

The analytical solution of the one-sided diffusion is presented in [51, Sec. 12.1]. Now a direct analogy is done between the temperature of that reference and the chemical potential of our model. The two solutions are \( x_i(t) \), the interface position, and \( \overline{p}^{\text{sol}}(x, t) \) the chemical potential of liquid.
The chemical potential of solid is set equal to the equilibrium value $\overline{\mu}_c = 0.4$. Its value remains constant during the simulation because $D_s = 0$. The transcendental equation of that problem writes:

$$\alpha x^2 \text{erfc}(\alpha) + \frac{\left( \overline{\mu}_c^0 - \overline{\mu}_c^\infty \right)}{(c_s^0 - c_l^0)\sqrt{\pi}} = 0$$

(53)

where $\alpha$ is the root of this equation, and $\overline{\mu}_c^\infty$ is the value of chemical potential far from the interface. By analogy with problems of phase change (solidification or melting), the equilibrium chemical potential $\overline{\mu}_c$ plays the role of melting temperature. The term $\Delta c^c = c_s^0 - c_l^0$ can be compared to the latent heat. For phase change problems, that quantity is released (resp. absorbed) at interface during solidification (resp. melting). Here for our convention $c_s^0 > c_l^0$, the quantity $\Delta c^c$ is released at interface during dissolution and absorbed during precipitation. Finally, the quantity $\chi = 1$ plays the role of specific heat.

In Eq. (53), the dissolution or precipitation processes can occur depending on the sign of second term. We keep $c_s^0 = 0.6$ and $c_l^0 = 0.5$ (i.e. $\Delta c^c > 0$), and we set $\overline{\mu}_c^\infty = 0.3$ meaning that $\overline{\mu}_c - \overline{\mu}_c^\infty > 0$. The root of this equation is equal to $\alpha = -0.357835$. The interface position $x_i(t)$ is a function of $\alpha$, $t$ and $D_l$ which writes:

$$x_i(t) = 2\alpha \sqrt{D_l t}$$

(54a)

Since $\alpha < 0$, the interface moves $x_i(0) = 0$ towards negative values of $x$, meaning that a dissolution process occurs. The chemical potential of liquid is

$$\overline{\mu}_l^s(x, t) = \overline{\mu}_c^\infty + (\overline{\mu}_c^0 - \overline{\mu}_c^\infty) \text{erfc}[x/2\sqrt{D_l t}] \text{erfc}(\alpha)$$

(54b)

for $x \in [x_i(t), L_s]$. In the liquid, $\overline{\mu}_l^s(x, t)$ diffuses from the equilibrium value $\overline{\mu}_l^0$ at the interface until $\overline{\mu}_l^s$ when $x \rightarrow L_s$. In the solid, the chemical potential $\overline{\mu}_l^s(x, t)$ is constant of value $\overline{\mu}_l^0$ for $x \in [-L_s, x_i(t)]$.

For LBM simulations, the parameters of $\phi$-equation are $W = 5 \times 10^{-3}$, $\lambda^* = 230$ and $M_0 = 1.2$. In $c$-equation, the diffusion is interpolated by $D(\phi) = \phi D_l$ and the anti-trapping current is considered. The initial condition of composition is imposed by Eq. (50) with $c_s^0 = \overline{\mu}_c^0 + m_s = 0.4$ and $c_l^0 = \overline{\mu}_c^\infty + m_l = 0.6$ with $m_s = 0.2$ and $m_l = 0.1$. The comparisons between the analytical solutions and the LBM simulation are presented in Fig. 2. Compared to the previous section, now the curve of the interface position decreases with time (Fig. 2a) because the dissolution process occurs. The results of LBM are in good agreement with the analytical solutions for three times $t_1 = 5 \times 10^{-3}$, $t_2 = 2.5 \times 10^{-4}$ and $t_3 = 5 \times 10^{-4}$ (Fig. 2b).

The anti-trapping effect is compared on the profiles of composition and chemical potential (Fig. 3). For composition, the analytical solution can be derived from Eq. (54b) by adding $m_l$ on both sides and by adding and subtracting $m_l$ inside $(\overline{\mu}_l^0 - \overline{\mu}_c^\infty)$. We obtain:

$$c_i^{c\ast}(x, t) = c_i^0 + (c_i^c - c_i^l) \frac{\text{erfc}[x/2\sqrt{D_l t}] \text{erfc}(\alpha)}{\text{erfc}(\alpha)}$$

(55a)

where $c_i^0 = \overline{\mu}_l^0 + m_l = 0.5$. In the solid phase, the composition is a constant of value $c_s(x, t) = \overline{\mu}_c^\infty + m_s = 0.6$ corresponding to its value of coexistence $c_s^0$. The compositions $c_i^{c\ast}(x, t)$ and $c_i(x, t)$ are plotted with dashed lines on Fig. 3a.

The LBM simulations are carried out successively with and without anti-trapping current. The profiles of composition are reported on Fig. 3a at $t = 10^{-4}$ (symbols). Without anti-trapping, the theory cannot provide a value of $\lambda^*$ because the phase-field model is not strictly equivalent to the sharp interface one (see Section 2.4). Hence, the value of $\lambda^* = 500$ is chosen such as the displacement of the interface is close to the analytical solution. The simulation corresponds to the best fit that is possible to obtain when $D_s = 0$ and $J_w = 0$ in $c$-equation (squares on Fig. 3a). On that figure, the semi-analytical solution (sas) is plotted for comparison:

$$c_i^{c\ast}(\phi) = c_i^c(x, t)\phi(x, t) + c_s[1 - \phi(x, t)]$$

(55b)

The sas-solution corresponds to an interpolation of $c_i^{c\ast}(x, t)$ and $c_i$ with $\phi$. When $J_w$ is not considered in $c$-equation, the compositions fit well far from the interface. However, inside the interface region, the compositions are over-estimated on the solid side whereas they are under-estimated on the liquid side. On the interval $[-L_s, x_i(t)]$ (solid), the profile slightly oscillates above the composition of coexistence. That oscillation is more visible when we plot the chemical potential (Fig. 3b). That lack of accuracy slows down the displacement of interface compared to the analytical solution Eq. (54a).

5. Dissolution of porous medium: counter term effect

In Section 4, the initial conditions of $\phi$ and $c$ are defined by two hyperbolic tangent functions. Here, the phase-field is initialized with an input datafile which comes from the characterization of a 3D porous sample with X-ray tomography. The datafile contains $256 \times 256 \times 236$ rows with three indices of position ($x$, $y$ and $z$) and one additional index describing the solid (value 0) or the pore (value 255). For simulating the dissolution, we assume that the poral volume is filled with a solute of smaller composition than the coexistence composition of liquid. A two-dimensional slice of size $256 \times 256$ has been extracted from the datafile and rescaled to $1024 \times 1024$ nodes covering a square of size $[0, 1]^2$ ($\delta x \approx 9.76 \times 10^{-4}$). The time-step of discretization is $\delta t = 5 \times 10^{-7}$. The type of all boundary conditions is zero flux.

For the parameters of $\phi$-equation, the diffusivity is $M_0 = 1.2$ and the interface width is set equal to $W = 0.02$ (i.e. $\sim 208\delta x$). The value of coupling coefficient $\lambda^* = 230$ (corresponding to $\beta = 0$) is computed by using Eq. (37) with values of $\mathcal{K}$, $\mathcal{F}$ and $\mathcal{J}$ = 2/3 defined in Tab. 3. For $c$-equation, the coexistence compositions of solid and liquid are respectively equal to $c_s^0 = 0.6$ and $c_l^0 = 0.5$ ($\Delta c^c = 0.1$) and the chemical potential of equilibrium is $\overline{\mu}_l^0 = 0.4$. The diffusion coefficients are zero in the solid ($D_s = 0$) and one in the liquid ($D_l = 1$). The anti-trapping current $J_w$ is used in the simulations.
The phase-field is simply initialized at \( t_0 = 0 \) with two discontinuous values: for solid \( \phi(x_1, t_0) = \phi_s = 0 \) and for liquid \( \phi(x_2, t_0) = \phi_l = 1 \). The composition of the solid phase \( c(x_1, t_0) \) is set equal to the coexistence composition of solid \( c^\text{co} \). For liquid, the initial condition is below its coexistence composition: \( c(x_2, t_0) = 0.4 < 0.5 \). Those initializations are presented on Fig. 4a for \( \phi \) and Fig. 4b for \( c \). On both figures, three squares are sketched for comparing the evolution of small pores which are enclosed inside the solid.

With those initial conditions, the dissolution process occurs until the composition of the liquid phase is equal to \( c^\text{co} \). Two simulations are compared. In the first one, the \( \phi \)-equation is Eq. \( 34 \) which accounts for the counter term \(- M_0 \kappa | \nabla \phi |\). In the second one, the curvature-driven motion is possible because the \( \phi \)-equation is Eq. \( 33a \). For both simulations, a diffuse interface replaces at first time-steps the initial discontinuity between the solid and liquid phases. The code ran 70 seconds on a single GPU (Volta 100) until the steady state is reached after \( 10^4 \) time steps.

The results are presented in Fig. 5 for three times: \( t_1 = 10^2 \delta t \) (left), \( t_2 = 10^3 \delta t \) (middle) and \( t_f = 10^4 \delta t \) (right). At first sight, the difference concerns the shapes of the solid phase at the end of simulations. When the counter term is considered, the interface is much more irregular (Fig. 5b-right) than that obtained without counter term (Fig. 5b-right). The reason is that, with counter term, the interface motion is only caused by differences of composition in liquid and solid. The dissolution occurs in isotropic way until the equilibrium is reached. Without counter term, the irregularities of solid disappear because of the curvature-driven motion. Finally, the shape of the solid phase is much smoother.

For both simulations, when the steady state is reached, the composition of liquid phase is equal to the coexistence
The position where the chemical potential \( \mu \) is canceled, the composition \( c(x, t_f) \) is homogeneous of value \( c_s^{eq} \) (see Fig. 5c-right). When that motion is taken into account, the solid composition \( c(x, t_f) \) is heterogeneous as revealed by the presence of areas of composition lower than \( c_s^{eq} \) (gray areas inside squares in Fig. 5d-right). Those areas correspond to solid phases as confirmed by Fig. 5b-right.

That heterogeneity of composition is explained by the curvature-driven motion occurring when the counter term is not considered in \( \phi \)-equation. That interface motion makes disappear the small pores embedded in the solid phase. For instance at \( t_1 \), the small one inside the white square has disappeared (Fig. 5b-left) and the pore inside the cyan square has almost disappeared (red dot). That same pore has fully disappeared at \( t_2 \) (Fig. 5b-middle) and one of the two pores inside the magenta square has also disappeared. At last both of them have disappeared at \( t_f \) (Fig. 5b-right). With counter term, all those pores still exist at the end of simulation (Fig. 5a-right).

With the curvature-driven motion a special area which is initially liquid (\( \phi = 1 \)) may become solid (\( \phi = 0 \)) even though the local composition \( c(x, t) \) is not greater than \( c_s^{eq} \). That curvature motion acts like a precipitation process. For those areas, the diffusion coefficient changes from \( D_s \) to \( D_l \) = 0 meaning that the diffusion process does not occur anymore. The value of composition is “frozen” explaining why small islands of lower composition are embedded in the solid phase.

An in-depth physical analysis is based on the Gibbs-Thomson condition Eq. (35c) i.e. \( \mathbf{p} = \mathbf{p}^{eq} - d_0 \kappa \) (with \( \beta = 0 \)). When two phases coexist, the interface will move towards the position where the chemical potential \( \mathbf{p} \) is closer to \( \mathbf{p}^{eq} \). In the first case, the counter term cancels the motion \( d_0 \kappa \) whereas in the second case that motion exists. In our simulations \( \mathbf{p}(x, t) = \mathbf{p}^{eq} = 0.4 \) in the solid and \( \mathbf{p}(x, t) = 0.3 \) in the liquid. For small pores trapped in the solid, the interface will move towards the liquid phase and the physical process acts like precipitation. The interface disappears because it is the unique way to reach the equilibrium value \( \mathbf{p}^{eq} \). On the contrary, for outgrowths, the curvature is opposite and the interface will move towards the solid phase, dissolution occurs.

### 6. Conclusion

In this work we have presented a phase-field model of dissolution and precipitation. Its main feature lies in its derivation which is based on the functional of grand-potential \( \Omega[\phi, \mu] \). In that theoretical framework, the phase-field \( \phi \) and the chemical potential \( \mu \) are the two main dynamical variables. In models based on free energy, \( \phi \) and the composition \( c \) are the two main variables. The benefits of using the grand-potential are twofold. First, for models based on free-energy, two additional conditions must be solved inside the diffuse zone in order to ensure the equality of chemical potential at interface. In grand-potential theory, it is not necessary because the model includes that assumption in its formulation. Second, the chemical potential is an intensive thermodynamic quantity like temperature so that many analogies can be done with solidification problems. Hence, the analytical solutions of the Stefan problem can be used for validation by comparing directly the temperature and the chemical potential. Besides, the matched asymptotic expansions can be directly inspired from those already performed for solidification problems. The phase-field model is composed of two PDEs. The first equation computes the evolution of the interface position \( \phi \). The second one is a mixed formulation using the composition and chemical potential. Although that equation requires a closure relationship between \( c \) and \( \mu \), that formulation improves the mass conservation.
\( t_1 = 2 \times 10^2 \delta t \)

\( t_2 = 10^3 \delta t \)

\( t_f = 10^4 \delta t \)

(a) Evolution of the phase-field when the counter term is considered in \( \phi \)-equation.

(b) Phase-field at same time steps without counter term. Because of the curvature-driven motion the final shape of solid is smoother and the small pores inside the squares have disappeared.

(c) Fields of composition at same time steps with counter term in \( \phi \)-equation. At final time the composition is homogeneous in the solid phase of value \( c_{co} \).

(d) Fields of composition without counter term at same time steps. The composition of solid is heterogeneous because the small pores have disappeared and the diffusion is zero. Several areas of smaller composition than \( c_{co} \) are trapped in the solid phase (e.g. inside the squares).

Figure 5: Dissolution of porous medium simulated by a phase-field model based on the grand-potential. Snapshots of phase-field and composition at \( t_1 = 2 \times 10^2 \delta t \) (left), \( t_2 = 10^3 \delta t \) (middle) and final time of simulation \( t_f = 10^4 \delta t \) (right). Two simulations are carried out: in Figs. 5a and 5c the \( \phi \)-equation is Eq. (34) whereas in Figs. 5b and 5d the \( \phi \)-equation is Eq. (33a). The iso-contour \( \phi = 0.5 \) (black line) is super-imposed on Figs. 5c and 5d.
In many simulations of dissolution or precipitation, two main hypotheses are often considered. First, the interface is assumed to move because of chemical reactions, which is often considered by a kinetics of first-order. That assumption means that the curvature-driven motion is neglected in the Gibbs-Thomson condition. In the phase-field theory, that motion is always contained in the \( \phi \)-equation. In order to cancel it, a counter term \(-M_0|\nabla \phi|\) must be added in \( \phi \)-equation. The second hypothesis is the diffusion that is neglected in the solid phase. When the counter term is taken into account, it is contained in the functional of grand-potential, they are added for phenomenological reasons. Without them, the phase-field model is not equivalent to the sharp interface model because several spurious terms arise from the phase-field model composed of Eqs. (33a)–(33c). The analysis is performed into two main stages. First, the whole computational domain is divided into two regions. The first region is located far from the interface (bulk phases) and called the “inner domain”. The second region is the diffuse interface and called the “inner domain”. In Appendix A.1, we define the dimensionless variables and the matching conditions between both regions. Next, we present the analysis of the outer domain in Appendix A.2 and the inner domain in Appendix A.3. Finally a discussion is carried out in Appendix A.4 to remove the error terms.

Appendix A. Matched asymptotic expansions

Appendix A.1. Main definitions

Appendix A.1.1. Outer domain and inner domain

The unknown are \( \phi^{\text{out}}, \mu^{\text{out}}, \, c^{\text{out}} \) for the outer domain, and \( \phi^{\text{in}}, \mu^{\text{in}}, \, c^{\text{in}} \) for the inner domain. They are expanded as power of a small parameter \( \varepsilon \ll 1 \):

\[
\phi^{\text{out}} \simeq \phi_0^{\text{out}} + \varepsilon \phi_1^{\text{out}} + \varepsilon^2 \phi_2^{\text{out}}, \quad \phi^{\text{in}} \simeq \phi_0^{\text{in}} + \varepsilon \phi_1^{\text{in}} + \varepsilon^2 \phi_2^{\text{in}},
\]

\[
c^{\text{out}} \simeq c_0^{\text{out}} + \varepsilon c_1^{\text{out}} + \varepsilon^2 c_2^{\text{out}}, \quad c^{\text{in}} \simeq c_0^{\text{in}} + \varepsilon c_1^{\text{in}} + \varepsilon^2 c_2^{\text{in}},
\]

\[
\mu^{\text{out}} \simeq \mu_0^{\text{out}} + \varepsilon \mu_1^{\text{out}} + \varepsilon^2 \mu_2^{\text{out}}, \quad \mu^{\text{in}} \simeq \mu_0^{\text{in}} + \varepsilon \mu_1^{\text{in}} + \varepsilon^2 \mu_2^{\text{in}}.
\]

The small parameter of expansions is defined by \( \varepsilon = W/d_0 \), where \( d_0 = W/(\alpha \lambda) \) is the capillary length, and \( \alpha \) is a parameter to be determined. The two coefficients \( D_l \) and \( d_0 \) define a characteristic speed \( v_c = D_l/d_0 = \varepsilon D_0/W \), and a characteristic time \( t_c = d_0^2/D_0 = d_0/v_c \). For the expansions, we also assume \( 1/\kappa \sim d_0 \) i.e. \( \kappa \sim \varepsilon \). In the phase-field equation, the coefficient \( \lambda \) is replaced by \( \varepsilon/\alpha \). Finally, we define the following dimensionless quantities: the interface speed \( \bar{v}_n = v_0/v_c \), the interface curvature \( \bar{K} = k_0 \), the time \( \bar{t} = t/t_c \), the spatial coordinate \( \bar{x} = x/d_0 \), and the dimensionless diffusivity \( \bar{D} = D_l/D_0 \). Finally \( q_c = D_l/D_0 \) is the ratio of diffusion coefficients.

For each domain, the model is re-written with the curvilinear coordinates \( r \) and \( s \), where \( r \) is the signed distance to the level line \( \phi = 0.5 \), and \( s \) the arc length along the interface. The dimensionless coordinates are also defined by: \( \eta = r/d_0 \) and \( \bar{s} = s/d_0 \). The spatial operators (divergence, gradient, laplacian) and the time derivatives are also expressed in this new system of coordinates, and next expanded in power of \( \varepsilon \). Finally, the terms of same order are gathered and the solutions of all orders can be calculated with appropriate boundary conditions: the “matching conditions”.

Appendix A.1.2. Matching conditions

The matching conditions are established by comparing the limits of inner variables far from the interface with the limits of outer variables near the interface. For that purpose we define \( \bar{\xi} = r/W \), a “stretched” normal coordinate in...
Appendix A.2. Analysis of outer domain

In the outer domain, the use of curvilinear coordinates is not necessary because the region is far from the interface. Thus, the model is written with the dimensionless cartesian coordinates $\xi$, the dimensionless time $\tilde{t}$ and the parameter of expansion $\varepsilon$. The model writes:

$$\partial_{\tilde{t}} \psi^{\text{out}} = \varepsilon^2 \nabla^2 \psi^{\text{out}} - \frac{\varepsilon}{\alpha} \partial_\theta \omega^\theta (\psi^{\text{out}}) \mu^{\text{out}}$$

$$\partial_{\tilde{t}} \psi = \nabla \cdot [q(\psi^{\text{out}}) \nabla \psi^{\text{out}} - \mu^{\text{out}}]$$

where the notation $\omega^\theta = p(\phi) \partial_\theta (\mu) + [1 - p(\phi)] \partial_\phi (\mu)$ and $j_{\text{out}} (\psi^{\text{out}}) = -a(\psi^{\text{out}}) \Delta \psi^{\text{out}} n$ with the normal vector $n = \nabla \psi^{\text{out}} / |\nabla \psi^{\text{out}}|$. The expansions of $\phi$-equation write for each order:

$$O(1) : \quad 0 = \omega_{\text{dw}} (\psi^{\text{out}})$$

$$O(\varepsilon) : \quad 0 = \omega_{\text{dw}} (\psi^{\text{out}}) \phi_1^{\text{out}} + \alpha^{-1} \partial_\theta \omega^\theta (\psi^{\text{out}}) (\phi_0^{\text{out}} \mu_0^{\text{out}})$$

$$O(\varepsilon^2) : \quad 0 = \partial_{\tilde{t}} \phi_2^{\text{out}} + \omega_{\text{dw}} (\phi_0^{\text{out}}) \phi_2^{\text{out}} + \alpha \Delta \phi_0^{\text{out}} + \alpha^{-1} \partial_\theta \omega^\theta (\phi_0^{\text{out}}) \mu_1^{\text{out}}$$

According to Eq. (A.2a), $\omega_{\text{dw}}(\psi^{\text{out}})$ takes a minimal value in the outer domain, i.e. $\phi_0^{\text{out}}$ is either equal to $\phi = 0$ or $\phi_1 = 1$. In addition, $p(\phi)$ must be chosen such that its derivatives vanish in the bulk phases. Then Eq. (A.2b) becomes simply $\omega_{\text{dw}} (\psi^{\text{out}}) \phi_1^{\text{out}} = 0$, implying $\phi_1^{\text{out}} = 0$. Similarly, Eq. (A.2c) simplifies to $\omega_{\text{dw}} (\phi_0^{\text{out}}) \phi_2^{\text{out}} = 0$ involving $\phi_2^{\text{out}} = 0$. Finally, the analysis of $\phi$-equation in the outer domain yields

$$\phi_0^{\text{out}} = \phi_0$$

$$\phi_{\text{out}}^{\text{out}} = \phi_2^{\text{out}} = 0$$

for $\Phi = s, l$. We can complete the matching conditions with the additional relation $\lim_{\xi \to \pm \infty} \phi_{\text{out}} = 0$ for $j \geq 1$. Because of Eq. (A.3), the term $\partial_\phi \psi^{\text{out}}$ is null in Eq. (A.1), and the $c$-equation simplifies to:

$$\partial_{\tilde{t}} c = \nabla \cdot [q(\psi_0) \nabla \mu_{\text{out}}]$$

for $\Phi = s, l$. The analysis of the outer domain recovers the standard diffusion equation Eq. (A.4) with a constant phase-field Eq. (A.3) for each bulk phase.

Appendix A.3. Analysis of inner domain

Now we focus on the analysis of the inner domain. After expansions of each PDE (Appendix A.3.1), the solutions are calculated order-by-order and used to derive the interface conditions (Appendix A.3.2–Appendix A.3.6).

Appendix A.3.1. Expanded equations

The expansions of the $\phi$-equation and $c$-equation write:

$$O(1) : \quad \alpha \phi_0^{\text{in}} + \alpha \Delta \phi_0^{\text{in}} + \alpha^{-1} \partial_\theta \omega^\theta (\phi_0^{\text{in}}) \mu_{\text{in}}^{\text{in}} = 0$$

$$O(\varepsilon) : \quad \alpha \phi_1^{\text{in}} + \alpha \alpha \Delta \phi_0^{\text{in}} + \alpha^{-1} \partial_\theta \omega^\theta (\phi_0^{\text{in}}) (\phi_0^{\text{in}} \mu_{\text{in}}^{\text{in}})$$

$$O(\varepsilon^2) : \quad \alpha \phi_2^{\text{in}} + \alpha \alpha \alpha \Delta \phi_0^{\text{in}} + \alpha^{-1} \partial_\theta \omega^\theta (\phi_0^{\text{in}}) (\phi_0^{\text{in}} \mu_{\text{in}}^{\text{in}})$$

$$O(1) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \mu_{\text{in}}^{\text{in}}] = 0$$

$$O(\varepsilon) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \mu_{\text{in}}^{\text{in}}] = - \partial_\xi \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \mu_{\text{in}}^{\text{in}}]$$

$$O(\varepsilon^2) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \mu_{\text{in}}^{\text{in}}] = \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \mu_{\text{in}}^{\text{in}}]$$

$$O(1) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \phi_0^{\text{in}}] = 0$$

$$O(\varepsilon) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \phi_0^{\text{in}}] = - \partial_\xi \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \phi_0^{\text{in}}]$$

$$O(\varepsilon^2) : \quad \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \phi_0^{\text{in}}] = \partial_\xi [q(\phi_0^{\text{in}}) \partial_\xi \phi_0^{\text{in}}]$$
The closure equation writes (only $O(1)$ is necessary):

$$O(1): \quad \tilde{c}_0^1 = -\partial_x \omega(\phi_0^0, \mu_0^0)$$

(A.7)

In this part of the section, the superscript “in” will be removed for all inner variables i.e. for $0 \leq j \leq 2$ we note $\phi_j \equiv \phi_j^0$, $\mu_j \equiv \mu_j^0$ and $c_j \equiv c_j^0$. The superscript “out” is kept for the variables of outer domain.

Appendix A.3.2. Analysis of terms $O(1)$

For $\phi$-equation, Eq. (A.5a) can be easily solved by using $\omega_{\phi\phi}$. At order zero, we obtain the hyperbolic tangent profile of the phase-field:

$$\phi_0(\xi) = \frac{1 + \tanh(2\xi)}{2}$$

(A.8)

For $c$-equation, two successive integrations of Eq. (A.6a) yield $\partial_\xi \mu_0 = A(\xi)/q(\phi_0)$ and $\mu_0 = B(\xi) + A(\xi)\int_0^\xi q^{-1}(\phi_0) d\xi$. Both constants of integration $A$ and $B$ can depend on $\xi$. We can see that $A = 0$ is necessary because the integral does not converge when $\xi \to +\infty$ (because $q \to 1$ when $\xi \to +\infty$). Hence, $\mu_0$ depends only on the position along the interface $\xi$, and the matching conditions yield:

$$\mu_0^{\text{in}}(0^+) = \mu_0^{\text{out}}(0^-)$$

(A.9)

i.e. the continuity of the chemical potential at order zero.

Appendix A.3.3. $\phi$-equation: analysis of terms $O(\varepsilon)$

The Gibbs-Thomson condition at order zero arises from the analysis of terms $O(\varepsilon)$ of $\phi$-equation. After multiplication of Eq. (A.5b) by $\partial_\xi \phi_0$ and integration wrt $\xi$ from $-\infty$ to $+\infty$, we obtain:

$$\int_{-\infty}^{+\infty} L(\phi_1) \partial_\xi \phi_0 d\xi = \left[ - (\partial_0 \phi_0 + \kappa) \int_{-\infty}^{+\infty} (\partial_\xi \phi_0)^2 d\xi + \frac{1}{\alpha} \int_{-\infty}^{+\infty} \partial_\xi \phi_0 \partial_\phi \phi_0 \partial_\xi \mu_0 d\xi \right]$$

(A.10)

where we set $L(\phi_1) = \partial_\xi^2 \phi_1 - \alpha \partial_\phi \phi_0 \partial_\xi \phi_1$. The left-hand side (LHS) of Eq. (A.10) is integrated by parts using (01) phase field for the last equality, we find:

$$\int_{-\infty}^{+\infty} \partial_\xi \phi_0 L(\phi_1) d\xi = - \int_{-\infty}^{+\infty} \partial_\xi \phi_1 L(\phi_0) d\xi = 0$$

In the right-hand side (RHS) of Eq. (A.10), the first integral is noted $\mathcal{F} = \int_{-\infty}^{+\infty} (\partial_\xi \phi_0)^2 d\xi = 2/3$. The second integral can be calculated because $\mu_0$ is independent of $\xi$. Finally Eq. (A.10) becomes:

$$0 = -(\mathcal{D} \tilde{\nu}_0 + \kappa) \mathcal{F} + \frac{1}{\alpha} [\omega_0(\mu_0) - \omega_0(\mu_0)]$$

(A.11)

Using the expression $\omega_0(\mu_0) - \omega_0(\mu_0) = -(c_{\phi}^\text{co} - c_{\phi}^\text{in}) \mu_0 - \mu_{\phi}^\text{co}$ and the definitions of $\mathcal{D}$, $\mathcal{F}$, and $\mathcal{K}$, we obtain:

$$(\mu_0 - \mu_{\phi}^\text{co}) \Delta c_{\phi} = -\mathcal{F} W/\kappa - \mathcal{F} W/M_0 \nu_0$$

(A.12)

where $\Delta c_{\phi} = c_{\phi}^\text{co} - c_{\phi}^\text{in}$. We identify $d_0 = \mathcal{F} W/\kappa$, meaning that $\alpha = 1/\mathcal{F}$, and $\beta_0 = d_0/M_0$.

Another useful result for simplifying the future analyses is the first-order phase-field $\phi_1$. The bilinear form $(\psi, \phi) \rightarrow \int \psi \mathcal{L}(\phi)$ is continuous and coercive where $\psi$ and $\phi$ are two functions vanishing at $+\infty$ and $-\infty$. This means that the operator $\mathcal{L}$ is invertible in this space. Combined with Eq. (A.11), this indicates that $\phi_1$ is determined by:

$$\phi_1 = \frac{\Delta \phi (\phi_0)}{\alpha} \mathcal{L}^{-1} \left[ p'(\phi_0) - \frac{1}{\mathcal{F}} \partial_\xi \phi_0 \right]$$

With the derivatives of $p(\phi)$ and $\phi_0$ defined in Tab 2 and $\mathcal{F} = 2/3$, the term inside the brackets vanishes. The unique solution is $\phi_1 = 0$ meaning that all terms depending on $\phi_1$ in Eqs. (A.5c), (A.6b) and (A.6c) can be removed.

Appendix A.3.4. $c$-equation: analysis of terms $O(\varepsilon)$

The Stefan condition at order zero arises from the analysis of terms $O(\varepsilon)$ of $c$-equation. However, the analysis also reveals two spurious terms for the chemical potential: the chemical potentials of first-order $\mu_{\phi}^\text{co}(0^+)$ and $\mu_{\phi}^\text{co}(0^-)$ are not identical on both sides of the interface.

We start with a simplification of $c$-equation Eq. (A.6b) with the previous result $\partial_\xi \mu_0 = 0$:

$$\partial_\xi \left[ q(\phi_0) \partial_\xi \mu_1 \right] = -\nu_0 \partial_\xi \omega_0 + \partial_\xi \left[ \Delta c_{\phi} \omega_0(\phi_0) \tilde{\nu}_0 \partial_\xi \phi_0 \right]$$

After one integration, we obtain:

$$q(\phi_0) \partial_\xi \mu_1 = -\nu_0 c_0 + A + \Delta c_{\phi} \omega_0(\phi_0) \tilde{\nu}_0 \partial_\xi \phi_0$$

(A.13)

Considering the limit $\xi \to -\infty$, the integration constant $A$ is found equal to $A = \Lambda_s + \tilde{\nu}_0 c_0(\mu_0)$ where $\Lambda_s = q_0 \partial_\xi \mu_{\phi}^\text{in}(0^-)$. The closure relation Eq. (A.7) writes $c_0 = h(\phi_0) c_0(\mu_0) + [1 - h(\phi_0)] c_1(\mu_0)$. Eq. (A.13) becomes

$$\partial_\xi \mu_1 = \frac{1}{q(\phi_0)} \left[ -\nu_0 h(\phi_0) \Delta c_0 + \Lambda_s + \Delta c_{\phi} \omega_0(\phi_0) \tilde{\nu}_0 \partial_\xi \phi_0 \right]$$

(A.14)

where $\Delta c_0 = c_1(\mu_0) - c_0(\mu_0)$. Because of the choice of free energies, we also have $\Delta c_0 = \Delta c_{\phi}$ (see Eqs. (24a)-(24b)). Integrating once again from 0 to $\xi$, we obtain

$$\mu_1 = -\tilde{\nu}_0 \Delta c_0 \int_0^\xi h(\phi_0) q(\phi_0) + \Lambda_s \int_0^\xi \frac{1}{q(\phi_0)} + \tilde{\nu}_0 \int_0^\xi \frac{c_0(\phi_0) \Delta c_{\phi} \tilde{\nu}_0 d\xi}{q(\phi_0)}$$

(A.15)

where $\Sigma$ is a constant of integration that will be determined in Appendix A.3.5. Now the matching conditions are used when $\xi \to \pm \infty$. When $\xi \to +\infty$, we ensure the convergence of the first two integrals by adding $+1 - i$ the first integral considered is $\int_0^\xi h(\phi_0)/q(\phi_0) + 1 - 1$ and the second one is $\Lambda_s \int_0^\xi q^{-1}(\phi_0) + 1 - 1$. This yields:

$$\mu_1^{\text{out}}(0^+) + \partial_\xi \mu_{\phi}^{\text{out}}(0^+) = \Sigma + \Delta c_0 \nu_0 \mathcal{F}_I$$

$$-\tilde{\nu}_0 \Delta c_0 + q_0 \partial_\xi \mu_{\phi}^{\text{in}}(0^-) \left[ \mathcal{F}_I + \xi \right]$$

(A.16a)

$$\mu_1^{\text{out}}(0^+) + \partial_\xi \mu_{\phi}^{\text{out}}(0^-) = \Sigma + \Delta c_0 \nu_0 \mathcal{F}_I$$

$$+ q_0 \partial_\xi \mu_{\phi}^{\text{in}}(0^-) \left[ \mathcal{F}_I + \xi / q_0 \right]$$

(A.16b)
The analysis of terms $O(\varepsilon^2)$ of $\phi$-equation reveals that the discontinuity of the first-order chemical potential adds an error term in the Gibbs-Thomson condition. Since $\phi_1 = 0$ and $\Phi_0$ does not depend on $f$ and $\xi$, Eq. (A.5c) simplifies to:

$$2\alpha^{-1}\partial_{\phi_1}\omega(\phi_0, \mu_0)\mu_1 + \xi\partial_{\phi_1}\phi_0$$

We use the same method applied to $\phi$-eq of order $O(\varepsilon)$: the LHS is noted $L(\phi_2)$ and we multiply the two sides by $\partial_{\phi_2}$ before integrating over $\xi$ varying from $-\infty$ to $+\infty$:

$$\int_{-\infty}^{+\infty} \partial_{\phi_2}L(\phi_2)d\xi = \alpha^{-1}\int_{-\infty}^{+\infty} \partial_{\phi_2}\omega\partial_{\phi_2}(\phi_0, \mu_0)\mu_1 d\xi + \int_{-\infty}^{+\infty} \xi^2(\partial_{\phi_2}\phi_0)^2 d\xi$$

With the same arguments as the $O(\varepsilon)$-equation, the LHS of Eq. (A.20) is null. The last integral on the RHS vanishes because the integrand is odd. Eq. (A.20) is reduced to:

$$\int_{-\infty}^{+\infty} \partial_{\phi_0}\partial_{\phi_2}\omega\partial_{\phi_2}(\phi_0, \mu_0)\mu_1 d\xi = 0$$

From this point, the analysis is straightforward. Comparatively, during the analysis of a KKS-type formulation of the model (like in [17, Appendix A]), a similar integral would have been obtained, but with the interpolation of grand potentials $w$ which is replaced by the free energy of an interpolation of compositions. A lengthy analysis involving the closure equation $A.7$ expanded at first-order would have been required to get to the same point. Here, the use of the grand-potential formulation significantly simplifies the analysis. It can also be noted that such a simplification has already been used for the $O(\varepsilon)$-terms of $\phi$-equation in Sec. Appendix A.3.3 because the integration of $\partial_{\phi_0}\partial_{\phi_2}\partial_{\phi}(\phi_0, \mu_0)$ is much easier than $\partial_{\phi_0}\partial_{\phi_2}\partial_{\phi}(\phi_0, \mu_0)$ (since $\mu_0$ is constant and not $\xi_0$). In Eq. (A.21), we replace $\mu_1$ by its expression Eq. (A.15):

$$\int_{-\infty}^{+\infty} \partial_{\phi_0}\partial_{\phi_2}\omega\partial_{\phi_2}(\phi_0, \mu_0)\mu_1 = -\int_{-\infty}^{+\infty} \partial_{\phi_0}\partial_{\phi_2}(\phi_0, \mu_0)\mu_1 \times \left\{ Y - \partial_{\phi_0}(\partial_{\phi_2}(\phi_0)\mu_1) \right\}$$

where the three integrals $\mathcal{F}$, $\mathcal{F}_1$ and $\mathcal{F}_2$ are defined in Tab. 3. For that result we used the two relations $\int_{-\infty}^{+\infty} \partial_{\phi_0}\partial_{\phi_2}(\phi_0) = p(1) - p(0) = 1$ and $\int_{-\infty}^{+\infty} \partial_{\phi_0}\partial_{\phi_2}(\phi_0) j_0^q q^{-1}(\phi_0) = \mathcal{F}_1 + \mathcal{F}_2 - \mathcal{F}_3$.

From Eq. (A.21) the integral is zero, so $Y$ is given by:

$$Y = \partial_{\phi_0}(\mathcal{F} - \mathcal{F}_1 - \mathcal{F}_2)$$

That relation is used to replace $Y$ in Eqs. (A.17a)-(A.17b):

$$\mu_1^0(\phi_0) = \partial_{\phi_0}(\mathcal{F} + \mathcal{F}_1 - \mathcal{F}_2)$$

where we have set $\Delta \mathcal{F} = \mathcal{F}_1 - \mathcal{F}_2$ and $\mathcal{D}\mathcal{F} = \mathcal{F}_1 - \mathcal{F}_2$. By summing Eq. (A.12) with $\varepsilon \times$ Eqs. (A.23a)-(A.23b) such as $\mu_0^0(\phi_0) = \mu_0(\phi_0)$, we get the discontinuity of chemical potential at interface:

$$\mu_1 - \mu_0 = \varepsilon v_n \frac{\mathcal{F} W}{D_l} \Delta \mathcal{F} + \varepsilon q_1 W \partial_{\phi_0}(\mu_0^0(\phi_0)) \Delta \mathcal{F}$$

where $\mu_1 \equiv \mu_0^0(\phi_0)$ and $\mu_0 \equiv \mu_0^0(\phi_0)$. That jump involves two Gibbs-Thomson conditions, one for each side of the interface:

$$\mu_1 - \mu_0 = \varepsilon \frac{d_0}{\Delta(c)co} \kappa - \frac{\beta \mu_0}{\Delta(c)co} v_n + \varepsilon I_1 \Delta \mathcal{F}$$

$$\mu_0 - \mu_0 = \varepsilon \frac{d_0}{\Delta(c)co} \kappa - \frac{\beta \mu_0}{\Delta(c)co} v_n + \varepsilon I_1 \left[ \Delta \mathcal{F} - \Delta \mathcal{F} \right]$$

where the first error term is noted $E_1 = q_1 W \partial_{\phi_0}(\mu_0^0(\phi_0))$ which cancels if $q_1 = 0$ i.e. $D_l = 0$. Those two relations are simply written for $\Phi = s, l$:

$$\mu_s - \mu_l = \varepsilon \frac{d_0}{\Delta(c)co} \kappa - \frac{\beta \mu_l}{\Delta(c)co} v_n + \varepsilon I_1 \left[ \Delta \mathcal{F} - \Delta \mathcal{F} \right]$$

$$\mu_s - \mu_l = \varepsilon \frac{d_0}{\Delta(c)co} \kappa - \frac{\beta \mu_l}{\Delta(c)co} v_n + \varepsilon I_1 \left[ \Delta \mathcal{F} - \Delta \mathcal{F} \right]$$

where $\Delta \mathcal{F} = \mathcal{F}_1 - \mathcal{F}_2$. The capillary length $d_0$ and the kinetic coefficient $\beta_0$ are defined by:

$$d_0 = \frac{\mathcal{F} W}{\lambda}$$

$$\beta_0 = \frac{\mathcal{F} W}{\lambda \mathcal{F}_0} \left[ 1 - \beta_0 \frac{\mathcal{F}_0}{\mathcal{F} \Delta(c)co} \right]$$
Appendix A.3.6. c-equation: analysis of terms $O(ε^2)$

For c-equation, two spurious terms in the Stefan condition arise from the analysis of terms $O(ε^2)$. After considering $θ_1 = 0$, $∂_t μ_0 = 0$, and $∂_x c = 0$ (because $c_0$ is constant), Eq. (A.6c) becomes:

$$\bar{γ} \left[ q(φ_0) \partial_2 μ_2 \right] = -v_0 c + \bar{k}_0 q(φ_0) \partial_2 μ_1 - q(φ_0) \partial_2^2 μ_0 $$

In the RHS, the second term $q(φ_0) \partial_2 μ_1$ is replaced by its expression Eq. (A.14). After integration w.r.t. $ξ$, we obtain:

$$q(φ_0) \partial_2 μ_2 = -ν_0 c + \Delta c \bar{κ}_0 \bar{v}_0 \int_0^∞ h(φ_0) - \bar{κ}_0 \bar{v}_0 + \bar{B}(ξ) $$

where $B(ξ)$ is a constant of integration. Then we use the matching conditions and look at the limits when $ξ$ tends to $+∞$ and $-∞$. For $ξ → +∞$, we obtain:

$$\bar{γ} \left[ \partial_2 μ_2 \right] = -v_0 c + \Delta c \bar{κ}_0 \bar{v}_0 \int_0^∞ h(φ_0) - \bar{κ}_0 \bar{v}_0 + \bar{B}(ξ) $$

and for $ξ → -∞$:

$$q(φ_0) \partial_2 μ_2 = -v_0 c + \Delta c \bar{κ}_0 \bar{v}_0 \int_0^∞ h(φ_0) - \bar{κ}_0 \bar{v}_0 + \bar{B}(ξ) $$

where the integrals $\mathcal{H}_f$, $\mathcal{H}_s$, $\mathcal{H}_f$ and $\mathcal{H}_s$ are defined in Tab. 3. The first equation minus the second one yields:

$$\partial_2 μ_2 = \int_0^∞ h(φ_0) - \bar{κ}_0 \bar{v}_0 + \bar{B}(ξ) $$

where $\Delta \mathcal{H} = \mathcal{H}_f - \mathcal{H}_s$ and $\mathcal{H}_f = f_f - f_s$. To obtain the Stefan condition, we recombine Eq. (A.18) with $ε$ and Eq. (A.27):

$$D_1 \partial_2 μ_1 + D_1 \partial_2 μ_1 = -v_0 \Delta c \bar{κ}_0 \bar{v}_0 + \Delta \mathcal{H} - \Delta \mathcal{H} - \int f_f - f_s $$

where $E_2 = W \bar{κ}_0 \Delta c_0$ and $E_3 = W D_1 \partial_2^2 μ_0$. 

Appendix A.4. Removal of error terms $E_1$, $E_2$, $E_3$

Three error terms appear in the sharp interface model which is recovered by the analysis: $E_1$ in the Gibbs-Thomson condition Eq. (A.26a) and $E_2$, $E_3$ in the Stefan condition Eq. (A.28). The errors $E_2$, $E_3$ disappear provided that $\Delta \mathcal{H} = 0$ and $\mathcal{H}_f = 0$. The condition $\Delta \mathcal{H} = 0$ is fulfilled for $q(φ_0)$ defined in Tab. 2. As a matter of fact, that stays true as long as $h(φ_0)$ is an odd function of $φ$. For $σ = 0$, the above condition is used to interpolate the diffusivities.

The condition $\mathcal{H}_f = 0$ cannot be ensured in the model without antitrapping current (i.e. $q(φ_0) = 0$). However, the condition can be respected by choosing appropriately the function $a(φ)$ of $J$. We already know that the integrand $h(φ_0)$ verifies $\Delta \mathcal{H} = 0$. To fulfill the condition $\Delta \mathcal{H} = 0$, the minimal requirement is to equalize the integrand of $h(φ_0)$:

$$\frac{h(φ)}{h(φ_0)} = a(φ_0) \frac{d_2 μ_0}{q(φ_0)} = h(φ_0)$$

Knowing $d_2 μ_0 = 4φ_0 (1 - φ_0)$, we have to define the function $a(φ_0)$ as:

$$a(φ_0) = \frac{1 - q(φ_0)}{4φ_0 (1 - φ_0)} \frac{h(φ_0)}{4}$$

As already mentioned, the error term $E_1$ is proportional to $q_1$, and vanishes if $q_1 = 0$ (i.e. $D_1 = 0$). If $q_1 ≠ 0$ then the error term disappears if $\mathcal{H}_f = 0$ and $\mathcal{H}_s = 0$. Cancellation of the term $\Delta \mathcal{H}$ is possible by using one harmonic interpolation for the diffusion coefficients instead of the linear interpolation $q(φ)$ of Tab. 2. However, in that case, $\mathcal{H}_f$ is no longer zero. To cancel both, one solution is to use a tensorial diffusivity so as to set the interpolation as linear in the direction tangent to the interface and harmonic in the normal direction (see [53, 44]). In our model, $q_f = q_s = 0$ if $q_1 = 1$ (see Tab. 3) i.e. for identical diffusivities of bulk phases. Finally the error term $E_2$ disappears for two cases: $D_1 = 0$ and $D_2 = D_3$.
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