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Abstract

A systematic theory of product and diagonal states is developed for tensor products of \(\mathbb{Z}_2\)-graded \(\ast\)-algebras, as well as \(\mathbb{Z}_2\)-graded \(C^\ast\)-algebras. As a preliminary step to achieve this goal, we provide the construction of a fermionic \(C^\ast\)-tensor product of \(\mathbb{Z}_2\)-graded \(C^\ast\)-algebras. Twisted duals of positive linear maps between von Neumann algebras are then studied, and applied to solve a positivity problem on the infinite Fermi lattice. Lastly, these results are used to define fermionic detailed balance (which includes the definition for the usual tensor product as a particular case) in general \(C^\ast\)-systems with gradation of type \(\mathbb{Z}_2\), by viewing such a system as part of a compound system and making use of a diagonal state.
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1 Introduction

Detailed balance is a central topic in Statistical Mechanics. In the quantum setting, it has been extensively studied and developed, see e.g. [3,4,17,40,41]. However, to our best knowledge, no formulations specific to graded algebras, which include fermionic systems, are present in literature.

The goal of this paper is to develop a general theory of product systems (or compound systems) endowed with a gradation of type $\mathbb{Z}_2$, and to use this theory as an abstract framework for formulating detailed balance aimed specifically at fermionic systems.

A central notion in this respect is a tensor product for two $\mathbb{Z}_2$-graded $\ast$-algebras, which we refer to as the Fermi tensor product. We consider this product in a very general algebraic point of view, and successively study its completion in a natural norm, which is introduced here, corresponding to the maximal $C^*$-cross norm for the usual tensor product.

A crucial issue in product systems is the product of states. In the special case of Canonical Anticommutation Relations (CAR for short) algebras, which reduce to the $C^*$-completion of the infinite tensor product of $2 \times 2$ matrices (see Sect. 4), the product state was introduced and studied in [8,9], where the reader is referred also for some relevant applications. These states have a central role in the study of distributional symmetries. Indeed, in [18,19] it has been stated that they are exactly the ergodic normalised positive functionals invariant under the action of the infinite symmetric group on the Fermi $C^*$-algebra. The theory of product states for the Fermi tensor product, which includes the CAR algebra as a special case, is therefore developed here along with their GNS representation.

Equally important is the diagonal state, which is a key construction in the theory of joinings and related ideas in ergodic theory. Diagonal states for the usual algebraic tensor product of von Neumann algebras have been studied and used with much success in noncommutative ergodic theory, see in particular [10,11,24–26,32,34]. They are also important in quantum detailed balance, where they provide an abstract version of maximally entangled states, see in particular [28,29]. It is therefore to be expected that a fermionic version of diagonal states, formulated in terms of the Fermi product, is crucial in the context of detailed balance for fermionic systems.

In addition, a version of quantum detailed balance, tailored to systems consisting of indistinguishable fermions, was recently introduced and studied in [27] for the special
case of a finite lattice. On the one hand, this confirmed the relevance of fermionic entangled states in the present context. On the other hand, it equally serves as a further and direct motivation for an abstract version of diagonal states for the Fermi tensor product, which is developed in this paper.

Moreover, in [27], in the case of the finite dimensional observable algebra associated to a finite fermion lattice, initial steps were taken to develop a duality theory for dynamical maps. This led to a characterization of fermionic standard quantum detailed balance in terms of the fermionic dual of the dynamics.

One remaining problem there was to determine if the fermionic dual of a dynamical map has positivity properties corresponding to that of the original map. It is one of the objectives of this paper to solve this problem, even in a more general form, by developing a duality theory in the von Neumann algebraic framework. Indeed, it will be seen that the dual map has the same positivity properties (positivity, $n$-positivity, or complete positivity) as the dynamical map itself, if the latter is even.

The final part of this work is devoted to formulate and discuss fermionic standard quantum detailed balance in the general $C^*$-algebra setup, focussing on conceptual aspects of the mathematical formulation. In particular, the Fermi tensor product clarifies the analogy with standard quantum detailed balance expressed in terms of the usual tensor product.

As quantum detailed balance is the origin of this paper, it is worth making some brief general remarks about this topic. The fermionic quantum detailed balance condition we are interested in, that is fermionic standard quantum detailed balance, is most directly motivated by standard quantum detailed balance with respect to a reversing operation. The latter condition has been studied in [15,28,30,31]. Closely related work has appeared in [14,21,42,44]. All of these in turn are built on the early works on quantum detailed balance. We mention [3], where to our knowledge this notion was first introduced for the case of open quantum Markov systems. Agarwal’s approach was later developed and extended in [17,41], whereas in [4,40] the authors introduced perhaps the best known definition of quantum detailed balance for quantum dynamical semigroups. We mention also the case in which the notion is strictly connected to symmetry properties related to the KMS condition [36].

As previously stressed, none of these references attempted to set up detailed balance specifically for systems of indistinguishable fermions. On the other hand, Markov chains and related matters (e.g. [2,33]) and also the extension of the abstract theory of disordered systems (cf. [12]) have been treated in the context of fermions, but without reference to detailed balance designed specifically for indistinguishable particles.

To set up the abstract algebraic framework, we work in terms of $Z_2$-gradings of $*$-algebras, and exploit the resulting Klein transformations. This includes the notion of twisted commutant in the case of von Neumann algebras, a concept developed in [22], and subsequently used in [23]. Our approach allows us to move from the concrete realm of the above cited paper [27] to an abstract framework for fermionic systems, where one can define a general version of the fermionic dual, that is the twisted dual, of a positive linear map.

In [22], twisted duality for an algebra of fields was studied in terms of the twisted commutant. This is related to locality, or more precisely Haag duality (see [39] and [38], Section III.4.2) in the so-called algebraic quantum field theory, when Fermi
fields are involved. In this paper, we define and study the twisted dual of a dynamical map, and more generally of a positive linear map from one von Neumann algebra to another.

We mention that twisted duality in the sense of [22] was shown for the CAR algebra case in [35]. The reader is referred to [48], Section 13 for a result of this type, and [45] for further related work.

However, a particularly useful approach to this problem was followed in [13], the main result of which will be applied in Sect. 12 in order to connect our general results to the concrete case of the CAR algebra, and contribute to solve the aforementioned problem.

The plan of the paper is as follows. Apart from the preliminary Sect. 2, in Sect. 3 we collect some general results on the (analogue of the) Gelfand-Naimark-Segal (GNS for short) representation arising from a positive functional on a merely (i.e. without any topology) involutive algebra, which is useful in the sequel.

In Sect. 4, we recall the main facts concerning $G$-graded involutive algebras, focussing ourselves on the case of our interest $G = \mathbb{Z}_2$.

One of the main ingredients to treat Fermi systems, is the Jordan–Klein–Wigner transformation (simply mentioned as the Klein transformation). After recalling its original definition, in Sect. 5 we investigate it in some detail from an abstract and concrete point of view. Related concepts, in particular the twisted commutant of a von Neumann algebra, are also discussed.

In Sect. 6, we recall the construction of the $\mathbb{Z}_2$-graded (Fermi) tensor product of $\mathbb{Z}_2$-graded $\ast$-algebras, whereas in Sect. 7 we study the product functional of two states on the algebraic Fermi tensor product and show whether it is positive. Indeed, given two states, each of them on the $\mathbb{Z}_2$-graded $\ast$-algebra, we define their product functional on the above tensor product, and prove that it is positive if at least one of the given states is even. This is a generalization of Theorem 1 in [8].

Furthermore, in Sect. 8 the maximal, possibly extended-valued, seminorm on the algebraic Fermi tensor product is introduced, and it is proved that it is indeed a $C^\ast$-norm. This gives rise to the Fermi $C^\ast$-product, analogous to the completion of the usual tensor product w.r.t. the maximal $C^\ast$-cross norm.

Even though it is not used in the rest of the paper, in Sect. 9 we also provide the description of the GNS representation for any product state, which is indeed more involved than the usual one, and is achieved via the Stinespring dilation.

Section 10 is mainly devoted to introduce the diagonal state for the Fermi tensor product, and its GNS representation is investigated as well.

Duality is then studied in Sect. 11, where we obtain an abstract result required to solve our positivity problem from [27] mentioned earlier.

As already pointed out, a duality theory is developed for positive linear maps between von Neumann algebras, by defining and investigating the twisted duals of such maps in terms of the twisted commutants of the von Neumann algebras, with particular emphasis on the positivity properties of the twisted dual maps. The positivity problem for an infinite Fermi lattice is then solved in Sect. 12.

The paper concludes with a proposal for fermionic detailed balance in the abstract framework in Sects. 13 and 14. Much of the foregoing theory is applied there in order
to motivate the proposal both conceptually and technically, along with illustration by some examples.

2 Preliminaries

Let \( \mathcal{A} \) be an involutive, or equivalently, a \(*\)-algebra. By aut(\( \mathcal{A} \)) we denote the group of its \(*\)-automorphisms.

For two linear spaces \( X \) and \( Y \), we denote by \( X \dot{+} Y \) and \( X \odot Y \) their algebraic direct sum and tensor product, respectively. If in addition \( \mathcal{A} \) and \( \mathcal{B} \) are involutive algebras with \(*\) denoting their involution, then \( \mathcal{A} \odot \mathcal{B} \) will denote the algebraic tensor product \( \mathcal{A} \odot \mathcal{B} \) equipped with the usual product and involution given on the generators by

\[
(a_1 \otimes b_1)(a_2 \otimes b_2) = a_1a_2 \otimes b_1b_2, \quad (a_1 \otimes b_1)^\dagger = a_1^* \otimes b_1^*,
\]

for all \( a_1, a_2 \in \mathcal{A}, b_1, b_2 \in \mathcal{B} \).

If \( \{\mathcal{A}_i\}_{i \in I} \) is a collection of \( C^*\)-algebras indexed by a set \( I \), \( \oplus_{i \in I} \mathcal{A}_i \) denotes their \( C^*\)-direct sum as defined in Section L2 of [49]. It is nothing but the \( C^*\)-completion of \( \bigoplus_{i \in I} \mathcal{A}_i \). If \( |I| < +\infty \), then \( \oplus_{i \in I} \mathcal{A}_i = \bigoplus_{i \in I} \mathcal{A}_i \) at the level of involutive algebras, where \( | \cdot | \) denotes the cardinality.

For \( C^*\)-algebras \( \mathcal{A} \) and \( \mathcal{B} \), we denote by \( \mathcal{A} \otimes_{\max} \mathcal{B} \) and \( \mathcal{A} \otimes_{\min} \mathcal{B} \) the completion of \( \mathcal{A} \otimes \mathcal{B} \) w.r.t. the maximal and minimal \( C^*\)-cross norm, respectively, see e.g. [47].

For states \( \omega \in S(\mathcal{A}), \varphi \in S(\mathcal{B}) \), we denote by

\[
\psi_{\omega,\varphi} \in S(\mathcal{A} \otimes_{\min} \mathcal{B})
\]

the product state on the \( C^*\)-algebra \( \mathcal{A} \otimes_{\min} \mathcal{B} \). A fortiori, \( \psi_{\omega,\varphi} \) is also well defined as a state on \( \mathcal{A} \otimes_{\max} \mathcal{B} \). Therefore, with an abuse of notation we write \( \psi_{\omega,\varphi} \in S(\mathcal{A} \otimes_{\max} \mathcal{B}) \), or merely \( \psi_{\omega,\varphi} \in S(\mathcal{A} \otimes \mathcal{B}) \).

Let \( \mathcal{A} \) be a \( C^*\)-algebra, and \( \varphi \in S(\mathcal{A}) \) a state. By \( (\mathcal{H}_\varphi, \pi_\varphi, \xi_\varphi) \), we denote the Gelfand-Naimark-Segal (GNS for short) representation associated to the state \( \varphi \), see e.g. [47]. If in addition \( \theta \in \text{aut}(\mathcal{A}) \) is a \(*\)-automorphism leaving invariant the state \( \varphi \), then there exists a unitary \( V_{\varphi,\theta} \) acting on \( \mathcal{H}_\varphi \) which implements \( \theta \), that is

\[
V_{\varphi,\theta} \pi_\varphi(a) V_{\varphi,\theta}^* = \pi_\varphi(\theta(a)), \quad a \in \mathcal{A}.
\]

The quadruple \( (\mathcal{H}_\varphi, \pi_\varphi, V_{\varphi,\theta}, \xi_\varphi) \) is called the covariant GNS representation associated to the triple \( (\mathcal{A}, \theta, \varphi) \).

If \( \mathcal{A} \) is a \( C^*\)-algebra with a \( C^*\)-subalgebra \( \mathcal{B} \), the linear mapping \( E : \mathcal{A} \to \mathcal{B} \) is called a projection if \( E(b) = b \) for all \( b \in \mathcal{B} \), and is said to be a \( \mathcal{B}\)-bimodule map if \( E(ab) = E(a)b \) and \( E(ba) = bE(a) \) for all \( a \in \mathcal{A}, b \in \mathcal{B} \). A positive \( \mathcal{B}\)-bimodule projection \( E \) is called a conditional expectation.

\footnote{We introduce the symbols \( \cdot \) and \( ^\dagger \) to denote the product and the involution in \( \mathcal{A} \otimes \mathcal{B} \) in order to distinguish them from the analogous operations (denoted by the standard symbology) in the \( \mathbb{Z}_2\)-graded tensor product \( \mathcal{A} \otimes \mathcal{B} \) whenever \( \mathcal{A} \) and \( \mathcal{B} \) are equipped with a \( \mathbb{Z}_2\)-grading.}
If $\Phi : \mathfrak{A} \mapsto \mathfrak{B}$ is a linear map between the $C^*$-algebras $\mathfrak{A}$ and $\mathfrak{B}$, it is said to be completely positive if all maps
$$\Phi \otimes \text{id}_{M_n(\mathbb{C})} : M_n(\mathfrak{A}) \to M_n(\mathfrak{B}), \quad n = 1, 2, \ldots$$
are positive.

### 3 The GNS representation for algebraic probability spaces

We recall and extend some properties concerning the Gelfand-Naimark-Segal representation associated to a so-called algebraic probability space.

An algebraic probability space is a pair $(\mathfrak{A}, \varphi)$ where $\mathfrak{A}$ is an involutive algebra, and $\varphi$ is a positive linear functional.\(^2\)

We report without proof (see e.g. [47]) the following well known result.

**Proposition 3.1** Let $\varphi$ be a positive functional on the involutive algebra $\mathfrak{A}$. Then the sesquilinear form $(x, y) \in \mathfrak{A} \times \mathfrak{A} \mapsto \varphi(x^* y) \in \mathbb{C}$

(i) is hermitian: $\varphi(y^* x) = \overline{\varphi(x^* y)}$,

(ii) and satisfies the Cauchy-Bunyakovsky-Schwarz inequality:
$$|\varphi(y^* x)|^2 \leq \varphi(x^* x)\varphi(y^* y).$$

By Proposition 3.1, we first see that $\mathfrak{A}$ is equipped with the semi-inner product $(x, y) \mapsto \varphi(y^* x)$, with seminorm $\|x\| := \varphi(x^* x)^{1/2}$. Let
$$n_\varphi := \{x \in \mathfrak{A} \mid \varphi(x^* x) = 0\}$$
be the left ideal associated to $\varphi$, and denote by $\mathcal{H}_\varphi$ the completion of the quotient space $\mathfrak{A}/n_\varphi$ w.r.t. the seminorm $\varphi(x^* x)^{1/2}$. As usual, $a \in \mathfrak{A} \mapsto a_\varphi \in \mathcal{H}_\varphi$ denotes the canonical quotient map.

In addition, it is matter of routine to check that, for each $a, x \in \mathfrak{A}$,
$$\pi_\varphi^0(a)x_\varphi := (ax)_\varphi$$
uniquely defines linear operators on the common dense domain
$$D_{\pi_\varphi^0(a)} = x_\varphi \mid x \in \mathfrak{A} \} =: D_\varphi.$$ The main properties of $\pi_\varphi^0$ are summarised in the following:

\(^2\) A positive linear functional $\varphi$ on the involutive algebra $\mathfrak{A}$ is an element of the algebraic dual of $\mathfrak{A}$ assuming positive values on positive elements:
$$\varphi(a^* a) \geq 0, \quad a \in \mathfrak{A}.$$
Theorem 3.2. Let $\varphi$ be a positive linear functional on the involutive algebra $\mathfrak{A}$. With the above notations, the following hold true.

(i) On $D_\varphi$, we have for $a, b \in \mathfrak{A}$ and $\alpha, \beta \in \mathbb{C}$, $\pi_\varphi^o(\alpha a + \beta b) = \alpha \pi_\varphi^o(a) + \beta \pi_\varphi^o(b)$.

(ii) For $x \in \mathfrak{A}$, $\pi_\varphi^o(x^*) \supset \pi_\varphi^o(x^*)$ and therefore the linear operators $\{\pi_\varphi^o(x) \mid x \in \mathfrak{A}\}$ are closable on the common core $D_\varphi$.

(iii) $\pi_\varphi^o(x^*) \supset \pi_\varphi^o(x)$ and therefore $\pi_\varphi^o(x)$ is hermitian, provided $x = x^*$.

(iv) For $\pi_\varphi(x) \equiv \pi_\varphi^o(x^*)$ we have $\pi_\varphi(x)^* \subset \pi_\varphi(x)^*$, and therefore $\pi_\varphi(x)^*$ is Hermitian, provided $x = x^*$.

(v) For $x \in \mathfrak{A}$, if for some constant $A_x$ we have $|\varphi(x)| \leq A_x \varphi(x^*)$ for all $a \in \mathfrak{A}$, then $D_{\pi_\varphi^o(x)} = \mathcal{H}_\varphi$ and therefore $\pi_\varphi^o(x)$ is bounded.

(vi) If for the uniform constant $C$ we have $|\varphi(x)| \leq C \varphi(x^x)^{1/2}$ for all $x \in \mathfrak{A}$, then there exists $\xi_\varphi \in \bigcap_{x \in \mathfrak{A}} D_{\pi_\varphi^o(x^*)} \mathcal{H}_\varphi$ which is cyclic, i.e. $\pi_\varphi^o(\mathfrak{A}) \xi_\varphi = \mathcal{H}_\varphi$, and such that

$$\varphi(x) = \{\pi_\varphi^o(x^*) \xi_\varphi, \xi_\varphi\}, \quad x \in \mathfrak{A}.$$  

Proof (i) is trivial. For (ii), we have

$$\langle \pi_\varphi^o(x)a_\varphi, b_\varphi \rangle = \langle (xa)_\varphi, b_\varphi \rangle = \varphi(b^* xa)$$

$$= \varphi((x^* b)^* a) = \langle a_\varphi, (x^* b)_\varphi \rangle$$

$$= \langle a_\varphi, \pi_\varphi^o(x^*) b_\varphi \rangle,$$

and therefore $\pi_\varphi^o(x)^*$ extends $\pi_\varphi^o(x^*)$. Since $\pi_\varphi^o(x)$ admits the closed extension $\pi_\varphi^o(x^*)^*$, it is closable.

Concerning (iii),

$$\left(\pi_\varphi^o(x^*)^*\right)^* = \pi_\varphi^o(x^*)^* \supset \pi_\varphi^o(x).$$

Concerning (iv), by (ii), we get

$$\pi_\varphi(x^*) = \pi_\varphi^o(x^*) \supset \pi_\varphi^o(x^*) = \pi_\varphi^o(x^*)^* = \pi_\varphi^o(x^*)^* = \pi_\varphi(x)^*.$$

If (v) is satisfied for some $x \in \mathfrak{A}$, then $\pi_\varphi^o(x)$ is bounded on the dense domain $D_\varphi$. Therefore, it uniquely extends to a bounded operator on the whole $\mathcal{H}_\varphi$, which coincides with its closure by the closed graph theorem.

Suppose that (vi) holds true. Then $x_\varphi \in \mathcal{H}_\varphi \mapsto \varphi(x)$ uniquely extends to a bounded linear functional on $\mathcal{H}_\varphi$ and therefore, by the Riesz theorem, $\varphi(x) = \langle x_\varphi, \xi_\varphi \rangle$ for a uniquely determined vector $\xi_\varphi \in \mathcal{H}_\varphi$. In addition,

$$\langle \pi_\varphi^o(x^*) a_\varphi, \xi_\varphi \rangle = \langle (x^* a)_\varphi, \xi_\varphi \rangle = \varphi(x^* a) = \langle a_\varphi, x_\varphi \rangle,$$
and so $\xi_\phi \in D_{\pi_\phi^0(x^*)}$ with $\pi_\phi^0(x^*)^* \xi_\phi = x_\phi$. By (ii) this gives that $\xi_\phi$ is cyclic, and we get

$$\varphi(x) = \langle x_\phi, \xi_\phi \rangle = \langle \pi_\phi^0(x^*)^* \xi_\phi, \xi_\phi \rangle.$$ 

\[ \square \]

In the general setting previously described, by (vi) of Theorem (3.2), the candidate for the GNS representation associated to the algebraic probability space $(\mathfrak{A}, \varphi)$ can be viewed as the collection of the closed operators $\{\pi_\phi^0(x^*) \mid x \in \mathfrak{A}\}$, acting on the Hilbert space $\mathcal{H}_\phi$.

We note that, without assuming further conditions, such operators of the GNS representation associated to an algebraic probability space do not enjoy the good well-known properties of the usual situation arising in the $C^*$-algebraic setting. However, for the purpose of the present paper, we only deal with cases for which (v) and (vi) in the previous theorem are satisfied for each $a \in \mathfrak{A}$.\footnote{The properties (v) and (vi) of Theorem 3.2 hold true for each $a \in \mathfrak{A}$, provided $\mathfrak{A}$ is an involutive Banach algebra equipped with a bounded approximate unity, and therefore when $\mathfrak{A}$ is a $C^*$-algebra, see e.g. [47].} In this situation, the GNS representation is commonly denoted by the triple $(\mathcal{H}_\phi, \pi_\phi, \xi_\phi)$, uniquely determined up to unitary equivalence, see e.g. [47], Section I.9.

## 4 $\mathbb{Z}_2$-graded $*$-algebras

For $\mathbb{Z}_2 = \{1, -1\}$ with the product as the group operation, the involutive algebra $\mathfrak{A}$ is an involutive $\mathbb{Z}_2$-graded algebra\footnote{Another standard terminology would be involutive superalgebra.} if

$$\mathfrak{A} = \mathfrak{A}_1 + \mathfrak{A}_{-1},$$

and

$$(\mathfrak{A}_i)^* = (\mathfrak{A}^*)_i, \quad \mathfrak{A}_i \mathfrak{A}_j \subset \mathfrak{A}_{ij}, \quad i, j = 1, -1.$$ 

More generally, for a group $G$ an involutive $G$-graded algebra $\mathfrak{A}$ would be an algebraic direct sum

$$\mathfrak{A} = \bigoplus_{g \in G} \mathfrak{A}_g,$$

equipped with a product and an involution satisfying

$$\mathfrak{A}_g \mathfrak{A}_h \subset \mathfrak{A}_{gh}, \quad \mathfrak{A}_g^* \subset \mathfrak{A}_{g^{-1}}.$$ 

The linear subspaces $\mathfrak{A}_g$, for $g \in G$, are called the homogeneous components of $\mathfrak{A}$. Elements of $\mathfrak{A}_g$, for any $g \in G$, are correspondingly called homogeneous elements of
For the unit $e \in G$, the homogeneous component $A_e$ is an involutive subalgebra of $A$ containing the identity $1_A$ if $A$ is unital.

Since we only deal with $\mathbb{Z}_2$-graded algebras, we do not pursue the situation associated to a general group $G$ any further. In the case of $G = \mathbb{Z}_2$, for each homogeneous element $x \in A_{\pm 1}$ we correspondingly indicate its grade by

$$\partial(x) = \pm 1.$$ 

Suppose now we have an involutive $\mathbb{Z}_2$-graded algebra $A = A_1 + A_{-1}$ as above, and define $\theta : A \to A$ as

$$\theta \big|_{A_1} = \text{id}_{A_1}, \quad \theta \big|_{A_{-1}} = -\text{id}_{A_{-1}}.$$ 

It is almost immediate to check that $\theta \in \text{aut}(A)$ is an involutive $\ast$-automorphism (i.e. $\theta^2 = \text{id}_A$). Conversely, let $\theta \in \text{aut}(A)$ such that $\theta^2 = \text{id}_A$, and consider

$$\varepsilon_1 := \frac{1}{2}(\text{id}_A + \theta), \quad \varepsilon_{-1} := \frac{1}{2}(\text{id}_A - \theta),$$

$$A_1 := \varepsilon_1(A), \quad A_{-1} := \varepsilon_{-1}(A).$$

**Lemma 4.1** With the above notations, the $\ast$-automorphism $\theta$ induces a structure of involutive $\mathbb{Z}_2$-graded algebra on $A$.

**Proof** We have only to show $A_1 \cap A_{-1} = \{0\}$, the others properties being trivial. Indeed, let us take $a, b, c \in A$ such that

$$\frac{b + \theta(b)}{2} = a = \frac{c - \theta(c)}{2}.$$ 

Then $\theta(a) = a = -\theta(a)$, which gives $a = 0$. \qed

As a consequence, for an involutive algebra $A$ a $\mathbb{Z}_2$-grading is always induced by an involutive $\ast$-automorphism, and therefore we can state the following

**Definition 4.2** A $\mathbb{Z}_2$-graded involutive algebra is a pair $(A, \theta)$, with $A$ an involutive algebra and $\theta \in \text{aut}(A)$ such that $\theta^2 = \text{id}_A$.

We then also refer to $\theta$ as a $\mathbb{Z}_2$-grading of $A$, and denote by $A_+ := A_1$ the even part (which is indeed a $\ast$-subalgebra of $A$), and by $A_- := A_{-1}$ the odd part of $A$, respectively. As a consequence, for any $a \in A$, we can write $a = a_+ + a_-$, with $a_+ \in A_+$, $a_- \in A_-$, and this decomposition is unique. Moreover, one has $\theta(a_+) = a_+$, $\theta(a_-) = -a_-$. Any involutive algebra is endowed with the trivial $\mathbb{Z}_2$-grading induced by $\theta = \text{id}_A$, if no nontrivial $\ast$-automorphism is selected. In this case, $A_+ = A$ and $A_- = \{0\}$.

In the sequel, we will not indicate the grading automorphism whenever the latter is fixed, without risk of confusion.
Let \((\mathfrak{A}^{(i)}, \theta^{(i)}), i = 1, 2\) be a pair of \(\mathbb{Z}_2\)-graded involutive algebras, together with a map \(T : \mathfrak{A}^{(1)} \to \mathfrak{A}^{(2)}\). \(T\) is said to be even if it is grading-equivariant:

\[
T \circ \theta^{(1)} = \theta^{(2)} \circ T.
\]

When \(\theta^{(2)} = \text{id}_{\mathfrak{A}^{(2)}}\), the map \(T : \mathfrak{A}^{(1)} \to \mathfrak{A}^{(2)}\) is even if and only if it is grading-invariant, that is \(T \circ \theta^{(1)} = T\). As a particular case when \((\mathfrak{A}^{(1)}, \theta^{(1)}) = (\mathfrak{A}, \theta)\) and \(\mathfrak{A}^{(2)} = (\mathbb{C}, \text{id}_{\mathbb{C}})\), a functional \(f : \mathfrak{A} \to \mathbb{C}\) is even if and only if \(f \circ \theta = f\). If the map \(T\) (or the functional \(f\)) is \(\mathbb{Z}_2\)-linear, then it is even if and only if \(T \mid_{\mathfrak{A}^{(1)}} = 0\) (\(f \mid_{\mathfrak{A}^{(1)}} = 0\)).

We now specialise the situation to the following example. It comes directly from quantum field theory and statistical mechanics, and is based on the Canonical Anticommutation Relations algebra on a countable set of indices.

Recall that for an arbitrary set \(L\), the Canonical Anticommutation Relations (CAR for short) algebra over \(L\) is the \(C^\ast\)-algebra \(\text{CAR}(L)\) with the identity \(1\) generated by the set \([a_j, a_k^\dagger] \mid j \in L\) \((i.e.\) the Fermi annihilators and creators respectively), and the relations

\[
(a_j)^\ast = a_j^\dagger, \{a_j^\dagger, a_k\} = \delta_{jk} 1, \{a_j, a_k\} = \{a_j^\dagger, a_k^\dagger\} = 0, \quad j, k \in L.
\]

A \(\mathbb{Z}_2\)-grading is induced on \(\text{CAR}(L)\) by the \(*\)-automorphism \(\theta\) acting on the generators as

\[
\theta(a_j) = -a_j, \quad \theta(a_j^\dagger) = -a_j^\dagger, \quad j \in L.
\]

Notice that, by definition,

\[
\text{CAR}(L) = \text{CAR}_o(L),
\]

where

\[
\text{CAR}_o(L) := \bigcup \{\text{CAR}(I) \mid I \subset L, \text{finite}\}
\]

is the dense subalgebra of the localised elements.

For a countable index set \(L \sim \mathbb{N}\), \(\text{CAR}(L)\) can be identified with the \(C^\ast\)-infinite tensor product of \(L\)-copies of \(M_2(\mathbb{C})\), that is

\[
\text{CAR}(\mathbb{N}) \sim \bigotimes_{\mathbb{N}} M_2(\mathbb{C}).
\]

As shown in [47], Exercise XIV.1, the above isomorphism is achieved by a Jordan–Klein–Wigner transformation. We briefly report such a construction for the convenience of the reader. Indeed, consider \(U_j := a_j a_j^\dagger - a_j^\dagger a_j, \quad V_0 := 1, \quad \text{and}
\]
\( V_j := \prod_{n=1}^{J} U_n \), for \( j = 1, 2, \ldots \). The Jordan–Klein–Wigner construction is defined as follows

\[
e_{11}(j) := a_j a_j^\dagger, \quad e_{12}(j) := V_{j-1} a_j,
\]
\[
e_{21}(j) := V_{j-1} a_j^\dagger, \quad e_{22}(j) := a_j^\dagger a_j,
\]

and provides a system of commuting matrix units \( \{e_{kl}(j) \mid k, l = 1, 2\} \) in \( \text{CAR}(\mathbb{N}) \). Now fix a set of points \( [1, l] \subset \mathbb{N} \) and consider the system of matrix units localised in \( r \in \mathbb{N} \), that is

\[
\{\varepsilon_{i_r,j_r}(r)\}_{i_r,j_r=1,2} \subset \bigotimes_{N} \mathbb{M}_2(\mathbb{C})^C.
\]

It turns out that the map

\[
e_{i_1,j_1}(1) \cdots e_{i_l,j_l}(l) \mapsto \varepsilon_{i_1,j_1}(1) \otimes \cdots \otimes \varepsilon_{i_l,j_l}(l)
\]

where \( i_k, j_k = 1, 2, k = 1, 2, \ldots, l \) and \( l \in \mathbb{N} \), realises the isomorphism (4.3) as a consequence of (4.1) and (4.2).

We also recall that in this case the Fock representation of the CAR algebra is realised on the anti-symmetric Fock space over \( \mathfrak{h} := \ell^2(\mathbb{N}) \), as the map sending the algebraic generators \( a_j^\dagger \) and \( a_j \) to the anti-symmetric creation and annihilation operators, respectively [16]. These operators will be explicitly recalled in Sect. 12, where we return to the fermionic relations to solve a problem in duality that was raised in [27].

### 5 The Klein transformation

We exhibit a simple but useful construction of a Jordan–Klein–Wigner (Klein for short) transformation. Such a (spatial) construction generalises the analogous one for the models living on the lattice \( \mathbb{Z}^d \) and outlined in Sect. 4, and includes those already present in literature (e.g. [16,22,23,38]).

Consider a Hilbert space \( \mathcal{H} \), together with a self-adjoint unitary \( \Gamma \in \mathcal{B}(\mathcal{H}) \), i.e. \( \Gamma^2 = \mathbf{1}_{\mathcal{H}} \), where \( \mathbf{1}_{\mathcal{H}} \) is the identity operator on \( \mathcal{H} \). The adjoint action \( \gamma := \text{ad}_\Gamma \) of \( \Gamma \) naturally equips \( \mathcal{B}(\mathcal{H}) \) with a \( \mathbb{Z}_2 \)-grading.\(^5\) Notice that for any \( a \in \mathcal{B}(\mathcal{H}) \)

\[
\Gamma a_+ = a_+ \Gamma, \quad \Gamma a_- = -a_- \Gamma.
\]

We can define the **Klein transformation** \( \kappa_{\Gamma} \) on \( \mathcal{B}(\mathcal{H}) \) induced by \( \Gamma \) as

\[
\kappa_{\Gamma}(a_+ + a_-) := a_+ + \Gamma a_-, \quad a_+ + a_- = a \in \mathcal{B}(\mathcal{H})
\]

\(^5\) Notice that \( \gamma(\Gamma) = \Gamma \Gamma^* = \Gamma^3 = \Gamma \), hence \( \Gamma \) is even.
Together with $\kappa_\Gamma$, we can equally well define the map $\eta_\Gamma$ by

$$\eta_\Gamma(a_+ + a_-) := a_+ + i \Gamma a_-, \quad a_+ + a_- = a \in \mathcal{B}(\mathcal{H}). \quad (5.1)$$

Both $\kappa_\Gamma$ and $\eta_\Gamma$ are linear, invertible and identity preserving maps, but $\eta_\Gamma$ is a $\ast$-automorphism and $\kappa_\Gamma$ is not unless $\Gamma = \text{id}_\mathcal{H}$. Indeed, $\kappa_\Gamma^{-1} = \kappa_\Gamma$, and

$$\eta_\Gamma^{-1}(a_+ + a_-) := a_+ - i \Gamma a_-, \quad a_+ + a_- = a \in \mathcal{B}(\mathcal{H}). \quad (5.2)$$

Moreover, $\kappa_\Gamma(a^*) = \kappa_\Gamma(\gamma(a))^*$, and $\kappa_\Gamma(ab) - \kappa_\Gamma(a)\kappa_\Gamma(b) = 2a_-b_-$ for any $a, b \in \mathcal{B}(\mathcal{H})$. We refer to $\eta_\Gamma$ as the twist automorphism of $\mathcal{B}(\mathcal{H})$ induced by $\Gamma$. Notice that in terms of the linear bijection

$$\tilde{\varepsilon} := \varepsilon_1 + i \varepsilon_{-1} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) \quad (5.3)$$

(whose inverse is given by $\tilde{\varepsilon}^{-1} = \varepsilon_1 - i \varepsilon_{-1}$), we have that

$$\eta_\Gamma = \tilde{\varepsilon} \circ \kappa_\Gamma = \kappa_\Gamma \circ \tilde{\varepsilon}, \quad (5.4)$$

which is relevant in relation to even maps in Sect. 11.

The twist automorphism $\eta_\Gamma$ of $\mathcal{B}(\mathcal{H})$ is in fact the adjoint map of a unitary $K$ on $\mathcal{H}$. In more detail, let $P_+$ and $P_-$ be the two projections onto the eigenspaces of $\Gamma$, i.e.

$$P_+ := \frac{1}{2}(\mathbf{1}_\mathcal{H} + \Gamma) \text{ and } P_- := \frac{1}{2}(\mathbf{1}_\mathcal{H} - \Gamma),$$

and define the unitary

$$K := P_+ - i P_- \quad (5.5)$$

Observe that, for any $a \in \mathcal{B}(\mathcal{H}),$

$$K^2 = \Gamma, \quad a_+ K = Ka_+, \quad a_- K^* = i Ka_-.$$

As a consequence,

$$\eta_\Gamma(a) = KaK^* \quad (5.6)$$

for any $a \in \mathcal{B}(\mathcal{H})$.

The following definition gives a key concept for the paper, see e.g. [22], Section IV.

**Definition 5.1** For a Hilbert space $\mathcal{H}$, fix a self-adjoint unitary $\Gamma \in \mathcal{B}(\mathcal{H})$. For any $S \subseteq \mathcal{B}(\mathcal{H})$, the twisted commutant $S'_\Gamma$ of $S$ is defined as $S'_\Gamma := \kappa_\Gamma(S')$. 

The twisted commutant $S^\Gamma_1$ depends on the self-adjoint unitary $\Gamma$. Sometimes, we omit to point out such a dependence if this causes no confusion. We mention that the term “graded commutant” is also used for the twisted commutant, see e.g. [48], Section 12.

For the remainder of this section we focus on the von Neumann algebraic set-up, which forms the basis for duality in Sects. 11 and 12.

**Proposition 5.2** Let $(\mathcal{M}, \mathcal{H})$ be a von Neumann algebra and $\Gamma \in \mathcal{B}(\mathcal{H})$ a self-adjoint unitary. Then $\mathcal{M}^\Gamma_1 = \eta_\Gamma(\mathcal{M}')$, and therefore $\mathcal{M}^\Gamma_1$ is a von Neumann algebra.

**Proof** With $\eta = \eta_\Gamma$ and $\mathcal{M}' = \mathcal{M}^\Gamma_1$, first we have

$$
\mathcal{M}' = \varepsilon_1(\mathcal{M}') \oplus \Gamma \varepsilon_{-1}(\mathcal{M}') = \varepsilon_1(\mathcal{M}') \oplus \Gamma (-\varepsilon_{-1}(\mathcal{M}')) = \varepsilon_1(\mathcal{M}') \oplus i\Gamma \varepsilon_{-1}(\mathcal{M}')
$$

The fact that $\mathcal{M}'$ is a von Neumann algebra easily follows if one checks $\eta(\mathcal{M}') = \eta(\mathcal{M})'$. Indeed, suppose $x' \in \mathcal{M}'$. For any $x \in \mathcal{M}$

$$
\eta(\varepsilon(x)) = \eta(x'x) = \eta(xx') = \eta(x)\eta(x')
$$

hence $\eta(\mathcal{M}') \subset \eta(\mathcal{M})'$. Let now take $y \in \mathcal{B}(\mathcal{H})$ such that $y \eta(x) - \eta(x)y = 0$ for each $x \in \mathcal{M}$, i.e. $y \in \eta(\mathcal{M})'$. Then

$$
\eta^{-1}(y)x - x\eta^{-1}(y) = 0 \iff \eta^{-1}(y)x = x\eta^{-1}(y), \quad x \in \mathcal{M}.
$$

Therefore, $\eta^{-1}(y) \in \mathcal{M}'$, that is $\eta(\mathcal{M})' \subset \eta(\mathcal{M}')$, which combined with the previous computations leads to the assertion. \qed

As (5.2) yields

$$
\kappa_\Gamma(\mathcal{M}) = \eta_\Gamma(\mathcal{M}) = \eta_\Gamma^{-1}(\mathcal{M}), \quad (5.7)
$$

Proposition 5.2 and (5.7) give the following chain of equalities

$$
\kappa_\Gamma(\mathcal{M}') = \eta_\Gamma(\mathcal{M}') = \mathcal{M}^\Gamma_1 = \eta_\Gamma(\mathcal{M})' = \kappa_\Gamma(\mathcal{M})'. \quad (5.8)
$$

With an abuse of language, we still refer to the map $\eta_\Gamma$ as a Klein transformation because it produces the same twisted commutant as $\kappa_\Gamma$ and has the added advantage of being a $\ast$-automorphism, which is crucial for the definition of the diagonal state in Sect. 10.

**Proposition 5.3** Let $(\mathcal{M}, \mathcal{H})$ be a von Neumann algebra, and $\Gamma \in \mathcal{B}(\mathcal{H})$ a self-adjoint unitary. Then

$$
\mathcal{M}^\Gamma_1 := (\mathcal{M}^\Gamma_1)_1 = \text{ad}_\Gamma(\mathcal{M}).
$$
Proof With \( \eta = \eta \Gamma \), we start by noticing that \( \eta(\mathcal{M}') = \eta(\mathcal{M})' \) (cf. (5.8)), and \( \eta^2 = \text{ad}\Gamma \). Therefore, by Proposition 5.2,

\[
(\mathcal{M}_\Gamma')_\Gamma = \eta(\mathcal{M}') = \eta(\mathcal{M}) = \eta^2(\mathcal{M}) = \text{ad}\Gamma(\mathcal{M}).
\]

\( \Box \)

The following simple facts generalise the known ones on the standard vectors.

**Proposition 5.4** Let \((\mathcal{M}, \mathcal{H})\) be a von Neumann algebra, and \(\Gamma \in B(\mathcal{H})\) a self-adjoint unitary. For \(\xi \in \mathcal{H}\), and \(K\) the unitary given in (5.5), we have

(i) \(\xi\) is cyclic for \(\mathcal{M}\) \(\iff\) \(K\xi\) is separating for \(\mathcal{M}_\Gamma\),

(ii) \(\xi\) is separating for \(\mathcal{M}\) \(\iff\) \(K\xi\) is cyclic for \(\mathcal{M}_\Gamma\).

**Proof** We prove (i), (ii) being similar. Indeed, \(\xi\) is cyclic for \(\mathcal{M}\) \(\iff\) \(\xi\) is separating for \(K\mathcal{M}' = K\mathcal{M}'K^*K = (K\mathcal{M}'K^*)K = \mathcal{M}_\Gamma^*K\),

that is \(K\xi\) is separating for \(\mathcal{M}_\Gamma\), and the last equality follows from (5.6). \( \Box \)

A case of interest for our purposes will be when \((\mathfrak{A}, \theta)\) and \(\varphi \in S(\mathfrak{A})\) are a \(\mathbb{Z}_2\)-graded \(C^*\)-algebra and an even state, respectively. Since \(\varphi\) is \(\theta\)-invariant, we can look at the GNS covariant representation \((\mathcal{H}_\varphi, \pi_\varphi, V_{\varphi, \theta}, \xi_\varphi)\). As \(V_{\varphi, \theta}\) is a self-adjoint unitary, we can directly consider the \(\mathbb{Z}_2\)-grading induced on \(B(\mathcal{H}_\varphi)\) by its adjoint action, making \((B(\mathcal{H}_\varphi), \text{ad}_{V_{\varphi, \theta}})\) an involutive \(\mathbb{Z}_2\)-graded algebra in a canonical way.

Indeed, we consider a von Neumann algebra \((\mathcal{M}, \mathcal{H})\) with a \(\mathbb{Z}_2\)-grading given by the involutive \(*\)-automorphism \(\theta\), and a cyclic vector \(\xi\). We suppose also that the normal state

\[
\mu(b) = \langle b\xi, \xi \rangle, \quad b \in \mathcal{M}
\]

is even, i.e. \(\mu \circ \theta = \mu\). In this case we say \(\theta\) is a \(\mathbb{Z}_2\)-grading of \((\mathcal{M}, \mu)\), and \(\theta\) and \(\mu\) can be extended to all of \(B(\mathcal{H})\). Namely, the map

\[
\Gamma b\xi := \theta(b)\xi, \quad b \in \mathcal{M}
\]

uniquely extends to a self-adjoint unitary operator on \(\mathcal{H}\), denoted by \(\Gamma\) with an abuse of notation.

The \(*\)-automorphism \(\gamma\) of \(B(\mathcal{H})\), defined as \(\gamma := \text{ad}\Gamma\) endows \(B(\mathcal{H})\) with a \(\mathbb{Z}_2\)-grading structure, and indeed extends \(\theta\) since \(\theta(b) = \Gamma b\Gamma\) for any \(b \in \mathcal{M}\).

For the functional \(\mu\), it is simply extended as an even state by \(\omega \in S(B(\mathcal{H}))\), where

\[
\omega(a) := \langle a\xi, \xi \rangle
\]
for all \( a \in \mathcal{B}(\mathcal{H}) \). Notice that
\[
\omega(\kappa_\Gamma(a)b) = \omega(ab)
\]
(5.9)

for all \( a, b \in \mathcal{B}(\mathcal{H}) \), this property being useful in connection with duality in Sect. 11.

Moreover, since \( \Gamma \xi = \xi, \xi \) is invariant for \( K \). Thus (5.6) yields that \( \eta_\Gamma(\mathcal{M}) \) is a von Neumann algebra with cyclic vector \( \xi \), and \( \omega \circ \eta_\Gamma = \omega \).

**Remark 5.5** We point out the following useful facts:

(i) \( \mathcal{M}_\Gamma = \mathcal{M} \);
(ii) \( \xi \) is separating for \( \mathcal{M}_\Gamma \);
(iii) if \( \xi \) is separating for \( \mathcal{M} \), then it is cyclic for \( \mathcal{M}_\Gamma \).

Indeed, (i) follows from Proposition 5.3 as \( \text{ad}\Gamma(\mathcal{M}) = \mathcal{M} \), whereas (ii) and (iii) are immediate consequence of Proposition 5.4, since in our case \( K\xi = \xi \).

As the adjoint action of \( \Gamma \) leaves \( \mathcal{M} \) globally stable, one has \( \text{ad}\Gamma(\mathcal{M}') = \mathcal{M}' \). As a consequence, \( \gamma' := \gamma|_{\mathcal{M}'} \) is a \( \mathbb{Z}_2 \)-grading of \( (\mathcal{M}', \mu') \), where \( \mu' := \omega|_{\mathcal{M}'} \). In addition, \( \text{ad}\Gamma(\mathcal{M}_\Gamma') = \mathcal{M}_\Gamma' \), and therefore \( \gamma := \gamma|_{\mathcal{M}_\Gamma} \) is a \( \mathbb{Z}_2 \)-grading of \( (\mathcal{M}_\Gamma, \mu') \), where \( \mu' := \omega|_{\mathcal{M}_\Gamma} \).

Finally, we notice that we can take the right version of \( \kappa_\Gamma \) as the Klein transformation, that is
\[
\kappa_\Gamma \circ \gamma = \gamma \circ \kappa_\Gamma : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}) : a \mapsto a_+ + a_- \Gamma .
\]
(5.10)

This forces us to get the right version of \( \eta_\Gamma \), given by \( \eta_\Gamma^{-1} \) in (5.2). However, because of (5.7) and Proposition 5.2, the twisted commutant is not affected by this choice, nor is there any effect on the content of our main results regarding duality collected in Theorems 11.2 and 12.4.

### 6 The (algebraic) Fermi tensor product

Let \( \mathfrak{A} \) and \( \mathfrak{B} \) be two involutive \( \mathbb{Z}_2 \)-graded algebras, or equivalently \( \ast \)-superalgebras in the common language from Sect. 4. We now discuss the definition of the involutive \( \mathbb{Z}_2 \)-graded tensor product \( \mathfrak{A} \otimes \mathfrak{B} \) between \( \mathfrak{A} \) and \( \mathfrak{B} \), which perhaps could be known to experts.

Concerning the linear structure, one notices that
\[
\mathfrak{A} \otimes \mathfrak{B} = \bigoplus_{i,j \in \mathbb{Z}_2} (\mathfrak{A}_i \otimes \mathfrak{B}_j) = \mathfrak{A} \otimes \mathfrak{B} ,
\]
where on the r.h.s. we used the symbol “\( \otimes \)” to recall that the usual operations of taking adjoint “\( \dagger \)” and product “\( . \)” are also defined on the l.h.s..
For homogeneous elements \( a \in \mathcal{A}, b \in \mathcal{B} \) and \( i, j \in \mathbb{Z}_2 \), we recall the following definitions

\[
\begin{align*}
\epsilon(a, b) & := \begin{cases} -1 & \text{if } \partial(a) = \partial(b) = -1, \\ 1 & \text{otherwise}. \end{cases} \\
\epsilon(i, j) & := \begin{cases} -1 & \text{if } i = j = -1, \\ 1 & \text{otherwise}. \end{cases}
\end{align*}
\]

Consider the generic elements \( x, y \in \mathcal{A} \odot \mathcal{B} \). We can write

\[
\begin{align*}
x & := \bigoplus_{i,j \in \mathbb{Z}_2} x_{i,j} \in \bigoplus_{i,j \in \mathbb{Z}_2} (\mathcal{A}_i \odot \mathcal{B}_j), \\
y & := \bigoplus_{i,j \in \mathbb{Z}_2} y_{i,j} \in \bigoplus_{i,j \in \mathbb{Z}_2} (\mathcal{A}_i \odot \mathcal{B}_j),
\end{align*}
\]

and we set

\[
\begin{align*}
x^* & := \sum_{i,j \in \mathbb{Z}_2} \epsilon(i, j)x_{i,j}^+, \\
x y & := \sum_{i,j,k,l \in \mathbb{Z}_2} \epsilon(j,k)x_{i,j} \cdot y_{k,l}.
\end{align*}
\]

Notice that for \( x = a \odot b \) and \( y = A \odot B \), where \( a, A \in \mathcal{A} \) and \( b, B \in \mathcal{B} \),

\[
\begin{align*}
x^* & = \epsilon(a, b)x^+ = \epsilon(a, b)a^* \odot b^*, \\
x y & = \epsilon(b, A)(a \otimes b) \cdot (A \otimes B) = \epsilon(b, A)aA \otimes bB.
\end{align*}
\]

**Proposition 6.1** The involution and product operations on \( \mathcal{A} \odot \mathcal{B} \) given in (6.3) are well defined, and make the linear space \( \mathcal{A} \odot \mathcal{B} \) an involutive algebra.

**Proof** It is almost immediate to show that the operations in (6.3) make \( \mathcal{A} \odot \mathcal{B} \) an involutive algebra, provided they are well defined. For the latter property, take \( x \) and \( y \) as in (6.2). If \( x = 0 \) or \( y = 0 \), then \( x_{i,j} = 0 \) or \( y_{i,j} = 0 \) for all \( i, j \in \mathbb{Z}_2 \), and therefore \( x^* = 0 \) and \( xy = 0 \).

**Definition 6.2** The tensor product \( \mathcal{A} \odot \mathcal{B} \), endowed with the involution and product given in (6.3), is called the (algebraic) Fermi tensor product of \( \mathcal{A} \) and \( \mathcal{B} \), and is denoted by \( \mathcal{A}_F \mathcal{B} \).

For the involutive \( \mathbb{Z}_2 \)-graded algebras \( (\mathcal{A}, \alpha) \) and \( (\mathcal{B}, \beta) \), their Fermi tensor product \( \mathcal{A}_F \mathcal{B} \) is naturally equipped with a structure of involutive \( \mathbb{Z}_2 \)-graded algebra, by putting

\[
\begin{align*}
(\mathcal{A}_F \mathcal{B})_+ & := (\mathcal{A}_+ \odot \mathcal{B}_+)^+ (\mathcal{A}_- \odot \mathcal{B}_-), \\
(\mathcal{A}_F \mathcal{B})_- & := (\mathcal{A}_+ \odot \mathcal{B}_-)^+ (\mathcal{A}_- \odot \mathcal{B}_+).
\end{align*}
\]
In this situation, such a grading is induced by the involutive automorphism $\theta = \alpha \otimes \beta$ given on the elementary tensors by

$$(\alpha \otimes \beta)(a \otimes b) := \alpha(a) \otimes \beta(b), \quad a \in \mathfrak{A}, \ b \in \mathfrak{B}. \quad (6.5)$$

7 The product state

In the present section, for the involutive $\mathbb{Z}_2$-graded algebras $(\mathfrak{A}, \alpha)$ and $(\mathfrak{B}, \beta)$, and for given $\omega \in S(\mathfrak{A})$ and $\varphi \in S(\mathfrak{B})$, we study whether the product functional of $\omega$ and $\varphi$ is well defined and positive on the Fermi tensor product $\mathfrak{A} \otimes \mathfrak{B}$.

If needed, we suppose without loosing generality that $\mathfrak{A}$ and $\mathfrak{B}$ are unital with units $1_{\mathfrak{A}}$ and $1_{\mathfrak{B}}$, respectively. The general situation can be handled by adding the identities, or considering approximate identities on $\mathfrak{A}$ and $\mathfrak{B}$ as well.

Although a detailed study of the product functional relative to concrete systems based on the CAR algebra can be found in [8,9], here we provide the analysis for the abstract Fermi systems we are dealing with.

To this aim, we first denote by $S(\mathfrak{A})_+$ the convex set of the even states on $\mathfrak{A}$, and observe that the linear structure of the algebraic tensor product involutive algebra $\mathfrak{A} \otimes \mathfrak{B}$ is indeed the same as $\mathfrak{A} \otimes \mathfrak{B}$ and $\mathfrak{A} \odot \mathfrak{B}$. Namely,

$$\mathfrak{A} \otimes \mathfrak{B} = \mathfrak{A} \odot \mathfrak{B} = \mathfrak{A} \otimes \mathfrak{B}$$

as vector spaces. For $\omega \in S(\mathfrak{A})$ and $\varphi \in S(\mathfrak{B})$, the product functional $\omega \times \varphi$ on $\mathfrak{A} \odot \mathfrak{B}$ is defined as usual by

$$\omega \times \varphi \left( \sum_{j=1}^{n} a_j \odot b_j \right) := \sum_{j=1}^{n} \omega(a_j)\varphi(b_j), \quad \sum_{j=1}^{n} a_j \odot b_j \in \mathfrak{A} \odot \mathfrak{B}. \quad (7.1)$$

It is well known that the functional given in (7.1) is well defined on $\mathfrak{A} \odot \mathfrak{B}$, and therefore on $\mathfrak{A} \odot \mathfrak{B}$. In addition, even though it coincides with the state $\psi_{\omega, \varphi}$ on $\mathfrak{A} \otimes \mathfrak{B}$, in general it is not positive on the involutive algebra $\mathfrak{A} \otimes \mathfrak{B}$.

In what follows, we show that the positivity criterion for product states established in [8] also holds for the most general case treated in the present paper.

**Proposition 7.1** Let $\omega \in S(\mathfrak{A})$, $\varphi \in S(\mathfrak{B})$ and suppose $\omega$ or $\varphi$ is even. Then $\omega \times \varphi$ is positive on $\mathfrak{A} \odot \mathfrak{B}$. In addition, for any $x, y \in \mathfrak{A} \odot \mathfrak{B}$ one has

$$| (\omega \times \varphi)(x) | \leq (\omega \times \varphi)(x^*x)^{1/2},$$

$$ (\omega \times \varphi)(x^*y^*yx) \leq C_y (\omega \times \varphi)(x^*x), \quad (7.2)$$

where $C_y$ is a positive constant depending on $y$.

**Proof** We can suppose without loss of generality that $\omega$ is even, i.e. $\omega \circ \alpha = \omega$, the other case being similar. Concerning the positivity of the product state, we compute
for homogeneous \(a, A \in \mathcal{A}\) and \(b, B \in \mathcal{B}\)

\[(\omega \times \varphi)[(a \otimes b)^\ast (A \otimes B)] = (\omega \times \varphi)[(a^\ast \otimes b_+^\ast)(A \otimes B)]
+ (\omega \times \varphi)[(\alpha(a^\ast) \otimes b_-^\ast)(A \otimes B)]
= (\omega \times \varphi)(a^\ast A \otimes b_+^\ast B)
+ (\omega \times \varphi)(\alpha(a^\ast A) \otimes b_-^\ast B)
= \omega(a^\ast A)\varphi(b^\ast B)
= \psi_{\omega,\varphi}[(a \otimes b)^\dagger \cdot (A \otimes B)].\]

Therefore, for general

\[c := \sum_{i=1}^{n} a_i \otimes b_i \in \mathcal{A} \otimes \mathcal{B} = \mathcal{A} \otimes \mathcal{B}\]

it follows that

\[(\omega \times \varphi)(c^\ast c) = \sum_{i,j=1}^{n} \omega(a_i^\ast a_j)\varphi(b_i^\ast b_j) = \psi_{\omega,\varphi}(c^\dagger \cdot c) \geq 0.\]

Concerning the last assertion, we consider the GNS representation \((\mathcal{H}_{\psi_{\omega,\varphi}}, \pi_{\psi_{\omega,\varphi}}, \xi_{\psi_{\omega,\varphi}})\) of \(\psi_{\omega,\varphi} \in \mathcal{S}(\mathcal{A} \otimes_{\min} \mathcal{B})\). Then for \(x, y \in \mathcal{A} \otimes \mathcal{B}\),

\[|(\omega \times \varphi)(x)| = \|\pi_{\psi_{\omega,\varphi}}(x) \xi_{\psi_{\omega,\varphi}}\|_{\mathcal{H}_{\psi_{\omega,\varphi}}}
= \psi_{\omega,\varphi}(x^\dagger \cdot x)^{1/2} = (\omega \times \varphi)(x^\ast x)^{1/2}.\]

Analogously,

\[(\omega \times \varphi)(x^\ast y^\ast y x) = \psi_{\omega,\varphi}(x^\dagger \cdot y^\dagger \cdot y \cdot x)
= \|\pi_{\psi_{\omega,\varphi}}(y)\pi_{\psi_{\omega,\varphi}}(x) \xi_{\psi_{\omega,\varphi}}\|_{\mathcal{H}_{\psi_{\omega,\varphi}}}
\leq \|\pi_{\psi_{\omega,\varphi}}(y)\|_{\mathcal{B}(\mathcal{H}_{\psi_{\omega,\varphi}})}^2 \|\pi_{\psi_{\omega,\varphi}}(x) \xi_{\psi_{\omega,\varphi}}\|_{\mathcal{H}_{\psi_{\omega,\varphi}}}^2
= \|\pi_{\psi_{\omega,\varphi}}(y)\|_{\mathcal{B}(\mathcal{H}_{\psi_{\omega,\varphi}})}^2 (\omega \times \varphi)(x^\ast x),\]

and (7.2) follows after taking \(C_y = \|\pi_{\psi_{\omega,\varphi}}(y)\|_{\mathcal{B}(\mathcal{H}_{\psi_{\omega,\varphi}})}^2\). \(\square\)
8 The Fermi tensor product $C^*$-algebra

The present section is devoted to complete the Fermi algebraic product $\mathfrak{A} \oplus \mathfrak{B}$ of two $\mathbb{Z}_2$-graded $C^*$-algebras $\mathfrak{A}$ and $\mathfrak{B}$ w.r.t. the standard maximal norm, obtaining $\mathfrak{A} \odot_{\text{max}} \mathfrak{B}$.

On $\mathfrak{A} \odot \mathfrak{B}$, we define the seminorm

$$
||c||_{\text{max}} := \sup\{||\pi(c)|| \mid \pi \text{ is a representation}, \ c \in \mathfrak{A} \odot \mathfrak{B}.\tag{8.1}
$$

**Theorem 8.1** The seminorm in (8.1) is indeed a $C^*$-norm on $\mathfrak{A} \odot \mathfrak{B}$.

**Proof** We start by noticing that for any $c \in \mathfrak{A} \odot \mathfrak{B}$ (8.1) satisfies

$$
||c^*c||_{\text{max}} = ||c||_{\text{max}}^2,
$$

that is it defines a $C^*$-seminorm.

Fix now an element in $c \in \mathfrak{A} \odot \mathfrak{B}$ of the form $c = \sum_{i=1}^n \lambda_i a_i \odot b_i$ with $\lambda_i \in \mathbb{C}$, $a_i \in \mathfrak{A}$, $b_i \in \mathfrak{B}$, and $||a_i||$, $||b_i|| \leq 1$. By reasoning as in Lemma 3.3 in [32], it follows that

$$
||\pi(c)^*\pi(c)|| \leq \sum_{i=1}^n |\lambda_i|^2 < +\infty.
$$

Therefore $||c||_{\text{max}}$ is finite, since the inequality above is independent of the representation $\pi$.

Suppose that the $\mathbb{Z}_2$-grading on $\mathfrak{A}$ is induced by $\alpha \in \text{aut}(\mathfrak{A})$, and denote $\varepsilon := \frac{1}{2}(\text{id}_\mathfrak{A} + \alpha)$ the conditional expectation of $\mathfrak{A}$ onto $\mathfrak{A}_+ = \varepsilon(\mathfrak{A})$, the $C^*$-subalgebra of even elements. In order to check that $c \neq 0 \Rightarrow ||c||_{\text{max}} > 0$ for each such $c \in \mathfrak{A} \odot \mathfrak{B} = \mathfrak{A} \otimes \mathfrak{B} \subset \mathfrak{A} \otimes_{\text{min}} \mathfrak{B},$

we fix states $\omega \in S(\mathfrak{A})$, $\varphi \in S(\mathfrak{B})$ such that $\psi_{\omega \varphi, \varphi}(c^\dagger \cdot c) > 0$. These states exist because the set of product states separates the points of $\mathfrak{A} \otimes_{\text{min}} \mathfrak{B}$, see e.g. [47], Theorem IV.4.9 (iii). By (7.2) and Theorem 3.2, we can take the GNS representation $(\mathcal{H}_{\omega \varphi, \varphi}, \pi_{\omega \varphi, \varphi}, \xi_{\omega \varphi, \varphi})$ and compute

$$
||c||_{\text{max}}^2 \geq \pi_{\omega \varphi, \varphi}(c) \pi_{\omega \varphi, \varphi}(c) \geq ||\pi_{\omega \varphi, \varphi}(c)\xi_{\omega \varphi, \varphi}||^2 = ||\psi_{\omega \varphi, \varphi}(c^\dagger \cdot c) > 0.
$$

\[\square\]

**Definition 8.2** The completion of $\mathfrak{A} \odot \mathfrak{B}$ w.r.t. the norm in (8.1) is denoted by $\mathfrak{A} \odot_{\text{max}} \mathfrak{B}$ and simply called the Fermi $C^*$-tensor product between the $\mathbb{Z}_2$-graded $C^*$-algebras $\mathfrak{A}$ and $\mathfrak{B}$.

---

6 By $|| \cdot ||_{\text{max}}$, we are denoting the maximal norm (8.1) on the $\mathbb{Z}_2$-graded algebra $\mathfrak{A} \odot \mathfrak{B}$ to distinguish that from the maximal $C^*$-cross norm $|| \cdot ||_{\text{max}}$ on the usual tensor product $\mathfrak{A} \otimes \mathfrak{B}$.
Remark 8.3 Notice that $\mathcal{A} \otimes_{\text{max}} \mathcal{B}$ is naturally endowed with the following structure of $\mathbb{Z}_2$-graded algebra

$$\mathcal{A} \otimes_{\text{max}} \mathcal{B} = (\mathcal{A} \otimes_{\text{max}} \mathcal{B})_+ \oplus (\mathcal{A} \otimes_{\text{max}} \mathcal{B})_-$$

where

$$(\mathcal{A} \otimes_{\text{max}} \mathcal{B})_{\pm} = (\mathcal{A} \otimes \mathcal{B})_{\pm}$$

for $(\mathcal{A} \otimes \mathcal{B})_\pm$ given in (6.4). Such a grading is induced by (the extension of) the involutive automorphism in (6.5).

For the sake of completeness, we report the following statement, which is nothing else than the Fermi version of Proposition IV.4.7 of [47].

Theorem 8.4 Let $(\mathcal{A}_i, \alpha_i), i = 1, 2$ be $\mathbb{Z}_2$-graded unital $C^*$-algebras, and $\mathcal{B}$ an arbitrary unital $C^*$-algebra. If the unital $*$-homomorphisms

$$\pi_i : \mathcal{A}_i \to \mathcal{B}, \ i = 1, 2,$$

satisfy

$$\pi_1(a_1)\pi_2(a_2) = \epsilon(a_1, a_2)\pi_2(a_2)\pi_1(a_1), \quad (8.2)$$

where $\epsilon$ is given in (6.1), and $a_1 \in \mathcal{A}_1, a_2 \in \mathcal{A}_2$ are homogeneous elements, then there exists a unique $*$-homomorphism $\pi$ of $\mathcal{A}_1 \otimes_{\text{max}} \mathcal{A}_2$ into $\mathcal{B}$ such that

$$\pi(a_1 \oplus a_2) = \pi_1(a_1)\pi_2(a_2), \ a_i \in \mathcal{A}_i, \ i = 1, 2.$$

Moreover, $\pi(\mathcal{A}_1 \otimes_{\text{max}} \mathcal{A}_2)$ is the $C^*$-subalgebra of $\mathcal{B}$ generated by $\pi_1(\mathcal{A}_1)$ and $\pi_2(\mathcal{A}_2)$.

If in addition $\mathcal{B}$ is a $\mathbb{Z}_2$-graded $C^*$-algebra whose grading is generated by the involutive $\beta \in \text{aut}(\mathcal{B})$ satisfying

$$\pi_i \circ \alpha_i = \beta \circ \pi_i, \ i = 1, 2,$$

then $\pi \circ (\alpha_1 \oplus \alpha_2) = \beta \circ \pi$.

Proof The map $(a_1, a_2) \in \mathcal{A}_1 \times \mathcal{A}_2 \mapsto \pi_1(a_1)\pi_2(a_2) \in \mathcal{B}$ is a bilinear form. Therefore, by universal property of the tensor product $\mathcal{A}_1 \otimes \mathcal{A}_2 = \mathcal{A}_1 \otimes \mathcal{A}_2$, there is a unique linear map $\pi_\circ : \mathcal{A}_1 \otimes \mathcal{A}_2 \to \mathcal{B}$ such that

$$\pi_\circ(a_1 \oplus a_2) = \pi_1(a_1)\pi_2(a_2), \ a_i \in \mathcal{A}_i, \ i = 1, 2.$$

We now check that $\pi_\circ$ is a $*$-homomorphism. Indeed, for $c := \sum_{i=1}^{n} x_i \oplus y_i$ and $d := \sum_{j=1}^{n} r_j \oplus s_j$ in $\mathcal{A}_1 \oplus \mathcal{A}_2$ with the $x_i, y_i, r_j$ and $s_j$ homogeneous, we get by (6.3) and (8.2),
\[ \pi_o(c^*) = \sum_{i=1}^{m} \pi_o(\epsilon(x_i, y_i)\pi_1(x_i^* \otimes y_i^*)) = \sum_{i=1}^{m} \epsilon(x_i, y_i)\pi_1(x_i^*)\pi_2(y_i^*) \]
\[ = \sum_{i=1}^{m} (\epsilon(x_i, y_i)\pi_2(y_i))^* = \sum_{i=1}^{m} (\pi_1(x_i)\pi_2(y_i))^* \]
\[ = \left( \sum_{i=1}^{m} \pi_1(x_i)\pi_2(y_i) \right)^* = \pi_o(c)^* , \]

and
\[ \pi_o(cd) = \sum_{i=1}^{m} \sum_{j=1}^{n} \pi_o((x_i \otimes y_i)(r_j \otimes s_j)) \]
\[ = \sum_{i=1}^{m} \sum_{j=1}^{n} \epsilon(r_j, y_i)\pi_o(x_ir_j \otimes y_is_j) \]
\[ = \sum_{i=1}^{m} \sum_{j=1}^{n} \pi_1(x_i)((\epsilon(r_j, y_i)\pi_1(r_j)\pi_2(y_i))\pi_2(s_j)) \]
\[ = \left( \sum_{i=1}^{m} \pi_1(x_i)\pi_2(y_i) \right) \left( \sum_{j=1}^{n} \pi_1(r_j)\pi_2(s_j) \right) \]
\[ = \pi_o(c)\pi_o(d) . \]

Since \( \pi_o \) is defined on the dense involutive subalgebra \( \mathfrak{A}_1 \oplus \mathfrak{A}_2 \) of \( \mathfrak{A}_1 \otimes_{\text{max}} \mathfrak{A}_2 \), then arguing as in [20], Proposition 4.1 and Proposition 4.3, one finds it uniquely extends to a bounded map, denoted by \( \pi \), on the whole \( \mathfrak{A}_1 \otimes_{\text{max}} \mathfrak{A}_2 \) which is indeed a \( \ast \)-homomorphism. As an immediate consequence, \( \pi (\mathfrak{A}_1 \otimes_{\text{max}} \mathfrak{A}_2) \) is generated as a \( \mathcal{C}^\ast \)-algebra by \( \pi_1(\mathfrak{A}_1) \) and \( \pi_2(\mathfrak{A}_2) \).

Concerning the last assertion, it is enough to prove this on the dense set of generators of the form \( c = \sum_{i=1}^{n} x_i \otimes y_i \), obtaining by (6.5)
\[ \pi((\alpha_1 \otimes \alpha_2)(c)) = \sum_{i=1}^{n} \pi(\alpha_1(x_i) \otimes \alpha_2(y_i)) = \sum_{i=1}^{n} \pi_1(\alpha_1(x_i))\pi_2(\alpha_2(y_i)) \]
\[ = \sum_{i=1}^{n} \beta(\pi_1(x_i))\beta(\pi_2(y_i)) = \beta\left( \sum_{i=1}^{n} \pi_1(x_i)\pi_2(y_i) \right) = \beta(\pi(c)) . \]

We end the present section by briefly discussing the following fact, for the sake of completeness. Indeed, define
\[ ||c||_{\text{min}} := \sup\{||\pi_{\varphi \times \psi}(c)|| \mid \varphi \in \mathcal{S}(\mathfrak{A})_+, \ \psi \in \mathcal{S}(\mathfrak{B})_+, \ c \in \mathfrak{A} \oplus \mathfrak{B} . \]
Obviously, $\|c\|_{\text{min}} \leq \|c\|_{\text{max}}$. Since the set of the even product states considered above separates the points of $\mathcal{A} \oplus \mathcal{B}$ (cf. [47], Theorem IV.4.9 (iii)), $\|c\|_{\text{min}}$ is actually a norm, and

$$
\mathcal{A} \oplus \mathcal{B}^\ominus \|\text{min} \sim \left( \oplus_{\{\phi, \psi\} \in S(\mathcal{A})_+, \psi \in S(\mathcal{B})_+} \pi\phi \times \psi \right)(\mathcal{A} \oplus \mathcal{B}).
$$

This norm can be viewed as the analogue of the minimal $C^*$-cross norm in the Fermi situation, see e.g. [47], Definition IV.4.8, for the case involving the usual tensor product.

In the sequel we never use $\mathcal{A} \oplus \mathcal{B}$ equipped with $\|c\|_{\text{min}}$. So we do not to pursue this analysis further, postponing a more exhaustive treatment to somewhere else.

9 The GNS representation of the product state

The present section is devoted to describe in some detail the GNS representation of (the extension of) the product state on the Fermi $C^*$-tensor product between two $\mathbb{Z}_2$-graded $C^*$-algebras.

As before, $\varepsilon : \mathcal{A} :\to \mathcal{A}_+$ is the conditional expectation of the $\mathbb{Z}_2$-graded $C^*$-algebra $(\mathcal{A}, \theta)$ onto its even part.

Since $[\mathcal{A}_+, \mathcal{B}] = 0$ (in $\mathcal{A} \oplus_{\text{max}} \mathcal{B}$) with $\mathcal{B}$ also a $\mathbb{Z}_2$-graded $C^*$-algebra, we note that

$$
\mathcal{A}_+ \oplus \mathcal{B} = \mathcal{A}_+ \otimes \mathcal{B} \text{ and } \mathcal{A}_+ \oplus_{\text{max}} \mathcal{B} = \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B}.
$$

Now define the linear map

$$
E_\circ : \mathcal{A} \oplus \mathcal{B} \to \mathcal{A}_+ \oplus \mathcal{B} \subset \mathcal{A}_+ \oplus_{\text{max}} \mathcal{B} = \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B}
$$

given, on the homogeneous elements $a \in \mathcal{A}$, $b \in \mathcal{B}$, by

$$
E_\circ(a \oplus b) := \varepsilon(a) \oplus b = \varepsilon(a) \otimes b.
$$

It is well defined by the universal property of tensor products, and in addition the following result holds true.

Lemma 9.1 The linear map $E_\circ$ is completely positive, and therefore it extends to a bounded linear map

$$
E : \mathcal{A} \oplus_{\text{max}} \mathcal{B} \to \mathcal{A}_+ \oplus_{\text{max}} \mathcal{B} = \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B},
$$

which is indeed a conditional expectation, preserving the identity if $\mathcal{A}$ and $\mathcal{B}$ are unital.
Proof It is easy to see that $E_\circ$ leaves the elements of $\mathfrak{A}_+ \oplus \mathfrak{B}$ invariant and preserves the identity, provided $\mathfrak{A}$ and $\mathfrak{B}$ are unital. Moreover, it is a real map. Indeed, for $a \in \mathfrak{A}$ and $b \in \mathfrak{B}$, (6.3) gives
\[
E_\circ(a \otimes b)^* = (\epsilon(a) \otimes b)^* = (a^* \otimes b^*) = E_\circ((a \otimes b)^*).
\]

In particular, this implies that the bimodule property for $E_\circ$ follows as soon as we show it is right $\mathfrak{A}_+ \oplus \mathfrak{B}$-linear. To this aim, consider
\[
x := \sum_{i=1}^m a_i \otimes b_i \in \mathfrak{A} \oplus \mathfrak{B}, \quad y := \sum_{j=1}^n c_j \otimes d_j \in \mathfrak{A}_+ \oplus \mathfrak{B},
\]
where the elementary factors in the tensors can be taken homogeneous. Since the $c_j$ belong to $\mathfrak{A}_+$,
\[
\epsilon(b_i, c_j) = 1, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
\]

Therefore, as $\epsilon$ is a $\mathfrak{A}_+$-bimodule map, we have
\[
E_\circ(xy) = \sum_{i=1}^m \sum_{j=1}^n E_\circ(a_i c_j \otimes b_i d_j) = \sum_{i=1}^m \sum_{j=1}^n \epsilon(a_i) c_j \otimes b_i d_j
\]
\[
= \sum_{i=1}^m \sum_{j=1}^n (\epsilon(a_i) \otimes b_i)(c_j \otimes d_j)
\]
\[
= \left( \sum_{i=1}^m \epsilon(a_i) \otimes b_i \right) \left( \sum_{j=1}^n c_j \otimes d_j \right)
\]
\[
= E_\circ(x)y.
\]

We now show that $E_\circ$ is completely positive. By reasoning as in Proposition 9.3 of [46], it is enough to verify that it is positive. To this goal, first take homogeneous elements $a, c \in \mathfrak{A}$ and $b, d \in \mathfrak{B}$. Then
\[
(a \otimes b)^* (c \otimes d) = \epsilon(a, b) \epsilon(c, b)(a^* c \otimes b^* d).
\]

We note that if $\partial(a) \partial(c) = -1$ then $\epsilon(a^* c) = 0$, and if $\partial(a) \partial(c) = 1$ then $\epsilon(a, b) = \epsilon(c, b)$. Therefore,
\[
E_\circ((a \otimes b)^* (c \otimes d)) = \epsilon(a^* c) \otimes b^* d.
\]
Thus in all situations, for \( x = \sum_{i=1}^{n} a_i \otimes b_i \in \mathcal{A} \otimes \mathcal{B} \) we obtain

\[
E_\circ(x^\ast x) = E_\circ\left( \left( \sum_{i=1}^{n} a_i \otimes b_i \right)^* \left( \sum_{j=1}^{n} a_j \otimes b_j \right) \right) = \sum_{i,j=1}^{n} \varepsilon(a_i^* a_j) \otimes b_i^* b_j
= \sum_{k=1}^{m} \sum_{i,j=1}^{n} c_i(k)^* c_j(k) \otimes b_i^* b_j
= \sum_{k=1}^{m} \left( \sum_{i=1}^{n} c_i(k) \otimes b_i \right)^* \left( \sum_{j=1}^{n} c_j(k) \otimes b_j \right) \geq 0,
\]

where we used the fact that, for some integer \( m \), the positive matrix \( \{ \varepsilon(a_i^* a_j) \}_{i,j=1}^{n} \in M_n(\mathbb{M}_+^\ast) \) can always be written as a sum of \( m \) positive matrices \( \{ [c_i(k)^* c_j(k)]_{i,j=1}^{n} \}_{k=1}^{m} \subset M_n(\mathbb{M}_+^\ast) \) (see e.g. [47], Lemma IV.3.1).

The complete positivity of \( E_\circ \) allows us to argue as in [20], Proposition 4.1, and conclude that it uniquely extends to a bounded linear map \( E \) on the whole \( \mathcal{A} \otimes_{\text{max}} \mathcal{B} \), which turns out to be a conditional expectation onto \( \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B} = \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B}. \)

Let \( \Phi : \mathcal{A} \to \mathcal{B} \) be a completely positive map between the \( C^\ast \)-algebras \( \mathcal{A} \) and \( \mathcal{B} \), together with a positive linear functional \( \phi \) on \( \mathcal{B} \). Obviously, \( \phi \circ \Phi \) is a positive linear functional on \( \mathcal{A} \). Let \( (\mathcal{H}_\phi, \pi_\phi, \xi_\phi) \) and \( (\mathcal{H}_\phi \circ \Phi, \pi_\phi \circ \Phi, \xi_\phi \circ \Phi) \) be the GNS representations of \( \phi \) and \( \phi \circ \Phi \), respectively. Consider the Stinespring dilation \( (\mathcal{H}, \pi, V) \) of \( \pi_\phi \circ \Phi : \mathcal{A} \to \mathcal{B}(\mathcal{H}_\phi) \), see e.g. [47], Theorem IV.3.6. Let \( P \in \pi(\mathcal{A})' \) be the self-adjoint projection onto the cyclic subspace \( \pi_\phi V \xi_\phi \subset \mathcal{H} \).

**Lemma 9.2** The GNS representation \( (\mathcal{H}_\phi \circ \Phi, \pi_\phi \circ \Phi, \xi_\phi \circ \Phi) \) of the positive functional \( \phi \circ \Phi \) is \( (PH, P\pi, V\xi_\phi) \).

**Proof** In order to prove the assertion, it is enough to check that, if \( a \in \mathcal{A} \) then \( \langle P\pi(a) V \xi_\phi, V \xi_\phi \rangle = \phi \circ \Phi(a) \). Indeed,

\[
\langle P\pi(a) V \xi_\phi, V \xi_\phi \rangle = \langle \pi(a) V \xi_\phi, V \xi_\phi \rangle = \langle V^* \pi(a) V \xi_\phi, \xi_\phi \rangle = \langle \pi_\phi(\Phi(a)) \xi_\phi, \xi_\phi \rangle = \phi(\Phi(a)).
\]

\[\square\]

**Proposition 9.3** Let \( \mathcal{A} \) and \( \mathcal{B} \) be \( \mathbb{Z}_2 \)-graded \( C^\ast \)-algebras and \( \omega \in \mathcal{S}(\mathcal{A})_+, \phi \in \mathcal{S}(\mathcal{B}) \).

Consider the product state \( \psi_{\omega,\phi} \) on \( \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B} = \mathcal{A}_+ \otimes_{\text{max}} \mathcal{B} \).

The GNS representation of the product state \( \omega \times \phi \in \mathcal{S}(\mathcal{A} \otimes_{\text{max}} \mathcal{B}) \) is given by \( (PH, P\pi, V\xi_{\psi_{\omega,\phi}}) \), where:

(i) \( (\mathcal{H}_{\psi_{\omega,\phi}}, \pi_{\psi_{\omega,\phi}}, \xi_{\psi_{\omega,\phi}}) \) is the GNS representation of \( \psi_{\omega,\phi} \);

(ii) \( (\mathcal{H}, \pi, V) \) is the Stinespring dilation of the completely positive map \( \pi_{\psi_{\omega,\phi}} \circ E : \mathcal{A} \otimes_{\text{max}} \mathcal{B} \to \mathcal{B}(\mathcal{H}_{\psi_{\omega,\phi}}) \), with \( E \) the conditional expectation given in Lemma 9.1;
(iii) $P \in \pi \left( \mathcal{A} \otimes_{\text{max}} \mathcal{B} \right)'$ is the self-adjoint projection onto the cyclic subspace $\pi \left( \mathcal{A} \otimes_{\text{max}} \mathcal{B} \right) V \xi_{\psi,\varphi} \subset \mathcal{H}$.

**Proof** As $\psi_{\omega,\varphi} \circ E = \omega \times \varphi$, the proof directly follows from the previous lemmata. □

## 10 The diagonal state

In the present section we investigate the Fermi counterpart of the diagonal state defined in [32], which plays a crucial role to define the (fermionic) detailed balance.

We start by recalling some basic facts about the *opposite algebra* $\mathcal{A}^\circ$ of a fixed involutive algebra $\mathcal{A}$. Indeed, $\mathcal{A}^\circ$ is $\mathcal{A}$ as a linear space, with the product $x \circ y := yx$ and involution $(x^\circ)^* := (x*)^\circ$.

For any map $T : \mathcal{A} \to X$ from $\mathcal{A}$ to the point-set $X$, the *opposite map* $T^\circ : \mathcal{A}^\circ \to X$ is simply defined as

$$T^\circ(a^\circ) := T(a), \quad a \in \mathcal{A}. $$

We note that if $\Phi : \mathcal{A} \to \mathcal{B}$ is a (completely) positive linear map between involutive algebras, then $\Phi^\circ$ is also (completely) positive, whereas if $\Phi$ is a *-homomorphism, then so is $\Phi^\circ$.

Correspondingly, if $(\mathcal{A}, \theta)$ is $\mathbb{Z}_2$-graded, then $(\mathcal{A}^\circ, \theta^\circ)$ is also a $\mathbb{Z}_2$-graded involutive algebra in an obvious manner and, for an even linear functional $f : \mathcal{A} \to \mathbb{C}$, the opposite functional $f^\circ$ is also even.

In order to define the diagonal state, we start with an even state $\varphi \in S(\mathcal{A})_+$ of the $\mathbb{Z}_2$-graded $\mathcal{C}^*$-algebra $(\mathcal{A}, \theta)$ with central support $s_\varphi \in Z(\mathcal{A}^{**})$ in the bidual. 7 Since $\varphi$ is invariant under $\theta$ and has central support in the bidual, we can look at its covariant GNS representation $(\mathcal{H}_\varphi, \pi_\varphi, V_{\varphi,\theta}, \xi_{\varphi})$ and consider the Tomita conjugation $J_\varphi$, acting on $\mathcal{H}_\varphi$, associated to $\varphi$. We report the following well known facts:

$$J_\varphi \pi_\varphi(\mathcal{A}) J_\varphi = \pi_\varphi(\mathcal{A})',$$

$$V_{\varphi,\theta} \pi(x) = \pi(\theta(x)) V_{\varphi,\theta}, \quad x \in \mathcal{A}$$

(10.1)

$$J_\varphi V_{\varphi,\theta} = V_{\varphi,\theta} J_\varphi.$$

Take the $\mathbb{Z}_2$-graded $*$-algebra $\mathcal{A} \otimes \mathcal{A}^\circ$, together with the functional

$$\delta_\varphi^\circ : \mathcal{A} \otimes \mathcal{A}^\circ \to \mathbb{C},$$

and the linear map

$$\pi_{\delta_\varphi}^\circ : \mathcal{A} \otimes \mathcal{A}^\circ \to B(\mathcal{H}_\varphi).$$

7 A state $\varphi \in S(\mathcal{A})$ on a $\mathcal{C}^*$-algebra $\mathcal{A}$ has central support if and only if whenever it is considered as a state on the bidual $W^*$-algebra $\mathcal{A}^{**}$, the cyclic vector $\xi_\varphi \in \mathcal{H}_\varphi$ is also separating for $\pi_\varphi(\mathcal{A})'$, see [43], p.15.
defined on the generators by

\[
\begin{align*}
\delta_\phi^o(a \otimes b^o) & := \langle \pi_\phi(a) \eta_{V_\phi,0} \left( J_\phi \pi_\phi(b^*) J_\phi \right) \xi_\phi, \xi_\phi \rangle , \\
\pi_{\delta_\phi}^o(a \otimes b^o) & := \pi_\phi(a) \eta_{V_\phi,0} \left( J_\phi \pi_\phi(b^*) J_\phi \right) , \quad a, b \in \mathcal{A}.
\end{align*}
\] (10.2)

The above maps are obviously well defined by the universal property of the algebraic tensor product \( \mathcal{A} \otimes \mathcal{A}^o = \mathcal{A} \overline{\otimes} \mathcal{A}^o \). Their main properties are summarised in the following

**Theorem 10.1** The linear maps \( \delta_\phi^o \) and \( \pi_{\delta_\phi}^o \) respectively extend to a state \( \delta_\phi \), and to a representation \( \pi_{\delta_\phi} \) of \( \mathcal{A} \overline{\otimes} \mathcal{A}^o \), satisfying:

(i) the GNS representation of \( \delta_\phi \) is \( (\mathcal{H}_\phi, \pi_{\delta_\phi}, \xi_\phi) \);

(ii) \( \pi_{\delta_\phi} \left( \mathcal{A} \overline{\otimes} \mathcal{A}^o \right)^{''} \) is the von Neuman algebra \( \pi_\phi(\mathcal{A})'' \big/ \pi_\phi(\mathcal{A})'_{V_\phi,0} \) generated by \( \pi_\phi(\mathcal{A}) \) and its twisted commutant \( \pi_\phi(\mathcal{A})'_{V_\phi,0} \).

**Proof** The theorem is proved once we show that \( \pi_{\delta_\phi}^o \) extends to a *-representation of \( \mathcal{A} \overline{\otimes} \mathcal{A}^o \), which is equivalent to show that \( \pi_{\delta_\phi}^o \) is a *-representation of \( \mathcal{A} \otimes \mathcal{A}^o \). The remaining parts are left to the reader.

Fix \( a, b, c, d \in \mathcal{A} \) homogeneous, and take into account (10.1). For the adjoint, if \( \partial(b) = 1 \) we easily get

\[
\pi_{\delta_\phi}^o((a \otimes b^o)^*) = \pi_{\delta_\phi}^o(a \otimes b^o)^*
\]

Concerning the remaining cases where \( \partial(b) = -1 \), we get

\[
\begin{align*}
\pi_{\delta_\phi}^o(a \otimes b^o)^* & = (\pi_\phi(a) \eta_{V_\phi,0} J_\phi \pi_\phi(b^*) J_\phi)^* \\
& = -i J_\phi \pi_\phi(b) J_\phi V_{\phi,0} \pi_\phi(a^*) = i V_{\phi,0} J_\phi \pi_\phi(b) J_\phi \pi_\phi(a^*) \\
& = i V_{\phi,0} \pi_\phi(a^*) J_\phi \pi_\phi(b) J_\phi = \partial(a) i \pi_\phi(a^*) V_{\phi,0} J_\phi \pi_\phi(b) J_\phi \\
& = \partial(a) \pi_\phi(a^*) \left( i V_{\phi,0} J_\phi \pi_\phi(b) J_\phi \right) = \pi_{\delta_\phi}^o((a \otimes b^o)^*) .
\end{align*}
\]

Concerning the product, if \( \partial(b) = 1 = \partial(d) \) or if \( \partial(b) = 1 \) and \( \partial(d) = -1 \), we again easily get

\[
\begin{align*}
\pi_{\delta_\phi}^o((a \otimes b^o)(c \otimes d^o)) & = \pi_{\delta_\phi}^o(ac \otimes b^o d^o) = \pi_{\delta_\phi}^o(ac \otimes db) \\
& = \pi_\phi(a) \pi_\phi(c) J_\phi \pi_\phi(b^*) J_\phi V_{\phi,0} J_\phi \pi_\phi(d^*) J_\phi \\
& = \pi_\phi(a) J_\phi \pi_\phi(b^* J_\phi \pi_\phi(c) \eta_{V_\phi,0} J_\phi \pi_\phi(d^*) J_\phi \\
& = \pi_{\delta_\phi}^o(a \otimes b^o) \pi_{\delta_\phi}^o(c \otimes d^o) .
\end{align*}
\]
Let now \( \partial(b) = -1 \) and \( \partial(d) = 1 \), we get
\[
\pi^0_{b^\circ}(a \otimes b^\circ) \pi^0_{b^\circ}(c \otimes d^\circ) = \pi_\varphi(a)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(b^\circ) J_\varphi) \pi_\varphi(c)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(d^\circ) J_\varphi)
\]
\[
= \partial(c) \pi_\varphi(ac)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(b^* d^\circ) J_\varphi)
\]
\[
= \pi^0_{b^\circ}((a \otimes b^\circ)(c \otimes d^\circ)).
\]

Finally, with \( \partial(b) = -1 = \partial(d) \) we get
\[
\pi^0_{b^\circ}(a \otimes b^\circ) \pi^0_{b^\circ}(c \otimes d^\circ) = \pi_\varphi(a)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(b^\circ) J_\varphi) \pi_\varphi(c)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(d^\circ) J_\varphi)
\]
\[
= \partial(c) \pi_\varphi(ac)(i V_{\varphi,\theta} J_\varphi \pi_\varphi(b^* d^\circ) J_\varphi)
\]
\[
= \pi^0_{b^\circ}((a \otimes b^\circ)(c \otimes d^\circ)).
\]

\[\square\]

The state \( \delta_\varphi \) above defined is called the \textit{diagonal state} associated with \( \varphi \).

Suppose for simplicity that \( A \) is unital, and look at the marginals of \( \delta_\varphi \). Since
\[
\delta_\varphi \big|_{\mathfrak{A} \ominus \text{max} 1 \mathfrak{A}} = \varphi, \quad \delta_\varphi \big|_{1 \mathfrak{A} \oplus \text{max} 1 \mathfrak{A}} = \varphi^\circ,
\]
\( \delta_\varphi \) can be considered the diagonal state associated to the product state \( \varphi \times \varphi^\circ \in S(\mathfrak{A} \ominus \text{max} \mathfrak{A}) \), in analogy to the classical and the usual tensor product cases, see e.g. [24,32].

We also note that the diagonal state \( \delta_\varphi \) is in general not normal (i.e. not “absolutely continuous”) w.r.t. the product state \( \varphi \times \varphi^\circ \), unless \( \pi_\varphi \times \pi_\varphi^\circ \big|_{\mathfrak{A} \ominus \text{max} \mathfrak{A}}'' \) is atomic.\(^8\)

To end the present section, we briefly discuss the case when \( \mathcal{M} \) is a \( \mathbb{Z}_2 \)-graded \( W^* \)-algebra, and \( \varphi \in S(\mathcal{M}) \) a normal even state.

For a pair of \( \mathbb{Z}_2 \)-graded \( W^* \)-algebras \( (\mathcal{M}, \alpha) \) and \( (\mathcal{N}, \beta) \), we can define on \( \mathcal{M} \otimes \mathcal{N} \) the \textit{maximal binormal norm} as follows. As before, if \( c \in \mathcal{M} \otimes \mathcal{N} \), we put
\[
\|c\|_{\text{bin}}^{\text{max}} := \sup\{|\pi(c)| | \pi \text{ is a representation s.t. } \pi \big|_{\mathcal{M}}, \pi \big|_{\mathcal{N}} \text{ are normal}\}.
\]

Obviously,
\[
\|c\|_{\text{bin}}^{\text{max}} \leq \|c\|_{\text{max}}.
\]

The \( C^* \)-algebra \( \mathcal{M} \otimes_{\text{max}} \mathcal{N} \) is nothing else than the completion of \( \mathcal{M} \otimes \mathcal{N} \) w.r.t. the above norm.\(^9\)

For any normal faithful even state \( \varphi \) on the \( \mathbb{Z}_2 \)-graded \( W^* \)-algebra \( (\mathcal{M}, \theta) \), the diagonal state \( \delta_\varphi^\circ \) extends to a state, denoted with an abuse of notation also with \( \delta_\varphi \),

\(^8\) A \( W^* \)-algebra \( \mathcal{M} \) is said to be \textit{atomic} if it is generated by the set of its minimal projections. It turns out to be equivalent to the fact that \( \mathcal{M} \) is a direct sum of type I factors.

\(^9\) For the concept of binormal tensor product \( \mathfrak{A} \otimes_{\text{bin}} \mathfrak{B} \) of \( W^* \)-algebras, that is the completion of the algebraic tensor product \( \mathfrak{A} \otimes \mathfrak{B} \) of the \( W^* \)-algebras \( \mathfrak{A} \) and \( \mathfrak{B} \) w.r.t. the minimal binormal \( C^* \)-cross norm, see e.g. [37].
on $\mathcal{M} \bigodot_{\max}^{\text{bin}} \mathcal{M}^\circ$ as well. Its GNS representation is described as in Theorem 10.1, and

$$
\pi_{\delta\phi}(\mathcal{M} \bigodot_{\max}^{\text{bin}} \mathcal{M}^\circ)'' = \pi_{\delta\phi}(\mathcal{M})' = \pi_{\psi}(\mathcal{M})_{V_{\psi, \theta}^\circ}.
$$

We leave the details to the reader.

11 Duality

This section sets up a duality theory for positive linear maps between von Neumann algebras via the twisted commutants.

Consider two von Neumann algebras $(\mathcal{M}, \mathcal{H}_{\mu})$ and $(\mathcal{N}, \mathcal{H}_{\nu})$ with cyclic vectors $\xi_{\mu}$ and $\xi_{\nu}$ respectively, and states

$$
\mu(a) = \langle a\xi_{\mu}, \xi_{\mu} \rangle, \quad \nu(b) = \langle b\xi_{\nu}, \xi_{\nu} \rangle,
$$

for all $a \in \mathcal{M}$ and $b \in \mathcal{N}$. Assume that the algebras are $\mathbb{Z}_2$-graded, i.e. we take $(\mathcal{M}, \theta_{\mu})$ and $(\mathcal{N}, \theta_{\nu})$, and that $\mu$ and $\nu$ are also even. Let $\Gamma_{\mu} \in B(\mathcal{H}_{\mu})$ and $\Gamma_{\nu} \in B(\mathcal{H}_{\nu})$ be the self-adjoint unitary operators which allow to extend $\theta_{\mu}$ and $\theta_{\nu}$ to the whole $B(\mathcal{H}_{\mu})$ and $B(\mathcal{H}_{\nu})$ by $\gamma_{\mu} := \text{ad}\Gamma_{\mu}$ and $\gamma_{\nu} := \text{ad}\Gamma_{\nu}$, respectively. For the Klein transformations and twisted $\ast$-automorphisms we use the shorthand notations $\kappa_{\mu}, \eta_{\mu}$ and $\kappa_{\nu}, \eta_{\nu}$, respectively.

Recall that for any positive linear map $\Psi : \mathcal{M} \to \mathcal{N}$ such that $\nu \circ \Psi = \mu$, its dual $\Psi' : \mathcal{N}' \to \mathcal{M}'$ is defined via

$$
\langle \Psi'(b')a\xi_{\mu}, \xi_{\mu} \rangle = \langle b'\Psi(a)\xi_{\nu}, \xi_{\nu} \rangle (11.1)
$$

for all $a \in \mathcal{M}$ and $b' \in \mathcal{N}'$. The reader is referred to [1], Proposition 3.1 and [29], Theorem 2.5 for more details and properties. In what follows we remove the subscripts for the twisted commutants of $\mathcal{M}$ and $\mathcal{N}$, since no confusion can arise. For $\mu'$ and $\nu'$ defined as in Sect. 5, one has the following

**Proposition 11.1** For any positive linear map $\Psi : \mathcal{M} \to \mathcal{N}$ such that $\nu \circ \Psi = \mu$, there exists a unique unital $\Psi' : \mathcal{N}' \to \mathcal{M}'$ satisfying

$$
\langle \Psi'(b')a\xi_{\mu}, \xi_{\mu} \rangle = \langle b'\Psi(a)\xi_{\nu}, \xi_{\nu} \rangle (11.2)
$$

for all $a \in \mathcal{M}$ and $b' \in \mathcal{N}'$. In addition, if $\Psi$ is unit preserving then $\mu' \circ \Psi' = \nu'$, and $\Psi'$ is faithful.

**Proof** Indeed, let us take

$$
\Psi' := \kappa_{\mu} \circ \Psi' \circ \kappa_{\nu}[\mathcal{N}'].
$$

Since $\kappa_{\nu}^{-1}(\mathcal{N}') = \kappa_{\nu}(\mathcal{N}') = \mathcal{N}'$, the last equality coming from (5.8), $\Psi' : \mathcal{N}' \to \mathcal{M}'$. Thus, condition (11.2) follows from (5.9) and (11.1). Namely, for all $a \in \mathcal{M}$ and
$b' \in N^i$

$$\left\langle \Psi'(b')a\xi_\mu, \xi_\mu \right\rangle = \left\langle \Psi'(\kappa_v(b'))a\xi_\mu, \xi_\mu \right\rangle = \left\langle \kappa_v(b')\Psi(a)\xi_\nu, \xi_\nu \right\rangle = \left\langle b'\Psi(a)\xi_\nu, \xi_\nu \right\rangle.$$  

Note that (11.2) uniquely determines $\Psi'$ as $\xi_\mu$ is cyclic for $M$, and separating for $M^i$ by Remark 5.5. Moreover, Theorem 2.5 in [29] gives that $\Psi'$ is unital, and then (11.3) entails $\Psi'$ is identity preserving. Assuming that $\Psi'(1_I M) = 1_I N$, we get from (11.2)

$$(\mu^i \circ \Psi')(b') = \left\langle \Psi'(b')\xi_\mu, \xi_\mu \right\rangle = \left\langle b'\Psi(1_I M)\xi_\nu, \xi_\nu \right\rangle = \nu^i(b')$$

for all $b' \in N^i$. As a consequence, if $\Psi'(b'^*b') = 0$ one has $\nu^i((b')^*b') = 0$. Therefore $b' = 0$, since $\xi_\nu$ is separating for $N^i$. \hfill \Box

We call $\Psi'$ the twisted dual of $\Psi$. Achieving positivity of the twisted dual needs a further assumption on $\Psi$, namely that it has to be even, as shown in the next result.

**Theorem 11.2** Assume that $\Psi$ is grading-equivariant, i.e. $\Psi \circ \gamma_\mu = \gamma_\nu \circ \Psi$, and $\nu \circ \Psi = \mu$. Then $\Psi'$ as defined in (11.3) is positive, even, with unit norm, and is given by

$$\Psi' = \eta_\mu \circ \Psi' \circ \eta_\nu^{-1} \uparrow_{N^i} = \eta_\mu^{-1} \circ \Psi' \circ \eta_\nu \uparrow_{N^i}.$$  

In addition,

(a) if $\Psi$ is $n$-positive for some $n \in \mathbb{N}$, then so is $\Psi^i$;

(b) if $\Psi$ is completely positive, then so is $\Psi^i$;

(c) if $\Psi$ is unit preserving, while $\xi_\mu$ and $\xi_\nu$ are separating for $M$ and $N$ respectively, then

$$\Psi^i := (\Psi^i)^i : M \rightarrow N^i$$

is well defined and

$$\Psi^i = \Psi.$$  

**Proof** Recall that $\Gamma_\mu \xi_\mu = \xi_\mu$, $\Gamma_\nu \xi_\nu = \xi_\nu$, and $\gamma_\mu(M^i) = M', \gamma_\nu(N^i) = N'$. Then, since $\gamma_\nu \circ \Psi = \Psi \circ \gamma_\mu$, for $a \in M$ and $b' \in N'$ we get from (11.1) that

$$\left\langle \Psi'(\gamma_\nu(b'))a\xi_\mu, \xi_\mu \right\rangle = \left\langle \Gamma_\nu b' \Gamma_\nu \Psi(a)\xi_\nu, \xi_\nu \right\rangle = \left\langle b' \Gamma_\nu \Psi(a)\Gamma_\nu \xi_\nu, \xi_\nu \right\rangle = \left\langle \gamma_\mu(\Psi'(b'))a\xi_\mu, \xi_\mu \right\rangle.$$
As $\xi_\mu$ is cyclic for $\mathcal{M}$, and therefore separating for $\mathcal{M}'$, it follows that

$$\Psi' \circ \gamma_v = \gamma_\mu \circ \Psi'.$$

Since both $\kappa_v$ and $\kappa_\mu$ are even, from (11.3) one finds $\Psi^i$ is grading-equivariant, i.e.

$$\Psi^i \circ \gamma_v = \gamma_\mu \circ \Psi^i.$$

It also follows that

$$\Psi' \circ \widetilde{\varepsilon}_v = \widetilde{\varepsilon}_\mu \circ \Psi',$$  \hspace{1cm} (11.4)

for $\widetilde{\varepsilon}_\mu$ and $\widetilde{\varepsilon}_v$ defined as in (5.3). As $k_v = k_\nu^{-1}$, by (5.4) and (11.4) one has

$$\Psi^i = \widetilde{\varepsilon}_\mu \circ \widetilde{\varepsilon}_\mu^{-1} \circ \kappa_\mu \circ \Psi' \circ \kappa_v \mid_{N^i}$$

$$= \widetilde{\varepsilon}_\mu \circ \kappa_\mu \circ \Psi' \circ \widetilde{\varepsilon}_v^{-1} \circ \kappa_\nu^{-1} \mid_{N^i}$$

$$= \eta_\mu \circ \Psi' \circ \eta_\nu^{-1} \mid_{N^i}.$$

Similarly, $\Psi^i = \eta_\nu^{-1} \circ \Psi' \circ \eta_\nu \mid_{N^i}$. As $\eta_\mu$ and $\eta_\nu$ are *-automorphisms, the positivity of $\Psi^i$ follows from that of $\Psi'$. Likewise, $\|\Psi'\| = 1$ implies $\|\Psi^i\| = 1$.

Arguing as above, the $n$-positivity and complete positivity of $\Psi^i$ follow from the corresponding properties of $\Psi'$, which in turn are implied from that of $\Psi$, by [1], Proposition 3.1. This proves (a) and (b).

Lastly, for (c) since $\Psi(I_{\mathcal{M}}) = I_{\mathcal{N}}$, by Proposition 11.1 we have $\mu^i \circ \Psi^i = \nu^i$. Furthermore, Remark 5.5 ensures that $\xi_\mu$ and $\xi_v$ are cyclic for the von Neumann algebras $\mathcal{M}^i$ and $\mathcal{N}^i$, respectively. Reasoning as in the case of $\Psi^i$, one sees that

$$\Psi^\otimes = \kappa_v \circ (\Psi^i)' \circ \kappa_\mu \mid_{\mathcal{M}}$$

is indeed a map from $\mathcal{M}$ to $\mathcal{N}$, as a consequence of (5.8). Moreover, it is well defined as we assumed that $\Psi$ is positive, and $\nu \circ \Psi = \mu$.

Since $\Psi^i$ and $\Psi$ are positive, for any $a \in \mathcal{M}$ and $b' \in \mathcal{N}^i$, by (11.2) one finds

$$\left\langle \Psi^\otimes (a) b' \xi_v, \xi_v \right\rangle = \left\langle a \Psi^i (b') \xi_\mu, \xi_\mu \right\rangle = \left\langle \Psi^i ((b')^*) a^* \xi_\mu, \xi_\mu \right\rangle$$

$$= \left\langle (b')^* \Psi (a^*) \xi_v, \xi_v \right\rangle = \left\langle \Psi (a) b' \xi_v, \xi_v \right\rangle.$$

Therefore $\Psi^\otimes (a) = \Psi (a)$, since $\xi_v$ is separating for $\mathcal{N}$, and cyclic for $\mathcal{N}^i$. \hfill $\square$

Similar to the proof above, one sees that when $\Psi^i$ is positive, (11.2) can also be expressed as

$$\left\langle a \Psi^i (b') \xi_\mu, \xi_\mu \right\rangle = \left\langle \Psi (a) b' \xi_v, \xi_v \right\rangle$$  \hspace{1cm} (11.5)
for all $a \in \mathcal{M}$ and $b' \in \mathcal{N}'$. Thus, when $\Psi$ is grading-equivariant, a duality in terms of the twisted commutants can be given in precise analogy to duality in terms of the commutants.

**Remark 11.3** We notice that for $\lambda = \mu, \nu$, our convention to use $\kappa_\lambda$ rather than $\kappa_\lambda \circ \gamma_\lambda$ (see (5.10)) as the Klein transformation has no effect on Theorem 11.2. Indeed, in the latter case one would exploit the form (11.5) for the twisted dual of $\Psi$, rather than (11.2). It can be easily checked that in the proof of Proposition 11.1, instead of (5.9) we would then use the property

$$\langle a \kappa_\lambda (\gamma_\lambda (b)) \xi, \xi \rangle = \langle ab \xi, \xi \rangle$$

for $a, b \in \mathcal{B}(\mathcal{H})$, thus obtaining the same twisted dual and the same results in Theorem 11.2 for both the Klein transformation conventions.

### 12 The lattice

In this section, as an application of the theory developed above, we solve, even in a more general form, a problem from [27] which we briefly describe for the convenience of the reader.

Let $h$ be a finite dimensional or separable infinite dimensional (complex) Hilbert space, describing the space for a single fermion particle. Denote the resulting Fermi (or anti-symmetric) Fock space as $\mathcal{H}$, with $\langle \cdot, \cdot \rangle$ as inner product, linear in the first variable, and $f_\varnothing$ as the vacuum vector. The linear space $\mathcal{H}$ is nothing else than the Fock representation of CAR($L$) introduced in Sect. 4, when $L$ is finite (i.e. $h = \mathbb{C}^{|L|}$) or $L \sim \mathbb{N}$ (i.e. $h = \ell^2(\mathbb{N})$), and we refer the reader to [16], Sect. 5.2 for a treatment of the matter, and for the description of the basic operators on it as well. The latter ones are indeed the creation and annihilation operators denoted by $a^\dagger(x)$, and $a(x)$ for $x \in h$, respectively. They have unit norm on $\mathcal{H}$, are mutually adjoint, and satisfy the anticommutation relations

$$\{a(x), a(y)\} = 0$$
$$\{a^\dagger(x), a(y)\} = \langle x, y \rangle \mathbf{1}_{\mathcal{H}}$$

(12.1)

for all $x, y \in h$.

The lattice $L$ indexes an orthonormal basis for $h$, say $(e_l)_{l \in L}$, and we use the notation

$$a_l := a(e_l), \quad a_l^\dagger := a^\dagger(e_l), \quad l \in L.$$

After recalling that $a_l f_\varnothing = 0$ for all $l \in L$, we also write

$$f_{(l_1, \ldots, l_n)} := a^\dagger_{l_1} \ldots a^\dagger_{l_n} f_\varnothing$$

(12.2)

for all $l_1, \ldots, l_n \in L$, and $n \geq 1$. 
For any subset $I$ of $L$, let $D_I$ be a set of finite sequences $(l_1, ..., l_n)$ in $I$, for $n = 0, 1, 2, 3, ...$, with $l_j \neq l_k$ when $j \neq k$, such that each finite subset of $I$ corresponds to exactly one element of $D_I$. The empty subset of $I$ corresponds to the sequence with $n = 0$, which is denoted by $\emptyset \in D_I$. Note that $D_I$ is countable when $I$ is infinite. For $s = (l_1, ..., l_n)$ and $t = (k_1, ..., k_m)$ in $D_I$ such that $l_i \neq k_h$ for any $i, h$, one denotes $st := (l_1, ..., l_n, k_1, ..., k_m) \in D_I$. Here, for $t = \emptyset$ or $s = \emptyset$ one has $st = s$ or $st = t$, respectively. Note that $(f_s)_{s \in D_L}$ is an orthonormal basis for $\mathcal{H}$, where $f_s$ for $s = (l_1, ..., l_n) \in D_L$ is given by (12.2).

Let $(A(I), \mathcal{H})$ be the von Neumann algebra generated by $\{a_l : l \in I\}$, and consider a set of probability outcomes $(p_s)_{s \in D_I}$, i.e. $p_s \geq 0$, and $\sum_{s \in D_I} p_s = 1$. In addition, let $\iota : I \rightarrow \iota(I) \subseteq L$ be a bijection such that $I \cap \iota(I) = \emptyset$.

In what follows we consider two states. First, $\text{Tr}(\rho I \cdot) \in S(A(I))$ such that $\rho I$ is the diagonal density matrix

$$\rho I = \sum_{s \in D_I} p_s f_s \bowtie f_s, \quad (12.3)$$

where $x \bowtie y \in B(\mathcal{H})$ is defined as

$$(x \bowtie y)z := \langle z, y \rangle x$$

for all $x, y, z \in \mathcal{H}$. To obtain the second state, we introduce the so-called fermionic entangled vector

$$\zeta := \sum_{s \in D_I} p_s^{1/2} f_{\iota(s)} \in \mathcal{H} \quad (12.4)$$

where $\iota(s) = (\iota(l_1), ..., \iota(l_n))$ if $s = (l_1, ..., l_n)$. The fermionic entangled pure state $\varphi \in S(\mathcal{A}(I \cup \iota(I)))$ is defined by

$$\varphi(a) := \langle a \zeta, \zeta \rangle$$

for all $a \in \mathcal{A}(I \cup \iota(I))$. It is straightforward to show that $\varphi^\alpha_{\mathcal{A}(I)} = \text{Tr}(\rho I \cdot)$, and $\varphi^\alpha_{\mathcal{A}(I)} = \text{Tr}(\rho I \iota) \cdot)$. Moreover, $\varphi$ leads to the following bilinear form

$$\mathcal{A}(I) \times \mathcal{A}(\iota(I)) \ni (a, b) \mapsto B_\varphi(a, b) := \varphi(ab) \in \mathbb{C}.$$ 

Assuming that $I$ is finite and $p_s > 0$ for all $s \in D_I$, in [27], Theorem 7.3, it was shown that any linear map

$$\Psi : \mathcal{A}(I) \rightarrow \mathcal{A}(I)$$

has a unique (necessarily linear) fermionic dual map

$$\Psi^\varphi : \mathcal{A}(\iota(I)) \rightarrow \mathcal{A}(\iota(I))$$
such that for all \( a \in \mathcal{A}(I) \) and \( b \in \mathcal{A}(\iota(I)) \),

\[
B_{\psi}(\Psi(a), b) = B_{\psi}(a, \Psi^\varphi(b)) .
\]

In the same paper, after showing that \( B_{\psi}(a, b) \) need not be positive when \( a \) and \( b \) are, the question was raised whether there are assumptions ensuring that \( \Psi^\varphi \) inherits positivity, \( n \)-positivity or completely positivity from \( \Psi \). Here, we solve this problem even in the more general case of countable \( I \).

The problem is not affected when \( L \) is replaced by \( I \cup \iota(I) \), since in this case we restrict \( H \) to the Hilbert space spanned by \( \{ e_l \mid l \in I \cup \iota(I) \} \), say \( H_{I \cup \iota(I)} \), which gives a faithful representation of \( \mathcal{A}(I \cup \iota(I)) \). Thus, without loss of generality, we can work in terms of

\[
\iota : I \to L \setminus I .
\] (12.5)

To reach our goal we apply a result stated in [13], where the twisted duality of the CAR algebra is expressed in terms of the so-called self-dual approach due to Araki (see [5] and [6], as well as the review [7]), rather than in the usual terms of creation and annihilation operators. In the next lines we briefly remind the reader how to connect the two formulations.

Consider the Hilbert space

\[
h^2 := h \oplus h
\]

with orthonormal basis given by the vectors \( (e_k, e_l)_{k,l \in L} \). We define an anti-unitary operator \( C : h^2 \to h^2 \) by

\[
C(e_k, e_l) := (e_l, e_k)
\]

for all \( k, l \in L \). Let \( E \) be the the so-called basis projection, i.e. the projection of \( h^2 \) onto \( h \oplus 0 \). Then one has

\[
E + CEC = \mathbf{1}_{h^2} .
\]

The basic operator in the self-dual approach is

\[
c(z) := a^\dagger(Ecz) + a(Ez) \in \mathcal{B}(\mathcal{H})
\]

for \( z \in h^2 \). Here, an element \( (x, 0) \) of \( h^2 \) is identified with the element \( x \) of \( h \), i.e. we set \( a(x, 0) := a(x) \) for all \( x \in h \). Note further that for all \( l \in L \), \( c(e_l, 0) = a_l \) and \( c(0, e_l) = a_l^\dagger \). Finally, \( c(z)^* = c(Cz) \) for any \( z \in h^2 \).

For any closed \( C \)-invariant subspace \( Z \) of \( h^2 \), in [13] the authors consider the von Neumann algebra \( (\mathcal{M}(Z), \mathcal{H}) \), where

\[
\mathcal{M}(Z) := \{ c(z) \mid z \in Z \}'' .
\]
Their main result is

\[ \mathcal{M}(Z)' = K \mathcal{M}(Z^\perp) K^*, \] (12.6)

where \( K : \mathcal{H} \to \mathcal{H} \) is the unitary operator defined by

\[ Kf_s = \begin{cases} f_s & \text{if } s \text{ has even length}, \\ -if_s & \text{if } s \text{ has odd length}, \end{cases} \] (12.7)

for all \( s \in D_L \) (see [13], Sections II.B and VII).

We now specialise to

\[ Z := \overline{\text{span}\{(e_k,0) : k \in I \} \cup \{(0,e_l) : l \in I\}}, \]

where one finds

\[ \mathcal{M}(Z) = \mathcal{A}(I). \] (12.8)

Furthermore, \( \mu_I \in S(\mathcal{A}(I)) \) defined by \( \mu_I(a) := \langle a\zeta, \zeta \rangle \) for all \( a \in \mathcal{A}(I) \), is the state determined by the density matrix \( \rho_I \) in (12.3).

In the remainder of this section we assume that for any \( s \in D_I \),

\[ p_s > 0. \]

The following proposition is crucial in order to apply our abstract results to the fermionic entangled state. When \( I \) is finite, the statement was proved in [27], Proposition 7.6 (ii).

**Proposition 12.1** The fermionic entangled vector \( \zeta \) in (12.4) is cyclic for \( \mathcal{A}(I) \) in \( \mathcal{H} \).

**Proof** As noted above, we reduce the matter to infinite countable \( I \). Let us first introduce some notation. For a sequence \( s = (s_1, \ldots, s_n) \in D_I \), we write \( a_{(s)} := a_{s_n}a_{s_{n-1}} \cdots a_{s_1} \). If for \( s, t \in D_I \) all entries of \( s \) are also present in \( t \) (even in a different order), we say that \( t \) contains \( s \), written as \( s \subset t \), and in this case we define \( t \setminus s \in D_I \) as the string consisting of those entries of \( t \) which are not in \( s \) (the order of which is determined by our choice of \( D_I \)).

Now fix \( s, t \in D_I \), and define

\[ \zeta_2 := a_{(t)}\zeta. \]

If \( r \in D_I \) does not contain \( t \), then by (12.1) the terms \( \pm p_r^{1/2} f_{r_{(t)}} \) in \( \zeta \) are annihilated by \( a_t \). Therefore, \( \zeta_2 \) consists exactly of all the terms of the form

\[ \pm p_r^{1/2} f_{(r \setminus t)_{(t)}}, \]
for $r \in D_{I,t} := \{ q \in D_I \mid t \subset q \}$. In particular, $p_t^{1/2} f_{s(t)}$ appears as a term in $\xi_2$. The probabilities not appearing in these terms add up to

$$p := \sum_{r \in D_I \setminus D_{I,t}} p_r .$$

So, for any given $\varepsilon > 0$, there is a finite subset $F$ of $D_{I,t}$ such that

$$\sum_{r \in F} p_r > 1 - p - \varepsilon p_t ,$$

or equivalently

$$\sum_{r \in D_{I,t} \setminus F} p_r < \varepsilon p_t .$$

Let $u \in D_I$ be the sequence consisting of all the elements of $I$ which appear as an entry in at least one of the sequences in $F$, and define

$$\xi_3 := a^\dagger(\xi_2) .$$

As $\xi_2$ contains $p_t^{1/2} f_{s(t)}$, again (12.1) gives that $p_t^{1/2} f_{u(t)}$ is a term in $\xi_3$. Since the terms $\pm p_r^{1/2} f_{r \setminus t}(r)$ in $\xi_2$ such that $r \setminus t$ contains entries from $u$ are annihilated by $a^\dagger(\xi_3)$, the probabilities $p_r$ appearing in the terms of $\xi_3$ are therefore exactly those with $r$ containing all entries of $t$, but no further entries from any of the sequences in $F$. No such $r$ is in $F$, except possibly for $r = t$. As for $v, w \in D_I$ the vectors $f_{v(t)}$ are orthonormal, it follows that

$$\left\| \xi_3 - p_t^{1/2} f_{u(t)} \right\|^2 \leq \sum_{r \in D_{I,t} \setminus F} p_r < \varepsilon p_t .$$

Lastly, we set

$$\xi_4 := a^\dagger(\xi_3) ,$$

where further terms may be annihilated, but $\xi_4$ contains at least the term $p_t^{1/2} f_{s(t)}$. Again the orthonormality gives

$$\left\| f_{s(t)} - \frac{1}{p_t^{1/2}} \xi_4 \right\|^2 \leq \frac{1}{p_t} \left\| p_t^{1/2} f_{u(t)} - \xi_3 \right\|^2 < \varepsilon ,$$

where the second inequality comes from (12.9). After recalling that vectors of the form $f_{s(t)}$ constitute a basis for $\mathcal{H}$, and taking into account that $\xi_4 \in \mathcal{A}(I) \xi$, the thesis is achieved since $\varepsilon$ is arbitrary.
Let now $\Gamma : \mathcal{H} \rightarrow \mathcal{H}$ be the self-adjoint unitary defined by

$$
\Gamma f_s = \begin{cases} 
  f_s & \text{if } s \text{ has even length}, \\
  -f_s & \text{if } s \text{ has odd length},
\end{cases}
$$

(12.10)

for all $s \in D_L$. As usual, it induces a $\mathbb{Z}_2$-grading $\gamma := \text{ad}_\Gamma$ on $\mathcal{B}(\mathcal{H})$, and $\Gamma A(I) \Gamma = A(I)$, $\Gamma \zeta = \zeta$. By restriction, $(A(I), \mu_I)$ is then equipped with a $\mathbb{Z}_2$-grading leaving $\mu_I$ invariant. Again we take the Klein transformation w.r.t. $\Gamma$, i.e. $\eta : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$, and the corresponding twisted commutant $A(I)\wr$. Here, we removed the subscript since no confusion can arise. It turns out that (12.7) is a specific case of (5.5), and therefore we obtain the following version of (12.6).

**Proposition 12.2** Given the bijection (12.5) and the $\mathbb{Z}_2$-grading of $A(I)$ obtained from (12.10), we have

$$
A(I)\wr = A(L\setminus I).
$$

**Proof** Indeed, by Proposition 5.2, the thesis follows directly from (5.6), (12.6) and (12.8). Namely, recalling that $K^2 = \Gamma$, one has

$$
A(I)\wr = \eta(A(I)') = K\mathcal{M}(Z)'K^* = \Gamma A(L\setminus I)\Gamma = A(L\setminus I).
$$

\[\Box\]

The proposition above allows us to apply Theorem 11.2 to the lattice.

**Corollary 12.3** The fermionic entangled vector $\zeta$ is separating for $A(I)$ in $\mathcal{H}$.

**Proof** By swapping the roles of $I$ and $L\setminus I$, Proposition 12.1 yields that $\zeta$ is cyclic for $A(L\setminus I) = A(I)\wr = \eta(A(I))'$, where the last two equalities follow from Proposition 12.2 and Proposition 5.2, respectively. Therefore, $\zeta$ is separating for $\eta(A(I))$. Consider now $a \in A(I)$ such that $a\zeta = 0$. As $K\zeta = \zeta$, from (5.6) one has $0 = Ka\zeta = \eta(a)\zeta$. Then $\eta(a) = 0$, and thus $a = 0$.

At last, by combining the results of this section with those of Sect. 11, we solve the problem described above.

**Theorem 12.4** Let $B_\varphi(a, b) : A(I) \times A(L\setminus I) \rightarrow \mathbb{C}$ be the bilinear form given by

$$
B_\varphi(a, b) := \varphi(ab) = \langle ab\zeta, \zeta \rangle, \quad a \in A(I), \quad b \in A(L\setminus I).
$$

Then, for any positive and even linear map $\Psi : A(I) \rightarrow A(I)$ such that $\varphi \circ \Psi(a) = \varphi(a)$ for all $a \in A(I)$, there exists a unique (and necessarily linear) fermionic dual map

$$
\Psi^\varphi : A(L\setminus I) \rightarrow A(L\setminus I)
$$
such that
\[ B_\varphi(\Psi(a), b) = B_\varphi(a, \Psi^\varphi(b)), \quad a \in \mathcal{A}(I), \ b \in \mathcal{A}(L\setminus I). \]

Furthermore, \( \Psi^\varphi \) is positive, unital, faithful and even. In addition:

(i) if \( \Psi \) is \( n \)-positive for some \( n \in \mathbb{N} \), then \( \Psi^\varphi \) is \( n \)-positive;

(ii) if \( \Psi \) completely positive, then \( \Psi^\varphi \) is completely positive;

(iii) if \( \Psi \) is unital, then \( \varphi \circ \Psi^\varphi(b) = \varphi(b) \) for all \( b \in \mathcal{A}(L\setminus I) \). Moreover, \( \Psi^{\Psi^\varphi} := (\Psi^\varphi)^\varphi : \mathcal{A}(I) \to \mathcal{A}(I) \) is well defined, i.e. it exists and is uniquely determined by
\[ B_\varphi(\Psi^{\Psi^\varphi}(a), b) = B_\varphi(a, \Psi^\varphi(b)), \quad a \in \mathcal{A}(I), \ b \in \mathcal{A}(L\setminus I). \]

Finally, \( \Psi^{\Psi^\varphi} = \Psi \).

**Proof** Indeed, applying Proposition 11.1 and Theorem 11.2 to \( \mathcal{M} = \mathcal{N} = \mathcal{A}(I) \), with \( \xi_\mu \) replaced by \( \zeta \), one obtains \( \Psi^\varphi = \Psi^\varphi \). Thus, exploiting Proposition 12.1, Proposition 12.2, and finally Corollary 12.3, one achieves the thesis.

In particular, as \( \Psi^\varphi \) is positive and even, and since \( \varphi \circ \Psi^\varphi(b) = \varphi(b) \) for all \( b \in \mathcal{A}(L\setminus I) \), swapping the roles of \( I \) and \( L\setminus I \), \( \Psi^{\Psi^\varphi} \) is the dual map associated to the bilinear form
\[ \mathcal{A}(I) \times \mathcal{A}(L\setminus I) \ni (a, b) \mapsto B_\varphi(a^*, b^*) = \langle ba\zeta, \zeta \rangle. \]

As a consequence, \( \Psi^{\Psi^\varphi} \) is uniquely determined by
\[ \langle \Psi^\varphi(b)a\zeta, \zeta \rangle = \langle b\Psi^{\Psi^\varphi}(a)\zeta, \zeta \rangle \]
as a positive map, where \( a \in \mathcal{A}(I) \) and \( b \in \mathcal{A}(L\setminus I) \). Finally,
\[ B_\varphi(\Psi^{\Psi^\varphi}(a), b) = \langle b^*\Psi^{\Psi^\varphi}(a^*)\zeta, \zeta \rangle = \langle \Psi^\varphi(b^*)a^*\zeta, \zeta \rangle = B_\varphi(a, \Psi^\varphi(b)). \]

\[ \square \]

As suggested by (iii) above, one can also look at the “dual version” of this theorem by working in terms of \( B_\varphi(\Phi^\varphi(a), b) = B_\varphi(a, \Phi(b)) \), for \( \Phi : \mathcal{A}(L\setminus I) \to \mathcal{A}(L\setminus I) \) positive, even and state preserving.

**Remark 12.5** Using the same argument as in (11.5), we may as well define the bilinear form as \( B_\varphi(a, b) = \langle ba\zeta, \zeta \rangle \). It leads exactly to the same dual \( \Psi^\varphi \) of \( \Psi \), since \( \Psi^\varphi \) is positive in the theorem above.

## 13 Fermionic detailed balance

The theory developed in this paper provides a natural framework to formulate detailed balance for fermionic systems.
The discussion is spread over two sections, the latter dealing with a more abstract setting. Here, using the Fermi tensor product, our formulation of fermionic detailed balance is based on the diagonal state of a compound system.

For the lattice in the finite dimensional case (i.e. $I$ finite), fermionic detailed balance has been defined in [27]. As it appears useful for our definition, in the next lines we briefly recall it, using the notation of the previous section. Thus, consider a unital positive map $\Psi_1 : \mathcal{A}(I) \to \mathcal{A}(I)$, which has to be carried over to $\mathcal{A}(\iota(I))$ in order to have its copy on the latter algebra. In more detail, if $\varkappa : \mathcal{A}(I) \to \mathcal{A}(\iota(I))$ is the $\ast$-isomorphism given by
\begin{equation}
\varkappa(a) := a_{i(l)} , \quad l \in I ,
\end{equation}
one considers
\begin{equation}
\Psi^i := \varkappa \circ \Psi \circ \varkappa^{-1} : \mathcal{A}(\iota(I)) \to \mathcal{A}(\iota(I))
\end{equation}
as the copying map of $\Psi$. Motivated by the seminal papers [22,23], and standard quantum detailed balance w.r.t. a reversing operation studied in [28,30], fermionic detailed balance of $\Psi_1$ has been defined in [27] by means of the fermionic entangled pure state $\varphi$ on the compound system as
\begin{equation}
\varphi(a \Psi^i(b)) = \varphi(\Psi(a)b) , \quad a \in \mathcal{A}(I) , \quad b \in \mathcal{A}(\iota(I)) .
\end{equation}
In the case where $\iota(I) := L \setminus I$, we see by Proposition 12.2 that (13.1) and (13.2) can respectively be expressed as
\begin{equation}
\varkappa : \mathcal{A}(I) \to \mathcal{A}(I)^\iota , \quad \text{and} \quad \Psi^i := \varkappa \circ \Psi \circ \varkappa^{-1} : \mathcal{A}(\iota(I)) \to \mathcal{A}(\iota(I))^\iota .
\end{equation}
Under the same notation of Theorem 12.4, (13.3) can be therefore formulated as
\begin{equation}
\Psi^\varphi = \Psi^i ,
\end{equation}
or equivalently
\begin{equation}
B_\varphi(a, \Psi^i(b)) = B_\varphi(\Psi(a), b)
\end{equation}
for all $a \in \mathcal{A}(I)$ and $b \in \mathcal{A}(\iota(I))$. We use this as the basis for the following generalization.

For our aim, it is useful to first give a definition of diagonal states directly in the von Neumann algebra setting. The definition in Sect. 10 for a $W^*$-algebra $\mathfrak{M}$ reduces to the following one by considering the von Neumann algebra $(\pi_\varphi(\mathfrak{M})'', \mathcal{H}_\varphi)$, together with the grading on $B(\mathcal{H}_\varphi)$ induced by $\Gamma := V_{\varphi,\theta}$ and $\xi := \xi_\varphi$.

**Proposition 13.1** Let $(\mathcal{M}, \mathcal{H})$ be a von Neumann algebra, together with a selfadjoint unitary $\Gamma$ acting on $\mathcal{H}$ whose adjoint action leaves $\mathcal{M}$ globally stable: $\mathcal{M} = \Gamma \mathcal{M} \Gamma$. Consider the corresponding twisted commutant $\mathcal{M}_\Gamma^\varphi$, given in Definition 5.1.
For each unit vector $\xi \in \mathcal{H}$,

$$\mathcal{M} \mathbin{\hat{\otimes}}_{\text{max}}^\text{bin} \mathcal{M}'_\Gamma \ni a \mathbin{\otimes} b' \mapsto \delta_\xi(a \mathbin{\otimes} b') := \langle ab'\xi, \xi \rangle \in \mathbb{C}$$

uniquely defines a state. If in addition $\Gamma\xi = \pm\xi$, then $\delta_\xi$ is even.

**Proof** Put $\mathcal{M}' = \mathcal{M}'_\Gamma$. By reasoning as in Proposition 4.1 of [20], we argue that

$$\mathcal{M} \mathbin{\hat{\otimes}} \mathcal{M}' \ni a \mathbin{\otimes} b' \mapsto ab' \in \mathcal{B}(\mathcal{H})$$

uniquely extends to a nondegenerate representation $\pi$ of $\mathcal{M} \mathbin{\hat{\otimes}}_{\text{max}}^\text{bin} \mathcal{M}'_\Gamma$. Therefore, $\delta_\xi$ uniquely defines a state, by restricting the vector state generated by $\xi$ to the image of $\pi$.

Finally, let $\theta$ and $\theta'$ be the grading implemented by $\Gamma$ on $\mathcal{M}$ and $\mathcal{M}'$ by restriction, respectively. Denoting by $\theta \mathbin{\otimes} \theta'$ the induced grading on $\mathcal{M} \mathbin{\hat{\otimes}}_{\text{max}}^\text{bin} \mathcal{M}'$ (cf. (6.5)), we easily get for $a \mathbin{\otimes} b' \in \mathcal{M} \mathbin{\hat{\otimes}}_{\text{max}}^\text{bin} \mathcal{M}'_\Gamma$,

$$\delta_\xi((\theta \mathbin{\otimes} \theta')(a \mathbin{\otimes} b')) := (\Gamma ab'\Gamma\xi, \xi) = \langle ab'\Gamma\xi, \Gamma\xi \rangle = \delta_{\Gamma\xi}(a \mathbin{\otimes} b'),$$

and then $\delta_\xi$ coincides with $\delta_{\Gamma\xi}$ if $\Gamma\xi = \pm\xi$. \(\square\)

We can easily deduce that the GNS representation $(\mathcal{H}_\delta, \pi_\delta, \xi_\delta)$ is $(PH, P\pi, \xi)$, where $P \in (\mathcal{M} \setminus \mathcal{M}')'$ is the cyclic projection onto $(\mathcal{M} \setminus \mathcal{M}')'\xi \subset \mathcal{H}$.

Notice that the name “diagonal state” for $\delta_\xi$ is justified from the fact that it can be viewed as the diagonal state associated to the product state $(\cdot, \xi, \xi)\mathcal{M} \times (\cdot, \xi, \xi)\mathcal{M}'$, provided at least one of the factors is even.

Under the assumptions and notations of the above proposition, we assume further that $\xi \in \mathcal{H}$ is cyclic and separating for $\mathcal{M}$, and consider the even state $\mu := (\cdot, \xi, \xi)$. In order to formulate fermionic standard quantum detailed balance in this setting, we generalise $\varkappa$ in (13.1) by assuming that we have a $\ast$-isomorphism

$$\varkappa : \mathcal{M} \to \mathcal{M}'_\Gamma, \tag{13.6}$$

which copies the dynamics. As usual, $\mathcal{M}'$ stands for $\mathcal{M}'_\Gamma$. For any unital positive map $\Psi : \mathcal{M} \to \mathcal{M}$, we obtain

$$\Psi^{\varkappa} := \varkappa \circ \Psi \circ \varkappa^{-1} : \mathcal{M}' \to \mathcal{M}'_\Gamma \tag{13.7}$$

as in (13.4). Note that if we assume that $\varkappa$ is grading-equivariant, then $\Psi^{\varkappa}$ is automatically even when $\Psi$ is, a condition naturally satisfied in the lattice. Recalling that $\Psi^i : \mathcal{M}' \to \mathcal{M}'$ is the twisted dual map of $\Psi$, we now state the main concept of this section.

**Definition 13.2** Under the above notations, we say that $\Psi$ satisfies fermionic standard quantum detailed balance (w.r.t. $\mu$ and $\varkappa$) if

$$\Psi^i = \Psi^{\varkappa}. \tag{13.8}$$
Notice that the requirement (13.8) does not need the assumption that $\Psi$ is even. The latter is indeed the case we are most interested in, since by Theorem 11.2 it guarantees that $\Psi^i$ is positive (resp. completely positive) if $\Psi$ is also positive (resp. completely positive). Nevertheless, if condition (13.8) is satisfied, then the complete positivity of $\Psi$ by itself entails the same property for $\Psi^i$, as a consequence of (13.7).

The definition above generalises the finite dimensional lattice case (13.5), where $\Psi^i$ is seen as the abstract version of $\Psi^\varphi$. Furthermore, after noticing that the unital algebra $M \otimes_{\text{max}} M^i$ replaces the algebra $A(L)$, by viewing $M$ and $M^i$ as playing the role of $A(I)$ and $A(I)^i = A(L \setminus I)$ (see Proposition 12.2) respectively, the diagonal state above defined allows to get a more general version of (13.3).

**Proposition 13.3** Fermionic standard quantum detailed balance as stated in Definition 13.2 can equivalently be formulated as

$$\delta_\xi (a \otimes \Psi^\varphi(b')) = \delta_\xi (\Psi(a) \otimes b') , \quad a \in M , \ b' \in M^i .$$

**Proof** Indeed, (13.8) implies (13.9) by definition of $\delta_\xi$. Moreover, Proposition 11.1 and Theorem 11.2 immediately give (13.8) if (13.9) holds true. $\square$

Arguing as in Theorem 12.4 and its proof, it is natural to introduce the bilinear form

$$B : M \times M^i \ni (a, b') \mapsto B(a, b') := \langle ab'\xi, \xi \rangle \in \mathbb{C} .$$

Thus, condition (13.8) can be expressed as

$$B(a, \Psi^\varphi(b')) = B(\Psi(a), b') , \quad a \in M , \ b' \in M^i .$$

(13.10)

Also note that the fermionic diagonal state gives exactly the bilinear form $B$ used in (13.10), i.e.

$$\delta_\xi (a \otimes b') = B(a, b') , \quad a \in M , \ b' \in M^i .$$

**Remark 13.4** Observe that $\delta_\xi$ plays the same role as $\varphi$ for the case of the lattice in Theorem 12.4 and identity (13.3), and $\xi$ can be viewed as an abstract version of the entangled vector $\zeta$, in analogy to the case of $M \otimes M'$. In the latter setting the diagonal state is a generalization of the entangled physical pure state of a compound system consisting of two copies of $B(H)$, with $H$ the Hilbert space of the system (see, e.g. [29], Section 7). One could wonder up to what generality the vector $\xi$ is physically an entangled state of the compound system $M \otimes_{\text{max}} M^i$. As this is not part of the aims of the present paper, we postpone a more exhaustive treatment to somewhere else.

When $\theta = \text{id}_M$, (13.8) reduces to the standard quantum detailed balance with respect to a reversing operation $\vartheta$ [28,30].

In more detail, in this case one takes an involutive $*$-antiautomorphism $\vartheta : M \to M$ (where “anti” simply means $\vartheta(a_1a_2) = \vartheta(a_2)\vartheta(a_1)$ for $a_1, a_2 \in M$) such that $\mu \circ \vartheta = \mu$, and considers $j(a) := J_\mu a^* J_\mu$ for all $a \in B(H)$, where $J_\mu$ is the
modular conjugation associated with $\mu$. The standard quantum detailed balance w.r.t. the reversing map $\vartheta$ (also called $\vartheta$-sqdb), is defined by

$$\Psi^\vartheta = \Psi,$$  \hspace{1cm} (13.11)

where

$$\Psi^\vartheta := \vartheta \circ j \circ \Psi' \circ j \circ \vartheta.$$ 

It is easy to see that (13.11) is equivalent to

$$\Psi' = \Psi^\varrho,$$ \hspace{1cm} (13.12)

where we have used $\varrho := j \circ \vartheta : \mathcal{M} \rightarrow \mathcal{M}'$ to copy $\Psi$ to $\Psi^\varrho := \varrho \circ \Psi \circ \varrho^{-1} : \mathcal{M}' \rightarrow \mathcal{M}'$. Since now the twisted $\ast$-automorphism is trivial, (13.8) and (13.12) are analogous.

**Example 13.5** In the algebra $\mathbb{M}_n(\mathbb{C})$ one takes $\vartheta$ as the transposition operation with respect to the basis in which the density matrix is diagonal. Here, $\mathcal{M} := \mathbb{M}_n(\mathbb{C}) \otimes \mathbb{I}_{M_n(\mathbb{C})}$, and $\mathcal{M}' = \mathbb{I}_{M_n(\mathbb{C})} \otimes \mathbb{M}_n(\mathbb{C})$. Since for any $a \in \mathbb{M}_n(\mathbb{C})$, $f(a \otimes \mathbb{I}_{M_n(\mathbb{C})}) = \mathbb{I}_{M_n(\mathbb{C})} \otimes a^T$, with $a^T$ the transpose of $a$ (see for example [29], Section 7), one finds

$$\varrho(a \otimes \mathbb{I}_{M_n(\mathbb{C})}) = \mathbb{I}_{M_n(\mathbb{C})} \otimes a.$$ 

After replacing $\mathbb{I}_{M_n(\mathbb{C})} \otimes \mathbb{M}_n(\mathbb{C})$ with $\mathbb{M}_n(\mathbb{C}) \otimes \mathbb{I}_{M_n(\mathbb{C})}$, one notices $\Psi^\varrho$ is the same physical dynamics as $\Psi$ on $\mathbb{M}_n(\mathbb{C})$. Therefore, in this instance, copying using $\varrho$ appears physically sensible.

In general we need a copying $\ast$-isomorphism from $\mathcal{M}$ to the appropriate “dual” von Neumann algebra, which is physically sensible in concrete examples, and mathematically natural in the abstract framework. In the case of $\vartheta$-sqdb, the dual von Neumann algebra is $\mathcal{M}'$, but in the fermionic case it is $\mathcal{M}^\varpi$.

For a non trivial $\mathbb{Z}_2$-graded structure of $\mathcal{M}$, one could attempt to use $\widetilde{\varpi} := \eta \circ j \circ \vartheta$ as the copying map. Then, for even $\Psi$, we could obtain the usual $\vartheta$-sqdb condition (13.11) from (13.8) by Theorem 11.2. Namely,

$$\Psi = \widetilde{\varpi}^{-1} \circ \Psi \circ \widetilde{\varpi} = \widetilde{\varpi}^{-1} \circ \Psi' \circ \widetilde{\varpi}$$

$$= \vartheta \circ j \circ \eta^{-1} \circ \Psi' \circ \eta \circ j \circ \vartheta$$

$$= \vartheta \circ j \circ \Psi' \circ j \circ \vartheta = \Psi^\vartheta.$$ 

Hence, although mathematically natural, this choice of copying the dynamics is not physically appropriate for a structure equipped with a non trivial $\mathbb{Z}_2$-grading, as it just reproduces the usual $\vartheta$-sqdb condition. This is confirmed by the fact that the physically sensible copying $\ast$-isomorphism in a lattice given by (13.1), differs from $\widetilde{\varpi}$, as the next example shows:
Example 13.6 Consider the lattice in the finite dimensional case (i.e. $|I| < \infty$). Let $\vartheta : \mathcal{A}(I) \to \mathcal{A}(I)$ be the transposition as mentioned above, that is $\vartheta$ is the *-antiautomorphism such that for any $s, t \in D_I$

$$\langle \vartheta(a)f_s, f_t \rangle := \langle af_t, f_s \rangle, \quad a \in \mathcal{A}(I).$$

This means that $\vartheta(a_l) = a_l^\dagger$, for $l \in I$. Simply taking $I := \{1, 2\}$, $\iota(1) = 3$ and $\iota(2) = 4$, when $\mu$ is the normalised trace, one has

$$\zeta = \frac{1}{2} (f_\emptyset + f_{(1,3)} + f_{(2,4)} + f_{(1,2,3,4)}).$$

Moreover, $j(a_1) \in \pi_\mu(\mathcal{A}(I))'$ and

$$j(a_1)\zeta = J a_1^\dagger J \zeta = a_1 \zeta.$$

Notice that

$$a_1 \zeta = \frac{1}{2} (f_{(3)} + f_{(2,3,4)})$$

$$= \frac{1}{2} a_3^\dagger (f_\emptyset + f_{(1,3)} - f_{(2,4)} - f_{(1,2,3,4)})$$

$$= a_3^\dagger (a_4 a_4^\dagger - a_4^\dagger a_4) \Gamma \zeta.$$}

Now $a_3^\dagger (a_4 a_4^\dagger - a_4^\dagger a_4) \Gamma \in \pi_\mu(\mathcal{A}(I))'$, since $\Gamma^2 = \mathbf{I}_{\mathcal{H}_{l\cup l}(I)}$, and $\pi_\mu(\mathcal{A}(I))'$ is generated by $\{a_3 \Gamma, a_4 \Gamma\}$. As $\zeta$ is separating, one finds

$$j(a_1) = a_3^\dagger (\mathbf{I}_{\mathcal{H}_{l\cup l}(I)} - 2a_4^\dagger a_4) \Gamma.$$}

As a consequence,

$$j \circ \vartheta(a_1) = j(a_1^\dagger) = \Gamma (\mathbf{I}_{\mathcal{H}_{l\cup l}(I)} - 2a_4^\dagger a_4) a_3$$

and thus

$$\kappa(a_1) = a_3 \neq \iota(\mathbf{I}_{\mathcal{H}_{l\cup l}(I)} - 2a_4^\dagger a_4) a_3 = \tilde{\kappa}(a_1).$$

Here, (13.1) is the physically sensible way of copying dynamics, as it comes directly from the map $\iota$ copying the lattice sites.

Therefore, when dealing with fermionic detailed balance, we assume the presence of an abstract copying *-isomorphism $\kappa : \mathcal{M} \to \mathcal{M}'$. 
Our goal here is to give a definition of fermionic detailed balance for abstract $C^*$-algebraic systems. It is reached by again using the notion of diagonal state studied in Sect. 10.

Let $(\mathcal{A}, \theta)$ be a unital $\mathbb{Z}_2$-graded $C^*$-algebra, and consider an even state $\varphi \in S(\mathcal{A})$ such that $s_\varphi \in Z(\mathcal{A}^{**})$. If $(\mathcal{H}_\varphi, \pi_\varphi, V_{\varphi, \theta}, \xi_\varphi)$ is the GNS covariant representation associated to $\varphi$, consider the von Neumann algebra $M := \pi_\varphi(\mathcal{A})''$ with normal faithful state $\mu$ given by $\mu(a) := \langle a \xi_\varphi, \xi_\varphi \rangle$, $a \in M$. Let $\gamma := \ad V_{\varphi, \theta} \mid M$ be the $\mathbb{Z}_2$-grading of $M$ endowed with $\theta$, and take the corresponding Klein transformation $\eta := \Phi^{-1}(\eta \circ j \circ \Psi^\varphi)$ as defined in (5.1). Recall that $\mu \circ \gamma = \mu$.

As in the previous section, we consider a unital positive map $\Psi : M \to M$ as a (dissipative) dynamics on $M$, and assume that we have a copying $*$-isomorphism $\kappa : M \to M^\prime$ as in (13.6) such that fermionic standard quantum detailed balance (13.9) is satisfied, i.e.

$$\langle a \alpha \kappa(b') \xi_\varphi, \xi_\varphi \rangle = \langle \alpha(a) b' \xi_\varphi, \xi_\varphi \rangle, \quad a \in M, \quad b' \in M^\prime.$$ 

If $M^\circ$ is the opposite algebra of $M$, then as in the previous section we take $j(a) := J_\varphi a^* J_\varphi$ for any $a \in B(\mathcal{H}_\varphi)$, where $J_\varphi$ is as usual the modular conjugation associated to $\varphi$. Notice that $j$ realises a $*$-isomorphism between the $W^*$-algebras $M^\circ$ and $M'$.

Since from Proposition 5.2 it follows that $\eta^{-1} \circ \kappa(M) = M'$, we consider the $*$-isomorphism

$$\zeta := j \circ \eta^{-1} \circ \kappa : M \to M^\circ.$$ 

Letting $\Psi^\circ := M^\circ \to M^\circ$ be given by

$$\Psi^\circ := \zeta \circ \Psi \circ \zeta^{-1},$$

the detailed balance above can be rewritten as

$$\langle a(\eta \circ j \circ \Psi^\varphi)(b^\circ) \xi_\varphi, \xi_\varphi \rangle = \langle \Psi(a)(\eta \circ j)(b^\circ) \xi_\varphi, \xi_\varphi \rangle$$ (14.1)

for all $a \in M$ and $b^\circ \in M^\circ$.

Thus, we model the $C^*$-algebraic formulation of fermionic detailed balance on (14.1). Indeed, we take a unital positive map

$$\Phi : \mathcal{A} \to \mathcal{A}$$

as the dynamics, and assume we are given the $*$-isomorphism

$$\rho : \mathcal{A} \to \mathcal{A}^\circ,$$
which serves as a necessarily abstract copying map. Then, we present the following

**Definition 14.1** We say that $\Phi$ satisfies *fermionic standard quantum detailed balance* (w.r.t. $\varphi$ and $\rho$) if

$$
\delta_\varphi(a \otimes \Phi^\rho(b^\circ)) = \delta_\varphi(\Phi(a) \otimes b^\circ)
$$

(14.2)

for all $a \in A$ and $b \in A^\circ$, where $\delta_\varphi$ is the diagonal state on $A \otimes_{\text{max}} A^\circ$ given in Theorem 10.1, and

$$
\Phi^\rho := \rho \circ \Phi \circ \rho^{-1} : A^\circ \to A^\circ.
$$

Notice that (14.2) is a version of (13.9) expressed in terms of the diagonal state (10.2). The main structure involved here is the bilinear form

$$
B_\varphi : A \times A^\circ \to \mathbb{C}
$$

given by

$$
B_\varphi(a, b^\circ) := \delta_\varphi(a \otimes b^\circ), \quad a \in A, \quad b^\circ \in A^\circ,
$$

and (14.2) can be given in terms of $B_\varphi$, in analogy to (13.10) in a natural way.\(^{10}\)

We end by noticing that the above definition of detailed balance on one hand provides a unifying definition of *quantum detailed balance* in a very general situation. For example, it covers the usual tensor product case for which the grading is trivial. On the other hand, Definition 14.1 clarifies the natural appearance of the diagonal state under the additional condition of centrality of the support of the involved state.\(^{11}\)

For the previous work on the detailed balance, the reader is referred to [3,4,27–30, 41] and the references cited therein. The reader is also referred to [10,11,24–26,32,34] for the role of such a “diagonal quantum measure” in quantum ergodic theory and the theory of joinings.

Finally, we would like to mention the natural connections between detailed balance and the notion of KMS-symmetric semigroups, see e.g. [1,15,36].
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