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Abstract. Reaction-diffusion equations are widely used to describe a variety of phenomena such as pattern formation and front propagation in biological, chemical and physical systems. In the one-dimensional model with a balanced bistable reaction function, it is well-known that there is persistence of metastable patterns for an exponentially long time, i.e. a time proportional to \( \exp(C/\varepsilon) \) where \( C, \varepsilon \) are strictly positive constants and \( \varepsilon^2 \) is the diffusion coefficient. In this paper, we extend such results to the case when the linear diffusion flux is substituted by the mean curvature operator both in Euclidean and Lorentz–Minkowski spaces. More precisely, for both models, we prove existence of metastable states which maintain a transition layer structure for an exponentially long time and we show that the speed of the layers is exponentially small. Numerical simulations, which confirm the analytical results, are also provided.

1. Introduction

In this paper we study the long time dynamics of the solutions to the reaction-diffusion equation

\[ u_t = Q(\varepsilon^2 u_x)_x - F'(u), \tag{1.1} \]

where \( u = u(x, t) : [a, b] \times (0, +\infty) \to \mathbb{R}, \varepsilon > 0 \) is a small parameter and \( F : \mathbb{R} \to \mathbb{R} \) is a double well potential with wells of equal depth; more precisely, we assume that the potential \( F \in C^3(\mathbb{R}) \) satisfies

\[ F(\pm 1) = F'(\pm 1) = 0, \quad F''(\pm 1) > 0, \quad F(u) > 0 \quad \forall u \neq \pm 1. \tag{1.2} \]

We consider equation (1.1) complemented with homogeneous Neumann boundary conditions

\[ u_x(a, t) = u_x(b, t) = 0, \quad t > 0, \tag{1.3} \]

and initial datum

\[ u(x, 0) = u_0(x), \quad x \in [a, b]. \tag{1.4} \]

Regarding the diffusion flux \( Q \), we will consider two different choices: the first one is

\[ Q(s) := \frac{s}{\sqrt{1 + s^2}}, \tag{1.5} \]

and corresponds to the mean curvature operator in Euclidean space, while the second one is

\[ Q(s) := \frac{s}{\sqrt{1 - s^2}}, \tag{1.6} \]

and corresponds to the mean curvature operator in Lorentz–Minkowski space.
From a physical point of view, the choice of the saturating diffusion (1.5) was introduced by Rosenau [24]: in the theory of phase transitions, the author extends the Ginzburg–Landau free-energy functionals and considers a free-energy functional, which has a linear growth rate with respect to the gradient, in order to include interaction due to high gradients. Next, the effects of saturating diffusion on convection and reaction processes have been studied in many papers, among others see [13, 18, 19, 21, 22] and references therein. We also recall the study of the interaction between flux-saturation effects with those of porous media flow [7, 8].

Regarding the unbounded and singular function (1.6), the nonlinear differential operator
\[ \text{div} \left( \frac{\nabla u}{\sqrt{1 - |\nabla u|^2}} \right) \] (1.7)
appears in many applications and it is usually meant as mean curvature operator in the Lorentz–Minkowski space. It is of interest in differential geometry, general relativity and appears in the nonlinear theory of electromagnetism, where it is usually referred to as Born-Infeld operator; for details see, among others, [1], [5] and references therein.

The difference with respect to the saturating diffusion operator is that, in the case of (1.7), the free-energy functional behaves quadratically for small values of the gradient, and it reaches its extremal value with infinite slope when \(|\nabla u|\) reaches its upper bound. It follows that the diffusion flux \(\frac{\nabla u}{\sqrt{1 - |\nabla u|^2}}\) is singular at the maximal value of the gradient.

From a mathematical point of view, the main difference between the functions (1.5) and (1.6) is that the first one is a bounded function satisfying
\[ \lim_{s \to \pm \infty} Q(s) = \pm 1, \quad \lim_{s \to \pm \infty} Q'(s) = 0, \]
while the second one is an unbounded and singular function satisfying
\[ \lim_{s \to \pm 1} Q(s) = \pm \infty, \quad \lim_{s \to \pm 1} Q'(s) = +\infty, \quad Q'(s) \geq 1, \quad \forall s \in \mathbb{R}. \]
Such a difference notably changes the character of the PDE (1.1), as we describe in the sequel. First of all, notice that in the case of smooth solutions, we can expand the term \(Q(\varepsilon^2 u_x)_x\) and rewrite equation (1.1) as
\[ u_t = \varepsilon^2 Q'(\varepsilon^2 u_x) u_{xx} - F'(u), \] (1.8)
where \(Q'(s) = (1 \pm s^2)^{-3/2}\). Therefore, in the case (1.5) the diffusion coefficient is positive but vanishes when \(|u_x| \to \infty\), while in the case (1.6) it is strictly positive if \(\varepsilon^2 |u_x| < 1\). As a consequence, when the flux function \(Q\) is bounded and \(Q'\) vanishes at \(\pm \infty\), the solutions of (1.1) can exhibit hyperbolic phenomena, such as formation of discontinuities also if the initial datum is smooth (see [22]). In the particular case (1.5) we have a strongly degenerate parabolic equation, as it is indicated in [2], where the authors study the Cauchy problem for equation (1.1) with \(F = 0\) and show that the condition
\[ \int_0^\infty s Q'(s) \, ds < \infty \]
implies persistence of discontinuous solutions; more precisely, they show that if the initial datum is discontinuous then there exists a finite time \(T > 0\) such that the
solution remains discontinuous until time \( t = T \) and becomes continuous thereafter. For this reason, the case (1.5) is also referred to as strong saturating diffusion.

As it was previously mentioned, the case of equation (1.1) with a saturating diffusion and a double well potential \( F \) with wells of equal depth has been studied in [22], where the authors prove that if the potential \( F \) is sufficiently large, then there exist discontinuous equilibria; also, they numerically show that such discontinuous equilibria are attractive for a wide class of initial data (including smooth initial data). The need of a smallness condition on the potential \( F \) in order to ensure the existence of smooth standing waves is confirmed in Proposition 2.7, where we consider equation (1.1) in \( \mathbb{R} \) with \( Q \) given by (1.5) and we prove that there exist smooth stationary solutions connecting the two minimal points \( \pm 1 \) if \( F \) is sufficiently small, see condition (2.31).

Regarding the unbounded case (1.6), we mention the paper [4], where the authors consider the free energy functional
\[
J(u) := \int_{\mathbb{R} \times \omega} \left( 1 - \sqrt{1 - |\nabla u|^2} + F(u) \right) \, dx,
\]
with \( \omega \in \mathbb{R}^{d-1}, d \geq 1 \) and \( F \) satisfying (1.2). They look for minimizers of \( J \) in the space
\[
\mathcal{X} := \left\{ u \in W^{1,\infty}(\mathbb{R} \times \omega) : \|\nabla u\|_{L^\infty} < 1 \text{ and } \lim_{x \to \pm \infty} u(x, y) = \pm 1 \text{ uniformly in } y \in \omega \right\},
\]
and prove that any minimizer depends only on the first variable and is the unique solution (up to translations) to the boundary value problem
\[
\left( \frac{u'}{\sqrt{1 - |u|^2}} \right)' - F'(u) = 0, \quad \lim_{x \to \pm \infty} u(x) = \pm 1.
\]
As we will see in Section 3, the existence of such solution is crucial in our work and it suggests that there exist metastable patterns for equation (1.1) when \( Q \) is given by (1.6).

To conclude the discussion, we briefly mention that the evolution equation associated to (1.6) has been recently studied in the presence of a convection term in [16].

Motivated by previous results obtained for the solutions of reaction-diffusion equations with a linear diffusion flux, the main goal of this paper is to investigate the phenomenon of metastability for equation (1.1); from a general point of view, a metastable dynamics appears when the solution to an evolution PDE evolves very slowly in time and maintains an unstable structure for a very long time. Roughly speaking, the solution evolves so slowly that it appears to be stable, and after a very long time it undergoes a drastic change and converges to its asymptotic limit. We refer to this type of solutions as metastable states for the evolution PDE.

When choosing \( Q(s) = s \) in (1.1) and \( F \) satisfying (1.2), one obtains the classical Allen–Cahn equation
\[
u_t = \varepsilon^2 u_{xx} - F'(u),
\]
and it is well known that its solutions exhibit the phenomenon of metastability. More precisely, when considering equation (1.9) with homogeneous Neumann boundary conditions (1.3), the solutions maintain a transition layer structure for
an exponentially long time when the diffusion coefficient is small, i.e. a time of order $O(e^{C/\varepsilon})$ as $\varepsilon \to 0$, and after that they converge to a constant equilibrium solution which is one of the minimal points of the potential $F$.

Many papers have been devoted to the study of the metastable dynamics for the Allen–Cahn equation (1.9); being impossible to quote all the contributions, we mention here only the pioneering works [6, 9, 10, 17]. It is to be observed that two main different approaches to metastability for equation (1.9) have been proposed in the aforementioned papers. Since the method we use here is the energy approach introduced by Bronsard and Kohn in [6], we briefly recall such strategy. The former is based on the fact that the Allen–Cahn equation can be seen as a gradient flow in $L^2(a,b)$ for the Lyapunov functional

$$\mathcal{F}[u] = \int_a^b \left[ \frac{\varepsilon^2}{2} u_x^2 + F(u) \right] dx.$$  

In [6], the authors consider the case $F(u) = \frac{1}{4} (u^2 - 1)^2$ and make use of the notion of $\Gamma$-convergence ([23, 25]) for the functional

$$\mathcal{F}_\varepsilon[u] = \int_a^b \left[ \frac{\varepsilon^2}{2} u_x^2 + \frac{F(u)}{\varepsilon} \right] dx,$$

which is obtained multiplying by $\varepsilon^{-1}$ the functional $\mathcal{F}[u]$. In this way, Young inequality gives

$$\mathcal{F}_\varepsilon[u] \geq \int_a^b |u_x| \sqrt{2F(u)} dx = \int_{-1}^{+1} \sqrt{2F(s)} ds =: c_0,$$

for any function $u$ connecting $-1$ and $+1$. The positive constant $c_0$ (independent on $\varepsilon$ for the renormalization) represents the minimum energy to have a transition between $-1$ and $+1$, and one can prove that if $u^\varepsilon$ converges in $L^1(a,b)$ to a step function $v$ which takes only the values $\pm 1$ and has exactly $N$ jumps, then

$$\liminf_{\varepsilon \to 0^+} \mathcal{F}_\varepsilon[u^\varepsilon] \geq Nc_0.$$

Moreover, it is possible to choose a function such that the equality holds. Using such properties of the functional $\mathcal{F}_\varepsilon$, in [6] the authors show persistence of unstable structures with $N$ transitions between $-1$ and $+1$ for a time $T_\varepsilon = O(\varepsilon^{-k})$, for any $k \in \mathbb{N}$.

The energy approach of [6] is very powerful and permits to prove existence of metastable states for different evolution PDEs. For instance, it was improved and used in [20] to prove persistence for an exponentially long time of the metastable states for the Cahn–Morral system, and it was also applied to the hyperbolic Cahn–Hilliard equation in [15] (see also [12, 14] for further information on application of the energy approach to metastability analysis of hyperbolic equations).

Following the same ideas, in this paper we modify the energy approach to rigorously establish the existence of metastable states for the IBVP (1.1)-(1.3)-(1.4). The main goal of this paper is to prove that if the initial datum $u_0$ depends on $\varepsilon$ and has an $N$-transition layer structure (see Definition 2.3 below) then the solution to (1.1)-(1.3)-(1.4) maintains the same $N$-transition layer structure for an exponentially long time. In this fashion, we show that the phenomenon of metastability is still present in reaction-diffusion problems where the diffusion is nonlinear and it is given by either the strongly saturating diffusion function (1.5), or by the mean curvature (in the Lorentz-Minkowski space) unbounded diffusion function (1.6).
For that purpose, it is to be noticed that in the case of a generic reaction-diffusion equation of the form (1.1), the energy functional is given by

\[ E[u] = \int_{a}^{b} \left[ \tilde{Q}(u_x) + F(u) \right] \, dx, \]

where \( \tilde{Q}'(s) = Q(s) \). Indeed, one can prove (see Lemma 2.1) that if \( u \) is a solution to (1.1) with homogeneous Neumann boundary conditions (1.3), then

\[ \frac{d}{dt} E[u](t) = - \int_{a}^{b} u_t^2(x,t) \, dx. \] (1.10)

In the case of the choices (1.5)-(1.6) for the diffusion function, we clearly have

\[ \tilde{Q}(s) = c \pm \sqrt{1 \pm \frac{\varepsilon^4 s^2}{\varepsilon^2}}, \quad c \in \mathbb{R}, \]

where the sign + and − corresponds to (1.5) and to (1.6), respectively.

In order to apply the same strategy of [6], we choose \( \tilde{Q}(0) = 0 \) and use the renormalized energies,

\[ E_\varepsilon[u] = \int_{a}^{b} \left[ \frac{1 + \varepsilon^4 u_x^2 - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \, dx, \] (1.11)

in the case where \( Q \) is given by (1.5), and

\[ E_\varepsilon[u] = \int_{a}^{b} \left[ \frac{1 - \sqrt{1 - \varepsilon^4 u_x^2}}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \, dx, \] (1.12)

if \( Q \) is given by (1.6).

The goal is to prove that, as in the linear case, both energies \( E_\varepsilon[u] \) and \( E_\varepsilon[u] \) satisfy the following property: if \( u^\varepsilon \) converges in \( L^1(a,b) \) to a step function \( v \), taking only the values \( \pm 1 \) and having exactly \( N \) jumps, then

\[ \liminf_{\varepsilon \to 0^+} E_\varepsilon[u^\varepsilon] \geq Nc_0, \quad \text{and} \quad \liminf_{\varepsilon \to 0^+} E_\varepsilon[u^\varepsilon] \geq Nc_0, \]

with the equality holding for a particular choice of \( u^\varepsilon \). More precisely, we will prove that for any function \( u \) sufficiently close in \( L^1(a,b) \) to \( v \), the following inequality holds

\[ E_\varepsilon[u] \geq Nc_\varepsilon - C \exp(-A/\varepsilon), \]

for some \( c_\varepsilon > 0 \) which converges to \( c_0 \) as \( \varepsilon \to 0 \) (see Proposition 2.5). A similar inequality holds for \( E_\varepsilon[u] \), see Proposition 3.4 below. Such lower bounds are the key points to prove the persistence of metastable patterns for (1.1) in the cases (1.5)-(1.6); in order to prove them we use two different inequalities (see (2.2) and (3.2)), which play the same role of Young inequality in the linear case (1.9). We underline that such results on the energy functionals, \( E_\varepsilon[u] \) and \( E_\varepsilon[u] \), hold for a generic function \( u \in H^1(a,b) \) and that equation (1.1) plays no role. Thanks to these variational results and equality (1.10) we are able to apply the energy approach of Bronsard and Kohn [6], and by using the same procedure we prove the exponentially slow motion of the solutions to (1.1)-(1.3).

We close this Introduction by sketching a short plan of the paper; in Sections 2 and 3 we exploit the strategy described above for the two choices of diffusion fluxes (1.5) and (1.6) under consideration, and prove that the solutions to (1.1) indeed exhibit a metastable dynamics. In particular, after showing the existence of
metastable states having an $N$-transition layer structure (for more details see Definition 2.3), in Theorems 2.4 and 3.3 we prove their persistence for an exponentially long time interval of the order $e^{C/\varepsilon}$, $C > 0$. Moreover, we provide an estimate for the speed of the transition layers, showing that it is (at most) exponentially small when $\varepsilon \to 0$, see Theorem 3.6 below. Such results extend to the case of nonlinear diffusions as the ones in (1.5) and (1.6) the results previously obtained for the standard Allen-Cahn equation. In Section 4 we give numerical evidences of the rigorous results obtained in the Sections 2-3, and we also show that metastability is a general phenomenon of equation (1.1), that is, the metastable states are attractive for a large class of initial data. Finally, we numerically show that the assumptions (1.2) on the potential $F$ are necessary for the appearance of metastability, as it happens in the linear case.

2. SLOW MOTION IN THE CASE OF A SATURATING DIFFUSION

The aim of this section is to show that there exist metastable states for the IBVP (1.1)-(1.3)-(1.4), when the function $Q$ is given by (1.5), and that such metastable states maintain the same unstable structure of the initial datum for an exponentially long time, i.e. for a time $T_\varepsilon \geq e^{C/\varepsilon}$, with $C > 0$ independent of $\varepsilon$. Before stating the main result of this section, we present two preliminary lemmata, which are fundamental to develop the energy approach mentioned in the Introduction. The first lemma shows that the energy (1.11) is a non-increasing function of time along the solutions of (1.1)-(1.5) with homogeneous Neumann boundary conditions (1.3).

Lemma 2.1. Let $u \in C([0,T],H^2(a,b))$ be solution of (1.1)-(1.3), with $Q$ as in (1.5). If $E_\varepsilon$ is the functional defined in (1.11), then
\[
\frac{d}{dt}E_\varepsilon[u](t) = -\varepsilon^{-1}\|u(\cdot,t)\|_{L^2}^2,
\] for any $t \in (0,T)$.

Proof. By differentiating with respect to time (1.11), we obtain
\[
\frac{d}{dt}E_\varepsilon[u] = \frac{1}{\varepsilon} \int_a^b \left[ \frac{\varepsilon^2 u_x}{\sqrt{1+\varepsilon^4 u_x^2}} u_{xt} + F'(u)u_t \right] dx,
\]
Integrating by parts and using the boundary conditions (1.3), we get
\[
\frac{d}{dt}E_\varepsilon[u] = -\frac{1}{\varepsilon} \int_a^b \left[ \left( \frac{\varepsilon^2 u_x}{\sqrt{1+\varepsilon^4 u_x^2}} \right)_x - F'(u) ight] u_t dx.
\]
Since $u$ satisfies the equation (1.1), we end up with (2.1).

In the following lemma we prove an inequality which plays in (1.1)-(1.5) the same role that the well-known Young inequality plays in the metastability analysis of the classical reaction-diffusion model (1.9).

Lemma 2.2. Let $\varepsilon, L > 0$. Then
\[
\frac{\sqrt{1+\varepsilon^4 x^2} - 1}{\varepsilon^3} + \frac{y}{\varepsilon} \geq |x|\sqrt{2y - \varepsilon^2 y^2},
\] for any $(x,y) \in [-L,L] \times [0,2\varepsilon^{-2}]$.
Proof. To prove (2.2) it is sufficient to study the sign of the function

\[ f(x, y) := \sqrt{1 + \varepsilon^4 x^2} - 1 + \varepsilon^2 y - \varepsilon^3 x \sqrt{2y - \varepsilon^2 y^2}, \]

in the domain \( D := [0, L] \times [0, 2\varepsilon^{-2}] \). For any \((x, y) \in \bar{D}\) we have

\[
\begin{align*}
f_x(x, y) &= \frac{\varepsilon^4 x}{\sqrt{1 + \varepsilon^4 x^2}} - \varepsilon^3 \sqrt{2y - \varepsilon^2 y^2}, \\
f_y(x, y) &= \varepsilon^2 \left( 1 - \varepsilon x \frac{1 - \varepsilon^2 y}{\sqrt{2y - \varepsilon^2 y^2}} \right),
\end{align*}
\]

It follows that \( \nabla f(x, y) = 0 \) if and only if

\[ x = \frac{\sqrt{2y - \varepsilon^2 y^2}}{\varepsilon(1 - \varepsilon^2 y)} =: g(y), \quad y \in (0, \varepsilon^{-2}) \cup (\varepsilon^{-2}, 2\varepsilon^{-2}). \]

Notice that \( f(g(y), y) = 0 \) for any \( y \in (0, \varepsilon^{-2}) \cup (\varepsilon^{-2}, 2\varepsilon^{-2}) \), and so \( f = 0 \) in all the critical points. Let us compute the minimum of \( f \) in \( \partial D \). First, we have

\[
\begin{align*}
f(x, 0) &= \sqrt{1 + \varepsilon^4 x^2} - 1, \quad x \in [0, L], \\
f(0, y) &= \varepsilon^2 y, \quad y \in [0, 2\varepsilon^{-2}].
\end{align*}
\]

Next,

\[ f(x, 2\varepsilon^{-2}) = \sqrt{1 + \varepsilon^4 x^2} + 1, \quad x \in [0, L]. \]

Finally, \( f'(L, y) \leq 0 \) for any \( y \in (0, g^{-1}(L)] \) and \( f'(L, y) \geq 0 \) for any \( y \in [g^{-1}(L), 2\varepsilon^{-2}] \) and \( f(L, g^{-1}(L)) = 0 \). Therefore, \( f \) is non negative on \( \partial D \) and since \( f = 0 \) in all the critical points, we have that \( f \) is non negative in \( D \) and the proof is complete. \( \square \)

The inequality (2.2) is crucial because it allows us to state that if \( \bar{u} \) is a monotone function connecting the two stable points \(+1\) and \(-1\) and

\[
\max_{s \in [-1, 1]} F(s) \leq 2 \varepsilon^{-2},
\]

then the energy defined in (1.11) satisfies

\[
E_{\varepsilon}[\bar{u}] \geq \int_a^b |\bar{u}'| \sqrt{\epsilon F(\bar{u})} \left[ 2 - \varepsilon^2 F(\bar{u}) \right] dx = \int_{-1}^{+1} \sqrt{F(s)} \left[ 2 - \varepsilon^2 F(s) \right] ds =: c_\varepsilon. \quad (2.3)
\]

As we will see, the positive constant \( c_\varepsilon \) represents the minimum energy to have a transition between \(-1\) and \(+1\). It is to be observed that

\[
\lim_{\varepsilon \to 0} c_\varepsilon = \int_{-1}^{+1} \sqrt{2F(s)} ds =: c_0,
\]

which is the minimum energy in the case of the classical Allen–Cahn equation (see [6]).

We now give the definition of a function with a transition layer structure.

**Definition 2.3.** Let us fix \( N \in \mathbb{N} \) and a piecewise constant function \( v \) with \( N \) transitions as follows:

\[
v : [a, b] \to \{-1, +1\} \text{ with } N \text{ jumps located at } x = h_j, \ j = 1, \ldots, N,
\]

with \( a < h_1 < h_2 < \cdots < h_N < b \), and \( r > 0 \) is such that \( (h_i - r, h_i + r) \cap (h_j - r, h_j + r) = \emptyset \) for \( i \neq j \), \( a \leq h_1 - r \) and \( h_N + r \leq b \).

We say that a function \( u^\varepsilon \in H^1(a, b) \) has an \( N \)-transition layer structure if

\[
\lim_{\varepsilon \to 0} ||u^\varepsilon - v||_{L^1} = 0,
\]

(2.5)
and there exist $C > 0$ and $A \in (0, r\sqrt{2\lambda})$, $\lambda = \min\{F''(\pm 1)\}$ (independent on $\varepsilon$) such that
\[
E_\varepsilon[u'] \leq NC_\varepsilon + C \exp(-A/\varepsilon),
\]
for any $\varepsilon \ll 1$, where the energy $E_\varepsilon$ and the positive constant $c_\varepsilon$ are defined in (1.11) and in (2.3), respectively.

Observe that condition (2.5) fixes the number of transitions and their relative positions in the limit $\varepsilon \to 0$, while condition (2.6) requires that the energy at the time $t = 0$ exceeds at most by $C \exp(-A/\varepsilon)$, the minimum possible to have these $N$ transitions. Moreover, from (2.1) it follows that if the initial datum $u_0^\varepsilon$ satisfies (2.6), then the solution $u^\varepsilon(\cdot, t)$ satisfies the same inequality for all times $t > 0$. Therefore, we only need to prove that the solution $u^\varepsilon(\cdot, t)$ satisfies (2.5) for an exponentially long time, and this is the main result of this section.

**Theorem 2.4** (metastable dynamics with strong saturating diffusion). Assume that $F \in C^3(\mathbb{R})$ satisfies (1.2) and define $\lambda := \min\{F''(\pm 1)\}>0$ and $A \in (0, r\sqrt{2\lambda})$. If $u^\varepsilon$ is the solution of (1.1)-(1.3)-(1.4) with $Q$ as in (1.5) and initial datum $u_0^\varepsilon$ satisfying (2.5) and (2.6), then,
\[
\sup_{0 \leq t \leq m \exp(A/\varepsilon)} \|u^\varepsilon(\cdot, t) - v\|_{L^1} \to 0, \quad \varepsilon \to 0,
\]
for any $m > 0$.

As it was pointed out in Section 1, the crucial step in the proof of Theorem 2.4 is to prove a particular lower bound on the energy. Such result is purely variational in character and equation (1.1) plays no role in its proof.

**Proposition 2.5.** Assume that $F \in C^3(\mathbb{R})$ satisfies (1.2). Let $v$ be as in (2.4), $\lambda := \min\{F''(\pm 1)\}>0$ and $A \in (0, r\sqrt{2\lambda})$. Then, there exist $\varepsilon_0, C, \delta > 0$ (depending only on $F, v$ and $A$) such that if $u \in H^1(a, b)$ satisfies
\[
\|u - v\|_{L^1} \leq \delta,
\]
then for any $\varepsilon \in (0, \varepsilon_0)$,
\[
E_\varepsilon[u] \geq NC_\varepsilon - C \exp(-A/\varepsilon),
\]
where $E_\varepsilon$ and $c_\varepsilon$ are defined in (1.11) and (2.3), respectively.

**Proof.** Fix $u \in H^1(a, b)$ satisfying (2.8), and $\varepsilon > 0$ such that $2 - \varepsilon^2 F''(u) \geq 0$ in $(a, b)$. Take $\hat{r} \in (0, r)$ and $\rho_1$ so small that
\[
A \leq (r - \hat{r})\sqrt{2\lambda - 2\nu\rho_1}, \quad \text{where} \quad \nu := \sup \{|F''(x)|, x \in [-1 - \rho_1, 1 + \rho_1]\}.
\]
(2.10)

Then, choose $0 < \rho_2 < \rho_1$ sufficiently small such that
\[
\int_{1-\rho_1}^{1-\rho_2} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} ds > \int_{1-\rho_2}^{1} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} ds, \quad \int_{1+\rho_1}^{-1+\rho_2} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} ds > \int_{-1}^{-1+\rho_2} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} ds.
\]
(2.11)

Now, we focus our attention on $h_i$, one of the discontinuous points of $v$. To fix ideas, let $v(h_i \pm r) = \pm 1$, the other case being analogous. We claim that there exist $r_+$ and $r_-$ in $(0, \hat{r})$ such that
\[
|u(h_i + r_+) - 1| < \rho_2, \quad \text{and} \quad |u(h_i - r_-) + 1| < \rho_2.
\]
(2.12)
Indeed, assume by contradiction that \(|u - 1| \geq \rho_2\) throughout \((h_i, h_i + \hat{r})\); then
\[
\delta \geq \|u - v\|_{L^1} \geq \int_{h_i}^{h_i + \hat{r}} |u - v| \ dx \geq \hat{r} \rho_2,
\]
and this leads to a contradiction if we choose \(\delta \in (0, \hat{r} \rho_2)\). Similarly, one can prove the existence of \(r_- \in (0, \hat{r})\) such that \(|u(h_i - r_-) + 1| < \rho_2\).

Now, we consider the interval \((h_i - r, h_i + r)\) and claim that
\[
\int_{h_i - r}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx \geq c_\varepsilon - \frac{C}{N} \exp(-A/\varepsilon), \tag{2.13}
\]
for some \(C > 0\) independent on \(\varepsilon\). Observe that from (2.2), it follows that for any \(a \leq c < d \leq b\),
\[
\int_c^d \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx \geq \left| \int_{u(c)}^{u(d)} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds \right|, \tag{2.14}
\]
Hence, if \(u(h_i + r_+) \geq 1\) and \(u(h_i - r_-) \leq -1\), then from (2.14) we can conclude that
\[
\int_{h_i - r_-}^{h_i + r_+} \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx \geq \int_{u(h_i - r_-)}^{u(h_i + r_+)} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds,
\]
which implies (2.13). On the other hand, from (2.14) we obtain
\[
\int_{h_i - r}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx \geq \int_{h_i - r}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx
\]
\[
+ \int_{h_i - r}^{h_i - r_-} \left[ \frac{\sqrt{1 + \varepsilon^4 u_x^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] \ dx
\]
\[
+ \int_{-1}^{1} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds
\]
\[
- \int_{-1}^{u(h_i - r_-)} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds
\]
\[
- \int_{u(h_i + r_+)}^{1} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds
\]
\[
=: I_1 + I_2 + c_\varepsilon - \alpha_\varepsilon - \beta_\varepsilon. \tag{2.15}
\]
Let us estimate the first two terms of (2.15). Regarding \(I_1\), assume that \(1 - \rho_2 < u(h_i + r_+) < 1\) and consider the unique minimizer \(z : [h_i + r_+, h_i + r_i] \to \mathbb{R}\) of \(I_1\) subject to the boundary condition \(z(h_i + r_i) = u(h_i + r_i)\). If the range of \(z\) is not contained in the interval \((1 - \rho_1, 1 + \rho_1)\), then from (2.14), it follows that
\[
\int_{h_i + r_i}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 z_x^2} - 1}{\varepsilon^3} + \frac{F(z)}{\varepsilon} \right] \ dx \geq \int_{u(h_i + r_+)}^{1} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \ ds = \beta_\varepsilon,
\tag{2.16}
by the choice of $r_+$ and $\rho_2$. Suppose, on the other hand, that the range of $z$ is contained in the interval $(1 - \rho_1, 1 + \rho_1)$. Then, the Euler-Lagrange equation for $z$ is
\[
\frac{d^2}{dx^2}(z(x)) = \frac{\varepsilon^2}{2}(z(x))^2 \left(1 + \varepsilon^4 z'(x)^2\right)^{3/2}, \quad x \in (h_i + r_+, h_i + r),
\]
\[
z(h_i + r_+) = u(h_i + r_+), \quad z'(h_i + r) = 0.
\]
Denoting $\psi(x) := (z(x) - 1)^2$, we have $\psi' = 2(z - 1)z'$ and
\[
\psi''(x) = 2(z(x) - 1)z''(x) + 2z'(x)^2 \geq \frac{2}{\varepsilon^2}(z(x) - 1)F'(z(x)) \left(1 + \varepsilon^4 z'(x)^2\right)^{3/2}.
\]
Since $|z(x) - 1| \leq \rho_1$ for any $x \in [h_i + r_+, h_i + r]$, using Taylor’s expansion
\[
F'(z(x)) = F''(1)(z(x) - 1) + R,
\]
where $|R| \leq \nu|z - 1|^2/2$ with $\nu$ defined in (2.10), we obtain
\[
\psi''(x) \geq \frac{2\lambda}{\varepsilon^2}(z(x) - 1)^2 - \frac{2\nu\rho_1}{\varepsilon^2}(z(x) - 1)^2 \geq \frac{\mu^2}{\varepsilon^2} \psi(x),
\]
where $\mu = A/(r - \tilde{r})$ and having used (2.10). Thus, $\psi$ satisfies
\[
\psi''(x) - \frac{\mu^2}{\varepsilon^2} \psi(x) \geq 0, \quad x \in (h_i + r_+, h_i + r),
\]
\[
\psi(h_i + r_+) = (u(h_i + r_+) - 1)^2, \quad \psi'(h_i + r) = 0.
\]
We compare $\psi$ with the solution $\hat{\psi}$ of
\[
\hat{\psi''}(x) - \frac{\mu^2}{\varepsilon^2} \hat{\psi}(x) = 0, \quad x \in (h_i + r_+, h_i + r),
\]
\[
\hat{\psi}(h_i + r_+) = (u(h_i + r_+) - 1)^2, \quad \hat{\psi}'(h_i + r) = 0,
\]
which can be explicitly calculated to be
\[
\hat{\psi}(x) = \frac{(u(h_i + r_+) - 1)^2}{\cosh \left[\frac{\mu}{\varepsilon}(x - (h_i + r))\right]} \cosh \left[\frac{\mu}{\varepsilon}(x - (h_i + r))\right].
\]
By the maximum principle, $\psi(x) \leq \hat{\psi}(x)$ so, in particular,
\[
\psi(h_i + r) \leq \frac{(u(h_i + r_+) - 1)^2}{\cosh \left[\frac{\mu}{\varepsilon}(r - r_+)\right]} \leq 2 \exp(-A/\varepsilon)(u(h_i + r_+) - 1)^2.
\]
Then, we have
\[
|z(h_i + r) - 1| \leq \sqrt{2} \exp(-A/2\varepsilon)\rho_2. \tag{2.17}
\]
Now, by using Taylor’s expansion for $F(s)$, we obtain
\[
F(s) \leq (s - 1)^2 \left(\frac{F''(1)}{2} + \frac{\alpha(s - 1)^2}{|s - 1|^2}\right).
\]
Therefore, for $s$ sufficiently close to $s = 1$ we have
\[
0 \leq F(s) \leq \Lambda(s - 1)^2, \tag{2.18}
\]
for some $\Lambda > 0$. Using (2.17) and (2.18), we obtain
\[
\int_{z(h_i + r)}^{h_i + r} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \, ds \leq \Lambda/2(z(h_i + r) - 1)^2 \leq \sqrt{2} A \rho_2^2 \exp(-A/\varepsilon). \tag{2.19}
\]
From (2.14)-(2.19) it follows that, for some constant $C > 0$, 
\[
\int_{h_i + r_+}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 z_i^2} - 1}{\varepsilon^3} + \frac{F(z)}{\varepsilon} \right] dx \geq \left| \int_{z(h_i + r_+)}^{1} \sqrt{F(s)[2 - \varepsilon F(s)]} ds - \int_{z(h_i + r)}^{1} \sqrt{F(s)[2 - \varepsilon F(s)]} ds \right| 
\geq \beta_\varepsilon - \frac{C}{2N} \exp(-A/\varepsilon). \tag{2.20}
\]
Combining (2.16) and (2.20), we get that the constrained minimizer $z$ of the proposed variational problem satisfies 
\[
\int_{h_i + r_+}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 z^2} - 1}{\varepsilon^3} + \frac{F(z)}{\varepsilon} \right] dx \geq \beta_\varepsilon - \frac{C}{2N} \exp(-A/\varepsilon).
\]
The restriction of $u$ to $[h_i + r_+, h_i + r]$ is an admissible function, so it must satisfy the same estimate and we have 
\[
I_1 \geq \beta_\varepsilon - \frac{C}{2N} \exp(-A/\varepsilon). \tag{2.21}
\]
The term $I_2$ on the right hand side of (2.15) is estimated similarly by analyzing the interval $[h_i - r, h_i - r_-]$ and using the second condition of (2.11) to obtain the corresponding inequality (2.16). The obtained lower bound reads 
\[
I_2 \geq \alpha_\varepsilon - \frac{C}{2N} \exp(-A/\varepsilon). \tag{2.22}
\]
Finally, by substituting (2.21) and (2.22) in (2.15), we deduce (2.13). Summing up all of these estimates for $i = 1, \ldots, N$, namely for all transition points, we end up with 
\[
E_\varepsilon[u] \geq N \sum_{i=1}^{N} \int_{h_i - r}^{h_i + r} \left[ \frac{\sqrt{1 + \varepsilon^4 u_i^2} - 1}{\varepsilon^3} + \frac{F(u)}{\varepsilon} \right] dx \geq N \epsilon - C \exp(-A/\epsilon),
\]
and the proof is complete. \hfill \Box

Proposition 2.5 permits to apply the energy approach introduced in [6] and we can proceed as in [6], [15].

**Proposition 2.6.** Assume that $F \in C^3(\mathbb{R})$ satisfies (1.2) and consider the solution $u^\varepsilon$ to (1.1)-(1.3)-(1.4) with $Q$ given by (1.5) and initial datum $u_0^\varepsilon$ satisfying (2.5) and (2.6). Then, there exist positive constants $\epsilon_0, C_1, C_2 > 0$ (independent on $\epsilon$) such that 
\[
\int_0^{C_1 \epsilon^{-1} \exp(A/\epsilon)} \|u_i^\varepsilon\|_{L^2}^2 dt \leq C_2 \epsilon \exp(-A/\epsilon), \tag{2.23}
\]
for all $\epsilon \in (0, \epsilon_0)$.

**Proof.** Let $\epsilon_0 > 0$ be sufficiently small such that for all $\epsilon \in (0, \epsilon_0)$, (2.6) holds and 
\[
\|u_0^\varepsilon - v\|_{L^1} \leq \frac{1}{2} \delta, \tag{2.24}
\]
where $\delta$ is the constant of Proposition 2.5. Let $T > 0$; we claim that if 
\[
\int_0^T \|u_i^\varepsilon\|_{L^1} dt \leq \frac{1}{2} \delta, \tag{2.25}
\]
then there exists $C > 0$ such that
\begin{equation}
E_\varepsilon[u^\varepsilon](\hat{T}) \geq Nc_\varepsilon - C \exp(-A/\varepsilon). \tag{2.26}
\end{equation}
Indeed, inequality (2.26) follows from Proposition 2.5 if $\|u^\varepsilon(\cdot, \hat{T}) - v\|_{L^1} \leq \delta$. By using the triangle inequality, (2.24) and (2.25), we obtain
\begin{equation}
\|u^\varepsilon(\cdot, \hat{T}) - v\|_{L^1} \leq \|u^\varepsilon(\cdot, \hat{T}) - u^\varepsilon_0\|_{L^1} + \|u^\varepsilon_0 - v\|_{L^1} \leq \int_0^{\hat{T}} \|u^\varepsilon_t\|_{L^1} + \frac{1}{2} \delta \leq \delta.
\end{equation}
Upon integration of (2.1), we deduce
\begin{equation}
E_\varepsilon[u^\varepsilon_0] - E_\varepsilon[u^\varepsilon](\hat{T}) = \varepsilon^{-1} \int_0^{\hat{T}} \|u^\varepsilon_t\|^2_{L^2} \, dt. \tag{2.27}
\end{equation}
Substituting (2.6) and (2.26) in (2.27) yields
\begin{equation}
\int_0^{\hat{T}} \|u^\varepsilon_t\|^2_{L^2} \, dt \leq C_2 \varepsilon \exp(-A/\varepsilon). \tag{2.28}
\end{equation}
It remains to prove that inequality (2.25) holds for $\hat{T} \geq C_1 \varepsilon^{-1} \exp(A/\varepsilon)$. If
\begin{equation}
\int_0^{+\infty} \|u^\varepsilon_t\|_{L^1} \, dt \leq \frac{1}{2} \delta,
\end{equation}
there is nothing to prove. Otherwise, choose $\hat{T}$ such that
\begin{equation}
\int_0^{\hat{T}} \|u^\varepsilon_t\|_{L^1} \, dt = \frac{1}{2} \delta.
\end{equation}
Using Hölder’s inequality and (2.28), we infer
\begin{equation}
\frac{1}{2} \delta \leq [\hat{T}(b - a)]^{1/2} \left(\int_0^{\hat{T}} \|u^\varepsilon_t\|^2_{L^2} \, dt\right)^{1/2} \leq \left[\int_0^{\hat{T}} (b - a) C_2 \varepsilon \exp(-A/\varepsilon)\right]^{1/2}.
\end{equation}
It follows that there exists $C_1 > 0$ such that
\begin{equation}
\hat{T} \geq C_1 \varepsilon^{-1} \exp(A/\varepsilon),
\end{equation}
and the proof is complete. \hfill \Box

Now, we have all the tools to prove (2.7).

\textbf{Proof of Theorem 2.4.} The triangle inequality yields
\begin{equation}
\|u^\varepsilon(\cdot, t) - v\|_{L^1} \leq \|u^\varepsilon(\cdot, t) - u^\varepsilon_0\|_{L^1} + \|u^\varepsilon_0 - v\|_{L^1}, \tag{2.29}
\end{equation}
for all $t \in [0, m \exp(A/\varepsilon)]$. The last term of inequality (2.29) tends to zero by assumption (2.5). Regarding the first term, take $\varepsilon$ so small that $C_1 \varepsilon^{-1} \geq m$; thus we can apply Proposition 2.6 and by using Hölder’s inequality and (2.23), we infer
\begin{equation}
\sup_{0 \leq \varepsilon \leq m \exp(A/\varepsilon)} \|u^\varepsilon(\cdot, t) - u^\varepsilon_0\|_{L^1} \leq \int_0^{m \exp(A/\varepsilon)} \|u^\varepsilon_t(\cdot, t)\|_{L^1} \, dt \leq C \sqrt{\varepsilon},
\end{equation}
for all $t \in [0, m \exp(A/\varepsilon)]$. Hence (2.7) follows. \hfill \Box
Theorem 2.4 provides sufficient conditions for the existence of a metastable state for equation (1.1)-(1.5) and shows its persistence for (at least) an exponentially long time. We conclude this section by constructing a family of functions with a transition layer structure, namely we show how to construct a function satisfying (2.5)-(2.6). To do this, we will use standing waves solutions to (1.8), i.e. we will use the solution $\Phi^\varepsilon(x) = \Phi^\varepsilon(x)$ to the boundary value problem

$$
\varepsilon^2 Q'(\varepsilon^2 \Phi^\varepsilon) \Phi^\varepsilon'' - F'(\Phi^\varepsilon) = 0, \quad \lim_{x \to \pm \infty} \Phi^\varepsilon(x) = \pm 1, \quad \Phi^\varepsilon(0) = 0, \quad (2.30)
$$

where $Q$ is defined in (1.5).

Proposition 2.7. Fix a piecewise function $v$ as in (2.4) and assume that $F \in C^3(\mathbb{R})$ satisfies (1.2). Then there exists a function $u^\varepsilon$ satisfying (2.5) and (2.6).

Proof. First of all, let us prove that if $Q$ is as in (1.5) and $F \in C^3(\mathbb{R})$ satisfies (1.2) and

$$
\max_{\Phi \in [-1,1]} F(\Phi) < \varepsilon^{-2}, \quad (2.31)
$$

then, there exists a unique solution to (2.30). Multiplying by $\Phi^\varepsilon = \Phi^\varepsilon(x)$ equation (2.30), we deduce

$$
\varepsilon^2 Q'(\varepsilon^2 \Phi^\varepsilon) \Phi^\varepsilon'' - F'(\Phi^\varepsilon) \Phi^\varepsilon' = 0, \quad \text{in } (-\infty, +\infty),
$$

and, therefore,

$$
P^\varepsilon(s) = \int_0^s \varepsilon^2 u Q'(\varepsilon^2 u) du = \frac{1}{\varepsilon^2} \left(1 - \frac{1}{\sqrt{1 + \varepsilon^4 s^2}}\right).
$$

It follows that the profile $\Phi^\varepsilon$ satisfies

$$
\begin{cases}
\varepsilon \Phi^\varepsilon'(x) = \sqrt{F(\Phi^\varepsilon)[2 - \varepsilon^2 F(\Phi^\varepsilon)]} / (1 - \varepsilon^2 F(\Phi^\varepsilon)), \\
\Phi^\varepsilon(0) = 0.
\end{cases} \quad (2.32)
$$

Hence, the assumptions on the potential $F$ (1.2) imply that there exists a unique solution to (2.32) which is increasing and implicitly defined by

$$
\int_0^{\Phi^\varepsilon(x)} \frac{1 - \varepsilon^2 F(s)}{\sqrt{F(s)[2 - \varepsilon^2 F(s)]}} ds = \frac{x}{\varepsilon}.
$$

Observe that

$$
\lim_{\varepsilon \to 0} \Phi^\varepsilon(x) = \begin{cases}
-1, & x < 0, \\
0, & x = 0, \\
+1, & x > 0.
\end{cases}
$$

Now, choose $\varepsilon_0 > 0$ small enough so that the condition (2.31) holds for any $\varepsilon \in (0, \varepsilon_0)$. We use the profile $\Phi^\varepsilon$ to construct a family of functions with a transition layer structure. Fix $N \in \mathbb{N}$ and $N$ transition points $a < h_1 < h_2 < \cdots < h_n < b$, and denote the middle points by

$$
m_1 := a, \quad m_j := \frac{h_{j-1} + h_j}{2}, \quad j = 2, \ldots, N - 1, \quad m_N := b.
$$

Define

$$
u^\varepsilon(x) := \Phi^\varepsilon((-1)^j(x - h_j)), \quad x \in [m_j, m_{j+1}], \quad j = 1, \ldots, N, \quad (2.33)
$$
where $\Phi_\varepsilon$ is the solution to (2.30). Notice that $u^\varepsilon(h_j) = 0$, for $j = 1, \ldots, N$ and for definiteness we choose $u^\varepsilon(a) < 0$ (the case $u^\varepsilon(a) > 0$ is analogous). Let us prove that $u^\varepsilon$ has an $N$-transition layer structure, i.e. that it satisfies (2.5)-(2.6). It is easy to check that $u^\varepsilon \in H^1(a,b)$ and satisfies (2.5); let us show that

$$ E_\varepsilon[u^\varepsilon] \leq Nc_\varepsilon, \quad \text{(2.34)} $$

where $E_\varepsilon$ and $c_\varepsilon$ are defined in (1.11) and (2.3), respectively. From the definitions of $E_\varepsilon$ and $u^\varepsilon$ we obtain

$$ E_\varepsilon[u^\varepsilon] = \sum_{j=1}^{N} \int_{m_j}^{m_j+1} \left( \frac{\sqrt{1 + \varepsilon^4 (\Phi_\varepsilon')^2} - 1}{\varepsilon^3} + \frac{F(\Phi_\varepsilon)}{\varepsilon} \right) \, dx. $$

From (2.32), it follows that

$$ \int_{m_j}^{m_j+1} \left[ \frac{\sqrt{1 + \varepsilon^4 (\Phi_\varepsilon')^2} - 1}{\varepsilon^3} + \frac{F(\Phi_\varepsilon)}{\varepsilon} \right] \, dx = \int_{m_j}^{m_{j+1}} \left[ \frac{1}{\varepsilon^3 - \varepsilon^5 F(\Phi_\varepsilon)} - \frac{1}{\varepsilon^3} + \frac{F(\Phi_\varepsilon)}{\varepsilon} \right] \, dx $$

$$ = \int_{m_j}^{m_{j+1}} \frac{F(\Phi_\varepsilon)[2 - \varepsilon^2 F(\Phi_\varepsilon)]}{\varepsilon[1 - \varepsilon^2 F(\Phi_\varepsilon)]} \, dx $$

$$ = \int_{m_j}^{m_{j+1}} \Phi_\varepsilon' \sqrt{F(\Phi_\varepsilon)[2 - \varepsilon^2 F(\Phi_\varepsilon)]} \, dx $$

$$ = \int_{\Phi_\varepsilon(m_j)}^{\Phi_\varepsilon(m_{j+1})} \sqrt{F(s)[2 - \varepsilon^2 F(s)]} \, ds < c_\varepsilon, $$

where $c_\varepsilon$ is defined in (2.3). Summing up all the terms we end up with (2.34) and the proof is complete.

**Remark 2.8.** Let us stress out that the assumption $F''(\pm 1) > 0$ implies the exponential decay

$$ 1 - \Phi_\varepsilon(x) \leq c_1 e^{-c_2 x/\varepsilon}, \quad \text{as } x \to +\infty, $$

$$ \Phi_\varepsilon(x) + 1 \leq c_1 e^{c_2 x/\varepsilon}, \quad \text{as } x \to -\infty, \quad \text{(2.35)} $$

for some constants $c_1, c_2 > 0$ (depending on $F$). On the other hand, if $F$ is a double well potential with wells at $\pm 1$ and $F''(\pm 1) = 0$, then we have existence of a unique solution to (2.30) but we do not have the exponential decay (2.35). As we will see in Section 4, there are considerable differences on the metastable dynamics of the solutions to (1.1) between the case $F''(\pm 1) > 0$ and the degenerate case $F''(\pm 1) = 0$; indeed, the assumption $F''(\pm 1) > 0$ is necessary to have persistence of metastable states for an exponentially long time.

### 3. Slow motion in the case of an unbounded diffusion

In this section we apply the same strategy of the previous one in order to prove existence and persistence for an exponentially long time of metastable states for the IBVP (1.1)-(1.3)-(1.4), when $Q$ is the mean curvature operator in Lorentz–Minkowski space (1.6). Most of the results of Section 2 hold also when considering $Q$ as in (1.6) and the energy (1.12). For instance, by reasoning as in the proof of
one can prove that if $u \in C([0,T], H^2(a,b))$ is a solution of (1.1)-(1.3), with $Q$ as in (1.6), and $E_\varepsilon$ is the energy defined in (1.12), then

$$E_\varepsilon[u](0) - E_\varepsilon[u](T) = \varepsilon^{-1} \int_0^T \| u_t(\cdot,t) \|_{L^2}^2 \, dt.$$  

(3.1)

In particular, by using the inequality

$$\frac{1}{2} \varepsilon x^2 \leq \frac{1 - \sqrt{1 - \varepsilon^4 x^2}}{\varepsilon^3}, \quad x \in (-\varepsilon^{-2}, \varepsilon^{-2}),$$

and the positiveness of $F$, we obtain the following a-priori estimate

$$\| u_x(\cdot,t) \|_{L^2}^2 \leq C\varepsilon^{-1}, \quad \forall t \in [0,T],$$

for some positive constant $C$ independent on $\varepsilon$.

In order to prove the exponentially slow motion of the solutions we make use of the following inequality (which plays the same role of (2.2) in the case of saturating diffusion).

**Lemma 3.1.** Set $\varepsilon, L > 0$. Then

$$\frac{1 - \sqrt{1 - \varepsilon^4 x^2}}{\varepsilon^3} + \frac{y}{\varepsilon} \geq |x|\sqrt{2y + \varepsilon^2 y^2},$$

(3.2)

for any $(x,y) \in [-\varepsilon^{-2}, \varepsilon^{-2}] \times [0,L]$.

**Proof.** Similarly as the proof of (2.2), we study the sign of the function

$$f(x,y) := 1 - \sqrt{1 - \varepsilon^4 x^2} + \varepsilon^2 y - \varepsilon^2 \sqrt{2y + \varepsilon^2 y^2},$$

in the domain $K := [0, \varepsilon^{-2}] \times [0,L]$. For any $(x,y) \in \hat{K}$, we have

$$f_x(x,y) = \frac{\varepsilon^4 x}{\sqrt{1 - \varepsilon^4 x^2}} - \varepsilon \sqrt{2y + \varepsilon^2 y^2},$$

$$f_y(x,y) = \varepsilon^2 \left( 1 - \varepsilon x \frac{1 + \varepsilon^2 y}{\sqrt{2y + \varepsilon^2 y^2}} \right),$$

and $\nabla f(x,y) = 0$ if and only if

$$x = \frac{\sqrt{2y + \varepsilon^2 y^2}}{\varepsilon(1 + \varepsilon^2 y)} =: \bar{g}(y), \quad y \in (0,L).$$

Notice that $f(\bar{g}(y), y) = 0$ for any $y \in [0,L]$, and so $f = 0$ in all the critical points. Regarding the boundary of the domain $K$, we have

$$f(0,y) \geq 0, \quad \forall y \in [0,L], \quad f(x,0) \geq 0, \quad \forall x \in [0,\varepsilon^{-2}].$$

Moreover, one has

$$f(\varepsilon^{-2}, y) = 1 + \varepsilon^2 y - \varepsilon \sqrt{2y + \varepsilon^2 y^2} > 0, \quad \forall y \in [0,L],$$

Finally, it is easy to check that $f'(x,L) \leq 0$ in $[0,\bar{g}(L)]$, $f'(x,L) \geq 0$ in $[\bar{g}(L), \varepsilon^{-2})$ and $f(\bar{g}(L),L) = 0$. Therefore $f$ is non negative in $K$ and the inequality (3.2) follows. \hfill \Box
Similarly as (2.3), the inequality (3.2) allows us to state that if \( \bar{u} \) is a monotone function connecting the two stable points +1 and −1, then for the energy defined in (1.12) one has

\[
\mathcal{E}_\varepsilon[\bar{u}] \geq \int_a^b |\bar{u}'| \sqrt{F(\bar{u})} \left[ 2 + \varepsilon^2 F(\bar{u}) \right] dx = \int_{-1}^{+1} \sqrt{F(s)} \left[ 2 + \varepsilon^2 F(s) \right] ds =: \gamma_\varepsilon. \tag{3.3}
\]

Therefore, in this case the minimum energy to have a transition is given by \( \gamma_\varepsilon \) and as before

\[
\lim_{\varepsilon \to 0} \gamma_\varepsilon = \int_{-1}^{+1} \sqrt{2 F(s)} \left[ 2 + \varepsilon^2 F(s) \right] ds =: c_0.
\]

As in Section 2, we say that a function \( u_\varepsilon \) has an \( N \)-transition layer structure if (2.5) holds with \( v \) defined in (2.33) and there exist \( C > 0 \) and \( A \in (0, r\sqrt{2}\lambda) \), \( \lambda = \min \{ F''(\pm 1) \} \) (independent on \( \varepsilon \)) such that

\[
\mathcal{E}_\varepsilon[u_\varepsilon] \leq N \gamma_\varepsilon + C \exp(-A/\varepsilon), \tag{3.4}
\]

for any \( \varepsilon \ll 1 \), where the energy \( \mathcal{E}_\varepsilon \) and the positive constant \( \gamma_\varepsilon \) are defined in (1.12) and (3.3), respectively.

An example of function satisfying (2.5)-(3.4) is given by (2.33), where we substitute \( \Phi_\varepsilon \) with the solution \( \Psi_\varepsilon \) := \( \Psi_\varepsilon(x) \) of the boundary value problem

\[
\varepsilon^2 Q'(\varepsilon^2 \Psi_\varepsilon') \Psi_\varepsilon'' - F'(\Psi_\varepsilon) = 0, \quad \lim_{x \to \pm \infty} \Psi_\varepsilon(x) = \pm 1, \quad \Psi_\varepsilon(0) = 0, \tag{3.5}
\]

where now \( Q \) is defined in (1.6).

**Lemma 3.2.** Let \( Q \) be as in (1.6) and assume that \( F \in C^3(\mathbb{R}) \) satisfies (1.2). Then, there exists a unique solution to (3.5).

**Proof.** By reasoning as in the proof of Proposition 2.7 and multiplying by \( \Psi_\varepsilon' = \Psi_\varepsilon'(x) \) equation (3.5), we deduce

\[
\frac{1}{\sqrt{1 - \varepsilon^4 (\Psi_\varepsilon')^2}} = 1 + \varepsilon^2 F(\Psi_\varepsilon), \quad \text{in } (-\infty, +\infty).
\]

Consequently, the profile \( \Phi_\varepsilon \) satisfies

\[
\begin{aligned}
\varepsilon \Psi_\varepsilon'(x) &= \frac{\sqrt{F(\Psi_\varepsilon)} [2 + \varepsilon^2 F(\Psi_\varepsilon)]}{1 + \varepsilon^2 F(\Psi_\varepsilon)}, \\
\Psi_\varepsilon(0) &= 0.
\end{aligned}
\]

Since the potential \( F \) satisfies (1.2), we have a unique solution to the boundary value problem (3.5), which is strictly increasing and implicitly defined by

\[
\int_0^{\Psi_\varepsilon(x)} \frac{1 + \varepsilon^2 F(s)}{\sqrt{F(s)} [2 + \varepsilon^2 F(s)]} ds = \frac{x}{\varepsilon},
\]

and the proof is complete. \( \square \)

As in Remark 2.8, we emphasize the fact that the assumption \( F''(\pm 1) > 0 \) implies an exponential decay like (2.35). Moreover, we have

\[
\lim_{\varepsilon \to 0} \Psi_\varepsilon(x) = \begin{cases} 
-1, & x < 0, \\
0, & x = 0, \\
+1, & x > 0,
\end{cases}
\]
and for any $\varepsilon_0 > 0$ there exists $C > 0$ (independent on $\varepsilon$) such that
\[ \Psi'_\varepsilon(x) \leq C\varepsilon^{-1}, \quad \forall \, x \in \mathbb{R}, \]
for any $\varepsilon \in (0, \varepsilon_0)$.

In particular, one can observe (similarly to (2.34)) that the function $U^\varepsilon$, defined by
\[ U^\varepsilon(x) := \Psi_\varepsilon((-1)^j(x - h_j)), \quad x \in [m_j, m_{j+1}], \quad j = 1, \ldots N, \]
satisfies
\[ E^\varepsilon[U^\varepsilon] \leq N\gamma_\varepsilon. \quad (3.6) \]

Now, we can proceed in the same way as in the analysis of Section 2 to prove the persistence for an exponentially long time of the $N$-transition layer structure.

**Theorem 3.3 (metastable dynamics with unbounded diffusion).** Assume that $F \in C^3(\mathbb{R})$ satisfies (1.2) and define $\lambda := \min \{F''(\pm 1)\}$. Let $v$ be as in (2.4) and let $A \in (0, r\sqrt{2\lambda})$. If $u^\varepsilon$ is the solution of (1.1)-(1.3)-(1.4) with $Q$ as in (1.6) and initial datum $u_0^\varepsilon$ satisfying (2.5) and (3.4), then,
\[ \sup_{0 \leq t \leq m \exp(A/\varepsilon)} \|u^\varepsilon(\cdot, t) - v\|_{L^1} \xrightarrow{\varepsilon \to 0} 0, \quad (3.7) \]
for any $m > 0$.

The proof of Theorem 3.3 depends upon the following lower bound on the energy functional $\mathcal{E}_\varepsilon$.

**Proposition 3.4.** Assume that $F \in C^3(\mathbb{R})$ satisfies (1.2). Let $v$ be as in (2.4), $\lambda := \min \{F''(\pm 1)\} > 0$ and $A \in (0, r\sqrt{2\lambda})$. Then, there exist $\varepsilon_0, C, \delta > 0$ (depending only on $F$, $v$ and $A$) such that if $u \in H^1(a, b)$ satisfies
\[ \|u - v\|_{L^1} \leq \delta, \]
then for any $\varepsilon \in (0, \varepsilon_0)$,
\[ \mathcal{E}_\varepsilon[u] \geq N\gamma_\varepsilon - C \exp(-A/\varepsilon), \]
where $\mathcal{E}_\varepsilon$ and $\gamma_\varepsilon$ are defined in (1.12) and (3.3), respectively.

Proposition 3.4 can be proved with the same technique used to prove Proposition 2.5; indeed, the computations are very similar, with the appropriate changes due to the fact that here the energy functional is (1.12).

Notice that from Proposition 3.4 and (3.6), it follows that
\[ N\gamma_\varepsilon - C \exp(-A/\varepsilon) \leq \mathcal{E}_\varepsilon[U^\varepsilon] \leq N\gamma_\varepsilon, \]
and, as a trivial consequence
\[ \lim_{\varepsilon \to 0} \mathcal{E}_\varepsilon[U^\varepsilon] = Nc_0. \]

Thanks to Proposition 3.4 and the energy dissipation (3.1), we can proceed as in Section 2 to prove Theorem 3.3. Indeed, we can prove the same estimate (2.23) also for the solutions to (1.1) with $Q$ given by (1.6) and conclude (3.7) (the proof is formally identical, and it is sufficient to substitute the energy $E_\varepsilon$ with $\mathcal{E}_\varepsilon$; we omit the details).
3.1. Layer Dynamics. In this section, we give an estimate on the velocity of the transition points \( h_1, \ldots, h_N \). More precisely, we will show that such velocity is at most exponentially small as \( \varepsilon \to 0 \). We shall consider the case when \( Q \) is given by (1.6) and so the energy \( \mathcal{E}_\varepsilon \), but the results can be easily extended to the case (1.5).

Fix \( v \) as in (2.4) and define its interface \( I[v] \) as

\[
I[v] := \{h_1, h_2, \ldots, h_N\}.
\]

For an arbitrary function \( u : [a, b] \to \mathbb{R} \) and an arbitrary closed subset \( K \subset \mathbb{R}\setminus\{\pm 1\} \), the interface \( I_K[u] \) is defined by

\[
I_K[u] := u^{-1}(K).
\]

Finally, we recall that for any \( A, B \subset \mathbb{R} \) the Hausdorff distance \( d(A, B) \) between \( A \) and \( B \) is defined by

\[
d(A, B) := \max\left\{ \sup_{\alpha \in A} d(\alpha, B), \sup_{\beta \in B} d(\beta, A) \right\},
\]

where \( d(\beta, A) := \inf\{|\beta - \alpha| : \alpha \in A\} \).

The following result is purely variational in character and states that, if a function \( u \in H^1([a, b]) \) is close to \( v \) in \( L^1 \) and \( \mathcal{E}_\varepsilon[u] \) exceeds of a small quantity the minimum energy to have \( N \) transitions, then the distance between the interfaces \( I_K[u] \) and \( I_K[v] \) is small.

**Lemma 3.5.** Assume that \( F \in C^3(\mathbb{R}) \) satisfies (1.2) and let \( v \) be as in (2.4). Given \( \delta_1 \in (0, r) \) and a closed subset \( K \subset \mathbb{R}\setminus\{\pm 1\} \), there exist positive constants \( \delta, \varepsilon_0 \) (independent on \( \varepsilon \)) and \( M_\varepsilon > 0 \) such that for any \( u \in H^1([a, b]) \) satisfying

\[
\|u - v\|_{L^1} < \delta \quad \text{and} \quad \mathcal{E}_\varepsilon[u] \leq N\gamma_\varepsilon + M_\varepsilon,
\]

for all \( \varepsilon \in (0, \varepsilon_0) \), we have

\[
d(I_K[u], I[v]) < \frac{1}{2}\delta_1.
\]

**Proof.** Fix \( \delta_1 \in (0, r) \) and choose \( \rho > 0 \) small enough that

\[
I_\rho := (-1 - \rho, -1 + \rho) \cup (1 - \rho, 1 + \rho) \subset \mathbb{R}\setminus K,
\]

and

\[
\inf\left\{ \int_{\xi_1}^{\xi_2} \sqrt{F(s)[2 + \varepsilon^2 F(s)]} \, ds : \xi_1 \in K, \xi_2 \in I_\rho \right\} > 2M_\varepsilon,
\]

where

\[
M_\varepsilon := 2N \max\left\{ \int_{1-\rho}^{1} \sqrt{F(s)[2 + \varepsilon^2 F(s)]} \, ds, \int_{-1}^{-1+\rho} \sqrt{F(s)[2 + \varepsilon^2 F(s)]} \, ds \right\}.
\]

By reasoning as in the proof of (2.12) in Proposition 2.5, we can prove that for each \( i \) there exist

\[
x_i^- \in (h_i - \delta_1/2, h_i) \quad \text{and} \quad x_i^+ \in (h_i, h_i + \delta_1/2),
\]

such that

\[
|u(x_i^-) - v(x_i^-)| < \rho \quad \text{and} \quad |u(x_i^+) - v(x_i^+)| < \rho.
\]
Suppose that (3.9) is violated. Using (3.2), we deduce
\[ E_\varepsilon[u] \geq \sum_{i=1}^{N} \left| \int_{u(x^-)}^{u(x^+)} \sqrt{F(s)[2 + \varepsilon^2 F(s)]} \, ds \right| + \inf \left\{ \int_{\xi_1}^{\xi_2} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds : \xi_1 \in K, \xi_2 \in I_\rho \right\}. \quad (3.10) \]

On the other hand, we have
\[ \left| \int_{u(x^-)}^{u(x^+)} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds \right| \geq \int_{-1}^{-1 + \rho} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds - \int_{-1}^{1} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds - \int_{-1 - \rho}^{1} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds \geq \gamma_\varepsilon - \frac{M_\varepsilon}{N}. \]

Substituting the latter bound in (3.10), we deduce
\[ E_\varepsilon[u] \geq N\gamma_\varepsilon - M_\varepsilon + \inf \left\{ \int_{\xi_1}^{\xi_2} \sqrt{2F(s)[2 + \varepsilon^2 F(s)]} \, ds : \xi_1 \in K, \xi_2 \in I_\rho \right\}. \]

For the choice of \( \rho \), we obtain
\[ E_\varepsilon[u] > N\gamma_\varepsilon + M_\varepsilon, \]
which is a contradiction with assumption (3.8). Hence, the bound (3.9) is true. \( \square \)

Thank to Theorem 3.3 and Lemma 3.5 we can prove the following result, which gives an upper bound on the velocity of the transition points.

**Theorem 3.6.** Assume that \( F \in C^3(\mathbb{R}) \) satisfies (1.2). Let \( u^\varepsilon \) be the solution of (1.1)-(1.4)-(1.3), with \( Q \) given by (1.6) and initial datum \( u_0^\varepsilon \) satisfying (2.5) and (3.4). Given \( \delta_1 \in (0, r) \) and a closed subset \( K \subset \mathbb{R} \setminus \{\pm 1\} \), set
\[ t_\varepsilon(\delta_1) = \inf \{ t : d(I_K[u^\varepsilon(\cdot,t)], I_K[u_0^\varepsilon]) > \delta_1 \}. \]

There exists \( \varepsilon_0 > 0 \) such that if \( \varepsilon \in (0, \varepsilon_0) \) then
\[ t_\varepsilon(\delta_1) > \exp(A/\varepsilon). \]

**Proof.** Let \( \varepsilon_0 > 0 \) be so small that (2.5) and (3.4) imply \( u_0^\varepsilon \) satisfies (3.8) for all \( \varepsilon \in (0, \varepsilon_0) \). From Lemma 3.5 it follows that
\[ d(I_K[u_0^\varepsilon], I[v]) < \frac{1}{2} \delta_1. \quad (3.11) \]

Now, consider \( u^\varepsilon(\cdot,t) \) for all \( t \leq \exp(A/\varepsilon) \). Assumption (3.8) is satisfied thanks to (3.7) and because \( E_\varepsilon[u^\varepsilon](t) \) is a non-increasing function of \( t \). Then,
\[ d(I_K[u^\varepsilon(t)], I[v]) < \frac{1}{2} \delta_1 \]
for all \( t \in (0, \exp(A/\varepsilon)) \). Combining (3.11) and (3.12), we obtain
\[ d(I_K[u^\varepsilon(t)], I_K[u_0^\varepsilon]) < \delta_1, \]
for all \( t \in (0, \exp(A/\varepsilon)) \). \( \square \)
4. Numerical solutions

In this section we present the results of some numerical calculations for the solutions to (1.1)-(1.3) in the cases where the diffusion function $Q$ is determined by both (1.5) and (1.6). The computed solutions confirm the analytical results of Sections 2 and 3. Moreover, we numerically show that the metastable states are attractive for a wide class of initial data, that is, we show examples where the initial datum $u_0$ does not have a transition layer structure, but, after a very short time $T > 0$, the solution reaches such a structure and exhibits a metastable dynamics.

Finally, we consider the case when the assumptions (1.2) on $F$ are not satisfied and we show that they are crucial for the appearance of the phenomenon of metastability. More precisely, we consider the degenerate case, $F''(\pm 1) = 0$, and we show that the solutions maintain a transition layer structure for a time much smaller than in the case with $F''(\pm 1) > 0$.

4.1. Numerical experiment no. 1. Let us start with an example where all the assumptions of Sections 2 and 3 are satisfied. The first numerical simulation considers a potential of the form

$$F(u) = \frac{1}{4}(u^2 - 1)^2,$$  \hspace{1cm} (4.1)

which is the simplest example of function satisfying (1.2), as well as an initial datum $u_0$ having a transition layer structure. Figure 1 depicts the plots of the computed numerical solutions to (1.1)-(1.3)-(1.4) with $\varepsilon = 0.1$ and for such potential $F$. The selected initial datum underlies a 6-transition layer structure with specific transition points.

In Figure 1(a), we plot the solution of the IBVP (1.1)-(1.3)-(2.7) with $Q$ given by (1.5) for different times $t$. It can be observed that the solution maintains the same 6-transition layer structure of the initial datum for a long time. More precisely, the solution at time $t = 2 \times 10^4$ is very close to the initial datum (in grey), whereas at time $t = 3 \times 10^4$ the two closest transition points have already collapsed. Therefore, the solution maintains the same transition layer structure of the initial datum for a time $t > 2 \times 10^4$ (observe that the distance between the two transition points is $d = 1$ and $\exp(1/\varepsilon) = \exp(10) = 2.2 \times 10^4$). Next, at time $t = 5 \times 10^5$ another layer disappears and for $t = 10^6$ the solution has a 3-transition layer structure and it is still far away from the asymptotic equilibrium. Finally, it is important to notice that the solution at time $t = 10^6$ is almost indistinguishable from the initial datum near to the three transition points left. As in the linear case, the two closest transition points collapse, while the other ones seem static.

Figure 1(b) illustrates the computed solutions in the case where the diffusion function is given by (1.6). The 6 transition points are located at the same positions as before and, since there are no important differences in the metastable dynamics of the solution until $t = 10^6$, we plot the solution for later times. We see that the transition points collapse at time $t = 2.1 \times 10^6$ and, after that, the solution has a 1-transition layer structure. As before, notice that the only transition point left at time $t = 2.1 \times 10^6$ is very close (indistinguishable) to the one of the solution at time $t = 0$. Because of the homogeneous Neumann boundary conditions, we expect that the last transition point is attracted by the left boundary point and that the solution reaches the constant equilibrium $u \equiv -1$ after a time $t = \exp(4/\varepsilon) \approx 10^{17}$. 
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4.2. Numerical experiment no. 2: initial datum without layer structure.
In the next numerical simulation, we show that metastability is a general phenomenon for the model (1.1), since it appears even when one does not consider initial data with a layer structure. In particular, we expect (as it happens in the linear case (1.9), cf. [11]) that, since $\varepsilon$ is very small, in the first phase of the dynamics we can neglect the term $\varepsilon^2 Q(\varepsilon^2 u_x)_x$, so that the evolution of the solution is described by the reduced equation $u_t = -F'(u)$. Hence, if the initial datum has $N$ sign changes located at some points $h_1, \ldots, h_N$, then, after a very short time, the solution will have an $N$-transition layer structure with layers located exactly at $h_1, \ldots, h_N$. 

Figure 1. Numerical solutions to (1.1)-(1.3)-(1.4) with $F(u) = \frac{1}{2}(u^2 - 1)^2$, $\varepsilon = 0.1$ and an initial profile $u_0$ with a 6-transition layer structure. The transition points are located at $(-3.4, -2, -0.5, 0.8, 2.2, 3.2)$. In Figure 1(a) $Q$ is given by (1.5), while in Figure 1(b) $Q$ is determined by (1.6).
Let us start by considering a saturating diffusion function $Q$ given by (1.5), the same double well potential (4.1) as in the first numerical experiment and the discontinuous initial datum $u_0(x) = \begin{cases} 0, & x \in [-1, -0.05) \cup (0.05, 1], \\ -0.1, & x \in (-0.05, 0.05), \\ 0, & x = \pm 0.05. \end{cases}$ Therefore, the initial datum is a small perturbation of $u \equiv 0$, which is an unstable equilibrium point. Figure 2 illustrates the computed numerical solutions to (1.1)-(1.3)-(1.4) with $Q$ given by (1.5), the double well potential (4.1), $\varepsilon = 0.01$ and discontinuous initial datum $u_0$, which has two jumps at $x = 0.05$ and $x = 0.05$.

We see that the solution becomes smooth in a very short time and at time $t = 6$ the solution has a 2-transition layer structure (Figure 2(a)); the distance $d$ between the transition points is small ($d = 0.1$), but we choose $\varepsilon = 0.01$ and then we observe a metastable dynamics (Figure 2(b)). Indeed, the structure appears stable until time $t = 8 \times 10^4$ and after that the two transition points disappear and the solution reaches the constant equilibrium $u \equiv 1$.

The next numerical experiment shows that metastable states are attractive also in the case of the unbounded diffusion $Q$ given by (1.6). In this case, we cannot consider discontinuous initial data. Hence, we opted for a smooth perturbation of $u \equiv 0$ with a finite number of sign changes. Figure 3 contains the plots of the computed numerical solution to (1.1)-(1.3)-(1.4) with $Q$ given by (1.6), $F(u) = \frac{1}{4}(u^2 - 1)^2$, $\varepsilon = 0.1$ and initial datum given by

$$u_0(x) = \frac{1}{100} \left[ \cos \left( \frac{\pi x}{2} \right) + \sin \left( \frac{\pi x}{2} \right) \right].$$

In Figure 3(a) we observe the formation of the metastable state (notice that the layers are located exactly in the zeros of the initial datum). In Figure 3(b) we recognize the metastable dynamics: for $t = 10^4$ the solution has the same transition layer structure as in $t = 10$, while when $t = 10^5$ the first transition layer has already disappeared.

### 4.3. Numerical experiment no. 3: degenerate potential.

In the previous calculations, the potential under consideration was determined by the double well function (4.1) so that the reaction term in (1.1) is $-F'(u) = u(1 - u^2)$. In these last numerical simulations, we choose the following potential,

$$F(u) = \frac{1}{4n}(u^2 - 1)^{2n}, \quad n > 1, \quad (4.2)$$

for which the corresponding reaction term becomes $-F'(u) = u(1 - u^2)^{2n-1}$. Notice that $F$ is a double well potential with wells of equal depth, but it is degenerate at the wells in the sense that $F''(\pm 1) = 0$. Such degenerate case has been studied in [3] for the linear diffusion flux $Q(s) = s$ and the authors proved that the exponentially slow motion is replaced by an algebraic slow motion, that is the speed of the layers is proportional to $\varepsilon^k$, where the power $k$ depends on the degeneracy of the wells, for details see [3]. Here, we numerically study the degenerate case and show that, as in the linear case, the solutions do not exhibit exponentially slow motion.

First, we consider the case of saturating diffusion $Q$ given by (1.5), the potential (4.2) with $n = 2$ and initial datum $u_0$ underlying a 6-transition layer structure, with transition points located at $h_j = -3.4, -2, -0.5, 0.8, 2.2$ and $3.2$, just as in
Figure 2. Numerical solutions to (1.1)-(1.3)-(1.4) with $Q$ given by (1.5), $F(u) = \frac{1}{4}(u^2 - 1)^2$, $\varepsilon = 0.01$ and discontinuous initial datum $u_0$, which has two jumps in $-0.05$ and $0.05$.

the numerical experiment no. 1. Figure 4 contains the plots of the computed solutions to (1.1)-(1.3)-(1.4). It is to be observed that the situation drastically changes with respect to the first (non degenerate) numerical simulation (see Figure 1(a)); indeed, when $t = 450$ the two closest transition points have already collapsed, and for $t = 2000$ only one transition is left.

Finally, let us consider an unbounded diffusion $Q$ as in (1.6), $n = 3$ in (4.2) and the same values of $\varepsilon$ and $u_0$ as in the previous calculation. Figure 5 exhibits the results of the numerical solutions. Here we observe that the time of the collapse of the transition layers is even smaller than the one of Figure 4.
In conclusion, the computations presented here constitute numerical evidence that assumption $F''(±1) > 0$ is crucial in order to observe a metastable dynamics for equation (1.1).
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