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Abstract

We present an hr—adaptivity framework for optimization of high-order meshes. This work extends the r-adaptivity method for mesh optimization by Dobrev et al. [1], where we utilized the Target-Matrix Optimization Paradigm (TMOP) to minimize a functional that depends on each element’s current and target geometric parameters: element aspect-ratio, size, skew, and orientation. Since fixed mesh topology limits the ability to achieve the target size and aspect-ratio at each position, in this paper we augment the r-adaptivity framework with nonconforming adaptive mesh refinement to further reduce the error with respect to the target geometric parameters. The proposed formulation, referred to as hr—adaptivity, introduces TMOP-based quality estimators to satisfy the aspect-ratio-target via anisotropic refinements and size-target via isotropic refinements in each element of the mesh. The methodology presented is purely algebraic, extends to both simplices and hexahedra/quadrilaterals of any order, and supports nonconforming isotropic and anisotropic refinements in 2D and 3D. Using a problem with a known exact solution, we demonstrate the effectiveness of hr—adaptivity over both r— and h—adaptivity in obtaining similar accuracy in the solution with significantly fewer degrees of freedom. We also present several examples that show that hr—adaptivity can help satisfy geometric targets even when r—adaptivity fails to do so, due to the topology of the initial mesh.
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Article Highlights

- A novel $hr$—adaptivity method is developed for optimizing nonconforming high-order meshes.
- $hr$—adaptivity is more effective in satisfying target geometric parameters of the mesh in comparison to $h$— and $r$—adaptivity techniques.
- $hr$—adaptivity meshes require fewer degrees of freedom for a given solution accuracy in comparison to $h$- and $r$—adaptivity meshes.

1. Introduction

Mesh quality impacts the fidelity and robustness of the solution of a partial differential equation (PDE) obtained by methods such as the finite element method (FEM), finite volume method (FVM), and the spectral element method (SEM). The quality of a mesh depends on geometrical parameters such as shape and size of each element in the mesh. The ideal values of these parameters depend on factors such as the PDE type, the domain on which the problem is being solved, element types in the mesh (simplices or quadrilaterals/hexahedra), etc. There are three popular approaches for improving the quality of a given mesh without fully reconstructing it, namely, $r$—adaptivity, $h$—adaptivity, and $p$—adaptivity.

The $r$—adaptivity methods move the nodes of the mesh elements without changing the mesh topology. Laplacian smoothing, where each node is typically moved as a linear function of the positions of its neighbors [2, 3, 4], optimization-based smoothing, where a functional based on elements’ geometrical parameters is minimized [5, 6, 7, 8, 9, 10], and equidistribution with respect to an appropriate metric tensor [11, 12] are three popular approaches for $r$—adaptivity. Methods based on $r$—adaptivity enable us to improve the mesh quality to better capture the solution of the PDE of interest. In certain cases, they can also improve the conditioning of the linear system resulting from discretizing the PDE of interest on the given mesh (e.g., [7]). However, there are two key limitations of $r$—adaptivity. First, the effectiveness of $r$—adaptivity methods is restricted by the topology of the given mesh and can fail to achieve the target parameters in the region of interest. Second, once a mesh has been modified by moving its nodal positions, the PDE solution has to be transferred from the original mesh to the improved mesh to continue the PDE solve process. This grid-to-grid transfer can be computationally expensive, especially for high-order discretizations.
In contrast to $r-$adaptivity, $h-$ and $p-$adaptivity based methods do not move the nodal position of the elements, but instead add resolution to the domain by locally refining individual elements of the mesh. In $h-$adaptivity, an element in the mesh can be split into more elements [13], while in $p-$adaptivity, the polynomial order used to represent the solution can be changed in each element to provide more resolution where needed [14]. In each of these approaches, typically an error estimator is employed to determine the elements that should be refined to improve the accuracy of the solution. The advantage of $h-$ and $p-$adaptivity is that each element can be refined to obtain arbitrary resolution in any region of the mesh, irrespective of the shape and size of the original mesh. Additionally, once an element is refined, it is trivial to interpolate the solution from the original element (master) to its refined counterparts (slaves) using interpolation matrices.

However, there are two key limitations of $h-$ and $p-$adaptivity. First, these methods cannot control the geometric shape of the mesh elements. Thus, if the error in the solution is due to the skewness or orientation of the element (e.g., magnetohydrodynamic applications), $h-$ or $p-$adaptivity methods cannot be used to produce arbitrary accuracy in the solution. Second, as each element is refined to increase the resolution in the domain, the computational cost of the calculation increases.

Based on the advantages and disadvantages of each method, a combination of $r-$adaptivity with $h-$ and/or $p-$adaptivity can help circumvent the shortcomings of each of these individual methods. In this work, we focus on $hr-$adaptivity; $rp-$ and $hrp-$adaptivity will be explored in future papers. A survey of the literature shows that $hr-$adaptivity methods have been effective for mesh optimization with applications ranging from the Schrödinger equations [15] to ocean modeling [16]. These methods typically employ an error-based function that is minimized by moving the nodal positions ($r-$adaptivity) followed by refining/derefining each element ($h-$adaptivity) by elemental operations such as node insertion, node removal, or edge swapping. A non-exhaustive list of publications and recent advances on the subject of $hr-$adaptivity is given by [15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. All of the existing methods $hr-$ methods are either restricted to low-order meshes (first- or second-order), specific element types (simplices or quadrilaterals/hexahedra), or specific $h-$refinement types (typically isotropic).

In this work, we present a high-order $hr-$adaptivity method based on the Target-Matrix Optimization Paradigm (TMOP). The algorithm is applicable to curved meshes of any order. It supports isotropic refinements for simplices, and both isotropic and anisotropic anisotropic refinements for
quadrilaterals/hexahedra, leading to nonconforming 2D and 3D meshes with hanging nodes. This paper demonstrates that TMOP can be used in \( hr \)-adaptivity settings to adapt the shape and size of the mesh elements, and ultimately improve the accuracy, compared to standalone \( h \)-adaptivity and \( r \)-adaptivity, with which the solution of a PDE can be represented on the given mesh.

The rest of the paper is organized as follows. In Section 2 we review TMOP for \( r \)-adaptivity [1] and the adaptive mesh refinement framework (\( h \)-adaptivity) [13] that are the starting points of this work. In Section 3 we describe how we integrate the \( h \)-adaptivity framework with TMOP to construct a novel \( hr \)-adaptivity technique. Finally, we present several numerical experiments in Section 4 that show the effectiveness of our framework in improving the computational efficiency and accuracy of the numerical solution in comparison to \( h \)-adaptivity and \( r \)-adaptivity. Conclusions are presented in Section 5.

2. Overview of TMOP, \( r \)-adaptivity and \( h \)-adaptivity

This section provides a basic description of the \( r \)-adaptivity and \( h \)-adaptivity algorithms that are the starting point of this work. We only focus on the aspects that are relevant to the final \( hr \)-adaptivity method.

2.1. Discrete mesh representation

In our finite element based framework, the domain \( \Omega \in \mathbb{R}^d \) is discretized as a union of curved mesh elements of order \( k \). To obtain a discrete representation of these elements, we select a set of scalar basis functions \( \{\bar{w}_i\}_{i=1}^{N_w} \) on the reference element \( \bar{E} \). This basis spans the space of all polynomials of degree at most \( k \) on the given element type (quadrilateral, tetrahedron, etc.). The position of an element \( E \) in the mesh \( \mathcal{M} \) is fully described by a matrix \( x_E \) of size \( d \times N_w \) whose columns represent the coordinates of the element control points (a.k.a. nodes or element degrees of freedom). Given \( x_E \), we introduce the map \( \Phi_E : \bar{E} \rightarrow \mathbb{R}^d \) whose image is the element \( E \):

\[
x(\bar{x}) = \Phi_E(\bar{x}) \equiv \sum_{i=1}^{N_w} x_{E,i} \bar{w}_i(\bar{x}), \quad \bar{x} \in \bar{E},
\]

where we used \( x_{E,i} \) to denote the \( i \)-th column of \( x_E \), i.e., the \( i \)-th degree of freedom of element \( E \). To ensure continuity between mesh elements, we define a global vector \( \mathbf{x} \) of mesh positions that contains the \( x_E \) control points for every element.
2.2. TMOP for $r$–adaptivity

The objective of the $r$–adaptivity process is to optimize the mesh using information from a discrete function, e.g., a finite element solution function that is defined with respect to the initial mesh. In TMOP, $r$–adaptivity is achieved by incorporating the discrete data into the target geometrical configuration. In this subsection we summarize the main components of the TMOP approach; all details of the specific method we use are provided in [1].

The major concept of TMOP is the user-specified transformation ($W$), from reference-space to target coordinates, which represents the ideal geometric properties of every mesh point. The construction of this transformation is guided by the fact that any Jacobian matrix can be written as a combination of four components:

$$W = \begin{bmatrix} \zeta \\ R \\ Q \\ D \end{bmatrix}$$  \hspace{1cm} (2)

Further details about this decomposition and a thorough discussion on how TMOP’s target construction methods encode geometric information into the target matrix $W$ is given by Knupp in [25]. For $r$–adaptivity in PDE-based applications, the geometric parameters of (2) are typically constructed as discrete functions using the discrete solution available on the initial mesh. As the nodal coordinates change during $r$–adaptivity, the discrete functions have to be mapped from the original mesh to the updated mesh to ensure that $W$ can be constructed at each reference point, see Section 4 in [26].

Using (1), the Jacobian of the mapping $\Phi_E$ at any reference point $\bar{x} \in \bar{E}$ from the reference-space coordinates to the current physical-space coordinates is defined as

$$A(\bar{x}) = \frac{\partial \Phi_E}{\partial \bar{x}} = \sum_{i=1}^{N_w} x_{E,i} [\nabla \bar{w}_i(\bar{x})]^T.$$  \hspace{1cm} (3)

Combining (3) and (2), the transformation from the target coordinates to the current physical coordinates (see Fig. 1) is defined as

$$T = AW^{-1}.$$  \hspace{1cm} (4)

With the transformation $T$, a quality metric $\mu(T)$ is used to measure the difference between $A$ and $W$ in terms of the geometric parameters of interest specified in (2). For example, $\mu_2 = |T|^2 / 2\tau - 1)$ is a shape metric that depends on the skew and aspect ratio components, but is invariant.
Figure 1: Schematic representation of the major TMOP matrices.

to orientation and volume. Here, $|T|$ is the Frobenius norm of $T$ and $\tau = \det(T)$. Similarly, $\mu_{55} = (\tau - 1)^2$ is a size metric that depends only on the volume of the element. We also have shape+size metrics such as $\mu_7 = |T - T^\top|^2$ and $\mu_9 = \tau |T - T^\top|^2$ that depend on volume, skew and aspect ratio, but are invariant to orientation.

The quality metric $\mu(T)$ is used for $r-$adaptivity by minimizing the TMOP objective function:

$$F(x) = \sum_{E \in \mathcal{M}} F_E(x_E) = \sum_{E(x_E)} \int_{E_t} \omega(x) \mu_i(T(x)) dx_t,$$

where $F$ is a sum of the TMOP objective function for each element in the mesh ($F_E$), $\omega$ is a user-prescribed spatial weight and $E_t$ is the target element corresponding to the physical element $E$. In (5), the integral is computed as

$$\sum_{E \in \mathcal{M}} \int_{E_t} \omega(x_t) \mu(T(x_t)) dx_t = \frac{1}{N_E} \sum_{E \in \mathcal{M}} \sum_{x_q \in E_t} w_q \det(W(\bar{x}_q)) \omega(x_q) \mu(T(x_q)),$$

where $\mathcal{M}$ is the current mesh with $N_E$ elements, $w_q$ are the quadrature weights, and the point $x_q$ is the image of the reference quadrature point $\bar{x}_q$ in the target element $E_t$.

In practice, one may use a combination of multiple metrics with different spatial weights to control different geometric parameters in different regions of the mesh. In that case, the TMOP objective function is defined as a combination of integrals associated with each metric (1). Using an optimization problem solver (e.g., Newton’s method and L-BFGS), optimum nodal locations can be determined by minimizing the TMOP objective function (5). Figure 2 shows an example of $r-$adaptivity to a discrete material indicator using TMOP to control the aspect-ratio and the size of
the elements in a mesh. In this example, the material indicator function is used to define discrete functions for aspect-ratio and size targets in \( (2) \), and the mesh is optimized using a \textit{shape+size} metric.

2.3. Basics of \( h - \) adaptivity

The \( h - \) adaptivity component of this work is based on the adaptive mesh refinement framework by Cerveny et al. \cite{13}. Therein, the authors present a highly scalable approach for unstructured nonconforming \( h - \) adaptivity that can be used for high-order curved meshes consisting of triangles, quadrilaterals, tetrahedra, and hexahedra. The methods support the entire de Rham sequence of finite element spaces, at arbitrarily high-order.

For the purposes of this work, we show all possible refinements for a quadrilateral and a hexahedron element in Figure\[3\] where we have used \( \gamma \) to represent the refinement type. For a hexahedron, \( \gamma = 1 \ldots 6 \) represent different types of anisotropic refinements and \( \gamma = 7 \) represents isotropic refinement. The \( h - \) adaptivity framework by Cerveny et al. also supports derefinition where elements introduced by refinement can be removed to restore the parent element that they had originally emanated from. Note that for derefinition, only the elements that share the same parent can be combined together to coarsen the mesh, and a parent can be restored only by coarsening all its children and not a subset thereof. Depending on the specific target, our \( hr - \) adaptivity method can utilize all different \( \gamma \) options for refinement and derefinition.

In practice, an error estimator \cite{27,28} is used to determine the elements that should be refined or derefined to improve the accuracy of the solution on a given mesh. Figure\[4\] shows an example of \( h - \) adaptivity with isotropic and anisotropic refinements based on the spatial gradients of the
Figure 3: Different refinements options in 2D/3D.

Figure 4: Discrete function in a domain (left) used for $h-$adaptivity with isotropic refinements (center) and anisotropic refinements (right).

function. Our $hr-$adaptivity method utilizes a similar approach, where a TMOP-based quality estimator makes refinement and derefinement decisions based on both (i) the function values and (ii) the quality of the mesh.
3. Methodology for $hr$–adaptivity

In this section we describe our new approach for $hr$–adaptivity, which uses TMOP for $r$–adaptivity as discussed in Section 2.2, and introduces a TMOP-based quality estimator for $h$–adaptivity. The goal of this estimator is to determine the refinement/derefinement decision that minimizes the TMOP objective function $F$, i.e., the difference between the current ($A$) and target ($W$) transformations.

Figure 3 shows how different types of refinement impact the size and aspect-ratio of quadrilaterals and hexahedra. Isotropic refinement of an element reduces its size and anisotropic refinement changes both the aspect-ratio and the size of an element. Thus, $h$–adaptivity can be used with a TMOP-based quality estimator to satisfy the size and aspect-ratio targets in the domain. Note that for curved meshes, $h$–refinement of an element could produce child elements that have different skewness. Example of such configurations can be observed in Figure 5. As described in the following paragraphs, the TMOP-based estimators naturally take into account both the size and the shape changes.

3.1. Refinement decision

Since refining one element does not affect the $A$ matrix of its neighbors, the refinement decision can be performed independently in each element. We define $\Gamma$ as the set of all possible refinements that have to be considered for $h$–adaptivity in a given element. If a size metric is used for the refinement decision, only isotropic refinement is considered. If a shape metric is used, only anisotropic refinements are considered. For a shape+size metric, all refinements are considered. Once $\Gamma$ is constructed, our goal is to find the refinement $\gamma \in \Gamma$ for each element that reduces its

Figure 5: Example of the impact that different types of refinement can have on a high-order curvilinear element in terms of size, aspect-ratio and skewness.
TMOP objective function the most:

\[
\max_{\gamma} \Delta F_{E}^\gamma, \ \gamma \in \Gamma,
\]  

(7)

where

\[
\Delta F_{E}^\gamma = F_{E}^{\gamma=0} - \frac{F_{E}^\gamma}{N_c}.
\]  

(8)

In (8), the first term on the right hand side denotes the value of the objective function associated with the parent element (\(\gamma = 0\)), and the second term denotes the mean of the objective function associated with the corresponding \(N_c\) children elements obtained using refinement type \(\gamma\) on element \(E\):

\[
F_{E}^\gamma = \sum_{i=1}^{N_c} F_{E_c}.
\]  

(9)

If none of the refinements reduce the TMOP objective function for an element, i.e. \(\Delta F_{E}^\gamma < 0 \forall \gamma\), then that element is not refined.

3.2. Derefinement decision

If the mesh contains children elements, i.e., elements that have been obtained via refinement at a previous iteration of \(hr\)–adaptivity, we consider them for derefinement if restoring their parent element reduces the TMOP objective function. The derefinement capability is crucial for time-dependent problems where the shape and size targets can change with time as the solution evolves or if the original mesh has more resolution than required to begin with. Using \(E_p\) to denote a parent element that has been refined to spawn \(N_c\) children elements at a previous iteration of \(hr\)–adaptivity, the parent element is derefined if \(\Delta F_{E_p} > 0\), where

\[
\Delta F_{E_p} = \sum_{i=1}^{N_c} \frac{F_{E_c}}{N_c} - F_{E_p}.
\]  

(10)

As we can see, (8) and (10) are compliments of each other. In (8), we compare how the refinement \(\gamma\) changes the TMOP functional between the parent and its children element, and in (10), we see how removing a refinement done using (8) in the past changes the TMOP functional.
3.3. Algorithm for hr—adaptivity

The TMOP-based hr—adaptivity method is summarized in Algorithm 1. Here, the input consists of the original mesh positions ($x_0$), the mesh quality metric ($\mu$), the tolerance ($\varepsilon$) that depends on the norm of the gradient of the TMOP objective function at the current nodal coordinates, and the number of $h$—refinements ($N_h$) to be done after each $r$—refinement. The output is the optimized mesh positions $x_s$. The algorithm performs consecutive $r$—adaptivity and $h$—adaptivity steps until the $h$—adaptivity step does not result in any changes in the mesh output by $r$—adaptivity. Thus, using $N_R$ and $N_D$ to denote the total number of elements that are refined and derefined, respectively, by the $h$—adaptivity component (Step 6), the hr—adaptivity procedure stops when $N_R = N_D = 0$.

Algorithm 1: hr—adaptivity

**Input:** $x_0$, $\mu$, $\varepsilon$, $N_h$.

**Output:** $x_s$ (initialized to $x_0$).

1. Construct $W_i$ for each integration-point $i$ using target-construction. \[25\]
2. while $N_R \neq 0$ or $N_D \neq 0$ do
3. $r$—adaptivity:
4. $x_s \rightarrow \text{arg min}_x \sum_{E \in \mathcal{M}} \sum_{x_q \in E} w_q \det(W(\bar{x}_q)) \omega(x_q) \mu(T(x_q))$. \[1\]
5. $h$—adaptivity:
6. for $i \in 1 \ldots N_h$ do
7. $\forall E_p \in \mathcal{M}$, determine $\Delta F_{E_p}$. \[10\]
8. Derefine element $E_p$ if $\Delta F_{E_p} > 0$.
9. $\forall E \in \mathcal{M}$, determine $\Delta F^\gamma_E \forall \gamma \in \Gamma$. \[7\]
10. Refine element $E$ based on $\max_{\gamma} \Delta F^\gamma_E$. \[13\]
11. end
12. end

In Algorithm 1 determining $\max_{\gamma} \Delta F^\gamma_E$ requires each element to be refined using each refinement type in $\Gamma$ followed by the targets $W$ and $A$ to be reconstructed on the quadrature points of the children element. This remap of targets from parent to children element is the main source of increase in computational cost for hr—adaptivity in comparison to $r$—adaptivity.
The flexibility of the $hr-$adaptivity method can be further increased by utilizing different mesh quality metrics for $r-$adaptivity and $h-$adaptivity in Steps 3 and 5, respectively. This allows us to use different quality metrics to optimize different aspects of the mesh using $h-$adaptivity ($\mu^h$) and $r-$adaptivity ($\mu^r$). For example, using $\mu^h_2$ (shape metric) and $\mu^r_7$ (shape+size metric) allows us to optimize the aspect-ratio with $h-$adaptivity, and skew, aspect-ratio and size with $r-$adaptivity.

3.4. Target reconstruction during mesh optimization

For mesh adaptivity, the targets are either defined through analytical functions or through discrete functions that depend on the discrete solution defined on the original mesh. For analytical function based adaptivity, it is straightforward to construct targets at each degree of freedom as the mesh moves during $r-$adaptivity or as new elements are added during $h-$adaptivity. For discrete adaptivity however, the discrete functions must be mapped from the original mesh ($x_0$) to the active mesh ($x$) so that the targets can be reconstructed to determine $\mu(T)$.

During $r-$adaptivity, the discrete functions are remapped using an advection-based PDE, as described in Section 4.2 of [26], or using high-order interpolation between the meshes (see Section 2.3 of [29]). For $h-$adaptivity, mesh refinement introduces elements that are a subset of existing elements. Since every discrete function defined on the mesh is represented as a polynomial on each element, it is straightforward to interpolate the desired discrete function from a given parent element to its children. The key challenge in mapping the discrete function from the original mesh to the refined mesh is maintaining the desired continuity in the solution at the nonconforming interfaces of the element boundaries. This continuity of the original discrete solution is maintained using a conforming prolongation operator, as described in [13], that extends any function described on the (unconstrained) true degrees of freedom to the (constrained) hanging nodes resulting from refinement operations on the original mesh. Figure 6 shows an example of a nonconforming mesh where isotropic refinement on an element introduces a constrained degree of freedom (labeled “c”) that depends on the true degrees of freedom (labeled “a” and “b”).

3.5. Mesh conformity during $r-$adaptivity

An important consideration for the $r-$adaptivity method described in this work is ensuring that the optimal nodal positions determined in Step 3 of Algorithm maintain continuity between the nonconforming interfaces of the mesh.
Figure 6: Isotropic refinement of an element in the mesh showing the true degrees of freedom (colored green) and the constrained degree of freedom (labeled “c”). The conforming prolongation operator defines the value at “c” as the average of the values in “a” and “b”.

In our variational formulation (5), the TMOP objective function is computed as an element-by-element weighted sum of the quality metric that measures the deviation between the current and target geometrical parameters of the mesh. Consequently, the derivatives of the TMOP objective function required for $r$–adaptivity are also computed on an element-by-element basis with contribution from each nodal finite element degree of freedom. To maintain continuity between the nonconforming interfaces of the mesh, we project the gradients from the local nodes to the true degrees of freedom using the transpose of the projection operator. Thus, the optimization solver (e.g., Newton’s method) operates on the true degrees of freedom to compute optimum nodal positions, which are used to update the positions of the constrained nodes using the prolongation operator. This approach ensures that the nonconforming interfaces of the mesh stay consistent during nodal movement with $r$–adaptivity.

3.6. Alternative approaches for TMOP estimator during $h$–adaptivity

An alternative to determining how a refinement type changes the TMOP objective function, without explicitly refining each element, is to decompose $A$ into its four geometrical components (e.g., (2)), and then scale the geometrical components based on the refinement type being considered. For example, to estimate how $\gamma = 1$ would change the TMOP objective function in a 2D quadrilateral, we take $A$ associated with the quadrature points of the sample point and scale its volume component ($\zeta$) by a factor of 2 to capture the size-reduction and scale the diagonal entries of $D$ to indicate an increase in aspect-ratio in $x$ by a factor of 2. Using this approach, the TMOP
estimator becomes:

$$\Delta F^\gamma_E = F^\gamma_E - \tilde{F}^\gamma_E,$$

(11)

where $\tilde{F}^\gamma_E$ represents the functional associated with the parent element after the geometrical components of $A$ have been scaled based on $\gamma$. This approach is computationally cheaper than the approach in Algorithm 1 because it does not require each element to be explicitly refined and the targets $W$ to be mapped from the parent element to its children. Numerical experiments show that this approach is as effective as the approach in Algorithm 1 when a low-order mesh is optimized. This behavior is expected because rescaling only the size and aspect-ratio components in (2) to determine the impact of refinement type ignores its impact on the skewness of an element. Since our goal is the optimization of curvilinear high-order meshes, we forego this low-order approach due to higher-accuracy of the approach in Algorithm 1.

Considering the modular structure of the $hr$–adaptivity framework, the TMOP-based estimator for $h$–refinement can also be replaced or used in conjunction with other (error) estimators if desired. All numerical experiments presented in the current work use the TMOP-based estimator.

4. Numerical experiments

In this section, we present several numerical experiments to illustrate the effectiveness of the $hr$–adaptivity method and compare it with standalone $r$–adaptivity and $h$–adaptivity in satisfying the geometric parameters’ targets. The new algorithms were implemented in the open-source MFEM finite element library [30][31].

4.1. 2D benchmark using the Poisson equation

To quantify the improvement in the accuracy of the solution due to $hr$–adaptivity over $r$–adaptivity and $h$–adaptivity, we consider the 2D benchmark from [13] where the Poisson equation with a known exact solution is solved in $\Omega = [0, 1]^2$,

$$\nabla^2 u = f.$$  (12)

Here $f$ is chosen such that

$$u = \arctan \left( \alpha \left( \sqrt{(x - x_c)^2 + (y - y_c)^2} \right) \right),$$  (13)
which has a sharp circular wave front of radius $r$ center around $(x_c, y_c)$. Figure 7 shows the original second order ($Q_2$) mesh with the exact solution for $r = 0.7$ and $\alpha = 200$. Below we illustrate the effectiveness of different mesh-adaptivity techniques such as $h-$, $r-$, and $hr-$adaptivity in reducing the error in the solution without having to remesh the domain.

Since we use a shape+size metric ($\mu_9$) to adapt the mesh, the target elements must include information about both shape and size. We use the exact solution to construct the target transformation,

\[ W = \sqrt{\zeta} \begin{bmatrix} 1 & 0 & 1 & \cos \phi \\ 0 & 1 & 0 & \sin \phi \\ 1 & 0 & \frac{1}{\sqrt{\rho}} & 0 \\ 0 & \frac{1}{\sqrt{\rho}} & 0 & \sqrt{\zeta \rho} \end{bmatrix}, \]  

where the size target ($\zeta$) depends on the magnitude of the gradient (i.e., $\zeta \propto ||\nabla u||$), target skewness ($\phi$) is set to be the same as that for an ideal element, i.e., $\phi = \pi/2$, and aspect ratio target ($\rho$) is computed by the ratio of the gradient components (i.e., $\rho \propto \nabla_x u / \nabla_y u$). Thus,

\[ W = \begin{bmatrix} \sqrt{\zeta \rho} & 0 \\ 0 & \sqrt{\zeta \rho} \end{bmatrix}. \]  

Figure 8 shows optimized meshes obtained by $h-$, $r-$, and $hr-$adaptivity. The initial mesh for these simulations is the one from Fig. 7. As evident, each of these three methods increases the mesh resolution in the region with sharp solution gradients. While $r-$adaptivity moves nodal positions to increase the resolution, $h-$adaptivity uses anisotropic refinement near the domain boundaries (to satisfy aspect-ratio targets) and isotropic refinement away from the boundaries (to satisfy size targets).

To obtain a better quantitative comparison, we start with a $4 \times 4$ mesh and increase the resolution by a factor of 2 in each direction, while adapting the mesh using $h-$adaptivity, $r-$adaptivity,
Figure 8: Optimized meshes obtained using (left) $h$—adaptivity, (center) $r$—adaptivity, and (right) $hr$—adaptivity.

and $hr$—adaptivity for each case. For $h$—adaptivity we use the same criterion for refinement that is described in Algorithm 1. Additionally, for $h$—adaptivity and $hr$—adaptivity, we consider only 1 iteration of each kind of mesh refinement to illustrate the effectiveness of these methods while keeping the added computational cost to a minimum. Once the mesh has been optimized, the Poisson problem is solved and the error is measured for the discrete solution ($u_h$) with respect to the exact solution ($u$) in the energy norm $[13]$. Figure 9 compares the error for a sequence of uniform meshes (the “original” meshes) with meshes obtained using $h$—adaptivity, $r$—adaptivity, and $hr$—adaptivity. In Fig. 9 $N$ represents the total number of degrees of freedom in the mesh. As

Figure 9: Error for the discrete solution ($u_h$) with respect to the exact solution ($u$) in the energy norm for a sequence of uniform meshes (the original mesh) and meshes obtained using $h$—adaptivity, $r$—adaptivity, and $hr$—adaptivity.
evident, $r-$adaptivity can help significantly reduce the error in the solution by moving the nodal positions of the mesh and even a single iteration of $h-$refinement with $hr-$adaptivity is sufficient for an even more significant improvement. This numerical experiment shows that we require about 66% fewer degrees of freedom with $hr-$adaptivity as compared to $r-$adaptivity for a given accuracy in the solution. Note that one can do multiple iterations of $h-$adaptivity and $r-$adaptivity during the mesh-optimization process, but we do a single iteration here to illustrate the effectiveness of these techniques in improving the accuracy of the solution while keeping the computation cost of the mesh-optimization process to a minimum.

4.2. Analytical adaptivity

The next example that we consider is adaptivity based on analytical functions to demonstrate how $hr-$adaptivity can be used for purely size-adaptivity and for shape+size-adaptivity. The $r-$adaptivity component in each case is based on a shape+size metric, and we setup the targets to mimic a problem with a shock wave propagating externally from the center of the domain.

For $hr-$adaptivity with a size metric, the target $W$ is defined in the domain $\Omega \in [0, 1]^2$ such that the target skewness is the same as that for an ideal element, i.e., $\phi = \pi/2$, target aspect-ratio is unity, i.e. $\rho = 1$, and target size ($\zeta$) depends on an analytic function $\eta \in [0, 1]$ that is a function of physical-space coordinates ($x$). Thus,

$$W = \begin{bmatrix} \sqrt{\zeta} & 0 \\ 0 & \sqrt{\zeta} \end{bmatrix},$$

where

$$\eta = \tanh(\beta(r - 0.2)) - \tanh(\beta(r - 0.3)).$$

In (17), $\beta$ determines the sharpness in the gradient of the solution, and $r$ is the distance from the center of the domain. Using $\eta$, the size targets are defined as:

$$\zeta = \eta \delta + (1 - \eta) \psi \delta,$$

where $\delta$ is the target size of the degrees of freedom in the region with $\eta = 1$ and $\psi$ is the ratio of the biggest to smallest elements in the domain. For the example considered here, we set $\beta = 30$, $\delta = 0.001$, and $\psi = 10$. 

17
Figure 10: Analytic size target for optimizing (i) $8 \times 8$ and (ii) $16 \times 16$ meshes with equally sized elements. In each case, we show (left to right) (a) the original mesh with metric values $\mu'(T)$ compared with meshes obtained using (b) $h$-adaptivity, (c) $r$-adaptivity, and (d) $hr$-adaptivity.

Figure 10 shows examples of the difference in the optimized meshes obtained using $hr$-adaptivity ($\mu^h_{55}$ and $\mu^r_r$) versus $r$-adaptivity ($\mu^r_r$) and $h$-adaptivity-only ($\mu^h_{55}$) for two different initial mesh resolutions. For each case, the left panel shows the quality metric $\mu^r_r(T)$ evaluated at the degrees of freedom of the original mesh, which indicates the difference between the current and the target geometric parameters [16]. For the mesh with $N_E = 64$ equally sized elements, $h$-adaptivity reduces the TMOP objective function $F(x)$ by 40.36% while increasing the element count to $N_E = 484$, $r$-adaptivity does not reduce $F(x)$, and $hr$-adaptivity reduces $F(x)$ by 69.2% while increasing the element count to $N_E = 616$. For the $16 \times 16$ mesh, $h$-adaptivity reduces $F(x)$ by 21.9% with $N_E = 544$, $r$-adaptivity reduces $F(x)$ by 51.8%, and $hr$-adaptivity reduces $F(x)$ by 67.3% with $N_E = 616$.

For $hr$-adaptivity with a shape+size metric ($\mu^h_r$), we modify the target ($W$) such that the aspect-ratio depends on the distance from the center ($r$) and the angle around the center of the domain, i.e., $\rho = f(r, \theta)$. Figure 11 shows that $hr$-adaptivity is able to optimize the mesh and satisfy the shape+size targets much better as compared to $r$-adaptivity. For the $8 \times 8$ mesh, $h$-adaptivity reduces $F(x)$ by 92.7% with a final element count of $N_E = 572$, $r$-adaptivity reduces $F(x)$ by 6.1%, and $hr$-adaptivity reduces $F(x)$ by 93.5% with $N_E = 704$. For the $16 \times 16$ mesh, $F(x)$ is reduced 65.6% by $h$-adaptivity, 60.6% by $r$-adaptivity, and 85.3% by $hr$-adaptivity, with $N_E = 600$ for $h$-adaptivity and $N_E = 716$ for $hr$-adaptivity.
Figure 11: Analytic shape+size target for optimizing (i) $8 \times 8$ and (ii) $16 \times 16$ meshes with equally sized elements. In each case, we show (left to right) (a) the original mesh with metric values $\mu(T)$ compared with meshes obtained using (b) $h$-adaptivity, (c) $r$-adaptivity, and (d) $hr$-adaptivity.

4.3. Mesh adaptivity with simplices

The $hr$-adaptivity method described in this paper extends to simplices, where the refinements are always isotropic. So far, we have looked at examples with structured quadrilateral meshes. Due to the ease with which more general domains can be meshed with simplices, however, triangles/tetrahedra are often preferred over quadrilaterals/hexahedra in complicated domains.

Figure 12 shows an example of a mesh ($N_E = 128$) with simplices optimized using $h$-adaptivity, $r$-adaptivity and $hr$-adaptivity with $\mu_9^r$ and $\mu_5^h$ using the targets in (16). For this example, $F(x)$ is reduced 62.4% by $h$-adaptivity, 43.9% by $r$-adaptivity, and 85.2% by $hr$-adaptivity, while the total element count is increased to $N_E = 928$ by $h$-adaptivity and to $N_E = 1100$ by $hr$-adaptivity. Note that while the final element count is significantly higher for the examples in Fig. 10, 12 for

Figure 12: Adaptivity on simplices: (left to right) (a) original mesh compared with the optimized mesh using (b) $h$-adaptivity, (c) $r$-adaptivity, and (d) $hr$-adaptivity.
$hr$–adaptivity in comparison to $r$–adaptivity, that is expected due to the target size and aspect-ratio. Additionally, as we have demonstrated in Fig. 9, the total number of degrees of freedom required for a desired accuracy in solution is typically lower for meshes obtained with $hr$–adaptivity as compared to $r$–adaptivity and $h$–adaptivity.

4.4. Mesh adaptivity with derefinement

The examples in the previous sections demonstrate that the ability of adding elements with $hr$–adaptivity can be critical for satisfying size and aspect-ratio adaptivity targets, depending on the topology, size, and shape of the elements in the original mesh. For time-dependent problems however, where the need for spatial resolution changes with time, the ability to remove elements (i.e., derefinement) is also critically important for maximizing the computational efficiency of a calculation.

Here, we consider the example from Section 4.2 where we optimize the mesh using $\mu_r^9$ and $\mu_h^{55}$ with the targets (16). We start with a $4 \times 4$ mesh and isotropically refine each element four times, to obtain a mesh with $N_E = 4096$ elements. As a result, the final mesh has many more elements than required. In contrast to Fig. 10, where the mesh was much coarser and the resulting metric values were highest for the elements in the annulus region with elements larger than specified by $W$, the metric values in Fig. 13 (left panel) are highest for the elements outside the annulus region, as those elements are much smaller than required. With $r$–adaptivity, the element shape and size are optimized to reduce the TMOP objective function by 55.4% but the domain still has more resolution than desired. In contrast, $hr$–adaptivity removes the unneeded resolution by reducing the total element count to $N_E = 664$, which reduces $F(x)$ by 98.6%.

Figure 13: Adaptivity with derefinement: (left) original mesh compared with the optimized mesh using (center) $r$–adaptivity and (right) $hr$–adaptivity.
4.5. 2D and 3D \( hr \)--adaptivity in ALE hydrodynamics

In this section, we consider a 2D and a 3D test case for \( hr \)--adaptivity in the context of Arbitrary Lagrangian-Eulerian (ALE) hydrodynamics. The 2D case represents a high velocity impact of gasses that was originally proposed in [32]. It involves three materials that represent an impactor, a wall, and the background. This problem is used to demonstrate the method’s behavior in an impact simulation that cannot be executed in Lagrangian frame to final time as it produces large mesh deformations. The complete thermodynamic setup of this problem and additional details about our multi-material finite element discretization and overall ALE method can be found in [33, 34]. This method is available in a multi-material ALE code where we have integrated the TMOP-based \( r \)--refinement framework in previous work [1].

To demonstrate the effectiveness of \( hr \)--adaptivity in capturing the interface of different material regions, we take snapshots of the discrete ALE solution from the gas-impactor test and use these solutions to adapt the corresponding meshes. Following the approach described in Section 4.1, we use the gradient of the discrete density solution to set the size and aspect-ratio targets and then optimize the mesh using \( \mu_r^g \) and \( \mu_h^l \) shape+size metrics.

Figure 14 shows a comparison of the optimized meshes obtained using \( r \)-- and \( hr \)--adaptivity along with the density function, before, during, and after the initial impact. These results clearly show that we can achieve a much finer resolution in the regions of interest where different materials

![Figure 14: Mesh adaptivity in 2D ALE hydrodynamics: time evolution of density and mesh position at times 0.5 (left), 4 (center) and 9 (right) in the 2D gas impact test case. The meshes obtained with \( hr \)--adaptivity and \( r \)--adaptivity are shown in the upper (black) and lower (red) half of the snapshot, respectively. Notice the increased resolution in the wall and the impactor with \( hr \)--adaptivity.](image-url)
are interacting with $hr$—adaptivity as compared to $r$—adaptivity. This example also demonstrates the importance of derefinement, as we can see that the regions that require isotropic and anisotropic refinement are very different at different times.

For the 3D test case, we consider a generalization of the triple point problem in the Lagrangian High-Order Solver (Laghos) miniapp [35], where the domain ($\Omega = [0, 7] \times [0, 3] \times [0, 3]$) is split into 5 different regions with 3 different materials. A complete thermodynamical setup of this problem is discussed in Section 7.4 of [36], and a snapshot of the material regions at simulation time $t = 5$ is shown in Fig. [15](a). Since Laghos solves the time-dependent Euler equations in a moving Lagrangian frame of reference, the initial mesh produces no material diffusion. However, in practical simulations, large mesh deformations require ALE methods and mesh optimization. Thus, it is important to be able to adapt the mesh in order to capture curved material interfaces.

Figure 15: Mesh adaptivity in 3D ALE hydrodynamics: (a) material indicator function obtained from Laghos is mapped to a (b) uniform hexahedron mesh that is used for mesh optimization. A comparison of the meshes obtained using (c) $r$—adaptivity and (d) $hr$—adaptivity is shown below. Different colors indicate different materials.
For the purposes of this test, we start by transferring the material indicator function defined on the Laghos mesh to a uniform hexahedron mesh (Fig. 15(b)), using a high-order interpolation library [29]. The target shape is set to be the same as that of an ideal element and the target size is computed using the magnitude of the gradient of the material indicator. The $r-$adaptivity component is based on a shape+size metric ($\mu_{315}^r$) and the $h-$refinement decisions are made using a size metric ($\mu_{321}^h$). Figure 15 shows a comparison of the meshes obtained from $r-$adaptivity and $hr-$adaptivity. While $r-$adaptivity improves the original mesh to align with the original material indicator, its effectiveness in reducing the element size is limited due to the topology of the mesh. In contrast, $hr-$adaptivity allows us to satisfy the size targets by refining the elements that are at the interface of different materials. The uniform hexahedron mesh used here has $N_E = 896$ elements and $hr-$adaptivity increases the total element count to 3724. To quantify the comparison between these meshes, we look at how well the original material indicator can be represented on each of the meshes in comparison to the mesh from Laghos. Using high-order interpolation, we compute a volumetric error:

$$e = \int_\Omega \left( \eta_L(x_L) - \eta(x_s) \right)^2 ,$$

that depends on the material indicator $\eta_L$ defined on the mesh obtained from Laghos ($x_L$) and the same material indicator function mapped on to the optimized mesh ($x_s$). The volumetric error is 1.71 for the uniform hexahedral mesh, 0.62 for the $r-$adaptivity mesh, and 0.078 for the $hr-$adaptivity mesh. Thus, we see that the volumetric error is almost an order of magnitude lower for the $hr-$adaptivity mesh in comparison to $r-$adaptivity and about $20\times$ lower in comparison to the uniform hexahedron mesh.

The examples presented in this section show the importance of $hr-$adaptivity in the context of complex Lagrangian hydrodynamics applications. In future work, we plan to integrate the $hr-$adaptivity framework in high-order applications with moving meshes to demonstrate the runtime benefits in computational performance.

5. Conclusion

In this paper we presented a new approach for $hr-$adaptivity of high-order meshes. The $r-$adaptivity component of our method is based on the Target Matrix Optimization Paradigm,
where the mesh is optimized to minimize a quality metric that depends on the transformation from the current-to-target coordinates. For $h-$adaptivity, we introduced a TMOP-based quality estimator that determines the refinement type (isotropic or anisotropic) on an element-by-element basis to reduce the TMOP objective function. The $hr-$adaptivity procedure uses an iterative loop of $r-$refinements followed by $h-$refinements to adapt the mesh while minimizing the computational cost of the calculation due to increase in the element count. The new $hr-$adaptivity algorithms are freely available in the MFEM finite element library [31]. Numerical experiments show that $hr-$adaptivity helps satisfy the size and aspect-ratio targets where $h-$ and $r-$adaptivity cannot, due to the topology of the input mesh. Using a 2D problem with a known exact solution, we demonstrated that $hr-$adaptivity requires many fewer degrees of freedom for the desired accuracy, in comparison to $h-$ and $r-$adaptivity. We also used several simple 2D problems to demonstrate $hr-$adaptivity for analytic function-based adaptivity in meshes with quadrilaterals and simplices, and the ability to derefine, which is crucial for time-dependent problems where spatial resolution requirements can change with time. Finally, a 2D and a 3D Lagrangian hydrodynamics-based test problems were used to compare the effectiveness of $r-$ with $hr-$refinement in capturing complex curvilinear multi-material interfaces. In the future, we plan to investigate methods for combined $rp-$ and $hrp-$adaptivity. We will also evaluate the current $hr-$adaptivity framework in applications with high-order moving meshes.
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