ABSTRACT
Cytoarchitectonic maps provide microstructural reference parcellations of the brain, describing its organization in terms of the spatial arrangement of neuronal cell bodies as measured from histological tissue sections. Recent work provided the first automatic segmentations of cytoarchitectonic areas in the visual system using Convolutional Neural Networks. We aim to extend this approach to become applicable to a wider range of brain areas, envisioning a solution for mapping the complete human brain. Inspired by recent success in image classification, we propose a contrastive learning objective for encoding microscopic image patches into robust microstructural features, which are efficient for cytoarchitectonic area classification. We show that a model pre-trained using this learning task outperforms a model trained from scratch, as well as a model pre-trained on a recently proposed auxiliary task. We perform cluster analysis in the feature space to show that the learned representations form anatomically meaningful groups.
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1. INTRODUCTION
The cytoarchitecture of the human cerebral cortex represents an important microstructural reference for structural analysis and localizing signals of brain connectivity and function [1][2]. Cytoarchitectonic areas are characterized by the distribution, arrangement and layering of neuronal cells. They can be identified in cell-body stained histological brain sections, imaged at a resolution of about 1 micrometer using light microscopy. The most established method for identification of cytoarchitectonic borders (cytoarchitectonic mapping) uses statistical analysis of cell segmentations along cortical profiles [3]. It is precise and reliable, but not designed to handle large amounts of data from high throughput imaging in a highly automated fashion. An automatic method that can be applied at high throughput with limited supervision would provide a strong benefit for advancing our understanding of brain structure and function [2], by allowing to compute maps in more tissue sections and brain samples than possible today, and thus providing a more comprehensive sampling of the structural variability in the brain.

[4][5] formulated cytoarchitectonic mapping as an image segmentation task, and presented the first results for different areas of the visual system. They identified limited availability of training examples as a key problem, and proposed a self-supervised distance task [5] on 3D location and distance prediction in the BigBrain model [6] to learn robust cytoarchitectonic features. The features improved classification performance significantly compared to models that were trained from scratch.

Our aim is to further extend the approach in [5] to achieve classifications for a wider range of cytoarchitectonic areas, going beyond the visual system and across different brain samples. The considerable variability of cytoarchitectonic areas especially in the human brain makes this a very challenging problem. Following the strategy of [5], we aim to pre-train the network to produce robust and highly distinctive representations of cortical image patches. In particular, we propose a pre-training task based on contrastive learning [7][8][9], which allows to exploit most of the manual brain area annotations available in our lab [2] for learning. We compare the performance of the proposed method to models trained with classical cross-entropy loss from scratch, and from weights obtained in [5].

2. METHODS
Contrastive training. Contrastive learning [7] aims to derive a functional mapping from high-dimensional data points (e.g. images) to lower dimensional feature representations, so that similar data points map to similar features, and dissimilar data points to dissimilar features. [8] showed that representations produced by contrastive learning can improve classification performance when fine-tuned on labeled images. Given an input image, they create two different views by applying random transformations, and then train a neural network to produce similar hidden representations for the same source image. [9] further generalize the notion of similarity
to all image patches sampled from the same class. Using their proposed supervised contrastive loss, they present improved classification performance compared to training with a common cross entropy loss.

We build on the method of [9] to learn robust representations for cytoarchitectonic area classification in the human brain. Initial experiments showed that contrastive learning based on data augmentation as in [8, 9] is not well suited for this task: While learned representations showed invariance wrt. transformations applied during training (e.g. rotation or intensity transformation), they failed to capture the subtle cellular details that actually distinguish brain areas. In fact the learned features focused on capturing anatomical landmarks such as blood vessels, which are robust under common image transformations but not necessarily descriptive of cytoarchitecture. To overcome this undesired effect, we chose to define similarity exclusively by two patches having the same class label.

We train an encoder neural network \( f(x) = h \) to map an image patch \( x \) to a lower dimensional representation \( h \in \mathbb{R}^{D_x} \), which is then fed into a projection network \( g(h) = \tilde{z} \in \mathbb{R}^{D_p} \) to produce a normalized input vector \( \tilde{z}_i = \tilde{z}_i/\|\tilde{z}_i\|_2 \) for the contrastive loss. Considering a minibatch of \( N \) images \( x_i \) with corresponding labels \( y_i \) (\( i = 1, \ldots, N \)), the contrastive loss \( \mathcal{L} \) is computed as

\[
\mathcal{L} = \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_i
\]

\[
\mathcal{L}_i = -\frac{1}{N_{y_i}} \sum_{j=1}^{N_{y_i}} \mathbb{I}_{i \neq j} \log \frac{e^{\langle \tilde{z}_i, \tilde{z}_j \rangle/\tau}}{\sum_{k=1}^{N} \mathbb{I}_{i \neq k} e^{\langle \tilde{z}_i, \tilde{z}_k \rangle/\tau}}
\]

where \( \mathbb{I} \) is the indicator function, \( \tau \in \mathbb{R} \) is a temperature scaling parameter, and \( N_{y_i} \) is the number of image patches in the batch with the same label as \( x_i \). The loss formulation is adapted from [9]. After contrastive training, image classification is performed by discarding the projection network \( g \) and training a linear classifier on the feature vectors \( h \) extracted by \( f \) while keeping parameters of \( f \) fixed.

**Model architecture.** While [5] formulated cytoarchitectonic mapping as a segmentation problem, we study the related patchwise classification problem: Given an image patch extracted from the center of the cortical ribbon, a neural network is trained to predict the corresponding cytoarchitectonic area. We design \( f \) identical to the encoder of the modified U-Net [10] proposed in [8], which has been applied successfully for classification of visual areas. The architecture is composed of six blocks of layers, each consisting of two convolutional layers. All but the last block are followed by \( 2 \times 2 \) max-pooling layers. The number of filters is identical for all layers within a block and is set to 16, 32, 64, 64, 128 and 128, respectively (\( D_x = 128 \)). The first convolution in the first block uses a filter size of 5 with stride 4, all remaining convolutions use a filter size of 3 with stride 1. Each convolutional layer is followed by batch normalization [11] and ReLU activation. The projection network \( g \) is implemented as a multilayer perceptron with one hidden layer of dimension 128 and output dimension \( D_p = 128 \). It also uses batch normalization and ReLU activation.

**3. RESULTS**

**Dataset.** The dataset contains 1860 histological human brain sections that were stained for cell bodies and sampled from 7 postmortem human brains. We use annotations of 113 cortical cytoarchitectonic areas from different parts of the brain (e.g. visual, auditory, motor). For training, 1200 patches (1129 × 1129 pixels at 2μm per pixel) per cytoarchitectonic area were extracted from 80% of the sections, oversampling smaller areas for class balancing (Fig. 1). After training, performance was evaluated on a test set \( \mathcal{X}_t \), with patches from tissue sections that were excluded from training. Furthermore, transferability of trained models to a previously unseen brain was evaluated on image patches from 325 sections of another brain, referred to as \( \mathcal{X}_{\text{un}} \).

**Data augmentation.** Data augmentation was applied to capture typical variations in the data \((U[a, b]; \text{uniform distribution over } [a, b])\): Patches were rotated by \( \theta \in U[-\pi, +\pi] \), patch center positions were translated in random direction by \( d \sim U[0\text{mm}, 0.2\text{mm}] \) and patches were mirrored vertically with a probability of 50%. Pixel intensities \( x \in [0, 1] \) were randomly augmented using unbiased gamma augmentation [12] \( ax^\gamma + \beta \) with parameters \( a \in U[0.9, 1.0] \), \( \beta \in U[-0.1, +0.1] \), \( \gamma = \log(0.5+2^{-0.5}) \), \( Z \sim U[-0.05, +0.05] \). Furthermore, images were blurred with an isotropic Gaussian \( G_\sigma(x) \) of kernel size \( \sigma \sim U[0.125, 1.0] \), or sharpened according to \( x + \delta(G_\sigma(x) - x) \) with \( \delta \sim U[0.125, 1.0] \), \( \sigma \sim U[0.5, 1.5] \) with probability 25%, respectively.
Table 1: F1 score, top-1 and top-3 accuracy obtained on $\mathcal{X}_{tc}$ and $\mathcal{X}_{un}$ by investigated models. contrastive outperforms scratch and distance [5] on both datasets.

| model       | dataset | F1 score | top-1  | top-3  |
|-------------|---------|----------|--------|--------|
| scratch     | $\mathcal{X}_{tc}$ | 43.31    | 43.16  | 70.6   |
| distance    | $\mathcal{X}_{tc}$ | 27.27    | 27.64  | 51.51  |
| contrastive | $\mathcal{X}_{tc}$ | **50.49** | **50.08** | **78.57** |
| scratch     | $\mathcal{X}_{un}$ | 22.85    | 22.63  | 44.23  |
| distance    | $\mathcal{X}_{un}$ | 10.77    | 9.79   | 19.63  |
| contrastive | $\mathcal{X}_{un}$ | **25.03** | **23.94** | **46.57** |

Training. Contrastive feature learning was performed for 150 epochs using the LARS optimizer [13] with constant learning rate 0.01 * $N/128$, batch size of $N = 4096$ and $\tau = 0.07$. We choose a large batch size to allow representation of multiple class instances in one batch, providing many positive and negative samples per class as in [8]. The training process was distributed across 32 GPUs (NVidia K80, 12GB) on 8 compute nodes of the JURECA HPC cluster [14]. Batch normalization statistics were averaged across GPUs. Training was implemented using PyTorch [15]. This model is denoted as contrastive. After training the projection network $g$ was discarded, parameters of $f$ fixed and a linear classifier was trained using cross-entropy loss for 30 additional epochs to map learned representation vectors to cytoarchitectonic areas using the same training parameters as for the contrastive training. To assess the benefit of contrastive representation learning, we trained the same network architecture using cross-entropy. We stacked a linear classifier on top of $f$ and trained the model end-to-end for 180 epochs, so the total number of iterations corresponds to the contrastive learning setup. We trained one model from scratch by randomly initializing the network weights (denoted scratch), and initialized another model from weights obtained with the self-supervised distance task from [5] (denoted distance).

Evaluation. We report F1 scores, top-1 and top-3 accuracy obtained on $\mathcal{X}_{tc}$ and $\mathcal{X}_{un}$ by scratch, distance and contrastive (Table 1). F1 scores are weighted based on label frequency to account for the unbalanced number of patches per area. We then cluster representation vectors of patches in $\mathcal{X}_{tc}$ into 10 clusters using Ward hierarchical clustering [16], and analyze in how far structurally similar brain areas group into the same cluster (Table 2).

contrastive outperforms scratch and distance in $\mathcal{X}_{tc}$ and $\mathcal{X}_{un}$ in all considered metrics, demonstrating the advantage of contrastive pre-training compared to end-to-end training with cross-entropy. distance does not obtain better performance compared to scratch. Performance on $\mathcal{X}_{un}$ is lower compared to $\mathcal{X}_{tc}$.

Table 2 shows the high-dimensional clusters visualized in 2D after dimensionality reduction with t-SNE [17]. We see that many structurally and functionally related areas are assigned to the same cluster: Cluster 8 consists almost exclusively of features from the primary visual cortex (hOc1). Features in cluster 2 and 10 come mostly from higher visual areas, those in cluster 9 mostly from areas related to somatosensory functions. Some of the other clusters are dominated by patches from specific brains: Features in clusters 2 and 10 come from similar areas, but cluster 2 is dominated by two specific brains. Most features in cluster 10 however originate from three other brains.

4. DISCUSSION & CONCLUSION

We proposed a new strategy based on contrastive learning for encoding cortical image patches from microscopic scans of human brain sections with feature representations that are effective for classifying cytoarchitectonic areas. In our experiments, models pre-trained using this contrastive loss outperformed models that were trained end-to-end with cross-entropy loss. The overall precision level as measured by the F1 score is rather low, reflecting the general difficulty in performing very precise classification of cytoarchitectonic areas. Cluster analysis in feature space confirmed that the learned representations capture relevant cytoarchitectonic properties, and often encode areas from related functional or structural regions into the same feature clusters.

To some degree, the learned feature representations seemed to encode specific aspects of particular brains, although the contrastive loss promotes similar patches only to originate from the same brain area, independent of the brain sample. This effect is not desired for brain mapping,
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| # | Feature 1 | Feature 2 | Feature 3 | Feature 4 | Feature 5 |
|---|-----------|-----------|-----------|-----------|-----------|
| 1 | STS2 (9.5%) | TE3 (7.7%) | STS1 (6.3%) |
| 2 | hOc2 (19.2%) | hOc4lp (17.7%) | hOc3d (12.4%) |
| 3 | hOc4la (9.3%) | FG4 (9.8%) | hOc4v (8.7%) |
| 4 | area 45 (17.0%) | area 1 (3.7%) | area 7A (3.6%) |
| 5 | p32 (7.5%) | area 8c (5.0%) | area 8d (4.9%) |
| 6 | p32 (22.4%) | p24b (10.6%) | ld6 (7.7%) |
| 7 | area 4a (10.8%) | area 6v1 (10.3%) | area 8a (9.4%) |
| 8 | hOc1 (98.2%) | hOc2 (1.2%) | area 5L (0.2%) |
| 9 | area 3b (9.5%) | hOc3d (0.1%) | hOc4d (0.0%) |
| 10 | hOc2 (42.5%) | hOc4lp (17.7%) | hOc4v (10.4%) |

Table 2: Percentage of features inside each cluster which belong to image patches from specific cytoarchitectonic areas. Only most common areas are listed, therefore the fractions do not sum to 100%. Brain area names follow the nomenclature of the Julich-Brain cytoarchitectonic maps [2].

and future work will investigate ways of overcoming it. Unexpectedly, we could not confirm by experiment that the distance architecture provides better performance than scratch. This suggests that pre-training on data from a single brain might have little or no benefit for predicting areas from different brains.

While our experiments address patchwise classification as a downstream task, the findings should directly apply to image segmentation as in [5].

In future work, we plan to investigate different hyperparameter settings and neural network architectures, as well as optimized methods to further promote learning of subject agnostic features. Finally, we plan to combine the proposed feature representations with neuroanatomical priors for brain mapping.
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