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In extended Kitaev models on the honeycomb lattice, off-diagonal interactions (e.g. the $\Gamma, \Gamma'$ terms) can give rise to non-Kitaev quantum spin liquids and several magnetically ordered phases. In the present work, we dope holes to the system and study the resultant $t$-$K$-$\Gamma$-$\Gamma'$ model using mean field theory. The interplay between the charge and spin degrees of freedom results in a rich phase diagram. Similar to doped cuprates, superconductors, pseudogap phases, fermi liquid, strange metal and paramagnetic phase are generated. What is different is that, we obtain more than one superconducting phase (including a topological one) and more than one pseudogap phase no matter what the original spin state is. The Chern number of the topological superconductor is either $\nu = \pm 2$ or $\nu = \pm 1$, depending on the ratio $\Gamma / |K|$ in the spin channel. We further find that an intermediate in-plane magnetic field can slightly enlarge the size of the topological superconducting phase.

PACS numbers:

I. INTRODUCTION

Quantum spin liquids (QSLs) are exotic phases of matter which exhibit long-range entanglements but no traditional symmetry-breaking orders even at extremely low temperatures.\cite{1, 2} The strong quantum fluctuations in systems with geometric frustrations or frustrating interactions causes the melting of long-range magnetic orders, resulting in disordered quantum state without breaking of spin and lattice symmetries. The elementary excitations in a gapped QSL obey fractional statistics and have potential applications in quantum computations.\cite{2, 3}. Therefore the realization of QSLs has attracted lots of interest in condensed matter physics. Theoretical studies indicate that QSLs generally result from the competition of different magnetic orders.\cite{4-6}. Experimentally, candidate QSL materials have been reported on various lattice structures, including triangular lattice, kagome lattice and even three dimensional magnets.\cite{7-10}.

QSLs also exist in magnets with strong spin-orbit couplings. In 2006, Kitaev proposed a honeycomb lattice model which has an exactly solvable QSL ground state.\cite{2} Later, candidate materials containing the Kitaev type interactions, called the Kitaev materials, are proposed, including the well studied $\alpha$-RuCl\textsubscript{3} and Na\textsubscript{2}IrO\textsubscript{3}.\cite{11, 12}. However, most of these materials exhibit zigzag type long-range order at low temperatures, indicating the existence of non-Kitaev interactions such as the Heisenberg exchanges\cite{13-17} and off-diagonal $\Gamma, \Gamma'$ terms.\cite{16, 18-21}. Interestingly, external forces, such as magnetic fields\cite{22-24} or mechanical pressure\cite{7, 25-28}, can suppress the order and drive the system into a spin-liquid like or a dimer-like disordered state.

An intuitional picture for a QSL with continuous spin rotation symmetry is the Resonating Valence Bond (RVB) state raised by Anderson.\cite{29} In a RVB picture, the spins form singlet pairs and the ground state is a superposition of all possible pairing configurations, resultantly the lattice rotation and translation symmetries are restored. It was also proposed that when doping charge carriers into the system, the previously paired electrons behave like Cooper pairs and move coherently. Therefore, the QSL state is driven into a superconductor.\cite{29}. This provides a scheme to explain the mechanism of high-temperature superconductivity in cuprates.\cite{30}. In cuprates, the Neel order is easily destroyed by doped charge carriers. When the doping concentration falls in the optimal region, the cuprate becomes a superconductor with a high critical temperature.\cite{31–36}.

An interesting question is what happens if charge carriers are doped into the Kitaev materials which have anisotropic spin-spin interactions with strong spin-orbit couplings. Anderson’s theory indicates that superconductors should appear. This was verified in an earlier study of the $t$-$K$-$J$ model.\cite{37}. In the present work, we dope holes into Kitaev systems with off-diagonal $\Gamma$ and $\Gamma'$ exchange interactions, and study the resultant $t$-$K$-$\Gamma$-$\Gamma'$ model using mean field theory. The phase diagram is very rich. No matter what the original spin state is, more than one superconductor and more than one pseudogap phase emerge at different doping concentration. Similar to cuprates, Fermi liquid phase or the strange metal phase appear at heavy doping. Interestingly, several topological superconductors are obtained, whose Chern number ($\nu = \pm 2, \pm 1$) are dependent on the ratio $\Gamma / |K|$ in the spin-spin interactions. We further find that intermediate in-plane magnetic fields can enlarge the range of the SC phases.

The rest part of the present work is organized as follows. In section II, we introduce the effective lattice model (1) as the starting point. In section III, we introduce the slave particle representation and the related mean field theory in details, we emphasize the existence of internal gauge symmetry in the slave particle representation and specially introduce the symmetry group of the mean-field description of QSLs — the projective
symmetry groups. In section IV, we present the mean-field phase diagrams at zero doping and finite doping, respectively. Section V is devoted to the conclusions and discussions.

II. THE MODEL

In most Kitaev materials, the magnetic cations interact with each other via super-exchanges mediated through nonmagnetic anions. Therefore, both the $d$ (or $f$) electrons in the cations and the $p$ electrons in the anions are involved in the electronic structures, thus more than one electronic band enters the low-energy physics. However, we still adopt the single band assumption to describe the low energy properties of the system, just like in the cuprate oxides.

To study the effect of charge carriers, we introduce the slave particle (called the slave boson) representation of electrons (at half filling) in analogy to the effective spin model, in analogy to the cuprate oxides.

The Heisenberg exchange interactions are believed to be small and are hence neglected in our discussion. Hence, the starting point of our study is the following mean-field effective model,

$$H = -t \sum_{\sigma(ij)} \langle c_{i\sigma}^\dagger c_{j\sigma} \rangle + \text{H.c.} - \mu \sum_i c_{i\sigma}^\dagger c_{i\sigma}$$

$$+ \sum_{(ij) \in \alpha\gamma} \left[ K \chi_{ij} S_i^\alpha S_j^\gamma + \Gamma(S_i^\alpha S_j^\beta + S_i^\beta S_j^\alpha) + \Gamma'(-S_i^\alpha S_j^\gamma + S_i^\gamma S_j^\alpha + S_i^\beta S_j^\beta + S_i^\beta S_j^\beta) \right],$$

where $t$ is the electron hopping constant, $\mu$ is the chemical potential of the electrons used to control the density of the doped holes, $K$ stands for the Kitaev interaction, $\Gamma$ and $\Gamma'$ are off-diagonal spin-spin interactions [where $\alpha, \beta, \gamma = x, y, z$]. For a singly occupied site $i$, the spin operators $S_i^\alpha$ are related to the electron operators as $\chi_{ij} = C_i^\dagger x \frac{1}{2} C_j$ with $C_i = (c_{i\uparrow}, c_{i\downarrow})$. In later discussions, we assume $K < 0, \Gamma > 0 [13, 38–41], and fix $\Gamma' = -0.02|K|$ (the $\Gamma'$ interaction is introduced to stabilize the zigzag order observed in Kitaev materials [16, 18]).

III. MEAN FIELD THEORY

A. Slave Particle Representation

In order to study the above Hamiltonian (1), we introduce the slave particle (called the slave boson) representation to represent the electron creation operators in terms of fermionic spinons $f$ and bosonic holons $b^\dagger$, namely

$$c_{i\sigma} = f_{i\sigma} b^\dagger_i,$$

where double occupancy is forbidden (otherwise another species of boson called doublon need to be introduced). The number of the holons $\sum_i b_i^\dagger b_i$ equals to the number of doped holes (i.e. the number of removed electrons in the magnetic layer), and the ratio $\delta = \frac{1}{N} \sum_i b_i^\dagger b_i$ is the doping concentration relative to half-filling, where $N$ is the total number of sites.

The spin operators only involve the spinons operators, and can be written as the familiar quadratic form

$$S_i^\alpha = \frac{1}{2} f_{i\sigma}^\dagger \sigma_\alpha f_i,$$

where $f_{i\sigma}^\dagger = (f_{i\uparrow}, f_{i\downarrow}^\dagger)$ and $\sigma_\alpha, \alpha = x, y, z$ are the Pauli matrix. For convenience, we introduce a matrix operator

$$\psi_i = \begin{pmatrix} f_{i\uparrow} & f_{i\downarrow}^\dagger \end{pmatrix},$$

and write the spin operators as $S_i^\alpha = \text{Tr}(\psi_i^\dagger \sigma_\alpha \psi_i)$.

The condition of no double occupancy requires that an on-site particle number constraint should be imposed,

$$\sum_{i\sigma} f_{i\sigma}^\dagger f_{i\sigma} + b_i^\dagger b_i = 1.$$

Obviously, under the phase transformation

$$f_{i\sigma} \rightarrow f_{i\sigma} e^{i\theta_i}, \quad b_i^\dagger \rightarrow b_i^\dagger e^{-i\theta_i},$$

the electron operator $c_{i\sigma}$ remains unchanged $c_{i\sigma} \rightarrow c_{i\sigma}$. This reveals an emergent local $U(1)$ gauge symmetry in the slave particle representation of electrons (at half filling) by putting the gauge symmetry is enlarged into $SU(2) [42–45]$. The spinons and the holons interact with each other via the emergent $U(1)$ gauge field. Depending on the electron-electron interactions and the doping concentration, the $U(1)$ gauge field may get confined, resulting in a magnetically ordered phase or a superconducting phase [30]. To begin with, we need to translate the interactions between the electrons into the interactions between the slave particles.

In the slave-particle representation, the electronic hopping term on a single bond [see (1)] can be written in terms of $f_i$ and $b_i$ as

$$-t \sum_{\langle i,j \rangle \sigma} c_{i\sigma}^\dagger c_{j\sigma} = -t \sum_{\langle i,j \rangle \sigma} f_{i\sigma}^\dagger f_{j\sigma} b_i^\dagger b_j.$$

Similarly, the spin-spin interactions can be written in biquadratic form of spionons. For instance, the Kitaev interaction can be written as

$$S_j^m S_j^m = -\frac{1}{16} [\text{Tr}(\psi_j^\dagger \psi_i \psi_i^\dagger \psi_j) + \text{Tr}(\sigma_j^m \psi_i^\dagger \psi_i^\dagger \psi_j^\dagger \psi_j)].$$

The fermionic representation of the $\Gamma, \Gamma'$ interactions are given in Appendix A.

An advantage of the slave particle representation is that the various interactions can be treated using mean-field approximation.

This approach was applied to uncover the mechanism of high-temperature superconductivity in cuprates [30, 42]. In the rest part of this work, we will study the doped Kitaev systems using mean field theory.
Above Hamiltonian has the $D_{3d} \times Z_2^T$ group symmetry [46] in the sense that each element is a combination of lattice operation and the corresponding spin operation. Owing to spin-orbit coupling, the spin axes are locked with the lattice axes. For instance, the $c$-direction of the lattice plane is parallel to $\frac{1}{\sqrt{3}}(\hat{x} + \hat{y} + \hat{z})$ direction in the spin-frame, and the three lattice-bond directions are parallel to $\frac{1}{\sqrt{2}}(\hat{x} - \hat{y})$, $\frac{1}{\sqrt{2}}(\hat{y} - \hat{z})$ and $\frac{1}{\sqrt{2}}(\hat{z} - \hat{x})$, respectively.

The model (4) have been studied in literature[47], and it was known that there are several magnetically ordered phases in the ground state phase diagram. In mean field theory, the magnetically ordered states are essentially the same as the classical ground states whose energy can be easily calculated[48]. Therefore, we will focus on possible QSL phases. Noticing that the pure Kitaev model is a special point in the model (4), it is expected that the phase diagram contains at least one QSL phase, the Kitaev Spin Liquid (KSL) phase. In the following we will investigate if there exist other QSL phases.

Since the model (4) only contains nearest neighbor interactions, naturally only nearest neighbor coupling terms need to be considered in the mean field Hamiltonian. Suppose that the QSL contains zero fluxes in each hexagon (it has been shown that the flux-states are not energetically favored[46]), and that $C_3$ symmetry is preserved in the mean field Hamiltonian. The most general mean field Hamiltonian takes the following form,

$$H_{\text{mf}}^{\text{SL}} = \sum_{\langle ij \rangle \in \alpha \beta (\gamma)} \left\{ f_i^\dagger (t_1^\gamma R_{\alpha \beta} + t_0^\gamma + t_2^\gamma \sigma^\gamma + t_3^\gamma \sigma^\gamma R_{\alpha \beta} ) f_j \right. + f_i^\dagger (\Delta_1^\gamma R_{\alpha \beta} + \Delta_0^\gamma + \Delta_2^\gamma \sigma^\gamma + \Delta_3^\gamma \sigma^\gamma R_{\alpha \beta} ) f_j \right\} + \lambda \sum_i f_i^\dagger f_i + \text{const},$$

(5)

where the superscript $\gamma$ labels the orientation of the bond, $R_{\alpha \beta}^\gamma = -\frac{1}{\sqrt{2}}(\sigma^\alpha + \sigma^\beta)$ is a bond-dependent rotation matrix[38], $f_i = (f_i^\uparrow, -f_i^\uparrow)^T$, $\Delta_{0,1,2,3}$ and $t_{0,1,2,3}$ are the mean field parameters (complex numbers) representing the fermion pairing and hopping terms, respectively. Owing to the $C_3$ rotation symmetry the values of $t^\gamma$ and $\Delta^\gamma$ are independent on the bond orientation, so we will only consider the $z$-bonds and omit the bond index in later discussion. The self consistent mean-field equations for these parameters read

$$t_1 = g_1 \frac{2}{N} \sum_{\langle ij \rangle \in z} \langle f_i^\dagger R_{xy} f_j \rangle^*, \quad (6)$$

$$t_{0,2} = g_{0,2} \frac{2}{N} \sum_{\langle ij \rangle \in z} \left[ \langle f_i^\dagger \sigma^x R_{xy} f_j \rangle^* \pm \langle f_i^\dagger \sigma^y R_{xy} f_j \rangle^* \right],$$

$$t_3 = g_3 \frac{2}{N} \sum_{\langle ij \rangle \in z} \langle f_i^\dagger \sigma^z R_{xy} f_j \rangle^*,$$

$$\Delta_1 = g_1 \frac{2}{N} \sum_{\langle ij \rangle \in z} \langle f_i^\dagger \sigma^x R_{xy} f_j \rangle^*,$$

$$\Delta_{0,2} = g_{0,2} \frac{2}{N} \sum_{\langle ij \rangle \in z} \left[ \langle f_i^\dagger \sigma^x R_{xy} f_j \rangle^* \pm \langle f_i^\dagger \sigma^y R_{xy} f_j \rangle^* \right],$$

$$\Delta_3 = g_3 \frac{2}{N} \sum_{\langle ij \rangle \in z} \langle f_i^\dagger \sigma^z R_{xy} f_j \rangle^*,$$

where $N$ is the total number of sites, the ‘coupling constants’ $g_{0,1,2,3}$ are related to specific form of the spin-spin interactions and will be specified later. Finally, the Lagrangian multiplier $\lambda$ is introduced to tune the averaged particle number,

$$1 = \frac{1}{N} \sum_i \langle f_i^\dagger f_i \rangle.$$  

(7)

Strictly speaking, the ‘particle number constraint’ contains three components since the SU(2) gauge group have three generators, here we only consider the third one. At half-filling, the self-consistent solution of $\lambda$ is usually zero owing to particle-hole symmetry.

In above mean field theory, we only considered the $C_3$ rotation symmetry and the translation symmetry. Actually, a spin liquid should preserve all the point group symmetries of the spin Hamiltonian. However, in the mean field description of a QSL phase, the symmetry group of the mean-field Hamiltonian is the projective symmetry group (PSG) whose group elements are space group operations followed by SU(2) gauge transformations[49]. We will restrict to the PSG of the exactly solvable Kitaev point (called the Kitaev PSG) [37, 46] in the following discussion.

To analyze the PSG symmetry, it is helpful to rewrite the mean-field Hamiltonian (5) in a matrix form,

$$H_{\text{mf}}^{\text{SL}} = \sum_{\langle ij \rangle \in \alpha \beta (\gamma)} \text{Tr} [U_{ji}^{(0)} \psi_i^\dagger \psi_j] + \text{Tr} [U_{ji}^{(1)} \psi_i^\dagger (iR_{\alpha \beta}^\gamma) \psi_j] + \text{Tr} [U_{ji}^{(2)} \psi_i^\dagger \sigma^\gamma \psi_j] + \text{Tr} [U_{ji}^{(3)} \psi_i^\dagger \sigma^\gamma R_{\alpha \beta}^\gamma \psi_j] + \text{const},$$

(8)

where $U_{ji}^{(0,1,2,3)}$ are the matrix form of the mean-field parameters $\Delta_{0,1,2,3}, t_{0,1,2,3}$. To satisfy the Kitaev PSG, only eight real mean field parameters remain, namely, $g_{0,1,2,3}$, $R_{a,b,c,d}$ and the Lagrangian multiplier $\lambda$. These
eight parameters are real because they are expected values of quadratic majorana fermion operators, for details see Appendix B. The matrices \( U_{ji}^{(0,1,2,3)} \) can be expanded by these parameters as

\[
\begin{align*}
U_{ji}^{(0)} &= i\eta_0 + i(\rho_a + \rho_b), \\
U_{ji}^{(1)} &= i\eta_1(\tau^x + \tau^y + \tau^z) + i(\rho_a - \rho_b + \rho_c + 2\rho_d)(\tau^\alpha + \tau^\beta), \\
U_{ji}^{(2)} &= i(\rho_a + \rho_b)\tau^\gamma + i\rho_d(\tau^\alpha + \tau^\beta) + i\eta_2(\tau^x + \tau^y + \tau^z), \\
U_{ji}^{(3)} &= i(\rho_b - \rho_a + \rho_c)(\tau^\alpha - \tau^\beta),
\end{align*}
\]

where \( \tau^{x,y,z} \) are Pauli matrices generating the SU(2) gauge group.

Comparing (5) and (6) with (8) and (9), we can express \( \eta_{0,1,2} \) and \( \rho_{a,b,c,d} \) by the parameters \( t_{0,1,2,3}, \Delta_{0,1,2,3} \), namely,

\[
\begin{align*}
\eta_0 &= -i(t_0 - \Delta_2) - it_2(1 - i), \\
\eta_1 &= i(t_1 - \Delta_1), \\
\eta_2 &= -it_2,
\end{align*}
\]

and

\[
\begin{align*}
\rho_a &= \frac{i}{2}(1 - i)t_2 + \frac{i}{2}(-t_1 - t_3 + \Delta_1 - \Delta_2), \\
\rho_b &= \frac{i}{2}(1 - i)t_2 + \frac{i}{2}(t_1 + t_3 - \Delta_1 - \Delta_2), \\
\rho_c &= i(-t_1 + t_3 + \Delta_1), \\
\rho_d &= \frac{i}{\sqrt{2}}\{[e^{-i\frac{\pi}{2}}t_0 + e^{i\frac{\pi}{2}}t_2 + e^{i\frac{\pi}{2}}\Delta_1 - e^{-i\frac{\pi}{2}}\Delta_3] - \text{h.c.}\}.
\end{align*}
\]

Substituting (6) and (7) into above relations, we obtain the self-consistent mean-field equations for the set of eight real parameters \( \eta_{0,1,2}, \rho_{a,b,c,d}, \lambda \), where the coupling constants \( g_{0,1,2,3} \) are given by

\[
\begin{align*}
g_0 &= g_0' = -\frac{1}{8}\Gamma, \\
g_1 &= -\frac{1}{8}(2\Gamma + |K| + 4\Gamma'), \\
g_2 &= -\frac{1}{8}\Gamma, \\
g_3 &= g_3' = -\frac{1}{8}|K|.
\end{align*}
\]

Solving the above equations, we obtain a family of QSL solutions, two of which appear in the phase diagram (see Fig.1 in Sec. IV).

### C. Charge-doped QSLs

In this section, we consider the situations in which holes are doped into the QSLs. When holes are present, the electrons can lower their energy by hoping to the vacant sites. From the slave particle representation (3), we can perform the following mean field decoupling to the electron hopping term,

\[
H_{\text{mf}}^{\text{hop}} = -t \sum_{\langle ij \rangle, \sigma} \left( \langle f_{i\sigma}^\dagger f_{j\sigma} \rangle b_{i\sigma}^\dagger b_{j\sigma} + \langle b_{i\sigma}^\dagger b_{j\sigma} \rangle f_{i\sigma} f_{j\sigma} + \text{H.c.} \right) \tag{10}
\]

In above expression, the boson operators \( b, b^\dagger \) enters the mean field theory. We need to introduces one more parameter, namely,

\[
\chi_b = -\frac{2}{N} \sum_{\langle ij \rangle \in \gamma} (b_{i\sigma}^\dagger b_{j\sigma}).
\]

Another parameter \( \chi^\gamma = -t \frac{2}{N} \sum_{\langle ij \rangle \in \gamma} (f_{i\sigma}^\dagger f_{j\sigma} \gamma) \) is not new since it is proportional to \( t_0 \) with \( \chi^\gamma = -\frac{4}{\pi \mu} t_0 \). Owing to the \( C_3 \) rotation symmetry, the parameters take the same values on different bonds \( x = y = z \) and \( \Delta^z = \Delta^y = \Delta^x \), so the superscript \( \gamma \) will be omitted later.

Combining of spinon part and the chargon part, we obtain the total mean field Hamiltonian,

\[
H_{\text{mf}} = H_{\text{mf}}^{\text{hop}} + H_{\text{mf}}^{\text{SL}} + \lambda \sum_i (f_{i\sigma}^\dagger f_{i\sigma} + b_{i\sigma}^\dagger b_{i\sigma}) - \mu \sum_i b_{i\sigma}^\dagger b_{i\sigma}.
\]

Since we are more interested in the region where the magnetic orders are destroyed by the charge fluctuations (see III D for discussion), we do not consider the magnetic order in the mean field Hamiltonian. Many ansatz have been tried in determining the phase diagram.

At light doping, namely when \( \delta \) is small, the spin-spin interactions play important roles in the low energy physics. The ansatz (8) preserving the Kitaev PSG is lowest in free energy at small \( \delta \). With the increasing of \( \delta \), the charge part is more important, we find that the system favors a general QSL ansatz (5) without the restriction of the Kitaev PSG. Especially, when \( \delta \) is very large, the system becomes metallic and the free energy favors the ansatz in which the pairing parameters \( \Delta_{0,1,2,3} \) vanish and the hoping parameters \( t_{0,1,2,3} \) are nonzero.

As an example, we write down the total mean field Hamiltonian in the light doping region. From (8) and (10), we obtain,

\[
\begin{align*}
H_{\text{mf}}^{\text{tot}} &= \sum_{\langle ij \rangle \in \alpha(\gamma)} \left( \chi^\gamma b_{i\sigma}^\dagger b_{j\sigma} + \chi^\gamma f_{i\sigma}^\dagger f_{j\sigma} + \text{H.c.} \right) \\
&+ \sum_{\langle i,j \rangle \in \alpha(\gamma)} \left\{ \text{Tr}[U_{ji}^{(0)} \psi_i^\dagger \psi_j] + \text{Tr}[U_{ji}^{(1)} \psi_i^\dagger (iR_{\alpha\beta}^\gamma) \psi_j] \\
&+ \text{Tr}[U_{ji}^{(2)} \psi_i^\dagger \sigma^\gamma \psi_j] + \text{Tr}[U_{ji}^{(3)} \psi_i^\dagger \sigma^\gamma R_{\alpha\beta}^\gamma \psi_j] \right\} \\
&+ \lambda \sum_i (f_{i\sigma}^\dagger f_{i\sigma} + b_{i\sigma}^\dagger b_{i\sigma}) - \mu \sum_i b_{i\sigma}^\dagger b_{i\sigma} + \text{const.} \tag{11}
\end{align*}
\]

Notice that the mean field parameter \( \chi_b = -t \sum_i b_{i\sigma}^\dagger b_{i\sigma} \) (average of boson kinetic term) is generally a complex number which spontaneously breaks the time reversal symmetry. \( \lambda \) is a Lagrange multiplier for the particle number constraint (2), and \( \mu \) is the chemical potential to adjust the doping concentration \( \delta = \frac{1}{N} \sum_i b_{i\sigma}^\dagger b_{i\sigma} \).
At half-filling, namely as $\delta = 0$, Eq. (11) reduces to the mean field description of QSLs with the condensation of the spinon pairs. Each spinon pair carries 2 units of gauge charge, thus the condensation of the spinon pairs will gap out the $U(1)$ gauge field via Anderson-Higgs mechanism. Resultantly, in the low-energy limit the gauge fields are described by $Z_2$ gauge theory. Upon finite doping, once the bosonic holons undergoes Bose-Einstein condensation at low temperatures, the $Z_2$ gauge field is further confined. The confinement of the $Z_2$ gauge charge indicating that unpaired spinons cannot be separated, only paired spinons are allowed low-energy excitations. On the other hand, the $U(1)$ gauge ‘symmetry’ can never be broken, only the $U(1)$ gauge invariant quantities can have nonzero expectation values $[50]$. To obtain a $U(1)$ gauge invariant quantity, one can combine a pair of spinons (which are confined with each other) and two holons, which are essentially equivalent to two electrons, to form a Cooper pair. The $U(1)$ gauge invariance of the Cooper pair can be seen recalling that each spinon $f_i$ carries +1 gauge charge and each holon $b_i^\dagger$ carries −1 gauge charge such that a Cooper pair carries zero gauge charge. The coherent moving of Cooper pairs gives rise to a superconductor. The nonzero expectation value of the Cooper pair in the ground state can be considered as the order parameter of the superconducting phase.

Different from the $d$-wave superconductors in cuprates, here the spinon pairing channel includes both singlet pairing and triplet pairing. Therefore, the pairing symmetry is neither $s(d)$-wave or $p(f)$-wave, and the spatial inversion symmetry is spontaneously broken.

D. Magnetically ordered phases

At half-filling. At zero temperature and at half-filling, the mean field description of the magnetic ordered states is essentially the classical ground state since the magnetic order are generally fully saturated. For this reason, to estimate the ground state energy in the ordered phase, we just use the classical method (such as single-Q approximation$[48]$) instead of taking mean field theory.

To estimation the critical temperature, we adopt the mean-field Hamiltonian (8) with a background field $M_i$ which induces the magnetic order. Namely, we add an extra term $H_{mf} = \frac{1}{2} \sum_i M_i \cdot f_i^\dagger \sigma f_i$ into (8). The ordering pattern $M_i$ is determined by the classical solution within the single-Q approximation, and the magnitude $M = |M_i|$ is treated as a variational parameter determined by minimizing the free energy. The threshold temperature at which $M$ reduces to zero is the critical temperature $T_{CM}$. In this approach, the spin-spin interactions are decoupled in two different channels, namely the spin-liquid channel and the magnetically ordered channel, both being included in the mean field Hamiltonian. Therefore, when calculating the free energy of the system from mean-field theory, we have counted the contribution from the spin-spin interactions twice. This may result in an overcounting of the free energy and may introduce a systematic error in estimating the critical temperature $T_{CM}$.

Finite doping at zero temperature $T = 0$. In the absence of doping, the energy per site in the classically ordered state is equal to half of the total energy of the three bonds connected to it. When the doping concentration is nonzero $\delta \neq 0$, we assume that the holes are uniformly distributed among the lattice sites (namely, we assume that the holes are well separated). Then we approximately count the total energy of the ordered phase by assuming that the each hole increases the total energy by the amount which the interactions on three neighboring bonds would have if there were no holes.

On the other hand, at finite doping the superconducting states are competing in energy. When the energy of the ordered state meets that of a superconducting state, then the critical concentration $\delta_{CM}$ is obtained.

IV. THE PHASE DIAGRAMS

The phase diagram is obtained by minimizing the free energy. We have tried different self-consistent solutions of the mean field equations. For a given set of interaction parameters, the one with the lowest free energy (or energy at zero temperature) defines the phase in the phase diagram.

A. Quantum Phase Diagram ($T = 0$) at Half-filling

The spin model with $K$-$J$-$\Gamma$-$\Gamma'$ interactions have bee profoundly studied. Since most phases are magnetically
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ordered, we will focus on possible QSLs. In our mean field theory, we indeed obtain two QSL phases. Besides the well known KSL, we obtain an additional gapless QSL phase with 14 majorana cones in the spinon excitation spectrum(a similar 14-cone QSL state called PKSL14 was obtained in Ref.[46]). The zero-temperature mean field phase diagram is shown in Fig.1.

At the small $\Gamma$ side, the KSL locates in the region $0 \leq |\Gamma/|K| | \leq 0.08$. The KSL with $K < 0$ has a ferromagnetic instability. At larger $\Gamma$ with $0.08 < \Gamma/|K| | < 0.25$, a ferromagnetic(FM) phase is obtained [21, 46, 47].

At the large $\Gamma$ side, the system favors the zigzag order for $\Gamma/|K| > 0.78$. The zigzag order has been observed in serval Kitaev candidates[51–56]. It was shown that the zigzag phase is absent in the $K$-$\Gamma$ model, for this reason, we introduce a small $\Gamma' = -0.02|K|$ to stabilize it. With the decreasing $\Gamma$, the zigzag order is replaced by an incommensurate spiral (IS) phase at $0.48 < \Gamma/|K| < 0.78$.

Finally, resulting from the competition between the FM phase and the IS phase, there exist another interesting QSL phase (labeled as QSL14) living in the region $0.25 < \Gamma/|K| < 0.48$. This QSL contains 14 majorana cones (see Fig.1 (d)) and shares the same PSG as the KSL phase. Although a similar state was obtained from the variational Monte Carlo method, the two 14-cone states (labeled as QSL14) living in the region $0 < |\Gamma/|K| | \leq 0.08$. The KSL with $K < 0$ has a ferromagnetic instability. At larger $\Gamma$ with $0.08 < \Gamma/|K| | < 0.25$, a ferromagnetic(FM) phase is obtained [21, 46, 47].

At the large $\Gamma$ side, the system favors the zigzag order for $\Gamma/|K| > 0.78$. The zigzag order has been observed in serval Kitaev candidates[51–56]. It was shown that the zigzag phase is absent in the $K$-$\Gamma$ model, for this reason, we introduce a small $\Gamma' = -0.02|K|$ to stabilize it. With the decreasing $\Gamma$, the zigzag order is replaced by an incommensurate spiral (IS) phase at $0.48 < \Gamma/|K| < 0.78$.

Finally, resulting from the competition between the FM phase and the IS phase, there exist another interesting QSL phase (labeled as QSL14) living in the region $0.25 < \Gamma/|K| < 0.48$. This QSL contains 14 majorana cones (see Fig.1 (d)) and shares the same PSG as the KSL phase. Although a similar state was obtained from the variational Monte Carlo method, the two 14-cone states are different. When a small magnetic field is applied along $\hat{\delta} = \frac{1}{\sqrt{3}}(\hat{x} + \hat{y} + \hat{z})$ direction, the 14-cone QSL from self-consistent solution is turned into a gapped state with Chern number $\nu = -1$, but the PKSL14 acquires a Chern number $\nu = 5$ under the same magnetic field. In this region, there is another spin liquid solution with eight cones (labeled as QSL8), but with a higher energy.

### B. Finite Doping

In this section, we study the physical consequence when holes are doped into the system. Many interesting phases have been obtained, including (topological) superconductors, spin-gapped phases, the fermi liquid phase, the strange metal phase and the paramagnetic phase. Most of these phases appeared in the $t$-$J$ model as discussed in Ref.[30, 57], but our phase diagram is even richer [see Fig.2(a)~(d)] owing to spin-orbit coupling in the spin-spin interactions.

#### Different mean field phases.

In mean field theory, the fermionic spinons and the bosonic holons are decoupled, so the total free energy is a sum of that of the spinons and that of the holons. We tried several self-consist solutions, the one with the lowest free energy is adopt to describe the state of the system.

Here we provide the mean-field description of the phases listed above. The superconducting (SC) phase is characterized by the Bose-Einstein condensation of the holons and the condensation of the spinon pairs. If the spinon pairing parameter is nonzero but the holons are not condensed due to thermal fluctuations, then the resultant state belongs to the spin-gapped phase (SG) (also called the pseudogapped phase). On the other hand, if the holons condense but the spinon pairing parameter is zero, then the resultant phase is the fermi liquid (FL) phase. If holons are not condensed, and if the spinons do not form pairs but can coherently hop, then the resultant state is the strange metal (SM) phase. When both the spinons and the holons lose their coherence (namely, the all of the parameters $t\delta_{1,2,3}$ and $\Delta\delta_{1,2,3}$ vanish), and the system enters the high temperature paramagnetic (PM) phase.

In the following we illustrate the steps of obtaining the phase diagram.

Firstly we investigate the phase boundary of the magnetically ordered phases. In section III D, we have estimated the critical temperature $T_{cM}$ and the critical concentration $\delta_{cM}$ (see Fig.3(a) for example) for the magnetic transition. From $T_{cM}$ and $\delta_{cM}$, an approximate phase boundary of the magnetic ordered phase can be figured out by drawing a smooth curve linking $T_{cM}$ and $\delta_{cM}$.

Then we estimate the critical temperature $T_{cHC}$ for the holon condensation. In two-dimensions bosonic systems cannot spontaneously break continuous symmetries at any finite temperature. In our study, the $T_{cHC}$ stands for the Kosterlitz-Thouless transition temperature and is evaluated approximately[58].

With the increasing of doping concentration $\delta$, another important feature is the critical concentration $\delta_{cSP}$ at which the spinons pairing parameter drops to zero. To this end, we compare the ansatz (8) with nonzero spinon-pairing (the SC states at lower $T$ or the SG states at higher $T$) and another ansatz (5) with vanishing spinon pairing terms (the FL state at lower $T$ or the SM state at higher $T$). It turns out that the latter ansatz is favored by the free energy when the doping concentration exceeds the critical $\delta_{cSP}$. An example of such transition is shown in Fig.3(a).

As mentioned in section III C, different types of spinon ansatz have been considered to describe the SC phases. It turns out that at small $\delta$ (after the magnetic order being suppressed) and at low $T$, the spinon ansatz preserving the Kitaev PSG is lower in free energy. Above a critical $\delta$ or a critical $T$, the spinons prefer another pairing state outside the Kitaev PSG class. Fig.4 (a) shows a first order transition between two SC phases with increasing $T$, where the low temperature SC0SL preserves the Kitaev PSG and the high temperature SC0 does not. Another example can be found in Fig.3(a), where a first order transition between SC2zz (preserving the Kitaev PSG) and SC0 (violating the Kitaev PSG) appears at a critical $\delta$ at zero temperature. Owing to this subtle difference, doped Kitaev system contains more than one SC phase and more than one pseudogap phase.

Finally, the paramagnetic phase is characterized by the vanishing of all parameters, in which the spinons and holons lose their coherence. There is a continuous phase transition between SM and PM (see Fig.4 (b)).
From the above procedure, the global phase diagram is obtained. In the following, we analyze the doped ordered phases and doped QSLs one-by-one. The doped KSL has been studied in Ref. [37] and will be skipped here.

**Doped zigzag phase.** The doped zigzag state is most interesting because it may be relevant to several Kitaev materials. Fig. 2(a) shows the phase diagram of doped zigzag phase with \( \Gamma' / |K| = 1, \Gamma / |K| = -0.02 \). The solid lines denote phase transitions obtained by minimizing the free energy of self-consistent mean-field solutions, while the dotted lines are obtained by estimation using the method given previously.

Interestingly, if the doping concentration is close to \( \delta = 0.1 \), we obtain a topological superconductor SC\( _{2zz} \) with Chern number \( \nu = 2 \) or \( \nu = -2 \). In this region, the spinon states preserves the Kitaev PSG, and the nonzero Chern number results from the spontaneous breaking of time reversal symmetry in the complex parameter \( \chi_b \) and \( \chi_f \). The critical temperature of the superconductivity is around \( 0.08|K| \) (which is of the order of 10 Kelvin for \( \alpha\text{-RuCl}_3[59, 60] \)). The SC\( _{2zz} \) phase appears when the temperature exceeds the \( T_{HC} \), in which the holons are not condensed but the spinons stay in the same state as in the SC\( _{2zz} \) phase. With increasing \( \delta \sim 0.2 \), another superconductor SC0 with Chern number \( \nu = 0 \) and the corresponding SG0 are obtained, in which the spinons still form pairs but are no longer preserving the Kitaev PSG. As \( \delta > 0.32 \), the system becomes metalic and enters the FL or SM phase.

When the doping concentration reaches some value, the resultant physics is not sensitive to the spin-spin interactions. Therefore, the phase diagrams Fig.2(a)~(d) in the region \( \delta > 0.14 \) are very similar.

**Doped QSL14.** Fig. 2(b) shows the phase diagram of doped QSL14 phase with \( \Gamma / |K| = 0.4, \Gamma' / |K| = -0.02 \). Since in the QSL14 phase the spinons have already formed pairs, the system becomes superconducting once holes are doped with \( 0 < \delta \leq 0.32 \).

Three different SC phases are obtained, one has Chern
number $\nu = \pm 1$ and the other two have $\nu = 0$. The first two SC phases, SC1SL and SC0SL, respect the Kitaev PSG and are separated at $\delta = 0.06$ with a first-order phase transition (see Fig.3 (b)). In the third SC phase SC0, the spinon state falls outside the Kitaev PSG class and the pairing gap decreases with increasing $\delta$.

**Doped FM and IS phases.** The phase diagrams of the doped FM and IS states are shown in Fig. 2(c) and (d), respectively, which are very similar to the case with doped zigzag state shown in Fig.2(a). The main difference is that the Chern number of the topological SC phase doped from the FM and IS phases are $\nu = \pm 1$.

**C. Effect of In-plane Magnetic Fields**

Below the magnetic transition temperature, the zigzag order in Kitaev materials (such as $\alpha$-RuCl$_3$) can be easily suppressed by in-plane magnetic field, resulting in a QSL-like disordered phase. In this section, we study the effect of in-plane magnetic field in the doped zigzag phase, which may be relevant for future experimental study.

We consider the in-plane magnetic field, say, along the $\frac{1}{\sqrt{2}}(\hat{x} - \hat{y})$ direction. In this case, the spinons gain Zeeman energy

$$H_{\text{Zeeman}} = \frac{\mu_B B}{2\sqrt{2}} \sum_i f_i^\dagger (\sigma^x - \sigma^y) f_i,$$

but the cyclotron motion of the charge carriers is avoided. Thus the holons are not affected by the in-plane magnetic field. Here we only discuss the situations at zero temperature.

Since the in-plane magnetic field frustrates the zigzag order, it will need less doped holes to destroy the order and to drive the system to the superconducting phase. Namely, the in-plane magnetic field can reduce the critical doping concentration $\delta_{\text{SC}}$ to the SC phase. Similarly, doped holes also decreases the lower critical magnetic field strength in suppressing the magnetic order.

On the other hand, the magnetic field tends to polarize the spinons and breaks the spinon pairing, so if the magnetic field reaches the upper critical value, the spin of the electrons will be polarized and the system enters the trivial polarized phase. For the same reason, the in-plane magnetic field results in a smaller critical $\delta_{\text{ISP}}$ for the system to enter the fermi liquid phase. The phase diagram is shown in Fig.5. It can be seen that the size of the topological SC$_{zz}$ phase is slightly enlarged while the nontopological SC0 phase is shortened at the intermediate region of intensity of the magnetic field.

It should be noted that vertical line with $\delta = 0$ is special, where the intermediate phase between the Zigzag phase and the polarized phase is a gapless quantum spin liquid phase with two Majorana cones (similar results are obtained previously [47] using variational Monte Carlo method). Once holes are doped into the system such that $\delta \neq 0$, the holons will condense and at the mean while the cones will open a gap, resulting in the topological superconducting phase SC$_{zz}$.

Comparing Fig.5 and Fig.2(a), it can be seen that the effect of in-plane magnetic field is very similar to that of the temperature. Similar results can be obtain in the doped FM phase or the doped IS phase and will not be shown here.

**V. CONCLUSIONS AND DISCUSSIONS**

In summary, to explore the effect of doped holes in Kitaev systems, we studied the $t$-$K$-$\Gamma$-$\Gamma'$ model via mean field theory. Firstly we (almost) reproduce the zero temperature phase diagram of the pure spin model with $K$-$\Gamma$-$\Gamma'$ interactions at zero doping, which contains three magnetically ordered phases and two QSL phases (the KSL and the QSL14 which contains 14 majorana cones). By doping holes to these phases, we obtain the superconducting phases, the pseudogap phases, the fermi liquid phase, the strange metal phase and the paramagnetic phase. Topological superconductors are obtained, where the Chern number is dependent on the original spin state. By doping the zigzag phase one has Chern number $\nu = \pm 2$, by doping the FM phase or the IS phase one get $\nu = \pm 1$. Interestingly, no matter what is the original spin state, more than one superconductor and more than one spin gapped state are obtained after doping. We studied the effect of applied in-plane magnetic field and find that it can slightly enlarge the size of the topological superconducting phase.

It should be clarified that the conclusions obtained from our mean field theory is very preliminary. Except for the magnetically ordered phases, we only consider the ansatz which preserving the $C_3$ and translation symmetry. Other symmetry breaking orders, such as the charge/spin density wave, nematicity, and valence bond solid order may appear at low temperatures but are not considered. Furthermore, quantum fluctuations around the mean field solution may quantitatively or qualita-
tively change the results. For instance, in the vari-
tional Monte Carlo phase diagram using Gutzwiller pro-
jected states as trial states, a 14-cone QSL called PKSL14
(proximate Kitaev spin liquid with 14 cones) is obtained.
But this PKSL14 is different from the QSL14 obtained
from the self-consistent mean field solution, since the two
states have different Chern number in a small magnetic
field applied along $\mathbf{B} \parallel \sqrt{3}(x + y + z)$ direction. Therefore,
it will be interesting to study the present model us-
ing partially projected wave functions as trial states and
determine the parameters variationally. We leave this for
future study.

Finally, the $t$-$K$-$\Gamma$-$\Gamma'$ model is based on the single-band
approximation. It is uncertain if this approximation is
good to describes the low energy physics of doped Kitaev
materials. If not, it deserves further study to find the true
effective model at finite doping.

Owing to the obtained rich phase diagram, our work
may intrigue interest of future experimental studies.
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**Appendix A: General form of Mean field Hamiltonian and projective symmetry groups**

In the main text, we introduce the fermionic spinon
representation where the spin operators can be written
as the familiar quadratic form of fermions $S^\alpha_i = \frac{1}{2}f^\dagger_i \sigma^\alpha f_i$
under the constraint $f^\dagger_i f_i = 1$, where $f^\dagger_i = (f^\dagger_1, f^\dagger_2, f^\dagger_3)$ and
$\sigma^\alpha, \alpha = x, y, z$ are the Pauli matrix. The two spinon
species may further be expressed in terms of four Majo-
rana fermions,

\[
f_1 = \frac{1}{2}(b^x + ic), \quad f_2 = \frac{1}{2}(b^y + ib^z),
\]

which satisfy the anti-commutation relations \{\(b^\alpha, b^\beta\) =
\(2\delta^{\alpha\beta}\) \((\alpha, \beta = 0, x, y, z; b^0 \equiv c)\). In this basis, the spin
operator takes the form $S^m = ib^m e$.

There is a SU(2) gauge symmetry[41] in the spinon
representation. To see this, we introduce $f_i = (f^\dagger_{1i} - f^\dagger_{2i})^T$, the
time reversal partner of $f^\dagger_i$, and a matrix operator
\(\psi_i = (f_i, \bar{f}_i)\).

The mixing between $f$ and $\bar{f}$, namely, multiplying $\psi$
by a SU(2) matrix from the right hand side, does not change
the spin operators $S^m = \Tr(\psi_i \bar{c} \psi_i)$, which defines the
SU(2) gauge symmetry.

For rotationally invariant interactions. The Heisenberg
exchange interaction can be written as

\[
S_i \cdot S_j = -\frac{1}{8} \Tr(\psi^\dagger_i \psi^\dagger_j \psi_j \psi_j) = \frac{1}{8} \Tr(\psi^\dagger_i \sigma \psi^\dagger_j \sigma \psi_j)
\]  

up to constant terms. The anisotropic interactions, such as
the AFM Ising interaction, can be decoupled as

\[
S^m_i S^m_j = -\frac{1}{16} \Tr(\psi^\dagger_i \psi^\dagger_j \psi_j \psi_j) + \Tr(\psi^\dagger_i \sigma^m \psi^\dagger_j \sigma^m \psi_j)
\]  

up to a constant term, where $m = x, y, z$.

To make more transparent the connection to the spinon
representation, we note that the singlet matrix operator
\(\psi^\dagger_i \psi_j\), and the triplet operator \(\psi^\dagger_i \sigma \psi_j\), can be expanded as

\[
\psi^\dagger_i \psi_j = \left( \begin{array}{ccc} f_1^\dagger f_2 f_1 f_2 & f_1^\dagger f_2 f_2 f_1 & f_1^\dagger f_2 f_2 f_1 \\ f_1^\dagger f_2 f_2 f_1 & f_1^\dagger f_2 f_2 f_1 & f_1^\dagger f_2 f_2 f_1 \\ f_1^\dagger f_2 f_2 f_1 & f_1^\dagger f_2 f_2 f_1 & f_2^\dagger f_2 f_2 f_2 \end{array} \right), \quad \psi^\dagger_i \sigma \psi_j = \left( \begin{array}{ccc} f_1^\dagger \sigma f_2 f_1 f_2 & f_1^\dagger \sigma f_2 f_2 f_1 & f_1^\dagger \sigma f_2 f_2 f_1 \\ f_1^\dagger \sigma f_2 f_2 f_1 & f_1^\dagger \sigma f_2 f_2 f_1 & f_1^\dagger \sigma f_2 f_2 f_1 \\ f_1^\dagger \sigma f_2 f_2 f_1 & f_1^\dagger \sigma f_2 f_2 f_1 & f_2^\dagger \sigma f_2 f_2 f_2 \end{array} \right),
\]

respectively.

Actually, from above expression of the spin-spin inter-
actions, we obtain the most general mean-field Hamil-
tonian (with only nearest neighbor couplings) for a spin-
liquid state with spin-orbit coupling,

\[
H_{\text{mf}}^\text{SL} = \sum_{ij} \Tr(U^{(0)}_{ij} \psi^\dagger_i \psi_j + \sum_{m=x,y,z} U^{(m)}_{ij} \psi^\dagger_i \sigma^m \psi_j + \text{H.c.}) + \sum_i \lambda \cdot \Lambda_i,
\]  

where $U^{(0)}_{ij}$ is the same as that in (8), and the mat-
ces $U^{(x,y,z)}_{ij}$ are linearly related to the ones $U^{(1,2,3)}_{ij}$. For
example, in the $z$-bond (namely for $\langle ij \rangle \subset z$), one has

\[
U^{(x)}_{ij} = \frac{1}{\sqrt{2}}(U^{(1)}_{ij} - U^{(3)}_{ij}),
\]

\[
U^{(y)}_{ij} = \frac{1}{\sqrt{2}}(U^{(1)}_{ij} + U^{(3)}_{ij}),
\]

\[
U^{(z)}_{ij} = U^{(2)}_{ij}.
\]

When expanding the matrices $U^{(0,1,2,3)}_{ij}$ by the Pauli
bases, the coefficients correspond to the parameters
$t_{0,1,2,3}$ and $\Delta_{0,1,2,3}$ in (5). The advantage of the nation
$U^{(0,1,2,3)}_{ij}$ is that if the mean field Hamiltonian preserves
$C_3$ symmetry, then the values of $U^{(0,1,2,3)}_{ij}$ are inde-
pendent on the bond directions.

The operators $\Lambda_i = \frac{1}{2} \Tr(\psi_i \tau \psi_i)$ are the generators of the
SU(2) gauge group, and the third component of $\Lambda$
is the Lagrangian multiplier of the particle number con-
straint appeared in the main text.

As shown in appendix B, above Hamiltonian (A3)
is the general expression of the mean-field Hamiltonian
even if the system contain off-diagonal interactions (with
only nearest neighbor interactions).

The mean-field Hamiltonian of Eq. (A3) is not in gen-
eral invariant under an arbitrary SU(2) gauge transfor-
mation. The subgroup of the SU(2) gauge group under
which Eq. (A3) remains invariant is called the invariant
gauge group (IGG) of the spin-liquid state. On the other
hand, a QSL should respect all the symmetries of the
spin Hamiltonian, but at the mean-field level this constraint can be relaxed in the following sense. Under a symmetry operation \( g \), \( H_{mf} \) may be transformed to a different expression, \( \hat{g}H_{mf}\hat{g}^{-1} = H'_{mf} \neq H_{mf} \), but if it can be transformed back to its original form by an SU(2) gauge transformation then this mean-field Hamiltonian still describes a spin-liquid state. Specifically, a symmetry operation \( g \) in the Majorana representation. The symmetry group projective symmetry group (PSG)\([46, 47]\).

\[\psi_i \rightarrow \hat{g}^\dagger \psi_{g(i)} W_i(g), \quad \text{(A4a)}\]

\[\text{Tr}[U_{ji}^\dagger \psi_j] \rightarrow \text{Tr}[W_{ji}^\dagger U_{ji}^\dagger \hat{g}^\dagger \psi_{g(j)}], \quad \text{(A4b)}\]

\[\text{Tr}[U_{ji} \cdot \psi_j^\dagger \sigma_j^\dagger] \rightarrow \text{Tr}[W_{ji} U_{ji} \psi_j^\dagger \hat{g}^\dagger \sigma_j \psi_{g(j)}], \quad \text{(A4c)}\]

where \( \hat{g} \) is the double-valued representation of \( g \), \( U_{g(i)}^{n_{g(i)}} = \sum_a R_n(g) W_j(g) U_{g(i)}^{n_{g(i)}} W_i^\dagger(g) \), \( U_{g(i)}^{n_{g(i)}} = W_j(g) U_{g(i)} W_i^\dagger(g) \) and \( R(g) \) is a vector representation of \( g \). The new symmetry operations, each of which involves a symmetry operation \( g \) followed by a gauge transformation \( W_i(g) \), form a larger group that is known as the projective symmetry group (PSG)\([46, 47]\).

Now we provide the PSG of the Kitaev Spin Liquid (namely, the Kitaev PSG), which can be read out in the Majorana representation. The symmetry group \( G = D_{3d} \times Z_2 \) has three generators

\[S_0 = (C_3)^2 P, \quad M = C_2^{-y} P, \quad T = i\sigma_y K,\]

where \( C_3 \) is a threefold rotation around the direction \( \hat{c} \equiv \frac{1}{\sqrt{3}}(\hat{x} + \hat{y} + \hat{z}) \), \( C_2^{-y} \) is a twofold rotation around \( \frac{1}{\sqrt{2}}(\hat{x} - \hat{y}) \), and \( P \) is spatial inversion. From (A4a), one obtains the Kitaev PSG,

\[W_A(S_0) = -W_B(S_0) = \exp[-i\frac{4\pi}{3} \frac{1}{2\sqrt{3}}(\tau_x + \tau_y + \tau_z)],\]

\[W_A(M) = -W_B(M) = \exp[-i\frac{\pi}{2} \frac{1}{\sqrt{2}}(\tau_x - \tau_y)],\]

\[W_A(T) = -W_B(T) = i\tau^y,\]

where A and B denote the two sublattices of the honeycomb lattice.

### Appendix B: Decoupling of the K-Γ-Γ' interactions

In the Majorana representation, the mean-field decouplings of the Kitaev interactions which preserve the Kitaev PSG read

\[H_{mf}^K = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} \rho_i \langle ic_i c_j \rangle + \rho_c \langle ib_i^\dagger b_j^\dagger \rangle = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\rho_{A} \text{Tr}\left(\psi_j^\dagger \psi_j + \tau^x \psi_j^\dagger \sigma^x \psi_j + \tau^y \psi_j^\dagger \sigma^y \psi_j + \tau^z \psi_j^\dagger \sigma^z \psi_j + i\rho_{A} \text{Tr}\left(\psi_j^\dagger \psi_j + \tau^x \psi_j^\dagger \sigma^x \psi_j + \tau^y \psi_j^\dagger \sigma^y \psi_j + \tau^z \psi_j^\dagger \sigma^z \psi_j\right) + \text{H.c.}\right. \quad \text{(B1)}\]

Similarly, the \( \Gamma \) interaction decouples as

\[H_{mf}^\Gamma = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\rho_{B} (b_i^\dagger b_j^\dagger + b_i^\dagger b_j^\dagger) = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\rho_{B} \text{Tr}\left(\tau^x \psi_j^\dagger \sigma^x \psi_j + \tau^y \psi_j^\dagger \sigma^y \psi_j + \tau^z \psi_j^\dagger \sigma^z \psi_j\right) + \text{H.c.} \quad \text{(B2)}\]

and for the \( \Gamma' \) interaction

\[H_{mf}^{\Gamma'} = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\rho_{C} (b_i^\dagger b_j^\dagger + b_i^\dagger b_j^\dagger + b_i^\dagger b_j^\dagger + b_i^\dagger b_j^\dagger) = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\rho_{C} \text{Tr}\left(\tau^x \psi_j^\dagger \sigma^x \psi_j + \tau^y \psi_j^\dagger \sigma^y \psi_j + \tau^z \psi_j^\dagger \sigma^z \psi_j + \tau^x \psi_j^\dagger \sigma^x \psi_j + \tau^y \psi_j^\dagger \sigma^y \psi_j + \tau^z \psi_j^\dagger \sigma^z \psi_j\right) + \text{H.c.} \quad \text{(B3)}\]

However, the most general coefficients preserving the \( C_3 \) rotation symmetry also contain multiples of the uniform \( (\tau^0) \) and \( \tau^x + \tau^y + \tau^z \) gauge components. Thus we need to add extra terms in the mean-field Hamiltonian as long as they are symmetry allowed. The terms we found that preserve all the Kitaev PSG symmetries contain three more parameters \( \eta_{0,1,2} \).

\[H_{mf}^{ex} = \sum_{(i,j) \in \alpha_{\beta}(\gamma)} i\eta_0 \text{Tr}\left(\psi_j^\dagger \psi_j\right) + i\eta_2 \text{Tr}\left((\tau^x + \tau^y + \tau^z) \psi_j^\dagger \sigma^x \psi_j\right) + i\eta_1 \text{Tr}\left((\tau^x + \tau^y + \tau^z) \psi_j^\dagger (i\sigma^x \psi_j\right) + \text{H.c.} \quad \text{(B4)}\]

Combining the equations (B1), (B2), (B3) and (B4), we obtain the complete mean-field Hamiltonian (8) and (9) which describe QSL states preserving the Kitaev PSG.
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