Preferred reporting items for systematic reviews and meta-analyses in ecology and evolutionary biology: a PRISMA extension
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ABSTRACT

Since the early 1990s, ecologists and evolutionary biologists have aggregated primary research using meta-analytic methods to understand ecological and evolutionary phenomena. Meta-analyses can resolve long-standing disputes, dispel spurious claims, and generate new research questions. At their worst, however, meta-analysis publications are wolves in sheep’s clothing: subjective with biased conclusions, hidden under coats of objective authority. Conclusions can be rendered unreliable by inappropriate statistical methods, problems with the methods used to select primary research, or problems within the primary research itself. Because of these risks, meta-analyses are increasingly conducted as part of systematic reviews, which use structured, transparent, and reproducible methods to collate and summarise evidence. For readers to determine whether the conclusions from a systematic review or meta-analysis should be trusted – and to be able to build upon the review – authors need to report what they did, why they did it, and what they found. Complete, transparent, and reproducible reporting is measured by ‘reporting quality’. To assess perceptions and standards of reporting quality of systematic reviews and meta-analyses published in ecology and evolutionary biology, we surveyed 208 researchers with relevant experience (as authors, reviewers, or editors), and conducted detailed evaluations of 102 systematic review and meta-analysis papers published between 2010 and 2019. Reporting quality was far below optimal and approximately normally distributed. Measured reporting quality was lower than what the community perceived, particularly for the systematic review methods required to measure trustworthiness. The minority of assessed papers that referenced a guideline (~16%) showed substantially higher reporting quality than average, and surveyed researchers showed interest in using a reporting guideline to improve reporting quality. The leading guideline for improving reporting quality of systematic reviews is the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) statement. Here we unveil an extension of PRISMA to serve the meta-analysis community in ecology and evolutionary biology: PRISMA-EcoEvo (version 1.0). PRISMA-EcoEvo is a checklist of 27 main items that, when applicable, should be reported in systematic review and meta-analysis publications summarising primary research in ecology and evolutionary biology. In this explanation and elaboration document, we provide guidance for authors, reviewers, and editors, with explanations for each item on the checklist, including supplementary examples from published papers. Authors can
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consult this PRISMA-EcoEvo guideline both in the planning and writing stages of a systematic review and meta-analysis, to increase reporting quality of submitted manuscripts. Reviewers and editors can use the checklist to assess reporting quality in the manuscripts they review. Overall, PRISMA-EcoEvo is a resource for the ecology and evolutionary biology community to facilitate transparent and comprehensively reported systematic reviews and meta-analyses.
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I. INTRODUCTION

Ecological and evolutionary research topics are often distilled in systematic review and meta-analysis publications (Gurevitch et al., 2018; Koricheva & Kulinskaya, 2019). Although terminology differs both across and within disciplines, here we use the term ‘meta-analysis’ to refer to the statistical synthesis of effect sizes from multiple independent studies, whereas a ‘systematic review’ is the outcome of a series of established, transparent, and reproducible methods used in ecology and evolution. For a review to provide a firm base of knowledge on which researchers can build, it is essential that review authors transparently report their aims, methods, and outcomes (Liberati et al., 2009; Parker et al., 2016).

In evidence-based medicine, where biased conclusions from systematic reviews can endanger human lives, transparent reporting is promoted by reporting guidelines and checklists such as the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) statement. PRISMA, first published in 2009 (Moher et al., 2009) and recently updated as PRISMA-2020 (Page et al., 2021), describes minimum reporting standards for authors of systematic reviews of healthcare interventions. PRISMA has been widely cited and endorsed by prominent journals, and there is evidence of improved reporting quality in clinical research reviews following its publication (Page & Moher, 2017). Several extensions of PRISMA have been published to suit different types of reviews (e.g. PRISMA for Protocols, PRISMA for Network Meta-Analyses, and PRISMA for individual patient data: Hutton et al., 2015; Moher et al., 2015; Stewart et al., 2015).
Ecologists and evolutionary biologists seldom reference reporting guidelines in systematic reviews and meta-analyses. However, there is community support for wider use of reporting guidelines (based on our survey of 208 researchers; see online Supporting Information) and benefits to their adoption. In a representative sample of 102 systematic review and meta-analysis papers published between 2010 and 2019, the 16% of papers that mentioned a reporting guideline showed above-average reporting quality (Fig. 1). In all but one paper, the reporting guideline used by authors was PRISMA, despite it being focussed on reviews of clinical research. While more discipline-appropriate reporting checklists are available for our fields (e.g. ‘ROSES RepOrting standards for Systematic Evidence Syntheses’; Haddaway et al., 2018; and the Tools for Transparency in Ecology and Evolution”; Parker et al., 2016a), these have so far focussed on applied topics in environmental evidence, and/or lack explanations and examples for meta-analysis reporting items. Ecologists and evolutionary biologists need a detailed reporting guideline for systematic review and meta-analysis papers.

We have designed version 1.0 of a PRISMA extension for ecology and evolutionary biology: PRISMA-EcoEvo. This guideline caters for the types of reviews and methods common within our fields. For example, meta-analyses in ecology and evolutionary biology often combine large numbers of diverse studies to summarise patterns across multiple taxa and/or environmental conditions (Nakagawa & Santos, 2012; Senior et al., 2016). Aggregating diverse studies often creates multiple types of statistical non-independence that require careful consideration (Noble et al., 2017), and guidance on reporting these statistical issues is not comprehensively covered by PRISMA. Conversely, some of the items on PRISMA are yet to be normalised within ecology and evolution (e.g. risk of bias assessment, and duplicate data extraction). Without pragmatic consideration of these differences between fields, most ecologists and evolutionary biologists are unlikely to use a reporting guideline for systematic reviews and meta-analyses.

Here we explain every item of the PRISMA-EcoEvo checklist, for use by authors, peer-reviewers, and editors (Fig. 2). We also include extended discussion of the more difficult topics for authors in five ‘Primer’ sections (labelled A–E). Table 1 presents a checklist of sub-items, to aid the assessment of partial reporting. The full checklist applies to systematic reviews with a meta-analysis, but many of the items will be applicable to systematic reviews without a meta-analysis, and meta-analyses without a systematic review. Examples of each item from a published paper are presented in the Supporting Information, alongside text descriptions of current reporting practices.

Fig 1. Results from our assessment of reporting quality of systematic reviews and meta-analyses published between 2010 and 2019, in ecology and evolutionary biology (n = 102). For each paper, the reporting score represents the mean ‘average item % score’ across all applicable items. Full details are provided in the Supporting Information and supplementary code. Red columns indicate the minority of papers that cited a reporting guideline (n = 15 cited PRISMA, and n = 1 cited Koricheva & Gurevitch, 2014). The subset of papers that referenced a reporting guideline tended to have higher reporting scores (note that these observational data cannot distinguish between checklists causing better reporting, or authors with better reporting practices being more likely to report using checklists). Welch’s t-test: t-value = 5.21; df = 25.65; P < 0.001.

II. PRIMER A: TERMINOLOGY

Within the ecology and evolutionary biology community there are terminological differences regarding how ‘meta-analysis’ is defined (Vetter, Rücker & Storch, 2015). In the broadest sense, any aggregation of results from multiple studies is sometimes referred to as a ‘meta-analysis’ (including the common but inadvisable practice of tallying the number of significant versus non-significant results, i.e. ‘vote-counting’; Vetter et al., 2013; Koricheva & Gurevitch, 2014; Gurevitch et al., 2018). Here, we reserve the term ‘meta-analysis’ for studies in which effect sizes from multiple independent studies are combined in a statistical model, to give an estimate of a pooled effect size and error. Each effect size represents a result, and the effect sizes from multiple studies are expressed on the same scale. Usually the effect sizes are weighted so that more precise estimates (lower sampling error) have a greater impact on the pooled effect size than imprecise estimates (although unweighted analyses can sometimes be justified; see Item 12).

In comparison with meta-analyses, which have been used in ecology and evolutionary biology for nearly 30 years (the first meta-analysis in ecology was published by Jarvinen, 1991), systematic reviews are only now becoming
an established method (Gurevitch et al., 2018; Berger-Tal et al., 2019; but see Pullin & Stewart, 2006). Systematic-review methods are concerned with how information was gathered and synthesised. In fields such as medicine and conservation biology, the required steps for a systematic review are as follows: defining specific review questions; identifying all likely relevant records; screening studies against pre-defined eligibility criteria; assessing the risk of bias both within and across studies (i.e. ‘critical appraisal’; Primer D); extracting data; and synthesising results (which might include a meta-analysis) (Pullin & Stewart, 2006; Liberati et al., 2009; Haddaway & Verhoeven, 2015; James, Randall & Haddaway, 2016; Cooke et al., 2017; Higgins et al., 2019). Under this formal definition, systematic reviews in ecology and evolutionary biology are exceedingly rare for two reasons. First, we tend not to conduct exhaustive searches to find all relevant records (e.g. we usually rely on a sample of published sources from just one or two databases). Second, assessing the risk of bias in primary studies is very uncommon (based on the meta-analyses we assessed; see Supporting Information and Section VIII). Given current best practice and usage of the term ‘systematic review’ in ecology and evolutionary biology, the PRISMA-EcoEvo checklist is targeted towards meta-analyses that were conducted on data collected from multiple sources and whose methods were structured, transparent, and reproducible.

III. ABSTRACT & INTRODUCTION

Item 1: Title and abstract

In the title or abstract, identify the review as a systematic review, meta-analysis, or both. In the abstract provide a summary including the aims and scope of the review, description of the data set, results of the primary outcome, conclusions, and limitations.

Explanation and elaboration

Identifying the report as a systematic review and/or meta-analysis in the title, abstract, or keywords makes these types of reviews identifiable through database searches. It is essential that the summary of the review in the abstract is accurate because this is the only part of the review that some people will read (either by choice or because of restricted access) (Beller et al., 2013). While it is currently rare for abstracts to report limitations, this practice should change. Casual readers can be misled if the abstract does not disclose limitations of the review or fails to report the result of the primary outcome. Even very concise abstracts (e.g. for journals that allow a maximum of 150 words) should state obvious limitations. To signify greater accountability, authors can report when their review was registered in advance (Item 3).

Item 2: Aims and questions

Explain the rationale of the study, including reference to any previous reviews or meta-analyses on the topic. State the aims and scope of the study (including its generality) and its primary questions (e.g. which moderators were tested), including whether effect sizes are derived from experimental and/or observational comparisons.

Explanation and elaboration

An effective introduction sets up the reader so that they understand why a study was done and what it entailed, making it easier to process subsequent information (Liberati et al., 2009). In this respect, the introduction of a systematic review is no different to that of primary studies (Heard, 2016). Previous review articles are likely to influence thinking around a research topic, so these reviews should be placed in context, as their absence signifies a research gap. If the introduction is well written and the study is well designed, then the reader can roughly infer what methods were used before reading the methods section. To achieve such harmony, authors should clearly lay out the scope and primary
Table 1. PRISMA-EcoEvo v1.0. Checklist of preferred reporting items for systematic reviews and meta-analyses in ecology and evolutionary biology, along with an assessment of recent reporting practices (based on a representative sample of 102 meta-analyses published between 2010 and 2019; references to all assessed papers are provided in the reference list, while the Supporting Information presents details of the assessment). The proportion of papers meeting each sub-item is presented as a percentage. While all papers were assessed for each item, there was a set of reasons why some items might not be applicable (e.g., no previous reviews on the topic would make sub-item 2.2 not applicable). Only applicable sub-items contributed to reporting scores; sample sizes for each sub-item are shown in the column on the right. Asterisks (*) indicate sub-items that are identical, or very close, to items from the 2009 PRISMA checklist. In the wording of each Sub-item, ‘review’ encompasses all forms of evidence syntheses (including systematic reviews), while ‘meta-analysis’ and ‘meta-regression’ refer to statistical methods for analysing data collected in the review (definitions are discussed further in Primer A).

| Checklist item       | Sub-item number | Sub-item                                                                 | Papers meeting component (%) | No. papers applicable |
|----------------------|-----------------|--------------------------------------------------------------------------|------------------------------|-----------------------|
| Title and abstract   | 1.1             | Identify the review as a systematic review, meta-analysis, or both*       | 100                          | 102                   |
|                      | 1.2             | Summarise the aims and scope of the review                              | 97                           | 102                   |
|                      | 1.3             | Describe the data set                                                   | 74                           | 102                   |
|                      | 1.4             | State the results of the primary outcome                                 | 96                           | 102                   |
|                      | 1.5             | State conclusions*                                                      | 94                           | 102                   |
|                      | 1.6             | State limitations*                                                      | 17                           | 96                    |
| Aims and questions   | 2.1             | Provide a rationale for the review*                                     | 100                          | 102                   |
|                      | 2.2             | Reference any previous reviews or meta-analyses on the topic             | 93                           | 75                    |
|                      | 2.3             | State the aims and scope of the review (including its generality)        | 91                           | 102                   |
|                      | 2.4             | State the primary questions the review addresses (e.g., which moderators were tested) | 96                           | 102                   |
|                      | 2.5             | Describe whether effect sizes were derived from experimental and/or observational comparisons | 57                           | 76                    |
| Review registration  | 3.1             | Register review aims, hypotheses (if applicable), and methods in a time-stamped and publicly accessible archive and provide a link to the registration in the methods section of the manuscript. Ideally registration occurs before the search, but it can be done at any stage before data analysis | 3                            | 102                   |
|                      | 3.2             | Describe deviations from the registered aims and methods                | 0                            | 3                     |
|                      | 3.3             | Justify deviations from the registered aims and methods                 | 0                            | 3                     |
| Eligibility criteria | 4.1             | Report the specific criteria used for including or excluding studies when screening titles and/or abstracts, and full texts, according to the aims of the systematic review (e.g., study design, taxa, data availability) | 84                           | 102                   |
|                      | 4.2             | Justify criteria, if necessary (i.e., not obvious from aims and scope)  | 54                           | 67                    |
| Finding studies      | 5.1             | Define the type of search (e.g., comprehensive search, representative sample) | 25                           | 102                   |
|                      | 5.2             | State what sources of information were sought (e.g., published and unpublished studies, personal communications)* | 89                           | 102                   |
|                      | 5.3             | Include, for each database searched, the exact search strings used, with keyword combinations and Boolean operators | 49                           | 102                   |
|                      | 5.4             | Provide enough information to repeat the equivalent search (if possible), including the timespan covered (start and end dates) | 14                           | 102                   |
| Study selection      | 6.1             | Report how studies were selected for inclusion at each stage of the screening process (e.g., use of decision trees, screening software) | 13                           | 102                   |
|                      | 6.2             | Report the number of people involved and how they contributed (e.g., independent parallel screening) | 3                            | 102                   |
| Checklist item | Sub-item number | Sub-item                                                                 | Papers meeting component (%) | No. papers applicable |
|----------------|----------------|-------------------------------------------------------------------------|------------------------------|-----------------------|
| Data collection process | 7.1 | Describe where in the reports data were collected from (e.g. text or figures) | 44 | 102 |
|                          | 7.2 | Describe how data were collected (e.g. software used to digitize figures, external data sources) | 42 | 102 |
|                          | 7.3 | Describe moderator variables that were constructed from collected data (e.g. number of generations calculated from years and average generation time) | 56 | 41 |
|                          | 7.4 | Report how missing or ambiguous information was dealt with during data collection (e.g. authors of original studies were contacted for missing descriptive statistics, and/or effect sizes were calculated from test statistics) | 47 | 102 |
|                          | 7.5 | Report who collected data | | |
|                          | 7.6 | State the number of extractions that were checked for accuracy by co-authors | 10 | 102 |
| Data items | 8.1 | Describe the key data sought from each study | 96 | 102 |
|                          | 8.2 | Describe items that do not appear in the main results, or which could not be extracted due to insufficient information | 42 | 53 |
|                          | 8.3 | Describe main assumptions or simplifications that were made (e.g. categorising both ‘length’ and ‘mass’ as ‘morphology’) | 62 | 86 |
|                          | 8.4 | Describe the type of replication unit (e.g. individuals, broods, study sites) | 73 | 102 |
| Assessment of individual study quality | 9.1 | Describe whether the quality of studies included in the systematic review or meta-analysis was assessed (e.g. blinded data collection, reporting quality, experimental versus observational) | 7 | 102 |
|                          | 9.2 | Describe how information about study quality was incorporated into analyses (e.g. meta-regression and/or sensitivity analysis) | 6 | 102 |
| Effect size measures | 10.1 | Describe effect size(s) used | 97 | 102 |
|                          | 10.2 | Provide a reference to the equation of each calculated effect size (e.g. standardised mean difference, log response ratio) and (if applicable) its sampling variance | 63 | 91 |
|                          | 10.3 | If no reference exists, derive the equations for each effect size and state the assumed sampling distribution(s) | 7 | 28 |
| Missing data | 11.1 | Describe any steps taken to deal with missing data during analysis (e.g. imputation, complete case, subset analysis) | 37 | 57 |
|                          | 11.2 | Justify the decisions made to deal with missing data | 21 | 57 |
| Meta-analytic model description | 12.1 | Describe the models used for synthesis of effect sizes | 97 | 102 |
|                          | 12.2 | The most common approach in ecology and evolution will be a random-effects model, often with a hierarchical/multilevel structure. If other types of models are chosen (e.g. common/fixed effects model, unweighted model), provide justification for this choice | 50 | 40 |
| Software | 13.1 | Describe the statistical platform used for inference (e.g. R) | 92 | 102 |
|                          | 13.2 | Describe the packages used to run models | 74 | 80 |
|                          | 13.3 | Describe the functions used to run models | 22 | 69 |
|                          | 13.4 | Describe any arguments that differed from the default settings | 29 | 75 |
|                          | 13.5 | Describe the version numbers of all software used | 33 | 102 |
| Non-independence | 14.1 | Describe the types of non-independence encountered (e.g. phylogenetic, spatial, multiple measurements over time) | 32 | 102 |
|                          | 14.2 | Describe how non-independence has been handled | 74 | 102 |
|                          | 14.3 | Justify decisions made | 47 | 102 |
| Checklist item | Sub-item number | Sub-item | Papers meeting component (%) | No. papers applicable |
|----------------|----------------|----------|-----------------------------|----------------------|
| Meta-regression and model selection | 15.1 | Provide a rationale for the inclusion of moderators (covariates) that were evaluated in meta-regression models | 81 | 94 |
| | 15.2 | Justify the number of parameters estimated in models, in relation to the number of effect sizes and studies (e.g. interaction terms were not included due to insufficient sample sizes) | 20 | 94 |
| | 15.3 | Describe any process of model selection | 80 | 40 |
| Publication bias and sensitivity analyses | 16.1 | Describe assessments of the risk of bias due to missing results (e.g. publication, time-lag, and taxonomic biases) | 65 | 102 |
| | 16.2 | Describe any steps taken to investigate the effects of such biases (if present) | 47 | 30 |
| | 16.3 | Describe any other analyses of robustness of the results, e.g. due to effect size choice, weighting or analytical model assumptions, inclusion or exclusion of subsets of the data, or the inclusion of alternative moderator variables in meta-regressions | 35 | 102 |
| Clarification of post hoc analyses | 17.1 | When hypotheses were formulated after data analysis, this should be acknowledged | 14 | 28 |
| Metadata, data, and code | 18.1 | Share metadata (i.e. data descriptions) | 44 | 102 |
| | 18.2 | Share data required to reproduce the results presented in the manuscript | 77 | 102 |
| | 18.3 | Share additional data, including information that was not presented in the manuscript (e.g. raw data used to calculate effect sizes, descriptions of where data were located in papers) | 39 | 102 |
| | 18.4 | Share analysis scripts (or, if a software package with graphical user interface (GUI) was used, then describe full model specification and fully specify choices) | 11 | 102 |
| Results of study selection process | 19.1 | Report the number of studies screened* | 37 | 102 |
| | 19.2 | Report the number of studies excluded at each stage of screening | 22 | 102 |
| | 19.3 | Report brief reasons for exclusion from the full-text stage | 27 | 102 |
| | 19.4 | Present a Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)-like flowchart (www.prisma-statement.org)* | 19 | 102 |
| Sample sizes and study characteristics | 20.1 | Report the number of studies and effect sizes for data included in meta-analyses | 96 | 91 |
| | 20.2 | Report the number of studies and effect sizes for subsets of data included in meta-regressions | 57 | 93 |
| | 20.3 | Provide a summary of key characteristics for reported outcomes (either in text or figures; e.g. one quarter of effect sizes reported for vertebrates and the rest invertebrates) | 62 | 102 |
| | 20.4 | Provide a summary of limitations of included moderators (e.g. collinearity and overlap between moderators) | 22 | 87 |
| Meta-analysis | 20.5 | Provide a summary of characteristics related to individual study quality (risk of bias) | 60 | 5 |
| Heterogeneity | 21.1 | Provide a quantitative synthesis of results across studies, including estimates for the mean effect size, with confidence/credible intervals | 94 | 87 |
| Meta-regression | 22.1 | Report indicators of heterogeneity in the estimated effect (e.g. $I^2$, tau$^2$ and other variance components) | 52 | 84 |
| | 23.1 | Provide estimates of meta-regression slopes (i.e. regression coefficients) and confidence/credible intervals | 78 | 94 |
| | 23.2 | Include estimates and confidence/credible intervals for all moderator variables that were assessed (i.e. complete reporting) | 59 | 94 |
| | 23.3 | Report interactions, if they were included | 59 | 27 |
| | 23.4 | Describe outcomes from model selection, if done (e.g. $R^2$ and AIC) | 81 | 36 |
| Outcomes of publication bias and sensitivity analyses | 24.1 | Provide results for the assessments of the risks of bias (e.g. Egger’s regression, funnel plots) | 60 | 102 |
| | 24.2 | Provide results for the robustness of the review’s results (e.g. subgroup analyses, meta-regression of study quality, results from alternative methods of analysis, and temporal trends) | 44 | 102 |
aims of the study (e.g. which taxa and types of studies; hypothesis testing or generating/exploratory). The scope is crucial because this influences many aspects of the study design (e.g. eligibility criteria; Item 4) and interpretation of results. It is also important to distinguish between experimental and observational studies, as experiments provide an easier path to causal conclusions.

IV. PRIMER B: TYPES OF QUESTIONS

Broadly, systematic reviews with meta-analyses can answer questions of two kinds: the generality of a phenomenon, or its overall effect (Gurevitch et al., 2018). When PRISMA was published in 2009 for reviews assessing the overall effect (i.e. the meta-analytic intercept/mean) it recommended that questions be stated with reference to ‘PICO’ or ‘PECO’: population (e.g. adult humans at risk of cardiovascular disease), intervention or exposure (e.g. statin medication), comparator (e.g. control group taking a placebo), and outcome (e.g. difference in the number of cardiovascular disease events between the intervention and control groups) (Liberati et al., 2009). When a population is limited to one species, or one subset of a population, the number of studies available to quantify the overall effect of an intervention or exposure is typically small (e.g. < 20 studies) (Gurevitch et al., 2018). However, even when ecological and evolutionary questions can be framed in terms of ‘PICO’ or ‘PECO’, the ‘population’ is often broad (e.g. vertebrates, whole ecosystems) leading to larger and more diverse data sets (Gerstner et al., 2017). Examples include the effect of the latitudinal gradient on global species richness (Kinlock et al., 2018; n = 199 studies), the effect of parasite infection on body condition in wild species (Sánchez et al., 2018; n = 187 studies), the effect of livestock grazing on ecosystem properties of salt marshes (Davidson et al., 2017; n = 89 studies), and the effect of cytoplasmic genetic variation on phenotypic variation in eukaryotes (Dohler et al., 2014; n = 66 studies).

In ecological and evolutionary meta-analyses, determining the average overall effect across studies is usually of less interest than exploring the extent, and sources, of variability in effect sizes among studies. Combining a large number of studies across species or contexts increases variability and makes estimation and interpretation of the average effect difficult and arguably meaningless. Instead, exploring variables which influence the magnitude or direction of an effect can be particularly fruitful; these variables could be biological or methodological (Gerstner et al., 2017). To explore sources of variation in effects, and quantify statistical power, it is important to report the magnitude of heterogeneity among effect sizes (i.e. differences in effect sizes between studies beyond what is expected from sampling error; Item 22). Heterogeneity is typically high when diverse studies are combined in a single meta-analysis. High heterogeneity is considered problematic in medical meta-analyses (Liberati

| Checklist item | Sub-item number | Sub-item | Papers meeting component (%) | No. papers applicable |
|----------------|-----------------|----------|------------------------------|-----------------------|
| Discussion     | 25.1            | Summarise the main findings in terms of the magnitude of effect | 73                    | 102                   |
|                | 25.2            | Summarise the main findings in terms of the precision of effects (e.g. size of confidence intervals) | 57                    | 102                   |
|                | 25.3            | Summarise the main findings in terms of their heterogeneity | 47                    | 89                    |
|                | 25.4            | Summarise the main findings in terms of their biological/practical relevance | 98                    | 72                    |
|                | 25.5            | Compare results with previous reviews on the generality of conclusions, such as gaps in the available evidence or key concepts, and finding sources of all co-authors | 88                    | 72                    |
|                | 25.6            | Consider limitations with previous research | 92                    | 100                   |
|                | 25.7            | Provide a reference list of studies included in the systematic review or meta-analysis | 92                    | 100                   |
|                | 25.8            | List included studies as referenced sources (e.g. rather than listing them in a table or supplement) | 92                    | 100                   |
| Contributions and funding | 26.1 | Provide names, affiliations, and funding sources of all co-authors | 92                    | 100                   |
|                | 26.2            | List the contributions of each co-author | 31                    | 102                   |
|                | 26.3            | Provide contact details for the corresponding author | 100                   | 102                   |
|                | 26.4            | Disclose any conflicts of interest | 0                     | 8                     |
| References     | 27.1            | Provide a reference list of all studies included in the systematic review or meta-analysis | 92                    | 100                   |
|                | 27.2            | List included studies as referenced sources (e.g. rather than listing them in a table or supplement) | 92                    | 100                   |
et al., 2009; Muka et al., 2020), but it is the norm in ecology and evolutionary biology (Stewart, 2010; Senior et al., 2016), and identifying sources of heterogeneity could produce both biological and methodological insights (Rosenberg, 2013). Authors of meta-analyses in ecology and evolutionary biology should be aware that high heterogeneity reduces statistical power for a given sample size, especially for estimates of moderator effects and their interactions (Valentine, Pigott & Rothstein, 2010). It is therefore important to report estimates of heterogeneity (Item 22) alongside full descriptions of sample sizes (Item 20), and communicate appropriate uncertainty in analysis results.

V. REGISTRATION

Item 3: Review registration

Register study aims, hypotheses (if applicable), and methods in a time-stamped and publicly accessible archive. Ideally registration occurs before the search, but it can be done at any stage before data analysis. A link to the archived registration should be provided in the methods section of the manuscript. Describe and justify deviations from the registered aims and methods.

Explanation and elaboration

Registering planned research and analyses, in a time-stamped and publicly accessible archive, is easily achieved with existing infrastructure (Nosek et al., 2018) and is a promising protection against false-positive findings (Allen & Mehler, 2019) (discussed in Primer C). While ecologists and evolutionary biologists have been slower to adopt registrations compared to researchers in the social and medical sciences, our survey found that authors who had tried registrations viewed their experience favourably (see Supporting Information). Given that authors of systematic reviews and meta-analyses often plan their methods in advance (e.g. to increase the reliability of study screening and data extractions), only a small behavioural change would be required to register these plans in a time-stamped and publicly available archive. Inexperienced authors might feel ill-equipped to describe analysis plans in detail, but there are still benefits to registering conceptual plans (e.g. detailed aims, hypotheses, predictions, and variables that will be extracted for exploratory purposes only). Deviations from registered plans should be acknowledged and justified in the final report (e.g. when the data collected cannot be analysed using the proposed statistical model due to violation of assumptions). Authors who are comfortable with registration might consider publishing their planned systematic review or meta-analysis as a ‘registered report’, whereby the abstract, introduction and methods are submitted to a journal prior to the review being conducted. Some journals even publish review protocols before the review is undertaken (as is commonly done in environmental sciences, e.g. Greggor, Price & Shier, 2019).

VI. PRIMER C: REGISTRATION AND REGISTERED REPORTS

Suboptimal reporting standards are often attributed to perverse incentives for career advancement (Ioannidis, 2005; Smallbone & McElreath, 2016; Moher et al., 2020; Munafò et al., 2020). ‘Publish or perish’ research cultures reward the frequent production of papers, especially papers that gain citations quickly. Researchers are therefore encouraged, both directly and indirectly, to extract more-compelling narratives from less-compelling data. For example, given multiple choices in statistical analyses, researchers might favour paths leading to statistical significance (i.e. ‘P-hacking’; Simmons, Nelson & Simonsohn, 2011; Head et al., 2015). Similarly, there are many ways to frame results in a manuscript. Results might be more impactful when framed as evidence for a hypothesis, even if data were not collected with the intention of testing that hypothesis (a problematic practice known as ‘HARKing’ — Hypothesising After the Results are Known; Kerr, 1998). Engaging in these behaviours does not require malicious intent or obvious dishonesty. Concerted effort is required to avoid the trap of self-deception (Forstmeier et al., 2017; Aczel et al., 2020). For researchers conducting a systematic review or meta-analysis, we need both to be aware that these practices could reduce the credibility of primary studies (Primer D), and guard against committing these practices when conducting and writing the review.

‘Registration’ or ‘pre-registration’ is an intervention intended to make it harder for researchers to oversell their results (Rice & Moher, 2019). Registration involves publicly archiving a written record of study aims, hypotheses, experimental or observational methods, and an analysis plan prior to conducting a study (Allen & Mehler, 2019). The widespread use of public archiving of study registrations only emerged in the 2000s when — in recognition of the harms caused by false-positive findings — the International Committee of Medical Journal Editors, World Medical Association, and the World Health Organisation, mandated that all medical trials should be registered (Goldacre, 2013). Since then, psychologists and other social scientists have adopted registrations too (which they term ‘pre-registrations’; Rice & Moher, 2019), in response to high-profile cases of irreproducible research (Nelson, Simmons & Simonsohn, 2018; Nosek et al., 2019). In addition to discouraging researchers from fishing for the most compelling stories in their data, registration may also help locate unpublished null results, which are typically published more slowly than ‘positive’ findings (Jennions & Möller, 2002) (i.e. registrations provide a window into researchers’ ‘file drawers’, a goal of meta-analysts that seemed out of reach for decades; Rosenthal, 1979).

Beyond registration, a more powerful intervention is the ‘registered report’, because these not only make it harder for researchers to oversell their research and selectively report outcomes, but also prevent journals basing their publication decisions on study outcomes. In a registered report, the abstract, introduction, and method sections of a manuscript are submitted for peer review prior to conducting a study, and studies are provisionally accepted for publication before
their results are known (Parker, Fraser & Nakagawa, 2019). This publication style can therefore mitigate publication bias and helps to address flaws in researchers’ questions and methods before it is too late to change them. Although the ‘in principle’ acceptance for publication does rely on authors closely following their registered plans, this fidelity comes with the considerable advantage of not requiring ‘surprising’ results for a smooth path to publication (and, if large changes reverse the initial decision of provisional acceptance, authors can still submit their manuscript as a new submission). Currently, a small number of journals that publish meta-analyses in ecology and evolutionary biology accept registered reports (see https://cos.io/rr/ for an updated list) and, as with a regular manuscript, the PRISMA-EcoEvo checklist can be used to improve reporting quality in registered reports.

Systematic reviews and meta-analyses are well suited for registration and registered reports because these large and complicated projects have established and predictable methodology (Moher et al., 2015; López-López et al., 2018; Muka et al., 2020). Despite these advantages, in ecology and evolutionary biology registration is rare (see Supporting Information). When we surveyed authors, reviewers, and editors, we found researchers had either not considered registration as an option for systematic reviews and meta-analyses or did not consider it worthwhile. Even in medical reviews, registration rates are lower than expected (Pussegoda et al., 2017). Rather than a leap to perfect science, registration is a step towards greater transparency in the research process. Still, the practice has been criticised for not addressing underlying issues with research quality and external validity (Szollodi et al., 2020). Illogical research questions and methods are not rescued by registration (Gelman, 2018), but registered reports provide the opportunity for them to be addressed before a study is concluded. Overall, wider adoption of registrations and registered reports is the clearest path towards transparent and reliable research.

VII. FINDING AND EXTRACTING INFORMATION

Item 4: Eligibility criteria

Report the specific criteria used for including or excluding studies when screening titles and/or abstracts, and full texts, according to the aims of the meta-analysis (e.g. study design, taxa, data availability). Justify criteria, if necessary (i.e. not obvious from aims and scope).

Explanation and elaboration

Fully disclosing which studies were included in the review allows readers to assess the generality, or specificity, of the review’s conclusions (Vetter et al., 2013). To decide upon the scope of the review, we typically use an iterative process of trial-and-error to refine the eligibility criteria, in conjunction with refining the research question. These planning stages should be conducted prior to registering study methods. Pragmatically, the scope of a systematic review should be sufficiently broad to address the research question meaningfully, while being achievable within the authors’ constrained resources (time and/or funding) (Forero et al., 2019).

The eligibility criteria represent a key ‘forking path’ in any meta-analysis; slight modifications to the eligibility criteria could send the review down a path towards substantially different results (Palpacuer et al., 2019). When planning a review, it is crucial to define explicit criteria for which studies will be included that are as objective as possible. These criteria need to be disclosed in the paper or supplementary information for the review to be replicable. It is especially important to describe criteria that do not logically follow from the aims and scope of the review (e.g. exclusion criteria chosen for convenience, such as excluding studies with missing data rather than contacting authors).

Item 5: Finding studies

Define the type of search (e.g. comprehensive search, representative sample), and state what sources of information were sought (e.g. published and unpublished studies, personal communications). For each database searched include the exact search strings used, with keyword combinations and Boolean operators. Provide enough information to repeat the equivalent search (if possible), including the timespan covered (start and end dates).

Explanation and elaboration

Finding relevant studies to include in a systematic review is hard. Weeks can be spent sifting through massive piles of literature to find studies matching the eligibility criteria and yet, when reporting methods of the review, these details are typically skimmed over (average reporting quality <50%; see Supporting Information). While authors might deem it needlessly tedious to report the minutiae of their search methods, the supplementary information can service readers who wish to evaluate the appropriateness of the search methods (e.g. ‘PRESS’ – Peer Review of Electronic Search Strategies; McGowan et al., 2016). Detailing search methods is also necessary for the study to be updatable using approximately the same methods (Garner et al., 2016). Although journal subscriptions might vary over time and between different institutions (Mann, 2015), all authors can aim for approximately replicable searches. For instance, authors searching for studies through Web of Science should specify which databases were included in their search; institutions will typically only have access to a portion of the possible databases.

To recall how and why searches were conducted, authors should record the process and workflow of search strategy development. Often, multiple scoping searches are trialled before settling on a final search strategy (Siddaway, Wood & Hedges, 2019). For this process of trial-and-error, authors can check the ability of different searches to find a known set of suitable studies (studies that meet, or almost meet, the eligibility criteria; Item 4) (Bartels, 2013). The scoping
searches can be conducted using a single database, but it is preferable to use more than one database for the final search (Bramer et al., 2018) (requiring duplicated studies to be removed prior to study selection, for which software is available; Rathbone et al., 2015a; Westgate, 2019; Muka et al., 2020). Sometimes potentially useful records will be initially inaccessible (e.g. when authors’ home institutions do not subscribe to the journal), but efforts can be made to retrieve them from elsewhere (e.g. inter-library loans; directly contacting authors) (Stewart et al., 2013). Authors should note whether the search strategy was designed to retrieve unpublished sources and grey literature. While most meta-analysts in ecology and evolutionary biology only search for published studies, the inclusion of unpublished data could substantially alter results (Sánchez-Tójar et al., 2018).

Traditional systematic reviews aim to be comprehensive and find all relevant studies, published and unpublished, during a ‘comprehensive search’ (Primer A). In order to achieve comprehensive coverage in medical reviews, teams of systematic reviewers often employ an information specialist or research librarian. In ecology and evolutionary biology, it is more common to obtain a sample of available studies, sourced from a smaller number of sources and/or from a restricted time period. The validity of this approach depends on whether the sample is likely to be representative of all available studies; if the sampling strategy is not biased, aiming for a representative sample is justifiable (Cote & Jennions, 2013). We encourage authors to be transparent about the aim of their search and consider the consequences of sampling decisions. Further guidance on reporting literature searches is available from PRISMA-S (Rethlefsen et al., 2021), and guidance on designing and developing searches is available from Bartels (2013), Bramer et al. (2018), Siddaway et al. (2019) and Stewart et al. (2013).

**Item 6: Study selection**

**Describe how studies were selected for inclusion at each stage of the screening process (e.g. use of decision trees, screening software). Report the number of people involved and how they contributed (e.g. independent parallel screening).**

**Explanation and elaboration**

As with finding studies, screening studies for inclusion is a time-consuming process that ecologists and evolutionary biologists rarely describe in their reports (average reporting quality <10%; see Supporting Information). Typically, screening is conducted in two stages. First, titles and abstracts are screened to exclude obviously ineligible studies (usually the majority of screened studies will be ineligible). Software can help speed up the process of title and abstract screening (e.g. Rathbone, Hoffmann & Glasziou, 2015b; Ouzzani et al., 2016). Second, the full texts of potentially ineligible studies are downloaded (e.g. using a reference manager) and screened. At the full-text stage, the authors should record reasons why each full text did not meet the eligibility criteria (Item 19). Pre-determined, documented, and piloted eligibility criteria (Item 4) are essential for both stages of screening to be reliable. Preferably, each study is independently screened by more than one person. Authors should report how often independent decisions were in agreement, and the process for resolving conflicting decisions (Littell, Corcoran & Pillai, 2000). To increase the reliability and objectivity of screening criteria, especially when complete independent screening is impractical, authors could restrict independent parallel screening to the piloting stage, informing protocol development. Regardless of how studies were judged for inclusion, authors should be transparent about how screening was conducted.

**Item 7: Data collection process**

**Describe where in the reports data were collected from (e.g. text or figures), how data were collected (e.g. software used to digitize figures, external data sources), and what data were calculated from other values. Report how missing or ambiguous information was dealt with during data collection (e.g. authors of original studies were contacted for missing descriptive statistics, and/or effect sizes were calculated from test statistics). Report who collected data and state the number of extractions that were checked for accuracy by co-authors.**

**Explanation and elaboration**

Describing how data were collected provides both information to the reader on the likelihood of errors and allows other people to update the review using consistent methods. Data extraction errors will be reduced if authors followed pre-specified data extraction protocols, especially when encountering missing or ambiguous data. For example, when sample sizes were only available as a range, were the minimum or mean sample sizes taken, or were corresponding authors contacted for precise numbers? Were papers excluded when contacted authors did not provide information, or was there a decision rule for the maximum allowable range (e.g. such that $n = 10–12$ would be included, but $n = 10–30$ would be excluded)? Another ambiguity occurs when effect sizes can be calculated in multiple ways, depending on which data are available (sensibly, the first priority should be given to raw data, followed by descriptive statistics – e.g. means and standard deviations, followed by test-statistics and then $P$-values). Data can also be duplicated across multiple publications and, to avoid pseudo-replication (Forstmeier et al., 2017), the duplicates should be removed following objective criteria. Whatever precedent is set for missing, ambiguous, or duplicated information from one study should be applied to all studies. Without recording the decisions made for each scenario, interpretations can easily drift over time. Authors can record and report the percentages of collected data that were affected by missing, ambiguous, or duplicate information.

Data collection can be more efficient and accurate when authors invest time in developing and piloting a data collection form (or database), which can be made publicly available to facilitate updates (Item 18). The form should describe precisely where data were presented in the original studies, both to help re-extractions, and because some data sources are more reliable.
than others. Using software to extract data from figures can improve reproducibility [e.g. metaDigitise (Pick, Nakagawa & Noble, 2019) and metagear (Lajeunesse, 2016)]. Ideally, all data should be collected by at least two people (which should correct for the majority of extraction errors). While fully duplicating extractions of large data sets might be impractical for small teams (Primer B), a portion of collected data could be independently checked. Authors can then report the percentage of collected data that were extracted or checked by more than one person, error rates, and how discrepancies were resolved.

**Item 8: Data items**

Describe the key data sought from each study, including items that do not appear in the main results, or which could not be extracted due to insufficient information. Describe main assumptions or simplifications that were made (e.g. categorising both ‘length’ and ‘mass’ as ‘morphology’). State the type of replication unit (e.g. individuals, broods, study sites).

**Explanation and elaboration**

Data collection approaches fall on a spectrum between recording just the essential information to address the aim of the review, and recording all available information from each study. We recommend reporting both data that were collected and attempted to be collected. Complete reporting facilitates re-analyses, allows others to build upon previous reviews, and makes it easier to detect selective reporting of results (Primer C). For re-analyses, readers could be interested in the effects of additional data items (e.g. species information), and it is therefore useful to know whether those data are already available (Item 18). Similarly, stating which data were unavailable, despite attempts to collect them, identifies gaps in primary research or reporting standards. For selective reporting, authors could collect a multitude of variables but present only a selection of the most compelling results (inflating the risk of false positives; Primer C). Having a registered analysis plan is the easiest way to detect selective reporting (Item 3). Readers and peer-reviewers can also be alerted to this potential source of bias if it is clear that, for example, three different body condition metrics were collected, but the results of only one metric were reported in the paper.

**VIII. PRIMER D: BIAS FROM PRIMARY STUDIES**

The conclusions drawn from systematic reviews and meta-analyses are only as strong as the studies that comprise them (Gurevitch et al., 2018). Therefore, an integral step of a formal systematic review is to evaluate the quality of the information that is being aggregated (Pullin & Stewart, 2006; Haddaway & Verhoeven, 2015). If this evaluation reveals that the underlying studies are poorly conducted or biased, then a meta-analysis cannot answer the original research question. Instead, the synthesis serves a useful role in unearthing flaws in the existing primary studies and guiding newer studies (Ioannidis, 2016). While other fields emphasise quality assessment, risk of bias assessment, and/or ‘critical appraisal’ (Cooke et al., 2017), ecologists and evolutionary biologists seldom undertake these steps. When surveyed, authors, reviewers, and editors of systematic reviews and meta-analyses in ecology and evolutionary biology were largely oblivious to the existence of study quality or risk of bias assessments, sceptical of their importance, and somewhat concerned that such assessments could introduce more bias into the review (see Supporting Information). In this respect, little has changed since 2002, when Simon Gates wrote that randomization and blinding deserve more attention in meta-analyses in ecology (Gates, 2002).

It is difficult to decide upon metrics of ‘quality’ for the diverse types of studies that are typically combined in an ecological or evolutionary biology meta-analysis. We typically consider two types of quality – internal validity and external validity (James et al., 2016). Internal validity describes methodological rigour: are the inferences of the study internally consistent, or are the inferences weakened by limitations such as biased sampling or confounds? External validity describes whether the study addresses the generalised research question. In ecology and evolutionary biology, the strongest causal evidence and best internal validity might come from large, controlled experiments that use ‘best practice’ methods such as blinding. If we want to generalise across taxa and understand the complexity of nature, however, then we need ‘messier’ evidence from wild systems. Note that in the medical literature, risk of bias (practically equivalent to internal validity) is considered a separate and preferable construct to ‘study quality’ (Büttner et al., 2020), and there are well-established constructs such as ‘GRADE’ for evaluating the body of evidence (‘Grading of Recommendations, Assessment, Development and Evaluations’; Guyatt et al., 2008). In PRISMA-EcoEvo we are broadly referring to study quality (Item 9) until such a time when more precise and accepted constructs are developed for our fields.

In PRISMA-EcoEvo we encourage ecologists and evolutionary biologists to consider the quality of studies included in systematic reviews and meta-analyses carefully, while recognising difficulties inherent in such assessments. A fundamental barrier is that we cannot see how individual studies were conducted. Usually, we only have the authors’ reports to base our assessments on and, given problems with reporting quality, it is arguable whether the authors’ reports can reliably represent the actual studies (Liberati et al., 2009; Nakagawa & Lagisz, 2019). Quality assessments are most reliable when they measure what they claim to be measuring (‘construct validity’) with a reasonable degree of objectivity, so that assessments are consistent across reviewers (Cooke et al., 2017). Despite the stated importance of quality assessment in evidence-based medicine, there are still concerns that poorly conducted assessments are worse than no assessments (Herbison, Hay-Smith & Gillespie, 2006), and these concerns were echoed in responses to our survey (see Supporting Information). Thoughtful research is needed on the best way to conduct study quality and/or risk-of-bias assessments. While internal validity (or risk of bias) will usually be
easier to assess, we urge review authors to be mindful of external validity too (i.e. generalisability).

IX. ANALYSIS METHODS

Item 9: Assessment of individual study quality

Describe whether the quality of studies included in the meta-analysis was assessed (e.g. blinded data collection, reporting quality, experimental versus observational), and, if so, how this information was incorporated into analyses (e.g. meta-regression and/or sensitivity analysis).

Explanation and elaboration

Meta-analysis authors in ecology and evolutionary biology almost never report study quality assessment, or the risk of bias within studies, despite these assessments being a defining feature of systematic reviews (average reporting quality <10%, see Supporting Information; Primer D). Potentially, authors are filtering out studies deemed unambiguously unreliable during the study selection process (Item 6), but this process is poorly reported, making reproducibility impractical. A more informative approach would be to code indicators of study quality and/or risk of bias within studies, and then use meta-regression or subgroup analyses to assess how these indicators impact the review’s conclusions (Curtis et al., 2013). While sensible in theory, quality assessment is difficult in practice (some might say impossible, given current reporting standards in the primary literature; Primer D). The principal difficulty is that we rely on authors’ being reliable narrators of their conduct; omitting important information, such as the process of randomization, leaves us searching in the dark for a signal of study quality (O’Boyle, Banks & Gonzalez-Mulé, 2017). Uncertainty about the reliability of author reports is exacerbated by the absence of registration for most publications in ecology and evolutionary biology (Primer C). Until further research is conducted on reliable methods of quality assessment in our fields, we recommend review authors critically consider and report whether meaningful quality (or risk of bias) indicators could be collected from included studies. For example, indicators for experimental studies could include whether or not data collection and/or analysis was blinded for those collecting or analysing data [as blinding reduces the risk of bias (van Wilgenburg & Elgar, 2013; Holman et al., 2015)] and whether the study showed full reporting of results [e.g. using a checklist such as Hillebrand & Gurevitch (2013); an example of the latter is shown in Parker et al. (2018a)]. Authors should then measure the impact that quality indicators have on the review’s results (Items 16 and 24). Ultimately, as with collecting studies and data (Items 5 and 7), review authors are bound by the reporting quality of the primary literature.

Item 10: Effect size measures

Describe effect size(s) used. For calculated effect sizes (e.g. standardised mean difference, log response ratio) provide a reference to the equation of each effect size and (if applicable) its sampling variance, or derive the equations and state the assumed sampling distribution(s).

Explanation and elaboration

For results to be understandable, interpretable, and dependable, the choice of effect size should be carefully considered, and the justification reported (Harrison, 2010). For interpretable results it is essential to state the direction of the effect size clearly (e.g. for a mean difference, what was the control, was it subtracted from the treatment, or was the treatment subtracted from the control?). Sometimes, results will only be interpretable when the signs of some effect sizes are selectively reversed (i.e. positive to negative, or vice versa), and these instances need to be specified (and labelled as such in the available data; Item 18). For example, when measuring the effect of a treatment on mating success, both positive and negative differences could be ‘good’ outcomes (e.g. more offspring and less time to breed), so the signs of ‘good’ negative differences would be reversed.

Choosing an established effect size (such as Hedges’ g for mean differences, or Fisher’s z for correlations) carries the advantage of the effect size’s statistical properties being sufficiently understood and described previously (Rosenberg, Rothstein & Gurevitch, 2013). When a non-conventional effect size is chosen, authors should provide equations for both the effect size and its sampling variance. Details should be provided on how the equations were derived, and how the sampling variance was determined (with analytic solutions or simulations) (Mengersen & Gurevitch, 2013).

Item 11: Missing data

Describe any steps taken to deal with missing data during analysis (e.g. imputation, complete case, subset analysis). Justify the decisions made.

Explanation and elaboration

There are multiple methods to analyse data sets that are missing entries for one or more variables, therefore the chosen methods should be reported transparently. Statistical programs often default to ‘complete case’, deleting rows that contain missing data (empty cells) prior to analysis, but our assessment of reporting practices found it was uncommon for authors to state that complete case analysis was conducted (despite their data showing missing values for meta-regression moderator variables). Understandably, authors might not recognise the passive method of complete case analysis as a method of dealing with missing data, but it is important to be explicit about this step, both for the sample size implications (Item 20) and because of the potential to introduce bias when data are not ‘missing completely at random’ (Nakagawa & Freckleton, 2008; Little & Rubin, 2020). As an alternative to complete case analysis, authors can impute missing data based on the values of available correlated variables (e.g. multiple imputation methods, which retain uncertainty in the estimates of missing values; for discussion of these methods, see Ellington et al., 2015). Data imputation can be used for missing moderator variables as well as information related to effect sizes (e.g. sampling
variances), thereby increasing the number of effect sizes included in analyses (Item 20) (Lajeunesse, 2013). Because imputation methods rely on the presence of correlated information, authors might extract additional data items to inform the imputation models, even if those data items are not of interest to the main analyses (Item 6). When justifying the chosen method, authors can conduct sensitivity analyses (Item 16) to assess the impact of missing data on estimated effects.

Item 12: Meta-analytic model description

Describe the models used for synthesis of effect sizes. The most common approach in ecology and evolution will be a random-effects model, often with a hierarchical/multilevel structure. If other types of models are chosen (e.g. common/fixed effects model, unweighted model), this requires justification.

Explanation and elaboration

Meta-analyses in ecology and evolutionary biology usually combine effect sizes from a broad range of studies, making it sensible to use a model that allows the ‘true’ effect size to vary between studies in a ‘random-effects meta-analysis’ (the alternative is a ‘common’ or ‘fixed’-effect meta-analysis). Both frequentist and Bayesian statistical packages can implement random-effects meta-analyses. It is also common for multiple random effects to be included in a multilevel or hierarchical structure to account for non-independence (Item 14). Traditional meta-analytic models are weighted so that more precise effects have a greater influence on the pooled estimate than effects that are less certain (Primer A). In a random-effects meta-analysis, weights are usually taken from the sum of within-study sampling variance and the between-study variance. As a consequence of these variances being combined, large between-study variance will dilute the impact of within-study sampling variances. Alternatively, weights can be taken from the within-study sampling variances alone (as is done for common-effect models) (Henmi & Copas, 2010). When between-study variance is large (which can be assessed with heterogeneity statistics; Item 22), these two weighting structures could give different results. Authors could therefore assess the robustness of their results to alternative weighting methods as part of sensitivity analyses (Items 16 and 24).

Unweighted meta-analyses are regularly published in ecology and evolutionary biology journals, but we advise that these analyses be interpreted cautiously, and justified sufficiently. Theoretically, when publication bias is absent and effects have a normal sampling distribution, unweighted analyses can provide unbiased estimates (just with lower precision) (Morrissey, 2016). However, it is hard to detect effects that are inflated due to publication bias without sampling variances (Item 16), and from unweighted analyses we cannot estimate the contribution of sampling variance to the overall variation among effects (i.e. heterogeneity; Item 22). Unweighted analyses become more problematic for analyses of absolute values, because the ‘folded’ sampling distribution produces upwardly biased estimates (Nakagawa & Lagisz, 2016). Such analyses of magnitudes, ignoring directions, are relatively common in ecology and evolutionary biology. There are two possible corrections for bias from analyses of absolute values (sensu Morrissey, 2016): (i) ‘transform-analyse’, where the folded distribution is converted to an unfolded distribution before analysis, or; (ii) ‘analyse-transform’, where the folded estimates are back-transformed to correct for bias.

Item 13: Software

Describe the statistical platform used for inference (e.g. R), and the packages and functions used to run models, including version numbers. Specify any arguments that differed from the default settings.

Explanation and elaboration

Given the many software options and methods available for conducting meta-analyses, transparent reporting is required for analyses to be reproducible (Sandve et al., 2013). Authors should cite all software used and provide complete descriptions of version numbers. When describing software, it is easy to overestimate familiarity among the readership; changes from the default settings will not be obvious to some and should be described in full. That said, this item is less important than sharing data and code (Item 18) because shared code will convey much of the same information in a more reproducible form. Nonetheless it is helpful to describe software details in the text for the majority of readers who will not dig into the shared code.

Item 14: Non-independence

Describe the types of non-independence encountered (e.g. phylogenetic, spatial, multiple measurements over time) and how non-independence has been handled, including justification for decisions made.

Explanation and elaboration

Meta-analyses in ecology and evolutionary biology regularly violate assumptions of statistical non-independence, which can bias effect estimates and inflate precision. For example, studies containing pseudo-replication (Forstmeier et al., 2017) have inflated sample sizes and downwardly biased sampling variances. When multiple effect sizes are derived from the same study, they are often not statistically independent, such as when multiple experimental groups are compared to the same control group (Gløsø & Olkin, 2009). Alternatively, there may be non-independence among effect sizes across studies. There are numerous sources of non-independence at this level, including dependence among effect sizes due to phylogenetic relatedness (discussed in Primer E), and correlations between effect sizes originating from the same population or research group (Nakagawa et al., 2019). Despite the ubiquity of non-independence in ecological and evolutionary meta-analyses, these issues are often not disclosed in the report (32% of 102 meta-analyses described the types of non-independence encountered; see Supporting Information). We recommend that authors report all potential sources of non-independence among effect sizes included in the meta-analysis, and the proportion of effect sizes that
are impacted (for further guidance, see Noble et al., 2017; López-López et al., 2018).

In addition to listing all sources of non-independence, authors should report and justify any steps that were taken to account for the stated non-independence. Steps range from the familiar (e.g. averaging multiple effect sizes from the same source, the inclusion of random effects, and robust variance estimation; Hedges, Tipton & Johnson, 2010) to the more involved (e.g. modelling correlations directly by including correlation or covariance matrices). Complicated methods of dealing with non-independence are best communicated through shared analysis scripts (Item 18). When primary studies are plagued by pseudo-replication (which could be considered in quality assessment; Item 9), an effect size could be chosen that is less sensitive to biased sample sizes (Item 10) (e.g. for mean differences, the log response ratio, lnRR, rather than the standardised mean difference, $d$), and (to be more conservative) sampling variances could be increased (Noble et al., 2017).

It is not expected that non-independence can be completely controlled for. As with primary studies, problems of non-independence are complicated, and often the information necessary to solve the problem is unavailable (e.g. strength of correlation between non-independent samples or effect sizes, or an accurate phylogeny). Where there are multiple, imperfect, solutions, we encourage running sensitivity analyses (Item 16) and reporting how these decisions affect the magnitude and precision of results (Item 24).

**Item 15: Meta-regression and model selection**

**Provide a rationale for the inclusion of moderators (covariates) that were evaluated in meta-regression models. Justify the number of parameters estimated in models, in relation to the number of effect sizes and studies (e.g. interaction terms were not included due to insufficient sample sizes). Describe any process of model selection.**

**Explanation and elaboration**

When meta-regressions are used to assess the effects of moderator variables (i.e. meta-analyses with one or more fixed effects), the probability of false-positive findings increases with multiple comparisons. Therefore, rationales for each moderator variable should be provided in either the introduction or methods section of the meta-analysis manuscript. Analyses conducted solely for exploration and description should be distinguished from hypothesis-testing analyses (see Item 17). Authors should also report how closely the chosen moderator variables relate to the biological phenomena of interest (e.g. using mating call rate as a proxy for mating investment), and how the variables were categorised (Item 8).

For model selection and justification, principles from ordinary regression analyses apply to meta-regressions too (Gelman & Carlin, 2014; Harrison et al., 2018; Meteyard & Davies, 2020). To avoid cryptic multiple hypothesis testing and associated high rates of false positive findings, authors should report full details of any model selection procedures (Forstmeier & Schielzeth, 2011). Under-powered meta-regressions should be reported with obvious caveats (or else avoided completely), to discourage the results from being interpreted with unwarranted confidence (Tipton, Pustejovsky & Ahmadi, 2019). Meta-regressions have lower statistical power than meta-analyses, especially when including interaction terms between two or more moderator variables (Hedges & Pigott, 2004). Low statistical power can be due to any combination of too few available studies, small sample sizes within studies, or high amounts of variability between study effects, and therefore justification of meta-regression models should include consideration of sample sizes (Item 20) and heterogeneity (Item 22) (Valentine et al., 2010).

**Item 16: Publication bias and sensitivity analyses**

Describe assessments of the risk of bias due to missing results (e.g. publication, time-lag, and taxonomic biases), and any steps taken to investigate the effects of such biases (if present). Describe any other analyses of robustness of the results, e.g. due to effect size choice, weighting or analytical model assumptions, inclusion or exclusion of subsets of the data, or the inclusion of alternative moderator variables in meta-regressions.

**Explanation and elaboration**

Reviews can produce biased conclusions if they summarise a biased subset of the available information, or if there is bias within the information itself. Authors should therefore assess risks of bias so that confidence in the conclusions (or lack thereof) can be accurately conveyed. Bias within the information itself was discussed in Item 9 and Primer D. Publication bias occurs when journals and authors prioritise the publication of studies with particular outcomes. For example, journals might prefer studies that support an exciting hypothesis, rather than publishing null or contradictory evidence (Rosenthal, 1979; Murtma, 2002; Leimu & Koricheva, 2004). Meta-analyses in ecology and evolutionary biology typically rely on published papers for data (Item 3) and hence are especially vulnerable to the effects of publication bias (e.g. Sánchez-Tójar et al., 2018). Even if all research was published, the resulting papers would still provide information that was biased towards certain taxa (e.g. vertebrates), geographical locations (e.g. field sites close to Western universities), and study designs (e.g. short-term studies contained within the length of a PhD) (Pyšek et al., 2008; Rosenthal et al., 2017). Such ‘research biases’ (Gurevitch & Hedges, 1999) should be considered when categorising studies (Item 8).

While none are entirely satisfactory, multiple tools are available to detect publication bias in a meta-analytic data set (Møller & Jennions, 2001; Parekh-Bhurke et al., 2011; Jennions et al., 2013). Many readers will be familiar with funnel plots, whereby effect sizes (either raw, or residuals) are plotted against the inverse of their sampling variances, which should form a funnel shape. Asymmetries in the funnel indicate studies that are ‘missing’ due to publication bias, but could also be a benign outcome of heterogeneity (Item 22) (Egger et al., 1997; Terrin et al., 2003). Although funnel plots and Egger’s regression (a test of funnel plot asymmetry) were originally only useful for common-effect meta-analytic models (Egger et al., 1997), modified methods have been
proposed to suit the random-effects meta-analytic models commonly used in ecology and evolutionary biology (Item 12; Moreno et al., 2009; Nakagawa & Santos, 2012). Publication bias might also be indicated by a reduction in the magnitude of an effect through time (tested with a meta-regression using publication year as a moderator, or with a cumulative meta-analysis) (Jennions & Moller, 2002; Leimu & Koricheva, 2004; Koricheva & Kulinskaya, 2019). When biases are detected, we recommend authors report multiple sensitivity analyses to assess the robustness of the review’s results (Rothstein, Sutton & Borenstein, 2005; Vevea, Coburn & Sutton, 2019). Subgroup analyses can be reported to test whether the original effect remains once the data set is restricted to recent studies, or studies that have been assessed to have a lower risk of bias (Item 9). To assess the sensitivity of the results to individual studies, authors can also report ‘leave-one-out’ analyses, and plot variability in the primary outcome (Willis & Riley, 2017).

**Item 17: Clarification of post hoc analyses**

When hypotheses were formulated after data analysis, this should be acknowledged.

**Explanation and elaboration**

Usually, a hypothesis should only be tested on data that were collected with the prior intention of testing that hypothesis. While a meta-analysis can test different hypotheses from those addressed in primary studies on which it is based, it is important that these hypotheses are formulated in advance. It is common, however, for researchers to be curious about patterns in their data after they have already been collected. Exploration and description are integral to research, but problems arise when such analyses are presented as hypothesis-testing, especially when they deviate from what is stated in a registration (also called ‘Hypothesising After Results are Known’ — see Primer C; Kerr, 1998). Ideally, authors will have a registered analysis plan (Item 5) to protect against the common self-deception that a post-hoc analysis was, in hindsight, the obvious a-priori choice (Parker et al., 2016a). When a public registration is not provided, the reader is reliant on the memory and honesty of the authors. It is currently rare to see post-hoc acknowledgements in ecology and evolution meta-analyses (or indeed in primary studies) but, in the methods section, we encourage authors to state transparently which analyses were developed after data collection and, in the discussion, temper confidence in the results of such analyses accordingly.

**Item 18: Metadata, data, and code**

Share metadata (i.e. data descriptions), data, and analysis scripts with peer-reviewers. Upon publication, upload this information to a permanently archived website in a user-friendly format. Provide all information that was collected, even if it was not included in the analyses presented in the manuscript (including raw data used to calculate effect sizes, and descriptions of where data were located in papers). If a software package with graphical user interface (GUI) was used, then describe full model specification and fully specify choices.

Sharing data, metadata, and code scripts (or equivalent descriptions) is the only way for authors to achieve ‘computational reproducibility’ (the ability to reproduce all results presented in a paper) (Piccolo & Frampton, 2016). Data, metadata and code files also preserve important information in a format that some readers will find easier to understand than wordy summaries (e.g. descriptions of statistical methods). Thanks to a decadal shift in journal policies to mandate data sharing, this is one aspect of reporting where ecological and evolutionary biology meta-analyses are ahead of medical fields (Roche et al., 2015; Sholler et al., 2019). During this coming decade our community can raise the bar higher by mandating sharing of metadata and analysis scripts (or complete descriptions of workflow for point-and-click software). We strongly encourage authors to provide data in a user-friendly file format such as a .csv file rather than a table in a .pdf or .doc file; see also the ‘FAIR’ principles by Wilkinson et al. (2016), urging for data to be findable, accessible, interoperable, and reusable. Currently, more than half of meta-analyses in ecology and evolution share data without corresponding metadata (i.e. complete descriptions of variable names; see Supporting Information), and this can render the data itself unusable. Authors should also consider sharing other materials that, in a spirit of collegiality, could be helpful to other researchers (e.g. bibliographic files from a systematic search; Item 5).

Data and code should be provided from the peer-review stage (Goldacre, Morton & DeVito, 2019) (for double-blind reviews, files can be anonymised). Currently, the requirement by most journals in ecology and evolutionary biology for data to be shared upon publication reduces this important task to an afterthought. We recognise that many peer-reviewers, who are already overburdened, will not check computational reproducibility. But some will, and this background level of accountability should improve the standards of authors, who are ultimately responsible for the trustworthiness of their work. From our experiences, the analyses described in papers can differ markedly from what is contained in the code, and data collection and processing mistakes are common. Evidence from other fields suggests that data and/or code provided by authors often do not reproduce the results presented in a paper (Nosek et al., 2015; Stoddten, Sciler & Ma, 2018). For full transparency and computational reproducibility, authors should provide raw and pre-processed data and the accompanying scripts (Sandve et al., 2013; Piccolo & Frampton, 2016). That way, the pipeline of data tidying, calculations (including effect size calculations), and any outlier exclusions can be reproduced. Rather than uploading these materials as static files along with the supplementary materials, which might not be stored permanently, we recommend authors create an active project repository (e.g. on the Open Science Framework) so that, if the authors wish, the materials and code can be improved (e.g. if readers spot small mistakes).

Occasionally it might be justifiable to withhold raw data (e.g. due to confidentiality or legal issues, or if future projects are planned with the data). In such a case, a dummy data set, approximately replicating the real data, could be made available to peer-reviewers along with analysis scripts. Because meta-analyses in ecology and evolutionary biology typically summarise published studies, which are
unlikely to contain ethically sensitive information (such as precise locations of endangered species), it is exceedingly rare that withholding data past an embargoed date is justifiable. Aiming for computational reproducibility can be burdensome but, increasingly, these efforts should be viewed favourably by academic reward systems (Moher et al., 2018). Rewards aside, as authors of reviews we should practice what we preach. When collecting data for a meta-analysis, much time is wasted in frustration when data are not adequately reported in published papers, and requests for data from authors have varying success (Item 7). Archiving data from primary studies in an online repository would make the data collection process far easier, faster and more accurate. If we wish this practice from authors of the primary studies that systematic reviews and meta-analyses are reliant upon, then we should hold ourselves to the same standard.

X. PRIMER E: PHYLOGENETIC NON-INDEPENDENCE

Meta-analyses in ecology and evolutionary biology often encounter phylogenetic non-independence (or relatedness). Phylogenetic non-independence—a special type of statistical non-independence—occurs because we usually combine data originating from different species, whose evolutionary history causes them to be related to each other to varying extents (i.e. each species is not an independent unit) (Noble et al., 2017). Phylogenetic signal in a meta-analytic data set may impact the outcome of the analysis (Chamberlain et al., 2012). In many cases we can model phylogenetic non-independence by converting a phylogenetic tree into a correlation matrix, which describes relationships among species in the data set. The matrix can then be incorporated into the meta-analytic model, which becomes a ‘phylogenetic meta-analysis’ (Adams, 2008; Lajeunesse, 2009; Hadfield & Nakagawa, 2010). A phylogenetic meta-analysis is mathematically identical to a phylogenetic comparative model that accounts for sampling error in the measured traits (Nakagawa & Santos, 2012).

Advances in phylogenetic comparative methods and software have made it superficially easy to incorporate phylogeny into meta-analytic models, but the particulars of the methods are contestable. Phylogenetic trees vary in quality and rely on simplifying assumptions (e.g. Brownian motion model of evolutionary divergence) (Harmon, 2018). When a meta-analysis combines data from a diverse collection of species, it becomes harder to resolve deep phylogenetic relationships, and some species might be excluded from existing trees (resulting in incomplete data). One solution to uncertainty in individual trees is to incorporate multiple trees into the analyses (Nakagawa & de Villemereuil, 2019). Once you have a tree, there are different methods—corresponding to different models of evolution—to convert the relationships into a correlation matrix (Nakagawa & Santos, 2012). Given that phylogenetic comparative methods remain an active area of research and different analysis assumptions could lead to different outcomes, authors could present results from multiple analyses as part of sensitivity analyses (Item 24) (and whether or not a meta-analytic data set contains a phylogenetic signal is itself a potentially revealing outcome). Regardless of how authors choose to handle phylogenetic non-independence, transparency is essential for a phylogenetic meta-analysis to be reproducible (Borries et al., 2016).

XI. REPORTING RESULTS

Item 19: Results of study selection process

Report the number of studies screened, and the number of studies excluded at each stage of screening (with brief reasons for exclusion from the full-text stage). Present a Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)-like flowchart (www.prisma-statement.org).

Explanation and elaboration

Without knowing the number of studies found (Item 5) and screened (Item 6), and the reasons why full-text articles were excluded, the reliability of a systematic search is unclear. The flow-chart template, originally provided by PRISMA in 2009 and modified in 2020, presents this information in a concise and consistent format, and it is the aspect of PRISMA that is most commonly referenced by meta-analysis authors in ecology and evolutionary biology (see Supporting Information). Conceptual examples of PRISMA flowcharts are shown in Fig. 3; authors can customise the flowchart as they please, but the following should be presented: (i) the number of records that originated from each source of information; (ii) the number of records after duplicates were removed; (iii) the number of full texts screened; (iv) the tallied reasons why full texts were excluded; and (v) the total number of studies included in the systematic review and meta-analysis (which might differ), and the number of effect sizes. Tracking these five details during the search and screening process requires conscientious workflows. In addition, as recommended in the updated PRISMA flow diagram, authors could list the number of records that were removed by machine learning classifiers, and the number of full texts that could not be retrieved. While the flowchart summarises why full texts were excluded, for full accountability we recommend that authors provide the references of all articles excluded at the full text stage, alongside reasons for their exclusion.

Item 20: Sample sizes and study characteristics

Report the number of studies and effect sizes for data included in meta-analyses, and subsets of data included in meta-regressions. Provide a summary of key characteristics for reported outcomes (either in text or figures; e.g. one quarter of effect sizes reported for vertebrates and the rest invertebrates)
and their limitations (e.g. collinearity and overlaps between moderators), including characteristics related to individual study quality (risk of bias).

Explanation and elaboration

Meta-analyses and meta-regressions cannot answer questions for which there are no, or almost no, data available. It is therefore essential to report complete sample sizes for every analysis that was conducted (these can be reported in supplementary tables, if brevity is required). Authors should provide sample sizes for the number of studies (or equivalent unit of analysis) because, for example, it would be misleading to withhold that a sample size of $k = 20$ effect sizes originated from only $n = 2$ studies. Figures or tables can be used to report sample sizes concisely across multiple hierarchical levels of meta-analyses, as well as across and within different moderator variables included in meta-regressions (e.g. see fig. 3 in Lagisz et al. (2020) and table 1 in Chaplin-Kramer et al. (2011)).

When presenting results from meta-regressions, authors should report complete case sample sizes for moderators containing missing data (Item 11) and, in the case of categorical (i.e. discrete) moderators, sample sizes for all included sources.
categories. In meta-regressions with more than one moderator it is important to consider the extent to which moderator variables overlap. In the case of multiple categorical variables, authors should report sample sizes across all possible combinations of categories. For example, in a meta-regression including the interaction between ‘vertebrate or invertebrate’ and ‘urban or wild’ moderator variables, authors could report $n = 8$ studies on invertebrates were divided into $n = 6$ studies in urban environments, and $n = 2$ in wild environments, while $n = 20$ studies on vertebrates were evenly split with $n = 10$ studies in each category of urbanisation. When reporting meta-regressions with both continuous and categorical moderators, we recommend reporting the amount of coverage of the continuous moderator within each category using descriptive statistics or data visualisations (e.g. when including the continuous fixed effect of study year, authors should report whether studies conducted in ‘urban’ and ‘wild’ environments spanned a similar time period).

It is important to report sample sizes comprehensively so that the risk of inaccurate parameter estimates can be evaluated. Statistical power in a random-effects meta-analysis (Item 12), with a single random effect for study identity, is influenced by: the number of included studies and sample sizes within them (i.e. number of independent effect sizes and their precision); the amount of variation in effects between studies; the (pre-specified) size of the ‘true’ effect being investigated; and the accepted probability of falsely rejecting the null hypothesis (conventionally set at $\alpha = 0.05$ for ecological and evolutionary analyses) [Valentine et al., 2010]. Statistical power is always lower for estimates of moderating effects compared to the meta-analytic mean, and much lower for estimates of the interaction between multiple moderating effects [Hedges & Pigott, 2004]. Power calculations are further complicated by uneven sampling within studies and multiple types of statistical non-independence (as is common in ecology and evolutionary biology; Item 14). Data simulations are usually required to estimate the probability of false-positive results for these complex analyses [for further guidance on these issues, see Gelman & Carlin (2014), Tipton et al. (2019) and Valentine et al. (2010)].

A key feature of any review is to summarise what research has been conducted and highlight gaps in the literature. For broad topics this can be the sole purpose of the review. For example, ‘systematic maps’ take a snapshot of the current state of research, and ‘bibliometric maps’ chart a field’s development by analysing publication and citation histories [Nakagawa et al., 2019]. The topics summarised by meta-analyses might be comparatively narrow, but their results are still context-dependent; for example, if all available studies were on temperate bird species it would be misleading to generalise about fish, or even tropical birds [Pyšek et al., 2008]. Most ecology and evolution meta-analyses contain too many studies for the characteristics of each individual study to be conveyed to the reader. Authors could therefore adopt some ‘mapping’ tools (e.g. Haddaway et al., 2019) to distil the key characteristics of their data set in a concise (and sometimes beautiful) format and summarise the magnitude and direction of research biases (Item 16).

**Item 21: Meta-analysis**

**Provide a quantitative synthesis of results across studies, including estimates for the mean effect size, with confidence/credible intervals.**

**Explanation and elaboration**

The meta-analytic mean and associated confidence interval can be provided in the text or displayed graphically. For some questions the primary outcome will be slopes or contrasts from meta-regressions (Item 23), and the meta-analytic mean or its statistical significance might not be biologically interesting (e.g. for analyses of absolute values). In those cases, authors can justify not displaying the meta-analytic mean.

**Item 22: Heterogeneity**

**Report indicators of heterogeneity in the estimated effect (e.g. $I^2$, $\tau^2$ and other variance components).**

**Explanation**

Statistical heterogeneity in a meta-analysis describes variation in the outcome between studies that exceeds what would be expected by sampling variance alone. When heterogeneity is high, meta-regressions can be run to see whether moderator variables account for some of the unexplained variation in outcomes. It is trickier to quantify heterogeneity for multilevel models (which are commonly used to account for non-independence; Item 14), but methods are available [Nakagawa & Santos, 2012]. For unweighted meta-analyses (Item 12) it is not possible to quantify heterogeneity as properly defined, but residual errors can be used as a surrogate (as sampling errors will be absorbed into the residual error component). High heterogeneity is the norm in ecology and evolution meta-analyses [Primer B; Senior et al., 2016]. Given that we usually summarise studies that differ in multiple ways, it is surprising and notable to find an effect with low heterogeneity (e.g. Rutkowska, Dubiec & Nakagawa, 2013). Opinions differ on the most informative heterogeneity statistics, and the best way to report them. In addition to presenting a single summary of heterogeneity for a meta-analysis, it might be beneficial to estimate heterogeneity on subsets of studies that are considered more homogeneous (as characterised in Item 20). Authors can also present prediction intervals alongside confidence/credible intervals, to capture uncertainty in the predicted effect from a future study [IntHout et al., 2016; Nakagawa et al., 2020].

**Item 23: Meta-regression**

**Provide estimates of meta-regression slopes (i.e. regression coefficients) for all variables that were assessed for their contribution to heterogeneity. Include confidence/credible intervals, and report interactions if they were included. Describe outcomes from model selection, if done (e.g. $R^2$ and AIC).**

**Explanation and elaboration**

Meta-regressions test whether a given variable moderates the magnitude or direction of an effect, and can therefore provide ‘review’ or ‘synthesis-generated’ evidence [Cooper, 2009;
Nakagawa et al., 2017). Moderator variables can be biological (e.g. sex), methodological (e.g. experimental design; Dougherty & Shuker, 2015), and sociological (e.g. publication status; Item 24; Murtaugh, 2002). Authors should distinguish between results from exploratory and hypothesis-testing models (Item 15 and Item 17), with the latter requiring complete reporting of the number of tests that were run (so that the false-positive discovery rate can be adjusted for multiple comparisons) (Forstmeier et al., 2017). When justifying the choice of model, authors can present statistical parameters of model fit (e.g. $R^2$) and information criterion [e.g. Akaike Information Criterion (AIC) and Deviance Information Criterion (DIC)]. When meta-regressions are run, authors can present $Q$ statistics to quantify whether moderator variables account for significant heterogeneity (Item 22). Model selection is a difficult and debated topic (Dennis et al., 2019), but all methods share the principle of transparently reporting outcomes.

Authors should provide all estimates from all models (i.e. complete reporting), to avoid the ‘Texas sharpshooter fallacy’ (whereby someone randomly fires many gunshots at a barn, paints a target around the tightest cluster, and then claims they are a good shot; Evers, 2017) (Primer C; Item 3; Item 17). Complete reporting will often require supplementary tables (especially for extensive sensitivity analyses; Item 24). Figures are an effective way to communicate the main results from meta-regressions. For categorical moderator variables, it is common to plot the estimate of each category’s intercept, with whiskers representing confidence (or credible) intervals (showing uncertainty in the mean effect for a given category). Authors can also include prediction intervals — showing uncertainty in the value of effect sizes from future studies — which provide intuitive displays of heterogeneity (Item 22) (for further ideas on displaying prediction intervals, see Nakagawa et al., 2020). For categorical variables with more than two levels, authors who wish to make inferences about the differences between mean estimates (‘intercepts’) should report the precision of all ‘slopes’ or ‘contrasts’, not just the contrast from one baseline category. Continuous moderator variable slopes can be displayed on top of a scatterplot or, better yet, a ‘bubble plot’ of raw effect sizes (in a bubble plot, the size of points can represent weights from the meta-regression model; Lane et al., 2012).

**Item 24: Outcomes of publication bias and sensitivity analyses**

Provide results for the assessments of the risks of bias (e.g. Egger’s regression, funnel plots) and robustness of the review’s results (e.g. subgroup analyses, meta-regression of study quality, results from alternative methods of analysis, and temporal trends).

**Explanation and elaboration**

Results from meta-analyses need to be considered alongside the risk that those results are biased, due to biases either across or within studies (i.e. publication bias, or problems with the included studies). When authors find evidence of bias, they should estimate the impact of suspected bias on the reviews’ results (i.e. robustness of results; Item 16). More generally, authors should consider if their results are robust to subjective decisions made during the review, such as: eligibility criteria (Item 4); data processing (including outlier treatment and choice of effect size; Item 10); and analysis methods (including how non-independence was handled; Items 12 and 14). There are usually multiple justifiable ways to conduct a meta-analysis: each subjective decision creates an alternative path, but results are robust when many paths lead to the same outcome (Palpacuer et al., 2019). Multiple sensitivity analyses will generate an abundance of information that can be presented within the supplementary information.

**XII. DISCUSSION AND CONTRIBUTIONS**

**Item 25: Discussion**

Summarise the main findings in terms of the magnitude of effects, their precision (e.g. size of confidence intervals, statistical significance), their heterogeneity, and biological/practical relevance. Compare results with previous reviews on the topic, if available. Discuss limitations and their influence on the generality of conclusions, such as gaps in the available evidence (e.g. taxonomic and geographical research biases).

**Explanation and elaboration**

There are six notes that we think authors should hit in their discussions, while allowing for variety in personal styles and journal requirements. First and second, both the magnitude and precision of the main results should be discussed. Some readers will skip straight from the introduction to the discussion, so it should be clear whether the effects being discussed are small or large, and whether they have been estimated with confidence. Third, do not ignore variation among studies when summarising aggregated results (i.e. discuss heterogeneity; Item 22). Fourth, put the results into a wider biological context (or state if the available evidence does not provide one; do not overreach). Such discussions can include the generation of testable hypotheses from exploratory analyses (Item 17). Fifth, discuss how the results of previous reviews or influential studies are strengthened or undermined by the current evidence. Sixth, discuss limitations of the current research, caused by either the methods of the review itself, or the information that was available from the primary literature. Limitations in the primary literature can refer to both the quality of individual studies (Primer D), and knowledge gaps (research biases; Item 20), both of which can be addressed by future research. Conversely, authors could identify types of studies that have been sufficiently common such that that future resources would be better spent elsewhere.

**Item 26: Contributions and funding**

Provide names, affiliations, contributions, and all funding sources of all co-authors. Provide
contact details for the corresponding author. Disclose any conflicts of interest.

Explanation and elaboration

The corresponding author should provide an email address with no intended expiry date (institutional email addresses might expire when authors leave the institution). The recent uptake in the author identifier ORCID has made it easier to contact authors when their corresponding email address changes (or to contact co-authors when the corresponding author is no longer available). In medical fields, systematic reviews are regularly financed by private companies that might have financial conflicts of interest in the review’s conclusions. When such external and financial conflicts of interest are present (which is conceivable for applied topics in ecology and evolutionary biology) it is expected they are disclosed. Currently, it is not common to disclose internal conflicts of interests, such as the professional benefits authors expect from publishing a high-profile review paper. For contributions statements, authors usually only list their contributions when there is a dedicated section in the journal, but we encourage authors to take it upon themselves to precisely state their contributions in the methods or acknowledgements sections (Ewers et al., 2019) (see also “CRediT – Contributor Roles Taxonomy; Holcombe, 2019).

Item 27: References

Provide a reference list of all studies included in the meta-analysis. Whenever possible, list included studies as referenced sources (e.g. rather than listing them in a table or supplement).

Explanation and elaboration

Studies included in a review article should be cited, so that they appear in the citation counts of scientific databases, to ensure that authors of primary studies are credited for their contribution (Kueffer et al., 2011). For authors of primary studies, it can be frustrating to have their hard work included in reviews but not cited, as most commonly occurs when sources for a meta-analysis are listed in a table or the supplementary information. To give primary studies their due credit, studies included in the review can either (i) be included in the main reference list of the paper, and indicated by an asterisk (or other symbol) to distinguish them from papers cited elsewhere in the review; or (ii) be listed in a secondary reference list that appears at the bottom of the journal article. The latter option has the advantage of delineating between studies included in the meta-analysis and studies that are cited in the text (e.g. Li et al., 2010; Kinlock et al., 2018), while allowing all studies to be correctly indexed within citation databases. Recognising this choice is not always available to authors, we encourage journals, and editors of review articles, to require all studies included in a meta-analysis be included in the main reference list, or else to ensure that citations in supplementary information are appropriately indexed.

XIII. HOW AND WHY TO USE PRISMA-EcoEvo

We aim for PRISMA-EcoEvo to help the ecology and evolution community raise the quality of reporting in systematic reviews and meta-analyses. Improved reporting in review articles is in the best interests of everyone. For authors of reviews, it will become easier to build upon earlier work; published methods and materials will make it easier to conduct both original reviews and update old ones. Clear reporting will help editors and reviewers provide reliable assessments of meta-analysis manuscripts. For the fields of ecology and evolutionary biology as a whole, well-reported systematic reviews provide clarity on what research has been done, what we can and cannot say with confidence, and which topics deserve attention from empiricists.

The PRISMA-EcoEvo checklist is available to download at https://osf.io/t8qd2/, and as an interactive web application at https://prisma-ecoevo.shinyapps.io/checklist/. The web application allows for automatic reporting quality assessments that are consistent with those detailed in the Supporting Information. Over time, PRISMA-EcoEvo can be updated to reflect improved reporting standards; users can provide feedback for an update by going to https://doi.org/10.17605/OSF.IO/GB5VX and following the instructions therein.

(1) PRISMA-EcoEvo for authors

Authors of systematic reviews and meta-analyses in ecology and evolutionary biology could make use of PRISMA-EcoEvo at any stage. Most of the items can be profitably planned ahead of time and registered in a time-stamped public repository or submitted to a journal as a registered report (Primer C; see also PRISMA for Protocols; Moher et al., 2015). When conducting a systematic review and meta-analysis, heeding the checklist items will help with organisation and project management, as PRISMA-EcoEvo provides a guide for which pieces of information should be tracked and recorded. For in-depth conduct guidance, review authors should consult more specialised resources, many of which are cited in the items above. Once a systematic review and meta-analysis is completed and is being prepared for submission to a journal, PRISMA-EcoEvo provides a checklist for authors on what to report in their manuscript. Checklists are useful tools as they reduce cognitive burdens (Parker et al., 2018b). Conscientious authors could assist reviewers by submitting the checklist alongside the key location for each item. When items are not applicable for their study, authors can provide a brief explanation. Upon first reading the checklist, the amount of detail and information might overwhelm some authors, but items that appear out of reach can be considered stretch goals (i.e. things to aim for in the future). We do not expect any authors, including ourselves, to achieve every item all at once, but we aim to make small improvements over time. Even if every manuscript reported only one extra item, we would raise reporting standards for the whole field.

(2) PRISMA-EcoEvo for reviewers and editors

Editors and reviewers of meta-analyses in ecology and evolutionary biology can use PRISMA-EcoEvo as a checklist for
(3) Valuing permanent online repositories

For PRISMA-EcoEvo to be effective, authors will need to report information supplementary to the main paper. The legacy of print journals engendered brevity in papers, which remains, in part, for the benefit of the typical reader who does not want, or need, the tedium of complete reporting. Permanent, findable, and accessible online repositories are therefore essential for those readers who want to know the basis for the conclusions of a review article. Our survey of reporting standards suggested supplementary resources are currently under-used (data shown in the Supporting Information), especially given that free and permanent online repositories remove the barriers previously imposed by journals (such as finite archiving and fees). The community may need to undergo a cultural shift to better appreciate and value materials supplementary to the main paper. Currently, authors might understandably feel the time spent preparing such materials does not return adequate benefits, but this could change if editors and reviewers request the additional information, and if supplementary materials are cited independently of the main text (Moher et al., 2018) (the materials can have their own DOI through platforms such as the Open Science Framework).

(4) Comparisons with PRISMA-2020

PRISMA-EcoEvo continues a long and valuable tradition of meta-analysts in ecology and evolution learning from practices in evidence-based medicine. To improve review methods, we often look towards medical fields for inspiration, as they are continually improving (due to more researchers, funding, and stakeholders). PRISMA-2020 requests greater reporting detail than the original PRISMA checklist did, and we encourage systematic review and meta-analysis authors in ecology and evolution to read the updated statement paper (Page et al., 2021b) as well as the explanations and elaborations (Page et al., 2021a). In comparing our respective fields, ecology and evolutionary biology currently lags furthest behind in review registration (Primer C) and assessing individual study quality (Primer D). Both these areas are currently contentious (as voiced by respondents to our survey; see Supporting Information), but we hope to see improvements spurred by PRISMA-EcoEvo. Two areas where ecology and evolution might be ahead of some medical fields are in the consideration of statistical non-independence (because our data are often more ‘complex’), and data sharing. We can further strive to improve the useability of our shared data (e.g. with better metadata), and lift code sharing to match the level of data sharing.

XIV. CONCLUSIONS

(1) Systematic reviews and meta-analyses are vital contributions to research fields when conducted well. However, when conducted poorly, erroneous conclusions can mislead readers. Transparent and complete reporting of these studies is therefore required, both so that confidence in the review’s results can be accurately assessed, and to make the review updatable when new information is published.

(2) Evidence suggests that reporting guidelines and checklists improve reporting quality. PRISMA, the most-cited guideline, was developed for reviews of medical trials. Multiple extensions of PRISMA have already been published to suit different types of reviews, but until now there has not been a checklist specifically designed for ecology and evolution meta-analyses. Having explanations and examples targeted at the ecology and evolutionary biology community should increase uptake of the guideline in this field.

(3) We created an extension of PRISMA to serve the ecology and evolution systematic review and meta-analysis community: version 1.0 of PRISMA-EcoEvo. PRISMA-EcoEvo is a 27-item checklist that outlines best reporting practices as they currently stand.

(4) Authors, editors, and reviewers can use PRISMA-EcoEvo for systematic review and meta-analysis publications (both traditional papers, and registered reports). Authors can use it before, during, and after conducting a review to assist with recording and reporting aims, methods, and outcomes. Editors and reviewers can use PRISMA-EcoEvo to increase reporting standards in the systematic review and meta-analysis manuscripts they review.

(5) Collectively, the meta-analysis community can improve reporting standards by including (and requesting) more PRISMA-EcoEvo items in the manuscripts they prepare, and review, over time. Research will be more efficient and effective when published reviews are transparent and reproducible.
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