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Abstract

Datasets with hundreds of variables and many missing values are commonplace. In this setting, it is both statistically and computationally challenging to detect true predictive relationships between variables and also to suppress false positives. This paper proposes an approach that combines probabilistic programming, information theory, and non-parametric Bayes. It shows how to use Bayesian non-parametric modeling to (i) build an ensemble of joint probability models for all the variables; (ii) efficiently detect marginal independencies; and (iii) estimate the conditional mutual information between arbitrary subsets of variables, subject to a broad class of constraints. Users can access these capabilities using BayesDB, a probabilistic programming platform for probabilistic data analysis, by writing queries in a simple, SQL-like language. This paper demonstrates empirically that the method can (i) detect context-specific (in)dependencies on challenging synthetic problems and (ii) yield improved sensitivity and specificity over baselines from statistics and machine learning, on a real-world database of over 300 sparsely observed indicators of macroeconomic development and public health.

1 Introduction

Sparse databases with hundreds of variables are commonplace. In these settings, it can be both statistically and computationally challenging to detect predictive relationships between variables [1]. First, the data may be incomplete and require cleaning and imputation before pairwise statistics can be calculated. Second, parametric modeling assumptions that underlie standard hypothesis testing techniques may not be appropriate due to nonlinear, multivariate, and/or heteroskedastic relationships. Third, as the number of variables grows, it becomes harder to detect true relationships while suppressing false positives. Many approaches have been proposed (see [17], Table 1 for a summary), but they each exhibit limitations in practice. For example, some only apply to fully-observed real-valued data, and most do not produce probabilistically coherent measures of uncertainty. This paper proposes an approach to dependence detection that combines probabilistic programming, information theory, and non-parametric Bayes. The end-to-end approach is summarized in Figure 1. Queries about the conditional mutual information (CMI) between variables of interest are expressed using the Bayesian Query Language [18], an SQL-like probabilistic programming language. Approximate inference with CrossCat [19] produces an ensemble of joint probability models, which are analyzed for structural (in)dependencies. For model structures in which dependence cannot be ruled out, the CMI is estimated via Monte Carlo integration.

In principle, this approach has significant advantages. First, the method is scalable to high-dimensional data: it can be used for exploratory analysis without requiring expensive CMI estimation for all pairs of variables. Second, it applies to heterogeneously typed, incomplete datasets with minimal pre-processing [19]. Third, the non-parametric Bayesian joint density estimator used to form CMI estimates can model a broad class of data patterns, without overfitting to highly irregular data. This paper shows that the proposed approach is effective on a real-world database with hundreds of variables and a missing data rate of $\sim35\%$, detecting common-sense predictive relationships that are missed by baseline methods while suppressing spurious relationships that baselines purport to detect.
2 Drawing Bayesian inferences about conditional mutual information

Let \( \mathbf{x} = (x_1, x_2, \ldots, x_D) \) denote a \( D \)-dimensional random vector, whose sub-vectors we denote \( \mathbf{x}_A = \{x_i : i \in A\} \) with joint probability density \( p_G(\mathbf{x}_A) \).

The symbol \( G \) refers to an arbitrary specification for the “generative” process of \( \mathbf{x} \), and parameterizes all its joint and conditional densities. The mutual information (MI) of the variables \( \mathbf{x}_A \) and \( \mathbf{x}_B \) (under generative process \( G \)) is defined in the usual way \[3\]:

\[
I_G(\mathbf{x}_A; \mathbf{x}_B) = \mathbb{E}_{(\mathbf{x}_A, \mathbf{x}_B)} \left[ \log \left( \frac{p_G(\mathbf{x}_A, \mathbf{x}_B)}{p_G(\mathbf{x}_A)p_G(\mathbf{x}_B)} \right) \right]. \tag{1}
\]

The mutual information can be interpreted as the KL-divergence of the Fenchel-Legendre transforms. The symbol \( G \) refers to an arbitrary specification for the “generative” process of \( \mathbf{x} \), and parameterizes all its joint and conditional densities. The mutual information (MI) of the variables \( \mathbf{x}_A \) and \( \mathbf{x}_B \) (under generative process \( G \)) is defined in the usual way \[3\]:

\[
I_G(\mathbf{x}_A; \mathbf{x}_B) = \mathbb{E}_{(\mathbf{x}_A, \mathbf{x}_B)} \left[ \log \left( \frac{p_G(\mathbf{x}_A, \mathbf{x}_B)}{p_G(\mathbf{x}_A)p_G(\mathbf{x}_B)} \right) \right]. \tag{1}
\]

Estimating the mutual information between the variables of \( \mathbf{x} \) given a dataset of observations \( \mathcal{D} \) remains an open problem in the literature. Various parametric and non-parametric methods for estimating MI exist \[21, 22, 15\]; see \[24\] for a comprehensive review. Traditional approaches typically construct a point estimate \( \hat{I}(\mathbf{x}_A; \mathbf{x}_B) \) (and possible confidence intervals) assuming a “true value” of \( I(\mathbf{x}_A; \mathbf{x}_B) \). In this paper, we instead take a non-parametric Bayesian approach, where the mutual information itself is a derived random variable; a similar interpretation was recently developed in independent work \[16\].

The randomness of mutual information arises from treating the data generating process and parameters \( G \) as a random variable, whose prior distribution we denote \( \pi \). Composing \( G \) with the function \( h : G \to I_G(\mathbf{x}_A; \mathbf{x}_B) \) induces the derived random variable \( h(G) \equiv I_G(\mathbf{x}_A; \mathbf{x}_B) \). The distribution of the MI can thus be expressed as an expectation under distribution \( \pi \):

\[
P[I_G(\mathbf{x}_A; \mathbf{x}_B) \in S] = \int \mathbb{1} \left[ I_G(\mathbf{x}_A; \mathbf{x}_B) \in S \right] \pi(dG) = \mathbb{E}_{G \sim \pi} \left[ \mathbb{1} \left[ I_G(\mathbf{x}_A; \mathbf{x}_B) \in S \right] \right]. \tag{3}
\]

Given a dataset \( \mathcal{D} \), we define the posterior distribution of the mutual information, \( P[I_G(\mathbf{x}_A; \mathbf{x}_B) \in S|\mathcal{D}] \) as the expectation in Eq \[3\] under the posterior \( \pi(\cdot|\mathcal{D}) \). We define the distribution over conditional mutual information \( P[I_G(\mathbf{x}_A; \mathbf{x}_B|\mathbf{x}_C) \in S] \) analogously to Eq \[3\], substituting the CMI \[2\] inside the expectation.
2.1 Estimating CMI with generative population models

Monte Carlo estimates of CMI can be formed for models expressed as generative population models \[18, 25\], a probabilistic programming formalism for characterizing the data generating process of an infinite array of realizations of random vector \( \mathbf{x} = (x_1, x_2, \ldots, x_D) \). Listing 1 summarizes elements of the GPM interface.

Listing 1 GPM interface for simulating from and assessing the density of conditional and marginal distributions of a random vector \( \mathbf{x} \).

```
SIMULATE(\( \mathcal{G} \), query: \( Q = \{ q_j \} \), condition: \( \mathbf{\hat{x}}_C = \{ \hat{x}_{e_j} \} \))
Return a sample \( s \sim p_0(\mathbf{\hat{x}}_C | \mathbf{x}, D) \).

LOGPdf(\( \mathcal{G} \), query: \( \hat{Q} = \{ \hat{q}_j \} \), condition: \( \hat{\mathbf{x}}_E = \{ \hat{x}_{e_j} \} \))
Return the joint log density \( p_0(\hat{\mathbf{x}}_Q | \mathbf{x}, D) \).
```

These two interface procedures can be combined to derive a simple Monte Carlo estimator for the CMI \( I_{CMI} \), shown in Algorithm 2a.

Algorithm 2a GPM-CMI

Require: GPM \( \mathcal{G} \); query \( A, B \); condition \( \mathbf{\hat{x}}_C \); accuracy \( T \)
Ensure: Monte Carlo estimate of \( I_{CMI}(\mathbf{x}_A ; \mathbf{x}_B | \mathbf{x}_C = \mathbf{\hat{x}}_C) \)
1: for \( t = 1, \ldots, T \) do
2: \( (\hat{\mathbf{x}}_A, \hat{\mathbf{x}}_B) \leftarrow \text{SIMULATE}(\mathcal{G}, A \cup B, \hat{\mathbf{x}}_C) \)
3: \( m_{A,B} \leftarrow \text{LOGPdf}(\mathcal{G}, \hat{\mathbf{x}}_{A:B}, \mathbf{\hat{x}}_C) \)
4: \( m_A \leftarrow \text{LOGPdf}(\mathcal{G}, \hat{\mathbf{x}}_A, \mathbf{\hat{x}}_C) \)
5: \( m_B \leftarrow \text{LOGPdf}(\mathcal{G}, \hat{\mathbf{x}}_B, \mathbf{\hat{x}}_C) \)
6: \( \text{return } \frac{1}{T} \sum_{t=1}^T (m_{A:B} - (m_A + m_B)) \)

While GPM-CMI is an unbiased and consistent estimator applicable to any probabilistic model implemented as a GPM, its quality in detecting dependencies is tied to the ability of \( \mathcal{G} \) to capture patterns in the dataset \( D \); this paper uses baseline non-parametric GPMs built using CrossCat (Section 3).

2.2 Extracting conditional independence relationships from CMI estimates

An estimator for the CMI can be used to discover several forms of independence relations of interest.

Marginal Independence It is straightforward to see that \( (\mathbf{x}_A \perp \perp \mathbf{x}_B) \) if and only if \( I_{CMI}(\mathbf{x}_A ; \mathbf{x}_B) = 0 \).

Context-Specific Independence If the event \( \{ \mathbf{x}_C = \mathbf{\hat{x}}_C \} \) decouples \( \mathbf{x}_A \) and \( \mathbf{x}_B \), then they are said to be independent “in the context” of \( \mathbf{x}_C \), denoted \( (\mathbf{x}_A \perp \perp \mathbf{x}_B | \{ \mathbf{x}_C = \mathbf{\hat{x}}_C \}) \) \[33\]. This condition is equivalent to the CMI from (2) equaling zero. Thus by estimating CMI, we are able to detect finer-grained independencies than can be detected by analyzing the graph structure of a learned Bayesian network \[33\].

Conditional Independence If context-specific independence holds for all possible observation sets \( \{ \mathbf{x}_C = \mathbf{\hat{x}}_C \} \), then \( x_A \) and \( x_B \) are conditionally independent given \( x_C \), denoted \( (x_A \perp \perp x_B | x_C) \). By the non-negativity of CMI, conditional independence implies the CMI of \( x_A \) and \( x_B \), marginalizing out \( x_C \), is zero:

\[
I_{CMI}(x_A ; x_B | x_C) = \mathbb{E} [I_{CMI}(x_A ; x_B | x_C = \mathbf{\hat{x}}_C)] = 0.
\]

Figure 2 illustrates different CMI queries which are used to discover these three types of dependencies in various data generators; Figure 3 shows CMI queries expressed in the Bayesian Query Language.

3 Building generative population models for CMI estimation with non-parametric Bayses

Our approach to estimating the CMI requires a prior \( \pi \) and model class \( \mathcal{G} \) which is flexible enough to emulate an arbitrary joint distribution over \( \mathbf{x} \), and tractable enough to implement Algorithm 2a for its arbitrary sub-vectors. We begin with a Dirichlet process mixture model (DPMM) \[12\]. Letting \( L_d \) denote the likelihood for variable \( d \), \( V_d \) a prior over the parameters of \( L_d \), and \( \lambda_d \) the hyperparameters of \( V_d \), the generative process for \( N \) observations \( D = \{ x_{(i:1:D)} : 1 \leq i \leq N \} \) is:

\[
\text{DPMM-Prior for } \mathbf{a}, \mathbf{z} \sim \text{CRP}(\cdot | \alpha)
\]

\[
\phi(d,k) \sim V_d(\cdot | \lambda_d), \quad d \in [D], k \in \text{UNIQUE}(\mathbf{z})
\]

\[
x_{(i,d)} \sim L_d(\cdot | \phi(d,z_i)), \quad i \in [N], d \in [D]
\]

We refer to \[7, 14\] for algorithms for posterior inference, and assume we have a posterior sample \( \hat{\mathcal{G}} = (\alpha, \mathbf{z}_{1:N}, \{ \phi(d) \}) \) of all parameters in the DPMM. To compute the CMI of an arbitrary query pattern \( I_{CMI}(x_A : x_B | x_C = \mathbf{\hat{x}}_C) \) using Algorithm 2a, we need implementations of SIMULATE and LOGPdf for \( \hat{\mathcal{G}} \). These two procedures are summarized in Algorithms 3a and 3b.

 Algorithm 3a DPMM-SIMULATE

Require: DPMM \( \hat{\mathcal{G}} \); target \( A \); condition \( \mathbf{\hat{x}}_C \)
Ensure: joint sample \( \hat{\mathbf{x}}_A \sim p_0(\cdot | \mathbf{\hat{x}}_C) \)
1: \( (l_{i=1}^{K+1}) \leftarrow \text{DPMM-CLUSTER-Posteriors}(\hat{\mathcal{G}}, \mathbf{\hat{x}}_C) \)
2: \( z_{N+1} \sim \text{CATEGORICAL}(l_1, \ldots, l_{K+1}) \)
3: for \( a \in A \) do
4: \( \hat{x}_a \sim L_a(\cdot | \phi(a,z_{N+1})) \)
5: return \( \hat{\mathbf{x}}_A \)

Algorithm 3b DPMM-LOGPdf

Require: DPMM \( \hat{\mathcal{G}} \); target \( \hat{\mathbf{x}}_A \); condition \( \mathbf{\hat{x}}_C \)
Ensure: log density \( p_0(\hat{\mathbf{x}}_A | \mathbf{\hat{x}}_C) \)
1: \( (l_{i=1}^{K+1}) \leftarrow \text{DPMM-CLUSTER-Posteriors}(\hat{\mathcal{G}}, \mathbf{\hat{x}}_C) \)
2: for \( k = 1, \ldots, K + 1 \) do
3: \( t_k \leftarrow \prod_{a \in A} L_a(\hat{x}_a | \phi(a,k)) \)
4: return \( \log \left( \sum_{k=1}^{K+1} t_k \right) \)
Probability Density

(a) Ground truth “common-effect” generator [29].

(b) The first three plots verify that \( A, B, \) and \( C \) are marginally independent. The next three plots show that conditioning on \( C \) “couples” the parents \( A \) and \( B \) (both for fixed values of \( C \in \{2, -2\} \), and marginalizing over all \( C \)). The last plot shows that \( \{C = 0\} \) does not couple \( A \) and \( B \), due to symmetry of signum.

Figure 2: Posterior distributions of CMI under the DPMM posterior, given 100 data points from canonical Bayes net structures. Distributions peaked at 0 indicate high probability of (conditional) independence. In both cases, the posterior CMI distributions correctly detect the marginal, conditional, and context-specific independences in the “ground truth” Bayes nets, despite the fact that both “common-cause” and “common-effect” structures are not in the (structural) hypothesis space of the DPMM prior.

Algorithm 3c DPMM-CLUSTER-POSTERIOR

Require: DPMM \( \mathcal{G} \); condition \( \hat{x}_C \);
Ensure: \( \{p_{\theta}(z_{N+1} = k) : 1 \leq k \leq \max(z_{1:N}) + 1 \} \)
1: \( K \leftarrow \max(z_{1:N}) \)
2: for \( k = 1, \ldots, K + 1 \) do
3: \( n_k \leftarrow \left\lfloor \frac{1}{\alpha} \left| \{ x_i \in \mathcal{D} : z_i = k \} \right| \right\rfloor \) if \( k \leq K \)
\( = \left\lfloor \frac{1}{\alpha} \sum_{i=1}^{n_k} (l_k) \right\rfloor \) if \( k = K + 1 \)
4: \( l_k \leftarrow \left( \prod_{i \in C} L_C(\hat{x}_i | \phi_{i,k}) \right) n_k \)
5: return \( (l_1, \ldots, l_{K+1}) / \sum_{k=1}^{K+1} (l_k) \)

The subroutine DPMM-CLUSTER-POSTERIOR is used for sampling (in DPMM-SIMULATE) and marginalizing over (in DPMM-LOGPROB) the non-parametric mixture components. Moreover, if \( L_d \) and \( V_d \) form a conjugate likelihood-prior pair, then invocations of \( L_d(\hat{x}_d | \Phi_{d,k}) \) in Algorithms 3a and 3b can be Rao-Blackwellized by conditioning on the sufficient statistics of data in cluster \( k \), thus marginalizing out \( \Phi_{d,k} \) [29]. This optimization is important in practice, since analytical marginalization can be obtained in closed-form for several likelihoods in the exponential family [9]. Finally, to approximate the posterior distribution over CMI in [2], it suffices to aggregate DPMM-CMI from a set of posterior samples \( \{G_1, \ldots, G_H\} \sim \text{iid} \pi(\cdot | \mathcal{D}) \). Figure 2 shows posterior CMI distributions from the DPMM successfully recovering the marginal and conditional independencies in two canonical Bayesian networks.

3.1 Inducing sparse dependencies using the CrossCat prior

The multivariate DPMM makes the restrictive assumption that all variables \( x = (x_1, \ldots, x_D) \) are (structurally) marginally dependent, where their joint distribution fully factorizes conditioned on the mixture assignment \( z \). In high-dimensional datasets, imposing full structural dependence among all variables is too conservative. Moreover, while the Monte Carlo error of Algorithm 24 does not scale with the dimensionality \( D \), its runtime scales linearly for the DPMM, and so estimating the CMI is likely to be prohibitively expensive. We relax these constraints by using CrossCat [19], a structure learning prior which induces sparsity over the dependencies between the variables of \( x \). In particular, CrossCat posits a factorization of \( x \) according to a variable partition \( \gamma = \{ \mathcal{V}_1, \ldots, \mathcal{V}_{|\gamma|} \} \), where \( \mathcal{V}_i \subseteq [D] \). For \( i \neq j \), all variables in block \( \mathcal{V}_i \) are mutually (marginally and conditionally) independent of all variables in \( \mathcal{V}_j \). The factorization of \( x \) given the
The CrossCat generative process for $V$ block-specific DPMM parameters. The joint predictive density $p_{\gamma_v}(x_v|D)$ given $x_4 = 14$ and marginalizing over $x_5$, is less than 0.1 nats.

Estimate the probability that the mutual information of $(x_1, x_2)$ with $x_3$, given $x_4 = 14$ and marginalizing over $x_5$, is less than 0.1 nats.

Estimate (SELECT * FROM VARIABLES OF population WHERE PROBABILITY OF MUTUAL INFORMATION WITH $x_2 < 0.1 > 0.9$) BY population LIMIT 100;

Synthesize a hypothetical dataset with 100 records, including only those variables which are probably independent of $x_2$.

variable partition $\gamma$ is therefore given by:

$$p_{\gamma}(x|D) = \prod_{v \in \gamma} p_{\gamma}(x_v|D)v).$$

Within block $V$, the variables $x_v = \{x_d: d \in V\}$ are distributed according to a multivariate DPMM; subscripts with $V$ (such as $\gamma_v$) now index a set of block-specific DPMM parameters. The joint predictive density $p_{\gamma_v}(x_v|D)$ is given by Algorithm 3.

$$p_{\gamma_v}(x_v|D) = \sum_{k=1}^{K_v+1} \left( \frac{n_{[\gamma,k]}^{(n_{\phi(k,v)},1)}}{\sum_{k=1}^{K_v} n_{[\gamma,k]}^{(n_{\phi(k,v)},1)}} \right).$$

The CrossCat generative process for $N$ observations $D = \{x_{i,[1:D]}: 1 \leq i \leq N\}$ is summarized below.

**CrossCat-Prior**

$\alpha' \sim \text{Gamma}(1, 1)$

$v = (v_1, \ldots, v_D) \sim \text{CRP}^\alpha$ $V_k \leftarrow \{i \in [D]: v_i = k\}$ $k \in \text{Unique}(v)$

$x_{i,[v_i]} \sim \text{DPMM-Prior}$

We refer to [19] [23] for algorithms for posterior inference in CrossCat, and assume we have a set of approximate samples $\{\hat{G}_i: 1 \leq i \leq H\}$ of all latent CrossCat parameters from the posterior $\pi(\cdot|D)$.

### 3.2 Optimizing a CMI Query

The following lemma shows how CrossCat induces sparsity for a multivariate CMI query.

**Lemma 1.** Let $G$ be a posterior sample from CrossCat, whose full joint distribution is given by (6) and (5). Then, for all $A, B, C \subseteq [D]$, $I_G(x_A: x_B | x_C = \hat{x}_C) = \sum_{V \in \gamma} I_{G_v}(x_{A\cap V}: x_{B\cap V} | \hat{x}_{C\cap V})$, where $I_{G_v}(x_{A\cap V}: \emptyset | \hat{x}_{C\cap V}) \equiv 0$.

**Proof.** Refer to Appendix A

An immediate consequence of Lemma 1 is that structure discovery in CrossCat allows us to optimize Monte Carlo estimation of $I_G(x_A: x_B | x_C = \hat{x}_C)$ by ignoring all target and condition variables which are not in the same block $V$, as shown in Algorithm 4a and Figure 4.

**Algorithm 4a CrossCat-CMI**

**Require:** CrossCat $G$; query $A, B$; condition $\hat{x}_C$; acc. $T$

**Ensure:** Monte Carlo estimate of $I_G(x_A: x_B | x_C = \hat{x}_C)$

1: for $V \in \gamma$ do

2: if $A \cap V$ and $B \cap V$ then

3: $i_v \leftarrow \text{GPM-CMI}(G_v, A \cap V, B \cap V, \hat{x}_{C\cap V}, T)$

4: else

5: $i_v \leftarrow 0$

6: return $\sum_{V \in \gamma} i_V$
3.3 Upper bounding the pairwise dependence probability

In exploratory data analysis, we are often interested in detecting pairwise predictive relationships between variables \((x_i, x_j)\). Using the formalism from Eq 4, we can compute the probability that their MI is non-zero: \(P[I(x_i; x_j) > 0]\). This quantity can be upper-bounded by the posterior probability that \(x_i\) and \(x_j\) have the same assignments \(v_i\) and \(v_j\) in the CrossCat variable partition \(\gamma\):

\[
P[I(x_i; x_j) > 0] = P[I_G(x_i; x_j) > 0 | \{G : v_i = v_j\}] P[\{G : v_i = v_j\}] + P[I_G(x_i; x_j) > 0 | \{G : v_i \neq v_j\}] P[\{G : v_i \neq v_j\}] = P[I_G(x_i; x_j) > 0 | \{G : v_i = v_j\}] P[\{G : v_i = v_j\}] \leq \frac{1}{H} \sum_{h=1}^{H} \|\hat{G}_h : \hat{v}[n,i] = \hat{v}[n,j]\],
\]

where Lemma 11 has been used to set the addend in line 3 to zero. Also note that the summand in (7) can be computed in \(O(1)\) for CrossCat sample \(\hat{G}_h\). When dependencies among the \(D\) variables are sparse such that many pairs \((x_i, x_j)\) have MI upper bounded by 0, the number of invocations of Algorithm 1a required to compute pairwise MI values is \(\ll O(D^2)\). A comparison of upper bounding MI versus exact MI estimation with Monte Carlo is shown in Figure 5.

4 Applications to macroeconomic indicators of global poverty, education, and health

This section illustrates the efficacy of the proposed approach on a sparse database from an ongoing collaboration with the Bill & Melinda Gates Foundation\(^1\). The Gapminder data set is an extensive longitudinal dataset of \(~320\) global developmental indicators for \(~200\) countries spanning over 5 centuries \([27]\). These include variables from a broad set of categories such as education, health, trade, poverty, population growth, and mortality rates. We experiment with a cross-sectional slice of the data from 2002. Figure 6a shows the pairwise \(R^2\) correlation values between all variables; each row and column in the heatmap is an indicator in the dataset, and the color of a cell is the raw value of \(R^2\) (between 0 and 1). Figure 6b shows pairwise binary hypothesis tests of independence using HSIC \([13]\), which detects a dense set of dependencies including many spurious relationships (Appendix B). For both methods, statistically insignificant relationships (\(\alpha = 0.05\) with Bonferroni correction for multiple testing) are shown as 0. Figure 6c shows an upper bound on the pairwise probability that the MI of two variables exceeds zero (also a value between 0 and 1). These entries are estimated using Eq (7) (bypassing Monte Carlo estimation) using \(H = 100\) samples of CrossCat. For the dependent \(P[I_G(x_i; x_j) > 0]\) in Figure 6c, only indicates the existence of a predictive relationship between \(x_i\) and \(x_j\); it does not quantify either the strength or directionality of the relationship.

\(^1\)A further application, to a real-world dataset of mathematics exam scores, is shown in Appendix C.
It is instructive to compare the dependencies detected by $R^2$ and CrossCat-CMI. Table 6d shows pairs of variables that are spuriousely reported as dependent according to correlation; scatter plots reveal they are either (i) are sparsely observed or (ii) exhibit high correlation due to large outliers. Table 6e shows common-sense relationships between pairs of variables that CrossCat-CMI detects but $R^2$ does not; scatter plots reveal they are either (i) non-linearly related, (ii) roughly linear with heteroskedastic noise, or (iii) pairwise independent but dependent given a third variable. Recall that CrossCat is a product of DPMMs; practically meaningful conditions for weak and strong consistency of Dirichlet location-scale mixtures have been established by [11, 33]. This supports the intuition that CrossCat can detect a broad class of predictive relationships that simpler parametric models miss.

Figure 6 focuses on a group of four “trade”-related variables in the Gapminder dataset detected as probably dependent: “net trade balance”, “total goods traded”, “exports of goods and services”, and “imports of goods and services”. $R^2$ fails to detect a statistically significant dependence between “net trade balance” and the other variables, due to weak linear correlations and heteroskedastic noise as shown in the scatter plots (Figure 7d). From economics, these four variables are causally related by the graphical model in Figure 7c, where the value of a node is a noisy addition or subtraction of the values of its parents. Figure 7d illustrates that CrossCat recovers predictive relationships between these variables: conditioning on “exports”=150 and “balance”=30 (a low probability event according to the left subplot) centers the posterior predictive distribution of “imports” around 120, and decouples it from “total goods”. The posterior CMI curves of “imports” and “total goods”, with and without the conditions on “exports” and “balance”, formalize this decoupling (right subplot of Figure 7d).

5 Related Work

There is broad acknowledgment that new techniques for dependency detection beyond linear correlation are required. Existing approaches for conditional independence testing include the use of kernel methods [1, 10, 35, 29], copula functions [2, 25, 17], and char-
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6 Discussion

This paper has shown it is possible to detect predictive relationships by integrating probabilistic programming, information theory, and non-parametric Bayes. Users specify a broad class of conditional mutual information queries using a simple SQL-like language, which are answered using a scalable pipeline based on approximate Bayesian inference. The underlying approach applies to arbitrary generative population models, including parametric models and other classes of probabilistic programs [25]; this work has focused on exploiting the sparsity of CrossCat model structures to improve scalability for exploratory analysis. With this foundation, one may extend the technique to domains such as causal structure learning. The CMI estimator can be used as a conditional-independence test in a structure discovery algorithm such as PC [31]. It is also possible to use learned CMI probabilities as part of a prior over directed acyclic graphs in the Bayesian setting. This paper has focused on detection and preliminary assessment of predictive relationships; confirmatory analysis and descriptive summarization are left for future work, and will require an assessment of the robustness of joint density estimation when random sampling assumptions are violated. Moreover, new algorithmic insights will be needed to scale the technique to efficiently detect pairwise dependencies in very high-dimensional databases with tens of thousands of variables.
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A Proof of optimizing a CMI query

*Proof of Lemma 1.* We use the product-sum property of the logarithm (line 3) and linearity of expectation (line 4) to show that CrossCat’s variable partition induces a factorization of a CMI query.

\[
\mathcal{I}_G (x_A; x_B | x_C) = \mathbb{E} \left[ \log \left( \frac{p_G (x_A, x_B | x_C)}{p_G (x_A | x_C) p_G (x_B | x_C)} \right) \mathcal{G}_v \right]
= \mathbb{E} \left[ \log \left( \prod_{v \in \gamma} \frac{p_G (x_{A|V}, x_{B|V} | x_{C|V})}{p_G (x_A | x_C) p_G (x_B | x_C)} \right) \right]
= \mathbb{E} \left[ \log \left( \prod_{v \in \gamma} \frac{p_G (x_{A|V}, x_{B|V} | x_{C|V})}{p_G (x_{A|V}, x_{B|V} | x_{C|V})} \right) \right]
= \sum_{v \in \gamma} \mathcal{I}_{G_v} (x_{A|V}; x_{B|V} | x_{C|V}).
\]

B Experimental methods for dependence detection baselines

In this section we outline the methodology used to produce the pairwise $R^2$ and HSIC heatmaps shown in Figures 6a and 6b. To detect the strength of linear correlation (for $R^2$) and perform a marginal independence test (for HSIC) given variables $x_i$ and $x_j$ in the Gapminder dataset, all records in which at least one of these two variables is missing were dropped. If the total number of remaining observations was less than three, the null hypothesis of independence was not rejected due to degeneracy of these methods at very small sample sizes. Hypothesis tests were performed at the $\alpha = 0.05$ significance level. To account for multiple testing (a total of $\binom{\text{225}}{2} = 51040$), a standard Bonferroni correction was applied to ensure a family-wise error rate of at most $\alpha$.

We used an open source MATLAB implementation for HSIC (function *hisTestBoot* from http://gatsby.ucl.ac.uk/~gretton/indepTestFiles/indep.htm). 1000 permutations were used to approximate the null distribution, and kernel sizes were determined using median distances from the dataset. From Figure 6b, HSIC detects a large number of statistically significant dependencies. Figures 8 and 9 report spurious relationships reported as dependent by HSIC but have a low dependence probability of less than 0.15 according to posterior CMI (Eq.7), and common-sense relationships reported as independent HSIC but have a high dependence probability.
C Application to a database of mathematics marks

| mech | vectors | algebra | analysis | stats |
|------|---------|---------|----------|-------|
| 77   | 82      | 67      | 67       | 81    |
| 23   | 38      | 36      | 48       | 15    |
| 63   | 78      | 80      | 70       | 81    |
| 55   | 72      | 63      | 70       | 68    |
| ...  | ...     | ...     | ...      | ...   |

- **(a)** Database of mathematics marks for 88 students, where rows are students and columns are exam scores.

| M   | V   | G   | L   | S   |
|-----|-----|-----|-----|-----|
| 1.00| 0.33| 0.23| 0.00| 0.03|
| V   | 0.33| 1.00| 0.28| 0.08| 0.02|
| G   | 0.23| 0.28| 1.00| 0.43| 0.36|
| L   | 0.00| 0.08| 0.43| 1.00| 0.26|
| S   | 0.02| 0.02| 0.36| 0.26| 1.00|

- **(b)** Partial correlation matrix; red entries indicate statistically significant conditional independences.

- **(c)** Undirected (Gaussian) graphical model implied by the partial correlation matrix.

- **(d)** Histograms from the raw dataset (top); and predictive distributions from CrossCat (bottom).

- **(e)** Posterior distribution of CMI(vectors, analysis) given various conditions of algebra show context-specific dependence.

**Figure 10:** Using posterior CMI distributions to discover context-specific predictive relationships in the mathematics marks dataset [20, 31, 6] which are missed by partial correlations. (a) The database contains scores of 88 students on five mathematics exams: mechanics, vectors, algebra, analysis, and statistics. Modeling the variables as jointly Gaussian and computing the partial correlation matrix indicates that (mechanics, vectors) are together conditionally independent of (analysis, statistics), given algebra. (b) A Gaussian graphical model which expresses the conditional independences relationships is formed by removing edges whose incident nodes have statistically-significant partial correlations of zero. The graph suggests that when predicting the vectors score for a student whose algebra score is known, further conditioning on the analysis score provides no additional information. We will critique this finding, by showing that the predictive strength of analysis on vectors given algebra varies, depending on the conditioning value of algebra. (d) The left panel shows that when algebra = 50, conditioning on analysis = 70 appears to have little effect on the prediction for vectors. The right panel shows that when algebra = 60, however, conditioning on analysis = 70 results in a sizeable shift of the posterior mean of vectors from 52 to just under 70. This shift is consistent with the top right histogram, where knowing that analysis = 70 eliminates all the vectors scores in the heavy left tail. (e) We formalize this “context-specific” dependence by computing the distribution of the CMI of vectors and analysis under two conditions: algebra = 50 (green curve), and algebra = 60 (red curve). The red curve places great probability on higher values of mutual information than the green curve, which explains the shift in predictive density from (d). Finally, we observe that the CMI is weakest when marginalizing over all values of algebra (blue curve), which explains why the partial correlation of vectors and analysis, which only considers marginal relationships, is near zero.