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Abstract

Automatic charge prediction aims to predict the final charges according to the fact descriptions in criminal cases and plays a crucial role in legal assistant systems. Existing works on charge prediction perform adequately on those high-frequency charges but are not yet capable of predicting few-shot charges with limited cases. Moreover, there exist many confusing charge pairs, whose fact descriptions are fairly similar to each other. To address these issues, we introduce several discriminative attributes of charges as the internal mapping between fact descriptions and charges. These attributes provide additional information for few-shot charges, as well as effective signals for distinguishing confusing charges. More specifically, we propose an attribute-attentive charge prediction model to infer the attributes and charges simultaneously. Experimental results on real-work datasets demonstrate that our proposed model achieves significant and consistent improvements than other state-of-the-art baselines. Specifically, our model outperforms other baselines by more than 50% in the few-shot scenario. Our codes and datasets can be obtained from https://github.com/thunlp/attribute_charge.

1 Introduction

The task of automatic charge prediction aims to train a machine judge to determine the final charges (e.g., theft, robbery or traffic offence.) of the defendants in criminal cases. As a representative subtask of legal judgment prediction, charge prediction plays an important role in legal assistant systems and can benefit many real-world applications. For example, it can provide a handy reference for legal experts (e.g., lawyers and judges) and improve their working efficiency. Meanwhile, it can supply ordinary people who are unfamiliar with legal terminology and complex procedures with legal consulting. 

As a typical task in legal intelligence, automatic charge prediction has been studied for decades and most existing works formalize this task under the text classification framework. At the early stage, researchers pay great efforts to extract efficient features from text or case profiles. For example, some works (Liu et al., 2004; Liu and Hsieh, 2006) utilize shallow textual features, including characters, words, and phrases, to predict charges. Katz et al. (2017) predict the US Supreme Court’s decisions with efficient features extracted from case profiles (e.g., dates, locations, terms, and types). All these approaches require numerous human effort to design features and annotate training instances. Besides, these methods are hard to scale to other scenarios. Inspired by the successful usage of deep neural networks on natural language processing tasks (Kim, 2014; Baharudin et al., 2010; Tang et al., 2015), researchers propose to employ deep neural networks to model legal documents. For example, Luo et al. (2017) propose an attention-based neural network for charge prediction by incorporating the relevant law articles.

However, charge prediction is still confronted with two major challenges which make it non-trivial:
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On June 24, 2015, the defendant pry open a company employee dormitory door into room, stole 2 mobile phones, a wallet and a tablet computer. The defendant was found when he was ready to leave the scene, then he attacked the victim and attempted to escape...

**Few-Shot Charges.** In practice, the case numbers of various charges are highly imbalanced. According to our statistics on a real-world dataset, the most frequent 10 charges (e.g., theft, intentional injury, and traffic offence) cover 78.1% cases. On the contrary, the most low-frequency 50 (e.g., scalping relics, disrupting the order of the court, and tax-escaping) charges only cover less than 0.5% cases and most of these charges own only around ten cases correspondingly. Previous works usually focus on these common charges and ignore the few-shot ones. Though deep neural models advance feature-engineering based charge prediction methods, they are unable to handle few-shot charges well due to the requirement of sufficient training data. Therefore, how to deal with these charges with limited cases is critical to a robust and effective charge prediction system.

**Confusing Charges.** Besides few-shot charges, there also exist many confusing charge pairs, such as (theft, robbery) and (misappropriation of funds, embezzlement). For each confusing pair, the definitions of two charges only differ in the verification of a specific act and the circumstances in corresponding cases are usually similar to each other. As illustrated in Fig. 1, many robbery case also contain the act of theft, and the existence of violence is the only key factor to distinguish these two charges. Thus, how to capture the crucial factors for distinguishing confusing charges is another challenge of charge prediction.

To address these issues, we propose to introduce discriminative legal attributes of charges into consideration and take these attributes as the internal mapping between facts and charge. More specifically, we select 10 representative attributes of charges, including violence, intentional crime, buying and selling and so on. Afterwards, we conduct a low-cost category-level annotation, i.e., for each charge, we annotate the value (including yes, no, or not available) of each attribute. This annotation indicates if an attribute is the essential condition of a charge.

With the attribute annotation of charges, we propose a novel multi-task learning framework to predict the attributes and charges of each case simultaneously. In this model, we employ attribute attention mechanism to capture the critical factual information relevant to a specific attribute. After that, we combine these attribute-aware representations with an attribute-free fact representation to predict the final charges. There are two reasons for introducing legal attributes into our charge prediction model. On one hand, these attributes can provide explicit knowledge about how to distinguish confusing charges. On the other hand, these attributes are shared by all charges, and the knowledge can transfer from high-frequency charges to low-frequency ones. Even for the few-shot charges, we can learn an efficient attribute-aware representation for prediction.

To investigate the advantage of our model on handling few-shot and confusing charges, we conduct experiments on three real-world datasets of Chinese criminal cases. Experimental results demonstrate that our model significantly and consistently outperforms other state-of-the-art models on all datasets and evaluation metrics. It is worth noting that, our model outperforms other baselines by more than 50% for the few-shot charges.

To summarize, we make three main contributions as follows:

1. We are the first to focus on the few-shot and confusing problems in charge prediction. To address these issues, we introduce legal attributes of charges into charge prediction task for the first time.

2. We propose a novel multi-task learning framework to infer the attributes and charges of a case jointly. To achieve it, we employ attribute attention mechanism to learn attribute-aware fact representa-
tions.

(3) We conduct efficient experiments on several real-world datasets, and our model significantly outperforms other baselines and achieves more than 50% improvements for few-shot charges.

2 Related Work

2.1 Zero-Shot Classification

Our work is relevant to zero-shot classification in computer vision. Many attribute-based models have been proposed under this task since attributes are shared among different classes and can offer an intermediate representation. Lampert et al. (2014) introduces direct attribute prediction (DAP) and indirect attribute prediction (IAP), and proposes attribute classifiers which can be pre-trained and dont need re-training when finding new suitable object class. Akata et al. (2013) proposes to transform the task of attribute-based classification to the label-embedding task. Jayaraman and Grauman (2014) introduces a random forest method stressing the unreliability of attribute prediction for unseen classes. They also extend it to the few-shot scenario.

Other than attributes, other external information can also be introduced to promote zero-shot classification. Elhoseiny et al. (2014) makes use of text description of the class label to transfer knowledge between text features and visual features. Zero-shot learning has also been used in applications besides object recognition, such as activity recognition (Zellers and Choi, 2017) and event recognition (Wu et al., 2014).

2.2 Charge Prediction

Researchers in the legal area have been working on automatically making the legal judgment for a long time. Kort (1957) applies quantitative methods to predict judgment by calculation numerical values for factual elements. Nagel (1963) makes use of correlation analysis to make predictions for reapportioning cases. Keown (1980) introduced mathematical models used for legal prediction such as linear models and the scheme of nearest neighbors. These methods are usually mathematical or quantitative, and they are restricted to a small dataset with few labels.

Since machine learning has been proven successful in many areas, researchers begin to formalize charge prediction as a text classification problem and make use of machine learning methods. Such work usually focuses on feature extraction from the case fact. Lin et al. (2012) fetches 21 legal factor labels for case classification. Mackaay and Robillard (1974) extracts N-grams and topics created by clustering semantically similar N-grams as features. Sulea et al. (2017) proposes a system based on SVM ensembles using the case description, ruling and time span of a case as input. However, these methods only extract shallow text features or manual labels which are hard to gather on a larger dataset. Whats more, the conventional models could not catch the subtle difference between similar crimes, thus they wouldnt perform well when the number of classes increases and more similar crimes appear.

With the successful usage of neural network methods on speech (Mikolov et al., 2011; Hinton et al., 2012; Dahl et al., 2012; Sainath et al., 2013), computer vision (CV) (Krizhevsky et al., 2012; Farabet et al., 2013; Tompson et al., 2014; Szegedy et al., 2015) and natural language processing (NLP) (Collobert et al., 2011; Kim, 2014; Bordes et al., 2014; Sutskever et al., 2014; Jean et al., 2015; Yang et al., 2016), researchers propose to employ neural models for legal tasks. Luo et al. (2017) proposes a hierarchical attentional network to predict charges and extract relevant articles jointly. However, this work only focuses on high-frequency charges, without paying attention to few-shot and confusing ones. To address these issues, we propose an attention-based neural model by incorporating several discriminative legal attributes.

3 Method

In this section, we propose a few-shot neural model which jointly models charge prediction task and legal attribute prediction task in a unified framework. In the following parts, we first introduce the discriminative charge attributes. Afterward, we give definitions of charge prediction and attribute prediction. Then
we describe the neural encoder of fact description and the attention-based attribute predictor. At last, we show the output layer and the loss function of our model.

3.1 Discriminative Charge Attributes

To distinguish confusing charges and provide additional knowledge for few-shot charges, we introduce 10 discriminative attributes for all the charges in Chinese criminal law. The detailed descriptions of these attributes are shown in Table 1. For each (charge, attribute) pair, it can be labeled as Yes, No or NA. For example, the charge of manslaughter should be labeled as No on Intentional Crime, Yes on Death, NA on State Organ. Note that, the fact-findings of a specific case can only be labeled as Yes or No. When convicting someone of a certain crime, the facts should conform to the description of the certain charge. Thus for a certain attribute, the label of a specific case and the label of the corresponding charge should be the same or not in conflict. In other words, for a certain attribute, the label of a case and the charge can only be (Yes, Yes), (No, No), (Yes, NA), or (No, NA). In practice, we conduct a low-cost annotation and annotate the attributes of 149 distinct charges manually. Then, we assign each case with the same attributes of its corresponding charge.

| Attributes         | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| Profit Purpose     | Whether the criminal commits a crime on the purpose of getting profit.       |
| Buying and Selling | Whether the criminal has buying or selling behavior during the commission of the crime. |
| Death              | Whether death is caused by the criminal.                                    |
| Violence           | Whether the criminal has the act of violence.                               |
| State Organ        | Whether the case or the charge involves State organ or any functionary of a State organ. |
| Public Place       | Whether the criminal commits a crime in a public place.                     |
| Illegal Possession | Whether the criminal commits a crime for the purpose of illegal possession.  |
| Physical Injury    | Whether a physical injury is caused by the criminal.                        |
| Intentional Crime  | Whether the criminal commits an intentional crime.                          |
| Production         | Whether the criminal commits a crime during the production.                 |

Table 1: The descriptions of selected attributes.

3.2 Formalizations

3.2.1 Charge Prediction

The fact description of a case can be seen as a word sequence \( x = \{x_1, \ldots, x_n\} \), where \( n \) represents the sequence length, \( x_i \in T \), and \( T \) is a fixed vocabulary. Given the fact description \( x \), the charge prediction task aims to predict a charge \( y \in Y \) from a charge set \( Y \).

3.2.2 Attributes Prediction

The attributes prediction task can be regarded as a binary classification task. It takes the same input sequence \( x \) as in the charge prediction task, and aims to predict the fact-findings of attributes \( p = \{p_1, \ldots, p_k\} \) according to the fact. Here, \( k \) is the number of selected attributes, and \( p_i \in \{0, 1\} \) is the label for a certain attribute.

3.3 Fact Encoder

As illustrated in Fig. 2, fact encoder encodes the discrete input sequence into continuous hidden states. Here, we employ conventional Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) as fact encoder due to its ability to extract semantic meanings. LSTM is a variation of RNN and is capable of capturing long-term dependencies.

First, LSTM encoder converts each word \( x_i \in x \) into its word embedding \( x_i \in \mathbb{R}^d \), where \( d \) is the dimension of word embeddings. Then, we get the corresponding word embedding sequence as
\( \mathbf{x} = \{x_1, \ldots, x_n\} \).

At each time step \( t \in [1, n] \), the LSTM cell intakes \( x_t \), recalculates memory cell \( c_t \), and outputs new hidden state \( h_t \) as follows:

\[
\begin{align*}
    f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f), \\
    i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i), \\
    o_t &= \sigma(W_o x_t + U_o h_{t-1} + b_o), \\
    c_t &= \tanh(W_c x_t + U_c h_{t-1} + b_c), \\
    h_t &= o_t \odot c_t,
\end{align*}
\]

(1)

Here, \( f_t \), \( i_t \) and \( o_t \) represent forget gate, input gate, and output gate respectively. \( \odot \) means element-wise multiplication and \( \sigma \) is the sigmoid activation function. \( W, U, \) and \( b \) are weight matrices and bias vectors. After processing all time steps, we get a hidden state sequence \( h = \{h_1, \ldots, h_n\} \). At last, we feed it into a max-pooling layer to get the attribute-free representation \( e = [e_1, \ldots, e_s] \) as

\[
e_i = \max(h_{1,i}, \ldots, h_{n,i}), \forall i \in [1, s].
\]

(2)

Here, \( s \) is the dimension of hidden states.

### 3.4 Attentive Attribute Predictor

Given the fact description \( x \), the attribute predictor aims to predict the label of every attribute. Inspired by (Yang et al., 2016), we employ an attention mechanism to select relevant information from facts and generate attribute-aware fact representations.

As shown in Fig. 2, attribute predictor takes the hidden state sequence \( h = \{h_1, \ldots, h_n\} \) as input. Our attentive attribute predictor then calculates attention weights \( a = \{a_1, \ldots, a_k\} \) for all attribute, where \( a_i = [a_{i,1}, \ldots, a_{i,n}] \), \( j \in [1, k] \), \( a_{i,j} \) is calculated by:

\[
a_{i,j} = \frac{\exp(\tanh(W^{a} h_j)^T u_i)}{\sum_{j} \exp(\tanh(W^{a} h_j)^T u_i)}. 
\]

(3)

Here, \( u_i \) is the context vector of the \( i \)-th attribute to calculate how informative an element is to the attribute \( i \), and \( W^a \) is a weight matrix that all attributes share. Afterwards, we get attribute-aware representations of fact \( g = \{g_1, \ldots, g_k\} \), where \( g_i = \sum_j a_{i,j} h_t \). At last, with representations \( g \), we project it into the label space and use softmax function to get the final prediction results \( p = [p_1, \ldots, p_k] \), where \( p_i \) is the prediction result of attribute \( i \) and is calculated by:

\[
    z_i = \text{softmax}(W^p g_i + b^p), \\
    p_i = \arg \max(z_i).
\]

(4)
Here, \( z_i \) is the prediction probability distribution on \( \text{Yes} \) and \( \text{No} \). \( W^y_i \) and \( b_i \) are weight matrix and bias vector of attribute \( i \).

### 3.5 Output Layer

To integrate the fact descriptions and fact-findings of all attributes, we use both attribute-free and attribute-aware representations to predict the final charge of a case in the output layer. The predicted distribution \( y \) over all charges is calculated as follows:

\[
\begin{align*}
\mathbf{r} &= \frac{1}{k} \sum_{i} \mathbf{g}_i, \\
\mathbf{v} &= \mathbf{e} \oplus \mathbf{r}, \\
y &= \text{softmax}(W^y \mathbf{v} + b^y).
\end{align*}
\]

Here, \( \mathbf{r} \) is the average of attribute-aware representations. \( \mathbf{r} \) and \( \mathbf{e} \) are concatenated into the final fact representation \( \mathbf{v} \). \( W^y \) and \( b^y \) are weight matrix and bias vector in the output layer.

### 3.6 Optimization

The training objective of our proposed model consists of two parts. The first one is to minimize the cross-entropy between predicted charge distribution \( y \) and the ground-truth distribution \( \hat{y} \). The other one is to minimize the cross-entropy between predicted distribution and the ground-truth fact-finding of each attribute.

The charge prediction loss can be formalized as:

\[
\mathcal{L}_{\text{charge}} = -\sum_{i=1}^{C} y_i \cdot \log(\hat{y}_i),
\]

where \( y_i \) is the ground-truth label, \( \hat{y}_i \) is prediction probability, and \( C \) is the number of charges.

As each attribute is equally important in the model, we can easily calculate the attribution loss by sum up the cross-entropy of all attributes. However, when the attribute of a specific charge is \( \text{NA} \), the label of the corresponding cases can be \( \text{Yes} \) or \( \text{No} \). Therefore, we only add up the cross-entropy to the attribute loss when this attribute of the charge belongs to \( \text{Yes} \) or \( \text{No} \). At last, we formulate the attribute loss as:

\[
\mathcal{L}_{\text{attr}} = -\sum_{i=1}^{k} I_i \sum_{j=1}^{2} z_{ij} \cdot \log(\hat{z}_{ij}),
\]

where \( I_i \) is an indicator function. \( I_i = 1 \) if the \( i \)-th attribute of current charge is labeled as \( \text{Yes} \) or \( \text{No} \), and \( I_i = 0 \) otherwise. Obviously, \( z_i \) is the ground-truth label, and \( \hat{z}_i \) is predicted probabilities distribution on \( \text{Yes} \) and \( \text{No} \).

Considering the two objectives, our final loss function \( \mathcal{L} \) is obtained by adding \( \mathcal{L}_{\text{charge}} \) and \( \mathcal{L}_{\text{attr}} \) as follows:

\[
\mathcal{L} = \mathcal{L}_{\text{charge}} + \alpha \cdot \mathcal{L}_{\text{attr}},
\]

where \( \alpha \) is a hyper-parameter to balance the weight of the two parts in the loss function.

### 4 Experiments

In order to investigate the effectiveness of our model on criminal charges prediction, we conduct experiments on several real-world datasets and compare our model with several state-of-the-art baselines.

#### 4.1 Dataset Construction

Since there are no publicly available datasets in previous works for charges prediction, we collect criminal cases published by the Chinese government from China Judgments Online\(^1\). As each case is well-structured and divided into several parts such as fact, court view, and penalty result, we select the fact...

\(^1\)http://wenshu.court.gov.cn.
part of each case as our input. Besides, we can easily extract the charges from the penalty result by regular expression. We have manually checked the extracted charges and there are few mistakes.

Although there are some cases that contain multiple defendants and multiple charges in real-world, considering the task would be too complex to solve if these cases contained, we removed the cases which have more than one charges in a verdict. Besides, in order to examine the performance of our method on few-shot charges, we keep 149 distinct charges (near 3 times as compared with (Luo et al., 2017)) with at least 10 cases.

After preprocessing, we randomly select about 400,000 cases and construct three datasets with different scales, denoted as Criminal-S(small), Criminal-M(medium) and Criminal-L(large). The three different datasets contain the same number of charges but the different number of cases. The detailed statistics are shown in Table 2.

| Datasets | Criminal-S | Criminal-M | Criminal-L |
|----------|------------|------------|------------|
| train    | 61,589     | 153,521    | 306,900    |
| test     | 7,702      | 19,189     | 38,368     |
| valid    | 7,755      | 19,250     | 38,429     |

Table 2: The statistics of different datasets.

4.2 Attribute Selection and Annotation

As mentioned in previous part, we propose to introduce discriminative attributes to enhance charge prediction. To select these attributes, we first train a LSTM based charge prediction model and obtain the confusion matrix of predicted charges on validation set. Then, we filter out the confusing charge pairs and provide them to three master students majoring in criminal. According to these confusing charge pairs, they define 10 representative attributes to distinguish these confusing pairs.

With the selected 10 attributes, we conduct a low-cost annotation over all charges. Here, the low-cost annotation means we only need to annotate 10 attributes for 149 charges manually, rather than all cases. As the selected attributes are discriminative and unambiguous, we asked these annotators to reach an agreement for each annotation. Totally, we spent less than 10 hours for annotation.

4.3 Baselines

We employ several typical text classification models and one charge predicting model as baselines:

- **TFIDF+SVM**: We implement term-frequency inverse document frequency (TFIDF) (Salton and Buckley, 1988) to extract features of inputs, and employ SVM (Suykens and Vandewalle, 1999) as the classifier.
- **CNN**: We implement the CNN with multiple filter widths (Kim, 2014) as text classifier.
- **LSTM**: We implement a two-layer LSTM (Hochreiter and Schmidhuber, 1997) with a max-pooling layer as the fact encoder.
- **Fact-Law Attention Model**: Luo et al. (2017) propose an attention-based neural charge prediction model by incorporating relevant law articles.

4.4 Experiment Settings and Evaluation Metrics

As all the case documents are written in Chinese without word cutting, we employ THULAC (Sun et al., 2016) for word segmentation and set the maximum document length to 500. For the TFIDF+SVM model, we set the feature size to 2,000. For other neural models, we employ Skip-Gram model (Mikolov et al., 2013) to pre-train word embeddings with the embedding size of 100. We set the hidden state size of LSTM to 100. For the CNN based models, we set the filter widths to (2, 3, 4, 5) with each filter size to 25 for consistency. The weight $\alpha$ of the attribute loss is set to 1.

Note that, the representation size of our model turns into 200 after concatenation. For a fair comparison, we add a $100 \times 200$ fully connected layer between after the pooling layer in CNN and LSTM.
denoted as CNN-200 and LSTM-200.

We use Adam (Kingma and Ba, 2015) as the optimizer, and set the learning rate to 0.001, the dropout rate (Srivastava et al., 2014) to 0.5 and the batch size to 64. We employ accuracy (Acc.), macro-precision (MP), macro-recall (MR) and macro-F1 as our evaluation metrics.

4.5 Results and Analysis

| Datasets     | Acc. | MP  | MR  | F1  | Acc. | MP  | MR  | F1  | Acc. | MP  | MR  | F1  |
|--------------|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|-----|
| TFIDF+SVM    | 85.8 | 49.7| 41.9| 43.5| 89.6 | 58.8| 5.01| 52.1| 91.8 | 67.5| 54.1| 57.5|
| CNN          | 91.9 | 50.5| 44.9| 46.1| 93.5 | 57.6| 48.1| 50.5| 93.9 | 66.0| 50.3| 54.7|
| CNN-200      | 92.6 | 51.1| 46.3| 47.3| 92.8 | 56.2| 50.0| 50.8| 94.1 | 61.9| 50.0| 53.1|
| LSTM         | 93.5 | 59.4| 58.6| 57.3| 94.7 | 65.8| 63.0| 62.6| 95.5 | 69.8| 67.0| 66.8|
| LSTM-200     | 92.7 | 60.0| 58.4| 57.0| 94.4 | 66.5| 62.4| 62.7| 95.1 | 72.8| 66.7| 67.9|
| Fact-Law Att.| 92.8 | 57.0| 53.9| 53.4| 94.7 | 66.7| 60.4| 61.8| 95.7 | 73.3| 67.1| 68.6|
| **Our Model**| **93.4**| **66.7**| **69.2**| **64.9**| **94.4**| **68.3**| **69.2**| **67.1**| **95.8**| **75.8**| **73.7**| **73.1**|

Table 3: Charge prediction results of three datasets.

As shown in Table 3, we can observe that our model significantly and consistently outperforms all the baselines. Almost all existing methods perform poorly under the macro-F1 metric, which indicates their shortage of predicting few-shot charges. Conversely, our model achieves promising improvements (7.9%, 4.4%, and 5.2% absolutely on three datasets respectively), which demonstrates the robustness and effectiveness of our model.

To further verify the advance of our model on dealing with few-shot charges, we show the performance on charges with different frequencies. As shown in Table 4, we divide the charges into three parts according to their frequencies. Here, the charges with \( \leq 10 \) cases are low-frequency, and the charges with \( > 100 \) cases are high-frequency. From this table, we find that our model achieves more than 50% improvements than baseline method for the low-frequency (i.e., few-shot) charges, which verifies the effectiveness of our model on handling few-shot issues.

| Charge Type | Low frequency | Medium frequency | High frequency |
|-------------|---------------|------------------|----------------|
| Charge Number | 49 | 51 | 49 |
| LSTM-200     | 32.6 | 55.0 | 83.3 |
| Our Model    | **49.7** (↑ 17.1%) | **60.0** (↑ 5.0%) | **85.2** (↑ 1.9%) |

Table 4: Macro-F1 values of various charges on Criminal-S.

| Datasets      | Acc. | MP  | MR  | F1  | Acc. | MP  | MR  | F1  | Acc. | MP  | MR  | F1  |
|---------------|------|-----|-----|-----|------|-----|-----|-----|------|-----|-----|-----|
| **Our model** | **93.4** | **66.7** | **69.2** | **64.9** | **94.4** | **68.3** | **69.2** | **67.1** | **95.8** | **75.8** | **73.7** | **73.1** |
| w/o attention | **93.5** | 63.4 | 60.1 | 60.0 | 94.7 | **68.8** | 58.2 | 60.9 | 94.9 | 70.9 | 54.4 | 58.6 |
| w/o concatenation | **93.5** | 59.3 | 59.0 | 57.2 | **95.0** | 64.6 | 62.4 | 62.5 | 95.7 | 69.4 | 64.5 | 65.4 |

Table 5: Experimental results of ablation test.

4.6 Ablation Test

Our method is characterized by the incorporation of attention mechanism and attribute-aware representations. Thus, we design ablation test respectively to investigate the effectiveness of these modules. When taken off the attention mechanism, for each attribute we replace attention mechanism with a fully connected layer. When taken off the attribute-aware representations (i.e., without concatenating the averaged
attribute-aware representation), our method degrades into a typical multi-task learning based on LSTM for both charge and attribute prediction.

As shown in Table 5, we can observe that the performance drops obviously after removing the attention layer or the concatenation. The macro-F1 decreases at least 4%. Therefore, it can be seen that both attention mechanism and attribute-aware fact representation play irreplaceable roles in our model.

### 4.7 Case Study

In this part, we select a representative case to give an intuitive illustration of how the predicted attributes help to promote the performance of charge prediction. In this case, the defendant is convicted of intentional injury. It is often hard to decide whether to judge a case as affray or intentional injury since they are both related to violence. One important difference between them is that intentional injury has the feature of physical injury, while affray does not.

So we believe the attribute physical injury is essential in the charge prediction of this case. As shown in Table 6, our model correctly predicts the label of physical injury as Yes, and consequently predicts the charge as intentional injury. In contrary, the model LSTM-200 predicts it as affray incorrectly. In addition, we visual the heat map of this case when predicting the attribute intentional injury. Words with deeper background color have higher attention weights. From this figure, we observe that the attention mechanism can capture key patterns and semantics relevant to current attribute.

| Task                        | Charge Prediction | Attribute Prediction on physical injury |
|-----------------------------|-------------------|----------------------------------------|
| Ground Truth               | Intentional Injury | Yes                                    |
| Our model                  | Intentional Injury | Yes                                    |
| LSTM-200                   | Affray            | N/A                                    |

Table 6: Charge and attribute prediction result of the selected case.

Example Case - Intentional Injury

The defendant Zhu had a dispute with Jia due to driving problems in front of the Meishang Furniture Factory, Jiangning District, Nanjing at 9 on April 21, 2013. Afterwards, Zhu gathered a crowd to Meishang Furniture. In the workshop of the factory, with tools such as iron rods and axes, they beat Jia! The victim Yu was chopped when he was helping to fend off the attack. The right parietal bone of Yu had a fracture. According to the forensic medical appraisal of Jiangning Branch of the Nanjing Municipal Public Security Bureau, the victim Yu's injury degree was slight wound.

Figure 3: Visualization of attention mechanism.

### 5 Conclusion

In this work, we focus on the task of charge prediction according to the fact descriptions of criminal cases. To address the problem of prediction few-shot and confusing charges, we introduce discriminative legal
attributes into consideration and propose a novel attribute-based multi-task learning model for charge prediction. Specifically, our model learns attribute-free and attribute-aware fact representation jointly by utilizing attribute-based attention mechanism.

In future, we will explore the following directions:

(1) There are more complicated criminal cases, such as multiple defendants and charges. Thus, it is challenging to handle this general form of charge prediction.

(2) In this work, we only utilize several simple attributes of charges, while there exist more complex essential conditions of charges. How to take full usage of essential conditions of charges is expected to improve the interpretability of charge prediction models.
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