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Abstract

Denoising diffusion probabilistic models (DDPMs) have emerged as competitive generative models yet brought challenges to efficient sampling. In this paper, we propose novel bilateral denoising diffusion models (BDDMs), which take significantly fewer steps to generate high-quality samples. From a bilateral modeling objective, BDDMs parameterize the forward and reverse processes with a score network and a scheduling network, respectively. We show that a new lower bound tighter than the standard evidence lower bound can be derived as a surrogate objective for training the two networks. In particular, BDDMs are efficient, simple-to-train, and capable of further improving any pre-trained DDPM by optimizing the inference noise schedules. Our experiments demonstrated that BDDMs can generate high-fidelity samples with as few as 3 sampling steps and produce comparable or even higher quality samples than DDPMs using 1000 steps with only 16 sampling steps (a 62x speedup).

1 Introduction

Deep generative models have shown a tremendous advancement in image generation [1], speech synthesis [2, 3], natural language generation [4] and unsupervised representation learning [5, 6] for downstream tasks. The successful methods can be mainly divided into two branches – generative adversarial network (GAN) [7] based models and likelihood-based models [8–21]. The former use an adversarial training procedure, but the training can be unstable, and its training objective is not suitable to be compared against other GAN models; the latter use log-likelihood or surrogate objectives for training, but they also have intrinsic limitations. For example, the auto-regressive models [8, 9] have exceedingly slow sampling speed and poor scaling properties on high dimensional data, as its sampling is inherently a sequential process. Likewise, the flow-based models [10–15] rely on specialized architectures to build a normalized probability model so that the model training is less parameter-efficient and typically more difficult than other likelihood-based generative models [16]. On the other hand, for those using the surrogate losses, such as the evidence lower bound in variational auto-encoders [17–19] and the contrastive divergence in energy-based models [20, 21], they improve inference speed but often yield lower quality samples than autoregressive and GAN models and typically only work well for low-dimensional data [16].

An up-and-coming class of likelihood-based models is the diffusion probabilistic models (DPMs) [1, 22], which shed light on the generation of high-quality samples comparable or even superior [23] to the current state-of-the-art (SOTA) autoregressive and GAN models. Sohl-Dickstein et al. [22] introduced the idea of using an iterative forward process for destroying the structure of a given distribution while learning the reverse process for restoring the structure in the data. With a different modeling objective, the score-based generative models [24] used a neural network trained with the score matching [25] to produce samples via Langevin dynamics. As a seminal work of DPMs,
2 Diffusion probabilistic models (DPMs)

Given i.i.d. samples \( \{x_0 \in \mathbb{R}^D\} \) from an unknown data distribution \( p_{\text{data}}(x_0) \), diffusion probabilistic models (DPMs) \([22]\) define a forward process \( q(x_{1:T}|x_0) = \prod_{t=1}^T q(x_t|x_{t-1}) \) that converts any complex data distribution into a simple, tractable distribution after \( T \) steps of diffusion. To revert the forward diffusion process, a reverse generative process, defined as a finite-time Markov chain \( p_\theta(x_{t-1}|x_t) \), is used to model the data distribution by the marginal likelihood \( p_\theta(x_0) = \int \prod_{t=1}^T p_\theta(x_{t-1}|x_t) dx_{1:T} \), where the variational parameters \( \theta \) are learnt by maximizing the standard evidence lower bound (ELBO):

\[
\mathcal{F}_{\text{elbo}} := \mathbb{E}_q \left[ \log p_\theta(x_0|x_1) - \sum_{t=2}^T \text{KL}(q(x_{t-1}|x_t,x_0)||p_\theta(x_{t-1}|x_t)) - \text{KL}(q(x_T|x_0)||p(x_T)) \right].
\]

(1)

2.1 Denoising diffusion probabilistic models (DDPMs)

As an extension to DPMs, de-noising diffusion probabilistic models (DDPMs) \([1]\) applied the score matching \([25,24]\) technique to parameterize generative process. In particular, DDPMs considered a
Gaussian diffusion process parameterized by a noise schedule $\beta \in \mathbb{R}^T$ with $0 < \beta_1, \ldots, \beta_T < 1$:

$$ q_\beta(x_{1:T}|x_0) := \prod_{t=1}^{T} q_{\beta_t}(x_t|x_{t-1}), \quad \text{where} \quad q_{\beta_t}(x_t|x_{t-1}) := \mathcal{N}(\sqrt{1-\beta_t}x_{t-1}, \beta_t I), \quad (2) $$

by which we can take advantage of a nice property of isotropic Gaussian distributions to directly express $x_t$ in a closed form:

$$ q_\beta(x_t|x_0) = \mathcal{N}(x_t; \alpha_t x_0, (1-\alpha_t^2) I), \quad \text{where} \quad \alpha_t = \sqrt{1-\beta_t} \quad (3) $$

Then, a score network $\epsilon_\theta(x_t, \alpha_t)$ is employed to define a more complex reverse process:

$$ p_\theta(x_{t-1}|x_t) := \mathcal{N}\left(\frac{1}{\sqrt{1-\beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_\theta(x_t, \alpha_t) \right), \frac{1-\alpha_{t-1}^2}{1-\alpha_t^2} \beta_t I \right), \quad (4) $$

in case learning $\theta$ entails training the score network with back-propagation. Note that using the complete ELBO in Eq. (1) to train the score network requires $T$ forward passes of the score network and back-propagating through $T$ diffusion steps, which makes the training computationally prohibitive. To feasibly training score network, instead of computing the complete ELBO, DDPMs proposed a training heuristic to sample $t \sim \text{Uniform}([1, \ldots, T])$ at each step of training and compute the following simplified training loss:

$$ \mathcal{L}_{\text{ddpm}}^{(t)}(\theta) := \mathbb{E}\left[ \epsilon_t - \epsilon_\theta\left( \alpha_t x_0 + \sqrt{1-\alpha_t^2} \epsilon_t, \alpha_t \right) \right]_t^2, $$

which can be seen as a re-weighted term of $\mathbb{KL}(q_\beta(x_{t-1}|x_t, x_0)||p_\theta(x_{t-1}|x_t))$. Notably, although the re-weighting effectively worked in practice, it is deficient for learning the noise schedule $\beta$. Distinctively, in the following section, we present an effective, theoretically grounded approach to estimate a proper inference schedule from an alternative bilateral modeling perspective.

3 Bilateral denoising diffusion models (BDDMs)

Noise scheduling has been shown significant for sampling acceleration and for high-fidelity generation. In DDPMs, a linear noise schedule was set and shared for both forward and reverse processes. In practice, a large $T$, such as $T = 1000$, needs to be used to make the reverse process a good approximation. This leads to an unacceptably slow sampling process due to $T$ forward passes of the score network according to Eq. (4).

To relax the computational burden, Chen et al. [2] and Kong et al. [3] allowed the noise schedule for sampling, denoted as $\beta \in \mathbb{R}^N$, to be different from the noise schedule for training $\beta$. In particular, much shorter, non-linear noise schedules (as few as 6 steps) were successfully used in both works for sampling without observing any significant degradation in generation. However, searching for a highly-performed noise schedule for sampling remains unsolved issue. Kong et al. [3] defined a fixed, practically useful noise schedule for sampling. As a more general approach, given a well-trained score network Chen et al. [2] used a grid search (GS) algorithm to select $\beta$. Yet, GS is prohibitively slow for $N > 6$. Meanwhile, DDPMs [14] mentioned that the training noise schedule $\beta$ could be learned by reparameterization (although not implemented or investigated in their work). We present an ablation study in Sec. 5 and demonstrate that a direct reparameterization on $\beta$ is less favorable.

In this paper, bilateral denoising diffusion models (BDDMs) are motivated (1) to provide a theoretical grounding on the training performed at the diffusion step $t$, which is inline with the training heuristic in [11], and (2) to allow a direct learning of the noise schedule for sampling based on the theory. The idea underlying BDDMs is to use the forward process to directly sample $x_t \sim q_\beta(x_t|x_0)$ and then consider the reverse process $p_\theta(x_{t-1}|x_t)$ starting from the sampled $x_t$. The joint consideration of forward and reverse process in one integral is what we view as the bilateral modeling in BDDMs. Formally, we first define the prior at step $t$ as $\pi(x_t)$ such that $p_\theta(x_{0:t}) = \pi(x_t)p_\theta(x_{0:t-1}|x_t)$ for $t \in \{2, \ldots, T\}$. Then, we derive a new lower bound to the log marginal likelihood:

\[ \mathcal{L}_{\text{ddpm}}^{(t)}(\theta) := \mathbb{E}\left[ \epsilon_t - \epsilon_\theta\left( \alpha_t x_0 + \sqrt{1-\alpha_t^2} \epsilon_t, \alpha_t \right) \right]_t^2, \]

\[ \text{Here,} \epsilon_\theta(x_t, \alpha_t) \text{ is conditioned on the continuous noise scale} \alpha_t, \text{ as in [2][2]. Alternatively, the score network can also be conditioned on a discrete time index} \epsilon_\theta(x_t, t), \text{ as in [3][11]. An approximate mapping of a noise schedule to a time schedule [33] exists, we consider conditioning on noise scales as the general case.} \]
Proposition 1. Given a noise schedule $\beta$, the following lower bound holds for $t \in \{2, ..., T\}$:

$$\log p_\theta(x_0) \geq F_{score}^{(t)}(\theta) := -E_{q_\phi(x_t|x_0)} \left[ L_{score}^{(t)}(\theta) + R_\theta(x_0, x_t) \right],$$

where

$$L_{score}^{(t)}(\theta) := KL \left( p_\theta(x_{t-1}|x_t) \| \pi(x_{t-1}) \right),$$

$$R_\theta(x_0, x_t) := -E_{p_\theta(x_t|x_0)} \left[ \log p_\theta(x_0|x_1) \right].$$

The proof is provided in the Appendix. In practice, $R_\theta(x_0, x_t)$ can be approximated by a one-step prediction from $x_t$ to $x_1$ using the non-Markovian probability density function defined in denoising diffusion implicit models (DDIMs) [33]. In this regard, the proposed lower bound $F_{score}^{(t)}(\theta)$ allows us to consider only one $t$ at each training step for efficient training, which is practically more advantageous than the standard ELBO in Eq. (1) that entails computing a sum of $T$ KL terms. Below, we show that the proposed bound resembles $L_{ddpm}^{(t)}(\theta)$ under the following conditions:

Proposition 2. If we set $\pi(x_{t-1}) = q_\beta(x_{t-1}|x_t, x_0)$ for $t \in \{2, ..., T\}$, then any optimal solution satisfying $\theta^* = \arg\max_{\theta} L_{ddpm}(\theta) \forall t \in \{1, ..., T\}$, also satisfies $\theta^* = \arg\max_{\theta} F_{score}^{(t)}(\theta) \forall t \in \{2, ..., T\}.$

The proof is followed in the Appendix. By this proposition, we see that optimizing $L_{ddpm}^{(t)}(\theta)$ for training the score network $\theta$ is sufficient to maximize the proposed lower bound $F_{score}^{(t)}(\theta)$. In this sense, we provide a theoretical grounding for the training heuristic used in DDPMs and DDIMs, which can be seen as optimizing a special case of our derived objective (when setting $\pi(x_{t-1}) = q_\beta(x_{t-1}|x_t, x_0)$). In addition, it is practically beneficial that our proposed BDDMs can re-use $\theta$ from any well-trained DDPM or DDIM.

Given that $\theta$ can be trained to maximize the log evidence with the pre-specified noise schedule $\beta$, the remaining question of interest in BDDMs is how to find a good enough noise schedule $\beta \in \mathbb{R}^N$ for sampling for an optimized $\theta^*$. To tackle this problem, we introduce a novel scheduling network $\sigma_\phi(x_n)$, which is responsible for estimating the ratio between two consecutive noise scales ($\hat{\beta}_n$ and $\hat{\beta}_{n+1}$) from the current noisy observation $x_n$ for inference in a descending order (from $n = N$ to 1).

To make use of the scheduling, we first need to understand the relationship between the noise scale $\hat{\beta}_n$ at step $n$ and the noise scale variables at step $n + 1$ (i.e. $\hat{\alpha}_{n+1}$ and $\hat{\beta}_{n+1}$). As a remark, we indeed can derive the range of $\hat{\beta}_n$ from its definition:

Remark 1. Suppose the noise schedule for sampling is monotonic, i.e., $0 < \hat{\beta}_1 \ldots < \hat{\beta}_N < 1$, then, for $1 \leq n < N$, $\hat{\beta}_n$ satisfies the following inequality:

$$0 < \hat{\beta}_n < \min \left\{ 1 - \frac{\hat{\alpha}_{n+1}^2}{1 - \hat{\beta}_{n+1}}, \frac{\hat{\alpha}_{n+1}^2}{1 - \hat{\beta}_{n+1}} \right\}. \tag{9}$$

The derivation is presented in the Appendix. Note that monotonic noise schedules have been widely used in the prior arts [24, 36, 32] and would lead to a tighter upper bound for $\hat{\beta}_n$. In practice, a tighter bound is helpful to keep the noise schedule short and effective for sampling. Consequently, we define the scheduling network $\sigma_\phi : \mathbb{R}^D \mapsto (0, 1)$ such that

$$\hat{\beta}_n = \min \left\{ 1 - \frac{\hat{\alpha}_{n+1}^2}{1 - \hat{\beta}_{n+1}}, \frac{\hat{\beta}_{n+1}}{1 - \hat{\beta}_{n+1}} \right\} \sigma_\phi(x_n), \tag{10}$$

where $\phi$ is a set of learnable neural network parameters. Given the definition of scheduling network, we are now able to estimate the noise schedule for sampling, which we call the noise scheduling process. By defining the maximum number of reverse steps (denoted as $M$), we can sequentially compute the score $\epsilon_\theta(x_n, \hat{\alpha}_n)$ as in sampling except that the noise scale $\hat{\alpha}_n = \prod_{i=n+1}^{T} \sqrt{1 - \beta_i}$ is backward computed based on the output of scheduling network starting from the white noise $x_N \sim \mathcal{N}(0, I)$. The remaining problem is how to learn the network parameter $\phi$. We note that $L_{score}^{(t)}$ depends on $\beta_t$ but not $\hat{\beta}_n$, thus it cannot simply be used to learn $\phi$. As a result, we first build a link between sampling and training schedules by adding a constraint to the scheduling network:

$$q_\phi(x_{n+1}|x_n = \tilde{x}) = q_\beta(x_{t+1}|x_t = \tilde{x}), \tag{11}$$
where $1 \leq \tau < T$ is an positive integer, and $\tilde{x}$ is an arbitrary diffused variable. This constraint states that one step of diffusion using $\beta_t$ estimated by $\sigma_\phi$ equals to $\tau$ steps of diffusion using $\beta_1, \ldots, \beta_{\tau+\tau}$. Considering the simplest case where $\tau = 1$, i.e., $q_\phi(x_n|x_{n-1}) = q_\theta(x_t|x_{t-1})$, we can deduce the following proposition for learning $\phi$:

**Proposition 3.** Assuming $\theta$ has been optimized and hypothetically converged to the optimal parameters $\theta^*$, where by optimal parameters it means that $p_\theta^*(x_{1:t-1}|x_0) = q_\theta(x_{1:t-1}|x_0)$. Then, we can express the gap between $\log p_\theta^*(x_0)$ and $\mathcal{F}^{(t)}_{\text{score}}(\theta^*)$ by $\phi$ as follows:

$$\log p_\theta^*(x_0) - \mathcal{F}^{(t)}_{\text{score}}(\theta^*) = \mathbb{E}_{q_\phi(x_t|x_0)} \left[ \sum_{i=2}^{t} \mathcal{L}^{(i)}_{\text{step}}(\phi; \theta^*) \right],$$

where

$$\mathcal{L}^{(i)}_{\text{step}}(\phi; \theta^*) := \mathbb{KL}(p_\theta^*(x_{i-1}|x_i) || q_\phi(x_{i-1}|x_i)).$$

The proof is shown in Appendix. From this proposition, we can observe that minimizing $\phi$ over $\mathcal{L}^{(i)}_{\text{step}}(\phi; \theta^*)$ leads to minimizing the gap between $\log p_\theta^*(x_0)$ and $\mathcal{F}^{(t)}_{\text{score}}(\theta^*)$ even when $\theta$ is at its optimal. Besides its practical values, the above proposition is also theoretically appealing. Followed by this proposition, we design a new lower bound $\mathcal{F}^{(t)}_{\text{bddm}}(\theta, \phi)$ that enjoys nice theoretical properties:

**Corollary 1.** Relative to the standard ELBO evaluated at step $t \in \{2, \ldots, T\}$ defined in [37] as

$$\mathcal{F}^{(t)}_{\text{elbo}}(\theta) := -\mathbb{E}_{q_\phi(x_t|x_0)} \left[ \mathbb{KL}(q_\phi(x_{t-1}|x_t, x_0) || p_\theta(x_{t-1}|x_t)) + \mathcal{R}_\phi(x_0, x_t) \right],$$

we propose a new lower bound as the following

$$\mathcal{F}^{(t)}_{\text{bddm}}(\theta, \phi) := \begin{cases} \mathcal{F}^{(t)}_{\text{score}}(\theta) & \text{if } \theta \neq \theta^* \\
\mathcal{F}^{(t)}_{\text{score}}(\theta) + \mathbb{E}_{q_\phi(x_t|x_0)} \left[ \mathcal{L}^{(t)}_{\text{step}}(\phi; \theta) \right] & \text{if } \theta = \theta^* \end{cases}$$

which leads to a tighter lower bound when the conditions in Proposition 2 and 3 are satisfied:

$$\log p_\theta(x_0) \geq \mathcal{F}^{(t)}_{\text{bddm}}(\theta, \phi) \geq \mathcal{F}^{(t)}_{\text{elbo}}(\theta).$$

The proof can be found in Appendix. Note that using $\mathcal{F}^{(t)}_{\text{bddm}}(\theta, \phi)$ to train the score network by randomly sampling the diffusion step $t$ at each training step has been proven an effective and efficient training heuristic for score-based DPMs, such as DDPM [1], DDIM [33] and Improved DDPM [37]. Corollary 1 suggests that using $\mathcal{F}^{(t)}_{\text{bddm}}(\theta^*, \phi)$ could be a better training method than $\mathcal{F}^{(t)}_{\text{elbo}}(\theta^*)$ towards maximizing the log evidence by additionally learning $\phi$ with $\mathcal{L}^{(t)}_{\text{step}}(\phi; \theta^*)$. Based on these propositions, we can devise the training and inference algorithms for BDDMs, which are discussed in the following section from a practical point of view.

### 4 Training, noise scheduling, and inference

In BDDMs, we train two neural networks: i) a score network $\epsilon_\theta$ for sampling, and ii) a scheduling network $\sigma_\phi$ for estimating a noise schedule for sampling. In this section, we first present the training objectives for learning $\theta$ and $\phi$, respectively, based on the above derived propositions.

#### 4.1 Training objectives

By Corollary 1, we know that $\mathcal{F}^{(t)}_{\text{bddm}}$ contains two terms: $\mathcal{F}^{(t)}_{\text{score}}(\theta)$ and $\mathcal{L}^{(t)}_{\text{step}}(\phi; \theta)$. On one hand, by Proposition 2 optimizing $\mathcal{F}^{(t)}_{\text{score}}(\theta)$ w.r.t $\theta$ can be simplified into minimizing the loss $\mathcal{L}^{(t)}_{\text{dpdm}}(\theta)$ for all $t \in \{1, \ldots, T\}$, which has been successfully employed in the prior works [1]. On the other hand, by Proposition 3, we know that $\phi$ should be trained after $\theta$ is well-optimized. In a realistic setting, we can assume the optimized $\theta^*$ to be closed to the hypothetically optimal values. By fixing the well-optimized parameters $\theta^*$, we then optimize the proposed loss $\mathcal{L}^{(t)}_{\text{step}}(\phi; \theta^*)$ w.r.t $\phi$, which can be simplified into weighted $\ell_2$ norms:

$$\mathcal{L}^{(t)}_{\text{step}}(\phi; \theta^*) = \frac{1}{2(1 - \beta_t(\phi) - \alpha_t^2)} \left\| \sqrt{1 - \alpha_t^2} \epsilon_t - \frac{\hat{\beta}_t(\phi)}{\sqrt{1 - \alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right\|_2^2 + C_1(\phi),$$

where

$$C_1(\phi) = \mathbb{E}_{q_\phi(x_t|x_0)} \left[ \mathbb{KL}(q_\phi(x_{t-1}|x_t) || q_\phi(x_{t-1}|x_0)) \right].$$
After the score network and the scheduling network are trained, BDDMs split the inference procedure where Algorithm 1 as in [1].

Here, we note that Corollary 1 still holds even if we change the index from $\tau$ to $\tau_T$. By the definition of $\sigma_\phi$ in Eq. (10), for training we need to first obtain the noise scale from the preceding step, i.e., $\hat{\beta}_n$. By Algorithm 3, we can sample $t \sim \text{Uniform}\{1, \ldots, T\}$ for evaluating $L_{\text{ddpm}}^{(t)}$, resulting in the same $\hat{\delta}_n$ as in [1].

Next, given a well-optimized $\theta$, we can start training the scheduling network $\sigma_\phi$. By the definition of $\sigma_\phi$ in Eq. (10), for training we need to first obtain the noise scale from the preceding step, i.e., $\hat{\beta}_n$. To achieve this, we randomly sample the noise scale as follows:

$$\hat{\beta}_{n+1} \sim \text{Uniform}\{1 - (\alpha_{t+\tau}/\alpha_t)^2 | t \in \{2, \ldots, T - \tau\}\},$$

where $0 < \tau < T$ is a hyperparameter defined in Eq. (11) to control the inference step size relative to the noise scale for training $\beta$. Expectedly, a larger $\tau$ should lead to a shorter noise schedule $\hat{\beta}$. Here, we note that Corollary 1 still holds even if we change the index from $t$ to $n$. Followed from the this sampling strategy, we can efficiently train the scheduling network, as presented in Algorithm 2.

Our empirical observation in section 5 shows that, although a linear schedule is used to define $\beta_t$, the predicted schedule $\hat{\beta}_n$ is not limited into a linear one.

### 4.2 Efficient training

Suggested by Proposition 3, we know that $\theta$ should be optimized before learning $\phi$. For training the score network $\epsilon_\theta$, similar to the prior settings in [1][2][33], we define $\beta$ as a linear noise schedule:

$$\beta_t = \frac{\epsilon}{T - t + 1}, \quad \text{for} \quad 1 \leq t \leq T,$$

where $\epsilon$ is a hyperparameter that specifies the maximum value in this linear schedule, i.e., $\beta_T$. By Proposition 2, we can sample $t \sim \text{Uniform}\{1, \ldots, T\}$ for evaluating $L_{\text{ddpm}}^{(t)}$, resulting in the same $\hat{\delta}_n$ as in [1].

The simplification procedures can be found in Appendix.

### 4.3 Noise scheduling for fast and high-quality sampling

After the score network and the scheduling network are trained, BDDMs split the inference procedure into two phases: (1) the noise scheduling phase and (2) the sampling phase. First, we consider

\begin{algorithm}
\caption{Training $\theta$}
1: Given $T, \{\beta_t\}_{t=1}^T$
2: Compute $\alpha_t = \prod_{i=1}^t \sqrt{1 - \beta_t}$ from $t = 1$ to $T$
3: repeat
4: $x_0 \sim p_{data}(x_0)$
5: $t \sim \text{Uniform}\{1, \ldots, T\}$
6: $\epsilon_t \sim N(0, 1)$
7: $x_t = \hat{\alpha}_t x_0 + \sqrt{1 - \hat{\alpha}_t^2} \epsilon_t$
8: $L_{\text{ddpm}}^{(t)} = \|\epsilon_t - \epsilon_\theta(x_t, \alpha_t)\|_2^2$
9: Take a gradient descent step on $\nabla_\theta L_{\text{ddpm}}^{(t)}$
10: until converged
\end{algorithm}

\begin{algorithm}
\caption{Noise Scheduling}
1: Given $\hat{\alpha}_N, \hat{\beta}_N$
2: $x_N \sim N(0, 1)$
3: for $n = N, \ldots, 2$ do
4: $x_{n-1} \sim p_\theta(x_{n-1}|x_n; \hat{\alpha}_n, \hat{\beta}_n)$
5: $\hat{\alpha}_{n-1} = \sqrt{1 - \hat{\beta}_n}$
6: $\hat{\beta}_{n-1} = \min\{1 - \hat{\alpha}_{n-1}, \hat{\beta}_n\} \sigma_\phi(x_{n-1})$
7: if $\hat{\beta}_{n-1} \leq \beta_1$ then
8: return $\hat{\beta}_1, \ldots, \hat{\beta}_N$
9: end if
10: end for
11: return $\hat{\beta}_1, \ldots, \hat{\beta}_N$
\end{algorithm}

\begin{algorithm}
\caption{Training $\phi$}
1: Given $\theta^*, \tau, T, \{\alpha_t, \beta_t\}_{t=1}^T$
2: repeat
3: $x_0 \sim p_{data}(x_0)$
4: $t \sim \text{Uniform}\{1, \ldots, T - \tau\}$
5: $\hat{\alpha}_n = \alpha_t, \hat{\beta}_{n+1} = 1 - (\alpha_{t+\tau}/\alpha_t)^2$
6: $\hat{\delta}_n = \sqrt{1 - \hat{\beta}_n^2}$
7: $\epsilon_n \sim N(0, 1)$
8: $x_n = \hat{\alpha}_n x_0 + \hat{\delta}_n \epsilon_n$
9: $\epsilon_n^{(\phi)} = \epsilon_\theta(x_n, \hat{\alpha}_n)$
10: $\hat{\beta}_n = \min\{\hat{\delta}_n^2, \hat{\beta}_{n+1}\} \sigma_\phi(x_n)$
11: $C_n = 4^{-1} \log(\hat{\delta}_n^2/\hat{\beta}_n) + 2^{-1} D\left(\hat{\beta}_n/\hat{\delta}_n^2 - 1\right)$
12: $L_{\text{step}}^{(n)}(\hat{\delta}_n) = \frac{1}{2(\hat{\delta}_n - \hat{\beta}_n)} \left\|\hat{\delta}_n - \hat{\beta}_n \epsilon^{(\phi)}\right\|_2^2 + C_n$
13: Take a gradient descent step on $\nabla_\phi L_{\text{step}}^{(n)}$
14: until converged
\end{algorithm}

\begin{algorithm}
\caption{Sampling}
1: Given $\{\hat{\beta}_n\}_{n=1}^N, x_N \sim N(0, 1)$
2: Compute $\alpha_n = \prod_{i=1}^n \sqrt{1 - \hat{\beta}_n}$ from $n = 1$ to $N$
3: for $n = N, \ldots, 1$ do
4: $x_{n-1} \sim p_\theta(x_{n-1}|x_n; \alpha_n, \hat{\beta}_n)$
5: end for
6: return $x_0$
\end{algorithm}
We evaluated the models on two generative tasks – speech synthesis and image generation. For was about 3.6 times faster than the score network, meaning that training BDDMs can be almost as fast as training DDPMs or DDIMs. More details regarding the model architecture, the total amount of computing, and the type of resources used can be found in supplementary materials.

A series of experiments on generative modeling have been conducted to evaluate BDDMs and to task. Our GALR-based scheduling network, while being able to produce stable and reliable results, also notable that the computational cost of a scheduling network is indeed fractional compared to the cost of a score network, as predicting a noise scalar variable is intrinsically a relatively much easier approach trains a noise estimator $\hat{\alpha}_i = g(x_i)$ to directly predict $\alpha_i^2$ by using a log-scale regression loss $\mathcal{L}_{\text{reg}} = \| \log(1 - \alpha_i^2) - \log(1 - \hat{\alpha}_i^2) \|^2_2$. At inference time, NE requires a pre-defined noise schedule, e.g., a linear schedule or a Fibonacci schedule.

In practice, we apply a grid search algorithm of $M$ bins to find a good set of initial values for $(\hat{\alpha}_N, \hat{\beta}_N)$, which takes $O(M^2)$ time. This is computationally feasible in contrast to the unscalable $O(M^N)$ grid search algorithm used in [2] that searches over entire noise schedule $\hat{\beta}$. Empirically, the grid search for our noise scheduling algorithm can be evaluated on a small subset of the training samples (as few as 1 sample) to find a generally well-performed noise schedule.

After the noise scheduling procedure is finished, we fix the noise schedule $\hat{\beta} \in \mathbb{R}^N$ to the best searched result for the subsequent sampling over the whole testing set. The sampling procedure is the same as in [11]. By initializing the white noise $x_N \sim \mathcal{N}(0, I)$, we can generate $x_0$ after $N$ iterations of the reverse process, as shown in Algorithm [4].

5 Experiments

A series of experiments on generative modeling have been conducted to evaluate BDDMs and to compare it against other recent SOTA denoising diffusion models, including the DDPMs [11] and the DDIMs [33]. In addition, we used an even more recently proposed noise estimation (NE) approach [38] that improved the noise scheduling in DDPMs and DDIMs as another strong baseline. The NE approach trains a noise estimator $\hat{\alpha}_i = g(x_i)$ to directly predict $\alpha_i^2$ by using a log-scale regression loss $\mathcal{L}_{\text{reg}} = \| \log(1 - \alpha_i^2) - \log(1 - \hat{\alpha}_i^2) \|^2_2$. At inference time, NE requires a pre-defined noise schedule, e.g., a linear schedule or a Fibonacci schedule.

We evaluated the models on two generative tasks – speech synthesis and image generation. For speech synthesis, we used the benchmark LJ speech [39] and the VCTK [40] datasets. For image generation, we employed the benchmark CIFAR-10 (32×32) [41] and CelebA (64×64) datasets. In this section, we present the experimental results on speech synthesis using the LJ speech dataset for analyzing the model behavior of BDDMs and for comparing BDDMs against the prior arts. All models were trained on the same LJ speech training set as in [2]. Note that the evaluation metrics in image generation normally entails calculating the statistics over a set of generated images, whereas in speech synthesis we can score each generated audio alone with objective and subjective metrics, which is more convenient for analyzing the model performance.

For the model architecture, we used the same architecture as in [2] for the score network: we adopted a lightweight GALR network [42] for the scheduling network. GALR was originally proposed for speech enhancement, so we considered it well suited for predicting the noise scales. For the configuration of the GALR network, we used a window length of 8 samples for encoding, a segment size of 64 for segmentation and only two GALR blocks of 128 hidden dimensions, and other settings were inherited from [42]. To make the scheduling network output with a proper range and dimension, we applied a sigmoid function to the last block’s output of the GALR network. Then the result was averaged over the segments and the feature dimensions to obtain the predicted ratio: $\sigma_{\phi}(x) = \text{AvgPool2D}(\sigma(\text{GALR}(x)))$, where GALR(·) denotes the GALR network, AvgPool2D(·) denotes the average pooling operation applied to the segments and the feature dimensions, and $\sigma(x) := 1 / (1 + e^{-x})$. The same network architecture was used for the NE approach for estimating $\alpha_i^2$ and was shown comparatively better than the ConvTASNet used in the original paper [38]. It is also notable that the computational cost of a scheduling network is indeed fractional compared to the cost of a score network, as predicting a noise scalar variable is intrinsically a relatively much easier task. Our GALR-based scheduling network, while being able to produce stable and reliable results, was about 3.6 times faster than the score network, meaning that training BDDMs can be almost as fast as training DDPMs or DDIMs. More details regarding the model architecture, the total amount of computing, and the type of resources used can be found in supplementary materials.
Table 1: Performances of different noise schedules on the single-speaker LJ speech dataset, each of which used the same score network $\epsilon_{\theta}(\cdot)$ that was trained for about 1M iterations.

| Noise schedule | LS-MSE ($\downarrow$) | MCD ($\downarrow$) | STOI ($\uparrow$) | PESQ ($\uparrow$) | MOS ($\uparrow$) |
|----------------|----------------------|--------------------|-------------------|------------------|-----------------|
| **DDPM** [1, 2] |                      |                    |                   |                  |                 |
| 8 steps (Grid Search) | 99.8 | 2.33 | 0.938 | 3.21 | 4.25 ± 0.06 |
| 1,000 steps (Linear) | 81.2 | 2.02 | 0.948 | 3.29 | 4.39 ± 0.05 |
| **DDIM** [33] |                      |                    |                   |                  |                 |
| 8 steps (Linear) | 128 | 2.63 | 0.930 | 2.93 | 4.15 ± 0.05 |
| 16 steps (Linear) | 114.6 | 2.49 | 0.942 | 3.06 | 4.30 ± 0.06 |
| 21 steps (Linear) | 114.2 | 2.49 | 0.945 | 3.10 | 4.31 ± 0.04 |
| 100 steps (Linear) | 98.8 | 2.32 | 0.954 | 3.27 | 4.44 ± 0.03 |
| **NE** [38] |                      |                    |                   |                  |                 |
| 8 steps (Linear) | 141 | 2.78 | **0.940** | 3.12 | 4.05 ± 0.06 |
| 16 steps (Linear) | 77.8 | 1.99 | 0.947 | 3.28 | 4.29 ± 0.06 |
| 21 steps (Linear) | 188 | 3.10 | 0.937 | 2.86 | 3.91 ± 0.05 |
| **BDDM** ($\hat{\alpha}_N, \hat{\beta}_N$) | 91.3 | 2.19 | 0.936 | 3.22 | 4.27 ± 0.04 |
| 8 steps (0.3, 0.9) | 73.3 | 1.88 | 0.949 | 3.32 | 4.36 ± 0.05 |
| 16 steps (0.7, 0.1) | 72.2 | 1.91 | 0.950 | 3.33 | 4.47 ± 0.04 |
| **Ablated BDDM (Directly learning $\hat{\beta}$)** | 8 steps | 132 | 2.26 | 0.924 | 3.01 | 4.11 ± 0.05 |

5.1 Sampling quality in objective and subjective metrics

Since the objective and subjective metrics have been widely applied and well-established for speech quality evaluation, we consider it convincing by evaluating generative models on speech samples. Specifically, we used the objective metrics in [2] – the log-Mel spectrogram mean squared error (LS-MSE) and the Mel-cepstral distance (MCD) [43] to assess the consistency between the original waveform and the generated waveform in the Mel-frequency domain. In addition, to measure the noisiness and the distortion of the generated speech relative to the reference speech, we adopted two commonly used metrics in speech enhancement – the perceptual evaluation of speech quality (PESQ) [44] and the short-time objective intelligibility (STOI) measure [45]. Mean opinion scores (MOS) were used as the subjective metric on the speech quality.

The result is present in Table 1 where we include the performance of three sets of $(\alpha_N, \beta_N)$ corresponding to 8, 16, and 21 inference steps. Remarkably, our proposed BDDMs outperformed the 1,000-step DDPM with only 16 or 21 steps, which is conceivably tolerable for a fast and high-quality generation. Noticeably, the DDIM with 100 steps (10x acceleration) showed superior generative performance than the DDPM with 1000 steps. Yet, while its inference was accelerated by taking only 8, 16, or 21 inference steps, the corresponding performances failed to compete with our BDDM. Although the performance of the NE approach seems promising with 16 steps, it surprisingly degraded drastically with 21 steps. In comparison, the performance of BDDM was found to be much stabler than the NE approach. Since the same score network was applied to all the methods, we can confirm that noise scheduling is vital for improving the sampling quality and the efficiency of denoising diffusion models.

5.2 Analyzing noise scheduling behaviors

By looking into BDDMs’ behavior of noise scheduling, we want to provide more insights about this work’s core novelty and the critical component for achieving the promising performance. In this sense, we compared the noise schedules generated by different methods in a log-scale plot, as illustrated in Figure 1, in which the “GS” is referred to as the grid search method for DDPM, and the number after the model name is referred to as steps of the model presented in Table 1. We ask the readers to relate the performance of each model in Table 1 to the plot of its actual noise schedule. We can observe that the “NE-21” had the “flattest” schedule, which may explain why it also had the lowest scores in both objective and subjective metrics. In contrast, the best performing “BDDM-21”
estimated the steepest schedule and, interestingly, devised a turning point after the noise scale went greater than about 0.01. We also observed a less obvious turning behavior from the noise schedules of “BDDM-8” after passing 0.1. Before the turning point, our BDDMs tended to keep the noise scales as a geometric sequence. We conceive that such behavior is impressive as the step-index was unknown to the scheduling network \( \sigma \). In Figure 2, we also compared the change of PESQ as a reliable measure of distortion, as the sampling index \( s \) started from \( S \) to 1 on the same held-out example among different methods. Besides having the highest final PESQ score, BDDMs quickly surpassed all other approaches after about a half of the total sampling steps.

5.3 Ablation studies

We attribute the primary superiority of BDDMs to the proposition of the scheduling network for modeling the local transition of noise scales and the loss function for learning \( \phi \). In this section, we attempt to study an ablation of these propositions. First, we ablated the scheduling network by setting \( \beta \) as a learnable parameter, such that our proposed loss function for learning the steps became \( L_{\text{step}} (\hat{\beta}; \theta) \). We reported the corresponding performance in the last row of Table 1, which appeared to be worse than the scheduling-network-based generations by comparing the case of 8 steps. Besides, we also noted that directly learning \( \hat{\beta} \) was not scalable to large steps due to the memory constraint for back-propagation. Furthermore, we also tried to keep the scheduling network using alternative training losses, including the negative ELBO \( -F_{\text{elbo}} (t) \). However, it turned out the network would degenerate in these cases that it predicted an all-one noise schedule.

6 Conclusions

In this paper, we introduced the bilateral denoising diffusion models (BDDMs), a novel generative model that simultaneously parameterized the forward process and the reverse process by two specific networks: the score network \( \epsilon_\theta \) and the scheduling network \( \sigma_\phi \), respectively. We derived a new lower bound to the log evidence for learning \( \theta \) that can be efficiently computed for one time step \( t \) rather than processing though \( T \) time steps. We also showed that the new objective could lead to the same loss derived in DDPMs \( [1] \) under a reasonable condition. We then derived another training objective for learning \( \phi \), which can be viewed as tightening the lower bound when \( \theta \) is optimized. Based on the new objectives, we designed a new lower bound tighter than the standard evidence lower bound. Moreover, an efficient training algorithm and a noise scheduling algorithm were respectively presented based on the propositions. Finally, we demonstrated the superiority of BDDMs over previous denoising diffusion models in terms of both generation quality and sampling speed.
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A Mathematical proofs for deriving BDDMs

Proposition 1. Given a noise schedule $\beta$, the following lower bound holds for $t \in \{2, \ldots, T\}$:

$$
\log p_\theta(x_0) \geq \mathcal{F}^{(t)}_{\text{score}}(\theta) := -\mathbb{E}_{q_\beta(x_t|x_0)} \left[ \mathcal{L}^{(t)}_{\text{score}}(\theta) + \mathcal{R}_\theta(x_0, x_t) \right],
$$

where

$$
\mathcal{L}^{(t)}_{\text{score}}(\theta) := \mathbb{KL} \left( p_\theta(x_{t-1}|x_t) \parallel \pi(x_{t-1}) \right),
$$

$$
\mathcal{R}_\theta(x_0, x_t) := -\mathbb{E}_{p_\theta(x_1|x_0)} \left[ \log p_\theta(x_0|x_1) \right].
$$

Proof.

$$
\log p_\theta(x_0) = \log \int p_\theta(x_{0:t-1}) dx_{1:t-1}
$$

$$
= \log \left( \int p_\theta(x_{0:t-1}) \left( \int p_\theta(x_{1:t-1}|x_t) q_\beta(x_t|x_0) dx_t \right) dx_{1:t-1} \right)
$$

$$
= \log \mathbb{E}_{q_\beta(x_t|x_0)} \mathbb{E}_{p_\theta(x_1:t-1|x_t)} \left[ \frac{p_\theta(x_{0:t-1})}{p_\theta(x_{1:t-1}|x_t)} \right]
$$

$$
= \log \mathbb{E}_{q_\beta(x_t|x_0)} \mathbb{E}_{p_\theta(x_1:t-1|x_t)} \left[ \frac{p_\theta(x_0|x_1) \pi(x_{t-1})}{p_\theta(x_{t-1}|x_t)} \right]
$$

[Jensen’s Inequality]

$$
\geq \mathbb{E}_{q_\beta(x_t|x_0)} \mathbb{E}_{p_\theta(x_1:t-1|x_t)} \left[ \log \frac{p_\theta(x_0|x_1) \pi(x_{t-1})}{p_\theta(x_{t-1}|x_t)} \right]
$$

$$
= -\mathbb{E}_{q_\beta(x_t|x_0)} \left[ \mathcal{R}_\theta(x_0, x_t) + \mathcal{L}^{(t)}_{\text{score}}(\theta) \right]
$$

Proposition 2. If we set $\pi(x_{t-1}) = q_\beta(x_{t-1}|x_t, x_0)$ for $t \in \{2, \ldots, T\}$, then any optimal solution satisfying $\theta^* = \arg \min_{\theta} \mathcal{F}^{(t)}_{\text{ddpm}}(\theta) \forall t \in \{1, \ldots, T\}$, also satisfies $\theta^* = \arg \max_{\theta} \mathcal{L}^{(t)}_{\text{score}}(\theta) \forall t \in \{2, \ldots, T\}$.

Proof. By definition, we have

$$
p_\theta(x_{t-1}|x_t) = \mathcal{N} \left( \frac{1}{\sqrt{1 - \beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1 - \alpha_t^2}} \epsilon_\theta(x_t, \alpha_t) \right), \frac{(1 - \alpha_{t-1})}{(1 - \alpha_t)} \beta_t I \right),
$$

$$
q_\beta(x_{t-1}|x_t, x_0) = \mathcal{N} \left( \frac{\alpha_{t-1} \beta_t}{1 - \alpha_t^2} x_0 + \frac{\sqrt{1 - \beta_t} (1 - \alpha_t^2)}{1 - \alpha_t^2} x_t, \frac{(1 - \alpha_{t-1})}{(1 - \alpha_t)} \beta_t I \right)
$$

$$
= \mathcal{N} \left( \frac{\alpha_{t-1} \beta_t}{1 - \alpha_t^2} x_0 + \frac{\sqrt{1 - \beta_t} (1 - \alpha_t^2)}{1 - \alpha_t^2} x_t, \frac{\alpha_{t-1} \beta_t}{1 - \alpha_t^2} I \right)
$$

$$
= \mathcal{N} \left( \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} x_0 + \frac{\sqrt{1 - \beta_t} (1 - \alpha_t^2)}{1 - \alpha_t^2} x_t, \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} \epsilon_t, \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} I \right)
$$

$$
= \mathcal{N} \left( \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} x_0 + \frac{\sqrt{1 - \beta_t} (1 - \alpha_t^2)}{1 - \alpha_t^2} x_t, \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} \epsilon_t, \frac{\alpha_{t-1} \beta_t}{\alpha_t (1 - \alpha_t^2)} I \right).
$$

Given that $\pi(x_{t-1}) := q_\beta(x_{t-1}|x_t, x_0)$, we now can simplify $\mathcal{L}^{(t)}_{\text{score}}(\theta)$ and $\mathcal{R}_\theta(x_0, x_t)$ as follows.
Firstly, to express $L_{\text{score}}^{(t)}(\theta)$, we know that $p_\theta(x_{t-1}|x_t)$ and $q_\beta(x_{t-1}|x_t,x_0)$ are two isotropic Gaussians with the same variance, thus the KL becomes a scaled squared error between their means:

$$
L_{\text{score}}^{(t)}(\theta) := KL(p_\theta(x_{t-1}|x_t)\|q_\beta(x_{t-1}|x_t,x_0))
$$

$$
= \frac{(1 - \beta_t)(1 - \alpha_t^2)}{2(1 - \beta_t - \alpha_t^2)\beta_t} \left|\left| \alpha_{t-1}\beta_t + \alpha_t\sqrt{1 - \beta_t}(1 - \alpha_t^2) x_t - \frac{\alpha_{t-1}\beta_t}{\alpha_t\sqrt{1 - \alpha_t^2}} \epsilon_t \right|\right|^2
$$

$$
= \frac{(1 - \beta_t)(1 - \alpha_t^2)}{2(1 - \beta_t - \alpha_t^2)\beta_t} \left|\left| \frac{\alpha_{t-1}\beta_t + \alpha_t\sqrt{1 - \beta_t}(1 - \alpha_t^2)}{\alpha_t(1 - \alpha_t^2)} x_t - \frac{1}{\sqrt{1 - \beta_t}} \epsilon_t \right|\right|^2
$$

$$
= \frac{(1 - \beta_t)(1 - \alpha_t^2)}{2(1 - \beta_t - \alpha_t^2)\beta_t} \left|\left| \frac{\alpha_{t-1}\beta_t + \alpha_t\sqrt{1 - \beta_t}(1 - \alpha_t^2)}{\alpha_t(1 - \alpha_t^2)} x_t - \frac{1}{\sqrt{1 - \beta_t}} \epsilon_t \right|\right|^2
$$

which is proportional to $L_{\text{ddpm}}^{(t)} := \|e_t - \epsilon_\theta(x_t, \alpha_t)\|_2^2$.

Next, we show that $R_\theta(x_0, x_t)$ can be expressed in terms of $L_{\text{ddpm}}^{(t)}$ evaluated at $t = 1$:

$$
R_\theta(x_0, x_t) := -E_{\theta}(x_0, x_t) [\log p_\theta(x_0|x_t)]
$$

$$
= E_{\theta}(x_0, x_t) \left[ \log N \left( \frac{1}{\sqrt{1 - \beta_1}} \left( x_1 - \frac{\beta_1}{\sqrt{1 - \beta_1}} \epsilon_\theta(x_1, \alpha_1) \right) \right) \right]
$$

$$
= E_{\theta}(x_0, x_t) \left[ D \log 2\pi \beta_1 + \frac{1}{2\beta_1} \left\| x_0 - \frac{1}{\sqrt{1 - \beta_1}} \left( x_1 - \frac{\beta_1}{\sqrt{1 - \beta_1}} \epsilon_\theta(x_1, \alpha_1) \right) \right\|_2^2 \right]
$$

$$
= D \log 2\pi \beta_1 + \frac{1}{2\beta_1} E_{\theta}(x_0, x_t) \left[ \left\| x_1 - \sqrt{\beta_1} \epsilon_1 \frac{1}{\sqrt{1 - \beta_1}} - \frac{x_1 - \sqrt{\beta_1} \epsilon_\theta(x_1, \alpha_1)}{\sqrt{1 - \beta_1}} \right\|_2^2 \right]
$$

$$
= \frac{1}{2(1 - \beta_1)} \left\| \epsilon_1 - \epsilon_\theta(x_1, \alpha_1) \right\|_2^2 + \frac{D}{2} \log 2\pi \beta_1.
$$

Let $\theta^* = \text{argmin}_\theta L_{\text{ddpm}}^{(t)}(\theta)$ such that $\epsilon_\theta(x_t, \alpha_t) = \epsilon_t + \Delta \epsilon_t$ for all $t \in \{1, \ldots, T\}$, where $\Delta \epsilon_t$ denotes the minimum error vector that can be achieved by $\theta^*$ given the score network $\epsilon_\theta$. By substituting $\theta^*$ into $F_{\text{score}}^{(t)}(\theta)$ for $t \in \{2, \ldots, T\}$, we can see that

$$
F_{\text{score}}^{(t)}(\theta^*) := -E_{q_\theta(x_t|x_0)} \left[ L_{\text{score}}^{(t)}(\theta^*) + R_{\theta^*}(x_0, x_t) \right]
$$

$$
= -E_{q_\theta(x_t|x_0)} \left[ \frac{\beta_t}{2(1 - \beta_t - \alpha_t^2)} \|\Delta \epsilon_t\|_2^2 + \frac{1}{2(1 - \beta_1)} \|\Delta \epsilon_t\|_2^2 + \frac{D}{2} \log 2\pi \beta_1 \right]
$$

$$
= -E_{q_\theta(x_t|x_0)} \left[ \min_\theta L_{\text{score}}^{(t)}(\theta) + \min_\theta R_{\theta}(x_0, x_t) \right]
$$

$$
= \max_\theta F_{\text{score}}^{(t)}(\theta)
$$
Therefore, we have

Next, we show that \( \hat{\beta} < 1 \). In the case of \( \hat{\beta} < 1 \), we also have \( 0 < \hat{\alpha}_1, \ldots, \hat{\alpha}_t < 1 \). First, we show that \( \hat{\beta} < 1 - \hat{\alpha}_n^2 \):

\[
\hat{\alpha}_{n-1} = \frac{\hat{\alpha}_n}{1 - \hat{\beta}_n} < 1 \iff \hat{\beta} < 1 - \hat{\alpha}_n^2 = 1 - \frac{\hat{\alpha}_n^2 + 1}{1 - \hat{\beta}_n}. \tag{54}
\]

Next, we show that \( \hat{\beta} < 1 - \hat{\alpha}_{n+1} \):

\[
\frac{\hat{\alpha}_n}{\sqrt{1 - \hat{\beta}_n}} < 1 \iff \hat{\beta} < 1 - \hat{\alpha}_{n+1}. \tag{55}
\]

Now, we have \( \hat{\beta} < 1 - \hat{\alpha}_{n+1} \). In the case of \( 1 - \hat{\alpha}_{n+1} < 1 - \hat{\alpha}_n^2 \), we can show that \( \hat{\beta} < 1 - \hat{\alpha}_{n+1} \):

\[
1 - \hat{\alpha}_{n+1} < 1 - \hat{\alpha}_n \iff \hat{\alpha}_{n+1} > \hat{\alpha}_n \iff \frac{\hat{\alpha}_n^2 + 1}{\hat{\alpha}_n^2} > \hat{\alpha}_n.
\]

\[
\iff 1 - \frac{\hat{\alpha}_n^2 + 1}{\hat{\alpha}_n^2} < 1 - \hat{\alpha}_{n+1} \iff \hat{\beta} < 1 - \hat{\alpha}_{n+1}. \tag{57}
\]

Therefore, we have \( \hat{\beta} < 1 - \hat{\alpha}_n \). \( \square \)

**Proposition 3.** Assuming \( \theta \) has been optimized and hypothetically converged to the optimal parameters \( \theta^* \), where by optimal parameters it means that \( p_{\theta^*}(x_{t+1} | x_t) = q_\theta(x_{t+1} | x_t) \). Then, we can express the gap between \( \log p_\theta(x_0) \) and \( F_{\text{score}}(\theta^*) \) by \( \phi \) as follows:

\[
\log p_{\theta^*}(x_0) - F_{\text{score}}(\theta^*) = \mathbb{E}_{q_\theta(x_t | x_0)} \left[ \sum_{i=0}^{t} L_{\text{step}}^{(i)}(\phi; \theta^*) \right], \tag{58}
\]

where

\[
L_{\text{step}}^{(i)}(\phi; \theta^*) := KL( p_{\theta^*}(x_{t+1} | x_t) || q_\theta(x_{t+1} | x_0) ). \tag{59}
\]

**Proof.** We have

\[
\log p_{\theta^*}(x_0) - F_{\text{score}}(\theta^*) = \log p_{\theta^*}(x_0) - \mathbb{E}_{q_\theta(x_t | x_0)} \left[ \mathbb{E}_{p_{\theta^*}(x_{t+1} | x_t)} \left[ \log \frac{p_{\theta^*}(x_{0:t-1})}{p_{\theta^*}(x_{1:t-1} | x_t)} \right] \right] \tag{60}
\]

\[
= \mathbb{E}_{q_\theta(x_t | x_0)} \left[ \mathbb{E}_{p_{\theta^*}(x_{t+1} | x_t)} \left[ \log \frac{p_{\theta^*}(x_{1:t-1} | x_t)}{p_{\theta^*}(x_{1:t-1} | x_t)} \right] \right] \tag{61}
\]

\[
= \mathbb{E}_{q_\theta(x_t | x_0)} \left[ \mathbb{E}_{p_{\theta^*}(x_{t+1} | x_t)} \left[ \log \frac{p_{\theta^*}(x_{1:t-1} | x_t)}{q_\theta(x_{1:t-1} | x_0)} \right] \right] \tag{62}
\]

\[
= \mathbb{E}_{q_\theta(x_t | x_0)} \left[ KL( p_{\theta^*}(x_{1:t-1} | x_t) || q_\theta(x_{1:t-1} | x_0) ) \right] \tag{63}
\]

\[
= \mathbb{E}_{q_\theta(x_t | x_0)} \left[ \sum_{i=0}^{t} L_{\text{step}}^{(i)}(\phi; \theta^*) \right]. \tag{64}
\]

Note that the last equality holds as we considered \( q_\theta(x_t | x_{t-1}) = q_\theta(x_t | x_{t-1}) \). \( \square \)
Corollary 1. Relative to the standard ELBO evaluated at step $t \in \{2, \ldots, T\}$ defined in [7] as
\[ F_{\text{elbo}}^{(t)}(\theta) := -\mathbb{E}_{q_{\phi}(x_t|x_0)}[\text{KL}(q_{\beta}(x_{t-1}|x_t,x_0)||p_{\theta}(x_{t-1}|x_t)) + R_{\theta}(x_0,x_t)], \]
we propose a new lower bound as the following
\[ F_{\text{bdim}}^{(t)}(\theta, \phi) := \begin{cases} F_{\text{score}}^{(t)}(\theta) & \text{if } \theta \neq \theta^* \\ F_{\text{score}}^{(t)}(\theta) + \mathbb{E}_{q_{\phi}(x_t|x_0)}[L_{\text{step}}^{(t)}(\phi; \theta)] & \text{if } \theta = \theta^* \end{cases} \]
which leads to a tighter lower bound when the conditions in Proposition 2 and 3 are satisfied:
\[ \log p_{\theta}(x_0) \geq F_{\text{bdim}}^{(t)}(\theta, \phi) \geq F_{\text{elbo}}^{(t)}(\theta). \]

Proof. For the case of $\theta \neq \theta^*$, the left inequality can be directly justified by the Proposition 1. We can prove the right inequality by Proposition 2, which states that $-L_{\text{score}}^{(t)}(\theta) = F_{\text{elbo}}^{(t)}(\theta)$. For the case of $\theta = \theta^*$, by Proposition 3, we have $\log p_{\theta^*}(x_0) = F_{\text{score}}^{(t)}(\theta^*) + \sum_{i=2}^{t-1} L_{\text{step}}^{(i)}(\phi; \theta^*) = F_{\text{bdim}}^{(t)}(\theta^*, \phi) + \sum_{i=2}^{t-1} L_{\text{step}}^{(i)}(\phi; \theta^*) \geq F_{\text{bdim}}^{(t)}(\theta^*, \phi) \geq F_{\text{elbo}}^{(t)}(\theta^*)$, since $L_{\text{step}}^{(i)}(\phi; \theta^*) \geq 0 \forall i$. □

Note 1.
\[ L_{\text{step}}^{(t)}(\phi; \theta^*) = \frac{1}{2(1-\beta_t(\phi) - \alpha_t^2)} \left\| \sqrt{1-\alpha_t^2} \epsilon_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right\|_2^2 + C_t(\phi), \]
where
\[ C_t(\phi) := \frac{1}{4} \log \frac{1 - \alpha_t^2}{\beta_t(\phi)} + D \left( \frac{\beta_t(\phi)}{1-\alpha_t^2} - 1 \right). \]

Proof. By the definition of the following probability density functions:
\[ p_{\theta}(x_{t-1}|x_t) = \mathcal{N} \left( \frac{1}{\sqrt{1-\beta_t}} x_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t), \frac{(1-\beta_t - \alpha_t^2)\beta_t}{(1-\beta_t)(1-\alpha_t^2)} I \right) \]
\[ q_{\phi}(x_{t-1}|x_0) = \mathcal{N} \left( \alpha_{t-1} x_0, (1-\alpha_{t-1}^2) I \right) = \mathcal{N} \left( \frac{\alpha_t}{\sqrt{1-\beta_t}} x_0, \left(1 - \frac{\alpha_t^2}{1-\beta_t} \right) I \right), \]
we have
\[ L_{\text{step}}^{(t)}(\phi; \theta^*) := \text{KL}(p_{\theta^*}(x_{t-1}|x_t)||q_{\phi}(x_{t-1}|x_0)) \]
\[ = \frac{1-\beta_t}{2(1-\beta_t - \alpha_t^2)} \left\| \frac{\alpha_t}{\sqrt{1-\beta_t}} x_0 - \frac{1}{\sqrt{1-\beta_t}} \left( x_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right) \right\|_2^2 + C_t \]
\[ = \frac{1-\beta_t}{2(1-\beta_t - \alpha_t^2)} \left\| \frac{\alpha_t}{\sqrt{1-\beta_t}} x_0 - \frac{1}{\sqrt{1-\beta_t}} \left( \alpha_t x_0 + \sqrt{1-\alpha_t^2} \epsilon_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right) \right\|_2^2 + C_t \]
\[ = \frac{1-\beta_t}{2(1-\beta_t - \alpha_t^2)} \left\| \sqrt{1-\alpha_t^2} \epsilon_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right\|_2^2 + C_t \]
\[ = \frac{1}{2(1-\beta_t - \alpha_t^2)} \left\| \sqrt{1-\alpha_t^2} \epsilon_t - \frac{\beta_t}{\sqrt{1-\alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right\|_2^2 + C_t, \]
As we parameterize $\beta_t$ by $\phi$ to estimate the noise schedule for inference, we obtain the final step loss:

$$L^{(t)}_{\text{step}}(\phi; \theta^*) = \frac{1}{2(1 - \hat{\beta}_t(\phi) - \alpha_t^2)} \left\| \sqrt{1 - \alpha_t^2} \epsilon_t - \frac{\hat{\beta}_t(\phi)}{\sqrt{1 - \alpha_t^2}} \epsilon_{\theta^*}(x_t, \alpha_t) \right\|^2 + C_t(\phi),$$

(78)

where

$$C_t(\phi) := \frac{1}{4} \log \frac{1 - \alpha_t^2}{\hat{\beta}_t(\phi)} + D \left( \frac{\hat{\beta}_t(\phi)}{1 - \alpha_t^2} - 1 \right).$$

(79)

## B Experimental details

### B.1 Conventional grid search algorithm for DDPMs

We reproduced the grid search algorithm in [2], in which a 6-step noise schedule was searched. In our paper, we generalized the grid search algorithm by similarly sweeping the $N$-step noise schedule over the following possibilities with a bin width $M = 9$:

$$\{1, 2, 3, 4, 5, 6, 7, 8, 9\} \otimes \left\{10^{-6} \cdot \frac{N}{N}, 10^{-6} \cdot \left(\frac{N - 1}{N}\right), \ldots, 10^{-6} \cdot \frac{1}{N}\right\},$$

(80)

where $\otimes$ denotes the cartesian product applied on two sets. LS-MSE was used as a metric to select the solution during the search. When $N = 6$, we resemble the GS algorithm in [2]. Note that above searching method normally does not scale up to $N > 8$ steps for its exponential computational cost $O(9^N)$.

### B.2 Hyperparameter setting in BDDMs

Algorithm 2 took a skip factor $\tau$ to control the stride for training the scheduling network. The value of $\tau$ would affect the coverage of step sizes when training the scheduling network, hence affecting the predicted number of steps $S$ for inference – the higher $\tau$ is, the shorter $S$ tends to be. We set $\tau = 200$ and $\tau = 20$ for speech synthesis and image generation, respectively.

For initializing Algorithm 3 for noise scheduling, we could take as few as 1 training sample for validation, perform a grid search on the hyperparameters $\{(\alpha_N = 0.1i, \beta_N = 0.1j)\}$ for $i, j = 1, \ldots, 9$, i.e., 81 possibilities in all, and use the LS-MSE measure as the selection metric. Then, the predicted noise schedule corresponding to the least LS-MSE was stored and applied to the online inference afterward, as shown in Algorithm 4. Note that this searching has a complexity of only $O(M^2)$ (e.g., $M = 9$ in this case), which is much more efficient than $O(M^N)$ in the conventional grid search algorithm in [2], as discussed in Section B.1.

## C Additional experiments

A demonstration page at [https://bilateral-denoising-diffusion-model.github.io](https://bilateral-denoising-diffusion-model.github.io) shows some samples generated by BDDMs trained on LJ speech, VCTK, and CIFAR-10 datasets.

### C.1 Multi-speaker speech synthesis

In addition to the single-speaker speech synthesis, we evaluated BDDMs on the multi-speaker speech synthesis benchmark VCTK [40]. VCTK consists of utterances sampled at 48 KHz by 108 native English speakers with various accents. We split the VCTK dataset for training and testing: 100 speakers were used for training the multi-speaker model and 8 speakers for testing. We trained on a 44257-utterance subset (40 hours) and evaluated on a held-out 100-utterance subset. During training, similar to Wavegrad [2], mel-spectrograms computed from ground-truth audio were used as the conditioning features. In addition, we used the held-out subset for evaluating synthesized speech with the ground-truth features.

---

3 A detailed discussion on image generation using BDDMs is coming soon.
Table 2: Performances of different noise schedules on the multi-speaker VCTK speech dataset, each of which used the same score network $\epsilon_\theta(\cdot)$ that was trained on VCTK for about 1M iterations.

| Noise schedule | LS-MSE (↓) | MCD (↓) | STOI (↑) | PESQ (↑) | MOS (↑) |
|----------------|------------|---------|----------|----------|---------|
| **DDPM [1] [2]** |            |         |          |          |         |
| 8 steps (Grid Search) | 101        | 2.09    | 0.787    | 3.31     | 4.22 ± 0.04 |
| 1,000 steps (Linear) | 85.0       | 2.02    | 0.798    | 3.39     | 4.40 ± 0.05 |
| **DDIM [33]** |            |         |          |          |         |
| 8 steps (Linear) | 553        | 3.20    | 0.701    | 2.81     | 3.83 ± 0.04 |
| 16 steps (Linear) | 412        | 2.90    | 0.724    | 3.04     | 3.88 ± 0.05 |
| 21 steps (Linear) | 355        | 2.79    | 0.739    | 3.12     | 4.12 ± 0.05 |
| 100 steps (Linear) | 259        | 2.58    | 0.759    | 3.30     | 4.27 ± 0.04 |
| **NE [38]** |            |         |          |          |         |
| 8 steps (Linear) | 208        | 2.54    | 0.740    | 3.10     | 4.18 ± 0.04 |
| 16 steps (Linear) | 183        | 2.53    | 0.742    | 3.20     | 4.26 ± 0.04 |
| 21 steps (Linear) | 852        | 3.57    | 0.699    | 2.66     | 3.70 ± 0.03 |
| **BDDM ($\hat{\alpha}_N, \hat{\beta}_N$)** |            |         |          |          |         |
| 8 steps ($0.2, 0.9$) | 98.4       | 2.11    | 0.774    | 3.18     | 4.20 ± 0.04 |
| 16 steps ($0.5, 0.5$) | 73.6       | 1.93    | 0.813    | 3.39     | 4.35 ± 0.05 |
| 21 steps ($0.5, 0.1$) | 76.5       | 1.83    | 0.827    | 3.43     | 4.48 ± 0.06 |

Results are presented in Table 2. For this multi-speaker VCTK dataset, we obtained consistent observations with that for the single-speaker LJ dataset. Again, the proposed BDDM with only 16 or 21 steps outperformed the DDPM with 1,000 steps. To the best of our knowledge, ours was the first work that reported this degree of superior. When reducing to 8 steps, BDDM obtained performance on par with (except for a worse PESQ) the costly grid-searched 8 steps (which were unscalable to more steps) in DDPM. For NE, we could again observe a degradation from its 16 steps to 21 steps, indicating the instability of NE for the VCTK dataset likewise. In contrast, BDDM gave continuously improved performance while increasing the step number.

**C.2 Comparing against ELBO for training the scheduling network**

We also conducted an experiment to investigate the usefulness of $\mathcal{L}^{(t)}_{\text{elbo}}$ in learning $\phi$. Similar to the derivation of $\mathcal{L}^{(t)}_{\text{step}}$, we reparameterize $\beta_t$ in $\mathcal{F}^{(t)}_{\text{elbo}}$ by $\hat{\beta}_t(\phi)$ and used it to train the scheduling network $\sigma_\phi$. Figure 3 compares the scheduling networks’ outputs when training with $\mathcal{L}^{(t)}_{\text{step}}$ and $\mathcal{L}^{(t)}_{\text{elbo}}$, respectively, on the same LJ training dataset. The plot shows that when using $\mathcal{F}^{(t)}_{\text{elbo}}$ to learn $\phi$, the network output rapidly collapsed to zero within several training steps; whereas, the network trained
with \(s_{\text{step}}\) produced outputs fluctuating around 1. The fluctuation is a desirable property indicating that the network can predict a \(t\)-dependent noise scale, where \(t\) is a random time step drawn from a uniform distribution.

C.3 Comparing against ELBO for lower bounding log evidence

To validate the inequality of lower bounds: \(F_{\text{elbo}}^{(t)}(\theta, \phi) \geq F_{\text{elbo}}^{(t)}(\theta)\), we evaluated their respective values at different time step \(t\) using the same optimized set of parameters \((\theta^*, \phi^*)\). The result is illustrated in Figure 4, where each value is provided with 95% confidence intervals. Notably, the common entropy term \(E_{q_0(x_t|x_0)}[R_{\theta}(x_0, x_t)] < 0\) was dropped to mainly compare the KL terms. Therefore, the plotted lower bound values might be positive. The graph shows that the proposed new bound \(F_{\text{elbo}}^{(t)}\) is always better than the standard one across all examined \(t\). Interestingly, we found that \(F_{\text{elbo}}\) became highly varied when \(t \in [20, 50]\), in contrast, \(F_{\text{elbo}}^{(t)}\) attained the lowest values at the range \(t \in [20, 50]\) with a relatively much lower variance. This reveals the superiority of \(F_{\text{elbo}}^{(t)}\) that its absolute value can better correspond to the difficulty of training, especially when \(t\) is close to zero.

C.4 Comparing different reverse processes for BDDMs

This section demonstrates that BDDMs do not restrict the sampling procedure to a specialized reverse process in Algorithm 4. In particular, we evaluated different reverse processes, including that of DDPMs (see Eq. 4) and DDIMs \([33]\), for BDDMs and compared the objective scores on the generated samples. DDIMs \([33]\) formulate a non-Markovian generative process that accelerates the inference process in Algorithm 4. In particular, we evaluated different reverse processes, including that of DDPMs (see Eq. 4) and DDIMs \([33]\), for BDDMs and compared the objective scores on the generated samples. DDIMs \([33]\) formulate a non-Markovian generative process that accelerates the inference process in Algorithm 4.

By leveraging this prediction function, the conditionals in Eq. 81 are formulated as

\[
p_{\theta}^{(t)}(x_{\gamma-1} x_{\gamma}) = N\left(\frac{\alpha_{\gamma_{i-1}}}{\alpha_{\gamma_{i}}} (x_{\gamma_{i}} - \zeta \epsilon_{\theta}(x_{\gamma_{i}}, \alpha_{\gamma_{i}})) , \sigma_{\gamma_{i}}^2 I\right) \quad \text{if } i \in [N], i > 1
\]

\[
p_{\theta}^{(t)}(x_0 | x_{t}) = N(f_{\theta}^{(t)}(x_t), \sigma_t^2 I) \quad \text{otherwise},
\]

where the detailed derivation of \(\sigma_t\) and \(\zeta\) can be referred to \([33]\). In the original DDIMs, the accelerated reverse process produces samples over the subsequence of \(\beta\) indexed by \(\gamma\): \(\hat{\beta} = \{\beta_n | n \in \gamma\}\). In BDDMs, to apply the DDIM reverse process, we use the \(\beta\) predicted by the scheduling network in place of a subsequence of the training schedule \(\beta\).

Finally, the objective scores are given in Table 3. Note that the subjective evaluation (MOS) is omitted here since the other assessments above have shown that the MOS scores are highly correlated with the objective measures, including STOI and PESQ. They indicate that applying BDDMs to either DDPM or DDIM reverse process leads to comparable and competitive results. Meanwhile, the results show some subtle differences: BDDMs over a DDPM reverse process gave slightly better samples in terms of signal error and consistency metrics (i.e., LS-MSE and MCD), while BDDM over a DDIM reverse process tended to generate better samples in terms of intelligibility and perceptual metrics (i.e., STOI and PESQ).

C.5 Implementation details

Our proposed BDDMs and the baseline methods were all implemented with the Pytorch library. The score networks for the LJ and VCTK speech datasets were trained from scratch on a single NVIDIA
Table 3: Performances of different reverse processes for BDDMs on the LJ speech dataset, each of which used the same score network $\epsilon_\theta(\cdot)$ and the same noise schedule.

| Noise schedule | LS-MSE (↓) | MCD (↓) | STOI (↑) | PESQ (↑) |
|----------------|------------|---------|----------|----------|
| **BDDM (DDPM reverse process)** |            |         |          |          |
| 8 steps (0.3, 0.9, 1e$^{-5}$) | 91.3       | 2.19    | 0.936    | 3.22     |
| 16 steps (0.7, 0.1, 1e$^{-6}$) | 73.3       | 1.88    | 0.949    | 3.32     |
| 21 steps (0.5, 0.1, 1e$^{-6}$) | 72.2       | 1.91    | 0.950    | 3.33     |
| **BDDM (DDIM reverse process)** |            |         |          |          |
| 8 steps (0.3, 0.9, 1e$^{-5}$) | 91.8       | 2.19    | 0.938    | 3.26     |
| 16 steps (0.7, 0.1, 1e$^{-6}$) | 77.7       | 1.96    | 0.953    | 3.37     |
| 21 steps (0.5, 0.1, 1e$^{-6}$) | 77.6       | 1.96    | 0.954    | 3.39     |

Tesla P40 GPU with batch size 32 for about 1M steps, which took about 3 days. In comparison, the training of scheduling networks for BDDMs took only 10k steps to converge, which consumed no more than an hour for all three datasets. More details regarding the model architecture, the Pytorch implementation, and the type of resources used can be found in our code provided in the supplementary materials.

### C.6 Crowd-sourced subjective evaluation

All our Mean Opinion Score (MOS) tests were crowd-sourced. We refer to the MOS scores in [46], and the scoring criteria have been included in Table 4 for completeness. The samples were presented and rated one at a time by the testers.

Table 4: Ratings that have been used in evaluation of speech naturalness of synthetic samples.

| Rating | Naturalness      | Definition                                           |
|--------|------------------|------------------------------------------------------|
| 1      | Unsatisfactory   | Very annoying, distortion is objectionable.          |
| 2      | Poor             | Annoying distortion, but not objectionable.          |
| 3      | Fair             | Perceptible distortion, slightly annoying.           |
| 4      | Good             | Slight perceptible level of distortion, but not annoying. |
| 5      | Excellent        | Imperceptible level of distortion.                   |
Figure 5: Spectrum plots of the speech samples produced by a well-trained BDDM within 3 sampling steps. The first row shows the spectrum of a random signal for starting the reverse process. Then, from the top to the bottom, we show the spectrum of the resultant signal after each step of the reverse process performed by the BDDM. We also provide the corresponding WAV files on our project page.