Structural Parameterizations of Budgeted Graph Coloring

Susobhan Bandopadhyay, Suman Banerjee, Aritra Banik, and Venkatesh Raman

1 National Institute of Science Education and Research, HBNI, Bhubaneswar, India.
E-mail: {susobhan.bandopadhyay,aritra}@niser.ac.in

2Department of Computer Science and Engineering, Indian Institute of Technology Jammu, India.
E-mail: suman.banerjee@iitjammu.ac.in

3The Institute of Mathematical Sciences, HBNI, Chennai, India.
E-mail: vraman@imsc.res.in

October 28, 2021

Abstract

We introduce a variant of the graph coloring problem, which we denote as BUDGETED COLORING PROBLEM (BCP). Given a graph $G$, an integer $c$ and an ordered list of integers $\{b_1, b_2, \ldots, b_c\}$, BCP asks whether there exists a proper coloring of $G$ where the $i$-th color is used to color at most $b_i$ many vertices. This problem generalizes two well-studied graph coloring problems, BOUNDED COLORING PROBLEM (BoCP) and EQUITABLE COLORING PROBLEM (ECP) and as in the case of other coloring problems, it is NP-hard even for constant values of $c$. So we study BCP under the paradigm of parameterized complexity, particularly with respect to (structural) parameters that specify how far (the deletion distance) the input graph is from a tractable graph class.

- We show that BCP is FPT (fixed-parameter tractable) parameterized by the vertex cover size. This generalizes a similar result for ECP and immediately extends to the BoCP, which was earlier not known.

- We show that BCP is polynomial time solvable for cluster graphs generalizing a similar result for ECP. However, we show that BCP is FPT, but unlikely to have polynomial kernel, when parameterized by the deletion distance to clique, contrasting the linear kernel for ECP for the same parameter.

- While the BoCP is known to be polynomial time solvable on split graphs, we show that BCP is NP-hard on split graphs. As BoCP is hard on bipartite graphs when $c > 3$, the result follows for BCP as well. We provide a dichotomy result by showing that BCP is polynomial time solvable on bipartite graphs when $c = 2$. We also show that BCP is NP-hard on co-cluster graphs, contrasting the polynomial time algorithm for ECP and BoCP.

Finally we present an $O^*(2^{\lvert V(G) \rvert})$ algorithm for the BCP, generalizing the known algorithm with a similar bound for the standard chromatic number.

1 Introduction

A proper vertex coloring of a graph $G$ is an assignment $\varphi : V(G) \to [c]$, of colors to its vertices such that, for any edge $(u, v) \in E(G)$, $\varphi(u) \neq \varphi(v)$, here $[c] = \{1, 2, 3, \ldots, c\}$. Minimum number of colors
used by any proper coloring of $G$ is the chromatic number of $G$ and denoted by $\chi(G)$. For any proper coloring $\varphi$, we denote the set of vertices which gets color $i$ by $V_i$, formally $V_i = \{ v \in V(G) | \varphi(v) = i \}$.

We introduce a generalization of a well-studied variant called BOUNDED COLORING PROBLEM (BoCP) which asks for a proper coloring of $G$ with each $|V_i|$ bounded by a given constant $d$. One motivation comes from the problem BIN PACKING PROBLEM WITH CONFLICTS (BPPC) [8]. Here we are given a set of $n$ unit sized objects to be packed into at most $c$ bins of size at most $d$ each, except that some pairs of objects can not be placed in the same bin. This conflict information can be captured by a conflict graph and the problem is exactly an instance of BoCP. We consider a natural generalization where the bins have different, but given, sizes. The associated graph coloring problem which we call BUDGETED COLORING PROBLEM (BCP) is as follows.

**Budgeted Coloring Problem (BCP)**

**Input:** An undirected graph $G(V, E)$, an integer $c$ and an ordered list $B = \{b_1, b_2, \ldots, b_c\}$

**Question:** Does there exist a proper coloring $\varphi : V(G) \rightarrow [c]$ of $G$ such that $|V_i| \leq b_i$ for all $1 \leq i \leq c$?

Given $G$ and $B$ we denote any proper coloring $\varphi$ of $G$ a PROPER BUDGETED COLORING if $|V_i| \leq b_i$ for all $1 \leq i \leq c$. BCP also generalizes another well-studied variant, the EQUITABLE COLORING PROBLEM (ECP). Given a graph $G$ and an integer $c$, ECP asks whether $G$ can be colored with $c$ colors such that for each $i$, $|V_i| = \lfloor \frac{\chi}{c} \rfloor$ or $|V_i| = \lceil \frac{\chi}{c} \rceil$.

As coloring is hard even when $c$ is 3 for general graphs [17], we can rule out any fixed parameter tractable (FPT) algorithm parameterized by the number of colors for BCP for general graphs. In this paper, we study the complexity of BCP for restricted graph classes and present FPT algorithms parameterized by some structural parameters.

Throughout the paper, we denote the number of colors by $c$. We follow the symbols and notations of graph theory and parameterized complexity theory as in the textbooks [10] and [9], respectively.

It follows from the definition of BoCP that for the graph classes for which BCP has a polynomial time or fixed-parameter tractable algorithms, BoCP also has a similar algorithm. On the other hand, if BoCP is $\text{NP}$-hard ($W[i]$-hard for a parameter) on a graph class then BCP is $\text{NP}$-hard ($W[i]$-hard for the same parameter) too. The following extension is not obvious though not difficult.

**Lemma 1.** * If there exists an algorithm to solve BCP for a graph class $\mathcal{G}$ with respect to some parameter $k$ in time $f(k, |V(G)|)$, then we can solve ECP in time $f(k, |V(G)|)$ for any graph $G \in \mathcal{G}$.

The following two corollaries are immediate from Lemma 1.

**Corollary 1.** If for some graph class $\mathcal{G}$ (and a parameter $k$), BCP is polynomial time (FPT for the parameter $k$) then BoCP and ECP are also polynomial time (FPT for the same parameter respectively) for $\mathcal{G}$.

**Corollary 2.** If for some graph class $\mathcal{G}$ (and a parameter $k$), BoCP or ECP is $\text{NP}$-hard ($W[i]$-hard for the parameter $k$), then BCP is $\text{NP}$-hard ($W[i]$-hard for the same parameter respectively) for $\mathcal{G}$.

It follows from Corollary 2 that BCP is $\text{NP}$-hard on interval graphs and co-graphs as ECP is $\text{NP}$-hard on these class of graphs [18]. Similarly as ECP is $W[1]$-hard on bounded treewidth graphs [12], BCP is also $W[1]$-hard parameterized by treewidth.

**Our Results:** In this paper, we first show $\text{NP}$-hard and polynomial time results for BCP in some graph classes. For the most part, we design fixed-parameter tractable algorithms parameterized by cluster vertex deletion set size (i.e. minimum number of vertices whose removal makes the graph
### Graph Notations

All the graphs considered used in our study are simple (free form self loops and parallel edges), finite, and undirected. In a graph $G(V,E)$, for any vertex $v \in V$, we denote its open neighborhood as $N(v) = \{u|(uv) \in E\}$. Define $N_G(v_i) = N(v_i) \cap V(G)$. For any vertex $v \in V$, its degree is denoted by $deg(v) = |N(v)|$. For any subset $S \subseteq V$, and $v \in V \setminus S$, degree of $v$ in $S$ is denoted as $deg_S(v) = |N(v) \cap S|$. For any $S \subseteq V$, its open neighborhood is denoted as $N(S)$ and defined as $N(S) = \{u \in V \setminus S|\exists v \in S \text{ and } (uv) \in E\}$ and $N[S] = N(S) \cup S$. For any subset of vertices $S$ of $V$, the subgraph induced by $S$ is denoted as $G[S]$. For a graph $G$ and a subset of vertices $S \subseteq V$, by $G - S$ we denote the graph induced by the vertex set $G \setminus S$. Given a graph $G$, its complement graph $G^c$, is defined as the graph with same set of vertices but the edges in $G$ become non-edges.

### Parameters and Preliminaries

#### a cluster graph – a collection of cliques) and vertex cover size. The results (including previously known results on ECP and BoCP, for contrast) are summarized in Table 1 and Table 2. We also give an $O^*(2^{|V(G)|})$ exact algorithm for the problem generalizing the known algorithm with a similar bound for the standard chromatic number.

#### Table 1: Summary of Results in Different Graph Classes; Results marked with $\ast$ are in this paper.

| Graph Class | Chromatic Number | Equitable Coloring | Bounded Coloring | Budgeted Coloring |
|-------------|-----------------|--------------------|-----------------|-------------------|
| Bipartite   | Polynomial Time | NP-hard even for three colors $\ast$ | NP-hard even for three colors $\ast$ | NP-hard even for three colors $\ast$ |
| Cluster     | Polynomial Time | Polynomial Time $[18]$ | Polynomial Time | Polynomial Time $\ast$ |
| Split       | Polynomial Time | OPEN               | Polynomial Time $[5]$ | NP-hard $\ast$ |
| Co-Cluster  | Polynomial Time | Polynomial Time     | Polynomial Time | NP-hard $\ast$ |

#### Table 2: Summary of Results in Parameterized Setting; Results marked $\ast$ are in this paper.

| Parameters                                      | Chromatic Number | Equitable Coloring | Bounded Coloring | Budgeted Coloring |
|-------------------------------------------------|-----------------|--------------------|-----------------|-------------------|
| Cluster Vertex Deletion (CVD) Size               | FPT             | FPT $[18]$         | OPEN            | OPEN              |
| CVD Size + Number of Colors                      | FPT             | FPT $[18]$         | FPT $\ast$      | FPT $\ast$       |
| CVD Number + Number of Clusters                  | FPT             | FPT $[18]$         | FPT $\ast$      | FPT $\ast$       |
| Vertex Cover                                    | FPT $[2]$       | FPT $[14]$         | FPT $\ast$      |                   |
| Distance to Clique                              | FPT $[22]$      | Linear Kernel $[18]$ | FPT $\ast$      |                   |

#### 2 Notation and Preliminaries

**Graph Notations**

All the graphs considered used in our study are simple (free form self loops and parallel edges), finite, and undirected. In a graph $G(V,E)$, for any vertex $v \in V$, we denote its open neighborhood as $N(v) = \{u|(uv) \in E\}$. Define $N_G(v_i) = N(v_i) \cap V(G)$. For any vertex $v \in V$, its degree is denoted by $deg(v) = |N(v)|$. For any subset $S \subseteq V$, and $v \in V \setminus S$, degree of $v$ in $S$ is denoted as $deg_S(v) = |N(v) \cap S|$. For any $S \subseteq V$, its open neighborhood is denoted as $N(S)$ and defined as $N(S) = \{u \in V \setminus S|\exists v \in S \text{ and } (uv) \in E\}$ and $N[S] = N(S) \cup S$. For any subset of vertices $S$ of $V$, the subgraph induced by $S$ is denoted as $G[S]$. For a graph $G$ and a subset of vertices $S \subseteq V$, by $G - S$ we denote the graph induced by the vertex set $G \setminus S$. Given a graph $G$, its complement graph $G^c$, is defined as the graph with same set of vertices but the edges in $G$ become non-edges.
in $G^c$ and non-edges in $G$ become edges in $G^c$. We denote $K_n$ as complete graph with $n$ vertices and $K_{n,n}$ as a complete bipartite graph with $n$ vertices in each part. A subset of the vertices of a graph is said to be a vertex cover if for every edge at least one end vertex is in the subset.

**Graph Classes** A graph is said to be bipartite if its vertex set can be partitioned into two subsets such that two endpoints of every edge belong to two different partitions. A star is a complete bipartite graph where one part contains one vertex only and the other part contains all other vertices. A broom is a star where only one edge can be extended as a path. A graph is said to be a cluster if it is a collection of disjoint cliques. A chordal graph is graph with no induced cycle of size at least 4. A co-cluster is complement graph of cluster graph i.e., complete multipartite graph.

**Parameterized Complexity** A parameterization of a problem is assigning an integer $\ell$ to each input instance, and we say that a parameterized problem is fixed-parameter tractable (FPT) if there is an algorithm that solves the problem in time $O(f(\ell) \cdot |I|^{O(1)})$ (also written as $O^*(f(\ell))$), where $|I|$ is the size of the input and $f$ is an arbitrary computable function depending on the parameter $\ell$ only. Another major research field in parameterized complexity is kernelization. A parameterized problem is said to admit a polynomial kernel if any instance $(I,k)$ can be reduced to an equivalent instance $(I',k')$, in polynomial time, with $|I'|$ and $k'$ bounded by a polynomial in $k$. The W hierarchy is a collection of computational complexity classes. If a problem belongs to W[1]-hard it implies the non-existence of a FPT-approximation algorithm for the problem under the standard parameterized complexity hypothesis W[1]-hard $\neq$ FPT. For more background, the reader is referred to the monographs [9, 11, 16, 20].

**Graph Parameters** The cluster vertex deletion number (CVD) of a graph is defined as the minimum number of vertices that need to be deleted such that the remaining graph becomes a cluster graph. Such a set of vertices is called a cluster vertex deletion set. Boral et al. [4] have showed that given a graph $G$, there exist an FPT algorithm to find out whether there exists a cluster vertex deletion set for $G$ of size at most $k$ or not with runtime $O^*(1.9102^k)$. A graph $G$ is said to be $k$ distance to clique if there exists a $A \subseteq V(G)$ with $|A| = k$ such that $G[V \setminus A]$ is a clique. As shown in [19], for any graph $G$, determining whether or not $G$ is $k$ distance to clique, can be computed in $O^*(1.2738^k)$ time and can be approximated within a factor of two. Determining whether there is a vertex cover of size $k$, parameterized by $k$ is FPT and can be computed in $O^*(1.2738^k)$ time.

**Known NP-complete Problems**

**Subset Sum Problem**

**Input:** A set of integers $X = \{x_1, x_2, \ldots, x_p\}$, and an integer $w$.

**Question:** Does there exist a subset $X \subseteq X$ such that $\sum_{x_i \in X} x_i = w$?

**Dominating Set Problem**

**Input:** An undirected graph $G(V, E)$, and a positive integer $k$.

**Question:** Is there a subset $S \subseteq V$ such that $|S| = k$ and $N[S] = V(G)$?

**Bi-clique Problem**

**Input:** A bipartite graph $G(V_1, V_2, E)$, and a positive integer $k$.

**Question:** Is there a complete bipartite graph of size $k \times k$ as a subgraph of $G$?
Known Results for Coloring It is a well-known fact that a bipartite graph is 2-colorable and it can be checked in polynomial time. For the class of cluster graphs, the chromatic number is the size of the largest clique, this can also be verified in polynomial time. Note that split graphs are a subclass of chordal graphs. The classical coloring problem can be solved in polynomial time. Therefore, the coloring problem is also polynomial time solvable on split graphs. Next, we move to the domain of parameterized complexity. Even though the classical coloring problem parameterized by CVD number is folklore FPT result, for the completeness of our paper we briefly describe an approach to solve the problem in FPT time. Due to [18], it is known that ECP is FPT parameterized by CVD. Next, by showing a parameter preserving reduction to ECP we prove that the coloring problem is FPT when parameterized by CVD.

**Lemma 2.** Coloring problem is FPT parameterized by CVD.

*Proof.* Let $I = (G, c)$ be a given instance of coloring problem. We create an instance $I' = (G', c)$ of ECP as follows. $V(G') = V(G) \cup W$, where $|W| = nc - n$, $E(G') = E(G)$. Observe that each vertex in $W$ is a singleton cluster. Thus the parameter remains same.

Now, we prove that $I$ is a YES instance if and only if $I'$ is also a YES instance. Assume $G$ admits a proper coloring with $c$ colors. Let each color $i$ is used to color $n_i$ many vertices in $G$. Note that, $|V(G')| = nc$. Thus each color must be used exactly $n$ times in an equitable coloring. As $G'[W]$ is an independent set, we can use any color to color the vertices in $W$. For each color $i$, we color $n - n_i$ vertices of $W$. Thus we have an equitable coloring of $G'$. Next assume that we have an equitable coloring of $G'$. As $G$ is a subgraph of $G'$, the graph $G$ also admits a proper coloring using at most $c$ colors. This completes the proof. \[\]  

3 On Special Graphs

In this section we derive the complexity of BCP on cluster graphs (a collection of cliques) and co-cluster graphs (complete multipartite graphs), split graphs and bipartite graphs. The result on cluster graphs will be used in the next section when we generalize to look at parameterization by cluster deletion set.

3.1 On Cluster Graphs

BCP is trivial on cliques. Though BCP can be solved in polynomial time on cluster graphs by constructing flow network [18], we give an alternate simpler algorithm. Next, we have the following lemma.

**Lemma 3.** Let $I = (G, c, B)$ be an instance of BCP where $G$ is a cluster graph with a set $\{K_1, K_2, \ldots, K_\ell\}$ of clusters sorted in non-increasing order of their sizes. If $I$ is a YES instance, then there
exists a proper coloring of $G$ where the largest cluster $K_1$ is colored with $|V(K_1)|$ colors having the largest $|V(K_1)|$ budgets.

Proof. Without loss of generality, assume that the budgets in $B$ are sorted in non-increasing order i.e. $b_1 \geq b_2 \geq \cdots \geq b_v$. For any proper budgeted coloring $\varphi$, with slight abuse of notation let us define $\varphi(K_1)$ as the set of colors used to color the vertices of the clique $K_1$, formally $\varphi(K_1) = \{i \in [c] | \exists v \in V(K_1) \text{ such that } \varphi(v) = i\}$. For any proper budgeted coloring $\varphi$, $\varphi(K_1)$ denotes the largest integer such that all the colors in $\{1, 2, \cdots, \varphi\}$ are used to color some vertex of $K_1$, i.e. $\varphi(K_1) = \max_j \{j | j \subseteq \varphi(K_1)\}$. Let $\varphi^*$ be the proper budgeted coloring which maximizes $\varphi(K_1)$ over all possible proper budgeted coloring $\varphi$. Observe that if $\varphi^*(K_1) = |V(K_1)|$, then nothing to prove. Thus let us assume that $\varphi^*(K_1) = i < |V(K_1)|$ and there exist a color $j > i$ which is used to color one vertex say $v$ of $K_1$ in $\varphi^*$. Observe the color $i + 1$ is not used to color any vertex of $K_1$. If $|V_{i+1}| < b_{i+1}$ then we can color $v$ with $i + 1$ and produce a proper budgeted coloring with greater $i$ value, contradicting the maximality of $\varphi^*$. Thus we assume that $|V_{i+1}| = b_{i+1}$. Observe that $j > i + 1$ hence $b_{i+1} \geq b_j$. As $j \in \varphi^*(K_1)$ and $(i + 1) \notin \varphi^*(K_1)$ therefore there exist a cluster $K_j$ such that $(i + 1) \in \varphi^*(K_j)$ and $j \notin \varphi^*(K_j)$. Let $u \in K_j$ be the vertex such that $\varphi^*(u) = j$. By exchanging colors of $u$ and $v$ we can produce a proper budgeted coloring with greater $i$ value, contradicting the maximality of $\varphi^*$. Hence contradiction and the claim holds.

Lemma leads to the greedy Algorithm 1 establishing the following theorem.

**Theorem 1.** BCP on the class of Cluster Graphs can be solved in polynomial time.

### 3.2 On Co-Cluster Graphs

In this section we present another contrasting result. While ECP is known to be polynomial time solvable on co-cluster graphs, we prove that BCP is NP-hard on this class of graphs. It is not hard
to verify that BoCP can also be solved in polynomial time. Now, we prove the following theorem by showing a reduction from 3-PARTITION PROBLEM.

**Theorem 2.** BCP on co-cluster graphs is NP-hard.

*Proof. Let \( I = (S, w) \) be a 3-PARTITION PROBLEM problem instance, where \( S = \{x_1, x_2, x_2, \cdots, x_{3c}\} \) and \( w = \frac{n}{2}, \ n = \sum x_i \). We create an instance \( I' = (G, 3c, B) \) of BCP as follows. Here \( G \) is a co-cluster graph with \( c \) parts, where each part has \( 3n + w \) many vertices and \( B = \{n + x_1, n + x_2, n + x_3, \cdots, n + x_{3c}\} \). Next, we show that \( I \) is a YES instance if and only if \( I' \) is a YES instance.

Let \( I \) is a YES instance, then there are \( c \) sets containing three elements each, adding up to \( w \). We can color each part of \( G \) by using the corresponding three colors whose budgets add up to \( 3n + w \). Thus \( I' \) is also a YES instance.

Now, assume that \( I' \) is a YES instance. Observe that, one color can be used in only one part. If each part gets exactly three colors then we have nothing to prove. Therefore we consider the case when there exists at least one part that gets at most two colors or at least four colors. For the first case, say \( i \) and \( j \) be that two colors. As \( 2n + x_i + x_j < 3n + w \), all the vertices in that part is not colored with color \( i \) and \( j \). For the second case, observe that as \( 4n > 3n + w \), some color is not fully used to color that part. Also observe that the budgets add up to the number of the vertices in \( G \). As a result, there is at least one part that contains some uncolored vertices, which is contradiction.

Note that, 3-PARTITION PROBLEM is NP-hard even when all the elements are polynomial in the number of elements in the set \([17]\). Thus, we can safely assume that each \( x_i \) is polynomial in \( 3c \). Hence, the reduction is also polynomial time. \( \Box \)

### 3.3 On Split Graphs

It is known that BoCP is polynomial-time solvable on the class of Split Graphs \([6]\). Surprisingly it turns out that BCP is NP-hard on Split Graphs. We give a reduction from the DOMINATING SET PROBLEM and prove the following theorem.

**Theorem 3. The BCP is NP-hard on Split Graphs.**

*Proof. Let \( I = (G, k) \) be an arbitrary instance of the DOMINATING SET PROBLEM, where \( V(G) = \{w_1, w_2, \cdots, w_n\} \) and \( k \leq n \). We construct a BCP instance \( I' = (G', n, B) \), where \( G' \) is a split graph as follows. \( V(G') = C \cup I \), where \( C = \{u_1, u_2, \cdots, u_n\} \) be the clique and \( I = \{v_1, v_2, \cdots, v_n\} \) be the independent set. \( E(G') = E_1 \cup E_2 \), where \( E_1 = \{(u_i, u_j) \mid \forall i \neq j\} \) and \( E_2 = \{(u_i, v_j) \mid (u_i, w_j) \notin E(G)\} \). The number of colors \( c \) is \( n \), with budgets \( b_i = n + 1 \) for \( i \in [k] \) and the budget for the remaining colors is 1.

Next, we show that the graph \( G \) has a dominating set of size \( k \) if and only if there exists a proper budgeted coloring of \( G' \). Assume that the graph \( G \) has a dominating set \( D \) of size \( k \). Without loss of generality assume \( D = \{w_1, w_2, \cdots, w_k\} \). Color \( u_i \) with color \( i \) where \( i \in [k] \). As \( D \) is a dominating set in \( G \), each vertex in \( I \) is adjacent to some vertex \( d \) of \( D \) in \( G \), and hence is non-adjacent to that vertex in \( G' \), and so can be colored with the color of \( d \). Thus we can color every vertex in \( I \) with the first \( k \) colors. Now, we have only \( n - k \) uncolored vertices in \( C \). Color them with the last \( n - k \) colors. Hence we have a proper budgeted coloring of \( G' \).

To prove the converse, note that in any proper budgeted coloring of \( G' \), all \( n \) colors must be used to color the vertices in \( C \). Without loss of generality assume that \( u_i \) gets the color \( i \), for \( i = 1 \) to \( n \). Therefore the vertices in \( I \) are colored with the first \( k \) colors (as only they have budgets more than 1). Thus \( \cup_{i \in [k]} \overline{N}(u_i) = I \). Hence \( \{w_1, w_2, \cdots, w_k\} \) forms a dominating set in \( G \). This completes the proof. \( \Box \)
It is known that the dominating set problem is \( \text{W}[2] \)-hard with respect to the solution size \( (k) \) as a parameter. In the reduction described in Theorem 3 the number of colors having a budget greater than one is also \( k \). Hence, this reduction is parameter preserving for the parameter ‘number of colors with a budget greater than one’ leading to the following corollary.

**Corollary 3.** BCP parameterized by the number of colors with a budget greater than one is \( \text{W}[2] \)-hard.

### 3.4 On Bipartite Graphs

It was known that the bounded coloring problem is \( \text{NP} \)-hard on bipartite graphs when \( c \geq 3 \). We extend this result for ECP thus proving hardness for ECP as well as BCP (the later result follows from Corollary 2.)

**Theorem 4.** ECP on Bipartite Graphs is \( \text{NP} \)-hard even when \( c = 3 \).

**Proof.** We show a reduction from the biclique problem. Given a biclique problem instance \( I = (G(V_1 \cup V_2, E), k) \) where, \( |V_1| = |V_2| = n \), the question is whether \( G \) has \( K_{k,k} \) as a subgraph? We construct a ECP instance \( I' = (G'(V'_1 \cup V'_2, E'), 3) \) as follows. \( V'_1 = V_1 \cup \{a\}, V'_2 = V_1 \cup W \cup \{b\} \) where, \( a, b \) are two new vertices and \( |W| = n - 3k + 1 \). The edge set \( E' = \{E_1 \cup E_2 \cup E_3\} \) where, 

\[
E_1 = \{(u,v)|u \in V_1,v \in V_2 \text{ and } (u,v) \notin E\},
\]

\[
E_2 = \{(a,v)|v \in V_2\}, \text{ and } E_3 = \{(b,u)|u \in V_1\}. \]

Also we have three colors 1, 2 and 3. Since \( |V(G')| = 3n - 3k + 3 \), to achieve proper equitable coloring we must use each color exactly \( n - k + 1 \) times.

**Claim 1.** \( I \) is a YES instance iff \( I' \) is a YES instance.

**Proof.** Let \( I \) be a YES instance, i.e. \( G \) has a \( K_{k,k} \) as a subgraph. Without loss of generality let \( \{u_1, u_2, \ldots, u_k\} \in V_1 \) and \( \{v_1, v_2, \ldots, v_k\} \in V_2 \) form the \( K_{k,k} \) in \( G \). Thus in \( G', (u_i, v_j) \notin E', \forall i,j \in [k] \). Use color 1 to color all these vertices and the vertices in \( W \). Color remaining \( n - k + 1 \) vertices in both \( V'_1 \) and \( V'_2 \) with color 2 and color 3, respectively. Observe that we have a proper equitable coloring of \( G' \).

Next, assume that \( G' \) admits a proper equitable coloring. Without loss of generality, assume color 1 and 2 are used to color the vertices \( a \) and \( b \). Since \( a \) is adjacent to all the vertices in \( V'_2 \), color 1 must be entirely used at vertices in \( V'_1 \). Also, color 2 can color at most \( n - k + 1 \) many vertices of \( V'_2 \), more precisely, at most \( n - k \) many vertices of \( V_2 \). Thus at least \( k \) vertices from both the parts \( V_1 \) and \( V_2 \) must be colored with color 3. Hence they are forming a \( K_{k,k} \) in \( G \). This completes the proof.

### 3.4.1 When \( c = 2 \).

While the BoCP has been known to be hard for bipartite graphs when \( c \geq 3 \), its complexity for \( c = 2 \) (especially in disconnected bipartite graphs) doesn’t seem obvious. We show that even the more general BCP is polynomial time solvable when \( c = 2 \) by a suitable reduction to the subset sum problem to prove the following.

**Theorem 5.** The BCP on the class of bipartite graphs can be solved in polynomial time when \( c = 2 \).
Proof. Let, $G(V \cup U, E)$ be the given bipartite graph where $|V \cup U| = n$, $b_1$ and $b_2$ be the budgets associated with the two colors. Observe that, BCP is polynomial time solvable when the $G$ is connected as we just have to ensure that the two parts of the partition satisfy the budget constraints. When $G$ is disconnected, let $P_1, P_2, P_3, \ldots, P_\ell, \ell \geq 2$ be the connected components in $G$ where each connected component in the graph $P_\ell = (V_1 \cup V_2, E_\ell)$. Without loss of generality assume that $|V_1| \geq |V_2|$ for all $i$. In any proper coloring, at least budget $\sum_{i \in [\ell]} V_2 = x$ is required for both the colors. Thus we can subtract $x$ from the budgets $b_1$ and $b_2$ (and if any of the budgets is less than $x$, then the problem is a NO instance). Let, $b'_1 = b_1 - x$ and $b'_2 = b_2 - x$ be the modified budgets for the colors 1 and 2 respectively. Let $y_i = |V_1^i| - |V_2^i|$ for all $i \in [\ell]$. Now, each component $P_\ell$ has $y_i$ many uncolored vertices that can be colored with any of the two colors.

Let $S = \{y_1, y_2, y_3, \ldots, y_\ell\}$ and we would like to find $X \subseteq S$ such that the sum of the elements of $X$ is at most $b'_1$ and the sum of the elements of $S \setminus X$ is at most $b'_2$. Observe that, this is exactly the subset sum problem where each $y_i$ is upper bounded by $n$. It is known (see, for example [21]) that subset sum problem can be solved in time $O(nw)$ where $n$ is the number of elements in the given set when each element is bounded by $w$. Applying that algorithm for our problem proves the theorem.

3.5 On Paths Graphs

As the BCP is NP-hard on bipartite graphs when $c > 2$, we study the problem on a sub-class. Here we study the problem on the class of paths and show that the problem is polynomial time solvable even when $c > 2$ in the following lemma.

Lemma 4. The problem instance $(G(V, E), C, A)$ is polynomial time solvable for the family $P$ of paths.

Proof. We are given with a path $P$ of $n$ vertices. A necessary condition is that there are at least two colors. If any color has a budget of more than $\lceil \frac{n}{2} \rceil$, truncate to $\lceil \frac{n}{2} \rceil$ (as we can not use more colors than this). Now we claim that if the total budget (after truncation) is at least $n$, then the path is two colorable and it can not be otherwise. The algorithm in details as follows:

First we sort the colors in descending order based on their budgets and let the sorted list be $C'$.

The content of $C'$ are as follows: $C' = \{(i, b_i) : \forall i \in [c]\}$ Now we have the following two cases:

Case1: The budget $b_i \leq \lceil \frac{n}{2} \rceil \forall i \in [c].$

The given instance is a trivial NO instance if total budgets of available color is less than $n$. Now we check for the $\lceil \frac{n}{2} \rceil$-th entry in $C'$. Then we color the odd vertices of the path $P$ with first $\lceil \frac{n}{2} \rceil$-th color in $C'$ and even vertices with $\lceil \frac{n}{2} \rceil + 1 \rightarrow n$-th color in $C'$. As $b_i \leq \lceil \frac{n}{2} \rceil \forall i \in [c]$, this will return a proper coloring of $P$.

Case2: There exist an $i \in [c]$ such that, the budget $b_i > \lceil \frac{n}{2} \rceil$.

Again we can say that the given instance is a trivial NO instance if total budget of available color is less than $n$. If not then start decreasing the availability of such color let $i$, until $b_i \leq \lceil \frac{n}{2} \rceil$. Do that for all such color. Now the reduced instance is same as the instance given in Case 1.

3.6 On Brooms

In this section we prove that the BCP is polynomial time solvable for the class of brooms. Let $G(V, E)$ be a broom such that $V = U \cup W$, $U = \{u_1, u_2, \ldots, u_p\}$, $W = \{w_1, w_2, \ldots, w_q\}$ and $E = \{(w_i, w_{i+1}) \mid i \in [q - 1]\} \cup \{(u_j, w_i) \mid j \in [p]\}$. In other words, $W$ induces a path of length $q - 1$, $U$ induces an independent set of cardinality $p$ and every vertex in $U$ is adjacent to only $w_1$ in the
graph. Let \( I = (G, c, \mathcal{B}) \) be the given problem instance of the BCP on brooms. Next, we prove that if the given instance is a YES instance then there exist a coloring that uses the minimum budgeted color at \( w_1 \).

**Lemma 5.** If \( I \) be a YES instance then there is coloring \( \psi \), such that in \( \psi \), the vertex \( w_1 \) is colored with minimum budgeted color.

**Proof.** Without loss of generality assume that 1 be the minimum budgeted color in the given instance. Let such that \( a \) is used at \( w_1 \) in a proper coloring \( \zeta \). Here we give another proper coloring \( \psi \), that uses color 1 in then vertex \( w_1 \). We denote \( V_i \) as the set of vertices colored with color \( i \) and \( \zeta(v) \) as the color of \( v \) in the coloring \( \zeta \). Observe that for any color \( a \), if \( |V_a| \leq |V_1| \) then, by switching the color in \( V_a \) and \( V_1 \) we can get a new coloring \( \psi \), which is a proper coloring. Now, we prove the lemma in the following two cases.

**Case 1:** \(|N(w_1) \cap V_1| = 1\). Without loss of generality assume \( N(w_1) \cap V_1 = \{u_1\} \) in the coloring \( \zeta \). In the new coloring \( \psi \) switch the color used at \( w_1 \) and \( u_1 \), i.e., \( \psi(w_1) = 1 \) and \( \psi(u_1) = a \). Observe that \( \psi \) is also a proper coloring of \( G \) as only one neighbor of \( w_1 \) is colored with 1.

**Case 2:** \(|N(w_1) \cap V_1| \geq 2\). Without loss of generality assume \(|N(w_1) \cap V_1| = k, 2 \leq k \leq p + 1\) in the coloring \( \zeta \). As \(|V_a| > |V_1|\), there is at least \( k \) many vertices in \( W \cap V_a \) such that no neighbors of them is colored with color 1. Let the set be \( W' \). Now, in the new coloring \( \psi \), we color \( N(w_1) \cap V_1 \) with color \( a, w_1 \) and any \( k - 1 \) many vertices from \( W' \) with color 1. Observe that, in both the cases \( \psi \) is a proper coloring of \( G \) respecting the budgets.

**Case 3:** \(|N(w_1) \cap V_1| = 0\). If the color 1 is not used in the coloring \( \zeta \) of \( G \), then color \( w_1 \) with 1. Otherwise, pick arbitrarily one vertex from \( U \), say \( u_1 \). Observe that \( \zeta(u_1) \) and \( \zeta(w_1) \) both can not be the same as \( \zeta(w_q) \). If \( \zeta(u_1) \neq \zeta(w_q) \) then, perform circular shifting of color starting from \( u_1 \) to \( w_q \). In the new coloring \( \psi(u_1) = \zeta(w_1), \psi(w_1) = \zeta(w_2), \ldots, \psi(w_{q-1}) = \zeta(w_q), \psi(w_q) = \zeta(u_1) \). Continue the process till \( \psi(w_1) = 1 \). If \( \zeta(u_1) = \zeta(w_q) \) and \( \zeta(w_1) \neq \zeta(w_q) \) then perform the similar circular shifting starting from \( w_1 \) to \( w_q \) till \( \psi(w_1) = 1 \). Observe that \( \psi \) gives us proper coloring of \( G \). This completes the proof.

Now, we describe a coloring scheme using the fact that the minimum budgeted color is used to color the vertex \( w_1 \). Note that, we use a color at most \( \left\lceil \frac{q}{2} \right\rceil \) many times to color the vertices in \( W \). Color \( \min(b_1, \left\lceil \frac{q}{2} \right\rceil) \) many odd vertices of the path using the color 1. Next, pick an arbitrary color \( i \) and color the remaining odd vertices in the path until we use that color \( \min(b_1, \left\lceil \frac{q}{2} \right\rceil) \) many times. If the number of remaining odd vertices in the path is less than \( \min(b_1, \left\lceil \frac{q}{2} \right\rceil) \) then, use the rest budget to color the even vertices in the path. Repeat this process until all the vertices in the path are colored. Observe that any vertex in \( U \) is non-adjacent to vertices in \( W \setminus \{w_1\} \). Thus any color other than 1 used in \( W \) can be used to color the vertices in \( U \) (if we have not used the budget completely). Use the colors (except 1) with the remaining budgets to color the vertices in \( U \). If we have enough budgets return YES, otherwise return NO. Moreover, observe that the entire process can be done in polynomial time. Thus we have the following theorem.

**Theorem 6.** The BCP is polynomial time solvable on the class of Brooms.

### 4 Structural Parameterization of BCP

In this section, we address the parameterized complexity of BCP with respect to some structural parameters, parameters that measure the (deletion) distance to a tractable graph class.
4.1 BCP parameterized by Cluster Vertex Deletion Number (CVD)

Recall from Section 3.1 that BCP is polynomial time solvable on cluster graphs. So, here we ask what if the input graph is $k$-vertices away from a cluster graph i.e., deleting $k$ vertices from the graph makes the graphs a cluster graph? We show that BCP is FPT parameterized by $k$ and an additional parameter which is the number of colors or the number of clusters in the resulting graph. We remark that we do not need to assume that we are given the deletion set $S$, as we can find it in $O^*(1.9102^k)$ time.

Consider any instance of $I = (G, c, B)$ of BCP. Let $S$ be the cluster vertex deletion set of $G$ and $\mathcal{P} = \{P_1, P_2, \ldots, P_t\}$ be a partition of $S$. Let $\alpha$ be any proper coloring of $S$ such that for each part $P_i$ and any two vertices $u, v \in P_i$, $\alpha(u) = \alpha(v)$. Now, we define a new instance $I' = (G, c, B, \mathcal{P}, \alpha)$ of EXTENDED BUDGETED COLORING PROBLEM (EBCP) as follows. Given $I'$, the EBCP asks whether there exists a proper budgeted coloring $\beta$ of $G$ such that $\forall v \in S$, $\beta(v) = \alpha(v)$. Without loss of generality assume that, in $\alpha$ for each $i$, $P_i$ is colored with color $i$. Though the following lemma follows form Lemma 1 and Lemma 2 in [18], we give a slightly different proof just for completeness.

**Lemma 6.** Given a partition $\mathcal{P}$ and its coloring $\alpha$ of cluster vertex deletion set $S$, EBCP instance $I' = (G, c, B, \mathcal{P}, \alpha)$ can be solved in polynomial time.

**Proof.** Let $\mathcal{K} = \mathcal{K}_1 \cup \mathcal{K}_2 \cup \mathcal{K}_3 \cup \cdots \cup \mathcal{K}_m$ be the clusters in $G - S$. Now, we construct a flow network as follows. For each part $P_i$ create one vertex $v_i$ and for each unused color $\alpha$ in the coloring $\alpha$ create a vertex $v_{\alpha+i}$, where $i$ is the number of parts in $\mathcal{P}$. For each $(v_i, K_j)$ pair, add a vertex $u_{ij}$ (see Figure 1). Join each $v_i$ and $u_{ij}$ for all $j \in [m]$. Connect each $u_{ij}$, $i \in [\ell]$ and $w \in K_j$ by an edge, if $P_i \cup \{w\}$ is independent in $G$. Also connect each $u_{ij}$ and $w \in K_j$ by an edge, if $i > [\ell]$. Now, we add two more vertices $s$ and $t$ such that, every vertex $v_i$ is adjacent to $s$ and every vertex in $\mathcal{K}$ is adjacent to $t$. Next, we set the capacities of the edges. Capacity of every $(s, v_i)$ edge is $b_i' = b_i - |P_i|$ if $i \leq [\ell]$ and is $b_i' = b_i$, otherwise. All other edges have capacity one. Next, we prove the following claim.

![Construction of the flow instance for BCP parameterized by CVD and the number of colors](image)

**Claim 2.** There exists a solution (proper budgeted coloring $\beta$) for the EBCP instance $I'$ if and only if the constructed flow network has an $(s, t)$-flow of value $n - k$, where $n$ is the number of vertices in $G$.

**Proof.** Let us first assume that there exists a solution to the EBCP instance $I'$. Let $\beta$ be the coloring of $G$ such that, $\forall u \in S$, $\beta(u) = \alpha(u)$. Now we fix the flow in the flow network. Let us denote for the coloring $\beta$, for each $i$, $|V_i \cap \mathcal{K}| = x_i$. Let for an edge $(u, v)$, $f(u, v)$ denotes the flow of the edge. Set $f(s, v_i) = x_i$ for all $i$. If there exists a vertex $y \in V_i \cap \mathcal{K}_j$ then set $f(v_i, u_{ij}) = 1$. 
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to a vertex in \(P\), proper coloring of \(w\) \(K\) BC P theorem 7. \(\alpha\) BC P then there must exist one coloring \(BC P\) and conservation constraints, for each \(s,t\) same color in our coloring scheme, i.e., second condition is also satisfied. Again due to the capacity we know for a vertex \(\sum f(s,v_i) = \sum_{j \in [m]} f(v_i, u_{ij})\). Therefore the capacity and the conservation constraints are satisfied. Hence we have a valid \((s,t)\)-flow of value \(n - k\).

Now, we assume that the flow network has a \((s,t)\)-flow of value \(n - k\). That implies for all \(w \in K\), \(f(w,t) = 1\). For each vertex \(w \in K_j\) for all \(j \in [m]\), find the \(i\) such that \(f(u_{ij}, w) = 1\). Color \(w\) with color \(i\). Now we have a coloring of the graph \(G\). Next, we show that the coloring is a proper coloring of \(G\). Let \(w \in K_j\) be a vertex that gets color \(i\). We prove that, \(w\) is neither adjacent to a vertex in \(P_i\), nor another vertex in \(K_j\) gets the color \(i\). Observe that there is a path between \(v_i\) and a vertex \(x \in K\) only if either \(P_i \cup \{x\}\) is independent in \(G\) or the color \(i\) is not used at \(S\). This satisfies the first condition. Furthermore, as we have a valid flow, due to the conservation constraint we know for a vertex \(u_{ij}\), \(\sum_{w \in K_j} f(u_{ij}, w) = 1\). Thus no two vertices from the same clique get the same color in our coloring scheme, i.e., second condition is also satisfied. Again due to the capacity and conservation constraints, for each \(i\) we have \(f(s,v_i) = \sum_{j \in [m]} f(v_i, u_{ij})\). Therefore the budget constraints of BCP are also satisfied. This completes the proof.

Moreover, observe that we can solve the flow instance in polynomial time.

Let \(\Gamma\) be the number of colorings of \(S\). Observe that \(|\Gamma| = c^h\). If \((G,c,B)\) is a YES instance of BCP then there must exist one coloring \(\alpha \in \Gamma\) such that we have a solution to the EBCP with respect to \(\alpha\). Thus from Lemma 6 we have the following theorem.

**Theorem 7.** BCP parameterized by cluster vertex deletion number and the number of colors can be solved in time \(O^*(c^h)\), where \(c\) is the number of colors and \(k\) is the cardinality of the cluster vertex deletion set.

Next, we prove that BCP is FPT parameterization by CVD and the number of clusters in \(G\ \setminus S\). Observe that the number of clusters can be significantly smaller than the number of colors, for example when \(G\ \setminus S\) is a large clique.

### 4.1.1 Parameterization by CVD and the number of clusters

Let \(S\) be the cluster vertex deletion set and \(d\) be the number of clusters in \(G - S\). Let \(\mathcal{P} = \{P_1, P_2, \cdots, P_\ell\}\) be any partition of \(S\) into \(\ell\) independent sets, and \(D = \{d_1, d_2, \cdots, d_\ell\}\) be any ordered list of integers such that \(0 \leq d_i \leq d\) for each \(i \in [\ell]\). Without loss of generality assume \(|P_1| \geq |P_2| \geq \cdots \geq |P_\ell|\). For any \(\mathcal{P}, D\) we define \(\gamma_{\mathcal{P},D}\) as follows. \(\gamma_{\mathcal{P},D}(P_1)\) be the least budgeted color with budget at least \(|P_1| + 1\). We inductively define \(\gamma_{\mathcal{P},D}(P_i)\) to be the \(\gamma_{\mathcal{P},D}(P_j)\) a color with at most \(|P_1| + d_i\) such that for all \(j < i\), \(\gamma_{\mathcal{P},D}(P_j) \neq a\). Observe that each color is assigned to at most one part in a partition. We modify \(B\) and create a new list of budgets \(B_{\mathcal{P},D} = \{b_1', b_2', \cdots, b_\ell'\}\) as follows. \(b_a = |P_a| + 1\) if there exists a \(P_i\) such that \(\gamma_{\mathcal{P},D}(P_i) = a\) and \(b_a' = b_a\), otherwise. Let \(U\) be the set of all pairs \((\mathcal{P}, D)\), where \(\mathcal{P}\) be the all possible partition of \(S\) into independent sets and \(D \in \{0, 1, 2, \cdots, d\}^{[\ell]}\). If there is one \(P_i\), such that \(\gamma_{\mathcal{P},D}(P_i)\) does not exist, discard the pair \((\mathcal{P}, D)\). Suppose we know the partition of \(S\) induced by a feasible coloring; for each part in the partition we also know the number of vertices in \(V \setminus S\) that get the same color. Given these two informations we can design a greedy algorithm to solve the problem in polynomial time using Lemma 6. Towards that we prove the following lemma.
Lemma 7. \( \mathcal{I} = (G, c, \mathcal{B}) \) is a YES instance if and only if there exists at least one \((P^*, D^*) \in \mathcal{U}\) such that \( \mathcal{I}_{P^*, D^*} = (G, c, \mathcal{B}_{P^*, D^*}, P^*, \gamma_{P^*, D^*}) \) is a YES instance.

Proof. Let us assume \( \mathcal{I} \) is a YES instance of BCP i.e., there is a proper budgeted coloring \( \beta \) of \( G \). Without loss of generality, assume that we have used the first \( \ell \) colors to color the vertices of \( S \). Recall, \( V_i = \{ v \mid \beta(v) = i \} \). We define \( P'_i = \{ P'_1, P'_2, \ldots, P'_d \} \), where \( P'_i = V_i \cap S \). Define \( D' = \{ d'_1, d'_2, \ldots, d'_d \} \) such that \( d'_i = |V_i| - |P'_i| \) and \( B' = \{ b'_1, b'_2, \ldots, b'_d \} \), where \( b'_i = |V_i| \), if \( i \in \{1, 2, \ldots, d \} \) and \( b'_i = b_i \), otherwise. Observe that, \((P', D') \in \mathcal{U}\). As \( \mathcal{I} \) is a YES instance, \( \mathcal{I}' = (G, c, \mathcal{B}', P', \beta) \) is also a YES instance of EBCP. Next we show that \( \mathcal{I}_{P', D'} = (G, c, \mathcal{B}', P', \gamma_{P', D'}) \) is a YES instance.

Observe that if for all \( 1 \leq j \leq \ell \), \( \gamma_{P', D'}(P'_j) = \beta(P'_j) \) then nothing to prove. Let \( P'_j \) be the largest part in \( P' \) such that \( \gamma_{P', D'}(P'_j) \neq \beta(P'_j) \). Let \( \gamma_{P', D'}(P'_j) = x \) and \( \beta(P'_j) = y \). By construction \( b_x \leq b_y \). We can exchange colors \( x \) and \( y \) to construct a new coloring \( \beta_1 \) from \( \beta \) which is also a feasible coloring for \( \mathcal{I}' \). In \( \beta_1 \) one more part of \( S \) receives same color as \( \gamma_{P', D'} \). Thus applying the same step at most \( \ell \) times we can create a feasible coloring \( \beta_\ell \) such that for all \( 1 \leq j \leq \ell \), \( \gamma_{P', D'}(P'_j) = \beta(\ell(P'_j)) \). Thus proving \( \mathcal{I}_{P', D'} \) is a YES instance.

While proving the converse, it is not hard to follow that if \( \mathcal{I}_{P, D} \) is a YES instance then \( \mathcal{I} \) is also a YES instance. \( \square \)

Observe that, as there can be \( k^k \) many partitions of \( S \) and \( d^k \) many choices of \( D \). Thus \( |\mathcal{U}| = \mathcal{O}(d^k \cdot 2^k \cdot \log k) \). For each pair of \((P, D)\) using Lemma\(^6\) we can solve the problem in polynomial time. Therefore we have the following theorem.

Theorem 8. BCP parameterized by \( k \), the cluster vertex deletion number and \( d \), the number of clusters can be solved in time \( \mathcal{O}^*(d^k \cdot 2^k \cdot \log k) \).

4.2 BCP Parameterized by the Distance to Clique

First, observe that when the number of clusters is one, the problem reduces to the BCP parameterized by the distance to a clique. Thus from Theorem\(^8\) we get the following theorem as a corollary.

Theorem 9. BCP parameterized by the distance to clique can be solved in time \( \mathcal{O}^*(2^{k \log k}) \), where \( k \) is the size of clique modulator.

Next, we prove that there is no polynomial kernel for BCP parameterized by the distance to clique under standard complexity theoretic assumptions. We show a parameter preserving reduction from the clique problem (refer to Section\(^2\) for a formal definition) parameterized by vertex cover size. It is known that the clique problem parameterized by vertex cover does not admit a polynomial kernel unless \( \text{NP} \subseteq \text{coNP/poly} \).\(^2\)

Theorem 10. BCP parameterized by the distance to clique does not admit a polynomial kernel unless \( \text{NP} \subseteq \text{coNP/poly} \).

Proof. Consider any instance of clique problem parameterized by vertex cover, \( \mathcal{I} = (G, X, \ell) \). Here \( G \) is a graph, \( X \subseteq V(G) \) is a vertex cover and we would like to find out whether there exists a clique of size \( \ell \) in \( G \). Parameter is \( k = |X| \). We construct the following instance \( \mathcal{I}' = (G^c, n - \ell + 1, \mathcal{B}) \) of BCP as follows. Here \( G^c \) is the complement of \( G \) and we set the budgets as follows. First \( n - \ell \) colors have budget one and the last color has budget \( \ell \).

Next, we prove that \( G \) has a clique of size \( \ell \) if and only if \( \mathcal{I}' \) admits a proper budgeted coloring. Assume that \( G \) has a clique of size \( \ell \). It is an independent set in \( G^c \), and uses the color with budget \( \ell \) to color the independent set. There are \( n - \ell \) colors with budget one and \( n - \ell \) vertices left to
color. Color them with all different colors. To prove the converse, assume \( I' \) is a YES instance. Observe that sum of the budgets of the colors is exactly \( n \). So, the color with budget \( \ell \) has been entirely used, which forms an independent set of size \( \ell \) in \( G^c \) and hence a clique in \( G \).

Observe that as \( X \) is a vertex cover in \( G \), \( V(G) \setminus X \) is an independent set in \( G \). Thus \( V(G) \setminus X \) is a clique in \( G^c \) and \( X \) is a clique modulator in \( G^c \). This completes the proof.

### 4.3 Budgeted Graph Coloring Parameterized by the Vertex Cover Size

In this section, we study the BCP on the class of graphs that are \( k \) vertices away from an independent set, i.e. on graphs that have a \( k \)-sized vertex cover. Observe that if a graph has a \( k \)-sized vertex cover, then it also has a \( k \)-sized CVD because a vertex cover is also a CVD. Thus the FPT results of section 4.1 follow for vertex cover size as well. However, in this section, we give a stronger result by showing that BCP is FPT parameterized just by vertex cover, independent of any other parameter.

Let, \((G, c, B)\) be an instance of the BCP where the graph \( G \) has a vertex cover \( S \) of size \( k \). So, \( I = V(G) \setminus S \) is an independent set. Note that we do not need to assume that we are given \( S \), as we can find \( S \) in \( O^*(1.2738^k) \) time [7].

Our algorithm differs from the algorithm of Section 4.1 (Proof of Theorem 7) in only the first step of coloring the vertices of \( S \). Instead of trying all possible colorings to color \( S \) in the first step, we apply a greedy method.

Let \( \mathcal{P} = \{P_1, P_2, P_3, \ldots, P_\ell\} \) be the partition of \( S \), where \( \ell \leq k \), and each part \( P_i \) is independent. For each part \( P_i \), we define the set of feasible colors for \( P_i \) by \( F_i \) where \( F_i = \{ j \in [c] : b_j \geq |P_i| \} \). Let \( L_i \) be the set of least budgeted \( \ell \) colors in \( F_i \); if \( |F_i| \leq \ell \), we set \( L_i = F_i \).

Next we show that if there exist a proper budgeted coloring for \( G \) then there exist a restricted budgeted coloring where each \( P_i \) gets one of the colors from \( L_i \). We denote a coloring \( \varphi \), a restricted proper budgeted coloring with respect to \( \mathcal{P} \) if for all \( P_i \in \mathcal{P} \) any two vertices \( u, v \in P_i \), \( \varphi(u) = \varphi(v) \).

**Lemma 8.** If there exists a restricted proper budgeted coloring of \( G \) with respect to \( \mathcal{P} \), then there exists a restricted proper budgeted coloring where the vertices in each partition \( P_i \) is colored with one of the colors in \( L_i \).

![](image)

**Proof.** For the sake of contradiction assume that there does not exist a restricted proper budgeted coloring such that all the vertices in each partition \( P_i \) are colored with one of the colors in \( L_i \). Let \( \varphi^* \) be the coloring that maximizes the number of partitions \( P_i \) that are colored with one of the colors in \( L_i \). Observe that if for a partition \( |L_i| \leq \ell \) then \( L_i = F_i \) thus must be colored with one of the colors in \( L_i \) in any restricted budgeted proper coloring. Let \( P_i \in \mathcal{P} \) be the partition that is colored with a color \( r \notin L_i \). As \( L_i \) contains at least \( \ell \) colors there exist a color say \( q \in L_i \) which is not used to color any of the partitions in \( \mathcal{P} \). Observe that \( b_q \leq b_r \) (see Figure 2). Let \( |P_i| = a \), \( b_q = a + d \) and \( b_r = a + e \) where \( 0 \leq d \leq e \). Next, we construct a coloring \( \varphi' \) from \( \varphi^* \) as follows. If \( d = e \) then exchange the color \( r \) and \( q \) to construct \( \varphi' \) but this will contradict the maximality of
Thus assume that \( d < e \). Let \( V_r \) be the set of vertices in \( V \setminus S \) which are colored with color \( r \). Observe that there are no edge between \( P_i \) and \( V_r \). Let \( |V_r| = e' \leq e \). Let \( V_q \) be the set of vertices in \( V \setminus S \) which are colored with color \( q \). Suppose \( |V_q| = d' \leq a + d \).

We construct \( \varphi' \) from \( \varphi^* \) as follows. We color the vertices of \( P_1 \) with the color \( q \) and the vertices of \( V_q \) with \( r \) (observe that \( b_q < b_r \)). We color \( V_r \) with rest of the colors of \( q \) and \( r \). In order to prove that there are sufficient colors left to color \( V_r \) let us observe the following.

\[
|V_r| = e' \leq e \leq a + d - d' \quad (as \ d' \leq a + d)
\]

\[
= d + (e + a - d') = (b_q - a) + (b_r - d')
\]

We color the rest of the vertices with the same color as of \( \varphi^* \). Observe that \( \varphi' \) is a restricted proper budgeted coloring and contradicts the maximality of \( \varphi^* \) and the claim holds.

For each part \( P_i \) in the partition, we first find a set of the least budgeted \( \ell \) colors each of which is of size at least \( |P_i| \) (if there aren’t \( \ell \) different colors satisfying the budget constraint, we pick all those that satisfy; if there aren’t any color satisfying the budget constraint, we abandon this partition and move on). Then we try all possible colorings of \( S \) coloring each \( P_i \) with any of the colors we have found for \( P_i \) making sure that no pairs of \( P_i \)'s get the same color. As soon as we fix the coloring of each \( P_i \), we are left with the independent set vertices. Since each vertex in the independent set is itself a singleton cluster, we have to solve the EBCP. By Lemma 6, it is known that the problem can be solved in polynomial time.

As the number of partitions \( P \) of \( S \) is \( O(k^k) \), and as the number of colorings tried for each partition is \( O^*(k^k) \), we have the following theorem.

**Theorem 11.** BCP parameterized by vertex cover can be solved in \( O^*(2^{k \log k}) \) time.

It is known that ECP does not admit a polynomial kernel when parameterized by vertex cover and the number of colors unless \( \text{NP} \subseteq \text{coNP/poly} \) [15]. Hence the same result is true for ECP when parameterized by vertex cover alone. As BCP is a generalization of ECP we have the following corollary.

**Corollary 4.** BCP does not admit a polynomial kernel when parameterized by vertex cover unless \( \text{NP} \subseteq \text{coNP/poly} \).

### 5 Exact Algorithm for Budgeted Coloring

In this section, we present an exact exponential time algorithm for the BCP based on dynamic programming. Let \( G[X] \) denote the subgraph induced by \( X \), for \( X \subseteq V(G) \). A \( O^*(3^n 2^c) \) algorithm is easy by computing a table \( T \) of size \( 2^n \times 2^c \) whose entries are as follows. For a subset \( X \) of vertices, and a subset \( C \) of colors, the entry \( T[X,C] \) will contain 1, if \( G[X] \) can be colored with the colors in \( C \) along with their respective budgets and 0 otherwise. Now the recurrence relation for this problem is as follows:

\[
T[S,C] = \bigvee_{I \in G[S],C} T[S \setminus I,C \setminus \{c\}]
\]

in \( G[S] \) of size at most \( b_c \). Trivially, when both \( S \) and \( C \) is \( \emptyset \), \( T[S,C] = 0 \). Our algorithm runs on all possible subsets \( S \) of \( V(G) \), and for every subset \( S \), it runs on all its independent sets, and all possible colors, which is bounded by \( 2^{|S|} \). For every \( S \), we have table entries for all possible subset \( C \) of colors which is bounded by \( 2^c \). Hence, the total running time of this algorithm can be easily seen to be \( \sum_{i=1}^{n} \binom{n}{i} 2^i \cdot 2^c \cdot c \) which is \( = O(3^n \cdot 2^c \cdot c) \).

In what follows we improve the runtime to \( O^*(2^n) \) using the principle of inclusion-exclusion, essentially generalizing the known algorithm for the proper \( c \)-coloring problem [15] to show the following.
Theorem 12. Budgeted $c$-Coloring problem can be solved in $O^*(c2^n)$ time.

Proof. We give an algorithm with the claimed bound for the more general BUDGETED SET COVER problem defined as follows.

Input: A ground set $U$ of size $n$, and a family $\mathcal{F}$ of $m$ subsets of $U$, and a set $b_1, b_2, \ldots, b_c$ of integers for $c \geq 1$.

Question: Are there subsets $F_1, F_2, \ldots, F_c$ in $\mathcal{F}$ such that $|F_i| \leq b_i$ and $\bigcup_{i=1}^{c} F_i = U$?

In this problem, we can even assume that the family $\mathcal{F}$ is given implicitly in the sense, given a subset $S$ of $U$, one can test in time polynomial in $|S|$ whether or not $S$ is in $\mathcal{F}$. We call a subfamily that witnesses a solution to our problem as a budgeted $c$-cover of $\mathcal{F}$.

Now by treating the family $\mathcal{F}$ as the family of independent sets of the input graph of the budgeted $c$-coloring, the claim in the theorem follows. To design an algorithm for BUDGETED SET COVER using inclusion-exclusion, we define our object of interest. The object of interest is simply a subfamily $\mathcal{F}' = \{F_1, F_2, \ldots, F_c\}$ of $\mathcal{F}$ such that $|F_i| \leq b_i$; observe that in our definition for $i \neq j$ $F_i$ and $F_j$ can be the same. The subfamily $\mathcal{F}'$ satisfies property $P(u)$ if $u \in \bigcup_{F \in \mathcal{F}'} F$.

Now it follows that the number of budgeted $c$-covers of $\mathcal{F}$ is simply the number of objects that satisfy $P(u)$ for every $u \in U$ (as our objects are ordered, the same budgeted $c$-cover will be counted a fixed number ($c!$) times, and hence the final number has to be divided by $c!$ which we ignore hereafter).

For a subset $W \subseteq U$, let $F(W, b_i)$ be the family of sets in $\mathcal{F}$ that avoids $W$ (i.e doesn’t have any element of $W$) and are of size at most $b_i$, and let $f(W, b_i)$ be the number of such sets. Then the number of objects that do not satisfy property $P(u)$ for any element $u$ of $W$ is simply $\Pi_{i=1}^{c} f(W, b_i)$. This is simply because there are $f(W, b_i)$ choices for the $i$-th set of our object.

Hence, by the principle of inclusion-exclusion (see Theorem 4.7 of [15]), we have that the number of budgeted $c$-covers of $\mathcal{F}$ is given by

$$\sum_{W \subseteq U} (-1)^{|W|}\Pi_{i=1}^{c} f(W, b_i) \quad (1)$$

For a fixed $W$ and $b_i$, $f(W, b_i)$ is the number of subsets of $U \setminus W$ of size at most $b_i$ that are in $\mathcal{F}$ and hence can be computed in $\binom{n - |W|}{b_i}^{O(1)}$ which can result in an $O^*(3^n)$ time for all $W$. In the following claim, we show that we can pre-compute and store $f(W, b_i)$ for each $W$ and $b_i$ using dynamic programming and compute them all in $O^*(2^n)$ time.

Claim 3. The quantity $f(W, b_i)$, for all $W$ and $b_i, i = 1$ to $c$ can be computed in $O^*(2^n)$ time.

Proof. Let $u_1, u_2, \ldots u_n$ be the set of elements in $U$. Let us define $g(W, b_i, j)$ be the number of sets of size at most $b_i$ in $\mathcal{F}$ that avoid $W$, but (otherwise) contain all elements of $u_{j+1}, u_{j+2}, \ldots u_n$. Then $g(W, b_i, 0) = 1$ if $U \setminus W$ is in $\mathcal{F}$ and is of size at most $b_i$ and 0 otherwise.

Also $g(W, b_i, n) = f(W, b_i)$ is the number of sets of $\mathcal{F}$ of size at most $b_i$ that avoid $W$, that we want to compute.

And for a $W$ and $b_i$, we can compute $g(W, b_i, j)$ once we have $g(W, b_i, j-1)$ for all $W$ and $b_i$ as follows.

$g(W, b_i, j) = g(W, b_i, j-1)$ if $u_j \in W$, and

$g(W, b_i, j) = g(W, b_i, j-1) + g(W \cup \{u_j\}, b_i, j-1)$

It follows that $g(W, b_i, n)$ for all $W$ and $i$ can be computed in $O(2^n cn)$ time. This completes the proof of the claim.

The theorem follows from the Equation (1) and the Claim.
6 Conclusions and Open Problems

In this paper, we have introduced the BCP and obtained hardness results, polynomial time algorithms, FPT algorithms and kernelization results. There are a number of open problems.

- What is the complexity of the BCP on trees when \( c \geq 3 \)? The related ECP and BOUNDED COLORING PROBLEMS are polynomial time solvable on trees \([6,1]\). On the other hand there is a generalization of BCP to the list coloring variant called NUMBER LIST COLORING PROBLEM that is known to be \( \text{W}[1] \)-hard on forests parameterized by the total number of colors that appears on the lists \([13]\).

- In Section 4.1 we showed that BCP when parameterized by the distance to a cluster graph and the number of colors or the number of clusters, is FPT. The parameterized complexity of the problem parameterized just by the distance to a cluster graph is an interesting open problem.
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