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Abstract

We consider a system of $N$ nonrelativistic particles of spin $1/2$ interacting with the quantized Maxwell field (mass zero and spin one) in the limit when the particles have a small velocity.

Two ways to implement the limit are considered: $c \to \infty$ with the velocity $v$ of the particles fixed, the case for which rigorous results have already been discussed in the literature, and $v \to 0$ with $c$ fixed. The second case can be rephrased as the limit of heavy particles, $m_j \to \varepsilon^{-2} m_j$, observed over a long time, $t \to \varepsilon^{-1} t$, $\varepsilon \to 0^+$, with kinetic energy $E_{\text{kin}} = O(1)$.

Focusing on the second approach we construct subspaces which are invariant for the dynamics up to terms of order $\varepsilon \sqrt{\log(\varepsilon^{-1})}$ and describe effective dynamics, for the particles only, inside them. At the lowest order the particles interact through Coulomb potentials. At the second one, $\varepsilon^2$, the mass gets a correction of electromagnetic origin and a velocity dependent interaction, the Darwin term, appears.

Moreover, we calculate the radiated piece of the wave function, i. e., the piece which leaks out of the almost invariant subspaces and calculate the corresponding radiated energy.

1 Introduction

A system of nonrelativistic particles of spin $1/2$ interacting with the quantized radiation field is described by the so-called Pauli-Fierz Hamiltonian, or “nonrelativistic quantum electrodynamics”. The model is thought to have an extremely wide range of validity, apart from phenomena connected to
gravitational forces and from other ones typical of high-energy physics like pair creation, whose description requires the use of full relativistic QED.

This belief is mainly based on the analysis of some formal limit cases, which can be accurately studied both from a theoretical and an experimental point of view. Indeed, the interaction between charged particles is usually described by instantaneous pair potentials of Coulomb-type, without introducing the field as dynamical variable. This is known to be a good approximation if the particles move sufficiently slowly. One aim of this paper is a mathematically rigorous justification of this fact, i. e., the derivation of the Schrödinger equation with Coulomb potentials, and the second order velocity dependent corrections to them, starting from nonrelativistic quantum electrodynamics. In addition, a formula is provided for the wave function of the radiated photons and the corresponding radiated energy, which is the quantum equivalent of the Larmor formula of classical electrodynamics.

In more detail the model considered is given, excluding the addition of the electronic spin, by the canonical quantization of a system of $N$ classical charges interacting through the Maxwell field.

A sharp ultraviolet cutoff is introduced assuming that each charge has a charge distribution given by

$$\rho_j(x) = e_j \varphi(x), \quad x \in \mathbb{R}^3,$$

where the form factor satisfies $\hat{\varphi}(k) = (2\pi)^{-3/2}$ for $|k| \leq \Lambda$, 0 otherwise (note that there is no infrared cutoff).

The classical equations of motion are given by

$$\frac{1}{c} \partial_t B(x,t) = -\nabla \times E(x,t),$$
$$\frac{1}{c} \partial_t E(x,t) = \nabla \times B(x,t) - \sum_{j=1}^{N} e_j \varphi(x - q_j(t)) \frac{\dot{q}_j(t)}{c},$$

with the constraints

$$\nabla \cdot E(x,t) = \sum_{j=1}^{N} e_j \varphi(x - q_j(t)), \quad \nabla \cdot B(x,t) = 0,$$

and the Newton equations for the particles,

$$m_l \ddot{q}_l(t) = e_l [E_{\varphi}(q_l(t),t)] + \frac{\dot{q}_l(t)}{c} \times B_{\varphi}(q_l(t),t), \quad l = 1, \ldots N,$$

where $E_{\varphi}(x,t) := (E \ast_x \varphi)(x,t)$ and analogously for $B_{\varphi}$.2
The canonical quantization of this system in the Coulomb gauge is described, e.g., in ([Sp], chapter 13). The Hilbert space of the pure states is given by
\[ \mathcal{H} := \mathcal{H}_p \otimes \mathcal{F}. \] (5)
The space for the particles, \( \mathcal{H}_p \), is defined by
\[ \mathcal{H}_p := L^2(\mathbb{R}^3 \times \mathbb{Z}_2)^\otimes M, \] (6)
where \( \mathbb{R}^3 \) is the configuration space of a single particle and \( \mathbb{Z}_2 \) represents its spin.

The state space for a single photon is \( L^2(\mathbb{R}^3 \times \mathbb{Z}_2) \), where \( \mathbb{R}^3 \) is the momentum space of the photon and \( \mathbb{Z}_2 \) represents its two independent physical helicities. The photon Fock space is therefore
\[ \mathcal{F} := \bigoplus_{M=0}^{\infty} \otimes_M^{(s)} L^2(\mathbb{R}^3 \times \mathbb{Z}_2), \] (7)
where \( \otimes_M^{(s)} \) denotes the \( M \)-symmetric tensor product and \( \otimes_0^{(s)} L^2(\mathbb{R}^3 \times \mathbb{Z}_2) := \mathbb{C} \). We denote by \( \Omega_F \) the vector \((1, 0, \ldots)\), called the Fock vacuum.

The dynamics of the system are generated by the Hamiltonian
\[ H^c := \sum_{j=1}^{N} \frac{1}{2m_j} \left[ \sigma_j \cdot \left( -i \nabla - \frac{e_j}{\sqrt{c}} A_\varphi(x_j) \right) \right]^2 + V_{\varphi_{\text{coul}}}(x) + cH_f, \] (8)
where all the operators appearing are independent of \( c \) and we use units in which \( \hbar = 1 \). \( \sigma_j \) is a vector whose components are the Pauli matrices of the \( j \)th particle, \( A_\varphi(x_j) \) denotes the quantized transverse vector potential in the Coulomb gauge, \( V_{\varphi_{\text{coul}}} \) is the smeared Coulomb potential and \( H_f \) the free field Hamiltonian. The reader who is not familiar with the notation is advised to look at section 2 where the model is described in more detail.

To implement practically the idea that the particles move “slowly”, a standard procedure, applied also in classical electrodynamics (see, e.g., [Ja], [LaLi]), is to take the limit \( c \to \infty \). Since \( c \) is a quantity with a dimension, one should actually say that \( |v|/c \to 0 \), where \( v \) is a typical velocity of the particles.

\(^1\)The formalism presented holds also in the case when all the particles are equal and their Hilbert space is given by the subspace of totally antisymmetric wave functions. In this case, the dipole radiation given in (29) is zero. We consider therefore the general case of different particles.

\(^2\)In the classical case, a more refined and precise analysis is carried through in [KuSp1], [KuSp2]. The authors consider, loosely speaking, initial conditions which represent free particles moving together with the field they generate (“dressed” particles or charge solitons), with a velocity of order \( O(\varepsilon^{1/2}) \) with respect to the speed of light. Assuming that the particles are at time \( t = 0 \) far apart (relative distance of order \( O(\varepsilon^{-1}) \)) and rescaling...
particles. This can be achieved in two ways, fixing \( v \) and letting \( c \to \infty \) or fixing \( c \) and letting \( v \to 0 \).

In the classical case this is reflected in the fact that the limit \( c \to \infty \) is equivalent, up to a rescaling of time, to the limit of heavy particles, as one can easily verify replacing in equations (2)-(4) \( m_l \) with \( \varepsilon^{-2} m_l \), \( t \) with \( \varepsilon^{-1} t \), and looking at the limit \( \varepsilon \to 0 \).

We will show that in the quantum case the two procedures are non-equivalent anymore, a fact that can be intuitively explained by the presence of an additional scale given by \( \hbar \).

In this paper we concentrate on the limit of heavy particles observed over a long time. An additional aim is to point out similarities and differences between the two limits in the quantum context and to compare the results we get for the Pauli-Fierz model with the ones valid for the Nelson model, where the particles and the photons are spinless, \( \text{TeTe} \).

We recall briefly in the next subsection some known results about the case \( c \to \infty \) and then illustrate in more detail the limit \( \varepsilon \to 0 \).

### 1.1 The limit \( c \to \infty \)

This case, as observed by Spohn \( \text{Sp} \), has the form of a weak coupling limit, fact which was already noted for the Nelson model by Davies \( \text{Da}^2 \), who formulated also a general scheme to analyze the limit dynamics in the weak coupling case \( \text{Da}^1 \) (an extended notion of weak coupling limit for Pauli-Fierz systems in which the Hilbert space of the particles is finite dimensional has been examined in \( \text{DeDe} \)).

Davies looks loosely speaking at the limit \( \lambda \to 0 \) for the time evolution generated by an Hamiltonian of the form

\[
\lambda^{-2}(H_0 + \lambda H_{\text{int}}),
\]

which corresponds physically to a weak interaction, whose effect is however observed over the long time scale \( \lambda^{-2} \).

suitably the dynamical variables, they show that the particles remain at a relative distance of order \( \mathcal{O}(\varepsilon^{-1}) \) for long times (of order \( \mathcal{O}(\varepsilon^{-3/2}) \)) and on this time scale their motion is governed by effective dynamics. The possibility to implement an analogous limit in the quantum case is unclear, because there is no obvious quantum counterpart to the classical charge solitons. The Pauli-Fierz Hamiltonian without infrared cutoff has indeed no ground state in the Fock space for fixed total momentum different from zero \( \text{Ri} \) \( \text{Ch} \). We stick therefore to the more pragmatic choice \( c \to \infty \).

The states which we define through the dressing transformation \( \mathcal{U}_\varepsilon \) in equation (27) should be considered approximate dressed states valid for small velocities of the particles.
The Hamiltonian $H^c$ assumes a similar form if we consider it on the long time scale defined by $c^2$. Putting

$$\lambda := c^{-3/2}$$

we get indeed

$$c^2 H^c = \lambda^{-2} (H_f + \lambda^{2/3} H_p + \lambda h_1 + \lambda^{4/3} h_{4/3}) := \lambda^{-2} H_{\lambda}, \quad (9)$$

where

$$H_p := -\sum_{j=1}^N \frac{1}{2m_j} \Delta_j + V_{\text{coul}}, \quad (10)$$

$$h_1 := \sum_{j=1}^N \frac{e_j}{m_j} i \nabla_{x_j} \cdot A_{\varphi}(x_j) - \frac{e_j}{2m_j} \sigma_j \cdot B_{\varphi}(x_j), \quad (11)$$

$$h_{4/3} := \sum_{j=1}^N \frac{e_j^2}{2m_j} : A_{\varphi}(x_j)^2 : \quad (12)$$

where $B_{\varphi} := \nabla \times A_{\varphi}$ and we normal order the quadratic term.

Applying Davies scheme one gets in the end ([Sp], theorem 20.5)

**Theorem 1.** Let $\psi \in H^1(\mathbb{R}^{3N}, \mathbb{C}^{2N})$, then

$$\lim_{c \to \infty} \| (e^{-iH^c c^2 t} - e^{-i H_{\text{darw}} c^2 t})\psi \otimes \Omega_F \|_{\mathcal{F}} = 0, \quad (13)$$

where

$$H_{\text{darw}} := H_p + c^{-2} V_{\text{darw}} + c^{-2} V_{\text{spin}}, \quad (14)$$

$$V_{\text{darw}} := -\sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} \int_{\mathbb{R}^3} dk \frac{\hat{\varphi}(k)}{2|k|^2} e^{ik \cdot x_j} i \nabla_{x_j} \cdot (1 - \kappa \otimes \kappa) i \nabla_{x_l} e^{-ik \cdot x_l}, \quad (15)$$

$$V_{\text{spin}} := -\sum_{j,l=1}^N \frac{e_j e_l}{12m_l m_j} \sigma_j \cdot \sigma_l \int_{\mathbb{R}^3} dk |\hat{\varphi}(k)|^2 e^{ik \cdot (x_j - x_l)}, \quad (16)$$

where $(\kappa \otimes \kappa)_{ij} := \kappa_i \kappa_j$ and $\kappa := k/|k|$.

$V_{\text{darw}}$ gives rise to a correction of electromagnetic origin to the mass of the particles and to a velocity dependent potential, called the Darwin term. It already appears in classical electrodynamics when the dynamics of the particles are expanded up to terms of order $(v/c)^2$ (see, e. g., [Ja] or [LaLi]).
For the convenience of the reader and to ease the comparison with the results for the limit of heavy masses we give a formal derivation of this theorem in appendix A.

We note here that the method employed in the weak coupling case forces one to consider as initial condition for the field just the Fock vacuum, which contains no photons at all. There is therefore no analogy with the physical picture that every particle should be described by a “dressed state”, loosely speaking the particle itself dragging with it a cloud of “virtual” photons.

1.2 The limit \( m \to \infty \)

The situation is different in the case \( m_j \to \infty \), which is more conveniently studied adopting units where \( c = 1 \). Replacing \( m_j \) by \( \varepsilon^{-2} m_j \) we get then the Hamiltonian

\[
H^\varepsilon := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_{\text{coul}} + H_t - \varepsilon \frac{e_j}{m_j} \hat{p}_j \cdot A_\varphi(x_j) - \varepsilon^2 \frac{e_j}{2m_j} \sigma_j \cdot B_\varphi(x_j) +
\]

\[
+ \varepsilon^2 \frac{e_j^2}{2m_j} : A_\varphi(x_j)^2 : ,
\]

(17)

where we have indicated with \( \hat{p}_j \) the \( \varepsilon \)-momentum of the \( j \)th particle

\[
\hat{p}_j := -i\varepsilon \nabla_{x_j}.
\]

(18)

As already pointed out talking about the classical case, the dynamics have to be observed over times of order \( O(\varepsilon^{-1}) \). This is necessary in order to see non trivial effects, because we consider initial states with bounded kinetic energy. Since the particles have a mass of order \( O(\varepsilon^{-2}) \) this means that their velocity is in the original time scale of order \( O(\varepsilon) \).

To analyze the limit \( \varepsilon \to 0 \) we construct a unitary dressing transformation \( \mathcal{U}_\varepsilon : \mathcal{H} \to \mathcal{H} \), which allows us to define dressed states for small velocities of the particles and to introduce a clear notion of real and virtual photons. More precisely, in the new representation defined by \( \mathcal{U}_\varepsilon \), the vacuum sector \( \mathcal{H}_p \otimes \Omega_F \) corresponds to states of dressed particles without real photons, while in the original Hilbert space a state with \( M \) real photons is a linear combination of states of the form

\[
\mathcal{U}_\varepsilon^{-1}(\psi \otimes a(f_1)^* \cdots a(f_M)^* \Omega_F), \quad \text{where} \quad \psi \in \mathcal{H}_p, f_1, \ldots, f_M \in L^2(\mathbb{R}^3 \times \mathbb{Z}_2).
\]

The projector on the subspace corresponding to dressed particles with \( M \) real photons is therefore

\[
P_M^\varepsilon := \mathcal{U}_\varepsilon^*(\mathbb{1}_p \otimes Q_M) \mathcal{U}_\varepsilon,
\]
where $Q_M$ denotes the projector on the $M$-particles subspace of the Fock space.

In short, we will show that the subspaces $P^\varepsilon_M \mathcal{H}$ are approximately invariant for the dynamics defined by $H^\varepsilon$ on times of order $O(\varepsilon^{-1})$. Moreover, on this time scale we will give effective dynamics for states inside such a subspace, with an error of order $O(\varepsilon^2 \log(\varepsilon^{-1}))$. The effective dynamics contain the Darwin correction described in (15), but no spin dependent term. One can get an idea of why this happens comparing the expression of $H^\varepsilon$ with that of $H_\lambda$, equation (17) and (9). In $H^\varepsilon$ the spin dependent term is of second order, while in $H_\lambda$ is of the first one. In the limit $\varepsilon \to 0$ the analogue of $V_{\text{spin}}$ would be of order $O(\varepsilon^4)$, therefore it does not appear in an expansion of the time evolution till second order. Finally we compute the leading order part of the state which makes a transition between $P^\varepsilon_0$ and $P^\varepsilon_1$, which corresponds to the emission of one real photon. The corresponding radiated energy is given by a quantum analogue of the Larmor formula.

The procedure to construct the unitary $U^\varepsilon$ is explained in detail in [TeTe] for the Nelson model. The technique used is based on space-adiabatic perturbation theory [Te], a method which allows to expand the dynamics generated by a pseudodifferential operator with an $\varepsilon$-dependent semiclassical symbol.

The main difficulty in all models concerning the interaction of particles with a quantized field of zero mass is that, because of soft photons, the principal symbol of the Hamiltonian has no spectral gap, which is a condition required to apply the methods of [Te]. In the case of $H^\varepsilon$ we have indeed

$$h_0(p, q) := \sum_{j=1}^{N} \frac{1}{2m_j} p_j^2 + V_{\text{coul}}(q) + H_f, \quad (p, q) \in \mathbb{R}^{3N} \times \mathbb{R}^{3N}. \quad (19)$$

For every fixed $(p, q)$ this is an operator on $\mathcal{F}$ and has a ground state given by $\Omega_F$, at the threshold of the continuous spectrum. The corresponding eigenvalue

$$E_0(p, q) = \sum_{j=1}^{N} \frac{1}{2m_j} p_j^2 + V_{\text{coul}}(q) \quad (20)$$

is the symbol of an Hamiltonian acting just on $\mathcal{H}_p$ and describing the particles interacting through the smeared Coulomb potential.

The trouble connected to the absence of the spectral gap is solved by introducing an effective gap, considering the Hamiltonian $H^\varepsilon,\sigma$ where the form factor $\hat{\varphi}$ (see equation (1)) is replaced by $\hat{\varphi}_\sigma(k) := (2\pi)^{-3/2}$ for $\sigma < |k| < \Lambda$, 0 otherwise.

**Proposition.** (see proposition [3])
Suppose that the cutoff $\sigma$ is a function of $\varepsilon$, $\sigma = \sigma(\varepsilon)$, such that $\sigma(\varepsilon) < \varepsilon^2$, then
\[
\|e^{-iH\varepsilon/\varepsilon} - e^{-iH^{\varepsilon,\sigma}/\varepsilon}\|_{L(H_0, H)} \leq C|t|\sigma(\varepsilon)^{1/2}
\] (21)

where
\[
H_0 := D(H_0^\varepsilon)
\] (22)
is the domain of the free Hamiltonian
\[
H_0^\varepsilon := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + H_f
\] (23)
with the corresponding graph norm.

Fixing $\sigma$, e. g., as a sufficiently high power of $\varepsilon$ we can then replace the original dynamics with infrared cutoff ones.

For $H^{\varepsilon,\sigma}$ it is possible to build a dressing operator $\mathcal{U}_{\varepsilon,\sigma}$ which can be expanded in a series of powers of $\varepsilon$ with $\sigma$-dependent coefficients which are at most logarithmically divergent. Using it we define the dressed Hamiltonian
\[
H^{\varepsilon,\sigma}_{\text{dres}} := \mathcal{U}_{\varepsilon,\sigma} H^{\varepsilon,\sigma} \mathcal{U}_{\varepsilon,\sigma}^*
\] (24)
which can be expanded in a series of powers of $\varepsilon$ in $L(H_0, H)$, with coefficients which are also at most logarithmically divergent in $\sigma$. The different coefficients in the expansion correspond to different physical effects which can be now clearly separated according to their order of magnitude in $\varepsilon$.

The first result we find, as we already mentioned above, is that the dressed $M$-photons subspaces are approximately invariant for the dynamics:

**Theorem.** (see corollary 3).

*Given a $\chi \in C_0^\infty(\mathbb{R})$ and a function $\sigma(\varepsilon)$ such that

\[
\varepsilon^{-2}\sigma(\varepsilon)^{1/2} \to 0, \quad \varepsilon\sqrt{\log(\sigma(\varepsilon)^{-1})} \to 0, \quad \varepsilon \to 0^+,
\] (25)

then

\[
\|[e^{-iH\varepsilon/\varepsilon}, P_M^\varepsilon]\chi(H^\varepsilon)\|_{L(H)} = \mathcal{O}(\sqrt{M + 1}|t|\varepsilon\sqrt{\log(\sigma(\varepsilon)^{-1})})
\] ,
\] (26)

where

\[
P_M^\varepsilon := \mathcal{U}_{\varepsilon,\sigma}^*(1_p \otimes Q_M)\mathcal{U}_{\varepsilon,\sigma(\varepsilon)}
\] (27)

*The adiabatic decoupling which guarantees the invariance of the subspaces holds uniformly only on states in which the particles have a uniformly bounded kinetic energy. For this reason we introduce a cutoff function on the
total energy \( \chi \), which gives rise automatically to a bounded kinetic energy for the slow particles.

In the following we assume that the function \( \sigma(\varepsilon) \) has been fixed so that (25) is satisfied. One can then approximate the dynamics of the particles inside each almost invariant subspace.

**Theorem.** (see theorem [7].)

Let \( S \) be a bounded observable for the particles, \( S \in \mathcal{L}(\mathcal{H}_p) \), and \( \omega \in \mathcal{F}_1(P^\varepsilon_M \chi(H^\varepsilon), \mathcal{H}) \) a density matrix for a mixed dressed state with \( M \) free photons, whose time evolution is defined by

\[
\omega(t) := e^{-itH^\varepsilon/\varepsilon} \omega e^{itH^\varepsilon/\varepsilon}.
\]

We have then

\[
\text{Tr}_{\mathcal{H}} \left( (S \otimes 1_\mathcal{F}) \omega(t) \right) = \text{Tr}_{\mathcal{H}_p} \left( S e^{-itH^\varepsilon_{\text{eff}}} \text{Tr}_{\mathcal{F}}(\omega) e^{itH^\varepsilon_{\text{eff}}} \right) + O(\varepsilon^{3/2}|t|)(1 - \delta_{M0}) + O(\varepsilon^2 \log(\sigma(\varepsilon)^{-1})(|t| + |t|^2)),
\]

where \( \delta_{M0} = 1 \), when \( M = 0 \), 0 otherwise, and

\[
H^\varepsilon_{\text{eff}} := \sum_{j=1}^N \frac{1}{2m_j} \hat{p}_j^2 + V_{\text{coul}} + \varepsilon^2 \sum_{l,j=1}^N \frac{e_j e_l}{m_j m_l} \int_{\mathbb{R}^3} dk \frac{\phi(k)}{2|k|^2} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l e^{-ik \cdot x_l} = (28)
\]

\[
= \sum_{j=1}^N \frac{1}{2m_j} \hat{p}_j^2 + V_{\text{coul}} + \varepsilon^2 V_{\text{darw}}.
\]

**Remark 1.** Even though the subspaces \( P^\varepsilon_M \) depend on the choice of the infrared cutoff, the effective Hamiltonian is infrared regular and therefore independent of \( \sigma \). Moreover, as we briefly mentioned above, it contains the corrections to the mass of the particles and the Darwin term, but no spin dependent term (compare with theorem [1]). This topic is further discussed in the proof of theorem [5] and in remark [4].

Since the subspaces \( P^\varepsilon_M \) are only approximately invariant, there is a piece of the wave function which “leaks out” in the orthogonal complement. This correspond physically to the emission or absorption of free photons. For a system starting in the dressed vacuum the leading order of the wave function of the emitted photon is given in the next theorem.
Theorem. (see corollary 3).

Up to terms of order \(O(\varepsilon^2 \log(\sigma(\varepsilon)^{-1})(|t| + |t|^2))\), the radiated piece for a system starting in the dressed vacuum \((M = 0)\) is given by

\[
\Psi_{\text{rad}}(t) := (1 - P_0^\varepsilon) e^{-i\varepsilon H^\varepsilon} P_0^\varepsilon \chi(H^\varepsilon) \Psi 
\cong -e^{i\varepsilon \hat{h}^\varepsilon} \frac{i\varepsilon}{\sqrt{2}} |k|^{3/2} e_{\lambda}(k) \cdot \int_0^t ds e^{i(s-t)|k|^3/2} \text{Op}_W^\varepsilon (\hat{D}(s; x, p)) \psi(x),
\]

where \(e_{\lambda}(k)\) is the polarization vector of a photon with helicity \(\lambda\),

\[
\hat{h}^\varepsilon := \sum_{j=1}^N \frac{1}{2m_j} \hat{p}_j^2 + V_{\text{coul}} + H_t,
\]

\[
\psi(x) := \langle \Omega_F, \chi(\hat{h}^\varepsilon) \Psi \rangle \in \mathcal{H}_p,
\]

\[
D(s; x, p) := \sum_{j=1}^N \frac{e_j}{m_j} x_j^c(s; x, p),
\]

\(\text{Op}_W^\varepsilon\) denotes the Weyl quantization acting on a suitable symbol space on \(\mathbb{R}^{3N} \times \mathbb{R}^{3N}\) and \(x_j^c\) is the solution to the classical equations of motion

\[
m_j \ddot{x}_j^c(s; x, p) = -\nabla x_j V_{\text{coul}}(x^c(s; x, p)),
\]

\[
x_j^c(0; x, p) = x_j, \quad \dot{x}_j^c(0; x, p) = p_j m_j^{-1}, \quad j = 1, \ldots, N.
\]

Remark 2. As explained in detail in remark 5, generically the norm of the radiated piece is bounded below by \(\mathcal{O}(\varepsilon \log(\varepsilon \sigma(\varepsilon)^{-1}))\), which means that the subspace \(P_0^\varepsilon\) is near optimal, i.e. the transitions are at least of order \(\mathcal{O}(\varepsilon \log(\varepsilon \sigma(\varepsilon)^{-1}))\).

Note that, like in classical electrodynamics, when all the particles are equal, the leading order of the radiated piece vanishes, because \(D\) is then proportional to the position of the center of mass, whose acceleration is zero.

Remark 3. Even though the radiated wave function has no limit when \(\varepsilon \to 0\), because \(\varphi(k)|k|^{-3/2} \notin L^2(\mathbb{R}^3)\), the corresponding radiated energy has a limit.

Defining

\[
E_{\text{rad}}(t) := \langle \Psi_{\text{rad}}(t), H_t \Psi_{\text{rad}}(t) \rangle,
\]

we get to the leading order (see remark 6)

\[
P_{\text{rad}}(t) := \frac{d}{dt} E_{\text{rad}}(t) \cong \frac{\varepsilon^3}{3\pi^2} \langle \psi, \text{Op}_W^\varepsilon (|\hat{D}(t)|^2) \psi \rangle \mathcal{H}_p.
\]
In the case of the Nelson model analogous results are proved in [TeTε], which contains also a detailed discussion of the adiabatic framework. The form of the effective dynamics is equal, the only difference, as one can expect, is in the radiated piece, which contains here explicitly the helicity of the photon. Another difference is that the principal symbol of the Pauli-Fierz Hamiltonian, defined in (19), is diagonal with respect to the Fock projectors \( Q_M \), while for the Nelson Hamiltonian one needs a dressing transformation already at the leading order. This makes the analysis of the Pauli-Fierz case somewhat less technical.

The effective dynamics for \( M = 0 \) (dressed vacuum) was calculated by Spohn ([Sp], section 20.2) in the case when the photon has a small mass, \( m_{ph} > 0 \), which introduces a gap in the principal symbol of the Hamiltonian. He however states that these effective dynamics are identical with the ones calculated for the case \( c \to \infty \), while we have already remarked that the spin dependent term cannot be present when \( \varepsilon \to 0 \). In the case \( m_{ph} > 0 \), moreover, the transitions between the almost invariant subspaces become smaller than any power of \( \varepsilon \) and therefore it is not known how to get an explicit expression for them.

The Pauli-Fierz Hamiltonian has also been extensively studied to get informations about its spectral and scattering structure. Not pretending to be exhaustive, we refer the reader interested to these aspects to [BFS], [DeGe], [FGS], [GLL] and references therein.

In section 2 we complete the description of the model and discuss the approximation of the original dynamics through infrared cutoff ones. In section 3 the construction of the dressing operator \( \mathcal{Z} \) is discussed, and applied in section 4 to the study of the dressed Hamiltonian. The main results on the effective dynamics and the radiated piece are contained in section 5. Finally, appendix A contains a sketch of the proof of theorem 1 for the case \( c \to \infty \).

2 Preliminary facts

In this section we elaborate on the definition of the Pauli-Fierz model and discuss some preliminary facts like the self-adjointness of the Hamiltonian and the approximation of the original dynamics through infrared cutoff ones.

2.1 Fock space and field operator

(The proofs of the statements we claim can be found in ([ReSi2], section X.7)).
We denote by $\mathcal{F}_{\text{fin}}$ the subspace of the Fock space, defined in (7), for which $\Psi^{(M)} = 0$ for all but finitely many $M$. Given $f \in L^2(\mathbb{R}^3 \times \mathbb{Z}_2)$, one defines on $\mathcal{F}_{\text{fin}}$ the annihilation operator by
\[
(a(f)\Psi)^{(M)}(k_1, \lambda_1; \ldots; k_M, \lambda_M) := \sqrt{M + 1} \sum_{\lambda=1}^{2} \int_{\mathbb{R}^3} dk f(k, \lambda)^* \cdot \Psi^{(M+1)}(k; k_1, \lambda_1, \ldots, k_M, \lambda_M).
\] (35)

The adjoint of $a(f)$ is called the creation operator, and its domain contains $\mathcal{F}_{\text{fin}}$. On this subspace they satisfy the canonical commutation relations
\[
[a(f), a(g)^*] = \langle f, g \rangle_{L^2(\mathbb{R}^3 \times \mathbb{Z}_2)},
[a(f), a(g)] = 0, \quad [a(f)^*, a(g)^*] = 0.
\] (36)

Since the commutator between $a(f)$ and $a(f)^*$ is bounded, it follows that $a(f)$ can be extended to a closed operator on the same domain of $a(f)^*$.

On this domain one defines the Segal field operator
\[
\Phi(f) := \frac{1}{\sqrt{2}} (a(f) + a(f)^*)
\] (37)
which is essentially self-adjoint on $\mathcal{F}_{\text{fin}}$. Moreover, $\mathcal{F}_{\text{fin}}$ is a set of analytic vectors for $\Phi(f)$. From the canonical commutation relations it follows that
\[
[\Phi(f), \Phi(g)] = i\Im \langle f, g \rangle_{L^2(\mathbb{R}^3 \times \mathbb{Z}_2)}.
\] (38)

Given a self-adjoint multiplication operator by the function $\omega$ on the domain $D(\omega) \subset L^2(\mathbb{R}^3)$, we define
\[
\mathcal{F}_{\omega, \text{fin}} := \mathcal{L}\{\Omega_F, a(f_1)^* \cdots a(f_M)^* \Omega_F : M \in \mathbb{N}, f_j \in D(\omega) \otimes \mathbb{C}^2, j = 1, \ldots, M\},
\] (39)
where $\mathcal{L}$ means “finite linear combinations of”.

On $\mathcal{F}_{\omega, \text{fin}}$ we define the second quantization of $\omega$, $d\Gamma(\omega)$, by
\[
(d\Gamma(\omega)\Psi)^{(M)}(k_1, \lambda_1; \ldots; k_M, \lambda_M) := \sum_{j=1}^{M} \omega(k_j) \Psi^{(M)}(k_1, \lambda_1; \ldots; k_M, \lambda_M),
\]
\[
d\Gamma(\omega)\Omega_F := 0,
\]
which is essentially self-adjoint. In particular, the free field Hamiltonian $H_f$ acts as
\[
(H_f\Psi)^{(M)}(k_1, \lambda_1; \ldots; k_M, \lambda_M) = \sum_{j=1}^{M} |k_j| \Psi^{(M)}(k_1, \lambda_1; \ldots; k_M, \lambda_M),
\]
\[
H_f\Omega_F = 0,
\]
and is self-adjoint on its maximal domain.

From the previous definitions, given \( f \in D(\omega) \otimes \mathbb{C}^2 \), one gets the commutation properties

\[
[d\Gamma(\omega), a(f)^*] = a(\omega f)^*, \quad [d\Gamma(\omega), a(f)] = -a(\omega f),
\]

\[
[d\Gamma(\omega), i\Phi(f)] = \Phi(i\omega f).
\] (40)

2.2 The Pauli-Fierz model

Using the Segal field operator one can write the quantized vector potential and the magnetic field appearing in (8) as

\[
A_\varphi(x) = \Phi(v_x),
\]

\[
v_x(k, \lambda) := f(k, \lambda)e^{-ik \cdot x}, \quad f(k, \lambda) := \frac{e_\lambda(k)}{|k|^{1/2}} \hat{\varphi}(k),
\]

\[
B_\varphi(x) = \nabla_x \times A_\varphi(x) = -\Phi(ik \times v_x),
\] (43)

where \( e_\lambda(k), \lambda = 1, 2, \) are, for simplicity, real photon polarization vectors satisfying

\[
e_\lambda(k) \cdot e_\mu(k) = \delta_{\lambda\mu}, \quad k \cdot e_\lambda(k) = 0 \quad .
\] (44)

The smeared Coulomb potential is given by

\[
V_{\varphi \text{coul}}(x) = \frac{1}{2} \sum_{j, l=1}^{N} e_j e_l \int_{\mathbb{R}^3} dk \frac{e^{ik \cdot (x_j - x_l)} |\hat{\varphi}(k)|^2}{|k|^2}
\] . (45)

Analogous expressions hold for the infrared cutoff Hamiltonian \( H^\varepsilon,\sigma \), where the form factor \( \hat{\varphi} \) is replaced by \( \hat{\varphi}_\sigma \).

To separate more clearly the terms of different order in the Hamiltonian \( H^\varepsilon \), equation (17), it is useful to write it as

\[
H^\varepsilon = \sum_{i=0}^{2} \varepsilon^i \hat{h}^\varepsilon_i
\] (46)

where

\[
\hat{h}^\varepsilon_0 := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_{\varphi \text{coul}} + H_f
\]

\[
\hat{h}^\varepsilon_1 := -\sum_{j=1}^{N} \frac{e_j}{m_j} \hat{p}_j \cdot \Phi(v_{x_j}),
\] (47)

\[
\hat{h}^\varepsilon_2 := \sum_{j=1}^{N} \left( \frac{e_j}{2m_j} \sigma_j \cdot \Phi(ik \times v_{x_j}) + \frac{e_j^2}{2m_j} \Phi(v_{x_j})^2 \right)
\] . (48)
Each of the $\hat{h}_i^\varepsilon$ is of order $O(1)$ when applied to functions of bounded kinetic energy. The coefficients for $H^{\varepsilon,\sigma}$ will be denoted by $\hat{h}_i^{\varepsilon,\sigma}$.

As proved by Hiroshima [Hi] using functional integral techniques the Hamiltonian $H^{\varepsilon}$ (and analogously $H^{c}$) is self-adjoint on $H_0$ for every value of the masses, charges and number of particles. Since however we study the limit $\varepsilon \to 0$ (respectively $c \to \infty$) it is enough for our purposes to show this using Kato theorem, like, e. g., in [BFS].

Even though the proof is well known, we repeat it because we need to show that the graph norms which appear are equivalent uniformly in $\varepsilon$ and $\sigma$. Moreover, the estimates which appear in the proof will be useful in propositions 3 and lemma 1.

Given $f \in L^2(\mathbb{R}^3 \times \mathbb{Z}_2)$, we define

$$
\|f\|_\omega := \left( \| |f| \|_{L^2(\mathbb{R}^3 \times \mathbb{Z}_2)}^{-1/2} + \|f\|_{L^2(\mathbb{R}^3 \times \mathbb{Z}_2)} \right)^{1/2}.
$$

One has then the basic estimate

**Proposition 1.**

$$
\|a^*(f_1) \cdots a^*(f_n)(H_t + 1)^{-n/2}\|_{L(\mathcal{F})} \leq C_n \|f_1\|_\omega \cdots \|f_n\|_\omega,
$$

where $a^*(f)$ can be $a(f)$ or $a^*(f)$.

**Proposition 2.** Both Hamiltonians $H^\varepsilon$ and $H^{\varepsilon,\sigma}$ are self-adjoint on $H_0$. Moreover the graph norms they define are equivalent to the one defined by $H_0^{\varepsilon}$ uniformly in $\varepsilon$ and $\sigma$. The same holds for the graph norm defined by $(H^\varepsilon)^{1/2}$ and $(H^{\varepsilon,\sigma})^{1/2}$.

**Proof.** (We give the proof for $H^{\varepsilon,\sigma}$, the one for $H^\varepsilon$ is the same)

The regularized Coulomb potential is a bounded function, therefore for it the statement is trivial.

We choose a vector $\Psi$ in a core of $H_0^\varepsilon$ made up of smooth functions with compact support both in $x$ and $k$.

For the term of order $\varepsilon$ we get then

$$
\left\| - \varepsilon \sum_{j=1}^N \frac{e_j}{m_j} \hat{p}_j \cdot A\varphi_\sigma(x_j) \Psi \right\|_{H^\varepsilon} = \left\| - \varepsilon \sum_{j=1}^N \frac{e_j}{m_j} \Phi(v_{x_j,\sigma}) \hat{p}_j \Psi \right\|_{H^\varepsilon} \leq
$$

$$
\leq \varepsilon \sum_{j=1}^N \frac{|e_j|}{m_j} \sum_{\alpha=1}^3 \|\Phi(v_{x_j,\sigma}^\alpha) \hat{p}_j^\alpha \Psi\| \leq \varepsilon \sum_{j=1}^N \frac{|e_j|}{m_j} \sum_{\alpha=1}^3 \|\Phi(v_{x_j,\sigma}^\alpha) (H_t + 1)^{-1/2}\|_{L(\mathcal{F})} \cdot \| (H_t + 1)^{1/2} \hat{p}_j^\alpha \Psi\|_{H^\varepsilon} \leq
$$

$$
\leq C \varepsilon \sum_{j=1}^N \frac{|e_j|}{m_j} \|v_{x_j,\sigma}\|_\omega \|\Psi\|_{H_0},
$$
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so for $\varepsilon$ sufficiently small this term is Kato small with respect to the free Hamiltonian, with a constant uniformly bounded in $\varepsilon$ and $\sigma$.

An analogous estimate holds for the term with the magnetic field. For the remaining one we have

$$\left\| \sum_{j=1}^{N} \varepsilon^{2} \frac{e_{j}^{2}}{2m_{j}} : A_{\sigma}(x_{j})^{2} : \Psi \right\|_{\mathcal{H}} \leq \left\| \varepsilon^{2} \sum_{j=1}^{N} \frac{e_{j}^{2}}{2m_{j}} : \Phi(v_{x_{j},\sigma})^{2} : \Psi \right\|_{\mathcal{H}} \leq$$

$$\leq C \varepsilon^{2} \sum_{j=1}^{N} \frac{e_{j}^{2}}{2m_{j}} \|v_{x_{j},\sigma}\|_{2}^{2} \|H_{1} + 1\| \Psi_{\sigma},$$

which completes the proof.

Proposition 3. If $\sigma(\varepsilon) < \varepsilon^{2}$ then

$$\|e^{-itH^{\varepsilon}/\varepsilon} - e^{-itH^{\varepsilon,\sigma}/\varepsilon}\|_{\mathcal{L}(\mathcal{H}_{0},\mathcal{H})} \leq C|t|\sigma^{1/2} \tag{51}$$

Proof. From the previous proposition we know that both Hamiltonians are self-adjoint on $\mathcal{H}_{0}$, so, given $\Psi \in \mathcal{H}_{0}$, we can apply Duhamel formula to get

$$\|\left(e^{-itH^{\varepsilon}/\varepsilon} - e^{-itH^{\varepsilon,\sigma}/\varepsilon}\right)\Psi\|_{\mathcal{H}} \leq \frac{1}{\varepsilon} \int_{0}^{t} ds \left\| (H^{\varepsilon} - H^{\varepsilon,\sigma})e^{-isH^{\varepsilon}/\varepsilon}\Psi \right\|_{\mathcal{H}} .$$

Putting $\Psi_{s} := e^{-isH^{\varepsilon}/\varepsilon}\Psi$, the difference of the two Hamiltonians is

$$(H^{\varepsilon} - H^{\varepsilon,\sigma})\Psi_{s} = (V_{\phi\text{coul}} - V_{\phi_{\sigma}\text{coul}})\Psi_{s} - \varepsilon \sum_{j=1}^{N} \frac{e_{j}}{m_{j}} \hat{p}_{j} \cdot \Phi(1_{(0,\sigma)}(k)v_{x_{j}})\Psi_{s} +$$

$$- \varepsilon^{2} \sum_{j=1}^{N} \frac{e_{j}}{2m_{j}} \sigma_{j} \cdot \Phi(-ik \times 1_{(0,\sigma)}(k)v_{x_{j}})\Psi_{s} +$$

$$+ \varepsilon^{2} \sum_{j=1}^{N} \frac{e_{j}^{2}}{2m_{j}} \left[A_{\phi}(x_{j})^{2} - A_{\phi_{\sigma}}(x_{j})^{2}\right]\Psi_{s} . \tag{52}$$

Using the explicit expression \[45\], the term with the Coulomb potential gives

$$|V_{\phi\text{coul}}(x) - V_{\phi_{\sigma}\text{coul}}(x)| \leq \frac{1}{2} \sum_{j,l=1}^{N} |e_{j}e_{l}| \left| \int \frac{dk}{|k|^{2}} \left| \hat{\phi}^{2} - \hat{\phi}_{\sigma}^{2} \right| \right| =$$

$$= \frac{1}{12\pi^{2}} \sum_{j,l=1}^{N} |e_{j}e_{l}|\sigma$$
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\[ \Rightarrow \| V_{\varphi_c} - V_{\varphi_{coul}} \|_{\mathcal{L}(\mathcal{K})} = \mathcal{O}(\sigma) . \]  

For the term of order \( \varepsilon \), proceeding as in the proof of proposition \( \textcircled{2} \) we get that

\[
\left\| - \varepsilon \sum_{j=1}^{N} \frac{e_j}{m_j} \hat{p}_j \cdot \Phi(1_{(0,\sigma)}(k)v_{x_j})\Psi_s \right\|_{\mathcal{K}} \leq C\varepsilon \sum_{j=1}^{N} \frac{|e_j|}{m_j} \| 1_{(0,\sigma)}(k)v_{x_j,\sigma} \| \| \Psi \|_{\mathcal{K}_0} .
\]

From the same proposition it follows that the graph norm associated to \( H_0^c \) and the one associated to \( H^c \) are equivalent uniformly in \( \varepsilon \) and \( \sigma \), therefore

\[
\left\| - \varepsilon \sum_{j=1}^{N} \frac{e_j}{m_j} \hat{p}_j \cdot \Phi(1_{(0,\sigma)}(k)v_{x_j})\Psi_s \right\|_{\mathcal{K}} \leq C\varepsilon \sum_{j=1}^{N} \frac{|e_j|}{m_j} \| 1_{(0,\sigma)}(k)v_{x_j,\sigma} \| \| \Psi \|_{\mathcal{K}_0} = \mathcal{O}(\varepsilon^{1/2}) \| \Psi \|_{\mathcal{K}_0} .
\]

The same reasoning holds for the term containing the spin, which has however a \( |k| \) more, which gives in the end

\[
\left\| - \varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} \sigma_j \cdot \Phi(-ik \times 1_{(0,\sigma)}(k)v_{x_j})\Psi_s \right\|_{\mathcal{K}} = \mathcal{O}(\varepsilon^2\sigma^{3/2}) \| \Psi \|_{\mathcal{K}_0} .
\]

Concerning the last term we have

\[
\varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} [A_\varphi(x_j)^2 - A_\varphi(x_j^2)]\Psi_s = \varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} [\Phi(v_{x_j})^2 - \Phi(v_{x_j,\sigma})^2]\Psi_s =
\]

\[
= \varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} \{ [\Phi(v_{x_j,\sigma}) + \Phi(1_{(0,\sigma)}(k)v_{x_j})]^2 - \Phi(v_{x_j,\sigma})^2 \} \Psi_s =
\]

\[
= \varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} [\Phi(v_{x_j,\sigma})\Phi(1_{(0,\sigma)}(k)v_{x_j}) + \Phi(1_{(0,\sigma)}(k)v_{x_j})\Phi(v_{x_j,\sigma}) +
\]

\[
+ \Phi(1_{(0,\sigma)}(k)v_{x_j})^2] \Psi_s .
\]

Using again the basic estimate in proposition \( \textcircled{1} \) we get, for example,

\[
\| \Phi(v_{x_j,\sigma})\Phi(1_{(0,\sigma)}(k)v_{x_j})\Psi_s \| \leq C\| v_{x_j,\sigma} \| \| 1_{(0,\sigma)}(k)v_{x_j} \| \| \Psi \|_{\mathcal{K}_0} = \mathcal{O}(\sigma^{1/2}) \| \Psi \|_{\mathcal{K}_0},
\]

by the same reasoning we used for the terms of order \( \varepsilon \).
Lemma 1. Given a function $\chi \in C_0^\infty(\mathbb{R})$ and assuming $\sigma(\varepsilon) < \varepsilon^2$, then

$$\|\chi(H^\varepsilon) - \chi(H^{\varepsilon,\sigma})\|_{L(\mathcal{H})} \leq C\varepsilon\sigma^{1/2}$$  \hfill (57)

Proof. Using the Hellfer-Sjöstrand formula (see, e. g., [DiSj] chapter 8), given a self-adjoint operator $A$, we can write

$$\chi(A) = \frac{1}{\pi} \int_{\mathbb{R}^2} dx dy \bar{\partial}\chi^a(z)(A - z)^{-1}, \quad z := x + iy,$$  \hfill (58)

where $\chi^a \in C_0^\infty(\mathbb{C})$ is an almost analytic extension of $\chi$, which satisfies the properties

$$\forall \mathbb{N} \in \mathbb{N} \quad \exists D_N : |\bar{\partial}\chi^a| \leq D_N |\Im z|^N,$$

$$\chi^a|_{\mathbb{R}} = \chi.$$

(For the explicit construction of such a $\chi^a$ see [DiSj]).

Applied to our case (58) yields

$$\chi(H^\varepsilon) - \chi(H^{\varepsilon,\sigma}) = \frac{1}{\pi} \int_{\mathbb{R}^2} dx dy \bar{\partial}\chi^a(z)[(H^\varepsilon - z)^{-1} - (H^{\varepsilon,\sigma} - z)^{-1}].$$

Since both Hamiltonians are self-adjoint on $\mathcal{H}_0$ we have

$$(H^\varepsilon - z)^{-1} - (H^{\varepsilon,\sigma} - z)^{-1} = (H^{\varepsilon,\sigma} - z)^{-1}(H^{\varepsilon,\sigma} - H^\varepsilon)(H^\varepsilon - z)^{-1},$$  \hfill (59)

and hence

$$\|\chi(H^\varepsilon) - \chi(H^{\varepsilon,\sigma})\|_{L(\mathcal{H})} \leq$$

$$\leq \frac{1}{\pi} \int_{\mathbb{R}^2} dx dy |\bar{\partial}\chi^a(z)||((H^{\varepsilon,\sigma} - z)^{-1}||L(\mathcal{H})||(H^{\varepsilon,\sigma} - H^\varepsilon)(H^\varepsilon - z)^{-1}||L(\mathcal{H}).$$

In addition we have that

$$\|(H^{\varepsilon,\sigma} - z)^{-1}\|_{L(\mathcal{H})} \leq \frac{C}{|\Im z|}.$$  \hfill (60)

This follows because $\mathcal{H}_0$ is dense in the domain of $H^{\varepsilon=0,\sigma=0}$, and for every $\Psi \in \mathcal{H}_0$

$$H^{\varepsilon,\sigma}\Psi \to H^{\varepsilon=0,\sigma=0}\Psi \quad \text{as} \quad (\varepsilon, \sigma) \to (0, 0).$$

According to theorem VIII.25 [ReSi], this implies that

$$(H^{\varepsilon,\sigma} - z)^{-1}\Psi \to (H^{\varepsilon=0,\sigma=0} - z)^{-1}\Psi,$$
therefore $|3z|| (H^{ε,σ} - z)^{-1} Ψ \rangle$ is bounded for every Ψ and the uniform boundedness principle gives (60).

For the second norm we find that for $z \in \text{supp} \chi^a$

$$\| (H^{ε,σ} - H^ε)(H^ε - z)^{-1}\|_{L(H^ε)} \leq \| (H^{ε,σ} - H^ε)\|_{L(H^ε, H^0)} \cdot \| (H^ε - z)^{-1}\|_{L(H^ε, H^0)}$$

$$\leq \frac{C}{|3z|}\| (H^{ε,σ} - H^ε)\|_{L(H^0, H^ε)} \cdot C.$$

The right-hand side was already estimated in the previous proposition (see equation (52) and the following calculations), the only difference being that here we have to multiply the final result by $ε$.

\[ \square \]

3 Construction of the dressing operator

In this section we construct the unitary dressing operator $\mathcal{U}_{ε,σ}$. We apply to the Pauli-Fierz Hamiltonian the general procedure explained in some detail in [TeTe] and, for the case with spectral gap, in [Te]. All the calculations expounded in section 3.1 are formal, and they serve as a guide for the rigorous definition of $\mathcal{U}_{ε,σ}$ given in section 3.2.

3.1 The formal procedure

The main idea is to build an approximate projector, $\hat{π}^{(1)}$, which satisfies formally

$$(\hat{π}^{(1)})^2 - \hat{π}^{(1)} = O(ε^2), \quad [\hat{π}^{(1)}, H^ε] = O(ε^2).$$

Integrating over time the second equation one gets in a loose sense that $[e^{-itH^ε/ε}, \hat{π}^{(1)}] = O(ε|t|)$.

The projector $\hat{π}^{(1)}$ is found using an iterative procedure, which assumes that one can expand it in powers of $ε$,

$$\hat{π}^{(1)} = \hat{π}_0 + ε\hat{π}_1,$$

where the coefficient $\hat{π}_0$ is a known input and must commute with the coefficient of order zero in the expansion of the Hamiltonian $H^ε$, see equation (46). As it turns out, the procedure does not work directly for $H^ε$, but only for the infrared cutoff Hamiltonian $H^{ε,σ}$.

An obvious choice for $\hat{π}_0$ is

$$\hat{π}_0 = Q_M,$$
which satisfies \([\hat{h}^\varepsilon,\sigma, Q_M] = 0\).

Proceeding now in the same way as described in [T eT e] we get a formal expression for the first order almost projection given by

\[
\hat{\pi}_M^{(1)} := Q_M + \varepsilon \hat{\pi}_1^M,
\]

\[
\hat{\pi}_1^M := \left[ Q_M, i \sum_{j = 1}^N \frac{e_j}{m_j} \hat{p}_j, \Phi \left( \frac{i v_{x_j,\sigma}(\lambda, k)}{|k|} \right) \right].
\]

For brevity, we put from now on

\[
\Phi_{j,\sigma} := \Phi \left( \frac{i v_{x_j,\sigma}(\lambda, k)}{|k|} \right). \tag{61}
\]

It is clear from equation (61) that

\[
Q_M \hat{\pi}_1^M Q_M = (1 - Q_M) \hat{\pi}_1^M (1 - Q_M) = 0,
\]

so

\[
(\hat{\pi}_M^{(1)})^2 - \hat{\pi}_M^{(1)} = O(\varepsilon^2).
\]

\(\hat{\pi}_M^{(1)}\) is also almost invariant for the total dynamics, in the sense that

\[
[\hat{\pi}_1^M, H^\varepsilon,\sigma] = [Q_M, \hat{h}_0^\varepsilon,\sigma] + \varepsilon [\hat{\pi}_1^M, \hat{h}_0^\varepsilon,\sigma] + \varepsilon [\hat{\pi}_1^M, \hat{h}_1^\varepsilon,\sigma] + \varepsilon^2 [\hat{\pi}_1^M, \hat{h}_0^\varepsilon,\sigma] + \varepsilon^2 [\hat{\pi}_1^M, \hat{h}_1^\varepsilon,\sigma] + \varepsilon^3 [\hat{\pi}_1^M, \hat{h}_0^\varepsilon,\sigma] = O(\varepsilon^2 \sqrt{\log(\sigma^{-1})}).
\]

To justify this claim we note that

\[
[\hat{\pi}_1^M, \hat{h}_0^\varepsilon,\sigma] + [Q_M, \hat{h}_1^\varepsilon,\sigma] = i \sum_{j = 1}^N \frac{e_j}{m_j} \left[ \hat{p}_j, [Q_M, \Phi_{j,\sigma} - \hat{h}_0^\varepsilon,\sigma], \hat{p}_j \right] - \sum_{j = 1}^N \frac{e_j}{m_j} \hat{p}_j.
\]

\[
: [Q_M, \Phi(v_{x_j,\sigma})] = i \sum_{j = 1}^N \frac{e_j}{m_j} \left[ \hat{p}_j, [Q_M, \Phi_{j,\sigma}], \hat{p}_j \right] + \sum_{j = 1}^N \frac{e_j}{m_j} \hat{p}_j.
\]

\[
+ i \sum_{j = 1}^N \frac{e_j}{m_j} \left[ \hat{p}_j, [Q_M, \Phi_{j,\sigma}], V_{\varphi,\sigma,\mathrm{coul}} \right] + i \sum_{j = 1}^N \frac{e_j}{m_j} \left[ \hat{p}_j, [Q_M, \Phi_{j,\sigma}], H_t \right] + \sum_{j = 1}^N \frac{e_j}{m_j} \hat{p}_j \cdot [Q_M, \Phi(v_{x_j,\sigma})] = O(\varepsilon \sqrt{\log(\sigma^{-1})}) + \sum_{j = 1}^N \frac{e_j}{m_j} \hat{p}_j \cdot [Q_M, \Phi(v_{x_j,\sigma})]
\]

\[
= O(\varepsilon \sqrt{\log(\sigma^{-1})}).
\]
To analyze in a simple way the restriction of the dynamics to the subspace defined by \( \hat{\pi}^{(1)}_M \) one builds an almost unitary \( U^{(1)} \), which maps the almost projections to a reference projection up to terms of order \( \mathcal{O}(\varepsilon^2) \). Using the formal expression we get for \( U^{(1)} \), we will define in next section a true unitary operator which will allow us to construct a rigorous version of the almost projections \( \hat{\pi}^{(1)}_M \).

A natural choice for the reference projections, linked to the physics of the system, is to choose them equal to the \( Q_M \)s. We assume then that also \( U^{(1)} \) can be expanded in powers of \( \varepsilon \),

\[
U^{(1)} := 1 + \varepsilon U_1,
\]

with the condition \( U_1 + U_1^* = \mathcal{O}(\varepsilon) \). This ensures that

\[
U^{(1)}U^{(1)*} = \mathcal{O}(\varepsilon^2), \quad U^{(1)*}U^{(1)} = \mathcal{O}(\varepsilon^2).
\]

To determine \( U_1 \) we impose that \( U^{(1)} \) intertwines the almost invariant projections with the reference projections \( Q_M \) up to terms of order \( \mathcal{O}(\varepsilon^2) \):

\[
U^{(1)}\hat{\pi}^{(1)}_MU^{(1)*} = Q_M + \mathcal{O}(\varepsilon^2).
\]

The left-hand side gives

\[
U^{(1)}\hat{\pi}^{(1)}_MU^{(1)*} = (1 + \varepsilon U_1)(Q_M + \varepsilon\hat{\pi}^M_1)(1 - \varepsilon U_1) + \mathcal{O}(\varepsilon^2) =
\]

\[
= Q_M + \varepsilon([U_1, Q_M] + \hat{\pi}^M_1) + \mathcal{O}(\varepsilon^2) = Q_M + \varepsilon \left( [U_1, Q_M] + \sum_{j=1}^N \frac{e_j}{m_j} \Phi_{j,\sigma} \cdot \hat{p}_j, Q_M \right) + \mathcal{O}(\varepsilon^2),
\]

so we can choose

\[
U^{(1)} = 1 + \varepsilon \sum_{j=1}^N \frac{e_j}{m_j} \Phi_{j,\sigma} \cdot \hat{p}_j.
\]

### 3.2 Rigorous definition

To get a well-defined unitary operator from the formal expression for \( U^{(1)} \) we first cutoff the number of photons in the field operator \( \Phi_{j,\sigma} \), replacing it by

\[
\Phi^L_{j,\sigma} := Q_{\leq L} \Phi_{j,\sigma} Q_{\leq L},
\]

where \( L \) is fixed, but otherwise arbitrary.
We introduce then a cutoff in the total energy, to cope with the unbound-
edness of the momentum of the electrons $\hat{p}_j$. This reflects the fact that the
adiabatic approximation holds uniformly only on states where the kinetic
energy of the slow particles in uniformly bounded.

More precisely, given a function $\chi \in C_0^\infty(\mathbb{R})$, we define

$$ U^{(1)}_{L,\chi} := 1 + i \varepsilon \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi^L_{j,\sigma} \cdot \hat{p}_j - \varepsilon(1 - \chi(H^{\varepsilon,\sigma})) \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi^L_{j,\sigma} \cdot \hat{p}_j(1 - \chi(H^{\varepsilon,\sigma})) $$

$$ = 1 + \varepsilon \chi(H^{\varepsilon,\sigma}) U^L_{1,\sigma} + \varepsilon(1 - \chi(H^{\varepsilon,\sigma})) U^L_{1,\sigma} \chi(H^{\varepsilon,\sigma}), \quad (64) $$

where we have defined

$$ U^L_{1,\sigma} := i \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi^L_{j,\sigma} \cdot \hat{p}_j. \quad (65) $$

Note that it follows from the Coulomb gauge condition that $U^L_{1,\sigma} = -U^L_{1,\sigma}$, so

$$ U^{(1)*}_{L,\chi} = 1 - \varepsilon \chi(H^{\varepsilon,\sigma}) U^L_{1,\sigma} - \varepsilon(1 - \chi(H^{\varepsilon,\sigma})) U^L_{1,\sigma} \chi(H^{\varepsilon,\sigma}), \quad (66) $$

**Lemma 2.** 1. For each $x \in \mathbb{R}^3$, $\Phi^L_{j,\sigma}(x) \in \mathcal{L}(\mathcal{F})$, and $\Phi^L_{j,\sigma}(x)^* = \Phi^L_{j,\sigma}(x)$.

Moreover,

$$ \Phi^L_{j,\sigma} : \mathbb{R}^3 \to \mathcal{L}(\mathcal{F}), \quad x \mapsto \Phi^L_{j,\sigma}(x), \quad \in C^\infty_b(\mathbb{R}^3, \mathcal{L}(\mathcal{F})), \quad (67) $$

and, for $\sigma$ small enough,

$$ \|\Phi^L_{j,\sigma}\|_{\mathcal{L}(\mathcal{H})} \leq C \sqrt{L + 1} \sqrt{\log(\sigma^{-1})}. \quad (68) $$

Given $\alpha \in \mathbb{N}^3$ with $|\alpha| > 0$, it holds instead

$$ \partial_x^{\alpha} \Phi^L_{j,\sigma} = \partial_x^{\alpha} \Phi^L_{j,0} + \mathcal{O}(\sigma^{|\alpha|} \sqrt{L + 1})_{\mathcal{L}(\mathcal{H})}, \quad (69) $$

where

$$ \partial_x^{\alpha} \Phi^L_{j,0} := (\partial_x^{\alpha} \Phi^L_{j,\sigma})|_{\sigma=0} \quad (70) $$

is a well-defined bounded operator on $\mathcal{H}$.

2. The statements of point 1 (except for the self-adjointness of $\Phi^L_{j,\sigma}(x)$) remain true if $\mathcal{F}$ is replaced by $D(H_0)$.

**Corollary 1.** The fibered operators $\partial_x^{\alpha} \Phi^L_{j,\sigma}$ belong to $\mathcal{L}(\mathcal{H}) \cap \mathcal{L}(\mathcal{H}_0)$ $\forall \alpha \in \mathbb{N}^3$. 
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Proof. The proof of both statements follows from the facts that
\[
\|Q \leq L \Phi(g_x(\cdot))Q \leq L\|_{\mathcal{L}(\mathcal{H})} \leq 2^{1/2} \sqrt{L + 1} \sup_{x \in \mathbb{R}^3} \|g_x(\cdot)\|_{L^2(\mathbb{R}^3 \times \mathbb{Z}_2)}
\]
and that
\[
\partial_x^\alpha v_x(k, \lambda)|k|^{-1} = (-i)^{\alpha} |k|^{-3/2 + |\alpha|/2} e^{\lambda(k)} \hat{\phi}(k) e^{-ik \cdot x}.
\]

Lemma 3. The operator \(U^{(1)}_{L,\chi}\) is closable and its closure, which we denote by the same symbol, belongs to \(L(H) \cap L(H_0)\). Moreover
\[
\|U^{(1)}_{L,\chi}\|_{L(H)} \leq C(1 + \varepsilon \sqrt{\log(\sigma^{-1})}) , \quad (71)
\]
where \(\mathcal{H} = H\) or \(H_0\). The same holds for \(U^{(1)*}_{L,\chi}\).

Proof. The operator
\[
\chi(H^{\varepsilon,\sigma}) \Phi_{j,\sigma}^L \hat{p}_j
\]
is defined on \(D(\hat{p}_j)\) and, since \(\chi(H^{\varepsilon,\sigma}) \Phi_{j,\sigma}^L\) is a bounded operator, we have
\[
(\chi(H^{\varepsilon,\sigma}) \Phi_{j,\sigma}^L \hat{p}_j)^* = \hat{p}_j \cdot \Phi_{j,\sigma}^L \chi(H^{\varepsilon,\sigma})
\]
which is clearly bounded. This shows that \(\chi(H^{\varepsilon,\sigma}) \Phi_{j,\sigma}^L \hat{p}_j\) is closable and its closure belongs to \(L(H)\).

The same reasoning can be applied to the operator
\[
H^{\varepsilon,\sigma} \Phi_{j,\sigma}^L \hat{p}_j \chi(H^{\varepsilon,\sigma})
\]
which shows that \(U^{(1)}_{L,\chi}\) is also in \(L(H_0)\).

The estimate on the norm follows now from the estimate on the norm of \(\Phi_{j,\sigma}^L\) given in lemma 2.

Theorem 2. Assume that \(\sigma = \sigma(\varepsilon)\) satisfies the condition
\[
\varepsilon \sqrt{\log(\sigma(\varepsilon)^{-1})} \to 0, \quad \varepsilon \to 0^+,
\]
then the operator
\[
\mathcal{U} := U^{(1)}_{L,\chi}[U^{(1)*}_{L,\chi}U^{(1)}_{L,\chi}]^{-1/2}
\]
is well-defined and unitary, for \(\varepsilon\) small enough.

Both \(\mathcal{U}\) and \(\mathcal{U}^*\) belong to \(L(H) \cap L(H_0)\), with the property that
\[
\|\mathcal{U}\|_{L(H_0)}, \quad \|\mathcal{U}^*\|_{L(H_0)} \leq C; \quad (74)
\]
where \(C\) is independent of \(\varepsilon\) and \(\sigma\).

Moreover we can expand them in powers of \(\varepsilon\) and the corresponding series converges both in \(L(H)\) and \(L(H_0)\).
Proof. It follows from equations (64) and (66) that, defining
\[ T_\sigma := \chi(H^{\varepsilon,\sigma})U_{L,\chi}^{1} + (1 - \chi(H^{\varepsilon,\sigma}))U_{L,\chi}^{1}\chi(H^{\varepsilon,\sigma}), \] (75)
we have then
\[ U_{L,\chi}^{(1)} = 1 + \varepsilon T_\sigma(\varepsilon), \quad T_\sigma^* = -T_\sigma, \quad \|T_\sigma\|_{\mathcal{L}(\mathcal{H})} \leq C\sqrt{\log(\sigma^{-1})}, \]
where \( \mathcal{H} = \mathcal{H} \) or \( \mathcal{H}_0 \).

From this expression we get immediately that
\[ U_{L,\chi}^{(1)*}U_{L,\chi}^{(1)} = 1 - \varepsilon^2 T_\sigma^2, \]
so, choosing \( \varepsilon \) small enough, we have that \( \varepsilon^2\|T_\sigma^2\|_{\mathcal{L}(\mathcal{H})} < 1 \), therefore the square root is well-defined, and can be expressed through a convergent power series in \( \mathcal{L}(\mathcal{H}) \):
\[ (1 - \varepsilon^2 T_\sigma^2)^{-1/2} = \sum_{j=0}^{\infty} \frac{(2j - 1)!!}{(2j)!!} \varepsilon^{2j} T_\sigma^2. \] (76)

From standard calculations it follows in the end that \( \mathcal{U} \) is unitary on \( \mathcal{H} \). \( \square \)

4 The dressed Hamiltonian

We define the dressed Hamiltonian as the unitary transform of \( H^{\varepsilon,\sigma} \),
\[ H_{\text{dres}}^{\varepsilon,\sigma} := \mathcal{U} H^{\varepsilon,\sigma} \mathcal{U}^*. \] (77)

Since \( \mathcal{U} \) is a bijection on \( \mathcal{H}_0 \), \( H_{\text{dres}}^{\varepsilon,\sigma} \) is self-adjoint on \( \mathcal{H}_0 \), and using the expansion of \( \mathcal{U} \) on \( \mathcal{L}(\mathcal{H}_0) \), we can expand \( H_{\text{dres}}^{\varepsilon,\sigma} \) in \( \mathcal{L}(\mathcal{H}_0, \mathcal{H}) \).

Theorem 3. Assume that \( \sigma = \sigma(\varepsilon) \) satisfies conditions (25). The expansion of the dressed Hamiltonian up to the second order is then given by
\[ H_{\text{dres}}^{\varepsilon,\sigma} = \hat{h}_0^{\text{dres}} + \varepsilon \hat{h}_1^{\text{dres}} + \varepsilon^2 \hat{h}_2^{\text{dres}} + \mathcal{O}(\varepsilon^3(\log \sigma^{-1})^{3/2})_{\mathcal{L}(\mathcal{H}_0, \mathcal{H})}, \] (78)
where
\[ \hat{h}_0^{\text{dres}} = \hat{h}_0^{\varepsilon} = \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_{\varphi\text{coul}} + H_1, \]
\( \hat{h}_1^{\text{dres}} \) is given in equation (81) and \( \hat{h}_2^{\text{dres}} \) in equation (84).
Proof. Applying equation (76), we get that
\[ H_d = 1 + \varepsilon T + \frac{\varepsilon^2}{2} T^2 + O(\varepsilon^3 T^3) ] \]
therefore
\[ H_{\varepsilon,\sigma} d = \left( 1 + \varepsilon T + \frac{\varepsilon^2}{2} T^2 + O(\varepsilon^3 T^3) \right) \]
\[ + O(\varepsilon^3 (\log \sigma)^{-1})^{3/2} L_{(H_0, H)} = \]
\[ = h_{0, \varepsilon} + \varepsilon \left( h_{1, \varepsilon} + \chi (H_{\varepsilon, \sigma}) [U_{1, \sigma}, h_{0, \varepsilon}] \right) + O(\varepsilon^3 (\log \sigma)^{-1})^{3/2} L_{(H_0, H)} = \]
\[ =: h_{0, d} + \varepsilon h_{1, d} + \varepsilon^2 h_{2, d} + O(\varepsilon^3 (\log \sigma)^{-1})^{3/2} L_{(H_0, H)} = \]
where \((1 - \chi) \cdots \chi\) indicates that for every term containing \(\chi \cdots \chi\) we have to add a corresponding term containing \((1 - \chi) \cdots \chi\), as in equation (75).

Using equation (53) to eliminate the \(\sigma\), we get immediately
\[ \hat{h}_{0, d} = \hat{h}_{0, \varepsilon} \]
(79)
The commutator in the term of order \(\varepsilon\) gives:
\[ [U_{1, \sigma}, \hat{h}_{0, \varepsilon}] = -Q_{\leq \varepsilon} + \varepsilon \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi_{j, \sigma} \cdot \nabla_{x_j} V_{\varphi, \text{coul}} + \]
\[ + \varepsilon \sum_{j,l=1}^{N} \frac{e_j}{m_j m_l} \nabla_{x_l} (\Phi_{j, \sigma} \cdot \hat{p}_j) \cdot \hat{p}_l + O(\varepsilon^2), \]
(80)
therefore, taking into account equation (54),
\[ \hat{h}_{1, d} = (1 - \chi (H_{\varepsilon, \sigma})) Q_{\leq \varepsilon} + Q_{\leq \varepsilon} h_{1, \varepsilon} Q_{\leq \varepsilon} + Q_{> \varepsilon} h_{1, \varepsilon} Q_{> \varepsilon} + O(\varepsilon^3), \]
(81)
1The expansion of \(H\) till the second order coincides with that of \(e^{\varepsilon T}\), however \(e^{\varepsilon T}\) is not the correct dressing transformation to every order. Following the formal procedure sketched in section 3.1 one can construct a second order expression for \(H\), which depends however also in general on the second order coefficient of the Hamiltonian, \(h_{2, \varepsilon}\), and has not a simple exponential form.
We will show below that this term vanishes in the effective dynamics. Concerning the terms of second order we have

\[ [U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}] = -i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} [\Phi_{j,\sigma}^L \cdot \hat{p}_j, \Phi(v_{x_l,\sigma}) \cdot \hat{p}_l] = \]

\[ = -i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} Q_{\leq L} [\Phi_{j,\sigma}^\alpha, \Phi(v_{x_l,\sigma}^\beta)] Q_{\leq L} \hat{p}_j^{\alpha} \hat{p}_l^{\beta} + R_{L-1} + O(\varepsilon) L(\mathcal{A}_0, \mathcal{W}), \]

where \( R_{L-1} \) is a term which vanishes on the range of \( Q_j \) when \( j < L - 1 \).

Using equation (58) to calculate the commutator of the two field operator we get in the end

\[ - i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} [\Phi_{j,\sigma}^\alpha, \Phi(v_{x_l,\sigma}^\beta)] \hat{p}_j^{\alpha} \hat{p}_l^{\beta} = i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} \mathcal{R} \left( \frac{v_{x_l}^{\alpha}}{|k|}, v_{x_l,\sigma}^{\beta} \right) L^2(\mathbb{R}, dk) \otimes \mathcal{O}^2.
\]

\[ \cdot \hat{p}_j^{\alpha} \hat{p}_l^{\beta} =
\]

\[ = i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} \int_{\mathbb{R}^3} dk \frac{(|\hat{\phi}(k)|^2}{|k|^2} e^{i k \cdot (x_j - x_l)} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l =
\]

\[ = i \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} \int_{\mathbb{R}^3} dk \frac{|\hat{\phi}(k)|^2}{|k|^2} e^{i k \cdot x_j} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l e^{-i k \cdot x_l}
\]

The remaining term of second order gives,

\[ [T, \chi(H^{\varepsilon,\sigma}) U_{1,\sigma}^L, \hat{h}_0^{\varepsilon,\sigma}] = - [T, \chi(H^{\varepsilon,\sigma}) Q_{\leq L} \hat{h}_1^{\varepsilon,\sigma} Q_{\leq L}] + O(\varepsilon)^{150}
\]

\[ = - \chi[U_{1,\sigma}^L, \chi] Q_{\leq L} \hat{h}_1^{\varepsilon,\sigma} Q_{\leq L} - \chi^2 Q_{\leq L} [U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}] Q_{\leq L} - \chi [\chi, Q_{\leq L} \hat{h}_1^{\varepsilon,\sigma} Q_{\leq L}] U_{1,\sigma}^L
\]

Putting the calculations above together, and using equations (53) and (56), we get in the end

\[ \hat{h}_2^{\text{dres}} = \hat{h}_2^{\varepsilon} + \sum_{j=1}^N \frac{e_j}{m_j} \Phi_{j,\sigma}^L \cdot \nabla_{x_j} V_{\text{coul}} + \sum_{j,l=1}^N \frac{e_j e_l}{m_l m_j} \nabla_{x_l} (\Phi_{j,\sigma}^L \cdot \hat{p}_j) \cdot \hat{p}_l +
\]

\[ + \chi[U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}] - \frac{1}{2} \chi^2 Q_{\leq L} [U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}] Q_{\leq L} + (1 - \chi)[U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}] \chi +
\]

\[ - \frac{1}{2} \chi [\chi, Q_{\leq L} \hat{h}_1^{\varepsilon,\sigma} Q_{\leq L}] U_{1,\sigma}^L - \frac{1}{2} \chi [U_{1,\sigma}^L, \chi] Q_{\leq L} \hat{h}_1^{\varepsilon,\sigma} Q_{\leq L},
\]

where the commutator \([U_{1,\sigma}^L, \hat{h}_1^{\varepsilon,\sigma}]\) is given in equations (82) and (83). We will show below that only few of the terms written above contribute to the effective dynamics, giving the correction to the mass of the electrons and the Darwin term.
5 The effective dynamics

We quote without proof a number of lemmas, which, with minor modifications, are identical to the ones proved in [TeTe].

Lemma 4. (see corollary 4 [TeTe])
Given a function \( \chi \in C^\infty_0(\mathbb{R}) \) and a \( \sigma > 0 \), we have

\[
a \left( \frac{i v_{x_j,\sigma}(\lambda, k)}{|k|} \right) Q_M \chi(\hat{h}_0^\varepsilon) = Q_{M-1} \xi(\hat{h}_0^\varepsilon) a \left( \frac{i v_{x_j,\sigma}(x, \lambda)}{|k|} \right) Q_M \chi(\hat{h}_0^\varepsilon) + O_0(\varepsilon),
\]

(85)

where \( \xi \in C^\infty_0(\mathbb{R}) \), \( \xi\chi = \chi \) and

\[c_\xi = 2d_\chi + E_\infty,\]

where

\[d_\chi := 2c_\chi + E_\infty + \min\{c_\chi, \Lambda\},\]
\[c_\chi := \sup\{ |k| : k \in \text{supp } \chi \},\]
\[E_\infty := \sup_{x \in \mathbb{R}^3} |V_{\text{coul}}(x)|,\]

and we can choose \( \sup\{ |k| : k \in \text{supp } \xi \} \) arbitrarily close to \( c_\xi \).

An analogous statement holds for the creation operator.

Lemma 5. Assume that \( \sigma \) satisfies conditions (25), then
1. Given a function \( \tilde{\chi} \in C^\infty_0(\mathbb{R}) \), we have

\[
\tilde{\chi}(H^{\varepsilon,\sigma}) - \tilde{\chi}(\hat{h}_0^{\varepsilon}) = \varepsilon R^{\varepsilon}_\chi, \tag{86}
\]

where \( R^{\varepsilon}_\chi \in \mathcal{L}(\mathcal{H}, \mathcal{H}_0) \), \( \|R^{\varepsilon}_\chi\|_{\mathcal{L}(\mathcal{H}, \mathcal{H}_0)} = O(1) \) and

\[
R^{\varepsilon}_\chi Q_M \tilde{\chi}(\hat{h}_0^{\varepsilon}) = (Q_{M+1} + Q_{M-1}) \xi(\hat{h}_0^{\varepsilon}) R^{\varepsilon}_\chi Q_M \tilde{\chi}(\hat{h}_0^{\varepsilon}) + O(\varepsilon) \mathcal{L}(\mathcal{H}, \mathcal{H}_0), \tag{87}
\]

where \( \xi \) has the properties described in lemma 4.

2. Moreover, we have that

\[
\tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}}) - \tilde{\chi}(\hat{h}_0^{\varepsilon}) = O(\varepsilon) \mathcal{L}(\mathcal{H}, \mathcal{H}_0), \tag{88}
\]

and that

\[
Q_M \tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}}) = Q_M \tilde{\chi}(\hat{h}_0^{\varepsilon}) \tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}}) + O(\varepsilon^2 \sqrt{\log(\sigma^{-1})}) \mathcal{L}(\mathcal{H}, \mathcal{H}_0), \tag{89}
\]

where \( \tilde{\chi} \) is any \( C^\infty_0(\mathbb{R}) \) function such that \( \tilde{\chi}\tilde{\chi} = \tilde{\chi} \) and \( \tilde{\chi}\chi = \tilde{\chi} \), \( M < L - 1 \).
Proof. We give the proof just for point 1. The proof of point 2 is analogous and can be found also in (TeTe, lemma 7).

Proceeding as in lemma 1, we apply Hellfer-Sjöstrand formula and we get
\[
\chi(H^{\varepsilon,\sigma}) - \chi(\hat{h}_0) = \frac{1}{\pi} \int_{\mathbb{R}^2} dx dy \vec{\partial} \chi^0(z) \left[ (H^{\varepsilon,\sigma} - z)^{-1} - (\hat{h}_0 - z)^{-1} \right].
\]

Since both Hamiltonians are self-adjoint on the same domain we get, iterating equation [29],
\[
(H^{\varepsilon,\sigma} - z)^{-1} - (\hat{h}_0 - z)^{-1} = -\varepsilon(\hat{h}_0 - z)^{-1} \hat{h}_1^{\varepsilon,\sigma} (\hat{h}_0 - z)^{-1} + O(\varepsilon^2|z|^3)_{\mathcal{L}(\mathcal{H},\mathcal{H})}.
\]

The statement now follows from the explicit expression of \( \hat{h}_1^{\varepsilon,\sigma} \) using lemma [3].

**Theorem 4.** (Zero order approximation to the time evolution)

\[
\| (e^{-iH_{dres}^{\varepsilon,\sigma}/\varepsilon} - e^{-i\hat{h}_0^{\varepsilon}/\varepsilon}) Q_M \chi(H_{dres}^{\varepsilon,\sigma}) \|_{\mathcal{L}(\mathcal{H})} = O(\sqrt{M+1} t \varepsilon \sqrt{\log(\sigma^{-1})}), \quad (90)
\]

\[
\| Q_M(e^{-iH_{dres}^{\varepsilon,\sigma}/\varepsilon} - e^{-i\hat{h}_0^{\varepsilon}/\varepsilon}) \chi(H_{dres}^{\varepsilon,\sigma}) \|_{\mathcal{L}(\mathcal{H})} = O(\sqrt{M+1} t \varepsilon \sqrt{\log(\sigma^{-1})}), \quad (91)
\]

for every \( \chi \in C_0^\infty(\mathbb{R}) \) such that \( \tilde{\chi} \chi = \chi \).

Proof. Using lemma 3 we replace \( \chi(H_{dres}^{\varepsilon,\sigma}) \) with \( \chi(\hat{h}_0^{\varepsilon}) \), since the difference, being of order \( O(\varepsilon) \), is smaller than the error we want to prove.

Both Hamiltonians are self-adjoint on \( \mathcal{H}_0 \), therefore, applying Duhamel formula, we get:
\[
(e^{-iH_{dres}^{\varepsilon,\sigma}/\varepsilon} - e^{-i\hat{h}_0^{\varepsilon}/\varepsilon}) Q_M \chi(\hat{h}_0^{\varepsilon}) =
\]
\[
= -i \int_0^t ds \ e^{i(s-t)H_{dres}^{\varepsilon,\sigma}/\varepsilon} (H_{dres}^{\varepsilon,\sigma} - \hat{h}_0^{\varepsilon}) e^{-i\hat{h}_0^{\varepsilon}/\varepsilon} Q_M \chi(\hat{h}_0^{\varepsilon}) =
\]
\[
= -i \int_0^t ds \ e^{i(s-t)H_{dres}^{\varepsilon,\sigma}/\varepsilon} \hat{h}_1^{\varepsilon,\sigma} e^{-i\hat{h}_0^{\varepsilon}/\varepsilon} Q_M \chi(\hat{h}_0^{\varepsilon}) + O(\varepsilon \sqrt{M+1} \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{H})}
\]
\[
= -i \int_0^t ds \ e^{i(s-t)H_{dres}^{\varepsilon,\sigma}/\varepsilon} \hat{h}_1^{\varepsilon,\sigma} Q_M \chi(\hat{h}_0^{\varepsilon}) e^{-i\hat{h}_0^{\varepsilon}/\varepsilon} + O(\varepsilon \sqrt{M+1} \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{H})}.
\]

Putting in the previous equation the expression of \( \hat{h}_1^{dres} \), equation (81), and observing that we can replace, again by lemma 3, \( \chi(H_{dres}^{\varepsilon,\sigma}) \) with \( \chi(\hat{h}_0^{\varepsilon}) \), we get that the right-hand side is of order \( O(\sqrt{M+1} t \varepsilon \sqrt{\log(\sigma^{-1})}) \).

For the second estimate we apply again Duhamel formula, inverting the position of the unitaries,
\[
Q_M(e^{-iH_{dres}^{\varepsilon,\sigma}/\varepsilon} - e^{-i\hat{h}_0^{\varepsilon}/\varepsilon}) \chi(H_{dres}^{\varepsilon,\sigma}) =
\]
\[
= -i \int_0^t ds \ Q_M e^{i(s-t)\hat{h}_0^{\varepsilon}/\varepsilon}(H_{dres}^{\varepsilon,\sigma} - \hat{h}_0^{\varepsilon}) e^{-i\hat{h}_0^{\varepsilon}/\varepsilon} \chi(H_{dres}^{\varepsilon,\sigma}) =
\]
\[
= -i \int_0^t ds \ e^{i(s-t)\hat{h}_0^{\varepsilon}/\varepsilon} Q_M \hat{h}_1^{\varepsilon,\sigma}(H_{dres}^{\varepsilon,\sigma}) e^{-i\hat{h}_0^{\varepsilon}/\varepsilon} + O(\varepsilon \sqrt{M+1} \sqrt{\log(\sigma^{-1})}),
\]
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so, replacing \( \chi(H^{\varepsilon,\sigma}_{\text{dres}}) \) and \( \chi(H^{\varepsilon,\sigma}) \) by \( \chi(h^{\varepsilon}_0) \), our claim is proved.

**Corollary 2.** The dressed projectors \( P^\varepsilon_M \) are almost invariant with respect to the original dynamics, i.e.,

\[
\| [e^{-iH^{\varepsilon}_{\text{dres}}}, P^\varepsilon_M] \chi(H^{\varepsilon,\sigma}_{\text{dres}}) \|_{\mathcal{L} (\mathcal{H})} = \mathcal{O}\left( \sqrt{M + 1} |t| \varepsilon \sqrt{\log(\sigma(\varepsilon)^{-1})} \right)
\]

**Proof.** From the previous theorem it follows that

\[
\| [e^{-iH^{\varepsilon}_{\text{dres}}}, Q_M] \chi(H^{\varepsilon,\sigma}_{\text{dres}}) \|_{\mathcal{L} (\mathcal{H})} = \mathcal{O}\left( \sqrt{M + 1} |t| \varepsilon \sqrt{\log(\sigma(\varepsilon)^{-1})} \right)
\]

From the definition of \( H^{\varepsilon,\sigma}_{\text{dres}} \), equation (77), we deduce therefore that

\[
\| [e^{-iH^{\varepsilon}_{\text{dres}}}, P^\varepsilon_M] \chi(H^{\varepsilon,\sigma}_{\text{dres}}) \|_{\mathcal{L} (\mathcal{H})} = \mathcal{O}\left( \sqrt{M + 1} |t| \varepsilon \sqrt{\log(\sigma(\varepsilon)^{-1})} \right)
\]

but

\[
[e^{-iH^{\varepsilon}_{\text{dres}}}, P^\varepsilon_M] \chi(H^\varepsilon) = \left[ (e^{-iH^{\varepsilon}_{\text{dres}}}_{\varepsilon} - e^{-iH^{\varepsilon,\sigma}_{\text{dres}}}), P^\varepsilon_M \right] \chi(H^\varepsilon) +
\]

\[
+ [e^{-iH^{\varepsilon,\sigma}_{\text{dres}}}, P^\varepsilon_M] \chi(H^\varepsilon) - \chi(H^{\varepsilon,\sigma}) + [e^{-iH^{\varepsilon,\sigma}_{\text{dres}}}, P^\varepsilon_M] \chi(H^{\varepsilon,\sigma}) =
\]

\[
= \mathcal{O}(\sigma(\varepsilon)^{1/2}|t|)_{\mathcal{L} (\mathcal{H})} + \mathcal{O}(\varepsilon \sigma(\varepsilon)^{1/2})_{\mathcal{L} (\mathcal{H})} +
\]

\[
+ \mathcal{O}\left( \sqrt{M + 1} |t| \varepsilon \sqrt{\log(\sigma(\varepsilon)^{-1})} \right)_{\mathcal{L} (\mathcal{H})},
\]

where we have used equations (51) and (57), the fact that \( \chi(H^\varepsilon) \in \mathcal{L}(\mathcal{H}, \mathcal{H}_0) \) with norm uniformly bounded in \( \varepsilon \) and equation (74).

**Lemma 6.** The truncated dressed Hamiltonian

\[
H^{(2)}_{\text{dres}} := \hat{h}^\varepsilon_0 + \varepsilon \hat{h}^\varepsilon_1 + \varepsilon^2 \hat{h}^\varepsilon_2
\]

is self-adjoint on \( \mathcal{H}_0 \) for \( \varepsilon \) small enough.

**Proof.** The proof follows from a symmetric version of the Kato theorem ([ReSi2], theorem X.13).

**Theorem 5.** (First order approximation to the time evolution) Given a function \( \tilde{\chi} \in C^\infty_0(\mathbb{R}) \),

\[
e^{-itH^{\varepsilon,\sigma}_{\text{dres}}}/\varepsilon Q_M \tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}}) =
\]

\[
e^{-itH^{(2)}_{\text{dres}}}/\varepsilon Q_M \tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}}) - i\varepsilon \int_0^t ds e^{i(s-t)\hat{h}^\varepsilon}_0/\varepsilon \hat{h}_2, \text{ODE}^{-i\hat{h}^\varepsilon}_0/\varepsilon Q_M \tilde{\chi}(H^{\varepsilon,\sigma}_{\text{dres}})
\]

\[
+ \mathcal{O}(\varepsilon^{3/2}|t|_{\mathcal{L}(\mathcal{H})}(1 - \delta_M)) + \mathcal{O}(\varepsilon^2 \sqrt{\log(\sigma^{-1})(|t| + |t|^2)})_{\mathcal{L}(\mathcal{H})},
\]
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where \( \delta_{M0} = 1 \) when \( M = 0 \), 0 otherwise, \([H_D^{(2)}, Q_M] = 0 \) \( \forall M \),

\[
H_D^{(2)} := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_\text{coul} + H_t +
\]

\[
- \varepsilon^2 \sum_{i,j=1}^{N} \frac{e_je_i}{m_j m_i} \int_{\mathbb{R}^3} dk \frac{|\phi(k)|^2}{|k|^2} e^{ik \cdot x_j} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l e^{-ik \cdot x_l} =
\]

\[
= \hat{h}_0 + \varepsilon^2 V_\text{darw}.
\]

The off-diagonal Hamiltonian is defined by

\[
h_{2,OD} := \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi_{j,\sigma} \cdot \nabla_{x_j} V_\text{coul}.
\]

Remark 4. The spin term, as mentioned in the introduction, does not appear in the effective dynamics, even though it is apparently of order \( O(\varepsilon^2) \). This is due to the fact that it is off diagonal with respect to the decomposition of the Hilbert space associated to the \( Q_M \)s and that the coupling function in the magnetic field, equation (43), goes to zero like \( |k|^{1/2} \) when \( |k| \to 0^+ \). This implies that the term is actually smaller than \( O(\varepsilon^2) \), as explained in the proof.

Proof. We split the proof into three parts. In the first one, we show that equation (93) is true with a diagonal Hamiltonian \( \tilde{H}_D^{(2)} \) given by

\[
\tilde{H}_D^{(2)} := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_\text{coul} + H_t + \varepsilon^2 \sum_{j=1}^{N} \frac{e_j}{m_j} a(v_{x_j})^* a(v_{x_j}) +
\]

\[
- \varepsilon^2 \sum_{i,j=1}^{N} \frac{e_je_i}{m_j m_i} \int_{\mathbb{R}^3} dk \frac{|\phi(k)|^2}{|k|^2} e^{ik \cdot x_j} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l e^{-ik \cdot x_l},
\]

and an off-diagonal one \( \tilde{h}_{2,OD} \) defined by

\[
\tilde{h}_{2,OD} := \sum_{j=1}^{N} \frac{e_j}{m_j} \Phi_{j,\sigma} \cdot \nabla_{x_j} V_\text{coul} + \sum_{j,l=1}^{N} \frac{e_j}{m_l m_j} \nabla_{x_l} (\Phi_{j,\sigma} \cdot \hat{p}_j) \cdot \hat{p}_l +
\]

\[
+ \sum_{j=1}^{N} \frac{e_j}{2m_j} \sigma_j \cdot \Phi(ik \times v_{x_j}) + \sum_{j=1}^{N} \frac{e_j}{2m_j} [a(v_{x_j})^2 + a(v_{x_j})^*]^2.
\]

In the second part we prove that if one neglects the term

\[
\varepsilon^2 \sum_{j=1}^{N} \frac{e_j^2}{2m_j} a(v_{x_j})^* a(v_{x_j})
\]
in $\tilde{H}_D^{(2)}$, one gets an error of order $\mathcal{O}(\varepsilon^{3/2}|t|)$ in the time evolution. Note that this term is exactly zero if the initial state for the field is the Fock vacuum.

In the third part, we prove analogously that we can replace $\tilde{h}_{2,OD}$ with $h_{2,OD}$.

More specifically, the terms which we neglect in $\tilde{H}_D^{(2)}$ and $\tilde{h}_{2,OD}$ give rise to higher order contributions to the time evolution, although their norm in $\mathcal{L}(\mathcal{H}_0,\mathcal{H})$ is not small.

This is caused by the fact that they are strongly oscillating in $|k|$, so that their behavior is determined by the value of the density of states in a neighborhood of $k = 0$. For all these terms, the density however vanishes for $k = 0$, uniformly in $\sigma$, and this implies that they are of lower order with respect to the leading pieces whose density is constant (for the terms in $H_D^{(2)}$) or diverges logarithmically in $\sigma$ (for the terms in $h_{2,OD}$). We elaborate on this last observation in a corollary to this theorem.

We start showing that we can, up to the desired error, replace $H_{\text{dres}}^{\varepsilon,\sigma}$ by $H^{(2)}_{\text{dres}}$. By lemma 5, $H_{\text{dres}}^{(2)}$ is self-adjoint on $\mathcal{H}_0$ like $H_{\text{dres}}^{\varepsilon,\sigma}$, therefore we can apply the Duhamel formula and use theorem 5 to get

$$e^{-itH_{\text{dres}}^{\varepsilon,\sigma}/\varepsilon} - e^{-it\tilde{H}_D^{(2)}/\varepsilon} = -\frac{i}{\varepsilon} \int_0^t ds \, e^{i(s-t)H_{\text{dres}}^{\varepsilon,\sigma}/\varepsilon}(H_{\text{dres}}^{(2)} - H_{\text{dres}}^{(2)})e^{-isH_{\text{dres}}^{(2)}/\varepsilon}/\varepsilon = \mathcal{O}(\varepsilon^2 (\log(\sigma^{-1}))^{3/2}).$$

Moreover, using lemma 5 we can replace $Q_M \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma})$ by $Q_M \tilde{\chi}(\tilde{h}_0^{\varepsilon}) \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma})$.

Since the diagonal Hamiltonian $\tilde{H}_D^{(2)}$ is also self-adjoint on $\mathcal{H}_0$ for $\varepsilon$ sufficiently small (the proof can be given along the same lines of lemma 6), we apply again Duhamel formula,

$$(e^{-itH_{\text{dres}}^{(2)}/\varepsilon} - e^{-it\tilde{H}_D^{(2)}/\varepsilon})Q_M \tilde{\chi}(\tilde{h}_0^{\varepsilon}) \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}) =$$

$$= -\frac{i}{\varepsilon} \int_0^t ds \, e^{i(s-t)H_{\text{dres}}^{(2)}/\varepsilon}(H_{\text{dres}}^{(2)} - \tilde{H}_D^{(2)})e^{-is\tilde{H}_D^{(2)}/\varepsilon}Q_M \tilde{\chi}(\tilde{h}_0^{\varepsilon}) \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma})$$

$$= -\frac{i}{\varepsilon} \int_0^t ds \, e^{i(s-t)H_{\text{dres}}^{(2)}/\varepsilon}\hat{h}_1^{\text{dres}}e^{-is\tilde{H}_D^{(2)}/\varepsilon}Q_M \tilde{\chi}(\tilde{h}_0^{\varepsilon}) \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma})$$

$$- i\varepsilon \int_0^t ds \, e^{i(s-t)H_{\text{dres}}^{(2)}/\varepsilon}(\hat{h}_2^{\text{dres}} - h_{2,OD})e^{-is\tilde{H}_D^{(2)}/\varepsilon}Q_M \tilde{\chi}(\tilde{h}_0^{\varepsilon}) \tilde{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}).$$

To analyze the first term, we remark that, proceeding as in lemma 5, one can prove that

$$\tilde{\chi}(\tilde{h}_0^{\varepsilon}) - \tilde{\chi}(\tilde{H}_D^{(2)}) = \mathcal{O}(\varepsilon^2 \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{H})},$$

so

$$[e^{-it\tilde{H}_D^{(2)}/\varepsilon}, \tilde{\chi}(\tilde{h}_0^{\varepsilon})] = \mathcal{O}(\varepsilon^2 \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{H})},$$
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therefore,
\[-i \int_0^t ds \, e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} \hat{h}_{\text{dres}}\varepsilon e^{-i\hat{H}_D^{(2)}/\varepsilon} Q_M \bar{\chi}(\hat{h}_0^\varepsilon) \bar{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}) =
\]
\[= -i \int_0^t ds \, e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} \hat{h}_{\text{dres}}\varepsilon Q_M \bar{\chi}(\hat{h}_0^\varepsilon) e^{-i\hat{H}_D^{(2)}/\varepsilon} \bar{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}) + O(\varepsilon^2 |t| \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{F})}.
\]

From equation (81) it follows
\[\hat{h}_{\text{dres}} Q_M \bar{\chi}(\hat{h}_0^\varepsilon) = (1 - \chi(H^{\varepsilon,\sigma})) Q_{\leq L} \hat{h}_1^\varepsilon Q_{\leq L} (1 - \chi(H^{\varepsilon,\sigma})) Q_M \bar{\chi}(\hat{h}_0^\varepsilon) =
\]
\[= O(\varepsilon^2)_{\mathcal{L}(\mathcal{F})},
\]
using lemma 5 twice and lemma 4.

Concerning the second one, applying once again the Duhamel formula, we have
\[-i \varepsilon \int_0^t ds \, e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} (\hat{h}_{\text{dres}}^{(2)} - h_{2,D}) e^{-i\hat{H}_D^{(2)}/\varepsilon} Q_M \bar{\chi}(\hat{h}_0^\varepsilon) \bar{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}) =
\]
\[= -i \varepsilon \int_0^t ds \, e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} (\hat{h}_{\text{dres}}^{(2)} - h_{2,D}) e^{-i\hat{h}_0^\varepsilon/\varepsilon} Q_M \bar{\chi}(\hat{h}_0^\varepsilon) \bar{\chi}(H_{\text{dres}}^{\varepsilon,\sigma}) + O(\varepsilon^2 |t|^2 \sqrt{\log(\sigma^{-1})})_{\mathcal{L}(\mathcal{F})},
\]
so we have to look at $e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} (\hat{h}_{\text{dres}}^{(2)} - h_{2,D}) Q_M \bar{\chi}(\hat{h}_0^\varepsilon)$. Following a procedure already employed several times, we first observe that, in the expression for $\hat{h}_{\text{dres}}^{(2)}$, equation (84), we can replace, making an error of order $O(\varepsilon)$, $\chi(H^{\varepsilon,\sigma})$ with $\chi(\hat{h}_0^\varepsilon)$. Applying lemma 4, we see that the last three terms in (84) vanish, and that the terms containing $[U^{L_1,\varepsilon} h_{1,\varepsilon}]$ combine to give the Darwin term and the expression of the effective mass. What remains is exactly $\hat{h}_{2,OD}$. Finally, we apply again Duhamel formula to approximate the time evolution generated by $H^{(2)}_{\text{dres}}$, getting
\[e^{i(s-t)H^{(2)}_{\text{dres}}/\varepsilon} (\hat{h}_{\text{dres}}^{(2)} - h_{2,D}) Q_M \bar{\chi}(\hat{h}_0^\varepsilon) =
\]
\[= e^{i(s-t)h_0^\varepsilon} \hat{h}_{2,OD} Q_M \bar{\chi}(\hat{h}_0^\varepsilon) + O(\varepsilon |t| \sqrt{\log(\sigma^{-1})}).
\]

We proceed now to show that we can replace $\hat{H}_{D}^{(2)}$ with $H_{D}^{(2)}$, up to an error of order $O(\varepsilon^{3/2} |t|)_{\mathcal{L}(\mathcal{F})}$. 
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Applying repeatedly Duhamel formula, and putting $\Psi := Q_M \tilde{\chi}(H_{\text{dres}}^\varepsilon)\Psi_0$, we get

$$(e^{-it\hat{H}_D^{(2)}/\varepsilon} - e^{-it\hat{H}_D^{(2)}/\varepsilon})\Psi = -i\varepsilon \sum_{j=1}^{N} \frac{e_j^2}{2m_j} \int_0^t ds \, e^{i(s-t)\hat{h}_0/\varepsilon} a(v_x)^* a(v_x) e^{-is\hat{h}_0/\varepsilon} \Psi + \mathcal{O}(\varepsilon^2 |t|^2 L(\mathcal{W})),$$

To streamline the presentation, we assume that $M > 1$, the calculations for $M > 1$ are basically the same, but more cumbersome.

The integral gives therefore

$$e^{-\frac{t}{\varepsilon}\hat{h}_0} f(k_1, \lambda_1) \sum_{\lambda=1}^{2} \int_{\mathbb{R}^3} dk \, f(k, \lambda)^* \int_0^t ds \, e^{i\varepsilon(k_1|-k|)} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi(k, \lambda)} = e^{-\frac{t}{\varepsilon}\hat{h}_0} f(k_1, \lambda_1) \sum_{\lambda=1}^{2} \int_{\mathbb{R}^3} dk \, f(k, \lambda)^* \frac{1}{1 + i(|k_1| - |k|)\varepsilon^{-1}} [1 + i(k_1) - |k|]^{-1]} \cdot \int_0^t ds \, e^{i\varepsilon(k_1|-k|)} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi(k, \lambda).$$

Integrating by parts we get

$$i(|k_1| - |k|)\varepsilon^{-1} \int_0^t ds \, e^{i\varepsilon(k_1|-k|)/\varepsilon} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi(k, \lambda) =$$

$$= e^{it(|k_1| - |k|)/\varepsilon} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi - e^{i\varepsilon x \cdot (k-k_1)} \Psi +$$

$$- \frac{i}{\varepsilon} \int_0^t ds \, e^{i\varepsilon(k_1|-k|)/\varepsilon} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi,$$

where the commutator is of order $\mathcal{O}(\varepsilon)$ when applied to functions of bounded kinetic energy, so that the right-hand side is uniformly bounded in $\varepsilon$.

We have now to put this expression back in (98) and estimate the single terms. We show how to do this for the first one, the others being entirely analogous. We ignore the unitary on the left, which does not change the norm, so we have to consider

$$f(k_1, \lambda_1) \sum_{\lambda=1}^{2} \int_{\mathbb{R}^3} dk \, f(k, \lambda)^* \frac{1}{1 + i(|k_1| - |k|)\varepsilon^{-1}} \cdot \int_0^t ds \, e^{i\varepsilon(k_1|-k|)/\varepsilon} e^{i\frac{h_0}{\varepsilon} e^{i\varepsilon x \cdot (k-k_1)} e^{-i\frac{h_0}{\varepsilon}} \Psi(k, \lambda).$$
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Using twice the Cauchy-Schwarz inequality we get
\[ \| \cdots \|_{\mathcal{H}}^2 = \sum_{\sigma_1, \ldots, \sigma_N, \lambda_1 = 1}^2 \int_{\mathbb{R}^3} dx \int_{\mathbb{R}^3} dk_1 |f(k_1, \lambda_1)|^2 \sum_{\lambda_1 = 1}^2 \int dk \frac{|f(k, \lambda)|^2}{1 + (|k_1| - |k|)^2 \varepsilon^{-2}}. \]

\[ \cdot \sum_{\lambda_1 = 1}^2 \int dk \int_{0}^{t} ds \left| e^{i\hat{h}_0^\varepsilon} e^{i \lambda_j (k - k_1)} e^{-i \hat{h}_0^\varepsilon} \Psi(k, \lambda) \right|^2 = \]

\[ = |t|^2 \| \Psi \|_{\mathcal{H}}^2 \sum_{\lambda_1, \lambda = 1}^2 \int dk_1 dk \frac{|f(k, \lambda)f(k_1, \lambda_1)|^2}{1 + (|k_1| - |k|)^2 \varepsilon^{-2}} \leq \]

\[ \leq C \varepsilon^4 |t|^2 \| \Psi \|_{\mathcal{H}}^2 \int_0^{\Lambda/\varepsilon} dk_1 \int_0^{\Lambda/\varepsilon} dk \frac{k_1 k}{1 + (k_1 - k)^2} = \mathcal{O}(\varepsilon |t|^2 \| \Psi \|_{\mathcal{H}}^2). \]

We proceed now to examine the last three terms in (97) to show that they can be neglected.

The second and the third term are a sum of terms of the form

\[ \Phi(g(\lambda, k) e^{-i k \cdot x_j}) \hat{T}, \]

where the function \( g \simeq |k|^{\alpha}, |k| \to 0^+ \), with \( \alpha = -1/2 \) or +1/2, and \( \hat{T} \) is a Pauli matrix, or the product of two momentum operators.

For a term of this form we get then, putting again \( \Psi := Q_M \tilde{\chi}(H_{dres}^\varepsilon, \sigma) \Psi_0 \),

\[ i \varepsilon \int_{0}^{t} ds \ e^{i(s - t)\hat{h}_0^\varepsilon / \varepsilon} \Phi(g(\lambda, k) e^{-i k \cdot x_j}) \hat{T} e^{-i \hat{h}_0^\varepsilon / \varepsilon} Q_M \tilde{\chi}(H_{dres}^\varepsilon, \sigma) \Psi_0 = \]

\[ = i \frac{\varepsilon}{\sqrt{2}} \int_{0}^{t} ds \ e^{i(s - t)\hat{h}_0^\varepsilon / \varepsilon} [a(g e^{-i k \cdot x_j}) + a(g e^{-i k \cdot x_j})^*] \hat{T} e^{-i \hat{h}_0^\varepsilon / \varepsilon} \Psi. \]

Expression of this type have already been estimated in (TeTe, theorem 4). For convenience of the reader, we give the proof for the annihilation part, referring to TeTe for the creation part, which is entirely analogous.
The annihilation part gives
\[
i \frac{\varepsilon}{\sqrt{2}} e^{-ith_0^\varepsilon/\varepsilon} \sqrt{M} \int_0^t ds \ e^{is^\varepsilon/\varepsilon} \sum_{\lambda=1}^2 \int_{\mathbb{R}^3} dk \ g(k, \lambda)^* \ e^{ik\cdot x_j} \ e^{ish_{P}^\varepsilon/\varepsilon}.
\]
\[
\cdot \Psi(x, \sigma; k, \lambda, \ldots, k_M, \lambda_M) = \int_0^t ds \ e^{-is|k|/\varepsilon} e^{ish_P^\varepsilon/\varepsilon} e^{ik\cdot x_j} \ e^{ish_P^\varepsilon/\varepsilon} \Psi(x, \sigma; k, \lambda, \ldots).
\]
Integrating by parts we get
\[
-i|k|\varepsilon^{-1} \int_0^t ds \ e^{-is|k|/\varepsilon} e^{ish_P^\varepsilon/\varepsilon} e^{ik\cdot x_j} \ e^{ish_P^\varepsilon/\varepsilon} \Psi(x, \sigma; k, \lambda, \ldots) =
\]
\[
e^{-i|k|/\varepsilon} e^{ish_P^\varepsilon/\varepsilon} e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon} \Psi - e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon} \Psi +
\]
\[-i \varepsilon \int_0^t ds \ e^{-is|k|/\varepsilon} e^{ish_P^\varepsilon/\varepsilon} [\hat{h}_P^\varepsilon, e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon} \Psi],
\]
where
\[
[\hat{h}_P^\varepsilon, e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon}] = \frac{1}{2m_j} (2\varepsilon e^{ik\cdot x_j} \hat{p}_j + \varepsilon^2 |k|^2 e^{ik\cdot x_j}) \ e^{-ish_P^\varepsilon/\varepsilon} \ e^{ish_P^\varepsilon/\varepsilon} [\hat{h}_P^\varepsilon, e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon} \Psi].
\]
The commutator on the right-hand side is zero if \( \hat{T} \) is a Pauli matrix, or it is a term of order \( \varepsilon \) times \( \hat{p} \), if \( \hat{T} \) is the product of two momentum operators. Therefore it has the same form as the first part of the right-hand side and can be treated in the same way.

We have now to put the result of the integration by parts back in equation (99) and estimate what comes out. We show how to do this for the first term, all the other ones can be treated in the same way.

Ignoring the unitary on the left and the constants, we consider then
\[
\varepsilon \sum_{\lambda=1}^2 \int_{\mathbb{R}^3} dk \ \frac{g(k, \lambda)^*}{1 + |k|^2 \varepsilon^{-2}} \ |\cdot| \|^2
\]

Using the Cauchy-Schwarz inequality we get
\[
|\cdot| \|^2 \leq \varepsilon^2 \sum_{\lambda=1}^2 \int_{\mathbb{R}^3} dk \ \frac{|g(k, \lambda)|^2}{1 + |k|^2 \varepsilon^{-2}}.
\]
\[
\cdot |t| \sum_{\lambda=1}^2 \int_{\mathbb{R}^3} dk \ \int_0^t ds \ |e^{ish_P^\varepsilon/\varepsilon} e^{ik\cdot x_j} \ e^{-ish_P^\varepsilon/\varepsilon} \Psi|^2.
\]
\[
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\]
\[ \| \cdot \|_{\mathcal{H}}^2 \leq \varepsilon^2 \sum_{\lambda=1}^{2} \int_{\mathbb{R}^3} dk \frac{|g(k, \lambda)|^2}{1 + |k|^2 \varepsilon^{-2}} |t| \int_{0}^{t} ds \| \hat{T} e^{-i \hat{h}_\varepsilon t / \varepsilon} \Psi \|_{\mathcal{H}}^2. \]

The left integral gives
\[ \int_{\mathbb{R}^3} dk \frac{|g(k, \lambda)|^2}{1 + |k|^2 \varepsilon^{-2}} \leq C \int_{0}^{\Lambda} d||k|| \frac{|k|^{2(1-\alpha)}}{1 + |k|^2 \varepsilon^{-2}} = \mathcal{O}(\varepsilon^2 \log(\Lambda \varepsilon^{-1})), \]
when \( \alpha = 1/2 \), or \( -1/2 \).

The same analysis can be carried out for the remaining term
\[ \sum_{j=1}^{N} \frac{e_j^2}{2m_j} \left[ a(v_{x_j})^2 + a(v_{x_j})^*^2 \right]. \]

The proof is identical to the one given in ([TET], theorem 4) for a similar term appearing in the case of Nelson model, and depends as above on the fact that \( v_{x_j}(\lambda, k) \approx |k|^{-1/2}, |k| \to 0^+ \).

**Corollary 3.** At the leading order, the radiated piece (i.e. the piece of the wave function which makes a transition between the almost invariant subspaces) for a system starting in the Fock vacuum, \( \Psi_0(x) = \psi(x) \Omega_F \), \( \psi(x) \in \mathcal{H}_p \), is given by
\[ -e^{-i \hat{h}_0} \frac{i \varepsilon}{\sqrt{2} |k|^{3/2}} e_{\lambda}(k) \cdot \int_{0}^{t} ds e^{i(s-t) |k| / \varepsilon} \text{Op}_W \left( \sum_{j=1}^{N} \frac{e_j}{m_j} x_{cl,j}^0(s; x, p) \right) \psi(x), \]
where \( x_{cl,j}^0 \) is the solution to the classical equations of motion
\[ m_j \ddot{x}_{cl,j}^0(s; x, p) = -\nabla_{x_j} V_{\text{coul}}(x_{cl}(s; x, p)), \]
\[ x_{cl,j}^0(0; x, p) = x_j, \quad \dot{x}_{cl,j}^0(0; x, p) = p_j m_j^{-1}, \quad j = 1, \ldots, N. \]

This coincides with the leading order of the radiated piece corresponding to the original Hamiltonian \( H^\varepsilon \), for a system starting in the dressed vacuum, \( \mathcal{H}_p^\varepsilon \Omega_F \).
Proof. Applying equation (93) for the case $M = 0$ we get at the leading order

$$Q_0^1 e^{-it \mathcal{H}_{\text{diss}}/\varepsilon} \psi(x) \Omega_F = -i \varepsilon \int_0^t ds \ e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} h_{2,\text{Ode}} e^{-ish_0^\varepsilon/\varepsilon} \psi(x) \Omega_F =$$

$$= -\frac{\varepsilon}{\sqrt{2}} \sum_{j=1}^N \frac{e_j}{m_j} \int_0^t ds \ e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} e^{i(s-t)|k|/\varepsilon} \nabla_{x_j} V_{\varphi,\text{coul}} \cdot \frac{iv_{x_j,\varphi}(k, \lambda)}{|k|} e^{-ish_0^\varepsilon/\varepsilon} \psi(x)$$

$$= -\frac{i \varepsilon}{\sqrt{2}} \hat{\varphi}_{\sigma(\varepsilon)}(k) \cdot \sum_{j=1}^N \frac{e_j}{m_j} \int_0^t ds \ e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} (e^{-ikx_j} - 1)$$

$$\cdot \nabla_{x_j} V_{\varphi,\text{coul}} e^{-ish_0^\varepsilon/\varepsilon} \psi(x)$$

$$- \frac{i \varepsilon}{\sqrt{2}} \hat{\varphi}_{\sigma(\varepsilon)}(k) \cdot \sum_{j=1}^N \frac{e_j}{m_j} \int_0^t ds \ e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} \nabla_{x_j} V_{\varphi,\text{coul}} e^{-ish_0^\varepsilon/\varepsilon}$$

$$\cdot \hat{\varphi}(x)$$

$$= -\frac{i \varepsilon}{\sqrt{2}} \hat{\varphi}_{\sigma(\varepsilon)}(k) \cdot \sum_{j=1}^N \frac{e_j}{m_j} \int_0^t ds \ e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} e^{i(s-t)\hat{h}_0^\varepsilon/\varepsilon} (e^{-ikx_j} - 1)$$

$$\cdot \nabla_{x_j} V_{\varphi,\text{coul}} e^{-ish_0^\varepsilon/\varepsilon} \psi(x)$$

$$- e^{-ish_0^\varepsilon} \frac{i \varepsilon}{\sqrt{2}} \hat{\varphi}_{\sigma(\varepsilon)}(k) \cdot \int_0^t ds \ e^{i(s-t)|k|/\varepsilon} \text{Op}_\varepsilon \left( \sum_{j=1}^N \frac{e_j}{m_j} \tilde{x}_j^\text{cl}(s; x, p) \right) \psi(x)$$

$$+ \mathcal{O}(\varepsilon^2 |k|) \left\| \psi \right\|_{L^2(\mathbb{R}^n)}^2 ,$$

where we have used Egorov’s theorem to approximate $e^{ish_0^\varepsilon/\varepsilon} \nabla_{x_j} V_{\varphi,\text{coul}} e^{-ish_0^\varepsilon/\varepsilon}$ (see, e. g., [Ro]).

To end the proof of the first statement we have to show that the norm of
the first term is small. For the jth term in the sum we get

\[ \| \cdots \|_{H^2} \leq \varepsilon^2 \frac{e_j^2}{m_j^2} \sum_{\text{spin}} \int dx \int dk \frac{\left| \hat{\psi}_{\sigma(\varepsilon)}(k) \right|^2}{|k|^3} \int_0^t ds e^{i|k|/\varepsilon} e^{i\varepsilon \hat{h}\sigma(\varepsilon)(e^{i\varepsilon k} x_j - 1)}. \]

\[ \cdot \nabla_{x_j} V_{\text{coul}}(x)e^{-i\varepsilon \hat{h}\sigma(\varepsilon)\varepsilon \psi(x)} \left| \right|^2 \]

\[ = \varepsilon^2 \frac{e_j^2}{m_j^2} \sum_{\text{spin}} \int dx \int dk \frac{\left| \hat{\psi}_{\sigma(\varepsilon)}(k) \right|^2}{|k|^3} \int_0^t ds \left( e^{i\varepsilon k \cdot x_j} - 1 \right) \nabla_{x_j} V_{\text{coul}}(x)e^{-i\varepsilon \hat{h}\sigma(\varepsilon)\varepsilon \psi(x)} \left| \right|^2_{\mathcal{H}_p} \]

\[ \leq C \varepsilon^4 \| t \int_{\sigma(\varepsilon)/\varepsilon}^{\Lambda/\varepsilon} d|k| \left| \frac{1}{|k|} \right| \int_0^t ds \left( x_j \nabla_{x_j} V_{\text{coul}}(x)e^{-i\varepsilon \hat{h}\sigma(\varepsilon)\varepsilon \psi(x)} \right) \left| \right|^2_{\mathcal{H}_p} \]

\[ = C \varepsilon^4 \| t \log \left( \frac{\Lambda}{\sigma(\varepsilon)} \right) \int_0^t ds \left( x_j \nabla_{x_j} V_{\text{coul}}(x)e^{-i\varepsilon \hat{h}\sigma(\varepsilon)\varepsilon \psi(x)} \right) \left| \right|^2_{\mathcal{H}_p}. \]

For the second statement we have

\[ (1 - P_0^\varepsilon) e^{-\frac{i}{t} H^\varepsilon} P_0^\varepsilon \chi(H^\varepsilon) \Psi = (1 - P_0^\varepsilon) \left( e^{-\frac{i}{t} H^\varepsilon} - e^{-\frac{i}{t} (H^\varepsilon,\sigma)} P_0^\varepsilon \chi(H^\varepsilon) \Psi + \right. \]

\[ + (1 - P_0^\varepsilon) e^{-\frac{i}{t} H^\varepsilon} P_0^\varepsilon [\chi(H^\varepsilon) - \chi(H^\varepsilon,\sigma)] \Psi + (1 - P_0^\varepsilon) e^{-\frac{i}{t} (H^\varepsilon,\sigma)} P_0^\varepsilon \chi(H^\varepsilon,\sigma) \Psi = \]

\[ = O(\sigma(\varepsilon)^{1/2} \| | t \| \| \Psi \|_{\mathcal{H}} \| \mathcal{W} \| + Q_0^\varepsilon e^{-itH^\varepsilon,\sigma} \psi(x) \Omega_F \mathcal{W} = \]

\[ = Q_0^\varepsilon e^{-itH^\varepsilon,\sigma} \psi(x) \Omega_F + O(\varepsilon^2 \log \varepsilon^{-1} \| | \Psi \|_{\mathcal{H}} \| \mathcal{W} \| + O(\sigma(\varepsilon) | t | \| \Psi \|_{\mathcal{H}}), \]

with

\[ \psi(x) := < \Omega_F, \chi(\hat{h}\varepsilon) \Psi >_{\mathcal{H}} \in \mathcal{H}_p. \]

**Remark 5.** Denoting by

\[ T_t(k) := \text{Op}^\varepsilon_{\mathcal{W}} \left( \int_0^t ds e^{i(s-t)k} \sum_{j=1}^N \frac{e_j}{m_j} \tilde{z}_{ij}^\varepsilon(s; x, p) \right), \]

the operator acting on \( \mathcal{H}_p \) which appears in (100), the norm squared of the
leading part of the radiated piece is

\[
\frac{\varepsilon^2}{2} \sum_{\text{spin}} \sum_{\lambda=1,2} \int dx \int dk \frac{|\hat{\varphi}_{\sigma(\varepsilon)}(k)|^2}{|k|^3} |e\lambda(k) \cdot T_t(|k|/\varepsilon)\psi(x)|^2 =
\]

\[
= \frac{4}{3} \pi \varepsilon^2 \int |k| \frac{|\hat{\varphi}_{\sigma(\varepsilon)}(|k|)|^2}{|k|} \|T_t(|k|/\varepsilon)\psi\|_{\mathcal{H}_p \otimes \mathbb{C}^3}^2 =
\]

\[
= \frac{\varepsilon^2}{6\pi^2} \int_{\sigma(\varepsilon)\varepsilon^{-1}}^{\Lambda \varepsilon^{-1}} |k| \frac{1}{|k|} \|T_t(|k|)\psi\|_{\mathcal{H}_p \otimes \mathbb{C}^3}^2 \geq
\]

\[
\geq \frac{\varepsilon^2}{6\pi^2} \int_{\sigma(\varepsilon)\varepsilon^{-1}}^{a} |k| \frac{1}{|k|} \|T_t(|k|)\psi\|_{\mathcal{H}_p \otimes \mathbb{C}^3}^2,
\]

where \(a > 0\) can be chosen arbitrarily small.

The symbol of \(T_t(k)\) is an \(\varepsilon\)-independent function, which for \(k = 0\) is different from the null function

\[
\int_0^t ds \sum_{j=1}^N \frac{e_j}{m_j} \dot{x}^d_j(s; x, p) = \sum_{j=1}^N \frac{e_j}{m_j} [\dot{x}^d_j(t; x, p) - p_j],
\]

so \(T_t(0)\) is different from the zero operator. We expect therefore that for a generic state \(\psi\)

\[
\inf_{0<|k|<a} \|T_t(|k|)\psi\|_{\mathcal{H}_p \otimes \mathbb{C}^3} > 0.
\]

In this case one gets as lower bound for the norm of the radiated piece

\[
\inf_{0<|k|<a} \|T_t(|k|)\psi\|_{\mathcal{H}_p \otimes \mathbb{C}^3} \leq \varepsilon \frac{\varepsilon}{\sqrt{6\pi}} \left( \int_{\sigma(\varepsilon)\varepsilon^{-1}}^{a} |k| \frac{1}{|k|} \right)^{1/2} = \mathcal{O}(\varepsilon \sqrt{\log(\varepsilon \sigma(\varepsilon)^{-1}))},
\]

which is almost of the same order as the upper bound.

**Remark 6.** The radiated energy, defined in equation (33), can be written at the leading order as

\[
E_{\text{rad}}(t) \cong \langle Q_\text{d}^\perp e^{-itH_{\text{dres}}}/\varepsilon \psi(x) \Omega_F, H_t Q_\text{d}^\perp e^{-itH_{\text{dres}}}/\varepsilon \psi(x) \Omega_F \rangle,
\]

where \(\psi\) is defined in (31). Using the expression for the radiated piece we
get

\[ E_{\text{rad}}(t) \cong \frac{\varepsilon^2}{2} \sum_{\text{spin}} \sum_{\lambda=1,2} \int dx \int dk \frac{|\tilde{\phi}_\lambda(k)|^2}{|k|^2} |e_\lambda(k) \cdot T_t(|k|/\varepsilon)|\psi(x)|^2 = \]

\[ = \frac{4}{3} \pi \varepsilon^2 \int d|k| |\tilde{\phi}_\lambda(|k|)|^2 |T_t(|k|/\varepsilon)|^2 \mathcal{H}_\psi \otimes \mathbb{C}^3 = \]

\[ \cong \frac{4}{3} \pi \varepsilon^2 \int d|k| |\tilde{\phi}(|k|)|^2 \int_0^t ds \int_0^t ds' e^{i(s-s')|k|} \cdot \sum_{j,l=1}^N \frac{e_j e_l}{m_j m_l} \langle \psi(x), \text{Op}_\varepsilon^{W}(\tilde{x}_j^{cl}(s') \cdot \tilde{x}_l^{cl}(s))\psi(x)\rangle_{\mathcal{H}_p} = \]

\[ = \frac{\varepsilon^2}{6\pi^2} \int_0^t ds \int_0^t ds' \frac{\varepsilon}{i(s-s')} (e^{i(s-s')\Lambda} - 1) \cdot \langle \psi(x), \text{Op}_\varepsilon^{W}(\tilde{D}(s') \cdot \tilde{D}(s))\psi(x)\rangle_{\mathcal{H}_p}, \]

where we have used the product formula for pseudodifferential operators (see, e. g., [Ro]) and defined

\[ D(s; x, p) := \sum_{j=1}^N \frac{e_j}{m_j} x_j^{cl}(s; x, p) \] .

The radiated power is then

\[ P_{\text{rad}}(t) = \frac{d}{dt} E_{\text{rad}}(t) \cong \frac{\varepsilon^3}{3\pi^2} \int_0^t ds \frac{\sin[(t-s)\Lambda/\varepsilon]}{t-s} \langle \psi, \text{Op}_\varepsilon^{W}(\tilde{D}(s') \cdot \tilde{D}(s))\psi\rangle_{\mathcal{H}_p} \]

\[ \varepsilon \to 0 \quad \frac{\varepsilon^3}{3\pi^2} \langle \psi, \text{Op}_\varepsilon^{W}(|\tilde{D}(t)|^2)\psi\rangle_{\mathcal{H}_p} . \]

**Corollary 4.** Let

\[ \omega(t) := e^{-itH^{s,\sigma}_{\text{dres}}/\varepsilon}\omega_0 e^{itH^{s,\sigma}_{\text{dres}}/\varepsilon}, \]

where \( \omega_0 \in \mathcal{S}_1(Q_M\tilde{\chi}(H^{s,\sigma}_{\text{dres}})\mathcal{H}) \), the Banach space of trace class operators on \( Q_M\tilde{\chi}(H^{s,\sigma}_{\text{dres}})\mathcal{H} \), and let \( \omega_p \) be the partial trace over the field states

\[ \omega_p(t) := \text{Tr}_{\mathcal{F}} \omega(t), \]

then

\[ \omega_p(t) = e^{-itH^{(2)}_{b,p}/\varepsilon}\omega_p(0)e^{itH^{(2)}_{b,p}/\varepsilon} + \]

\[ + \mathcal{O}(\varepsilon^{3/2}|t|) \mathcal{S}_1(\mathcal{H}_p) (1 - \delta_{M0}) + \mathcal{O}(\varepsilon^2 \sqrt{\log(\sigma)}(|t| + |t|^2)) \mathcal{S}_1(\mathcal{H}_p), \]
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where
\[ H_{D,p}^{(2)} := \sum_{j=1}^{N} \frac{1}{2m_j} \hat{p}_j^2 + V_{\text{coul}} + \]
\[- \varepsilon^2 \sum_{t,j=1}^{N} \frac{e_{t} e_{j}}{m_j m_t} \int_{\mathbb{R}^3} dk \frac{\hat{\phi}(k)^2}{2|k|^2} e^{ik\cdot x_j} \hat{p}_j \cdot (1 - \kappa \otimes \kappa) \hat{p}_l e^{-ik\cdot x_l}. \]

and \( \mathcal{S}(\mathcal{H}_p) \) denotes the space of trace class operators on \( \mathcal{H}_p \).

**Proof.** The proof follows from the following three facts:

1. the term of order \( \varepsilon \) in equation (93) is off-diagonal with respect to the \( Q_M \);
2. the diagonal Hamiltonian \( H_{D}^{(2)} \), defined in (94), is equal to \( H_{D,p}^{(2)} \otimes 1 + 1 \otimes H_{T} \), so we have that
\[
\text{tr} \left( e^{-itH_{D}^{(2)}/\varepsilon} \omega(\varepsilon) e^{itH_{D}^{(2)}/\varepsilon} \right) = e^{-itH_{D,p}^{(2)}/\varepsilon} \text{tr} \left( \omega(\varepsilon) e^{itH_{D,p}^{(2)}/\varepsilon} \right);
\]
3. the following well known inequality, which holds for any Hilbert space \( \mathcal{H} \):
\[
||AB||_{\mathcal{S}(\mathcal{H})} \leq ||A||_{\mathcal{S}(\mathcal{H})} \cdot ||B||_{\mathcal{L}(\mathcal{H})}.
\]

**Theorem 6.** Let \( S \) be an observable for the particles, \( S \in \mathcal{L}(\mathcal{H}_p) \), and \( \omega \in \mathcal{S}(\mathcal{P}_M^\varepsilon \chi(\mathcal{H}^\varepsilon) \mathcal{H}) \) a density matrix for a mixed dressed state with \( M \) free photons whose time evolution is defined by
\[
\omega(t) := e^{-itH_{p}^{(2)}/\varepsilon} \omega e^{itH_{p}^{(2)}/\varepsilon}, \tag{102}
\]
then
\[
\text{Tr}_{\mathcal{H}} \left( (S \otimes 1_{\mathcal{H}}) \omega(t) \right) = \text{Tr}_{\mathcal{H}_p} \left( S e^{-itH_{D,p}^{(2)}/\varepsilon} \text{tr}_{\mathcal{H}}(\omega) e^{itH_{D,p}^{(2)}/\varepsilon} \right) + \mathcal{O}(\varepsilon^3/|t|) (1 - \delta_{M_0}) + \mathcal{O} \left( \varepsilon^2 \sqrt{\log(\sigma(\varepsilon)^{-1}) (|t| + |t|^2)} \right). \tag{103}
\]

**Proof.** First of all we observe that, using proposition\[3 and lemma\] we have
\[
\text{Tr}_{\mathcal{H}} \left( (S \otimes 1_{\mathcal{H}}) \omega(t) \right) = \text{Tr}_{\mathcal{H}} \left( (S \otimes 1_{\mathcal{H}}) e^{-itH_{p}^{(2)/\varepsilon} \omega_{\sigma(\varepsilon)}}, e^{itH_{p}^{(2)/\varepsilon} \omega_{\sigma(\varepsilon)}}, + \mathcal{O}(\sigma(\varepsilon)^{1/2}), \right)
\]
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where \( \omega_{\sigma(\epsilon)} \in \mathcal{A}_1(P_M^\epsilon \chi(H^{\epsilon, \sigma}) \mathcal{H}) \). By the definition of the dressed Hamiltonian and the cyclicity of the trace we have then at the leading order

\[
\text{Tr}_{\mathcal{H}} \left( (S \otimes 1_S) \omega(t) \right) \simeq \text{Tr}_{\mathcal{H}} \left( U (S \otimes 1_S) U^* e^{-iH_{\text{dres}}^\epsilon/\epsilon} U \omega_{\sigma(\epsilon)} U^* e^{iH_{\text{dres}}^\epsilon/\epsilon} \right).
\]

The transformed observable, using the definition of \( U \) and lemma 5, is given by

\[
U (S \otimes 1_S) U^* = S \otimes 1_S + \epsilon \chi(h_0^\epsilon)U_{1, \epsilon}(S \otimes 1_S) + \epsilon (1 - \chi(h_0^\epsilon))U_{1, \epsilon} \chi(h_0^\epsilon)(S \otimes 1_S) + \epsilon^2 \log(\sigma^{-1}).
\]

All the terms of order \( \epsilon \) in the previous expression are off-diagonal with respect to the \( Q_M \)'s, and the same holds for the term of order \( \epsilon \) in (93). Therefore, they all vanish when we calculate the trace. Using point 2 and 3 of last corollary we get then (103) with \( U \omega_{\sigma(\epsilon)} U^* \) instead of \( \omega \).

Using again lemma 1 and the fact that the terms of order \( \epsilon \) in the expansion of \( U \) are off-diagonal we can in the end replace \( U \) by the identity and \( \omega_{\sigma(\epsilon)} \) by \( \omega \).

\[\Box\]

### A The limit \( c \to \infty \)

In this appendix we sketch the proof of theorem 1. The reader can find additional discussions in [Da1] and ([Sp], chapter 17 and section 20.2).

As remarked in the introduction, see equations (9)-(12), the limit \( c \to \infty \) has the form of a weak coupling limit, in which the weak interaction is observed over the long time scale \( \tau = c^2 t \). The corresponding physical interpretation is that the small system made up of the particles interacts with an environment (the quantized field) which is traced out to analyze the dynamics of the small system only.
The mathematical framework, as explained in [Da1], whose notation is employed in this appendix, considers the Banach space

$$\mathcal{B} := \mathcal{S}(\mathcal{H})$$

the space of trace class operators on $\mathcal{H}$ with the corresponding trace norm.

$\mathcal{B}$ contains the convex subset of positive operators of trace one, which are the mixed states of the composite system particles plus field (density matrices).

The Hamiltonian $H_\lambda$ defines on $\mathcal{B}$ what in semigroup theory is called an “implemented semigroup” [Al] and references therein) via the usual formula for the Schrödinger evolution of the states

$$V_t^{\lambda}(\varrho) := e^{-itH_\lambda} \varrho e^{itH_\lambda}.$$ 

Contrary to what in general can happen for an implemented semigroup, $V_t^{\lambda}$ is strongly continuous on $\mathcal{B}$ ([Mo], theorem 2) and can therefore be written as

$$V_t^{\lambda} = e^{-itL_\lambda},$$

where $L_\lambda$ is the generator of $V_t^{\lambda}$, called the (total) Liouvillean.

In the same way we define

$$U_t(\varrho) := e^{-itH} \varrho e^{itH}, \quad U_t = e^{-itL},$$

$$T_t^{\lambda}(\varrho) := e^{-it(H_t + \lambda^{2/3}H_p)} \varrho e^{it(H_t + \lambda^{2/3}H_p)}, \quad T_t^{\lambda} = e^{-it(L_t + \lambda^{2/3}L_p)}.$$ 

and the Liouvilleans $L_1$ and $L_{4/3}$ associated to the interaction Hamiltonians $h_1$ and $h_{4/3}$.

If the Hamiltonian $H$ which implements the group is a bounded operator, the corresponding Liouvillean $L$ is also bounded and given by

$$L(\varrho) = [H, \varrho], \quad \forall \varrho \in \mathcal{B}.$$

When $H$ is unbounded a little more care is needed, because $L$ will be also unbounded and defined only on a suitable dense domain (see, e. g., [PrTi]).

One is interested in studying the dynamics of the particles in the limit $\lambda \to 0$, given that at time $t = 0$ the field is in the reference state $\omega_R \in \mathcal{S}(\mathcal{F})$, which is invariant under the free dynamics $U_t$. Under these conditions a natural choice is $\omega_R = Q_0$, the projector on the Fock vacuum. Contrary to what happens for the limit $\varepsilon \to 0$, it is not possible here to look at the case $M \neq 0$, because there does not exist any density matrix in $Q_M\mathcal{F}$ which commutes with $H_t$.

\footnote{In this case an implemented group of isometries.}
To implement these ideas mathematically one defines a projection on the
particles states,
\[ P_0^{E,L}(\varrho) := \chi(-\infty,E)(H_p^{1/2}) \operatorname{Tr}_\varrho (Q_{\leq L} \varrho Q_{\leq L}) \chi(-\infty,E)(H_p^{1/2}) \otimes \omega_R, \]
where \( \chi \) is the characteristic function of the interval indicated and \( L \) is a
fixed integer greater than 2.

**Lemma.** \( P_0^{E,L} \) is a projection of norm 1.

In the following we denote for simplicity \( P_0^{E,L} \) simply by \( P_0 \). Moreover we
put \( P_1 := 1 - P_0 \) and, given an operator \( A \), we denote by \( A^{(ij)} := P_i A P_j \).

The dynamics of the particles are given then by
\[ W_t^\lambda := P_0 V_t^\lambda P_0. \]

We apply now a standard procedure to get an integral equation for \( W_t^\lambda \),
called *generalized master equation* (see [Da1] or, in a more general context, [AlLe], section III.1).

We denote by \( U_t^\lambda \) the diagonal evolution
\[ U_t^\lambda := e^{-it(L_1 + \lambda L_4^{(11)}) + \lambda^4/3 L_4^{(11)}}. \]

Applying Duhamel Formula and noting that \( L_1^{(00)} = L_1^{(00)} = 0 \), one gets
\[ V_t^\lambda = U_t^\lambda + \lambda \int_0^t ds U_{t-s}^\lambda (L_1^{(01)} + L_1^{(10)}) V_s^\lambda + \lambda^{4/3} \int_0^t ds U_{t-s}^\lambda (L_4^{(01)} + L_4^{(10)}) V_s^\lambda. \]

Then
\[ W_t^\lambda = P_0 U_t^\lambda + \lambda \int_0^t ds U_{t-s}^\lambda L_1^{(01)} P_1 V_s^\lambda P_0 + \lambda^{4/3} \int_0^t ds U_{t-s}^\lambda L_4^{(01)} P_1 V_s^\lambda P_0, \]
and
\[ P_1 V_t^\lambda P_0 = \lambda \int_0^t ds U_{t-s}^\lambda L_1^{(10)} P_0 V_s^\lambda P_0 + \lambda^{4/3} \int_0^t ds U_{t-s}^\lambda L_4^{(10)} P_0 V_s^\lambda P_0. \]

Putting \( X_t^\lambda := P_0 U_t^\lambda \), and introducing the new variables \( \tau = \lambda^2 t \) and
\( \sigma = \lambda^2 u \) we get then
\[ W_{\lambda^{-2} \tau}^\lambda = X_{\lambda^{-2} \tau}^\lambda + \int_0^\tau d\sigma X_{\lambda^{-2} (\tau - \sigma)}^\lambda K_{1,1}(\lambda, \tau - \sigma) W_{\lambda^{-2} \sigma}^\lambda + \lambda^{1/3} \int_0^\tau d\sigma X_{\lambda^{-2} (\tau - \sigma)}^\lambda [K_{1,4/3}(\lambda, \tau - \sigma) + K_{4/3,1}(\lambda, \tau - \sigma)] W_{\lambda^{-2} \sigma}^\lambda + \lambda^{2/3} \int_0^\tau d\sigma X_{\lambda^{-2} (\tau - \sigma)}^\lambda K_{4/3,4/3}(\lambda, \tau - \sigma) W_{\lambda^{-2} \sigma}^\lambda, \]
where
\[ K_{i,j}(\lambda, \tau) := \int_{0}^{\lambda^{-2}\tau} dx X_{-x}^{i} L_{x}^{(01)} U_{x}^{i} L_{x}^{(10)}, \quad i, j = 1, 4/3 \times \]

One can show that, when \( \lambda \to 0 \), \( K_{i,j}(\lambda, \tau) \) converges to
\[ K_{i,j} := \int_{0}^{\infty} dx L_{x}^{(01)} U_{x}^{i} L_{x}^{(10)}, \]
so that
\[ W_{\lambda^{-2}\tau}^{\lambda} - \tilde{W}_{\lambda^{-2}\tau}^{\lambda} \to 0, \]
where
\[ \tilde{W}_{t}^{\lambda} := e^{-i(\lambda^{2/3}L_{p}^{(00)} + \lambda^{2}K_{1,1})t}. \]

Spelling out the terms in \( K_{1,1} \) and formulating the result in \( \mathcal{H} \) instead of expressing it in \( \mathcal{B} \) one gets theorem 1.
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