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Abstract—This paper deals with two main issues regarding the short polar codes: the potential of FEC-assisted decoding and optimal code concatenation strategies under various design scenarios. Code concatenation and FEC-assisted decoding are presented systematically, assuming a packetized system. It is shown that FEC-assisted decoding can improve frame error rate of successive cancellation decoding arbitrarily, at the expense of some coding rate loss and decoding complexity linearly increasing with the number of codewords in the frame. This is compared with list decoding whose complexity grows linearly with the list size as well as the number of codewords. Thereafter, the frame construction procedure and decoding algorithm are developed in a realistic framework. Taking into consideration the effective throughput of the transmission protocol, the problem of optimal design of concatenated codes is formulated under polar code length, frame length and target frame-success-rate constraints. Simulations are performed assuming both additive white Gaussian noise and Rayleigh fading channels. It is shown that the divide-concatenate strategy for long frames does not lead to any considerable gain. It is also shown that the performance of FEC-assisted decoding of frames is improved as the frame length increases while the conventional successive cancellation decoding undergoes a dramatic performance loss.
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I. INTRODUCTION

POLAR codes [1] have attracted notable interest for their ability to provably achieve the symmetric capacity of discrete memoryless channels with low complexity decoding as the code length tends to infinity. The originally proposed successive cancellation (SC) decoding could attain this performance with computational complexity \(O(n \log n)\), with \(n\) being the code length. Computational complexity and latency are two major bottlenecks when dealing with long codes. Hence, shorter codes are practically of interest, especially for low complexity and resource constrained applications e.g. massive machine-to-machine communication or wireless sensor networks, or latency sensitive applications e.g. mission critical machine-type of communication for steering and control. Moreover, in most of such applications only short packets are used. However, SC decoder performs poorly for short codes since the polarization effect cannot be fully utilized when the code length is not long enough. This has lead to invention of several encoding and decoding algorithms for polar codes that require a slightly higher complexity and rate compromise in exchange for improved performance.

It is shown that concatenated with other codes such as Reed-Solomon (RS) [2] and [3], LDPC [4], BCH and convolutional [5] codes, short polar codes can perform much better. Additionally, it was noticed that systematic polar codes have a significant advantage in terms of bit error rate compared to the original non-systematic codes [6]. List decoding [7] was proposed to improve the performance of the SC decoder with complexity \(O(Ln \log n)\) where \(L\) is the list size. The idea is to keep a list of the recent \(L\) most likely decoding paths while moving on the decoding graph instead of moving only on a single path. Only the codeword with the highest probability is selected at the end. Although it can approach the maximum likelihood performance, it was still behind the state-of-the-art LDPC and Turbo codes [7]. Nonetheless, cyclic redundancy check (CRC)-assisted systematic polar coding with SC-list decoding performs similarly, or can even outperform these codes, provided that a sufficiently large list size is used for decoding [7]. In this approach originally presented in [8], a CRC checksum is used to find the actual codeword in the list instead of selecting the most likely one.

A typical physical layer (PHY) frame consists of multiple codewords. For successful delivery of the packet, all should be decoded correctly. Hence, the computational complexity of list decoding of \(N_{cw}\) codewords with list decoding would be \(O(N_{cw} Ln \log n)\) at best, i.e. when the efficient and numerically stable implementation in [7] is used. We consider the idea originally presented in [9] and later in [3] for RS-polar concatenated codes to relax the requirement of a list for each codeword and instead deploy multiple SC decoders in parallel when a frame of multiple polar codewords is decoded. There are several advantages in doing so. Most importantly, the total required number of operations can be reduced down to \(O(N_{cw} n \log n)\). In addition to the parallelized design, one can benefit from more capable forward error correction (FEC) codes instead of the CRC error detection codes to achieve this objective. In [3] the code parameters are derived to achieve a target frame error rate. However, the tradeoffs between the code lengths as well as the rates of the concatenated codes for a given frame length have not been addressed. Frame length is often designed according to several different factors such as maximum latency, sampling rate, hardware limitations, multiple access and collision probabilities, etc. in realistic applications and is not arbitrarily selected to achieve a target frame error rate. Obviously, the polarization effect can be utilized more effectively in longer polar codes. It is not yet clear whether e.g. a low-rate, long polar code combined with
a high rate short FEC code can perform better or the opposite combination, i.e., when a strong FEC code is used with less polarized codewords. We will address these tradeoffs in this paper by taking into consideration the effective throughput of the transmission protocol in use. Since the concatenation of the polar codes only rises for short codes (long polar codes can already achieve the channel capacity), we focus only on short code lengths (i.e. not more than several hundred bits).

II. BACKGROUND

This section provides the preliminaries of polar codes and the background on code concatenation.

A. Polar Codes

Polar codes are the first linear block codes that can provably achieve the symmetric capacity of discrete memoryless channels. Consistent with the original definition of the polar codes [1], for a polar code of length $n$ assume the generator matrix

$$
G_n = B_n F^{\otimes i},
$$

where $B_n$ is a permutation matrix known as the bit-reversal, $F \triangleq \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}$ is the polarization kernel, $i = \log_2(n)$, and $F^{\otimes i}$ is the $i$th Kronecker power of $F$. Assume the column vector $u = [u_1,...,u_n]^T$ of length $n$, where “$T$” is the vector transpose symbol. To construct a polar code of rate $r = k/n$, first a subset of size $n - k$ of indices in $u$ denoted by $F$ and referred to as “frozen” bits are set to predefined values known for the decoder. These values are denoted by $w_F$. The remaining $k$ elements referred to as the “information” bits belong to the set $A$ which is called the information set. In this way, $k$ message bits can be substituted in the bit positions identified in $A$. The corresponding codeword $c = [c_1,...,c_n]^T$ can be given by

$$
c = G_n u.
$$

An interesting feature of the polar codes is that different elements of the information set have different levels of reliability. More explicitly, every element in the information set $A$ can be seen as a channel with a unique capacity. Hence, each one is often called a separate bit channel. Due to the polarization effect, some bit channels are more degraded, i.e. the capacity of those channels is less and some bit channels become upgraded, i.e. their capacity improves. The frozen bits are usually selected from the most degraded bit channels while the information bits are mapped to most upgraded channels.

For simplicity, we define a polar code $C_p$ of rate $r_p = k_p/n_p$ with a six-tuple $(n_p, k_p, F, u_p, w, \varepsilon)$, where $n_p$ and $k_p$ are the code and message lengths, $w = (w_1,...,w_{n_p})$ is the vector of bit channel indices sorted from the most to the least degraded, and $\varepsilon = (\varepsilon_1,...,\varepsilon_{n_p})$ is the vector of error probabilities corresponding to each bit channel. To illustrate this, the error probabilities of different bit channels of a length-8 polar code are calculated by simulation and are plotted in Fig.1 for various code rates and signal-to-noise-ratio (SNR) equal to 5 dB. The dashed line represents the bit error probability corresponding to hard-decision decoding of a binary phase shift keying (BPSK) system. Note that all bit channels are not available at every rate. Hence, the number of bars are different across the bit channels (for instance, the first bit channel is only available at rate $r_p = 8/8$). Consider the polar code of rate $r_p = 8/8$ (i.e. the one with no frozen bits). It can be seen that the most and least degraded bit channels are the bit channels “1” and “8” respectively. However, none of the bit channels can be considered upgraded in comparison with a single use of the channel with uncoded transmission (i.e. the BPSK system). This is due to the propagation of error in the decoder to the next bits after a false decoding of the preceding bits. When the code rate increases, the degraded bits are omitted from the decoding procedure since they are categorized as the frozen bits. Therefore, the probability of error will reduce. Also note
that the order of the bit channels according to their degradation is \( w = (1, 2, 3, 5, 4, 6, 7, 8) \). It can be observed that only the reliability of the bit channels of code rates below and equal to 1/2 is better than that of uncoded transmission.

Decoding of the polar codes is successively performed on a decoding graph such that when an information bit is decoded, it can disentangle the dependencies in a way that the next bits can be decoded with the knowledge of the decoded bit. Hence, it is called successive cancellation decoder. A high-level presentation of SC decoding of a desired bit in a polar codeword is given in Algorithm 1. Assume a codeword \( c \) of length \( n \) is transmitted using binary antipodal signaling through an additive white Gaussian noise (AWGN) channel with noise variance \( \sigma^2 \). At the receiver side, denote the received signal by \( y = (y_1, ..., y_n) \). The relationship between \( y \) and \( u \) can be seen through a synthesized vector channel with transition probabilities denoted by \( W_w \). When \( b-1 \) bits are decoded, the \( b \)’th bit is decoded by looking at the log-likelihood ratio that considers the available knowledge (the decoded bits \( \hat{u}_{w_1}, ..., \hat{u}_{w_{b-1}} \) and the vector \( y \))

\[
\hat{l}^{[b]}_n = \log \frac{W^{[b]}_n((y_1, ..., y_n), \{\hat{u}_{w_1}, ..., \hat{u}_{w_{b-1}}\}|0)}{W^{[b]}_n((y_1, ..., y_n), \{\hat{u}_{w_1}, ..., \hat{u}_{w_{b-1}}\}|1)}. \tag{3}
\]

Calculation of the above likelihood ratio when arbitrary codes are proposed is not straightforward. However, the Kronecker power in \([1]\) and the specific selection of the polar code kernel make this procedure simple by providing a recursive procedure given by \([1]\) Eq (75) and (76)] that only relies on the bit-level likelihood ratio

\[
\hat{l}^{[b]}_1 = \frac{2}{\sigma^2} y_b, \forall b \in \{1, ..., n\}. \tag{4}
\]

\begin{algorithm}
\begin{algorithmic}[1]
\State {Input: received signal vector \( y \), frozen set \( F \), frozen values \( u_F \)}
\State {Output: reconstructed data bit \( \hat{u}_b \)}
\If {\( b \in F \)}
\State Set \( \hat{u}_b \) equal to the frozen value of \( u_b \)
\Else
\State Calculate \( \hat{l}^{[b]}_b \)
\If {\( \hat{l}^{[b]}_b > 0 \)}
\State Set \( \hat{u}_b = u_b \)
\Else
\State Set \( \hat{u}_b = 1 \)
\EndIf
\EndIf
\end{algorithmic}
\end{algorithm}

Although the decoding complexity is only \( O(n \log n) \) \([1]\), the performance of SC decoder for short and moderate codes is not promising. Therefore, many improved decoding schemes are proposed. Most notable is the SC-list decoder \([7]\) with complexity \( O(Ln \log n) \) that can approach performance of the maximum likelihood decoder. A SC-list decoder is essentially a SC-decoder that keeps track of the best \( L \) decoding paths on the decoding graph and keeps the list updated with the best new \( L \) paths after each hard decision is made. At the end, only the most likely path is selected.

Exact calculation of the error probabilities of various polar bit channels is computationally prohibitive due to the exponential complexity of density evolution. Instead, there are efficient schemes that can estimate these probabilities with less complexity. Most notable is the Gaussian approximation (GA) which is based on the fact that the log-likelihood ratio of the received bits are normally distributed. This approach is proposed in \([9]\) and \([10]\), and is used in this paper to calculate the error probabilities of various bit channels. Namely, the average value of the log-likelihood ratio can first be approximated by the following recursion \([9]\)

\[
E(l^{[b]}_n) = \begin{cases} 
\phi^{-1} \left( 1 - \left( \phi \left( E(l^{[b+1]/2]}_n/2 \right) \right) \right)^2, & \text{if } b \text{ is odd} \\
2 E(l^{[b]/2}]_n), & \text{if } b \text{ is even}, 
\end{cases} \tag{5}
\]

in which \( E() \) denotes expectation and \( \phi(x) \) can be fitted with the exponential model \([11]\)

\[
\phi(x) = \begin{cases} 
\exp \left( 0.4527x^0.86 + 0.0218 \right), & \text{if } 0 < x \leq 10 \\
\exp \left( -\frac{x}{4} \right) \left( 1 - \frac{10}{x} \right), & \text{if } x > 10,
\end{cases} \tag{6}
\]

and the termination rule is \( E(l^{[1]}_1) = 2/\sigma^2 \). The approximated bit error probability corresponding to the \( b \)’th bit channel conditioned on correct decoding of the previous bits is given by

\[
\varepsilon_b = Q \left( \sqrt{\frac{E(l^{[b]}_n)}{2}} \right). \tag{7}
\]

A comparison between the simulated error probabilities for short polar codes and the corresponding GA-based probabilities can be found in the Appendix.

B. Concatenated Codes

The idea of concatenating two different codes was first introduced and analyzed by Forney in his doctoral thesis \([12]\). It was a method to yield the performance of long codes by breaking the decoding complexity into segments of shorter concatenated codes. He proved that in this way the probability of error vanishes exponentially while the decoding complexity grows algebraically with the length of the shorter segments. However, it is required that the code length of the inner code be logarithmic with the length of the outer code which can considerably reduce the effectiveness of polarization when the polar codes are used as the inner code. Concatenation of polar codes has shown its potential to approach the channel capacity with low complexity and several schemes have been proposed. Another important difference between the presented FEC assisted decoding of polar codes and the conventional decoding of concatenated codes is that the decoding of the inner code is performed sequentially, where one of the outer codewords are decoded in each step. In the conventional approach, all inner codewords are decoded first to come up with the outer codewords.
Fig. 2. The encoding procedure ($\beta = 1$). MAC data payload is encoded with a CRC code at the MAC layer. At the physical layer, the frame is divided to $n_p$ blocks of length $k_p$ and the block elements corresponding to different positions across all the blocks are used for linear block coding. Finally, each block is independently encoded with a $(n_o,k_o)$ polar code.

III. CONCATENATION OF SHORT POLAR CODES

We consider a point-to-point packet-based communication system. The frame construction at the MAC layer and then the frame along with the checksums undergoes a concatenated encoding at the physical layer. Essentially, a $(n_o,k_o,t_o)$ linear block code (LBC) $C_o$ is exploited for FEC-assisted decoding of the inner polar code $C_p$, where $n_o$, $k_o$, and $t_o$ are the code and message lengths (in bits) and the correction capability of the outer LBC, respectively. Instead of using the whole frame for one concatenation, one can also divide the frame to a number of super-segments (for instance $\beta$) and perform this procedure on each super-segment just like in Fig. 2.

Note that different bit channels of the polar code have different levels of reliability and hence require different levels of protections. Although we can allocate different rates of the outer code for each bit channel, at the end we need to pad the remaining bits with zeros to fill the empty segments which will lead to the same number of redundant bits of the fixed allocation. Therefore, we assume outer codes with equal rates for all polar bit channels to fully utilize the available frame. The frame construction procedure is presented in Algorithm 2.

Due to several advantages of BCH codes such as simple decoding and the precise control over their correction capability of multiple bits, we focus on binary BCH codes for the outer LBC. It is shown that the decoding complexity of the syndrome decoding is a minimum distance decoding that exploits linearity to reduce decoding complexity using a reduced lookup table.

Algorithm 2: Frame construction by concatenating the polar code $C_p(n_p,k_p)$ and the outer code $C_o(n_o,k_o)$.

Input : Data frame $\tilde{m}$, $\beta$. Code parameters of $C_p, C_o$

Output: Encoded frame $\tilde{p}$

1. Divide the frame $\tilde{m}$ to $\beta$ super-segments $\tilde{m}$
2. for all super-segments $\tilde{m}$ do
3. \( \alpha = \left\lceil \frac{L_{MAC}}{k_p} \right\rceil \)
4. Pad $\alpha k_p - L_{MAC}$ zero bits to the end of the frame
5. for $v = 1, \ldots, k_p$ do
6. //separate the bits in a column
7. $m_v = m(z, z+k_p, ..., z+\alpha k_p)$
8. //encode using the outer code
9. $c_o = \mathrm{encode}(m_v, C_o)$
10. //build the encoded frame
11. $\tilde{p}(v, v+n, ..., v+n_a n_p) = c_o(1, ..., n_o)$
12. for $z = 1, ..., n_o$ do
13. //encode with the polar code
14. $\tilde{p}(z-1)n_o + 1, ..., z n_p) = \mathrm{encode}(\tilde{p}(z-1)n_o + 1, ..., (z-1)n_o + k_p, C_p)$
15. Merge all encoded super-segments $\tilde{p}$ to form the encoded frame $\tilde{p}$

binary BCH codes can be reduced to $O(t\sqrt{n_o})$ [13]. The CRC code is traditionally used to verify the integrity of the frame after decoding at the receiver side. The frames with failed checksums are discarded and should be retransmitted.
A. FEC-Assisted Successive Cancellation Decoding

The key fact to consider is that in any level of decoding if a faulty hard decision is made by the SC decoder, it can propagate to the next levels and with a high probability the decoded message include several bit errors. Therefore, it is very important to first make sure the decisions made by the SC decoder are correct and then proceed to the next levels. This is the basis for the FEC-assisted decoding where an outer block code can be used to protect different bit levels against false decisions. In the traditional decoding of the concatenated codes the inner code is first completely decoded and then the outer decoder uses the result to reconstruct the message. However, in the FEC-assisted decoding procedure illustrated in Fig. 3 the decoding of the inner polar code is not a one-time procedure but a successive one. At first, only the first information bit is decoded. However, the first information bit of all the codewords are decoded in parallel. After this point, all the parallel SC decoders halt and pass the decoded column to the outer decoder for FEC correction. The corresponding bits of the corrected outer codeword are then passed again back to each of the SC decoders and now they all can proceed to decode the second information bit. This procedure continues until all information bits are decoded. The computational complexity of this approach is the number of the outer codewords times the complexity of the SC decoder (plus the complexity of the outer code). A sequential implementation of the FEC-assisted decoding is given in Algorithm 3.

B. Single Concatenation

An important question in designing the concatenated codes is how to optimally design the code parameters of the outer and the inner code. We first assume single concatenation which means the frame is not divided into smaller segments before concatenation. Identically, in this section we look for the best combinations of the codes, regardless of the frame length. We denote the total number of concatenations in the frame by an integer \( \beta \). Fig. 2 represents the case with single concatenation \( \beta = 1 \). When \( \beta > 1 \), the frame can be divided into \( \beta \) super-segments where each segment can again be represented similarly to Fig. 2. We will discuss the case with \( \beta > 1 \) in the next section and consider \( \beta = 1 \) here. Assume a polar code \( C_o \) of length \( n_o \) is given. Consider the set

\[
S_o = \{ C_o^{(j)} : n_o^{(j)} = 2^j - 1 : \forall j \leq n_{o,\text{max}} \}, \tag{8}
\]

of BCH codes of length \( n_o^{(j)} \) over integer \( j \) values that can be concatenated, where \( n_{o,\text{max}} \) is the highest possible length of the outer code. Note that the total number of parallel SC decoders is given by the length of the outer code. Hence, it is practically required to assume a maximum value for \( n_o \). In order to find the best combination, we focus on the effective throughput of the transmission protocol defined as

\[
T(\gamma) = r_o r_p \text{FSR}(\gamma), \tag{9}
\]

where \( r_o = k_o / n_o, r_p = k_p / n_p \), and FSR(\( \gamma \)) is the frame success rate in a given SNR denoted by \( \gamma \). FSR(\( \gamma \)) is calculated by averaging the number of correctly delivered frames to the
Algorithm 3: FEC-assisted decoding of the polar code $C_p(n_p, k_p)$ using the outer code $C_o(n_o, k_o)$ (sequential design).

Input: Received signal frame $\hat{y}$, $\beta$, Code parameters of $C_o, C_p$
Output: Data frame $\hat{m}$

1. Divide $\hat{y}$ to $\beta$ super-segments $\hat{y}$
2. for all super-segments $\hat{y}$ do
3. Initialize $y_1, ..., y_{n_o}$ by dividing $\hat{y}$ to $n_o$ vectors corresponding to $c_1, ..., c_{n_o}$
4. Initialize $\hat{m}(1, ..., k_p n_o) = 0$
5. for $v = 1, ..., k_p$ do
6. for $z = 1, ..., n_o$ do
7. // decode the $v'th$ bit of the $z'th$ polar codeword
8. $c_v(z) = \text{sc-decode}(y_z, F_z, u_{y_z}, w_{n_o-k_p+v})$
9. // apply FEC on the outer code
10. $c_v = \text{correct}(c_v, C_o)$
11. // distribute the corrected bits in the reconstructed frame
12. $\hat{m}(v, v+k_p, ..., v+(n_o-1)k_p) = c_v(1, ..., n_o)$
13. // treat the decoded value as a new frozen bit in each polar codeword
14. for $z = 1, ..., n_o$ do
15. // add the correct bit index to the frozen set
16. $F_z = F_z + w_{n_o-k_p+v}$
17. // add the corrected value to the frozen values
18. $u_{F_z}(w_{n_o-k_p+v}) = c_v(z)$
19. $\hat{m} = \hat{m}(1, ..., k_p n_o)$
20. Merge all decoded super-segments $\hat{m}$ to form the frame $\hat{m}$

Fig. 4. Frame success rate for various polar code lengths with a $(7, 4)$ outer code at SNR = 5 dB. Possible code rates are limited in shorter codes which leads to a lower granularity.

Since when there is no more than $t_o$ errors in each column, they can all be corrected by the LBC. For simplicity, a lower bound

$$\text{FSR}(\gamma) \geq \left[P_s(\varepsilon_{w_{q,}}(\gamma))\right]^{\beta k_p},$$

(13)
can also be derived by assuming the error probabilities of all bit channels are equal to that of the least reliable bit channel $w_q$, where $q = n_o - k_p + 1$. Note that the FSR of the original SC decoder can be given by

$$\text{FSR}(\gamma) = \left[P_{cw}\right]^{N_{cw}},$$

(14)
where

$$P_{cw} = \prod_{b \in A} (1 - \varepsilon_b),$$

(15)
is the success probability of each codeword and $N_{cw} = n_o$ in our setup. It would be intuitive to know the behavior of the FSR across different code lengths. In Fig. 5 the FSR of polar codes with different code lengths versus the code rates are compared assuming a $(7, 4)$ outer code at SNR = 5 dB. When the code rate is increased the FSR approaches zero. We are interested in the threshold at which the FSR falls as the code rate increases from zero to one. The granularity of the rates across various code lengths is different. Explicitly, fewer possible code rates exist for shorter codes. A sharp breakdown with a distinguished “threshold” code rate is the FSR characteristics of long codes while shorter codes have graceful FSR.

Algorithm 4: Optimal concatenated code design for the constrained polar code length scenario: single concatenation ($\beta = 1$).

Input: $n_p, n_o_{max}$
Output: $C_o, k_p$
1. Initialize $S_o$ according to (5)
2. $(k^*_p, C^*_o) = \text{FindOptimal}(n_p, S_o)$
C. Constrained Frame Length

The second design case study we consider is when the PHY layer frame length $L_{PHY}$ is constrained. This situation can occur for example due to multiple access considerations when each user needs to communicate in a limited timeslot. As it can be inferred from Fig. 2, for a given length $L_{PHY}$ the final design should satisfy $\beta n_o n_p \leq L_{PHY}$, where $\beta$ is an integer number representing the number of possible super-segments. The equality is for the ideal case that no bit padding is required for the combination of the LBC and the polar code. It follows that $L_{MAC} = \beta k_o k_p$ bits can be delivered in this way. In the first step, we group all possible polar codes $C_o$ in the set

$$S_{o} = \left\{ C_o^{(i)} : n_o^{(i)} = 2^i : \forall i \leq \left\lfloor \log_2 \frac{L_{PHY}}{n_{o,\min}} \right\rfloor \right\},$$

where $n_{o,\min}$ is the smallest possible valid length of the outer code, $i$ values are integer, and $\lfloor \cdot \rfloor$ represents the floor operation. $n_{o,\min} = 7$ in case of BCH codes.

For each polar code $C_o^{(i)}$ in $S_{o}$ there exists a set

$$S_{p}^{(i)} = \left\{ C_p^{(j)} : n_p^{(j)} = 2^j - 1 : \forall j \leq \left\lfloor \log_2 \frac{L_{PHY}}{n_p^{(i)}} \right\rfloor \right\},$$

of BCH codes of length $n_p^{(j)}$ over integer $j$ values that can be concatenated. The constrained PHY layer frame length scenario can be formulated as the following optimization problem

$$\begin{align*}
\text{maximize} \quad & T = \frac{\beta k_o k_p FSR(\gamma)}{L_{PHY}} \\
\text{subject to} \quad & \beta n_o n_p \leq L_{PHY}.
\end{align*}$$

(18)

Similar to the fixed code length scenario, Algorithm 5 can be used to find the optimal combination.

D. Unconstrained Design with a Target FSR

In the design phase usually a pair of target $(\gamma, FSR_t)$ is known and it is desired to achieve a $FSR \geq FSR_t$ for the received SNRs equal to or higher than $\gamma_t$. A pair of codes $C_p$ and $C_o$ can be concatenated and achieve the target $(\gamma, FSR_t)$ if

$$\left( \prod_{b \notin k} P_b (\varepsilon_b (\gamma)) \right) \geq FSR_t.$$

(20)

The optimal codes that result in the minimum frame length can be found by solving the optimization problem

$$\begin{align*}
\text{minimize} \quad & \beta n_o n_p \\
\text{subject to} \quad & FSR \geq FSR_t, \\
& \beta k_o k_p \geq L_{MAC}.
\end{align*}$$

(21)

The search procedure is similar to the constrained MAC frame length scenario, except the objective should change appropriately.

E. Optimal Codes for Fading Channels

In case the concatenated codes are designed for fading channels, the first step would be to discretize the channel state space to a sufficiently large number of states. Assume

$$f_T (\gamma) = \frac{1}{T} e^{-\gamma / \gamma},$$

(22)
is the probability density function of the fading, where \( \bar{\gamma} \) is the average SNR, and there are a total number of \( S \) channel states identified by the boundary SNR values \( \{ \gamma_1, \ldots, \gamma_S \} \). A channel state is denoted by \( s \) where \( s \in \{1, \ldots, S\} \), can be identified by an average SNR \( \bar{\gamma}_s = \int_{\gamma_{s-1}}^{\gamma_s} \gamma f_\gamma(\gamma)d\gamma \) as well as a state probability \( \Pr\{s\} = \int_{\gamma_{s-1}}^{\gamma_s} f_\gamma(\gamma)d\gamma \). Obviously, we can also calculate the average value for the effective throughput in each channel state. In the limit when \( S \to \infty \), the instantaneous values can be used as the channel states. However, the error characteristics of the codes may not be available for all instantaneous SNR values. The exact value of the average effective throughput of each channel state denoted by \( \bar{T}_s \) should be calculated by integrating (9) over the corresponding SNR interval with the fading pdf. We however, approximate it by substituting (9) with the average SNR of the corresponding channel state for simplicity. The effective throughput of the transmission protocol in the fading channel can then be given by

\[
\bar{T} = \sum_{s=1}^{S} \bar{T}_s \Pr\{s\}. \tag{23}
\]

The problem of finding the optimal codes for the fading channel and under the constrained PHY layer frame length can then be written as follows

\[
\begin{align*}
\text{maximize} & \quad \bar{T} \\
\text{subject to} & \quad n_o n_p \leq L_{\text{PHY}}. \tag{24}
\end{align*}
\]

Also for the fixed polar code length scenario a similar optimization problem with the constraint given in (10) can be formulated and solved.

### IV. Evaluation and Discussion

This section evaluates the performance of the presented FEC-assisted decoding scheme and studies the optimal combination of the polar and the outer codes under different scenarios.

#### A. FEC-assisted Decoding

The frame success rate of a given polar code is expected to improve by increasing the correction capability of the outer code. Assume a \((128,100)\) polar code that is concatenated with a \( \text{BCH} \) code with \( n_o = 127 \). The comparison is made in Fig. 5 for three different values of the correction capabilities. In other words, three \( \text{BCH} \) codes \((127,120), (127,113), \) and \((127,106)\) with correction capabilities \( t_o = 1, 2, 3 \) respectively are used. It can be noticed that with \( t_o = 1 \), the success probability is improved more than one dB. This gain is achieved at the expense of only \( 7/127 \approx 5\% \) rate loss and the slightly increased decoding complexity of the outer code, i.e. \( O(t_o\sqrt{n_o}) \). The performance of the FEC-assisted decoder can be improved more by using an outer code with a higher correction capability. This feature is similar to increasing the list size in the list decoding, with the major difference that it does not increase the complexity but rather imposes a rate loss. Note that the coding gain does not grow linearly with the correction capability.

#### B. Optimal Concatenation

As explained earlier, the concatenation of the polar and the outer code can be designed based on different objectives. In the first scenario we look for the optimal design that maximizes the effective throughput with a single concatenation \( (\beta = 1) \). We assume two different polar code lengths \( n_p = 32 \) and \( n_p = 128 \) are given and no constraint on the frame length at the physical layer is assumed. The simulation results are illustrated in Fig. 6. Both (12) and (13) are examined to estimate the FSR. However, only the results corresponding to the more accurate estimate (12) are presented. With (13), the resulting optimal effective throughput is almost the same but the optimal rates of the outer and the polar code are slightly different. It is noted that in a given polar code length the maximum achievable throughput depends on the length of the outer code. The higher code lengths lead to higher values. However, a form of saturation can be observed in the sense that the performance improvement is not considerable when the outer code lengths greater than \( n_o = 31 \) are used.

Now consider the scenario with a fixed PHY frame length \( L_{\text{PHY}} \) where the parameter \( \beta \) can be selected arbitrarily. We first observe the performance of the concatenated codes with respect to various \( \beta \) and \( L_{\text{PHY}} \) values in Fig. 7(a). This is an essential step to understand if the multiple concatenations can lead to any gain compared to single concatenation. It is seen that the achievable effective throughput will reduce if we divide either of the outer code or the polar code into \( \beta > 1 \) smaller segments and repeatedly perform the concatenation for each segment. The achievable throughput versus the rate of the polar code is also depicted in Fig. 7(c) and the optimal values are tabulated in Table II. Generally speaking, the optimal throughput cannot exceed more than 53\%, regardless of the frame length. The specific value will depend on the SNR though. Of course this limit is reached through different code combinations and \( \beta \) values in various frame lengths. The only difference that the frame length can make is the total number of feasible codes which can be seen from the density of the
β given in Table I. It can be seen that while still simulation is performed at SNR = 0 when concatenated with the appropriate outer code. A similar (4 cases the frozen bit would be enough (at this specific SNR) since in all reduced and the polarization takes effect. However, only one perform any error correction and only the correction capability in this figure is when throughput (i.e. vertical shifts) for each rate. A special case the outer code contribute to different values of the effective throughput can also be identified for n_o = 511 (top) and n_o = 31 (bottom) at SNR = 5 dB (left) and SNR = 8 dB (right).

points in the figure. The vertical lines in the figure correspond to short polar codes since the rate of the code has a coarse granularity. For instance, with n_p = 4 only four different rates are possible (excluding zero). The possible combinations of the outer code contribute to different values of the effective throughput (i.e. vertical shifts) for each rate. A special case in this figure is when r_p = 1, i.e. the polar code does not perform any error correction and only the correction capability of the outer code is utilized. In such cases, usually with a very small n_p (e.g. 4) and a large β an effective throughput up to about 20% is possible. It is improved by more than two orders of magnitude when the rate of the polar code is reduced and the polarization takes effect. However, only one frozen bit would be enough (at this specific SNR) since in all cases the (4, 3) polar code can achieve the highest throughput when concatenated with the appropriate outer code. A similar simulation is performed at SNR = 0 dB and the results are given in Table II. It can be seen that while still β = 1 has the best result, more polarized bits (i.e. lower code rate with longer code lengths) are preferred at such low SNRs.

The impact of the outer code length on the effective throughput is illustrated in Fig. 7(c). A direct relationship between the length of the outer code and the maximum achievable throughput can be inferred. However, a form of saturation in the effective throughput can also be identified for n_o ≥ 63 at this SNR. This is actually due to the fact that the number of codewords in the frame is equal to the length of the outer code which is more elaborated in the sequel.

Similar simulations were accomplished for the constrained MAC frame length scenario which is represented in Table III. The final optimal design corresponding to the target FSR scenario is very close to the constrained MAC frame length for practical target FSR values. However, it is not always the case. For instance, with L_mac = 512 a (31, 26) outer code with a (32, 20) polar code can achieve T = 0.49 with a target FSR 0.95 at SNR = 5 dB using a shorter PHY frame length. Although the optimal values of β are higher than one, other codes with β = 1 can also reach very close to the same
throughput. Therefore, it is concluded that under all scenarios no performance benefit (in terms of the effective throughput) can be made by dividing the frame to $\beta > 1$ super-segments and applying multiple concatenations.

In the sequel we study the impact of increasing the length of the frame on the achievable throughput. In the classic systems, each frame is composed of several codewords. Longer frames are composed of more codewords. It is more likely to have one or more false decoded codewords in longer frames, hence frame error probability is higher. The reason is that all codewords should be decoded correctly to deliver the frame successfully. In Fig. 8 the performance of polar coding with SC decoder rate-optimized for each frame length is compared with that of FEC-assisted scheme, assuming $n_p = 16$ and for various PHY frame lengths and SNRs. It is shown that the achievable throughput corresponding to the SC decoding drops with increasing the PHY frame length. The FEC-assisted scheme, however, performs exactly opposite. This is due to the joint operation of the outer and the polar code.

C. Fading Channel

As it is inferred in the last section, the maximum achievable throughput depends on the channel SNR. In Fig. 9 we study the optimal throughput in various channel conditions assuming AWGN and Rayleigh fading channel models, given two different lengths of the polar code $n_p = 32$ and $n_p = 128$ and with both SC decoder and FEC-assisted decoder. The number of codewords in each frame for the simulation of the SC decoder is $N_{cw} = 511$ which is the number of codewords (as well as the length of the outer code) in the FEC-assisted scheme. Two different regimes can be identified.
considered in this paper. The encoding and decoding algorithms were presented assuming a packet-based system and the advantages of FEC-assisted decoding were elaborated compared to list decoding and conventional successive cancellation decoding. Parallel deployment of FEC-assisted decoding in packet-based systems can achieve the equivalent performance of list decoding with $1/L$’th complexity where $L$ is the list size. Compared to SC decoder, the packet success ratio can arbitrarily improved by adjusting the correction capability of the outer code, which is analogous to list decoding with various list sizes. As opposed to rate-optimized SC decoder, the achievable throughput does not degrade in FEC-assisted decoding when the length of PHY frame increase. It is concluded that dividing a long frame to shorter concatenated codes cannot lead to a higher effective throughput. Additionally, the higher the length of the outer code is, the higher is the achievable effective throughput.

### APPENDIX

#### ERROR PROBABILITIES OF THE POLAR BIT CHANNELS

The error probabilities of the bit channels in the short polar codes of various lengths are calculated using Monte Carlo simulations for AWGN channel at SNR = 5 dB. An all-zero message is used to facilitate genie-aided decoding of the sequential bits. Every bit channel is examined $10^3$ times provided that its preceding bits are decoded correctly (they are assumed as frozen bits). The error probability of the bit channels corresponding to polar codes with a very low rate can be extremely low and therefore many zero probabilities will be resulted in the simulation. Therefore, only the error probabilities greater than or equal to $10^{-3}$ are tabulated in Tables III to V.
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