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Abstract: Deep learning methods have achieved considerable progress in remote sensing image building extraction. Most building extraction methods are based on Convolutional Neural Networks (CNN). Recently, vision transformers have provided a better perspective for modeling long-range context in images, but usually suffer from high computational complexity and memory usage. In this paper, we explored the potential of using transformers for efficient building extraction. We design an efficient dual-pathway transformer structure that learns the long-term dependency of tokens in both their spatial and channel dimensions and achieves state-of-the-art accuracy on benchmark building extraction datasets. Since single buildings in remote sensing images usually only occupy a very small part of the image pixels, we represent buildings as a set of “sparse” feature vectors in their feature space by introducing a new module called “sparse token sampler”. With such a design, the computational complexity in transformers can be greatly reduced over an order of magnitude. We refer to our method as Sparse Token Transformers (STT). Experiments conducted on the Wuhan University Aerial Building Dataset (WHU) and the Inria Aerial Image Labeling Dataset (INRIA) suggest the effectiveness and efficiency of our method. Compared with some widely used segmentation methods and some state-of-the-art building extraction methods, STT has achieved the best performance with low time cost.
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1. Introduction

Building extraction from remote sensing images refers to the automatic process of identifying building and non-building pixels in remote sensing images. Building extraction plays an important role in many applications, such as urban planning [1], population estimation [2,3], economic activities distribution [4], disaster reporting [5], illegal building construction, and so forth. It can also be used as an essential prerequisite for downstream tasks like change detection from remote sensing images [6,7].

In recent years, with the development of the hardware, high-resolution remote sensing image data have exploded. Automatic building extraction has attracted increasing attention in both academia and industry. Although the recent advancement of deep convolutional neural networks has greatly promoted the research in this area [2,3,8–12], there are still many challenges. For example, optical remote sensing images are often affected by illumination changes and clouds [2,13–17]. Effective feature representation capability is thus much needed to gain robustness in different time and occlusion conditions. Additionally, building instances may exhibit significantly variant appearances in colors, sizes, and shapes. It is usually difficult to properly extract complete building boundaries from the complex background.
In the past year, transformers have quickly become a research hotspot in the computer vision field. Transformers were first proposed and are widely used in natural language processing (NLP) to model sequence-to-sequence tasks [18]. Then, plenty of methods attempt to adapt transformers to a number of computer vision tasks, and have matched or even exceeded the state-of-the-art performance. In the building extraction task, the transformer-based model may be a potential choice because of its strong feature representation capability, global receptive field, and the capability of modeling long-range dependencies between pixels. However, when dealing with high-resolution image data, transformers are usually computation-inefficient and entail high memory usage [19–22]. This greatly limits its usability in remote sensing image analysis tasks since both the volume and resolution of high-resolution remote sensing image data have recently been growing exponentially.

In this paper, we propose an efficient method for building extraction based on transformers. Our method has less computational overhead and memory consumption, and is scalable in both spatial and channel dimensions. Our model can be quickly trained, tested, and used by a conventional GPU, and can achieve state-of-the-art accuracy on benchmark datasets. In our method, we represent buildings as a set of “sparse” feature vectors in their feature space, and introduce a new transformer module called the “sparse token sampler” to adaptively select those most effective tokens from the input image. Our motivation is that, since single buildings in remote sensing images usually only occupy a very small part of the image pixels, the image tokens can be reduced to a set of sparsely located vectors (viewed as visual words or tokens). We also design a dual-pathway transformer architecture that learns the long-term dependency of tokens in both their spatial and channel dimensions. Thus, long-range dependencies can be discovered between sparse tokens rather than dense pixel-wise features or image patches as in previous efforts [23–27]. As a result of drastically decreasing the sequence length of the transformer input, our design can achieve high efficiency. Section 2.6 contains a comprehensive introduction and analysis. We apply the transformers on a relatively high-resolution feature map to keep local details of the output, meanwhile, the global context can be well modeled. We refer to our method as Sparse Token Transformers (STT). Figure 1 shows the speed–accuracy trade-off and some comparable results between the proposed method and other state-of-the-art segmentation methods.

Figure 1. Throughput (images with 512 × 512 pixels per second on a 2080Ti GPU) versus accuracy (IoU) on WHU aerial building extraction test set. Here, we only calculate the model inference time, not including the time to read images. Our model (SST) outperforms other segmentation methods with a clear margin. For STT, Base (S4), and Base (S5), points on the line from the left to the right refers to the models with different CNN feature extractor of ResNet50, VGG16 and ResNet18, respectively.
1.1. Traditional Method for Building Extraction

Traditional methods are mostly based on the hand-craft features under the guidance of the prior knowledge and certain application situations, and then take the classifying, clustering or segmenting algorithms to achieve building discrimination. Sirmacek et al. [28] present an approach for building detection using multi cues including invariant color, edge, and shadow information. Zhang et al. [29] and Zhong et al. [30] utilize spectrum features to improve the building extraction accuracy. Building edges [31,32], building roof texture information [29,33,34], and building shadows [28,35,36] are also explored to achieve the potential of the building extraction task. The methods mentioned often aim at specific tasks with specific datasets by the empirically designed features, which take the buildings’ shape, color, edge, surrounding environment, texture, height, shadow, and so forth, into account. They are under too many restrictions and are far from being termed as a universal building extraction method for practical application. Besides, their performance is limited due to the self-selected features and the self-designed parameters.

1.2. CNN-Based Method for Building Extraction

In recent years, the progress of technology and hardware has promoted the development of deep learning. In deep learning, building extraction can be essentially viewed as a pixel-wise binary image labeling problem. In this problem, Convolutional Neural Network (CNN) and its variants have long been favored by researchers due to its powerful image feature representation ability. Once the most widely used network for low-level pixel-wise labeling tasks was the Fully Convolutional Networks (FCN) [37]. FCN can adapt well to inputting images of an arbitrary size and can be trained in an end-to-end learning manner. Later on, many building extraction methods gradually improve the segmentation results by modifying the structure of FCN [3,4,38–40]. SRI-Net [38] designs a spatial residual inception module and integrates the module into the FCN network to capture multi-level semantic features, which achieves a good performance on the detection of multi-scale buildings.

In FCN based methods, as the network layers are going deeper, the receptive field is gradually enlarged, where the context information is enhanced but the local details are lost. To improve the segmentation of details, skip-connection, multi-scale feature fusion, and atrous convolution operations are typically designed in FCN based labeling models. For example, UNet [41] introduces a contracting path to capture context features, a symmetric expanding path to enable precise local features, and direct links between the encoder layers and the corresponding layers in the decoder. SegNet [42] introduces non-linear upsampling layers in its decoder by using the pooling indices computed in the max-pooling step of the corresponding encoder. The DeepLab series tackles the multi-scale problem and achieves a large receptive field with the atrous convolution layer and the atrous spatial pyramid pooling (ASPP) operation [43–45]. These methods are typical in the natural image segmentation task and receive an effective performance.

Recently, there are many papers to improve the building extraction performance by focusing on network architecture designing. Structures such as deep and shallow feature fusion [8,38,46–55], multiple receptive field [5,12,48,51,54–57], residual connection [1,11,47,51,52,57–59] have been widely used in building extraction. MAP-Net [46] alleviates the scale problem by capturing spatial localization-preserved multi-scale features through a multi-parallel path design. BRRNet [12] introduces a prediction head to extract global context with the atrous convolution of different dilation rates and a residual refinement part to improve the accuracy. ESFNet [56] aims to reduce the computational complexity and memory usage by using separable factorized residual blocks and dilated convolutions. In addition to the multiscale design, attention modules are also frequently used in recent building extraction methods [1,2,46,47,58,60–62]. Liu et al. [60] propose a multiscale fusion network for learning multiple building features at various scales. Guo et al. [61] use scene prior to minimize misclassification areas and preserve robustness. DANet [63], a classic attention network in segmentation tasks, proposes two types of self-attention modules in the traditional dilated
FCN to capture rich contextual dependencies. DAN-Net [62] employs a spatial attention fusion module to enhance different level features in building extraction.

While these methods have made significant advancements in terms of building extraction, there is still a contradiction between global perception ability and processing efficiency. While increasing the receptive field is beneficial for enhancing the performance of semantic segmentation tasks, the majority of existing approaches achieve this by stacking a large number of convolutional layers, which causes the network to pay greater attention to high-level semantic information. Local features, such as edges, would be difficult to precisely segment. The researchers address the issue by providing a deep and shallow feature fusion strategy that preserves shallow features while improving performance for details. These, however, invariably result in increased computational and memory overhead. Due to the amount and resolution of the data, it is not suitable for remote sensing data processing. Our solution aims to obtain full-image receptive while retaining local information in a low-cost architecture based on transformers.

1.3. Transformer-Based Method

More recently, great efforts have been made in the computer vision community to get rid of traditional convolution layers and apply attention-alone models with transformers to break the fundamental limitation of CNNs. Transformers can learn explicit long-range dependencies, which are particularly suitable for pixel-wise labeling tasks in position-unconstrained remote sensing images. Some promising works on applying transformers in the remote sensing field have recently emerged, including image classification [19], change detection [6], image caption generation [64], hyperspectral image classification [20,65], segmentation [66], and so forth. SETR [27] expands transformers on the natural image segmentation task, which conducts a standard transformer encoder and a convolutional decoder. It views the semantic segmentation as a sequence-to-sequence task. Bazi et al. [19] applied vision transformers to remote sensing scene classification and achieve a good performance. Chen et al. [6] employ an efficient transformer method for remote sensing image change detection and achieve a state-of-the-art performance, compared with other methods.

Despite the recent progress, standard transformers are of high computational complexity and memory usage. DETR [26] presents a hybrid CNN-transformer approach for object detection, treating it as a set prediction problem. However, it takes longer to converge than other approaches based on CNN. Additionally, DETR executes transformer layers on relatively low-resolution feature maps acquired via CNN backbone to maintain efficiency. As a result, it is unsuitable for detecting small objects. Deformable DETR [67] resolves the stalemate by only focusing on a limited set of crucial sampling points around a reference using deformable convolution. With ten fewer training epochs, deformable DETR can outperform DETR (particularly on small objects). In our work, we take advantage of the capability of transformers to capture global dependencies and, at the same time, hope to model the global content efficiently. The primary distinction between our method and the previous one is that we employ a sparse token sampler and a dual-pathway transformer architecture for the building extraction task. Specifically, unlike Deformable DETR, our sparse token sampler samples the sparse key feature vectors explicitly, whereas Deformable DETR predicts the location of the key points via deformable convolution and then acquires the feature vectors via bilinear interpolation. The network training process implicitly learns the placement of crucial points. Second, the STT encoder only considers the key vectors for self-attention, whereas the transformer encoder in Deformable DETR uses the whole feature map as the query set. Additionally, we suggest a dual-way transformer structure for simulating spatial and channel interdependence. Significantly, STT is optimized for building extraction, whereas Deformable DETR is optimized for detection. Thus, in our study, the transformer is utilized to construct global dependencies on relatively shallow feature maps in order to acquire a large receptive field without sacrificing local details, in contrast to Deformable DETR, which relies on high-level semantics for detection. The
global context can be efficiently represented in our method using the sparse token sampler and the dual-way transformer. To our knowledge, little study has yet been conducted on these two topics, particularly in building extraction from remote sensing images.

1.4. Contributions

This paper attempts to resolve the aforementioned limitation by adopting a dual-path transformers in an efficient way. The contributions of our work can be summarised as follows:

- An efficient building extraction method based on transformers is proposed. Instead of progressively extracting large-scope information by stacking convolution layers, we design a spatial and a channel transformer to capture the global context and receive a global receptive field;
- We introduce a sparse token sampler to generate semantic sparse tokens in the low-resolution feature map. This design significantly improves computation efficiency. Furthermore, it can also be considered as a regularization scheme to achieve a good generalization performance;
- We evaluate our method on two public benchmark datasets—the Wuhan University Aerial Building Dataset (WHU) and the Inria Aerial Image Labeling Dataset (INRIA). The experiment results show the effectiveness and efficiency of our method. Our method achieves 90.48% Intersection over Union (IoU) on the WHU building datasets, and surpasses many state-of-the-art methods in building extraction. For example, our method is +2.79% higher than DAN-Net and runs 6.4 times faster.

2. Materials and Methods

2.1. An Overview of STT

In our work, we handle the building extraction from the remote sensing images task as a binary classification problem, using a transformer based architecture. Figure 2 shows an overall description of the proposed method. We follow a hybrid CNN-transformer architecture to leverage the advantage of both convolutions and transformers. Our key motivation is that a single building in remote sensing images only occupies a small part of the whole image. Building regions can thus be represented by sparse pixel-wise vectors in the CNN feature maps. Based on this idea, our method learns the potential important spatial positions and channel indices and samples a set of effective tokens based on the spatial and channel probabilistic maps. We regard the top \( k \) high-response positions as the representative candidates. The candidate tokens contain sufficient information to mine the long-distance dependencies using self-attention layers.

The proposed method consists of three main components: (i) a sparse token sampler, which generates sparse semantic tokens according to the high-response positions in the spatial and channel probabilistic maps; (ii) a transformer encoder, which is designed to explore the potential dependencies between the sparse semantic tokens; (iii) a transformer decoder, which is used to fuse the original features with global contextual information encoded by the transformer encoder, and resume the sparse tokens to the initial resolution. In the following, we will introduce each of them accordingly.
To capture the global contextual information in an efficient manner, we apply the multi-head attention mechanism in the sparse token-based view instead of the whole feature maps. Buildings can be well represented by the sparse tokens, and these selected tokens are used to model the context relationships. The sparse space can be heuristically described by the high-response positions in the spatial and channel probabilistic maps.

To obtain the sparse tokens of a given feature map, we follow the steps below to build the sparse token sampler. Let $X^* \in \mathbb{R}^{C^* \times H \times W}$ represent a certain feature map extracted by the CNN feature extractor, where $H, W,$ and $C^*$ denote the height, width, and channel of the feature map, respectively. We first reduce the channel dimension of $X^*$ from $C^*$ to $C = C^*/4$ with a $1 \times 1$ convolutional layer, resulting in $X$. Reducing the channel can help model the context efficiently. Then the modules to generate spatial and channel probabilistic maps are designed to obtain the top $k$ high-response positions or indices. The steps to generate the maps are fully described in Table 1.

Table 1. Details of network layers for generating the spatial and channel probabilistic maps.

| Module                  | Input Size     | Layer                                      | Output Size   |
|-------------------------|----------------|--------------------------------------------|---------------|
| Spatial map generator   | $(C, H, W)$    | Conv2d$(C, C/4, 3)$, BN, LeakyReLU, Sigmoid | $(C/4, H, W)$ |
|                         | $(C/4, H, W)$ | Conv2d$(C/4, 1, 3)$                       | $(1, H, W)$   |
|                         | $(1, H, W)$   | Sigmoid                                   | $(1, H, W)$   |
| Channel map generator   | $(C, H, W)$   | Conv2d$(C, C/8, H)$, BN, LeakyReLU        | $(C/8, 1, 1)$ |
|                         | $(C/8, 1, 1)$ | Conv2d$(C/8, 1, 1)$                       | $(C/8, 1, 1)$ |
|                         | $(C, 1, 1)$   | Sigmoid                                   | $(C, 1, 1)$   |

We define $A_i, i \in \{s, c\}$ as the spatial and channel probabilistic maps. The lowercase character $s$ indicates spatial notation and $c$ indicates channel notation. Next, we obtain the top $k_i$ high-response positions according to the probabilistic map $A_i$ and sample $k_i$
feature vectors in the original $X$ as the sparse semantic tokens $T_s$. For spatial sparse tokens $T_s \in \mathbb{R}^{k_s \times C}$, it is formulated as:

$$idx_s = \text{topk}(A_s, k_s)$$  \hspace{1cm} (1)

$$T_s = \text{gather}(X, idx_s)$$  \hspace{1cm} (2)

where $\text{topk}(A_s, k_s)$ denotes the operation of obtaining $k_s$ corresponding 2-d coordinate indices of top-k values in the tensor map $A_s \in \mathbb{R}^{H \times W}$, and $\text{gather}(X, idx_s)$ means collecting the feature vectors from $X \in \mathbb{R}^{C \times H \times W}$ along with the specific indices $idx_s \in \mathbb{R}^{k_s \times 2}$. For the procedure of sampling channel sparse tokens $T_c \in \mathbb{R}^{k_c \times (HW)}$, it is given by:

$$idx_c = \text{topk}(A_c, k_c)$$  \hspace{1cm} (3)

$$T_c = \text{gather}(\text{reshape}(X), idx_c)$$  \hspace{1cm} (4)

Here, $\text{topk}(A_c, k_c)$ means getting $k_c$ 1-d high-response indices from $A_c \in \mathbb{R}^{C}$. $\text{reshape}(X)$ denotes reshaping the dimensions of $X$ from $X \in \mathbb{R}^{C \times H \times W}$ to $X \in \mathbb{R}^{C \times (HW)}$. Then, we can collect $T_c \in \mathbb{R}^{k_c \times (HW)}$ from the reshaped $X \in \mathbb{R}^{C \times (HW)}$ along with $idx_c \in \mathbb{R}^{k_c \times 1}$. In this way, we can obtain the spatial sparse semantic tokens $T_s$ and channel sparse semantic tokens $T_c$, respectively.

2.3. Transformer Encoder

We apply a transformer encoder to model the global contextual information between the spatial tokens and channel tokens separately. Here, we first construct the dependency relationships between the positions and the semantic tokens. For spatial position embedding, we initialize an embedding map $P_s \in \mathbb{R}^{H \times W \times C}$ with learnable parameters. Then, the spatial sparse position embedding tokens, $P^{*}_s \in \mathbb{R}^{k_s \times C}$, can be sampled by $idx_s$ in Equation (1). It is defined as:

$$P^{*}_s = \text{gather}(P_s, idx_s).$$  \hspace{1cm} (5)

Similarly, we design a channel index embedding $P_c \in \mathbb{R}^{C \times (HW)}$. The channel sparse position embedding tokens, $P^{*}_c \in \mathbb{R}^{k_c \times (HW)}$, are gathered by the high-response channel indices $idx_c$ in Equation (3). When we obtain $P^{*}_s$ and $P^{*}_c$, we can model the long-range dependency relationships by the multi-head self-attention layer. To generate the context-rich spatial sparse token $T^{*}_s \in \mathbb{R}^{k_s \times C}$, all the needed query $Q$, key $K$, value $V$ are computed from $T_s$ as:

$$Q = T_s W^q$$
$$K = T_s W^k$$
$$V = T_s W^v,$$  \hspace{1cm} (6)

where $W^q, W^k, W^v \in \mathbb{R}^{C \times d}$ are the learnable parameters of three linear projection layers, $d$ is the dimension to be projected and $Q, K, V \in \mathbb{R}^{k_s \times d}$ denote the matrices of the projection results. The self-attention procedure for $T^{*}_s \in \mathbb{R}^{k_s \times C}$ can be formulated as:

$$\text{Att}(Q, K, V) = \sigma\left(\frac{Q P^{*}_s T^T + Q K T^T}{\sqrt{d}}\right) V$$

$$T^{*}_s = \Gamma(\text{Att}(Q, K, V); W_{\Gamma})$$  \hspace{1cm} (7)

where $\sigma$ is the softmax operation over the channel dimension and $\Gamma(\cdot; \cdot)$ defines the post processing to refine the contextual features with a linear project layer of learnable parameters $W_{\Gamma}$, a dropout layer, a shortcut operation, and a layer normalization function. We set $d = C$ in our model to avoid altering the dimensions of $P^{*}_s$. The computing steps are
identical to those above for creating the context-rich channel sparse token $T_c^* \in \mathbb{R}^{k \times (HW)}$, except that the input is changed to $T_c$.

### 2.4. Transformer Decoder

After the encoding process, we can use a decoder layer to fuse the original features with the encoded global contextual information. Our decoder is a multi-head cross-attention operation. In the following, we give a detailed description of it.

Given the originally generated feature map $X$, we first adjust $X$ to fit the input of the decoder by the reshaping operation. We reshape the 3-d tensor $X \in \mathbb{R}^{C \times H \times W}$ to $Z_s \in \mathbb{R}^{(HW) \times C}$ and $Z_c \in \mathbb{R}^{C \times (HW)}$. Then, we consider $Z_c$ as the query and the encoder output $T_i^*$ as the key and value. Formally,

$$Q = Z_s W_q$$
$$K = T_i^* W_k$$
$$V = T_i^* W_v,$$

where $i \in \{s, c\}$. By following Equation (7), we can calculate $Z_i^*$—the tokens with both global contextual information and local details after the decoding process. $Z_i^*$ has the same dimensions of $Z_c$. Finally, $Z_i^*$ is reshaped to the original size of $(C, H, W)$. Note that, since we apply transformers on the relatively shallow feature map $X$, the decoding output local details (e.g., the contour of the buildings) can be well preserved.

### 2.5. Prediction Head

At the output end of the transformer decoder, the refined feature map mixing with local and global information has a spatial resolution of $H \times W$, 1/16 of the original image in our network. We design a simple upsampling head to recover the full resolution for pixel-level prediction. We first reduce the channel of the features concatenating with Layers of the prediction head. We use the PixelShuffle layer [68] for upsampling. The up1 layer is only applied when the last feature map size is 1/32 of the original resolution in ablation study. DoubleConv means two convolutional layers following by batch normalization and ReLU activation function.

### Table 2. Layers of the prediction head. We use the PixelShuffle layer [68] for upsampling. The up1 layer is only applied when the last feature map size is 1/32 of the original resolution in ablation study. DoubleConv means two convolutional layers following by batch normalization and ReLU activation function.

| Module | Input Size | Layer | Output Size |
|--------|------------|-------|-------------|
| up1*   | (C, H, W)  | PixelShuffle(2) | (C/4,2H,2W) |
|        | (C/2,2H,2W)| DoubleConv(C/4,C/2,C/2) | (C/2,2H,2W) |
| up2    | (C/2,8H,8W)| PixelShuffle(4) | (C/32,8H,8W) |
|        | (C/32,8H,8W) | DoubleConv(C/32,C/8,C/8) | (C/8,8H,8W) |
| up3    | (C/8,32H,32W)| PixelShuffle(4) | (C/128,32H,32W) |
|        | (C/128,32H,32W) | DoubleConv(C/128,C/32,C/32) | (C/32,32H,32W) |
| predict| (C/128,32H,32W) | Conv2d(C/128,C/128,3) | (C/128,32H,32W) |
|        | (C/128,32H,32W) | BN, LeakyReLU | (C/128,32H,32W) |
|        | (C/128,32H,32W) | Conv2d(C/128,2,3) | (2,32H,32W) |

### 2.6. Computational Complexity in Transformers

In this subsection, we provide a detailed analysis on the computational complexity of the standard transformer model and the proposed one.

First, we revisit the plain self-attention module in transformers. Given an input feature map $I \in \mathbb{R}^{H \times W \times C}$, where $H$ is the height, $W$ is the width, and $C$ is the channel dimension, the plain self-attention operation conducts a query matrix $Q \in \mathbb{R}^{N_i \times d}$, a key matrix $K \in \mathbb{R}^{N_i \times d}$, and a value matrix $V \in \mathbb{R}^{N_o \times d}$, where $N$ is the sequence length, and $d$
is the embedding dimension. In a plain self-attention operation, we always have $N_k = N_v$.

The computational complexity of the plain self-attention module is $O(N_q N_k d)$. In the image domain, the query and key elements are usually pixels or image patches. In this case, we have $N_q = N_k = HW/P^2$ ($P$ is the patch height). The complexity then becomes $O(H^2W^2C/P^4)$. We can see that the self-attention module suffers from a fourth-power of computational complexity growth with the image height or width.

As a comparison, in our method, we have a spatial transformer encoder, a spatial transformer decoder, a channel transformer encoder, and a channel transformer decoder. The total computational complexity of the transformer part is $O(k^2_C + HWk_s C + k^2_s HW + HWk_c C)$. Since we have $k_s \ll HW$ and $k_c \ll C$, our method can greatly reduce the computation complexity and only has a quadratic growth of the complexity over the image height or width. Table 3 gives a detailed description of each architecture.

**Table 3.** Computational complexity of different network architectures. PT: Plain Transformer layer. ST: Spatial Transformer in SST. CT: Channel Transformer in SST. $Q$, $K$, $V$ are the query matrix, key matrix and value matrix in transformer layer respectively. Values of $Q$, $K$, $V$ in the table are their dimensions. Complexity means the memory consumption. Let $N_q$, $N_k$, $N_v$ be the number of query, key, and value elements in the plain transformer, respectively. We have the following observations in general. $N_k = N_v = N_q$ for self-attention, and $N_k = N_v \neq N_q$ for cross-attention.

| Architecture       | $Q$          | $K$          | $V$          | Complexity                      |
|--------------------|--------------|--------------|--------------|---------------------------------|
| PT (baseline)      | $N_q \times d$ | $N_k \times d$ | $N_v \times d$ | $O(N_q N_k d) = O(H^2W^2C)$   |
| ST Encoder (ours)  | $k_s \times C$ | $k_s \times C$ | $k_s \times C$ | $O(k^2_C)$                     |
| ST Decoder (ours)  | $(HW) \times C$ | $k_s \times C$ | $k_s \times C$ | $O(HWk_s C)$                   |
| CT Encoder (ours)  | $k_c \times (HW)$ | $k_c \times (HW)$ | $k_c \times (HW)$ | $O(k^2_C HW)$                 |
| CT Decoder (ours)  | $C \times (HW)$ | $k_c \times (HW)$ | $k_c \times (HW)$ | $O(HWk_c C)$                   |

2.7. Network Details

2.7.1. CNN Feature Extractor

We use a lightweight CNN, ResNet18 [69], as our image feature extractor. The ResNet18 is originally designed for classification tasks, which has five stages, each stage reduces the spatial resolution of the image by $1/2$. To avoid losing too many spatial details, we only use the first four stages. In this way, given a $512 \times 512$ image, the shape of the last feature map is $32 \times 32 \times 256$. We have also experimented with other different CNN extractors such as ResNet50 and VGG [70]. The detailed performances are shown in the experiment section.

2.7.2. Parameter Setting

In our sparse token sampler, we set $k_s = 64$ and $k_c = 16$ to accomplish a trade-off between speed and accuracy based on the dimension $32 \times 32 \times 256$ of the features collected by the CNN backbone indicated in Section 2.7.1 and the controlled experiments described in Section 3.2.2. Additionally, in keeping with our goal, we have considered the distribution and amount of buildings per image while determining the number of sparse tokens. In the transformer encoder and decoder, we set the number of multi-head to $k_s/8$ for spatial transformers and $k_c/4$ for channel transformers to learn richer feature representation in different subspaces [6,18,27].

2.7.3. Loss Functions

Given the predicted output $Y \in \mathbb{R}^{2 \times H \times W}$ and the corresponding ground truth label map $\hat{Y}$, we use the cross-entropy loss to train our networks. We also introduce an auxiliary loss to stabilize the sparse token sampling process. We concatenate the CNN backbone output and the probabilistic maps by $(X_{A_s}, X_{A_c})$, and use a DoubleConv layer to produce a
low-resolution output map \( Y_D \in \mathbb{R}^{2 \times \frac{H}{16} \times \frac{W}{16}} \) directly from the low-level CNN feature maps. The total loss function can be written as follows:

\[
L(\cdot) = CE(Y, \hat{Y}) + \alpha \cdot CE(Y_D, \hat{Y}_D)
\]  

(9)

where CE is the pixel-wise cross-entropy loss function, \( \hat{Y} \) and \( \hat{Y}_D \) are the corresponding label maps before and after downsampling. \( \alpha \) is a positive number balancing the two loss terms.

### 2.8. Data

We test our method on two challenge building extraction datasets, WHU [3] and INRIA [71]. Figure 3 gives two samples of them.

**Figure 3.** Samples from the Wuhan University Aerial Building Dataset (a) and the Inria Aerial Image Labeling Dataset (b). Buildings vary in size, shape and color, and may be occluded by trees.

**WHU:** The Wuhan University Building Dataset [3] contains an aerial imagery dataset and satellite imagery datasets. We only experiment on the aerial imagery subset. The subset consists of 8188 non-overlapping RGB images with the size of \( 512 \times 512 \) pixels. The images from the aerial subset are captured above Christchurch, New Zealand with a spatial resolution of 0.0075 m to 0.3 m. The dataset is divided into a training set (4736 images), a validation set (containing 1036 images), and a test set (2416 images) in [3]. We follow the official settings in our experiments.

**INRIA:** The Inria Aerial Image Labeling Dataset [71] contains 360 high-resolution (0.3 m) remote sensing images. The images cover dissimilar urban settlements, ranging from densely populated areas (e.g., San Francisco’s financial district) to alpine towns (e.g., Lienz in Austrian Tyrol). Each RGB image has a resolution of \( 5000 \times 5000 \) pixels. The dataset is divided into a training set and a test set, each with 180 images. Since the authors did not release the label for the test set, we divide the original training set into a training set, a validation set, and a test set with the ratio of 6:2:2. When we train our model, we crop all training images to a set of \( 512 \times 512 \) image slices with an overlap ratio of 0.9.
3. Results

3.1. Experimental Setup

3.1.1. Evaluation Metrics

We use Intersection over Union (IoU), overall accuracy (OA), and $F_1$ score to measure the accuracy. These metrics are widely used in the image labeling and building extraction literature [3,9,72] and are defined as follows:

$$\text{IoU} = \frac{TP}{TP + FP + FN},$$
$$\text{OA} = \frac{(TP + TN)}{(TP + TN + FP + FN)},$$
$$F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},$$

where $\text{Precision} = \frac{TP}{TP + FP}$ and $\text{Recall} = \frac{TP}{TP + FN}$. $TP$, $FP$, $TN$, and $FN$ denotes the true positive samples, false positive samples, true negative samples, and false negative samples, respectively.

3.1.2. Training Details

Image augmentation is performed during the training, with random distortion, random expanding, random cropping, random mirroring, and random flipping. We train our networks for 300 epochs. We employ a linear warm-up learning rate schedule to 20 epochs and continue the training with a polynomial decay schedule. We use SGD (stochastic gradient descent) with a momentum optimizer. We set the initial learning rate to 0.01 after warm-up, momentum to 0.9, and weight decay to 0.0001. We use the pre-trained model on ImageNet to initialize our CNN feature extractor. The rest of the layers are initialized with a normal distribution. We implement our method by using the Pytorch deep learning framework and train our model with a single NVIDIA Tesla V100 GPU (32G).

3.2. Controlled Experiment

To evaluate the effectiveness of our method, controlled experiments are performed on context composing, sparse token number, position embedding, probabilistic maps and loss functions. We experiment on different versions of our methods. The notation SST(·) in the following experiments is described as follows:

• $R_{18}, R_{50}$: ResNet18/50 based feature extractor.
• $V_{16}$: VGG16-based feature extractor.
• $BN$: Batch normalization.
• $S_{4}, S_{5}$: Different stage output in CNN feature extractor.
• †: Without auxiliary loss on probabilistic maps.

Unless otherwise stated, all the ablation experiments are performed on SST($R_{18}, S_{4}$) with default parameter settings and are evaluated using a single scale test protocol on the two datasets mentioned in Section 2.8. We use IoU for the main metric of experiments.

3.2.1. Context Composing

To validate the effectiveness of the spatial transformer and the channel transformer, we conduct an ablation study on different feature fusion strategies under the SST framework, including the single spatial transformer output, the single channel transformer output, and the transformer outputs with the original feature map. All the spatial and channel transformer modules are employed in a parallel structure, as is shown in Figure 2. Table 4 shows our experimental results. We have the following conclusions: (i) The spatial transformer module and the channel transformer module all work well on the two datasets and outperform ResNet18($S_{4}$), which indicates that the context modeling by the sparse tokens is beneficial to the task; (ii) The model with skip connection achieves a considerable improvement by concatenating the original features with the decoder output. This indicates that the residual structure is important not only to
CNNs but also to transformers. Features fusing global context information produced by the transformers are of comparative benefit in our method.

### Table 4. Ablation study of the context composing. We conduct experiments on different feature compositions before the final prediction head. ST: Spatial Transformer output, $Z_s^*$. CT: Channel Transformer output, $Z_c^*$. OM: Original feature Map before the transformer, $X$. †: Without auxiliary loss to generate probabilistic maps.

| Model         | ST | CT | OM   | IoU | OA | F1   | WHU | OA | F1 | INRIA | OA | F1 |
|---------------|----|----|------|-----|----|------|-----|----|----|-------|----|----|
| ResNet18(S4)  | ✗  | ✓  | ✓    | 84.54 | 98.29 | 91.47 | 75.14 | 95.82 | 85.19 |
| ResNet18(S4)  | ✗  | ✗  | ✗    | 86.36 | 98.69 | 91.93 | 76.06 | 96.00 | 85.78 |
| SST(R18, S4)  | ✓  | ✗  | ✗    | 87.39 | 98.63 | 93.02 | 76.36 | 96.03 | 86.00 |
| SST(R18, S4)  | ✓  | ✗  | ✓    | 88.75 | 98.76 | 93.99 | 76.57 | 96.09 | 86.11 |
| SST(R18, S4)  | ✗  | ✓  | ✗    | 87.73 | 98.68 | 93.25 | 76.41 | 96.03 | 86.04 |
| SST(R18, S4)  | ✓  | ✓  | ✓    | 88.82 | 98.77 | 94.04 | 76.99 | 96.14 | 86.43 |
| SST(R18, S4)  | ✓  | ✓  | ✗    | 89.01 | 98.80 | 94.13 | 77.12 | 96.19 | 86.49 |

#### 3.2.2. Number of Sparse Tokens

We conduct experiments on the number of tokens to give a recommended proposal on the parameter settings in SST. Table 5 shows the comparative results on accuracy. We can see that the number of sparse tokens can greatly affect the speed performance. With the number of sparse tokens increasing, the inference speed (throughput/s) is decreasing sharply. However, after the number of tokens exceeds a certain threshold, such as 64 spatial tokens, we see that the accuracy is saturated and even declining. This also suggests that buildings in an image can be effectively represented by only using a few tokens instead of all of them. Considering both speed and accuracy, we finally set the spatial token’s number to 64 and the channel token’s number to 16.

### Table 5. Ablation study of our method SST(R18, S4) on the sparse token number (TN) in the spatial and channel transformers. “Throughput” means the number of images ($512 \times 512$ pixels) processed per second at the inference phase.

| TN in ST | TN in CT | Throughput | IoU | WHU | OA | F1 | IoU | WHU | OA | F1 | IoU | WHU | OA | F1 |
|----------|----------|------------|-----|-----|----|----|-----|-----|----|----|-----|-----|----|-----|
| 4        | 16       | 3194       | 87.73 | 98.68 | 93.25 | 76.72 | 96.10 | 86.24 |
| 16       | 16       | 3158       | 88.48 | 98.76 | 93.77 | 76.85 | 96.13 | 86.32 |
| 64       | 16       | 3134       | 89.01 | 98.80 | 94.13 | 77.12 | 96.19 | 86.49 |
| 256      | 16       | 2315       | 89.07 | 98.81 | 94.17 | 77.18 | 96.20 | 86.52 |
| 1024     | 16       | 688        | 88.96 | 98.79 | 94.11 | 77.02 | 96.17 | 86.45 |
| 64       | 4        | 3189       | 87.80 | 98.69 | 93.30 | 76.73 | 96.12 | 86.25 |
| 16       | 8        | 3157       | 88.59 | 98.74 | 93.91 | 76.97 | 96.12 | 86.43 |
| 64       | 32       | 3104       | 89.05 | 98.81 | 94.15 | 77.28 | 96.21 | 86.60 |
| 64       | 64       | 3077       | 89.04 | 98.81 | 94.16 | 77.09 | 96.17 | 86.50 |
| 4        | 4        | 3232       | 86.83 | 98.73 | 92.34 | 76.69 | 96.10 | 86.23 |
| 16       | 8        | 3144       | 88.18 | 98.73 | 93.55 | 76.78 | 96.12 | 86.26 |
| 256      | 32       | 2209       | 89.11 | 98.80 | 94.20 | 77.21 | 96.18 | 86.56 |
| 1024     | 64       | 665        | 88.95 | 98.79 | 94.11 | 76.97 | 96.14 | 86.41 |

#### 3.2.3. Positional Embedding

Computer vision tasks are usually position-sensitive. However, the transformers are permutation-invariant. In our method, we employ the learnable position embeddings in the spatial and channel transformers. Experiments are conducted to demonstrate the effect of position embeddings. Table 6 shows the experimental results. We can see that the accuracy drops when the learnable position embeddings are removed from the encoder and the decoder. However, it can still achieve competitive results for those cases for which
position embeddings are provided. This may be because the cross-attention decoder in our proposed pipeline uses the original feature map to form the query set. Thus, relative spatial relationships can be preserved for accurate segmentation reconstruction.

**Table 6. Ablation study of the position embeddings (PE) in the spatial and channel transformer on the two datasets. The evaluation is conducted on both the transformer encoder and the transformer decoder.**

| Spatial Transformer PE in Encoder | Channel Transformer PE in Encoder | WHU IOU | WHU OA | WHU F1 | INRIA IOU | INRIA OA | INRIA F1 |
|----------------------------------|-----------------------------------|---------|--------|--------|-----------|----------|---------|
| ×                                | ×                                 | 88.41   | 98.75  | 93.76  | 76.79     | 96.11    | 86.28   |
| ✓                                | ×                                 | 86.35   | 98.46  | 92.64  | 76.66     | 96.07    | 86.21   |
| ×                                | ✓                                 | 85.65   | 98.42  | 92.14  | 75.71     | 95.96    | 85.69   |
| ✓                                | ✓                                 | 85.72   | 98.42  | 92.17  | 76.06     | 96.00    | 85.78   |
| ✓                                | ✓                                 | 89.01   | 98.80  | 94.13  | 77.12     | 96.19    | 86.49   |

3.2.4. Token Probabilistic Maps

In our method, the sparse tokens of the transformer input are directly sampled based on the token probabilistic maps. We experiment on the following different methods to generate the probabilistic maps.

- **Max.** Taking the pixel-wise maximum value along the channel dimension of \( X \) to generate the spatial probabilistic map and applying maxpooling2d on \( X \) to obtain the channel probabilistic map;
- **Mean.** Taking the pixel-wise mean value along the channel dimension of \( X \) to get the spatial probabilistic map and applying average pooling2d on \( X \) to obtain the channel probabilistic map;
- **Predict.** Applying convolutional layers mentioned in Table 1 to generate the probabilistic maps and employing the auxiliary loss to provide extra training supervision;
- **Predict\(^*\).** Applying convolutional layers mentioned in Table 1 to generate the probabilistic maps without the auxiliary loss and sampling sparse tokens from \( X_{A_s} \) and \( X_{A_c} \) instead of \( X \).

Table 7 shows the evaluation results. We can see that **Max** behaves better, compared with **Mean**, which means that the token probabilistic maps with high responses are more suitable for token selection. As the **Predict\(^*\)** and **Predict** in the table show, the accuracy drops noticeably when the supervision of the probabilistic map branch is removed. It may be because the probabilistic maps are hard to learn implicitly. We have also tried to introduce an additional prediction branch to directly predict the coordinate offsets from the feature map but we found that the performance is not as good as we expected.

**Table 7. Evaluations on different ways of generating token probabilistic maps in our method. †: Without auxiliary loss to generate probabilistic maps.**

| Method    | WHU IOU | WHU OA | WHU F1 | INRIA IOU | INRIA OA | INRIA F1 |
|-----------|---------|--------|--------|-----------|----------|---------|
| ResNet18(S4) † | 84.54   | 98.29  | 91.47  | 75.14     | 95.82    | 85.19   |
| Max       | 86.35   | 98.46  | 92.64  | 76.66     | 96.07    | 86.21   |
| Mean      | 85.65   | 98.42  | 92.14  | 75.71     | 95.96    | 85.69   |
| Predict\(^*\) | 85.72   | 98.42  | 92.17  | 76.06     | 96.00    | 85.78   |
| Predict   | 89.01   | 98.80  | 94.13  | 77.12     | 96.19    | 86.49   |

3.2.5. Loss Functions

We test different values of the balancing factor \( \alpha \) in our loss functions. We can see from Table 8 that, when we gradually increase \( \alpha \), the accuracy increases first but then drops quickly. A larger \( \alpha \) will make the model concentrate more on the token selection but will also cause the model to ignore the final prediction output. We have also tried an alternative way of training, that is, obtaining a pretrained model by first training the CNN extractor
and the auxiliary loss branch for 300 epochs. In this way, we can obtain a more stable token sampler first. We can see that the model without pretraining performs slightly worse than that with the pretraining. This suggests the effectiveness of pretraining.

Table 8. Accuracy of our method SST \((R18, S4)\) with different loss balancing factors \(\alpha\), and w/ or w/o using pretraining.

| \(\alpha\) | Pretrain | WHU  | INRIA |
|----------|----------|------|-------|
|          |          | IoU  | OA    | IoU  | OA    |
| 1        | ×        | 88.09| 98.71 | 93.58| 76.44 | 96.07| 86.05|
| 0.1      | ×        | 88.57| 98.74 | 93.90| 76.50 | 96.08| 86.07|
| 0.01     | ×        | 88.71| 98.77 | 93.96| 76.78 | 96.13| 86.28|
| 0.001    | ×        | 88.66| 98.75 | 93.95| 76.95 | 96.14| 86.39|
| 0.0001   | ×        | 88.24| 98.71 | 93.68| 76.64 | 96.09| 86.19|
| 1        | ✓        | 88.35| 98.73 | 93.76| 76.58 | 96.07| 86.14|
| 0.1      | ✓        | 88.77| 98.78 | 93.99| 76.76 | 96.11| 86.26|
| 0.01     | ✓        | 88.90| 98.78 | 94.07| 76.99 | 96.14| 86.43|
| 0.001    | ✓        | 89.01| 98.80 | 94.13| 77.12 | 96.19| 86.49|
| 0.0001   | ✓        | 88.84| 98.79 | 94.03| 76.69 | 96.10| 86.21|

3.3. Comparison to the State-of-the-Art

We compare our method with other state-of-the-art building extraction methods and those well-known image labeling methods, including UNet [41], SegNet [42], DeepLabV3 [44], DANet [63], SETR [27], ESFNet [56], MAP-Net [46], BRRNet [12], SRI-Net [38], and DANet [62]. Since there are some missing metrics in their literature, we implement all the methods following their official guidance or their codes, and obtain convincing results. Table 9 shows the overall comparative results. We make the following conclusions: (i) As for the CNN part, applying stage 5 instead of 4 causes a minor drop in the accuracy for both VGG16 or ResNets. This suggests the importance of using high-resolution feature map for building extraction; (ii) When we use both transformer decoded features and the local CNN features at the same time, the accuracy is significantly improved. For example, the IoU of SST \((R18, S4)\) exceeds the original ResNet18 \((S4)\) by 4.47/1.98 points on the WHU dataset and the INRIA dataset, respectively. The SST can further have a slight improvement when using CNNs with higher capacity (VGG16 and Resnet50); (iii) Based on the same backbone ResNet18, our SST \((R18, S4)\) surpasses the DeepLabV3 by 8.32/3.22 points on IoU, and the DANet by 7.79/1.1 points. For UNet and SegNet, they achieve IoUs of 87.52/85.13 and 77.29/76.32 separately on the two datasets. SST \((R18, S4)\) outperforms them on the WHU dataset and achieves an IoU of 89.01. On the INRIA dataset, SST \((R18, S4)\) is only 0.17 lower than UNet and outperforms SegNet by 0.8. Remarkably, SST \((R18, S4)\) has fewer parameters and multiply–accumulate operations than Unet and SegNet. It runs around 3.8 times faster than Unet. Although the speed of SST \((R18, S4)\) is lower than DeepLabV3 and DANet, the SST \((R18, S4)\) has much higher accuracy than these two models; (iv) SETR [27] has the lowest performance among these approaches, −13.09/−6.78 lower than SST \((R18, S4)\) over IoU. This is because SETR employs a transformer-based encoder applied to the original image patches, with the transformer solely responsible for encoding and extracting features from the bottom to the top. There is no involvement of CNN. It can make extracting effective features extremely difficult, as it destroys the explicit spatial relationship between image pixels. According to recent research, its performance is highly dependent on the data capacity; typically, the larger the dataset, the better the results. As a result, SETR’s performance in our study decreases more rapidly for our small datasets (in comparison to natural image datasets); (v) Compared with state-of-the-art methods in building extraction, SST also achieves competitive performance. The ESFNet runs three times faster than SST \((R18, S4)\) with 0.55M parameters; however, the IoUs are only 83.81/71.28 on the two datasets, −5.2/−5.84 lower than SST \((R18, S4)\). SST \((R50, S4)\) achieves the state-of-the-art with high-speed inference compared with other building extraction models.
Table 9. Comparison with some well-known image labeling methods and state-of-the-art building extraction methods on the WHU and INRIA building datasets. UNet, SegNet, DANet, and DeepLabV3 are commonly used methods for segmentation tasks in CNN framework. SETR is a transformer-based method for segmentation. The methods mentioned in the second row are all based on the CNN framework for specific building extraction tasks. To validate the efficiency, we report number of parameters (Params.), multiply-accumulate operations (MACs) and images with 512 × 512 pixels per second on a 2080Ti GPU (Throughput).

| Model           | Params.(M) | MACs(G) | Throughput | WHU   | INRIA  |
|-----------------|------------|---------|------------|-------|--------|
|                 |            |         |            | IoU   | OA     | F1     | IoU   | OA     | F1     |
| UNet [41]       | 17.27      | 160.48  | 823        | 87.52 | 98.65  | 93.11  | 77.29 | 96.25  | 86.56  |
| SegNet [42]     | 29.44      | 160.56  | 748        | 85.13 | 98.36  | 91.74  | 76.32 | 96.10  | 85.83  |
| DANet [63]      | 17.39      | 22.33   | 5787       | 81.22 | 97.82  | 89.57  | 76.02 | 95.94  | 85.80  |
| DeepLabV3 [44]  | 15.31      | 20.06   | 7162       | 80.69 | 97.76  | 89.24  | 73.90 | 95.94  | 84.39  |
| SETR [27]       | 64.56      | 34.46   | 1105       | 75.92 | 97.13  | 87.75  | 70.34 | 94.87  | 82.06  |
| DAN-Net [62]    | 1.98       | 75.29   | 183        | 86.69 | 98.80  | 92.81  | 76.63 | 96.08  | 86.17  |
| MAP-Net [46]    | 24.02      | 94.38   | 231        | 88.99 | 98.82  | 94.12  | 76.91 | 96.13  | 86.34  |
| SRI-Net [38]    | 13.86      | 176.64  | 257        | 88.84 | 98.73  | 93.98  | 76.84 | 96.12  | 86.32  |
| BRRNet [12]     | 17.341     | 255.12  | 491        | 89.03 | 98.81  | 94.14  | 77.05 | 96.47  | 86.61  |
| ESFNet [56]     | 0.55       | 89.26   | **9716**   | 83.81 | 98.16  | 91.13  | 71.28 | 95.08  | 82.47  |
| VGG16(S5, BN)   | 17.88      | 92.24   | 1952       | 85.20 | 98.35  | 91.77  | 77.90 | 96.31  | 87.02  |
| VGG16(S4, BN)   | 7.85       | 81.96   | 2078       | 86.28 | 98.49  | 92.47  | 77.99 | 96.36  | 87.08  |
| SST(V16, S4, BN) (Ours) | 17.09 | 82.43   | 1632       | 89.37 | 98.84  | 94.11  | 79.15 | 96.56  | 87.81  |
| ResNet18(S5)    | 12.12      | 13.37   | 3924       | 84.14 | 98.18  | 91.33  | 74.80 | 95.74  | 85.00  |
| ResNet18(S4)    | 2.84       | **10.31** | 4385     | 84.54 | 98.29  | 91.47  | 75.14 | 95.82  | 85.19  |
| SST(R18, S4) (Ours) | 12.01 | 10.71   | 3134       | 89.01 | 98.80  | 94.13  | 77.12 | 96.19  | 86.49  |
| ResNet50(S5)    | 38.49      | 70.39   | 1311       | 86.47 | 98.50  | 92.50  | 78.04 | 96.34  | 87.08  |
| ResNet50(S4)    | 9.37       | 51.65   | 1462       | 86.88 | 98.50  | 92.95  | 78.12 | 96.40  | 87.13  |
| SST(R50, S4) (Ours) | 18.74 | 52.25   | 1166       | **90.48** | 98.97  | **94.97** | 79.42 | **96.59** | **87.99** |

The results of the semantic segmentation visualization on the two datasets are shown in Figure 4. To facilitate viewing, we use different colors to represent TP (white), TN (black), FP (red), and FN (green). As can be seen, STT(R18, S4) produces superior results to the others. To begin, our STT(R18, S4) is capable of avoiding false positive samples (e.g., Figure 4c,d,g,h)). Our method has enhanced the relationship between buildings, allowing it to distinguish objects that are similar to buildings more accurately. Second, STT(R18, S4) is well-suited to handling large buildings, as evidenced by the relative intact prediction results (e.g., Figure 4d,e,h,j)). This demonstrates that our proposed method is capable of achieving a larger receptive field through transformers. As a contrast, some other methods provide the segmentation results containing holes with a limited receptive field. Finally, STT(R18, S4) is more likely to segment entire buildings with accurate edges, which is consistent with our motivation—retaining both local details and global context. In contrast to other methods that blur the edges of the building, the segmentation map of our method still retains a high response value in the edges (when zoomed in, it becomes easier to see).
Figure 4. The results of different methods on samples from the WHU (a–e) and INRIA (f–j) building datasets are visualized. The figure is colored differently to facilitate viewing, with white representing true positive pixels, black representing true negative pixels, red representing false positive pixels, and green representing false negative pixels.
4. Discussion

4.1. Visualization Analysis

4.1.1. Spatial Probabilistic Maps

We conceive that the spatial probabilistic map can correctly reflect the exact candidate positions of the tokens. The sparse tokens can well represent the effective information for building extracting. For better understanding the candidate positions in the sparse token sampler, we show some examples of the spatial probabilistic maps $A_s$ produced by SST(R18, S4) from WHU and INRIA building datasets. Figure 5 shows the visualization of the spatial probabilistic maps with a pixel resolution of $32 \times 32$. The red color represents a high value and the blue color denotes a low value. We can see that most high-response regions are buildings whereas those low-response regions are backgrounds. The selected sparse feature tokens in the spatial channel can well represent the buildings.

![Figure 5. Visualization of the spatial probabilistic maps. The rows from top to bottom are the input image, the spatial probabilistic map, and the ground truth label, respectively. High values are shown in red color and lower values are shown in blue. The heatmaps are taken from spatial map generator with pixel resolution of $32 \times 32$.](image)

4.1.2. Channel Probabilistic Maps

In Figure 6, we show the channel probabilistic map and the channel-wise tokens sampled by the sparse token sampler. We can see that the feature map with the highest channel probability value reflects the location distribution of the buildings very well. We select the top five channel tokens for visualization. As is shown in this figure, different channel tokens have a different abstraction of buildings and context. Some of them highlight the exact building locations while some reflect more on the relationships between the buildings and their backgrounds. These sparse channel-wise tokens are more likely to cover the whole needed information to extract a more accurate segmentation mask.
Figure 6. Visualization of channel probabilistic maps and their importance values. There are 4 samples from WHU and INRIA datasets. The left-most column shows input images. The right-most column shows the ground truth labels. The channel importance bars are plotted below for each images. The other 5 columns shows the heatmaps, which are taken from feature extractor with pixel resolution of $32 \times 32$ according to the channel probabilistic map. Here, we only pick the top-5 for visualization.
4.2. Experimental Result Analysis

The experimental results show that our proposed method can improve the building segmentation performance for remote sensing images with low computation consumption. By introducing the two-pathway transformers, STT makes a significant improvement on metrics compared with baseline, which demonstrates that the design can help for more accurate segmentation results for building the extraction task. Besides, with a different backbone, the performance of STT receives a minor fluctuation, but the baseline achieves a more apparent fluctuation. It could illustrate that STT can benefit little from a feature extractor with a higher capability. Because the general performance for building extraction has reached a relatively high level by applying sparse transformers. That may be why STT can achieve comparable segmentation accuracy with a lightweight backbone. Due to full-image receptive field provided by transformers, STT behaves better in segmentation tasks compared with those methods made of stacking-convolution layers. Additionally, our method remains highly efficient in GPU memory usage and computation by designing the sparse sampler to retrieve valuable visual tokens. Because it is these minority tokens that form the elements to apply the attention mechanism and reduce the computational complexity in the original transformers.

4.3. Limitations and Future Work

Although the experimental results on the Wuhan University Aerial Building Dataset (WHU) and the Inria Aerial Image Labeling Dataset (INRIA) demonstrate the effectiveness and efficiency of our proposed method, STT still has some limitations. First, we regard buildings as a set of sparse feature vectors in the feature space. Thus we can apply a sparse token sampler to obtain a small number of valuable tokens which can speed up the computation in constructing global context information. It is also this motivation that makes STT specific for some application situations. It would be more friendly to discrete, countable, and size-proper objects. Second, as for the sparse token number in STT, we conduct controlled experiments and finally receive 64 sparse spatial tokens and 16 sparse channel tokens for each image. However, it is obvious that different images contain the different number of buildings. The discrete tokens, which value much to extract more accurate buildings, should not be a fixed number. We have to come to terms with a concise design. Surely, there may be a choice for tackling the problem. Third, the process of retrieving top-k high-response indices is taken by numerical comparison. In our experiments, we find that this procedure takes a long time to finish, so further speed is limited.

This paper contributes an idea for efficiently applying transformers to segmentation tasks. In order to make better use of this idea, we can try to consider and resolve the following issues. From the limitations mentioned above, instead of numerical comparisons, we could achieve a method that automatically obtains potential valuable candidate positions by lightweight convolutional layers. In this way, the efficiency of the network will be further improved. Furthermore, to discover the potential of this method, we will adapt it to change detection tasks in remote sensing images. Focusing on synthetic changes in remote sensing images, this method is more likely to exert strengths in this situation where the change detection task performs more separate, modest and moderate segmentation instances.

5. Conclusions

In this work, we propose an efficient transformer-based building extraction method for remote sensing images. We use transformers to model global contextual information based on the sparse tokens generated by a sparse token sampler. Extensive experiments demonstrated the efficiency and effectiveness of the proposed model. Our method, SST(R18, S4), outperforms its baseline ResNet18(S4) by a large margin, with +4.47 points in the IoU metric on the WHU building dataset without reducing its inference speed. Comparing with other state-of-the-art building extraction methods, SST has a much faster inference speed and at the same time has a comparative accuracy performance. The analysis of
computational complexity also proves that the method in this paper is more efficient than the traditional transformer models.
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