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Abstract

This paper studies the cooperative training of two probabilistic models of signals such as images. Both models are parametrized by convolutional neural networks (ConvNets). The first network is a descriptor network, which is an exponential family model or an energy-based model, whose feature statistics or energy function are defined by a bottom-up ConvNet, which maps the observed signal to the feature statistics. The second network is a generator network, which is a non-linear version of factor analysis. It is defined by a top-down ConvNet, which maps the latent factors to the observed signal. The maximum likelihood training algorithms of both the descriptor net and the generator net are in the form of alternating back-propagation, and both algorithms involve Langevin sampling. We observe that the two training algorithms can cooperate with each other by jumpstarting each other’s Langevin sampling, and they can be naturally and seamlessly interwoven into a CoopNets algorithm that can train both nets simultaneously.

1. Introduction

1.1. Two ConvNets of opposite directions

We begin with a story that the reader of this paper can readily relate to. A student writes up an initial draft of a paper. His advisor then revises it. After that they submit the revised paper for review. The student then learns from his advisor’s revision, while the advisor learns from the outside review. In this story, the advisor guides the student, but the student does most of the work.

This paper is about two probabilistic models of signals such as images, and they play the roles of teacher and student as mentioned above. Both models are parametrized by convolutional neural networks (ConvNets or CNNs) (LeCun et al., 1998; Krizhevsky et al., 2012). They are of opposite directions. One is bottom-up, and the other is top-down, as illustrate by the following diagram:

\[
\begin{align*}
\text{Bottom-up ConvNet} & \quad \text{Top-down ConvNet} \\
\text{features} & \quad \text{latent variables} \\
\uparrow & \quad \downarrow \\
\text{signal} & \quad \text{signal} \\
(a) & \quad (b)
\end{align*}
\]

The simultaneous training of such two nets was first studied by the recent work of (Kim & Bengio, 2016). These two nets belong to two major classes of probabilistic models. (a) The exponential family models or the energy-based models (LeCun et al., 2006; Hinton, 2002) or the Markov random field models (Zhu et al., 1997; Roth & Black, 2005), where the probability distribution is defined by the feature statistics or the energy function computed from the signal by a bottom-up process. (b) The latent variable models or the directed graphical models, where the signal is assumed to be a transformation of the latent factors that follow a known prior distribution. The latent factors generate the signal by a top-down process. A classical example is factor analysis (Rubin & Thayer, 1982).

The two classes of models have been contrasted by (Zhu, 2003; Guo et al., 2003; Teh et al., 2003; Wu et al., 2008; Ngiam et al., 2011). (Zhu, 2003; Guo et al., 2003) called the two classes of models the descriptive models and the generative models respectively. Both classes of models can benefit from the high capacity of the multi-layer ConvNets. (a) In the exponential family models or the energy-based models, the feature statistics or the energy function can be defined by a bottom-up ConvNet that maps the signal to the features (Ngiam et al., 2011; Dai et al., 2015; Lu et al., 2016; Xie et al., 2016), and the energy function is usually the sum or a linear combination of the features at the top layer. We call the resulting model a descriptive network or
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Figure 1. The flow chart of Algorithm D for training the descriptor net. The updating in Step D2 is based on the difference between the observed examples and the synthesized examples. The Langevin sampling of the synthesized examples from the current model in Step D1 can be time consuming.

Figure 2. The flow chart of Algorithm G for training the generator net. The updating in Step G2 is based on the observed examples and their inferred latent factors. The Langevin sampling of the latent factors from the current posterior distribution in Step G1 can be time consuming.

a descriptor net following (Zhu, 2003), because it is built on descriptive feature statistics. (b) In the latent variable models or the directed graphical models, the transformation from the latent factors to the signal can be defined by a top-down ConvNet (Zeiler & Fergus, 2014; Dosovitskiy et al., 2015), which maps the latent factors to the signal. We call the resulting model a generative network or generator net following (Goodfellow et al., 2014), who proposed such a model in their work on the generative adversarial networks (GAN).

In this article, we assume that the two nets have separate structures and parameters. What we shall do is to fuse the maximum likelihood training algorithms of these two nets. Although each training algorithm can stand on its own, their fusion fuels the Markov chain Monte Carlo (MCMC) for sampling the descriptor net, and turns the training of the generator net from unsupervised learning into supervised learning. This fusion leads to a cooperative training algorithm that interweaves the steps of the two algorithms seamlessly. We call the resulting algorithm the CoopNets algorithm, and we show that it can train both nets simultaneously.

1.2. Two algorithms of alternating back-propagation

Both the descriptor net and the generator net can be learned from the training examples by maximum likelihood.

The training algorithm for the descriptor net alternates between the following two steps (Xie et al., 2016). We call it Algorithm D. See Figure 1 for an illustration.

Step D1 for Langevin revision: Sampling synthesized examples from the current model by Langevin dynamics (Neal, 2011; Girolami & Calderhead, 2011). We call this step Langevin revision because it keeps revising the current synthesized examples.

Step D2 for density shifting: Updating the parameters of the descriptor net based on the difference between the observed examples and the synthesized examples obtained in D1. This step is to shift the high probability regions of the descriptor from the synthesized examples to the observed examples.

Both steps can be powered by back-propagation. The algorithm is thus an alternating back-propagation algorithm.

In Step D1, the descriptor net is dreaming by synthesizing images from the current model. In Step D2, the descriptor updates its parameters to make the dream more realistic.

The training algorithm for the generator net alternates between the following two steps (Han et al., 2017). We call it Algorithm G. See Figure 2 for an illustration.

Step G1 for Langevin inference: For each observed example, sample the latent factors from the current posterior distribution by Langevin dynamics. We call this step Langevin inference because it infers the latent factors for each observed example, in order for the inferred latent variables to explain or reconstruct the observed examples.

Step G2 for reconstruction: Updating the parameters of the generator net based on the observed examples and their inferred latent factors obtained in G1, so that the inferred latent variables can better reconstruct the observed examples.

Both steps can be powered by back-propagation. The algorithm is thus an alternating back-propagation algorithm.

The training algorithm for generator net is similar to the EM algorithm (Dempster et al., 1977), where step G1 can be mapped to the E-step, and step G2 can be mapped to the M-step. It is an unsupervised learning algorithm because the latent factors are unobserved.

In Step G1, the generator net is thinking about each observed example by inferring the latent factors that can reconstruct it. The thinking involves explaining-away rea-
soning: the latent factors compete with each other in the Langevin inference process to explain the example. In Step G2, the generator net updates its parameters to make the thinking more accurate.

Compared to Step D2, Step G2 is also a form of density shifting from the current reconstructed examples towards the observed examples, but it requires inferring the latent factors for each observed example.

1.3. CoopNets algorithm: reconstruct the revisions

The two algorithms can operate separately on their own (Xie et al., 2016; Han et al., 2017). But just like the case with the student and the advisor, they benefit from cooperating with each other, where the generator net plays the role of the student, and the descriptor net plays the role of the advisor.

The needs for cooperation stem from the fact that the Langevin sampling in Step D1 and Step G1 can be time-consuming. If the two algorithms cooperate, they can jumpstart each other’s Langevin sampling in D1 and G1. The resulting algorithm, which we call the CoopNets algorithm, naturally and seamlessly interweaves the steps in the two algorithms with minimal modifications.

In more plain language, while the descriptor needs to dream hard in Step D1 for synthesis, the generator needs to think hard in Step G1 for explaining-away reasoning. On the other hand, the generator is actually a much better dreamer because it can generate images by direct ancestral sampling, while the descriptor does not need to think in order to learn.

Specifically, we have the following steps in the CoopNets algorithm:

**Step G0 for generation:** Generate the initial synthesized examples using the generator net. These initial examples can be obtained by direct ancestral sampling.

**Step D1 for Langevin revision:** Starting from the initial synthesized examples produced in Step G0, run Langevin revision dynamics for a number of steps to obtain the revised synthesized examples.

**Step D2 for density shifting:** The same as before, except that we use the revised synthesized examples produced by Step D1 to shift the density of the descriptor towards the observed examples.

**Step G1 for Langevin inference:** The generator net can learn from the revised synthesized examples produced by Step D1. For each revised synthesized example, we know the values of the latent factors that generate the corresponding initial synthesized example in Step G0, therefore we may simply infer the latent factors to be their known values given in Step G0, or initialize the Langevin inference dynamics in Step G1 from the known values.

**Step G2 for reconstruction:** The same as before, except that we use the revised synthesized examples and the inferred latent factors obtained in Step G1 to update the generator. The generator in Step G0 generates and thus reconstructs the initial synthesized examples. Step G2 updates the generator to reconstruct the revised synthesized examples. The revision of the generator accounts for the revisions made by the Langevin revision dynamics in Step D1.

Figure 3 shows the flow chart of the CoopNets algorithm. The generator is like the student. It generates the initial draft of the synthesized examples. The descriptor is like the advisor. It revises the initial draft by running a number of Langevin revisions. The descriptor learns from the outside review, which is in the form of the difference between the observed examples and the revised synthesized examples. The generator learns from how the descriptor revises the initial draft by reconstructing the revised draft. Such is the tale of two nets.

The reason we let the generator net learn from the revised synthesized examples instead of the observed examples is that the generator does not know the latent factors that generate the observed examples, and it has to think hard to infer them by explaining-away reasoning. However, the
generator knows the latent factors that generate each initial synthesized example, and thus it essentially knows the latent factors when learning from the revised synthesized examples. By reconstructing the revised synthesized examples, the generator traces and accumulates the Langevin revisions made by the descriptor. This cooperation is thus beneficial to the generator by relieving it the burden of inferring the latent variables.

While the generator may find it hard to learn from the observed examples directly, the descriptor has no problem learning from the observed examples because it only needs to compute the bottom-up features deterministically. However, it needs synthesized examples to find its way to shift its density, and they do not come by easily. The generator can provide unlimited number of examples, and in each learning iteration, the generator supplies a completely new batch of independent examples on demand. The descriptor only needs to revise the new batch of examples instead of generating a new batch by itself from scratch. The generator has memorized the cumulative effect of all the past Langevin revisions, so that it can produce new samples in one shot. This cooperation is thus beneficial to the descriptor by relieving it the burden of synthesizing examples from scratch.

In terms of density shifting, the descriptor shifts its density from the revised synthesized examples towards the observed examples in Step D2, and the generator shifts its density from the initial synthesized examples towards the revised synthesized examples in Step G2 by reconstructing the latter.

In terms of energy function, the descriptor shifts its low energy regions towards the observed examples, and it induces the generator to map the latent factors to its low energy regions. It achieves that by stochastically relaxing the synthesized examples towards low energy regions, and let the generator track the synthesized examples.

True to the essence of learning, the two nets still learn from the data. The descriptor learns from the observed data and teaches the generator through the synthesized data. Specifically, they collaborate and communicate with each other through synthesized data in the following three versions (S stands for synthesis). (S1) The generator generates the initial draft. (S2) The descriptor revises the draft. (S3) The generator reconstructs the revised draft.

2. Related work

Our work is inspired by the generative adversarial networks (GAN) (Goodfellow et al., 2014; Denton et al., 2015; Radford et al., 2015). In GAN, the generator net is paired with a discriminator net. The two nets play adversarial roles. In our work, the generator net and the descriptor net play cooperative roles, and they feed each other the synthesized data. The learning of both nets is based on maximum likelihood, and the learning process is quite stable because of the cooperative nature and the consistent direction of the two maximum likelihood training algorithms. In maximum likelihood training, the models charge all the training examples uniformly, just avoiding the mode collapsing issue. The maximum likelihood training is also more efficient statistically than discriminative learning when the sample size is small.

The connection between the descriptor and the discriminator has been explored by (Xie et al., 2016), where the descriptor can be derived from the discriminator. See also earlier work by (Tu, 2007; Welling et al., 2002).

Our work is similar to the recent work of (Kim & Bengio, 2016). In fact, the settings of the two nets are essentially the same. In their work, the generator is learned from the current descriptor by minimizing the Kullback-Leibler divergence from the generator to the current descriptor, which can be decomposed into an energy term and an entropy term, with the latter approximated based on quantities produced by batch normalization (Ioffe & Szegedy, 2015). Their work avoids MCMC sampling, in particular, their work does not involve revising and reconstructing the synthesized examples, which plays a pivotal role in our method. In their work, the descriptor acts on the generator directly, whereas in our work, the descriptor acts on the generator through the synthesized data.

Despite the difference, there is an interesting connection between our work and (Kim & Bengio, 2016): while (Kim & Bengio, 2016) seeks to minimize the Kullback-Leibler divergence from the generator to the current descriptor, the Langevin revision dynamics in our work runs a Markov chain from the current generator to the current descriptor, and it automatically and monotonically decrease the Kullback-Leibler divergence from the distribution of the revised synthesized data to the distribution of the current descriptor (to zero in the time limit), which is an important property of the Markov chain that underlies the second law of thermodynamics and the so-called “arrow of time.” (Cover & Thomas, 2012) The revised synthesized data are then fed to the generator for it to reconstruct the effect of the Langevin revisions. Therefore our learning method is consistent with that of (Kim & Bengio, 2016). In fact, the energy and entropy terms in the learning objective function in (Kim & Bengio, 2016) correspond to the gradient and noise terms of the Langevin dynamics in our work, but the Langevin dynamics relieves us the need to approximate the intractable entropy term.

Our work is related to the contrastive divergence algorithm (Hinton, 2002) for training the descriptor net. The contrastive divergence initializes the MCMC sampling from
the observed examples. The CoopNets algorithm initializes the Langevin sampling from the examples supplied by the generator.

Our work is somewhat related to the generative stochastic network of (Thibodeau-Lafer et al., 2014), which learns the Markov transition probability directly. In our work, the generator serves to absorb the cumulative effect of all the past Markov transitions (i.e., the Langevin revisions) of the descriptor and reproduce it in one shot.

Our work appears to be related to knowledge distilling (Hinton et al., 2015). In our work, the descriptor distills its knowledge to the generator.

Our work bears similarity to the co-training method of (Blum & Mitchell, 1998). The two learners in our work are of different directions, and they feed each other the synthesized data, instead of class labels.

3. Two nets and two algorithms

This section reviews the descriptor net and the generator net. The review of the descriptor net mainly follows (Xie et al., 2016). The review of the generator net mainly follows (Han et al., 2017).

3.1. Descriptor net and training algorithm

The descriptor net has its root in exponential family model in statistics and in energy-based model in machine learning. Let \( Y \) be the signal, such as an image, a video sequence, or a sound sequence. The descriptor model is in the form of exponential tilting of a reference distribution (Xie et al., 2016):

\[
P_D(Y; W_D) = \frac{1}{Z(W_D)} \exp\left[ f(Y; W_D) \right] q(Y).
\]

\( q(Y) \) is the reference distribution such as Gaussian white noise

\[
q(Y) = \frac{1}{(2\pi s^2)^{D/2}} \exp\left[ -\frac{\|Y\|^2}{2s^2} \right],
\]

where \( D \) is the dimensionality of the signal \( Y \), and \( Y \sim N(0, s^2I_D) \) under \( q(Y) \) (\( I_D \) denotes the \( D \)-dimensional identity matrix), \( f(Y; W_D) \) (\( f \) stands for features) is the feature statistics or energy function, defined by a ConvNet whose parameters are denoted by \( W_D \). This ConvNet is bottom-up because it maps the signal \( Y \) to the feature statistics. See the diagram in (1). \( Z(W_D) = \int \exp\left[ f(Y; W_D) \right] q(Y) dY = E_q\{\exp[f(Y; W_D)]\} \) is the normalizing constant, where \( E_q \) is the expectation with respect to \( q \). The energy function of the model is \( E(Y; W_D) = \|Y\|^2/2s^2 - f(Y; W_D) \).

Suppose we observe training examples \( \{Y_i, i = 1, \ldots, n\} \) from an unknown data distribution \( P_{\text{data}}(Y) \). The maximum likelihood training seeks to maximize the log-likelihood function

\[
L_D(W_D) = \frac{1}{n} \sum_{i=1}^{n} \log P_D(Y_i; W_D).
\]

If the sample size \( n \) is large, the maximum likelihood estimator minimizes \( \text{KL}(P_{\text{data}}//P_D) \), the Kullback-Leibler divergence from the data distribution \( P_{\text{data}} \) to the model distribution \( P_D \).

The gradient of the \( L_D(W_D) \) is

\[
L'_D(W_D) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial W_D} f(Y_i; W_D)
- \frac{\partial}{\partial W_D} \log Z(W_D) = E_{W_D}\left[ \frac{\partial}{\partial W_D} f(Y; W_D) \right],
\]

where \( E_{W_D} \) denotes the expectation with respect to \( P_D(Y; W_D) \). The key to the above identity is that \( \frac{\partial}{\partial W_D} \log Z(W_D) = E_{W_D}[\frac{\partial}{\partial W_D} f(Y; W_D)] \).

The expectation in equation (5) is analytically intractable and has to be approximated by MCMC, such as Langevin revision dynamics, which iterates the following steps:

\[
Y_{\tau+1} = Y_\tau - \frac{\delta^2}{2} \left[ \frac{Y_\tau - \partial f(Y_\tau; W_D)}{s^2} \right] + \delta U_\tau,
\]

where \( \tau \) indexes the time steps of the Langevin dynamics, \( \delta \) is the step size, and \( U_\tau \sim N(0, 1) \) is the Gaussian white noise term. The Langevin dynamics is a process of stochastic relaxation. The gradient term seeks to reduce the energy function while the noise term provides the randomness.

We can run \( \tilde{n} \) parallel chains of Langevin dynamics according to (6) to obtain the synthesized examples \( \{\tilde{Y}_i, i = 1, \ldots, \tilde{n}\} \). The Monte Carlo approximation to \( L_D(W_D) \) is

\[
L_D(W_D) \approx \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \frac{\partial}{\partial W_D} f(Y_i; W_D)
- \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} \frac{\partial}{\partial W_D} f(\tilde{Y}_i; W_D),
\]

which is the difference between the observed examples and the synthesized examples. See (Lu et al., 2016) for details. The gradient coincides with the gradient of \( \sum_{i=1}^{\tilde{n}} E(\tilde{Y}_i; W_D)/\tilde{n} - \sum_{i=1}^{\tilde{n}} E(Y_i; W_D)/n \). That is, we shift the low density regions from \( \{Y_i\} \) to \( \{\tilde{Y}_i\} \). At zero temperature, the Langevin will become gradient descent, and the learning algorithm approximately solves the following minimax problem:

\[
\min_{\tilde{Y}_i} \max_{W_D} \left( \frac{1}{\tilde{n}} \sum_{i=1}^{\tilde{n}} E(\tilde{Y}_i; W_D) - \frac{1}{n} \sum_{i=1}^{n} E(Y_i; W_D) \right).
\]
That is, we change $W_D$ to shift the low energy regions (or local energy minima) from $\{Y_i\}$ to $\{\tilde{Y}_i\}$, and then we shift $\{\tilde{Y}_i\}$ towards the current low energy regions, so that $\{\tilde{Y}_i\}$ get close to $\{Y_i\}$.

**Algorithm 1 Algorithm D**

**Input:**
- (1) training examples $\{Y_i, i = 1, ..., n\}$
- (2) number of Langevin steps $l_D$
- (3) number of learning iterations $T$

**Output:**
- (1) estimated parameters $W_D$
- (2) synthesized examples $\{\tilde{Y}_i, i = 1, ..., \tilde{n}\}$

1: Let $t \leftarrow 0$, initialize $W_D$.
2: Initialize $\tilde{Y}_i, i = 1, ..., \tilde{n}$.
3: repeat
4: **Step D1 Langevin revision:** For each $i$, run $l_D$ steps of Langevin dynamics to update $\tilde{Y}_i$, i.e., starting from the current $\tilde{Y}_i$, each step follows equation (6).
5: **Step D2 density shifting:** Update $W_D^{t+1} = W_D^t + \gamma_t L'_D(W_D^t)$, with learning rate $\gamma_t$, where $L'_D(W_D^t)$ is computed according to (7).
6: Let $t \leftarrow t + 1$
7: until $t = T$

Algorithm 1 (Xie et al., 2016) describes the training algorithm. See Figure 1 for an illustration. Step D1 needs to compute $\frac{\partial}{\partial \theta} f(Y; W_D)$. Step D2 needs to compute $\frac{\partial}{\partial W_D} f(Y; W_D)$. The computations of both derivatives can be powered by back-propagation. Because of the ConvNet structure of $f(Y; W_D)$, the computations of the two derivatives share most of their steps in the chain rule computations.

Because the parameter $W_D$ keeps changing in the learning process, the energy landscape and the local energy minima also keep changing. This may help the Langevin revision dynamics avoid being trapped by the local energy minima.

Algorithm D is a stochastic approximation algorithm (Robbins & Monro, 1951), except that the synthesized examples are obtained by a finite number of Langevin steps in each learning iteration. The convergence of an algorithm of this type to the maximum likelihood estimate has been established by (Younes, 1999).

3.2. Generator net and training algorithm

The generator net (Goodfellow et al., 2014) has its root in factor analysis in statistics and in latent variable model or directed graphical model in machine learning. The generator net seeks to explain the signal $Y$ of dimension $D$ by a vector of latent factors $X$ of dimension $d$, and usually $d \ll D$. The model is of the following form:

$$\begin{align*}
X &\sim N(0, I_d), \\
Y &= g(X; W_G) + \epsilon, \epsilon \sim N(0, \sigma^2 I_D). \quad (9)
\end{align*}$$

$g(X; W_G)$ ($g$ stands for generator) is a top-down ConvNet defined by the parameters $W_G$. The ConvNet $g$ maps the latent factors $X$ to the signal $Y$. See the diagram in (1).

Model (9) is a directed graphical model, where $Y$ can be readily generated by first sampling $X$ from its known prior distribution $N(0, I_d)$ and then transforming $X$ to $Y$ via $g$. The joint density of model (9) is $p_G(X, Y; W_G) = p_G(Y|X; W_G)$ and

$$\log p_G(X, Y; W_G) = -\frac{1}{2\sigma^2} ||Y - g(X; W_G)||^2 - \frac{1}{2} ||X||^2 + \text{constant}, \quad (10)$$

where the constant term is independent of $X$, $Y$, and $W_G$. The marginal density is obtained by integrating out the latent factors $X$, i.e., $p_G(Y; W_G) = \int p_G(X, Y; W_G) dX$. The inference of $X$ given $Y$ is based on the posterior density $p_G(X|Y; W_G) = p_G(X, Y; W_G)/p_G(Y; W_G)$ as a function of $X$.

For the training data $\{Y_i, i = 1, n\}$, the generator net can be trained by maximizing the log-likelihood

$$L_G(W_G) = \frac{1}{n} \sum_{i=1}^{n} \log p_G(Y_i; W_G). \quad (11)$$

For large sample, $W_G$ is obtained by minimizing the Kullback-Leibler divergence $KL(P_{\text{data}}(Y)|p_G(Y; W_G))$ from the data distribution $P_{\text{data}}$ to the model distribution $P_G$.

The gradient of $L_G(W_G)$ is obtained according to the following identity

$$\begin{align*}
\frac{\partial}{\partial W_G} \log p_G(Y; W_G)
&= \frac{1}{p_G(Y; W_G)} \frac{\partial}{\partial W_G} \int p_G(X, Y; W_G) dX \\
&= \int \left[ \frac{\partial}{\partial W_G} \log p_G(Y, X; W_G) \right] \frac{p_G(Y, X; W_G)}{p_G(Y; W_G)} dX \\
&= \mathbb{E}_{P_G(X, Y; W_G)} \left[ \frac{\partial}{\partial W_G} \log p_G(Y, X; W_G) \right]. \quad (12)
\end{align*}$$

The above identity underlies the EM algorithm, where $\mathbb{E}_{P_G(X, Y; W_G)}$ is the expectation with respect to the posterior distribution of the latent factors $P_G(X|Y; W_G)$, and is computed in the E-step. The usefulness of identity (12) lies in the fact that the derivative of the complete-data log-likelihood $\log p_G(X, Y; W_G)$ on the right hand side can be obtained in closed form. In the EM algorithm, the M-step
maximizes the expectation of \( \log P_\theta(X,Y; W_\theta) \) with respect to the current posterior distribution of the latent factors.

In general, the expectation in (12) is analytically intractable, and has to be approximated by MCMC that samples from the posterior \( P_\theta(X|Y; W_\theta) \), such as the Langevin inference dynamics, which iterates

\[
X_{\tau+1} = X_\tau + \frac{\delta^2}{2} \frac{\partial}{\partial X} \log P_\theta(X_\tau, Y; W_\theta) + \delta U_\tau, \tag{13}
\]

where \( \tau \) indexes the time step, \( \delta \) is the step size, and for notational simplicity, we continue to use \( U_\tau \) to denote the noise term, but here \( U_\tau \sim N(0, I_d) \). We take the derivative of \( \log P_\theta(X,Y; W_\theta) \) in (13) because this derivative is the same as the derivative of the log-posterior \( \log P_\theta(X|Y; W_\theta) \), since \( P_\theta(X|Y; W_\theta) \) is proportional to \( P_\theta(X,Y; W_\theta) \) as a function of \( X \). The Langevin inference solves a \( \ell_2 \) penalized non-linear least squares problem so that \( X_i \) can reconstruct \( Y_i \) given the current \( W_\theta \). The Langevin inference process performs explaining-away reasoning, where the latent factors in \( X \) compete with each other to explain the current residual \( Y - g(X; W_\theta) \).

With \( X_i \) sampled from \( P_\theta(X_i | Y_i, W_\theta) \) for each observation \( Y_i \) by the Langevin inference process, the Monte Carlo approximation to \( L_\theta(W_\theta) \) is

\[
L_\theta(W_\theta) \approx \frac{1}{n} \sum_{i=1}^{n} \frac{\partial}{\partial W_\theta} \log P_\theta(X_i, Y_i; W_\theta) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sigma^2} (Y_i - g(X_i; W_\theta)) \frac{\partial}{\partial W_\theta} g(X_i; W_\theta). \tag{14}
\]

The updating of \( W_\theta \) solves a non-linear regression problem, so that the learned \( W_\theta \) enables better reconstruction of \( Y_i \) by the inferred \( X_i \). Given the inferred \( X_i \), the learning of \( W_\theta \) is a supervised learning problem (Dosovitskiy et al., 2015).

Algorithm 2 (Han et al., 2017) describes the training algorithm. See Figure 2 for an illustration. Step G1 needs to compute \( \frac{\partial}{\partial X} g(X; W_\theta) \). Step G2 needs to compute \( \frac{\partial}{\partial W_\theta} g(X; W_\theta) \). The computations of both derivatives can be powered by back-propagation, and the computations of the two derivatives share most of their steps in the chain rule computations.

Algorithm G is a stochastic approximation or stochastic gradient algorithm that converges to the maximum likelihood estimate (Younes, 1999).

4. **CoopNets algorithm**

In Algorithm D and Algorithm G, both steps D1 and G1 are Langevin dynamics. They may be slow to converge and may become bottlenecks in their respective algorithms. An interesting observation is that the two algorithms can cooperate with each other by jumpstarting each other’s Langevin sampling.

Specifically, in Step D1, we can initialize the synthesized examples by generating examples from the generator net, which does not require MCMC, because the generator net is a directed graphical model. More specifically, we first generate \( X_i \sim N(0, I_d) \), and then generate \( \tilde{Y}_i = g(X_i; W_\theta) + \epsilon_i \), for \( i = 1, ..., \tilde{n} \). If the current generator \( P_\theta \) is close to the current descriptor \( P_D \), then the generated \( \{\tilde{Y}_i\} \) should be a good initialization for sampling from the descriptor net, i.e., starting from the \( \{\tilde{Y}_i, i = 1, ..., \tilde{n}\} \) supplied by the generator net, we run Langevin dynamics in Step D1 for \( l_D \) steps to get \( \{\hat{Y}_i, i = 1, ..., n\} \), which are revised versions of \( \{Y_i\} \). These \( \{\hat{Y}_i\} \) can be used as the synthesized examples from the descriptor net. We can then update \( W_D \) according to Step D2 of Algorithm D.

In order to update \( W_\theta \) of the generator net, we treat the \( \{\hat{Y}_i, i = 1, ..., n\} \) produced by the above D1 step as the training data for the generator. Since these \( \{\hat{Y}_i\} \) are obtained by the Langevin revision dynamics initialized from the \( \{Y_i, i = 1, ..., \tilde{n}\} \) produced by the generator net with known latent factors \( \{X_i, i = 1, ..., \tilde{n}\} \), we can update \( W_\theta \) by learning from \( \{\hat{Y}_i, i = 1, ..., n\} \), which is a supervised learning problem, or more specifically, a non-linear regression of \( \hat{Y}_i \) on \( X_i \). At \( W_\theta^{(t)} \), the latent factors \( X_i \) generates and thus reconstructs the initial example \( Y_i \). After updating \( W_\theta \), we want \( X_i \) to reconstruct the revised exam-
The CoopNets algorithm approximately solves the follow-

\[ \tilde{Y}_i \]  

The two nets collaborate and communicate with each other. The operator learns well by checking whether (S3) is close to (S2). The descriptor can test whether the generator has caught up with the descriptor by fully absorbing the revision.

The left diagram in (15) illustrates the basic idea.

\[
\begin{align*}
W_G^{(t)} & \quad X_i \quad W_G^{(t+1)} \\
Y_i \quad Y_i & \quad W_D^{(t)} \quad Y_i \quad W_D^{(t+1)}
\end{align*}
\]

Algorithm 3 describes the cooperative training that interweaves Algorithm D and Algorithm G. See Figure 3 for the flow chart of the CoopNets algorithm. In our experiments, we set \( l_D = 0 \) and infer \( X_i = \tilde{X}_i \).

The learning of both the descriptor and the generator follows the “analysis by synthesis” principle (Grenander & Miller, 2007). There are three sets of synthesized examples (S stands for synthesis). (S1) Initial synthesized examples \( \{\tilde{Y}_i\} \) generated by Step G0. (S2) Revised synthesized examples \( \{\tilde{Y}_i\} \) produced by Step D1. (S3) Reconstructed synthesized examples \( \{g(X_i; W_G^{(t+1)})\} \) produced by Step G2. The descriptor shifts its density from (S2) towards the observed data, while the generator shifts its density from (S1) towards (S2) (by arriving at (S3)).

The evolution from (S1) to (S2) is the work of the descriptor. It is a process of stochastic relaxation that settles the synthesized examples in the low energy regions of the descriptor. The descriptor works as an associative memory, with (S1) being the cue, and (S2) being the recalled memory. It serves as a feedback to the generator. The reconstruction of (S2) by (S3) is the work of the generator that seeks to absorb the feedback conveyed by the evolution from (S1) to (S2). The descriptor can test whether the generator learns well by checking whether (S3) is close to (S2). The two nets collaborate and communicate with each other via synthesized data.

In the zero temperature limit, the Langevin revision dynamics becomes gradient descent on the energy function. The CoopNets algorithm approximately solves the following minimax problem:

\[
\min_{W_G} \max_{W_D} \left( E_{W_G}[E(Y; W_D)] - E_{P_{data}}[E(Y; W_D)] \right). \quad (16)
\]

That is, we change \( W_D \) to shift the low energy regions or local energy minima from the synthesized data to the observed data, and we change \( W_G \) to map the latent factors to low energy regions or local modes. The temperature should be lowered gradually so that the local energy minima have the correct probabilities.

5. Experiments

We use the MatConvNet of (Vedaldi & Lenc, 2015) for coding. For the descriptor net, we adopt the structure of (Xie et al., 2016), where the bottom-up network consists of multiple layers of convolution by linear filtering, ReLU non-linearity, and down-sampling. We adopt the structure of the generator network of (Radford et al., 2015; Dosovitskiy et al., 2015), where the top-down network consists of multiple layers of deconvolution by linear superposition, ReLU.
non-linearity, and up-sampling, with tanh non-linearity at the bottom-layer (Radford et al., 2015) to make the signals fall within \([-1, 1]\). The synthesized images we show are all generated by the descriptor net.

5.1. Learning texture patterns

We learn a separate model from each texture image. The training images are collected from the Internet, and then resized to 224 × 224. The synthesized images are of the same size as the training images.

We use a 3-layer descriptor net, where the first layer has 100 15 × 15 filters with sub-sampling rate of 3 pixels, the second layer has 70 9 × 9 filters with sub-sampling of 1, and the third layer has 30 7 × 7 filters with sub-sampling of 1. We fix the standard deviation of the reference distribution of the descriptor net to be \(s = 0.012\). We use \(L=20\) or 30 steps of Langevin revision dynamics within each learning iteration, and the Langevin step size is set at 0.003. The learning rate is 0.01.

Starting from 7 × 7 latent factors, the generator net has 5 layers of deconvolution with 5 × 5 kernels (basis functions), with an up-sampling factor of 2 at each layer. The standard deviation of the noise vector is \(\sigma = 0.3\). The learning rate is \(10^{-6}\). The number of generator learning steps is 1 at each cooperative learning iteration.

We run \(10^4\) cooperative learning iterations to train the CoopNets. Figure 4 displays the results of generating texture patterns. For each category, the first image is the training image, and the rest are 3 of the images generated by the learning algorithm. We run \(\tilde{n} = 6\) parallel chains for the first example, where images from 3 of them are presented. We run a single chain for the rest examples, where the synthesized images are generated at different iterations. Even though we run a single chain, it is as if we run an infinite number of chains, because in each iteration, we run Langevin revision dynamics from a new image sampled from the generator.

5.2. Learning object patterns

We learn a separate model for each object pattern. The training images are collected from the Internet, and then resized to 64 × 64. The number of training images for each category is about 5. The structure of the generator network is the same as (Radford et al., 2015; Dosovitskiy et al., 2015). We adopt a 3-layer descriptor net. The first layer has 100 4 × 4 filters with sub-sampling of 2, the second layers has 64 2 × 2 filters with sub-sampling of 1, and the third layer is a fully connected layer with single channel output. We fix the standard deviation of the reference distribution of the descriptor net to be \(s = 0.016\). We use \(L=10\) steps of Langevin revision dynamics within each learning iteration.

Figure 4. Generating texture patterns. Each row displays one texture experiment, where the first image is the training image, and the rest are 3 of the images generated by the CoopNets algorithm.
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Figure 5. Generating object patterns. Each row displays one object experiment, where the first 4 images are 4 of the training images, and the rest are 4 of the images generated by the CoopNets algorithm.

Figure 6. Generating human face pattern. The synthesized images are generated by the coopNets algorithm that learns from 10,000 images.

Figure 7. Row 1: ground-truth images. Row 2: testing images with occluded pixels. Row 3: recovered images by our method.

iteration, and the Langevin step size is set at 0.005. The learning rate is 0.07. We run 3,000 cooperative learning iterations to train the model. Figure 5 displays the results. Each row displays an experiment, where the first 4 images are 4 of the training images and the rest are generated images.

We also conduct an experiment on human faces, where we adopt a 4-layer descriptor net. The first layer has 96 $5 \times 5$ filters with sub-sampling of 2, the second layers has 128 $5 \times 5$ filters with sub-sampling of 2, the third layer has 256 $5 \times 5$ filters with sub-sampling of 2, and the final layer is a fully connected layer with 50 channels as output. We reduce the Langevin step size to 0.002. The training data are 10,000 human faces randomly selected from CelebA dataset (Liu et al., 2015). We run 600 cooperative learning iterations. Figure 6 displays 144 synthesized human faces by the descriptor net.

To quantitatively test whether we have learned a good generator net $g(X; W_G)$ even though it has never seen the training images directly in the training stage, we apply it to the task of recovering the occluded pixels of testing images.
For each occluded testing image $Y$, we use Step G1 of Algorithm G to infer the latent factors $X$. The only change is with respect to the term $\|Y - g(X; W_G)\|^2$, where the sum of squares is over all the observed pixels of $Y$ in backpropagation computation. We run 1000 Langevin steps, initializing $X$ from $\mathcal{N}(0, I_d)$. After inferring $X$, the completed image $\hat{g}(X; W_G)$ is automatically obtained. We design 3 experiments, where we randomly place a $20 \times 20$, $30 \times 30$, or $40 \times 40$ mask on each $64 \times 64$ testing image. These 3 experiments are denoted by M20 M30, and M40 respectively (M for mask). We report the recovery errors and compare our method with 8 different image inpainting methods. Methods 1 and 2 are based on Markov random field prior where the nearest neighbor potential terms are $\ell_2$ and $\ell_1$ differences respectively. Methods 3 to 8 are interpolation methods. Please refer to (D’Errico, 2004) for more details. Table 1 displays the recovery errors of the 3 experiments, where the error is measured by per pixel difference between the original image and the recovered image on the occluded region, averaged over 100 testing images. Fig. 5.2 displays some recovery results by our method. The first row shows the original images as the ground truth. The second row displays the testing images with occluded pixels. The third row displays the recovered images by the generator net trained by the CoopNets algorithm on the 10,000 training images. Our method outperforms the other methods in terms of recovery accuracy.

### 5.3. Learning scene patterns

We then conduct an experiment on synthesizing images of categories from Imagenet ILSVRC2012 dataset (Deng et al., 2009) and MIT places205 dataset (Zhou et al., 2014). We adopt a 4-layer descriptor net. The first layer has 64 $5 \times 5$ filters with sub-sampling of 2, the second layers has 128 $3 \times 3$ filters with sub-sampling of 2, the third layer has 256 $3 \times 3$ filters with sub-sampling of 1, and the final layer is a fully connected layer with 100 channels as output. We set the number of Langevin dynamics steps in each learning iteration to 10 and the step size to 0.002. The learning rate is 0.07. For each category, we use all the images as training data and resize the images to $64 \times 64$. We run about 1000 iterations. Figure 8 displays the results for two categories, where we show 144 synthesized images generated by our method. Figure 10 shows two more categories. The project page contains more synthesis results.

**Figure 8.** Generating hotel room images and swimming pool images. The categories are from MIT places205 dataset.
Figure 9. Generating apartment building images and rock images. The categories are from MIT places205 dataset.

Figure 10. Generating forest road images and volcano images. The categories are from MIT places205 dataset.
6. Conclusion

The most unique feature of our work is that the two networks feed each other the synthesized data in the learning process. The generator feeds the descriptor the initial version of the synthesized data. The descriptor feedbacks the generator the revised version of the synthesized data. The generator then produces the reconstructed version of the synthesized data. While the descriptor learns from finite amount of observed data, the generator learns from virtually infinite amount of synthesized data.

Another unique feature of our work is that the learning process interweaves the existing maximum likelihood learning algorithms for the two networks, so that the two algorithms jumpstart each other’s MCMC sampling.

A third unique feature of our work is that the MCMC for the descriptor keeps rejuvenating the chains by refreshing the samples by independent replacements supplied by the generator, so that a single chain effectively amounts to an infinite number of chains or the evolution of the whole marginal distribution. Powering the MCMC sampling of the descriptive models in (Lu et al., 2016; Xie et al., 2016) is the main motivation of this paper, with the bonus of turning the unsupervised learning of the generator (Han et al., 2017) into supervised learning.

Code and data

http://www.stat.ucla.edu/~ywu/CoopNets/main.html
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7. Appendix 1: Convergence

7.1. Generator of infinite capacity

In the CoopNets algorithm, the descriptor learns from the observed examples, while the generator learns from the descriptor through the synthesized examples. Therefore, the descriptor is the driving force in terms of learning, although the generator is the driving force in terms of synthesis. In order to understand the convergence of learning, we can start from Algorithm D for learning the descriptor.

Algorithm D is a stochastic approximation algorithm (Robbins & Monro, 1951), except that the samples are generated by finite step MCMC transitions. According to (Younes, 1999), Algorithm D converges to the maximum likelihood estimate under suitable regularity conditions on the mixing of the transition kernel of the MCMC and the schedule of the learning rate \( \gamma_t \), even if the number of Langevin steps \( l_D \) is finite or small (e.g., \( l_D = 1 \)), and even if the number of parallel chains \( \tilde{n} \) is finite or small (e.g., \( \tilde{n} = 1 \)). The reason is that the random fluctuations caused by the finite number of chains, \( \tilde{n} \), and the limited mixing caused by the finite steps of MCMC, \( l_D \), are mitigated if the learning rate \( \gamma_t \) is sufficiently small. At learning iteration \( t \), let \( \hat{W}_D^{(t)} \) be the estimated parameter of the descriptor. Let \( P^{(t+1)}_D \) be the marginal distribution of \{\( \tilde{Y}_i \}\}, even though \( P^{(t+1)}_D \neq P_D(Y; W_{D}^{(t)}) \) because \( l_D \) is finite (\( P^{(t+1)}_D = P_D(Y; W_{D}^{(t)}) \) if \( l_D \to \infty \), we still have \( W_{D}^{(t)} \to W_D \) in probability according to (Younes, 1999), where \( W_D \) is the maximum likelihood estimate of \( W_D \).

The efficiency of Algorithm D increases if the number of parallel chains \( \tilde{n} \) is large because it leads to more accurate estimation of the expectation in the gradient \( L'_D(W_D) \) of equation (5), so that we can afford to use larger learning rate \( \gamma_t \) for faster convergence.

Now let us come back to the CoopNets algorithm. In order to understand how the descriptor net helps the training of the generator net, let us consider the idealized scenario where the number of parallel chains \( \tilde{n} \to \infty \), and the generator has infinite capacity, and in each iteration it estimates \( W_G \) by maximum likelihood using the synthesized data from \( P^{(t+1)}_D \). In this idealized scenario, the learned generator \( P_G(Y; W_{G}^{(t+1)}) \) will reproduce \( P^{(t+1)}_D \) by minimizing KL(\( P^{(t+1)}_D(Y) \vert \vert P_G(Y; W_{G}^{(t+1)}) \)), with \( P^{(t+1)}_D \) serving as its data distribution. Then eventually the learned generator \( P_G(Y; W_{G}) \) will reproduce \( P_D(Y; W_D) \). Thus the cooperative training helps the learning of the generator. Note that the learned generator \( P_G(Y; W_{G}) \) will not reproduce the distribution of the observed data \( P_{data} \), unless the descriptor is of infinite capacity too.

Conversely, the generator net also helps the learning of the descriptor net in the CoopNets algorithm. In Algorithm D, it is impractical to make the number of parallel chains \( \tilde{n} \) too large. On the other hand, it would be difficult for a small number of chains \( \{\tilde{Y}_i, i = 1, ..., \tilde{n}\} \) to explore the state space. In the CoopNets algorithm, because \( P_G(Y; W_{G}^{(t)}) \) reproduces \( P^{(t)}_D \), we can generate a completely new batch of independent samples \( \{\tilde{Y}_i\} \) from \( P_G(Y; W_{G}^{(t)}) \), and revise \( \{\tilde{Y}_i\} \) to \( \{\tilde{Y}_i\} \) by Langevin dynamics, instead of running Langevin dynamics from the same old batch of \{\tilde{Y}_i\} as in the original Algorithm D. This is like implementing an infinite number of parallel chains, because each itera-
The learning process alternates between Markov transition and projection. The family of the generator models $\mathcal{G}$ is illustrated by the black curve. Each distribution is illustrated by a point.

In the case of $l_D \to \infty$,

$$W_D^{(t)} \to \hat{W}_D = \arg\min_D KL(P_{\text{data}}|W_D), \quad (19)$$

$$W_G^{(t)} \to \hat{W}_G = \arg\min_G KL(W_D|\hat{W}_G). \quad (20)$$

That is, we first project $P_{\text{data}}$ onto $\mathcal{D}$, and from there continue to project onto $\mathcal{G}$. Therefore, $W_D$ converges to the maximum likelihood estimate with $P_{\text{data}}$ being the data distribution, and $W_G$ converges to the maximum likelihood estimate with $W_D$ serving as the data distribution.

For finite $l_D$, the algorithm may converge to the following fixed points. The fixed point for the generator satisfies

$$\hat{W}_G = \arg\min_G KL(L_{W_D} \cdot \hat{W}_G|W_G). \quad (21)$$

The fixed point for the descriptor satisfies

$$\hat{W}_D = \arg\min_D \left[ KL(P_{\text{data}}|W_D) - KL(L_{W_D} \cdot \hat{W}_G|W_G) \right], \quad (22)$$

which is similar to contrastive divergence (Hinton, 2002), except that $\hat{W}_G$ takes the place of $P_{\text{data}}$ in the second Kullback-Leibler divergence. Because $\hat{W}_G$ is supposed to be close to $W_G$, the second Kullback-Leibler divergence is supposed to be small, hence our algorithm is closer to maximum likelihood learning than contrastive divergence.

(Kim & Bengio, 2016) learned the generator by gradient descent on $KL(W_G|W_G^{(t)})$ over $\mathcal{G}$. The objective function is $KL(W_G|W_G^{(t)}) = E_{W_G}[\log P_G(Y; W_G)] - E_{W_G}[\log P_D(Y; W_D^{(t)})]$, where the first term is the negative entropy that is intractable, and the second term is the expected energy that is tractable. Our learning method for the generator is consistent with the learning objective $KL(W_G|W_G^{(t)})$, because

$$KL(P_D^{(t+1)}|W_D^{(t)}) \leq KL(W_G^{(t)}|W_D^{(t)}). \quad (23)$$

In fact, $KL(P_D^{(t+1)}|W_D^{(t)}) \to 0$ monotonically as $l_D \to \infty$ due to the second law of thermodynamics (Cover &
Thomas, 2012). The reduction of the Kullback-Leibler divergence in (23) and the projection in (18) in our learning of the generator are consistent with the learning objective of reducing $\text{KL}(W_i | W^D_i)$ in (Kim & Bengio, 2016). But the Monte Carlo implementation of $L$ in our work avoids the need to approximate the intractable entropy term.

8. Appendix 2: Generator and MCMC

The general idea of the interaction between MCMC and the generator can be illustrated by the following diagram,

\[
\begin{align*}
\text{MCMC} : & \quad P(t) \xrightarrow{\text{Markov transition}} P(t+1) \\
\text{Generator} : & \quad W(t) \xrightarrow{\text{Parameter updating}} W(t+1)
\end{align*}
\]

where $P(t)$ is the marginal distribution of a MCMC and $W(t)$ is the parameter of the generator which traces the evolution of the marginal distribution in MCMC by absorbing the cumulative effect of all the past Markov transitions (we drop the subscripts $D$ and $G$ here for simplicity and generality).

In traditional MCMC, we only have access to Monte Carlo samples, instead of their marginal distributions, which exist only theoretically but are analytically intractable. However, with the generator net, we can actually implement MCMC at the level of the whole distributions, instead of a number of Monte Carlo samples, in the sense that after learning $W(t)$ from the existing samples of $P(t)$, we can replace the existing samples by fresh new samples by sampling from the generator defined by the learned $W(t)$, which is illustrated by the two-way arrow between $P(t)$ and $W(t)$. Effectively, the generator powers MCMC by implicitly running an infinite number of parallel chains. Conversely, the MCMC does not only drive the evolution of the samples, it also drives the evolution of a generator model.

If the descriptor is fixed, the generator will converge to the descriptor if the generator has infinite capacity. In the CoopNets algorithm, the descriptor is an evolving one, because we keep updating the parameter $W_D$ of the descriptor by learning from the observed examples. Therefore the Markov chain in (24) is a non-stationary one, because the target distribution of the MCMC, i.e., the current descriptor, keeps evolving, so that the Markov transition kernel also keeps changing. Initially, the distribution of the descriptor is of high temperature, and the noise term dominates the Langevin dynamics. By following the descriptor, the generator will gain high entropy and high variance. As the learning proceeds, the parameters of the descriptor become bigger in magnitude, and the distribution becomes colder and multi-modal, so that the Langevin dynamics will be dominated by the gradient term. At the low temperature, the patterns begin to form. By chasing the descriptor, the generator begins to map the latent factors to the local modes to create the patterns. In the end, it is possible that the generator maps each small neighborhood of the factor space into a local mode of the energy landscape of the descriptor. As observed by (Xie et al., 2016), the local modes of the descriptor satisfy an auto-encoder $Y/s^2 = \partial f(Y; W_D)/\partial Y$. Hence the examples generated by the generator $Y = g(X; W_G)$ satisfy the auto-encoder defined by the descriptor, so that the stochastic relaxation by the descriptor cannot make much revision of the examples generated by the generator. From an embedding perspective, the generator embeds the high-dimensional local modes of the descriptor into its low-dimensional factor space, thus providing a map of the energy landscape of the descriptor. From the MCMC perspective, the learning process is like a simulated annealing or tempering process (Kirkpatrick et al., 1983; Marinari & Parisi, 1992), and the generator traces out this process in distribution as illustrated by diagram (24). As is the case with simulated annealing, it is necessary to begin with a high temperature and high entropy distribution to cast a sufficiently wide generator net, and use a slow tempering schedule, or learning schedule in our case, to capture most of the major modes.

MCMC sampling of an evolving descriptor can be easier than sampling from a fixed descriptor, because the energy landscape of an evolving descriptor keeps changing or even destroying its local modes defined by the auto-encoder, thus releasing the Markov chains from the trapping of the local modes.

9. Appendix 3: More on two nets

9.1. Backgrounds

To illustrate the descriptive models and the generative models, (Zhu, 2003) used the FRAME (Filters, Random field, And Maximum Entropy) model of (Zhu et al., 1997) as a prototype of the descriptive models, and used the sparse coding model of (Olshausen & Field, 1997) as a prototype of the generative models. Both the FRAME model and the sparse coding model involve wavelets, but the wavelets play different roles in these two models. In the FRAME model, the wavelets serve as bottom-up filters for extracting features. In the sparse coding model, the wavelets serve as the top-down basis functions for linear superposition. These two roles can be unified only in an orthogonal basis or a tight frame of wavelets, but in general we cannot have both. In more general setting, in a descriptive model, the features are explicitly defined by a bottom-up process, but the signal cannot be recovered from the features by an explicit top-down process. In a generative model, the latent variables generate the signal by an explicit top-down process, but inferring the latent variables requires explaining-away reasoning that cannot be defined.
by an explicit bottom-up process. Efforts have been made to integrate these two classes of models and to understand their entropy regimes, such as (Guo et al., 2003; Wu et al., 2008; Xie et al., 2014; 2016), but we still lack a clear understanding of their roles, their scopes, and their relationship.

Both the descriptor net and the generator net are fundamental representations of knowledge. The descriptor provides multiple layers of features, and its proper use may be to serve as an associative memory or content addressable memory (Hopfield, 1982), where the conditional distribution of the signal given partial information is explicitly defined. Compared to the full distribution, the conditional distribution can be easier to sample from because it can be less multi-modal than the full distribution. The generator net disentangles the variations in the training examples and provides non-linear dimension reduction. It embeds the highly non-linear manifold formed by the high-dimensional training examples into the low-dimensional Euclidean space of latent factors, so that linear interpolation in the factor space results in highly non-linear interpolation in the signal space.

We could have called the descriptor net the energy-based model, but the latter term carries much broader meaning than probabilistic models, see, e.g., (LeCun et al., 2006). In fact, energy-based probabilistic models are often looked upon unfavorably because of the intractable normalizing constant and the reliance on MCMC. However, a probabilistic model appears the only coherent way to define an associative memory, where the conditional distributions given different partial informations are always consistent with each other. As to the difficulty with MCMC for sampling the descriptor net, the generator net can actually be of great help as we have explored in this paper.

There are other probabilistic models that do not belong to but are related to the above two classes of models. For example, there are energy-based models that involve latent variables, such as the restricted Boltzmann machine and its generalizations (Hinton et al., 2006; Salakhutdinov & Hinton, 2009; Lee et al., 2009). These models are undirected. There are also models where the latent variables and signals are of the same dimension, and they can be transformed to each other, so that the latent variables can also be considered features (Hyvärinen et al., 2004; Dinh et al., 2016). There are also models that impose causal auto-regressive factorizations (Oord et al., 2016; Dinh et al., 2016). These models are beyond the scope of this paper.

9.2. Descriptor net

The descriptor net can be considered a multi-layer generalization of the FRAME (Filters, Random field, And Maximum Entropy) model (Zhu et al., 1997; Lu et al., 2016).

The energy function of the descriptor model is

$$\mathcal{E}(Y; W_D) = \frac{||Y||^2}{2s^2} - f(Y; W_D).$$

(Xie et al., 2016) noticed that the local energy minima satisfy an auto-encoder \( \partial \mathcal{E}(Y; W_D)/\partial Y = 0 \), which is

$$Y/s^2 = \partial f(Y; W_D)/\partial Y.$$  \hspace{1cm} (26)

The right hand side involves a bottom-up pass of convolution and a top-down pass of back-propagation for computing the derivative, and this back-propagation is actually a deconvolution process (Zeiler & Fergus, 2014). This auto-encoder is curious in that back-propagation becomes representation. It also connects the Hopfield associative memory to the hierarchical distributed representation.

(Xie et al., 2016) also noticed that if the non-linearity in the bottom-up ConvNet that defines \( f \) is rectified linear units (ReLU), \( h(r) = \max(0, r) = 1(r > 0) \), where \( 1(r > 0) \) is the binary activation, then \( P_D(Y; W_D) \) is piecewise Gaussian, and the modes of the Gaussian pieces are auto-encoding. Specifically, the activation pattern of all the ReLU units of the ConvNet partitions the space of \( Y \) into different pieces, so that those \( Y \) within the same piece share the same activation pattern. \( f(Y; W_D) \) is linear on each piece (Pascual et al., 2013), so that the energy function \( ||Y||^2/(2s^2) - f(Y; W_D) \) is piecewise quadratic, which gives rise to the piecewise Gaussian structure.

In the Langevin equation (6), the gradient term is in the form of the reconstruction error \( Y/s^2 - \partial f(Y; W_D)/\partial Y \). If \( Y \) is a local mode of the energy function, then \( Y \) satisfies the auto-encoder \( Y/s^2 = \partial f(Y; W_D)/\partial Y \) mentioned above. The Langevin revision dynamics explore these local modes, by stochastically relaxing the current sample towards the local mode.

(Xie et al., 2016) derived the descriptor net from the discriminator net where \( f(Y; W_D) \) is the score for soft-max or multinomial logistic classification, and the reference distribution \( q(Y) \) plays the role of the negative or baseline category.

9.3. Generator net

The generator network can be viewed a multi-layer recursion of factor analysis. (Han et al., 2017) noted that if the non-linearity in the top-down ConvNet that defines \( g(X; W_G) \) is ReLU, then the model becomes piecewise linear factor analysis. Specifically, the activation pattern of all the ReLU units of the ConvNet partition the factor space of \( X \) into different pieces, so that those \( X \) within the same piece share the same activation pattern. Then \( g(X; W_G) \) is linear on each piece (Pascual et al., 2013), so that the model is piecewise linear factor analysis, and \( P_G(Y; W_G) \) is essentially piecewise Gaussian.
We can compare the descriptor net \( P_D(Y; W_D) \) with the generator net \( P_G(Y; W_G) = \int P_G(X; Y; W_G) dX \), where the integral can be approximated by the Laplace approximation around the posterior mode \( \hat{X} = \hat{X}(Y; W_G) \) that maximizes \( P_G(X; Y, W_G) \). Then we may compare the energy \( \|Y - g(\hat{X}; W_G)\|^2/(2\sigma^2) + \|X\|^2/2 \) in the Laplace approximation of the generator. \( \hat{X} = \hat{X}(Y; W_G) \) can be considered an encoder or recognizer for inferring \( X \). The encoder or recognizer net has been learned in the wake-sleep algorithm (Hinton et al., 1995) and variation auto-encoder (Kingma & Welling, 2014; Rezende et al., 2014; Mnih & Gregor, 2014). Recall that \( f(Y; W_D) \) can be used as score for soft-max discriminator. Thus the four nets of discriminator, descriptor, generator, and recognizer are connected.

To understand how algorithm G or its EM realization maps the prior distribution of the latent factors \( P_G(X) \) to the data distribution \( P_{data}(X) \) by the learned \( g(X; W_G) \), let us define \( P_{data}(X,Y; W_G) = P_{data}(Y)P_G(X|Y, W_G) = P_{data}(X; W_G)P_{data}(Y|X, W_G) \), where \( P_{data}(X; W_G) = \int P_G(X|Y, W_G)P_{data}(Y)dY \) is obtained by averaging the posteriors \( P_G(X|Y, W_G) \) over the observed data \( Y \sim P_{data} \). That is, \( P_{data}(X; W_G) \) can be considered the data prior. The data prior \( P_{data}(X; W_G) \) is close to the true prior \( P_G(X) \) in the sense that \( KL(P_{data}(X; W_G)P_G(X)) \leq KL(P_{data}(Y)P_G(Y; W_G)) \), with the right hand side minimized at the maximum likelihood estimate \( W_G \), hence the data prior \( P_{data}(X; W_G) \) at \( W_G \) should be especially close to the true prior \( P_G(X) \). In other words, at \( W_G \), the posteriors \( P_G(X|Y, W_G) \) of all the data points \( Y \sim P_{data} \) tend to have the whole prior \( P_G(X) \). Based on (10) and (12), in the M-step of EM, for each data point \( Y \), \( W_G \) seeks to reconstruct \( Y \) by \( g(X; W_G) \) from the inferred latent factors \( X \sim P_G(X|Y, W_G) \). In other words, the M-step seeks to map all those \( X \sim P_G(X|Y, W_G) \) to \( Y \). Since the posteriors \( P_G(X|Y, W_G) \) of all \( Y \) tend to have the prior \( P_G(X) \), overall, the M-step seeks to map the prior \( P_G(X) \) to the whole training data set \( P_{data} \). Of course the mapping from all those \( X \sim P_G(X|Y, W_G) \) to the observed \( Y \) cannot be exact. In fact, \( g(X; W_G) \) actually maps \( P_G(X|Y, W_G) \) to a \( d \)-dimensional patch around the \( D \)-dimensional \( Y \). The local patches for all the observed examples patch up the \( d \)-dimensional manifold form by the \( D \)-dimensional observed examples and their interpolations. The EM algorithm is a process of density shifting, so that the mapping of \( P_{data}(X; W_G) \) by \( g(X; W_G) \) shifts towards \( P_{data} \).

In the CoopNets algorithm, we avoid dealing with the posterior distributions for the observed examples \( P_G(X|Y; W_G) \) and the data prior \( P_{data}(X; W_G) \). Instead, we generate directly from the prior distribution \( P_G(X) \), instead of using \( P_G(X|Y; W_G) \) of the observed \( Y \) to pave the prior. The density shifting is accomplished by tracking the Langevin revisions made by the descriptor.

10. Appendix 4: ConvNet and Alternating back-propagation

Both the descriptor net and the generator net are parametrized by ConvNets. In general, for an \( L \)-layer network \( Y = f(X; W) \), it can be written recursively as

\[
X^{(l)} = f_l(W_lX^{(l-1)} + b_l),
\]

where \( l = 1, ..., L \), \( X^{(0)} = X \), \( X^{(L)} = f(X; W) \), and \( W = (W_l, b_l, l = 1, ..., L) \). \( f_l \) is element-wise non-linearity.

The alternating back-propagation algorithms in both the descriptor and the generator involve computations of \( \partial f(X; W)/\partial W \) for updating \( W \), and \( \partial f(X; W)/\partial X \) for Langevin sampling of \( X \). Both derivatives can be computed by the chain-rule back-propagation, and they share the computation of

\[
\partial X^{(l)}/\partial X^{(l-1)} = f_l(W_lX^{(l-1)} + b_l)W_l
\]

in the chain rule, where \( f_l' \) is the derivative of \( f_l \). Because \( f_l \) is element-wise, \( f_l' \) is a diagonal matrix, where the diagonal elements are element-wise derivatives. The computations \( \partial X^{(l)}/\partial X^{(l-1)} \) for \( l = 1, ..., L \) give us \( \partial f/X = \partial X^{(L)}/\partial X^{(0)} \). In addition, \( \partial f/\partial W_l = \partial X^{(L)}/\partial X^{(l)} \partial X^{(l)}/\partial W_l \). Therefore the computations of \( \partial f/\partial X \) are a subset of the computations of \( \partial f/\partial W \). In other words, the back-propagation for Langevin dynamics is a by-product of the back-propagation for parameter updating in terms of coding. The two alternating back-propagation algorithms for the two nets are very similar to each other in coding.

For ReLU non-linearity, \( f_l' = \text{diag}(1(W_lX^{(l-1)} + b_l > 0)) = \delta_l \), where \( \text{diag}(v) \) makes the vector \( v \) into a diagonal matrix, and for a vector \( v \), \( 1(v > 0) \) denotes a binary vector whose elements indicate whether the corresponding elements of \( v \) are greater than 0 or not. \( \delta_l \) is the activation pattern of the ReLU units at layer \( l \).
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