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1. Introduction

Media streaming continues dominating the traffic share on nowadays Internet [5]. With the increasing number of content providers that offer their services in an over-the-top (OTT) manner to a world-wide audience, the need for efficient and scalable content delivery mechanisms that are not dependent on special network services continues to be strong. IP multicast [7] once set off with the objective to provide such a network service and, thus, was hoped to help in the realization of highly efficient one-to-many and many-to-many delivery scenarios. Yet, due to the inherent limitations of the approach [8], IP multicast was not adopted in more than network islands and, in particular, is not usable for OTT content deliveries on a large scale. Due to high demand, multicast functionality was realized at the application layer instead. Content delivery networks (CDNs), such as the biggest one by Akamai [29], are the most prominent example, where ten thousands of server machines are deployed at strategic points of the Internet and overlay routing networks are established among these nodes for data delivery, including one-to-many multicasting traffic. To reduce the load on the servers and make the delivery more profitable, an number of peer-to-peer (P2P) and peer-assisted approaches were proposed that shift the data duplication to the clients of the service and, thus, to the very edge of the network [20,37]. They are used as extension to CDNs [39] or even as standalone approaches to realize highly efficient one-to-many multicasting, e.g., of live video streams, to a large number of clients across the public Internet. Efficiency in this context is understood from the OTT content provider and CDN perspective. It is important to note that the approaches shift the actual costs of the delivery in terms of network traffic to clients and, thus, mainly the Internet Service Providers that offer broadband access to the clients or function as transport networks.

A large body of research exists on P2P-based live video content delivery. Over time, different classes of P2P streaming approaches evolved, including single-tree and multi-tree push-based approaches as well as mesh/push-based swarming approaches, and, most recently hybrid approaches [20,37]. Hybrid streaming systems have shown to exhibit desirable properties and allow to combine advantages of both classes, while reducing the costs in terms of coordination overhead to a minimum [34]. Here, a common approach is to establish a substrate mesh/pull-based overlay network and augment it with tree structures that manifest data paths that have proven to be stable over the past [28,32]. This way, swarming mechanisms allow for a highly robust delivery whenever tree structures temporarily or permanently fail or are not yet established. As a result, the ability to achieve a high and stable streaming performance (typically measured by the chunk delivery ratio) using mesh structures only is essential also for hybrid approaches. Thus, after focusing more on the tree substrate in earlier works [28,34], in this work, we focus on the second important constitute of hybrid streaming systems: the mesh/pull-
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based swarming substrate.

A key design issue in swarming is the choice for a data scheduling strategy used by
the individual peers to select video chunks to be requested from their neighbors. This
strategy, on one hand, has to assure that data is available before the individual peers’
playback deadlines to avoid undesired stalling events or video quality degradations. On
the other hand, the strategy has to assure data availability across the peers to allow
swarming to take place in the first place \cite{26} and, thus, avoid content bottlenecks.

A number of works study data scheduling for swarming and propose sophisticated
solutions for it, including adaptive scheduling strategies. The impact of realistic client
populations with heterogeneous resources, however, is not yet fully understood and
provides a huge potential to simplify complex scheduling approaches or form completely
new ones that avoid this complexity in the first place. For the latter, we argue that
understanding basic scheduling strategies and considering their combination has a great
potential. From mathematical perspective too, our understanding of the system in a
heterogeneous set-up is far from complete.

In this technical report, therefore, we contribute to closing this gap by mathematically
analysing the most basic scheduling mechanisms latest deadline first (LDF) and earliest
deadline first (EDF) in a continuous time Markov chain framework and combining them
in a simple, yet powerful, mixed strategy to leverage inherent differences in upload
resources of realistic client populations.

Our mathematical framework is a general one and can essentially be interpreted as a
contact process \cite{19} on a random graph, where neighbours contact each other. The
purpose could be disparate. It could be an unintentional contagion in the context of
infection spread in an epidemic, transmission of a computer virus/malware in a cyber
attack. Or it could be an intentional one. We envisage peer-to-peer live streaming as
one such example. Peers contact each other to download chunks. The shifting feature
of our model make it particularly interesting on its own as it paves way for plentiful
physical interpretations in dissimilar contexts. Another important facet of our model is
that it meticulously captures the influence of degree.

The contribution of this technical report consists of two complementary parts: (1) we
present a mathematical framework to study swarming on random graphs as a stochastic
model. We complement our theoretical study with an implementation of a full-stack
P2P streaming system based on the SIMONSTRATOR \cite{27} evaluation platform. In both
theoretical and practical study, we largely focus on the two basic scheduling strategies
LDF and EDF in heterogeneous scenarios. (2) A new mixed strategy is proposed that
leverages peer heterogeneity in the choice of the applied scheduling strategy.

The proposed strategy is shown to outperform the two basic strategies using differ-
ent abstractions: a mean-field theoretic analysis of buffer probabilities, simulations of
the stochastic model on random graphs, and discrete event-based simulations of the
full-stack implementation of a P2P streaming system. This way, we both theoretically
and practically show the huge potential of using a simple, yet powerful combination
of primitive scheduling mechanisms to improve the overall streaming performance for
mesh-/pull-based streaming. It is shown that a significant gain in delivery ration can
be achieved, which is expected to translates to even higher gains for more sophisti-
cated and hybrid approaches. These results are encouraging to consider using primitive scheduling mechanism combinations in mesh-based and hybrid streaming approaches and enable switching between them. For the later, the notion of using transitions to realize dynamic switching between the individual scheduling mechanisms is considered a promising approach as proposed in [11].

The remainder of this technical report is structured as follows: Section 2 presents the proposed mathematical framework as well a the full-stack streaming system model. Section 3 presents the mean-field analysis of the problem. Subsequently, Section 5 presents the results of both simulations using the stochastic model as well as the full-stack streaming system and Section 4 discusses the the proposed mixed strategy from a game theoretical view point. Finally, Section 7 discusses related work in relevant areas and Section 8 concludes the technical report.
2. Model

We begin this section with some general comments about the way we record our analytic expressions. At the risk of stating the obvious, we use $\mathbb{C}, \mathbb{R}, \mathbb{N}$ to denote the sets of all complex, real and natural numbers, respectively. For $s \in \mathbb{C}$, $\Re(s)$, $\Im(s)$ denote respectively the real and imaginary parts of $s$. Unless otherwise mentioned, we shall use $P, E$ to denote probability measure and expectation, respectively. For a set $A$, we shall use $|A|$ to denote its cardinality.

2.1. The approach

First, we briefly explain our modelling strategy. The main idea is to model a swarming-based peer-to-peer live streaming system as a type of contact process on a random graph (see [19]), where the vertices represent the peers. We endow each peer with a buffer of length $n$ (a vector of 0’s and 1’s with 1’s representing the availability of chunks). The different possible buffer configurations constitute the local states of a peer. The local buffer configuration of a peer changes over time as the peer downloads chunks (from the server or from one of its neighbours following a chunk selection strategy, such as EDF or LDF), or deletes chunks that are already played back. Therefore, the interactions among the peers define a contact process on the random graph. The matrix with as many rows as the number of peers in the system and whose $i$-th row is the buffer configuration of the $i$-th peer, can then modelled as a CTMC with certain transition intensities or rates (specified in Section 2.3). The matrix essentially captures the global state of the entire system. The transition intensities between two different states of the matrix naturally depend on the graph structure (specifying which peers can download from which other peers), and the chunk selection policy. The probability of finding the system, which is now a CTMC, in a particular state at a particular time is usually found by solving the Kolmogorov forward equation, also known as the (chemical) master equation in the physics/physical chemistry literature. Since this probability is dependent on the chunk selection strategy, we can now, at least in principle, choose a chunk selection strategy that maximises the probability of the system being in a state that ensures good playback performance, e.g., a state in which the current chunk required for playback is available at every buffer (to ensure playback continuity). In particular, the buffer probabilities (of chunk availability) can be expressed as functions of the chunk selection strategy, and therefore, can be utilised to improve the chunk selection strategy or devise a new one. This is precisely our plan.

The major roadblock to executing the plan described above is the fact that the state space of the matrix (comprising all possible buffer configurations of all the peers) is
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exponentially large when the number of peers in the system grows arbitrarily. As a result, we can not solve the master equation analytically. Therefore, in order to reduce the state space, we lump the original process and only keep track of some aggregate counts such as the number of peers of degree $k$ with a particular buffer configuration, instead of the entire matrix. We do lose some information as a consequence of this aggregation. In fact, the aggregated process need not even be Markovian \[16\]. However, the aggregation or lumping of states reduces the state space and thereby greatly simplifies the mathematical analysis. Finally, in order to represent the buffer probabilities as a function of the chunk selection strategy, we carry out a mean-field theoretic analysis of the lumped process in Section 3, assuming the number of peers in the system is large. Based on the resulting insights, we then motivate our mixed strategy SCHEDMIX.

We make the ideas discussed above more precise in the following sections.

2.2. The network

We describe the underlying network as a random graph. While otherwise allowing for generality in the choice of candidate random graphs, we assume finiteness of mean of the associated degree distribution. For our simulations, we consider Barabási-Albert preferential attachment \[2\] and Watts-Strogatz “small world” \[33\] networks. The description, however, remains valid for any random graph with a finite-mean degree distribution.

Suppose $G_M$ be the class of all random graphs with $M$ nodes. Although we believe it can cover directed and weighted graphs, to keep our premise uncomplicated, we confine ourselves to simple graphs. Also, we condition on the event that the resulting graph is connected. Without introducing a new notation, we continue with $G_M$ to denote the reduced class of random graphs possessing the properties mentioned above. Let $\pi \in \mathcal{P}(\Lambda)$ be the associated degree distribution, where $\mathcal{P}(\Lambda)$ is the class of all probability distributions on measurable space $\Lambda := (\mathbb{N}, \mathcal{N})$ and $\mathcal{N}$ is the class of all subsets of $\mathbb{N}$. We also define the size-biased degree distribution, $q \in \mathcal{P}(\Lambda)$ as follows:

$$q(k) := \frac{k \pi(k)}{\sum_k k \pi(k)}, k \in \mathbb{N},$$

(2.1)

where $\pi(k), q(k)$ should be interpreted as $\pi(\{k\}), q(\{k\})$ respectively. The denominator is assumed to be finite so as to make $q$ a legitimate probability distribution. The quantity $q(k)$ is the probability that a given edge points to a vertex of degree $k$.

Examples The asymptotic degree distribution of an Erdös-Rényi random graph $G(M, \bar{k}/M)$ is a Poisson distribution with mean $\bar{k}$. The associated size-biased degree distribution also turns out to be (shifted) Poisson distribution with the same mean $\bar{k}$. For scale-free networks such as Barabási-Albert preferential attachment models, the degree distribution $p(.)$ has the property that $p(k) \propto k^{-\gamma}$ for all $k \in \mathbb{N}$ and for some $\gamma \in (2, 3], \text{usually}^1 \gamma > 2$ is a technical requirement for finite first order moment.

---

^1$\gamma > 2$ is a technical requirement for finite first order moment.
It can be shown that the associated size-biased degree distribution $q(\cdot)$ is given by

$$q(k) = \frac{k^{-(\gamma-1)}}{\zeta(\gamma-1)}, \quad k \in \mathbb{N},$$

where $\zeta : \{ s \in \mathbb{C} : \Re(s) > 1 \} \to \mathbb{R}$ is the Riemann zeta function defined as $\zeta(s) := \sum_{k \in \mathbb{N}} k^{-s}$. Refer to fig. 2.1 for typical examples.

(a) Erdős-Rényi random graphs
(b) Barabási-Albert preferential attachment graph
(c) Watts-Strogatz small world graph

Figure 2.1.: Examples of typical random graphs. The figures are created using [6].

2.3. The peer-to-peer communication system

Suppose there are $M$ peers and a single server. Let $n$ denote the buffer length. The server uniformly selects one peer and uploads a chunk at buffer position 1. The server continues to upload chunks to the chosen peer until there is a connection breakage (an event that occurs with a small probability, say $\varepsilon \in [0, 1]$) in which case the server chooses a peer again uniformly at random (could be the same as before). The chunk at buffer position $n$, if available, is pushed for playback. After playback, the chunk is removed and all other chunks are shifted one index to the right (vide fig. 2.2). Each peer maintains a Poisson clock with rate proportional to its degree. A peer, if not selected by the server, contacts one of its neighbours uniformly at random at each tick of its Poisson clock and seeks to download a missing chunk. The chunk it downloads from among all downloadable chunks is decided by its chunk selection policy. For simplicity, we assume that playback rate is one chunk per unit of time.

Suppose $G := (\mathcal{V}, \mathcal{E}) \in \mathcal{G}_M$ be a given random graph, where $\mathcal{V}$ and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ are the sets of vertices and edges, respectively. Each node in $G$ is a peer. Let $\Omega := \{ \omega \in \{0, 1\}^M | \sum_{i=1}^M \omega(i, 1) = 1 \}$ and denote all subsets of $\Omega$ by $\mathcal{A}$. Then define a stochastic process $\{X_t\}_{t \geq 0}$ on measurable space $(\Omega, \mathcal{A})$ as $X_t(i, j) := 1$ if the $i^{th}$ peer has the chunk required to fill the $j^{th}$ buffer location, and 0 otherwise. The rows $X^1_t, X^2_t, \ldots, X^M_t$ of $X_t$ denote the buffer states of peer 1, 2, $\ldots$, $M$ respectively.

---

That is, we place a Poisson clock on each edge of the graph.
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Let \( S : \cup_{f,g \in \mathbb{N}} \{0,1\}^{f \times g} \to \cup_{f,g \in \mathbb{N}} \{0,1\}^{f \times g} \) denote the shifting operator defined as \( SY := (0, y_1, y_2, \ldots, y_{g-1}) \) for \( Y = (y_1, y_2, \ldots, y_g) \in \{0,1\}^{f \times g} \) for some \( f, g \in \mathbb{N} \), where \( y_1, y_2, \ldots, y_g \) denote the columns of \( Y \), the union \( \cup_{f,g \in \mathbb{N}} \) is a disjoint union and the product spaces \( \{0,1\}^{f \times g} \) carry usual interpretation. Let us now define the transition rates for a node \( v \in \mathcal{V} \) as follows

\[
\mu^v(u, u + e_i) = \begin{cases} 
\sum_{l \in \mathcal{V}(v,l) \in \mathcal{E}} \zeta \mathbbm{1}(X_t(l, i) = 1)\alpha^v(i, u, X_t^l), & \text{if } i \neq 1, \\
\mathbbm{1}(X_t(v, 1) = 1)(1 - \varepsilon + \varepsilon/M) + \mathbbm{1}(X_t(v, 1) = 0)\varepsilon/M & \text{if } i = 1,
\end{cases}
\]  

(2.2)

where \( u = (u_1, u_2, \ldots, u_n) \in \mathcal{T} := \{0,1\}^n \), \( i \in \mathcal{F} := \{1, 2, \ldots, n\} \), such that \( u_i = 0, \varsigma > 0 \) is a constant, \( \mathbbm{1}() \) is the indicator function, \( e_i \) is the \( i^{th} \) unit vector of the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \), and \( \alpha^v : \mathcal{F} \times \mathcal{T} \times \mathcal{T} \to [0,1] \) is the chunk selection function of the peer \( v \in \mathcal{V} \). In words, \( \alpha^v(i, u, X_t^l) \) is the probability of downloading chunk \( i \) when peer \( v \) is in buffer state \( u \) and contacts peer \( l \) in buffer state \( X_t^l \). For LDF, \( \alpha^v \) attaches higher mass to smaller \( i \) and for EDF, it attaches higher mass to larger \( i \). We defer an elaborate discussion of the chunk selection policy to a later section. The system is described by the following master equation

\[
\frac{d\mathbb{P}(X)}{dt} = -\mathbb{P}(X) + \sum_{v' \in \mathcal{V}} \mathbb{1}(X(v', 1) = 1) \left[ \sum_{Y \in \Omega : SY = X - \Delta(v', i)} \mu^v(Y^{v'} - e_i, Y^{v'}) \mathbb{P}(Y) + \sum_{i \in \mathcal{F} \setminus \{1\}} \sum_{e \in \mathcal{V} \setminus \{v'\}} \left( \sum_{Z = Y - \Delta(v, i)} \mu^v(Y^{v'} - e_i, Y^{v'}) \mathbb{P}(Z) - \mu^v(Y^{v'}, Y^{v'} + e_i) \mathbb{P}(Y) \right) \right],
\]  

(2.3)

for \( X \in \Omega \) where \( \Delta(v, i) \) is an \( M \times n \) matrix of all zeroes except a unity at position \((v, i)\).

We can not solve the above eq. (2.3) analytically. The reason we furnish this description of the process is to motivate our mean field analysis in chapter 3 where we gradually make a number of simplifying assumptions to obtain analytic insights.

We propose an aggregation of the chain in order to simplify our study. Define \( \deg(v) := \sum_{l \in \mathcal{V}} \mathbbm{1}((v,l) \in \mathcal{E}) \forall v \in \mathcal{V} \), \( \mathcal{D} := \{ d \mid \exists v \in \mathcal{V}, \deg(v) = d \} \) and \( \mathcal{M}_0 := \{0, 1, \ldots, M\} \).
Consider the measurable map $T : (\Omega, \mathcal{A}) \to (\Upsilon, \mathcal{M})$ defined by $T(X) := (t^k(x) : x \in T, k \in \mathcal{D})$ where $t^k(x) := \sum_{v \in \mathcal{V}} \mathbb{1}(X^v = x)\mathbb{1}(\deg(v) = k)$, $\Upsilon := \{v \in M_0^{\mid T \times \mathcal{D}} : \sum_{k \in \mathcal{D}} \sum_{x \in T : x \in \mathcal{D}} v^k(x) = 1, \sum_{k \in \mathcal{D}} \sum_{x \in T : x \in \mathcal{D}} v^k(x) = 1 - 1, \sum_{x \in T} v^k(x) = n_k, n_k$ is the number of peers of degree $k$ and $\mathcal{M}$ is the $\sigma$-field generated by all subsets of $\Upsilon$. Define a binary relation $\sim$ on $\Omega$ as $X \sim Y \iff T(X) = T(Y)$ and $\Omega_t := \{X : T(X) = t\}$ for each $t \in \Upsilon$. Then, $\{\Omega_t : t \in \Upsilon\}$ is a partition of $\Omega$ and each $\Omega_t$ is an equivalence class. The induced probability is given by

$$P(T(X) = t) = \sum_{X \in \Omega : T(X) = t} P(X). \quad (2.4)$$

Such an aggregation into a population model is useful in reducing the state space. Since there is no perfect graph[4](see [4] for proof), we are certain that $|\mathcal{D}| < M$. However, for $M \geq 2$, we can construct a unique quasiperfect graph[4] (unique up to isomorphism) that is connected and entails $|\mathcal{D}| = M - 1$, worst case scenario. We attempt to derive conditions for such an aggregation to actually reduce state space. Before presenting our result in this context, let us define some necessary quantities.

Define $R := \{n_k : k \in \mathcal{D}\}$ and $C := \{C \in M_0^{\mid T} : \sum_{x \in T : x \in \mathcal{D}} c(x) = 1, \sum_{x \in T : x \in \mathcal{D}} c(x) = M - 1\}$. Given $R$ and a $C \in C$, define the function $F : (0, 1)^{\mid \mathcal{D} \times 2^n} \to \mathbb{R}$ as

$$F(x, y) := \left(\prod_{i \in \mathcal{D}} x_i^{-n_i}\right) \left(\prod_{j \in T} y_j^{-c(j)}\right) \left(\prod_{i \in \mathcal{D}, j \in T} \frac{1}{1 - x_i y_j}\right), \quad (2.5)$$

where $x = (x_i : i \in \mathcal{D}) \in (0, 1)^{\mid \mathcal{D} \times 2^n}$ and $y = (y_j : j \in T) \in (0, 1)^{2^n}$. Also define its minimum on the open ball $(0, 1)^{\mid \mathcal{D} \times 2^n}$ as follows

$$\chi(R, C) := \min_{x,y \in (0,1)^{\mid \mathcal{D} \times 2^n}} F(x, y). \quad (2.6)$$

Now we present our result regarding state space reduction.

**Result 1.** For $G \in G_M$, a necessary condition for $T$ to engender state space reduction is

$$M^{2(M-1)(n-1)} \geq \left(\frac{M - 2 + 2^{n-1}}{M - 1}\right) \min_{C \in C} M^{-a_0(|\mathcal{D}|+2^n)} \chi(R, C), \quad (2.7)$$

for an absolute constant $a_0 > 0$. The following gives us a sufficient condition,

$$M^{2(M-1)(n-1)} \geq \left(\frac{M - 2 + 2^{n-1}}{M - 1}\right) \max_{C \in C} \chi(R, C). \quad (2.8)$$

---

3A graph with two or more nodes is called perfect if for each pair of distinct vertices $u$ and $v$, $\deg(u) \neq \deg(v)$, i.e., no two vertices have the same degree.

4A graph with at least two nodes is quasiperfect if there are precisely two vertices with the same degree.
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Proof of result 4. Given $G$, we try to find the size of $\Upsilon$. Suppose $v \in \Upsilon$. Elements of $v$ must satisfy three sets of constraints, viz.,

\[
\sum_{x \in T} v^k(x) = n_k \forall k \in D,
\]

\[
\sum_{k \in D} \sum_{x \in T, x_1 = 1} v^k(x) = 1,
\]

\[
\sum_{k \in D} \sum_{x \in T, x_1 = 0} v^k(x) = M - 1.
\]

We treat this as a combinatorial problem of finding the number of contingency tables of nonnegative elements, satisfying given row and column sums. In this context, regard the first set of equations as row constraints. These are fixed, given $G$. Now set column constraints as

\[
\sum_{k \in D} v^k(x) = c(x) \forall x \in T,
\]

where the column constraints are further constrained as follows

\[
\sum_{x \in T, x_1 = 1} c(x) = 1, \tag{2.9}
\]

\[
\sum_{x \in T, x_1 = 0} c(x) = M - 1. \tag{2.10}
\]

Before we proceed further, let us define certain quantities that would come into play later on. Let $R := (n_k : k \in D), C := (c(x) : x \in T)$. Notice that $R1 = C1 = M$, the number of peers. Define the function $F : (0,1)^{|D|\times 2^n} \to \mathbb{R}$ as

\[
F(x, y) := \left( \prod_{i \in D} x_i^{n_i} \right) \left( \prod_{j \in T} y_j^{-c(j)} \right) \left( \prod_{i \in D, j \in T} \frac{1}{1 - x_i y_j} \right), \tag{2.11}
\]

where $x = (x_i : i \in D) \in (0,1)^{|D|}$ and $y = (y_j : j \in T) \in (0,1)^{2^n}$. Also define its minimum on the open ball $(0,1)^{|D|\times 2^n}$ as follows

\[
\chi(R, C) := \min_{x_i, y_j \in (0,1) \forall i \in D, j \in T} F(x, y). \tag{2.12}
\]

Elements of the vector $C$ can be partitioned into two equal halves. Each half can be thought of as a solution in non-negative integers to a linear Diophantine equation (the constraints in the definition of $\Upsilon$). The first constraint is

\[
\sum_{x \in T, x_1 = 1} c(x) = 1,
\]

which allows $2^{n-1}$ solutions in non-negative integers. The second constraint is,

\[
\sum_{x \in T, x_1 = 0} c(x) = M - 1.
\]
The above has \((M-1+2n-1-1) = (M-2+2n-1)\) solutions in non-negative integers. Define \(C := \{ C : \sum_{x \in T, x_1=1} c(x) = 1, \sum_{x \in T, x_1=0} c(x) = M - 1 \}\). Since the above two equations can be solved independently, the total number of admissible \(C\) is, therefore, \(|C| = 2^{n-1}(M-2+2n-1)\).

Fix a \(C \in C\). Let \#(\(R, C\)) denote the number of \(|D| \times 2^n\) matrices (contingency tables) with nonnegative elements satisfying row sum \(R\) and column sum \(C\). Then, following [3], we get

\[
\chi(R, C) \geq \#(R, C) \geq M^{-a_0(|D|+2^n)} \chi(R, C),
\]

for an absolute constant \(a_0 > 0\). It should be noted that the quantity \(a_0\) depends on both \(R\), and \(C\) and hence, should be written as \(a_0(R, C)\). However, for simplicity, we omit the arguments \(R\), and \(C\) and just write \(a_0\). Please refer to [3] for proof. Since any \(C \in C\) is a valid choice for \(\Upsilon\), we must have

\[
|\Upsilon| = \sum_{C \in C} \#(R, C) \geq |C| \min_{C \in C} M^{-a_0(|D|+2^n)} \chi(R, C).
\]

Similarly, we get an upper bound as follows

\[
|\Upsilon| \leq |C| \max_{C \in C} \chi(R, C).
\]

Combining the above two, we get

\[
|C| \min_{C \in C} M^{-a_0(|D|+2^n)} \chi(R, C) \leq |\Upsilon| \leq |C| \max_{C \in C} \chi(R, C).
\]

Now, see that \(|\Omega| = M2^{M(n-1)}\). We seek to find \(n \in \mathbb{N}\) such that \(|\Omega| \geq |\Upsilon|\).

**Necessary condition:**

\[
|\Omega| \geq |\Upsilon| \implies |\Omega| \geq |C| \min_{C \in C} M^{-a_0(|D|+2^n)} \chi(R, C)
\]

\[
\implies M2^{M(n-1)} \geq 2^{n-1} \left( \frac{M - 2 + 2^{n-1}}{M - 1} \right) \min_{C \in C} M^{-a_0(|D|+2^n)} \chi(R, C)
\]

\[
\implies M2^{(M-1)(n-1)} \geq \left( \frac{M - 2 + 2^{n-1}}{M - 1} \right) \min_{C \in C} M^{-a_0(|D|+2^n)} \chi(R, C)
\]

**Sufficient condition:**

Set

\[
|\Omega| \geq |C| \max_{C \in C} \chi(R, C)
\]

\[
\implies M2^{M(n-1)} \geq 2^{n-1} \left( \frac{M - 2 + 2^{n-1}}{M - 1} \right) \max_{C \in C} \chi(R, C)
\]

\[
\implies M2^{(M-1)(n-1)} \geq \left( \frac{M - 2 + 2^{n-1}}{M - 1} \right) \max_{C \in C} \chi(R, C)
\]
2. Model

Remark. Note that, with the substitution $x_i = e^{-x'_i}$ and $y_j = e^{-y'_j}$, the task of evaluating the minimum of $F$ on the open ball $(0,1)^{|D| \times 2^n}$, i.e., $\chi(R,C)$ reduces to the problem of minimising the convex function

$$F''(x', y') := \sum_{i \in D} x'_i n_i + \sum_{j \in T} y'_j c(j) - \prod_{i \in D, j \in T} \ln(1 - e^{-x'_i - y'_j}),$$

(2.15)
on the positive, open orthant $x'_i, y'_j > 0$. This makes possible the use of convex optimization methods to compute $\chi$ in polynomial time (see [21]).

We emphasize that we do lose information in the process of aggregation. Also, the aggregated process, or the “lumped” process is not necessarily Markovian. However, if we impose that peers having the same degree play the same chunk selection strategy, we expect peers having same degree to behave indistinguishably in mean field. We discuss these arguments in chapter 3 and strive to derive master equation for the population model.

Of particular interest to us is the scenario where peers with higher degree play LDF and others play EDF. We show that this heterogeneous setup has a number of benefits compared to homogeneous ones. We elucidate this in later sections.

5Please refer to [14] for a leisurely read on this topic.
3. Mean-field theoretic analysis

3.1. Mean-field master equations

In this section, we impose simplifying assumptions on the general description of the process developed in chapter 2, in an attempt to facilitate furtherance of analytic treatment when the number of peers in the system, $M$, is large. As a first step, peers are assumed to be independently interacting with a “mean” environment (“mean-field”), nullifying the complexity of interactions. This essentially engenders independence among the rows of $\{X_t\}_{t \geq 0}$. Peers having same degree play same chunk selection policy and thus, behave indistinguishably in an infinitely large random graph. This insinuates that such a mean-field behaviour can very well be described by a population model, where we just count the number of peers of each buffer configuration $x \in \mathcal{T}$, for each degree $k \in \mathbb{N}$, instead of recording each peer separately. Thus, instead of indexing by peers as done in Chapter 2, we shall index all the relevant quantities by degree. This approach has been extensively followed in statistical physics and probability literature, e.g., infection models [9,24].

Consider the Markov chain $\{Z_t\}_{t \geq 0}$ on measurable space $(\mathbb{N}_0^{|\mathcal{T}| \times \mathbb{N}}, \mathcal{N}_0)$ defined as $Z_t := (z^k_x(t) : x \in \mathcal{T}, k \in \mathbb{N})$ where $z^k_x(t)$ is the number of degree-$k$ peers at buffer configuration $x \in \mathcal{T}$ at time $t$, $\mathcal{N}_0$ is the $\sigma$-field generated by all subsets of $\mathbb{N}_0^{|\mathcal{T}| \times \mathbb{N}}$ and $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. We omit time index whenever dependence is unambiguous. Our mean field assumption allows us to treat each neighbour of a degree-$k$ peer as an independent sample from a “mean” environment (“mean-field’). Therefore, we get our mean-field transition rates for a degree-$k$ peer as follows, for each $k \in \mathbb{N}, u \in \mathcal{T}$ and $i \in \mathcal{F} \setminus \{1\}$ such that $u_i = 0$

$$\beta^k(u, u + e_i) = \sum_{l=1}^{k} \zeta \mathbb{E}[\mathbb{1}(Y_l(i) = 1)\alpha^k(i, u, Y_l)]$$

$$= k\zeta \mathbb{E}[\mathbb{1}(Y_1(i) = 1)\alpha^k(i, u, Y_1)],$$

where $\{(Y_l, d_l) \mid Y_l = (Y_l(1), Y_l(2), \ldots, Y_l(n)) \in \mathcal{T}, d_l \in \mathbb{N}\}_{l=1}^{k}$ is a set of $k$ independent samples from the mean environment of a degree-$k$ peer. The first component of each neighbour is the buffer state and the second component, its degree. Note that $d_l$’s are distributed according to $q$ of eq. (2.1). The expectation above is found in a
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straightforward way.

\[
E[\mathbb{I}(Y_1(i) = 1)\alpha^k(i, u, Y_1)] \\
= \sum_{v \in F, m \in \mathbb{N}} E[\mathbb{I}(Y_1(i) = 1)\alpha^k(i, u, Y_1) \mid Y_1 = v, d_1 = m] P(Y_1 = v, d_1 = m) \\
= \sum_{v \in F, u} \alpha^k(i, u, v) P(Y_1 = v, d_1 = m) P(d_1 = m) \\
= \sum_{v \in F, m} q(m) \frac{E[z^m]}{n_m} \alpha^k(i, u, v),
\]

where \(n_m\) is the number of peers of degree \(m\). Having found the expectation, we now turn to buffer index 1. Since only the server can upload chunks at buffer index 1, we need to consider this case separately. As we assumed the server selects a peer uniformly at random, the probability of a degree-\(k\) peer of being served directly by the server is \(1/M\). Therefore, we get

\[
\beta^k(u, u+e_i) = \begin{cases} \\
ks \sum_{v \in F, i=1} \sum_{m \in \mathbb{N}} q(m) \frac{E[z^m]}{n_m} \alpha^k(i, u, v) & \text{if } i \neq 1, \\
1/M & \text{if } i = 1,
\end{cases}
\]

(3.1)

for each \(k \in \mathbb{N}, u \in F\) and \(i \in F\) such that \(u_i = 0\). Let us define \(g : \mathbb{N} \times F \times F \to \{-1, 0, 1\}^{\mid T\mid \times \mathbb{N}}\) such that \(Y = Z - g(k, u, i) \implies y^k_u = z^k_u + 1, y^{k+1}_u = z^{k+1}_u - 1, y^l_x = z^l_x \forall x \in \mathbb{N} \setminus \{k\}, x \in F \setminus \{u\}\). Broadening the scope of definition of \(\beta\) by setting it to 0 for all arguments not covered in eq. (3.1), we have the following mean-field master equations

\[
\frac{dP(Z)}{dt} = -P(Z) + \sum_{Y : \sum_{u,v} y^l_u = z^l_u} \left[P(Y) + \sum_{l \in \mathbb{N}, u \in F} (y^l_u + 1)\beta^l(u, u+e_i)P(Y)\right. \\
\left. - \sum_{l \in \mathbb{N}, u \in F} y^l_u \beta^l(u, u+e_i)P(Y)\right].
\]

(3.2)

In pursuance of the mean dynamics, we begin by first setting \(P\) to zero outside its domain of definition, and then by defining, for each \(l \in \mathbb{N}, u \in F, i \in F\), the following quantity \(\gamma^l_{\mid T\mid \times \mathbb{N}}(Z) := y^l_u \beta^l(u, u+e_i)\). Next, we note that, in mean field, we can write \(E[\gamma^l_{\mid T\mid \times \mathbb{N}}(Z)]\) as \(E[z^l_u] \beta^l(u, u+e_i)\). The following result encapsulates the mean dynamics of the system.

Result 2. The process \(\{Z_t\}_{t \geq 0}\) defined on measurable space \((\mathbb{N}_0^{\mid T\mid \times \mathbb{N}}, \mathcal{F}_0)\) admitting master equation eq. (3.2) satisfies

\[
\frac{dE[Z]}{dt} = -E[Z] + E[Y] + \sum_{l \in \mathbb{N}, u \in F} g(l, u, i)E[\gamma^l_{\mid T\mid \times \mathbb{N}}(Y)],
\]

(3.3)

where \(Y \in \mathbb{N}_0^{\mid T\mid \times \mathbb{N}}\) is such that \(y^l_u = \sum_{v \in F} z^l_v \forall l \in \mathbb{N}\).
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We make use of the following lemma to base our proof of result 2 upon.

**Lemma 1.** For $Y$ as defined in result 2, the following identity holds true, for all $k \in \mathbb{N},$

$$\sum_{Z \in \mathbb{N}_{0}^{T \times N}} z_{u}^{k} \sum_{Y: \sum_{S \in u} y_{v} = l} P(Y) = \sum_{v \in T: Sv = u} E[z_{v}^{k}]$$

The proof is provided in appendix A. Now, we provide a sketch of proof of result 2.

**Proof of result 2.** From eq. (3.2) and applying lemma 1, we get

$$\frac{dE[Z]}{dt} = -E[Z] + E[Y] + \sum_{Z \in \mathbb{N}_{0}^{T \times N}} \sum_{Y: \sum_{S \in u} y_{v} = l} \left[ \sum_{l \in \mathbb{N}, u \in T, i \in F} \gamma_{l,u,i}(Y - \varrho(l, u, i))P(Y - \varrho(l, u, i)) \right]$$

$$= -E[Z] + E[Y] + \sum_{l \in \mathbb{N}, u \in T, i \in F} \gamma_{l,u,i} E[Y]$$

The second line is arrived at by addition and subtraction of $\varrho(l, u, i)$ and rearrangement of summands.

Now, looking closely at eq. (3.3) and recalling the definition of $\varrho(l, u, i)$, we write down explicitly

$$\frac{dE[z_{u}^{k}]}{dt} = -E[z_{u}^{k}] + \sum_{v \in T: Sv = u} \left[ E[z_{v}^{k}] + \sum_{i \in F} E[z_{v - e_i}^{k}] \beta^{l}(v - e_i, v) - \sum_{i \in F} E[z_{v}^{k}] \beta^{l}(v, v + e_i) \right],$$

(3.4)

for each $u \in T, k \in \mathbb{N}.$

It is convenient to work with proportions to study the mean dynamics. Therefore, consider the associated Markov chain $\{W_{t}\}_{t \geq 0}$ on measurable space $([0, 1]^{T \times N}, \mathcal{B})$ defined as $W_{t} := (w_{x}^{k}(t) : x \in T, k \in \mathbb{N})$ where $w_{x}^{k}(t) := \frac{x}{n_{k}}$ and $\mathcal{B}$ is the Borel $\sigma$-field on $[0, 1]^{T \times N}.$

Let us define,

$$\lambda^{k}(u, u + e_i) = w_{u}^{k}\varrho^{k}(u, u + e_i),$$

(3.5)

for each $k \in \mathbb{N}, u \in T$ and $i \in \mathcal{F}$ such that $u_{i} = 0.$ Equation (3.5) quantifies the contribution of $u \rightarrow u + e_i$ transitions among degree-$k$ peers to the rate of change of $w_{x}^{k}.$ Apart from transitions that are due to downloading of chunks by the peers from among themselves, the only other source of transition is shifting after playback, an event we assume to take place at rate unity. Then the total influx into a buffer state $u \in T$
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is $\sum_{v \in \mathcal{T} : S_v = u} \left( w_u^k + \sum_{i \in \mathcal{F}} \lambda^k(v - e_i, v) \right)$, while the total outflux is $\sum_{v \in \mathcal{T} : S_v = u} \sum_{i \in \mathcal{F}} \lambda^k(v, v + e_i) + w_u^k$.

We argue that, when the number of peers is large, it suffices to study the mean dynamics of the proportions, for the fluctuation around mean is expected to be negligible for infinitely large systems. Therefore, denoting $\mathbb{E}[w_x^k]$, with abuse of notation, by $w_x^k$ itself, we are in a position to write down the following rate equations to capture the mean dynamics of the system in the form of an ordinary differential equation (ODE),

$$\frac{dw_u^k}{dt} = -w_u^k + \sum_{v \in \mathcal{T} : S_v = u} \left( w_v^k + \sum_{i \in \mathcal{F}} \left( \lambda^k(v - e_i, v) - \lambda^k(v, v + e_i) \right) \right), \quad \text{(3.6)}$$

for each $u \in \mathcal{T}, k \in \mathbb{N}$. We find the stationary distribution by setting $\frac{dw_u^k}{dt} = 0$, giving rise to following fixed point equations at stationarity,

$$w_u^k = \sum_{v \in \mathcal{T} : S_v = u} \left( w_v^k + \sum_{i \in \mathcal{F}} \left( \lambda^k(v - e_i, v) - \lambda^k(v, v + e_i) \right) \right), \quad \text{(3.7)}$$

Observe that

$$\sum_{u \in \mathcal{T}} \frac{dw_u^k}{dt} = - \sum_{u \in \mathcal{T}} w_u^k + \sum_{u \in \mathcal{T}} \sum_{v \in \mathcal{T} : S_v = u} w_v^k + \sum_{u \in \mathcal{T}} \sum_{v \in \mathcal{T} : S_v = u} \sum_{i \in \mathcal{F}} \left( \lambda^k(v - e_i, v) - \lambda^k(v, v + e_i) \right)$$

$$= - \sum_{u \in \mathcal{T}} w_u^k + \sum_{u \in \mathcal{T}} w_u^k + \sum_{u \in \mathcal{T}} \sum_{i \in \mathcal{F}} \left( \lambda^k(u - e_i, u) - \lambda^k(u, u + e_i) \right)$$

$$= 0,$$

for all $k \in \mathbb{N}$. This is because of the fact that proportions sum up to 1, i.e., $\sum_{u \in \mathcal{T}} w_u^k = 1 \forall k \in \mathbb{N}$. Notice that, by definition, for $u, v \in \mathcal{T}, Sv = u \implies u_1 = 0$ and for $u, u', v, v' \in \mathcal{T} : Sv = u, Sv' = v', u \neq u' \implies v \neq v'$. Therefore, in the second term on the right hand side, the first summation accounts for exactly half of $u \in \mathcal{T}$, viz., with $u_1 = 0$ and the second summation runs over exactly two distinct $v \in \mathcal{T} : Sv = u$ for each $u$ in the first summation. So, we get $\sum_{u \in \mathcal{T}} \sum_{v \in \mathcal{T} : S_v = u} w_v^k = \sum_{u \in \mathcal{T}} w_u^k$. The third term vanishes by simple rearrangement of summands.

It does merit some attention that the population model presented here can be thought of as an infection model with $2^n$ distinct levels of a disease, each level being represented by $u \in \mathcal{T}$ and (gradual) recovery being represented by the shifting of buffer state after playback. This amounts to saying, a peer with all buffer positions filled is infected to the highest extent of a disease and if it does not download any chunk, i.e., if it does not get infected, within the next $n$-time units (n chunk-shifting operations), it will gradually recover to a state of complete susceptibility (no chunk available). Another analogy that we would like to draw here is that as the chances of being infected increases with the number of infected neighbours in contact, so improves the playback experience. Higher the degree, better are the chances of downloading a piece from among neighbours.
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Let \( p_k : \{1, 2, \ldots, n\} \rightarrow [0, 1] \) denote the buffer probability of a peer of degree \( k \in \mathbb{N} \). Then,

\[
p_k(i) = \sum_{u \in T: u_i = 1} w_u^k. \tag{3.8}
\]

The global performance of the network is linked to these degree-specific buffer probabilities through the associated degree distribution of \( G \) as follows

\[
p(i) = \sum_{k \in \mathbb{N}} \pi(k) p_k(i). \tag{3.9}
\]

Now, we try to derive a recurrence relation among \( p_k(.) \)'s (and then, in turn, among \( p(.) \)'s) by means of eq. (3.7). We have the following result in that direction.

**Result 3.** The process \( \{W_t\}_{t \geq 0} \) of proportions obeying rate equation eq. (3.6), admits the following recursion relation among its buffer probabilities at stationarity

\[
p_k(i + 1) = p_k(i) + \sum_{u \in T: u_i = 1} \lambda^k(u - e_i, u) \tag{3.10}
\]

\[
p(i + 1) = p(i) + \sum_{k \in \mathbb{N}} \pi(k) \sum_{u \in T: u_i = 1} \lambda^k(u - e_i, u), \tag{3.11}
\]

for all \( i, k \in \mathbb{N} \). Moreover, the buffer probabilities are nondecreasing functions of their arguments, i.e., buffer indices.

Before providing a proof of result 3, let us first prove the following lemma.

**Lemma 2.** For the Markov chain \( \{W_t\}_{t \geq 0} \) obeying rate equation eq. (3.6), for each \( i, k \in \mathbb{N} \), we have the following two identities

\[
\sum_{u \in T: u_i = 1} \sum_{v \in T: S_v = u} w_v^k = p_k(i) \tag{3.12}
\]

\[
\sum_{u \in T: u_i = 1} \sum_{j \in F} \left[ \lambda^k(u - e_j, u) - \lambda^k(u, u + e_j) \right] = \sum_{u \in T: u_i = 1} \lambda^k(u - e_i, u) \tag{3.13}
\]

The proof of lemma 2 is provided in appendix A. Now we furnish a proof of result 3.

**Proof of result 3.** Summing both sides of eq. (3.7) and using lemma 2 we get

\[
\sum_{u \in T: u_i = 1} w_u^k = \sum_{u \in T: u_i = 1} \sum_{v \in T: S_v = u} w_v^k + \sum_{u \in T: u_i = 1} \sum_{v \in T: S_v = u} \sum_{j \in F} \left( \lambda^k(v - e_j, v) - \lambda^k(v, v + e_j) \right) \implies p_k(i + 1) = p_k(i) + \sum_{u \in T: u_i = 1} \lambda^k(u - e_i, u).
\]

Summing the above according to eq. (3.9), we get the other recurrence relation pertaining to global performance. The fact that buffer probabilities are nondecreasing in buffer indices follows from the nonnegativity of \( \lambda^k \)'s. \( \square \)
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Interpretation of result 3: The recurrence relation among buffer probabilities succinctly captures a peer’s performance aspect in the live video streaming framework. The left hand side gives the probability that the chunk required to fill buffer location \( i + 1 \) is present. The right hand side virtually tells us that there are two possible ways to have the chunk at buffer location \( i + 1 \) present. One, it could already be there at buffer location \( i \), with probability of buffer index \( i \), and was made available at location \( i + 1 \) due to shifting. Two, the chunk was not there, but the peer could download it in the mean time. Somewhat imprecisely speaking, this takes place with probability \( \sum_{u \in T: u_i=1} \lambda^k(u-e_i, u) \) for a degree-\( k \) peer and \( \sum_{k \in \mathbb{N}} \pi(k) \sum_{u \in T: u_i=1} \lambda^k(u-e_i, u) \) for the global performance, respectively. This forms the basis for our further analysis of the buffer probabilities.

With the recurrence relation in place, we make another simplifying assumption. We assume that the chunk selection policy of a degree-\( k \) peer, \( \alpha^k(i, u, v) \) for buffer index \( i \), own buffer state \( u \) and contacted peer’s buffer state \( v \) is agnostic of both \( u \) and \( v \), but rather attaches mass to buffer indices according as their relative importance. Call this simplified policy \( s^k \), instead of \( \alpha^k \). This assumption simplifies the problem to a great extent.

\[
\lambda^k(u, u + e_i) = k\varsigma w^k_u \sum_{v \in T: v_i=1} \sum_{l \in \mathbb{N}} q(l) w^l_v \alpha^k(i, u, v)
\]

\[
= k\varsigma w^k_u s^k(i) \sum_{l \in \mathbb{N}} q(l) \sum_{v \in T: v_i=1} w^l_v
\]

\[
= k\varsigma w^k_u s^k(i) \sum_{l \in \mathbb{N}} q(l) p_l(i)
\]

\[
= k\varsigma w^k_u s^k(i) \theta_i,
\]

where \( i \in \mathcal{F} \setminus \{1\} \) and \( \theta_i := \sum_{l \in \mathbb{N}} q(l)p_l(i) \) encapsulates the probability that “an arbitrarily given edge points to a node where chunk \( i \) is available”.

Let us now revisit the recurrence relation and plug in the above simplified quantities. In order to do so, note that, for all \( i \in \mathcal{F} \setminus \{1\} \),

\[
\sum_{u \in T: u_i=1} \lambda^k(u-e_i, u) = \sum_{v \in T: v_i=0} \lambda^k(v, v + e_i)
\]

\[
= k\varsigma \theta_i s^k(i) \sum_{v \in T: v_i=0} w^k_v
\]

\[
= k\varsigma \theta_i (1 - p_k(i)) s^k(i)
\]

The recursion relation in result 3 then reads:

\[
p_k(i + 1) = \begin{cases} p_k(i) + k\varsigma \theta_i (1 - p_k(i)) s^k(i) & \text{if } i \neq 1, \\ p_k(1) + \frac{1}{M} & \text{if } i = 1, \end{cases} \quad (3.14)
\]

where \( i = 1, 2, \ldots, n - 1 \) and \( k \in \mathbb{N} \) and \( \sum_{u \in T: u_i=1} \lambda^k(u-e_1, u) = \frac{1}{M} \).

Such a recurrence relation in the special case of a homogeneous system has served as a starting point for study of buffer probabilities in a number of articles in the literature.
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In fact, by choosing \( \pi(k) = 1(k = k^*) \), \( \varsigma = \frac{k}{k^*} \) for some \( k^* \in \mathbb{N} \), we retrieve from eq. (3.14) the corresponding recurrence relation in the homogeneous setup, as found in [35,40,41]. Our endeavour was to provide a principled approach to derive such a recurrence relation in a more general heterogenous setup maintaining degree dependence of peers.

An attentive reader might have noticed from result 3 that \( p_k(1) \) is 0 for all \( k \in \mathbb{N} \), an artefact of the way we have built the model with shifting of chunks at rate unity. This is because buffer index 1 is solely reserved for the server and at each shifting, the chunk at buffer index 1 is pushed to buffer index 2 and buffer index 1 is emptied. Therefore, \( p_k(2) = \sum_{u \in T : u_1 = 1} \lambda^k(u - e_1, u) = \frac{1}{M} \), total input to the system by the server. Since the relevant buffer index where peers can download and fill chunks starts from 2, we rename this as index 1 and set \( p_k(1) = \frac{1}{M} \). Notice that the quantity \( p_k(1) = \frac{1}{M} \to 0 \) as \( M \to \infty \). This will be the case if there are infinitely many peers and the server can serve only finitely many of them. The probability that a peer has a chunk available at buffer index 1 is linked to the capacity of server. In practice, this probability, however small, can be assumed non-zero. We symbolically represent this small non-zero probability by \( p_k(1) \) and use it as boundary condition in result 3.

We do realise that these simplifying assumptions are not tenable in most finite-sized real systems and hence, the model is not an accurate one. However, we emphasize that the purpose of this exercise is to get some analytic intuition, rather than accurate computation of equilibrium buffer probabilities.

We shall now focus on the two popular chunk selection strategies, viz., rarest first or the latest deadline first (LDF) and greedy strategy or the earliest deadline first (EDF). We follow the interpretations laid down in [41].

### 3.2. Chunk selection function

#### 3.2.1. Rarest-first strategy

This strategy aims to download the rarest piece first. The priority is thus on the initial buffer indices. Therefore, for rarest-first strategy, \( s_k(i) \) can be written as

\[
s_k(i) = [1 - p_k(1)] \prod_{j=1}^{i-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma \theta_j)].
\]  

(3.15)

The explanation for the above is as follows: the event that a peer of degree \( k \) in need of and having found chunk \( i \) selects it from among all downloadable chunks is tantamount to the joint occurrence of the events that the peer is not being served directly by the fixed source (call this event \( A \)), that chunk selection does not take place for all buffer locations prior to \( i \), i.e., for all buffer locations \( 1, 2, \ldots, i - 1 \) (call this event \( B \)) and that chunk selection does take place at buffer location \( i \) (call this event \( C \)). As the

\[1\] Refer to eq. (3.7) to see why this is true. In reality, chunks are pushed onto the player by means of the shifting mechanism.
server picks up a peer for direct upload unbiasedly, event $A$ takes place with probability $1 - p_k(1) = 1 - \frac{1}{M}$. The event $B$ necessitates that for all buffer indices $1, 2, \ldots, i - 1$, the peer is either in possession of the chunk at that buffer index or when in need of the chunk, it cannot find it among its neighbours. Due to the independence of the buffer states, the probability of this event can be expressed as a product over the buffer indices, as shown in the above equation. The event $C$ takes place with probability 1.

Result 4. 1. The chunk selection function for rarest-first strategy can be expressed as

$$s_k(i) = 1 - p_k(i). \quad (3.16)$$

2. The recursion relation for buffer probabilities for rarest-first strategy has the following form

$$p_k(i + 1) = p_k(i) + k\varsigma\theta_i(1 - p_k(i))^2, \quad (3.17)$$

for $i = 1, 2, \ldots, n - 1$ and $k \in \mathbb{N}$.

The proof is similar to [11], however, for the sake of completeness, it is provided in Appendix A.2.

3.2.2. Greedy strategy

The greedy strategy seeks to download pieces that are close to playback. The priority is thus on playback urgency and hence towards the final buffer indices. Therefore, for the greedy strategy, the chunk selection function can be expressed as

$$s_k(i) = [1 - p_k(1)] \prod_{j=i+1}^{n-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j)] . \quad (3.18)$$

The explanation is similar to the case of rarest-first strategy, with the notable exception that now we require to search buffer index $n$ first, then $n - 1$ and so on.

Result 5. 1. The chunk selection function for greedy strategy can be expressed as

$$s_k(i) = 1 - p_k(1) - p_k(n) + p_k(i + 1). \quad (3.19)$$
2. The recursion relation for buffer probabilities for greedy strategy has the following form

\[ p_k(i + 1) = p_k(i) + k\varsigma \theta_i(1 - p_k(i)) [1 - p_k(1) - p_k(n) + p_k(i + 1)], \]

(3.20)

for \( i = 1, 2, \ldots, n - 1 \) and \( k \in \mathbb{N} \).

The proof is provided in Appendix A.

Remark. A typical EDF buffer probability curve exhibits a late sharp increase, contrary to an LDF curve (\[40,41\]). However, when \( M \) is large, EDF hinders propagation of new chunks. While LDF is known to possess good scalability, EDF outperforms LDF when \( M \) is small. We wish to exploit this feature of EDF even when \( M \) is large. In order to do so, we must devise a way to ensure circulation of new chunks. We surmise this can be done by employing strong peers to play LDF so as to act as pseudo-servers in the system. Next we pursue this supposition by studying different strategy profiles.

To keep our premise simple, we consider a 2-degree system. Suppose there are only two degrees \( k_1, k_2 \in \mathbb{N} \) in the system where \( k_1 < k_2 \). For typographical convenience, we shall subscript all the relevant variables with only \( 1, 2 \) instead of \( k_1, k_2 \) respectively, whenever the degree of a vertex appears as a subscript or as an argument to a function, e.g., \( \pi_1, \pi_2 \) in place of \( \pi(k_1), \pi(k_2) \) respectively and \( p_1(i), p_2(i) \) in place of \( p_{k_1}(i), p_{k_2}(i) \) respectively. Also, to set a convention, call the peers of higher degree (\( k_2 \) in this case) “strong peers”, and peers of lower degree (\( k_1 \) in this case), “weak peers”.

3.3. Pure LDF strategy

As seen in section [3.2.1] the buffer probabilities for the two degrees \( k_1, k_2 \) in the system when everybody plays LDF, are given by the following recursion relations:

\[ p_1(i + 1) = p_1(i) + k_1\varsigma \theta_i(1 - p_1(i))^2, \]
\[ p_2(i + 1) = p_2(i) + k_2\varsigma \theta_i(1 - p_2(i))^2, \]

(3.21)

for \( i = 1, 2, \ldots, n - 1 \). To study their behaviour, we adopt continuous approximation of the above two difference equations. Treating the buffer index \( i \) as a continuous variable and writing \( y, y_1, y_2, \theta \) for \( p(i), p_1(i), p_2(i) \) and \( \theta_i \) respectively, we have the following differential equations:

\[ \frac{dy_1}{dx} = k_1\varsigma \theta(1 - y_1)^2, \]
\[ \frac{dy_2}{dx} = k_2\varsigma \theta(1 - y_2)^2, \]
\[ \frac{dy}{dx} = \pi_1 \frac{dy_1}{dx} + \pi_2 \frac{dy_2}{dx}. \]

(3.22)

The above luckily allows an exact solution which we present in the next result.
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**Result 6.** For the pure LDF strategy and large systems, i.e., when $M$ is large, the two buffer probabilities are related according to the following equation

$$y_2 = \frac{y_1}{1 - (1 - r)(1 - y_1)}, \quad (3.23)$$

where $r = \frac{k_1}{k_2}$.

The proof is given in Appendix A.2. As an immediate observation, we see that $y_2 > y_1$, i.e., the stronger peers have better performance irrespective of buffer length. This gain in buffer probability is due to their greater rate of interaction. However, this difference in performance for the weak peers due to degree disparity can be made arbitrarily small if sufficiently large buffer length is made available. Figure 3.2b shows a plot of $y_1$ and $y_2$. Another interesting consequence is that the above can now be used to derive an expression for buffer-size requirements and facilitate sensitivity analysis therefrom. We have the following result in that direction.

**Result 7.** For large systems playing pure LDF strategy, the buffer size requirement for the weaker peer corresponding to a desired level of continuity probability $1 - \epsilon_1$, where $\epsilon_1 = 1 - p_1(n)$, is given by

$$n_1 = A \ln \left( \frac{1 - \epsilon_1}{p(1)} \right) + B \ln \left( \frac{1 - p(1)}{\epsilon_1} \right) + C + \frac{D}{q_1(1-r)} \ln \left( \frac{1 + E(1 - \epsilon_1)}{1 + E(1 - p(1))} \right),$$

where $A = \frac{r}{q_1(1+r+q_2)}, B = \frac{r}{k_1(1+r+q_2)} \left( \frac{1}{1-r} + \frac{q_1^2q_2r(1-r)}{1+q_1r} \right) + \frac{1}{k_1r} \left( 1 - \frac{1-\epsilon_1^2}{1+q_1r} \right), C = \frac{1}{k_1}, D = q_1^2q_2(1-r)^3 \frac{k_1^2k_1(1+r+q_2)}{k_1(1+r+q_2)}, E = \frac{q_1(1-r)}{q_1r+q_2}$.

Proof is shown in Appendix A.2. The above can also be used when we intend to achieve a prespecified level of global performance, $1 - \epsilon = p(n)$. Recall that the global performance is functionally related to $\epsilon_1$ by:

$$1 - \epsilon = \pi_1(1 - \epsilon_1) + \pi_2 \frac{1 - \epsilon_1}{1 - (1 - r)\epsilon_1}.$$ 

The above expression for buffer-size requirement also paves way for a number of sensitivity analyses, e.g., by means of $\frac{dn_1}{d\epsilon_1}$ we gauge how much additional buffer space would be required if we wanted a marginal increase in performance. Similarly, $\frac{dn_1}{dp(1)}$ can be used to infer how much additional buffer space would be required to maintain the same continuity as population size increases and hence, about the scalability of the system.

\[^2p(1) = \frac{1}{2\sqrt{N}}\] enables us to compute $\frac{dn_1}{d\pi_1}$ from $\frac{dn_1}{dp(1)}$. 30
3.4. Mixed strategy: SchedMix

Now we turn to the mixed strategy. Suppose the weaker peers of degree $k_1$ adopt EDF and the stronger peers of degree $k_2$, LDF. As shown in Sections 3.2.1 and 3.2.2, the equilibrium probabilities are given by the following recursion relations:

$$
\begin{align*}
    p_1(i + 1) &= p_1(i) + k_1\varsigma\theta(1 - p_1(i)) [1 - p_1(1) - p_1(n) + p_1(i + 1)], \\
    p_2(i + 1) &= p_2(i) + k_2\varsigma\theta(1 - p_2(i))^2,
\end{align*}
$$

for $i = 1, 2, \ldots, n - 1$. As before, we shall use continuous approximation to study their behaviour. So, writing $\epsilon_1 = 1 - p_1(n)$, we have the following differential equations:

$$
\begin{align*}
    \frac{dy_1}{dx} &= \frac{k_1\varsigma\theta(1 - y_1)(y_1 - p_1(1) + \epsilon_1)}{1 - k_1\varsigma\theta(1 - y_1)}, \\
    \frac{dy_2}{dx} &= k_2\varsigma\theta(1 - y_2)^2, \\
    \frac{dy}{dx} &= \pi_1 \frac{dy_1}{dx} + \pi_2 \frac{dy_2}{dx}.
\end{align*}
$$

The above equations, unfortunately, do not yield an exact solution. So, an attempt to derive closed-form expression for buffer-size requirement is fruitless. Therefore, we resort to numerical solution to compare global performance of the system under pure LDF and mixed strategies. It turns out that performance under the mixed strategy is indeed better than that under pure LDF strategy (vide Figure 3.3a), which also corroborates our claim.

When we compared the performance of the weak peers vis-à-vis the strong ones, an interesting phenomenon was observed. The buffer probability curve for weak peers expectedly remained below the curve for strong peers for the initial buffer indices, but the weak peers could eventually manage to outperform the strong ones even for moderate buffer-lengths, buoyed by a sharp increase in buffer probabilities that a typical “EDF curve” enjoys and what we call the “boon of heterogeneity” (vide Figure 3.3b). This phenomenon is in agreement with our supposition in remark 3.2.2 and can be explained
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(a) Global performance comparison under LDF and mixed strategy
(b) Performance comparison of weak and strong peers under mixed strategy

Figure 3.3.: Performance comparison

Intuitively, both strong and weak peers playing LDF and EDF respectively benefit immensely from being exposed to a heterogeneous environment. As a peer trying to fill the buffer as much as possible, when exposed to a homogeneous environment, be it LDF or EDF, one would expect somewhat similar availability of chunks among all its neighbours. Indeed, in a homogeneous environment, all the peers have the same buffer probabilities. On the contrary, when exposed to a heterogeneous environment, if a peer requires a chunk in one of the initial buffer locations, it has a higher probability of downloading it from an LDF-playing neighbour. Similarly, for a missing chunk close to playback, one would preferably contact an EDF-playing neighbour. Thus, a peer can fill larger part of the buffer when exposed to a heterogeneous environment, for it makes available a diverse set of chunks. We call this phenomenon the “boon of heterogeneity”. This preposes the steep rise that a typical “EDF curve” enjoys. Since an EDF curve has a greater growth-rate in the neighbourhood of 1 (see [40,41]), the weaker peers eventually outperform the stronger peers playing LDF even for moderate buffer-lengths.

To get an analytic understanding of this phenomenon, we make a very crude, but “conservative” approximation. Ignoring all second and higher order terms of $k_1 \theta (1 - y_1)$ in the expansion of $1/(1 - k_1 \theta (1 - y_1))$ that appears in $\frac{dy_1}{dx}$, yields the following exact solution

$$y_2 = \frac{1}{r (1 - p(1) + \epsilon_1)} \ln \left( \frac{y_1 - p(1) + \epsilon_1}{1 - y_1} \right) - C - 1,$$

where $C = \frac{1}{(1 - p(1) + \epsilon_1)} \ln \left( \frac{\epsilon_1}{1 - p(1)} \right) - \frac{1}{1 - p(1)}$ and $r = \frac{k_1}{k_2}$ (proof shown in Appendix A.2).

As seen in the pure LDF case, the apparent shortcoming of degree-disparity can be overcome if sufficiently large buffer is made available. Rewriting Equation (3.26) and setting $\epsilon_1 = p(1)$, a legitimate choice given sufficiently large buffer, we get the following

---

3Conservative in the sense that the approximate differential equation would underestimate the buffer probabilities of the weak peers, i.e., $\frac{dy_1}{dx} > \frac{dy_1^{approx}}{dx}$. 

32
3.5. Stability analysis

Figure 3.4.: $y_1$ vs. $y_2$ under mixed strategy from the continuous time model Chapter 2 on Watts-Strogatz graph. Relevant parameters are: $M = 2000$, $n = 40$, $\varsigma = 0.25$.

simplified expression

$$y_1 = \frac{1}{1 + e^{-r(\frac{1-y_2}{1-p(1)} + C_0)}},$$

(3.27)

where $C_0 = \frac{1}{r} \ln \left( \frac{p(1)}{1-p(1)} \right) - \frac{1}{1-p(1)}$. Fortunately Equation (3.27) is simple enough to derive analytic intuition into its behaviour. Consider two functions $f_1(z) = z$, $f_2(z) = 1 + e^{-r(\frac{z}{1-z} + C_0)}$ for $z \in (0, 1)$. As $z \uparrow 1$, we observe $f_1 \uparrow 1$ and $f_2 \downarrow 1$. Moreover, expanding $\frac{1}{1-z} = 1 + z + z^2 + \ldots$, we see that $f_2 \downarrow 1$ exponentially fast as $z \uparrow 1$. Since the decay of $f_2$ is faster than the growth of $f_1$, there must be a point $z$ in the neighbourhood of 1 such that $f_1(z)f_2(z) < 1$, i.e., $f_1(z) < 1/f_2(z)$. This precisely implies that there must be a point where the weak peers outplay the strong peers.

We verified this phenomenon of the weaker peers outperforming the stronger ones (see Figure 3.4) in the “more” realistic continuous time model described in Chapter 2.

### 3.5. Stability analysis

Here we briefly touch upon the stability considerations for the system of differential equations developed in earlier sections, viz., eq. (3.22) and eq. (3.25). This exercise is only intended to be elucidative of the system’s behaviour when sufficiently large buffers are made available. Please refer to [31] for a leisurely read.

Let us first take up the pure LDF strategy, eq. (3.22). Rewriting $\frac{dy_1}{dx} = f_1(y_1, y_2)$, $\frac{dy_2}{dx} = f_2(y_1, y_2)$, we evaluate the Jacobian matrix

$$J = \begin{pmatrix} \frac{df_1}{dy_1} & \frac{df_1}{dy_2} \\ \frac{df_2}{dy_1} & \frac{df_2}{dy_2} \end{pmatrix}_{i,j=1,2}$$

and study its eigenvalues. At $(1,1)$, both the eigenvalues of $J$ are 0, implying *doubly degenerate equilibrium* of the system around $(1,1)$.

The more interesting case is the mixed strategy, eq. (3.25). Proceeding as before, we get

$$J \bigg|_{(1,1)} = \begin{pmatrix} -k_1\varsigma(1-y_0) & 0 \\ 0 & 0 \end{pmatrix},$$

(3.28)
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with eigen values 0 and $-k_1\varsigma(1 - y_0)$. This implies a singly degenerate equilibrium around $(1,1)$. Moreover, this tells us that the EDF-peers will continue to grow at an exponential rate, while the LDF-peers will not have any growth around $(1,1)$. Thus, the EDF-peers must outsmart the LDF-peers eventually. This further corroborates our supposition regarding the weak peers eventually outperforming the strong ones under the mixed strategy.
4. Game theoretic argument

In this section, we attempt to bring in a game theoretic perspective for the strategies by pitting weak peers against strong ones. Let $S_1 = S_2 = \{\text{LDF, EDF}\}$ be the strategy profiles of weak and strong peers, respectively and $S := S_1 \times S_2$ denote the set of all possible strategy vectors. Also define utility functions $u_i : S \to \mathbb{R}$ as the playback continuity probability for a fixed buffer length $n \in \mathbb{N}$, i.e., $u_i(\varphi) := p_{i}^{\varphi}(n)$ for $\varphi \in S$ and $i = 1, 2$, where $p_{i}^{\varphi} : \mathbb{N} \to [0, 1]$ is the buffer probability under strategy vector $\varphi$.

As a convention, for $\varphi \in S$, denote by $\varphi_i$ the strategy of player $i$ and by $\varphi_{-i}$, the vector of strategies of all other players except $i$. A strategy vector $\varphi \in S$ is defined to be a “Nash equilibrium” if for all players $i$ and each alternate strategy $\varphi_i' \in S_i$, we have that

$$u_i(\varphi_i, \varphi_{-i}) \geq u_i(\varphi_i', \varphi_{-i}). \tag{4.1}$$

We claim that $(\text{EDF, LDF})$ is a Nash equilibrium.

Let us first argue about the weak peers’ strategy against LDF-playing strong peers. We have seen that, from the perspective of weak peers, LDF is not a “rational strategy”, because under the pure LDF strategy, the weak remains weak. On the other hand, weak peers can eventually outperform the LDF-playing strong peers if they are greedy. From the perspective of strong peers, they are better-off playing LDF against EDF-playing weak peers, establishing that $(\text{EDF, LDF})$ is a “Nash equilibrium”. For an illustration of these arguments, refer to Figures 4.1a and 4.1b and verify that Equation (4.1) is indeed satisfied for $(\text{EDF, LDF}) \in S$.

It does merit some attention that the strategy vector $(\text{LDF, EDF})$ is also Nash. This explains the “boon of heterogeneity” phenomenon that we explained earlier. However, this is a suboptimal strategy vector (vide the yellow bars in Figure 4.1b). When the strong peers play LDF, they act as pseudo-sources and facilitate propagation of rarest chunks. That is why $(\text{EDF, LDF})$ is more beneficial from the perspective of global performance. It must also be noted that the utility functions $u_i$’s depend on different choices of $n, k_1, k_2, \pi_1 = 1 - \pi_2, M$, therefore, Figures 4.1a and 4.1b should only be deemed as an illustration of the game theoretic arguments in a realistic setup with moderate buffer size. Extreme parameter choices, e.g., $n \to \infty, \pi_1 \pi_2 \to \infty$ do not catch our fancy and hence, are excluded from consideration.
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(a) Payoff table, calculated from exact ODEs for buffer length $n = 40$, $k_1 = 25$, $k_2 = 55$, $\pi_1 = 0.85 = 1 - \pi_2$, $M = 1000$.

(b) Bar plot of performance of weak, strong and global performance

Figure 4.1.: Comparison of all possible strategy vectors in $S$
5. Simulation of the stochastic model

Simulation of the stochastic model as described in chapter 2 is carried out in two steps: first, generation of a random graph and second, simulation of the content delivery process. We confine ourselves to Barabási-Albert preferential attachment [2] and Watts-Strogatz “small world” [33] networks for the purpose of simulation.
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(a) Distribution of EDF and LDF peers
(b) Buffer probabilities
(c) Start-up latency

Figure 5.1.: Performance on a Barabási-Albert preferential attachment graph. Here shifting takes place at each tick of a Poisson clock with rate unity. Relevant parameters are: $M = 2000, n = 40, \varsigma = 0.25$.

We begin with a random sample from $G_M$. A node with degree $k$ maintains a Poisson clock with rate $k\varsigma$. Given this graph, we fix the buffer size $n$ and simulate the content delivery process in accordance with section 2.3 separately for the three chunk selection policies, viz., pure LDF, pure EDF and mixed strategy. We initialise $X$ randomly. The server selects one of the peers uniformly at random to upload a chunk at buffer index 1. It continues to do so, until there is a link breakage in which case it again picks one of the peers uniformly at random (could be the same as before) to upload chunks directly. Link breakage takes place with a small probability. At every tick of the Poisson clocks, a peer, not being served by the server, contacts one of its neighbours uniformly at random and seeks to download a missing chunk, as dictated by its policy. To carry out this step, we first draw a random sample from a Poisson distribution with mean $k\varsigma$. This gives the number of times a degree-$k$ interacts with its neighbours in a unit amount of time. We repeat this for all peers except the one being directly served by the server. Finally all these interactions are randomly permuted. After unit amount of
time, all the chunks are shifted one place to the right. This completes one step of the live video streaming process. We repeat the procedure a large number of times. After discarding adequate amount of initial simulations (burn-in phase) to ensure stationarity, we record the availability of chunks at each buffer index of each peer to compute buffer probabilities.

The second metric that we look at is the start-up latency. It is the time a peer should wait before starting playback. While there is no unanimity as to how one should define the quantity in question, it seems reasonable to wait until a newly arrived peer’s buffer attains a steady state. In a homogeneous set-up where everybody plays the same policy and has the same buffer probabilities, as argued in [40], this is well represented by \( \sum_i p(i) \), the average number of available chunks at each peer. In our heterogeneous model, a higher degree peer interacts more often than a lower degree peer. Therefore, a newly arrived degree-\( k \) peer should have start-up latency of \( k \varsigma \sum_i p(i) \) in the mean-field. The corresponding global metric is \( E[k] \varsigma \sum_i p(i) \). For aesthetic reasons, we normalise this quantity to \((0, 1)\).
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(a) Distribution of EDF and LDF peers  
(b) Buffer probabilities  
(c) Start-up latency

Figure 5.2.: Performance on a Barabási-Albert preferential attachment graph. Relevant parameters are: \( M = 5000, n = 40, \varsigma = 0.25 \).

### 5.1. Barabási-Albert network

Simulation results on Barabási-Albert network are depicted in fig. 5.2. In fig. 5.2a we show the distribution of EDF and LDF-playing peers. The performance of mixed strategy pitted against pure LDF and pure EDF strategies are shown in fig. 5.2b. The mixed strategy indeed gives a better performance, corroborating our claim. However, the gain in performance is not significantly higher than pure LDF strategy which is known to be a good strategy. The mixed strategy, however, effectuates handsome reduction in start-up latency (\( \text{vide} \) fig. 5.2c).
5.2. Watts-Strogatz network

Figure 5.3 limns our findings on Watts-Strogatz network. In fig. 5.3a, we show the distribution of EDF and LDF-playing peers. Figure 5.3b portrays performance of the three strategies. As earlier, giving credence to our claim, the mixed strategy indeed outperforms the other two, although the gain in performance is nominal. However, as seen in the case of Barabási-Albert network, it does, to its credit, beget weighty reduction in start-up latency (vide fig. 5.3c).

Figure 5.3.: Performance on a Watts-Strogatz small world graph. Relevant parameters are: $M = 5000, n = 40, \varsigma = 0.25$.

Remarks

Although both figs. 5.2 and 5.3 stand affirmative to the fact that mixed strategy does outperform pure LDF and pure EDF strategies, even if marginally, the crux of employing the mixed strategy SCHEDMIX remains in letting most peers play “greedy”. This is tantamount to saying that the mixed strategy necessitates much smaller start-up latency to ensure good playback performance for everyone (at least as good as pure LDF strategy). This seems a significant benefit.

5.3. Effect of shifting after exponential time

In this section, we investigate the effect of assuming exponential shifting times instead of a deterministic shifting process. We run the system exactly as before except for the shifting which is also a stochastic process now, viz., a Poisson process of rate unity. Figures 5.1 and 5.4 respectively depict our findings on Barabási-Albert and Watts-Strogatz graph. As can be seen from the figures, this assumption does not disturb the overall behaviour of buffer probabilities. Our claim about the mixed strategy also remains unaffected.
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Figure 5.4.: Performance on a Watts-Strogatz small world graph. Here shifting takes place at each tick of a Poisson clock with rate unity. Relevant parameters are: $M = 2000, n = 40, \varsigma = 0.25$. 
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6.1. Practical system model

Besides the previously introduced stochastic model, we additionally designed and implemented a more practical simulation model of the P2P streaming system to study the impact of a full-stack implementation of the proposed mechanism as well as communication network-related factors. The simulation model is implemented based on the SIMON-STRATOR API as proposed in [27], making it compatible with the most recent version of the discrete-event-based network simulation framework PEERFACTSIM.KOM [30].

The simulation model implements a full-stack version of the proposed mechanism, in the sense that all mechanisms required for a real P2P-based stream delivery are realized. This includes all protocols involved in the establishment and maintenance of a mesh-based streaming overlay, the implementation of the scheduling mechanisms themselves, the buffer management at individual clients as well as the streaming server, and the modeling of actual data transmissions over a resource-constraint network. Due to space limitations, only key parts of the simulation model are presented in the following. All other parts are based on standard approaches used in state-of-the-art P2P-based streaming systems as presented by the authors in previous works [28,34].

6.1.1. Mesh establishment

In contrast to the model described in Section 2.3, in a real implementation it is important to also provide mechanisms for the actual establishment of the mesh structure over time. For this, a join procedure is implemented that uses a BitTorrent-like tracker as central node registry, which is queried for initial neighbor lists by new peers on joining the system. The tracker selects a maximum of 30 neighbors uniformly at random from the set of previously joined peers and sends the list to the joining peer. The peer now strives to establish as many incoming connections to other peers as possible (the maximum number of active connections is a system parameter). For this, the peer contacts peers from the initial list, where a maximum of 10 parallel open connection requests are allowed. Peers that receive a connection request, accept the request depending on their available resources. For this, the available up- and download bandwidth of a peer is used to define a maximum number of up- and download connections respectively. In combination with the used message-based communication and video data delivery, this approach limits the maximum number of parallel data transfers and thus the time for an individual video chunk to be delivered. The maximum number of connections is calculated by dividing 90% of the respective bandwidth by the video bitrate and flooring the result to the next
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integer. In case a peer denies a connection request, the requesting peer blacklists the candidate for 60 seconds, selects an alternative candidate from its local peer list, and tries to connect to it. This process is repeated until either enough in-connections where established or no more candidates are available. In the latter case, the peer retrieves a fresh list of potential neighbors from the tracker.

Peers in general accept all incoming connection requests by other peers, unless they do not have free out-connection slots. In the latter case, requests are not simply denied but can still be accepted with a small probability to achieve two goals: (1) making the established mesh topology more random as otherwise especially the very early peers tend to be blocked by other peers that joined shortly afterwards; (2) to ensure that peers with more bandwidth to eventually establish more in-connections than weaker peers. The second aspect showed to play an important role for applying the proposed mixed scheduling strategy that otherwise would not be able to leverage degree heterogeneity. In case of no free out-connection slots and if a request is originated from a strong peer, the receiving peer replaces with a probability of 1/16 one of its existing connections to a weaker peer. If the request is received from a peer that does not belong to the strong peer class, a randomly chosen connection to any other peer is replaced with a probability of 1/64 to achieve the first of the above goals. The right choice for the two probabilities are to be evaluated as part of future work. Yet, introducing them and assuring that string peers are accepted with a higher probability showed to result in the desired mesh connectivity as discussed based on the observed degree distributions in Section 6.2.

6.1.2. Scheduling and data exchange

The actual scheduling of data transmissions is done by each peer individually based on its local clock and buffer status. To account for the heterogeneity of peers and in line with the mathematical model, the rate at which chunks are requested from neighbors is proportional to the in-degree (i.e. the number of in-connections) of a peer. This is reasonable as peers with higher degrees also have more capacity and thus can request chunks at a higher rate. The delay between individual requests is calculated using 6.1, where $|\text{conn}_{\text{in}}|$ depicts the number of in-connections of the peer and $t_{\text{base}}$ is the request base interval.

\[
\text{delay}_{\text{sched}} = \frac{1}{|\text{conn}_{\text{in}}|} \times t_{\text{base}} \quad (6.1)
\]

On each delay$_{\text{sched}}$ tick, a peer uses the scheduling strategy (e.g. EDF or LDF) to select the next chunks to be requested from a defined request window on the local buffer. The size of this window ($|\text{req}_{\text{win}}|$) is used as upper limit for the number of chunks requested in a single tick, which showed to be necessary to account for the fact that chunk transmissions happen over a bandwidth-limited medium and previously requested chunks might still be delivered while new ones are requested. In our simulation settings, $|\text{req}_{\text{win}}|$ is set to a default value of 20, starting either at the beginning of the buffer for EDF or the end for LDF. Only chunks that are locally unavailable and are not pending for delivery are considered. Each of the chunks is assigned uniformly at random to one
of the peer’s in-connections. Once all selected chunks of a tick are assigned, they are batched on a per-neighbor basis into a single chunks request message and send out. The buffer has a length of $b_l = 4$ seconds, which translates to 50 chunks at a rate of 8 chunks per second.

### 6.1.3. Playback policy

For the playback of the video, a simplified policy was realized in this first version of the simulation model. A peer learns about the current broadcasting position of the server when it initially contacts the tracker. Due to the transmission delays of messages, this information is not assumed to be precise but close to the real position. On receiving this information, the peer starts a timer that triggers its playback after $b_l$ seconds. In the meantime, the peer starts establishing connections to peers and requesting chunks as described above. Once the playback was started, it constantly proceeds following the local clock of the peer, furthering the buffer chunk by chunk at the rate defined by the video bitrate. In case the currently first chunk in the buffer is not available on playback, the playback is nevertheless assumed to proceed. Playback deadline misses are recorded and reported in terms of the achieved playback continuity.

### 6.2. Simulation of the full-stack simulation model

A simulative sensitivity analysis was conducted, covering key system and environment parameters. The system parameters are listed in Table 6.1, where default values are underlined. Parameters were varied one at a time, while fixing the other parameters to their respective defaults. The default system parameter settings were derived by carefully conducting calibration runs for several parameter combinations. Finding the overall optimal configuration is hard to achieve as it would require exploring the overall configuration space, which is generally not feasible. We acknowledge this fact and focus on studying the potential of the proposed scheduling mechanisms in a realistic setting. All simulations presented in this section were repeated at least 30 times with different random seeds and 95%-confidence intervals are reported for all mean values.

| Parameter                          | Variations       |
|-----------------------------------|------------------|
| Request base interval ($t_{\text{base}}$ [s]) | 1, 2, 3          |
| Request window size ($|\text{req}_{\text{win}}|$) | 10, 20, 30, 40   |
| Source upload capacity [Mbit/s]    | 2.5, 3.5, 6.5, 12.5, 24.5 |
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Workload models

For all workloads, the peers are divided into three resource classes based on the bandwidth distribution reported in [23] for broadband access users (cf. Table 6.2). We acknowledge that these bandwidths are rather high in comparison to configurations used in related works. Yet, we intended to reflect a realistic setting in that the delivery of the video streams is not simply limited by the peer bandwidths but rather the content bottlenecks resulting from the scheduling strategy [12]. As observed in [18], the bandwidth of the source node plays an important role and, thus, its effect is studied in more detail to show its general effect in combination with the different scheduling strategies.

Table 6.2.: Used peer bandwidth distribution based on [23].

| Class   | Number | Share | UL BW (Mbps) | DL BW (Mbps) |
|---------|--------|-------|--------------|--------------|
| Source  | 1      | —     | 12.5         | 12.5         |
| Low     | 50     | 50%   | 5            | 26           |
| Medium  | 30     | 30%   | 4.5          | 60           |
| High    | 20     | 20%   | 56           | 134          |

The video bitrate was configured to be 1,500 Kbps, which is a commonly observed bitrate as recently reported in [17]. At the beginning of the simulation scenario, the peers join the system with in a random order and a constant arrival rate until all peers are online. After all peers joined the system, we leave the system some time to stabilize and then start recording a number of different performance and cost metrics. They are obtained periodically every 60 seconds of simulation time and on a per-peer basis. Peers are assumed to stay in the system and not leave it until the end of the simulation.

In the following, first, results for the default configuration are presented, followed by a study of different essential system parameters.

6.2.1. Results for default configuration

Figure 6.1 shows the streaming performance of the used default configuration. Here, it is to note that using a request window of size 20 is considered an extreme case as it artificially limits the request rate by localizing the chunks to be selected to the beginning or the end of the buffer. This is done to highlight the key difference between the chunk selection strategies. Other configurations of this parameter are described later on. The metric playback continuity describes the relative average availability of the playback chunk (at buffer index 49), while the buffer probability depicts the observed probability of all individual chunks in the buffer. Here as well, buffer index 49 is the next playback chunk and index 0 depicts the end of a peer’s local buffer. It is clearly visible that the mixed strategy achieves a significantly higher playback continuity as both EDF
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and LDF. The buffer probability shows that the early replication of newly broadcasted chunks greatly supports the greedy replication by the EDF peers once they enter their request window.

Figure 6.2 in addition, shows the resulting request rates for the individual chunk selection strategies. It shows that for the overall population, the request rate drastically drops using the mixed strategy. When separating the EDF from the LDF sub-population, it becomes apparent that this reduction is caused by the peers running EDF, which is roughly 50% lower in the mixed configuration. For the LDF peers, the average request rate is only slightly increased, showing the rather small additional overhead that these peers are penalized with. At the same time (figures not shown here) the average playback continuity rate across the sub-populations does not show any difference. This supports the argumentation that there is a high incentive for strong peers to run LDF instead of using EDF as the other peers do.

Figure 6.1.: Streaming performance and buffer characteristics.

Figure 6.2.: Number of requests
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6.2.2. Results of parameter study

To understand the impact of key system parameters on the performance and costs of the different chunks selection strategies, a parameter study on these parameters was conducted. First, the number of peers that run LDF in the mixed configuration is varied between (i.e. all peers run EDF) and \(20\). LDF peers are assumed to be strong peers and thus \(20\) LDF peers is the maximum configuration for an overall population size of \(100\) peers and using the peer classes as described in Tab. 6.2. The average playback continuity rate as well as the request rate are are depicted in Figure 6.3. With more strong peers running LDF, the playback continuity steadily increases, where with \(20\%\) of the overall population running LDF, the streaming performance is increases by about \(20\%\). At the same time, the average chunk request rate is reduced by about \(36\%\). As discussed before, this reduction only affects the EDF peers, while the LDF peers experience a slightly increased request rate.

![Figure 6.3: Number of LDF peers using mixed strategy.](image)

(a) Performance vs. costs.  
(b) Buffer probability.

Figure 6.4 and Figure 6.5 present the performance and costs for both changing scheduling strategies and source upload capacity. The chosen source bandwidths are motivated by multitudes of the video bitrate plus an small buffer of 500 Kbps to account for the system overhead. In line with the observations in [18,36], increasing the source bandwidth has a huge impact on the overall system performance. This is true across all scheduling strategies, where a steady increase in playback continuity ratio is observable with an increasing bandwidth. In all cases, the mixed strategy outperforms the other two strategies. Considering the average resulting request rates, it is observable that the mixed strategy greatly benefits from an increasing source bandwidth. This indicates the superior replication behavior of the mixed strategy. As mentioned before, EDF and LDF experience an increases streaming performance with higher source bandwidths, yet experiencing only a small reductions in the request rates and thus costs in terms of traffic caused by the strategies.
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Figure 6.4.: Source bandwidth: Playback continuity.

Figure 6.5.: Source bandwidth: Chunk requests per second.
7. Related Work

The problem of P2P live video streaming has been studied extensively in the recent past, both from the theoretical as well as practical perspective. Playback continuity, among others, received considerable attention for due reasons. Zhou et al. [40,41] proposed a simple model for the analysis of buffer probabilities based on mean-field heuristics. They brought to light several characteristics of the two most popular chunk selection strategies, viz., LDF, and EDF. Moreover, they proposed a mixed strategy as a compromise between LDF and EDF. Adamu et al. [1] made an attempt to analyze buffer probabilities in the context of a discrete Markov chain. Zhao et al. [38] developed a population model to study different chunk selection strategies. They modeled P2P system as a density-dependent Markov jump process and made interesting observations about optimal strategies in different scenarios.

It would be unfair not to mention the contributions that, although made outside live video streaming domain, have been impactful in our understanding of the P2P communication systems in general. Hajek et al. [13,42] highlighted interesting aspects of stability of a P2P system and lay down powerful results on continuous time Markov chain formulation.

The works mentioned above have, in many ways, been insightful in the homogeneous setup: when everyone plays the same strategy, everyone is equally capable etc. Therefore, they do not answer questions pertaining to heterogeneous setups, such as "what happens if only some of the peers are greedy?". Also, the influence of the graph structure, to the best of our knowledge, has not been studied so far. Our endeavour in this article has been to meticulously capture these two important aspects in a principled way. Infection models (see [9,10,19,24]) have proven to be useful in the study of spread of epidemic in random networks. Our modeling of the system as a contact process in the context of P2P live video streaming to describe the dynamics in terms of master equations is also a first, to the best of our knowledge.

Besides the above discussion of works that focus on the theoretical analysis and modeling, an number of more practical works in the area should be named that contributed to our today’s understanding of mesh/pull-based streaming systems in general.

Zhang et al. [36] argue that with an adequate configuration, pull-based streaming can achieve a high bandwidth utilization. They estimate lower bound for delivery ratio and complement their simulation study with steady-state mathematical analysis of simple sender-requester topologies. They identify the source bandwidth and group size to be an important parameter that influences the performance of a scheduling mechanism and that there exists a tradeoff between control overhead and streaming delay in such systems. As an answer, they propose a hybrid push/pull-based mechanisms to break this tradeoff.
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Liang et al. [18] studied the importance of different mechanisms used in P2P streaming systems and focus on scheduling strategies as important element. They compare different strategies using testbed experiments and show argue that a previously proposed mechanisms proposed by the same authors in [12] shows the best performance. Besides they identify key factors that influence the performance of scheduling strategies: the scheduling at the source node, the source bandwidth, the buffer size, and the out-degree of individual nodes. They also argue that scheduling only plays a role for the system performance in case the overall resource index is low. In our studies, however, we found that clear differences between scheduling strategies exist, even in settings with a high resource index. We explain this observation by the fact that content bottlenecks are still likely to be caused by commonly used lightweight scheduling strategies such as EDF and LDF.

In [12], the same authors propose the above mentioned scheduling approach. Similar to the objective of this technical report, the proposed strategy tries to leverage peer heterogeneity. Yet, this only happens implicitly as peers maximize their bandwidth utilization. For this, the authors propose a rather complex scheduling approach based on multiple queues that are to be managed by each individual peer. Besides, the approach is partially based on a push delivery approach when relaying video chunks instead of a pull approach as studied in this technical report. With this approach, the authors show that they can achieve a nearly 100% bandwidth utilisation across peers. Yet, their proposed mechanisms assumes a fully connected mesh among peers and that each peer is directly connected to the source as well. This greatly limits the applicability of the approach to larger setups. In contrast to this approach, we focus on pure pull-based strategies, do not assume a fully connected mesh, and do not focus on maximizing bandwidth utilization only.

Zhang et al. [36] show that pull-based streaming can achieve high bandwidth utilisation and estimate a lower bound for the delivery ratio, based on simulations and a steady-state analysis of simple sender-requester topologies. Liang et al. [18] discuss scheduling as key mechanism for P2P streaming and name scheduling and bandwidth of the source, the buffer sizes, and peer degrees as additional factors. Besides, they argue that scheduling plays a role only at a resource index, whereas we observe clear differences due to content bottlenecks. In [12], a scheduling strategy is proposed, implicitly leverages heterogeneity by maximising bandwidth utilisation of peers. The strategy is rather complex as it is based on multiple queues and a partial push delivery. The authors show a nearly optimal utilisation only for a fully connected mesh, greatly limiting the applicability to realistic setups. In contrast, we focus on pure pull strategies, do not assume a fully connected mesh, and do not focus on maximising bandwidth only. In [25], a mesh/push-based streaming system is proposed using LRU as scheduling strategy. While the authors assume a heterogeneous setup, they do not consider degree heterogeneity as done in this technical report but define a fixed maximum degree to all peers.
8. Discussion

We conclude our technical report with a short discussion. We summarise our contribution and propound interesting perspectives and questions that we find fit for future scientific probe.

In this technical report, we contributed to building a sound mathematical framework for swarming on random graphs. The intricate dependence of performance on degree was made explicit. The idea of degree-based (strength-based) combination of primitive scheduling strategies led to interesting revelations, viz., boon of heterogeneity, weak peers outperforming strong ones etc. Propelled by these observations, we proposed our mixed strategy \textsc{SchedMix}.

Our mathematical framework is a general one. We believe it can also serve as a foundation in problems other than the one in pursuit, opening up ample opportunities for future exploration. It would be interesting to accommodate more complicated scheduling strategies into the model. From practical perspective, the prospect is even broader. We expect to see impactful application of \textsc{SchedMix} in combination with more sophisticated mechanisms. One straightforward but important step is the application of \textsc{SchedMix} in a state-of-the-art hybrid streaming system, where both mesh/pull and multi-tree/push-based mechanisms coexist. In this context it would be also interesting to understand the impact of other mechanisms, such as the exchange of buffermaps or a streaming of layered media content. The results presented in this technical report are encouraging in that \textsc{SchedMix} could be used as simple, yet powerful alternative to complex scheduling strategies in the growing number of scenarios where peer heterogeneity is inevitably given, e.g. streaming scenarios with heterogeneous end-user devices, where, e.g., bandwidth-constraint mobile users meet well-connected and high-capacity home users.
A. Appendix

A.1. Appendix: Mean field master equations

Proof of lemma 1. Fix $u \in T, k \in \mathbb{N}$. It follows,

$$
\sum_{Z \in \mathbb{N}^{|T| \times \mathbb{N}}} z_u^k \sum_{Y: \sum_{v \in T} y_v^k = z_u^k} P(Y)
= \sum_{v} \sum_{y_v^k: \sum_{s \in u} y_v^k = z_u^k} (\sum_{Sv = u} y_v^k) P(\{y_v^k | Sv = u\})
= \sum_{Sv = u} E[z_v^k]
$$

\[\square\]

Proof of lemma 2.

1. Notice that, for $u, v \in T : Sv = u$ and $u_{i+1} = 1 \implies v_i = 1$.

Therefore,

$$
\sum_{u \in T : u_i = 1} \sum_{v \in T : Sv = u} w_v^k = \sum_{v \in T : v_i = 1} w_v^k = p_k(i)
$$

2. We simplify the left hand side and omit terms whenever they turn out to be 0.

$$
\sum_{u \in T : u_i = 1} \sum_{j \in F} [\lambda^k(u - e_j, u) - \lambda^k(u, u + e_j)]
= \sum_{u \in T : u_i = 1} [\lambda^k(u - e_i, u) - \lambda^k(u, u + e_i)] + \sum_{u \in T : u_i = 1} \sum_{j \in F \setminus \{i\}} [\lambda^k(u - e_j, u) - \lambda^k(u, u + e_j)]
= \sum_{u \in T : u_i = 1} \lambda^k(u - e_i, u) + \sum_{j \in F \setminus \{i\}} \sum_{u \in T : u_i = 1} [\lambda^k(u - e_j, u) - \lambda^k(u, u + e_j)]
= \sum_{u \in T : u_i = 1} \lambda^k(u - e_i, u).
$$
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This is because,

\[
\sum_{j \in \mathcal{F} \setminus \{i\}} \sum_{u \in \mathcal{T}: u_i = 1} \left( \lambda^k(u - e_j, u) - \lambda^k(u, u + e_j) \right)
= \sum_{j \in \mathcal{F} \setminus \{i\}} \left[ \sum_{u \in \mathcal{T}: u_i = 1, u_j = 1} \left( \lambda^k(u - e_j, u) - \lambda^k(u, u + e_j) \right) + \sum_{u \in \mathcal{T}: u_i = 1, u_j = 0} \left( \lambda^k(u - e_j, u) - \lambda^k(u, u + e_j) \right) \right]
= \sum_{j \in \mathcal{F} \setminus \{i\}} \left[ \sum_{u \in \mathcal{T}: u_i = 1} \left( \lambda^k(u - e_j, u) - \lambda^k(u, u + e_j) \right) \right]
= 0.
\]

Such a rearrangement of summands is possible because \( u \in \mathcal{T} : u_i = 1, u_j = 1 \implies v = u - e_j \in \mathcal{T} : v_i = 1, v_j = 0 \). This completes the proof.
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Proof of result 4. 1. From Equation (3.15), we have

\[ s_k(i + 1) - s_k(i) = [1 - p_k(1)] \prod_{j=1}^{i} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j)] \]

\[ - [1 - p_k(1)] \prod_{j=1}^{i-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j)] \]

\[ = [1 - p_k(1)] \prod_{j=1}^{i-1} (p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j)) \]

\[ = s_k(i)(-k\theta_i + k\varsigma\theta_i p_k(i)) \]

\[ = -k\varsigma\theta_i(1 - p_k(i))s_k(i) \]

\[ = - (p_k(i + 1) - p_k(i)) \]

\[ \Rightarrow \sum_{j=1}^{i-1} (s_k(j + 1) - s_k(j)) = \sum_{j=1}^{i-1} (p_k(j + 1) - p_k(j)) \]

\[ \Rightarrow s_k(i) = s_k(1) + p_k(1) - p_k(i) \]

Substituting \( s_k(1) = 1 - p_k(1) \), we have \( s_k(i) = 1 - p_k(i) \).

2. Follows directly by substituting \( s_k(i) \) in Equation (3.14).

\[ \square \]

Proof of result 5. 1. From Equation (3.18), we have

\[ s_k(i + 1) - s_k(i) = [1 - p_k(1)] \prod_{j=i+2}^{n-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j)] \]

\[ - [1 - p_k(1)] \prod_{j=i+1}^{n-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j))] \]

\[ = [1 - p_k(1)] \prod_{j=i+2}^{n-1} [p_k(j) + (1 - p_k(j))(1 - k\varsigma\theta_j))] \]

\[ = s_k(i + 1) [k\theta_{i+1} - k\varsigma\theta_{i+1}p_k(i + 1)] \]

\[ = k\varsigma\theta_{i+1} [1 - p_k(i + 1)] s_k(i + 1) \]

\[ = (p_k(i + 2) - p_k(i + 1)) \]
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So,

\[ \sum_{j=1}^{n-2} (s_k(j+1) - s_k(j)) = \sum_{j=1}^{n-2} (p_k(j+2) - p_k(j+1)) \]

\[ \Rightarrow s_k(i) = s_k(n-1) - p_k(n) + p_k(i+1) \]

Substituting \( s_k(n-1) = 1 - p_k(1) \), we have

\[ s_k(i) = 1 - p_k(1) - p_k(n) + p_k(i+1). \]

2. Follows directly by substituting \( s_k(i) \) in Equation (3.14).

**Proof of result 6.** Dividing the two differential equations, we get

\[ \frac{dy_1}{dy_2} = \frac{k_1(1 - y_1)^2}{k_2(1 - y_2)^2}, \]

which, along with the boundary condition \( y_2 = \frac{1}{M} \) when \( y_1 = \frac{1}{M} \), gives exact solution

\[ y_2 = \frac{1 - (Ck_1 + r)(1 - y_1)}{1 - Ck_1(1 - y_1)}, \]

where \( r = \frac{k_1}{k_2} \) and \( C = \frac{M}{M-1} \left( \frac{1}{k_1} - \frac{1}{k_2} \right) \). When \( M \to \infty \), the above simplifies to

\[ y_2 = \frac{y_1}{1 - (1 - r)(1 - y_1)}. \]

**Proof of result 7.** Inserting eq. (3.23) into eq. (3.22), we get

\[ \frac{dy_1}{dx} = \frac{k_1 \varsigma(q_1(r + (1 - r)y_1) + q_2)y_1(1 - y_1)^2}{(r + (1 - r)y_1)} \cdot \frac{1}{y_1}. \]

Writing

\[ \frac{(r + (1 - r)y_1)}{k_1 \varsigma(q_1(r + (1 - r)y_1) + q_2)y_1(1 - y_1)^2} = \frac{A}{y_1} + \frac{B}{(1 - y_1)} + \frac{C}{(1 - y_1)^2} + \frac{D}{q_1(r + (1 - r)y_1) + q_2}, \]

and using the boundary condition \( y_1 = \frac{1}{M} \) when \( x = 1 \), we obtain the desired result.
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Derivation of eq. (3.26). From Equation (3.25), making use of the approximation, we have the following differential equation

\[
\frac{dy_1}{dy_2} = \frac{r(1 - y_1)(y_1 - p(1) + \epsilon_1)}{(1 - y_2)^2},
\]

which can be exactly solved to get the desired result

\[
y_2 = \frac{1}{r(1-p(1)+\epsilon_1)} \ln \left( \frac{y_1 - p(1) + \epsilon_1}{1-y_1} \right) - C - 1
\]

where \( C = \frac{1}{(1-p(1)+\epsilon_1)} \ln \left( \frac{\epsilon_1}{1-p(1)} \right) - \frac{1}{1-p(1)} \). \qed
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