Synthetic Cells Engaged in Molecular Communication: An Opportunity for Modelling Shannon- and Semantic-Information in the Chemical Domain
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In this Perspective article we intend to focus on the opportunity of modelling Shannon information and/or “semantic” information in the field originated by the convergence of bottom-up synthetic biology (in particular, the construction of “synthetic cells”) and the engineering approaches to molecular communication. In particular we will argue that the emerging technology of synthetic cell fabrication will allow novel opportunities to study nano-scale communication and manipulation of information in unprecedented manner. More specifically, we will discuss the possibility of enquiring on the transfer and manipulation of information in the chemical domain, and interpreting such a dynamics according to Shannon or to MacKay-Bateson (“semantic” information).
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1 SYNTHETIC BIOLOGY AND MOLECULAR COMMUNICATION: TWO GROWING AND POTENTIALLY CONVERGING FIELDS

Synthetic Biology (SB) applies engineering principles to biology, aiming at designing, constructing and assembling biological parts, devices, systems, and processes that do not exist in nature. The latter sentence can be considered as a definition of SB, even though SB encompasses a plurality of goals and approaches. Applications of SB are though for practical purposes, like the production of biofuel and fine chemicals, the development of biosensors or microorganisms for bioremediation. SB, then, faces with the issues of design and optimization of living organisms by operations like adding, removing, substituting, modifying, hybridizing, their parts, and it is then a typical bioengineering practice. The natural system is “re-wired” for controlling its behavior, with a pre-defined goal in mind.

However, SB also plays a role in basic science, according to the motto “What I cannot create, I do not understand” (R. Feynman) and contributes, with robotics and artificial intelligence (AI), to the constructive or synthetic approaches to life and cognition (Damiano and Stano (2018)). In this arena, SB needs to identify the minimal (necessary and sufficient) elements that generate a desired pattern, looking for the Graal of minimal complexity. Two very relevant research lines are: 1) the “minimal cell/genome” one (Gil et al. (2004); Forster and Church (2006); Hutchison et al. (2016)), and 2) the construction of cell-like systems from scratch (Luisi (2002); Luisi et al. (2006); Ichihashi et al. (2010); Nourian et al. (2014); Schwille et al. (2018); Göpfich et al. (2018); Deshpande and Dekker (2018); Friddin et al. (2019); Berhanu et al. (2019)).
With the term “molecular communication” (MC) a quite innovative field is indicated, belonging to the macro-area of non-conventional communication and networks engineering (Farsad et al. (2016); Nakano (2017); Akyildiz et al. (2019a)). It refers to the courageous approach of studying and exploiting chemical communications instead of the well-known electromagnetic ones. While biologists know well what chemical signals are, and that they exert bioactivities at different scales and in a very unique way, the novelty in the MC approach is that the entire phenomenology of chemical signalling is encoded and formalized according to rigorous information and communication theories (ICT) in order to achieve a successful control of them, and thus foresee radically new technologies capable of manipulating biological systems from the sub-cellular to the whole-body levels. The cultural roots of MC practitioners lie, then, in communication and network engineering principles, and the resulting approaches deploy well-established conceptual and mathematical tools that have successfully contributed to the modern hyper-connected world (Akyildiz et al. (2015)). MC, in this respect, promises analogous progress in the bio-chem domains and the consequent development of bio-chem-ICTs. Potential applications range from smart drug delivery systems to bio-inspired nano-robots, from programmed nanodevices to nanonetworks, from brain-machine interfaces to hybrid bio-nanomachine/silicon-based systems (Akyildiz et al. (2019b)).

It seems clear, to us, that these two fields—SB and MC—despite the fact that speak different languages, have many common features (the main ones: adopting an engineering approach, sticking to the synthetic methodologies) and there are several possibilities for a convergence and a synergical growth. A frontier research can be envisaged, where nano-bio-info-cogno-devices are designed, built, and operated in an unprecedented manner. It is worth mentioning that there are already existing works in the literature that investigate MC using SB, as discussed in the recent surveys (Bi et al. (2021); Söldner et al. (2020)). In these works the biological components that can potentially serve as the main building blocks, i.e., transmitter, receiver, and signaling particles, for the design and implementation of synthetic MC systems are described. For example, experimental works were made based on calcium signalling and bacteria (Martins et al. (2018); Amerizadeh et al. (2021)).

Here, we would like to comment on the ongoing progress in bottom-up SB, in particular on the construction of the so-called “synthetic cells” (SCs, also known as “artificial cells”, ACs). Such systems, indeed, have been recently developed for being engaged in MC. This will provide us with an opportunity for presenting new experimental approaches for enquiring about “information” with different perspectives, hoping that the present discussion will inspire future investigations.

2 BOTTOM-UP SYNTHETIC CELLS ENGAGED IN MOLECULAR COMMUNICATION

A quite radical route to SB refers to building cell-like systems from scratch (Luisi (2002); Luisi et al. (2006)). The so-called bottom-up approach aims at constructing SCs capable of living-like behavior. Clearly, bottom-up SCs have very low complexity when compared to biological cells or to SCs built by genome synthesis and transplantation (Gibson et al. (2010)), nevertheless they are interesting because they address very fundamental questions, such as how the transition from non-life to life occurs, and allow the design of alternative (and sometimes “orthogonal”) cell-like systems from artificial and/or allegedly primitive molecules (Stano (2019b)). Bottom-up SCs are modular and programmable, and represent a totally new technology.

Bottom-up SCs (Figure 1A) are generally built by directed-assembly procedures, whereby molecules of different types are included inside or on the surface of cell-like semipermeable microcompartments (vesicles, coacervates, emulsions, gels) and establish a chemical system whose behavior resembles, at different degrees, what living cells do. The ultimate goal is the construction of SCs capable of self-fabricating all their molecular components (boundary included) via internal metabolic reactions, thus being “autopoietic” (Varela et al. (1974); Maturana and Varela (1980)). Current research is progressing rapidly, but autopoietic SCs are still out of reach. On the other hand, an increasing number of reports has dealt with the exchange of chemical signals and communication either between SCs either between SCs and biological cells.

Very simple SCs, built in 2009, were able to produce a sugar derivative that activated a bioluminescence response in the bacterium Vibrio harveyi (Gardner et al. (2009)). By employing gene expression strategy (Stano et al. (2012); Stano (2019a)), a number of bioinspired SCs were reported later. Examples are variegated, ranging from SCs acting as translators for Escherichia coli (activated by theophylline and sending isopropyl β-D-1-thiogalactopyranoside, IPTG) (Lentini et al. (2014)), to SC/SC signalling employing theophylline or arabinose signals that trigger the release of IPTG or doxycycline (Adamala et al. (2017)), and also from two-ways molecular communication between SCs and V. fischeri based on N-acyl-homoserine lactones, AHLs (Lentini et al. (2017)), to SCs that activate the expression of several genes in Pseudomonas aeruginosa again by AHLs (Rampioni et al. (2018)). Many other examples have been reported (reviewed in (Rampioni et al. (2019))), including a recent report about SCs/neuron communication (Toparlak et al. (2020)), and quite interesting cases where chemical communication eventually led to programmed operations like the production of a toxin to kill a biological cell. The latter example comes full circle as it brings us back to the concept of SCs as information-processing machines (i.e., not necessarily alive), and thus to the need a cybernetic control by applying the principle of ICT in the chemical domain. As mentioned, communicating SCs have relevance for the construction of programmable micro- and nano-devices for “smart” drug delivery, whereby—as already proposed—the MC engineering principles exquisitely match with the requirements of such future technology.

3 INFORMATION AND COMMUNICATION THEORY APPLIED TO MOLECULAR COMMUNICATION

The field of MC is quite young too. The main idea was introduced in the early 2000s by a group of communication engineers, with
Tadashi Nakano being one of the most active proponents, as an “unexplored research area at the intersection of computer networks and biology” or even as a “paradigm shifting research” (Nakano (2017)). Several scholars have already established a theoretical framework to model the exchange of signals in the chemical domain, not in the electromagnetic one. This implies the adaptation of the ICT to the intrinsic stochasticity of molecular-level patterns, due to the granularity of matter and to the incessant background thermal motion (the “molecular storm” (Hoffmann (2012))), which very peculiarly affects all chemical systems. In contrast to communications based on electronic devices and electromagnetic signals, MC are generally characterized by low speeds, short range, high specificity, low energy needs, and massive parallelism. MC is typically stochastic in nature, due to the erratic movements of molecules and to their potential degradation.

MC accurate modeling requires mathematical tools that describe discrete molecular diffusion and Brownian motion, the first arrival time, and the dual-description embracing matter granularity and average concentrations (Kuran et al. (2020)). It is relevant to highlight, however, that despite the need of specific modelling tools, MC explains the phenomenology of interest by adopting the usual Shannon ICT as it is general enough and can be successfully adapted to the specific features of...
The BA has been proposed in (Jetka et al. (2019)) with application to cellular signaling. In natural biological contexts, we refer to the changes that evolution has embodied in the cell dynamics in terms of natural selection (Kauffman et al. (2008)), or "functional", "relevant", "pragmatic" (see references in (Sharov and Vehkavaara (2015))). For example, environmental molecules such as nutrients or poisons cause different consequences on the cell behavior (moving toward a nutrient, or stepping away from a poison), but both the responses are adaptive and increases the cell fitness. For an observer, a nutrient and a poison have different "meanings" for the cell. Semantic information refers to what a message causes once received, i.e., how it is perceived by the receiver, how its meaning evolves, and how it is relevant to the observer.”

Semantic theories of information were already present in the early cybernetics (Hayles (1999)). Donald M. MacKay, for instance, was one of the principal proponents of semantic information (MacKay (1969)). He pointed out that Shannon information has a "selective" nature (i.e., dealing with the selection of one possible message from the set of possible messages), while semantic information is essentially related to what information “does” when perceived by the receiver (Logan (2012)). Other authors refer to semantic information as “instructional” (Kaufman et al. (2008)), or “meaningful”, “functional”, “relevant”, “pragmatic” (see references in (Kolchinsky and Wolpert (2018))). Semantic information, then, is a concept related to the changes that a message causes in the internal organization of the receiver, with the consequence of modifying its internal dynamics (i.e., its behavior, its states), and essentially is a further instance of self-organization patterns in natural biological contexts. We refer to the changes that

\[ I(D;S) = H(D) - H(D|S), \] (1)

where \( H(D) \) is the entropy of the destination, i.e., the output, which is described by the random variable \( D \), and \( H(D|S) \) is the conditioned entropy of the output \( D \) given the input, i.e., the source, which is described by the random variable \( S \). The two entropies on the RHS of (Eq. 1) depend on the statistics of the specific channel.

The maximization of information transfer through molecule diffusion and chemical reactions is one of the leading research directions in MC theory. The approaches so far proposed to evaluate the capacity in MC mainly consider the diffusive channel, where signaling molecules are released in a fluid medium to transfer information between transmitting and receiving nanomachines (Farsad et al. (2016)). In this type of MC systems, the number of received molecules is statistically described by a Binomial random variable that, under some circumstances, can be well approximated as a Poisson random variable, i.e. the number of trials and the probability of success, are, respectively, sufficiently large and small (Jamali et al. (2019)). The Poisson approximation allows the application of analytical methods to derive tight upper and lower bounds of the channel capacity (Ratti et al. (2021)). Considering the exact Binomial channel, the capacity-achieving discrete input distribution can be efficiently obtained by applying numerical approaches based on the Blahut-Arimoto (BA) method (Farsad et al. (2020)). In the context of a biochemical scenario, a variant of the BA has been proposed in (Jetka et al. (2019)) with application to cellular signaling.

From the point of view of information content and processing, the use of biological materials and processes make MC to exhibit unique features that distinguish it from the current telecommunication technologies (Table 1). To achieve a more in depth knowledge of the mechanisms at the basis of information exchange between cells, it is important to take into account the autoregulation effect introduced by the feedback (Ratti et al. (2020)). This effect, known as retroactivity, is among the most important differences between the classical model of a digital communication system and the MC one. Therefore, the main goal is to consider the variations of the channel that are induced by interference due to nearby cells that subtract molecules from the environment, thus modifying the channel seen by the target cell, which is the final destination of the transmitted information. This knowledge makes possible the implementation of adaptation mechanisms to maximize the capacity of the MC channel that are inspired by those used in classical digital communication systems. Clearly, as the research moves on, researchers discover several important and stimulating open problems to address, but essentially—and this is the key point for our discussion—MC builds on Shannon ICT.

### 4 MACKAY-BATESON SEMANTIC INFORMATION

On the other hand, it is well known that Shannon information does not deal with the meaning of messages, i.e., with semantic aspects of information. It is then an intriguing open question whether or not the design and the construction of SCs capable of exchanging chemical signals can be an unprecedented experimental model to investigate, in an innovative manner, semantic information, and how to build rigorous theories for it. Such a possibility leads, when properly developed, to novel directions that could contribute to embody AI and cognition, according to the above-mentioned synthetic approach (Damiano and Stano (2018)).

Semantic theories of information were already present in the early cybernetics (Hayles (1999)). Donald M. MacKay, for instance, was one of the principal proponents of semantic information (MacKay (1969)). He pointed out that Shannon information has a "selective" nature (i.e., dealing with the selection of one possible message from the set of possible messages), while semantic information is essentially related to what information “does” when perceived by the receiver (Logan (2012)). Other authors refer to semantic information as “instructional” (Kaufman et al. (2008)), or “meaningful”, “functional”, “relevant”, “pragmatic” (see references in (Kolchinsky and Wolpert (2018))). Semantic information, then, is a concept related to the changes that a message causes in the internal organization of the receiver, with the consequence of modifying its internal dynamics (i.e., its behavior, its states), and essentially is a further instance of self-organization patterns in natural biological contexts. We refer to the changes that

---

1Here we do not refer to the semantics of intentional communication typical of higher organisms (in particular semantic aspects of linguistics), but to the very basic “signs” and “meanings” that evolution has embodied in the cell dynamics in response to chemicals. This approach is resonant with the “protosemious” corner of biosemiotics (Sharov and Vehkavaara (2015)). For example, environmental molecules such as nutrients or poisons cause different consequences on the cell behavior (moving toward a nutrient, or stepping away from a poison), but both the responses are adaptive and increases the cell fitness. For an observer, a nutrient and a poison have different “meanings” for the cell. Semantic information refers to what a message causes once received, i.e., how it is perceived by the receiver, how its “meaning” emerges.

2As highlighted by Dennett, “the term ‘information’, which is ubiquitous in cognitive science (and elsewhere), does not refer to Shannon information”, and “the concept of information we use in cognitive science is semantic information”, that is, information identified as being about something specific: faces, or places, or glucose, for instance (Dennett (2017)).
environmental physico-chemical variables cause on the dynamics of the chemical network, which constitutes the system we are interested in (e.g., a biological or a synthetic cell), Figure 1B. According to the MacKay “railway signal-box” metaphor, a working definition of a signal meaning could be “its selective function on the range of the recipient’s states of conditional readiness for goal-directed activity” [MacKay (1969), p. 35], see Figures 1C,D (details in the caption). MacKay semantic information, as evidenced by (Floridi (2011, 2015)) has interesting connections with the systemic approaches (situation logic), proposed by (Barwise and Perry (1983)). In the context of biological cells, the goal-directed activity can be identified with the processes assuring cell existence and adaptation to the ever-changing environment. However, it will be possible to identify beneficial processes, e.g., stabilizing ones, and especially goal-directed ones, even in non-living SCs. Therefore, while comparing semantic information with the Shannon approach, the focus shifts from the message itself (related to the probability of successfully sending, transmitting, receiving a specific message) to the mechanisms determining the dynamical patterns of the receiver, and to the reasons why these mechanisms have been established. It can be realized that this is how the reception of a certain message becomes a perception, associated to certain adaptive patterns.

Semantic information mottoes read that information is “the distinction that makes the difference” (MacKay) or “the difference that makes a difference” ( Bateson) (Floridi (2010)). These expressions indicate that distinct (distinguishable) data/messages, for the receiver, functionally cause (are related to) different operations or transitions between states—within the receiver. While this sort of analysis is quite complex when it refers to human communication and behavior, it seems to us that enquiring on minimal semantic information might become an interesting and viable topic when studied by the SC model, especially because SCs can be constructed according to precise designs.

Looking at the semantic aspects of information means comparing and relating the environment and its variations (the presence/absence of chemical signals can be interpreted as a variation of the environment composition) with the internal states of a system—e.g., a SC—and their variations. These two entities (environment and system) co-vary in time. The system is blind to those variations that do not perturb its dynamical state. The “meaning” of such messages, instead, does not reside in the message itself, but is embodied in the organizational pattern (the network of transformations occurring within the system) that governs the system dynamics, which resulted as an adaptation to the perturbation. In this sense, the meaning depends on the context. A message (for example, a chemical compound), per se, has no meaning but the one that it possibly carries to the system because of the history of past adaptations in the case of natural cells (these relations have been shaped by evolution). The meaning, then, is generated, or constructed, by the system itself, within the relational boundaries of its own self-maintenance operations.

In SCs, meanings can be engineering because they are embodied in the internal molecular mechanisms that one can devise and construct by SB methods, being just a mapping of the effects of perturbation on the system internal dynamical organization. For the first time, then, the relations embodied in the molecules and their functional relations within a responsive intra-SC networks can be re-designed, constructed, combined, and hybridized in order to engineer meanings in a programmable fashion. Intriguingly, an example of messages that trigger different behaviour in the recipient system has been provided, in a purely MC modeling scenario, by (Felicetti et al. (2014)), who proposed a connection-oriented protocol, based on chemical exchanges, that realizes programmed transitions in a finite-state machine.

### 5 CONCLUDING REMARKS

The meaningless (Shannon) and the meaningful (MacKay-Bateson) facets of information complement each other, answering different questions. To parallel the established MC quantitative and formal approaches to Shannon information in the chemical domain, we call for similar efforts, as done recently by Kolchinsky and Wolpert (2018), to face semantic information. The synergy between SB and MC can provide an insightful platform for accomplishing this task. Besides this new application field that merge MC and SB, the idea of including semantic and goal-oriented aspects is a new paradigm that is currently under investigation also in more traditional ICT systems for the development of future 6G wireless networks (Strinati and Barbarossa (2021)).
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**TABLE 1 | Information transmission, reception, and processing in Telecommunication and MC Systems.**

| Information Type | Telecommunication | Molecular communication |
|------------------|-------------------|-------------------------|
| Storage Processing | Magnetic, optical, electrical | DNA genes |
| Exchange | Electronic and optical | Gene transcription and translation; whole-cell chemical network |
| Exchange | Electromagnetic waves | Cell signaling pathways and molecule transport processes |
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