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Abstract

In a growth-fragmentation system, cells grow in size slowly and split apart at random. Typically, the number of cells in the system grows exponentially and the distribution of the sizes of cells settles into an equilibrium ‘asymptotic profile’. In this work we introduce a new method to prove this asymptotic behaviour for the growth-fragmentation equation, and show that the convergence to the asymptotic profile occurs at exponential rate. We do this by identifying an associated sub-Markov process and studying its quasi-stationary behaviour via a Lyapunov function condition. By doing so, we are able to simplify and generalise results in a number of common cases and offer a unified framework for their study. In the course of this work we are also able to prove the existence and uniqueness of solutions to the growth-fragmentation equation in a wide range of situations.
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Growth-fragmentation describes a system of objects which grow slowly and deterministically, and split apart suddenly at random. It arises in biophysical models of cell division [33, §4], cellular aggregates [2] and protein polymerisation [36]. We are concerned in this work with a mathematical model of a growth-fragmentation system which describes its average behaviour over time. We will give general conditions for such a model to make sense, and characterise its long-term behaviour, by showing that cell numbers grow exponentially and the cell size distribution settles into an equilibrium, and that this occurs at exponential rate.

In a growth-fragmentation system, each cell has a trait associated with it, called its size. As time progresses, the size of the cell increases in a deterministic way, mathematically modelled by an ordinary differential equation. At some random time, it undergoes fragmentation, and splits its size, again at random, into a collection of descendant cells.

A common starting point for the study of these phenomena is the equation

$$ \partial_t u_t(x) + \partial_x \{c(x) u_t(x)\} = \int_x^\infty u_t(y) k(y, x) \, dy - K(x) u_t(x), \quad (1) $$

where $u_t(x)$ represents the density of cells of size $x$ at time $t$, $c$ and $K$ are growth and fragmentation rates respectively, and $k$ represents the repartition of size between parent and descendant cells.

This equation can be expressed in a more general form, without requiring densities, by considering a semigroup $T$ which solves the following equation:

$$ \partial_t T_t f(x) = T_t \mathcal{A} f(x), \quad \mathcal{A} f(x) = \frac{\partial f}{\partial s}(x) + \int_{(0,x)} f(y) k(x, dy) - K(x) f(x), \quad (2) $$

for suitable functions $f$. Here, $s$ represents the growth term, $K(x)$ is again the rate at which a cell of size $x$ experiences fragmentation, and $k(x, dy)$ is the rate at which a cell of size $y$ appears as the result of the fragmentation of a cell of size $x$. We call (2) the growth-fragmentation equation.

Our standing assumptions on the coefficients of (2) will be given at the beginning of section 2. For the moment, we note that $s$ should be continuous and strictly increasing, recall the definition

$$ \frac{\partial f}{\partial s}(x) = \lim_{h \to 0, h > 0} \frac{f(x + h) - f(x)}{s(x + h) - s(x)}, $$

and define $C^s$ to be the set of continuous functions $f : (0, +\infty) \to (0, +\infty)$ such that $\partial f / \partial s$ is well-defined on $(0, +\infty)$. We also write $C^s_c$ for functions $f \in C^s$ with compact support and with $\partial f / \partial s$ bounded; and $C^s_{loc}$ the set of functions $f \in C^s$ with $\partial f / \partial s$ locally bounded.
The purpose of this work is to give general conditions for the existence and uniqueness of the semigroup solving the growth-fragmentation (2), and to describe its long-term behaviour precisely.

For the first of our results, we require the following assumption on the existence of a Lyapunov type function for $A$.

**Assumption 1.** There exists a positive function $h \in C^s_{\text{loc}}$ such that

$$
\sup_{x \in (0,M)} \int_{(0,x)} h(y) k(x,dy) < +\infty
$$

and such that $(0,\infty) \ni x \mapsto \frac{Ah(x)}{h(x)}$ is bounded from above and locally bounded.

This assumption is quite abstract, but we will show shortly that it is verified for a wide class of coefficients, covering many commonly studied cases in the literature. It gives the following general result on the solution of the growth-fragmentation equation.

**Theorem 1.** Assume that Assumption 1 holds true. Let

$$
B = \{ f : (0,\infty) \to \mathbb{R} : f \text{ is Borel and } f/h \text{ is bounded} \} \quad \text{and} \quad \mathcal{D}(\mathcal{A}) = C^s_c \cup \{ h \}.
$$

There exists a unique semigroup $(T_t)_{t \geq 0}$ on $B$ such that

$$
\int_0^t T_u \mathcal{A} f(x) \, du < \infty \quad \text{and} \quad T_t f(x) = f(x) + \int_0^t T_u \mathcal{A} f(x) \, du \quad \text{for all } f \in \mathcal{D}(\mathcal{A}).
$$

We study the semigroup $T$ by connecting it to that of a Markov process via an $h$-transform, and this is a feature shared by other recent work such as [10, 14, 5, 13]. However, whereas these previous works have been concerned with finding either a subharmonic function (in the first two cases) or an eigenfunction (in the latter two) for $\mathcal{A}$, we are quite free in our choice of the function $h$, provided that we verify Assumption 1. In turn, we make use of the theory of sub-Markov processes and their quasi-stationary distributions. This gives us a great deal of freedom and accounts for the flexibility of our approach. In particular, we do not require conservation of size at splitting events (i.e., $K(x) = \int \frac{x}{y} k(x,dy)$), and both $K(x) \leq \int \frac{x}{y} k(x,dy)$ and $K(x) \geq \int \frac{x}{y} k(x,dy)$ are possible in our framework, modelling respectively size creation and destruction; see section 3.1.1 for a representative example.

Other approaches, which do not adapt well to our situation, have been proposed. An approach via Hille-Yosida theory may be found in [4, 7, 8], and further references therein; a method using strongly continuous semigroups in $L^1$ spaces is contained in [14, 29, 27]; [31] discusses perturbation results for $C_0$-semigroups in well chosen function spaces; an approach from martingale theory can be found in [10]; and [6] uses a fixed point argument.

The second part of our work consists of describing the long-term behaviour of $T$, the unique solution of the growth-fragmentation equation. In order to do this, we leverage a representation of $T$ in terms of a sub-Markov process which is developed in the proof of Theorem 1, and make use of the theory of quasi-stationary limits in weighted total variation distance. Some further assumptions are required, and we content ourselves with referring forward to section 3 for these.

**Theorem 2.** Assume that Assumption 1, an irreducibility assumption (Assumption 2), and a local Doeblin condition (Assumption 3 or 4) hold. Assume that there exist positive functions $\psi, \psi' \in C^s_{\text{loc}}$, 3
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Then, Assumption 1 holds, and the conclusions of Theorem 2 are valid, with $\alpha$ and that there exists $\lambda > 0$, such that for all $u \in (0, 1)$, we have

$$\left| e^{\lambda t} \psi(x) - \psi(x) m(f) \right| \leq ce^{-\gamma t} \psi(x).$$

for some constants $c, \gamma > 0$. If moreover $\frac{\partial \psi}{\partial t}$ is not constant, then $\lambda_0 < \lambda_2$.

This result is exactly what one hopes for from a Lyapunov function approach, but the reader may still wonder whether these conditions and assumptions can be verified in practice. In section 3.1, we consider several situations and give a detailed comparison with the literature. A representative case is the following.

Consider the operator $A$ given in the form

$$A f = c(x) f'(x) + K(x) \left( \int_{(0,1)} f(ux) p(du) - f(x) \right),$$

where $p$ is a finite measure on $(0, 1)$ such that $\int_{(0,1)} u p(du) = 1$, $K$ is right-continuous and $c : (0, +\infty) \rightarrow (0, +\infty)$ is right-continuous and locally bounded. This means that $p(du)$ describes the rate of seeing children of relative size $du$ at splitting, regardless of the size of the parent; there is conservation of size at splitting events; and that prior to splitting, the size $x_t$ of a cell follows the ordinary differential equation $\dot{x}_t = c(x_t)$. To put this into the framework of (2), we may take $s(x) = \int_1^x \frac{dy}{c(y)}$ and $k(x, \cdot) = K(p \circ m_x^{-1})$, where $m_x(u) = xu$.

**Proposition 1.** Assume that $\sup_{x \in (0, M)} K(x) < +\infty$ for each $M > 0$, that Assumption 2 and either Assumption 3 or 4 hold true, that

$$\int_{(0,1)} \frac{K(x)}{c(x)} dx < +\infty$$

and that there exists $\alpha > 1$ such that, for all $u \in (0, 1)$,

$$\liminf_{x \to +\infty} \int_{ux}^x \frac{K(x)}{c(x)} dx > \frac{-\alpha \ln u}{1 - \int_{(0,1)} \nu^u p(du)}. \quad (5)$$

Then, Assumption 1 holds, and the conclusions of Theorem 2 are valid, with $\lambda_0 < 0$.

In the case where $p(du) = 2du$, which represents splitting into an average of two children with uniform size repartition, Assumption 3 is satisfied provided $K$ has some positive lower bound on a compact interval, and the inequality (5) holds if

$$\liminf_{x \to +\infty} \frac{xK(x)}{c(x)} > 3 + 2\sqrt{2}. \quad (6)$$
On the contrary, when \( p(\text{d}u) = 2\delta_{1/2}(\text{d}u) \), representing equal mitosis, Assumption 4 holds provided that \( K \) has some positive lower bound on a compact interval \( I \) and that \( c(x) \neq 2c(x/2) \) for \( x \in I \) (see Remark 3). Moreover, the right-hand side of (5) has minimum approximately \(-3.86\ln u\) (with the exact expression involving an implicit function). This implies that (5) holds if
\[
\liminf_{x \to +\infty} \frac{xK(x)}{c(x)} > 3.86. \tag{7}
\]
Proposition 1 and inequalities (6) and (7) give very concrete conditions for checking the long-term behaviour in these common cases.

These situations were considered in Theorem 1.3 of [13] where, as discussed earlier, the authors begin by finding an eigenfunction \( \varphi \) for \( A \), using functional analysis techniques, and then use Lyapunov function criteria for the convergence of the resulting (conservative) semigroup. Proposition 1 improves upon this by reducing the regularity assumptions on \( c \) and \( K \) and the requirements on the relative growth rates of these functions; for instance, [13] additionally requires that \( \lim_{x \to 0} xK(x)/c(x) = 0 \) and that \( \lim_{x \to +\infty} xK(x)/c(x) = \infty \), compared to our condition (6) or (7).

Besides giving general Lyapunov function criteria for solutions of the growth-fragmentation equation and their long-term behaviour, the present work also makes it possible to consider more general growth dynamics, since the growth term in \( A \) is given by the general differential \( \partial f/\partial s \). As intimated in the previous example, the classical situation, where \( \partial f/\partial s \) is replaced by \( c f' \) for some continuous positive function \( c \), can be recovered by setting \( s(x) = \int_1^x \frac{\text{d}y}{c(y)} \). However, our setting allows us to handle, in particular, situations where the drift \( c \) vanishes and is not Lipschitz. Indeed, consider the case where \( c(x) = \sqrt{|x-1|} \). Then the flow directed by the generator \( f \mapsto cf' \), acting on continuously differentiable functions, has multiple solutions, whereas the flow directed by the generator \( f \mapsto \partial f/\partial s \), acting on functions with bounded \( s \) derivatives, admits only one solution. It also covers seamlessly the situation where the drift \( c \) is not locally bounded. The fact that the generator is not restricted to continuously differentiable functions is of course a central component.

Finally, finer estimates and properties of the spectral elements of \( T \) are available in the literature, though they may not hold true in the level of generality we consider. We refer the reader to the advanced studies conducted, among others, in [21, 3, 1, 7, 15] and references therein. Note also that some very different, and difficult to compare, approaches have been considered; see for instance [20] for a study of the entropy associated to the measure valued solution of (1), [21] for a compactness argument, [24] where explicit computations in \( L^2 \) spaces are considered, and [25, 31] and references therein for the use of general properties of positive operators on Banach spaces, as well as recent works [38, 26, 12, 28].

**Outline of the paper.** In section 2, we prove that the growth-fragmentation equation admits a unique solution, by representing it as an \( h \)-transform of the semigroup of a sub-Markov process. In section 3, we state and prove a general result which implies Theorem 2, and we provide several applications to different families of growth fragmentation equations, with a comparison to the state of the art. Finally, in Appendix A, we give several useful technical properties of one dimensional piecewise-deterministic Markov processes (PDMP).

### 2 Existence of a unique solution to the growth-fragmentation equation

This section is devoted to the proof of Theorem 1, which is to say, the existence and uniqueness of a semigroup \( T \) solving the growth-fragmentation (2). Before discussing this in detail, we should clarify our standing assumptions, notation and definitions.
The coefficients of (2) have the following standing assumptions in place. Let \( k \) be a positive kernel from \((0, +\infty)\) to itself such that \( k(x, [x, +\infty)) = 0 \) for all \( x \in (0, +\infty) \), let \( s : (0, +\infty) \to \mathbb{R} \) be a strictly increasing continuous function such that \( s(1) = 0 \) and \( \lim_{x \to +\infty} s(x) = +\infty \), and \( K : (0, +\infty) \to \mathbb{R} \) be a measurable locally bounded function.

Recall the definition given earlier of the derivative of \( f \) with respect to \( s \),

\[
\frac{\partial f}{\partial s}(x) = \lim_{h \to 0, h > 0} \frac{f(x + h) - f(x)}{s(x + h) - s(x)}
\]

and the function spaces \( C^1 \), \( C^2 \) and \( C^s_{\text{loc}} \) of \( s \)-differentiable functions. It is also useful at this point to observe that, if a function \( f \) is \( s \)-differentiable on the right with locally bounded derivatives in the above sense, then \( f \) is \( s \)-absolutely continuous (as defined in the appendix) and \( \partial f / \partial s \) is its Radon–Nikodym derivative. On the other hand, if \( f \) is \( s \)-absolutely continuous, then the right-hand side above is equal to its Radon–Nikodym derivative almost everywhere.

We say that \( T = (T_t)_{t \geq 0} \) is a semigroup on a measurable space \( E \) if

(i) for each \( t \geq 0 \), \( T_t \) is a kernel from \( E \) to itself,

(ii) for each \( t, u \geq 0 \), \( x \in E \) and measurable \( A \subset E \), \( T_{t+u}(x, A) = \int_E T_t(x, dy) T_u(y, A) \),

(iii) \( T_0(x, \cdot) = \delta_x \).

As is usual for kernels, we can regard \( T_t \) as acting on a measurable function \( f : E \to \mathbb{R}_+ \) by the definition \( T_t f(x) = \int_E T_t(x, dy) f(y) \), and if \( \mu \) is a measure on \( E \), we can also define a measure \( \mu T_t = \int_E \mu(dx) T_t(x, \cdot) \). If \( B \) is some space of functions on \( E \) with the property that \( T_t(B) \subset B \), we will refer to \( T_t \) as a semigroup on \( B \). Crucially, we do not make the requirement that \( T \) is strongly continuous.

In addition (see Corollary 2 below) the semigroup \( T \) does not depend on the choice of \( h \) made in Assumption 1.

The proof of our first theorem is based on the study of the infinitesimal generator of an auxiliary Markov process. More precisely, setting \( b := \sup_{x \in (0, +\infty)} \frac{\mathcal{A} h(x)}{h(x)} \) which is finite by assumption, we show that \( \mathcal{L} f(x) = \frac{\mathcal{A} h(x)}{h(x)} - b f(x) \) defines the infinitesimal generator of a sub-Markov process \( X \), whose killing rate is given by

\[
q(x) := b - \frac{\mathcal{A} h(x)}{h(x)} \geq 0, \quad \forall x \in (0, +\infty).
\]

The following result is proved in section 2.1.

**Proposition 2.** Assume that Assumption 1 holds true. Let \( E = (0, \infty) \cup \{\partial\} \), where \( \partial \) is an isolated point. Consider the operator \( \mathcal{L} \) given by \( \mathcal{L} f(\partial) = 0 \) and

\[
\mathcal{L} f(x) = \frac{\mathcal{A} h(x)}{h(x)} - b f(x) + q(x) f(\partial),
\]

\[
= \frac{\partial f}{\partial s}(x) + \int_{(0, x)} (f(y) - f(x)) \frac{h(y)}{h(x)} k(x, dy) + q(x) (f(\partial) - f(x)), \quad x \in (0, +\infty).
\]

with domain

\[
\mathcal{D}(\mathcal{L}) = \{ f : E \to \mathbb{R} : f(\partial) \in \mathbb{R} and f|_{(0,\infty)} \in C^1_c \}.
\]

There exists a unique càdlàg solution to the martingale problem \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) for any initial measure \( \delta_x \). Moreover, its semigroup \( Q_t \) satisfies: for all \( t \geq 0 \), all \( x \in E \) and all \( f \in \mathcal{D}(\mathcal{L}) \),

\[
\int_0^t Q_u |\mathcal{L} f(x)| \, du < +\infty \quad and \quad Q_t f(x) = f(x) + \int_0^t Q_u \mathcal{L} f(x) \, du.
\]
Then we show that there is at most one Markov semigroup $Q$ on $L^\infty(E)$ and satisfying (8). A semigroup $Q$ on $E$ is called Markov if $Q_t 1_E = 1_E$ for all $t \geq 0$. The following result is proved in section 2.2.

**Proposition 3.** Assume that Assumption 1 holds true. Then there is at most one Markov semigroup $Q$ on $L^\infty(E)$ satisfying: for all $t \geq 0$, all $x \in E$ and all $f \in \mathcal{D}(\mathcal{L})$,

$$
\int_0^t Q_u |\mathcal{L} f|(x) \, du < +\infty \quad \text{and} \quad Q_t f(x) = f(x) + \int_0^t Q_u \mathcal{L} f(x) \, du.
$$

(9)

The proof of Theorem 1 is then concluded in section 2.3, making use of the fact that solutions of (9) are $h$-transforms of solutions to the growth fragmentation equation (4). With this representation, we can make use of the theory of Markov processes to prove further properties of the semigroup $T$. In section 3, we leverage on this representation to prove the existence of a spectral gap. In the following result, proved in section 2.4, we prove properties on the support of $\delta_x T$ and prove that (4) holds true.

**Corollary 1.** Assume that Assumption 1 holds true. Then, for all $x \in (0, +\infty)$ and all $t \geq 0$, the support of $\delta_x T_t$ is included in $[0, s^{-1}(s(x) + t)]$. Let $f \in C^4_{\text{loc}}$ such that $|f|/h$ is bounded and such that $\inf \frac{f}{h} > -\infty$ or $\sup \frac{f}{h} < +\infty$. Then equality (4) holds true.

We now conclude with a result, proved in section 2.5, ensuring that the solution to (4) does not depend on the choice of $h$.

**Corollary 2.** Let $h_1$ and $h_2$ satisfy Assumption 1. Then, the solution $T_1$ to (4) with $h_1$ instead of $h$, and the solution $T_2$ to (4) with $h_2$ instead of $h$, are identical.

**Remark 1.** In this paper, we assume that sizes take values in $(0, +\infty)$. However, when $0$ is an entrance boundary for the growth component, that is when $s(0+) > -\infty$, it is straightforward to adapt the method and results of this paper to the case where the space $(0, +\infty)$ is replaced by $[0, +\infty)$, with $k(x, (0)) \geq 0$ for all $x \in [0, +\infty)$.

### 2.1 An auxiliary Markov process

This section is devoted to the proof of Proposition 2.

From now on, we set

$$
k_h(x, dy) = \frac{h(y)}{h(x)} k(x, dy).
$$

so that, by Assumption 1, $x \mapsto k_h(x, (0, x))$ is bounded on $(0, M)$, for all $M > 0$. Before proving Proposition 2, we start with a useful technical lemma. We define $f_-(x) = \max\{-f(x), 0\}$.

**Lemma 1.** Assume $f \in \mathcal{D}(\mathcal{L})$, meaning that $f|_{(0, +\infty)} \in C^4_c$, and that Assumption 1 holds true. Then

(i) $\mathcal{L} f$ is locally bounded;

(ii) if $f$ is non-negative, then $\mathcal{L} f$ is bounded below;

(iii) if $f$ is non-negative and $f(\partial) = 0$, then, for all $M > 0$, $\sup_{x \in (0, M)} \mathcal{L} f(x) < +\infty$. 
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Proof. Since \( f \in \mathcal{D}(\mathcal{L}), f|_{(0,\infty)} \in C_0^\infty \). Define \( F = \text{supp} f|_{(0,\infty)} \), a compact subset of \((0,\infty)\). We first note the following: for all \( x \in (0,\infty) \),

\[
|\mathcal{L}f(x)| \leq \left\| \frac{\partial f}{\partial s} \right\|_\infty + 2\|f\|_\infty k_h(x, (0, x)) + 2\|f\|_\infty q(x),
\]

where \( q(x) = b - \frac{\partial h(x)}{\partial x} \geq 0 \) and \( k_h(x, (0, x)) \) are locally bounded by Assumption 1. This proves the first point.

If \( f \) is non-negative, then

\[
\mathcal{L}f(x) \geq -\left\| \frac{\partial f}{\partial s} \right\|_\infty - f(x)k_h(x, (0, x)) - q(x)f(x) \geq -\left\| \frac{\partial f}{\partial s} \right\|_\infty - 1_{x \in F} \|f\|_\infty (k_h(x, (0, x)) + q(x)) \tag{10}
\]

which is bounded below since \( F \) is compact and \( q(x) \) and \( k_h(x, (0, x)) \) are locally bounded. This proves the second point of Lemma 1.

If \( f \) is non-negative and \( f(\partial) = 0 \), then

\[
\mathcal{L}f(x) \leq \left\| \frac{\partial f}{\partial s} \right\|_\infty + \int_{(0, x)} f(y) k_h(x, dy) \leq \left\| \frac{\partial f}{\partial s} \right\|_\infty + \|f\|_\infty k_h(x, (0, x))
\]

which is bounded over \( x \in (0, M) \), for all \( M > 0 \), according to Assumption 1. \( \square \)

We can now proceed to the proof of Proposition 2.

Proof of Proposition 2. We first show that there exists a càdlàg solution of the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) martingale problem, and then prove that this solution is unique.

1. There exists a càdlàg solution of the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) martingale problem.

Since \( s \) is continuous and strictly increasing, there exists a unique semi-flow \( \phi : (0, +\infty) \times [0, +\infty) \to (0, +\infty) \) such that \( \phi(x, 0) = x \) and

\[
\frac{d}{dt}s(\phi(x, t)) = 1, \quad \forall x, t, \tag{11}
\]

which is given by \( \phi(x, t) = s^{-1}(s(x) + t) \) for all \( x \in (0, +\infty) \) and \( t \geq 0 \). We also set \( \phi(\partial, t) = \partial \) for all \( t \geq 0 \). We observe that \( \phi \) is not explosive since it satisfies \( s(\phi(x, t)) = s(x) + t \) for all \( t \geq 0 \) and \( x \in (0, +\infty) \), while \( s(y) \to +\infty \) when \( y \to +\infty \). Moreover, for all \( f \in \mathcal{D}(\mathcal{L})) \), we have

\[
\frac{d}{dt}f(\phi(x, t)) := \lim_{h \to 0, h > 0} \frac{f(\phi(x, t + h)) - f(\phi(x, t))}{h} = \lim_{h \to 0, h > 0} \frac{f(s^{-1}(s(x) + t + h)) - f(s^{-1}(s(x) + t))}{h} = \frac{d}{ds}(\phi(x, t)). \tag{12}
\]

Let us consider the piecewise-deterministic Markov process (PDMP) \( X \) directed by the flow \( \phi \) between its jumps and with jump kernel \( k_h \) and killing rate \( q \), constructed jump after jump, similarly as in [19], with values on \((0, +\infty) \cup \{\infty, \partial}\) and up to the time of explosion of the number of jumps. Here \( \infty \) is the point to which the process is sent after explosion of the number of jumps and \( \partial \) is the cemetery point.
We prove now that the process \( X \) is non-explosive, so that it defines a càdlàg Markov process on \( E \). For all \( k \geq 2 \), we set \( \tau_k^+ = \inf\{t \geq 0, X_t \geq k \} \) and \( \tau_{i,k}^- = \inf\{t \geq 0, X_t \leq 1/k \} \) and \( \tau_{i,k}^+ = \inf\{t \geq 0, X_t \leq 1/k \} \). As pointed out above, we know that the flow \( \phi \) does not explode. Since the process only admits negative jumps, \( X_t \leq \phi(X_0, t) \) almost surely, so that, for all \( x \in (0, +\infty) \) and all \( t \geq 0 \), there exists \( k_{x,t} \geq 2 \) such that

\[
\mathbb{P}_x(\tau_{k_{x,t}}^- \leq t) = 0,
\]

where \( \mathbb{P}_x \) denotes the law of \( X \) with initial distribution \( \delta_x \) (as usual, we extend this notation to initial distribution \( \mu \) by \( \mathbb{P}_\mu \) and denote \( \mathbb{E}_x \) and \( \mathbb{E}_\mu \) the associated expectations).

According to (3), the jump rate of \( X \) from \((0, +\infty) \) to \((0, +\infty) \), that is \( y \rightarrow k_{\phi}(y,(0,0)) \), is uniformly bounded on \((0, k_{x,t}) \). Since in addition \( \phi \) is an absorbing point, the process does not undergo an infinity of negative jumps before time \( t \wedge \tau_{k_{x,t}}^+ \), \( \mathbb{P}_x \)-almost surely for all \( x \in E \). Using the fact that the flow \( \phi \) is increasing, we deduce that the process does not converge to 0 before time \( t \wedge \tau_{k_{x,t}}^+ \), \( \mathbb{P}_x \)-almost surely for all \( x \in E \), that is

\[
\lim_{k \to +\infty} \mathbb{P}_x(\tau_{i,k}^- \leq t \wedge \tau_{k_{x,t}}^+) = 0, \quad \forall x \in E.
\]

Combining both (13) and (14), we deduce that, for all initial distribution \( \nu \) on \((0, +\infty) \cup \partial \),

\[
\lim_{k \to +\infty} \mathbb{P}_\nu(\tau_{i,k}^- \wedge \tau_{k_{x,t}}^+ \leq t) = 0.
\]

This concludes the proof that \( X \) defines a non-explosive càdlàg Markov process on \( E \).

Let us now remark that it satisfies the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\)-local martingale problem. Indeed, for all \( f \in \mathcal{D}(\mathcal{L}) \), \( f \) belongs to the domain of the extended generator of \( X \), as proved in Theorem 26.14 in [19], with the only difference being that, in our case, the flow \( \phi \) is not determined by a locally Lipschitz continuous vector field \( \chi \), but instead by \( s \). The only adaptation to be made in the proof of Theorem 26.14 in [19] to obtain that \( f \) is an element of the domain of the extended generator of \( X \) is as follows: we have, denoting by \( J_{i-1} \) and \( J_i \) the \( i-1 \)th and \( i \)th jump times of \( X \),

\[
f(X_{j_{i-1}}) - f(X_{j_{i-1}}) = \begin{cases} 0 & \text{if } X_{j_{i-1}} = \partial, \\ \int_{J_{i-1}}^{J_i} \frac{\partial f(\phi(X_{J_{i-1}}), t)}{\partial s}(\phi(X_{J_{i-1}}), t)) \, dt = \int_{J_{i-1}}^{J_i} \frac{\partial f}{\partial s}(\phi(X_{J_{i-1}}), t)) \, dt = \int_{J_{i-1}}^{J_i} \partial f(\phi(X_{J_{i-1}}), t)) \, dt, \text{ otherwise} \end{cases}
\]

instead of \( \int_{J_{i-1}}^{J_i} \mathcal{E}(X_t) \, dt \) in [19]. The rest of the proof is identical.

Let us now prove that \( X \) satisfies the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\)-martingale problem. We have that, for all \( x \in E \) and under \( \mathbb{P}_x \), \( M^f_t := f(X_t) - f(x) - \int_0^t \mathcal{L} f(X_u) \, du \) is a càdlàg local martingale. Moreover, since \( f \) and \( \mathcal{L} f \) are locally bounded by Lemma 1 point (i), the sequence \( \tau_k = \tau_{i,k}^- \wedge \tau_{k_{x,t}}^+ \) is a localization sequence.

We initially focus on the case where \( f \in \mathcal{D}(\mathcal{L}) \) is non-negative, and set \( a = \inf_E \mathcal{L} f \), which is finite by Lemma 1 point (ii). We have, for any fixed \( t > 0 \) and any \( k \geq 2 \),

\[
|M^f_{t \wedge \tau_k}| \leq 2 \|f\|_\infty + \int_0^t |\mathcal{L} f(X_u)| \, du \leq 2 \|f\|_\infty + |a| t + \int_0^t |\mathcal{L} f(X_u) - a| \, du
\]
where, by the monotone convergence theorem and the local martingale property for $M^f$,

$$
\mathbb{E}_x \left( \int_0^t |\mathcal{L} f(X_u) - a| \, du \right) = \mathbb{E}_x \left( \lim_{k \to +\infty} \int_0^{\mathcal{T}_{k,t}} |\mathcal{L} f(X_u) - a| \, du \right)
= \lim_{k \to +\infty} \mathbb{E}_x \left( \int_0^{\mathcal{T}_{k,t}} |\mathcal{L} f(X_u) - a| \, du \right)
= \lim_{k \to +\infty} \mathbb{E}_x \left( \int_0^{\mathcal{T}_{k,t}} (\mathcal{L} f(X_u) - a) \, du \right)
= \lim_{k \to +\infty} \mathbb{E}_x \left( f(X_{\mathcal{T}_{k,t}}) - f(x) - M_{\mathcal{T}_{k,t}}^f \right) + |a| t.
$$

Hence, for all $T \geq 0$, $\{M_{\mathcal{T}_{k,t}}^f : t \leq T, k \geq 2\}$ is dominated by an integrable random variable. We conclude by [35, Theorem 51] that, for all $x \in E$, under $\mathbb{P}_x$, $M^f$ is a martingale.

Next, we remove the assumption that $f$ is non-negative, and permit any $f \in \mathcal{D}(\mathcal{L})$. Let $\varphi \in \mathcal{D}(\mathcal{L})$ such that $\varphi \geq f_*$, where $f_*(x) = \max(f(x), 0)$. Then, according to the above result, $M^\varphi$ is a martingale. Setting $\psi = \varphi - f$, we have $\psi \geq 0$ and $\psi \in \mathcal{D}(\mathcal{L})$ and hence $M^\psi$ is also a martingale. Since $M^f = M^\varphi - M^\psi$, we deduce that $M^f$ is a martingale.

Finally, we conclude that $X$ defines a non-explosive càdlàg Markov process on $E$, which satisfies the $(\mathcal{L}, \mathcal{D}(\mathcal{L}))$-martingale problem. In particular, we showed that $\int_0^T \mathbb{E}_x (|\mathcal{L} f|(X_u)) \, du < +\infty$, and we observe that the semigroup of $X$ satisfies (8).

(2) $X$ is the unique càdlàg solution of the $(\mathcal{L}, \mathcal{D}(\mathcal{L}))$ martingale problem. For all $n \geq 2$, we consider the operator $\mathcal{L}_n$ on $\mathcal{D}(\mathcal{L})$ defined, for all $x \in E$ and $g \in \mathcal{D}(\mathcal{L})$, by

$$
\mathcal{L}_n g(x) = 1_{x \in (0, +\infty)} \left[ \frac{\partial g}{\partial s_n} (x) + \int_{(0, x) \cup \partial} [g(y) - g(x)] Q_n(x, dy) \right],
$$

where $s_n$ is a continuous increasing function on $(0, +\infty)$ and $Q_n$ a kernel such that

\[
\left\{ \begin{array}{l}
\lim_{x \downarrow 0} s_n(x) = -\infty,
\lim_{x \to 1/n} s_n(x) = x > 1/n,
Q_n(x, dy) = 1_{x \in (1/n, n]} [k_n(x, dy) + q(x)\delta_x(dy)].
\end{array} \right.
\]

According to Proposition 17 in the appendix, the solution of the martingale problem for $(\mathcal{L}_n, \mathcal{D}(\mathcal{L}))$ is unique. In particular, any two solutions of the $D_E[0, +\infty)$ martingale problem for $\mathcal{L}_n$ have the same distribution on $D_E[0, +\infty)$ (see Corollary 4.4.3 in [23]). This and Theorem 4.6.1 in [23] imply that, for each $n \geq 2$ and all probability measures $\nu$ on $E$, the stopped martingale problem for $(\mathcal{L}_n, \nu, (1/n, n) \cup \partial)$ admits a unique solution with sample paths in $D_E[0, +\infty)$. Since, for all $g \in \mathcal{D}(\mathcal{L})$, we have $\mathcal{L}_n g(x) = \mathcal{L} g(x)$ for all $x \in (1/n, n) \cup \partial$, we deduce that the stopped martingale problem for $(\mathcal{L}, \nu, (1/n, n) \cup \partial)$ also admits a unique solution with sample paths in $D_E[0, +\infty)$. Since $X$ stopped at time $\tau_n := \inf\{t \geq 0, X_t \notin (1/n, n) \cup \partial\}$ is a càdlàg solution to this stopped martingale problem, it gives its unique solution in $D_E[0, +\infty)$. Since it satisfies in addition

$$
\lim_{n \to +\infty} \mathbb{P}_\nu(\tau_n \leq t) = 0,
$$

we deduce from Theorem 4.6.3 in [23] that there is a unique solution to the $D_E[0, +\infty)$-martingale problem associated to $\mathcal{L}$ on $\mathcal{D}(\mathcal{L})$.

\[ \square \]
2.2 Uniqueness of a Markov semigroup generated by $\mathcal{L}$

This section is devoted to the proof of Proposition 3, that is to the uniqueness of a Markov semigroup $Q$ satisfying (9).

In order to do so, we first prove useful technical lemmas. Then, we show that, given such a Markov semigroup $Q$, one can construct a càdlàg solution to the $(\mathcal{L}, \mathcal{D}(\mathcal{L}))$-martingale problem with semigroup $Q$. The uniqueness of the solution to (9) then derives from the uniqueness of this martingale problem, proved in Proposition 2.

2.2.1 Technical lemmas

Let $Q$ be a Markov semigroup solution to (9). The following lemmas will be useful to prove the non-explosion of a process with semigroup $Q$.

**Lemma 2.** Assume that Assumption 1 holds true. Let $W: (0, +\infty) \cup \{\partial\} \to [0, +\infty)$ be such that $W|_{(0, +\infty)}$ is a non-decreasing function in $C_{loc}^1$ with $W(\partial) = 0$ and such that $\sup_{z > 0} \frac{\partial W}{\partial s}(z) < +\infty$. Then, $\int_0^t |Q_u \mathcal{L} W(x)| \, du < \infty$ and

$$Q_t W(x) \leq W(x) + \int_0^t Q_u \mathcal{L} W(x) \, du, \quad t \geq 0 \text{ and } x \in (0, +\infty).$$

**Proof of Lemma 2.** For any $A \geq 1$, we consider the $C_{loc}^1$ function $W_A: (0, +\infty) \to [0, +\infty)$ defined by

$$W_A(x) = \begin{cases} W(x) & \text{if } x \leq A + 1, \\ W(A + 1) & \text{if } x \geq A + 1, \end{cases}$$

and also set $W_A(\partial) = 0$. For any $m \geq 3$, we consider a $C_{loc}^1$ function $f_m^A: (0, +\infty) \to [0, +\infty)$ such that

$$f_m^A(x) = \begin{cases} W(A + 1) & \text{if } x \leq 1/m, \\ W_A(x) & \text{if } x \geq 2/m, \end{cases}$$

such that $f_m^A$ which is non-increasing on $(1/m, 2/m)$. In particular, $\frac{\partial f_m^A}{\partial s}(x) \leq \frac{\partial W}{\partial s}(x) \leq \frac{\partial W}{\partial s}(x)$ for all $x \in (0, +\infty)$. We also set $f_m^A(\partial) = 0$.

Since $g_m := W(A + 1) \mathbf{1}_E - f_m^A \in \mathcal{D}(\mathcal{L})$, we deduce from (9) that, for all $t \geq 0$ and all $x \in (0, +\infty)$,

$$Q_t g_m^A(x) = g_m^A(x) + \int_0^t Q_u \mathcal{L} g_m^A(x) \, du = g_m^A(x) - \int_0^t Q_u \mathcal{L} f_m^A(x) \, du.$$

But $Q_t \mathbf{1}_E = \mathbf{1}_E$, and hence, substituting $W(A + 1) \mathbf{1}_E(x)$ on both sides of the equation, we deduce that

$$Q_t f_m^A(x) = f_m^A(x) + \int_0^t Q_u \mathcal{L} f_m^A(x) \, du. \quad (16)$$

Set $h_m^A(z) = \int_{f_m^A(z)}^z f_m^A(y) \, k_h(z, dy)$ for all $z > 0$. We observe that $h_m^A(z) \leq 0$ for all $z \geq A + 1$ and that $h_m^A(z) \leq W(A + 1) \sup_{y \in (0, A + 1)} k_h(y, (0, y))$ for all $z \leq A + 1$, which is finite according to Assumption 1. Using the fact that, for all $z > 0$,

$$\frac{f_m^A(z)}{\partial s} + q(x)(f_m^A(\partial) - f_m^A(z)) = \frac{f_m^A(z)}{\partial s} - q(x)f_m^A(z) \leq C_W \sup_{y > 0} \frac{\partial W}{\partial s}(y),$$

we deduce that
we deduce that
\[ \sup_{m \geq 1} \sup_{z \in (0, +\infty)} \mathcal{L} f_m^A(z) < +\infty. \]

Hence, applying Fatou’s Lemma in the integral part of (16), we deduce that
\[
\limsup_{m \to +\infty} Q_t f_m^A(x) \leq \limsup_{m \to +\infty} f_m^A(x) + \int_0^t Q_u (\limsup_{m \to +\infty} \mathcal{L} f_m^A(x)) \, du.
\] (17)

We have \( \limsup_{m \to +\infty} f_m^A(x) = W_A(x) \) and the left hand side is equal to \( Q_t W_A(x) \) by dominated convergence (recall that \( f_A \leq W(A + 1) \)). Moreover, for any fixed \( z > 0 \), we deduce from Fatou’s Lemma (recall that, when \( m \to +\infty \), \( f_m^A(y) - f_m^A(z) \) is uniformly bounded from above in \( y \) and converges pointwise to \( W_A(y) - W_A(z) \), while \( k_h(z, dy) \) has finite mass) that
\[
\limsup_{m \to +\infty} \int_{(0, z)} [f_m^A(y) - f_m^A(z)] k_h(z, dy) \leq \int_{(0, z)} [W_A(y) - W_A(z)] k_h(z, dy),
\]
while \( \partial f_m^A(\partial s(z)) \) converges pointwisely toward \( \partial W_A(\partial s(z)) \), so that
\[
\limsup_{m \to +\infty} \mathcal{L} f_m^A(z) \leq \mathcal{L} W_A(z).
\]

This and (17) thus entail that, for all \( A \geq 2 \),
\[
Q_t W_A(x) \leq W_A(x) + \int_0^t Q_u \mathcal{L} W_A(x) \, du.
\]

Since \( \mathcal{L} W_A \leq C_W \), we can use again Fatou’s Lemma, and deduce
\[
\limsup_{A \to +\infty} \sup_{\mathcal{A}(A + 1)} Q_t W_A(x) \leq \limsup_{A \to +\infty} W_A(x) + \int_0^t Q_u (\limsup_{A \to +\infty} \mathcal{L} W_A(x)) \, du.
\]

On the one hand, \( \limsup_{A \to +\infty} W_A(x) = W(x) \) and, by monotone convergence, we obtain that \( \limsup_{A \to +\infty} Q_t W_A(x) = Q_t W(x) \). On the other hand, using the monotone convergence theorem (note that \( W_A(y) \) is increasing in \( A \), for any fixed \( y \)), we deduce that, for all \( z > 0 \),
\[
\limsup_{A \to +\infty} \int_{(0, z)} [W_A(y) - W_A(z)] k_h(z, dy) = \int_{(0, z)} [W(y) - W(z)] k_h(z, dy)
\]
and hence that \( \limsup_{A \to +\infty} \mathcal{L} W_A(z) = \mathcal{L} W(z) \). This implies that
\[
Q_t W(x) \leq W(x) + \int_0^t Q_u \mathcal{L} W(x) \, du.
\]

In particular, since \( \mathcal{L} W \) is bounded from above by \( C_W \), this implies that \( \int_0^t Q_u (\mathcal{L} W)_-(x) \, du < +\infty \) and hence that \( \int_0^t Q_u |\mathcal{L} W(x)| \, du < +\infty \). This concludes the proof of Lemma 2.

\[
\square
\]

**Lemma 3.** We define the function \( p : E \to [0, +\infty] \) by \( p(z) = k_h(z, (0, 1)) \) and \( p(\partial) = 0 \). If Assumption 1 holds true, then \( p(E) \subset [0, +\infty) \) and, for all \( x \in (0, +\infty) \),
\[
\int_0^t Q_u p(x) \, du < +\infty.
\]
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Proof of Lemma 3. We first observe that \( p(z) < +\infty \) for all \( z \in (0, +\infty) \) according to (3). Let \( W \) be a \( C^s_{loc} \) non-decreasing function with \( W(\partial) = 0 \), such that \( C_W := \sup_{z > 0} \frac{\partial W}{\partial z}(z) < +\infty \) and

\[
W(x) = \begin{cases} 
0 & \text{if } x \leq 1, \\
1 & \text{if } x \geq 2.
\end{cases}
\]

For all \( z > 0 \), we have

\[
\mathcal{L}W(z) \leq C_W + \int_{(0, z]} [W(y) - W(z)] k_h(z, dy) \leq C_W + \begin{cases} 
0 & \text{if } z \leq 2 \\
- \int_{(0, z]} 1_{y \leq 1} k_h(z, dy) & \text{if } z \geq 2.
\end{cases}
\]

Hence

\[
(\mathcal{L}W)_-(z) \geq 1_{z \geq 2} \int_{(0, z]} 1_{y \leq 1} k_h(z, dy) - C_W = p(z) 1_{z \geq 2} - C_W \geq p(z) - \sup_{r \in (0, 2)} k_h(r, (0, r)) - C_W,
\]

where \( \sup_{r \in (0, 2)} k_h(r, (0, r)) < +\infty \) by Assumption 1. Hence

\[
\int_0^t Q_u p(x) \, du \leq \int_0^t Q_u (\mathcal{L}W)_-(x) \, du + t \left( \sup_{r \in (0, 2)} k_h(r, (0, r)) + C_W \right).
\]

According to Lemma 2, we have \( \int_0^t Q_u (\mathcal{L}W)_-(x) \, du < +\infty \). Hence we obtain

\[
\int_0^t Q_u p(x) \, du < +\infty.
\]

\[\Box\]

Lemma 4. Assume that Assumption 1 holds true. Let \( W : E \to [0, +\infty) \) be a \( C^s_{loc} \) non-increasing function such that \( W(x) = 0 \) for all \( x \geq 1 \) and \( W(\partial) = 0 \). Assume that \( p_W(x) < +\infty \) and \( \int_0^t Q_u p_W(x) \, du < +\infty \) for all \( t > 0 \) and \( x \in (0, +\infty) \), where \( p_W(x) = \int_{(0, x]} W(y) k_h(x, dy) \). Then \( \int_0^t Q_u |\mathcal{L}|W(x) \, du < +\infty \) and

\[
Q_t W(x) \leq W(x) + \int_0^t Q_u \mathcal{L}W(x) \, du, \forall x \in (0, +\infty) \text{ and } t \geq 0.
\]

Proof. For all \( A \geq 2 \), let \( W_A : (0, +\infty) \to [0, +\infty) \) be the non-increasing \( C^s_{loc} \) function defined as

\[
W_A(x) = \begin{cases} 
W(1/A) & \text{if } x \leq 1/A, \\
W(x) & \text{if } x \geq 1/A.
\end{cases}
\]

We also set \( W_A(\partial) = 0 \). For all \( m \geq 2 \), let \( m' > 0 \) be such that \( s(m') = s(m) + W(1/A) \) and let \( f_m^A : (0, +\infty) \to [0, +\infty) \) be a \( C^s_{loc} \) function such that

\[
f_m^A(x) = \begin{cases} 
W_A(x) & \text{if } x \leq m, \\
W(1/A) & \text{if } x \geq m',
\end{cases}
\]
such that \( f_m^A \) is non-decreasing on \((1, +\infty)\) and such that \( \frac{\partial f_m^A}{\partial s}(x) \leq 1 \) for all \( x \in (0, +\infty) \). We set \( f_m^A(0) = 0 \). Proceeding as in the proof of Lemma 2, we have

\[
Q_t f_m^A(x) = f_m^A(x) + \int_0^t Q_u \mathcal{L} f_m^A(x) \, du, \quad \forall t \geq 0 \text{ and } x \in (0, +\infty).
\]

(18)

Set \( h_m^A(z) = \int_{(0, z]} [f_m^A(y) - f_m^A(z)] k_h(z, dy) \) for all \( z > 0 \). We have, for all \( 0 < y \leq z \),

\[
f_m^A(y) - f_m^A(z) \leq W(1/A) 1_{y < 1}
\]

and hence

\[
h_m^A(z) \leq W(1/A) \int_{(0, z]} 1_{y < 1} k_h(z, dy) \leq W(1/A) p(z),
\]

where \( p \) is defined in the previous lemma. Since \( \frac{\partial f_m^A}{\partial s}(z) \leq 1 \) for all \( z > 0 \), we deduce that \( \mathcal{L} f_m^A(z) \leq 1 + W(1/A) p(z) \). Since \( \int_{(0, z]} Q_u (1 + W(1/A) p(x) \, du < +\infty \) according to Lemma 3, we deduce using Fatou's Lemma in (18), that

\[
\limsup_{m \to +\infty} Q_t f_m^A(x) \leq \limsup_{m \to +\infty} f_m^A(x) + \int_0^t Q_u (\limsup_{m \to +\infty} \mathcal{L} f_m^A(x)) \, du.
\]

As in the proof of Lemma 2, this entails that

\[
Q_t W_A(x) \leq W_A(x) + \int_0^t Q_u \mathcal{L} W_A(x) \, du.
\]

Now we observe that, for all \( z > 0 \), for all \( A \geq 2 \),

\[
\mathcal{L} W_A(z) \leq \int_{(0, z]} W(y) k_h(z, dy) = p_W(z).
\]

Since \( p_W \) is integrable by assumption, we can apply again Fatou's Lemma to deduce that

\[
\limsup_{A \to +\infty} Q_t W_A(x) \leq \limsup_{A \to +\infty} W_A(x) + \int_0^t Q_u (\limsup_{A \to +\infty} \mathcal{L} W_A(x)) \, du.
\]

As in the proof of Lemma 2, this entails that

\[
Q_t W(x) \leq W(x) + \int_0^t Q_u \mathcal{L} W(x) \, du.
\]

In addition, \( \int_0^t Q_u (\mathcal{L} W)_+(x) \, du \leq \int_0^t Q_u p_W(x) \, du < +\infty \), and hence \( \int_0^t Q_u (\mathcal{L} W)_-(x) \, du < +\infty \), which concludes the proof.

\[\square\]

2.2.2 Construction of càdlàg Markov process with semigroup \( Q \)

In this section, \( Q \) is a Markov semigroup satisfying (9). In Lemma 5, we prove the continuity and the non-explosion of any process \((Z_t)_{t \in F}\) with semigroup \( Q \), where \( F \subset [0, +\infty) \) contains \( Q_+ = [0, +\infty) \cap F \) and \( Q \) and is countable.
Lemma 5. Assume that Assumption 1 holds true. Let $F \ni Q$ be a countable subset of $[0, +\infty)$ and let $(Z_t)_{t \in F}$ be a Markov process on $E$ with semigroup $Q$, defined on the probability space $\Omega = E^F$. Then, almost surely, the process $(Z_t)_{t \in F}$ is continuous at any time $t \in F$ and, for all $T > 0$, $\inf_{t \in F \cap [0, T]} \mathbf{1}_{Z_t \neq \delta} / Z_t < +\infty$ and $\sup_{t \in F \cap [0, T]} \mathbf{1}_{Z_t \neq \delta} / Z_t < +\infty$.

Proof. First note that the existence of $(Z_t)_{t \in F}$ is guaranteed by the Kolmogorov extension theorem. In order to simplify the expressions, we consider the case $F = Q$. We denote by $P^Z_x$ (resp. $P^\mu_Z$) the law of $Z$ with initial measure $\delta_x$ (resp. $\mu$), with the associated expectations $E^Z_x$ and $E^\mu_Z$. We first prove that $Z$ is right-continuous almost surely, then that it is left-continuous almost surely, and conclude by proving that, on any finite time horizon, the trajectories of the process are almost surely bounded away from 0 and $+\infty$.

(1) The process $(Z_t)_{t \in Q}$ is right-continuous almost surely. Let $x \in (0, +\infty)$ and $f : E \to [0, +\infty)$ such that $f |_{(0, +\infty)} \in C_c^\infty$ with $f(\partial) = 0$ and such that $f$ is maximal at $x$. Fix $\delta > 0$ a positive rational number. For all $n \geq 1$, let $M_0^{(n)} = 0$ and, for all $k \geq 0$,

$$M_{k+1}^{(n)} - M_k^{(n)} = f(Z_{\delta(k+1)/n}) - f(Z_{\delta k/n}) - \int_0^{\delta/n} Q_u \mathcal{L} f(Z_{\delta t/n}) \, du.$$ 

The process $M^{(n)}$ is a discrete time martingale and, using Doobs inequality, we deduce that, for all $\varepsilon > 0$,

$$P^Z_x \left( \sup_{k \in \{0, \ldots, n\}} |M_k^{(n)}| > \varepsilon \right) \leq \frac{E^Z_x(|M_n^{(n)}|)}{\varepsilon}.$$ (19)

But $M_k^{(n)} = f(Z_{\delta k/n}) - f(x) - \sum_{l=0}^{k-1} \int_0^{\delta/n} Q_u \mathcal{L} f(Z_{\delta l/n}) \, du$, so that

$$|M_k^{(n)}| \leq f(x) - f(Z_{\delta}) + \sum_{l=0}^{n-1} \int_0^{\delta/n} Q_u \mathcal{L} f(Z_{\delta l/n}) \, du,$$

since the maximum of $f$ is attained at $x$. Taking the expectation on both sides of the inequality, we obtain

$$E^Z_x(|M_n^{(n)}|) \leq f(x) - Q_0 f(x) + \sum_{l=0}^{n-1} \int_0^{\delta/n} Q_u \mathcal{L} f|(x) \, du$$

$$\quad \leq Q_0 f(x) - Q_0 f(x) + \int_0^{\delta} Q_u \mathcal{L} f|(x) \, du.$$

We also obtain that

$$|M_k^{(n)}| \geq |f(Z_{\delta k/n}) - f(x)| - \sum_{l=0}^{n-1} \int_0^{\delta/n} Q_u \mathcal{L} f|(Z_{\delta l/n}) \, du,$$

where

$$P \left( \sum_{l=0}^{n-1} \int_0^{\delta/n} Q_u \mathcal{L} f|(Z_{\delta l/n}) \, du > \varepsilon \right) \leq \frac{1}{\varepsilon} \sum_{l=0}^{n-1} \int_0^{\delta/n} Q_u \mathcal{L} f|(Z_{\delta l/n}) \, du$$

$$\leq \frac{1}{\varepsilon} \int_0^{\delta} Q_u \mathcal{L} f|(x) \, du.$$
Hence (19) implies that
\[
P_x^Z \left( \sup_{k \in [0, n]} |f(Z_{\delta k/n}) - f(x)| > 2\epsilon \right) \leq P_x^Z \left( \sup_{k \in [0, n]} |M_k^n| > \epsilon \right) + \frac{\sum_{l=0}^{n-1} \int_0^{\delta l/n} Q_u |\mathcal{L} f|(Z_{\delta l/n}) \, du > \epsilon}{\epsilon}
\]
\[
\leq \frac{Q_0 f(x) - Q_\delta f(x) + 2 \int_0^{\delta} Q_u |\mathcal{L} f|(x) \, du}{\epsilon}
\]
Setting \( h_x(\delta) = Q_0 f(x) - Q_\delta f(x) + 2 \int_0^{\delta} Q_u |\mathcal{L} f|(x) \, du \), this implies in particular that, for all \( n \geq 1 \),
\[
P_x^Z \left( \sup_{k \in [0, n]} |f(Z_{\delta k/n}) - f(x)| > 2\epsilon \right) \leq \frac{h_x(\delta)}{\epsilon}.
\]
But, almost surely,
\[
\sup_{k \in [0, n]} |f(Z_{\delta k/n}) - f(x)| \leq \sup_{k \in [0, n+1]} |f(Z_{\delta k/(n+1)}) - f(x)|
\]
and hence we can take the limit when \( n \to +\infty \) in the penultimate inequality, which leads to
\[
P_x^Z \left( \sup_{n \geq 1, k \in [0, n]} |f(Z_{\delta k/n}) - f(x)| > 2\epsilon \right) = P_x^Z \left( \bigcup_{n \geq 1} \left\{ \sup_{k \in [0, n]} |f(Z_{\delta k/n}) - f(x)| > 2\epsilon \right\} \right) \leq 1 \wedge \frac{h_x(\delta)}{\epsilon}.
\]
Since \( \{k/n! : n \geq 1, 0 \leq k \leq n\} = [0, 1] \cap \mathbb{Q} \), we deduce that
\[
P_x^Z \left( \sup_{q \in [0, \delta] \cap \mathbb{Q}} |f(Z_q) - f(x)| > 2\epsilon \right) \leq 1 \wedge \frac{h_x(\delta)}{\epsilon} \quad (20)
\]
Note that \( h_x(\delta) \to 0 \) when \( \delta \to 0 \), since \( Q_t f(x) \) is continuous in \( t \) by (9) and \( Q_u |\mathcal{L} f|(x) \) is integrable over \([0, t] \). We deduce that
\[
P_x^Z \left( \sup_{q \in [0, \delta] \cap \mathbb{Q}} |f(Z_q) - f(x)| > 2\epsilon \right) \xrightarrow{\delta \to 0} 0, \quad (21)
\]
Since this is true for all functions \( f \in C_c^2 \) such that \( f \) is maximal at \( x \), this implies that \( (Z_t)_{t \in \mathbb{Q}} \) is (right)-continuous at time \( t = 0 \), \( P_x \)-almost surely. In particular
\[
P_x^Z \left( \sup_{q \in [0, \delta] \cap \mathbb{Q}} |Z_q - x| > \epsilon \right) \xrightarrow{\delta \to 0} 0, \quad \forall x \in (0, +\infty).
\]
For \( x = \delta \), we have, for all \( t \geq 0 \), \( Q_t 1_{\delta}(x) = Q_0 1_{\delta}(x) = 1 \), so that \( Z_t - \delta \) \( \mathbb{P}_\delta \)-almost surely, which of course implies the right-continuity of \((Z)_{t \in \mathbb{Q}}\), \( \mathbb{P}_\delta \)-almost surely. Hence the last convergence also holds true under \( \mathbb{P}_\delta \) (taking for instance \( |y - \delta| = +\infty \) for all \( y \in (0, +\infty) \)).

Now, for any probability measure \( \mu \) on \( E \), integrating with respect to \( \mu(\,d x\,) \) the last convergence and using the dominated convergence theorem, we deduce that
\[
P_\mu^Z \left( \sup_{q \in [0, \delta] \cap \mathbb{Q}} |Z_q - Z_0| > \epsilon \right) \xrightarrow{\delta \to 0} 0,
\]
which implies that $Z$ is continuous at time $0$, $\mathbb{P}^\mu$-almost surely.

Finally, fixing $t \in Q_+$ and using the Markov property at time $t$, we deduce that the process is right continuous at time $t \in Q_+$ almost surely. This implies that $Z$ is right-continuous at any time $t \in Q_+$, $\mathbb{P}_x^Z$-almost surely for all $x \in E$.

(2) The process $(Z_t)_{t \in Q_+}$ is left-continuous almost surely.

Fix $\varepsilon > 0$. Then, for all $x \in (2\varepsilon, 1/\varepsilon)$, there exists a function $f_{x,\varepsilon} \in C_c^0$ with support in $(\varepsilon/2, 1/\varepsilon + 2\varepsilon)$ such that $f_{x,\varepsilon}(y) \equiv 1_{|y-x|<\varepsilon}$. The collection of functions $f_{x,\varepsilon}$ can be chosen such that, for each $\varepsilon > 0$, the values and derivatives (with respect to $s$) of the functions $f_{x,\varepsilon}$ are bounded with respect to $x$ and such that $0 \leq f_{x,\varepsilon}(y) \leq f_{x,\varepsilon}(x) = 1$ for all $x \in (2\varepsilon, 1/\varepsilon)$ and all $y \in (0, +\infty) \cup \{\partial\}$. We deduce, using (20), that, for all $x \in (2\varepsilon, 1/\varepsilon) \cup \{\partial\}$ (the case $x = \partial$ being immediate, since we observed in step 1 that $\partial$ is absorbing),

$$\mathbb{P}_x^Z \left( \sup_{q \in [0,\varepsilon] \cap Q} |Z_q - x| > \varepsilon \right) \leq \mathbb{P}_x^Z \left( \sup_{q \in [0,\varepsilon] \cap Q} |f_{x,\varepsilon}(Z_q) - f_{x,\varepsilon}(x)| \geq 1 \right) \leq 2 \sup_{x \in (2\varepsilon, 1/\varepsilon)} h_{x,\varepsilon}(\delta),$$  
(22)

where $h_{x,\varepsilon}(\delta) = Q_0 f_{x,\varepsilon}(x) - Q_\delta f_{x,\varepsilon}(x) + 2 \int_0^{\delta} Q_u |\mathcal{L} f_{x,\varepsilon}|(x) \, du$ Using the fact that $f_{x,\varepsilon}$ is maximal at $x$, we deduce that $Q_0 f_{x,\varepsilon}(x) - Q_\delta f_{x,\varepsilon}(x)$ is non-negative, hence

$$h_{x,\varepsilon}(\delta) = Q_0 f_{x,\varepsilon}(x) - Q_\delta f_{x,\varepsilon}(x) + 2 \int_0^{\delta} Q_u |\mathcal{L} f_{x,\varepsilon}|(x) \, du$$

$$\leq 2(Q_0 f_{x,\varepsilon}(x) - Q_\delta f_{x,\varepsilon}(x)) + 2 \int_0^{\delta} Q_u |\mathcal{L} f_{x,\varepsilon}|(x) \, du$$

$$= -2 \int_0^{\delta} Q_u |\mathcal{L} f_{x,\varepsilon}|(x) \, du + 2 \int_0^{\delta} Q_u |\mathcal{L} f_{x,\varepsilon}|(x) \, du = 4 \int_0^{\delta} Q_u (\mathcal{L} f_{x,\varepsilon}^\cdot)(x) \, du,$$

where we used (9) for the penultimate equality. We observe that $\mathcal{L} f_{x,\varepsilon}^\cdot(z)$ is bounded in $z \in (0, +\infty) \cup \{\partial\}$ according to Lemma 1 point (ii), uniformly in $x \in (2\varepsilon, 1/\varepsilon)$ according to (10) in its proof (for this last claim, we simply observe that $\|f_{x,\varepsilon}\|_\infty$ and $\|\partial f_{x,\varepsilon}/\partial s\|_\infty$ are bounded in $x$ by assumption and that the union of the supports of these functions is included in a compact subset of $(0, +\infty)$). Hence $C_x(\delta) := 2 \sup_{x \in (2\varepsilon, 1/\varepsilon)} h_{x,\varepsilon}(\delta)$ goes to 0 when $\delta \to 0$.

Fix $x \in E$ and a positive time $t \in Q_+$. Then, for any $\delta \in [0, t] \cap Q$, the Markov property at time $t - \delta$ and inequality (22) entail that, for any $x \in (0, +\infty)$ and any $\varepsilon' \in (0, \varepsilon/2)$,

$$\mathbb{P}_x^Z \left( \sup_{q \in (0,\delta) \cap Q} |Z_q - Z_{t-q}| > \varepsilon \right) \leq \mathbb{P}_x^Z \left( \sup_{q \in (0,\delta) \cap Q} |Z_{t-q} - Z_{t-\delta}| > \varepsilon/2 \right)$$

$$\leq \mathbb{P}_x^Z \left( \sup_{q \in (0,\delta) \cap Q} |Z_{t-q} - Z_{t-\delta}| > \varepsilon' \right)$$

$$= \mathbb{E}_x^Z \left( \mathbb{P}_x^{Z_{t-\delta}} \left( \sup_{q \in (0,\delta) \cap Q} |Z_{\delta-q} - Z_{0}| > \varepsilon' \right) \right)$$

$$\leq C_{\varepsilon'}(\delta) + \mathbb{P}_x^Z (Z_{t-\delta} \notin (2\varepsilon', 1/\varepsilon') \cup \{\partial\}).$$  
(23)

But

$$\mathbb{P}_x^Z (Z_{t-\delta} \notin (2\varepsilon', 1/\varepsilon') \cup \{\partial\}) = 1 - Q_{t-\delta} (1_{(2\varepsilon', 1/\varepsilon') \cup \{\partial\}}(x)) \leq 1 - Q_{t-\delta} g_{\varepsilon'}(x),$$
where $g_{\varepsilon'}$ is any non-negative function in $\mathcal{D}(\mathcal{Z})$ bounded by 1, equal to 1 on $(3\varepsilon', 1/2\varepsilon') \cup \{\varepsilon\}$ and vanishing outside $(2\varepsilon', 1/\varepsilon') \cup \{\varepsilon\}$. Now, for all $\eta > 0$, there exists $\varepsilon' > 0$ such that $1 - Q_t g_{\varepsilon'}(x) \leq \eta/2$ (by dominated convergence theorem and the fact that $1_E \geq g_{\varepsilon'} \to 1_E$ pointwise, with $Q_t 1_E = 1_E$) and $\delta_0 > 0$ such that, for all $\delta \in (0, \delta_0)$, $|Q_t g_{\varepsilon'}(x) - Q_{t-\delta} g_{\varepsilon'}(x)| \leq \eta/2$ (by continuity of $u \to Q_u g_{\varepsilon'}$ at time $t$). In particular, for all $\delta \in (0, \delta_0)$,

$$\mathbb{P}_x^Z(\sigma_{t-\delta} \notin (2\varepsilon', 1/\varepsilon') \cup \{\varepsilon\}) \leq \eta,$$

Hence, we deduce from (23) that

$$\mathbb{P}_x^Z\left( \sup_{q \in [0, \delta] \cap Q} |Z_t - Z_{t-q}| > \varepsilon \right) \to 0,$$  \hspace{1cm} (24)

so that $Z$ is $\mathbb{P}_x^Z$-almost surely left continuous at time $t$.

The extension to non-Dirac initial distribution can be done as in Step 1, and this concludes the proof of the first part of Lemma 5.

(3) The trajectories of the process $(Z_t)_{t \in [0, T] \cap Q}$ are bounded away from 0 and $+\infty$.

Fix $T > 0$. We first show that, for all $x \in (0, +\infty) \cup \{\varepsilon\}$, $Z$ is $\mathbb{P}_x^Z$-almost surely bounded from above. In order to do so, fix $x \in (0, +\infty)$ (the result is trivial for $x = \varepsilon$). Let $W_1$ be a $C^1_{\text{loc}}$ non-decreasing function such that $C_1 := \sup_{z > 0} \partial W_1 / \partial z(z) < +\infty$ and $\lim_{m \to +\infty} W_1(m) = +\infty$ (such a function exists since $\lim_{z \to +\infty} s(z) = +\infty$ by assumption) and set $W_1(\varepsilon) = 0$. According to Lemma 2 and using the fact that $\mathcal{Z} W_1 \leq C_1$, we obtain that, for all $n \geq 1$,

$$M_k^{(n)} = W_1(Z_{T_k/n}) - C_1 T_k/n$$

defines a super-martingale. Hence, for any $m > 0$, defining the stopping time $\sigma_m^n = \inf\{lT/n, l \in Z_+, Z_{lT/n} > m\}$ and using the optional sampling theorem, we deduce that

$$\mathbb{E}_x^Z(W_1(Z_{\sigma_m^n \wedge T})) \leq W_1(x) + C_1 T.$$

Since $W_1(Z_{\sigma_m^n \wedge T}) \geq W_1(m)$ on the event $\sigma_m^n \leq T$, we deduce that

$$\mathbb{P}_x^Z(\sigma_m^n \leq T) \leq \frac{W_1(x) + C_1 T}{W_1(m)}.$$

Since $(\sigma_m^n)_n$ is almost surely non-increasing and converges toward $\sigma_m = \inf\{u \in Q_+, Z_u > m\}$, we deduce that

$$\mathbb{P}_x^Z(\sigma_m \leq T) \leq \frac{W_1(x) + C_1 T}{W_1(m)}.$$

Using now that $(\sigma_m)_m$ is almost surely non-decreasing, we deduce that

$$\mathbb{P}_x^Z\left( \sup_{u \in [0, T] \cap Q} 1_{Z_u \neq \varepsilon} Z_u = +\infty \right) = \mathbb{P}_x^Z\left( \lim_{m \to +\infty} \sigma_m \leq T \right) = 0.$$  \hspace{1cm} (25)

We prove now that $Z$ is almost surely bounded away from 0, starting from $x \in (0, +\infty)$. We consider the non-negative measure $\nu$ on $(0, 1)$ defined by

$$\nu(A) := \int_0^1 Q_u p_A(x) \, du.$$
where \( p_A(z) = \int_0^z 1_A(y) k_b(z, dy) \) for all measurable \( A \) subset of \( (0, 1) \). This is a finite measure according to Lemma 3. Hence there exists a non-increasing \( C^s_{loc} \) function \( W_2 : (0, +\infty) \to (0, +\infty) \) such that \( W_2(z) \to +\infty \) when \( z \to 0 \) and \( W_2(z) = 0 \) for all \( z \geq 1 \), and such that \( \nu(W_2) < +\infty \); see Lemma 6 below.

According to Lemma 4 and using the fact that \( \int_0^z Q u \mathcal{L} W_2 \, du \leq \nu(W_2) \) (with \( W_2(\partial) := 0 \)), we have that, for all \( n \geq 1 \),
\[
N_k^{(m)} = W_2(Z_{Tk/n}) - \nu(W_2) T k/n
\]
defines a super-martingale. Defining the stopping time \( \sigma_{1/m}^n = \inf\{T/n : l \in \mathbb{Z}, Z_{lT/n} < 1/m \} \) and using the same method used to obtain (25), we deduce that
\[
\mathbb{P}^Z_x \left( \sup_{u \in [0, T]} Z_u \neq \partial / Z_u = +\infty \right) = 0.
\]
This and equation (25) concludes the proof of Lemma 5. \( \square \)

**Lemma 6.** Let \( \nu \) be a finite measure on \((0, 1)\). Then, there exists a non-increasing \( C^s_{loc} \) function \( W_2 \) such that \( W_2(x) \to \infty \) when \( x \to 0 \), \( W_2(x) = 0 \) for \( x > 1 \) and \( \nu(W_2) < +\infty \).

**Proof.** Let \( y_n = 2^{n-1} - 1 \) for \( n \geq 1 \). Let \( (x_n) \) be a decreasing sequence of numbers in \((0, 1)\) such that \( \nu(0, x_n) < 3^{-n} \) for \( n \geq 1 \), which exists because \( \nu(0, 1)) < +\infty \). Then
\[
A := \sum_{n \geq 1} y_{n+1} \nu(x_{n+1}, x_n) \leq \sum_{n \geq 1} 2^n 3^{-n} < \infty.
\]

Now let \( W_2 \) be defined by
\[
W_2(x) = y_{n+1} + \frac{s(x) - s(x_{n+1})}{s(x_n) - s(x_{n+1})} (y_n - y_{n+1}), \quad x \in [x_{n+1}, x_n),
\]
so that \( W_2(x) \in (y_n, y_{n+1}] \) when \( x \in [x_{n+1}, x_n) \). Let \( W_2(x) = 0 \) for \( x \geq 1 \). Then \( W_2 \) is a positive, non-increasing, continuous, and admits a right derivative with respect to \( s \) given by
\[
\frac{\partial W_2}{\partial s}(x) = \frac{y_n - y_{n+1}}{s(x_n) - s(x_{n+1})} \leq 0, \quad x \in [x_{n+1}, x_n),
\]
and, for all \( x \geq 1 \), by \( \frac{\partial W_2}{\partial s}(x) = 0 \). Moreover, we have
\[
\int_{\mathbb{R}^+} W_2(x) \nu(dx) \leq \sum_{n \in \mathbb{N}} y_{n+1} \nu([x_{n+1}, x_n)) < +\infty,
\]
which proves the lemma. \( \square \)

We state now the uniqueness of the Markov semigroup, so that the proof of the following lemma concludes the proof of Proposition 3. In order to do so, we show that \((Z_t)_{t \in \mathbb{Q}} \) (as in the proof of the preceding lemma) can be extended to a càdlàg process \((Y_t)_{t \in [0, +\infty)} \) with values in \( E \), which appears to be solution to the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\)-martingale problem. The conclusion is then obtained from Proposition 2.

**Lemma 7.** Assume that Assumption 1 holds true and that \( Q \) is a semigroup satisfying (9). Then
\[
Q_t f(x) = E_x(f(X_t)) \quad \text{for all bounded measurable functions } f \quad \text{on } E, \quad \text{where } X \text{ is the unique càdlàg solution to the martingale problem } (\mathcal{L}, \mathcal{D}(\mathcal{L})).
\]
Moreover, \( Q_t 1_{(0, \infty)}(x) = 1_{(0, \infty)}(x) - \int_0^x Q u q(x) \, du \), for all \( x \in E \).
\textit{Proof.} Let \((Z_t)_{t \in \mathbb{Q}}\), be as in the proof of Lemma 5. In a first step, we show that, for any sufficiently regular function \(f\), \((f(Z_t))_{t \in \mathbb{Q}}\) admits only finitely many upcrossings over non-empty open intervals. In a second step, we use this to deduce that \(Z\) can be extended to a càdlàg Markov process \((Y_t)_{t \in [0, +\infty)}\) with semigroup \(Q\) and taking its values in the one point compactification of \(E\). Finally, we prove that \(Y\) takes its values in \(E\) and that it satisfies the \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\)-martingale problem.

\begin{enumerate}
\item \textbf{Finiteness of the number of upcrossings.} Let \(x \in (0, +\infty)\) and \(f\) be a non-negative function in \(C_c^\infty\), extended to \(\partial\) with \(f(\partial) = 0\). Our aim is to prove that, for any \(a < b \in \mathbb{R}\), the number of upcrossings through \((a, b)\) of \((f(Z_t) - f(x))_{t \in \mathbb{Q}}\) is finite \(\mathbb{P}_x\)-almost surely on any finite time horizon.

Fix \(a < b \in \mathbb{R}\) and \(\delta \in (0, \frac{b-a}{4\|f\|_\infty}) \cap \mathbb{Q}\), where \(c := \sup(\mathcal{L}f)_-\) is finite according to Lemma 1 point (ii). For all \(n \geq 1\), let \(M^{(n)}_0 = 0\) and

\[
M^{(n)}_{k+1} - M^{(n)}_k = f(Z_{\delta(k+1)/n}) - f(Z_{\delta k/n}) - \int_0^{\delta/n} Q_u f(Z_{\delta k/n}) \, du.
\]

The process \(M^{(n)}\) is a discrete time martingale. Hence, setting \(N^{(n)}_0 = 0\) and

\[
N^{(n)}_{k+1} - N^{(n)}_k = f(Z_{\delta(k+1)/n}) - f(Z_{\delta k/n}) + \frac{c\delta}{n} = M^{(n)}_{k+1} - M^{(n)}_k + \int_0^{\delta/n} Q_u f(Z_{\delta k/n}) \, du + \frac{c\delta}{n}
\]
defines a sub-martingale. In particular, using Lemma 2.5 p.57 in [23], we have (here \(U^{(n)}(a, b)\) denotes the number of upcrossings through the interval \((a, b)\) during the \(n\) first steps of the submartingale \(N^{(n)}\):

\[
\mathbb{E}_x^Z(U^{(n)}(a, b)) \leq \mathbb{E}_x^Z((N^{(n)}_n - a)_+) \leq \frac{\|f\|_\infty + c\delta + |a|}{b - a},
\]

since \(N^{(n)}_n = f(Z_\delta) - f(x) + c\delta\). In addition, the number of up-crossing through \((a, b)\) of \((f(Z_{\delta k/n}) - f(x))_{k \in \{0, \ldots, n\}}\), denoted by \(V^{(n)}(a, b, \delta)\) from now on, is bounded from above by the number of up-crossing through \((a + c\delta, b - c\delta)\) of \((N^{(n)}_k)_{k \in \{0, \ldots, n\}}\). Hence

\[
\mathbb{E}_x^Z(V^{(n)}(a, b, \delta)) \leq \frac{\|f\|_\infty + 2c\delta + |a|}{b - a - 2c\delta}.
\]

Since, for all \(n \geq 1\), \((f(Z_{\delta k/n}) - f(x))_{k \in \{0, \ldots, n\}}\) is a sub-process of \((f(Z_{\delta k/(n+1)}) - f(x))_{k \in \{0, \ldots, (n+1)\}}\), we have \(V^{(n)}(a, b, \delta) \leq V^{(n+1)}(a, b, \delta)\) almost surely and hence

\[
\mathbb{E}_x^Z\left(\sup_{n \geq 1} V^{(n)}(a, b, \delta)\right) \leq \frac{\|f\|_\infty + 2c\delta + |a|}{b - a - 2c\delta}.
\]

But \(\sup_{n \geq 1} V^{(n)}(a, b, \delta)\) is exactly the number of upcrossings through \((a, b)\) of \((f(Z_t) - f(x))_{t \in \mathbb{Q} \cap [0, \delta]}\) and hence, denoting by \(V(a, b, \delta)\) this number, we have

\[
\mathbb{E}_x^Z(V(a, b, \delta)) \leq \frac{\|f\|_\infty + 2c\delta + |a|}{b - a - 2c\delta}.
\]

Hence

\[
\mathbb{E}_x^Z(V(a - f(x), b - f(x), \delta)) \leq \frac{\|f\|_\infty + 2c\delta + |a - f(x)|}{b - a - 2c\delta} \leq \frac{2\|f\|_\infty + 2c\delta + |a|}{b - a - 2c\delta},
\]

and, since the upcrossings through \((a - f(x), b - f(x))\) by \((f(Z_t) - f(x))_{t \in \mathbb{Q} \cap [0, \delta]}\) is exactly the number \(V'(a, b, \delta)\) of upcrossings of \((a, b)\) by \((f(Z_t))_{t \in \mathbb{Q} \cap [0, \delta]}\), we deduce that

\[
\mathbb{E}_x^Z(V'(a, b, \delta)) \leq \frac{2\|f\|_\infty + 2c\delta + |a|}{b - a - 2c\delta}.
\]
We conclude that the number of upcrossings \( V'(a, b, \delta) \) is finite \( \mathbb{P}_X^Z \)-almost surely. Since this is true for all initial distribution, using the Markov property at times \( \delta, 2\delta, \ldots \), we obtain that, for all \( T \in \mathbb{Q}_+ \), the number of upcrossings \( V'(a, b, T) \) is finite almost surely. Since this is true for all \( a < b \in \mathbb{R} \), this in turn implies that \( V(a, b, T) \) is finite \( \mathbb{P}_X^Z \)-almost surely.

(2) Construction of a càdlàg representation of \( \{Q_t\}_{t \in [0, +\infty)} \) in \( E \cup \{\Delta\} \). Now, using Problem 9(a), p. 90 in [23], we deduce that, for all non-negative functions \( f \in C_c^0(0, +\infty) \) extended to \( \delta \) with \( f(\delta) = 0 \), \( \mathbb{P}_X^Z \)-almost surely, for all \( t \in [0, +\infty) 

\[
\lim_{u \in \mathbb{Q}_+, u \to t, u - t} f(Z_u) \quad \text{and} \quad \lim_{u \in \mathbb{Q}_+, u < t, u - t} f(Z_u)
\]

both exist. Moreover \( \delta \) is an absorbing point for \( Z \), so that \( (1_\delta(Z_t))_{t \in \mathbb{Q}_+} \) is increasing, taking its values in \([0, 1] \), and hence the above limits also exist for \( f = 1_\delta \).

As a consequence, there exists a countable family \( \mathcal{H} \) of continuous functions \( f \) that separates points in \( E \) and such that the above limits exist (recall that \( 1_\delta \) is continuous since \( \delta \) is an isolated point). We deduce that, \( \mathbb{P}_X^Z \)-almost surely, for all \( t \in [0, +\infty) 

\[
\lim_{u \in \mathbb{Q}_+, u > t, u - t} Z_u \quad \text{and} \quad \lim_{u \in \mathbb{Q}_+, u < t, u - t} Z_u
\]

also exist in \((0, +\infty) \cup \{\delta, \Delta\}, \) where \( \Delta \) is a compactification point for \((0, +\infty) \) (and hence for \((0, +\infty) \cup \{\delta, \Delta\}, \) \( \mathbb{P}_X^Z \)-almost surely). Indeed, let \( Z_{t_1} \) and \( Z_{t_1}' \) be two accumulation points in \((0, +\infty) \cup \{\delta, \Delta\} \) of \((Z_u)_{u \in \mathbb{Q}_+, u \geq t} \) at \( t \in [0, +\infty) \). On the one hand, if \( Z_{t_1} \in (0, +\infty) \cup \{\delta\} \) and \( Z_{t_1}' \in (0, +\infty) \cup \{\delta\} \) are different, then there exists a function \( f \in \mathcal{H} \) such that \( f(Z_{t_1}) \neq f(Z_{t_1}') \). Since \( f \) is continuous, then this contradicts (26). On the other hand, if \( Z_{t_1} \in (0, +\infty) \cup \{\delta\} \) and \( Z_{t_1}' = \Delta \), then one chooses any function \( f \in \mathcal{H} \) such that \( f(Z_{t_1}) > 0 \) with compact support, and observe that \( f \) extended by 0 at \( \Delta \) is continuous, so that \( f(Z_{t_1}) \neq 0 = f(Z_{t_1}') \) also contradicts (26). This implies that, almost surely, for all \( t \in (0, +\infty) \), the accumulation point in \((0, +\infty) \cup \{\delta, \Delta\} \) of \((Z_{t+u})_{u \in \mathbb{Q}_+} \) at \( t \in (0, +\infty) \) is unique, which implies the existence of the first limit. The existence of the second limit is proved similarly.

We deduce that \( Z \) satisfies almost surely the assumptions of Lemma 2.8, p. 58 in [23] and hence we can define the càdlàg random process \((Y_t)_{t \in \mathbb{R}} \) with values in \( E \cup \{\Delta\} \) as

\[
Y_t := \lim_{u \in \mathbb{Q}_+, u \to t, u - t} Z_u, \quad \mathbb{P}_X^Z \text{-almost surely.}
\]

Since \((Z_t)_{t \in \mathbb{Q}_+} \) is (right)-continuous according to Lemma 5, we deduce that \( Y_t = Z_t \) for all \( t \in \mathbb{Q}_+ \) (in particular, \( Y_t \in E \mathbb{P}_X^Z \)-almost surely, for all \( t \in \mathbb{Q}_+ \)).

Let us now show that, for all \( t \geq 0 \), \( \delta x \) \( Q_t \) is the law of \( Y_t \) under \( \mathbb{P}_X^Z \). We have, for all \( f \in D(L) \) extended to \( E \cup \{\Delta\} \) by \( f(\Delta) = 0 \),

\[
\mathbb{E}_X^Z(f(Y_t)) = \mathbb{E}_X^Z \left( \lim_{u \to t, u \in \mathbb{Q}_+, u - t} f(Z_u) \right) = \lim_{u \to t, u \in \mathbb{Q}_+, u - t} \mathbb{E}_X^Z(f(Z_u)) = \lim_{u \to t, u \in \mathbb{Q}_+, u - t} Q_u f(x) = Q_t f(x),
\]

since \( Q_u f(x) \) is continuous in \( u \) for all \( f \in D(L) \) by (9). Since \( C_c^0 \subset D(L) \) and \( 1_\delta \in D(L) \), we deduce that \( \mathbb{P}_X^Z(Y_t \in A) = \delta x Q_t 1_A \) for all measurable \( A \subset (0, +\infty) \cup \{\delta\} \). Since \( \delta x Q_t 1_E = 1 \), we conclude that \( \mathbb{P}_X^Z(Y_t \in E) = 1 \) and that \( \delta x Q_t \) is the law of \( Y_t \) under \( \mathbb{P}_X^Z \), for all \( t \in (0, +\infty) \).

Let us now prove that \( Y \) is a Markov process (relatively to its natural filtration \((\mathcal{F}_t)_{t \geq 0} \). Fix \( t_0 \leq t_0 \leq [0, +\infty) \) and consider the Markov process \((Z'_t)_{t \in \mathbb{Q}_+} \cup [t_0, t_0] \) with semigroup \((Q_t)_{t \in \mathbb{Q}_+} \cup [t_0, t_0] \). Then \((Z'_t)_{t \in \mathbb{Q}_+} \) under \( \mathbb{P}_X^Z \) has the same law as \((Z_t)_{t \in \mathbb{Q}_+} \) under \( \mathbb{P}_X^Z \). Since \( Z' \) and \( Y \) are right-continuous
at times $u_0, t_0$ almost-surely (according to Lemma 5 for $Z'$), we deduce that $(Z'_t, Z'_t, (Z'_t)_{t\in \mathbb{Q}_+})$ under $\mathbb{P}_X^Z$ and $(Y_{u_0}, Y_{t_0}, (Z_t)_{t\in \mathbb{Q}_+})$ under $\mathbb{P}_X^Z$ have the same law, for all $x \in E$. Hence, for all bounded measurable functions $f : E \to \mathbb{R}$ and $g : E \to \mathbb{R}$,

$$E_X^Z(f(Y_{u_0})g(Y_{t_0})) = E_X^Z(f(Z'_{u_0})g(Z'_{t_0}))$$

$$= E_X^Z(f(Z'_{u_0})Q_{t_0-u_0}g(Z'_{u_0}))$$

$$= E_X^Z(f(Y_{t_0})Q_{t_0-u_0}g(Y_{t_0})).$$

The same line of arguments applies for any finite family of times $u_1 \leq \ldots \leq u_k \leq u_0 \leq t_0$, which implies that, for all $0 \leq u \leq t$,

$$E_X^Z(f(Y_t) | \sigma(Y_v, v \leq u)) = Q_{t-u}f(Y_u), \quad \mathbb{P}_X^Z\text{-almost surely.}$$

We conclude that $Y$ is indeed a Markov process, with values in $E \cup \{\Delta\}$.

(3) The càdlàg representation is a solution to the martingale problem in $E$. We observe that, for all $t \geq u \geq 0$ and all $f \in \mathcal{D}(\mathcal{L})$, and setting $\mathcal{L} f(\Delta) = 0$,

$$E_X^Z\left(f(Y_t) - \int_0^t \mathcal{L} f(Y_v) \, d\nu \mid \mathcal{F}_u \right) = Q_{t-u}f(Y_u) - \int_0^u \mathcal{L} f(Y_v) \, d\nu - E_X^Z\left(\int_u^t \mathcal{L} f(Y_v) \, d\nu \mid \mathcal{F}_u \right),$$

where $\mathcal{F}$ is the natural filtration of $Y$. But

$$Q_{t-u}f(Y_u) = f(Y_u) + \int_0^{t-u} Q_v \mathcal{L} f(Y_u) \, d\nu \quad \text{and} \quad E_X^Z\left(\int_u^t \mathcal{L} f(Y_v) \, d\nu \mid \mathcal{F}_u \right) = \int_u^t Q_{v-u} \mathcal{L} f(Y_u) \, d\nu$$

(using the fact that $\int_0^t Q_{v-u} \mathcal{L} f(Y_u) \, d\nu$ is finite, which allows the use of Fubini’s theorem). Hence $f(Y_t) - \int_0^t \mathcal{L} f(Y_v) \, d\nu$ defines a martingale. We deduce that $Y$ is a càdlàg solution to the martingale problem associated to $\mathcal{L}$ on $E \cup \{\Delta\}$.

But, according to Lemma 5, $Z$ is bounded away from 0 and $+\infty$ almost surely, so that $Y$ (whose values are in the adherence of the values taken by $Z$ almost surely) is also bounded away from 0 and $+\infty$ almost surely. This implies that $Y$ never reaches $\Delta$ and hence that $Y$ takes its values in $E$, $\mathbb{P}_X^Z$-almost surely for all $x \in E$. This entails that $Y$ is a càdlàg solution to the martingale problem in $E$.

We conclude the proof of the first part of Lemma 7 by observing that Proposition 2 states that the càdlàg solution to the martingale problem $(\mathcal{L}, \mathcal{D}(\mathcal{L}))$ is unique.

In order to obtain the last claim of Lemma 7, observe that $1_\beta \in \mathcal{D}(\mathcal{L})$ and that $Q_t 1_E = 1_E$, so that

$$\delta_x Q_t 1_{(0, +\infty)} = \delta_x Q_t 1_E - \delta_x Q_t 1_\beta = 1_E(x) - 1_\beta(x) - \int_0^t Q_u 1_\beta(x) \, du = 1_{(0, +\infty)}(x) - \int_0^t Q_u q(x) \, du.$$  

This concludes the proof of Lemma 7.

\[\square\]

2.3 Conclusion of the proof of Theorem 1

For the existence, we set $T_t f(x) = e^{ht}(h(x)Q_t(f/h)(x))$ for all $f \in \mathcal{D}(\mathcal{A})$ with the convention $f/h(\partial) := 0$, where $Q$ is the semigroup of Proposition 3. For all $f \in \mathcal{D}(\mathcal{A})$, the function $g = f/h$ is in $\mathcal{D}(\mathcal{L})$ or
\[ g = 1_{(0, +\infty)}, \text{ and hence, for all } x \in (0, +\infty), \text{ if } g \in \mathcal{D}(\mathcal{L}), \text{ then} \]

\[
\frac{\partial}{\partial t} T_t f(x) = \frac{\partial}{\partial t}[e^{bt} h(x)Q_t g(x)] = be^{bt} h(x)Q_t g(x) + e^{bt} h(x)Q_t \mathcal{L} g(x) \\
= be^{bt} h(x)Q_t g(x) + e^{bt} h(x)Q_t \left( \frac{\mathcal{A}(h)g}{h} - bg \right)(x) \\
= e^{bt} h(x)Q_t \left( \frac{\mathcal{A}f}{h} \right)(x) = T_t \mathcal{A} f(x),
\]

understanding differentiation here in the sense of density with respect to Lebesgue measure; if \( g = 1_{(0, +\infty)} \), then the same computation holds true according to the last property of Lemma 7. The fact that \( T_t B \subset B \) is a straightforward consequence of the fact that \( Q_t 1_{(0, +\infty)} \leq 1_{(0, +\infty)} \).

Let us now check the uniqueness. Assume that \( T \) is a semigroup which solves the above equation for \( f \in \mathcal{D}(\mathcal{A}) \). Then \( h \in \mathcal{D}(\mathcal{A}) \) and hence the semigroup defined by \( \delta_x R_t := \frac{e^{bt}\delta_x T_t(h)}{h(x)} (x \in (0, +\infty)) \) satisfies, for all \( x \in (0, +\infty), \)

\[
R_t 1_{(0, +\infty)}(x) = \frac{e^{bt} T_t h(x)}{h(x)} = 1 - b \int_0^t \frac{e^{-bu} T_u h(x)}{h(x)} \, du + \int_0^t \frac{e^{-bu} T_u \mathcal{A} h(x)}{h(x)} \, du \\
= 1 + \int_0^t R_u \mathcal{L} 1_{(0, +\infty)}(x) \, du \leq 1.
\]

Hence \( (R_t)_{t \geq 0} \) is a sub-Markov semigroup on the set of bounded measurable functions on \( (0, +\infty) \). As usual, we extend \( R \) as a Markov semigroup on the set of bounded measurable functions on \( E = (0, +\infty) \cup \{0\} \), by setting \( R_t 1_{(0, +\infty)} = 1 - R_t 1_{(0, +\infty)}(x) \) for all \( x \in (0, +\infty) \) and \( R_t f(\bar{\partial}) = f(\bar{\partial}) \) for all bounded measurable functions \( f \) on \( E \). For all \( f \in C_c^\infty, h \in \mathcal{D}(\mathcal{A}) \) and hence, for all \( x \in (0, +\infty), \)

\[
R_t f(x) = \frac{e^{-bt} T_t(fh)}{h(x)} = f(x) - b \int_0^t \frac{e^{-bu} T_u(fh)}{h(x)} \, du + \int_0^t \frac{e^{-bu} T_u \mathcal{A}(fh)}{h(x)} \, du \\
= f(x) + \int_0^t R_u \mathcal{L} f(x) \, du,
\]

while \( R_t f(\bar{\partial}) = f(\bar{\partial}) + \int_0^t R_u \mathcal{L} f(\bar{\partial}) \, du \). For all \( x \in (0, +\infty) \), we have

\[
R_t 1_{(0, +\infty)}(x) = 1 - \int_0^t R_u q(x) \, du
\]

and hence

\[
R_t 1_{\bar{\partial}}(x) = \int_0^t R_u q(x) \, du = \int_0^t R_u \mathcal{L} 1_{\bar{\partial}}(x) \, du,
\]

while \( R_t 1_{\bar{\partial}} = 1_{\bar{\partial}} = 1_{\bar{\partial}} + \int_0^t R_u \mathcal{L} 1_{\bar{\partial}} \, du \). Using Lemma 7, we deduce that \( R_t = Q_t \) and hence that \( T_t f(x) = e^{bt} h(x)Q_t(f/h)(x) \). This concludes the proof of Theorem 1.

### 2.4 Proof of Corollary 1

Fix \( x \in (0, +\infty) \). Assume first that \( f \equiv 0 \) and set \( \varphi = f/h \) and let \( (\varphi_m)_{m \geq 0} \) be a non-decreasing sequence of functions in \( C_c^\infty \) such that \( \varphi_m(x) = \varphi(x) \) for all \( x \in (1/m, m) \). We also set \( \varphi_m(\bar{\partial}) = \varphi(\bar{\partial}) = 0 \).

Then, for all \( m > k \geq 1 \), since \( \varphi_m \in \mathcal{D}(\mathcal{L}) \) and \( t_k \) (defined in the first step of the proof of Proposition 2) is a stopping time, for all \( t \geq 0 \), and all \( x \in (1/k, k) \), we have

\[
\mathbb{E}_x(\varphi_m(X_{t \wedge t_k})) = \varphi_m(x) + \mathbb{E}_x\left( \int_0^{t \wedge t_k} \mathcal{L} \varphi_m(X_u) \, du \right) = \varphi(x) + \mathbb{E}_x\left( \int_0^{t \wedge t_k} \mathcal{L} \varphi_m(X_u) \, du \right),
\]
But, almost surely, for all $u < \tau_k$, we have $X_u \in (1/k, k) \subset (1/m, m)$ and hence

$$
\mathcal{L} \varphi_m(X_u) = \frac{\partial \varphi_m}{\partial s}(X_u) + \int_{(0, x)} \varphi_m(y) k_h(X_u, dy) - \varphi_m(X_u) k_h(X_u, (0, x)) - q(X_u) \varphi_m(X_u)
$$

$$
= \frac{\partial \varphi}{\partial s}(X_u) + \int_{(0, x)} \varphi(y) k_h(X_u, dy) - \varphi(X_u) k_h(X_u, (0, x)) - q(X_u) \varphi(X_u)
$$

$$
\frac{\partial \varphi}{\partial s}(X_u) + \int_{(0, x)} \varphi(y) k_h(X_u, dy) - \varphi(X_u) k_h(X_u, (0, x)) - q(X_u) \varphi(X_u) = \mathcal{L} \varphi(X_u) \text{ when } m \to +\infty.
$$

The monotone convergence theorem (taking into account the fact that $\mathbb{E}_x \left( \int_0^{\tau \wedge T_k} |\mathcal{L} \varphi_m(X_u)| \, du \right) < +\infty \text{ for all } m \geq 1$), we deduce that

$$
\mathbb{E}_x \left( \int_0^{\tau \wedge T_k} \mathcal{L} \varphi_m(X_u) \, du \right) \rightarrow +\infty \quad \text{as } m \to +\infty
$$

Since $\varphi = f/h$ is bounded, by the dominated convergence theorem, we also deduce that

$$
\mathbb{E}_x (\varphi_m(X_{t \wedge T_k})) \rightarrow \mathbb{E}_x (\varphi(X_{t \wedge T_k}))
$$

and hence

$$
\mathbb{E}_x (\varphi(X_{t \wedge T_k})) = \varphi(x) + \mathbb{E}_x \left( \int_0^{\tau \wedge T_k} \mathcal{L} \varphi(X_u) \, du \right).
$$

Assume first that $f/h$ is lower bounded by $-a$, where $a > 0$. Then

$$
\mathbb{E}_x (\varphi(X_{t \wedge T_k})) + a \mathbb{E}_x (t \wedge \tau_k) = \varphi(x) + \mathbb{E}_x \left( \int_0^{\tau \wedge T_k} (\mathcal{L} \varphi(X_u) + a) \, du \right),
$$

where $\mathcal{L} \varphi(X_u) + a = \mathcal{A} f(X_u)/h(X_u) + a \geq 0$, so that, by dominated convergence on the left hand side, and by monotone convergence in the right-hand side, we obtain by letting $k \to +\infty$

$$
\mathbb{E}_x (\varphi(X_t)) + a \mathbb{E}_x (t) = \varphi(x) + \mathbb{E}_x \left( \int_0^t (\mathcal{L} \varphi(X_u) + a) \, du \right)
$$

and hence that

$$
\mathbb{E}_x \left( \int_0^t |\mathcal{L} \varphi(X_u)| \, du \right) < +\infty \quad \text{and} \quad \mathbb{E}_x (\varphi(X_t)) = \varphi(x) + \mathbb{E}_x \left( \int_0^t \mathcal{L} \varphi(X_u) \, du \right).
$$

Assume now instead that $f/h$ is upper bounded by $a > 0$. Then

$$
\mathbb{E}_x (\varphi(X_{t \wedge T_k})) - a \mathbb{E}_x (t \wedge \tau_k) = \varphi(x) - \mathbb{E}_x \left( \int_0^{\tau \wedge T_k} (-\mathcal{L} \varphi(X_u) + a) \, du \right),
$$

where $-\mathcal{L} \varphi(X_u) + a = -\mathcal{A} f(X_u)/h(X_u) + a \geq 0$. As above, this entails that (27) holds true.

In both cases, we deduce from Fubini’s theorem that

$$
\int_0^t Q_{u} |\mathcal{L} \varphi|(x) \, du < +\infty \quad \text{and} \quad Q_{t} \varphi(x) = \varphi(x) + \int_0^t Q_{u} \mathcal{L} \varphi(x) \, du.
$$

Replacing $Q$, $\mathcal{L}$ and $\varphi$ by their respective expressions of $T$, $\mathcal{A}$ and $f$, this concludes the proof of Corollary 1.
2.5 Proof of Corollary 2

We observe that Assumption 1 is clearly satisfied with \( h = h_1 + h_2 \), and hence, according to Theorem 1, there exists \( T \) a solution to (4). In addition, \( \mathcal{A} h_1 / h \) is upper bounded by \( \mathcal{A} h_1 / h_1 \) and hence is upper bounded. By Corollary 1, we deduce that

\[
\int_0^T T_u \mathcal{A} h_1 \, du < +\infty \quad \text{and} \quad T_h(x) = h_1(x) + \int_0^T T_u \mathcal{A} h_1 \, du.
\]

Since in addition (4) holds true for all \( f \in C_s \), we deduce from the uniqueness part of Theorem 1 that \( T = T^1 \). Similarly, \( T = T^2 \) which concludes the proof.

3 Long time asymptotics of the solution to the growth-fragmentation equation

In this section, we focus on the existence of leading eigenvalues and a spectral gap for the semigroup \( T \) solution to (4) acting on the Banach space \( B \). Our approach will be to leverage the representation of \( T \) as the \( h \)-transform of the semigroup \( Q \) of an absorbed Markov process evolving on \( E = (0, +\infty) \cup \{0\} \), as given in section 2. More precisely, we will make use of the results developed in \cite{17} for the study of quasi-stationary distributions.

In order to do so, we first state a useful result on the càdlàg Markov process with semigroup \( Q \) defined in Proposition 2. Precisely, we will make use of the following assumption to ensure the irreducibility of the process.

**Assumption 2.** For all \( x \in (0, +\infty) \), the Lebesgue measure of \( s(\{y \in (x, +\infty) : k(y, (0, x)) > 0\}) \) is positive.

Under Assumption 1 and 2, the semigroup \( T \) from Theorem 1, the semigroup \( Q \) from Proposition 3 and the Markov process \( X \) from Proposition 4 below are well defined. In the following result, proved in section 3.2, \( \mathbb{P}_x \) denotes the law of \( X \) with initial distribution \( \delta_x \), for any \( x \in (0, +\infty) \), and \( H_y = \inf\{t \geq 0, X_t = y\} \).

**Proposition 4.** Assume that Assumption 1 holds true. Let \( X \) be the unique càdlàg solution of the martingale problem \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\). Then \( X \) is a strong Markov process with respect to its completed natural filtration. If in addition Assumption 2 holds, then \( X \) is irreducible in \( (0, +\infty) \), in the sense that, for all \( l < r \in (0, +\infty) \), there exists \( t_0 > 0 \) such that

\[
\inf_{x, y \in [l, r]} \mathbb{P}_x(H_y \leq t_0) > 0.
\]

The proof of our main result requires that the process \( X \) satisfies a local Doeblin condition. In order to obtain this condition, we will make use of one of the following assumptions. The first one is original and make use of a Doeblin type condition on the fragmentation kernel \( k \). The second one is a straightforward adaptation of the general and multi-dimensional result developed in [34, Proposition 1].

**Assumption 3.** There exist a positive constant \( a > 0 \), a non-empty, open, compactly contained interval \( I \subset (0, +\infty) \) and a probability measure \( \mu \) on \( (0, +\infty) \), such that

\[
k(x, \cdot) \geq a \mu \quad \forall x \in I.
\]
Assumption 4. There exist a positive constant $a > 0$, a non-empty, open, compactly contained interval $I \subset (0, +\infty)$ and a function $T : (0, +\infty)$ such that
\[
k(x, dy) \geq a \delta_{T(x)}, \quad \forall x \in I,
\]
and such that $s \circ T$ is continuously differentiable with respect to $s$ on $I$, with
\[
\frac{\partial s \circ T}{\partial s}(x) \neq 1, \quad \forall x \in I.
\] (28)

The following result states that any of the above two assumptions is a sufficient condition for $X$ to satisfy a local Doeblin condition. Under Assumption 3, its proof, developed in section 3.3, relies on the fact that at each jump from a position in a given interval $I$, the law of the process after the jump is lower bounded. Under Assumption 4, it leverages on a simple change of variable argument, as detailed in section 3.4 (for other coupling approaches, see for instance [16] for the TCP process and [13] for the mitosis kernel $k(x, dy) = 2K(x)\delta_{x/2}(dy)$, this kernel is also considered in section 6.3.3 of [39] using, as we do, the proof of Proposition 1 in [34], see Remark 3 below for a detail of the argument). Finally, we refer the reader to [14], where the Doeblin condition is a consequence of the regularity of the density of the kernel $k$ with respect to the Lebesgue measure.

Proposition 5. Assume that Assumptions 1, 2 and either Assumption 3 or Assumption 4 hold true. Then there exists a probability measure $\nu$ on $(0, +\infty)$ such that, for any compactly contained interval $L \subset (0, +\infty)$, there exists $t_L > 0$ such that, for all $t \geq t_L$ and all $x \in L$,
\[
P_x(X_t \in \cdot) \geq c_{L,t}\nu(\cdot),
\] (29)
where $c_{L,t} > 0$ only depends on $L$ and $t$ and is non-increasing in $t$.

If Assumptions 1, 2 and the Doeblin condition (29) hold true, we can introduce the growth coefficient of $T$, defined by
\[
\lambda_0 := \inf\{\lambda \in \mathbb{R}, \liminf_{t \to +\infty} e^{\lambda t} T_1(1(x)) = +\infty\},
\]
with arbitrary $x \in (0, +\infty)$ and non-empty interval $L \subset (0, +\infty)$. One easily checks, using the relationship between $T$ and the semigroup of $X$, that $\lambda_0 = \lambda_0^X - b$, where
\[
\lambda_0^X := \inf\{\lambda \in \mathbb{R}, \liminf_{t \to +\infty} e^{\lambda t} \mathbb{P}_x(X_t \in L) = +\infty\},
\] (30)
The fact that $\lambda_0^X$ (and hence $\lambda_0$) does not depend on $x$ nor $L$ is a well known consequence of the irreducibility property and the Doeblin condition (29).

Our aim is to apply Theorem 3.5 in [17] to $X$. This requires a Foster-Lyapunov type condition, which will be obtained using the following assumption, where we recall that $C^s_{\text{loc}}$ denotes the set of functions with a locally bounded derivative with respect to $s$. (In fact, one may consider situations where $\psi$ is only $s$-absolutely continuous, as defined in the appendix).

Assumption 5. There exist a positive function $\psi \in C^s_{\text{loc}}$, a constant $\lambda_1 > \lambda_0$ and a compact interval $L \subset (0, +\infty)$ such that $\inf_{x \in (0, +\infty)} \psi/h > 0$ and
\[
\mathcal{A} \psi(x) \leq -\lambda_1 \psi(x) + C 1_L(x), \quad \forall x \in (0, +\infty),
\]
for some constant $C > 0$. 26
We emphasis that, in most cases, taking \( h = \psi \) is the most natural choice, in which case the requirement \( \inf_{x \in (0, +\infty)} \psi/h > 0 \) of the last assumption is trivial.

We can now state the main result of this section. It is proved in section 3.5.

**Theorem 3.** Assume that Assumptions 1, 2, 5 and Assumption 3 or 4 hold true. Then there exist a unique positive measure \( m \) on \( (0, +\infty) \) and a unique function \( \varphi : (0, +\infty) \to (0, +\infty) \) such that \( m(\psi) = 1 \) and \( \| \varphi/\psi \|_{\infty} < +\infty \) and such that, for all \( t \geq 0 \), \( mT_{t} = e^{\lambda_{0}t}m \) and \( T_{t}\varphi = e^{h_{0}t}\varphi \). Moreover, for all \( f : (0, +\infty) \to \mathbb{R} \) such that \( |f| \leq \psi \), we have

\[
\left| e^{\lambda_{0}t}T_{t}f(x) - \varphi(x)m(f) \right| \leq C e^{-\gamma t}\psi(x).
\]

for some constants \( C, \gamma > 0 \).

Theorem 3 entails the existence of a spectral gap for the semigroup of \( (T_{t})_{t \geq 0} \) acting on the Banach space \( L^{\infty}(\psi) := \{ f : (0, +\infty) \to \mathbb{R}, \| f/\psi \|_{\infty} < +\infty \} \), endowed with the norm \( f \mapsto \| f/\psi \|_{\infty} \).

Conversely, if the convergence of Theorem 3 holds true, then \( (T_{t})_{t \geq 0} \) also satisfies Lyapunov type conditions and Doeblin type conditions (we refer the reader to [6] and [18] for such converse properties) and it is thus expected that Theorem 3 covers most situations where a spectral gap exists in some \( L^{\infty}(\psi) \). However it is clear that our result does not apply in situations with no spectral gap. While a similar approach may be used in this situation, the main limitation is that the theory of quasi-stationary distributions for sub-Markov semigroup without spectral gap is limited and is still as of this day an active area of research.

In practice, checking Assumption 5 requires to find a upper bound on \( \lambda_{0} \) and to find a Lyapunov function \( \psi \). We first relate \( \lambda_{0} \) to an apparently lower quantity. This result is proved in section 3.6.

**Proposition 6.** If Assumptions 1, 2 and Assumption 3 or 4 hold true, then

\[
\lambda_{0} = \inf \{ \lambda \in \mathbb{R}, \int_{0}^{\infty} e^{\lambda t}T_{t}1_{L}(x) \, dt = +\infty \}
\]

for any \( x \in (0, +\infty) \) and any non-empty compactly embedded subset \( L \subset (0, +\infty) \).

Making use of a second Lyapunov-type function \( \psi' \), the following result provides a criterion to find upper bounds for \( \lambda_{0} \), proved in section 3.7 (the proof adapts easily to situations where \( \psi' \) is only \( s \)-absolutely continuous). Theorem 3 together with part (b) of this result provides Theorem 2 in the introduction.

**Proposition 7.** Assume that Assumptions 1, 2 and Assumption 3 or 4 hold true, and that:

(i) There exist a positive function \( \psi \in C_{loc}^{s} \), a constant \( \lambda_{1} \in \mathbb{R} \) and a compact interval \( L \subset (0, +\infty) \) such that \( \inf_{x \in (0, +\infty)} \psi/h > 0 \) and

\[
\mathcal{A}\psi(x) \leq -\lambda_{1}\psi(x) + C1_{L}(x), \quad \forall x \in (0, +\infty), \tag{31}
\]

for some constant \( C > 0 \).

(ii) There exists a positive function \( \psi' \in C_{loc}^{s} \) such that \( \| \psi'/h \|_{\infty} < +\infty \), such that \( \frac{\psi'(x)}{\psi(x)} \xrightarrow[x \to 0, +\infty]{} 0 \), and such that there exists \( \lambda_{2} \in \mathbb{R} \) such that

\[
\mathcal{A}\psi'(x) \geq -\lambda_{2}\psi'(x), \quad \forall x \in (0, +\infty). \tag{32}
\]
The following hold:

(a) if $\lambda_2 < \lambda_1$, then $\lambda_0 \leq \lambda_2$;

(b) if $\lambda_2 \leq \lambda_1$ and $\sup_{x \in (0,M)} \int_{(0,x)} \frac{\psi'(y)}{\psi(x)} k(x, dy) < +\infty$ for all $M > 0$, then $\lambda_0 \leq \lambda_2$, with strict inequality if $x \in (0, +\infty)$.

While finding Lyapunov functions can be tricky, we show in the next section that exponentials of $s$ or of $\int K(y) s(dy)$ cover several situations and allow to recover and improve on several results in the literature.

**Remark 2.** We emphasize that $\lambda_0$ may be characterized by other means than its definition. For instance, in [9, Proposition 3.3] it is shown that $\lambda_0 = -\inf\{q \in \mathbb{R}, L_{x_0, x_0}(q) < 1\}$, where $L_{x_0, x_0}$ is defined in terms of a multiplicative functional of an auxiliary Markov process evaluated at the return time to $x_0$. In particular, [9, Proposition 3.4] provides an upper bound for $\lambda_0$. We also refer the reader to [14, Section 2.2] for a situation where the mass conservation does not hold.

### 3.1 Applications

In this section, we apply the results of sections 2 and 3 to different situations, focusing on Assumptions 1 and 5, since Assumptions 2, 3 and 4 are already explicit (see also Remark 3 below). In subsection 3.1.1, we provide a sufficient criterion for Assumptions 1 and 5 in the situation where $s(0+) > -\infty$. In subsection 3.1.2, we consider the situation where $\int_{(0,1)} K(y) s(dy) < +\infty$ and where mass conservation holds true. The last two subsections are dedicated to the study of near-critical cases, the critical case being when $K$ is constant and $s(x) = \ln x$, in which case it is well known that the conclusions of Theorem 3 do not hold true. In subsection 3.1.3, we study the case $s(x) = \ln x$ and $K$ is not constant. In subsection 3.1.4, we study the case $s(x) \neq \ln x$ and $K$ is constant.

**Remark 3.** Although Assumption 4 is explicit, let us illustrate how it applies when $k$ is locally lower bounded by the equal mitosis kernel, that is when

$$k(x, dy) \geq a\delta_{x/2}(dy), \forall x \in I,$$

where $I$ is a sub-interval of $(0, +\infty)$, $a > 0$ and with $s(x) = \int_{x}^{x} 1/c(y) dy$ for some positive function $c : (0, +\infty) \to (0, +\infty)$, continuous on $I$. We recover the situation of Assumption 4 with $T(x) = x/2$ and we observe that condition (28) is equivalent to $c(x) \neq 2c(x/2)$ for all $x \in I$ (see [39, Section 6] for an original account of this condition and generalizations to the multi-dimensional setting).

#### 3.1.1 Entrance boundary

In this section, we provide a simple criterion for processes with an entrance boundary at 0 (i.e. $s(0+) > -\infty$) and with a locally bounded fragmentation rate, inspired by the main result of [14]. As in this reference, and contrarily to the following sections, the result depends on $\lambda_0$.

**Proposition 8.** Assume that $s(0+) > -\infty$, that $\sup_{x \in (0,M)} \lim_{x \to +\infty} k(x, (0,x)) < +\infty$ for all $M > 0$, that $K$ is non-negative and that

$$\limsup_{x \to +\infty} k(x, (0,x)) - K(x) < +\infty. \quad (33)$$
Then Assumption 1 holds true. If in addition Assumptions 2 and Assumption 3 or 4 hold true, and if

$$\limsup_{x \to +\infty} k(x, (0, x)) - K(x) < -\lambda_0,$$

then Assumption 5 holds true.

Before proceeding with the proof of Proposition 8, we remark on the strong similarities with Theorem 1.1 of [14]. There, the author reaches the conclusion of Theorem 3, making some additional regularity and further assumptions on \( s, k \) and \( K \); these ensure in particular that \( T \) is a strongly continuous Feller semigroup on the space of bounded functions vanishing at infinity, which is not in general true for us. Interestingly, however, [14] requires neither Assumption 3 nor 4, and the fact that the conclusion of Proposition 5 holds in that setting is a consequence of the particular form and regularity of \( k \). This demonstrates an alternative technique for ensuring the Doeblin property needed for Theorem 3.

**Proof of Proposition 8.** Let \( a < -\limsup_{x \to 0} k(x, (0, x)) - \lambda_0 \) such that \( a \leq 0 \). Let \( x_0 \geq 1 \) be such that \( \exp(-as(0+)) + s(x_0) = 1 \) and set, for all \( x \in (0, +\infty) \),

$$h(x) = \exp\left(a \left(s(x) - s(0+)\right)\right) 1_{x < 1} + 1 \wedge \left(\exp(-as(0+)) + s(x)\right) 1_{x \geq 1}.$$

Then, for all \( x \in (0, 1) \),

$$\frac{\mathcal{A} h(x)}{h(x)} = a + \int_{(0,x)} \exp\left(a(s(y) - s(x))\right) k(x, d y) - K(x) \leq a + \exp(as(0+)) - s(x))k(x, (0, x)),$$

which is uniformly bounded from above on \( x \in (0, 1) \) by assumption. For \( x \in [1, x_0) \), we have

$$\frac{\mathcal{A} h(x)}{h(x)} = \frac{1}{h(x)} + \int_{(0,1)} \frac{\exp\left(a(s(y) - s(0+))\right)}{\exp(-as(0+)) + s(x)} k(x, d y) + \int_{[1,x)} \frac{\exp(-as(0+)) + s(y)}{\exp(-as(0+)) + s(x)} k(x, d y) - K(x) \leq \exp(as(0+)) + \exp(as(0+))k(x, (0, 1)) + k(x, [1, x]),$$

which is uniformly bounded from above on \( x \in [1, x_0) \) by assumption. For \( x \geq x_0 \), we have

$$\frac{\mathcal{A} h(x)}{h(x)} = \int_{(0,1)} \exp\left(a(s(y) - s(0+))\right) k(x, d y) + \int_{[1,x_0]} \left(\exp(-as(0+)) + s(y)\right) k(x, d y) + k(x, [x_0, x)) - K(x) \leq k(x, (0, x)) - K(x),$$

which is locally bounded from above and is bounded when \( x \to +\infty \) by (33). This entails that \( \frac{\mathcal{A} h(x)}{h(x)} \) is bounded from above on \((0, +\infty)\). It is clearly locally bounded, and, in addition, for all \( M > 0 \),

$$\sup_{x \in (0, M)} k_h(x, (0, x)) \leq \sup_{x \in (0, M)} \int_{(0, x)} \exp(as(0+)) k(x, d y)$$

which is finite by assumption. We conclude that Assumption 1 holds true.
We now work under the additional assumptions and set $\psi = h$. We have $s(x) \to s(0+)$ when $x \to 0$, and hence
\[
\limsup_{x \to 0} \frac{\mathcal{A} \psi(x)}{\psi(x)} \leq \limsup_{x \to 0} a + \exp(a(s(0+) - s(x))) k(x, (0, x)) = a + \limsup_{x \to 0} k(x, (0, x)) < -\lambda_0.
\]
Using (34), we also obtain
\[
\limsup_{x \to +\infty} \frac{\mathcal{A} \psi(x)}{\psi(x)} \leq \limsup_{x \to +\infty} k(x, (0, x)) - K(x) < -\lambda_0.
\]
This concludes the proof of Proposition 8. \hfill \Box

3.1.2 Pseudo-entrance boundary and mass conservation

In this section, we consider the situation where $\int_{(0,1)} K(x) s(dx) < +\infty$. Informally, this means that a PDMP with drift determined by $s$ and jump rate $K$ has a positive, lower bounded probability to reach 1 before its first jump when starting from any $x \in (0, 1)$.

For simplicity, we consider the situation $k(x, \cdot) = K(x) p \circ m_x^{-1}$ where $m_x(u) = xu$, $p$ is a measure on $(0,1)$ such that $\int_{(0,1)} up(dv) = 1$. We assume that $K$ is right-continuous and that, for all $x \in (0, +\infty)$, $s(x) = \int_1^x \frac{1}{c(y)} dy$ where $c : (0, +\infty) \to (0, +\infty)$ is a right-continuous and locally bounded function.

Proposition 9. Assume that $\sup_{x \in (0, M)} K(x) s(dx) < +\infty$ for each $M > 0$. Assume in addition that Assumption 2 and either Assumption 3 or 4 hold true, that $p$ is a finite measure, that
\[
\int_{(0,1)} K(x) s(dx) < +\infty
\]
and that there exists $\alpha > 1$ such that, for all $u \in (0, 1)$,
\[
\liminf_{x \to +\infty} \int_{ux}^x K(y) s(dy) > \frac{-\alpha \ln u}{1 - \int_{(0,1)} u^\alpha p(dv)}.
\]
(35)
Then, Assumption 1 holds, $\lambda_0 < 0$ and the conclusions of Theorem 3 hold true.

In the case of uniform mass repartition, where $p(dv) = 2dv$, the right hand term in (35) reaches its minimal value $(-\ln u)(3 + 2\sqrt{2})$ at $\alpha = 1 + \sqrt{2}$. In particular, (35) holds true if
\[
\liminf_{y \to +\infty} \frac{y K(y)}{c(y)} > 3 + 2\sqrt{2}.
\]

Before turning to the proof of this proposition, it is interesting to compare it with the findings of [13]. In this recent paper, the authors use advanced methods from functional analysis to derive the existence of an eigenfunction $h$. This gives them access to a (conservative) Markov process using an $h$-transform (see also [30, 32], where similar approaches were used to study non-conservative semigroups). This allows them to study the growth fragmentation equation under mild conditions. The main drawback of this approach is that it requires the preliminary proof of the existence and fine properties of a positive right eigenfunction $h$, which typically requires additional assumptions on regularity and asymptotic behaviour of the coefficients. On the contrary,
our approach, based on the study of non-conservative Markov processes, only requires the existence of a Lyapunov function \( h \), and the existence of an eigenfunction is then a consequence of our theorem, instead of a preliminary step in the proof. This lets us consider more general situations.

More precisely, in the case where \( p \) is the uniform measure over \((0,1)\) (where Assumption 3 is clearly satisfied), Theorem 1.3 in [13] states that the conclusions of our Theorem 3 hold true, assuming in addition (compared to Proposition 9) that \( c \) is locally Lipschitz, that \( \limsup_{x \to +\infty} \frac{c(x)}{x} < +\infty \), that \( c(x) = o(x^{-\xi}) \) when \( x \to 0 \) for some \( \xi \geq 0 \), that \( K \) is continuous on \([0, +\infty)\), that \( xK(x)/c(x) \to 0 \) when \( x \to 0 \) and that \( xK(x)/c(x) \to +\infty \) when \( x \to +\infty \). Similarly, the mitosis kernel case considered in [13] is a special case of Proposition 9 (using this time Assumption 4 instead of Assumption 3).

We can also compare Proposition 9 with Theorem 4.3 in the recent paper [6], where the authors consider the special case where \( c \equiv 1 \) (which means that \( s(x) = x - 1 \) and \( K \) is a continuously differentiable increasing function, and under the additional assumption that \( p \) is lower bounded by a uniform measure over a subinterval of \([0,1]\) or by a Dirac measure (these situations clearly satisfy Assumption 3 and 4 respectively). In this situation, both assumptions of Proposition 9 are clearly satisfied, with \( \liminf_{x \to +\infty} \int_{ux}^{x} K(y) s(dy) = +\infty \) for all \( u \in (0,1) \) and Theorem 4.3 in [6] is thus a special case of Proposition 9.

Remark 4. In the proof, we make use of the functions \( \psi \) and \( h \) defined by

\[
\psi(x) = h(x) = \exp\left(\int_{(x,1)} a_0 K(y) s(dy)\right) 1_{x<1} + \exp\left(\int_{(1,x)} a_\infty K(y) s(dy)\right) 1_{x\geq1},
\]

where \( a_0, a_\infty \in \mathbb{R} \), so that, for all \( x < 1 \),

\[
\frac{\partial \psi(x)}{\partial x} = K(x) \left( \int_{(0,1)} \exp\left( a_0 \int_{(ux,x)} K(y) s(dy)\right) p(du) - 1 - a_0 \right)
\]

and similarly for \( x \geq 1 \). Our assumptions are then used to derive asymptotics on \( \frac{\partial \psi(x)}{\partial x} \) when \( x \to 0 \) and \( x \to +\infty \). In this situation, the main point of the mass conservation assumption is to ensure that \( x \in (0, +\infty) \to x \) is a natural candidate for \( \psi' \) in Proposition 7, and is thus used to derive a lower bound for \( \lambda_0 \). We emphasize that the strategy developed in the proof, and in particular the use of such a function \( \psi \), is relevant in situations where \( k \) and \( s \) do not have the particular forms assumed in the context of Proposition 9.

Proof of Proposition 9. For all \( a \in \mathbb{R} \), we set \( p_a := \int_{(0,1)} u^a p(du) \).

1. **Identification of \( h = \psi \).** For all \( u \in (0,1) \), we define

\[
\varepsilon_u := \liminf_{x \to +\infty} \frac{\int_{ux}^{x} K(y) s(dy)}{-\ln u} - \frac{a}{1 - p_a}
\]

and set

\[
\ell := \frac{a}{1 - p_a} + \varepsilon_{1/2}^{1/2}.
\]

Note that \( \varepsilon_u > 0 \) by assumption and hence \( a / \ell < 1 - p_a \) and

\[
\lim_{a \to 1 - p_a} \int_{(0,1)} u^{a(\varepsilon_u + a/(1 - p_a))} p(du) = \int_{(0,1)} u^{1 - p_a} e^{a(\varepsilon_u + a)} p(du) < p_a.
\]
In particular, there exists \(a_\infty \in \left(\frac{q}{p}, 1 - p_\alpha\right)\) such that
\[
\int_{(0,1)} u^{a_\infty(\epsilon_u + \alpha/(1-p_\alpha))} p(du) < p_\alpha. \tag{36}
\]

We also fix \(a_0 > p_0 - 1\) and define the function
\[
\psi(x) = \begin{cases} \exp(-a_0 \int_1^x K(y) s(\text{d}y)) & \text{if } x \leq 1 \\ \exp(a_\infty \int_1^x K(y) s(\text{d}y)) & \text{if } x \geq 1. \end{cases}
\]

We have, for all \(x < 1\),
\[
\frac{\mathcal{A} \psi(x)}{\psi(x)} = K(x) \left( \int_{(0,1)} \exp \left( a_0 \int_{ux}^x K(y) s(\text{d}y) \right) p(du) - 1 - a_0 \right).
\]

Since \(\exp(a_0 \int_{ux}^x K(y) s(\text{d}y)) \leq \exp(a_0 \int_0^1 K(y) s(\text{d}y))\), with
\[
\int_{(0,1)} \exp \left( a_0 \int_0^1 K(y) s(\text{d}y) \right) p(du) = \exp \left( a_0 \int_0^1 K(y) s(\text{d}y) \right) p(0 < +\infty
\]
and since \(\int_{ux}^x K(y) s(\text{d}y) \to 0\) as \(x \to 0\), we deduce from the dominated convergence theorem that
\[
\lim_{x \to 0} \int_{(0,1)} \exp \left( a_0 \int_{ux}^x K(y) s(\text{d}y) \right) p(du) - 1 - a_0 = p_0 - 1 - a_0 < 0.
\]

Hence there exists \(x_0 > 0\) such that
\[
\frac{\mathcal{A} \psi(x)}{\psi(x)} \leq 0, \text{ for all } x \in (0, x_0). \tag{37}
\]

For all \(x \geq 1\), we have
\[
\frac{\mathcal{A} \psi(x)}{\psi(x)} = K(x) \left( \int_{(0,1/x)} \exp \left( a_0 \int_{ux}^1 K(y) s(\text{d}y) - a_\infty \int_{1/x}^x K(y) s(\text{d}y) \right) p(du)
\]
\[
+ \int_{(1/x,1)} \exp \left(-a_\infty \int_{ux}^1 K(y) s(\text{d}y) \right) p(du) - 1 + a_\infty \right)\]

On the one hand, we have (noting that \(a_\infty > 0\))
\[
\int_{(0,1/x)} \exp \left( a_0 \int_{ux}^1 K(y) s(\text{d}y) - a_\infty \int_{1/x}^x K(y) s(\text{d}y) \right) p(du) \leq \exp \left( a_0 \int_0^1 K(y) s(\text{d}y) \right) p((0,1/x)) \to 0.
\]

On the other hand, for all \(u \in (0,1)\),
\[
\limsup \frac{\mathcal{A} \psi(x)}{\psi(x)} \to 0.
\]

and hence, by Fatou’s Lemma and using (36),
\[
\limsup x \to +\infty \int_{(1/x,1)} \exp \left(-a_\infty \int_{ux}^1 K(y) s(\text{d}y) \right) p(du) - 1 + a_\infty \leq p_\alpha - 1 + a_\infty < 0.
\]
We deduce that there exists $x_\infty \geq 1$ such that, for all $x \geq x_\infty$,
\[
\frac{\mathcal{A} \psi(x)}{\psi(x)} \leq 0.
\]

Taking $h = \psi$, we observe that $x \in (0, +\infty) \to \frac{\mathcal{A} h(x)}{h(x)}$ is locally bounded, and we deduce from (37) and (38) that it is bounded from above. Moreover, the above calculations show that, for all $M > 0$,
\[
\sup_{x \in (0,M)} \int_{(0,x)} \frac{h(y)}{h(x)} k(x,dy) < +\infty.
\]

We conclude that Assumption 1 holds true.

(2) Identification of $\psi'$ and conclusion. We choose $\psi'(x) := x$ for all $x \in (0, +\infty)$. We first prove that $\psi'(x) = x = o(\psi(x))$ close to 0 and $+\infty$. Since $\psi$ is bounded away from 0 in a vicinity of 0, this is immediate for $x$ close to 0. Now, according to our assumptions and the definition of $\ell$, there exists $x_1 \geq 1$ (which is fixed from now on) such that, for all $x \geq x_1$,
\[
\int_{x/2}^{x} K(y) s(dy) \geq \ell \ln 2.
\]

For any $x > x_1$, let $n \geq 0$ such that $2^{-n} x \geq x_1 \geq 2^{-(n+1)} x$ (in particular $n \ln 2 \geq \ln x - \ln x_1 - \ln 2$). Then
\[
\int_{1}^{x} K(y) s(dy) \geq \int_{1}^{2^{-n} x} K(y) s(dy) + \int_{2^{-n} x}^{2^{-(n-1)} x} K(y) s(dy) + \cdots + \int_{2^{-(n-1)} x}^{2^{-2} x} K(y) s(dy) + \int_{2^{-2} x}^{x} K(y) s(dy) \geq n \ell \ln 2 \geq \ell \ln x - \ell \ln (2x_1).
\]

Since $a_\infty > a / \ell$, we deduce that, for all $x > x_1$,
\[
a_\infty \int_{1}^{x} K(y) s(dy) \geq a \ln x - a_\infty \ell \ln (2x_1).
\]

This shows that $\liminf_{x \to +\infty} \psi(x)/x^a > 0$ and hence, since $a > 1$ by assumption, that $x = o(\psi(x))$ when $x \to +\infty$.

We also observe that, for all $M > 0$, $\sup_{x \in (0,M)} \int_{(0,x)} \frac{\psi'(y)}{\psi(x)} k(x,dy) = \sup_{x \in (0,M)} K(x) < +\infty$, by assumption. Finally, for all $x \in (0, +\infty)$,
\[
\frac{\mathcal{A} \psi'(x)}{\psi'(x)} = \frac{1}{x} \frac{\partial \psi'}{\partial s}(x) = \frac{c(x)}{x}.
\]

Since $c(x)/x$ is not zero, we deduce that it is either lower bounded by a positive constant or that it is not constant. Using Proposition 7 together with (37) and (38), we deduce that $\lambda_0 < 0$. This also entails that Assumption 5 holds true, which concludes the proof.

\[\square\]

3.1.3 Critical case, $s$ comparable to $\ln x$

It is well known that, when $K$ is constant and $s(x) = \ln x$, the results of Theorem 3 do not hold true in general (see, for instance, [22, end of §2]). In this section, we consider first the situation where $s(x) = \ln x$ and $K$ is not constant, and then the situation where $s(x)/\ln x$ has positive limit inferior when $x \to 0$ and $x \to +\infty$ and finite limit superior when $x \to +\infty$.

As in the previous section, we consider for simplicity the situation where $k(x,\cdot) = K(x) p o m^{-1}_x$, with $p$ a positive measure on $(0,1)$ such that $\int_{(0,1)} u p(du) = 1$; we do not assume that $p$ is a finite measure. We assume that $K$ is right-continuous and non-negative.
Proposition 10. Assume that Assumption 2 and either Assumption 3 or 4 hold true. Assume in addition that \( s(x) = \ln x \) for all \( x \in (0, +\infty) \) and that there exist \( \alpha < 1 < \beta \) such that \( \int_{(0,1)} u^\alpha \ p(du) < \infty \) and

\[
\limsup_{x \to 0} K(x) < \frac{1 - \alpha}{\int_{(0,1)} u^\alpha \ p(du) - 1} \text{ and } \liminf_{x \to \infty} K(x) > \frac{\beta - 1}{1 - \int_{(0,1)} u^\beta \ p(du)}.
\] (39)

Then Assumptions 1 and 5 hold true.

We note that in the case of uniform mass repartition, i.e. \( p(du) = 2du \), condition (39) reduces to

\[
\limsup_{x \to 0} K(x) < 2 < \liminf_{x \to \infty} K(x).
\]

This may be compared with the conditions in section 6 of [11]. We leave as an open problem to check whether this condition is sharp; one natural approach to this question would be to follow the strategy developed in [15].

Proposition 10 is actually a particular case of the following result, which applies when the drift \( c(x) \) is only approximately linear in \( x \). We assume here that, for all \( x \in (0, +\infty) \),

\[
s(x) = \int_1^x \frac{1}{c(y)} \ dy,
\]

where \( c : (0, +\infty) \to (0, +\infty) \) is a right-continuous and locally bounded function.

Proposition 11. Assume that Assumption 2 and either Assumption 3 or 4 hold true. Assume in addition that there exist \( \alpha, \beta \geq 0 \) such that

\[
\alpha < \inf_{x > 0} \frac{c(x)}{x} \text{ and } \int_{(0,1)} u^\alpha \inf_{x>0} \frac{c(x)}{x} \ p(du) < +\infty
\] (40)

and

\[
\beta > \limsup_{x \to +\infty} \frac{c(x)}{x} \text{ and } \int_{(0,1)} u^\beta \inf_{x \to +\infty} \frac{c(x)}{x} \ p(du) < +\infty.
\] (41)

If

\[
\limsup_{x \to 0} K(x) < \frac{\inf_x \frac{c(x)}{x} - \alpha}{\int_{(0,1)} u^\alpha \liminf_{x \to 0} \frac{c(x)}{x} \ p(du) - 1}
\] (42)

and

\[
\liminf_{x \to +\infty} K(x) > \frac{\beta - \inf_x \frac{c(x)}{x}}{1 - \int_{(0,1)} u^\beta \liminf_{x \to +\infty} \frac{c(x)}{x} \ p(du)},
\] (43)

then Assumptions 1 and 5 hold true.

Proof. For all \( a \in \mathbb{R} \), we set \( p_a := \int_{(0,1)} u^a \ p(du) \).

Note that \( \limsup_{x \to 0} K(x) < +\infty \) and hence, since \( K \) is locally bounded, \( K \) is bounded on \((0, M)\), for all \( M > 0 \). We define, for all \( x \in (0, +\infty) \),

\[
\psi(x) = h(x) = \exp(\alpha s(x)) \ 1_{x<1} + \exp(\beta s(x)) \ 1_{x \geq 1} \text{ and } \psi'(x) = x.
\]

In particular, for all \( x \in (0, +\infty) \),

\[
\frac{\partial \psi'(x)}{\psi'(x)} = \frac{c(x)}{x}.
\]
We first prove that $\psi/\psi' \to +\infty$ when $x \to 0$ and $+\infty$. According to (40), there exists $x_0 \in (0,1)$ and $\varepsilon > 0$ such that, for all $y \in (0,x_0)$, $\alpha/c(y) \leq (1 - \varepsilon)/y$, so that, for all $x \in (0, x_0)$,

$$\alpha s(x) - \ln x = \int_{(x,1)} \left( -\frac{\alpha}{c(y)} + \frac{1}{y} \right) dy \geq \varepsilon \int_{(x,x_0)} \frac{1}{y} dy + \int_{(x_0,1)} \left( -\frac{\alpha}{c(y)} + \frac{1}{y} \right) dy \to +\infty.$$

This shows that $\psi/\psi' \to +\infty$ when $x \to 0$. Similarly, (41) implies that there exists $x_\infty \geq 1$ and $\varepsilon > 0$ such that, for all $y > x_\infty$, $\beta/c(y) \geq (1 + \varepsilon)/y$, so that, for all $x > x_\infty$,

$$\beta s(x) - \ln x = \int_{(1,x)} \left( \frac{\beta}{c(y)} - \frac{1}{y} \right) dy \geq \int_{(1,x_\infty)} \left( \frac{\beta}{c(y)} - \frac{1}{y} \right) dy + \varepsilon \int_{(x_\infty,1)} \frac{1}{y} dy \to +\infty. \quad (44)$$

This shows that $\psi/\psi' \to +\infty$ when $x \to +\infty$.

We observe that, for all $x \in (0,1)$,

$$\mathcal{A} \frac{h(x)}{h(x)} = \alpha + \int_{(0,x)} \frac{h(y)}{h(x)} k(x, dy) - K(x) = \alpha + K(x) \left( \int_{(0,1)} \exp(\alpha(s(ux) - s(x))) p(du) - 1 \right).$$

We have, for all $u \in (0,1)$ and $x \in (0,1)$,

$$s(ux) - s(x) \leq - \left( \inf_{y \in (0,1)} \frac{y}{c(y)} \right) \int_{ux}^{x} \frac{1}{y} dy = \left( \inf_{y \in (0,1)} \frac{y}{c(y)} \right) \ln u,$$

so that $\exp(\alpha(s(ux) - s(x))) \leq u^{\alpha \inf_{y \in (0,1)} \frac{y}{c(y)}}$, which does not depend on $x$ and is integrable with respect to $p(du)$ by Assumption (40). We conclude that

$$\sup_{x \in (0,1)} \int_{(0,x)} \frac{h(y)}{h(x)} k(x, dy) < +\infty. \quad (45)$$

In addition, for all $u \in (0,1)$,

$$\limsup_{x \to 0} (s(ux) - s(x)) \leq \limsup_{x \to 0} \left( \inf_{y \in (0,x)} \frac{y}{c(y)} \right) \ln u = \liminf_{x \to 0} \frac{x}{c(x)} \ln u.$$

Using Fatou's Lemma, we deduce that

$$\limsup_{x \to 0} \int_{(0,x)} \frac{h(y)}{h(x)} k(x, dy) - K(x) \leq \limsup_{x \to 0} K(x) \left( \int_{(0,1)} u^{\alpha \liminf_{y \to 0} \frac{y}{c(y)}} p(du) - 1 \right).$$

We conclude, using in addition (42) and the fact that $\alpha \liminf_{x \to 0} \frac{x}{c(x)} < 1$, that

$$\limsup_{x \to 0} \mathcal{A} \frac{h(x)}{h(x)} = \beta + \limsup_{x \to 0} K(x) \left( \int_{(0,1)} u^{\beta \liminf_{y \to 0} \frac{y}{c(y)}} p(du) - 1 \right) < \inf_{x} \frac{\mathcal{A} \psi'(x)}{\psi'(x)}. \quad (46)$$

For all $x \geq 1$, we have

$$\frac{\mathcal{A} h(x)}{h(x)} = \beta + \int_{(0,1/x)} \frac{h(y)}{h(x)} k(x, dy) - K(x)$$

$$= \beta + K(x) \left( \int_{(0,1/x)} \exp(\alpha s(ux) - \beta s(x)) p(du) + \int_{(1/x,1)} \exp(\beta(s(ux) - s(x))) p(du) - 1 \right). \quad (47)$$
According to (44), there exists $x'_\infty \geq 1$ such that, for all $x \in (x'_\infty, +\infty)$, $\beta s(x) \geq \ln x$, so that, for all $x \in (x'_\infty, +\infty)$ and $u \in (0, 1/x)$,

$$\alpha s(ux) - \beta s(x) \leq \alpha \left( \inf_{y \in (0, 1)} \frac{y}{c(y)} \right) (\ln u + \ln x) - \ln x \leq \alpha \left( \inf_{y \in (0, 1)} \frac{y}{c(y)} \right) \ln u,$$

since $\alpha \inf_{y \in (0, 1)} \frac{y}{c(y)} < 1$ by (40). Since, by (40), $u^{\alpha \inf_{y \in (0, 1)} \frac{y}{c(y)}}$ is integrable with respect to $p(du)$, we deduce by dominated convergence that

$$\int_{(0,1/x)} \exp(\alpha s(ux) - \beta s(x)) p(du) \xrightarrow{x \to +\infty} 0.$$

For all $x > 1$ and $u \in (1/x, 1)$, we have

$$s(ux) - s(x) \leq \left( \inf_{y \in (0, 1)} \frac{y}{c(y)} \right) \ln u,$$

so that $\exp(\beta(s(ux) - s(x))) \leq u^{\beta \inf_{y \in (0, 1)} \frac{y}{c(y)}}$, which does not depend on $x$ and is integrable with respect to $p(du)$ by (41). We conclude that

$$\sup_{x \in [1,M]} \int_{(0,x)} \frac{h(y)}{h(x)} k(x, dy) < +\infty, \ \forall M > 1. \quad (48)$$

Similarly as above, we have in addition, for all $u \in (0, 1)$,

$$\limsup_{x \to +\infty} (s(ux) - s(x)) = \liminf_{x \to +\infty} \frac{x}{c(x)} \ln u.$$

Using again Fatou’s Lemma, we obtain

$$\limsup_{x \to +\infty} \int_{(1/x, 1]} \exp(\beta(s(ux) - s(x))) p(du) \leq \int_{(0,1)} u^{\beta \liminf_{x \to +\infty} \frac{x}{c(x)}} p(du).$$

Using (47), we deduce that

$$\limsup_{x \to +\infty} \frac{\mathcal{A} h(x)}{h(x)} \leq \beta + \limsup_{x \to +\infty} K(x) \left( \int_{(0,1)} u^{\beta \liminf_{x \to +\infty} \frac{x}{c(x)}} p(du) - 1 \right) < \liminf_{x \to +\infty} \frac{\mathcal{A} \psi'(x)}{\psi'(x)}, \quad (49)$$

where we used (43) and the fact that $\beta \liminf_{x \to +\infty} \frac{x}{c(x)} > 1$ for the last inequality.

By (45) and (48), we deduce that the first part of Assumption 1 holds true. Since $\mathcal{A} h/h$ is locally bounded, we deduce from (46) and (49) that it is bounded from above. We conclude that Assumption 1 holds true.

Finally, using Proposition 7, we deduce from (46) and (49) that Assumption 5 holds true. \hfill \square

To once again give an explicit example, we offer:

**Corollary 3.** Assume that Assumption 2 and Assumption 3 or 4 hold true. Let $p(du) = 2du$ and let

$$c(x) = \begin{cases} c_0x, & x \leq x_c, \\ c_\infty x, & x > x_c, \end{cases}$$

for some $x_c > 0$ and $0 < c_\infty < c_0 < \infty$. Assume that

$$\limsup_{x \to 0} K(x) < 3c_0 - c_\infty - 2\sqrt{2c_0(c_0 - c_\infty)} \quad (50)$$

and $\liminf_{x \to +\infty} K(x) > 2c_\infty$. Then, the conditions of Proposition 11 are satisfied.
Proof. With this particular choice of $c$, the conditions of Proposition 11 are that there exist $\alpha \in [0, c_\infty)$ and $\beta > c_\infty$, such that

$$\limsup_{x \to 0} K(x) < \frac{c_\infty - \alpha}{\int_{(0,1)} u^{a/c_0} 2du - 1} = \frac{(\alpha + c_0)(c_\infty - \alpha)}{c_0 - \alpha} \tag{51}$$

and

$$\liminf_{x \to +\infty} K(x) > \frac{\beta - c_\infty}{1 - \int_{(0,1)} u^{\beta/c_\infty} 2du} = \beta + c_\infty. \tag{52}$$

The maximum of $\alpha \mapsto \frac{(\alpha + c_0)(c_\infty - \alpha)}{c_0 - \alpha}$ on the domain $\alpha \in [0, c_\infty)$ is given by the right-hand side of (50), which shows that the condition given suffices for (51) to hold.

Since $\liminf_{x \to \infty} K(x) > 2c_\infty$, one can find $\beta > c_\infty$ such that (52) holds, which concludes the proof. \qed

3.1.4 Critical case, $K$ comparable to a constant

We consider now the situation where $K$ is the constant function 1, and then the situation when $K$ is bounded away from 0 and bounded from above by 1.

As in the previous section, we consider for simplicity the situation where $k(x, \cdot) = K(x) p \circ m_x^{-1}$, with $p$ a positive measure on $(0,1)$ such that $\int_{(0,1)} u p(du) = 1$. We also assume that, for all $x \in (0, +\infty)$, $s(x) = \int_{1}^{x} \frac{1}{c(y)} dy$ where $c : (0, +\infty) \to (0, +\infty)$ is a right-continuous and locally bounded function.

Proposition 12. Assume that Assumption 2 and Assumption 3 or 4 hold true. Assume in addition that there exists $\delta > 0$ such that $\int_{(0,1)} u^{-\delta} p(du) < +\infty$. If $s(0+) = -\infty$ and

$$\limsup_{x \to +\infty} \frac{c(x)}{x} < -\int_{(0,1)} \ln u p(du) < \liminf_{x \to 0} \frac{c(x)}{x}, \tag{53}$$

then Assumptions 1 and 5 hold true.

In [15], the author consider the case where $p(du)$ is absolutely continuous with respect to the Lebesgue measure and where there exist positive constants $a_-$ and $a_+$ such that

$$c(x) = \begin{cases} a_- x & \text{if } x < 1, \\ a_+ x & \text{if } x \geq 1. \end{cases}$$

In this case, our assumption reads

$$a_+ < -\int_{(0,1)} \ln u p(du) < a_-,$$  

which is sharp, according to [15], in the sense that, if one of the inequalities fails, then $e^{\lambda_0 t} T_t f$ does not converge (for some bounded, compactly supported function $f$). Additional properties, and in particular fine estimates on the limiting profile of $e^{\lambda_0 t} T_t$, can be found in the above reference.

The previous result is a particular case of the following proposition, where we do not assume any more that $K$ is constant. Here $K$ is a locally bounded right-continuous function.
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**Proposition 13.** Assume that Assumption 2 and Assumption 3 or 4 hold true. Assume in addition that there exists $\delta > 0$ such that $\int_{(0,1)} u^{-\delta} \, p(du) < +\infty$, and $0 < \inf K \leq 1$. If $s(0+) = -\infty$ and

$$\inf K = \limsup_{x \to 0} K(x) = \limsup_{x \to +\infty} K(x) \quad (54)$$

and

$$\limsup_{x \to +\infty} \frac{c(x)}{x} < -\int_{(0,1)} \ln u \, p(du) < \liminf_{x \to 0} \frac{c(x)}{x}, \quad (55)$$

then Assumptions 1 and 5 hold true.

We start with a simple technical lemma, whose proof is standard and thus omitted.

**Lemma 8.** If there exists $\delta > 0$ such that $\int_{(0,1)} u^{-\delta} \, p(du) < +\infty$ and constants $a_0, a_1$ such that

$$a_0 < -\int_{(0,1)} \ln u \, p(du) < a_1,$$

then there exists $\epsilon_0 > 0$ such that, for all $\epsilon \in (0, \epsilon_0)$,

$$\epsilon + \int_{(0,1)} (u^{\epsilon/a_0} - 1) \, p(du) < 0 \quad \text{and} \quad \int_{(0,1)} u^{-\epsilon/a_1} \, p(du) < \epsilon + p((0,1)).$$

**Proof of Proposition 13.** Let $\psi'(x) = 1$ for all $x \in (0, +\infty)$ and set

$$\psi(x) = h(x) = \exp(-\alpha s(x)) 1_{x < 1} + \exp(\beta s(x)) 1_{x \geq 1},$$

where $\alpha > 0$ and $\beta > 0$ are (small enough) constant which will be chosen later. We already observe that, by assumption, $\psi(x)/\psi'(x) \to +\infty$ when $x \to 0$ and when $x \to +\infty$. In addition,

$$\frac{\partial \psi(x)}{\partial \psi'(x)} = K(x) \left( \int_{(0,1)} p(du) - 1 \right) \geq \inf K \int_{(0,1)} (1 - u) \, p(du). \quad (56)$$

For all $x < 1$, we have

$$\int_{[0,x]} \frac{h(y)}{h(x)} k(x, dy) = K(x) \int_{(0,1)} \exp(-\alpha(s(ux) - s(x))) \, p(du),$$

where

$$\exp(-\alpha(s(ux) - s(x))) \leq u^{-\alpha \sup_{y \in (0,1)} \frac{y}{\psi'(y)}}.$$

On the one hand, choosing $\alpha < \delta / \sup_{y \in (0,1)} \frac{y}{\psi'(y)}$, we deduce that

$$\int_{[0,x]} \frac{h(y)}{h(x)} k(x, dy) \leq \sup_{y \in (0,1)} K(y) \int_{(0,1)} u^{-\delta} \, p(du), \quad (57)$$

and, on the other hand, letting $x \to 0$ and using Fatou's lemma, we deduce that

$$\limsup_{x \to 0} \frac{\partial h(x)}{h(x)} = -\alpha + \limsup_{x \to 0} \int_{(0,x]} \frac{h(y)}{h(x)} k(x, dy) - K(x)$$

$$\leq -\alpha + \limsup_{x \to 0} K(x) \left( \int_{(0,1)} u^{-\alpha \limsup_{x \to 0} \frac{y}{\psi'(y)}} \, p(du) - 1 \right)$$

$$= -\alpha + \inf K \left( \int_{(0,1)} u^{-\alpha \limsup_{x \to 0} \frac{y}{\psi'(y)}} \, p(du) - 1 \right).$$
According to Lemma 8 and the second inequality in (55), there exists \( \alpha_0 > 0 \) such that, for all \( \alpha < \alpha_0 \),
\[
\int_{(0,1)} u^{-\alpha \limsup_{y \to 0} \frac{y}{\psi(y)}} p(du) < \alpha + p((0,1)).
\]
This implies, choosing \( \alpha < \alpha_0 \wedge (\delta / \sup_{y \in (0,1)} \frac{y}{c(y)}) \) (which we will assume from now on) and using in addition (56), that
\[
\limsup_{x \to 0} \frac{\mathcal{A} h(x)}{h(x)} < -\alpha (1 - \inf K) + \inf K(p(0,1) - 1) < \inf_x \frac{\mathcal{A} \psi'(x)}{\psi'(x)}.
\]
(58)

For all \( x \geq 1 \), we have
\[
\int_{(0,x)} \frac{h(y)}{h(x)} k(x,dy) = K(x) \int_{(0,1/x)} \exp\{-\alpha s(ux) - \beta s(x)\} p(du)
+ K(x) \int_{(1/x,1)} \exp\{\beta (s(ux) - s(x))\} p(du) - K(x),
\]
where
\[
\exp(-\alpha s(ux) - \beta s(x)) \leq (ux)^{-\alpha \sup_{y \in [0,ux]} \frac{y}{c(y)}} \leq u^{-\delta}
\]
and
\[
\exp\{\beta (s(ux) - s(x))\} \leq u^{\beta \inf_{y \geq 1} \frac{y}{c(y)}}.
\]

On the one hand, we deduce that
\[
\int_{(0,x)} \frac{h(y)}{h(x)} k(x,dy) \leq \sup_{y \in (0,M)} K(y) \int_{(0,1)} u^{-\delta} p(du)
\]
and, on the other hand, choosing \( \beta < 1 / \inf_{y \geq 1} \frac{y}{c(y)} \), letting \( x \to +\infty \) and using Fatou's Lemma, we deduce that
\[
\limsup_{x \to +\infty} \frac{\mathcal{A} h(x)}{h(x)} = \beta + \limsup_{x \to +\infty} \int_{(0,x)} \frac{h(y)}{h(x)} k(x,dy) - K(x)
\leq \beta + \limsup_{x \to +\infty} K(x) \left( \int_{(0,1)} u^{\beta \inf_{y \to +\infty} \frac{y}{c(y)}} p(du) - 1 \right)
= \beta + \inf K \left( \int_{(0,1)} u^{\beta \inf_{y \to +\infty} \frac{y}{c(y)}} p(du) - 1 \right).
\]

According to Lemma 8 and the first inequality in (55), there exists \( \beta_0 > 0 \) such that, for all \( \beta < \beta_0 \),
\[
\int_{(0,1)} u^{\beta \inf_{y \to +\infty} \frac{y}{c(y)}} p(du) < -\beta + p((0,1)).
\]
Choosing \( \beta < \beta_0 \wedge (1 / \inf_{y \geq 1} \frac{y}{c(y)}) \), we deduce that
\[
\limsup_{x \to +\infty} \frac{\mathcal{A} h(x)}{h(x)} \leq \beta (1 - \inf K) + \inf K(p(0,1) - 1)
\]
and hence, choosing $\beta$ small enough and using (56),
\[
\limsup_{x \to +\infty} \frac{\mathcal{A} h(x)}{h(x)} < \inf_x \frac{\mathcal{A} \psi'(x)}{\psi'(x)}.
\] (60)

By (57) and (59), and observing that our assumptions imply that $K$ is uniformly bounded, we deduce that the first part of Assumption 1 holds true. In addition, $\mathcal{A} h / h$ is locally bounded and, by (58) and (60), it is thus bounded from above. We conclude that Assumption 1 is verified.

Finally, (58) and (60) in combination with Proposition 7 entail that Assumption 4 holds true. This concludes the proof of Proposition 13.

3.2 Proof of Proposition 4

Since the process $X$ is a PDMP, it is a strong Markov process with respect to its completed natural filtration according to Theorem 25.5 in [19] (its proof remains correct under our assumptions).

Let us now prove the irreducibility of $X$. Fix $x_0 \in (0, +\infty)$ and set
\[
A := \{x \in (0, +\infty), \ P_x(X_{x_0} < +\infty) > 0\}.
\]

We first note that $A$ is non-empty since $x_0 \in A$. Our strategy is to prove that $A$ is open and closed in $(0, +\infty)$, so that $A = (0, +\infty)$ since $(0, +\infty)$ is connected.

(1) $A \cap (0, x_0)$ is open. For all $x < x_0 \in (0, +\infty)$, $m_x := \sup_{z \in [x, x_0]} k_h(z, (0, z))$ is finite according to Assumption 1. Setting $t_x = s(x_0) - s(x)$, we deduce from the construction of the process (see Step 1 in the proof of Proposition 2) that
\[
P_x(X_{x_0} \leq t_x) \geq P_x (\text{the process } X \text{ does not jump during the time interval } [0, t_x]) \geq e^{-m_x t_x} > 0.
\]

In particular, $(0, x_0) \subset A$ so that $A \cap (0, x_0)$ is open.

(2) $A$ contains a neighbourhood of $x_0$. According to the previous step, for all $\epsilon > 0$, $(x_0 - \epsilon, x_0) \subset A$. It remains to prove that there exists $\epsilon > 0$ such that $(x_0, x_0 + \epsilon) \subset A$. According to Assumption 2, the Lebesgue measure of $s([y \in (x_0, +\infty), k(y, (0, x_0)) > 0])$ is positive. Since
\[
\{y \in (x_0, +\infty), k(y, (0, x_0)) > 0\} = \bigcup_{n \geq 1, m \geq 1} \{y \in (x_0, n), k(y, (0, x_0)) > 1/m\},
\]
we deduce that there exists a bounded $I_0 \subset (x_0, +\infty)$ such that
\[
\lambda_1(s(I_0)) > 0 \text{ and } \inf_{y \in I_0} k(y, (0, x_0)) > 0.
\]
Choosing $\epsilon > 0$ small enough, we deduce that, for all $x \in (x_0, x_0 + \epsilon)$, $\lambda_1(s(I_0 \cap (x, +\infty))) > 0$.

We also have, denoting by $\sigma$ the first jump time of $X$ and using the strong Markov property at time $\sigma$,
\[
P_x(X_{x_0} < +\infty) \geq E_x \left(I_{\sigma < +\infty} P_{X_{x_0}}(X_{x_0} < +\infty)\right).
\] (61)

Since $P_y(X_{x_0} < +\infty) > 0$ for all $y \in (0, x_0)$, it is sufficient to prove that $P(\sigma < +\infty$ and $X_\sigma \in (0, x_0)) > 0$ to conclude that $P_x(X_{x_0} < +\infty) > 0$. By construction of the process $X$, we have
\[
P_x(\sigma < +\infty \text{ and } X_\sigma \in (0, x_0)) \geq P_x(\sigma < +\infty \text{ and } X_\sigma \in I_0 \text{ and } X_\sigma \in (0, x_0))
\]
\[
\geq P_x(s^{-1}(s(x) + \sigma) \in I_0 \frac{\inf_{y \in I_0} k_h(y, (0, x_0))}{\sup_{y \in I_0} k_h(y, (0, y)) + q(y)}
\] (62)
since \( s^{-1}(s(x) + t) \) is the position of the process \( X_{t-} \) under \( P_x \), conditionally to \( t \leq \sigma \). We also have
\[
P_x(s^{-1}(s(x) + \sigma) \in I_0) = P_x(s \in s(I_0) - s(x))
\]
\[
= \int_{s(I_0) - s(x)} \frac{1}{[k_h + q](s^{-1}(s(x) + t))} \exp \left( - \int_0^t [k_h + q](s^{-1}(s(x) + u)) \, du \right) \, dt > 0. \quad (63)
\]
Using (61), (62) and (63), we deduce that, for all \( x \in (x_0, x_0 + \epsilon) \),
\[
P_x(H_{x_0} < +\infty) > 0.
\]
This concludes the second step of the proof.

\( 3 \) \( A \cap (x_0, +\infty) \) is open. Fix \( x \in A \cap (x_0, +\infty) \). Then, for all \( \epsilon \in (0, x) \), for all \( y \in (x - \epsilon, x) \), we have using the strong Markov property at time \( H_x \),
\[
P_y(H_{x_0} < +\infty) \geq P_y(H_x < +\infty) P_x(H_{x_0} < +\infty) > 0,
\]
since \( y < x \) and \( x \in A \). In particular, \( (x - \epsilon, x) \subset A \). Moreover, since \( X \) is right-continuous,
\[
\lim_{y \to x, y > x} P_x(H_y < H_{x_0}) = 1.
\]
Hence there exists \( \epsilon > 0 \) such that, for all \( y \in (x, x + \epsilon) \),
\[
P_x(H_y < H_{x_0}) \geq 1 - P_x(H_{x_0} < +\infty)/2
\]
This implies that
\[
P_x(H_y < H_{x_0} \text{ and } H_{x_0} < +\infty) > 0.
\]
Since, by the strong Markov property applied at time \( H_y \), we have \( P_x(H_y < H_{x_0} \text{ and } H_{x_0} < +\infty) = P_x(H_y < H_{x_0}) P_y(H_{x_0} < +\infty) \), we deduce that, for all \( y \in (x, x + \epsilon) \),
\[
P_y(H_{x_0} < +\infty) > 0.
\]
This concludes the third step of the proof.

\( 4 \) \( A \) is closed in \( (0, +\infty) \). We prove that \( A \) is sequentially closed in \( (0, +\infty) \). Let \( (x_n)_{n \in \mathbb{N}} \in A^{\mathbb{Z}_+} \) be a sequence converging to a point \( x \in (0, +\infty) \).

If there exists \( n \in \mathbb{Z}_+ \) such that \( x \leq x_n \), then \( P_x(H_{x_n} < +\infty) > 0 \) and hence, using the Markov property at time \( H_{x_n} \), we deduce that \( P_x(H_{x_n} < +\infty) > 0 \) and hence that \( x \in A \).

Assume now that \( x_n < x \) for all \( n \in \mathbb{Z}_+ \). Without loss of generality, we assume that \( (x_n)_{n \in \mathbb{Z}_+} \) is non-decreasing. According to Assumption 2, the Lebesgue measure of \( s((y \in (x, +\infty), k_h(y, (0, x)) > 0)) \) is positive.

\[
\{y \in (x, +\infty), k_h(y, (0, x)) > 0\} = \bigcup_{n \geq 1, \, m \geq 1, \, p \geq 1} \{y \in (x, p), k_h(y, (0, x_n)) > 1/m\},
\]
we deduce that there exists a bounded \( I_1 \subset (x, +\infty) \) and \( n \in \mathbb{Z}_+ \) such that
\[
\lambda_1(s(I_1)) \text{ and } \inf_{y \in I_1} k_h(y, (0, x_n)) > 0.
\]
Using the same procedure as in Step 2 above, we deduce that \( P_x(H_{x_n} < +\infty) > 0 \). Using the strong Markov property at time \( H_{x_n} \) and the fact that \( x_n \in A \), we deduce that \( P_x(H_{x_0} < +\infty) > 0 \), so that \( x \in A \).
(5) Conclusion. Steps 1, 2, 3 and 4 above imply that $A$ is both open and closed in the connected set $(0, +\infty)$, so that $A = (0, +\infty)$ and, for all $x, y \in (0, +\infty)$

$$\mathbb{P}_x(H_y < +\infty) > 0.$$ 

Now let $l < r \in (0, +\infty)$ and set $t_{l,r} = s(r) - s(l)$. Then, for all $x \leq y \in [l, r]$,

$$\mathbb{P}_x(H_y < t_{l,r}) \geq \mathbb{P}_l(\sigma \geq t_{l,r}) > 0.$$ 

Moreover, since $\mathbb{P}_r(H_l < +\infty) > 0$, we deduce that there exists $t'_{l,r} > 0$ such that $\mathbb{P}_r(H_l < t'_{l,r}) > 0$. Using the strong Markov property, we deduce that, for all $x > y \in [l, r]$,

$$\mathbb{P}_x(H_y < t_{l,r} + t'_{l,r} + t_{l,r}) \geq \mathbb{P}_x(H_r < t_{l,r})\mathbb{P}_r(H_l < t'_{l,r})\mathbb{P}_r(H_l < t_{l,r})$$

$$\geq \mathbb{P}_l(\sigma \geq t_{l,r})\mathbb{P}_r(H_l < t'_{l,r})\mathbb{P}_r(\sigma \geq t_{l,r}) > 0.$$ 

Setting $t_0 = t_{l,r} + t'_{l,r} + t_{l,r}$, this concludes the proof of Proposition 4.

3.3 Proof of Proposition 5 under Assumption 3

In what follows, we set $I = (a, b)$ where $0 < a < b < +\infty$ and we only consider functions $f$ vanishing on the cemetery point, so that $Q_T f(x) = \mathbb{E}_x(f(X_I)1_{t<\zeta}) = \mathbb{E}_x(f(X_I))$ for all $x \in E$, where $\zeta$ is the first hitting time of $\partial$. Moreover, $b$ is defined in section 2.

Let us denote by $r(x) = k_h(x, (0, x)) + q(x) = b + K(x) - \frac{1}{h(x)} \frac{\partial h}{\partial s}(x)$ the jump rate of $X$ at position $x \in (0, +\infty)$. Using Assumption 3, the local boundedness of $K$ and the local boundedness of $\frac{1}{h} \frac{\partial h}{\partial s}$, we obtain

$$0 < \inf_{y \in I} k_h(y, (0, y)) \leq \inf_{l \in I} r \leq \sup_{y \in I} r \leq b + \sup_{y \in I} K(y) + \frac{\partial h}{\partial s}(y) \frac{h(y)}{h(y)} < +\infty.$$ 

These bounds are thus valid for $r(X_I)$ for all $t \in [0, \sigma \wedge (s(b) - s(a))]$, $\mathbb{P}_a$-almost surely. We deduce from Assumption 3 that the law of $X_\sigma$ (where $\sigma$ denotes the first jump time of $X$) conditionally on $X_{\sigma-}$ satisfies

$$\mathbb{P}_a(X_\sigma \in dy \mid X_{\sigma-}) \geq \frac{k_h(X_{\sigma-}, dy)}{r(X_{\sigma-})} \geq \frac{1}{h(X_{\sigma-})} \sup_{l \in I} r \mathbb{E}_x[\mu(h(y))dy] \geq a_1 \mathbb{1}_{X_{\sigma-} \in I} \mu(dy),$$

where

$$a_1 = \frac{a \inf_{l \in I} h}{\sup_{l \in I} h \sup_{l \in I} r}.$$ 

Using the strong Markov property at the first jump time $\sigma$ of $X$, we then have for all $t > 0$,

$$\mathbb{E}_a(f(X_t)) \geq \mathbb{E}_a(1_{\sigma \leq t} \mathbb{E}_{X_\sigma}(f(X_t - u))|_{u=\sigma})$$

$$\geq a_1 \mathbb{E}_a(1_{\sigma \leq t} \mathbb{1}_{X_{\sigma-} \in I} \mathbb{E}_\mu(f(X_t - u))|_{u=\sigma}).$$

Since, $\mathbb{P}_a$-almost surely, $X_t = s^{-1}(s(a) + t)$ for all $t < \sigma$, we have

$$\mathbb{P}_a\left(X_{t-} \in I, \forall t \in \left(0, \sigma \wedge \frac{s(b) - s(a)}{2}\right)\right) = 1,$$

and hence, setting $t_1 = \frac{s(b) - s(a)}{4}$,

$$\mathbb{P}_a\left(X_{t-} \in I, \forall t \in \left(0, \sigma \wedge (2t_1)\right)\right) = 1.$$
We deduce from the last equality and from (64) that, for all \( t \in [t_1, 2t_1] \),

\[
E_a(f(X_t)) \geq a_1 E_a \left( \mathbf{1}_{\sigma \leq t} E_{\mu}(f(X_{t-u}))|_{u=\sigma} \right) \\
= a_1 \int_0^t r(X_u) e^{-\int_0^u r(X_s) \, ds} E_{\mu}(f(X_{t-u})) \, du \\
\geq a_1 \int_0^t \inf_{\tau} r \cdot e^{-\tau \sup_{\tau} r} E_{\mu}(f(X_{t-u})) \, du \\
\geq a_1 \inf_{\tau} r \cdot e^{-2t_1 \sup_{\tau} r} \int_0^{t_1} \mathbb{P}_{\mu}(u < \zeta) \, du \cdot v(f)
\]

where

\[
v(f) := \frac{\int_0^{t_1} E_{\mu}(f(X_u)) \, du}{\int_0^{t_1} \mathbb{P}_{\mu}(u < \zeta) \, du}.
\]

Setting

\[
a_2 := a_1 \inf_{\tau} r \cdot e^{-2t_1 \sup_{\tau} r} \int_0^{t_1} \mathbb{P}_{\mu}(u < \zeta) \, du > 0,
\]

we deduce that

\[
E_a(f(X_t)) \geq a_2 v(f). \tag{65}
\]

Now, since \( v \) is a non-zero measure on \((0, \infty)\), we have, by the irreducibility property proved in Proposition 4,

\[
\mathbb{P}_v(H_a < +\infty) = \int_{[0, +\infty)} v(dy) \mathbb{P}_y(H_a < \infty) > 0,
\]

where \( H_a = \inf\{t \geq 0 : X_t = a\} \). In particular, there exists \( t_2 > 0 \) such that

\[
a_3 := \mathbb{P}_v(H_a \in [t_2, t_2 + t_1/2]) > 0.
\]

Hence, using the strong Markov property at time \( H_a \), we deduce that for all \( t \in [t_2 + 3t_1/2, t_2 + 2t_1] \),

\[
E_v(f(X_t)) \geq E_v \left[ \mathbf{1}_{H_a \in [t_2 + t_1/2]} E_a(f(X_{t-u}) \mid u = H_a) \right] \geq a_3 a_2 v(f).
\]

Iterating the above inequality (i.e., applying the Markov property successively at times \( tk/n \), \( k = 1, \ldots, n - 1 \)) we deduce that

\[
E_v(f(X_t)) \geq (a_3 a_2)^n v(f), \quad t \in [n(t_2 + 3t_1/2), n(t_2 + 2t_1)]. \tag{66}
\]

We set \( n_1 = \left\lfloor \frac{2k + 3t_1}{t} \right\rfloor + 1 \) (so that \((n + 1)(t_2 + 3t_1/2) \leq n(t_2 + 2t_1)\) for all \( n \geq n_1 \), and define \( t_3 = n_1(t_2 + 3t_1/2) \). For any \( t \geq t_3 \), the integer \( n = \left\lfloor \frac{t}{t_3 + 3t_1/2} \right\rfloor \) satisfies \( t \in [n(t_2 + 3t_1/2), (n + 1)(t_2 + 3t_1/2)] \) and \( n \geq n_1 \), so that \( t \in [n(t_2 + 3t_1/2), n(t_2 + 2t_1)] \). Hence, setting

\[
\beta_t = (a_3 a_2)^{\left\lfloor \frac{t}{t_3 + 3t_1/2} \right\rfloor} > 0, \quad \forall t \geq t_3,
\]

we deduce from (66) that

\[
E_v(f(X_t)) \geq \beta_t v(f), \quad \forall t \geq t_3.
\]
Using again the irreducibility property stated in Proposition 4, we know that, for any compactly contained interval \( L \subset (0, +\infty) \) containing \( a \), there exists a constant \( t_4(L) > 0 \) such that
\[
a_4(L) := \inf_{x \in L} \mathbb{P}_x(H_a \leq t_4(L)) > 0.
\]
Hence Markov’s property applied at time \( H_a \) and the above inequalities gives, for \( t \geq t_1 + t_3 + t_4(L) \) and \( x \in L \),
\[
\mathbb{E}_x \left( f(X_t) \right) \geq \mathbb{E}_x \left[ 1_{H_a \leq t_4(L)} \mathbb{E}_a \left( f(X_{t-u}) \mid u = H_a \right) \right]
\geq \mathbb{E}_x \left[ 1_{H_a \leq t_4(L)} a_2 \mathbb{E}_v \left( f(X_{t-t_1-u}) \mid u = H_a \right) \right]
\geq \mathbb{E}_x \left[ 1_{H_a \leq t_4(L)} a_2 a_1 \phi_{t-t_1-H_a} v(f) \right]
\geq c_{L,t} v(f),
\]
where \( c_{L,t} := a_4(L) a_2 a_1 \phi_{t-t_1-H_a} \). This concludes the proof of Proposition 5 under Assumption 3.

### 3.4 Proof of Proposition 5 under Assumption 4

This proof is a direct adaptation of the proof of Proposition 1 in [34], where the problem is already solved when \( s \) is of the form \( \int^x 1/c(y)dy \), with \( c \) continuous and positive.

Let \( t = (a, b) \) and fix \( t_1 > 0 \) small enough so that \( \phi(a, t) \in I \) for all \( t \in (0, t_1) \). Restricting to the event where the process jumps only one time in the time interval \( (0, t_1) \), we deduce that, for all \( t \in (0, t_1) \) and all positive measurable function \( f \),
\[
Q_t f(a) \geq \int^t_0 f(\phi(T(\phi(a, u)), t-u)) d\mu_a e^{-\int^t_0 r(\phi(T(\phi(a, u)), t-u))du},
\]
where \( Q \) and \( r \) are as in the previous section. By assumption, \( r \) is uniformly bounded away from 0 and \( \infty \) on compact subsets of \( (0, +\infty) \), so that there exists a constant \( a_1 > 0 \) such that
\[
Q_t f(a) \geq a_1 \int^t_0 f(\phi(T(\phi(a, u)), t-u)) du = a_1 \int^t_0 f \circ s^{-1}(s \circ \phi(T(\phi(a, u)), t-u)) du.
\]
Observe now that
\[
\frac{ds \circ \phi(T(\phi(a, u)), t-u)}{du} = \frac{ds \circ T(\phi(a, u))}{du} - 1 = \frac{\partial s \circ T}{\partial s}(\phi(a, u)) - 1 \neq 0,
\]
with the left hand side continuous in \( u \) and in particular bounded away from 0 and \( \infty \) for \( t \in (0, t_1) \). We are now in position to use the change of variable \( y = \phi(T(\phi(a, u)), t-u) \), and deduce that there exists a positive constant \( a_2 > 0 \) such that, for all \( t \in (0, t_1) \),
\[
Q_t f(a) \geq a_2 \left| \int_{\phi(T(a, t))}^{T(\phi(a, t))} f \circ s^{-1}(y) dy \right|.
\]
Since \( \phi(T(\phi(a, u)), t-u) \) is strictly monotone on \( (0, t) \), one easily checks that this entails that there exist a constant \( a'_2 > 0 \), two points \( x_1 < x_2 \in (0, +\infty) \) and two fixed times \( t'_1 < t''_1 \in (0, t_1) \) such that, for all \( t \in (t'_1, t''_1) \),
\[
Q_t f(a) \geq a'_2 \int_{x_1}^{x_2} f \circ s^{-1}(y) dy.
\]
Setting \( v'(dx) = 1_{x \in (x_1, x_2)} dx \) and then \( v = v' \circ s \), and proceeding as in the previous section after (65), we deduce that the conclusion of Proposition 5 holds true.
3.5 Proof of Theorem 3

Our aim is to prove that Assumptions 1, 2, 5 and Assumption 3 or 4 together imply that Assumption F of [17] is satisfied for the Markov semigroup \((Q_t)_{t \in [0, +\infty)}\). Let us recall this assumption.

**Assumption (F).** There exist positive real constants \(\gamma_1, \gamma_2, c_1, c_2, t_1, t_2 \in [0, +\infty)\), a measurable function \(\psi_1 : (0, +\infty) \to [1, +\infty)\), and a probability measure \(\nu\) on a measurable subset \(L \subset (0, +\infty)\) such that

(F0) *(A strong Markov property).* Defining

\[
H_L := \inf \{ t \geq 0, \ X_t \in L \},
\]

assume that for all \(x \in (0, +\infty)\), \(X_{H_L} \in L\), \(P_x\)-almost surely on the event \(\{H_L < \infty\}\) and for all \(t > 0\) and all measurable \(f : (0, +\infty) \cup \{\theta\} \to \mathbb{R}_+\),

\[
\mathbb{E}_x \left[ f(X_t) 1_{H_L \leq t < \zeta} \right] = \mathbb{E}_x \left[ 1_{H_L \leq t \land \zeta} \mathbb{E}_{X_{H_L}} \left[ f(X_{t-u}) 1_{t-u < \zeta} \right] \right].
\]

(F1) *(Local Dobrushin coefficient).* \(\forall x \in L\),

\[
P_x(X_{H_t} \in \cdot) \geq c_1 \nu(\cdot \cap L).
\]

(F2) *(Global Lyapunov criterion).* We have \(\gamma_1 < \gamma_2\) and

\[
\mathbb{E}_x(\psi_1(X_{t_2}) 1_{t_2 < H_{t_2 \land \zeta}}) \leq \gamma_1 \psi_1(x), \ \forall x \in (0, +\infty)
\]

\[
\mathbb{E}_x(\psi_1(X_{t_1}) 1_{t_1 < \zeta}) \leq c_2, \ \forall x \in L, \ \forall t \in [0, t_2],
\]

\[
\gamma_2 \sup_{x \in L} P_x(X_t \in L) \overset{t \to +\infty}{\longrightarrow} +\infty, \ \forall x \in L.
\]

(F3) *(Local Harnack inequality).* We have

\[
\sup_{y \in L} \sup_{t \geq 0} \inf_{x \in L} P_{x y}(t < \zeta) \leq c_3
\]

We prove in the following subsections that F0, F1, F2 and F3 are satisfied, in this order, with the aim to apply the following result, which is Theorem 3.5 in [17] combined with the continuous time adaptation of Theorem 1.7 in [17].

**Theorem 4 ([17]).** Under Assumption (F), \((X_t)_{t \in [0, +\infty)}\) admits a quasi-stationary distribution \(\nu_{QS}\) on \((0, +\infty)\), which is the unique one satisfying \(\nu_{QS}(\psi_1) < \infty\) and \(P_{\nu_{QS}}(X_t \in L) > 0\) for some \(t \in [0, +\infty)\). In addition, there exists a constant \(\lambda_0^X \geq 0\) such that \(\lambda_0^X \leq \log(1/\gamma_2) < \log(1/\gamma_1)\) and \(P_{\nu_{QS}}(t < \zeta) = e^{-\lambda_0^X t}\) for all \(t \geq 0\), and there exists a function \(\eta : (0, +\infty) \to [0, +\infty)\) lower bounded away from 0 on \(L\) and such that

\[
\left| \eta(x) - e^{-\lambda_0^X t} P_x(t < \zeta) \right| \leq C e^{-\gamma t} \psi_1(x), \ \forall x \in (0, +\infty)
\]

and such that \(\mathbb{E}_x(\eta(X_t) 1_{t < \zeta}) = e^{-\lambda_0^X t} \eta(x)\) for all \(x \in (0, +\infty)\) and \(t \geq 0\). Finally, setting \(E' = \{ x \in (0, +\infty), \ \eta(x) > 0 \}\), we have, for all \(f : E' \to \mathbb{R}\) such that \(\|f \eta/\psi_1\|_{\infty} < +\infty\),

\[
\left| \frac{e^{\lambda_0^X t}}{\eta(x)} \mathbb{E}_x(\eta(X_t) f(X_t) 1_{t < \zeta}) - \nu_{QS}(\eta f) \right| \leq C e^{-\gamma t} \frac{\psi_1(x)}{\eta(x)} \|f \eta/\psi_1\|_{\infty}, \ \forall x \in E',
\]

for some constants \(\gamma > 0\) and \(C > 0\).
Note that, in the above result, it is clear that $\lambda^X_0$ is the same as the one defined in (30). We conclude by proving that the property obtained from this result entails Theorem 3.

In what follows, we only consider functions $f$ vanishing on the cemetery point, so that $Q_t f(x) = \mathbb{E}_x(f(X_t) 1_{t<\zeta}) = \mathbb{E}_x(f(X_t))$ for all $x \in E$, where $\zeta$ is the first hitting time of $\partial$. Moreover, $b$ and $h$ are the objects defined in section 2.1.

### 3.5.1 Proof of F0 and F1

The completed natural filtration of $X$ is right continuous (see Theorem 25.3 in [19]). Hence the Début Theorem (see for instance Lemma 75.1 in [37]) implies that $H_L$ is a stopping time with respect to this filtration. By Proposition 4, we deduce that F0 holds true for any compact interval $L \subset (0, +\infty)$ (this set shall be chosen in subsection 3.5.2).

According to Proposition 5, the condition F1 holds true for $L$, assuming in addition (and without loss of generality) that $L$ large enough so that $u(L) \geq 1/2$.

### 3.5.2 Proof of F2

Let $\psi_1 = \psi/h$ (we assume without loss of generality that $\psi \geq h$), extended to $\partial$ by the value 0. We deduce from Assumption 5 that there exists $\lambda^X_1 > \lambda^X_0$ and a compact interval $L \subset (0, +\infty)$ such that

$$\mathcal{L} \psi_1(x) \leq -\lambda^X_1 \psi_1(x) + C 1_L(x), \quad \forall x \in (0, +\infty).$$

Let $(f_k)_{k \geq 2}$ be a non-decreasing sequence of non-negative functions in $C^\alpha_c$ such that, for all $k \geq 2$, $f_k(x) = \psi_1(x)$ for all $x \in (1/k, k)$. We deduce that, for all $x \in (1/k, k)$,

$$\mathcal{L} f_k(x) = \frac{\partial f}{\partial s}(x) + k h(x, f_k) - f_k(x) k h(x, (0, x)) - q(x) f_k(x)$$

$$= \frac{\partial \psi}{\partial s}(x) + k h(x, f_k) - \psi_1(x) k h(x, (0, x)) - q(x) \psi_1(x)$$

$$\leq \mathcal{L} \psi_1(x) \leq -\lambda^X_1 \psi_1(x) + C 1_L(x) = -\lambda^X_1 f_k(x) + C 1_L(x).$$

Since $f_k$, extended by the value 0 on $\partial$, belongs to the domain of the extended infinitesimal generator of $X$, we deduce that

$$M^k_t := e^{\lambda^X t} f_k(X_t) - f_k(x) - \int_0^t e^{\lambda^X u} (\lambda^X + \mathcal{L} f_k(X_u)) du$$

is a local martingale. Since $e^{\lambda^X u}(\lambda^X + \mathcal{L} f_k(X_u))$ is uniformly bounded on $[0, t]$ (where we used Lemma 1 (iii)), we deduce that it is a martingale. In particular, for any $2 \leq k' \leq k$, denoting by $\tau_{k'} = \inf\{t \geq 0, X_t \notin (1/k', k')\}$, we have, using the optional stopping theorem,

$$\mathbb{E}\left( e^{\lambda^X t \wedge \zeta \wedge \tau_{k'} \wedge H_L} f_k(X_t \wedge \zeta \wedge \tau_{k'} \wedge H_L) \right) \leq f_k(x), \quad \forall x \in (1/k', k').$$

Letting $k \to +\infty$, we deduce that

$$\mathbb{E}\left( e^{\lambda^X t \wedge \zeta \wedge \tau_{k'} \wedge H_L} \psi_1(X_t \wedge \zeta \wedge \tau_{k'} \wedge H_L) \right) \leq \psi_1(x), \quad \forall x \in (1/k', k').$$

Using Fatou’s Lemma and the non-explosion of the process $X$, we conclude by letting $k' \to +\infty$ that

$$\mathbb{E}\left( e^{\lambda^X t \wedge \zeta \wedge H_L} \psi_1(X_t \wedge \zeta \wedge H_L) \right) \leq \psi_1(x), \quad \forall x \in (0, +\infty).$$
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This entails that
\[
\mathbb{E}\left( e^{\lambda_1^X t} \psi_1(X_t) 1_{t<\zeta\wedge H_L} \right) \leq \psi_1(x), \quad \forall x \in (0, +\infty),
\]
which implies the first line of F2 for any \( t_2 > 0 \) and \( \gamma_1 = e^{-\lambda_1^X} \).

The same procedure, but replacing \( \lambda_1^X \) by \(-C\), stopping the process at time \( t \wedge \zeta \wedge \tau_{k'} \wedge H_L \) and using the fact that \( 2\mathbb{E} f_{k} \leq C \) for all \( x \in (1/k, k) \), one deduces that, for all \( t \geq 0 \).
\[
\mathbb{E}(\psi_1(X_t) 1_{t<\zeta}) \leq e^{Ct} \psi_1(x), \quad \forall x \in (0, +\infty).
\]
This implies the second line of F2.

Finally, choosing any \( \gamma_2 \in (e^{-\lambda_1^X}, e^{-\lambda_0^X}) \), the last line of F2 is a direct consequence of the definition of \( \lambda_0^X \).

### 3.5.3 F3

The irreducibility property of Proposition 4 implies that there exists \( t_L > 0 \) such that \( \inf_{x,y \in L} P_x(H_y < t_L) > 0 \). Moreover, for any fixed \( x_0 \in L \), \( P_{x_0}(t_L < \zeta) > 0 \), hence
\[
c_3 := \inf_{x,y \in L} P_x(H_y < t_L) P_{x_0}(t_L < \zeta) > 0.
\]

For all \( t \geq t_L \) and all \( x, y \in L \), we obtain, using the fact that \( P_x(t < \zeta) \) is decreasing with respect to \( t \) and the strong Markov property at time \( H_y \),
\[
\mathbb{P}_x(t < \zeta) \geq \mathbb{E}_x \left( 1_{H_y \leq t} P_y(t - u < \zeta \mid u = H_y) \right) \geq \mathbb{P}_x(H_y \leq t_L) P_y(t < \zeta) \geq c_3 P_y(t < \zeta).
\]

For \( t < t_L \) we observe that, for all \( x, y \in L \) using the strong Markov property at time \( H_{x_0} \),
\[
\mathbb{P}_x(t < \zeta) \geq \mathbb{P}_x(H_{x_0} < +\infty) P_{x_0}(t_L < H_{x_0}) \geq c_3 \mathbb{P}_y(t < \zeta).
\]

Hence,
\[
\sup_{t \geq 0} \frac{\inf_{x,y \in L} \mathbb{P}_x(t < \zeta)}{\mathbb{P}_y(t < \zeta)} \leq \frac{1}{c_3} < \infty. \tag{70}
\]

This concludes the proof of F3.

### 3.5.4 Conclusion of the proof of Theorem 3

We proved in the above subsections that the semigroup \( Q \) satisfies the conditions of Theorem 4. The Doeblin property obtained in Proposition 5 entails that \( \eta \) is positive on \((0, +\infty)\) (and in particular \( E' = (0, +\infty) \)). Hence we deduce that, for all \( f \in L^\infty(\psi_1) \) and all \( t \geq 0 \), applying (69) to \( f \mid \eta \), we deduce that
\[
\left| \frac{e^{\lambda_0^X t}}{\eta(x)} \mu Q_t f - \nu_{QS}(f) \right| \leq C e^{-\gamma t} \frac{\psi_1(x)}{\eta(x)} \| f \|_{L^\infty} \psi_1 \|_{\infty}, \quad \forall x \in E'.
\]

Since \( \delta_x Q_t f = e^{-b t} \delta_x T_t (f/h) \), we obtain, for all \( g \in L^\infty(\psi) = L^\infty(\psi_1 h) \) and taking \( f = g/h \),
\[
\left| \frac{e^{(\lambda_0^X - b) t}}{\eta(x)} \delta_x T_t g - \nu_{QS}(g/h) \eta(x) h(x) \right| \leq C e^{-\gamma t} \psi_1(x) \| g/h \|_{\infty} \| h \psi_1 \|_{\infty} = C e^{-\gamma t} \psi_1(x) \| /h \|_{\infty}.
\]

Finally, using that \( \lambda_0 = \lambda_0^X - b \) and setting \( m(g) := \nu_{QS}(g/h) \) and \( \varphi(x) = \eta(x) h(x) \) we deduce that, for all \( g \in L^\infty(\psi) \),
\[
\left| e^{\lambda_0 t} \delta_x T_t g - m(g) \varphi(x) \right| \leq C e^{-\gamma t} \psi_1(x).
\]

Integrating with respect to \( \mu \) such that \( \mu(\psi) < +\infty \) concludes the proof.
3.6 Proof of Proposition 6

Let $\lambda'_0 = \inf\{\lambda \in \mathbb{R}, \int_0^\infty e^{\lambda t} T_1(x) \, dt = +\infty\}$, where $x \in (0, +\infty)$ is fixed and $L \subseteq (0, +\infty)$ is a non-empty, compactly embedded open interval. We clearly have $\lambda_0 \geq \lambda'_0$. Let us prove the converse inequality.

Fix $\lambda > \lambda'_0$, so that $\int_0^\infty e^{\lambda t} T_1(x) \, dt = +\infty$ for some $x \in (0, +\infty)$ and some compactly embedded non-empty interval $L \subseteq (0, +\infty)$. In particular, setting $\lambda^X = \lambda + b$, we have $\int_0^\infty e^{\lambda^X t} \mathbb{P}_x(X_t \in L) \, dt = +\infty$. For any $y \in (0, +\infty)$, there exists, according to Proposition 4, $u_0 > 0$ such that $\mathbb{P}_y(H_x \leq u_0) > 0$, and hence, using the strong Markov property at time $H_x$,

$$
\int_0^\infty e^{\lambda t} \mathbb{P}_y(X_t \in L) \, dt \geq \int_0^\infty e^{\lambda^X t} \mathbb{P}_y \left(1_{H_x \leq u_0} \mathbb{P}_x(X_t-u \in L) \big| H_x = t \right) \, dt
$$

$$
= \mathbb{E}_y \left(1_{H_x \leq u_0} \int_0^\infty e^{\lambda^X t} \mathbb{P}_x(X_t-u \in L) \, dt \big| H_x = t \right)
$$

$$
\geq \mathbb{E}_y \left(1_{H_x \leq u_0} \int_0^\infty e^{\lambda^X t} \mathbb{P}_x(X_t \in L) \, dt \big| H_x = t \right) = +\infty.
$$

In particular, $\int_0^\infty e^{\lambda t} \mathbb{P}_y(X_t \in L) \, dt = +\infty$ for all $y \in (0, +\infty)$. This implies that the probability measure $v$ from Proposition 5 satisfies

$$
\int_0^\infty e^{\lambda t} \mathbb{P}_v(X_t \in L) \, dt = +\infty. \quad (71)
$$

Consider $t_L, v$ and $c_{L,t}$ from Proposition 5. Then, for all $T \geq t_L + 1$ and all $x \in L$, we have, applying the Markov property at time $t_L + u$ for all $u \in [0, 1]$,

$$
\mathbb{P}_x(X_T \in L) \geq c_{L,t} \mathbb{P}_v(X_{T-t_L-u} \in L) \geq c_{L,t+1} \mathbb{P}_v(X_{T-t_L-u} \in L)
$$

and hence

$$
e^{\lambda^X T} \mathbb{P}_x(X_T \in L) \geq c_{L,t+1} e^{\lambda^X T} \int_0^1 \mathbb{P}_v(X_{T-t_L-u} \in L) \, du
$$

$$
\geq c_{L,t+1} \int_0^1 e^{\lambda^X (T-t_L-u)} \mathbb{P}_v(X_{T-t_L-u} \in L) \, du
$$

$$
= c_{L,t+1} \int_{T-t_L}^{T-t_L} e^{\lambda^X t} \mathbb{P}_v(X_t \in L) \, dt.
$$

Now, according to (71), for any fixed $\varepsilon > 0$, there exists $T_\varepsilon \in [0, 1, \ldots)$ such that $T_\varepsilon \geq t_L + 1$ and

$$
\int_{T_\varepsilon-t_L}^{T_\varepsilon-t_L-1} e^{(\lambda^X+\varepsilon) t} \mathbb{P}_v(X_t \in L) \, dt \geq \frac{1}{c_{L,t+1}}
$$

and hence such that

$$
e^{(\lambda^X+\varepsilon) T_\varepsilon} \mathbb{P}_x(X_T \in L) \geq 1. \quad (72)
$$

We define the function $w_\varepsilon : (0, +\infty) \rightarrow [0, +\infty)$ by

$$
w_\varepsilon(x) = \sum_{i=0}^{T_\varepsilon-1} e^{(\lambda^X+\varepsilon) i} \mathbb{P}_x(X_i \in L) = \sum_{i=0}^{T_\varepsilon-1} e^{(\lambda^X+\varepsilon) i} Q_i 1_{L}(x),
$$
where we recall that $Q$ is the semigroup associated to the Markov process $X$. We thus have

\[ Q_1 w_ε(x) = \sum_{i=0}^{T_i-1} e^{(λ + ε)i} Q_{i+1} 1_L(x) \]

\[ = e^{-(λ + ε) \sum_{i=1}^T} e^{(λ + ε)i} Q_{i} 1_L(x) \]

\[ = e^{-(λ + ε)} \left( w_ε(x) + e^{(λ + ε)T} Q_{T} 1_L(x) - 1_L(x) \right). \]

But, by (72), $e^{(λ + ε)T} Q_{T} 1_L(x) ≥ 1$ for all $x ∈ L$, and hence we obtain, for all $x ∈ (0, +∞)$,

\[ Q_1 w_ε(x) ≥ e^{-(λ + ε)} w_ε(x) \]

and hence, by iteration,

\[ Q_n w_ε(x) ≥ e^{-(λ + ε)n} w_ε(x), \ ∀ n ∈ \{0, 1, \ldots\}. \]

Since $w_ε(x) > 0$ for all $x ∈ L$, we deduce that

\[ e^{-(λ + ε)n} Q_n w_ε(x) \xrightarrow{n→+∞} +∞, \ ∀ x ∈ L. \]

(73)

Proposition 4 and 5 entail that there exists $t_0 > 0$ such that

\[ c_0 := P_{X_{t_0}}(X_{t_0} ∈ L) > 0. \]

We can assume without loss of generality that $T_ε > t_L + t_0$. Hence, for all $y ∈ L$, we have according to the Markov property and by Proposition 5, for all $u ≥ t$ such that $u - t ≥ t_0 + t_L$,

\[ P_y(X_{u-t} ∈ L) ≥ P_{X_{u-t}}(X_{t_0} ∈ L) \]

\[ ≥ c_{L,u-t-t_0} P_{X_0}(X_{t_0} ∈ L) ≥ c_{L,u-t-t_0} c_0. \]

Using again the Markov property, we thus observe that, for all $u > t_0 + t_L$, all $x ∈ (0, +∞)$ and all $t ∈ [0, u - t_0 - t_L],$

\[ P_x(X_{u} ∈ L) ≥ E_x \left( 1_{X_t ∈ L} P_{X_t}(X_{u-t} ∈ L) \right) \]

\[ ≥ P_x(X_t ∈ L) c_{L,u-t-t_0} c_0. \]

In particular, for all $u > t_0 + t_L + T_ε$ and all $k ∈ \{0, 1, \ldots, T_ε - 1\},$

\[ P_x(X_{u} ∈ L) ≥ P_x(X_{u-|u|-T_ε-k} ∈ L) c_{L,u-|u|-T_ε-k-t_0} c_0 \]

\[ ≥ P_x(X_{u-|u|-T_ε-k} ∈ L) c_{L,1+T_ε-k-t_0} c_0. \]

Hence, setting $δ_ε = \sum_{k=0}^{T_ε-1} e^{(λ + ε)k}$, we have

\[ e^{(λ + 2ε)u} P_x(X_U ∈ L) ≥ \frac{e^{(λ + 2ε)u}}{δ_ε} \sum_{k=0}^{T_ε-1} e^{(λ + ε)k} P_x(X_U ∈ L) \]

\[ ≥ \frac{e^{(λ + 2ε)u}}{δ_ε} c_{L,1+T_ε-t_0} c_0 \sum_{k=0}^{T_ε-1} e^{(λ + ε)k} P_x(X_{|u|-T_ε-k} ∈ L) \]

\[ = \frac{e^{(λ + 2ε)u}}{δ_ε} c_{L,1+T_ε-t_0} c_0 \sum_{k=0}^{T_ε-1} e^{(λ + ε)k} Q_{|u|-T_ε-k} 1_L(x) \]

\[ ≥ \frac{e^{(λ + 2ε)(|u|-T_ε)}}{δ_ε} c_{L,1+T_ε-t_0} c_0 Q_{|u|-T_ε} w_ε(x). \]

By (73), this shows that $e^{(λ + 2ε)u} P_x(X_U ∈ L)$ goes to infinity when $u → +∞$. In particular, $λ + 2ε ≥ \lambda^X_0$. Since this is true for all $ε > 0$, we deduce that $\lambda^X ≧ \lambda^X_0$ and hence $\lambda ≥ \lambda_0$. Since this is true for all $λ > \lambda_0'$, we deduce that $\lambda_0' ≧ \lambda_0$, which concludes the proof of the proposition.
3.7 Proof of Proposition 7

(1) Proof of (a) We set $\psi_1 = \psi/h$ and $\psi_2 = \psi'(x)/h$, both extended by the value 0 at point $\partial$. We observe that (up to a change in the constant $C > 0$)

$$\mathcal{L}\psi_1 \leq -(\lambda_1 + b)\psi_1 + C_1 L \text{ and } \mathcal{L}\psi_2 \geq -(\lambda_2 + b)\psi_2.$$ 

Since $\psi_2$ is continuous and positive, it is lower bounded on the compact interval $L$, and hence we have $\mathcal{L}\psi_1 \leq -(\lambda_1 + b)\psi_1 + C'\psi_2,$ for some constant $C' > 0$. Hence setting $F = \psi_1 - \frac{C'}{\lambda_1 - \lambda_2}\psi_2,$ we obtain

$$\mathcal{L}F \leq -(\lambda_1 + b)\psi_1 + C'\psi_2 + \frac{(\lambda_2 + b)C'}{\lambda_1 - \lambda_2}\psi_2 = -(\lambda_1 + b)F.$$ 

Fix $x \in (0, +\infty)$. Using the same approach as in section 3.5.2 (note that $F$ is lower bounded on $(0, +\infty)$ and positive in a vicinity of $[0, +\infty)$), we deduce that, for all $t \geq 0$,

$$\mathbb{E}_x[e^{(\lambda_1 + b)t} F(X_t)] \leq F(x).$$ 

In particular, for all $t \geq 0$,

$$\mathbb{E}_x(\psi_1(X_t)) \leq \frac{C'}{C_1} \mathbb{E}_x(\psi_2(X_t)) + e^{-(\lambda_1 + b)t} F(x).$$

For all $M > 0$, there exists a compact interval $L_M \subset (0, +\infty)$ such that $\psi_1 \geq M\psi_2$ on $E \setminus L_M$. Hence, for all $t \geq 0$,

$$\mathbb{E}_x(\psi_2(X_t)1_{X_t \in L_M}) \leq \frac{C'}{C_1} \mathbb{E}_x(\psi_2(X_t))1_{X_t \in L_M} + e^{-(\lambda_1 + b)t} F(x),$$

so that, choosing $M = \frac{C'}{C_1} + 1$,

$$\mathbb{E}_x(\psi_2(X_t)1_{X_t \in L_M}) \leq \frac{C'}{C_1} \mathbb{E}_x(\psi_2(X_t))1_{X_t \in L_M} + e^{-(\lambda_1 + b)t} F(x),$$

which entails

$$\mathbb{E}_x(\psi_2(X_t)) \leq \left(1 + \frac{C'}{C_1} \right) \mathbb{E}_x(\psi_2(X_t))1_{X_t \in L_M} + e^{-(\lambda_1 + b)t} F(x)$$

$$\leq \left(1 + \frac{C'}{C_1} \right) \mathbb{P}_x(X_t \in L_M) + e^{-(\lambda_1 + b)t} F(x).$$

(74)

In addition, by Corollary 1 (and more precisely its proof), we have, for all $t \geq 0$,

$$\mathbb{E}_x(\psi_2(X_t)) = \psi_2(x) + \int_0^t \mathbb{E}_x(\mathcal{L}\psi_2(X_u)) \, du \geq \psi_2(x) - (\lambda_2 + b) \int_0^t \mathbb{E}_x(\psi_2(X_u)) \, du$$

and hence, by Grownwall's Lemma,

$$\psi_2(x) \leq e^{(\lambda_2 + b)t} \mathbb{E}_x(\psi_2(X_t)).$$

The last inequality and (74) and the fact that $\lambda_2 + b < \lambda_1 + b$ imply that, for any fixed $\lambda' \in (\lambda_2, \lambda_1)$,

$$\mathbb{E}_x(\psi_2(X_t \in L_M) \to +\infty \quad \text{as } t \to +\infty.$$
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In particular $\lambda_0^X \leq \lambda' + b$, so that $\lambda_0 \leq \lambda'$ for any $\lambda' \in (\lambda_2, \lambda_1)$, which concludes the proof of Proposition 7 (a).

(2) Proof of (b) We consider the right-continuous PDMP $Y$ with drift $s$ and jump kernel $\tilde{k}(x, dy) = \frac{\psi'(y)}{\psi(x)} \delta(x, dy)$. The function $V = \psi / \psi'$ satisfies

$$
\frac{dV}{ds}(x) + \int_{(0, x)} (V(y) - V(x)) \tilde{k}(x, dy) = V(x) \left( \frac{1}{\psi(x)} \frac{\partial \psi}{\partial s}(x) - \frac{1}{\psi'(x)} \frac{\partial \psi'}{\partial s}(x) + \int_{(0, x)} \frac{\psi(y)}{\psi(x)} k(x, dy) - \tilde{k}(x, (0, x)) \right)
$$

$$
= V(x) \left( \frac{\partial \psi}{\psi} - \frac{\partial \psi'}{\psi'} \right) \leq V(x)(-\lambda_1 + C1_L(x) + \lambda_2)
$$

$$
\leq -AV(x) + C \max \bar{V} 1_L(x),
$$

where $\lambda = \lambda_1 - \lambda_2 \geq 0$. Since in addition $V(x) \to +\infty$ when $x \to 0$ or $x \to +\infty$, and since the jump rate $\tilde{k}(x, (0, x))$ is locally bounded, this entails that $Y$ is non explosive and recurrent. Its extended infinitesimal generator, denoted by $\mathcal{L}_Y$, satisfies, for all $f \in C^2_c$,

$$
\mathcal{L}_Y f(x) = \frac{\partial f}{\partial s}(x) + \int_{(0, x)} (f(y) - f(x)) \tilde{k}(x, dy), \ \forall x \in (0, +\infty).
$$

Set $d(x) := \frac{\partial \psi'}{\psi'}(x) / \psi'(x)$ for all $x \in (0, +\infty)$. We consider the semigroup $S$ acting on non-negative measurable functions $f : (0, +\infty) \to [0, +\infty)$ as

$$
S_t f(x) := E_x \left( \exp \left( \int_0^t d(Y_s) ds \right) f(Y_t) \right), \ \forall t \geq 0, x \in (0, +\infty).
$$

According to Proposition 2.1 in [14] (see also Proposition 3.4 in [10]), if $Y$ is recurrent, then $-\lambda_0^Y \geq \inf_{x>0} d(x)$, with strict inequality if $d$ is not constant, where $\lambda_0^Y$ is the growth coefficient of $S$ (beware of the difference of sign convention in the definition of the growth coefficient). It only remains to prove that $\lambda_0 = \lambda_0^S$.

For any fixed $M > 0$, we set $d^M : x \in (0, +\infty) \to d(x) \wedge M$ and

$$
S_t^M f(x) := E_x \left( \exp \left( \int_0^t d^M(Y_s) ds \right) f(Y_t) \right), \ \forall t \geq 0, x \in (0, +\infty).
$$

For all $f \in C^2_c$ and for $f \equiv 1$, we have

$$
E_x \left( \exp \left( \int_0^t d^M(Y_s) ds \right) f(Y_t) \right) = f(x) + E_x \left( \int_0^t \exp \left( \int_0^u d^M(Y_s) ds \right) \left( d^M(Y_u) f(Y_u) + \mathcal{L}_Y f(Y_u) \right) du \right)
$$

$$
= f(x) + \int_0^t S_u (d^M f + \mathcal{L}_Y f)(x) du.
$$

Setting

$$
K^M(x) = \tilde{k}(x, (0, x)) - d^M(x)
$$

and

$$
\mathcal{B}^M f(x) = d^M(x) f(x) + \mathcal{L}_Y f(x) = \frac{\partial f}{\partial s}(x) + \int_{(0, x)} f(y) \tilde{k}(x, dy) - K^M(x) f(x),
$$

we observe that the growth fragmentation generator $\mathcal{B}^M$ satisfies Assumption 1 with $h' \equiv 1$ instead of $h$. In particular, according to Theorem 1, $S^M$ is the unique semigroup such that, for all $f \in C^2_c$ and for $f \equiv 1$, for all $t \geq 0$ and all $x \in (0, +\infty)$,

$$
S^M_t f(x) = f(x) + \int_0^t S^M_u (\mathcal{B}^M f)(x) du.
$$
We now define, for all $f \in \mathcal{D}(\mathcal{A})$ and all $x \in (0, +\infty)$,

$$\mathcal{A}^M f(x) = \mathcal{A} f(x) - (d(x) - d^M(x)) f(x).$$

Then $\frac{\mathcal{A}^M h(x)}{h(x)} \leq \frac{\mathcal{A} h(x)}{h(x)}$ and hence one easily checks that $\mathcal{A}^M$ satisfies Assumption 1. Let $T^M$ be the associated semigroup (whose existence and uniqueness is ensured by Theorem 1). Since $\psi' \in L^\infty(h)$ and $\mathcal{A} \psi'/h \geq -\lambda_2 \psi'/h$ is lower bounded, we deduce from Corollary 1 that

$$T^M_t \psi'(x) = \psi'(x) + \int_0^t T^M_u (\mathcal{A}^M \psi')(x) \, du.$$ 

In particular, the semigroup $\tilde{T}^M$ defined, for all $f \in C_c^\infty$ and for $f \equiv 1$, by

$$\tilde{T}^M_t f(x) = \frac{1}{\psi'(x)} T^M_t (\psi' f)(x), \quad \forall t \geq 0, \forall x \in (0, +\infty),$$

satisfies, for all such $f$, $x$ and $t$,

$$\tilde{T}^M_t f(x) = f(x) + \int_0^t \frac{1}{\psi'(x)} T^M_u (\mathcal{A}^M (\psi' f))(x) \, du = f(x) + \int_0^t \tilde{T}^M_u (\mathcal{A}^M f)(x) \, du$$

where

$$\mathcal{A}^M f(x) = \frac{\mathcal{A}^M (\psi')(x)}{\psi'(x)} = \frac{\partial f}{\partial s}(x) + \int_{(0,x]} f(y) \hat{k}(x, dy) - K(x) f(x) + \frac{1}{\psi'(x)} \frac{\partial \psi'}{\partial s}(x) f(x) - (d(x) - d^M(x)) f(x)$$

$$= \frac{\partial f}{\partial s}(x) + \int_{(0,x]} f(y) \hat{k}(x, dy) + \left( \frac{\mathcal{A} \psi'(x)}{\psi'(x)} - \hat{k}(x, (0,x)) - d(x) + d^M(x) \right) f(x)$$

$$= \mathcal{B}^M f(x).$$

This entails that, for all non-negative measurable function $f : (0, +\infty) \to [0, +\infty)$, all $x \in (0, +\infty)$ and all $t \geq 0$,

$$S^M_t f(x) = \tilde{T}^M_t f(x) = \frac{1}{\psi'(x)} T^M(t \psi' f)(x).$$

But, according to the representation of $T^M$ as the $1/h$ transform of a sub-Markov process (see Proposition 2 and the conclusion of the proof of Theorem 1 in section 2.3), we have

$$\frac{1}{\psi'(x)} T^M(t \psi' f)(x) = \frac{h(x) e^{b^M t}}{\psi'(x)} E_x \left( f(X^M_t \psi'(X^M_t)) \frac{X^M_t}{h(X^M_t)} 1_{X^M_t \notin \partial} \right),$$

where $X^M$ is a $(0, +\infty) \cup \{\partial\}$-valued PDMP with drift determined by $s$, jump kernel $\frac{h(y)}{h(x)} k(x, dy)$ and killing rate (that is jump rate toward $\partial$)

$$q^M(x) = b^M - \mathcal{A}^M h(x)/h(x), \quad \text{with } b^M = \sup_{x \in (0, +\infty)} \mathcal{A}^M h(x)/h(x) \leq b.$$
Hence

\[
S_t^M f(x) = \frac{1}{\psi'(x)} T^M (\psi' f)(x) = \frac{h(x)e^{bt}}{\psi'(x)} \mathbb{E}_x \left( \exp \left( - \int_0^t q^M(Z_u) \, du \right) f(Z_t) \frac{\psi'(Z_t)}{h(Z_t)} \right),
\]

where \( Z \) is a (conservative) PDMP with drift determined by \( s \) and jump kernel \( \frac{h(y)}{\psi'(x)} k(x, dy) \). Since \( b^M \to b \) and \( q^M \to q \) (pointwise) when \( M \to +\infty \), we deduce (recall that \( q^M \) and \( q \) are non-negative) by dominated convergence that, for all \( t \geq 0 \) and all \( x \in (0, +\infty) \),

\[
S_t^M f(x) \xrightarrow{M \to +\infty} \frac{h(x)e^{bt}}{\psi'(x)} \mathbb{E}_x \left( \exp \left( - \int_0^t \sup_{(0, +\infty)} q(Z_u) \, du \right) f(Z_t) \frac{\psi'(Z_t)}{h(Z_t)} \right) = \frac{1}{\psi'(x)} T_t(\psi' f)(x).
\]

On the other hand, by monotone convergence, \( S_t^M f(x) \) converges, when \( M \to +\infty \), to \( S_t f(x) \), and we thus deduce that \( S \) is the \( \psi' \) transform of \( T \). We conclude that \( \lambda_0 = \lambda_0^S \geq \inf_{x>0} d(x) \), with strict inequality if \( d \) is not constant.

### A Appendix

Let \( s \) be continuous (strictly) increasing function from \((0, +\infty)\) to \( \mathbb{R} \) such that \( s(+\infty) = +\infty \), let \( Q \) be a non-negative kernel from \((0, +\infty) \cup \{\partial\}\) to \((0, +\infty) \cup \{\partial\}\) such that \( Q(\partial, (0, +\infty) \cup \{\partial\}) = 0 \) and \( Q(x, (x, +\infty)) = 0 \) for all \( x > 0 \), where \( \partial \notin (0, +\infty) \) is an isolated point. From now on, we set \( E = (0, +\infty) \cup \{\partial\} \). We consider the PDMP \( X \) with state space \( E \), directed by the flow \( \phi \) defined by (11) (with \( \phi(\partial, t) = \partial \) for all \( t \geq 0 \)) between its jumps and with jump kernel \( Q \) (note that \( \partial \) is an absorption point for \( X \)).

In the following results, \( C_b(E) \) denotes the set of bounded real valued continuous functions on \( E \) and \( C_0(E) \) the set of bounded continuous function vanishing at infinity. We emphasize that its statement and proof can be easily adapted to the case where \( X \) takes its values in \([0, +\infty)\) or \( \mathbb{R} \).

The first part of the following proposition is proved by Davis in [19, Theorem 27.6], when \( \phi \) is generated by a Lipschitz vector field and \( x \to Q(x, (0, +\infty) \cup \{\partial\}) \) is continuous and bounded. In our case, we do not assume this regularity, but use instead the fact that our state space is one dimensional.

**Proposition 14.** Assume that \( \sup_{x \in (0, M)} Q(x, E) < +\infty \) for all \( M > 0 \). Then the semigroup \( T \) of \( X \) maps \( C_b(E) \) to itself.

If in addition \( s(0+) = -\infty \), \( \sup_{x \in E} Q(x, E) < +\infty \) and, for all \( M > 0 \), \( \limsup_{x \to +\infty} Q(x, E) < +\infty \), then the semigroup \( X \) is Feller, meaning that it maps \( C_0(E) \) to itself and is strongly continuous on \( C_0(E) \).

**Proof.** We start by showing the first part, and then the second part of Proposition 14.

**1) \( T \) maps \( C_b(E) \) to itself.** Our proof is a simple adaptation of the proof of [19, Theorem 27.6] to our particular one-dimensional setting. Since \( s(+\infty) = +\infty \), the explosion time of \( \phi(x, \cdot) \) (denoted by \( t_e(x) \) in the cited reference) is equal to infinity for all \( x \in E \). Moreover, since \( \sup_{x \in (0, M)} Q(x, E) < +\infty \), the process \( X \) is non-explosive (as detailed in the first step of the proof of Proposition 2) and well defined for all time \( t \geq 0 \), for any initial distribution. Finally, \( Q(x, E) \) is uniformly bounded over \( x \in E \).
The only difference with the proof of [19, Theorem 27.6] is that, in our case, it is not immediate that, for any $\psi \in C_b(\mathbb{R}_+ \times E)$ and $f \in C_b(E)$, the term
\[
G\psi(x, t) := f(\phi(x, t))e^{-\Lambda(t,x)} + \int_0^t \int_E \psi(t-u, y)Q(\phi(x, u), dy)e^{-\Lambda(x,u)} du
\]
where
\[
\Lambda(x, t) := \int_0^t Q(\phi(x, u), E)du,
\]
is continuous in $(t, x) \in [0, +\infty) \times E$ and bounded. The rest of the proof is identical to the one of [19, Theorem 27.6] and we thus only need to prove that $G\psi \in C_b(\mathbb{R}_+ \times E)$ to conclude.

First note that $\|G\psi\|_\infty \leq \|f\|_\infty + \|\psi\|_\infty$, so that it is bounded. It only remains to prove that $G\psi$ is continuous. Since $Q(\partial, dy) = 0$ and since $\phi(\partial, t) = \partial$ for all $t \geq 0$, we have $G\psi(\partial, t) = f(\partial)$ for all $t \geq 0$ and hence $G\psi$ is continuous on $\partial \times [0, +\infty)$. Now let $(x, t) \in (0, +\infty) \times (0, +\infty)$ and $(\varepsilon, h) \in \mathbb{R} \times \mathbb{R}$ such that $(x + \varepsilon, t + h) \in (0, +\infty) \times (0, +\infty)$. We have, for all $u \geq 0$, denoting $\delta_{x,\varepsilon} := s(x + \varepsilon) - s(x)$
\[
\phi(x + \varepsilon, u) = s^{-1}(s(x + \varepsilon) + u) = s^{-1}(s(x) + (u + s(x + \varepsilon) - s(x))) = \phi(x, u + \delta_{x,\varepsilon}).
\] (75)

In particular,
\[
\Lambda(x + \varepsilon, t + h) = \int_0^{t+h} Q(\phi(x + \varepsilon, u), E)du
\]
\[
= \int_0^{t+h} Q(\phi(x, u + \delta_{x,\varepsilon}), E)du
\]
\[
= \int_{\delta_{x,\varepsilon}}^{t+h+\delta_{x,\varepsilon}} Q(\phi(x, u), E)du,
\]
so that $\Lambda$ is continuous and more precisely
\[
|\Lambda(x + \varepsilon, t + h) - \Lambda(x, t)| \leq (2\delta_{x,\varepsilon} + h) \sup_{y \in (0,\phi(x,t+h+\delta_{x,\varepsilon}))} Q(y, E). \tag{76}
\]

Using again (75), we also obtain
\[
\int_0^{t+h} \int_E \psi(t-u, y)Q(\phi(x + \varepsilon, u), dy)e^{-\Lambda(x+\varepsilon,u)} du
\]
\[
= \int_0^{t+h} \int_E \psi(t-u, y)Q(\phi(x, u + \delta_{x,\varepsilon}), dy)e^{-\Lambda(x,u)} du
\]
\[
= \int_{\delta_{x,\varepsilon}}^{t+h+\delta_{x,\varepsilon}} \int_E \psi(t-u - \delta_{x,\varepsilon}, y)Q(\phi(x, u), dy)e^{-\Lambda(x+\varepsilon,u-\delta_{x,\varepsilon})} du.
\]

By dominated convergence, continuity of $\psi$ and of $\Lambda$, we deduce that the last term converges to $\int_0^t \int_E \psi(t-u, y)Q(\phi(x, u), dy)e^{-\Lambda(x,u)} du$ when $(\varepsilon, h) \to 0$. In particular, using this and the continuity of $\phi$, of $f$ and of $\Lambda$, we deduce that $G\psi(x, t)$ is indeed continuous in $(x, t)$, which concludes the proof of the first part of Proposition 14.

(2) $T$ maps $C_0(E)$ to itself. We assume in addition that $s(0+) = -\infty$, that $\sup_{x \in E} Q(x, E) < +\infty$ and that, for all $M > 0$, $\limsup_{x \to +\infty} Q(x, (0, M) \cup \partial) = \limsup_{x \to 0} Q(x, \partial) = 0$.

Let $f \in C_0(E)$ and fix $\varepsilon > 0$. Let also $n_0$ be large enough so that $\sup_{x \in (0,1/n_0) \cup (n_0, +\infty)} f(x) \leq \varepsilon$.
Denoting by \( T_1 < T_2 < \cdots \) the successive jump times of \( X \), we deduce from the boundedness of \( Q(\cdot, E) \), that, for all \( t \geq 0 \),
\[
\sup_{x \in E} \mathbb{P}(T_n \leq t \mid X_0 = x) \xrightarrow{n \to +\infty} 0.
\]

Fix \( n_1 \) such that \( \sup_{x \in E} \mathbb{P}(T_{n_1} \leq t \mid X_0 = x) \leq \varepsilon \). Since the process \( X \) is almost-surely non-decreasing between the jumps, its law at time \( t \) on the event \( T_n \leq t < T_{n+1} \) stochastically dominates the \( n^{th} \) iterate of \( Q \), denoted by \( Q^n \) (consider that \( \hat{\delta} \) is below 0). By assumption we have \( \lim \sup_{x \to +\infty} Q(x, (0, n_0) \cup \{\theta\}) = 0 \), so that, for all \( n \geq 0 \), \( \lim \sup_{x \to +\infty} Q^n(x, (0, n_0) \cup \{\theta\}) = 0 \), and hence there exists \( n_2 \geq 1 \) such that, for all \( n \in \{0, \ldots, n_1\} \),
\[
\sup_{x \geq n_2} \mathbb{P}(X_t < n_0 T_n \leq t \leq T_{n+1} \mid X_0 = x) \leq \varepsilon/(n_1 + 1).
\]

In particular,
\[
\sup_{x \geq n_2} \mathbb{P}(X_t < n_0 T_n \leq t \leq T_{n+1} \mid X_0 = x) \leq \sup_{x \geq n_2} \sum_{n=0}^{n_1} \mathbb{P}(X_t < n_0 T_n \leq t < T_{n+1} \mid X_0 = x) + \sup_{x \geq n_2} \mathbb{P}(T_{n_1} \leq t \mid X_0 = x) \leq 2 \varepsilon.
\]

As a consequence,
\[
\sup_{x \geq n_2} \mathbb{E}(f(X_t) \mid X_0 = x) \leq 2 \varepsilon \|f\|_\infty + \varepsilon.
\]

Since the existence of \( n_2 \) is true for any fixed \( \varepsilon > 0 \), we deduce that
\[
\mathbb{E}(f(X_t) \mid X_0 = x) \xrightarrow{x \to +\infty} 0.
\]

Now, since \( s(x) \to -\infty \) as \( x \to 0 \), we deduce that \( \phi(x, t) \to 0 \) when \( x \to 0 \). Since \( X_t \leq \phi(x, t) \) or \( X_t = \delta \) almost surely when it starts from \( x \) at time 0, we deduce that, if \( f \) vanishes at 0, then so does \( T_t f(x) = \mathbb{E}(f(X_t) 1_{X_t \neq \delta} \mid X_0 = x) \) when \( x \to 0 \). Moreover, the jumping rate from \( y \) to \( \delta \) goes to 0 when \( y \to 0 \), so that \( \mathbb{P}(X_t = \delta \mid X_0 = x) \to 0 \) when \( x \to 0 \). Finally, we deduce that \( T_t f(x) \to 0 \) when \( x \to 0 \) or \( x \to +\infty \).

We conclude that \( T_t \) maps the space of continuous functions vanishing at 0 and infinity to itself.

(3) \( T \) is strongly continuous. We proceed under the same assumptions as in step (2). Let \( f \) be in the space of continuous functions vanishing at 0 and infinity. Fix \( \varepsilon > 0 \). Since \( Q(\cdot, E) \) is uniformly bounded, say by a constant \( C \), then the probability that the process has no jumps between times 0 and \( t \) is larger than \( e^{-tC} \), for any \( t \geq 0 \). Hence
\[
|T_t f(x) - f(\phi(x, t))| \leq 1 - e^{-tC} \|f\|_\infty.
\]  

(77)

Since \( f \) vanishes at infinity, there exists \( n_3 \) large enough so that \( f(x) \leq \varepsilon \) for all \( x \geq n_3 \) or \( x < 1/n_3 \). Since we have \( \phi(x, t) \geq x \) for all starting position \( x \geq n_3 \) and \( t \geq 0 \), we deduce that
\[
\sup_{x \geq n} |f(\phi(x, t)) - f(x)| \leq 2 \sup_{x \geq n} |f(x)| \leq 2 \varepsilon.
\]  

(78)

Similarly, \( \phi(x, t) \leq \phi(1/(n_3 + 1), t) \) for all starting position \( x \leq 1/(n_3 + 1) \). Since \( \phi(1/(n_3 + 1), t) \to 1/(n_3 + 1) \) when \( t \to 0 \), there exists \( t_0 > 0 \) such that \( \phi(x, t) \leq 1/n_3 \) for all \( x \leq 1/(n_3 + 1) \) and \( t \in [0, t_0] \). We deduce that
\[
\sup_{x \leq 1/(n_3 + 1)} |f(\phi(x, t)) - f(x)| \leq 2 \varepsilon.
\]  

(79)
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Finally, \( \phi(x, t) \) converges to \( x \) when \( t \to 0 \), uniformly on compact sets and \( f \) is uniformly continuous on \([1/(n_3 + 1), n_3]\), so that there exists \( t_1 > 0 \) such that

\[
\sup_{x \in [1/(n_3 + 1), n_3]} |f(\phi(x, t)) - f(x)| \leq \varepsilon, \quad \forall t \leq t_1.
\]

Using the last equation and inequalities (77), (78) and (79), we deduce that there exists \( t_2 > 0 \) such that, for all \( t \leq t_2 \), (note that the case \( x = \delta \) is trivial)

\[
\sup_{x \in E} |T_t f(x) - f(x)| \leq 3\varepsilon.
\]

Since this is true for any \( \varepsilon > 0 \), we deduce that \( T_t f \) converges to \( f \) in the uniform topology. This means that \( T \) is a strongly continuous semigroup on \( C_0(E) \) and concludes the proof of Proposition 14.

In the following result, we characterize the infinitesimal generator of \( X \) when its semigroup is Feller. We recall that, if \( s^{-1} : (-\infty, +\infty) \to (0, +\infty) \), then, given a function \( f : (0, +\infty) \to \mathbb{R} \) such that \( f \circ s^{-1} \) is absolutely continuous, the function \( f \circ s^{-1} \) is \( \lambda_1 \)-almost everywhere differentiable and that, for any function \( g \) equals to this derivative \( \lambda_1 \)-almost everywhere, we have

\[
f \circ s^{-1}(t) - f \circ s^{-1}(u) = \int_u^t g(v) \, dv, \quad \forall u \leq t \in (-\infty, +\infty).
\]

One easily checks that, as a consequence, \( f \) is differentiable with respect to \( s \), \( \lambda_1 \circ s \)-almost everywhere, with derivative \( h = g \circ s \), and that

\[
f(y) - f(x) = \int_x^y h(z) \, dz, \quad \forall x \leq y \in (0, +\infty).
\]

In this case, we will say that \( f \) is \( s \)-absolutely continuous and that \( h \) is a \( s \)-derivative of \( f \). We consider the domain \( \mathcal{D}(\mathcal{U}) \), defined as the set functions \( f : E \to \mathbb{R} \) such that \( f|_{(0, +\infty)} \) is an \( s \)-absolutely continuous function admitting a \( s \)-derivative \( h \) such that \( x \mapsto h(x) + \int_{(0,x]} (f(y) - f(x))Q(x, dy) \) is an element of \( C_0(E) \), where we set \( \frac{df}{ds}(\delta) = 0 \). We also define the operator \( \mathcal{U} : \mathcal{D}(\mathcal{U}) \to C_0(E) \) by

\[
\mathcal{U} f(x) = \frac{df}{ds}(x) + \int_{(0,x]} (f(y) - f(x))Q(x, dy), \quad \forall x \in E,
\]

where \( \frac{df}{ds} \) is the \( s \)-derivative of \( f \) extended with \( \frac{df}{ds}(\delta) = 0 \) and such that \( x \in E \mapsto \frac{df}{ds}(x) + \int_{(0,x]} (f(y) - f(x))Q(x, dy) \in C_0(E) \).

**Proposition 15.** Assumes that \( s(0+) = -\infty \), that \( \sup_{x \in E} Q(x, E) < +\infty \) and that, for all \( M > 0 \), we have \( \lim_{x \to +\infty} \sup_{x \in E} Q(x, (0, M] \cup [\delta]) = \lim_{x \to 0} Q(x, [\delta]) = 0 \). Then the infinitesimal generator of the semigroup \( T \) of \( X \) acting on \( C_0(E) \) is given by \( \mathcal{U} \). Moreover, for all bounded \( f : E \to \mathbb{R} \) such that \( f|_{(0, +\infty)} \) is \( s \)-absolutely continuous, denoting by \( \partial f / \partial s \) any \( s \)-derivative of \( f|_{(0, +\infty)} \) extended with \( \frac{df}{ds}(\delta) = 0 \),

\[
M_t^f := f(X_t) - f(x) - \int_0^t Q_u \mathcal{U} f(X_s) \, ds, \quad \text{with} \quad \mathcal{U} f(y) := \frac{df}{ds}(y) + \int_{(0,x]} (f(y) - f(x))Q(x, dy),
\]

defines a local martingale under \( \mathbb{P}_x \), \( \forall x \in E \).
Proof. Let us denote by $\mathcal{G}$ the infinitesimal generator of $T$ and by $\mathcal{D}(\mathcal{G})$ its domain. Our aim is to prove that $(\mathcal{G}, \mathcal{D}(\mathcal{G})) = (\mathcal{U}, \mathcal{D}(\mathcal{U}))$.

We make use of the fact that the proof of Theorem 26.14 in [19] adapts directly to our situation where the flow $\phi$ is generated by $s$ on $(0, +\infty)$ and by $0$ on $\partial$, instead of a Lipschitz flow $\mathcal{X}$ on $\mathbb{R}^d$. The only adaptation lies in the fact that, between two successive jumps, say at times $T_{i-1}$ and $T_i$, and for any function $f$ such that $f|_{(0, +\infty)}$ is $s$-absolutely continuous, we have (for the second equality, recall that $\frac{df}{ds}(\phi(y, u)) = \frac{df}{ds}(\phi(y, u))$ as soon as the derivative is well defined) if $X_{T_{i-1}} \in (0, +\infty)$

$$f(X_{T_{i-1}}) - f(X_{T_{i+1}}) = \int_0^{T_{i-1}} \frac{df}{du}(\phi(X_{T_{i-1}}, u)) \, du$$

instead of $f(X_{T_{i-1}}) - f(X_{T_{i+1}}) = \int_{T_{i-1}}^{T_i} f_0(x) \, dx$ as in [19], while $f(X_t) - f(X_{T_{i+1}}) = 0$ for all $t \geq T_i$ if $X_{T_{i-1}} = \partial$.

In particular, this result implies that any bounded $f : E \to \mathbb{R}$ such that $f|_{(0, +\infty)}$ is $s$-absolutely continuous is in the domain of the extended infinitesimal generator of $X$, say $\mathcal{U}'$, and that $\mathcal{U}'(x) = \frac{df}{ds}(x) + f_0(x)(f(y) - f(x))Q(x, dy)$, for any $s$-derivative $\frac{df}{ds}$ of $s$ (note that conditions 2. and 3. of Theorem 26.14 in [19] are trivially satisfied in our case, respectively because the boundary of the domain is not reached and because the number of jumps is finite in any finite time horizon almost surely). This proves that $M^f$ is a local martingale under $\mathbb{P}_x$, for all $x \in E$.

In particular, given $f \in \mathcal{D}(\mathcal{U})$, the stochastic process defined, for all $t \geq 0$, by

$$M_t^f = f(X_t) - f(x) - \int_0^t \mathcal{U} f(X_u) \, du$$

is a local martingale under $\mathbb{P}_x$, for all $x \in E$. Since $f$ and $\mathcal{U} f$ are bounded and $M^f$ is càdlàg, we deduce that it is a martingale and thus, taking the expectation, we obtain

$$\frac{T_t f(x) - f(x)}{t} = \frac{1}{t} \int_0^T T_u \mathcal{U} f(x) \, du, \forall x \in E.$$

Moreover, since $T$ is strongly continuous on $C_0(E)$ by Proposition 14 and since $\mathcal{U} f \in C_0(E)$ by assumption, for all $x \in E$,

$$\left| \frac{1}{t} \int_0^T T_u \mathcal{U} f(x) \, du - \mathcal{U} f(x) \right| \leq \frac{1}{t} \int_0^T \| T_u \mathcal{U} f - \mathcal{U} f \|_\infty \, du \to 0.$$

We conclude that, for any $f \in \mathcal{D}(\mathcal{U})$, we have $f \in \mathcal{D}(\mathcal{G})$ and $\mathcal{G} f = \mathcal{U} f$.

Reciprocally, assume that $f \in \mathcal{D}(\mathcal{G})$. Then $f$ is in the domain of the extended infinitesimal generator of $X$, so that, according to Theorem 26.14 in [19], $f|_{(0, +\infty)}$ is $s$-absolutely continuous and

$$M_t = f(X_t) - f(x) - \int_0^t \left[ \frac{df}{ds}(X_u) + \int_{(0, X_u)} (f(y) - f(X_u))Q(X_u, dy) \right] \, du$$

is a local martingale under $\mathbb{P}_x$ for all $x \in E$, where $\frac{df}{ds}$ is an $s$-derivative of $f|_{(0, +\infty)}$ extended by $\frac{df}{ds}(\partial) = 0$. Moreover, denoting by $\mathcal{G}$ the infinitesimal generator of $X$, we have that

$$M_t^f = f(X_t) - f(x) - \int_0^t \mathcal{G} f(X_u) \, du$$
is a martingale under $\mathbb{P}_x$. In particular, $M_t - M_t^I$ is a continuous local martingale with bounded total variation and hence it is constant $\mathbb{P}_x$-almost surely. We deduce that, $\mathbb{P}_x$-almost surely,

$$\frac{\partial f}{\partial s}(X_u) + \int_{(0,X_u)} (f(y) - f(X_u))Q(X_u, dy) = \mathcal{G} f(X_u), \quad \lambda_1(du) - \text{almost everywhere.}$$

Since the jump rate $Q$ is bounded, we know that, for any $t > 0$, with positive probability, $X_u = \phi(x, u)$ for all $u \in [0, t]$. This and the previous equality entails that $\frac{\partial f}{\partial s}(z) + \int_{(0,z)}(f(y) - f(z))Q(z, dy)$ equals $\mathcal{G} f(z)$ for $\lambda_1 \circ s$-almost every $z \geq x$. Since this is true for all $x > 0$, we deduce that, up to a modification of $\partial f / \partial s$ on a $\lambda_1 \circ s$-negligible set, $\exists \frac{\partial f}{\partial s}(z) + \int_{(0,z)}(f(y) - f(z))Q(z, dy) = \mathcal{G} f(z) \in C_0(E)$, so that $f \in \mathcal{D}(\mathcal{U})$ and $\mathcal{G} f = \mathcal{U} f$.

We conclude this appendix by two results on the uniqueness of the martingale problem for compactly supported and/or regular functions. Here uniqueness refers to the uniqueness of the finite dimensional distributions. In particular, it entails that two càdlàg solutions to the martingale problem are indistinguishable.

**Proposition 16.** Take the assumptions of the previous proposition. Let $D$ be the space of compactly supported functions $f : E \to \mathbb{R}$ such that $f|_{(0, +\infty)}$ is $s$-absolutely continuous and such that $\partial f / \partial s$ is bounded, with the extension $\frac{\partial f}{\partial s}(\emptyset) = 0$. Then the $(\mathcal{U}, D)$ martingale problem is well posed, and its unique solution is the Markov process $X$.

**Proof.** Note that $X$ is a solution to the $(\mathcal{U}, D)$ martingale problem, so that the problem admits at least one solution.

Assume now that $Y$ is a solution to the $(\mathcal{U}, D)$ martingale problem. Then, for all $h \in D$ and all $x \in E$,

$$h(Y_t) - h(Y_0) - \int_0^t \left[ \frac{\partial h}{\partial s}(Y_u) + \int_{(0,Y_u)} h(y)Q(Y_u, dy) - h(Y_u)Q(Y_u, E) \right] du$$

is a martingale. Let $f \in \mathcal{D}(\mathcal{U})$ such that $f(1) = 0$. Note that $\partial f / \partial s$ is bounded. For all $n \geq 2$, let $h_n$ be the $s$-absolutely continuous compactly supported function defined by

$$h_n(x) = \begin{cases} f(\emptyset) & \text{if } x = \emptyset, \\ f_1 \frac{\partial f}{\partial s}(y) s(dy) & \text{if } x \in (1/n, n), \\ (f(n) - s(x) + s(n))_+ & \text{if } x \geq n \text{ and } f(n) \geq 0, \\ -(f(n) + s(x) - s(n))_- & \text{if } x \geq n \text{ and } f(n) \leq 0, \\ (f(1/n) + s(x) - s(1/n))_+ & \text{if } x \leq 1/n \text{ and } f(1/n) \geq 0, \\ -(f(1/n) + s(n) - s(1/n))_- & \text{if } x \leq 1/n \text{ and } f(1/n) \leq 0, \end{cases}$$

Then $h_n$ is bounded by $\|f\|_\infty$ and $h_n(x)$ converges toward $f(x)$ for all $x \in E$. Moreover, $\partial h_n / \partial s$ is bounded by $\|\partial f / \partial s\|_\infty \vee 1$ and $\partial h_n / \partial s(x)$ converges toward $\partial f / \partial s(x)$ for all $x \in E$, with the extension $\partial h_n / \partial s(\emptyset) = 0$. Finally, since $Q(x, \cdot)$ is a bounded measure and $h_n$ is uniformly bounded in $n$, $Q(\cdot, h_n) - h_n \cdot Q(\cdot, E)$ is bounded and, by dominated convergence, $Q(x, h_n) - h_n(x)Q(x, E)$ converges toward $Q(x, f) - f(x)Q(x, E)$ for all $x \in E$. We deduce that $(h_n, \mathcal{U} h_n)$ converges toward $(f, \mathcal{U} f)$ in the bounded point-wise sense, and hence that $f(Y_t) - f(x) - \int_0^t \mathcal{U} f(Y_u) du$ is a martingale. If $f(1) \neq 0$, then one derives the same result by considering the function $f - f(1)$.

Since this is true for all $f \in \mathcal{D}(\mathcal{U})$, we deduce that $Y$ satisfies the $(\mathcal{U}, \mathcal{D}(\mathcal{U}))$ martingale problem (see for instance Proposition 4.3.1 in [23]). But $(\mathcal{U}, \mathcal{D}(\mathcal{U}))$ is the infinitesimal generator of the
strongly continuous semigroup $T$, and hence its martingale problem is well-posed (this is a consequence of Hille-Yosida Theorem 1.2.6 and Theorem 4.4.1 in [23]). As a consequence the finite dimensional laws of $X$ and $Y$ are the same, which concludes the proof of Proposition 16.

**Proposition 17.** Take the assumptions of the previous proposition. Let $D'$ be the space of functions $f \in D$, such that $\partial f / \partial s$ is continuous$^1$, with the extension $\partial f / \partial \delta = 0$. Then the $(\mathcal{Z}, D')$ martingale problem is well posed, and its unique solution is the Markov process $X$.

**Proof.** Similarly to the proof of the previous proposition, we know that the problem is well posed, and its unique solution is the Markov process $X$.

Assume that $Y$ is a solution to the $(\mathcal{Z}, D')$ martingale problem and let $S$ be its semigroup, so that, for all $h \in D'$,

$$S_t h(x) = h(x) + \int_0^t S_u \frac{\partial h}{\partial s}(x) \, du + \int_0^t S_u Q(\cdot, h)(x) \, du - h(x) \int_0^t S_u Q(\cdot, E)(x) \, du, \forall x \in E.$$  

Let $f \in D$ (where $D$ is defined in Proposition 16) and denote by $[a, b] \subset (0, +\infty)$, $a < b$, a compact interval containing the support of $f|_{(0, +\infty)}$. Fix $t > 0$ and let $g_n$ be a bounded sequence of continuous functions with support in $[a/2, 2b] \cup \{\partial\}$ such that $g_n \to \partial f / \partial s$ in $L^1(\mu_t + \lambda_1)$, where

$$\mu_t(A) := \int_0^t S_u 1_A \, du, \text{ for all measurable set } A \subset (0, +\infty) \cup \{\partial\}.$$  

Defining $h_n(x) = \int_a^x g_n(y) \, dy$, we observe that $(h_n)_{n \in \mathbb{N}}$ is a bounded sequence in $D'$ such that $h_n(x) \to f(x)$ when $n \to +\infty$, for all $x > 0$. In particular, using the fact that $A \mapsto \int_0^t S_u Q(\cdot, A)(x) \, du$ defines a bounded measure and by dominated convergence,

$$\int_0^t S_u Q(\cdot, h_n)(x) \, du \xrightarrow{n \to +\infty} \int_0^t S_u Q(\cdot, f)(x) \, du.$$  

Similarly, $S_t h_n(x) \to S_t f(x)$ when $n \to +\infty$, for all $x > 0$. Moreover, $\int_0^t S_u \frac{\partial h_n}{\partial s}(x) \, du = \int_0^t S_u g_n(x) \, du = \mu_t(g_n)$ converges to $\mu_t(\partial f / \partial s) = \int_0^t S_u \frac{\partial h}{\partial s}(x) \, du$ when $n \to +\infty$. Finally, we proved that $S$ satisfies

$$S_t f(x) = f(x) + \int_0^t S_u \frac{\partial f}{\partial s}(x) \, du + \int_0^t S_u Q(\cdot, f)(x) \, du - f(x) \int_0^t S_u Q(\cdot, E)(x) \, du, \forall f \in D.$$  

This implies that $Y$ satisfies the $(\mathcal{Z}, D)$ martingale problem, and hence, according to Proposition 16, that the finite dimensional laws of $Y$ and $X$ are the same. This concludes the proof of Proposition 17.

**References**

[1] Daniel Balagué, José A. Cañizo, and Pierre Gabriel. Fine asymptotics of profiles and relaxation to equilibrium for growth-fragmentation equations with variable drift rates. *Kinet. Relat. Models, 6*(2):219–243, 2013.

[2] Jacek Banasiak. On conservativity and shattering for an equation of phytoplankton dynamics. *Comptes rendus biologies, 327*(11):1025–1036, 2004.

$^1$The proof still holds true under stronger regularity conditions on $\partial f / \partial s$.
[3] Jacek Banasiak and Wilson Lamb. The discrete fragmentation equation: semigroups, compactness and asynchronous exponential growth. *Kinetic & Related Models*, 5(2):223, 2012.

[4] Jacek Banasiak, Wilson Lamb, and Philippe Laurençot. *Analytic Methods for Coagulation-Fragmentation Models, Volume I*. CRC Press, 2019.

[5] Jacek Banasiak, Katarzyna Pichór, and Ryszard Rudnicki. Asynchronous exponential growth of a general structured population model. *Acta Appl. Math.*, 119:149–166, 2012.

[6] Vincent Bansaye, Bertrand Cloez, Pierre Gabriel, and Aline Marguet. A non-conservative Harris' ergodic theorem. 2019. ArXiv 1903.03946v1.

[7] Étienne Bernard and Pierre Gabriel. Asynchronous exponential growth of the growth-fragmentation equation with bounded fragmentation rate. *Journal of Functional Analysis*, 272(8):3455–3485, 2017.

[8] Étienne Bernard and Pierre Gabriel. Asynchronous exponential growth of the growth-fragmentation equation with unbounded fragmentation rate. *Journal of Evolution Equations*, 20(2):375–401, 2020.

[9] Jean Bertoin and Alexander R. Watson. Probabilistic aspects of critical growth-fragmentation equations. *Adv. in Appl. Probab.*, 48(A):37–61, Jul 2016.

[10] Jean Bertoin and Alexander R. Watson. A probabilistic approach to spectral analysis of growth-fragmentation equations. *J. Funct. Anal.*, 274:2163–2204, 2018.

[11] Jean Bertoin and Alexander R. Watson. The strong Malthusian behavior of growth-fragmentation processes. *Ann. H. Lebesgue*, 3:795–823, 2020.

[12] Florian Bouguet. A probabilistic look at conservative growth-fragmentation equations. In *Séminaire de Probabilités XLIX*, pages 57–74. Springer, 2018.

[13] José A. Cañizo, Pierre Gabriel, and Havva Yoldaş. Spectral gap for the growth-fragmentation equation via Harris's theorem. *SIAM J. Math. Anal.*, 53(5):5185–5214, 2021.

[14] Benedetta Cavalli. A probabilistic view on the long-time behaviour of growth-fragmentation semigroups with bounded fragmentation rates. 2019.

[15] Benedetta Cavalli. On a family of critical growth-fragmentation semigroups and refracted Lévy processes. *Acta Appl. Math.*, 166:161–186, 2020.

[16] Djalil Chafaï, Florent Malrieu, and Katy Paroux. On the long time behavior of the TCP window size process. *Stochastic Process. Appl.*, 120(8):1518–1534, 2010.

[17] Nicolas Champagnat and Denis Villemonais. General criteria for the study of quasi-stationarity. Arxiv e-prints, 2018.

[18] Nicolas Champagnat and Denis Villemonais. Practical criteria for r-positive recurrence of unbounded semigroups. *Electron. Commun. Probab.*, 25:11 pp., 2020.

[19] M. H. A. Davis. *Markov models and optimization*, volume 49 of *Monographs on Statistics and Applied Probability*. Chapman & Hall, London, 1993.
[20] Tomasz Debiec, Marie Doumic, Piotr Gwiazda, and Emil Wiedemann. Relative entropy method for measure solutions of the growth-fragmentation equation. *SIAM Journal on Mathematical Analysis*, 50(6):5811–5824, 2018.

[21] Odo Diekmann, Henk JAM Heijmans, and Horst R Thieme. On the stability of the cell size distribution. *Journal of Mathematical Biology*, 19(2):227–248, 1984.

[22] Marie Doumic Jauffret and Pierre Gabriel. Eigenelements of a general aggregation-fragmentation model. *Math. Models Methods Appl. Sci.*, 20(5):757–783, 2010.

[23] Stewart N. Ethier and Thomas G. Kurtz. *Markov processes*. Wiley Series in Probability and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York, 1986. Characterization and convergence.

[24] Pierre Gabriel and Francesco Salvarani. Exponential relaxation to self-similarity for the super-quadratic fragmentation equation. *Applied Mathematics Letters*, 27:74–78, 2014.

[25] Hendricus Johannes Adrianus Maria Heijmans. An eigenvalue problem related to cell growth. *Journal of mathematical analysis and applications*, 111(1):253–280, 1985.

[26] Philippe Laurençot and Benoit Perthame. Exponential decay for the growth-fragmentation/cell-division equations. *Communications in Mathematical Sciences*, 7(2):503–510, 2009.

[27] Pascal Maillard and Elliot Paquette. Interval fragmentations with choice: equidistribution and the evolution of tagged fragments. *arXiv preprint arXiv:2006.16932*, 2020.

[28] Aline Marguet. Uniform sampling in a structured branching population. *Bernoulli*, 25(4A):2649–2695, 2019.

[29] Stéphane Mischler and Justine Scher. Spectral analysis of semigroups and growth-fragmentation equations. In *Annales de l’Institut Henri Poincaré C, Analyse non linéaire*, volume 33, pages 849–898. Elsevier, 2016.

[30] Yusuke Miura. Ultracontractivity for Markov semigroups and quasi-stationary distributions. *Stoch. Anal. Appl.*, 32(4):591–601, 2014.

[31] Mustapha Mokhtar-Kharroubi. On spectral gaps of growth-fragmentation semigroups with mass loss or death. Preprint, https://hal.archives-ouvertes.fr/hal-02962550, October 2020.

[32] William Oçafraim. Polynomial rate of convergence to the Yaglom limit for Brownian motion with drift. *Electronic Communications in Probability*, 25:1–12, 2020.

[33] Benoît Perthame. *Transport equations in biology*. Frontiers in Mathematics. Birkhäuser Verlag, Basel, 2007.

[34] Katarzyna Pichór and Ryszard Rudnicki. Continuous markov semigroups and stability of transport equations. *Journal of mathematical analysis and applications*, 249(2):668–685, 2000.
[35] Philip E. Protter. *Stochastic integration and differential equations*, volume 21 of *Stochastic Modelling and Applied Probability*. Springer-Verlag, Berlin, 2005. Second edition. Version 2.1, Corrected third printing.

[36] Jan Prüss, Laurent Pujo-Menjouet, Glenn F Webb, and Rico Zacher. Analysis of a model for the dynamics of prions. *Discrete & Continuous Dynamical Systems-B*, 6(1):225, 2006.

[37] L. C. G. Rogers and David Williams. *Diffusions, Markov processes, and martingales. Vol. 1*. Wiley Series in Probability and Mathematical Statistics: Probability and Mathematical Statistics. John Wiley & Sons, Ltd., Chichester, second edition, 1994.

[38] Ryszard Rudnicki and Katarzyna Pichór. Markov semigroups and stability of the cell maturity distribution. *Journal of Biological Systems*, 8(01):69–94, 2000.

[39] Ryszard Rudnicki and Marta Tyran-Kamińska. *Piecewise deterministic processes in biological models*, volume 1. Springer, 2017.