Quantum revivals and magnetization tunneling in effective spin systems
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Abstract
Quantum mechanical objects or nano-objects have been proposed as bits for information storage. While time-averaged properties of magnetic, quantum-mechanical particles have been extensively studied experimentally and theoretically, experimental investigations of the real time evolution of magnetization in the quantum regime were not possible until recent developments in pump–probe techniques. Here we investigate the quantum dynamics of effective spin systems by means of analytical and numerical treatments. Particular attention is paid to the quantum revival time and its relation to the magnetization tunneling. The quantum revival time has been initially defined as the recurrence time of a total wave-function. Here we show that the quantum revivals of wave-functions and expectation values in spin systems may be quite different which gives rise to a more sophisticated definition of the quantum revival within the realm of experimental research. Particularly, the revival times for integer spins coincide which is not the case for half-integer spins. Furthermore, the quantum revival is found to be shortest for integer ratios between the on-site anisotropy and an external magnetic field paving the way to novel methods of anisotropy measurements. We show that the quantum tunneling of magnetization at avoided level crossing is coherent to the quantum revival time of expectation values, leading to a connection between these two fundamental properties of quantum mechanical spins.

1. Introduction
The wave-function associated with a particle never disappears completely. Therefore it is not surprising that under certain conditions, for instance application of a periodic force, the wave-function of such a particle returns to its initial state. The wave-function of a quantum particle can decay over time, but its initial state is not lost and can reappear in certain time windows. This phenomenon of the wave-function reincarnation is known as the quantum revival [1–4]. The analysis of the quantum revival reveals two types of systems. First, systems of excited localized wave packets in which the recovering of the complete wave-function destroyed by the decay processes has been studied in the context of two-level quantum systems [5–7], quantum wells [8–12] and Bose–Einstein condensates [13, 14]. The second type discusses systems with discrete energy eigenvalues in which, due to the quantum recurrence theorem, the system return arbitrarily close to the initial state [15–19].

Meanwhile, the quantum dynamical phenomena become increasingly important also in solid state physics. Particularly, quantum mechanical tunneling or the non-classical field dependence of magnetization has been reported for nano-magnets [20], molecules [21, 22] and single atoms [23]. Therefore, instead of studies of time-averaged properties like, e.g., magnetization curves [23, 24], nowadays the emphasis is put on the time dependent behavior of magnetization [25–29]. This trend is promoted further by the development of novel pump–probe techniques [30] allowing for the sub-femto-second time resolution of magnetization dynamics, which might shed light on the revival phenomena in nano-magnetic systems. Hence, theoretical predictions are urgently required. Until now, however, the systematic theoretical description of quantum revival in magnetic...
systems is lacking, while existing investigations come to controversial conclusions. Particularly, an increase as well as decrease of the quantum revival time (QRT) with increasing spin \( s \) has been reported [25, 26].

Here, we studied the second type of the quantum revival analysis where an exact expression for the time evolution of an effective quantum magnetic moment has been derived analytically using the Schrödinger formalism. In contrast to previous investigations, which do not differentiate between the revival of the total wave function (state) and that of the expectation values of the wave-function, we distinguish the QRT of the total wave-function (QRT) and the revival time of expectation values (EVRT) and show that they are not identical. We concentrate on EVRT as only this quantity can be measured experimentally. The analysis of the expression, which we obtain for EVRT, shows that the time-dependent behavior of spin operators can be represented via the Fourier series of characteristic frequencies \( \omega_i \). These frequencies, in turn, define the non-harmonic precession of expectation values of spin components. Surprisingly, it does not depend on the angular momentum as previously predicted, but rather is defined via the ratio of the anisotropy constant \( K \) and the external magnetic field \( B \).

The shortest EVRT can be found for \( B_z = N \cdot K \) with any integer \( N \). For any other \( B_z/K \) ratio the EVRT is larger or even infinite for an irrational ratio. Furthermore, our analysis reveals that the quantum tunneling of magnetization occurs at \( B_z = N \cdot K \), where \( N \leq 2s \), in the regime of small transversal fields. Hence, the QRT and the magnetization tunneling are closely related to one another.

2. Time evolution of expectation values

The quantum recurrence theorem [15] defines the QRT as the shortest time interval \( \Delta t \) after which the full wave-function \( \ket{\Psi(t)} \) of a system periodically repeats \( \ket{\Psi(t + \alpha \Delta t)} = \alpha \in \mathbb{N} \). In experiment, however, only measurements of expectation values of the magnetization components \( \langle S_j \rangle_t \ (j = x, y, z) \) are possible. Consequently, the periodicity of \( \ket{\Psi(t)} \) recurrence is inaccessible, while that of the expectation values can be measured. The periodicity of expectation values may be different from the standard QRT as has been shown for a particle in a quantum well [12]. However, systematic comparison of these two quantities in quantum magnetic systems is still lacking. For the sake of a systematic analysis of the dynamics of expectation values the time-dependent equation of motion

\[
i\hbar \frac{\partial}{\partial t} \Psi(t) = \hat{H} \Psi(t)
\]

has been solved analytically. The Hamiltonian operator in (1) includes the standard spin operators \( \hat{S}_j \), uniaxial on-site anisotropy \( K \) and a magnetic field \( \vec{B} = (0, 0, B_z) \). This Hamiltonian models an effective quantum spin representing a nanoparticle, a molecule or an atomic cluster [20, 24, 31]

\[
\hat{H} = -\hat{S}_z B_z - K \hat{S}_z^2,
\]

where

\[
\vec{B}_z = \mu_0 B_z.
\]

The equations (1) and (2) define a system of uncoupled linear ordinary differential equations of first order

\[
i\hbar \frac{\partial}{\partial t} \Psi(t) = \begin{pmatrix} -sB_z - s^2 K & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & -sB_z - s^2 K \end{pmatrix} \begin{pmatrix} \varphi_{+,s}(t) \\ \vdots \\ \varphi_{-,s}(t) \end{pmatrix}
\]

with the following solutions for the eigenstates

\[
\ket{\Psi(t)} = \begin{pmatrix} \varphi_{+,s}(t_0) e^{-i(\vec{B}_z \cdot \vec{r} - s^2 K)t/\hbar} \\ \vdots \\ \varphi_{-,s}(t_0) e^{-i(\vec{B}_z \cdot \vec{r} - s^2 K)t/\hbar} \end{pmatrix},
\]

where \( s \) is the spin quantum number and the initial conditions are

\[
\varphi_{+,s}(t_0), \ldots, \varphi_{-,s}(t_0) \in \mathbb{C}.
\]

The normalization condition is given by the expression

\[
\sum_{i=0}^{2s} |\varphi_{+,i}(t)|^2 = |\varphi_{+,s}(t)|^2 + \cdots + |\varphi_{-,s}(t)|^2 = 1.
\]

With the knowledge of eigenstates, the time-dependent expectation values of spin operators can be obtained as

\[
\langle \hat{S}_j \rangle_t = \langle \Psi(t) | \hat{S}_j | \Psi(t) \rangle \quad i = x, y, z.
\]
An example of a real part of the expectation value for the spin operator $\hat{S}_z$ with $s = 1/2$ is given by (9)
\[
\langle S_{z,real} \rangle = \frac{2\hbar}{\sqrt{2}} \left[ (\varphi_{i+1}(t_0) \varphi_{i}(t_0)) \cdot \cos\left(\frac{(-\vec{B}_z - K) t}{\hbar}\right) + (\varphi_{i+1}(t_0) \varphi_{i}(t_0)) \cdot \cos\left(\frac{(\vec{B}_z - K) t}{\hbar}\right) \right].
\] (9)

The complete expression for the expectation values of $s = 1/2$ can be found in appendix A. A remarkable peculiarity of the expression (9) is the superposition of two characteristic frequencies $\omega_1 = (\vec{B}_z - K)/\hbar$ and $\omega_2 = (\vec{B}_z - K)/\hbar$, which appear due to the quadratic nature of the uniaxial anisotropy term in the Hamilton operator of (2). The presence of two harmonics in (9) defines a non-harmonic oscillation [34], which is characterized by time-dependent amplitudes.

The generalization of expressions (B.1) and (9) for any spin value is derived in appendix B. It reveals that for a Hamilton operator including anisotropy terms with an even exponent, for example, $K \cdot \hat{S}_n^{2n}$ ($\alpha = x, y, z$ and $n \in \mathbb{N} \setminus \{0\}$), the expectation values $\langle S_j \rangle_{\alpha}$ ($j = x, y, z$) can be represented in the form of Fourier series, while $\langle S_j \rangle_{\alpha}$ is a constant. A solution of $\langle S_j \rangle_{\alpha}$ for a non-harmonic oscillation is given by (10), while the solution for $\langle S_j \rangle_{\alpha}$ can be found in appendix B:
\[
\langle S_j \rangle_{\alpha} = \sum_{i=1}^{2s} (\alpha_i \cdot \cos(\omega_i t) + \beta_i \cdot \sin(\omega_i t)),
\] (10)

where
\[
\alpha_i = 2(S_2)_{i,i+1}(\varphi_{i+1}(t_0)_{\text{real}} \cdot \varphi_{i}(t_0)_{\text{imag}} + \varphi_{i+1}(t_0)_{\text{imag}} \cdot \varphi_{i}(t_0)_{\text{real}}),
\]
\[
\beta_i = 2(S_2)_{i,i+1}(\varphi_{i+1}(t_0)_{\text{real}} \cdot \varphi_{i}(t_0)_{\text{imag}} + \varphi_{i+1}(t_0)_{\text{imag}} \cdot \varphi_{i}(t_0)_{\text{real}}),
\]

and
\[
(S_0)_{i,i+1} = \frac{\hbar}{2} \sqrt{(s+1)(2i+1)},
\]
\[
\omega_i = \frac{(\vec{B}_z - (2i - 1))K}{\hbar}.
\] (12) (13)

Hence, the time evolution of the magnetization components of an arbitrary quantum spin subject to quadratic terms in the Hamilton operator can be represented by a superposition of $2s$ characteristic frequencies $\omega_i$. Clearly, these frequencies define a general non-harmonic oscillation. An exception is given by a spin $\hbar/2$ particle as in this case only one frequency $\vec{B}_z/\hbar$ survives. The spectrum of a general non-harmonic oscillation is discrete and is characterized by its fundamental frequency $\omega_1$. The fundamental frequency $\omega_1$ corresponds to the greatest common divisor (gcd) of all harmonics $\gcd(\omega_1, \ldots, \omega_i)$. In our case all these frequencies depend on the magnitudes of $K$ and $\vec{B}_z$. In the simplest case of spin $1/2$ there are only two of them, namely $\omega_1 = (\vec{B}_z - K)/\hbar$ and $\omega_2 = (\vec{B}_z - K)/\hbar$. Quite generally, the shortest period of any oscillation corresponds to a reciprocal of the fundamental frequency defined above and is known as the repetitive time $T_{\text{rep}} = \frac{2\pi}{\omega_1}$.
\[
T_{\text{rep}} = \frac{2\pi}{\gcd(\omega_1, \ldots, \omega_i)}, \quad \omega_i \in \mathbb{Z}.
\] (14)

In figures 1(a) and (c) a portion of the time dependent evolution of $\langle S_x \rangle$ and the total wave-function with integer $\vec{B}_z/K$ value are shown, while in figures 1(b) and (d) the signal for the case of an irrational $\vec{B}_z/K$ ratio is presented. While both cases represent the non-harmonic oscillation their behavior shows significant differences. Most importantly, $\langle S_x \rangle$ for $\vec{B}_z/K = 10$ of figure 1(a) shows much smaller periodicity $T_{\text{rep}}$ than that of irrational $\vec{B}_z/K$ (figure 1(b)). In figures 1(c) and (d) which represent the time evolution of the sum $\sum \psi(t)$ of the wave-function $|\psi(t)\rangle = (\psi_1(t), \ldots, \psi_{2s}(t))^T$ the same values of $\vec{B}_z$ and $K$ have been used. Nevertheless, much longer repetition periods of expectation values have been observed. For irrational $\vec{B}_z/K$ ratio the periodicity of the total wave-function is infinite. In the next step, the relation between the repetitive time, the QRT and the EVRT for a given Hamilton operator will be revealed.

3. Non-harmonic revival of expectation values

As the repetitive time gives the shortest period of oscillation it corresponds to the revival time. Figure 1 demonstrates that the $T_{\text{rep}}$ for the time evolution of wave-functions (figures 1(c) and (d)) and that of expectation values (figures 1(a) and (b)) may be quite different even for the same Hamiltonian. Additionally, the frequencies $\omega_i$ which determine the $T_{\text{rep}}$ depend on the ratio of the external magnetic field and the anisotropy. In the next step the reasons for differences between QRT and EVRT as well as the role of the $\vec{B}_z/K$ ratio for $T_{\text{rep}}$ will be analyzed.

While expectation values are always real, the wave-functions and coefficients $\alpha_i$ in (10) may be complex. For the sake of comparison between EVRT and QRT analytically we first explore the real solution for $T_{\text{rep}}$ only.
However, the generalization to complex variables is straightforward and does not change our conclusions. For that purpose we use the Bézout’s identity stating:

$$\gcd(\omega_1, \ldots, \omega_m) = \sum_{i=1}^{m} a_i \cdot \omega_i,$$

where $a_i, \omega_i \in \mathbb{Z}$. With (15) $T_{\text{rep}}$ becomes

$$T_{\text{rep}} = \frac{2\pi}{\gcd(\omega_1, \ldots, \omega_m)} = \frac{2\pi}{a_1 \omega_1 + \cdots + a_m \omega_m}.$$

The numerator and denominator of this expression can be expanded as

$$T_{\text{rep}} = \frac{2\pi \cdot 10^n}{a_1 \omega_1 10^n + \cdots + a_m \omega_m 10^n} = \frac{2\pi \cdot 10^n}{\gcd(\omega_1 \cdot 10^n, \ldots, \omega_m \cdot 10^n)},$$

where $\omega_i \in \mathbb{R}$, $n \in \mathbb{N}$ and $\omega_i \cdot 10^n \in \mathbb{Z}$. The expansion of (17) leaves the period $T_{\text{rep}}$ unchanged and Bézout’s identity unaffected. It means that the initial greatest common divider can be replaced by an equivalent expression using simple multiplication of the characteristic frequencies and the numerator by $10^n$. For any irrational number $B_z/K \in \mathbb{R} \setminus \mathbb{Q}$ the sequence in the denominator of (17) and, hence, $T_{\text{rep}}$ is infinite. This fact explains why we were not able to find the quantum revival in figures 1(b) and (d). For any integer or rational $B_z/K \in \mathbb{Q}$, the $T_{\text{rep}}$ is finite. Hence, the interesting question arises how the revival time of expectation values is connected to the $B_z/K$ ratio in this case. This question is addressed in detail in appendix C.

Figure 1. Example of the time-evolution for an effective quantum spin $3/2$: (a) the time evolution of the expectation value $\langle S_x \rangle$ for $B_z = 0.5$ (a.u) and $K = 0.05$ (a.u) ($B_z/K = 10$). The lowest possible periodicity of the expectation value corresponds to $T_{\text{rep}} \approx 62$ (a.u); (b) the same $\langle S_x \rangle$ for $B_z = 0.18 \cdot \pi$ (a.u) and $K = 0.05$ (a.u) with $B_z/K \in \mathbb{R} \setminus \mathbb{Q}$ leads to $T_{\text{rep}} \to \infty$; (c) time evolution of the total wave-function $|\Psi(t)\rangle$. The $\Sigma \Psi(t)$ represents the real part of the total wave-function components. For the same magnitude of $B_z$ and $K$ as in (a), much larger values of $T_{\text{rep}} \approx 500$ (a.u) compared to (a) have been obtained; (d) $\Sigma \Psi(t)$ real for parameters used in (b) with $T_{\text{rep}} \to \infty$. 
The fundamental frequency $\omega_f = \gcd(\omega_1 \cdot 10^s, \ldots, \omega_m \cdot 10^s)$ of EVRT is always equal or lower than the lowest $\omega_i$ in (10), which can be expressed by an infimum (inf):

$$\omega_f \leq \inf(\omega_1 \cdot 10^s, \ldots, \omega_m \cdot 10^s).$$

For a given spin value $s$ the allowed frequencies of individual harmonics $\omega_i$ given in (13) depend on the magnitude of $B_z$ and $K$ only. Defining $B_z/K = N$ for a given $s$ and replacing $B_z$ by $N \cdot K$ in (13) we end up with the following expression:

$$\omega_i = \left\{ \begin{array}{ll} \frac{[-N - (2s - (2i - 1))] \cdot K}{\hbar} & \text{for integer } s \\ \frac{[-N - (2s + 2i - 1))] \cdot K}{\hbar} & \text{for half-integer } s \end{array} \right.$$ (19)

which leads to:

$$\omega_i = \left\{ \begin{array}{ll} (-N - 1)K, (-N - 3)K, \ldots, (-N - (2n + 1))K & \text{for integer } s \\ (-N)K, (-N - 2)K, (-N - 4)K, \ldots, (-N - 2n)K & \text{for half-integer } s \end{array} \right.$$ (20)

with $n$-number of harmonics. Hence, the spin value $s$ is not at all present in the analytical expression (20). As $s$ is an integer and $s$ is an integer or half-integer in (19) the fundamental frequency corresponds to the very specific choices of $B_z/K = N$. All possible values of the fundamental frequency $\omega_f$ for integer, rational or irrational $N$ and different spin numbers are derived in appendix C. The most important results are summarized in the following.

Most importantly, the $T_{\text{rep}}$ corresponding to the fundamental frequency $\omega_f$ is different for different combinations of spin statistics (integer or half-integer) and $N$ ratios. The lowest possible $T_{\text{rep}}$ and, hence, the lowest EVRT among all possible combinations of $N$ and the spin statistics appears for any

$$\frac{B_z}{K} = N \in \mathbb{Z},$$

 Particularly

$$T_{\text{rep}} = \left\{ \begin{array}{ll} \frac{2\pi h}{K}, (\text{integer } s \text{ and even } N \text{ or } N = 0) & \text{or (half-integer } s \text{ and odd } N), \\ \frac{\pi h}{K}, (\text{integer } s \text{ and odd } N) & \text{or (half-integer } s \text{ and even } N \text{ or } N = 0). \end{array} \right.$$ (22)

Thus, there are only two possible values of the revival time for the expectation values $T_{\text{rep}}^{\text{EVRT}} = \frac{2\pi b}{K} \vee \frac{\pi b}{K}$ for any $N \in \mathbb{Z}$. These EVRT do not depend on the spin values as predicted before [25, 26], but only on the spin statistics. Because of our analytical findings it becomes clear why it happens. As the spin dynamics is described by the superposition of harmonic frequencies there is only one fundamental frequency for the given set of parameters.

If $N$ is rational $B_z/K = N \in \mathbb{Q} \setminus \mathbb{Z}$, for example $N = 3/5$, the revival times are still finite but always somewhat larger than those in case of $N \in \mathbb{Z}$

$$T_{\text{rep}} = \left\{ \begin{array}{ll} \frac{\pi b}{K}, b > 2, \\ \frac{2\pi b}{K}, b > 1. \end{array} \right.$$ (23)

where $b$ is the denominator from the definition of $N = a/b \in \mathbb{Q}$ in appendix C. In summary

$$T_{\text{rep}}^{\text{EVRT}}_{\mathbb{N} \in \mathbb{R} \setminus \mathbb{Q}} \gg T_{\text{rep}}^{\text{EVRT}}_{\mathbb{N} \in \mathbb{Q} \setminus \mathbb{Z}} \gg T_{\text{rep}}^{\text{EVRT}}_{\mathbb{N} \in \mathbb{Z}},$$

where $\mathbb{R} \setminus \mathbb{Q}$ are irrational numbers. The derivation of (C.21) and (24) can be found in appendix C. An external field can easily be tuned experimentally. Therefore one can use the time dependent measurement of EVRT to determine the anisotropy of the system. It can be done by experimental measurements of the revival times. Knowing the value of the field at the shortest revival the anisotropy value can be derived using (C.6).

Up to this point only the EVRT has been considered. The QRT have been addressed in detail in appendix D using the procedure similar to that of appendix C. We find that EVRT and QRT are identical for all effective quantum spins with integer spin number, while they are different for half-integer $s$. Particularly

$$T_{\text{rep}}^{\text{EVRT}} = T_{\text{rep}}^{\text{QRT}}, \text{ for integer } s,$$

$$T_{\text{rep}}^{\text{EVRT}} = \frac{1}{\alpha} \cdot T_{\text{rep}}^{\text{QRT}}, \alpha \in \{1, 2, 4, 8\}, \text{ for half-integer } s.$$

(25)

In contrast to EVRT for half-integer spins, $T_{\text{rep}}^{\text{QRT}}$ is shortest for $B_z/K = (2\beta - 1)/2 \in \mathbb{Q} \setminus \mathbb{Z}$ with $\beta \in \mathbb{Z}$. This means, that while the expectation values of magnetization repeat fastest for any $B_z/K \in \mathbb{Z}$ it is not the case for the wave-functions as $(2\beta - 1)/2 \notin \mathbb{Z}$. 

---
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In summary, the standard QRT and the EVRT of an effective spin are identical for even spin numbers but very different for half-integer spins. The EVRT depends on the ratio $N$ only but is independent of the magnitude of the spin quantum number. The shortest revivals can be observed for $N \in \mathbb{Z}$.

4. Quasi-quantum revival and magnetization tunneling

Previous considerations of quantum spin dynamics in the literature have been performed for uncoupled and unperturbed systems [25, 26]. In the following we want to analyze the behavior of the EVRT under the influence of a small time-independent perturbation. Such an investigation is important, because small perturbations like a transversal field or anisotropy break the rotational symmetry about the $z$-axis and make the $\hat{S}_z$ spin operator and the energy non-commuting. This symmetry breaking promotes the spontaneous transition of magnetization from one energy well (expectation value of magnetization) to another one under the energy barrier, known as the resonant quantum tunneling of magnetization (MQT). The MQT have been measured in many solid state and molecular magnetic systems and is of large technological importance [22, 23, 27, 29, 31], because it is directly connected to the life-times of the information bits. In zero external magnetic field $B_0 = 0$, the quantum mechanical levels $m = \pm \frac{1}{2}$ have the lowest energy. When a non-zero $\vec{B} = (0, 0, B_z)$ is applied, the levels with $m > 0$ decrease in energy, while those with $m < 0$ increase. At certain $B$ values the crossing of positive and negative levels occurs. When a transversal field is added the avoided level crossing appears [22, 31, 35]. This avoided level crossing promotes the MQT. However, the probability of the MQT depends strongly on the velocity at which the field $B(t)$ is swept [35, 36]. Hence, it is reasonable to anticipate that some connection between the EVRT and the probability of MQT exists. In the following this connection will be explored.

The interplay between EVRT and QRT has been studied by the numerical solution of (1). We used Simpson’s rule, which is similar to the Runge–Kutta procedure of third order for the numerical approximation of the solution of (1). The Hamiltonian (2) has been modified to

$$\hat{H} = -\hat{S}_z B_z - K \hat{S}_z^2 - \hat{S}_x \lambda \hat{B}_x$$

with $\lambda \hat{B}_x \ll B_z$. Figure C1 gives time evolution of $\langle S_z \rangle$, $\langle S_x \rangle$ and $\langle S_y \rangle$ values of $s = 1/\hbar$ for $B_z/K = 1$. In contrast to figure 1, where $\langle S_z \rangle$ was always constant, the vertical component of magnetization in the present case oscillates between $\langle S_z \rangle = -1$ and $\langle S_z \rangle = 0$ values, while the $y$-component of magnetization switches (tunnels) between $\langle S_y \rangle \approx -0.7$ and $\langle S_y \rangle \approx 0.7$. This behavior is typical for the MQT. The time, which is needed to switch the magnetization $\langle S_z \rangle$ from the $| -1 \rangle$ to the $| 0 \rangle$ state is denoted in the following as magnetization tunneling time $T_{\text{MQT}}$.

The numerical analysis of the results obtained for several $N$-ratios has shown that for $B_z \ll B_0$ the $T_{\text{EVRT}}$ is of the order of $2 \cdot T_{\text{MQT}}$. This definition is not mathematically exact, because, strictly speaking, the EVRT cannot
be described analytically for perturbed arbitrary quantum spin systems. However, the numerical data indicates that the MQT oscillation (see \( \langle S_z \rangle \); in figure C1), with small \( \vec{B}_z \), is similar to an harmonic oscillation. This means we describe for small values of \( \vec{B}_z \) a non-harmonic oscillation as a harmonic oscillation, because the differences \( \Delta \langle S_z \rangle = \langle S_z \rangle_{\text{minima}} - \langle S_z \rangle_{\text{minima}} \) between two successive minima of \( \langle S_z \rangle \) decrease for decreasing \( \vec{B}_z \) and the non-harmonic behavior is not immediately obvious
\[
\lim_{\vec{B}_z \to 0} \Delta \langle S_z \rangle = \lim_{\vec{B}_z \to 0} (\langle S_z \rangle_{\text{minima}} - \langle S_z \rangle_{\text{minima}}) = 0. \tag{27}
\]
The consequence of (27) for the experiment is that for small transversal \( \vec{B}_z \)-fields the non-harmonics dynamics is beyond the experimental resolution, but it could be useful to define a quasi-expectation value revival time (q-EVRT), which treats the MQT oscillation as an harmonic oscillation and defines the revival time \( T_{\text{rep}}^{\text{q-EVRT}} \) as the time between two successive minima of \( \langle S_z \rangle \), (see figure C1). To estimate the quasi-EVRT in the tunneling regime with reasonable accuracy the standard ansatz of the time dependent perturbation theory can be used. Defining
\[
|\Psi(t)\rangle = \sum_{n=0}^{2l} \sigma(t)_{n-n} e^{-iE_n t / \hbar} |\psi_{-n}\rangle, \tag{28}
\]
where \( \sigma(t) \) are the time dependent coefficients and \( E \) are the energy eigenvalues, and substituting (28) and (26) in (1) we utilize the standard perturbation theory power series ansatz:
\[
\sigma(t)_{n-n} = \sigma(t)_{n-n}^{(0)} + \lambda \sigma(t)_{n-n}^{(1)} + \cdots + \sum_{i=0}^{\infty} \lambda^i \sigma(t)_{n-n}^{(i)}, \tag{29}
\]
Using coefficient comparison in first order perturbation theory, we obtain
\[
\sigma_{n-n}^{(1)} = \frac{\sigma_{n-n-1}(t_0) \vec{B}_z \langle S_z \rangle_{h,2}}{E_{n-1} - E_n} \cdot (-e^{i(E_{n-1} - E_n) t / \hbar} + 1),
\]
\[
\vdots
\]
\[
\sigma_{n-n}^{(1)} = \vec{B}_z \left( \frac{\sigma_{n-(n-1)}(t_0) \langle S_z \rangle_{h,b}}{E_{n-(n-1)} - E_{n-n}} \cdot (-e^{i(E_{n-(n-1)} - E_n) t / \hbar} + 1)
+ \frac{\sigma_{-(n+1)}(t_0) \langle S_z \rangle_{h,c}}{E_{-(n+1)} - E_{n-n}} \cdot (-e^{i(E_{-(n+1)} - E_n) t / \hbar} + 1) \right), \tag{30}
\]
where \( \langle S_z \rangle_{h,2} \) is an element of the \( \hat{S}_z \) matrix from (12). The square of the absolute value of \( \sigma_{n-n}^{(1)} \) leads to the well known Fermi’s golden rule which reads:
\[
|\sigma(t)_{n-n}^{(1)}|^2 = |\sigma_{n-n-1}(t_0) \vec{B}_z \langle S_z \rangle_{h,2}|^2 \cdot \left| \frac{\sin \left( \frac{E_{n-1} - E_n t}{2 \hbar} \right)}{(E_{n-1} - E_n)/2} \right|^2, \ |\sigma_{n-n-1}(t_0)| = 1. \tag{31}
\]
Equation (31) describes the probability of quantum transitions between neighboring states \( |\psi_{\sigma(\alpha)}\rangle \) and \( |\psi_{\sigma(\alpha+\lambda)}\rangle \), and has a maximum for \( E_n = E_{n-1} \), which is only valid for times \( t \)
\[
|\sigma(t)_{n-n}^{(1)}|^2 \leq 1 \Rightarrow t < \frac{\hbar}{|\vec{B}_z \langle S_z \rangle_{h,2}|}. \tag{32}
\]
Comparing \( t \) of (32) with \( T_{MQT} \) obtained in numerical simulations, leads to a proportionality constant of \( T_{MQT}/t \approx \pi/2 \) within the tunneling regime, which can be expressed as
\[
\lim_{\vec{B}_z \to 0} \frac{T_{MQT}}{t} = \frac{\pi}{2}. \tag{33}
\]
Furthermore, the analysis of the numerical data leads to
\[
T_{MQT} \approx \frac{T_{\text{rep}}^{\text{q-EVRT}}}{2} \approx \frac{\pi / h}{2 |\vec{B}_z \langle S_z \rangle_{h,2}|}, \tag{34}
\]
which occurs for a \( \vec{B}_z / K = N \in \mathbb{Z} \) ratio with \( N \ll 2s \). Hence, the magnetization tunneling time \( T_{MQT} \) at the avoided level crossing points is unambiguously related to the repetitive time \( T_{\text{rep}}^{\text{q-EVRT}} \) if non-eligible transversal perturbations are present. In the limit of vanishing perturbations \( T_{MQT} \to \infty \), that is, no tunneling occurs and (C.6) for \( T_{\text{rep}}^{\text{q-EVRT}} \) can be applied. The conditions for magnetization tunneling \( \vec{B}_z / K = 2s \) for the Hamiltonian of (26) is a subset of the condition \( \vec{B}_z / K \in \mathbb{Z} \) defined in (21).
5. Conclusion

Analytical and numerical studies of the quantum dynamics of effective quantum spins have revealed that the quantum revival of expectation values and the total wave-function is identical for integer spin values, but very different for half-integer spins. This finding permitted to resolve the contradicting conclusions in the literature on the dependence of the revival time on the spin value. It has been concluded that the QRT does not depend on the spin number but only on the spin statistics (integer or half-integer). According to the derived analytical expressions the EVRT is shortest for integer field-anisotropy ratios. As the field can easily be tuned experimentally, and time-dependent measurements have become available in the last years, we hope that this finding will permit a highly precise measurement of magnetic anisotropies. For that purpose one should measure the EVRT as a function of external magnetic field and define the shortest one among all measured values.

An applied transverse field promotes the MQT. Our analysis shows that the EVRT is strongly correlated with the MQT. By increasing the revival time using specific combinations of material parameters and fields one can increase the life-times of the quantum states, which may be used as bits of information in future technologies.
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Appendix A. Expectation values of spin $\hbar$

The complete solution of the expectation values $\langle S_x \rangle$, $\langle S_y \rangle$ and $\langle S_z \rangle$ for an effective quantum spin $s = 1/\hbar$ defined by the Hamilton operator $\hat{H} = -\hat{S}_z \hat{B}_z - KS_z^2$ are:

$$\langle S_x \rangle = \frac{2\hbar}{\sqrt{2}} \left[ (\varphi_{1}(t_0) \varphi_0(t_0) + \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \cos[(-B_z - \hbar K)t] 
+ (\varphi_{1}(t_0) \varphi_0(t_0) + \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \sin[(-B_z - \hbar K)t] 
+ (-\varphi_{1}(t_0) \varphi_0(t_0) + \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \sin[(B_z - \hbar K)t] 
+ (\varphi_{1}(t_0) \varphi_0(t_0) - \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \sin[(-B_z - \hbar K)t] \right],$$

$$\langle S_y \rangle = \frac{2\hbar}{\sqrt{2}} \left[ (\varphi_{1}(t_0) \varphi_0(t_0) + \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \sin[(-B_z - \hbar K)t] 
+ (-\varphi_{1}(t_0) \varphi_0(t_0) + \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \sin[(B_z - \hbar K)t] 
+ (-\varphi_{1}(t_0) \varphi_0(t_0) - \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \cos[(-B_z - \hbar K)t] 
+ (\varphi_{1}(t_0) \varphi_0(t_0) - \varphi_{-1}(t_0) \varphi_0(t_0)) \cdot \cos[(B_z - \hbar K)t] \right],$$

$$\langle S_z \rangle = \frac{\hbar}{2} \left[ |\varphi_{1}(t_0)|^2 - |\varphi_{-1}(t_0)|^2 + |\varphi_{-1}(t_0)|^2 - |\varphi_{1}(t_0)|^2 \right].$$

These expressions have been obtained using $\langle \Psi(t) | \hat{S}_i | \Psi(t) \rangle$ ($i = x, y, z$) where

$$|\Psi(t)\rangle = \begin{cases} 
\varphi_{+1}(t_0) e^{-i(\hat{B}_z - K)t/\hbar}, \\
\varphi_0(t_0), \\
\varphi_{-1}(t_0) e^{-i(\hat{B}_z - K)t/\hbar}.
\end{cases}$$

Appendix B. Fourier series form

The expectation values $\langle S_x \rangle$, $\langle S_y \rangle$ and $\langle S_z \rangle$ for a general effective quantum spin $s$, defined by a Hamilton operator without off-diagonal elements, can be generalized as:
\[ \langle S_m \rangle = \langle \Psi(t) | S_m | \Psi(t) \rangle, \quad m \in \{x, y, z\}, \]  

(B.1)

where |\( \Psi(t) \rangle \rangle is:

\[
\begin{align*}
\varphi_{+j}(t) &= \varphi_{+j}(t_0) \cdot e^{-i(-\bar{B}_j - \bar{B}_j^* - i^1 K) t / \hbar} \\
\varphi_{-j}(t) &= \varphi_{-j}(t_0) \cdot e^{-i(\bar{B}_j - \bar{B}_j^* - i^1 K) t / \hbar}
\end{align*}
\]  

(B.2)

The generalized components of the time dependent spin eigenstate vector |\( \Psi(t) \rangle \rangle are:

\[ \varphi_{-j}(t) = \varphi_{-j}(t_0) \cdot e^{-i(-\bar{B}_j - \bar{B}_j^* - i^1 K) t / \hbar}, \]

\[ 0 \leq j \leq 2s. \]  

(B.4)

The generalized form of |\( \Psi(t) \rangle \rangle in (B.4) is a consequence of the fact that the Hamilton operator \( \hat{H} = -\hat{S}_x \hat{B}_x - K \hat{S}_z^2 \) does not contain off-diagonal elements. Hence, it represents a system of uncoupled linear ordinary differential equations of first order. Inserting (B.4) and (B.3) in (B.1) leads to:

\[
\langle S_m \rangle = \varphi_{-j}(t)(S_{m,j}) \varphi_{-j-1}(t)
\]

\[
+ \varphi_{-j-1}(t)(S_{m,j}) \varphi_{-j-2}(t) + (S_{m,j}) \varphi_{-j-3}(t))
\]

\[
+ \varphi_{-j-2}(t)(S_{m,j}) \varphi_{-j-3}(t) + (S_{m,j}) \varphi_{-j-4}(t))
\]

\[
+ \cdots
\]

\[
+ \varphi_{-j}(t)(S_{m,j-1}) \varphi_{-j+1}(t).
\]  

(B.5)

We remark that the eigenstates and components \( (S_{m,j+1}) \) of the spin matrices \( S_m \) in (B.5) have a systematic structure, which can be extracted in the following form:

\[
\langle S_m \rangle = \varphi_{-j}(t)(S_{m,j}) \varphi_{-j-1}(t) + \varphi_{-j-1}(t)(S_{m,j+1}) \varphi_{-j+1}(t)
\]

\[
+ \sum_{j=1}^{2s-1} (\varphi_{-j-1}(t)(S_{m,j+1}) \varphi_{-j-2}(t) + (S_{m,j+2}) \varphi_{-j-3}(t),
\]

\[ m \in \{x, y\}. \]  

(B.6)

Repeating and sorting of the (B.6) leads to:

\[
\langle S_x \rangle = \sum_{j=0}^{2s-1} ((S_{x,j+1})(\varphi_{-j-1}(t) \cdot \varphi_{-j}(t))
\]  

(B.7)

and

\[
\langle S_y \rangle = \sum_{j=0}^{2s} (\alpha_j \cdot \cos(\omega_j t) + \beta_j \cdot \sin(\omega_j t)),
\]

\[
\alpha_j = 2(S_{x,j})_{j+1} \cdot (\varphi(t_{0,j-1}) \cdot \varphi(t_{0,j}) + \varphi(t_{0,j+1}), \varphi(t_{0,j})),
\]

\[
\beta_j = 2(S_{x,j})_{j+1} \cdot (\varphi(t_{0,j-1}) \cdot \varphi(t_{0,j+1}), \varphi(t_{0,j})),
\]

\[
\langle S_z \rangle = \sum_{j=0}^{2s} (\alpha_j \cdot \sin(\omega_j t) + \beta_j \cdot \cos(\omega_j t)),
\]

\[
\alpha_j = 2(S_{x,j})_{j+1} \cdot (\varphi(t_{0,j-1}) \cdot \varphi(t_{0,j+1}), \varphi(t_{0,j})),
\]

\[
\beta_j = 2(S_{x,j})_{j+1} \cdot (\varphi(t_{0,j-1}) \cdot \varphi(t_{0,j})),
\]

\[
\omega_j = -\bar{B}_x - (2s - (2j - 1)) K.
\]

Equation (B.8) is particularly interesting, because it has a Fourier series form. This form occurs in the Hamilton operator contains terms with an even exponent \( S^{2n} \) \( (n \in \mathbb{N} \setminus \{0\}) \). It means the presented approach applies to all terms, which are quadratic in the spin operators, for example, different kinds of anisotropy.
Appendix C. Derivation of critical $B_z/K$ ratios for EVRT

In this section we want to present a proof for the statement that the relation $\bar{B}_z/K = N \in \mathbb{Z}$ for constant $K$ always leads to a lower time $T_{rep}$ than that for $N \in \mathbb{Q}\setminus\mathbb{Z}$. We investigate the set of rational numbers $\mathbb{Q}$ only, because the ‘gcd(...)’ used for the definition of quantum revival of expectation values (EVRT) given in the main text is only defined for integers. Due to the fact that the irrational numbers (subset of $\mathbb{C}$) cannot be extended to become integers we cannot use them for the ‘gcd(...)’. First we formulate two lemma’s, which are necessary for our proof.

**Lemma 1.** If $\gamma_1 + \gamma_2 = G$, in which $\gamma_1, \gamma_2, G \in \mathbb{Z}, \gamma_1/x \in \mathbb{Z}, G/x \in \mathbb{Z}$ and $x \in \mathbb{Q}$, then $\gamma_2/x \in \mathbb{Z}$. Otherwise it would lead to a contradiction. If only $\gamma_1/x \in \mathbb{Z}$ is given, then $\gamma_1$ and $\gamma_2/x$ are not necessarily an element of $\mathbb{Z}$.

**Proof 1.** (Lemma 1):

\[
\begin{align*}
G/x \in \mathbb{Z} \land \gamma_2/x \in \mathbb{Z} \\
\gamma_1 + \gamma_2 = G \\
\Rightarrow \frac{\gamma_1}{x} = \frac{G}{x} - \frac{\gamma_2}{x} \\
\Rightarrow G - \frac{\gamma_2}{x} \in \mathbb{Z} \Rightarrow \frac{\gamma_1}{x} \in \mathbb{Z}.
\end{align*}
\]

(C.1)

**Proof 2.** (Lemma 1):

\[
\begin{align*}
G = 6 \land \gamma_1 = 2 \land \gamma_2 = 4 \land x = 3 \\
\Rightarrow G = 2 + 4 \\
\Rightarrow \frac{\gamma_1}{x} = 2 \in \mathbb{Z} \\
\Rightarrow \frac{\gamma_1}{x} = \frac{2}{3} \notin \mathbb{Z} \\
\Rightarrow \frac{\gamma_2}{x} = \frac{4}{3} \notin \mathbb{Z}.
\end{align*}
\]

(C.2)

**Lemma 2.** If $\omega_1 + \Delta_{\omega_1,\omega_2} = \omega_2$, in which $\omega_1, \omega_2, \Delta_{\omega_1,\omega_2} \in \mathbb{Z}$ then it follows for $\omega_2/x \in \mathbb{Z}$, $\omega_1/x \notin \mathbb{Z}$ and $\Delta_{\omega_1,\omega_2}/x \notin \mathbb{Z}$ that $\text{gcd} (\omega_1, \omega_2) = x$.

**Proof.** (Lemma 2):

\[
\begin{align*}
\text{gcd}(\omega_1, \omega_2) \leq \inf(\omega_1, \omega_2) \\
\omega_1 < \omega_2 \\
x \leq \omega_1 \\
\omega_1/x \in \mathbb{Z} \quad \text{(condition for gcd}(\omega_1, \ldots, \omega_i)) \\
\text{if} \quad \frac{\omega_1}{x} \in \mathbb{Z} \land \frac{\omega_2}{x} \notin \mathbb{Z} \\
\Rightarrow \text{gcd}(\omega_1, \omega_2) = x
\end{align*}
\]

(C.3)

Lemmas 1 and 2 enable us to use the structure of (C.8) to find all possible gcds

\[
\bar{B}_z = NK, \tag{C.4}
\]

\[
\omega_j = -\frac{\bar{B}_z}{K} - (2s - (2j - 1))K, \tag{C.5}
\]

\[
\omega_j = \begin{cases} 
(-N - 1)K, (-N - 3)K, \ldots, (-N - (2n + 1))K & \text{for integer } s, \\
(-N)K, (-N - 2)K, (-N - 4)K, \ldots, (-N - 2n)K & \text{for half-integer } s,
\end{cases} \tag{C.6}
\]

Equation (C.6) demonstrates that the frequencies $\omega_j$ defined by (C.5) have the form of series.

Based on (C.6) we substitute $N$ via $N = a/b$, where $a, b \in \mathbb{Z}$. This substitution enables us to create any element of $\mathbb{Q}$. Further, we use the conclusion of the series form of (C.6) and exchange the numbers through a
variable $\Gamma_n$, which contains all properties of (C.5) for $N = 0$

$$N := \frac{a}{b}, \quad N \in \mathbb{Q} \Rightarrow a, b \in \mathbb{Z},$$

(C.7)

$$\omega_j := \xi_n := \left(\frac{a}{b} + \Gamma_n\right)K, \quad \Gamma_n = \begin{cases} 
2n + 1 & \text{for integer } s, \\
2n & \text{for half-integer } s,
\end{cases}$$

(C.8)

$$n \in \mathbb{N}_0.$$  

(C.9)

Next, we expand the numerator and denominator of $T_{\text{rep}}$ with $b$ in order to obtain the necessary integer frequency condition for the gcd:

$$T_{\text{rep}} \equiv \frac{2\pi}{\gcd(\xi_0, \ldots, \xi_j)} \Rightarrow T_{\text{rep}} = \frac{2\pi \cdot b}{\gcd(\xi_0 b, \ldots, \xi_j b)}.$$  

(C.10)

The expanded frequencies $\xi_n b$ in (C.10) are defined by

$$\xi_n b = (a + \Gamma_n \cdot b)K.$$  

(C.11)

Next, we substitute the first multiplier of (C.11) via $\Omega = 2m$ or $\Omega = 2m + 1$ to distinguish between the even or odd solution for each frequency series $\xi_n b$:

$$\xi_0 b = (a + \Gamma_0 \cdot b)K = \Omega K,$$

$$\Omega := \begin{cases} 
2m, \\
2m + 1,
\end{cases}$$

(C.12)

$$\xi_n b = (a + \Gamma_n \cdot b)K = (\Omega + n \cdot 2b)K,$$

$$\xi_n b - \xi_0 b = n \cdot 2b, \quad m \in \mathbb{Z}.$$  

(C.13)

Equation (C.12) provides us with an expression which permits to use lemmas 1 and 2 in order to estimate the gcd.

As $\xi_0 b$ corresponds to the lowest frequency it follows that

$$\gcd(\xi_0 b, \ldots, \xi_j b) \leq \xi_0 \cdot b$$

$$\Rightarrow \gcd(\xi_0 b, \ldots, \xi_j b) \leq \Omega K.$$  

(C.14)

In order to estimate if $\Omega K$ is a common divisor of all $\xi_n b$ we divide (C.12) by $\Omega K$, which leads to

$$\frac{\xi_n b}{\Omega K} = \left(\frac{a}{\Omega} + \frac{\Gamma_n \cdot b}{\Omega}\right) = \left(1 + \frac{n \cdot 2b}{\Omega}\right).$$  

(C.15)

The $\Omega K$ in (C.15) is a common divisor of (C.12) for $\Omega \in \{b, 2b, 1, 2\}$. Next, we have to distinguish in which cases $\Omega K = bK$, $\Omega K = 2bK$, $\Omega K = 1K$ and $\Omega K = 2K$ is the gcd of (C.12). The case $\Omega = b$ leads to

$$\frac{\xi_n \cdot b}{\Omega K} = \left(\frac{a}{b} + \frac{\Gamma_n}{2}\right).$$  

(C.16)

Because of $\Gamma_n \in \mathbb{Z}$ and lemma 1 it follows from (C.16) that if $\xi_n \cdot b/\Omega K \in \mathbb{Z}$ than $a/b$ has to be an element of $\mathbb{Z}$. The case $\Omega = 2b$ leads to

$$\frac{\xi_n \cdot b}{\Omega K} = \left(\frac{a}{2b} + \frac{\Gamma_n}{2}\right),$$

(C.17)

and it follows that

$$\left(\frac{a}{2b} + \frac{\Gamma_n}{2}\right) = \sigma \in \mathbb{Z}$$

$$\Rightarrow \frac{a}{b} = 2\sigma - \Gamma_n.$$  

(C.18)

Because of $\sigma$, $\Gamma_n \in \mathbb{Z}$ from (C.18) and lemma 1 it follows that $a/b \in \mathbb{Z}$. The conclusion from (C.16) and (C.17) is that

$$\gcd(\xi_1 \cdot b, \ldots, \xi_n \cdot b) = \begin{cases} 
2bK, \\
bK
\end{cases}$$  

(C.19)

for $a/b \in \mathbb{Z}$, which leads to

$$T_{\text{rep}} = \begin{cases} 
\frac{2\pi}{bK}, \\
\frac{\pi}{K}
\end{cases}.$$  

(C.20)
Because of the result from (C.20) and lemma 2 it follows by inserting $W=1$ and $W=2$ in (C.15) that the gcd of (C.12) has to be $\Omega K = 1K$ or $\Omega K = 2K$ for $a/b \notin \mathbb{Z}$, which leads to:

$$T_{\text{rep}} = \begin{cases} \frac{\pi b}{K}, & b > 2, \\ \frac{2\pi b}{K}, & b > 1. \end{cases}$$  \hspace{1cm} (C.21)

The estimation of the lower bound for the $b$ in (C.21) is done by (C.12) by permutation of even and odd $\Omega$. The consequence of (C.21) and (C.20) is that

$$T_{\text{rep}}^{N \in \mathbb{Z}} < T_{\text{rep}}^{N \notin \mathbb{Z}}.$$ \hspace{1cm} (C.22)

Figure C1 represents a visualization of the result of (C.22).

**Appendix D. Derivation of critical field-anisotropy ratios for QRT**

In this section we derive the QRT for two scenarios: $B_z/K = N \in \mathbb{Z}$ and $B_z/K = N \notin \mathbb{Z}$ with $K = \text{const}$. We start with the wave functions from the chapter B

$$\varphi_{+s}(t) = \varphi_{+s}(t_0) \cdot e^{-i(-\mu^2 - s^2) K t},$$

$$\varphi_{-s}(t) = \varphi_{-s}(t_0) \cdot e^{-i(s \mu^2 - s^2) K t},$$ \hspace{1cm} (D.1)

where

$$\omega_j = \frac{(s - j) B_z - (s - j)^2 K}{\hbar}, \quad \text{for } j \in \mathbb{N}_0,$$ \hspace{1cm} (D.2)

$$\omega_j = \begin{cases} (-N - 1)K, \, (-2N - 4)K, \, (-3N - 9)K, \ldots, \, (-nN + n^2)K & \text{for integer } s, \\ (-2N - 1)K, \, (-6N - 9)K, \ldots, \, (-4n + 2)N - (2n + 1)^2 K & \text{for half-integer } s. \end{cases} \hspace{1cm} (D.3)

\begin{align*}
\omega_j &= \begin{cases} (-N - 1)K, \, (-2N - 4)K, \, (-3N - 9)K, \ldots, \, (-nN + n^2)K & \text{for integer } s, \\ (-2N - 1)K, \, (-6N - 9)K, \ldots, \, (-4n + 2)N - (2n + 1)^2 K & \text{for half-integer } s. \end{cases} \hspace{1cm} (D.3)
\end{align*}

The derivation follows the same principles like in appendix C. Lemma 1 and lemma 2 are guidelines for the following derivation.
Integer $s$ case:

\[
\xi_0 b = (a + b)K = \Omega K,
\]
\[
\xi_1 b = (2(a + b) + 2b)K = (2\Omega + 2b)K,
\]
\[
\vdots
\]
\[
\xi_n b = (n + 1)(a + b) + b\sum_{i=0}^{n} 2n)K = (n + 1)\Omega + b\sum_{i=0}^{n} 2n)K,
\]  
\[\Omega := \begin{cases} 2m, \\ 2m + 1, \end{cases}\] 

(D.4)

\[
\frac{\xi_b}{\Omega} = (2 + \frac{2b}{\Omega})K
\]  

(D.5)

For $a/b = N \in \mathbb{Z}$ it follows:

\[
T_{\text{rep}} = \begin{cases} 
2\pi, \\
\frac{K}{\pi}, \\
K. \end{cases}
\]  

(D.6)

For $a/b = N \not\in \mathbb{Z}$ (D.4) leads for the gcd to

\[
\gcd(\xi_0 b, \ldots, \xi_n b) = \begin{cases} 2K, \\
K, \end{cases}
\]  

(D.7)

\[
\Rightarrow T_{\text{rep}} = \begin{cases} 
\frac{\pi b}{K}, & b > 2, \\
\frac{2\pi b}{K}, & b > 1. \end{cases}
\]  

(D.8)

Half-integer $s$ case:

\[
\xi_0 b = (2a + b)K = \Omega K,
\]
\[
\xi_1 b = (3(2a + b) + 6b)K = (3\Omega + 6b)K,
\]
\[
\vdots
\]
\[
\xi_n b = (2n + 1)(2a + b) + 2nb + b\sum_{i=0}^{n} 8n)K = (n + 1)\Omega + 2b\sum_{i=0}^{n} 8n)K,
\]  
\[
K := \begin{cases} 2m, \\
2m + 1. \end{cases}\]  

(D.9)

For $N \in \mathbb{Z}$ it follows

\[
\frac{\xi_1 b}{\Omega} = \left(3 + \frac{6b}{\Omega}\right)K,
\]
\[
\frac{\xi_2 b}{\Omega} = \left(5 + \frac{20b}{\Omega}\right)K
\]  

(D.10)

The result of (D.10) is that

\[
\gcd(\xi_0 b, \ldots, \xi_n b) = bK,
\]

\[
\Rightarrow T_{\text{rep}} = 4 \cdot \frac{2\pi}{K} \text{ for } N \in \mathbb{Z.}
\]  

(D.11)

For $N \not\in \mathbb{Z}$ one can write

\[
\frac{\xi_1 b}{\Omega} = \left(3 + \frac{6b}{\Omega}\right)K = \left(3 + \frac{6b}{2a + b}\right)K
\]
\[
\frac{\xi_2 b}{\Omega} = \left(5 + \frac{20b}{\Omega}\right)K = \left(5 + \frac{20b}{2a + b}\right)K
\]  

(D.12)

\[
\frac{6b}{2a + b} = \beta \in \mathbb{Z} \Rightarrow \frac{a}{b} = \frac{6 - \beta}{2\beta},
\]
\[
\frac{20b}{2a + b} = \beta \in \mathbb{Z} \Rightarrow \frac{a}{b} = \frac{20 - \beta}{2\beta}
\]  

(D.13)
\[
\frac{(6 - \beta)}{2\beta} = \frac{(20 - \beta)}{2\beta},
\]  
\[\Rightarrow 14 = 0 \Rightarrow \text{gcd}(\xi_0 b, \ldots, \xi_f b) = \Omega K. \tag{D.14}\]

The next step is to estimate which of the values \(2bK\) or \(bK\) is the gcd. Because of the condition \(\frac{(2a + b)}{2b} \in \mathbb{Z}\) for \(a = \frac{b(2\gamma - 1)}{2}\) it follows that
\[
\text{gcd}(\xi_0 b, \ldots, \xi_f b) = 2K,
\]  
\[\Rightarrow T_{\text{rep}} = 4 \cdot \frac{\pi K}{K} \text{ for } N = \frac{(2\gamma - 1)}{2} \notin \mathbb{Z}, \tag{D.15}\]

For \(N = \frac{(2a + b)}{2b}\) and \(N \notin \mathbb{Z}\) it follows
\[
\Rightarrow \text{gcd}(\xi_0 b, \ldots, \xi_f b) = \begin{cases} 
2K, & b > 2, \\
K, & b > 3.
\end{cases}
\]  
\[\Rightarrow T_{\text{rep}} = \begin{cases} 
4 \cdot \frac{2\pi b}{K}, & b > 2, \\
4 \cdot \frac{\pi b}{K}, & b > 3.
\end{cases} \tag{D.16, D.17}\]

We can summarize the results for the half-integer case as:
\[
T_{\text{rep}} = \begin{cases} 
4 \cdot \frac{2\pi b}{K}, & N \in \mathbb{Z}, \\
4 \cdot \frac{\pi b}{K}, & N = \frac{(2\gamma - 1)}{2} \notin \mathbb{Z}, \\
4 \cdot \frac{2\pi b}{K}, & b > 2 \text{ and } N \notin \mathbb{Z}, \\
4 \cdot \frac{\pi b}{K}, & b > 3 \text{ and } N \notin \mathbb{Z}.
\end{cases} \tag{D.18}\]

By comparing (D.18) with (C.21) and (C.20) from appendix C for the same values of \(K, a, b, \) and \(c\) it follows:
\[
T_{\text{rep}}^{\text{QRT}} = \frac{1}{\alpha} \cdot T_{\text{rep}}^{\text{QRT}}, \quad \alpha \in [1, 2, 4, 8], \text{ for half-integer } s. \tag{D.19}\]

We use this expression in the main text.
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