Controllability and Optimization of Complex Networks Based on Bridges
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In a complex network, each edge has different functions on controllability of the whole network. A network may be out of control due to failure or attack of some specific edges. Bridges are a kind of key edges whose removal will disconnect a network and increase connected components. Here, we investigate the effects of removing bridges on controllability of network. Various strategies, including random deletion of edges, deletion based on betweenness centrality, and deletion based on degree of source or target nodes, are used to compare with the effect of removing bridges. It is found that the removing bridges strategy is more efficient on reducing controllability than the other strategies of removing edges for ER networks and scale-free networks. In addition, we also found the controllability robustness under edge attack is related to the average degree of complex networks. Therefore, we propose two optimization strategies based on bridges to improve the controllability robustness of complex networks against attacks. The effectiveness of the proposed strategies is demonstrated by simulation results of some model networks. These results are helpful for people to understand and control spreading processes of epidemic across different paths.

1. Introduction

Many natural and manmade systems can be modeled as complex networks which consist of nodes and edges. For example, electric power networks can be regarded as complex networks formed by a large number of substations connected by transmission lines; citation networks can be regarded as complex networks composed by a large number of scholars contact through mutual citation of articles; in addition, biochemical networks, food webs, social networks, etc. all exist in form of complex networks. The basic research of complex networks is to understand the static structure and dynamic characteristics of networks [1], such as the construction of networks, the topological characteristics of networks, the community structure [2], and synchronization of networks [3, 4]. Extensive research on complex networks has enriched our understanding of real-world networks. The ultimate goal of research on complex networks is to control them, that is to say, how to control the entire network by controlling appropriate nodes. Classical Control Theory has been well applied to complex networks. Liu et al. [5] proposed a framework for computing the controllability of complex networks, which is named “structure controllability.” The maximum matching of directed graphs [6] is used to find the minimal driver nodes to control the whole directed networks. Yuan et al. [7] proposed another controllability calculation framework called “exact controllability,” which is applicable to complex networks of arbitrary structures. And the framework solves the problem that structure controllability is only applicable to directed networks.

With further studies of complex networks, the works on invulnerability of networks have become increasingly important [8]. Complex network failures caused by attacking or corrupting certain edges and nodes would lead networks out of control. For instance, failure of a station or a road may cause large-scale traffic congestion. Failure web sites or lines of the World Wide Web (www) may lead to Internet collapse. Cascading failures in a power grid could be triggered by the failure of a few transmission lines or substations [9], which eventually affect large portions of a grid. Chen et al. [10] studied the impact on controllability when nodes of
networks were attacked. Kashyap and Ambika [11] explored the change of controllability after edge with the highest betweenness breakdown. Pu and Cui [12] discussed the case where the longest simple path in networks was attacked. Their research studies demonstrate that random failures have little effect on controllability, while attacking nodes based on degree, attacking edges based on betweenness, and attacking the longest simple paths are intensely effective on controllability [13]. Thomas et al. [14] found that controlling a scale-free network is significantly more difficult than that of a random network. Quite a few nodes fail can also undermine the control of scale-free networks. Furthermore, Chen et al. [15] investigated the cascading failure and the controllability of complex networks under random failures and malicious attacks. In addition, the research studies on robustness of interdependent networks have gradually attracted scholars' attention [16]. When nodes in the dependent network interact with another layer of network, so the related properties are different from single layer networks.

Moreover, how to optimize complex networks to improve the invulnerability has also made great progress. Hou et al. [17] proposed a method to optimize controllability of directed networks by changing the direction of a small number of edges while keeping the total number of connected edges constant. Xiao et al. [18] proposed a dynamic optimization method to improve the robustness of arbitrary structural networks against target attacks, and the method only exchanges edges but does not change the nodes’ degree. Li and Lu [19] proposed an optimization method based on genetic algorithm, which is applicable to any structural network. Iudice et al. [20] takes into account the physical and economic constraints in practical applications and converts the optimization problem into an integer linear programming problem. Zhang and Liu et al. [21, 22] proposed optimization methods through redundant design to improve invariability. Yan et al. [23] applied congruence theory to the construction of complex networks and revealed the characteristics and properties of multiple congruence networks. The study demonstrates that multiple congruence networks are more robust than typical complex networks. Lou et al. [24] proposed a new complex networks model with high robustness by using the feedback thought of control theory.

Bridges are a kind of key edges whose removal will disconnect a network and increase the number of connected graphs [25]. Bridges play an important role in ensuring the connectivity of networks, such as protein interaction networks, communication networks, and infrastructure networks. However, little attention has been paid to the importance of bridges on controllability of complex networks. Therefore, we investigated the effects of removing bridges on controllability of network. Then, we propose two optimization strategies based on bridges to improve controllability robustness of complex networks against attacks.

2. Controllability of Complex Networks

Consider a linear time-invariant dynamic network system with \( N \) nodes whose dynamic equation is expressed as

\[
\dot{x}(t) = Ax(t) + Bu(t),
\]

where \( x(t) = (x_1(t), x_2(t), \ldots, x_N(t))^T \) is the state of nodes in complex network, \( x_j(t) \) is the state of node \( j \) at time \( t \); \( A \in \mathbb{R}^{N \times N} \) is the adjacency matrix of complex network, where \( a_{ij} = 0 \) means that there is no connection from node \( j \) to node \( i \), that is, the node \( j \) does not affect node \( i \), \( a_{ij} \neq 0 \) means the strength of node \( j \) affects node \( i \), and the positive or negative of \( a_{ij} \) indicates whether the effect is positive or negative; \( u(t) = (u_1(t), u_2(t), \ldots, u_M(t))^T \) is input signal, where \( u_j(t) \) means the external input applied to node \( j \); \( B \in \mathbb{R}^{N \times M} \) is input matrix, \( b_{ij} \) indicates the connection between input signal and node \( i \).

The system described by equation (1) is controllable if it can be driven from any initial state \( x(t_0) \) to any desired final state \( x(t_f) \) within finite time \( [t_0, t_f] \). According to Kalman rank condition, it is possible if and only if the controllability matrix

\[
W = [B, AB, A^2B, \ldots, A^{N-1}B] \in \mathbb{R}^{N \times NM}
\]

has full rank, that is, rank \((W) = N\), where \( W \) is controllability matrix.

According to Kalman rank condition, for a given complex network, the adjacency matrix \( A \) is determined, and the way to make the network fully controllable is to find an appropriate input matrix \( B \) to satisfy Kalman rank condition. Obviously, if external inputs are applied to every node in the network, it must be fully controllable, but it is unrealistic for a complex network with thousands of nodes. The solution to controllability problem is to select nodes as little as possible to control networks, that is, to find a suitable matrix \( B \) which consists of minimum number of columns to satisfy Kalman rank condition. However, complex networks have thousands of nodes, and the computational complexity of Kalman rank condition is \( 2^N - 1 \), which needs great amount of calculation. At the same time, the weight between nodes in the real world is largely unknown or uncertain. To overcome these difficulties, Liu et al. [5] introduced a framework called ‘structural controllability’ to solve the problem. Structural controllability framework integrates the matching theory of graph with traditional structural controllability, which states that the minimal number of driver nodes needed to fully control a network is determined by the maximum matching of networks, where the unmatched nodes are exactly needed to control. The number of drive nodes is represented by \( N_{D} \).

Liu et al.’s framework [5] offers an efficient method to determine the minimum number of driver nodes for directed complex networks. However, the structural controllability is only applicable to directed networks characterized by structural matrices, in which all links are represented by independent free parameters. This requirement may be violated if exact link weights are given or by the symmetric characteristic of undirected networks. To overcome the limitations, Yuan et al. [7] proposed an exact controllability framework based on the Popov–Belevitch–Hautus (PBH) condition. The exact controllability is applicable to arbitrary complex networks, such as directed networks, undirected networks, weighted networks, unweighted networks, self-loop networks, and nonself-loop networks.
networks. The specific content is that the minimum number of drive nodes \( N_D \) to fully control complex network (1) is determined by the maximum geometric weight of its adjacency matrix \( A \):

\[
N_D = \max_i \{ \mu(\lambda_i) \},
\]

where \( \mu(\lambda_i) \) is the geometric multiplicity of eigenvalue \( \lambda_i \) \((i = 1, 2, 3, \ldots, N) \) of the adjacency matrix \( A \). For large sparse complex networks, the exact controllability framework gives a method that only needs the rank of \( A \) to determine the number of driven nodes, that is,

\[
N_D = \max[1, N - \text{rank}(A)].
\]

Controllability of complex networks is defined by the ratio of the minimum number of drive nodes required to fully control the networks to the total number of nodes, recorded as

\[
n_D = \frac{N_D}{N}.
\]

Its size reflects the degree of difficulty to control complex networks. The smaller the value is, the smaller the proportion of drive nodes required to control the network to the total number of nodes and the easier to control a network. Conversely, the network is less likely to be controlled.

### 3. Controllability of Complex Networks Based on Bridges

Bridge removal will break the connection and affect the functionality of a complex network. Aiming at this phenomenon, the concept of bridge removal is introduced into the problem of controllability of complex networks, and the influence of bridges removal on controllability is studied.

#### 3.1. Process of Bridge Removal

A bridge is an edge of a network whose removal disconnects the network, i.e., it increases the number of connected components. Therefore, bridge removal will give rise to changes of control signal flow, which will lead to the changes of driver nodes to achieve complete control of the network. In order to study the influence of bridges on controllability of network, we perform the following steps:

(i) Step 1: search all edges with depth first search algorithm to find bridges in a network.

(ii) Step 2: select one of the bridges that its removal will disconnect most number of nodes from the connected component as the targeted bridge, attacking the targeted edge and updating the adjacency matrix of the network.

(iii) Step 3: calculate and record the controllability after removing the bridge.

(iv) Step 4: check whether the complex network still contains bridge(s). If there are bridge(s) in the network, return to step 2, otherwise, end the process.

This is an iterative process of deleting edges, as shown in Figure 1. Specific bridge is attacked in step 2. Then, calculate the controllability after bridge removal. Step 4 checks if the network still contains bridges. If bridges are still included, continue to iteratively delete until the network no longer contains bridges.

As comparison, we select some classic edge attack strategies based on betweenness, degree, and random failure to explore the impact of bridge removal on networks.

Edge attack based on betweenness has been studied earlier in complex networks [12]; betweenness is a global feature that measures the role and influence of edges in entire complex networks. Intuitively, if an edge is passed by a multitude of shortest paths, it indicates that the edge is important in the network. Betweenness is defined as the ratio of the number of shortest paths passing through the edge \( e_{ij} \) to the total number of shortest paths, that is, \( B_{ij} = \frac{r_{ij}}{r} \), where \( r \) is the number of shortest paths of network and \( r_{ij} \) is the number of shortest paths passing the edge \( e_{ij} \). The strategy of edge attack based on betweenness: firstly, sort all edges in descending order by \( B_{ij} \) and then delete the edge with highest \( B_{ij} \) in each step.

Nodes with higher degree play an important role in ensuring functions of the network, so it is necessary to believe that edges connected to nodes with higher degree are more important. Degree of edges is defined as the product of degree of nodes on both sides of a link [13], that is, \( Ed_{ij} = k_i \times k_j \), where \( k_i \) and \( k_j \) are degree of nodes connected with the edge \( e_{ij} \). The strategy of edge attack based on degree: firstly, sort all edges in descending order by their \( Ed_{ij} \) and then delete the edge with highest \( Ed_{ij} \) in each step.

The structure and interaction between nodes of complex networks are not the same, and bridges is an overall attribute; its distribution in networks is not the same, so the number of bridges in different networks is also different. In order to be able to effectively compare, the other three edge attack strategies should have the same number of failed edges as bridge removal.

#### 3.2. Comparing Controllability on Edge Attack

##### 3.2.1. ER Networks

In order to verify the influence of bridges removal on controllability, a series of comparative experiments on edge attack based on betweenness, degree, and random attack were conducted. Without loss of generality, we firstly generate ER networks with 800 nodes and average degree \( <k> = 3 \). As shown in Figure 2(a), \( n_D \) increases with the proportion of increasing edges attack, indicating that the controllability of the network decreases. By comparing, we can find bridge removal has a greater impact on controllability than other edge attack modes. This is because the disconnection of bridges leads to the break of control chain. The decomposed subgraph needs to add driver nodes to ensure that the network is controllable.

For ER networks with 800 nodes and average degree \( <k> = 5 \), the link is relatively more dense, the relationship between \( n_D \) and attack edge proportion \( p \) is shown in Figure 2(b), and we can find the network has a more strong
controllability to resist edge attack of betweenness, degree, and random. However, only the bridge removal has a greater impact on controllability. Therefore, the effect of bridge removal on controllability is the greatest compared with other edge attack modes. And different from the average degree \( <k> \approx 3 \), under the same attack ratio, bridge removal has a significantly greater influence on controllability than other attack modes.

The connectivity of a network can be quantified by the largest connected component in the network [16]. Thus, we think the largest connected component can be used to measure the connectivity after some edges are attacked by different strategies. We define node ratio \( s(q) = S/N \), where \( S \) is the number of nodes included in the largest connected component and \( N \) is the total number of nodes in network [14]. The relationship between \( s(q) \) and attack edges proportion \( p \) is shown in Figure 3. It can be found that edge attack reduces the number of nodes in the largest connected component. It shows that the connectivity of the network decreases, and bridge removal has a greater damage to connectivity. At the same time, it can be found that there is some synchronization between controllability and the size of the largest connected component. When the largest connected component is reduced, the controllability is decreased, too. Therefore, controllability of complex networks is related to the connectivity of the network.

3.2.2. BA Scale-free Networks. Different from ER networks, the degree distribution of scale-free networks is heterogeneous, and there are some hub nodes of high degree in scale-free networks. And the uniformity of degree distribution has influence on controllability [3, 5]. We investigate the controllability and connectivity of scale-free networks with 800 nodes, and average degrees \( <k> = 5 \) and \( <k> = 13 \) are shown in Figures 4 and 5, respectively. Similar to ER networks, bridge removal of scale-free networks has a greater impact on controllability and connectivity than edge attack of betweenness, degree, and random.

3.3. Effect of Bridge Removal on Controllability. By comparing with edge attack of betweenness, degree, and random, we find that bridge removal has a greater impact on controllability. At the same time, the density of complex networks (that is, the average degree of networks) has impacts on the number of bridges contained in networks. Therefore, further studies are still necessary on the relationship between effect of bridge removal and average degree of complex networks. The effect is measured by the change of controllability before and after removing edges, that is,

\[
\Delta n_D = n_D' - n_D,
\]

where \( n_D' \) is the controllability measurement of complex networks after edges are removed. \( \Delta n_D \) reflects the change in controllability under attack. The smaller \( \Delta n_D \) is, the stronger the ability to maintain controllability and the better the controllability robustness of networks is. Conversely, the less the robustness of the network is.

We generate ER networks with 300, 500, and 800 nodes and various average degree \( <k> \) from 2.5 to 5 and generate scale-free networks with 300, 500, and 800 nodes and various average degree \( <k> \) from 4 to 16. Figure 6 shows the change of controllability \( \Delta n_D \) with the average degree growing after removing all bridges by the process in Section 3.1. In Figure 6(a), when the average degree is 2.5, the \( \Delta n_D \) is the highest, indicating that the networks are the least controllability robustness against bridge removal. As the average degree increases, \( \Delta n_D \) decreases gradually, indicating that the controllability robustness of ER networks is gradually increasing. In fact, when the average degree is greater than 5, bridge removal has little influence on controllability. It is found that, with increasing of average degree \( <k> \), the number of bridges in complex networks is gradually
reduced, which is also an important reason that networks are more robust against bridge removal.

After conducting the process of bridge removal in scale-free networks, \( \Delta n_D \) is shown in Figure 6(b). Similar to ER networks, the controllability robustness \( \Delta n_D \) of scale-free networks increases with increasing of average degree \(<k>\). When the average degree \(<k>\) is more than 16, the influence of bridge removal on controllability robustness becomes very limited. However, unlike ER networks, scale-free networks are dense networks. Even scale-free networks have more bridges than ER networks with the same average degree. Thus, scale-free networks have weaker controllability robustness than ER networks against bridge removal.

4. Optimization of Complex Networks Based on Bridges

4.1. Optimization Strategies. Through the analysis of the previous section, we know that bridges are important edges for maintaining controllability of networks when a network is attacked and has some link failures. Therefore, we propose two network optimization methods based on bridges to
improve the ability to cope with various accidents and emergencies.

4.1.1. Bridge Backup. Bridge removal has a great impact on networks, so it is necessary against this situation. If bridges are backed up, the backup edges will be activated after a certain bridge failed so that the network will be restored to connections, thereby ensuring the network’s security.

Figure 7 shows the model of bridge backup, and $e_{12}$ ($e_{ij}$ represents the edge from node $i$ to node $j$) is a bridge of the network. Figure 7(a) shows the case of no backups, and we assume that backup edges will not be activated when the network is running; normally, they will not affect the topology of networks. Network after bridge backup is shown in Figure 7(b). When the bridge $e_{12}$ is attacked, activate its backup edge to ensure that the network will not fail, as shown in Figure 7(c).

4.1.2. Bridge Elimination. The strategy eliminates bridges by adding edges on the periphery of bridges on the basis of the original network. Bridge elimination can not only ensure that there are no bridges in networks but also improve the performance. The specific operation process is as follows:

(i) Step 1: find all bridges in networks
(ii) Step 2: if the bridge is in the periphery position, starting from the peripheral node connected with bridge, the node that is found after expanding one edge in the direction of the other is the end point. Add an edge between the two nodes as an...
optimization edge. If the bridge is in the position of center, starting from the node on the side with more nodes connected with bridge, the node that is found after expanding one edge in the direction of the other is the end point. Add an edge between the two nodes to eliminate bridges and ensure networks are more uniform.

The model of bridges elimination is shown in Figure 8, where Figure 8(a) shows the situation that bridge $e_{12}$ in the position of periphery. Node 1 is the peripheral node connected with the bridge. Expand one edge to the other side of the bridge and find node 3 and 4 (node 3 and 4 are symmetric). Randomly select one node as the end point, and add $e_{13}$ as the optimization edge here; Figure 8(b) shows the case where the bridge is in the position of center. The number of nodes included on node 4 side is larger. Extend an edge to the other side of the bridge and find the nodes 6 and 7; the two nodes are symmetrically. Here, node 6 is taken as the end point, adding $e_{46}$ as the optimization edge.

4.2. **Optimization Effect in Model Network.** As mentioned above, two optimization algorithms based on bridges are proposed. We will verify the effectiveness of the two optimization strategies in this section. In order to verify the feasibility and effectiveness of the strategies that we proposed, some classic optimization strategies [21, 22], including edge backup by degree, betweenness, random backups, and initial network without optimization, are chosen as comparison.

$n_{D}$ reflects the controllability of complex networks and $s(q)$ reflects the connectivity of complex networks. And there is some relationship between the two parameters. Combining the parameters $s(q)$ and $n_{D}$, the following comprehensive performance indicator of networks is given:

$$R = \frac{s(q)}{n_{D}} = \frac{S}{N_{D}}. \quad (7)$$

The changes of $R$ reflect the comprehensive adaptability of complex networks against attack. Optimizing this indicator can improve the topology of networks. Thus, if a network is under attack, the network can not only maintain a large connected subgraph but also retain a relatively complete control chain without being destroyed.

The procedure of bridge backup and bridge elimination is starting from two initial networks composed of $N=800$ nodes, ER network with average degree $<k>=3$, and BA network with average degree $<k>=5$, respectively. In order to compare the
effect of the two optimization strategies, edge backup based on degree, betweenness, random backup, and initial network without optimization are chosen as comparison.

We first remove the bridges in networks until all bridges are removed, and then continue to attack the networks with random failure strategies. A plot of $R$ versus $p$ under attack is shown in Figure 9. Except for the unstable random backup, all of strategies have a better performance than the initial network in the improvement on robustness of the network. The optimized network with bridge backup has the same performance on $R$ with the initial network. This is because the strategy does not influence network structure before edges are attacked. The backup edges will be activated after certain bridges failed. However, bridge elimination can obviously improve the performance of networks before edges are attacked because the strategy influence network structure before an edge is attacked. As the proportion $p$ of attack increases, bridge backup and bridge elimination have better effect than others.

4.3. Optimization Effect in Real Network. The transcription factor is one of the most basic elements for gene transcription regulation, which can bind DNA sites and regulate the corresponding target genes (transcription genes). *E. coli* transcription factors are abstracted into nodes in a network, and there is an edge connection if there is an interaction (regulatory effect) between the two factors, otherwise there is no edge connection. The *E. coli* transcription network is processed on the dataset [26], and the *E. coli* transcription network is constructed into an unweighted and undirected network with 688 nodes and 1078 edges.

The power grid is composed of transmission lines, power stations, and substations. This paper selects the 300-node standard test system as an example [27] to model the power network. The power plants and substations are abstracted into nodes, and the transmission lines are abstracted into edges in a complex network. The abstracted power network has 300 nodes and 409 edges.

In order to compare the effect of bridge backup, bridge elimination, and other backup methods for optimizing the real network, we take the *E. coli* transcription network and the IEEE standard power test network as examples. The optimized network and the initial network are tested for robustness by randomly deleting edges. The change of the comprehensive index $R$ with the random failure ratio of edges is shown in Figure 10.

It can be seen that the bridge elimination method can effectively improve the network’s ability to deal with
external attacks and can improve the controllability and connectivity of the initial network. The bridge backup does not change the network structure and only works when the bridges fail. Therefore, the performance of the network with zero failure ratio is the same as that of the initial network. However, as the proportion of edge failures increases, under the same cost (the number of backup edges is the same), it has a greater advantage over other methods.

5. Conclusions

We investigate the controllability of complex networks when bridges are iteratively deleted by attacks. And edge attacks based on degree, betweenness, and random failure are chosen as comparison. It is found that bridge removal has larger effect on the network controllability than that of other attacks. In addition, the results show that the effect on controllability of bridge removal is related to the degree of networks. When the average degree of network is low, bridge removal has more influence on controllability. While the average degree grows, the controllable robustness of networks against bridge removal is improved. On this basis, we propose two strategies for optimization of complex networks. Both bridge backup and bridge elimination can indeed improve the robustness of networks. Therefore, when we design a network, we should try to avoid the situation that the network includes a large number of bridges.

The source code of the work is available in [28].
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