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ABSTRACT

Exploration process in a real application seems had attracts the interest from researchers and academics nowadays. The usage of robots rather than human themselves give many benefit in term of security and safety, also in time and energy consumption. This project aims to generate a code represent the exploration technique in an unknown environment for homogeneous multi-agents systems. In multi-agents system, there are many variable involve in the result of the exploration process. The number of the agents, network connectivity, type of hardware, the environment and other aspects must be considered in multi-agents system exploration investigation. However, due to time constraint, this project only studies the effect of the number of robots or agents in the exploration task. The technique chose for the task must have a certain rules and assumptions to make the exploration process run smoothly and efficient. The code has been developed by using NetLogo due to the availability of sample models and toolboxes. Recording of the data was also done through the use of NetLogo. Finally, the data is arranged by using Microsoft Excel to extract the recorded data for analysis process. The usage of Minitab software is used to plot the graph. Hopefully, this system can be used in real application with the appropriate hardware.
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INTRODUCTION

Since the human have been made, the Earth have been explored by human themselves. The task to explore the unexplored environment is a must in order to develop new information for human’s benefit. However there are regions under dangerous or difficult circumstances such as underwater exploration, outer space or radioactive distractive remainders. The sacrifice is needed for those kinds of tasks, and to prevent this situation human have made a machine as a new agent to do this work. The main reasons of the usage of these intelligent machines, or simply name it as robot; are to protect the human life and to help human in a daily routine life. The challenge for a robot in exploring the environment is a fundamental problem. The example of exploration applications like cleaning [1, 2], underwater exploration, space exploration [3], or rescue belongs to the common parts of robotic mission nowadays.

Over the past decades, the research and development of computer robotic systems has been actively pursued. One best example of the use of the applications is automatic vacuum cleaning robots. However the commercial of the vacuum cleaning robots is still lacking in several aspects. The most problematic is the inefficiency of the exploration technique of this machine. The vacuum cleaner might clean the same region for many times, leading to time-wasting problem, expendable of cost and power consumption. Therefore to decrease time, a new method had been implied by using more than one vacuum cleaner in the environment. But this method lead to another problems, that are; a) the vacuum cleaners do not know the area explored by another vacuum cleaner b) the vacuum cleaners detect each other as an obstacle

The problems have studied by researcher and they conclude; the robots need to update the knowledge about the environment and share their information at same time. Nowadays, the commercial like vacuum cleaner is still not perfect, because of the technique for exploration and mapping is still in development process. These techniques are not easy to implement in commercial robots because it use imprecise sensors for economic reasons. Moreover, the commercial
robots might not be able to process the technique because the requirement of large amount of memory.

A good exploration strategy is needed in order to make multi-robot accomplish their task in less time. The exploration strategy must permit the complete coverage of an environment, even in a situation in which new knowledge about the environment is incrementally acquired by mobile robots during the exploration. A requirement for an exploration strategy is it must be able to be implemented to mobile robots in actual exploration mission.

The exploration task always comes with mapping. Mapping the environment is a basic challenge in mobile robots where it leads to benefit in future plan. Previously, most papers in exploration and mapping only dealt with a single agent systems, which we have already knew that the systems is less advantage than multi-agent systems. While solving the problems that appear in this project, an approach that had been performed is quite well.

In this paper, the problem of exploration technique using homogeneous multi-agent in an unknown environment is considered. The usage of multi-agent systems has many advantages over single agent systems [4 - 11]. The main advantage by using multi-agent is the task can be accomplished faster than using a single agent. Besides that, the usage of multi-agent is more fault-tolerant than a single agent [12]. Another advantage of using multi-agent is the merging of agents’ knowledge, which leads to avoid exploring the same area in a large amount of time. However, there are also some disadvantages by using multi-agent. One of the disadvantage is the usage of multi-agent require more power consumption. N number of multi-agent need N times the power used by a single agent. Although multi-agent complete the task in less time than a single robot, the power consumption must be considered also because more power used, more cost needed to do the task in real application. Moreover, longer path may be needed to avoid collision between the agents [12].

II. Related work
After a review of different approaches for multi-robot exploration, we conclude that the solutions are subscribed depend on the strategy chose for robots movement. Basically there are two types of movement or strategies [11]. The first type of strategies uses non-structured trajectories [13 - 17], where the navigation of the robots depends on the search of the best next point of view that drives in the elimination of borders of the unknown world, or, by means of probabilistic methods. The other type involves structured trajectories [7, 8, 18 - 21], where the movement is basically following zig-zag or spirals like paths.

A. Coordinates and Grids System
Yamauchi’s approach [4] generally improved the coordination between robots. The Frontier-based exploration allowed the robots to gain and share new information about the environment. The strategy used in the paper is called frontier-based exploration. The robots explore and increase the knowledge by moving to successive frontiers. The evidence grid is used as their spatial representation. From the practice, the team has decided to use laser-limited sonar rather than raw laser because laser-limited sonar reduces the error specula reflection from the large obstacles such as wall.

Each robot has its own global evidence grid that represents its knowledge about the environment. When a robot arrives at a new frontier, it will construct an evidence grid representing its current surroundings. This local grid is integrated with the robot’s global grid, that’s make the knowledge can be shared to all of the other robots. Each robot will have other robots’ local grids. This approach make robot use the information from other robots to help in their own exploration path. Therefore, the robots can explore more effective and most important is the time exploration is reduced successfully because the robot didn’t wasting the time for exploring the wrong path or environment. However the position of the path can be error if the mapping is not accurate especially for larger environment. To overcome the problem, localization is useful for building accurate maps.

Vazquez and Malcolm [22] pressed that an exploration algorithm is based on certain objectives: to avoid obstacles, to maintain communication between robots and to explore around the frontier. By using this approach, the connectivity of the network is taken into account. To achieve this, each robot must analyse the topology of the network. The environment is represented by means of a global probabilistic grid map. Each robot will share their information about their position and their current heading movement. The other robots receive the information from their neighbors directly and from the rest of the team. Form this is formation, the robots can identify the topology
of the network. This approach is very helpful in short range connectivity, but the authors main concern is the capability for a large amount of robots and environment because the connection network might have an error in data transmission and to make it worst, the network is disconnect.

The technique presented by Burgard et al... [6] extends the Simmons’ efforts in several ways. First, the approach described here distributes the computation, to a large extent. This enables the robots’ “bids” to be calculated in parallel, which facilitates scaling to larger numbers of robots and enables the robots to construct bids based on their own capabilities (travel cost, sensor range etc.). Second, the current method uses a more sophisticated notion of expected information gain that takes current map knowledge and the robots’ individual capabilities into account. This allows for more subtle types of coordination, for example, allowing the robots to remain near one another if the map shows that they are separated by a solid wall. In this approach, the team use occupancy grid to maps the environment. The explored area will kept in memory to identify next possible target location. Since the robots did not know the knowledge about the environment, the area is estimated which is explored by the robot’s sensors when it reaches the target. Based on this information, different target positions are chose for other robots.

B. Probability Strategy
In Yamauchi approach [4], the evidence grid is used as their spatial representation. Each cell in the grid is differentiated by comparing its probability assigned to all cells. There are three classes in the cell, which are open, unknown and occupied. Those classes depend on the probability of occupancy and prior probability. Based from the probability result, the mobile robot will move to the chosen grid or cell.
- open: occupancy probability < prior probability
- unknown: occupancy probability = prior probability
- occupied: occupancy probability > prior probability

Burgard et al.. [6] state that the assumption that had been made is the robots only knows their related positions when exploring the environment. While the robots explore, they constructs the map of the environment at the same time. The robot will estimate the expected area that will be explored on the next step. To determine the cost of reaching the current frontier cells, the optimal path is computed from the current position to the frontiers. The computation is based on deterministic variant of value iteration. The cost for traversing a grid cell is proportional to occupancy value. The minimum-cost path is computed using the following two steps, those are initialization and update loop.

C. Network Connectivity and Knowledge Sharing
Simmons et al. [23] was the first team to introduce the concept of information gain for exploration algorithm. The approach prevents other mobile robots to select the same target location by coordinating the explored path of the mobile robot, which facilitates the reduction of the exploration time and interference among the robots. The target point of exploration is chosen based on the path length from the mobile robot’s current position to the target point and it’s utility to obtain the new information after reaching the target point. However, the approach always assigns that target location to a robot that has the trade-off between the amount of new information of the location and the travelling cost for the robot to reach this location, which is greedy and could result in overall inefficiency of the mission.

Rooker and Birk [5] improved Simmons approach. They proposed a centralized coordination ensuring that, during the exploration, no robot will lose the connection with the rest of the robots. To achieve this goal, a central entity collects the current positions of all robots and generates a next possible positions if the robots. But due to high number of robots used, maximize the memory of each robot; all configurations cannot be considered but only a limited number of them. Among this number of generated configurations, the central entity chooses the best one according to utility function. For the worst case scenario, when the central entity fails or disconnections occurred. Moreover, when considering large environment, the use of a central entity might have a problem in finding a central point to concentrates the data from all robots.

III. Homogeneous multi-agent exploration technique
A. Methodologies
The project consist three different environments or arenas that used in analysis. As can be seen in Figure 1, the first arena, Arena 1 represents the blank environment where there is no obstacle at the centre. The second arena has a cross-shape obstacle at the
centre while the third arena has an $n$-shape obstacle. All arenas are bounded. The environments for agents to explore have the same length and width, which is $29 \times 32$ making the total boxes or we call patches in the arena is 928 patches. The patches then are divided to two items that are path and obstacle. From the figure, there are two colours that can be seen in the arena. The black colour represents the path while the blue colour represents the obstacle. Each patch that been categorized as path can be explored on it by the agents while the obstacle act like a wall where the agents cannot go pass through it. The agents only can detect the obstacle ahead, and then have to avoid it since there is no way to go through.

![Figure 1: Arena-1 (left), Arena-2 (centre) and Arena 3 (right).](image)

### B. Problems and challenges
From other previous papers, there are some problems regarding multi-agent systems. The challenges to overcome those problems are still in research. The goal to be achieved in this task is to complete explore entire environment in minimum time. To achieved this, there are five problems that need to be solved in this project that are:

1. **Technique to used**
   The strategy used in this model is by using coordinates system; and the technique for the agents’ movement is random where the agents will turn randomly from $-45^\circ$ to $+45^\circ$ and move step forward until it meet the obstacle where the agents will turn $15^\circ$ that had been set by the observer.

2. **Agents’ memorization**
   The usage of a list of the paths for each agent had solved this problem. In setup procedure, before the model is running, each agent will have their own list named as “pathlist”. The list is used to store the paths explored by the agents. The agents actually declared the patches that had been explored as paths or obstacle by changing the colour of the patches. For explored paths, the agents will changed the colour from black to green while the explored obstacles will be yellow in colour compared to unexplored obstacles that are blue in colour. At the same time, the agents will label the path according to number starting from “1” to the total number of paths in the environment. The numbering labelled only done for paths in order to save the memory of the agents. Every time the agents label the path, it will memorize the path and keep it in their list. Each agent had been set to have their own list of the path detected, named as “pathlist”.

3. **Knowledge sharing**
   The agents have their network coverage range, called as “territory”. Each time two or more agents in the other agent’s coverage, the agents will share their knowledge. The agents will add up the other agents’ “pathlist” in their “territory” so that both of the agents will have a same “pathlist”. For example, let say the first agent, named as “turtle 0” have a list of path as [1 2 3 4 5] and the second agent, ”turtle 1” have a list of path as [6 7 8]. When both agents meet each other, they will add up each path in the list, meaning that “turtle 0” and “turtle 1” now have a same “pathlist”, that is [1 2 3 4 5 6 7]. After both agents sharing their knowledge, they will separate to different way.

4. **Avoid collision**
   When the agents enter other agent’s “territory”, both agents will intend to separate each other after they share the knowledge so that they will not explore the same region. This is made to reduce time wasting. The result is made to avoid the collision between two agents. When the agents are entering each other regions, one of the agents will turn facing the back of the agent. This is done by use the calculation where the final angle of heading is the initial angle deducts $180^\circ$. Then the agent will move forward if there are no obstacle ahead. While the first agent has to turn and move one step ahead, the other agent only has to turn in random angle.

5. **Avoid revisiting**
   This is the only problem that couldn’t be solved in this model. The situation example is shown in Figure 2. The agents have no preferences in choosing the way to unexplored patch unless if the patch is in agent’s network coverage. This means that if only the agent exploring near the unexplored area within their territory, the agent will prefer to explore that area. If not, the agents will explore randomly without thinking it should go to the area that has not been explored yet. This solution still has not solved the problem efficiently because if the agents did not explore near to the unexplored area, the area will still remain unexplored. This problem actually leads to revisiting where the agents keep exploring the same area, besides increasing the time taken to complete the task. The problem hopefully can be solved in future work.
Figure 2: Problem

C. Rules, Assumptions and Strategy Used
The technique or algorithm for agents to explore requires some assumptions and rules have been made. The assumptions that have been made are:
1. The agent will only sense one patch around it from its centre
2. The agents know nothing about the environment that they are going to explore

While the rules that have been discussed are:
1. The agents will prefer to avoid entering other agents area
   ➢ For this rule, the agents have been set to have an area of fixed patch in radius
2. The agents prefer to go to unknown environment rather than explored area
   ➢ This is to prevent a time wasted for circling around at same region

IV. Results and discussion
For the experiment, the test involve 25 runs or readings for each number of agents used in exploration process that are 5, 8 and 11 agents while the area coverage by each agents was fixed to 3 in radius. From data that been collected, the table is tabulated and the average time taken to complete explore for each number of agents is measured. Then the closest reading to average data is taken to plot the exploration graph for comparison between each number of agents used. The procedure is similar to those three arenas.

A. Results
Figure 3a-3c Shows Progress View of The Model at 3 Different Ticks Represent The Initial, Running and Final View of Arena-1, Arena-2 and Arena-3.

B. Analysis
As can be seen in Figure 4, the green line that represents exploration using eleven agents has a highest steepness, followed by red line and blue line represent eight agents and 5 agents respectively. This means that by using eleven agents, the number of patches explored at certain time is larger than using eight and five agents. The green line also is the first line to reach the peak of the graph compared to other lines, which tell us that by using eleven agents, the time taken to complete explore all area is lesser than using smaller number of agents. This situation is same to those three arenas.
C. Discussion
As can be seen in the final view for Arena-1 from Figure 3, there is no black or blue colour left, meaning that all patches or boxes in the environment already explored by the agents. Compared to Arena-1, the observer can see there is no black colour but there are still blue colours left in final view for Arena-2. This is because the cross-shape obstacle at the centre of Arena-2 has a thickness of three patches but the agents can only sense one patch around it, means that 25 patches or boxes located at the centre of the cross-shape obstacle can’t be detected by the agents. The rule has already been discussed in previous section where the agent can only sense one patch around it from its centre. The situation also appears in Arena-3, where the n-shape obstacle at the centre has a thickness of four patches, leaving 78 patches in between unexplored. From a total 928 patches in each arena, Arena-2 and Arena-3 will finish with some unexplored obstacles that cannot be sensed by the agents. Table 1 below shows the condition of the arenas for exploration process.

Table 1: Arenas’ exploration conclusion

| Environment | Detected patches | Undetected patches |
|-------------|------------------|--------------------|
|             | Paths | Obstacles |                     |
| Arena-1     | 810   | 118       | 0                   |
| Arena-2     | 729   | 174       | 25                  |
| Arena-3     | 646   | 204       | 78                  |

The result obtained from the simulation actually is not good because if we do the analysis, the results have a large standard deviation, meaning that the data is not precise. That’s why the data is taken 25 times to increase the precision and accuracy. Each environment has a different type of obstacles, making the time for agents to explore is not same for each arena. As we can see in Figure 4, the variation in number of agents affects the time taken to complete the task. By using smallest number of agents, that is five, the time to complete explore whole environment is longer. This is because each agent has more area to explore individually. This can be proved mathematically to show how this situation happens.

For each agent, the number of patches to explore, \( x \) is:

\[
x = \frac{\text{Total patches to explore}}{\text{Number of agents}}
\]

The Table 2 to Table 4 below show the mathematic evidence of the affect of using variable number of agents which lead to the different number of paths to explore for all arenas.

| Environment | Total patches to explore |
|-------------|-------------------------|
| Arena-1     | 928                     |
| Arena-2     | 903                     |
| Arena-3     | 850                     |

Table 2: Arena-1 mathematical theory

| Number of agents | 5     | 8     | 11    |
|------------------|-------|-------|-------|
| Patches per agent| 185.6 | 116   | 84.36 |

Table 3: Arena-2 mathematical theory

| Number of agents | 5     | 8     | 11    |
|------------------|-------|-------|-------|
| Patches per agent| 180.6 | 112.88| 82.09 |

Table 4: Arena-3 mathematical theory

| Number of agents | 5     | 8     | 11    |
|------------------|-------|-------|-------|
| Patches per agent| 170   | 106.25| 77.27 |

Based on those statistics, we can conclude that larger number of agents used in exploration task leads to shorter time to complete the task because there are less number of paths to explore by each agents.

V. CONCLUSION AND SUGGESTION
The study has succeeded in investigating the exploration technique using homogeneous multi-agent system. Basically, the main contribution of this project has been to provide the smooth exploration technique so that the agents are able to complete the task in minimum time frame. From the analysis, it can be seen that by using more agents in exploration process, the task can be accomplished quicker. Based on problems and challenges mentioned in section III, the solutions that have been made are quite well.
The technique is based upon the coordinates system where the robots will memorize and detect the patches as paths or obstacles. Robots share the information about their perception whenever they arrive at new region or area, and they integrate the information from other robots into their own global map. In this way, robots cooperate and use the information from other robots to guide their own exploration.

In this project, the robots prefer to avoid entering other robots’ territory and to prevent the exploration at same area. Those solutions have already been explained in section III. However, the sophisticated technique still can be improved to make the exploration process complete in minimum of time.

Future work includes a complete code generated for the application to avoid revisiting by agents. Although the strategy has been included in this project, the revisiting still appears when the agent’s did not sense the unexplored area in its network coverage. By completing this problem, the robots will explore the environment smoothly and more efficient, within their own area, sharing the information of the current updated knowledge about the environment until the robots finish exploring the entire world.
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