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ABSTRACT

We present a study of the three-dimensional structure of the molecular clouds in the Galactic Centre (GC) using CO emission and OH absorption lines. Two CO isotopologue lines, 12CO (J = 1 → 0) and 13CO (J = 1 → 0), and four OH ground-state transitions, surveyed by the Southern Parkes Large-Area Survey in Hydroxyl (SPLASH), contribute to this study. We develop a novel method to calculate the OH column density, excitation temperature, and optical depth precisely using all four OH lines, and we employ it to derive a three-dimensional model for the distribution of molecular clouds in the GC for six slices in Galactic latitude. The angular resolution of the data is 15.5′, which at the distance of the GC (8.34 kpc) is equivalent to 38 pc. We find that the total mass of OH in the GC is in the range 2400–5100 M⊙. The face-on view at a Galactic latitude of b = 0° displays a bar-like structure with an inclination angle of 67.5 ± 2.1° with respect to the line of sight. No ring-like structure in the GC is evident in our data, likely due to the low spatial resolution of the CO and OH maps.
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1 INTRODUCTION

The Central Molecular Zone (CMZ), within about 500 pc of the Galactic Centre (GC), is a unique region of the Milky Way (Morris & Serabyn 1996). Although the CMZ covers a small range of Galactic longitude, from l = −1° to approximately +1.5°, it is a large reservoir of molecular clouds, the total mass of which is about 5.3 × 107 M⊙ (Pierce-Price et al. 2000). The densities (Jones et al. 2012, 2013; Longmore et al. 2013), temperatures (Mills & Morris 2013; Ao et al. 2013; Ginsburg et al. 2016), and turbulence (Oka et al. 2001; Shetty et al. 2012) of molecular clouds in the CMZ are all higher than in the Galactic disk. This region contains a large diversity of observed molecules, and is characterised by abundant star formation activity (Yusef-Zadeh et al. 2009; Walsh et al. 2011; Kruisjen et al. 2014; Corby et al. 2015; Lu et al. 2015), making the CMZ a valuable place to study molecular clouds and star formation processes in the Milky Way.

However, because of the edge-on view from our Solar System, the structure of molecular clouds in the CMZ is still unclear. The Hi-GAL survey (Molinari et al. 2010), performed with Herschel in the far infrared, suggested that the CMZ consists of a twisted 100 pc ring with a mass of ~ 3 × 107 M⊙ (Molinari et al. 2011), tracing stable x2 orbits, whose major axes are perpendicular to the bar (Contopoulos & Papayannopoulos 1980; Binney et al. 1991). Recently, however, Kruisjen et al. (2015) suggested that the orbits of clouds in the CMZ are open rather than closed, in contrast to the ring structure proposed by Molinari et al. (2011).

Sawada et al. (2004) proposed a method to calculate the relative position of molecular clouds with respect to the GC involving CO emission and OH absorption lines that, unlike previous stud-
ies (e.g. Binney et al. 1991; Kruĳssen et al. 2015), is independent of dynamical models. They assumed that the diffuse radio continuum emission in the GC is axisymmetric and used the absorption depth of the OH 1667-MHz line to estimate the background emission, enabling them to derive the relative position of molecular clouds in the GC. This work confirmed the existence of a bar-like structure in the GC. Their model adopted a uniform value for the OH excitation temperature and a uniform ratio of CO brightness temperatures to OH optical depths. Thus the accuracy of the model may have been impacted if significant variations in excitation temperature exist, or if the some of the $^{12}$CO ($J = 1 \rightarrow 0$) features emanate from optically thick regions.

The Southern Parkes Large-Area Survey in Hydroxyl (SPLASH; Dawson et al. (2014)) provides an opportunity to improve the model of Sawada et al. (2004) with greatly improved sensitivity. SPLASH, performed with the Parkes 64-m telescope, observed all four OH ground-state transitions, consisting of two main lines (1665- and 1667-MHz) and two satellite lines (1612- and 1720-MHz) over the CMZ region. These four transitions enable us to confine the optical depth and excitation temperature, and hence significantly improve the model of Sawada et al. (2004).

In order to test the orbital model proposed by Kruĳssen et al. (2015), we refine the method of Sawada et al. (2004), by using spatial information derived from all four OH ground-state transitions from the SPLASH, combined with $^{13}$CO ($J = 1 \rightarrow 0$) data observed by the Harvard-Smithsonian Center for Astrophysics (CFA) 1.2m telescope (Dame et al. 2001) and $^{12}$CO ($J = 1 \rightarrow 0$) data observed by the Mopra 22-m telescope. Details of our observations are presented in §2. We summarize the principle and assumptions of the method in §3. In §4 we present a method to compute the OH optical depth and excitation temperature precisely, together with a means of estimating the level of background continuum emission and the relative positions of OH clouds along the line of sight. Combining the face-on views of different Galactic latitudes, we investigate the three-dimensional structure of the molecular clouds in the CMZ in §5 and discuss its implications in §6. Our conclusions are presented in §7.

2 OBSERVATIONS

2.1 CO data

In our calculation, we use two CO isotopologue spectral lines: $^{12}$CO ($J = 1 \rightarrow 0$) and $^{13}$CO ($J = 1 \rightarrow 0$). The $^{13}$CO ($J = 1 \rightarrow 0$) data is part of a complete CO survey of the Milky Way, conducted by Dame et al. (2001). This survey was performed with two similar 1.2-m telescopes; one is at the CFA of Harvard University in America and the other is at Cerro Tololo Inter-American Observatory in Chile. For the GC, the observation was performed by the latter telescope whose full width at half-maximum (FWHM) is 8.8′ at the frequency of $^{12}$CO ($J = 1 \rightarrow 0$), approximately 115 GHz (Bitran et al. 1997). The spatial sampling interval within $l$ of the Galactic plane was 7.5′, with a velocity resolution of 1.3 km s$^{-1}$, and the corresponding root mean square (rms, $\sigma$) of the spectral noise was 0.10 K. The $^{12}$CO ($J = 1 \rightarrow 0$) data was smoothed using a Gaussian kernel with a FWHM of 12.8′, to match the effective resolution (15.5′) of the OH spectra.

The $^{13}$CO ($J = 1 \rightarrow 0$) data is part of a new high resolution survey of the Southern Galactic Plane in CO (described in Burton et al. (2013)) performed with the 22-m Mopra telescope. The particular data set used here is part of a sub-project on the CMZ (Blackwell 2017), which covers $-1.5^\circ \leq l \leq 3.5^\circ$ and $-0.5^\circ \leq b \leq 1.0^\circ$, in the three principal isotopologues of CO ($^{12}$CO, $^{13}$CO, and C$^{18}$O). The data were obtained at 0.6′ and 0.1 km s$^{-1}$ angular and spectral resolution through the technique of on-the-fly mapping.

The methodology of obtaining and reducing the data set is described in Burton et al. (2013), with particular issues relevant to the CMZ further elucidated in Blackwell (2017). These issues include: (1) refinements to the method of baselining the spectra, given the wide emission lines in the CMZ; (2) the removal of reference beam contamination, a particular issue with the CMZ due to the extended distribution of line emission; (3) and a better identification (and removal) of bad data points before processing. The full Mopra CMZ CO data set will be made publicly available following the publication of Blackwell (2017), where a full description of these issues is given.

For this analysis, a preliminary version of the $^{13}$CO ($J = 1 \rightarrow 0$) data was provided at 3.0′ and 2 km s$^{-1}$ angular and spectral resolution. The $^{13}$CO ($J = 1 \rightarrow 0$) data was smoothed using a Gaussian kernel with a FWHM of 15.2′, and was subsequently regridded to a pixel resolution of 7.5′.

2.2 OH data

The OH data constitutes part of SPLASH. A study of the pilot region of SPLASH was presented by Dawson et al. (2014) along with a detailed description of the observations. SPLASH, which covers the GC, provides sensitive, unbiased, and fully sampled spectra of four ground-state 18-cm transitions of OH at 1612-, 1665-, 1667-, and 1720-MHz. Here, we present a brief review of the observations and detail our additional efforts to obtain good spectral baselines for the data in the GC region.

SPLASH was performed with the Australia Telescope National Facility (ATNF) 64-m Parkes telescope. Similar to the pilot region, the GC was covered by on-the-fly mapping of $2^\circ \times 2^\circ$ tiles, where each tile was observed 10 times. The interval between scan rows was 4.2′, oversampling the Parkes beam, which has a FWHM of ~12.2′ at 1720 MHz. The data presented in this paper cover a Galactic Longitude range of $-6^\circ \leq l \leq 6^\circ$, while the range in Galactic latitude is $-2^\circ \leq b \leq 2^\circ$.

We used ASAP\footnote{http://svn.atnf.csiro.au/trac/asap}, a software package to extract both spectral lines and the continuum, in conjunction with the SPLASH data reduction pipeline, which performs bandpass calibration, following Dawson et al. (2014).

We produce the baselines of spectra by blanking out the emission or absorption features in each 4-second, bandpass-calibrated integration, linearly interpolating over the gap, and heavily smoothing. This procedure worked well for SPLASH pilot regions, whereas for the GC, we found the baselines were inaccurate because of the high continuum level and large velocity dispersion of the lines. In order to produce flat baselines, we improved the procedure for SPLASH pilot regions by performing an iterative process of 3D line detection and masking.

Our processing iterated over the data three times. Each time, we use the data cubes produced by previous process to improve the mask files, which is essential to obtain good spectral baselines.

For the first iteration no mask files were provided, and spectral identification was done by the LINEFINDER of ASAP. Specifically, after masking bright features and interpolating over the
masked channels, we smooth with a Gaussian kernel of $\sigma = 45$ km s$^{-1}$ to obtain the baseline solution, which is then subtracted. This roughly-baselined data was then gridded into a datacube (see below for details on the gridding procedure).

Before computing baseline solutions a second time, we used DUCHAMP (Whiting 2012), which is a three-dimensional source finding software package, to create mask files of all detected voxels in the satellite lines using the data cubes produced in the first iteration. However, for the main lines, due to the spectral overlap caused by close rest frequencies and large velocity dispersions, the baseline modelling is inaccurate. Therefore we applied the masked velocity ranges of satellite lines to two main lines. With these mask files, we ran the pipeline again, which produced much better baselines.

In the third iteration, we manually unmasked some absorption features above the baselines of the main lines. We found that some absorption features of the main lines were above zero level, and this is due to the large velocity dispersion, which renders the baselines inaccurate. This typically occurred near the velocity range where the two main lines contaminate each other. With the manually modified mask files, we ran the pipeline a third time. The final baselines of the satellite lines are more accurate, while the brightness temperatures of the main lines near manually unmasked channels might be still slightly higher than their true values. However, because any further correction would be model-dependent, we decided not to correct for this effect.

The high levels of continuum emission in the immediate vicinity of Sgr A* raised concerns that some of our Parkes observations were affected by saturation. To check this, we observed this small region with a higher attenuation setting. We found that the telescope was indeed saturated within about one beam size of the peak region with the normal SPLASH attenuation settings. Therefore, we replaced the spectra where Parkes was saturated with observations taken with the higher attenuation setting.

Both the spectral and continuum emission are corrected to main-beam brightness temperatures, according to the daily observations of the ATNF standard calibrator source PKS B1934-638.

The data cubes of the four OH spectral lines are produced with the GRIDZILLA$^2$ software package. Data were gridded with a Gaussian kernel of FWHM 20′ with a cutoff radius of 10′, and a pixel size of 3″, resulting in an effective resolution of $\sim 15.5′$. At the spatial and spectral resolution of 15.5′ and 0.18 km s$^{-1}$, the final noise level of the spectra is about 0.1 K. Because the pixel resolution (7.5″) of CO spectra is approximately half of the spatial resolution of OH spectra, we regridded the OH data to match the pixel resolution of $^{12}$CO ($J = 1 \rightarrow 0$) with the MIRIAD software package (Sault et al. 1995).

2 http://www.atnf.csiro.au/computing/software/livedata/

### 2.3 Continuum

Because SPLASH only measures the difference between the ON and OFF positions, we add back the level of continuum emission at OFF positions, which is estimated according to 1.4 GHz continuum map of the HI Parkes All-Sky Survey (HIPASS) (Calabretta et al. 2014).

The brightness temperature of the OFF positions at 1.4 GHz is about 8 K. After subtracting the Cosmic Microwave Background (CMB), we estimated the brightness temperatures at the frequencies of four OH lines using a spectral index of -2.7 (Platania et al. 2003) and added the brightness temperature of the OFF positions on the continuum emission observed by SPLASH. The levels of continuum emission (not including the CMB) at the OFF positions are 3.7, 3.4, 3.4, and 3.1 K for the 1612-, 1665-, 1667-, and 1720-MHz lines, respectively. The fluctuations of observations at different epochs indicate that the uncertainty is less than 10 percent for the continuum emission.

### 3 THE MODEL

Sawada et al. (2004) proposed a method to calculate the relative position of molecular clouds along the line of sight to the GC by combining information from CO emission and OH absorption, based on four assumptions. First, they assume that the CO emission and OH absorption features at a particular velocity correspond to the same location in space. Secondly, they assume the optical depth of OH is proportional to the brightness temperature of CO, which traces the amount of molecular clouds. Thirdly, they assign the excitation temperature of OH at 1667 MHz a uniform value. Their fourth assumption is that the diffuse continuum emission in the GC is optically thin and axisymmetric, which can be modelled by three Gaussian components.

The principle of deriving relative positions of molecular clouds is depicted in Fig. 1. The depth of the OH absorption line is determined by the excitation temperature and optical depth of OH and the level of continuum emission behind molecular clouds. As illustrated in Fig. 1, two molecular clouds, with equal excitation temperatures and optical depths but different distances, display distinctive absorption lines.

Details of the expression of the absorption depth (the brightness temperature) in terms of the excitation temperature, the optical depth, and the level of background continuum emission are described in §4.1. Similar to higher levels of background continuum emission, larger optical depths also lead to greater absorption depth. Therefore, we need to know the optical depth as well as the excitation temperature before we can derive the level of continuum emission behind molecular clouds. Subsequently, based on a modelled volume emission coefficient of diffuse continuum, we can derive the relative positions of molecular clouds in the GC.

In their calculations, Sawada et al. (2004) adopted a uniform value of 4 K for the OH excitation temperature and estimated the optical depth from CO. However, this uniform excitation temperature only represents the part above the CMB and the actual excitation temperature they used is about 6.7 K. Although this value is within a reasonable range (Crutcher 1977; Li & Goldsmith 2003), a uniform value for the excitation temperature may be inaccurate. The ratio of optical depth of the 1667-MHz line to the $^{12}$CO ($J = 1 \rightarrow 0$) brightness temperature they used is 0.15 K$^{-1}$, which may have introduced errors, considering $^{12}$CO ($J = 1 \rightarrow 0$) may be optically thick in some regions.

In this work, we improve the model of Sawada et al. (2004) by implementing a new method to solve the OH excitation temperatures and optical depths precisely. Additionally, the OH data we used is more sensitive and we used $^{13}$CO ($J = 1 \rightarrow 0$) to identify regions where $^{12}$CO ($J = 1 \rightarrow 0$) is optically thick.

We retained the first and fourth assumptions of Sawada et al. (2004) and modified their second and third assumptions. For the second one, we used the CO intensity to constrain the column densities of OH, instead of the optical depths, and this is more rea-
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Figure 1. Principles of deriving the relative positions of molecular clouds, which is reproduced from Sawada et al. (2004, Figure 3). The black dashed lines and red lines represent CO emission and OH absorption lines, respectively.

reasonable, because the CO intensity is roughly proportional to the column density, if CO emission is optically thin. For the third one, we abandoned the assumption of a uniform excitation temperature, and alternatively, we assume that the excitation temperatures of the two main lines are equal and no assumptions about excitation temperatures of the satellite lines are made.

We summarise these four assumptions as

(i) The CO emission and OH absorption features at a particular velocity correspond to the same location in space.
(ii) The column density of OH at ground states, $N$(OH), is proportional to the brightness temperature of $^{12}$CO ($J = 1 \rightarrow 0$), meaning $N$(OH) = $f \times T_{CO}$, where $f$ is a constant.
(iii) The excitation temperatures of the two main lines are equal.
(iv) The diffuse continuum emission in the GC is optically thin and axisymmetric, and it can be modelled by three Gaussian components.

4 SOLVING OH EXCITATION TEMPERATURES

In this section, we propose a new method to calculate the column densities, excitation temperatures, and optical depths of OH precisely, which significantly improves on the model proposed by Sawada et al. (2004). The kernel of the idea is to express the OH excitation temperatures and optical depths in terms of the column densities of the OH ground state hyperfine levels, which are solvable provided that all four lines have been observed.

In many cases of practical interest the background emission and brightness temperature of an absorption line are observable. However, the situation is more difficult for the complicated GC region, because the fraction of the observed background emission arising from behind the OH cloud is unknown, and this requires extra effort to model. In the following two subsections, we first discuss the simple case in which the background is known, and then introduce the treatment as applied to the GC region.

4.1 Known background continuum

Before we deal with the GC, we introduce the simple case in which the background continuum emission is known. The basic equation of radiative transfer yields the brightness temperature of the spectral line:

$$T_b (v) = (T_{ex} - T_e - T_{cmb}) \left(1 - e^{-\tau_v}\right),$$

where $T_e$ and $T_{cmb}$ are the brightness temperatures of the background continuum emission and the CMB (2.73 K), and $T_{ex}$ and $\tau_v$ are the excitation temperature and optical depth at velocity $v$, respectively. If $T_{ex} > T_{cmb} + T_e$, the spectral line is in emission ($\tau_v > 0$), while if $T_{ex} < T_{cmb} + T_e$, the spectral line is in absorption ($\tau_v < 0$).

If $T_e$ is known, the unknown quantities in equation (1) are $T_{ex}$ and $\tau_v$. Because we observed four OH ground-state transitions, we are able to build four equations, each with two unknown quantities. In total, we have eight variables. However, because of the insufficiency of equations, we cannot solve the excitation temperature and optical depth of OH directly.

To solve for the eight variables, we first convert the four excitation temperatures and four optical depths to four column densities. We use $N1$, $N2$, $N3$, and $N4$ to denote the four column densities of the four ground states of OH, from top to bottom as shown in the schematic of the four OH ground-state transitions in Fig. 2.

The excitation temperature, $T_{ex}$, is defined by

$$\frac{n_u}{n_l} = \frac{g_u}{g_l} \exp \left(\frac{h\nu_0}{kT_{ex}}\right),$$

where $n_u$ and $n_l$ represent the number of molecules in the upper and lower states, $g_u$ and $g_l$ represent their corresponding statistical weights, $h$ is the Planck constant, $k$ is the Boltzmann constant, and $\nu_0$ is the line rest frequency. The excitation temperature is a convenient way to express the ratio of upper to lower states to express the radiative transfer equation as simply as possible (Rybicki & Lightman 1986; Emerson 1996). The excitation temperature has an actual physical meaning only when the upper and lower states are in local thermal equilibrium (LTE), and in most instances, the excitation temperature is simply a proxy for the ratio of upper to lower states.

Rearranging for $T_{ex}$ and replacing number densities with column densities, we have

$$T_{ex} = \frac{h\nu_0/k}{\ln (N_u/g_u) - \ln (N_l/g_l)},$$

where $N_u$ and $N_l$ are the upper and lower column densities of the energy states as shown in Fig. 2. Therefore, the excitation temperatures of four ground-state transitions can be calculated with $N1$, $N2$, $N3$, and $N4$.

The optical depth, $\tau_v$, is given by

$$\tau_v = \frac{\theta^2}{8\pi l_0^2 g_l N_1 A_{ul}} \left(1 - e^{-\frac{h\nu_0}{kT_{ex}}}\right) \phi_v,$$
where \( N_{i} \) is the column density of molecules at the lower energy level, \( A_{ul} \) is the Einstein-A coefficient, and \( \phi_{v} \) is the normalized profile. After substituting equation (3) into equation (4), we have

\[
\tau_{v} = \frac{\nu^{3}}{8\pi^{2}g_{l}}A_{ul}\left(\frac{\phi_{v}}{\phi_{0}}N_{i} - N_{u}\right)\phi_{v}.
\] (5)

Clearly, the optical depth is also a function of the column density, and all four optical depths can be calculated with the column densities of the four ground states.

Mathematically, the independent equations (3) and (5) represent a transformation between the pairs of variables \((N_{i}, N_{u})\) and \((T_{ex}, \tau_{v})\). Substituting equations (3) and (5) into equation (1), we obtain an equation with only column densities as variables. We hence obtain four equations with only four unknowns, which may be solved. This can be done only because all four OH ground-state transitions share four energy levels, which means the excitation temperatures and optical depths of four OH ground-state transitions are not entirely independent. After obtaining the column densities, the calculation of excitation temperatures and optical depths is trivial.

### 4.2 The Galactic Centre

In this subsection we consider the special case of the GC. The difficulties mainly arise from two problems: the two main lines contaminate each other because the velocity dispersion is large, and the level of background continuum behind OH clouds is unknown. The first problem eliminates one equation, while the second one introduces an extra variable. We solve the two problems according to the second and third assumptions listed in §3.

The assumption about the main-line excitation temperature provides an equation. Typically, the positive-velocity part of the 1667-MHz line is mixed with the negative-velocity part of the 1665-MHz line over a particular velocity range, meaning one equation is eliminated, and only three equations remain. Crutcher (1977, 1979) found that while the main line \( T_{ex} \) are generally within 1-2 K of each other, even small departures from equal main-line \( T_{ex} \) can cause significant errors in column density estimates in cases where equal \( T_{ex} \) is assumed. However, we are using column densities to estimate excitation temperatures, and the OH column densities are well constrained by the \( ^{12}\text{CO} (J = 1 \rightarrow 0) \) brightness temperature. Therefore, the uncertainty caused by this assumption is not significant, and we describe this effect in §5.3.

Specifically, the assumption about the main line \( T_{ex} \) is expressed as

\( T_{ex1665} = T_{ex1667} \). (6)

where \( T_{ex1665} \) and \( T_{ex1667} \) are excitation temperatures of 1665- and 1667-MHz lines, respectively. In contrast, the excitation temperatures of the two satellite lines are in general unequal and significantly different to the excitation temperature of the two main lines. Equation (6) can serve as the fourth equation, and therefore we still have four equations for the GC.

The second problem introduces an extra variable. At first it would seem we have to solve another four parameters, corresponding to the four background continuum levels for the four OH transitions. However, the fraction of continuum emission behind OH clouds for the four OH lines should be equal. Therefore, we only need to add one parameter, \( T_{c} \), which is the background continuum emission at any given frequency, say at 1665 MHz, and the background continuum levels of the other three lines can then be derived using the ratio between overall continuum emissions measured for each line.

We now have five variables to solve, but only four equations in hand. We supplement this system with data from CO to create the fifth equation, assuming the column densities of CO and OH are proportional. This is possible since the column density of CO in a single velocity channel is roughly proportional to its brightness temperature multiplied by the bandwidth of the channel if the CO spectral line is optically thin.

Compared with \( ^{12}\text{CO} (J = 1 \rightarrow 0) \), \( ^{13}\text{CO} (J = 1 \rightarrow 0) \) is a better tracer of CO column densities. However, \( ^{13}\text{CO} (J = 1 \rightarrow 0) \) is not visible in all positions. Although \( ^{12}\text{CO} (J = 1 \rightarrow 0) \) emission is often optically thick, the situation in the GC is not severe due to the large velocity dispersion. The resolution of our data is ~38 pc, and at this size scale, the optically thick effect is further diminished by beam averaging. Consequently, we use \( ^{13}\text{CO} (J = 1 \rightarrow 0) \) and artificially scale it in places where the \( ^{12}\text{CO}/^{13}\text{CO} \) intensity ratio suggests it is optically thick.

To detect regions where the \( ^{12}\text{CO} (J = 1 \rightarrow 0) \) line is optically thick, we compare the brightness temperature of \( ^{12}\text{CO} (J = 1 \rightarrow 0) \) versus \( ^{13}\text{CO} (J = 1 \rightarrow 0) \), as shown in Fig. 3, where all values less than 3\( \sigma \) are excluded. Assuming a uniform \( ^{12}\text{CO}/^{13}\text{CO} \) abundance ratio, the brightness temperatures of \( ^{12}\text{CO} (J = 1 \rightarrow 0) \) should be linearly proportional to the \( ^{13}\text{CO} (J = 1 \rightarrow 0) \) emission if they are both optically
thin. We therefore fitted a line to the $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ to $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ relation, restricting the fit to the region with $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperatures exceeding 6.5 K to avoid the large amount of $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ emission that appears to be optically thick in the region $< 6.5$ K.

The fitted line (using linear least squares with y-intercept = 0), delineated in green in Fig. 3, has a slope of 0.066±0.020, yielding a $^{12}\text{CO}/^{13}\text{CO}$ intensity ratio of about 15.2. The uncertainty is given by the difference between the fitted slope constrained to pass through the origin and the fitted slope without this constraint. Although Oka et al. (1998) suggests a value of 5.19, this value could change with observations obtained with different beam filling factors. Because $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ clouds are more extended than $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ clouds, large beam sizes diminish the brightness temperature of $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ and increase the value of $^{12}\text{CO}/^{13}\text{CO}$ intensity ratio. The Nobeyama Radio Observatory (NRO) 45-m telescope used by Oka et al. (1998) had a FWHM of about 17" at 100 GHz, and this angular resolution is much higher than that of Parkes at 1666 MHz. Consequently, the variation of the $^{12}\text{CO}/^{13}\text{CO}$ intensity ratio suggests that the beam filling factors of $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ and $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ are significantly different.

In Fig. 3, the region within $2\sigma$ ($\sigma = 0.12$ K) of the residual is marked with blue, where $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ emission is roughly optically thin and the optically thick effect if not evident, because they are linearly correlated with $^{13}\text{CO} \ (J = 1 \rightarrow 0)$. Although some points possessing large $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperatures are also likely optically thick, we keep those points uncorrected, because there are too few such points to significantly affect the outcome. Consequently, we only did the correction for those points in the red region of Fig. 3, where $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperatures are saturated. For the data in the red region, we replaced the $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperature with the $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ temperatures divided by 0.066 ± i.e., the points in the red region were moved horizontally onto the green line.

In Fig. 3, $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperatures in the optically thick state are lower than some $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperatures in the optically thin state. This is because when $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ is optically thick, the brightness temperature approaches the excitation temperature. The optically thick spectra can only see the outer parts of molecular clouds, and the outer parts of molecular clouds usually have lower excitation temperatures. After the correction, $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ data is roughly proportional to $^{13}\text{CO} \ (J = 1 \rightarrow 0)$ data.

We use self-absorption spectra of $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ to demonstrate this behaviour. The line centres of self-absorption spectra towards molecular cores are lower than their adjacent velocity components. For instance, the average $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ spectrum of an H II region N14 (Yan et al. 2016, Figure 1) shows a deep dip in the line centre, and this effect is more evident compared with the single-pixel spectrum (Yan et al. 2016, Figure 29). Consequently, beam averaging can diminish the effect of optically thick regions.

Now, we can replace the column densities of $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ with their corrected brightness temperatures. The fifth equation is expressed as

$$N1 + N2 + N3 + N4 = f_{1234} \times T_{\text{CO}},$$

where $N1$, $N2$, $N3$, and $N4$ are column densities of four OH ground states, $T_{\text{CO}}$ is the corrected brightness temperature of $^{12}\text{CO} \ (J = 1 \rightarrow 0)$, and $f_{1234}$ is the ratio of the sum of column densities of OH ground states to the $^{12}\text{CO} \ (J = 1 \rightarrow 0)$ brightness temperature. Although $f_{1234}$ can be estimated from observations towards the Galactic disk, we determine $f_{1234}$ more accurately by a method discussed below in subsection 5.2.

Now, for the GC, we have five parameters and five equations, and we can solve them simultaneously. In this model, the largest uncertainty comes from equation (7). In the rest of this section, we present the system of equations and its method of solution.

4.3 The system of equations

Here we write out the system of equations explicitly. We choose the background continuum level of 1665-MHz line, $T_c$, as the fifth variable, and the background continuum levels of the other three lines is

$$T_{1667} = f_{1667} T_c,$$
$$T_{1612} = f_{1612} T_c,$$
$$T_{1720} = f_{1720} T_c,$$

where $T_{1667}$, $T_{1612}$, and $T_{1720}$ are background continuum emission levels behind molecular clouds at the frequencies of 1667-, 1612-, and 1720-MHz lines and $f_{1667}$, $f_{1612}$, and $f_{1720}$ are their ratios to the value of 1665-MHz line, respectively. As mentioned above, $f_{1667}$, $f_{1612}$, and $f_{1720}$ can be calculated from the measured overall continuum emission, because for a particular voxel, the fraction of continuum emission behind molecular clouds is the same for all four lines.

In order to simplify our model, we use $T_{\text{exm}}$ to denote the excitation temperature of the two main lines. The frequencies of 1665-, 1667-, 1612-, and 1720-MHz lines are denoted by $\nu_{1665}$, $\nu_{1667}$, $\nu_{1612}$, and $\nu_{1720}$, and their optical depths at a velocity of $v$ are denoted by $\tau_{1665}$, $\tau_{1667}$, $\tau_{1612}$, and $\tau_{1720}$, respectively. The statistical weight of each level can be calculated with their total angular momentums (Barrett 1964). The Einstein-A coefficients of the four lines were calculated by Destombes et al. (1977) and listed in Table 1. We use $A_{1612}$, $A_{1665}$, $A_{1667}$, and $A_{1720}$ to denote the Einstein-A coefficients of the four lines. The parameters of the four OH ground-state transitions are summarised in Table 1.

Using the fact that $N1$ and $N2$ can be derived from $T_{\text{exm}}$, $N3$ and $N4$, we replaced $N1$ and $N2$ with $T_{\text{exm}}$. Equivalently, we only need to constrain the sum of $N3$ and $N4$, and therefore equation (7) is modified to

$$N3 + N4 = f \times T_{\text{CO}}.$$

The value of $f$ in equation (9) is roughly half of $f_{1234}$ in equations (7).

Now, we only have to deal with four parameters, which are $T_{\text{exm}}$, $T_c$, $N3$, and $N4$, because equation (6) has already been used. Denoting the brightness temperatures of the four lines at a velocity of $v$ by $T_{1665}(v)$, $T_{1667}(v)$, $T_{1612}(v)$, and $T_{1720}(v)$, we write out the equations as

$$\begin{align*}
(T_{\text{exm}} - T_c - T_{\text{emb}})(1 - e^{-\tau_{1665}}) &= T_{\text{main}}(v), \\
\frac{h\nu_{1612}}{\ln(3^J)} - f_{1612}T_c - T_{\text{emb}}(1 - e^{-\tau_{1612}}) &= T_{1612}(v), \\
\frac{h\nu_{1720}}{\ln(3^J)} - f_{1720}T_c - T_{\text{emb}}(1 - e^{-\tau_{1720}}) &= T_{1720}(v), \\
N3 + N4 &= f \times T_{\text{CO}}.
\end{align*}$$

(10)
\[ T_{\text{emb}} = 2.73 \, \text{K}, \]
\[ N1 = N3 \exp \left( -\frac{h\nu_{1612}}{kT_{\text{emb}}} \right), \]
\[ N2 = N4 \exp \left( -\frac{h\nu_{1612}}{kT_{\text{emb}}} \right), \]
\[ T_{\text{main}} (v) = T_{b_{1665}} (v) \text{ or } T_{b_{1667}} (v), \]
\[ \tau_{\text{main}} = \frac{\epsilon^3}{8\pi^2 v_{1612}^3} A_{1665} (N1 - N2) \phi_v \text{ or } \frac{\epsilon^3}{8\pi^2 v_{1612}^3} A_{1667} (N3 - l), \]
\[ \tau_{v_{1612}} = \frac{\epsilon^3}{8\pi^2 v_{1612}^3} A_{1612} \left( \frac{2}{3} N3 - N2 \right) \phi_v, \]
\[ \tau_{v_{1720}} = \frac{\epsilon^3}{8\pi^2 v_{1720}^3} A_{1720} \left( \frac{2}{3} N4 - N1 \right) \phi_v. \]

(11)

### 4.4 Solving the system of equations

The non-linear system of equations (10) was solved numerically. Because we solve the system of equation (10) channel by channel, \( \phi_v \), the line profile, becomes approximately constant over a single channel. To determine the value of \( \phi_v \) equals the reciprocal of the velocity interval between channels.

In order to examine the uniqueness and acquire an approximate initial solution, we simplified equation (10) by linearising the equation of 1720-MHz line, because this line possesses the smallest Einstein-A coefficient and has the smallest optical depth. We further assume \( h\nu/(kT_{v_{1720}}) \ll 1 \), which is generally satisfied if the excitation temperature of the 1720-MHz line, \( T_{v_{1720}} \), is not exceedingly low. Therefore, we have

\[ T_{v_{1720}} = \frac{h\nu_{1720}}{k} \ln(5N4) \approx \frac{h\nu_{1720}}{k} \frac{5N4}{5N4 - 3N1} \tag{12} \]

and

\[ 1 - e^{-\tau_{v_{1720}}} \approx \tau_{v_{1720}}. \tag{13} \]

Now, the equation of 1720-MHz line is linear with respect to \( N3 \) and \( N4 \). Combining with \( N3 + N4 = f \times T_C \), we can solve \( N3 \) and \( N4 \) with respect to \( T_C \) and \( T_{v_{1720}} \). Substituting the expression of \( N3 \) and \( N4 \) to the main line and 1612-MHz equations, we acquire two equations with respect to \( T_C \) and \( T_{v_{1720}} \), which is much easier to solve numerically. For this two-equation system, we searched the solution over a grid of the possible solutions space, and found that uniqueness is satisfied.

We adopted an initial value of 7 K for \( T_{v_{1720}} \), and the initial value of \( T_C \) is set to be half of the observed total continuum emission. After solving \( T_C \) and \( T_{v_{1720}} \), we calculated the value of \( N3 \) and \( N4 \), and equation (10) can be solved numerically based on these initial solutions.

### 5 RESULTS

In this section, we present a 3D structure of the molecular clouds in the GC instead of displaying the slices along the Galactic latitude. Sawada et al. (2004) only provided the face-on view (relative to the Galactic disk) of \( b = 0^\circ \), while we calculated the face-on views of \( b = -0.375^\circ, -0.25^\circ, -0.125^\circ, 0^\circ, 0.125^\circ, \) and \( 0.25^\circ \), constituting a 3D structure of the GC.

Based on the background continuum level solved by equation (10) and the modelled volume emission coefficient of the continuum emission in the GC, we calculated the position of the molecular clouds along the line of sight. The position was determined...
by integrating the modelled volume emission coefficient from negative infinity to the position of molecular clouds, making the integration equal the background continuum level. Although 20 cm continuum observations (Law et al. 2008), which have a higher spatial resolution than the Parkes data, suggest that the centre of the continuum emission is Sgr A*, whose Galactic coordinate is about \((l, b) = (-0.06^\circ, -0.05^\circ)\), we set \(l = 0^\circ\) as the centre of the continuum emission, because Sgr A* is not far from \((l, b) = (0^\circ, 0^\circ)\).

In our calculation, we adopt a distance to the GC of 8.34 kpc (Reid et al. 2014), resulting in a physical resolution of 38 pc for the CMZ.

### 5.1 Fitting diffuse continuum emission

The fitting of the diffuse continuum emission in the GC is important, because locations of molecular clouds along the line of sight hinge on the distribution of the continuum volume emission coefficient.

Because we found that only at the range of \(-0.375^\circ \leq b \leq 0.25^\circ\), the number of molecular clouds is significant, we focused on the calculation of the pixels within this range, including \(b = -0.375^\circ, -0.25^\circ, -0.125^\circ, 0^\circ, 0.125^\circ, \) and \(0.25^\circ\).

Following Sawada et al. (2004), we fitted the diffuse continuum emission along the Galactic longitude using three Gaussian components. Because the spatial resolution of our data is unable to resolve Sgr A*, which is the centre of the diffuse continuum emission, we simply assigned the mean position of Gaussian components \(l = 0^\circ\). The integration of observed continuum emission is carried out using the distance from Sgr A* to the line of sight instead of Galactic longitude. We express this distance with degrees using a linear conversion factor of 145.56 pc degree\(^{-1}\), and its difference with Galactic longitude is less than 0.01° for \(l = 5^\circ\).

The observed continuum emission, which is integrated over the whole line of sight, can be expressed as

\[
T_{\text{cont}} (l) = a_1 \exp \left( -\frac{x^2}{\sigma_1^2} \right) + a_2 \exp \left( -\frac{x^2}{\sigma_2^2} \right) + a_3 \exp \left( -\frac{x^2}{\sigma_3^2} \right)
\]  

where \(l\) is the Galactic longitude in degrees, \(x = 8340 \times \sin (l) / 145.56\), and \(a\) and \(\sigma\) represent the height of the curve’s peak and the standard deviation, respectively.

We display the parameters of all Gaussian components at 1612 MHz in Fig. 4. Generally, the diffuse continuum emission in the CMZ is well fitted by three Gaussian components, indicating the axisymmetric assumption of the continuum emission is reasonable.

### 5.2 Determining the density ratio of OH to CO

So far, the value of \(f\), the only free parameter in equation (10), remains undetermined. \(f\) affects the estimate of continuum emission levels behind OH clouds, thereby altering positions of molecular clouds in the CMZ. Because most of the molecular clouds are in the CMZ (within 500 pc of the GC), it is reasonable to assign \(f\) a value that maximises the proportion of pixels within the CMZ.

Before we searched for this value, we estimated \(f\) according to the observations towards other regions of the Milky Way. Goicoechea et al. (2011) estimated the column densities of OH in the Orion Bar photodissociation region (PDR) to be greater than \(1 \times 10^{18} \text{ m}^{-2}\). However, this value is the result of integration over a large velocity range, and therefore we consider column densities of OH integrated over one single channel of about \(1 \times 10^{18} \text{ m}^{-2}\), around which we searched the optimum value for \(f\).

We used the proportion of pixels within 500 pc of the GC in the face-on view of \(b = 0^\circ\) to determine \(f\), because \(b = 0^\circ\) contains most of the molecular clouds. We searched the value of \(f\) in equation (9) with a step of \(0.05 \times 10^{18} \text{ m}^{-2} \text{ K}^{-1}\). As shown in Fig. 5, near the maximum point, the ratio changes slowly, indicating that the effect caused by small shift of value \(f\) is not significant. At the maximum point, we have \(f = 4.7 \times 10^{18} \text{ m}^{-2} \text{ K}^{-1}\). The proportion of pixels within 500 pc of the GC is approximately 42%, meaning about half of the voxels have no solutions or their solutions are inaccurate, which usually happens where the OH absorption lines are faint.

### 5.3 The equal main-line excitation temperature assumption

Although the velocity dispersion in the GC is generally large, in some particular regions, the main lines are not contaminated with each other, which makes us able to check the equal main-line \(T_{\text{ex}}\) assumption.

For those regions, where we can measure all four ground-state transitions correctly, we can perform calculations without assuming the excitation temperatures of the main lines are equal. For those calculations, we possess five equations, built from four OH ground-state lines and CO observations, which are expressed with four column densities, \(N1, N2, N3,\) and \(N4\), and the level of continuum emission behind OH clouds at 1665 MHz, \(T_{\text{ex}}\). The solution of equation (10) serves as the initial solution.

We chose \((l, b) = (1^\circ, 0^\circ)\), where all four OH lines were measured correctly, to check the third assumption listed in §3. In figure 6, we compare the results calculated with the assumption (blue lines) with that calculated with all four lines (red lines), including the calculated positions along the Y axis, the excitation temperature and optical depth of 1665-MHz line, and the column densities of \(N1\) (see Fig. 2). As expected, the column densities of OH derived from both cases are almost identical, because the column densities of OH are constrained by the brightness temperature of \(^{13}\text{CO}\) (\(J = 1 \rightarrow 0\)) (see equation (9)). Except for some velocity ranges, where the OH absorption lines are faint or optically thick, the
Figure 6. The comparison of results calculated with equal (blue lines) and unequal (red lines) main-line excitation temperature, for \((l, b) = (1^\circ, 0^\circ)\). The top panel displays four OH ground-state lines as well as the \(^{12}\text{CO} (J = 1 \rightarrow 0)\) spectrum. The rest four panels compare the results of calculated positions along the Y axis (see Figure 9), the excitation temperatures and optical depths of OH 1665-MHz line, and the column densities of \(N_1\) (OH) (see Fig. 2), respectively.

Figure 7. The position in Y axis (upper), the excitation temperature for the main lines (middle), and the optical depth (lower) in L-V space for \(b = 0^\circ\). Pixels with absolute values of positions in Y axis > 500 pc are masked.

or \(^{12}\text{CO} (J = 1 \rightarrow 0)\) may not be accurately corrected, the calculated positions, excitation temperatures, and optical depths derived under the assumption are generally close to the results calculated with all four lines.

Consequently, the third assumption in §3 is a good approximation to derive the relative positions of molecular clouds in the GC.

5.4 Testing the model

Before deriving a 3D structure with our model, it is important to verify its correctness. We examine our model on two points: the distribution of derived parameters in Longitude-Velocity (L-V) space, and the ability to predict the other main line.

In order to examine the derived parameters, we display the position along the Y axis, the excitation temperature of the main lines, and the optical depth in L-V diagram for \(b = 0^\circ\) in Fig. 7. No strong correlation is found between these three parameters, which means
the position, excitation temperature, and the optical depth are generally independent. Along the line of sight, the derived parameters are roughly continuous, and this continuity also exist along the velocity axis. This result is consistent with the expectation that molecular clouds, which are close in L-V space, should have adjacent positions.

In our calculation, we use only one of the two main lines (see equation 10), and the brightness temperature of the other main line can be calculated by our model according to the column densities. Therefore, how well can we reproduce the other main line is a vital indicator of the correctness of our model. The regions where the two main lines are not contaminated by each other provide the opportunity to check the prediction of the other main line.

We display the modelled main line in Fig. 8 and present the spectra at four positions: \((l, b) = (1^\circ, 0^\circ), (0.375^\circ, 0^\circ), (-0.375^\circ, 0^\circ),\) and \((-1^\circ, 0^\circ).\) We found that, for velocities larger than -100 km s\(^{-1}\), the brightness temperature of 1665-MHz line is more accurate than 1667-MHz line, and accordingly, for voxels whose velocities are greater than -100 km s\(^{-1}\), we used the 1665-MHz line in our calculations. Beyond this velocity range, we adopted 1667-MHz line. However, for Sgr B2, due to the presence of masers, we adopted the 1667-MHz line. Details about the velocity range of Sgr B2 are displayed in Table 2.

In Fig. 8, the main lines at \((l, b) = (1^\circ, 0^\circ)\) are not contaminated, therefore the observed lines are accurate; these are plotted as green and blue lines in this Figure. The modelled values are plotted with black and red stars. As shown in the top panel of Fig. 8, both of the modelled lines generally overlap with the observed lines, except for a couple of small intervals where \(^{12}\text{CO} (J = 1 \rightarrow 0)\) emission is optically thick. For the other three Galactic coordinates, the brightness temperature of 1667-MHz line is inaccurate near manually unmasked ranges mentioned in §2, whereas the modelled line is more reasonable.

Therefore, our model reproduces the other main line quite well, except in a small fraction of velocity ranges where optically thick \(^{12}\text{CO} (J = 1 \rightarrow 0)\) emission is not accurately corrected.

### 5.5 3D structure of the Galactic Centre

Here we derive the CO face-on view of the 3D Galactic Centre structure for \(b = -0.375^\circ, -0.25^\circ, -0.125^\circ, 0^\circ, 0.125^\circ,\) and \(0.25^\circ.\)

The procedure of deriving a face-on view of CO clouds for a particular Galactic latitude is to take each spectrum, calculate the position channel by channel, and project positions onto a face-on view map. The pixel map was generated by interpolating the position, excitation temperature, and the optical depth are computed, therefore the observed lines are accurate; these are plotted as green and blue lines in this Figure. The modelled values are plotted with black and red stars. As shown in the top panel of Fig. 8, both of the modelled lines generally overlap with the observed lines, except for a couple of small intervals where \(^{12}\text{CO} (J = 1 \rightarrow 0)\) emission is optically thick. For the other three Galactic coordinates, the brightness temperature of 1667-MHz line is inaccurate near manually unmasked ranges mentioned in §2, whereas the modelled line is more reasonable.

Therefore, our model reproduces the other main line quite well, except in a small fraction of velocity ranges where optically thick \(^{12}\text{CO} (J = 1 \rightarrow 0)\) emission is not accurately corrected.

![Figure 8. Modelled spectral lines at four positions, \((l, b) = (1^\circ, 0^\circ), (0.375^\circ, 0^\circ), (-0.375^\circ, 0^\circ),\) and \((-1^\circ, 0^\circ).\) Blue and green represent observed 1665- and 1667-MHz lines, while the red and black star markers denote their modelled values, respectively. The black lines are the emission of \(^{12}\text{CO} (J = 1 \rightarrow 0)\) corrected with \(^{13}\text{CO} (J = 1 \rightarrow 0).\) For the range where velocities are smaller than -100 km s\(^{-1}\), the 1667-MHz line is used in equation (10), while beyond this velocity range, the 1665-MHz line is used.](image-url)
Distribution of GC molecular clouds

Figure 9. Face-on views of CO clouds for $b = -0.375^\circ$, $-0.25^\circ$, $-0.125^\circ$, $0^\circ$, $0.125^\circ$, and $0.25^\circ$. The left panels are face-on view of each Galactic latitude, and the right panels are the distributions of velocities which are intensity weighted. The originate of X and Y axes is Sgr A*, and $X = 0$ corresponds to $l = 0^\circ$. We masked the pixels where the integral brightness temperature is less than 4.1 K km s$^{-1}$ ($3\sigma$).

Figure 10. The face-on view of all molecular clouds in the GC integrated across six slices. The inclination angle is fitted with the molecular clouds at $b = 0^\circ$, as shown in Fig. 9.

GC and those pixels whose integral bright temperatures are greater than 7 K km s$^{-1}$ ($5\sigma$), in order to avoid involving unrelated noise. We find that the inclination angle with respect to the line of sight along $l = 0^\circ$ is $67.5 \pm 2.1^\circ$, as shown in Fig. 9.

In the right panels of Fig. 9, positive velocities dominate the positive Galactic longitudes, while negative velocities dominate the negative Galactic longitudes, indicating the molecular clouds are rotating around Sgr A*.

Fig. 10 displays the distribution of all of the molecular clouds integrated over all Galactic latitudes. A bar-like structure is evident from the distribution, but the data do not reveal any strong evidence for a ring-like structure.

We calculated the total mass of OH in the GC. Because the majority of OH molecules are in the ground states, their total mass detected in these states roughly represents the total mass of OH. We counted the molecular clouds within 500 pc of the GC, and found the total mass of OH in the GC is 2400 $M_\odot$, which is a lower limit. However, if we convert all the $^{12}$CO ($J = 1 \rightarrow 0$) brightness temperatures into OH column density using the value of $f$ determined in §5.2 and a typical excitation temperature of 7 K, we found the total mass of OH in the GC is 5100 $M_\odot$, which is an upper limit.

6 DISCUSSION

6.1 OH excitation temperatures

In order to further check the reliability of our model, we compare the excitation temperature derived by our model with the values determined by previous work, although most of the previous observations were performed towards the Galactic Disk instead of the GC. We display the main line excitation temperature calculated by our model for $b = 0^\circ$ in Fig. 11.

Crutcher (1977) solved excitation temperatures directly, by constructing equations from the observations towards ON and OFF positions of two radio continuum sources W40 and 3C 123. Their solutions suggest that the excitation temperatures of the main lines...
are both close to 6 K, although the difference of the excitation temperatures between main lines can occasionally reach 3 K. Their results support the assumption that the excitation temperatures of the main lines are approximately equal.

The OH excitation temperature can also be determined using on and off spectra of a single OH line towards compact background continuum sources. However, this method requires high spatial resolution. Using the Nanάgay radio telescope, whose FWHM is about 3.5′ at 1666 MHz, Dickey et al. (1981) performed an OH survey of 58 H i absorption regions against extragalactic background continuum sources and found that 16 regions show OH absorption or emission. These 16 regions show a large dispersion in Galactic longitude but are generally located within 15° of the Galactic plane. They derived the OH excitation temperature using OH absorption lines on the background continuum sources and OH emission lines off the background continuum sources. They found that the OH excitation temperature is in the range 4-8 K. Colgan et al. (1989) performed a similar study using the Arecibo telescope and found the averaged main-line excitation temperature is in the range 4-13 K.

Another way to estimate the excitation temperature of OH is based on LTE, assuming the excitation temperature of the two main lines is equal and the ratio of optical depths of 1665- to 1667-MHz lines is 5/9 (Knapp & Kerr 1973). Li & Goldsmith (2003) performed a OH and H i survey of 31 dark clouds, and with the LTE assumption, they found that the excitation temperature of OH is generally greater than 5 K and less than 9 K.

Instead of assuming LTE, Crutcher (1979) solved the excitation temperatures for both the main lines using observations obtained with the Arecibo and Vermilion River Observatory (VRO) telescopes. They found that the excitation temperature of the two main lines is in the range 3-8 K and the anomaly of the main-line excitation temperatures is 1-2 K.

As illustrated in Fig. 11, most of the excitation temperatures of OH main lines calculated by our model are in a reasonable range. A small number of low values are present in the bottom left, where both CO emission and OH absorption lines are faint. The reason is that when OH absorption lines are faint, equation (6) may be unable to impose sufficient constraints on the optical depth, leading to higher optical depths and lower excitation temperatures.

### 6.2 Effect of low spatial resolution

Because our model is based on CO and OH spectral information, the impact of spatial resolution may be significant.

The spectral features of small scale components can be diminished due to beam averaging. For instance, we failed to identify the feature of the Brick (G0.253+0.016) feature, which is a high-mass molecular gas clump lacking star formation activity (Longmore et al. 2012). The size of the Brick is approximately 4′ (Henshaw et al. 2016), and its 35 km s$^{-1}$ component is not evident in either CO or OH spectra. Consequently, we cannot determine the position of the Brick on the face-on view map.

The low spatial resolution of the data can fail to trace the structure near Sgr A*, where the brightness of the continuum emission varies rapidly. For molecular clouds in front of Sgr A*, the absorption depth of OH should be deep, because the background continuum level is high. However, due to the low spatial resolution, the absorption depth is diminished, which makes the calculated background continuum level lower than true values. Consequently, on the face-on map, the molecular clouds are moved backward along the line of sight to match a lower level of continuum emission, thereby leaving a blank area in front of Sgr A*, as shown in the face-on view of $b = 0°$ in Fig. 9.

As an example, we examined the Y-axis position of Arm I and Arm II, as defined in Sofue (1995), at $(l, b) = (0.5°, 0°)$. The velocity of Arm I and Arm II are $\sim 30$ and $\sim 78$ km s$^{-1}$ (Sofue 2017), respectively, and their Y-axis positions are $\sim 52$ pc (averaged over the velocity range 25-35 km s$^{-1}$) and 56 pc (averaged over the velocity range 85-90 km s$^{-1}$), respectively. Although they are already well separated, the true distance between Arm I and Arm II may be larger than 102 pc.

In addition to the OH and CO spectra, the insufficient resolution of the continuum can also affect our result. We assume a cylindrical continuum for each slice. However, if an unresolved molecular cloud is closer to the Galactic plane, we have underestimated the continuum level when deriving its position. On the contrary, if the cloud is further from the Galactic plane, then we have overestimated the continuum level.

In order to illustrate this effect, we examined two slices, $b = -0.125°$ and $b = -0.25°$. Considering a cloud (Y-axis position $\sim 0$ pc) at $(l, b) = (0.5°, 0°)$, if the continuum at $(l, b) = (0.5°, 0.25°)$ is used to derive the position, its corresponding Y-axis position is $\sim 73$ pc. Those clouds with negative Y-axis positions ($< -100$ pc) are pushed beyond the CMZ (Y-axis position $< -1000$ pc). Conversely, if the continuum level at $(l, b) = (0.5°, -0.125°)$ is used to derive the position, clouds with a Y-axis position of 0 pc at coordinates $(l, b) = (0.5°, -0.25°)$ would be found to have a measured Y-axis position of $\sim 44$ pc. Clouds with negative Y-axis positions are measured to have much smaller absolute values. In both cases, if a molecular cloud has positive Y-axis position (further away from Sgr A*), the uncertainty of its position is not large (generally less than 38 pc). However, these uncertainties are upper limits, and because the spectra and continuum have been averaged simultaneously, the real uncertainty is smaller.

If high spatial resolution data are used, the blank area (see Fig. 9) in front of Sgr A* will shrink and more details about the structure in the CMZ will emerge.

---

**Figure 11.** Excitation temperature of the main OH line versus the brightness temperature of $^{12}$CO $(J = 1 \rightarrow 0)$ for $b = 0°$. The red horizontal line represents 5 K level.
6.3 Effect of extra continuum emission

Overall, the diffuse continuum emission is well fitted by three Gaussian components, but small fluctuations are present, as shown in Fig. 4. Those fluctuations might be able to affect the apparent positions of molecular clouds calculated by our model.

Towards high-mass star-forming regions, for instance, Sgr B2, the observed continuum emission is slightly higher than the modelled values due to extra free-free emission from H II regions. For those molecular clouds behind a high-mass star-forming region, the apparent positions are not affected, because the background emission level derived from equation (10) is still correct.

For the molecular clouds in front of high-mass star-forming regions, although the background continuum level derived from equation (10) is still correct, this continuum level contains free-free emission, which cannot be modelled by Gaussian components. Consequently, the molecular clouds may be artificially moved forward along the line of sight, in order to match a slightly higher background continuum level, generating a gap between the star-forming regions and the molecular clouds in front of it.

However, we did not identify this gap along the line of sight of Sgr B2. Therefore we suppose this gap is not large, and our data is inadequate to resolve this gap due to the insufficient spatial resolution.

6.4 Comparing with other models

Many models have been proposed to explain the 3D structure of molecular clouds in the GC. Three main types of models are competitive (see Henshaw et al. 2016, for a review). One model characterises the GC with a pattern of two spiral arms (Scoville et al. 1974; Sofue 1995; Sawada et al. 2004), while another interprets the molecular clouds as a being distributed on a closed elliptical orbit (Binney et al. 1991; Molinari et al. 2011). Yet another explanation, proposed by Kruĳssen et al. (2015), suggests that the orbits of the gas streams in the CMZ are open rather than closed.

Because of the dynamical independence, our model provides a valuable comparison for other dynamical models. Unfortunately, due to the insufficient spatial resolution, we are unable to provide an accurate orbit for the gas streams in (l, vLSR) space. However, we derived the position of five prominent subregions, Sgr B2, Sgr C, Sgr A*, 20 km s\(^{-1}\) molecular cloud (20MC), and 50 km s\(^{-1}\) molecular cloud (50MC), which are marked by coloured dots in Fig. 12. The parameters of the five subregions are listed in Table 2, the columns of which are the name, the Galactic coordinate, the velocity, and the mean position over the velocity.

Compared with Sawada et al. (2004), the position of molecular clouds derived from our model is more accurate, because we calculated the excitation temperature and optical depth more precisely, and the morphology of the bar-like structure is clearer. The positions of Sgr A* and Sgr C are consistent with their results.

We find that Sgr B2 is 45 pc nearer than Sgr A*; this result is smaller than the value, 130 pc, found by Reid et al. (2009) using parallax measurements. However, this discrepancy is mostly due to the low spatial resolution, as discussed in §6.2.

The positions of Sgr B2 and Sgr A* are consistent with the model of Kruĳssen et al. (2015), while the position of Sgr C is inconsistent with the same model. As shown in Fig. 12, the 20MC and 50MC gather around Sgr A*, while Sgr C is located farther than Sgr A*. Interferometric observations (Coil & Ho 2000) suggest that both the 20MC and 50MC are within 10 pc of Sgr A*, with the 20MC closer to us than Sgr A* and the 50MC farther. Although our calculations put both molecular clouds farther than Sgr A*, the 20MC is still nearer to us than the 50MC. However, the positions of the 20MC and 50MC may be severely affected by the low spatial resolution, as discussed in §6.2. The position of Sgr C should be accurate because few molecular clouds are located nearer than Sgr A* at negative Galactic longitudes. Therefore, there is only one inconsistency between our model and that of Kruĳssen et al. (2015).

Recently, Sofue (2017) analysed the 3D structure of the expanding molecular ring (EMR) (Scoville 1972) in the CMZ with the help of high-spatial-resolution observations of \(^{12}\)CO (J = 1 → 0). In the face-on view of b = −0.375° in Fig. 9, the molecular clouds display a round ring structure with a radius of \(\sim\)200 pc. This is consistent with the vertical cylinder model proposed by Sofue (2017) for the EMR.

Interestingly, the inclination angle, 67.5°, derived from our model is greater than the previous results of the short bar as well as the long bar. The length and inclination angle of the short bar is about 2.5 kpc and approximately 20°, respectively (Binney et al. 1991; Dwek et al. 1995; Bissantz & Gerhard 2002; Babusiaux & Gilmore 2005; Cabrera-Lavers et al. 2008), while the half length and inclination angle of the long bar is about 4.5 kpc and around 45°, respectively (Benjamin et al. 2005; Cabrera-Lavers et al. 2007, 2008; Natàf et al. 2013; Wegg et al. 2015). In terms of the inclination angle, the bar-like structure in the face-on view of b = 0° is more consistent with the long bar. However, further observations, characterizing high spatial resolutions, are needed to confirm this large inclination angle.
6.5 Future model improvements

Obviously, our model hinges on the spatial resolution of the data. We already have interferometric OH data in hand, observed with the Karl G. Jansky Very Large Array (JVLA), which possesses a much higher spatial resolution than the Parkes data. Combining the $^{13}$CO ($J = 1 \rightarrow 0$) and $^{12}$CO ($J = 1 \rightarrow 0$) data obtained with Mopra and the OH data of the Galactic ASKAP (the Australian Square Kilometre Array Pathfinder) telescope (GASKAP) (Dickey et al. 2013), we will be able to improve our results significantly, which we intend to do in a future paper. Under the scrutiny of high angular resolution (better than 2 pc at a distance of 8.34 kpc), the blank area in front of Sgr A* will shrink and we will be able to resolve the Brick, the 20MC, and the 50MC. Most importantly, the ring structure near Sgr A* will become clear.

7 CONCLUSIONS

We have presented a 3D model of the GC, which is independent of dynamics, with the help of CO emission and OH absorption lines. We use $^{13}$CO ($J = 1 \rightarrow 0$) data from Mopra to identify regions where $^{12}$CO ($J = 1 \rightarrow 0$) emission may be optically thick. The OH data, which are part of SPLASH, include four OH ground-state transitions, where the level of background continuum behind molecular clouds is observable, the four column densities may be solved from the equations constructed from the two main lines contaminate each other and the background continuum level is unknown, we assume that the excitation temperature varies rapidly.

We developed a novel method to calculate the column densities, excitation temperatures, and optical depths of the OH ground-state transitions precisely. For the regions where the level of continuum emission behind molecular clouds is observable, the four column densities may be solved from the equations constructed from observations of four ground-state transitions. For the GC, where the two main lines contaminate each other and the background continuum level is unknown, we assume that the excitation temperature of the two main lines are equal and the column densities of OH are proportional to the brightness temperature of CO, enabling us to derive the level of background continuum behind molecular clouds.

Based on a well modelled volume emission coefficient of the diffuse continuum emission in the GC, we derived the face-on view for $b = -0.375^\circ$, -0.25$, -0.125$, 0$, 0.125$, and 0.25$, forming a structure of the molecular clouds. The face-on view of $b = 0$ displays a bar-like structure with an inclination angle of 67.5±2.1$^\circ$ with respect to the line of sight along $l = 0^\circ$. This angle is generally greater than the value derived by previous works. Due to the low spatial resolution of the data, we are unable to resolve the structure of molecular clouds near Sgr A* where the continuum emission varies rapidly.

We found the amount of OH in the CMZ is at least 2400 $M_\odot$ and could be as much as 5100 $M_\odot$.
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