Ab initio calculation of phonon polaritons in silicon carbide and boron nitride
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The ability to use photonic quasiparticles to control electromagnetic energy far below the diffraction limit is a defining paradigm in nanophotonics. An important recent development in this field is the measurement and manipulation of extremely confined phonon-polariton modes in polar dielectrics such as silicon carbide and hexagonal boron nitride, which pave the way for nanophotonics and extreme light-matter interactions in the mid-IR to THz frequency range. To further advance this promising field, it is of great interest to predict the optical response of recently discovered and yet-to-be-synthesized polaritonic materials alike. Here we develop a unified framework based on quantum linear response theory to calculate the spatially non-local dielectric function of a polar lattice in arbitrary dimensions. In the case of a three-dimensional bulk material, the spatially local limit of our calculation reproduces standard results for the dielectric response of a polar lattice. Using this framework, we provide ab initio calculations of the dielectric permittivity of important bulk polar dielectrics such as silicon carbide and hexagonal boron nitride in good agreement with experiments. From the ab initio theory, we are able to develop a microscopic understanding of which phonon modes contribute to each component of the dielectric function, as well as predict features in the dielectric function that are a result of weak TO phonons. This formalism also identifies regime(s) where quantum nonlocal effects may correct the phonon polariton dispersion, extremely relevant in recent atomic-scale experiments which confine electromagnetic fields to the scale of 1 nm. Finally, our work points the way towards first principles descriptions of the effect of interface phonons, phonon strong coupling, and chiral phonons on the properties of phonon polaritons.

Phonon polaritons, quasiparticles of jointly photonic and phononic character, offer great promise for deeply sub-diffractional control of electromagnetic fields at mid-IR and THz frequencies. Phonon polaritons share many features in common with plasmon polaritons in conductors. In recent years, it has been shown that phonon polaritons enable confinement of light to volumes over $10^6$ times smaller than that of a diffraction-limited photon in free-space.\textsuperscript{1–15} Due to this remarkable confinement and their relatively high lifetimes of around picoseconds, phonon polaritons open new opportunities for vibrational spectroscopy, radiative heat transfer,\textsuperscript{16} and control of dynamics in quantum emitters.\textsuperscript{17–20} The core features of phonon polaritons, such as mode shape, confinement, and propagation characteristics, are understood from simple Lorentz oscillator models of the dielectric function, enabling successful theoretical accounts of experimental observations.

Nevertheless, several key questions remain, which are beyond the scope of conventional phenomenological oscillator models and motivate our work. We note a few: First, what is the range of validity of the otherwise successful Lorentz oscillator model? One mechanism of breakdown concerns the influence of spatial dispersion, i.e nonlocality: recent measurements and (classical) theoretical predictions of extremely confined phonon polaritons, e.g., in nanometer-thin films, underscore the urgency of this question.\textsuperscript{21}

Second, what are the distinguishing properties of phonon polaritons in reduced dimensions, such as in two-dimensional (2D) polar insulators. Can they support sufficiently confined polaritons in analogy to extremely confined plasmonic modes in 2D plasmonic materials such as graphene?\textsuperscript{22–27} Such nanometer-scale confinement could enable non-perturbative light-matter interactions between polaritons and emitters. In general, how do phonon polaritons reflect/inherit the properties of the optical phonons? Finally, what is the influence of non-trivial spatial shaping of phonons on the resulting polariton? Examples of non-trivial spatial shaping include chiral phonons\textsuperscript{28} and mechanical heterostructures\textsuperscript{29} such as Moiré superlattices. The ability to design phonon polariton materials by designing the underlying optical phonon modes will be a fruitful source of novel polaritonic nano-materials.

To address these questions an ab initio framework to predict the phonon contribution to the dielectric tensor in arbitrary settings is essential. We note that methodologies already exist to calculate the phonon contribution to the local dielectric function in a three-dimensional (3D) bulk, as in Ref. 30, and are implemented in ab initio materials physics software packages.\textsuperscript{31–33} In our work, we aim to extend the validity of these approaches to account for the non-zero lifetime of the phonon modes, the effects of finite temperature, the effects of spatial dispersion on the modes, and the effects of reduced dimensionality.

Here, we develop a framework based on quantum mechanical linear response theory to analyze phonon polaritons in materials which can address all of these effects. Specifically, we derive a framework for calculating the general, nonlocal dielectric function in polar materials. To unify the treatment of these materials with similar efforts to calculate dielectric properties of plasmonic materials, we highlight parallels with the well-known linear response formalism of free electrons, whose quasiparticles are plasmons rather than phonon polaritons. While the framework and expressions we derive here can account for finite temperature, spatial dispersion
and reduced-dimension effects, we confine the applications of the formalism to answer how the underlying optical phonon modes impact the spatially-local dielectric function of a bulk polar material. In particular, we calculate the local dielectric function of bulk silicon carbide (SiC) and bulk hexagonal boron nitride (hBN) from first principles, and show that the results agree well with measured values. We provide a microscopic understanding of the dielectric properties of these two important materials in terms of the relevant transverse optical phonon modes and understand which modes display stronger features in the dielectric function based on \textit{ab initio} calculation of their mode strengths. We find that despite the many transverse optical phonon modes in these materials, only a small number have finite strength and contribute to optical response.

1. LINEAR RESPONSE OF PHONONS IN THREE DIMENSIONS

A first-principles theory of phonon polaritons can be developed in a manner paralleling the linear response treatment of free electrons, whose resulting quasiparticles are plasmons. Here, rather than free electrons, the polarizable subsystem is the ionic lattice of the crystal. Thus, we develop the linear response theory of an ionic lattice coupled to an electromagnetic field. The goal of the theory is to find the contribution to the dielectric function from optical phonons. This implicitly constitutes a theory of both bulk and surface phonon polaritons. In particular, the bulk phonon polaritons correspond to propagating bulk solutions of Maxwell’s equations with the derived permittivity, while surface phonon-polaritons correspond to evanescent solutions at an interface. The latter polaritons, which are of more interest due to their nano-confined properties, exist when the real part of the derived dielectric function is less than zero.

The interaction Hamiltonian of the lattice with the electromagnetic field is:

\[
H_{\text{int}} = -\int d^3r \mathbf{E}(\mathbf{r},t) \cdot \mathbf{P}(\mathbf{r},t),
\]

where \( \mathbf{E} \) is the total electric field, and \( \mathbf{P} \) is the polarization due to lattice displacements. The polarization can be written as a sum over the dipole moments \( \mathbf{d}(\mathbf{R},t) \) of each unit cell centered at \( \{\mathbf{R}\} \):

\[
\mathbf{P}(\mathbf{r},t) = \sum_{\mathbf{R}} \mathbf{d}(\mathbf{R},t) \delta(\mathbf{r} - \mathbf{R}),
\]

This formulation of the polarization implicitly assumes that the ionic displacements are far smaller than the unit cell’s extent; this is an exceedingly good approximation, even in a deeply anharmonic regime. This said, we operate in the harmonic regime. The dipole moment is given by \( \mathbf{d}(\mathbf{R},t) = \sum_{\kappa} Z_{\kappa} \mathbf{u}(\mathbf{R}_{\kappa} \equiv \mathbf{R} + \mathbf{b}_{\kappa},t) \), where \( Z_{\kappa} \) is the tensor of Born effective charges for atom \( \kappa \) in the unit cell at basis vector \( \mathbf{b}_{\kappa} \) and \( \mathbf{u}(\mathbf{R}_{\kappa},t) \) is the displacement of atom \( \kappa \) at basis site \( \mathbf{R}_{\kappa} \). The Born charges are formally defined by the relation:

\[
Z_{\kappa,ij} = \frac{V}{\text{lim}_{q \to 0}} \frac{\partial P_j}{\partial u_{\kappa,i}},
\]

with \( V \) the volume of the unit cell. In other words, they express the charge dynamically induced by a displacement \( \partial u_{\kappa,i} \) of all of the atoms \( \kappa \) along direction \( j \). The displacement of \( \kappa \) between unit cells is in phase (i.e., it is at zero wavevector). It can be seen that these charges determine the dipole moment of the lattice that couples to the total electric field, as lowest order in the atomic displacements, the polarization determined by the displacement of atom \( \kappa \) is simply \( \frac{1}{V} Z_{\kappa} \mathbf{u}_{\kappa} \). We note that these charges are different from the partial charges of the polar atoms, as these dynamical charges take into account the response of electrons to the displacement of lattice sites. In particular, the rearrangement of electron density due to the change in the ionic potential associated with lattice motion is taken into account. This displacement can be expanded in phonon modes as

\[
\mathbf{u}(\mathbf{R}_{\kappa},t) = \sum_{\mathbf{q},\sigma} \sqrt{\frac{\hbar}{2M_\kappa N \omega_{\mathbf{q}\sigma}}} \left( e^{i \mathbf{q} \cdot \mathbf{R}_\kappa - i \omega_{\mathbf{q}\sigma} t} \hat{\mathbf{e}}_{\mathbf{q}\sigma}(\mathbf{b}_\kappa) \hat{a}_{\mathbf{q}\sigma} + \text{h.c.} \right),
\]

where \( M_\kappa \) is the mass of atom at basis site \( \kappa \), \( \omega_{\mathbf{q}\sigma} \) is the phonon frequency at wavevector \( \mathbf{q} \) and branch \( \sigma \), \( N \) is the number of unit cells, and \( \hat{a}_{\mathbf{q}\sigma} \) is the annihilation operator of a phonon at wavevector \( \mathbf{q} \) and branch \( \sigma \). For weak driving fields, the expectation value of the polarization will depend linearly on the total field \( \mathbf{E} \), the sum of external and induced fields. We define the linear-response relation for a bulk crystal in Fourier space as \( \langle \mathbf{P}(\mathbf{q},\omega) \rangle = \epsilon_0 \Pi(\mathbf{q},\omega) \mathbf{E}(\mathbf{q},\omega) \), with \( \Pi(\mathbf{q},\omega) \) defining a polarization-polarization response function, and \( \langle \rangle \) denoting the ensemble-average of a microscopic quantity.

To connect this polarization-polarization response function to the dielectric function, we consider Maxwell’s equations for the electric field sourced by a polarization density:

\[
\left( -\mathbf{q} \times \mathbf{q} \times -\epsilon_\infty \omega^2 \right) \mathbf{E}(\mathbf{q},\omega) = \omega^2 \mu_0 \mathbf{P}(\mathbf{q},\omega),
\]

where \( \omega \) is the frequency of light under consideration, \( \mathbf{P} \) is the classical polarization at that frequency, and \( \epsilon_\infty \) is the high-frequency dielectric function due to electronic polarization. By high-frequency, we mean high compared to frequencies associated with phonons but low compared to interband scales in the electronic band structure. Now, we identify the average polarization \( \langle \mathbf{P} \rangle \) with the classical polarization \( \mathbf{P} \) in Maxwell’s equations. This is essentially the random-phase approximation (RPA). We note that an analogous procedure is also employed in the linear-response theory of the longitudinal response of electrons, where instead of the polarization density being averaged, the charge density is averaged. And instead of solving Maxwell’s equations for the field, we solve Laplace’s equation for the potential. Using the linear
Figure 1. Crystal structure and phonon dispersion of bulk 4H-SiC and hBN. (a) The hexagonal unit cell structure of SiC allows different optical response in the a-b plane and along the c axis. (b) The phonon bandstructure of SiC, from which the phonon eigendisplacements associated with the Γ point were used to calculate the frequency-dependent dielectric function. (c) Structure (viewed from stacking plane) and (d) and phonon bandstructure of bulk hBN.

response relation \( \mathbf{P} = \epsilon_0 \Pi \mathbf{E} \), we have that

\[
\left( -\mathbf{q} \times \mathbf{q} \times - (\epsilon_\infty + \Pi) \frac{\omega^2}{c^2} \right) \mathbf{E} = 0,
\]

leading to the identification of of the dielectric tensor \( \epsilon = \epsilon_\infty + \Pi \).

Next, we explicate the polarization-polarization response function. From the Kubo formula at finite temperature, \(^{34}\) we obtain

\[
\Pi(q, \omega) = \frac{1}{\epsilon_0 V Z} \sum_{m,n} \frac{P_{mn}(q) \otimes P_{nm}(q)}{\hbar \omega + E_{nm} + i\Gamma / 2} \left( e^{-\beta E_m} - e^{-\beta E_n} \right),
\]

where \( m \) and \( n \) refer to a set of phononic eigenstates that span the Fock space, \( V \) is a normalization volume, and we have written the polarization-polarization susceptibility in Fourier space. Here, \( P_{nm} = \langle n | P(q) | m \rangle \) defines modal polarization elements of \( P(q) \), the Fourier transform of \( P(r, 0) \), \( E_{nm} = E_n - E_m \) defines Fock-state energy differences, \( Z \) is the grand canonical partition function, and \( \beta \equiv 1 / k_B T \) (Boltzmann’s constant, \( k_B \); temperature, \( T \)). Additionally, \( \Gamma \rightarrow 0^+ \) is a positive infinitesimal, enforcing causality.

Next, we focus our attention on the conceptually important zero-temperature limit, where \( \lim_{\beta \rightarrow \infty} e^{-\beta E} / Z = \begin{cases} 0 & \text{if } E > 0 \\ 1 & \text{if } E = 0 \end{cases} \).

Then, considering the \( e^{-\beta E_m} / Z \) term of Equation (6), \( m \) must be a zero-phonon state—and, simultaneously, by the linearity of the displacement in creation and annihilation operators, \( n \) must be a one-phonon state. For the \( e^{-\beta E_m} / Z \) term, the reverse holds true. Thus, the relevant polarization matrix elements are \( \Pi_{10}(q) \). These matrix elements, now denoted \( \mathbf{d}(q) \), are simply the Fourier transform of the site-dependent dipole moments:

\[
\mathbf{d}(q) = \sum_{\mathbf{R}} \mathbf{d}^{(R)} e^{-i\mathbf{q} \cdot \mathbf{R}}.
\]

Substituting the displacement operator from Equation (3), we find

\[
\mathbf{d}(q) = \sum_{\sigma} \sqrt{\frac{\hbar N}{2\omega_{q\sigma}}} (S_{q\sigma} a_{q\sigma} + \text{h.c.}),
\]

with

\[
S_{q\sigma} = \sum_{\mathbf{k}} \frac{1}{\sqrt{M_k}} Z_{\mathbf{k}} \mathbf{e}_{q\sigma}(\mathbf{b}_\mathbf{k}) e^{i\mathbf{q} \cdot \mathbf{b}_\mathbf{k}}.
\]

This can be expressed in terms of more standard outputs of \textit{ab initio} materials physics methods that calculate phonon properties. In particular, we can take \( \mathbf{e}_{q\sigma}(\mathbf{b}_\mathbf{k}) \), the eigenvectors of the dynamical matrix, and define eigendisplacements via \( \eta_{q\sigma k} = \mathbf{e}_{q\sigma}(\mathbf{b}_k) / \sqrt{M_k} \), such that \( S_{q\sigma} = \sum_{\mathbf{k}} Z_{\mathbf{k}} \eta_{q\sigma k} \).
Jointly with Equation (6), this enables an explicit, directly evaluable expression for the dielectric function:

$$\Pi(\mathbf{q}, \omega) = \frac{1}{V} \sum_{\mathbf{q}r} S_{\mathbf{q}r} \otimes S_{\mathbf{q}r}^*, \quad \omega_{\mathbf{q}r} = \omega^2 - \omega^2,$$  \quad \text{(9)}$$

where $V$ is the unit cell volume. Rigorously, the phonon frequencies $\omega_{\mathbf{q}r}$ are real. However, in the realistic situation where there is phonon dissipation, typically due to electron-phonon and phonon-phonon scattering, we may make take a “relaxation-time approximation” which effectively results in expressing $\omega_{\mathbf{q}r} \to \omega_{\mathbf{q}r} - i\Gamma_{\mathbf{q}r}/2$, where $\Gamma_{\mathbf{q}r}$ is the dissipation rate of the phonon.

Finally, from Equations (5) and (9), we infer the form of the dielectric function

$$\epsilon(\mathbf{q}, \omega) = \epsilon_\infty + \frac{1}{V} \sum_{\mathbf{q}r} \frac{S_{\mathbf{q}r} \otimes S_{\mathbf{q}r}^*}{\omega_{\mathbf{q}r} - \omega^2 - i\omega\Gamma_{\mathbf{q}r}}. \quad \text{(10)}$$

This expression is in agreement with earlier theoretical accounts of the phonon-contribution to the dielectric function, as e.g. derived by Born and Huang using an equations of motion approach.\textsuperscript{35} We note that the dielectric function in Equation (10) explicitly depends on wavevector, i.e. it includes spatial dispersion (nonlocal response). The mathematical manifestation of spatial dispersion however is quite different than that in the analogous case of plasmonic response. For the phonons, the wavevector dependence is ultimately implicit in the phonon frequencies and the oscillator strengths. For an electronic system, the expression for the spatially dispersive dielectric function would still contain a summation over wavevectors representing non-vertical electronic transitions.

Next, we consider a few important simplifications of this general formulation. Suppose we express the dielectric function in the basis spanned by the principal axes of the crystal, then consider $\epsilon_{ii}(\omega)$ with $i$ denoting one of those principal directions. Consider a situation in which the oscillator strength of Equation (10) is only large for one particular TO mode. Then the quantity $|S_i|^2$ appearing in $\epsilon_{ii}$ has dimensions of squared charge divided by mass. Defining then an effective charge $Q_{\text{eff}}$ and an effective mass $M_{\text{eff}}$, we may parameterize $|S_i|^2 = \frac{Q_{\text{eff}}^2}{M_{\text{eff}}^2}$. This leads to an expression of the dielectric function as:

$$\epsilon_{ii}(\omega) = \epsilon_\infty + \frac{nQ_{\text{eff}}^2}{\epsilon_0 M_{\text{eff}}^2 \omega_{\text{TO}} - \omega^2 - i\omega\Gamma_{\text{TO}}}, \quad \text{(11)}$$

where $n = N/V$. This coincides precisely with the phenomenological Lorentz oscillator model. That said, the general formulation, Equation (10), incorporates additional physical features, such as the tensorial and site-dependent nature of the Born charges, the effects of a complex unit-cell, and explicitly connects fundamental phonon properties—bandstructure and eigendisplacements—with the infrared dielectric function.

Note that Equation (10) has a wavevector dependence which is implicit through the phonon dispersion. Therefore, it is possible that the phonon polariton resonances red-shift or blue-shift, depending on how the relative position of the phonons at finite-wavevector versus zero wavevector. For example, in the 4H polytype of SiC (4H-SiC), upon moving along the $\Gamma$–$L$ direction of the Brillouin zone, there is a red-shift in the transverse optical phonon which, as per Equation (12), red-shifts the onset of $\epsilon < 0$ and correspondingly the onset of surface-confined phonon polaritons. The TO phonon is calculated to be at 764 cm$^{-1}$ at $\Gamma$ (approaching $\Gamma$ along the L direction), and red-shifts: by 2 cm$^{-1}$ at 1/10th of the way along the $\Gamma$–$L$ direction, by 5 cm$^{-1}$ at 1/5th of the way along the $\Gamma$–$L$ direction, and 13 cm$^{-1}$ halfway along the $\Gamma$–$L$ direction.

In the vast majority of experiments that have been performed on phonon polaritons (e.g., Refs. 1–15) the wavevector used to probe the polariton is much less than the wavevector scale over which the TO phonon dispersion varies, which is of the order of $\pi/a$ where $a$ is a lattice constant of the polar dielectric. Even in scattering near-field optical microscope experiments, where one uses an atomic force microscopy tip of
radius of about 20 nm to probe the polaritons, the wavevectors accessed would still be quite small compared to the extent of the Brillouin zone. It would then seem extremely challenging to observe nonlocal behavior of phonon-polaritons. However, a recent experiment\(^{21}\) has shown that plasmons in graphene, by means of a gold mirror, can be confined to dimensions of about 1 nm in the dimension transverse to the graphene sheet. Additionally, another recent experiment\(^{30}\) has leveraged so-called ‘picocavities’, sub-nanometer gaps between a metal nanoparticle and metal film, to access very strong light-matter couplings and extreme variations in fields. These two experiments show a way to get large optically-accessed wavevectors to probe nonlocal behavior in polar dielectrics. In particular, by creating a gap between a polar dielectric film and a metallic nano-antenna where a strongly confined field can be supported, sufficiently high-wavevector modes can be created such that the nonlocal response can be probed.

II. APPLICATION TO BULK POLAR DIELECTRIC SYSTEMS

To demonstrate the utility of this theoretical framework in real materials, we calculate the dielectric function of both 4H-SiC and hBN (see Figure I(a,c)). Phonon bandstructures for 4H-SiC and hBN were calculated from density functional perturbation theory (DFPT) as implemented in the ABINIT package,\(^{30–33,39}\) with electric field response included to appropriately capture splitting between longitudinal optical (LO) and transverse optical (TO) phonon modes. Initial ground state density functional theory (DFT) properties were obtained using norm-conserving Vanderbilt pseudopotentials of the PBEsol parameterization for SiC, and PBE with a D2 (Grimme) van der Waals correction for hBN.\(^{45,46}\) We calculated the phonon modes, their associated eigenfrequencies (Figure I(b)) and eigendisplacements at the \(\Gamma\) point to construct the local (i.e. \(q \to 0\)) dielectric function from Equation (10), using experimental values for the dissipation rates \(\Gamma\), taken from\(^{36}\) for SiC and\(^{3}\) for hBN. For each case, the dissipation rate taken in each plot is that corresponding to the TO phonon mode with the largest oscillator strength in the frequency windows plotted.

Additionally, for SiC a scissor shift of 1.01 eV was applied to shift the calculated band gap of 2.26 eV to match the experimental gap of \(\sim 3.27 \text{ eV}\).\(^{35,46}\) This is necessary to correct for the well-known underestimation of the band gap in ground state density functional theory calculations and the corresponding effects to the electronic contribution to the dielectric tensor, as well as the phonon frequencies. While we have presently taken both the SiC bandgap and the SiC optical phonon lifetime from experiments, these quantities may

Figure 3. Comparison of theoretical predictions and experimental values of the infrared dielectric function of bulk hBN. (a) Real part of the frequency-dependent dielectric tensor in a direction orthogonal to the c-axis, calculated for bulk hBN from Equation (10). Phonon properties and \(\epsilon_\infty\) calculated from the ABINIT package. Experimental values (Ref. 3) are overlaid (blue dots). (b) Real part of the frequency-dependent dielectric tensor in the direction along the c-axis.

Figure 4. Mode strengths for transverse optical phonons in silicon carbide and boron nitride. Diagonal components of the mode strength tensor \(\mathcal{S}_{\nu\nu}\)\(^{12}\) for transverse optical phonon modes in 4H-SiC (a) and bulk hBN (b). The mode strengths correspond well with the features in the calculated dielectric function and also reveal in the case of 4H-SiC a weak IR-active phonon mode, whose strength nevertheless is too small to be directly apparent in the dielectric function. Red squares denote components along the optic axis, while blue circles denote components perpendicular to it. The weak mode at 828 cm\(^{-1}\) in SiC has been multiplied by a factor of 10 in order to be visible.
also be obtained \textit{ab initio} by calculating lifetimes associated with electron-phonon scattering\cite{57-59} and three-phonon decay processes.\cite{51} In materials like hBN where excitonic effects play a significant role, the optical properties of the system are not determined solely by the energy associated with band to band recombination, and instead must also account for the exciton binding energy.\cite{52} Therefore, for the calculation of the dielectric function of hBN, we consider the optical gap, $E_{\text{opt}} = E_g - E_b$, with the band gap, $E_g = 5.2 \text{ eV}$, from experiment\cite{53} and the binding energy, $E_b = 0.67 \text{ eV}$, from recent \textit{ab initio} calculations,\cite{54} so that $E_{\text{opt}}$ is approximately $4.5 \text{ eV}$. As the bandgap we compute from DFT is $4.48 \text{ eV}$, we did not require a correction to the gap in hBN. With these prescriptions, the high-frequency dielectric tensor was determined to be $\epsilon_{\infty,||} = 7.0$ and $\epsilon_{\infty,\perp} = 7.3$ for SiC; $\epsilon_{\infty,||} = 4.6$ and $\epsilon_{\infty,\perp} = 2.6$ for hBN. The values of $\epsilon_{\infty}$ are incorporated in the evaluation of—and consequently impact—the phonon bandstructure. If the material’s band gap is less well-known than e.g. SiC’s, or if a strict \textit{ab initio} outlook is desired, the above approach can be amended by a GW calculation. Further, if excitonic effects contribute significantly to the optical properties of a chosen material, a Bethe–Salpeter equation prediction might be used to further improve predictive accuracy within the same framework presented here.

The resulting frequency-dependent dielectric tensor, compared to experimental measurements,\cite{3,36} is shown in Figures 2 and 3. The agreement between the theoretical calculation and the experimental results is excellent for SiC, as well as for hBN in the direction perpendicular to the optical axis. For the component of the hBN dielectric function parallel to the optical axis, a minor discrepancy develops due to a ∼5% deviation between calculated and measured TO phonon frequencies. In Figure 4, we plot the mode strengths for the different phonon modes contributing to the dielectric response of 4H-SiC and hBN. For SiC, we see a strong mode at 798 cm$^{-1}$, corresponding to the feature found in the permittivity components perpendicular to the $c$-axis. Additionally, there is a strong mode at 782 cm$^{-1}$, which will manifest itself as a strong response in the component of the permittivity parallel to the $c$-axis, corresponding well to experimental measurements.\cite{38} Moreover, there appears to be a weak mode at 828 cm$^{-1}$ whose mode strength is 100 times smaller than that of the strong modes. It is interesting that despite the great multiplicity of phonon modes, only a small number lead to the optical response. It will be an interesting area of future study to engineer systems where many nearby TO phonons contribute to the overall dielectric and polaritonic response. In the case of hBN, we see the two modes at 1360 cm$^{-1}$ and 753 cm$^{-1}$ corresponding to features in the dielectric response perpendicular and parallel to the $c$-axis, as expected. Interestingly here, the oscillator strength of the low frequency mode is much smaller than that of the high-frequency mode, leading to a substantially weaker dielectric response. It is partially compensated in the dielectric function however by a substantially longer lifetime for the lower frequency mode, measured to be about 2 cm$^{-1}$ for the low frequency mode and 7 cm$^{-1}$ for the high frequency mode, as in Ref. 3.

III. OUTLOOK

In summary, we have provided a theoretical framework based on linear response theory to calculate the phonon contribution to the dielectric function from first principles. Notably, we go beyond oversimplifications of the Lorentz oscillator model in which the Born charges are treated as a single scalar quantity and can treat the influence and interplay of many phonon modes that contribute to the dielectric function. We corroborated our approach through density functional theoretic calculations with an accurate prediction of the dielectric function of hBN and SiC, two of the most important phonon-polaritonic materials.

This framework is versatile, allowing us to use first principles calculations to get the dielectric function and predict how nonlocality enters the dielectric function. It also enables an approach to questions regarding the impact of reduced dimensionality in phonon polaritronics; questions that we are presently pursuing. We applied the formalism to the calculation of the local permittivity of silicon carbide and hexagonal boron nitride, two phononic materials of great interest in nanophotonics. Besides accurate prediction of these dielectric properties, we are able to develop a microscopic understanding of the contribution of the many different optical phonon modes to the observed dielectric function of these materials. In particular, we find that while each of these materials has many optical phonon modes (18 in silicon carbide and 9 in hexagonal boron nitride), all but a very small number of modes have oscillator strength that contribute to the dielectric function. In addition, we were also able to find with this microscopic approach phonon modes with weak oscillator strength that may contribute features to the dielectric function.

In future work, besides explicit \textit{ab initio} calculations of the impact of nonlocality and an application of the framework to phonon polaritons in systems of reduced dimensionality, there are a number of interesting directions that can be addressed by the framework discussed here. One such direction would be to find a system where the optical phonons are drastically different from 3D to 2D. Perhaps it is possible that there are some materials in which the 2D optical phonons experience lower losses due to a reduced scattering phase space. The formalism we provide here may also be extended to understand phonon-polaritons in other more atypical reduced-dimensional settings, such as zero-dimensional settings in single emitters, i.e., ‘molecular phonon polaritons’, in analogy to recent work on ‘molecular plasmons’\cite{55,56}. Another such question is whether optical interface-phonons between adjacent heterogeneous materials could host novel types of phonon polaritons due to strong coupling of the optical phonons between layers. In that case, it would be relevant
to evaluate how this strong coupling manifests itself in the infrared dielectric function, and ultimately the confinement and propagation of the phonon polaritons.
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