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The optomechanical coupling and transverse stability of a co-propagating monochromatic electromagnetic wave and mono-energetic beam of two-level atoms is investigated in the collisionless regime. The coupled dynamics are studied through a Landau stability analysis of the coupled gas-kinetic and paraxial wave equations, including the effect of the electronic nonlinearity. The resulting dispersion relation captures the interaction of kinetic and saturation effects and shows that for blue detuning the combined nonlinear interaction is unstable below a critical wavenumber which reduces to the result of Bespalov and Talanov [1] in the limit of a negligible kinetic nonlinearity. For red detuning we find that under a saturation parameter threshold exists whereby the system stabilizes unconditionally. With negligible saturation, an optomechanical form of Landau damping stabilizes all wavenumbers above a critical wavenumber determined by the combined strength of the kinetic and refractive optomechanical feedback. The damping is mediated primarily by atoms traveling along the primary diagonals of the Talbot carpet.

I. INTRODUCTION

The mutual coupling of atomic motion and light propagation, mediated by optical forces and spatial variation in the refractive index, has been studied theoretically [2, 3], and demonstrated experimentally using cold atomic clouds by retro-reflection feedback [4] and by structured light in a cavity with strong viscous damping [5]. Recently, spontaneous pattern formation was also demonstrated in free-space laser propagation through a stationary atomic lattice [6]. Key features of the optomechanical system include the important role of the Talbot length in selecting the most unstable wavenumber and the emergence of spontaneous symmetry breaking and pattern formation [3, 7]. In these systems, the kinetic feedback and electronic two-level nonlinearity interact through the saturation parameter, which controls the occurrence and growth-rate of instabilities [3].

This work examines the role of electronic and kinetic phenomena in the dynamics of the continuous optomechanical interaction, where a free monochromatic wave propagates through a co-moving atomic medium. The continuous system has been studied in the context of atom lasers [8], which introduces new phenomena of the condensed state at high phase-space density [9]. In this regime the coupled equations permit self-focusing and self-trapping of both matter and optical waves [10]. However, even when the atomic motion is incoherent and the dynamics may be described by the gas kinetic equation, the dipole response can strongly couple the field and atomic motion. On this basis Askar’yan first analyzed optomechanical solitons and nonlinear optical guiding of high intensity beams in air [11].

In many contexts only a one-way coupling exists between the atomic motion and optical field. For instance, in atomic beam focusing [12–14] and guiding experiments [15–18] the refractive index of the atomic medium does not significantly perturb the vacuum field. This was shown recently in particle simulations used to recreate the atom focusing experiment of Ashkin and co-workers [12–14], wherein an co-propagating and focused laser was observed to focus an atomic beam. By self-consistently including the dipole forces and refractive index, Kumar et al reproduced the previous experimental results in sodium and observed self-focusing of both atomic and optical beams only at higher atomic density, though below the density for condensation [19]. This work quantitatively confirmed the potential for laser intensification due to the refractive index first predicted theoretically by Klimontovich [20]. Here, we are motivated to understand the transverse instabilities that may arise in such co-propagating beams and the possibility for symmetry breaking, and filamentation.

In the following, we take the approach of Tesio [3] and aim to determine the stability of the continuous optomechanical system to small perturbations on a homogeneous background. The results of this approach are thought to apply to beams of transverse size much greater than the critical wavelength of the instability. Section II prefaces subsequent analysis by introducing the continuous optomechanical system and linearizing about the homogeneous solution. The stability analysis in Section III then leads to the dispersion relation, from which the critical wavenumber is obtained. For a Cauchy (Lorentzian) velocity distribution the dispersion relation can be explicitly evaluated, from which the poles of the system are obtained and discussed. Numerical solution of the velocity-space perturbation in Section IV reveals that kinetic damping occurs through the interaction of resonant particles in a mechanism analogous to Landau damping but...
with the resonant particle velocity matched to diagonals of the Talbot carpet.

II. BACKGROUND

We begin by writing the equations for the field and atoms. Above the condensation temperature, where the atomic motion is incoherent, the dynamics are described by the Fokker-Planck equation obtained through adiabatic elimination of the “fast” internal dynamics (see [21] [22]). Coupling between the atoms and co-propagating field is mediated by the dipole response and manifest through the dipole (gradient) force and refractive index. In the following, we examine detunings $\delta/\Gamma >> 1$ sufficient to neglect attenuation by scattering and absorption as well as the corresponding recoil and momentum-space diffusion [3].

A. Atomic Beam

In a sufficiently rarefied environment where collisions may be neglected, the atomic beam evolves by the gas-kinetic Boltzmann equation and we seek stationary solutions for a mono-energetic beam propagating along the $z$ axis. The initial value problem can be written as,

$$v_b \frac{\partial f}{\partial z} + v \cdot \frac{\partial f}{\partial x} + \mathbf{F}_d \cdot \frac{\partial f}{\partial v} = 0.$$

(1)

Here the coordinates $x, v$ and dipole force $\mathbf{F}_d$ refer only to the transverse plane. The homogeneous solution of Eq. 1 consists of a uniform atomic density $N_0$ and refractive index $n_0$ and a distribution function that depends only on the velocity magnitude as $f_0(v)$. For a system near-resonance, with not too high saturation or perpendicular velocity, adiabatic elimination of the internal state leads to a gradient force given by [3],

$$\mathbf{F}_d = -\nabla U_d = -\frac{1}{2} \delta (1 + s)^{-1} \nabla \cdot s$$

(2)

where $s = I/I_{sat}(1 + 4(\delta/\Gamma)^2)$ is the saturation parameter. It should be noted that special care is needed when accounting for the constitutive relations of the medium moving with $v_z = v_b$. In the limit $v_b << c$ the refractive index corresponds to that evaluated in the moving reference frame with corrections of order $(n-1)(v_b/c)^2 << 1$ (see [23]).

B. Laser Beam

The laser beam is modeled at a freely traveling, monochromatic classical electromagnetic wave. Applying the slowly varying envelope approximation, we take a trial solution $E = E(r)e^{i(k_0n_0 x - \omega t)}$ for the wave equation, resulting in the paraxial wave equation for a dilute medium $(n-1<<1)$ [24]:

$$2ik_0n_0 \frac{\partial E}{\partial z} + \nabla_\perp^2 E + 2k_0^2(n-n_0)E = 0$$

(3)

where $E(r)$ is the slow complex field amplitude. In the limit of far detuning, where losses are negligible, the refractive index of two-level atoms is described by [3],

$$n = 1 - \frac{3\lambda^3}{4\pi^2} \frac{\delta/\Gamma}{1 + 4\delta^2/\Gamma^2} \frac{N}{1 + s}$$

(4)

where $N$ is the gas number density which couples to the atomic motion in Eq. 1 as $N = \int f dv$. The background refractive index $n_0$ is thus obtained under the conditions $N_0$ and $s_0$, which correspond to the background density and saturation parameter, respectively. Note that the trial solution corresponds to the homogeneous solution for a Kerr medium in the case $n_0 = n_0' + n_2 I_0$ where $n_0'$ is the unsaturated background index and we expand $(1+s)^{-1} \approx 1 - s$ for $s << 1$ in Eq. 4 (see e.g. [25]).

III. STABILITY ANALYSIS

To determine the stability of the homogeneous state we expand the distribution function as $f = f_0(v) + f_1(z, x, v)$ and the field as $E = E_0 + E_1(z, x)$, inserting the expansion of the distribution function into Eq. 1 and eliminating the zeroth order terms yields the linearized equation,

$$v_b \frac{\partial f_1}{\partial z} + v \cdot \frac{\partial f_1}{\partial x} - \frac{U_0 \gamma}{M s_0} \nabla_\perp \cdot s_1 \cdot \frac{\partial f_0}{\partial v} = 0.$$

(5)

where the parameter $\gamma = s_0/[\langle 1 + s_0 \rangle \ln(1 + s_0)]$ is obtained from linearization of the dipole potential. From linearization of the saturation parameter we also find $s_1/s_0 = (E_1 + E_0)/E_0$ which introduces the coupling of $E$ and $E^*$ noted in [3] [23] [26].

Next we treat the field equation by first expanding the refractive index described by Eq. 4 as $n = n_0 + n_1$. Using the expansions of $f$ and $s$ we obtain,

$$n_1 = (n_0 - 1) \left( \frac{N_1}{N_0} - \frac{s_1}{1 + s_0} \right)$$

(6)

where $N_1 = \int f_1 dv$ is the density perturbation. Note that the first term represents the kinetic coupling while the second term corresponds to the electronic nonlinearity. Substituting this result into Eq. 3 yields,

$$2ik_0n_0 \frac{\partial E_1}{\partial z} + \nabla_\perp^2 E_1 + 2k_0^2(n_1 - 1) \left( \frac{N_1}{N_0} - \frac{s_1}{1 + s_0} \right) E_0 = 0.$$

(7)

IV. LANDAU STABILITY ANALYSIS

The stability to perturbations is analyzed by taking the Fourier transform in space and Laplace transform in time of Eq. 7 and Eq. 8 where in the usual way $\partial_z \rightarrow iq$ and $\partial_z \rightarrow s - g(0)$, where $g(0)$ is the initial condition at $z = 0$ and $s$ is the Laplace transformed variable not to
be confused with the saturation parameter. The use of the Laplace transform correctly poses the stability analysis as an initial value problem in space, although for a stationary mono-energetic beam space maps directly to time in the atomic frame. The resulting linear equation for the Fourier-Laplace transforms of the perturbations \( \hat{f}_1 \) and \( \hat{E}_1 \), is given by,

\[
v_b s \hat{f}_1 + i q \cdot v \hat{f}_1 - i \frac{U_0 \gamma}{M} \frac{\hat{E}_1 + \hat{E}_1^*}{E_0} q_1 \frac{\partial f_0}{\partial v} = v_b \hat{f}_1 (0).
\]

The corresponding equation for the transformed field \( \hat{E}_1 \) is then,

\[
\left[ \frac{E_0}{\bar{N}_0} \int f_1 dv - \frac{s_0}{1 + s_0} (\hat{E}_1 + \hat{E}_1^*) \right] = 2ik \hat{E}_1 (0),
\]

where \( \hat{E}_1 (0) \) is the Fourier transform of the initial field perturbation. A solution for \( \hat{f}_1 \) in obtained in terms of the unknown field components \( \hat{E}_1 \) and \( \hat{E}_1^* \) from Eq. \( \ref{eq:kinetic_integral} \) and then substituted into Eq. \( \ref{eq:field_equation} \) leading to,

\[
(2iks - q^2) \hat{E}_1 - \frac{2k_0^2 (n_0 - 1)}{s_0} \left[ \frac{U_0 \gamma}{M} C_1 - \frac{s_0}{1 + s_0} \right] (\hat{E}_1 + \hat{E}_1^*) = 2ik_0 \hat{E}_1 (0) - 2k_0^2 (n_0 - 1) E_0 C_2,
\]

where the kinetic integrals are given by,

\[
C_1 = \int \frac{i q \cdot \hat{f}_0}{i q \cdot v + v_b s} dv,
\]

\[
C_2 = \int \frac{v_b \hat{f}_1 (0)}{i q \cdot v + v_b s} dv.
\]

The integrals \( C_1 \) and \( C_2 \) represent the interaction between different velocity groups in the initial distribution function \( f_0 \) and the perturbation \( f_1 \) in wave space. In particular, certain velocity groups will experience a resonant interaction which occurs for those velocities which minimize the denominator.

At this point, it is convenient to identify key dimensional groups and recast the equations in dimensionless form. We define the diffraction length \( L_d = 2k_0/q^2 \), which is the (primary) Talbot length reduced by 2\( \pi \). We also define the spatial frequency \( s_0 \) as \( s = s L_d \). We can also scale the field-atom coupling parameters \( \beta = (U_0 \gamma/M) C_1 - s_0/(1 + s_0) \) and \( V^2 = 2k_0^2 (n_0 - 1)/q^2 \). The parameter \( V \) is defined analogously to the fiber V-parameter with core radius \( 2\pi/q \), but differs from convention by a factor of \( (2\pi)^{-2} \).

Since Eq. \( \ref{eq:field_equation} \) includes both an unknown amplitude and phase, a second equation is needed to obtain a solution for \( \hat{E}_1 \). This is found by taking the complex conjugate of Eqs. \( \ref{eq:field_equation} \) and \( \ref{eq:kinetic_integral} \) before taking the Fourier-Laplace transform. The resulting pair of linear equations are then cast in the form \( Mx = b \) as,

\[
\begin{bmatrix}
  i s - 1 + V^2 \beta \\
  V^2 \beta^* \\
\end{bmatrix}
\begin{bmatrix}
  \hat{E}_1 \\
  \hat{E}_1^* \\
\end{bmatrix}
= \begin{bmatrix}
  b \\
  b^* \\
\end{bmatrix}
\]

where the initial perturbation is given by \( b = 2ik/q^2 \hat{E}_1 (0) - V^2 E_0 C_2 \). Recognizing that the instability response will be dominated by the poles of \( \hat{E}_1 \) and \( \hat{E}_1^* \), the dispersion relation is derived from the characteristic equation of the matrix \( M \) in Eq. \( \ref{eq:matrix} \). The dispersion relation for the continuous optomechanical system can be simplified to,

\[
s^2 + 1 - 2V^2 \beta = 0.
\]

Notably, the coupling parameter \( \beta \) depends on \( s \) through the dispersion integral \( C_1 \) and captures both the kinetic and electronic response. In the absence of the optomechanical coupling \( (V = 0, \beta = 0) \) the roots are simply \( s = \pm i \) and represent the well-known marginally stable diffractive oscillation at the Talbot length.

### A. Critical Wavenumber

First we consider the critical wavenumber corresponding to \( \hat{s} = 0 \). As shown later, the critical wavenumber is also the threshold wavenumber, that is \( Re(s) \) first becomes greater than zero (instability growth) also at \( Im(s) = 0 \). In the critical case we may evaluate the dispersion integral immediately for a Maxwellian velocity distribution as \( -MN_0/k_0 T_\perp \), whereby \( \beta = -U_0 \gamma/(k_0 T_\perp) - s_0/(1 + s_0) \) and the critical wavenumber \( q_\text{c} \) is,

\[
q_\text{c}^2 = 4k_0^2 (n_0 - 1) \left( \frac{-U_0}{k_0 T_\perp} - \frac{s_0}{1 + s_0} \right).
\]

Recall that for red detuning we have \( U_0 < 0 \) and \( n_0 - 1 > 0 \) while for blue detuning \( U_0 > 0 \) and \( n_0 - 1 < 0 \), whereas \( s_0 \) is always positive. On this basis we find that red and blue detuning exhibit qualitatively different behavior. For blue detuning there always exists a critical wavenumber, as both the kinetic and electronic nonlinearities are positive. That is, the repulsion of atoms out of high intensity regions of the beam reinforces the self-focusing Kerr nonlinearity, both serving to increase the refractive index. From this result we can directly recover the critical wavenumber of the Bespalov-Talanov instability by identifying \( 2(n_0 - 1)s_0/(1 + s_0) \rightarrow n_2/n_0 |E|^2 \) (see \[25\] pp. 207).

In the case of red-tuning the kinetic term contributes to instability while the saturation effect provides a stabilizing influence and unconditionally stabilizes the system at the threshold,

\[
s_{th} = \frac{|U_0|/k_0 T_\perp}{1 - |U_0|/k_0 T_\perp}.
\]
Since the saturation term in Eq. 15 cannot rise above unity, we find that for a strong mechanical interaction \((|U_0| > k_b T)\) the system cannot be stabilized.

Further examination of Eq. 15 shows that the dephasing provided by higher temperature lowers the threshold wavenumber but does not eliminate it. When \(s_0 \to 0\) and \(U_0 \sim k_b T\), we can compare the results above with diffractive coupling to a stationary atomic cloud by mirror back-reflection, for which the critical wavenumber is \(q_c = \sqrt{\pi k_0/2d}\), where \(2d\) is the length of the propagation [3]. In this arrangement, the dominant structures were of size \(a_c\) with a Fresnel number near unity, that is with \(q_c = 2\pi/a_c\), where the Fresnel number is \(N_f = a_c^2/(2d\lambda) = 2\). This is analogous to atmospheric optics where the strongest irradiance fluctuations at some propagation length \(L\) correspond to atmospheric eddies for which \(N_f \sim 1\) [28]. In the co-propagating beams examined here, the diffractive length scale is rather set by the refractive index, where the relevant diffractive length is \((k_0|n_0 - 1|)^{-1}\). By analogy to fiber optics these are structures with \(V^2 \sim 1\) based on their size, whereas larger structures \(V^2 >> 1\) are unstable and spontaneously break into filamentary structures [25, 29, 30]. Thus, we find that the threshold wavenumber is dependent on the combination (product) of the refractive feedback \(n_0 - 1\) and kinetic feedback, either through the gradient force response \(U_0/k_b T\) or the electronic nonlinearity.

B. Growth Rate and Damping

The determination of growth rates proceeds from solving the dispersion relation Eq. 14. However, the kinetic integral \(C_1\) cannot be evaluated directly for a Maxwellian velocity distribution, although [3] showed that instability growth rates for a Maxwellian and Cauchy (Lorentizan) velocity distribution were nearly identical, provided the characteristic width \(v_{th}\) of the distributions were the same.

We therefore proceed by analyzing a gas with an isotropic Cauchy velocity profile which permits an analytical solution of \(C_1\). Following [31], the integral along the real axis in the \(v\)-plane can be completed by contour integration resulting in,

\[
C_1 = -\frac{1}{v_{th}^2}(1 + \bar{s}\tau)^{-2},
\]

where we find a new dimensionless parameter \(\tau = v_{th}|q|/2k_0 v_{th}\). This key parameter represents the ratio between the diffraction angle \(\theta_d \sim q/k_0\) and the thermal spreading angle \(v_{th}/v_\|\). It can also be interpreted as a ratio of characteristic distances \(z_0/\tau\), where \(z_0 = v_{th}/v_{th}|q|\) is the distance over which a particle with velocity \(v_{th}\) moves a transverse distance \(2\pi/|q|\) and \(z_\|\) is the Talbot length.

The dispersion relation can then be recast as a function of only two dimensionless parameters by noting that the product \(2V^2\beta\) can be rewritten as \((q_c/q)^2\beta\) where,

\[
\beta = \frac{\beta_c}{\bar{\beta}_c} = \frac{(1 + \bar{s}\tau)^{-2} + \alpha}{1 + \alpha},
\]

and \(a = s_0 k_b T\) = \((1 + s_0)U_0\). In the limit of large damping where \(v_{th}/v_\| \to \infty\), we find \(\tau \to 0\) and we retrieve the response,

\[
\bar{s} = \pm \sqrt{1 - q^2}, \quad \tau \to 0.
\]

This result is precisely the growth increment of the Bespalov-Talanov instability except with the critical wavenumber modified by the kinetic response as in Eq. 15. To see this clearly, we define a new dimensionless longitudinal spatial frequency based not on \(q\) but on \(q_c\): \(\bar{s} = \bar{q}^2\). With this new definition the growth rate can be expressed as,

\[
\bar{s} = \bar{q}\sqrt{1 - \bar{q}^2}.
\]

The maximum growth-rate is then \(\bar{s} = 1/2\) which occurs at \(\bar{q} = 1/\sqrt{2}\).

We interpret this limit as corresponding to a fast redistribution of the atoms in response to the dipole forces, relative to the longitudinal convection. Since we are seeking stationary solutions, this corresponds to a negligible distance in \(z\) over which a given field perturbation results in an atomic response. The kinetic feedback thus presents no differently than the much faster electronic two-level nonlinear response. The latter instability was observed experimentally in back-reflection experiments by Camara and co-workers, who found a saturation threshold for self-focusing \((\nu_2 > 0)\) and a most unstable wavenumber of \(\Lambda^2 = \lambda d/(N + 1/4)\) where \(N\) is an integer of the same sign as the back-reflection distance \(d\) [17]. To compare with our result for the continuous optomechanical system we compute \(\Lambda\) as,

\[
\Lambda^2 = \frac{8\pi^2}{q_c^2} = \frac{\Lambda^2}{2(n_0 - 1)}\frac{1 + s_0}{s_0}.
\]

In contrast to the back-reflection arrangement, both the refractive index and saturation parameter select the most unstable transverse wavelength, with higher saturation and weaker refractive index pushing the instability to larger scale lengths. We can observe that the strongest opto-mechanical feedback then occurs at the scale where \(V^2 \sim 1\) which is mediated by atoms for which \(v \sim \tau v_{th}\).

We next examine the opposite limit, \(\tau >> 1\), corresponding to a fast, cold beam \(v_{th}/v_\| \to 0\). In this limit we have \(1 + \bar{s}\tau \to \bar{s}\tau\) from which we find \(\bar{s} \approx \alpha/(1 + \alpha)\) and \(\bar{s} = \pm i\sqrt{1 - \alpha}/(1 + \alpha)\). For \(\alpha \to 0\) we simply recover oscillation at the Talbot length. When \(\alpha\) is positive (blue detuning), marginally stable oscillation occurs for any \(\alpha\). However, when \(\alpha\) is negative (red detuning), \(|\alpha| < 1\) results in oscillation while \(|\alpha| > 1\) can lead to strong growth or damping based on whether the saturation parameter is below or above the threshold for unconditional stabilization (\(\alpha = 1\) or Eq. 16).
FIG. 1. Real part of $\hat{s}$ corresponding to the growth rate. $\text{Re}(\hat{s}) > 0$ only for $\bar{q} > 0$.

FIG. 2. Imaginary part of $\hat{s}$ representing the spatial oscillation frequency. At high wavenumbers diffraction dominates and oscillation occurs at the Talbot length.

Finally, we consider the most complex scenario where the finite redistribution time of the atoms interacts with the characteristic diffraction length. When saturation is negligible we find the dispersion in terms of the wavenumber-independent variable $\hat{s}$ and the parameter $\phi = \tau|\bar{q}|$ is given by,

$$
(1 + i\phi/|\bar{q}|)^2(\hat{s}^2 + \bar{q}^2) - 1 = 0
$$

Eq. 22 is a quartic equation in $\hat{s}$ having at most four complex roots. The root locations were determined numerically as a function of $\bar{q}$ and $\phi$ and the real and imaginary parts displayed in Figs. [1] and [2] respectively. Notably, a single unstable root always occurs when $\bar{q} < 1$ and for which $\text{Im}(\hat{s}) = 0$.

FIG. 3. Maximum growth/decay rate $\text{Max}(\hat{s})$ showing strong damping for wavenumbers below $\bar{q} = 1$ for $\phi \sim 0.4$. At larger values of $\phi$ the instability growth rate is reduced due to the relatively slow transverse motion of the atoms.

When $\bar{q}$ is large the roots one pair of roots are approximately located at $\hat{s} = \pm i\bar{q}$ while the second pair appear on the real axis in the vicinity of $\hat{s} = -|\bar{q}|/\phi$, the latter corresponding to the kinetic contribution. In this regime where $\bar{q} >> 1$ the diffractive modulation again produces an oscillatory response at the Talbot length which is now weakly damped (as compared with Eq. 20), due to the kinetic damping mechanism discussed in Sec. IV C. Considering now the variation with $\phi$, we can observe that for $\phi < 1$ the roots are decoupled over a large range of spatial scales $\bar{q}$ (see Fig. 1), since the thermal dephasing suppresses the interaction with diffraction. In the intermediate regime $\phi \sim 1$, and especially near $\phi \approx 1/3$, we observe a strong interaction between diffraction and the kinetic response. This results in the disappearance of one of the conjugate roots pairs (seen in Fig. 2 red curve) resulting in an overdamped within a small range of $q$ just below $q_c$. This can be seen in Fig. 3 which shows $\text{Max}(\hat{s})$ as a function of $\bar{q}$ and $\phi$. For $\phi < 1$ the most unstable wavenumber occurs at $\bar{q}^2 = 1/2$ while shifting to lower wavenumber when $\phi$ increases as the atoms require relatively more time (also, distance) to spatially redistribute due to their lower transverse velocity.

C. Landau Damping

The damping observed in Sec. III is similar in nature to other forms of damping in collisionless systems first identified by Landau in electrostatic plasma waves [32]. In plasmas, kinetic damping occurs due to momentum
and energy exchange between the field and near-resonant particles with velocities near the phase velocity of the perturbation \[31\]. In the continuous optomechanical system, the resonant particle velocity \(v_p\) is related to the diffraction angle of a perturbation of wavenumber \(q\) by
\[
v_p = \frac{v_b}{qL_d}.
\]
We examine the evolution of the velocity-space perturbation by direct integration of the Fourier transformed linearized equations which constitute a set of ordinary differential equations, one for the electric field and an infinite number in transverse velocity space. Discretizing velocity space into a finite number of bins (groups), the equations are solved by a first order implicit finite difference method centered in \(z\). The density perturbation is evaluated by trapezoidal integration of the distribution function and simulations were checked for convergence and cross-verified by comparing with numerical evaluation of the inverse Laplace transform of Eq. 13 using the numerical method of Abate \[33\] \[34\].

As an illustrative example of the velocity-space perturbation, results for a damped perturbation with \(\vec{q}^2 = 2\) and \(\phi = 2\) are shown in Fig. 4, where an initial perturbation was launched with \(\hat{E}(0) = 1\). In panel (a) we show the corresponding Talbot carpet with the transverse coordinate normalized to \(a = 2\pi/\vec{q}\) and the longitudinal distance normalized to the Talbot length. The dashed lines indicate the trajectory of resonant particles along preferred directions on the Talbot carpet with angles \(a/z_T = \lambda/2a\). We can observe in panel (b) that the velocity-space perturbation oscillates about the velocity \(v = \pm\tau v_{th}\). Notably, the shift in the effective Talbot length caused by the density perturbation appears to only temporarily trap atoms along the characteristics of Fig. 4(a). The oscillations can be contrasted with the velocity-space perturbation induced by an imposed optical lattice, which leads to a continuous decrease in high velocity atoms \[35\].

The damping is clearly indicated in panel (a) by the decreasing intensity of the perturbation irradiance. Figure 4 (b) shows the velocity-space perturbation which while initially zero grows within one Talbot cycle and becomes most prominent around the resonant velocity \(v = \pm\phi\bar{q}v_{th}\), i.e. \(\tau = 1\). Note that the commensurate density perturbation is sufficient to shift the Talbot carpet shown in Fig. 4 relative to the unperturbed case, as indicated by a careful examination of the dashed line crossings in Fig. 4(a) relative to the intensity maxima.

Additional calculations were performed for a range of \(\vec{q}\) and \(\phi\), with several representative results shown in Fig. 5. In the top panel we see the real and imaginary components of the field response again with an initial perturbation \(\hat{E}(0) = 1\), where the (purely real) density perturbation is shown by a black solid line. The result for \(\vec{q}^2 = 1.5\). \(\phi = 1.5\) illustrates the excitation of resonant atoms near \(v = \pm\tau v_{th}\) and the phase mixing that occurs as the wave is damped.

In contrast, Fig. 5 (b) shows an unstable case \((\vec{q} < 1)\) which illustrates the in-phase coupling of the density perturbation and real part of the field leading to runaway growth. The lower panel showing the velocity perturbation shows how the slow atoms become trapped within the Talbot carpet and accumulate as the perturbation continues to grow.

### D. Discussion

In summary, we have derived the dispersion relation and growth rates for the modulational instability includ-
ing both kinetic and electronic feedback. In particular, we show that the most unstable wavenumber occurs slightly below the critical wavenumber and is set by the combination of refractive, kinetic and electronic feedback in Eq. [15]. A new dimensionless parameter $\phi$ was found which captures the delayed response of the atomic motion to the field perturbation, yielding regions of strong damping near $\phi = 1/3$. The mechanism for this collisionless damping was shown to be analogous to Landau damping and creates the strongest velocity-space perturbation near the resonant velocity $v = \pm \phi q v_0$. The observation of the damping and growth described in Sec. [IV C] should be experimentally accessible with cold atomic beams. For a precise correspondence with the above analysis, mono-energetic beams may be produced by the moving molasses technique [38] although the theory can be readily extended to atomic beams of finite longitudinal velocity spread. If one considers an atomic beam Rb atomic beam with $N_0 = 10^{10}$ cm$^{-3}$ and $\Gamma = 2\pi \times 6.07$ MHz detuned by $2\pi \times 100$ MHz, we obtain a refractive index of $n_0 = 1 + 5.4 \times 10^{-6}$. If the beam is cooled to a Doppler temperature of 146 $\mu$K and irradiated at $s_0 = 0.1$, the resulting critical wavenumber is $q_c = 579$ cm$^{-1}$ with diffraction length $L_d = 7.0$ mm. With a similar experiment to Bjorkholm and Pearson [12, 14], such self-structuring as seen by Labeyrie [1] could be observed in the continuous optomechanical interaction within a distance of several Talbot lengths, which for $q = q_c/\sqrt{2}$ could be implemented in table-top experiments.

Kinetic damping and phase mixing may also occur in contexts other than the homogeneous solution examined here, in particular optomechanical solitons. The results above show that for a sufficiently large atomic beam structures of wavenumber $\sim q_c/\sqrt{2}$ will grow in amplitude leading to filamentation. Although it is unclear whether the filaments themselves would be stable, the collisionless damping mechanism provides a potential stabilization method enabling long-range propagation through a vacuum environment. It can be expected that angular momentum will play a key role in the kinetic interaction for axisymmetric beams, particularly for the lowest order bright-bright solitons for which stationary distributions correspond to the conserved integrals of motion in the 2D central-potential. The interaction between the kinetic damping and other stabilizing processes, such as the non-local response [37] or optical angular momentum [38], may provide further opportunities to tailor the dynamics of coupled beam propagation.
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