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Abstract—People may be unaware of the privacy risks of uploading an image online. In this paper, we present Graph Privacy Advisor, an image privacy classifier that uses scene information and object cardinality as cues to predict whether an image is private. Graph Privacy Advisor simplifies a state-of-the-art graph model and improves its performance by refining the relevance of the information extracted from the image. We determine the most informative visual features to be used for the privacy classification task and reduce the complexity of the model by replacing high-dimensional image feature vectors with lower-dimensional, more effective features. We also address the problem of biased prior information by modelling object co-occurrences instead of the frequency of object occurrences in each class.

Index Terms—graph neural networks, privacy, image classification

I. INTRODUCTION

Sharing images on social media platforms responds to our need for communication and self-expression. However, images may contain personal information that puts at risk the privacy of the photographer and the people involved. As people may be unaware of the privacy risks associated with an image being uploaded online [1]–[3], it is important to develop predictive models that inform users about private information before sharing.

Privacy-related information can be extracted from the image itself or from its metadata (e.g. user-generated tags). Zerr et al. [4] use SIFT features [5] in conjunction with metadata, including the title and user-generated tags. Dynamic Multi-Modal Fusion for Privacy Prediction (DMFP) [6] fuses features from three modalities (object, scene and tag). A competence estimation of each modality is performed to determine the best modality and fuse its decisions in the last stage to produce a prediction. DMFP builds upon the Combination model [7] that merges scene-based tags extracted from images with convolutional networks with features of the detected objects in the image. The Gated Fusion model [8] fuses predictions generated by single-modal models (for objects, scene and tags) and dynamically learns the fusion weights for each modality.

Some of the above works extract information from user-generated tags [4], [6]–[8]. Instead we focus on content-based image information only, rather than on the associated metadata. In related work, image features extracted with VGG-16 [9] are used to extract private information from images [10]. A combination of hand-crafted and learned features derived from convolutional layers is used in Privacy-Convolutional Neural Network with Hierarchical features (PCNH) [11]. iPri
cacy [12] uses multi-task learning to identify sensitive objects in images by considering relationships between objects and their co-occurrence with defined privacy settings.

In this paper, we improve the performance of a state-of-the-art graph-based network [13] by substituting the input information with smaller-size feature vectors obtained by models pre-trained on scene and object detection. We also show that scene information combined with the cardinality of objects (i.e. the number of objects of a specific category) are salient content-based visual features for the image privacy prediction task. Furthermore, we address potentially biased prior information between objects and privacy classes by encoding the co-occurrences of objects.

II. RELATED WORK

In this section, we discuss image privacy datasets and graph-based learning methods for image classification.

A. Image privacy datasets and annotation

There exist four main image privacy datasets, namely PicAlert [4], Visual Privacy (VISPR) [14], Image Privacy Dataset (IPD) [13] and PrivacyAlert [8]. PicAlert [4] has 37,535 images that were posted on Flickr from January to April 2010\(^1\). In PicAlert, most private images contain people, which induces a bias towards the considered private objects (63% of private images contain persons). VISPR [14] (22,167 images from Flickr) includes images from natural everyday scenes, with background and foreground clutter, and includes with textual content such as ID cards, bank account details, email content, and licence plates. IPD [13] (38,525 images) combines PicAlert [4] and 6,392 private images from VISPR [14] (13,910 private images and 24,615 public images). PrivacyAlert [8] contains 6,800 images that were posted between 2011 and 2021 (83% dating after 2015, thus more representative of recent trends in image sharing).

Annotations for privacy datasets are notoriously difficult to obtain due to the inherent subjectivity of this labelling process. For PicAlert, participants were asked to judge whether an image was considered in the private sphere of the photographer.

The code is available at https://github.com/smartcameras/GPA

\(^1\)Note that 9,365 images have been deleted after the original publication due to copyright issues.
clearly private, the annotators are asked to classify the images into 4 classes (e.g. selfies, family, friends and home) (see Tab. I). Possible labels are private, public and undecidable (if no decision could be made on the image label). For VISPR, the annotations are based on 68 attributes compiled from the EU Data Protection Directive 95/46/EC [15], the US Privacy Act 1974 [16], social network platform rules [17] and additional attributes after manual inspection of the images [14]. Private images contain at least one out of 32 privacy attributes related to personal life, health, documents, visited locations, Internet conversations, and automobiles. For PrivacyAlert, the images are annotated through the Mechanical Turk\(^2\) crowd-sourcing platform, and the annotators are asked to classify the images into 4 classes (clearly private, clearly public, private and clearly public). The quality of the annotations is monitored using an attention checker set that discards annotators who failed to provide the expected response. The four-class annotations are then grouped into binary labels that combine clearly private with private and clearly public with public. PrivacyAlert provides binary labels for each image and VISPR provides privacy attributes that are classified as private or public. In PicAlert, 17% of the dataset contains multiple ternary annotations for each image where annotators’ agreement needs to be computed. Thus, labels can be decided depending on the desired level of privacy, for instance, labelling an image as private in case of annotation disagreement.

B. Graph-based models for image classification

Graph-based methods have recently been introduced for privacy classification [13], [18]. Graph-based networks model information as nodes whose relationship is defined through edges. The representation of each node is updated, propagating the information through the edges. The initialisation of graphs is often referred to as prior knowledge represented as an adjacency matrix.

Prior knowledge structured as a knowledge graph can improve image classification performance [19]. The Graph Search Neural Network (GSNN) [19] incorporates prior knowledge into Graph Neural Networks (GNN) [20] to solve a multi-task vision classification problem (see Tab. II). GSNN is based on the Gated Graph Neural Network (GGNN) [21], reducing computational requirements and observing the flow of information through the propagation model. GGNN uses the Gated Recurrent Unit (GRU) [22] to update the hidden state of each node with information from the neighbouring nodes. GGNN is a differential recurrent neural network that operates on graph data representations, iteratively propagating the relationships to learn node-level and graph-level representations. The Graph Reasoning Model (GRM) [23] uses objects and interactions between people to predict social relationships. The graph model weighs the predicted relationships with a graph attention mechanism based on Graph Attention Networks (GAT) [24]. GRM uses prior knowledge on social relationships, co-occurrences and objects in the scene as a structured graph. Interactions between people of interest and contextual objects are modelled by GGNN [21], where nodes are initialised with the corresponding semantic regions. The model learns about relevant objects that carry relevant task-information.

Graphic Image Privacy (GIP) [13] replaces the social relationship nodes with two nodes representing the privacy classes (private, public). Dynamic Region-Aware Graph Convolutional Network (DRAG) [18] adaptively models the correlation between important regions of the image (including objects) using a self-attention mechanism. DRAG [18] is a Graph Convolutional Network (GCN) [25] that learns the relationships among specific regions in the image without the use of object recognition.

III. Method

In this section, we present the content-based features, the prior information to initialise Graph Privacy Advisor (GPA) as well as the graph-based learning and privacy classification.

A. Features

Cardinality can affect the prediction of the privacy class, especially considering the person category. An image is more...
likely to be public if the cardinality of person is high. For instance, in Fig. 1 images (a) and (d) both depict a couple posing indoors, however (a) is private, whereas (d) is public. In settings where the same objects and the same cardinality are depicted, the context of the scene might provide additional information for the task. We explicitly incorporate object cardinality information using a pre-trained object detection model. We define the cardinality vector, \( f_c \in \mathbb{R}^K \), where \( K \) is the number of object categories.

We extract scene information with a scene recognition model that we train to differentiate between two privacy classes instead of 365 scene classes [26]. A fully connected layer introduced at the output of the scene recognition model takes the logits produced by the model and reduces the dimensionality to two logit values, which we denote as \( s_1 \) and \( s_2 \). We define the scene vector \( f_s \in \mathbb{R}^2 \) as \( f_s = (s_1, s_2) \).

We define a matrix incorporating scene and object information for each image. Let \( C \in \mathbb{R}^{2 \times (2 + K)} \) be the information matrix defined as:

\[
C = (f_h \oplus (f_s \oplus f_c)),
\]

where \( f_h \) is a one-hot vector that differentiates between scene and object information and \( \oplus \) is the concatenation operation. The size of \( C \) is \( 2 \times (2 + K) \), where 2 is the number of privacy classes and \( K \) the number of object categories.

The matrix \( C \) greatly simplifies the information used in GIP [13]. We replace the high-dimensional feature vectors obtained from feature extracted from pre-trained models with a single cardinality vector and two scene logits. This replaces the 4096-dimensional feature vectors with a single value. These high-dimensional vectors are used by Yang et al. [13] to encode two types of information: one from the entire image and the other from the individual detected objects. Section IV shows that the information used by Yang et al. [13] does not improve the performance of the model and greatly increases the model size.

### B. Prior knowledge

Prior information can be defined by the initial edges that convey information between the input nodes and is encoded in an adjacency matrix \( A \).

We aim to model relationships between objects co-occurring in images to uncover privacy-exposing patterns. We hypothesise that considering prior knowledge modelling relationships between object nodes and privacy nodes biases the model towards more frequent objects found in the data. To avoid this problem, we therefore propose using a binary matrix of object co-occurrences to minimise the effect of frequent objects, such as person, being associated with the private class.

Let us consider \( K \) object categories and let

\[
a_{ij} = \begin{cases} 
1 & \text{if object } i \text{ and object } j \text{ co-occur} \\
0 & \text{otherwise} 
\end{cases}
\]

be elements of a square binary matrix \( A^K = (a_{ij})_{K \times K} \) that defines the co-occurrence of object categories \( i \) and \( j \) in an image. As the model learns to discriminate between private and public images during training, the object co-occurrences are associated with the privacy classes based on their frequency of appearance in each image. Therefore, the presence of an object pair will affect the prediction of the privacy class. Considering the co-occurrence of objects gives more importance to the presence of less frequent objects such as a tie which is more likely to be associated with public events (see Fig. 1 (a) and (d)).

Let \( A^{K+2} \) be the matrix \( A^K \) augmented with two rows and two columns of zeros. We pad the matrix to account for information on the scene representing the two privacy classes to be encoded before learning the graph. This information is provided by combining prior knowledge with information for each image during training. The simplified notation \( A \) is used to refer to matrix \( A^{K+2} \) in the rest of the paper. Unlike in GIP [13], in GPA, the matrix \( A \) does not encode prior information on the privacy class of \( K \) object categories. The initialisation of GPA addresses biased information relating to the long-tail distribution [27] of object categories found in the dataset by considering object co-occurrences instead of the frequency of occurrence (recurrence) of objects.

### C. Graph learning

Information is propagated in the graph through message passing that updates the state of nodes aggregating information from neighbouring nodes. The matrix \( C \), which encodes the scene and cardinality information for each image, is multiplied by the prior information, modelled by the adjacency matrix \( A \) and its transpose \( A^T \). The initial state of the graph at \( l = 0 \) with respect to object cardinality can be represented as

\[
H_0^{(0)} = A \otimes C,
\]

whereas the initialisation with scene information gives

\[
H_s^{(0)} = A^T \otimes C,
\]
where $\odot$ denotes matrix multiplication. $H^{(0)}$ and $H^{(0)}$ both in $\mathbb{R}^{2 \times (K+2)}$ encode the initial state of the nodes. The hidden state matrix that performs the message passing operation is modelled by the matrix $H^{(l)}$ for each iteration $l$. In the initial state $l = 0$, $H^{(0)}$ concatenates the result of these two operations:

$$H^{(0)} = H^{(0)} \odot H^{(0)}, \quad (5)$$

where $\oplus$ is the concatenation operation and $H^{(0)} \in \mathbb{R}^{4 \times (K+2)}$.

For learning, GPA maintains components of GIP [13], namely, GGNN [21] and the GAT-based attention mechanism [24] (see Fig. 2). GGNN [21] is used to iteratively learn the relationships between the nodes, given prior knowledge. The hidden state matrix $H^{(l)}$ is updated through a GRU layer [22] where messages from neighbouring nodes and previous iterations are aggregated to update the hidden state of each node for each iteration $l$. The learned node states and edges at the output of the gated network are subsequently weighted with a graph attention mechanism that determines the most relevant output nodes based on their importance. The edges between object node $v_i$ and object node $v_j$ are weighted with attention coefficients. The coefficients are obtained by applying the attention mechanism $\alpha(\cdot)$ on the object nodes $e_{ij} = \alpha(v_i, v_j)$ and are normalised using a sigmoid function. The resulting weighted feature vector $w$ is first reshaped with a linear layer and then fed through a classifier $B(\cdot)$ that yields a prediction score for each class.

The classifier $B(\cdot)$ consists of two fully connected layers $g_1(\cdot)$ and $g_2(\cdot)$, followed by a softmax operation:

$$B(w) = \text{softmax}(g_2(g_1(w))). \quad (6)$$

To learn the binary classification task, we use the cross entropy as the loss function:

$$L = -\sum_{n=1}^{N} \left[ y_n \log(p_n) + (1 - y_n) \log(1 - p_n) \right], \quad (7)$$

where $y_n$ is the ground-truth class label for image $n$, $p_n$ is the corresponding model prediction, and $N$ is the total number of images in the set.

IV. VALIDATION

In this section, we analyse the impact of different graph initialisations and considered features. We compare the proposed model, GPA, with content-based vision models, namely PCNH [11], GIP [13], and DRAG [18].

A. Dataset and annotation

We use three datasets, namely PicAlert2, which consists of 28,170 images (20,555 public and 7,615 private images); IPD2, which comprises 20,555 public and 14,007 private images; and PrivacyAlert2, which has 6,476 images (4,959 public and 1,517 private images). IPD2 includes public images from PicAlert2 and 6,392 private images of VISPR. Due to the reasons discussed in Section II-A, PicAlert2 and IPD2 contain 4,000 fewer images with respect to the datasets used by Yang et al. [13], while PrivacyAlert2 contains 357 fewer images than in the dataset used by Zhao et al. [8].

Because of the limitations in the annotation discussed in Section II-A, for PicAlert2 we consider images that have unambiguous annotations (83% of the dataset) and label the remaining images as public when the ratio of public votes is close to 3. The remaining images were considered private. We obtain a dataset with a ratio of public to private images of 2.7:1 in contrast with 3.3:1 in Yang et al. [13]. Thus we include more images as private by considering images with doubtful annotations as private, favouring sensitivity.

B. Performance measures and comparison

We evaluate the results in terms of unweighted (overall) binary accuracy (UBA), precision, recall, F1 score for the private and public class, and unweighted F1 score (U-F1). UBA is the ratio between the correctly classified images of both classes and all the images in the test set. The precision of the private (public) class is the ratio between the number
TABLE III
IMPACT OF DIFFERENT TYPES OF PRIOR KNOWLEDGE FOR THE GPA MODEL TESTED ON THE PRIVACYALERT2 DATASET.

| Adjacency matrix | Public | Private | Overall |
|------------------|--------|---------|---------|
|                  | P      | R       | F1      | P      | R       | F1      | UBA(%) | U-F1   |
| Random generator | .770   | .520    | .621    | .255   | .514    | .341    | 51.90  | .481   |
| uniform          | .789   | .995    | .880    | .910   | .169    | .285    | 79.47  | .582   |
| random           | .845   | .907    | .880    | .623   | .481    | .543    | 80.39  | .709   |
| ones             | .859   | .903    | .880    | .640   | .538    | .585    | 81.48  | .732   |
| class            | .856   | .935    | .894    | .715   | .507    | .593    | 83.16  | .744   |
| co-occurrence    | .857   | .935    | .894    | .715   | .514    | .598    | 83.28  | .746   |

UBA(%): unweighted binary accuracy. P: Precision, R: Recall, U-F1: unweighted F1 score.

Random generator: baseline test with a random number generator.
uniform: uniform value assuming equi-probable frequency of occurrence for each object in each privacy class.
ones: matrix filled with ones.
class: matrix of object recurrences in each privacy class.
co-occurrence: binary matrix of object co-occurrences.

TABLE IV
IMPACT OF DIFFERENT FEATURES WHEN TRAINING GPA ON PRIVACYALERT2. INITIALISATION WAS PERFORMED WITH OBJECT CO-OCCURRENCES.

| fi | fα | fβ | fγ | Public | Private | Overall |
|----|----|----|----|--------|---------|---------|
|    | P  | R  | F1 | P      | R       | F1      | UBA(%) | U-F1   |
| o  | .758 | 1.00 | .862 | .000 | .000 | 75.78 | .431 |
| •  | .758 | 1.00 | .862 | .000 | .000 | 75.78 | .431 |
| o  | .815 | .964 | .883 | .737 | .314 | 80.68 | .661 |
| •  | .815 | .964 | .883 | .737 | .314 | 80.68 | .661 |
| o  | .830 | .909 | .868 | .595 | .417 | 79.01 | .679 |
| •  | .830 | .909 | .868 | .595 | .417 | 79.01 | .679 |
| o  | .851 | .877 | .864 | .575 | .519 | 79.06 | .688 |
| •  | .851 | .877 | .864 | .575 | .519 | 79.06 | .688 |
| o  | .849 | .868 | .858 | .555 | .517 | 78.26 | .697 |
| •  | .849 | .868 | .858 | .555 | .517 | 78.26 | .697 |
| o  | .838 | .937 | .885 | .687 | .433 | 81.49 | .708 |
| •  | .838 | .937 | .885 | .687 | .433 | 81.49 | .708 |
| o  | .866 | .852 | .859 | .558 | .588 | 78.77 | .716 |
| •  | .866 | .852 | .859 | .558 | .588 | 78.77 | .716 |
| o  | .857 | .935 | .894 | .715 | .514 | 83.28 | .746 |
| •  | .857 | .935 | .894 | .715 | .514 | 83.28 | .746 |

f_i: whole-image features, f_α: scene information, f_β: object features, f_γ: object cardinality
UBA(%): unweighted binary accuracy. P: Precision, R: Recall, U-F1: unweighted F1 score.

We compare our results with vision-based models on the binary image privacy classification task. The performance values for the PCNH [11] and GIP [13] models in PicAlert and the Image Privacy Dataset were taken from Yang et al. [18]. The performance results for PCNH [11] (re-trained and evaluated) in the PrivacyAlert dataset were taken from Zhao et al. [8].

We train and test the GIP model following the partitions of train, validation and test data in [13], [18]. We use random sampling, preserving the ratio of images in the train and the validation sets. We perform 3-fold cross-validation and train for a total of 50 epochs using a batch size of 64. The categorical cross-entropy loss is optimised with the Adam [28] optimiser. We use PyTorch [29] 1.8.1 and a single 32GB Tesla V100 Graphical Processing Unit (GPU) with an initial learning rate of 0.0001.

We also consider a random number generator to determine baseline classification results for the imbalanced classes in the dataset.

C. Discussion

Table III shows the impact of graph initialisation using different adjacency matrices, namely uniform, random, ones, class and co-occurrence.

A uniform initialisation considers objects as equi-probable \((\frac{1}{K})\) to occur in each class. The total number of categories of objects considered is \(K = 81\) [13]. Although performance in the public class is comparable to other methods, results in

The private class show a low recall value (0.169), denoting a large number of miss-classifications of private images as public. Initialising A with random values or ones (matrix filled with ones) yields comparable performance, with both initialisations scoring higher in the public class than in the private one. Assuming only binary information on object co-occurrences, with the co-occurrence matrix, shows the best results both in terms of overall performance (UBA of 83.28 and U-F1 of 0.746) and per-class F1 scores (0.894 for public and 0.598 for private). The class adjacency matrix used in GIP [13] shows comparable performance with the co-occurrence matrix used in GPA in the public class (both have F1 score of 0.894). However, performance in the private class is slightly improved by using the co-occurrence matrix as seen by the F1 value (0.598 versus 0.593). Note that the effect of random initialisation is the most significant as the impact on overall performance is limited.

Table IV compares the impact of the different features: features from the whole image \(f_i\), features of the detected objects \(f_o\), the information of the scene \(f_s\) and the cardinality of the objects in a category \(f_c\).

We use a ResNet-101 [30], pre-trained on ImageNet [31] to extract the high-dimensional features of the entire image \(f_e\). The features \(f_e\), encoding the detected objects in each image using the VGG-16 [9] model, pre-trained on ImageNet [31] for the object detection task. VGG-16 extracts the feature vectors of objects using information on the Regions of Interest (ROIs) in the image, detected using the YOLOv3 object detection model [32]. We set a confidence threshold for ROI selection to 0.8 and consider a maximum of 12 objects per image, as in Yang et al. [13]. Each ROI is labelled with 80 object categories from the COCO [33] dataset with the addition of the background category to account for images with no apparent objects. Both \(f_o\) and \(f_i\) are \(d\)-dimensional features, where \(d = 4096\). Therefore, \(C \in \mathbb{R}^{d \times (2+K)}\) in GIP [13].

The vector \(f_c\), which encodes the cardinality of objects in each category, is obtained from the pre-computed object information (category and number) from YOLOv3 without the need to perform object detection online. To incorporate scene information we use a pre-trained ResNet-50, referred to as Places365, on scene recognition, that classifies images in 365 pre-defined scene categories [26]. We add a fully-connected layer before the final softmax layer of the ResNet-50 model to compress the output into two categories and use the output logits as scene information.

Table IV shows that using the whole-image features \(f_e\) does not improve performance. In the first two cases (with and without \(f_i\)), F1 score for the private class is zero, predicting all instances as public. \(f_o\) and \(f_i\) used together (in GIP) lead to the lowest UBA (72.03%) and lowest F1 score in the public class (0.788). A person detector encoding exclusively the presence of the person object (denoted as ‘pers.’ in Tab. IV) produces better results than considering all possible objects \(f_o\) with cardinality \(f_c\) and \(f_i\) with whole-image features \(f_e\).

The combination of all four features produces the second-best overall performance in terms of U-F1 (0.771), while removing \(f_i\) and keeping the remaining features, presents the best performance in the private class (\(F1 = 0.642\)) and the best overall performance with \(U\)-F1 of 0.802. Although cardinality \(f_c\) and scene information \(f_s\) perform poorly overall when used alone, their combination yields the best overall performance in UBA (83.28) and the third best in U-F1 (0.746). Therefore, we consider \(f_c\) and \(f_s\) for the privacy classification task, as they also have a smaller dimensionality compared to \(f_o\) and \(f_i\).

In Table V, GPA outperforms the trained GIP\(^{tr}\) [13] model...
in all the datasets. In PicAlert2 and PrivacyAlert2, GPA outperforms GIP_r both in terms of F1 scores in privacy classes and overall in terms of UBA and U-F1 score. Specifically, for PrivacyAlert2, GPA greatly improves overall performance against GIP_r with a UBA value of 83.28 (79.35 in GIP_r) and U-F1 of 0.746 (0.693 in GIP_r). However, performance in the private class remains low, with a recall value of 0.514, the same as that of the random generator. In IPD2, GPA scores lower in the public class compared to GIP_r (F1 score of 0.843 versus 0.878), however significantly improves performance in the private class (F1 score of 0.758 versus 0.636). In terms of overall performance, GIP_r scores higher than GPA in UBA (81.72 against 80.96), though we favour the U-F1 score over the UBA measure (see Section IV-B).

Figure 3 shows the misclassification results for GIP_r and GPA on the PrivacyAlert2 dataset. Figure 3 (a), (b), (c) and (d) are GIP_r classification failures that are correctly predicted by GPA. Figure 3 (a) and (c) both illustrate the same object (person) with the same cardinality (one) and are labelled private. Although prior knowledge in GIP_r strongly associates the presence of a person with the private class, GIP_r fails to predict the correct label in both cases. Figure 3 (b) and (d) are both public images. We hypothesise that GIP_r failed in (d) due to the presence of the person icons. Figure 3 (e) and (f) show examples of images where both methods have failed to provide an accurate prediction on the privacy class of the image. Both images (e) and (f) depict the same object (person) with the same cardinality (two); however, (e) is labelled public, whereas (f) is private. Scene information does not provide discriminatory information in this context, underlining the limitations in capturing the privacy risks in both images.

V. CONCLUSION

In this paper, we determine the most relevant image information to be used to improve image privacy classification. Our proposed graph model, GPA, uses the cardinality of objects and the scene type depicted in the image as core information. We also use prior knowledge on object co-occurrences to initialise the graph. Future work will consider local information on semantically important regions of an image and further reduce the size of the model.
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