Planar two-loop integrals for $\mu e$ scattering in QED with finite lepton masses
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ABSTRACT: We present analytic results for one of two types of planar QED two-loop integrals for $\mu e$ scattering including finite lepton masses. No approximations are made, such that the results are valid not only in the limit of a small electron mass. The results are expressed in terms of multiple polylogarithms with algebraic function arguments in a representation which allows for fast numerical evaluation in the physical phase-space.
1 Introduction

Recent results of the $g - 2$ experiment at Fermi Lab have drawn a lot of attention in the community showing clear sign of new physics. The reported discrepancy between the measured and theoretical value of the anomalous magnetic moment of the muon is now, combining the new measurement with old results from the Brookhaven experiment, approximately $4.2$ standard deviations $[1]$. The main limitation from the theory side are stemming from strong interactions, which are calculated from dispersion theory. To decrease the theoretical uncertainties, a new experiment, MUonE, was proposed at Cern. The main objective of this experiment is to determine the leading order hadronic contribution to the anomalous magnetic moment of the muon by measuring the effective electromagnetic coupling constant $\alpha$ $[2]$. For a better theoretical understanding of the $\mu e$ scattering experiment, a precise knowledge of the size of radiative corrections is necessary. In this work, we give one important ingredient to deepen that understanding: we calculate one part of the contributing Feynman integrals, that need to be known in order to calculate the two-loop QED corrections to that process. Up to now, those integrals are only known in the limit of a vanishing electron mass $[3, 4]$ and in the equal-mass limit of Bhabha scattering $[5]$. We express our integrals in terms of multiple polylogarithms. These function admit a fast numerical evaluation. For instance in Ref. $[9]$, the numerical evaluation of all master integrals takes approximately $0.5$ seconds for a generic phase space point.

The calculation presented in this work is also interesting from a mathematical point of view. In the case of interest it is possible to derive a differential equation in canonical form, i.e. a differential equation in which the dimensional regulator decouples from the kinematical part and whose functional behavior with respect to external scales can be written in d-log form $[6, 7]$. However, non-rationalizable algebraic function arguments
appear inside those d-logs, which renders the integration difficult. Although it has become clear recently that not all differential equations in d-log form admit a solution in terms of multiple polylogarithms \[8\], we find that in the present case such a solution can be found. This generalizes the findings of Ref. [9], where it was shown that through direct integration in the equal-mass case the only integral that was not solved in terms of generalized polylogarithms in Ref. [5] could also be expressed in terms of these functions. After the recent success in finding a polylogarithmic solutions to the two-loop integrals for mixed QCD-EW corrections to the Drell-Yan process [9, 10], this is to our knowledge the second time in which Feynman integrals with unrationalizable square roots inside the symbol could be matched to an ansatz of multiple polylogarithms and the first time in which this has been done with several square roots. This raises the question if Feynman integrals have additional properties, which allows to integrate them always in terms of multiple polylogarithms, once a d-log form of their differential equation is found.

The article is organized as follows. In Sec. 2 we define the kinematics for $\mu e$ scattering and parametrize the physical phase-space. In Sec. 3 we introduce the integral family considered in this work and define a canonical basis for the master integrals. In Sec. 4 we show how to simplify the canonical differential equation such that we are able to match its solution. In Sec. 5 we review how to find an ansatz that matches the symbol of the differential equation. In Sec. 6, we present our results and comment on the numerical evaluation. We give an outlook in Sec. 7.

2 Kinematics

We study a two-to-two scattering process of electrons and muons with momenta $p_1, \ldots, p_4$,

$$\mu(p_1) + e(p_2) \rightarrow \mu(p_3) + e(p_4), \quad (2.1)$$

where $p_1^2 = p_3^2 = m_1^2$ and $p_2^2 = p_4^2 = m_2^2$. In the following we assume without loss of generality $m_2 \leq m_1$. As usual, we define Mandelstam variables as

$$s = (p_1 + p_2)^2, \quad t = (p_1 - p_3)^2, \quad u = (p_1 - p_4)^2. \quad (2.2)$$

Due to the on-shell relation

$$s + t + u = 2m_1^2 + 2m_2^2, \quad (2.3)$$

we only use $s$ and $t$ in the following.

Next we need to derive the limits for $s$ and $t$ in the physical phase-space scattering region. Clearly for the center-of-mass energy we have

$$s > (m_1 + m_2)^2. \quad (2.4)$$

In the center-of-mass frame we can parametrize the incoming momenta as follows,

$$p_1 = \begin{pmatrix} E_1 \\ 0 \\ 0 \\ p \end{pmatrix}, \quad p_2 = \begin{pmatrix} E_2 \\ 0 \\ 0 \\ -p \end{pmatrix}, \quad (2.5)$$
where
\[
E_1 = \frac{m_2^2 - m_1^2 + s}{2\sqrt{s}}, \quad E_2 = \frac{m_2^2 - m_1^2 + s}{2\sqrt{s}}, \quad p = \frac{\sqrt{m_1^2 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)}}{2\sqrt{s}}.
\] (2.6)

Denoting the scattering angle in the center-of-mass frame by \(\theta\) it follows that the final state momenta are given by
\[
p_3 = \begin{pmatrix}
E_1 \\
p\sin(\theta) \\
p\cos(\theta)
\end{pmatrix}, \quad p_4 = \begin{pmatrix}
E_2 \\
-p\sin(\theta) \\
-p\cos(\theta)
\end{pmatrix}.
\] (2.7)

We can now derive the minimum and maximum allowed values for \(t\) by considering forward (\(\theta = 0\)) and backward (\(\theta = \pi\)) scattering:
\[
t_{\text{min}} = -\frac{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)}{s}, \quad t_{\text{max}} = 0.
\] (2.8)

Therefore, the physical phase-space of the scattering process considered here, is given by
\[
s > (m_1 + m_2)^2, \quad -\frac{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)}{s} < t < 0.
\] (2.9)

In what follows we use the dimensional quantities
\[
x = \frac{m_1^2 + m_2^2}{2s}, \quad y = \frac{m_1^2 - m_2^2}{2s}, \quad z = \frac{t}{s}.
\] (2.10)

In terms of \(x, y\) and \(z\), the physical phase-space is parametrized by
\[
0 < y < \frac{1}{2}, \quad y < x < \frac{1}{4}(1 + 4y^2), \quad -1 + 4x - 4y^2 < z < 0.
\] (2.11)

3 A canonical basis for the master integrals

We define the integral family \(I_{n_1,...,n_9}\) with the following set of 9 propagators:
\[
D_1 = k_1^2 - m_1^2, \quad D_2 = k_2^2 - m_1^2, \quad D_3 = (k_1 - k_2)^2, \\
D_4 = (k_1 - p_1)^2, \quad D_5 = (k_2 - p_1)^2, \quad D_6 = (k_1 - p_1 - p_2)^2 - m_2^2, \\
D_7 = (k_2 - p_1 - p_2)^2 - m_2^2, \quad D_8 = (k_1 - p_3)^2, \quad D_9 = (k_2 - p_3)^2.
\] (3.1)

For a scalar integral from this family we employ the integration measure
\[
I_{n_1,...,n_9} = \left(\frac{e^{\epsilon \gamma_E} s^\epsilon}{\pi^{\epsilon/2}}\right)^2 \int d^4k_1 d^4k_2 \frac{1}{D_1^{n_1} \cdots D_9^{n_9}}.
\] (3.2)

We use \texttt{Reduze 2} \cite{11, 12} to calculate the IBP relations for this integral family and find that we need in total 37 master integrals in order to express any other integral in terms of these. In order to find a normal basis of master integrals, we use Ref. \cite{5} as a guideline.
to choose our pre-canonical basis. To make the comparison with that reference easier, we introduce the notation $f_{n,1}$ and $f_{n,2}$, which signifies that $f_{n,1}$ and $f_{n,2}$ are equal in the equal-mass-case $m_1 = m_2$ and furthermore equal to the corresponding integral of Ref. [5].

Our pre-canonical basis is then given by

\[
\begin{align*}
&f_{1,1} = I_{0,0,0,0,0,2,0,0,0,0}, & f_{1,2} = I_{0,0,0,0,0,2,0,0,0,0}, & f_{1,3} = I_{2,2,0,0,0,0,0,0,0,0}, \\
&f_2 = I_{0,0,2,2,0,0,0,1}, & f_{3,1} = I_{0,1,2,2,0,0,0,0,0,0}, & f_{3,2} = I_{0,2,2,0,0,1,0,0,0,0}, \\
&f_{4,1} = I_{1,2,0,0,0,1,0,0,0,0}, & f_{4,2} = I_{0,2,0,0,0,2,1,0,0,0}, & f_{5,1} = I_{0,2,2,0,0,1,0,0,0,0}, \\
&f_{5,2} = I_{1,0,2,0,0,0,0,0}, & f_6 = I_{0,2,1,0,0,2,0,0,0,0}, & f_7 = I_{0,1,2,1,0,0,1,0,0,0}, \\
&f_{8,1} = I_{0,2,1,1,1,0,1,0,0,0}, & f_{8,2} = I_{1,0,1,1,0,0,2,0,0,0}, & f_{9,1} = I_{1,0,1,1,0,0,0,0,2,0}, \\
&f_{9,2} = I_{0,0,1,1,1,0,1,0,0,2}, & f_{10} = I_{1,2,0,0,0,2,1,0,0,0}, & f_{11} = I_{0,1,1,1,0,1,0,0,1,0}, \\
&f_{12} = I_{0,1,2,1,0,1,0,0,1}, & f_{13,1} = I_{0,1,1,1,1,0,0,0,1}, & f_{13,2} = I_{0,2,1,1,0,1,0,0,1}, \\
&f_{14} = I_{0,2,1,0,0,1,0,0,1}, & f_{15,1} = I_{1,1,1,1,0,1,0,0,0,0}, & f_{15,2} = I_{0,1,1,1,0,1,1,0,0,0}, \\
&f_{16,1} = I_{1,1,1,0,1,0,0,2,0,0}, & f_{16,2} = I_{0,2,1,1,0,1,1,0,0,0}, & f_{17,1} = I_{1,1,1,1,0,0,0,0,1}, \\
&f_{17,2} = I_{0,0,1,1,1,0,1,1,0,0,0}, & f_{17,2} = I_{1,2,1,0,0,0,0,0,1}, & f_{18,2} = I_{0,0,1,2,0,1,2,0,1}, \\
&f_{19} = I_{1,0,1,1,1,1,0,0,2,0,0}, & f_{20,1} = I_{1,1,1,1,1,0,0,0,0,1}, & f_{20,1} = I_{1,1,1,1,0,1,1,0,0,0,1}, \\
&f_{20,2} = I_{1,0,1,1,1,0,1,1,0,1}, & f_{21,1} = I_{1,0,1,1,0,1,0,1,0,1}, & f_{21,1} = I_{1,1,1,1,1,0,1,1,0,0,1}, \\
&f_{23} = I_{1,1,1,1,1,0,1,0,1,0,1}. & f_{22} = I_{1,1,1,1,1,1,0,1,0,1}, & f_{23} = I_{1,1,1,1,0,1,1,0,1,0,1},
\end{align*}
\]

For the convenience of the reader we also give the definition of the basis in terms of diagrams. In the following a thick line denotes a massive particle with mass $m_1$, a thin line a massive particle with mass $m_2$ and a dashed line a massless particle.
We are now able to define the canonical basis. Again, we use Ref [5] as a guideline and use the fact that our basis coincides with their basis (up to factors of $1/2$ or $1/4$ for some integrals) in the equal-mass case.

\[
m_{1,1} = \epsilon^2 f_{1,1},
\]
\[
m_{1,2} = \epsilon^2 f_{1,2},
\]
\[
m_{1,3} = \epsilon^2 f_{1,3},
\]
\[
m_2 = \epsilon^4 f_2,
\]
\[
m_{3,1} = \frac{\epsilon^2 (1 + 4\epsilon)m_1^2}{(1 + \epsilon)} f_{3,1},
\]
\[
m_{3,2} = \frac{\epsilon^2 (1 + 4\epsilon)m_2^2}{(1 + \epsilon)} f_{3,2},
\]
\[
m_{4,1} = \frac{\epsilon^2 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} s}{(m_1^2 - m_2^2 + s)} f_{3,1} + \frac{1}{2s\epsilon} m_{1,3} - \frac{1}{2s\epsilon} m_{1,1},
\]
\[
m_{4,2} = \frac{\epsilon^2 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} s}{(m_2^2 - m_1^2 + s)} f_{3,2} + \frac{1}{2s\epsilon} m_{1,2} - \frac{1}{2s\epsilon} m_{1,1},
\]
\[
m_6 = \epsilon^2 s f_6,
\]
\[
m_7 = -2\epsilon^3 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} f_7,
\]
\[ m_{8,1} = 2e^3 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} f_{8,1}, \]
\[ m_{8,2} = 2e^3 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} f_{8,2}, \]
\[ m_{9,1} = -2e^3 \sqrt{-t(4m_1^2 - t)} f_{9,1}, \]
\[ m_{9,2} = -2e^3 \sqrt{-t(4m_2^2 - t)} f_{9,2}, \]
\[ m_{10} = \frac{e^2 s^2 (s - (m_1 + m_2)^2)(s - (m_1 - m_2)^2)}{(m_1^2 - m_2^2) + s} f_{10} + \left(\frac{m_1^2}{m_1^2 - m_2^2 + s} + \frac{m_2^2}{m_2^2 - m_1^2 + s}\right) m_{1,1} \]
\[ - \left(\frac{m_1^2}{2(m_1^2 - m_2^2 + s)} + \frac{m_2^2}{2m_2^2 - m_1^2 + s}\right) m_{1,2} - \left(\frac{m_1^2}{2(m_1^2 - m_2^2 + s)} + \frac{m_2^2}{2m_2^2 - m_1^2 + s}\right) m_{1,3} \]
\[ + \frac{(m_1^2 - m_2^2)\sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)}}{(m_1^2 - m_2^2)^2 - s^2} m_{4,1} \]
\[ + \frac{(m_2^2 - m_1^2)\sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_2^2(m_2^2 + s)}}{(m_1^2 - m_2^2)^2 - s^2} m_{4,2} \]
\[ m_{11} = 4e^4 \sqrt{m_1^4 + (-m_2^2 + s + t)^2 - 2m_1^2(m_2^2 + s + t)} f_{11}, \]
\[ m_{12} = -2e^3 \sqrt{m_1^4 + (-m_2^2 + s + t)^2 - 2m_1^2(m_2^2 + s + t)} t f_{12}, \]
\[ m_{13,1} = -2e^3 m_2 \sqrt{-t(4m_2^2 - t)} f_{13,1}, \]
\[ m_{13,2} = -2e^3 m_1 \sqrt{-t(4m_2^2 - t)} f_{13,2}, \]
\[ m_{15,1} = 4e^4 \sqrt{m_1^4 + (-m_2^2 + s + t)^2 - 2m_1^2(m_2^2 + s + t)} f_{15,1}, \]
\[ m_{15,2} = 4e^4 \sqrt{m_1^4 + (-m_2^2 + s + t)^2 - 2m_1^2(m_2^2 + s + t)} f_{15,2}, \]
\[ m_{16,1} = e^3 (m_1^2 - 2m_1m_2 + m_2^2 - s)(m_1^2 + 2m_1m_2 + m_2^2 - s) f_{16,1}, \]
\[ m_{16,2} = e^3 (m_1^2 - 2m_1m_2 + m_2^2 - s)(m_1^2 + 2m_1m_2 + m_2^2 - s) f_{16,2}, \]
\[ m_{17,1} = 4e^4 \sqrt{-t(4m_2^2 - t)} f_{17,1}, \]
\[ m_{17,2} = 4e^4 \sqrt{-t(4m_1^2 - t)} f_{17,2}, \]
\[ m_{18,1} = e(1 + 2e)tm_1^4 f_{18,1} + \frac{t}{2\sqrt{-t(4m_1^2 - t)}} m_{17,1} + \frac{t - 3m_2^2}{\sqrt{-t(4m_1^2 - t)}} m_{9,1} + \frac{1 + e}{1 + 4e} m_{3,1}, \]
\[ m_{18,2} = e(1 + 2e)tm_2^4 f_{18,2} + \frac{t}{2\sqrt{-t(4m_2^2 - t)}} m_{17,2} + \frac{t - 3m_2^2}{\sqrt{-t(4m_1^2 - t)}} m_{9,2} + \frac{1 + e}{1 + 4e} m_{3,2}, \]
\[ m_{19} = e^3 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} t f_{19}, \]
\[ m_{20,1} = e^4 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} \sqrt{-t(4m_2^2 - t)} f_{20,1}, \]
\[ m_{20,2} = e^4 \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} \sqrt{-t(4m_2^2 - t)} f_{20,2}, \]
\[ m_{21,1} = e^3 (2e - 1) \sqrt{m_1^4 + (m_2^2 - s)^2 - 2m_1^2(m_2^2 + s)} f_{21,1} \]
At first sight, we find in this differential equation in total 30 letter, which we list here:

\[ \mathcal{L} = \left\{ x - y, x + y, y, 2y + 1, 2y + z + 1, 2y - 1, 2y - z - 1, z, 2y + \sqrt{4y^2 - 4x + 1} - 1, \right\} \]

The integrals \( \vec{m} \) fulfill a canonical differential equation, i.e. a differential in which the dimensional regulator \( \epsilon \) decouples from the kinematical part, and which is in \( \text{d ln} \) form, i.e.

\[ \vec{m} = \epsilon \sum_{i} A_i \text{d ln}(\tilde{l}_i) \vec{m}. \]  

(3.4)

Here, \( A_i \) are matrices with rational numbers as entries and \( \tilde{l}_i \) are algebraic functions depending on \( x, y \) and \( z \). The differential equation is to lengthy to write it down explicitly, instead we give it in electronic form in an ancillary file.

Note that in total 4 square roots appear in the definition of the normal form master integrals, and therefore also in the differential equation. In order to proceed and integrate the differential equation, one can try two different approaches. In the first one, one tries to find a reparametrization which rationalizes (some of) the square roots. In that way one can often directly integrate the differential equation in terms of GPL's, if one encounters linear letter. In the present case, it is proven that at least one square root is unrationalizable, such that a direct integration approach in terms of GPL's does not work.

In the second approach, one tries to match the symbol of the differential equation against a suitable ansatz of multiple polylogarithm. In this approach one can of course also try to rationalize as many roots as possible before the matching as was done in Ref [9]. However, in principle, this is not necessary anymore.

In this work, we will do the second approach, without rationalizing any root, i.e. we deal with all four at the same time when matching the differential equation against an ansatz.

4 Simplifying the differential equation

As mentioned in the previous section, with the master integrals defined in Eq. (3.3), we are able to derive a canonical differential equation in \( \epsilon \)-decoupled, \( \text{d ln} \) form [6, 7]:

\[ \vec{m} = \epsilon \sum_{i=1}^{30} A_i \text{d ln}(\tilde{l}_i) \vec{m}. \]  

(4.1)

At first sight, we find in this differential equation in total 30 letter, which we list here:

\[ \mathcal{L} = \left\{ x - y, x + y, y, 2y + 1, 2y + z + 1, 2y - 1, 2y - z - 1, z, 2y + \sqrt{4y^2 - 4x + 1} - 1, \right\} \]
As explained in Ref. [Note that we do not use the definition of the master integrals in Eq. (equation and match it against a suitable ansatz, we need to simplify the letter. We will clearly, the structure of the letter is very complicated. To further process the differential equation and match it against a suitable ansatz, we need to simplify the letter. We will do this along the same lines as discussed in Ref. [9]. First, we identify the rational part of the alphabet and note that there are 4 roots, which are given by:

\[ \sqrt{4x^2 - 4x + 1}, \sqrt{4x^2 - 4x + 1,} \sqrt{4x + 4y - z + \sqrt{-z}}, \sqrt{4x + 4y - z}, \]
\[ \sqrt{4x - 4y - z + \sqrt{-z}}, \sqrt{4x - 4y - z}, 2y - z + \sqrt{4y^2 + z^2 - 4x - 4xz + 2z + 1} - 1, \]
\[ 2y + z + \sqrt{4y^2 + 2^2 - 4x - 4xz + 2z + 1 + 1,} - 4y^2 + 4x - z - 1, 4y^2 - z - 1, \]
\[ - 4y^2 + 2xy + 4x - z + \sqrt{4y^2 - 4x + 1} \sqrt{4y^2 + z^2 - 4x - 4xz + 2z + 1} - 1, \]
\[ - 4\sqrt{-xz} + \sqrt{-zz - 2y\sqrt{-z} + \sqrt{-z} + \sqrt{4x + 4y - z}\sqrt{4y^2 + z^2 - 4x - 4xz + 2z + 1}, \]
\[ - 4\sqrt{-xz} + \sqrt{-zz + 2y\sqrt{-z} + \sqrt{-z} + \sqrt{4x - 4y - z}\sqrt{4y^2 + z^2 - 4x - 4xz + 2z + 1}, \]
\[ 2\sqrt{-zy} + \sqrt{4y^2 - 4x + 1} \sqrt{4x + 4y - z + \sqrt{-z}}, 4y^2 + 4y - z + 1, \]
\[ - 8y^3 + 8xy^2 - 4yz^2 + 8y^2 - 8xy + 2zy - 2\sqrt{4y^2 - 4x + 1} \sqrt{4x + 4y + z} \]
\[ - 2y + 2x + 2xz - z + \sqrt{4y^2 - 4x + 1} \sqrt{4x + 4y + z}, \]
\[ - 16y^4 + 16y^3 + 16xy^2 - 8y^2 - 16xy - 4zy + 4\sqrt{4y^2 - 4x + 1} \sqrt{4x + 4y + z} \]
\[ + 4y - z^2 + 4x + 4xz - 2\sqrt{4y^2 - 4x + 1} \sqrt{4x + 4y + z} - 1, \]
\[ 4x - z + \sqrt{-4x - 4y + z} \sqrt{-4x + 4y + z} - 2, \sqrt{4y^2 + z^2 - 4x - 4xz + 2z + 1}, \]
\[ 2\sqrt{-zy} + \sqrt{4y^2 - 4x + 1} \sqrt{4x - 4y - z - \sqrt{-z}} \]. \quad (4.2) \]

Clearly, the structure of the letter is very complicated. To further process the differential equation and match it against a suitable ansatz, we need to simplify the letter. We will do this along the same lines as discussed in Ref. [9]. First, we identify the rational part of the alphabet and note that there are 4 roots, which are given by:

\[ r_1 = \sqrt{1 - 4x + 4y^2}, \quad r_2 = \sqrt{-4xz + 4yz + z^2}, \quad r_3 = \sqrt{-4xz - 4yz + z^2}, \]
\[ r_4 = \sqrt{1 - 4x + 4y^2 + 2z - 4xz + z^2}. \quad (4.3) \]

Note that we do not use \( \sqrt{-z} \) as separate root, but rather prefer to not factorize \( r_2 \) and \( r_3 \). This choice seems natural to us, since \( \sqrt{-t} \) does not appear as separate root in the definition of the master integrals in Eq. (3.3).

Our starting point for the construction of new and simpler letter is now to consider the rational part of the alphabet, given by

\[ \bar{L}_R = \left\{ x - y, x + y, y, 2y - 1, 2y + 1, z + 1, 4x - 4y^2 - z - 1, z, 4y^2 - z - 1, 2y + z + 1, \right\} \]
\[ 2y - z - 1, 4y^2 + 4y - z + 1, 4y^2 - 4y - z + 1 \}. \quad (4.4) \]

As explained in Ref. [9], we proceed by making an ansatz to find simple algebraic letter, which factorize over the rational alphabet, i.e. for all 4 roots we try to find letter of the form

\[ l = q(x, y, z) + r_i, \quad \bar{l} = q(x, y, z) - r_i, \quad (4.5) \]
such that \( \bar{l} \) factorizes over the functions in Eq. (4.4), and where \( q \) is a polynomial in \( x, y \) and \( z \). In this way, we find the following candidates:

\[
\left\{ \frac{r_1}{2} + \frac{1}{2}(-1 + 2x), \frac{r_1}{2} + \frac{1}{2}(-1 + 2y), \frac{r_1}{2} + \frac{1}{2}(1 + 2y), \frac{r_2}{2} + \frac{1}{2}(2x - 2y - z), \right.
\]
\[
\left. \frac{r_2}{2} + \frac{z}{2}, \frac{r_3}{2} + \frac{1}{2}(2x + 2y - z), \frac{r_3}{2} + \frac{z}{2}, \frac{1}{2}(-1 + 2x - z) + \frac{r_4}{2}, \ldots \right\}.
\]

It turns out that using only these candidates we do not find enough new, easier letter to re-express all old letter from Eq. (4.2) in terms of them. Therefore, we need to include more terms in our search. To do this, we proceed by making another ansatz with two roots,

\[
l = q(x, y, z) + r_ir_j, \quad \bar{l} = q(x, y, z) - r_ir_j,
\]

such that again \( \bar{l} \) factorizes over the functions in Eq. (4.4). This generalization to simplify letters beyond one root was already used in appendix B in Ref. [9].

In the present calculation, we discover that some of the candidates we find with this extended ansatz can be reduced even further. For example, we find that

\[
l = \frac{1}{2}(-z + 2yz + r_1r_2)
\]

is a valid candidate, since

\[
\frac{1}{2}(-z + 2yz + r_1r_2)\frac{1}{2}(-z + 2y - r_1r_2) = -(x - y)(-1 + 4x - 4y^2 - z)z.
\]

However, it is possible to factorize that candidate further taking into account another root, \( r_4 \). In particular, we have

\[
\frac{1}{2}(-z + 2yz + r_1r_2) = \frac{1}{2}(r_1 + r_2 + r_4)\frac{1}{2}(r_1 + r_2 - r_4),
\]

which gives us two better and easier candidates, i.e. \( (r_1 + r_2 + r_4)/2 \) and \( (r_1 + r_2 - r_4)/2 \). We therefore always try to simplify a given candidate with two roots further along the same lines as above as a sum of three roots.

Using these ideas, we are able to simplify the initial alphabet drastically. Our final alphabet is given by the rational part

\[
\mathcal{L}_R = \left\{ x - y, x + y, -1 + 4x - 4y^2 - z, z \right\}
\]

and the algebraic part

\[
\mathcal{L}_A = \left\{ r_1, r_2, r_3, r_4, \frac{1}{2}(-1 + 2y + r_1), \frac{1}{2}(1 + 2y + r_1), \frac{1}{2}(r_2 + z), \frac{1}{2}(r_3 + z), \right.
\]
\[
\left. \frac{1}{2}(-1 + 2x + z + r_4), \frac{1}{2}(r_2 + r_1 + r_4), \frac{1}{2}(r_3 + r_1 + r_4), \frac{1}{2}(r_2 - r_1 - r_4), \right.
\]
\[
\left. \frac{1}{2}(r_3 - r_1 - r_4), \frac{1}{2}(r_1 - r_3 - r_4), \frac{1}{2}(r_1 - r_2 - r_4), \frac{1}{2}(z(-2 + 4x - z) + r_2r_3) \right\}.
\]
Note, that the new alphabet has a remarkable simple structure. Especially the structure of the letter which are sums of three roots seems much more natural compared to the initial alphabet in Eq. (4.2). Note also, that the number of letter was reduced from 30 in the starting alphabet to 20 in the final one. This shows that it is quite non-trivial to see if a given differential equation in d ln form has a minimal number of letter or not.

5 Integrating the symbol and matching

In order to integrate the differential equation, we follow the lines of Ref. [15]. The idea behind this approach is to construct candidate functions whose symbols can be matched against the symbol of the differential equation at a given weight. At weight one only logarithms are needed. For higher weights, one uses Li functions, whose symbol is defined

\[ S(\text{Li}_n(f)) = -(1 - f) \otimes f \otimes \ldots \otimes f. \]

(5.1)

From Eq. (5.1) it is clear that in order to not introduce new, spurious letter, we need to make sure that both \( f \) and \( 1 - f \) factorize over the symbol alphabet of the differential equation. In practice, one constructs power-products \( f \) of the letter and checks that \( 1 - f \) factorizes over the alphabet. In addition to \( \text{Li}_n \) functions, one also needs to consider functions of higher depth. To treat \( \text{Li}_{2,1}, \text{Li}_{3,1}, \) and \( \text{Li}_{2,2} \), one can again check their symbols. In order to not introduce new, spurious letter, the pair of function arguments \( (f_i, f_j) \) of a \( \text{Li}_{n_1,n_2} \) function has to be chosen such that \( 1 - f_i f_j \) factorizes over the alphabet, and where \( f_i \) and \( f_j \) can either be 1, or chosen from the set of admissible \( \text{Li}_n \) function arguments.

In order to check if for a given power product \( f \) of letter also \( 1 - f \) factorizes over the alphabet, we use the same approach as in Ref. [9] - for a given expression \( g \) we are interested in factorizations of the form

\[ g = c^{a_0} l_1^{a_1} l_2^{a_2} \ldots, \]

(5.2)

with a rational number \( c \). Due to the presence of the square roots in the alphabet, in general one needs to consider half-integer exponents (roots) or, even worse, rational number exponents of letters in Eq. (5.2), such that \( a_n \in \mathbb{Q} \). However, we observe that using a simplified alphabet, as given by Eqs. (4.10) and (4.11) it is sufficient to use integer exponents, as in the rational case.

It is a non-trivial task to find factorizations of the form as in Eq. (5.2) using standard computer algebra systems due to the presence of the four roots \( r_1, \ldots, r_4 \) in the letter. To deal with that issue we use a heuristic factorization approach: we observe, that the factorization (5.2) implies

\[ \ln(g) - a_0 \ln(c) - a_1 \ln(l_1) - a_2 \ln(l_2) - \ldots = 0. \]

(5.3)

Replacing the variables by numerical samples allows us to find such relations using integer relation finders. To find the required factorizations we use the C++ program Factor
[16], which is based on the Lenstra-Lenstra-Lovász (LLL) algorithm [17] implemented in PARI/GP [18].

In the present case we find in total 1057 admissible \( \text{Li}_n \) and 29015 admissible \( \text{Li}_{n,m} \) function arguments. In order to make the ansatz smaller, we restrict ourselves only to functions which are real-valued in the physical phase-space. For example, for a given argument \( f \) for a \( \text{Li}_n \) function, this means that we demand

\[
f < 1 \quad \text{for} \quad 0 < y < \frac{1}{2}, \quad y < x < \frac{1}{4}(1 + 4y^2), \quad -1 + 4x - 4y^2 < z < 0. \tag{5.4}
\]

For most of the function arguments we were able to check Eq. (5.4) using Reduce in Mathematica. However, some of the candidates are too complex to check this property analytically. In these cases, we used numerical samples to check Eq. (5.4). With the resulting set of \( \text{Li} \) functions we were able to match the symbol of the differential equations against a linear combination of the set using the Mathematica package GPL.m [19], which uses GiNaC [20, 21] for the numerical evaluation of multiple polylogarithms.

The next step is to determine the boundary constants which result from the integration. Since all integrals were known for the equal-mass case from Ref. [5], we matched our solution against the solution of that reference at a phase-space point in the physical region. To do this, we evaluated both solutions using GiNaC with a precision of up to 150 digits. Using the PSLQ algorithm [22], we were able to fit all boundary constants against an ansatz made from the following set of constants:

\[
\pi, \ln(2), \zeta_3, \text{Li}_2 \left( \frac{1}{2} \right). \tag{5.5}
\]

Note that \( m_{11} \) is the only integral which was not given in analytic form in Ref. [5], since it is the only integral in the equal-mass case in which an unrationallizable square root appears at weight 4. We therefore matched the boundary constants of \( m_{11} \) such that

\[
m_{11}(x = 1/4, y = 0, z = 0) = 0, \tag{5.6}
\]

which corresponds to the two-particle threshold for equal masses. Note that the prefactor of this integral is zero at that point.

After the matching, we find in total 2211 different functions in the final result. Let us stress again that all functions that appear in the solution are chosen such that they are real-valued in the physical phase-space and have no pseudo-thresholds in the whole region.

6 Results and numerical evaluation

We append the analytic solution to all 37 master integrals in electronic form as ancillary files in the arXiv submission. We provide in total four files: \texttt{ints.m} contains the analytic solution of all 37 master integrals, \texttt{intdefs.m} contains the definition of the canonical basis as given in Eq. (3.3) and \texttt{dlog.m} and \texttt{dlog-simple.m} both contain the differential equation in d-log form, once in terms of the complicated alphabet containing 30 letter and once in the simple form containing only 20 letter.
We give explicit numeric results at the phase-space point $s = 30$, $t = -5$, $m_1 = 2$, and $m_2 = 1$, which corresponds to the point

$$x = \frac{1}{12}, \quad y = \frac{1}{20}, \quad z = -\frac{1}{6},$$

for the last two integrals.

\[
\begin{align*}
m_{22} &\approx (-7.045803264961093967 \cdots - 31.658034197332605587 \cdots i)\epsilon^2 \\
&\quad - (58.38810054205343325 \cdots + 143.03005083114917198 \cdots i)\epsilon^3 \\
&\quad - (290.07258795798373896 \cdots + 95.09318145787845098 \cdots i)\epsilon^4 \\
m_{23} &\approx (-5.284352448720820476 \cdots - 23.74352564799454190 \cdots i)\epsilon^2 \\
&\quad - (5.078788429212272033 \cdots + 109.48570787704407942 \cdots i)\epsilon^3 \\
&\quad - (24.814570161293154338 \cdots + 59.905582552785074450 \cdots i)\epsilon^4
\end{align*}
\]

7 Outlook

In this work, we studied one of two planar integral families contributing to $\mu e$ scattering. The integrals were known in the equal mass limit [5] and in the limit of a vanishing electron mass [4] and we were able to generalize these calculation to the case of two different, finite masses. The integrals are expressed in terms of multiple polylogarithms with algebraic function arguments. To our knowledge this is the second time that a differential equation in d-log form with unrationalizable roots in the symbol could be integrated in terms of these functions. We found a surprisingly simple structure of the alphabet after we simplified it using the ideas of Ref. [9]. As a next step it would be interesting to see if also the other planar and non-planar integral families contributing to $\mu e$ scattering can be solved in terms of multiple polylogarithms for a finite electron mass.

Another interesting application of the calculation presented in this work could be related to the production of gravitational waves in general relativity. Binary systems producing these waves can be described in perturbation theory in the framework of an effective field theory. At third post-Minkowskian order a two-loop double-box graph, called $H$-graph, that has a similar structure as the diagrams in $\mu e$ scattering contributes. For the equal mass case, the $H$-graph has been recently calculated in Ref. [23]. Having in mind that analytic results for the unequal-mass case in muon-electron scattering are feasible, one can expect that also the $H$-graph with two different masses can be calculated analytically with techniques presented in this paper.
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