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Abstract—The defocus deblurring raised from the finite aperture size and exposure time is an essential problem in the computational photography. It is very challenging because the blur kernel is spatially varying and difficult to estimate by traditional methods. Due to its great breakthrough in low-level tasks, convolutional neural networks (CNNs) have been introduced to the defocus deblurring problem and achieved significant progress. However, they apply the same kernel for different regions of the defocus blurred images, thus it is difficult to handle these nonuniform blurred images. To this end, this study designs a novel blur-aware multi-branch network (BaMBNet), in which different regions (with different blur amounts) should be treated differentially. In particular, we estimate the blur amounts of different regions by the internal geometric constraint of the DP data, which measures the defocus disparity between the left and right views. Based on the assumption that different image regions with different blur amounts have different deblurring difficulties, we leverage different networks with different capacities (i.e., parameters) to process different image regions. Moreover, we introduce a meta-learning defocus mask generation algorithm to assign each pixel to a proper branch. In this way, we can expect to well maintain the information of the clear regions while recovering the missing details of the blurred regions. Both quantitative and qualitative experiments demonstrate that our BaMBNet outperforms the state-of-the-art methods. Source code will be available at https://github.com/junjun-jiang/BaMBNet.

Index Terms—Defocus deblurring, convolutional neural networks (CNNs), dual-pixel data.

I. INTRODUCTION

Defocus blurring is inevitable when the scene regions (with wider depth range) are out-of-focus due to the limitation of the hardware, i.e., cameras with a finite-size aperture can only focus on the shadow depth of field (DoF) at a time, and the rest scene regions will contain blur [1]. Removing this blur and recovering defocused image details are challenging due to the spatially-varying point spread functions (PSFs) [2], [3], [4]. Recently, some studies address this problem by dual-pixel (DP) sensors found on most modern cameras [5]. Although the DP sensors were originally designed to facilitate autofocus [6], [7], [8], it has been found to be very useful in a wide range of applications such as depth estimation [9], defocus deblurring [10], reflection removal [11], and synthetic DoF [12]. DP sensors provide a pair of photodiodes for each pixel location to capture two sub-aperture views of the same scene [13], [14]. Compared with a single photodiode for each pixel in the traditional sensor, the two sub-aperture blurred views provide more information for spatially-varying blur detection and defocus deblurring [15].

As shown in Fig. 1(a), the blur image can be approximately divided into two categories, in-focus and out-of-focus, which correspond to the sharp regions and blurred regions, respectively. We expect that the deblurred results can keep the details of in-focus regions while sharpening the blurred regions. Thanks to the immense success of deep learning, in the most recent years some end-to-end deep neural networks such as DPDNET [1] and DDDNet [10] have achieved pleasing deblurring results. However, they tackle sharp regions and blurred regions by the same deep convolution network, and it is a great challenge for a single network to balance between keeping the details in the focus regions and deblurring in the out-of-focus regions. For instance, the highlighted patches in Fig. 1(c-d) indicate that methods based on the single network may fail to handle scenes with larger depth variation.

According to [16], the blur amounts that measure the blur levels of one image are varying with respect to different regions and can be determined via the circle of confusion (COC) size $c(d)$:

$$c(d) = \frac{|d - d_f|}{d} \cdot \frac{f_0^2}{N(d_f - f_0)},$$

(1)

where $d$ is the subject-to-camera distance, $d_f$ is the focus distance, $f_0$ and $N$ are the focal length and the stop number of the camera, respectively. The $f_0$, $N$ and $d_f$ are related to the...
camera settings and are usually fixed before shooting. From the definition of COC, we can learn that the blur amounts change with the depth. However, previous end-to-end deep network methods [1], [10] ignore this observation. In the balance between deblurring and maintaining clear regions, they tend to fall into a “trivial solution”, where gains in one thing and losses in another. This observation motivates us to carefully exploit more efficient deblurring methods according to the blur amounts of different regions (depths). In other words, how to accurately estimate the blur amounts of image, i.e. the COC map, and effectively integrate it into the deblurring procedure is the critical problem.

To combat these challenges, we propose a blur-aware multi-branch network to address the defocus deblurring problem. In practice, we first estimate the COC map of the input image pair and then transform the COC map into defocus masks by a meta-learning mechanism, which can assign different image pixels to different branch networks. Based on the assumption that recovering the blurred regions requires considerable learning parameters while maintaining clear regions only needs a few parameters, we apply different branch networks to deal with different regions under the guidance of defocus masks. In this way, the lightest branch with the fewest learning parameters will only pay attention to the in-focus regions and maintain the clear regions of the input images. In contrast, the heaviest branch with the most parameters is used to reconstruct the missing details and recover the sharp parts from the regions with a large amount of blur. In other words, if the branch has more parameters, we expect it to focus on a more blurred region. In addition, compared with estimating a depth map to implicitly guide the defocus deblurring [10], our COC map is estimated in an unsupervised way and does not require an additional ground truth. Moreover, since the defocus masks are used to guide the regions into proper branches in our method, the entire procedure can be regarded as a divide-and-conquer strategy. The main idea of the strategy is decomposing the source problem into multiple easy sub-problems, and our model is prone to optimize with the assistance of defocus masks. We carry out comparison experiments between the proposed approach and traditional hand-crafted one in defocus masks. We perform the existing state-of-the-art approaches (SOTAs) such as DPDNET [1] and DDDNet [10]. The ablation studies also verify the effectiveness of different components of the proposed method.

The remainder of this paper is organized as follows. Section [1] introduces the dual pixel and reviews existing defocus deblurring methods in the literature. Section [III] presents our image defocus deblurring network and the proposed COC estimation and assignment strategies. Section [IV] provides the comparison experiments with SOTAs and demonstrates the technical contributions of the proposed method in the ablation studies. Section [V] concludes this paper.

II. RELATED WORK

In recent years, dual pixel has come into fashion in low-level vision tasks such as depth estimation and defocus deblurring [9], [10], [1]. In this section, we will introduce the dual pixel in brief and summarize various defocus deblurring methods.

A. Dual-Pixel Camera Model

A DP sensor allocates a microlens and a pair of photodiodes for each pixel, as shown in Fig. 2 Each photodiode can record the light ray independently. In other words, there will be two views of the same scene captured by a DP camera, called the left view and the right view [5], [11], [13]. When the region is far away from the focus plane, there will be detectable disparity in the left and right views, which is referred to as defocus disparity. By measuring the level of defocus disparity, the autofocus routine can adjust the lens movement to bring the out-of-focus regions into focus, which has been widely applied in business. Recently, some studies show that the defocus disparity also can be used for depth estimation, reflection removal, defocus deblurring, etc. Next, we will describe the defocus disparity in detail with two representative examples.

Fig. 2 illustrates an interesting phenomenon. As we can see, there is an object recorded by the DP camera located in the DoF region, i.e. the character ‘C’. In this case, the light rays striking from different angles are projected into the surface of the micro lens, and each photodiode registers the average of all the light rays. As a result, the formed left and right views are very close, i.e. the character ‘C’ is clear, which is the same as the imaging results of a traditional non-DP
camera. In contrast to the DoF region, if the object is placed far away from the DoF region, e.g. the character ‘N’, the light ray originating from the object will converge at a point away from the plane of the micro lens and create a few pixel wide blur on the sensor, e.g. the blur results of character ‘N’ in Fig. 2 Since the two photodiodes record different striking angles, the final left and right blur views show the defocus disparity. Now consider what occurs if we replace the DP camera with a traditional non-DP camera and keep the same settings. The blurred regions will show more blur amounts with respect to non-DP camera due to all light rays striking the micro lens are gathered into one photodiode [17].

B. Defocus Deblurring

According to the procedure of deblurring, the technique of defocus deblurring can be summarized into two categories: (i) one is that two-stage cascade approaches consists of two steps, where the first stage is defocus detection, and the second stage is non-blind deblurring by deconvolution [18], [19], [20], [21], [22], [23], (ii) the other is the one-stage end-to-end methods [1], [10].

In the two-stage methods, a common strategy is to first estimate the defocus map and then use a deconvolution to recover the out-of-focus regions indicated by the defocus map. Defocus map estimation is the more important stage of the two stages. Representative works include Karaali et al. [19], who used identifiable hand-crafted features such as image gradients to calculate the difference between the original image edges and the re-blurred image edges. Besides, other similar methods include Shi et al. [24] using the edge representation and Yi et al. [25] using a local binary pattern to measure the focus sharpness. Recently, some studies have used the learning-based end-to-end networks to estimate the defocus map. For example, Park et al. [21] combined the deep features and hand-crafted features together to estimate the blur amounts on edges. Following the Park et al. [21], Zhao et al. [26], [27] proposed a Fully Convolutional Network which is robust to scale transformation. In addition, Lee et al. [20] introduced a large-scale dataset for DNN-based training and estimated dense defocus maps via domain adaption. Nevertheless, the common disadvantage of these methods is that the defocus map is asked to convert as a binary mask before second stage, so that the information of the estimated defocus map would not be fully utilized.

In the end-to-end learning-based methods, Abdullah et al. [11] firstly introduced DPDNet to address defocus deblurring on DP images, and they simultaneously released a supervised in-the-wild defocus deblurring dataset. The DPDNet achieves better performance when compared with these two-stage deep learning-based methods. However, DPDNet does not explicitly extract the latent blur amounts of DP pairs and treat different regions indiscriminately. Therefore, it may blur the clean region or cannot well recover the blur region. After that, Pan et al. [10] proposed to jointly perform the defocus deblurring and depth estimation on the DP images, where the defocus deblurring was guided via the depth estimation results. By introducing the assistance information of depth, better performance can be achieved. Nevertheless, these methods are all based on a single network to handle different regions in the DP image, while ignoring that the deblurring is spatially-varying for the DP data. To address this issue, our method focuses on adopting networks with different parameters to handle regions with different blur amounts, respectively. In this way, the information of the clear region can be well maintained (with a lighter network) and the missing details of the blurred region are prone to being recovered (with a heavier network).

III. THE PROPOSED BaMBNet METHOD

From the definition of COC size Eq. (1), given the focal length \( f_0 \), focus setting \( N \) and the subject-to-camera distance \( d \), the blur amounts only rely on the diameter of the aperture \( d_f \). Therefore, defocus blur often occurs when a narrow aperture is applied to a scene with a wide depth range. Since the COC size of one pixel is related to the depth range in the scene, when the COC size is within the allowable range, i.e. the scene is within the DoF, the projected image is clear. As the depth range of objects gradually growing, the diameter of COC would monotonically increase. In other words, different regions of the image will have different blur amounts, which is mainly determined by the subject-to-camera distance.

Following the above observations, we proposed a blur-aware multi-branch network (BaMBNet) that consists of multiple different branches with different parameters. We wish the image regions are assigned to different branches guided by the COC map. Specifically, we introduce an assignment strategy for in-the-wild image with non-uniform defocus blur. Here, the assignment strategy is a mapping from COC map with continuous blur amounts to defocus masks with several discrete states. Generally, we expect that the lighter branch with few parameters to maintain the source in-focus regions and the heavier branch with more parameters to recover the image regions with the larger COC size.

In the following, we will first present the details of the BaMBNet. Then, we introduce how to predict a COC map and automatically transform the COC map to the defocus mask.

A. Blur-aware Multi-branch Network

The workflow of the proposed multi-branch network is shown in Fig. 3. Our method takes 6-channel DP data \( I_{con} \) as input, which is generated by stacking the right and left views (the two RGB images have a total of 6 channels). The proposed BaMBNet consists of an encoder \( \Phi_{encoder} \), multiple branch residual bottleneck modules \( \Phi = \{ \Phi_i; i = 1, ..., M \} \), and a decoder \( \Phi_{decode} \). In this framework, the design intention of the encoder and decoder is to simply transform features between the image space and the latent representation space. Moreover, multiple bottleneck modules are used to extract the residual features to reconstruct the details adaptively.

In this paper, we represent the basic features extracted by encoder as \( F_{enc} \). Afterward, the bottleneck modules \( \Phi \) take the \( F_{enc} \) as input and output a group of residual features guided by the defocus masks \( \{ D_i; i = 1, ..., M \} \), as shown in Fig. 3. The defocus masks indicate the blur level of the image, which are computed via combining COC maps and
the thresholds. We will give details about estimating COC maps and solving the optimal thresholds in Section III-B and Section III-C, respectively. Finally, the group of residual features \( \{ \phi_{i, \text{res}}; i = 1, \ldots, M \} \) will be summed up to obtain the global residual features, and the decoder takes the sum of the basic features \( F_{\text{enc}} \) and global residual features as inputs to transform these features into the target image \( \hat{I} \). In summary, we can formulate the process as follows:

\[
F_{\text{enc}} = \phi_{\text{encode}}(I_{\text{con}}),
\]

\[
\hat{I} = \phi_{\text{decode}} \left( F_{\text{enc}} + \sum_{i=1}^{M} D_i \odot \phi_i (F_{\text{enc}}) \right). \tag{2}
\]

Note that the architecture of bottleneck modules consists of two main types: the FCN-like network (the lightest branch) and the U-net-like network (other branches) \[28\], \[29\]. Both two types of networks are symmetric structures. The FCN-like network only consists of eight \( 1 \times 1 \) convolution layers and activate layers, while the U-net-like network contains 8 blocks: 4 encode blocks and 4 decode blocks. We expect the FCN-like network to focus on the clear and slightly blurred image regions. Since the FCN-like network is the lightest branch, it does not need a large receptive field to recover the image regions and its goal is to maintain the information of image regions and remove the some slight noise. Compared with the FCN-like network, the U-net like network has a more complex structure by introducing some up-sampling layers and max-pooling layers. Therefore, it can better capture the multi-scale features of the DP images. Furthermore, the U-net-like network employs the residual channel attention blocks (RCAB) module that is widely used as a basic unit in super-resolution task \[30\]. To recover image regions with different blur amounts, the U-net-like networks (different branches) are required to hold different capacities, i.e. parameters. In practice, we simply change the number of RCAB modules in each block to adapt the capacities of different branches. From the lightest U-net-like bottleneck module to the heaviest one, the number of RCAB modules in each block increases from 1 to 3. In addition, the output of every bottleneck module has the same channel number with the basic feature \( F_{\text{enc}} \) to allow the residual features \( \phi_{i, \text{res}} \) to add with \( F_{\text{enc}} \).

In the training phase, we use the \( L_1 \) loss function between the output \( \hat{I} \) and the ground truth \( I_{\text{gt}} \):

\[
\mathcal{L}_{\text{rec}} = \frac{1}{n} \sum I_{\text{gt}} - \hat{I} \right|_1, \tag{3}
\]

where \( n \) denotes the number of samples.

B. The COC Estimation

Different from the existing end-to-end deep networks \[10\], \[1\], which apply a single network to handle different regions in the DP image, the proposed BaMBNet treats different regions (with different blur amounts) by different networks (with different capacities). Therefore, how to estimate the blur amounts, which can be measured via a COC map, in different regions of image is a crucial step in our proposed method. In this section, we will introduce a method to estimate the COC map from the DP image pairs in an unsupervised way.

Firstly, according to the analysis in \[15\], the blur kernel of right and left views should be symmetrical

\[
H_r = H_l^T, \tag{4}
\]
where \( H_r \) and \( H_l \) denote the blur kernels of the right and left view, respectively. \( H^f_l \) represents the left blur kernel flipped along the vertical axis.

Since the symmetry property of the kernels, based on the assumption that any image patch \( G \) with a fixed size has a constant-depth, the following corollary can be derived \[31, 15\]:

\[
G_l * H_r = G_r * H^f_l, \tag{5}
\]

where \( G_l \) and \( G_r \) denote the left and right DP views of \( G \), \( \ast \) denotes the convolution operation, and it provides an unsupervised solution for estimating the COC.

In this paper, we break the limitation of fixed size in image patch \( G \) and propose an extension version of Eq. \(5\) as:

\[
\begin{align*}
I^f_l &= I^g_l, \\
I^g_l &= \{N^f_j I^f_l * H^f_r(j; |\hat{c}(d)|)\}, \\
I^g_r &= \{N^f_j I^r_r * H^f_l(j; |\hat{c}(d)|)\},
\end{align*}
\tag{6}
\]

where \( \hat{c}(d) \) is the estimated COC size and \([\cdot]\) denotes a round function to satisfy the physical constraint of the blur kernel. \( N_j^f I_l \) denotes the image patch of size \( c(d) \times c(d) \) extracted at location \( j \), and \( N_j^f \) is the matrix extracting patch \( N_j^f I_l \) from \( I_l \) at location \( j \). The meaning of \( N_j^f I_r \) is similar. The \{\} denotes a concatenation operator which concatenate the pixels into a map of the same size as \( I_l \) and \( I_r \). Here we postulate that the COC size is equal to the radius of a local neighborhood, in which the image patch corresponds to a constant-depth. Since the COC size is usually small enough, the assumption can be regarded as an application of Riemann integral, which is more reasonable than the fixed size of image patch in Eq. \(5\). When determining the radius of the blur kernel, the weight of \( H_l, H_r \) are also determined by referring to the translating disk proposed by Abhijith \emph{et. al} \[15\].

\textbf{Loss Function.} According the Eq. \(6\), we can intuitively formulate the loss function as:

\[
\mathcal{L}_{gem} = \|I^f_l - I^g_l\|. \tag{7}
\]

However, the loss \(7\) does not work well because the in-the-wild images are usually affected by noise. To relieve the problem, we apply Gaussian blur to smooth the residual results before the \(l_2\) norm. Furthermore, we add a prior regularization term for the unsupervised geometric loss \(\mathcal{L}_{gem}\), which penalizes the gradient of the network output and smooths the estimated COC map. Finally, the total loss of COC estimation can be formulated as:

\[
\mathcal{L}_{coc} = \mathcal{L}_{gem} + \lambda \|\nabla(I_{COC})\|, \tag{8}
\]

where \( I_{COC} \) denotes the estimated COC map, and \( \lambda \) is a balance factor for the geometric loss term and the regularization term. In the COC map estimation task, we use almost the same network architecture as the multi-branch network described in Fig. \[3\] without defocus masks. The only difference is that we remove the last activation layer to allow the network to output both negative and positive values. The sign of radius indicates the relative positional relationship between the scene and the focus plane.

\textbf{C. Meta-learning Defocus Mask Generation}

Given the COC map, by assigning each pixel to a proper branch according to the blur amounts (COC values), we expect that clear regions can be preserved with lighter branches and blurred regions can be well recovered with heavier branches. In this section, we will introduce a defocus mask generation method to divide the continue COC map into a limited number of levels, where each level corresponds to a defocus mask (as shown in Fig. \[3\]).

An intuitive strategy is to divide the COC size into different levels by some pre-defined thresholds. However, humancrafted thresholds are sub-optimal and not suitable for all images. In the following, we will present an optimization method that jointly optimizes both thresholds and multi-branch network parameters. Here, the thresholds can be seen as the hyperparameters of the network, and they are very difficult to be determined. In this paper, we introduce a method capable of adaptively learning the thresholds directly from a small amount of meta-data (e.g., the validation dataset), thus they can be finely updated simultaneously with the learning process of the network parameters.

In particular, the defocus mask generation can be transformed into finding some thresholds \( \{r_1, ..., r_{M+1}\} \) of one image and assign each pixel \( p \) at position \((p_x, p_y)\) to the corresponding mask by \( q(p; r) = i \), where \( i \) is the mask index of pixel \( p \). Here, \( r_1 \) and \( r_{M+1} \) are the predefined minimum and maximum COC value, respectively. Further, when the COC size \( r \) of pixels is in the range of \([r_1, r_{M+1}]\), we assign these pixels to the branch bottleneck \( \phi_i \). \( r_i \) and \( r_{i+1} \) are the lower and upper bounds, respectively.

To measure the assignment errors, we build a validation dataset to measure the disparity between the deblurring result \( \phi_i(p; r) \) and its ground truth \( I(p) \). The total loss \( \mathcal{L}_{val} \) can be formulated as:

\[
\arg \min_{\{r_1, ..., r_{M+1}\}} \sum_{i=1}^{M} \int_{r_i}^{r_{i+1}} |\phi_i(p; r) - I(p)| dr. \tag{9}
\]

Combined with the model training process, generating the defocus mask is a nested optimization: the inner optimization trains multi-branch networks \( \Phi \) given thresholds \( \{r_1, ..., r_{M+1}\} \). The outer optimization will evaluate the trained network \( \Phi \) and fine-tune the thresholds \( \{r_1, ..., r_{M+1}\} \) by computing the assignment errors on the validation dataset:

\[
\arg \min_{\{r_1, ..., r_{M+1}\}} \mathcal{L}_{val}\left(\arg \min_{\Phi} \mathcal{L}_{rec}(\Phi, \{r_1, ..., r_{M+1}\})\right). \tag{10}
\]

In actually, our iteration solution is inspired by the hyperparameters optimization in the meta-learning schemes \[32\]. The differences are that we adopt a gradient-free optimization method due to the gradient of threshold \( r_i \) is unavailable. The details of the algorithm are shown in Alg. \[1\].

\textbf{D. Implemental Details}

We train our proposed BaMBNet in two steps: 1) training the COC estimation network to obtain the COC map, 2) joint
The defocusing deblurring results of different methods are reported in Table I. We can learn that our method achieves significant improvements compared with other SOTAs. For example, while DPDNet and our method use exactly the same training dataset, our method improves the performance of 1.27dB in term of PSNR and the parameters of our method are also reduced by 85%. By introducing the depth information of the scenes, DDDNet [10] achieves the second best performance in most cases. The gain over these two SOTAs is mainly because that our multiple branches can cope with larger blur variations while keeping the in-focus region details.

Aside from the traditional metrics that are mainly used to measure the reconstruction errors, we also provide two recent perceptive metrics, LPIPS and FID, which are widely used to evaluate the perceptive quality of generated images on the low-level vision tasks. Rather than classic per-pixel measurements, perceptive metrics leverage deep semantic representations considering context-dependent and high-order image structures, which are more closed to human judgments of similarity. As
shown in Table I compared to the results of DPDNet, our LPIS and FID indexes have decreased by 36.8% and 22.6%, respectively. It is well known that the LPIS appears to be more sensitive to blur and FID reflects the similarity of images in high-dimensional space. So that the higher performance perceptive metrics indicate that our method can generate more sharp images. When compared with DDDNet [10], which is the latest and most competitive method, the proposed method achieves a considerable improvement in all metrics.

2) Qualitative Results: In Fig. 4, we present defocus deblurring results by different methods including five representative scenes, i.e. the 1st-3rd columns show the outdoor scenes, 4-5th columns show the indoor scenes. It demonstrates that our deburred method is robust to varying scenes and our results have better visual quality. For example, the DPDNet [1] not only generates unexpected artifacts on the region with a wider depth, but also fail to remove the defocus on the region with the widest depth, where are highlighted by red and green boxes in the first column, respectively. While our method can appropriately reconstruct the blur region and well maintain the sharp region, as shown by highlighted zoomed-in boxes. These results demonstrate that our BaMBNet can simultaneously cope with multiple level blur amounts on an image with a wide depth range. For another example, in the fourth column, most deblurring methods can keep the information very well in the in-focus region. However, as the defocus blur distortion becomes increasingly serious, they may all tend to generate smooth deblurring results and miss the details. Particularly, the result of DDDNet misses the stride textures in the highlighted region in Fig. 4. Compared with DDDNet [10], our method is able to produce more sharp results.

From the comparison results, we also learn that both DPDNet [1] and DDDNet [10] will suffer from performance degradation when encountering hard samples. As shown in the fifth column of Fig. 4, the highlighted region shows rich details on the window, while the background exhibits seriously blur. However, both DPDNet [1] and DDDNet [10] fail to deal with these cases. They cannot well preserve the detail of windows (is slightly blurred when compared with the ground truth) and remove the blur of background. On the contrary, our method successfully achieves a better balance between preserving windows detail and deblurring the background. This indicates that our network is more efficient to handle complex scenes compared with other methods.

B. Ablation Studies

To demonstrate the effectiveness of the proposed meta-learning defocus masks generation, we report the objective results of our method with and without the defocus masks in Tab. III. Indeed, compared to directly training the network without distinguishing the blur amounts, leveraging defocus masks to assign the pixels to different branches shows a considerable gain (0.2 dB higher in PSNR). In addition, training with the assistance of defocus masks is able to obtain more sharp results, which can be verified by the improvement in term of LPIPS.

Apart from the quantitative comparisons, we also show the generated defocus masks in different iteration epochs. As shown in Fig. 5 the initial defocus masks split the entire image into four separate groups (here we directly divide the entire interval of COC into four equal parts). After several iterations, the masks are adjusted to be more reasonable. For example, the regions marked by yellow are correspond to the image regions with large blur amounts. Besides, the defocus masks do not require pixel-wise preciseness because the masks work on deep features that represent semantic information. Generally, the regions with more blur amounts usually tend to use the heavier branch for restoration, while the slightly blurred regions are assigned to the lighter branches with a small receptive field to avoid the artifacts. These results indicate that the refined defocus masks are able to offer effective guidance information (i.e. the blur distribution of image) for multi-branch bottleneck modules.

The qualitative results with and without defocus masks are shown in Fig. 6 the networks trained directly by removing
Fig. 4. Qualitative results of the state-of-the-art deblurring methods. The second row is the estimated COC maps by our unsupervised method given the inputs of first row. We highlight the cropped patches by green and red boxes.
Fig. 5. Comparisons between defocus masks generated in different iteration optimization epochs, and the qualitative comparison results of COC map. (b) and (c) show the COC maps estimated by [15] and our end-to-end model. Yellow, LightBlue, Blue, and Purple represent Heavy, Medium, Light, and Slight blur amounts respectively.

Fig. 6. Qualitative comparisons with and without the assistance of defocus masks. (a) shows the input view. (b) shows the result of without defocus masks. (c) shows the result of our normal network. We also display the zoom-in cropped patches for comparison. Since (b) and (c) share totally the same network architecture, (c) shows better deblurring performance than (b) under the guidance of defocus masks. (d) shows the corresponding ground truth.

Fig. 7. Quantitative results of network with variant residual branch bottlenecks. (a) and (b) show the input view and ground truth, respectively. (c) shows the results of our network. We also try to investigate the role of each branch in the entire network by removing the residual features of some branches. In the second row, the comparison models first harness the residual features of the lightest branch in the 1st column and add more residual features in heavier branch in 2nd and 3rd columns. In the third row, we first employ the comparison model with the heaviest branch in the 1st column and add lighter branch in the next two columns.

The defocus masks fail to recover the word, i.e. 'market', in which these deblurred characters are difficult to recognize. It is because that the network trained without the assistance of defocus masks would treat the blurred characters and other clean regions equally, and it is difficult for the network to focus on the deblurring of blurred characters. As for the network trained with the assistance of defocus masks, it will easily distinguish the difference between blurred characters and other clear regions, thus focusing on these blurred regions (by assigning a heavy network large capacity to these regions). In summary, our network achieves performance improvement both in objective metrics and visual results with the assistance of defocus masks.

We adopt an extremely strict way to explore the role of the residual features extracted from each branch bottleneck. Fig. 7 shows the quantitative results of comparison models. Instead of retraining the network with a different number of branch for comparison, the comparison models directly drop the residual features of some branches from the pretrained model. Just as one expected, when the lighter branch with less output residual features takes part in deblurring, the network pays attention to preserve the details in the in-focus region. For instance, the in-focus region highlighted by the green box keeps a lot of texture information as shown in Fig. 7(d). As more residual features of the heavier branches gradually participate into the deblurring, the defocused blur regions become gradually sharper and begin to recover more texture details from the blurred regions. Aside from exploring the effect of the lightest branch, we also present the results of the comparison model with only the heaviest branch in Fig. 7(g). Compared with the result in Fig. 7(d), the blur region of Fig. 7(g) shows remarkable performance which is highlighted by the red box, while the in-focus region...
Fig. 8. Example failure measure cases of our method. The number shown on images in the first two rows is the PSNR measures compared with GT. δ is enhanced residual map of given images.

in the green box loses detailed information. It successfully demonstrates that the heavier residual branch just focuses on the larger blur region. Our method not only assigns the blurred regions into a group of residual branch bottlenecks according to the blur amounts, but also achieves the task separation of preserving the details in the focus region and deblurring in the blur region.

C. Some Failure Cases in Term of PSNR

Overall, the performance of our proposed BaMBNet is much better than the SOTA methods when adopting the PSNR metric. However, when traversing the PSNR result in the test dataset, we find that some of our samples show a considerable decrease gap when compared with the SOTAs. To investigate the reasons, we present the two worst cases (e.g., 2 dB decreases in term of PSNR) and provide the zoomed-in patches of the most blur and clear regions in Fig. 8. Although our method achieves lower PSNR results, it dramatically alleviates the blur on the most blurred regions as shown in the red boxes. Moreover, our results do not show visible differences in the clear regions highlighted by the green boxes. Therefore, it can be proved that our method tends to obtain clear and sharp results even if the PSNR result is poor. To explain the difference between PSNR measurement and human perceptions, we present the residual images between the results and ground truths in the last two rows of Fig. 8. We found an interesting phenomenon: the values of the residual images between the input images and ground truth are not zeros at the focus region. These values (which should be zeros) are even larger than these between DPDNet method and the ground truth. Therefore, we guess that both the ground truth and the input images have been disturbed by noise or they are misalignment.

V. CONCLUSIONS

In this paper, we propose a blur-aware multi-branch network (BaMBNet) to deblur the real defocused images with nonuniform blur amounts. The BaMBNet automatically applies the lighter branch to the clear regions to maintain the detailed information, while assigning the heavier branch to the blurred region to recover the latent structural edge. In particular, we first devise an unsupervised scheme to estimate the COC map by the DP data, then generate defocus masks from the COC map by an assignment strategy. The defocus masks indicate the mapping from regions to branches. At last, we employ the defocus masks to guide the multi-branch bottlenecks with different parameters to handle the blur regions with different recovered complexity. Therefore, the overall optimal complex problem is divided into multiple simple subproblems, each branch only needs to solve the assigned subproblems, which allow to avoid the overfitting on the clear region and underfitting on the most blurred region. Experimental results show that our BaMBNet performs robust to defocus blur in a wide depth range and achieves better balance between maintaining the information of clear regions and generating sharp details for the blurred regions.
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