LOW REGULARITY WELL-POSEDNESS OF THE
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Abstract. We extend recent results of S. Machihara and H. Pecher on low
regularity well-posedness of the Dirac-Klein-Gordon (DKG) system in one di-
mension. Our proof, like that of Pecher, relies on the null structure of DKG,
recently completed by D’Ancona, Foschi and Selberg, but we show that in 1d
the argument can be simplified by modifying the choice of projections for the
Dirac operator. We also show that the result is best possible up to endpoint
cases, if one iterates in Bourgain-Klainerman-Machedon spaces.

1. Introduction

We consider the Dirac-Klein-Gordon system (DKG) in one space dimension,
\begin{align*}
\begin{cases}
D_t \psi + \alpha D_x \psi + M \psi = \phi \beta \psi, \\
-\Box \phi + m^2 \phi = \langle \beta \psi, \psi \rangle_{C^2},
\end{cases}
\end{align*}
with initial data
\begin{align*}
\psi|_{t=0} = \psi_0 \in H^s, \quad \phi|_{t=0} = \phi_0 \in H^r, \quad \partial_t \phi|_{t=0} = \phi_1 \in H^{r-1},
\end{align*}
where \( \psi(t, x) \) is real-valued and \( \psi(t, x) \in C^2 \) is the Dirac spinor, regarded as a
column vector with components \( \psi_1, \psi_2 \); \( M, m \geq 0 \) are constants. The \( 2 \times 2 \) matrices
\( \alpha, \beta \) should be hermitian and satisfy \( \beta^2 = \alpha^2 = I, \alpha \beta + \beta \alpha = 0 \). A particular
representation is
\begin{align*}
\alpha = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\end{align*}

Global well-posedness for DKG in 1d was proved by Chadam [3], for data (2)
with \( (r, s) = (1, 1) \). Several authors have improved Chadam’s result, in the sense
that the required regularity \( (r, s) \) has been lowered; see Table 1 for an overview.

The global results are obtained by first proving local well-posedness and then
using the conservation of the charge norm \( \| \psi(t) \|_{L^2} \) together with a suitable a priori
estimate for \( \phi(t) \), to show that the solution extends globally.

Thus, the main step is to prove local well-posedness, and the best such results
to date are due to Machihara [10] and Pecher [11], who worked independently of
each other. Machihara proved local well posedness of (1) for data (2) with \( (s, r) \) in
the region
\begin{align*}
\frac{-1}{4} < s \leq 0, \quad 2 |s| \leq r, \quad r \leq 1 + 2s.
\end{align*}
Table 1. Global well-posedness for (1), (2)

|                | s         | r         |
|----------------|-----------|-----------|
| Chadam [4], 1973 | 1         | 1         |
| Bournaveas [2], 2000 | 0         | 1         |
| Fang [7], 2004    | 0         | (1/2,1]   |
| Bournaveas and Gibbeson [3], 2006 | 0 | [1/4,1]   |
| Machihara [10], Pecher [11], 2006 | 0 | (0,1]     |

Pecher obtained the region

\[ s > -\frac{1}{4}, \quad r > 0, \quad |s| \leq r, \quad r < 1 + 2s, \quad r \leq 1 + s. \]

To compare the two results, note that in Pecher’s region, intersected with the strip \(-1/4 < s < 0\), the lower bound for \(r\) is \(|s|\), which is better than Machihara’s lower bound \(|2s|\), but on the other hand, Pecher has \(r < 1 + 2s\) in this strip, whereas Machihara has \(r \leq 1 + 2s\).

Here we prove local well-posedness in a strictly larger region of the \((s, r)\)-plane, which contains the union of the Pecher’s and Machihara’s regions. In fact, we show that in the strip \(-1/4 < s \leq 0\), the bound \(r \leq 1 + 2s\) can be relaxed to \(r \leq 1 + s\).

**Theorem 1.** The DKG system (1) is locally well posed for data (2) with \((s, r)\) in the region

\[ s > -\frac{1}{4}, \quad r > 0, \quad |s| \leq r \leq 1 + s. \]

Moreover, we show that this result is best possible, except possibly for the endpoint \((s, r) = (0, 0)\), if one uses iteration in Bourgain-Klainerman-Machedon spaces; see Section 4.

Our proof of Theorem 1 like Pecher’s original proof, relies on the null structure of DKG, which was completed recently by D’Ancona, Foschi and Selberg [6]. To see the null structure, one starts by decomposing the spinor into eigenvectors of the Dirac operator. This approach was used by Beals and Bezard [1] to show that \(\langle \beta \psi, \psi \rangle\) is a null form.\(^1\) The new idea introduced in [6] is that this null form then appears again in the Dirac equation, after a duality argument. The null structure was used in [6] to prove almost optimal local well-posedness of the 3d DKG system, and in [5] to treat the 2d case. Pecher’s proof for the 1d case follows closely the argument in [6], but here we show that in 1d the argument can be simplified by choosing the Dirac projections in a different way.

This paper is organized as follows: In the next section we reduce Theorem 1 to two bilinear estimates, and introduce the main tools needed for their proofs, which are given in Section 3. In Section 4 we prove the optimality of our result, by constructing explicit counterexamples for the iterative estimates. In Section 5 we prove a product law for Wave-Sobolev spaces (see Theorem 2) which is needed for the proof of Theorem 1.

\(^1\) The fact that this expression is a null form was proved even earlier by Klainerman and Machedon [8], but they used a different, more indirect method.
Let us fix some notation. We use \( \lesssim \) to mean \( \leq \) up to multiplication by a positive constant \( C \) which may depend on \( s \) and \( r \). If \( a, b \) are nonnegative quantities, \( a \sim b \) means \( b \lesssim a \lesssim b \). The Fourier transforms in space and space-time are defined by
\[
\hat{f}(\xi) = \int_{\mathbb{R}} e^{-i x \xi} f(x) \, dx,
\]
\[
\tilde{u}(\tau, \xi) = \int_{\mathbb{R}^{1+1}} e^{-i (t \tau + x \xi)} u(t, x) \, dt \, dx,
\]
so \( \tilde{D}_x u = \xi \tilde{u}, \tilde{D}_t u = \tau \tilde{u} \). \( H^s = H^s(\mathbb{R}) \) is the Sobolev space with norm
\[
\| f \|_{H^s} = \left\| \left\langle \xi \right\rangle^s \hat{f}(\xi) \right\|_{L^2}.\]
Here \( \langle \cdot \rangle = 1 + |\cdot| \). For \( a, \alpha \in \mathbb{R} \), let \( X^{a,\alpha}_x \) and \( H^{a,\alpha} \) be the completions of \( S(\mathbb{R}^{1+1}) \) with respect to
\[
\| u \|_{X^{a,\alpha}_x} = \left\| \left\langle \xi \right\rangle^a (\tau \pm |\xi|) \tilde{u}(\tau, \xi) \right\|_{L^2_x^\tau},
\]
\[
\| u \|_{H^{a,\alpha}} = \left\| \left\langle \xi \right\rangle^a (|\tau| - |\xi|) \tilde{u}(\tau, \xi) \right\|_{L^2_x^\tau}.
\]
See [6] for more details about these spaces. Finally, if \( X, Y, Z \) are normed function spaces, we use the notation
\[
X \cdot Y \hookrightarrow Z
\]
to mean that \( \| uv \|_Z \lesssim \| u \|_X \| v \|_Y \).

2. Preliminaries

The Dirac operator \( \alpha D_x \) has Fourier symbol \( \alpha \xi \), whose eigenvalues are \( \pm \xi \). The eigenspace projections are
\[
P_{\pm} = \frac{1}{2} \left( \begin{array}{cc} 1 & \pm 1 \\ \pm 1 & 1 \end{array} \right).
\]
Following [6], Pecher used instead the ordering \( \pm |\xi| \) of the eigenvalues, yielding nonconstant projections (with our choice of \( \alpha, \beta \))
\[
\pi_{\pm}(\xi) = \frac{1}{2} \left( \begin{array}{cc} 1 & \pm \text{sgn} \xi \\ \pm \text{sgn} \xi & 1 \end{array} \right).
\]
The fact that our projections are constant simplifies the argument considerably.

We now write \( \psi = \psi_+ + \psi_- \), where
\[
\psi_+ = P_+ \psi = \frac{1}{2} \left( \psi_1 + \psi_2 \right), \quad \psi_- = P_- \psi = \frac{1}{2} \left( \psi_1 - \psi_2 \right).
\]
Applying \( P_{\pm} \) on both sides of the first equation in (1), and using the identities \( \alpha = P_+ - P_-, P_+^2 = P_\pm \) and \( P_\pm P_\mp = 0 \), (1) is rewritten as
\[
\begin{cases}
(D_t + D_x)\psi_+ = P_+ (\phi \beta \psi), \\
(D_t - D_x)\psi_- = P_- (\phi \beta \psi), \\
\Box \phi = -\langle \beta \psi, \psi \rangle_{C^2}.
\end{cases}
\]
We iterate in the spaces
\[
\psi_+ \in X^{s,\sigma}_+, \quad \psi_- \in X^{s,\sigma}_-, \quad (\phi, \partial_t \phi) \in H^{r,\rho} \times H^{r-1,\rho},
\]
where
\[
\frac{1}{2} < \sigma, \rho \leq 1
\]
As a result, (4)′\( P^n \)ality of the this comes out very easily, since by the self-adjointness, idempotency and orthogonality of the projections, estimate (4) is equivalent to
\[
\langle \beta P_\pm \psi, P_\pm \psi' \rangle_{C^2} \lesssim \| \psi \|_{X^+_{\pm}} \| \psi' \|_{X^+_{\pm}},
\]
where \( \pm \) and \( [\pm] \) denote independent signs and \( \varepsilon > 0 \) is sufficiently small; the introduction of the parameter \( \varepsilon \) is a technical detail needed in the time localized linear estimates (see [6, Lemmas 5 and 6]).

But by a duality argument introduced in [6], estimate (4) is in fact equivalent to
\[
\langle \beta P_\pm \psi, P_\pm \psi' \rangle_{C^2} \lesssim \| \psi \|_{X^+_{\pm}} \| \psi' \|_{X^+_{\pm}},
\]
where \( \pm \) and \( [\pm] \) denote independent signs and \( \varepsilon > 0 \) is sufficiently small; the introduction of the parameter \( \varepsilon \) is a technical detail needed in the time localized linear estimates (see [6, Lemmas 5 and 6]).

The advantage of this formulation is that, like (5), it contains the bilinear form \( \langle \beta P_\pm | \psi, P_\pm | \psi' \rangle \), which turns out to be a null form: With our choice of projections, this comes out very easily, since by the self-adjointness, idempotency and orthogonality of the \( P_\pm \), as well as the identity \( P_\pm \beta = \beta P_\pm \), we see that
\[
\langle \beta P_+ | \psi, P_+ | \psi' \rangle_{C^2} = \langle \beta P_- | \psi, P_- | \psi' \rangle_{C^2} = 0.
\]

As a result, (4) and (5) can be reduced to
\[
\| u \bar{v} \|_{H^{-\rho,-\rho}} \lesssim \| u \|_{X^+_{\pm}} \| v \|_{X^+_{\pm}},
\]
where \( u, v \) are \( \mathbb{C} \)-valued and \( \bar{v} \) denotes the complex conjugate. The crucial point to note here is the difference in signs on the right, due to the null structure; if we had two equal signs, then the estimates would fail at the regularity prescribed in Theorem [1] (cf. the conditions in Theorem [2] below). There are two key reasons why things are better when the signs are different: The first reason is the algebraic constraint given in Lemma [1] below, which is the analogue, in the current setting, of Lemma 7 in [6]; the second reason is the bilinear estimate given in Lemma [2] below.

**Lemma 1.** Define, for \( \tau, \lambda, \xi, \eta \in \mathbb{R} \),
\[
\Gamma = |\tau| - |\xi|, \quad \Theta_+ = \lambda + \eta, \quad \Sigma_- = \lambda - \tau - (\eta - \xi).
\]
Then
\[
\min(|\eta|, |\eta - \xi|) \leq \frac{3}{\sqrt{2}} \max(|\Gamma|, |\Theta_+|, |\Sigma_-|).
\]

**Proof.** We have
\[
\Gamma = \begin{cases} 
\Theta_+ - \Sigma_- - (2\eta - \xi + |\xi|) & \text{if } \tau \geq 0, \\
-\Theta_+ + \Sigma_- + (2\eta - \xi - |\xi|) & \text{if } \tau \leq 0,
\end{cases}
\]
and the terms in parentheses equal \( 2\eta \) or \( 2(\eta - \xi) \), depending on the sign of \( \xi \). Therefore, \( 2 \min(|\eta|, |\eta - \xi|) \leq |\Gamma| + |\Theta_+| + |\Sigma_-| \). \( \square \)

This lemma is applied in tandem with the following product law for the Wave-Sobolev spaces \( H^{\alpha-\alpha} \). The sufficiency of the conditions (9) and (10) in the following theorem can easily be deduced from [9, Proposition A.1], but here we also prove necessity, up to endpoints; see Section [5].
Theorem 2. Suppose \( a, b, c \in \mathbb{R}, \alpha, \beta, \gamma \geq 0 \) and \( \alpha + \beta + \gamma > \frac{1}{2} \). Then

\[
H^{a, \alpha} \cdot H^{b, \beta} \hookrightarrow H^{-c, -\gamma},
\]

provided that

\[
a + b + c > \frac{1}{2},
\]

\[
a + b \geq 0, \ a + c \geq 0, \ b + c \geq 0.
\]

Furthermore, these conditions are sharp up to equality, in the sense that if \( (8) \) holds, then \( (10) \) must hold, and \( (9) \) must hold with \( \geq \).

Remark 1. The above product law is analogous to the one for the standard Sobolev spaces, which in 1d reads \( \|fg\|_{H^{-c}} \lesssim \|f\|_{H^a} \|g\|_{H^b} \), with the same conditions on \( a, b, c \) as in the above theorem.

The algebraic constraint (Lemma 1) and the product law for Wave-Sobolev spaces are enough to prove the result of Pecher, but to improve on that result, we use also the following bilinear space-time estimate for 1d free waves, where again the different signs are crucial.

Lemma 2. Suppose \( u, v \) solve

\[
(D_t + D_x)u = 0, \quad u(0, x) = f(x),
\]

\[
(D_t - D_x)v = 0, \quad v(0, x) = g(x),
\]

where \( f, g \in L^2(\mathbb{R}) \). Then

\[
\|uv\|_{L^2(\mathbb{R}^{1+1})} \leq \sqrt{2} \|f\|_{L^2} \|g\|_{L^2}.
\]

Proof. We have \( \tilde{u}(\tau, \xi) = \delta(\tau + \xi) \hat{f}(\xi) \) and \( \tilde{v}(\tau, \xi) = \delta(\tau - \xi) \hat{g}(\xi) \), so

\[
\tilde{u}\tilde{v}(\tau, \xi) = \int_{\mathbb{R}^{1+1}} \tilde{u}(\lambda, \eta)\tilde{v}(\tau - \lambda, \xi - \eta) \, d\lambda \, d\eta
\]

\[
= \int \delta(\tau + 2\eta - \xi) \hat{f}(\eta) \hat{g}(\xi - \eta) \, d\eta
\]

\[
= \hat{f} \left( \frac{\xi - \tau}{2} \right) \hat{g} \left( \frac{\xi + \tau}{2} \right).
\]

The claimed estimate now follows from Plancherel’s theorem and an obvious change of variables.

By the transfer principle (see [6, Lemma 4]), Lemma 2 implies:

Corollary 1. For any \( \alpha > 1/2 \),

\[
X^{0, \alpha}_+ \cdot X^{0, \alpha}_- \hookrightarrow L^2.
\]

Again, this would fail if we had equal signs in the left hand side.

We now have all the tools needed to finish the proof of the main estimates.
3. Proof of Theorem 1

3.1. Proof of (6). With notation as in Lemma 1 the estimate is equivalent to, using Plancherel’s theorem,

\[ \left\| \int_{\mathbb{R}^2} \frac{F(\lambda, \eta)G(\lambda - \tau, \eta - \xi)d\lambda d\eta}{(\xi)^{r}(\eta)^{s}(\eta - \xi)^{-s}(|\lambda|^r \sigma(\Theta_+)^s (\Sigma_-)^{1-\sigma/2})} \right\|_{L^2_{\tau,\xi}} \lesssim \left\| F \right\|_{L^2} \left\| G \right\|_{L^2}, \]

for arbitrary \( F, G \in L^2(\mathbb{R}^2) \). In view of Lemma 1 we can add either \( \rho, \sigma \) or \( 1 - \sigma - \varepsilon \) to the exponent of either the \( \langle \eta \rangle \) weight or the \( \langle \eta - \xi \rangle \) weight, at the expense of giving up one of the “hyperbolic” weights \( \langle \Gamma \rangle, \langle \Theta_+ \rangle \) or \( \langle \Sigma_- \rangle \). Then we apply Theorem 2. In fact, since (recall \( \rho, \sigma > 1/2 \))

\[ \min(\rho, \sigma, 1 - \sigma - \varepsilon) = 1 - \sigma - \varepsilon, \]

we can reduce to Theorem 2 with \( a, b, c \) as in the first two rows of Table 2. The conditions on \( a, b, c \) in Theorem 2 impose the following restrictions:

\begin{align*}
(11) & \quad r > \sigma - \frac{1}{2} + \epsilon, \\
(12) & \quad r \geq |s|, \\
(13) & \quad \sigma \leq 1 - \epsilon.
\end{align*}

Finally, we mention that the hypotheses on \( (\alpha, \beta, \gamma) \) in Theorem 2 are indeed satisfied in this situation, as follows from (13) and the fact that we require

\[ \frac{1}{2} < \rho, \sigma \leq 1. \]

So we conclude that (6) holds provided (11)–(14) are verified.

3.2. Proof of (7). This reduces to

\[ I := \left\| \int_{\mathbb{R}^2} \frac{F(\lambda, \eta)G(\lambda - \tau, \eta - \xi)d\lambda d\eta}{(\xi)^{r}(\eta)^{s}(\eta - \xi)^{-s}(|\lambda|^r \sigma(\Theta_+)^s (\Sigma_-)^{1-\sigma/2})} \right\|_{L^2_{\tau,\xi}} \lesssim \left\| F \right\|_{L^2} \left\| G \right\|_{L^2}. \]

We consider two cases, with notation as in Lemma 1.

3.2.1. Case 1: \( \max(|\Gamma|, |\Theta_+|, |\Sigma_-|) \sim |\Gamma| \). By symmetry we may assume \( |\eta| \leq |\eta - \xi| \) in \( I \). Then either \( |\eta| \sim |\eta - \xi| \), or \( |\eta| \ll |\eta - \xi| \sim |\xi| \), hence, using Lemma 1

\[ I \lesssim I_1 + I_2 \]

where

\[ I_1 = \left\| \int_{|\eta - \xi|} \frac{F(\lambda, \eta)G(\lambda - \tau, \eta - \xi)d\lambda d\eta}{(\xi)^{r}(\eta)^{s}(\eta - \xi)^{-s}(|\lambda|^r \sigma(\Theta_+)^s (\Sigma_-)^{1-\sigma/2})} \right\|_{L^2_{\tau,\xi}}, \]

\[ I_2 = \left\| \int_{|\eta| \ll |\eta - \xi|} \frac{F(\lambda, \eta)G(\lambda - \tau, \eta - \xi)d\lambda d\eta}{(\eta)^{s+1-\rho-\varepsilon}(|\lambda|^r \sigma(\Theta_+)^s (\Sigma_-)^{1-\sigma/2})} \right\|_{L^2_{\tau,\xi}}. \]

Moreover, if \( r > 1 \), then we can use \( \langle \xi \rangle^{r-1} \lesssim \langle \eta \rangle^{r-1} + \langle \eta - \xi \rangle^{r-1} \) to further reduce \( I_1 \) to

\[ I_{1,r>1} = \left\| \int_{|\eta| \ll |\eta - \xi|} \frac{F(\lambda, \eta)G(\lambda - \tau, \eta - \xi)d\lambda d\eta}{(|\lambda|^r \sigma(\Theta_+)^s (\Sigma_-)^{1-\sigma/2})} \right\|_{L^2_{\tau,\xi}}. \]
Table 2. Exponents used in Theorem 2

|   |   |   |
|---|---|---|
| s | s + 2 - \sigma - \epsilon | r |
| s + 2 - \sigma - \epsilon | -s | r |
| s + \sigma | s | 1 - r |

Applying Corollary 1, we then see that

\[ I_i \lesssim \| F \|_{L^2} \| G \|_{L^2} \]  

(i = 1, 2), provided

\[ r \leq 1 + s, \tag{15} \]

\[ s \geq -\frac{1}{2} + \frac{\rho + \epsilon}{2}, \tag{16} \]

\[ s \geq -1 + \rho + \epsilon, \tag{17} \]

\[ r \leq 1 + 2s + 1 - \rho - \epsilon. \tag{18} \]

Remark 2. If we had applied Theorem 2 here, the last condition would have been replaced by (due to the requirement \(a + b + c > 1/2\) in Theorem 2)

\[ r < \frac{1}{2} + 2s + 1 - \rho - \epsilon, \]

which is still sufficient to obtain the result of Pecher. So it is exactly at this point that we gain something more.

3.2.2. Case 2: max(|\Gamma|, |\Theta_+|, |\Sigma_-|) \sim |\Theta_+| or |\Sigma_-|. Then by Lemma 1 we reduce to Theorem 2 with \(a, b, c\) as in the last row of Table 2 and \((\alpha, \beta, \gamma) = (0, \sigma, 1 - \rho - \epsilon)\) or \((\sigma, 0, 1 - \rho - \epsilon)\). The conditions on \(a, b, c, \alpha, \beta, \gamma\) in Theorem 2 yield the restrictions

\[ r < \frac{1}{2} + \sigma + 2s, \tag{19} \]

\[ r \leq 1 + s, \tag{20} \]

\[ s \geq -\frac{\sigma}{2}, \tag{21} \]

\[ \rho \leq 1 - \epsilon. \tag{22} \]

Note that (20) is the same as (15).

We conclude that (7) holds if (15)–(22) are satisfied.

3.3. Conclusion of the proof. It only remains, given \((s, r)\) satisfying the hypotheses

\[ s > -\frac{1}{4}, \quad r > 0, \quad |s| \leq r \leq 1 + s \tag{23} \]

of Theorem 1 to choose \(\rho, \sigma, \epsilon\) in such a way that the constraints (11)–(22) are all satisfied. We shall need the fact that (23) implies

\[ r < 3/2 + 2s. \tag{24} \]

Clearly, we get the best results by choosing \(\rho\) and \(\epsilon\) as small as possible, so let us set

\[ \rho = \frac{1}{2} + \epsilon, \]
where $\varepsilon > 0$ will be chosen sufficiently small. Note that (22) is satisfied provided $\varepsilon \leq 1/4$. Condition (16) becomes

$$s \geq -\frac{1}{4} + \varepsilon,$$

which is compatible with the assumption $s > -1/4$ in Theorem 1. (17) and (21) are weaker than (16), so they are also satisfied. Condition (18) becomes

$$r \leq \frac{3}{2} + 2s - 2\varepsilon,$$

in accordance with (24).

The only remaining conditions are (11), (13) and (19) (as well as (14), which requires $\sigma > 1/2$), and these conditions can be summed up as follows:

$$\frac{1}{2} < \sigma \leq 1 - \varepsilon,$$

$$\sigma - \frac{1}{2} + \varepsilon < r < \sigma + \frac{1}{2} + 2s.$$

Since $0 < r < 3/2 + 2s$, by (23) and (24), it is clear that we can find $\sigma$ and $\varepsilon > 0$ such that the last two conditions are satisfied. This completes the proof of Theorem 1.

4. COUNTEREXAMPLES

Here we prove the optimality, except for the endpoint $(s, r) = (0, 0)$, of the conditions on $s$ and $r$ in Theorem 1 as far as iteration in the Bourgain-Klainerman-Machedon spaces $X_{\sigma}^{\pm}, H^{r, \rho}$ is concerned. To be precise, we prove:

**Theorem 3.**

(a) The estimate (5) fails (for every choice of $1/2 < \sigma, \rho \leq 1$ and $\varepsilon > 0$) if $s \leq -1/4$ or $r > 1 + s$.

(b) The estimate (4), hence also (4'), fails (for every choice of $1/2 < \sigma, \rho \leq 1$ and $\varepsilon > 0$) if $r < |s|$.

More generally, we prove:

**Theorem 4.** Let $a, b, c, \alpha, \beta, \gamma \in \mathbb{R}$. If the 2-spinor estimate

$$\|\langle \beta P_{\pm} \psi, P_{-}\psi' \rangle_{C^2}\|_{H^{-c,-\gamma}} \lesssim \|\psi\|_{X_{h, a}^{\alpha}} \|\psi'\|_{X_{h, b}^{\beta}},$$

holds, then:

$$a + b + \min(\alpha, \beta, \gamma) \geq 0,$$

$$a + b + c + \min(\alpha, \beta) \geq \frac{1}{2},$$

$$a + b + c + \gamma \geq 0,$$

$$\min(a, b) + c \geq 0.$$
4.1. **Proof of Theorem**\[3\]. We apply Theorem\[4\] For part (a) we take \((a, b, c) = (s, s, 1 - r)\) and \((\alpha, \beta, \gamma) = (\sigma, 1 - \rho - \epsilon)\). Then\[25\] gives the necessary condition 

\[2s + 1 - \rho - \epsilon \geq 0, \text{ i.e., } s \geq -1/2 + (\rho + \epsilon)/2 > -1/4, \] 
where the last inequality holds since \(\rho > 1/2\). Moreover,\[28\] gives the necessary condition \(s + 1 - r \geq 0\).

This proves part (a).

To prove part (b), take \((a, b, c) = (s, -s, r)\) and \((\alpha, \beta, \gamma) = (\sigma, 1 - \sigma - \epsilon, \rho)\). Then\[28\] implies \(-|s| + r \geq 0\).

Note that we only used\[25\] and\[28\] to prove Theorem\[3\].

4.2. **Proof of Theorem**\[4\]. The following counterexamples are adapted from those for the 2d case in\[5\], and depend on a large, positive parameter \(L\) going to infinity.

We choose intervals \(A, B, C \subset \mathbb{R}\), depending on \(L\), with the property

\[\eta \in A, \xi \in C \implies \eta - \xi \in B.\]

We shall denote by \(|A|\) the length of the interval \(A\).

We shall set

\[\psi(t, x) = u(t, x) \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \psi'(t, x) = v(t, x) \begin{pmatrix} 1 \\ -1 \end{pmatrix},\]

where \(u, v : \mathbb{R}^{1+1} \to \mathbb{C}\) are defined on the Fourier transform side by

\[\hat{u}(\lambda, \eta) = 1_{\lambda + \eta = O(1)} 1_{\eta \in A}, \quad \hat{v}(\lambda - \tau, \eta - \xi) = 1_{\lambda - \tau + \eta - \xi \in O(1)} 1_{\eta - \xi \in B},\]

and \(A, B\) remain to be chosen. Here \(1_{(\cdot)}\) stands for the indicator function of the set determined by the condition in the subscript. Then

\[\langle \beta P_+ \psi, P_- \psi' \rangle_{C^2} = \langle \beta \psi, \psi' \rangle_{C^2} = 2uv,\]

so in fact it suffices to find counterexamples to

\[\|uv\|_{H^{s, \gamma}} \lesssim \|u\|_{X^{s, \alpha}} \|v\|_{X^{s, \beta}}.\]

Each counterexample will be of the form

\[\|uv\|_{H^{s, \gamma}} \gtrsim \frac{1}{L^{\delta(a, b, c, \alpha, \beta, \gamma)}},\]

which leads to the necessary condition \(\delta(a, b, c, \alpha, \beta, \gamma) \geq 0\).

Observe that

\[\|uv\|_{H^{s, \gamma}} = \left\| \int_{\mathbb{R}^{1+1}} \frac{1}{\langle \tau \rangle \langle \xi \rangle} \bigg\{ 1_{\lambda + \eta = O(1)} \bigg\{ 1_{\eta \in A} \bigg\{ 1_{\lambda - \tau + \eta - \xi = O(1)} \bigg\} \bigg\{ 1_{\tau + \xi = O(1)} \bigg\} \bigg\} \right\|_{L^2_{\tau, \xi}} \]

\[\geq I := \left\| \int_{\mathbb{R}^{1+1}} \frac{1}{\langle \tau \rangle \langle \xi \rangle} \bigg\{ 1_{\lambda + \eta = O(1)} \bigg\{ 1_{\eta \in A} \bigg\{ 1_{\tau + \xi = O(1)} \bigg\} \right\|_{L^2_{\tau, \xi}},\]

where to get the last inequality we restrict the \(L^2\) norm to \(\tau + \xi = O(1)\), \(\xi \in C\), make use of\[29\], and note that

\[\lambda + \eta = O(1), \tau + \xi = O(1) \implies \lambda - \tau + \eta - \xi = O(1).\]

Note also that \(\|\tau - \xi\| \leq |\tau + \xi| = O(1)\). (So to get counterexamples involving \(\gamma\), we shall later have to modify \(I\)).
4.2.1. **Necessity of** *(25)* **when** \( \min(\alpha, \beta, \gamma) = \alpha \) **or** \( \beta \). Define

\[
A = [L - 1/2, L + 1/2], \quad B = [L - 1, L + 1], \quad C = [-1/2, 1/2].
\]

Then \( |\xi| = O(1), \ |\eta| \sim L, \ |\eta - \xi| \sim L \) and

\[
\lambda - \tau - (\eta - \xi) = \lambda - \tau + (\eta - \xi) - 2(\eta - \xi) \sim L,
\]

hence

\[
I \sim |A| |C|^{1/2}, \quad \|u\|_{X^{s,\alpha}} \sim L^a |A|^{1/2}, \quad \|v\|_{X^{s,\beta}} \sim L^{b+\beta} |B|^{1/2}.
\]

But \( |A|, |B|, |C| \sim 1 \), so *(34)* holds with \( \delta(a, b, c, \alpha, \beta, \gamma) = a + b + \beta \), which gives the necessary condition \( a + b + \beta \geq 0 \). By symmetry, we must also have \( a + b + \alpha \geq 0 \).

4.2.2. **Necessity of** *(26)*. Set

\[
A = [L/4, L/2], \quad B = [L/2, 3L/2], \quad C = [-L, -L/2].
\]

Then \( |\eta|, |\xi|, |\eta - \xi| \sim L \) and (as above) \( \lambda - \tau - (\eta - \xi) \sim L \), so

\[
I \sim \frac{|A||C|^{1/2}}{L^c}, \quad \|u\|_{X^{s,\alpha}} \sim L^a |A|^{1/2}, \quad \|v\|_{X^{s,\beta}} \sim L^{b+\beta} |B|^{1/2}.
\]

Since \( |A|, |B|, |C| \sim L \), we conclude that *(34)* holds with \( \delta(a, b, c, \alpha, \beta, \gamma) = a + b + c + \beta - 1/2 \), proving the necessity of \( a + b + c + \beta \geq 1/2 \). By symmetry, we also need \( a + b + c + \alpha \geq 1/2 \).

4.2.3. **Necessity of** *(28)*. Here we set

\[
A = C = [L - 1/2, L + 1/2], \quad B = [-1, 1].
\]

Then \( |\xi| \sim L, \ |\eta| \sim L, \ |\eta - \xi| = O(1) \) and

\[
\lambda - \tau - (\eta - \xi) = \lambda - \tau + (\eta - \xi) - 2(\eta - \xi) = O(1),
\]

so

\[
I \sim \frac{|A||C|^{1/2}}{L^c}, \quad \|u\|_{X^{s,\alpha}} \sim L^a |A|^{1/2}, \quad \|v\|_{X^{s,\beta}} \sim |B|^{1/2}.
\]

But \( |A|, |B|, |C| \sim 1 \), hence *(34)* holds with \( \delta(a, b, c, \alpha, \beta, \gamma) = a + c \), proving necessity of \( a + c \geq 0 \). By symmetry, \( b + c \geq 0 \) is also necessary.

4.2.4. **Necessity of** *(25)* **when** \( \min(\alpha, \beta, \gamma) = \gamma \). Set

\[
A = [L - 1, L + 1], \quad B = [L - 2, L + 2], \quad C = [-1, 1].
\]

Again we use *(31)*, with \( u \) as in *(31)*, but we change \( v \) to:

\[
\tilde{v}(\lambda - \tau, \eta - \xi) = \mathbf{1}_{\lambda - \tau - (\eta - \xi) = O(1)} \mathbf{1}_{\eta - \xi \in B}.
\]

Since *(32)* is unchanged, it suffices to disprove *(33)*, but now, in view of the modification of \( v \),

\[
\|uv\|_{H^{-\epsilon,-\gamma}} = \left\| \int_{\mathbb{R}^{1+1}} \frac{1}{|\xi|^c (|\tau| - |\xi|)^\gamma} \mathbf{1}_{\eta \in A} \mathbf{1}_{\lambda + \eta = O(1)} \mathbf{1}_{\lambda - \tau - (\eta - \xi) = O(1)} \mathbf{1}_{\eta - \xi \in B} \mathbf{1}_{\tau + 2L = O(1)} \ d\lambda d\eta \right\|_{L^2_{\tau,\xi}} \geq I := \left\| \int_{\mathbb{R}^{1+1}} \frac{1}{|\xi|^c (|\tau| - |\xi|)^\gamma} \mathbf{1}_{\eta \in A} \mathbf{1}_{\lambda + \eta = O(1)} \mathbf{1}_{\tau + 2L = O(1)} \ d\lambda d\eta \right\|_{L^2_{\tau,\xi}},
\]
where in the last step we restrict the $L^2$ norm to the region $\tau + 2L = O(1)$, $\xi \in C$, make use of (29), and note that

$$\lambda - \tau - (\eta - \xi) = (\lambda + \eta) + 2(L - \eta) - (\tau + 2L) + \xi = O(1),$$

since each term is $O(1)$. So now $|\xi| = O(1)$, $|\eta| \sim L$, $|\eta - \xi| \sim L$, and $|\tau - |\xi|| \sim L$, hence

$$I \sim \frac{|A| |C|^{1/2}}{L^\gamma}, \quad \|u\|_{X_{+}^{\alpha}} \sim L^\alpha |A|^{1/2}, \quad \|v\|_{X_{-}^{b,\beta}} \sim L^b |B|^{1/2}.$$

Since $|A|, |B|, |C| \sim 1$, (34) holds with $\delta(a, b, c, \alpha, \beta, \gamma) = a + b + \gamma$.

4.2.5. Necessity of (37). Here we use the same $u, v$ as in subsection 4.2.4. Set

$$A = [L - 1, L + 1], \quad B = [2L - 2, 2L + 2], \quad C = [-L - 1, -L + 1].$$

Then as in subsection 4.2.4, we have $\|uv\|_{H^{-\epsilon, -\gamma}} \geq I$, with the only difference that the condition $\tau + 2L = O(1)$ in $I$ has been replaced by $\tau + 3L = O(1)$, for then we can write

$$\lambda - \tau - (\eta - \xi) = (\lambda + \eta) + 2(L - \eta) - (\tau + 3L) + (\xi + L) = O(1),$$

each term being $O(1)$. So $|\xi|, |\eta|, |\eta - \xi| \sim L$, and $|\tau| - |\xi| \sim L$, hence

$$I \sim \frac{|A| |C|^{1/2}}{L^\gamma}, \quad \|u\|_{X_{+}^{\alpha}} \sim L^\alpha |A|^{1/2}, \quad \|v\|_{X_{-}^{b,\beta}} \sim L^b |B|^{1/2}.$$

Since $|A|, |B|, |C| \sim 1$, (36) holds with $\delta(a, b, c, \alpha, \beta, \gamma) = a + b + c + \gamma$.

5. Proof of Theorem 2

In this section we fix $\alpha, \beta, \gamma \geq 0$ satisfying $\alpha + \beta + \gamma > 1/2$. We shall say that a triple $(a, b, c)$ of real numbers is admissible if the embedding (8) holds, i.e., if the bilinear estimate

(35) \[ \|uv\|_{H^{-\epsilon, -\gamma}} \lesssim \|u\|_{H^{a,\alpha}} \|v\|_{H^{b,\beta}} \]

holds.

First, assume that conditions (9) and (10) are satisfied. If $a, b, c \geq 0$, then $(a, b, c)$ is admissible, as proved in [9, Proposition A.1]. It remains to consider the case where $(a, b, c)$ contains a negative number. But in view of (10), at most one of the numbers $a, b, c$ can be negative, and by symmetry it suffices to consider the case $a < 0$. Say, in that case we can write $\langle \xi \rangle^{-a} \lesssim \langle \eta \rangle^{-a} + \langle \eta + \xi \rangle^{-a}$, thus reducing to the triples $(0, a + b, c)$ or $(0, b, a + c)$, which contain no negative numbers, hence are admissible, as noted above.

It remains to prove necessity of (9) (up to equality) and (10). But in fact, the counterexample constructed in subsection 4.2.2 gives, with $u, v$ as in (31)

(36) \[ \frac{\|uv\|_{H^{-\epsilon, -\gamma}}}{\|u\|_{H^{a,\alpha}} \|v\|_{H^{b,\beta}}} \gtrsim \frac{1}{\lambda \delta(a, b, c, \alpha, \beta, \gamma)}, \]

with $\delta(a, b, c, \alpha, \beta, \gamma) = a + b + c - 1/2$, proving necessity of $a + b + c \geq 1/2$, which is (9) with $\geq$. The fact that we have a conjugate here, but not in (35), is irrelevant, since $\|v\|_{H^{b,\beta}} = \|\bar{v}\|_{H^{b,\beta}}$.

Similarly, the counterexample from 4.2.3 gives (36) with $\delta(a, b, c, \alpha, \beta, \gamma) = a + c$, proving necessity of $a + c \geq 0$. By duality and symmetry in (35), we then get also $a + b \geq 0$ and $b + c \geq 0$, so we have proved necessity of (10).
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