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Abstract

In this paper we describe our entry for the VoiceMOS Challenge 2022 for both the main and out-of-domain (OOD) track of the competition. Our system is based on finetuning pre-trained self-supervised waveform prediction models, while improving its generalisation ability through stochastic weight averaging. Furthermore, we use influence functions to identify possible low-quality data within the training set to further increase our model’s performance for the OOD track. Our system ranked 5th and joint 7th for the main track and OOD track, respectively.
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1. Introduction

Evaluation for speech synthesis has typically been a practically challenging task as many aspects of speech and its recorded waveforms contribute to its perceived naturalness. While many facets of speech, such as prosody [1,4], energy [5,7] and other features and representations [6,11], could be captured and recreated to a high fidelity [12–15], the sum of these parts do not yet account for the overall human perception of quality and naturalness in speech - a discrepancy to be explained by some undiscovered qualia. As such, the evaluation for speech synthesis and text-to-speech (TTS) systems relies on subjective human evaluation [16], meaning that unlike other areas in statistical and machine learning, the general “quality” and performance of speech synthesis systems could not be straightforwardly measured or optimised against using automated metrics. For TTS research, this means proper evaluation of speech synthesis systems could easily stretch into days or weeks, as opposed to hours or minutes, slowing down research cycles.

In this context, efforts have been made to automate the speech evaluation process, such as the ITU P. 563 algorithm [17] and PESQ [15,19], which were designed for measuring speech transmitted over communication channels such as the telephone; other metrics such cepstral distance, the loglikelihood ratio to an LPC model and the weighted spectral slope were researched as objective evaluation metrics for SPSS [20] systems [21–24].

An area related to quality estimation of synthetic speech is the use of generative adversarial network (GAN) setups for the training of speech synthesis systems, where generator and discriminator networks are trained jointly to improve the quality of acoustic models in TTS systems and/or neural vocoders [13,25,26]. Here, the intended role of a discriminator network is to classify whether a waveform sequence is drawn from the data distribution or synthesised from the generator network.

The VoiceMOS challenge [27] is set up with the aim to develop highly accurate and correlative data-driven systems that can directly predict subjective evaluation scores, e.g. mean opinion score (MOS) [16], from synthesised speech, building on a growing library of work in this area [28,35]. These systems are designed to be “single-ended” or “non-intrusive” such that generated speech can be evaluated without the need for gold-standard recordings. In this paper, we describe our entries for both tracks of the VoiceMOS challenge:

- We follow [33] and build our systems for both tracks based on finetuning pre-trained self-supervised learning models for speech - namely wav2vec 2.0 [36].
- We attempt to improve the generalisation capabilities of our models with stochastic weight averaging Gaussian [37,38].
- Furthermore, we filter the out-of-domain track training data with influence functions [39] with the aim to improve data quality.

2. VoiceMOS challenge

The VoiceMOS challenge [27] is made up of a main track and an out-of-domain (OOD) track, with the datasets for each track divided into training, development and testing sets. The training and development sets were released with information on the MOS score from each listener for each sample, some listener details and the MOS scores averaged across all listeners who had rated the sample. For both tracks, the test sets comprises of samples from systems, listeners and speakers unseen from the training data and therefore require some degree of generalisation in the MOS prediction systems.

The aim of the main track is to build highly accurate MOS prediction systems through utilising the 185 speech synthesis systems from previous Blizzard challenges, voice conversion challenges and other TTS samples [40]; made up of both TTS and voice conversion systems [41]. The main track dataset consists of multi-speaker data recorded in English, with the training set containing 4,973 audio samples; the development and test sets correspondingly contain 1,066 samples each.

The OOD track of the VoiceMOS challenge consists of a single speaker dataset with where, upon inspection, the synthesised language is Mandarin Chinese (with a Beijing accent). More challenging than the main track, the OOD track training set consists of 676 samples, of which only 136 have been labelled with corresponding listener and averaged MOS scores. Meanwhile, the development set for the OOD track also consists of 136 samples and the test set contains 540 samples. For our system, only the 136 labelled samples were used. Both tracks of the challenge consist of audio files (down)sampled at 16kHz.

2.1. Evaluation

Entries to the VoiceMOS challenge are evaluated with metrics across both the utterance and system level: mean squared error (MSE), Linear Correlation Coefficient (LCC), Spearman Rank
Correlation Coefficient (SRCC), and Kendall Tau Correlation (KTAU), with the system-level SRCC used as the metric to determine the main ranking of submitted systems.

3. Our system

3.1. Finetuning self-supervised learning models for MOS prediction

Through finetuning, pre-trained self-supervised learning (SSL) models [42–44] have become a commonly used basis upon which high performance ML systems are built and its application to audio and speech on the waveform level have gained prominence within speech processing research [36–45] [47].

33 introduces SSL-MOS, an MOS prediction system built through finetuning SSL models such as HuBERT [47] and wav2vec 2.0 [36], where they are used to generate time-averaged acoustic representations of speech samples, which are in turn projected onto MOS prediction scores using a single layer neural net, achieving high prediction accuracy and SRCC scores. It was found that finetuning the wav2vec 2.0 models, pre-trained on its base dataset, obtained the best results, with the wav2vec 2.0 Large model in particular performing best and significantly out-performing MOS prediction systems trained only on the task-specific BVCC dataset [41].

3.2. SWA-Gaussian

In order to improve on the generalisation ability of the SSL-MOS system, we leverage stochastic weight averaging Gaussian (SWAG). Stochastic weight averaging (SWA) [37] is a model averaging method that is shown to improve model generalisation by building a model average as the model parameters move around through stochastic gradient descent (SGD), assuming first that a local optimum has been found. For each N'th sample θN, the following average update rule is applied to obtain the SWA solution:

θavg,N = \frac{θavg,N−1(N−1) + θN}{N} \tag{1}

Where θavg,N is the averaged model parameters after N samples. [37] shows while SGD finds wider and flatter areas in the loss landscape, it does not always produce model parameters at, or close to, the centre of this space, whereas the SWA solution is able to lie much closer to the central region, and is therefore able to better generalise to test set data with minor additional computational costs.

[38] extends SWA by mixing in Bayesian inference, wherein we attempt to obtain a posterior distribution P(θ|D) of the model parameters θ modelled as:

P(θ|D) \propto P(D|θ)P(θ) \tag{2}

With D being the (training) data, P(D|θ) the likelihood of the data under the model parameters θ and P(θ) a prior distribution over the weights. In the Bayesian setting, the probability of a new data point can be estimated by the marginal likelihood through Bayesian model averaging:

P(y_{new}|x_{new}, D) = \int P(y_{new}|x_{new}, θ, D)P(θ|D)dθ \tag{3}

However as modern neural network models require very high parameter counts, even the small wav2vec 2.0 model containing 93 million trainable parameters, proper modelling of the posterior distribution and the marginal likelihood can be rather intractable. [38] attempts to approximate the posterior distribution by introducing SWA-Gaussian (SWAG), which collects additional low-rank or diagonal covariance terms in a similar fashion to the SWA average in equation [1] enabling the construction of a Gaussian approximation distribution Q(θ|D) to P(θ|D) around the discovered local minima in the loss landscape.

Samples of parameters θ can then be obtained through Monte Carlo sampling on Q(θ|D) and in turn effect Bayesian model averaging:

P(y_{new}|x_{new}, D) \approx \frac{1}{K} \sum_{k=1}^{K} P(y_{new}|θ_k, x_{new}, D) \tag{4}

θ_k \sim Q(θ|D) = N(θ; \mu_{swag}, \Sigma_{swag}) \tag{5}

Where μ_{swag} and Σ_{swag} are the SWAG mean and covariance terms collected. [38] reports results showing SWAG to outperform other approaches in Bayesian deep learning.

3.3. Influence functions for data debugging

Meanwhile, [39] uses influence functions [48] to show that despite the black-box nature of neural net models, we can still obtain information on the effect of training points on trained parameters of the network; more precisely, the influence \mathcal{I}_{op,\text{params}}(z) of upweighting a training point z = (x, y) ∈ D by a small amount ϵ to the trained model parameters θ with respect to the loss L, where:

\hat{\theta}_{z,}\epsilon := \arg\min_{\theta} \left(L(D, \theta) + \epsilon L(z, \theta)\right) \tag{6}

s.t. \quad \mathcal{I}_{op,\text{params}}(z) := \left. \frac{dL(\hat{\theta}_{z,}\epsilon)}{d\epsilon} \right|_{\epsilon=0} = -H^{-1}_{\theta} \nabla_{\theta} L(z, \hat{\theta}) \tag{7}

\quad \text{where} \quad H_{\theta} := \nabla^{2}_{\theta} L(D, \theta) \tag{9}

Here H_{θ} is the Hessian evaluated at \hat{θ} and is assumed to be positive-definite.

Similarly, for a given test point z_{test}, we can calculate the influence of upweighting a training point z on the loss at the test point L(z_{test}, \hat{\theta}):

\mathcal{I}_{op,\text{loss}}(z, z_{test}) := \left. \frac{dL(\hat{\theta}_{z,}\epsilon)}{d\epsilon} \right|_{\epsilon=0} \tag{10}

\quad = \nabla_{\theta} L(z_{test}, \hat{\theta})^{\top} \left. \frac{d\hat{\theta}_{z,}\epsilon}{d\epsilon} \right|_{\epsilon=0} \tag{11}

\quad = -\nabla_{\theta} L(z_{test}, \hat{\theta})^{\top} H^{-1}_{\theta} \nabla_{\theta} L(z, \hat{\theta}) \tag{12}

Where a positive \mathcal{I}_{op,\text{loss}}(z, z_{test}) means a positive gradient in L. Here, [39] recognise that the Hessian-Vector Product s_{test} := H^{-1}_{\theta} \nabla_{\theta} L(z_{test}, \hat{\theta}) can be approximated, pre-computed, and stored, such that \mathcal{I}_{op,\text{loss}}(z, z_{test}) = -s_{test}^{\top} \nabla_{\theta} L(z, \hat{\theta}) can be easily calculated for any training point z.

[39] shows that by obtaining influence values, we can identify and generate adversarial training examples to construct data-poisoning attacks. Furthermore, we can use influence values to debug datasets and identify "faulty" training data points, where a positive \mathcal{I}_{op,\text{loss}}(z, z_{test}) indicates that the training point z helps to reduce the loss on z_{test}, while negative values of \mathcal{I}_{op,\text{loss}}(z, z_{test}) indicates a data point that exerts high negative influence on the test point z_{test}.
3.4. Experiment

For both tracks of the challenge, we follow the wav2vec 2.0 finetuning process set out in [33], in which features from a wav2vec 2.0 model are extracted after the Transformer encoder layer, mean-pooled across time and projected down to a one-dimensional output for the score, trained with an L1 loss against the averaged MOS. A modification we make is in applying a sigmoid function to the output layer and scaling it to be \( \in [1, 5] \), though this may not have significant impact on model performance. We use the wav2vec 2.0 model from the fairseq package [49] with the wav2vec_small checkpoint, which is much smaller than the larger model (93 million parameters compared to 317 million) and showed similar performance after finetuning on the main track training set.

We train our models using PyTorch with automatic mixed precision training using the Brain Float 16 format [50], powered by an Nvidia RTX 3090 GPU. We first finetune our model for 30,000 iterations on the main track data for both tracks, using SGD with a learning rate of 0.001, momentum term of 0.9, cosine learning rate schedule (\( T_{\text{max}} = 100 \)) as well as a batch-size of 8. The SWAG process is then run, where the system for each track is finetuned on its own training sets with a constant learning rate of 0.001 for SGD, a momentum value of 0.9. Due to the slight additional GPU memory requirement for SWAG, we use a batch-size of 4 with gradient accumulation every two steps, giving an effective batch-size of 8. We note that this is an incorrect application of SWAG for the OOD track, as the local minima has not settled into a local minima for the OOD track, as the local minima has not settled into a local minima for the OOD track, as the local minima has not settled into a local minima for the OOD track.

For OOD data debugging with influence functions, we generate features using the finetuned wav2vec 2.0 model and, similar to the Inception experiment in [39], calculate the influence values for the final output layer only. We port the final layer parameters to and perform the influence function calculations in JAX in order to speed up the Hessian-Vector Product estimation. We restrict ourselves to the training set for \( z_{\text{out}} \) (though this could also be applied to the development set) and identify \( z_{\text{out}} \) that the model performs the worst on. We then calculate the \( -\nabla_{\text{out}} \log p(z_{\text{out}} | z_{\text{out}}) \) values for each training point \( z_{\text{in}} \in D \) and keep a record of the most unhelpful data points (i.e. the most positive \( -\nabla_{\text{out}} \log p(z_{\text{out}} | z_{\text{out}}) \) values), from which we filter out two entries that were manually selected as having a higher averaged MOS than the audio quality suggests, namely sys2dea8-uttaca68d6.wav and sys86a3b-utt81bb889.wav; both files show significantly higher influence values (10× higher) compared to other training points in the dataset.

At inference, \( K = 10 \) sets of parameters \( \theta_k \) are drawn from the SWAG approximate distribution and the final model outputs are calculated as according to equation [1].

Each configuration is trained across 5 different random seeds. For the systems we submitted to the VoiceMOS challenge, we select the models with the highest system-level SRCC scores on the development sets for each track; our entries ranked 5th and joint 7th for the main track and OOD track, respectively.

3.5. Results

The results for the main track test set data are shown in table [1] where the SWAG model performs marginally better than the vanilla SSL-MOS model for both the system-level and utterance-level metrics. However this pattern is more mixed for the OOD track, as shown in table [2] where the SWAG model is generally worse compared to the SSL-MOS model, while the SWAG+Inf model performs better than both on the utterance-level metrics, and worse than the SSL-MOS model for system-level KTAU and SRCC scores.

Our models rank much lower in the utterance-level MSE than other systems in the VoiceMOS challenge, as shown in figures [1] and [2] compared to the system SRCC score ranking; upon investigation, we found that our models for both tracks tend to over-predict MOS compared to the ground-truth.

4. Discussion

As shown in Section 3.5 while the addition of SWAG can positively impact model performance for the main track dataset, its effect on the OOD track data is somewhat mixed, though this may be due to the fact that the OOD track SWAG was incorrectly applied. Meanwhile, the use of influence functions to filter out data generally improves on the SWAG model and can outperform the SSL-MOS model on many of the metrics in the OOD track.

Nonetheless, the variance in the metrics, effected through different random seeds, makes it difficult to assert that the modifications introduced in this paper truly improves on the performance of the original SSL-MOS model, as the differences are comparatively minor. Furthermore, such variances could also mean the difference between a top-ranking system in the VoiceMOS challenge and one that is ranked much lower.

An aspect that our system does not address is the ability to accommodate multiple and different sample-rates in input audio samples, which has a notable impact on audio quality. Many modern TTS systems use vocoders that generate speech at sample rates higher than the 16kHz samples used for the VoiceMOS

---

### Table 1: Test set results for main track systems. Bold fonts represent best mean scores but not necessarily statistically significant.

| System-level metrics | Model | MSE  | LCC  | KTAU | SRCC |
|-----------------------|-------|------|------|------|------|
| SSL-MOS               | 0.105±0.005 | 0.937±0.005 | 0.784±0.010 | 0.934±0.005 |
| SWAG                  | 0.102±0.017 | 0.939±0.004 | 0.788±0.009 | 0.936±0.004 |
| Utterance-level metrics | Model | MSE  | LCC  | KTAU | SRCC |
| SSL-MOS               | 0.252±0.012 | 0.871±0.002 | 0.692±0.003 | 0.867±0.002 |
| SWAG                  | 0.247±0.026 | 0.876±0.003 | 0.698±0.003 | 0.872±0.003 |

### Table 2: Test set results for OOD track data. SWAG+Inf denote models trained with SWAG on data filtered using influence values. Note that SWAG here may have been incorrectly applied (Section 3.4). Bold fonts represent best mean scores but not necessarily statistically significant.

| System-level metrics | Model | MSE  | LCC  | KTAU | SRCC |
|-----------------------|-------|------|------|------|------|
| SSL-MOS               | 0.162±0.052 | 0.959±0.004 | 0.876±0.020 | 0.970±0.008 |
| SWAG                  | 0.177±0.010 | 0.962±0.008 | 0.862±0.018 | 0.962±0.010 |
| SWAG+Inf              | 0.156±0.028 | 0.964±0.004 | 0.855±0.012 | 0.957±0.006 |
| Utterance-level metrics | Model | MSE  | LCC  | KTAU | SRCC |
| SSL-MOS               | 0.308±0.053 | 0.884±0.007 | 0.672±0.013 | 0.855±0.011 |
| SWAG                  | 0.317±0.102 | 0.887±0.006 | 0.674±0.008 | 0.856±0.008 |
| SWAG+Inf              | 0.298±0.031 | 0.890±0.008 | 0.674±0.013 | 0.857±0.011 |
challenge \cite{Mohan2021}, meaning that many systems used in real-world applications are not catered for by the base SSL-MOS system, which is trained with 16kHz data. It would be interesting to build waveform-level speech processing systems that are agnostic or invariant to sampling rates. One route could be to create systems that can operate on some continuous-time representation of a waveform instead of discrete-time samples \cite{skerry2019,Mori2021}.

Lastly, the absolute value of MOS scores may not be a sustainable metric to use in terms of reproducibility. As MOS is an absolute score assigned by subjective listeners, the MOS for a specific speech sample or system may change across listening experiments or decrease (or “drift”) over time as the public expectations for synthesised speech increase. Evaluation metrics such as MUSHRA \cite{Yamamoto2019} tries to encapsulate this through rating synthesis systems relative to a reference and baseline sample, in order to ensure some form of continuity across experiments. Along these lines, it may be interesting to leverage results from other subjective evaluation methods, such as MUSHRA experiments or A/B tests, to create systems that predict rankings of speech synthesis systems instead raw MOS values.
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