A Fully Polarity-Aware Double-Node-Upset-Resilient Latch Design
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Abstract: Due to aggressive scaling down, multiple-node-upset hardened design has become a major concern regarding radiation hardening. The proposed latch overcomes the architecture and performance limitations of state-of-the-art double-node-upset (DNU)-resilient latches. A novel stacked latch element is developed with multiple thresholds, regular architecture, increased number of single-event upset (SEU)-insensitive nodes, low power dissipation, and high robustness. The radiation-aware layout considering layout-level issues is also proposed. Compared with state-of-the-art DNU-resilient latches, simulation results show that the proposed latch exhibits up to 92% delay and 80% power reduction in data activity ratio (DAR) of 100%. The radiation simulation using the dual-double exponential current source model shows that the proposed latch has the strongest radiation-hardening capability among the other DNU-resilient latches.
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1. Introduction

Recent advances in scaling down technology have led to a substantial decrease in supply voltage and node capacitance, resulting in a smaller amount of critical charge, the minimum charge necessary to maintain a logic state. This implies that a soft error caused by single-event upset (SEU) may occur not only in harsh radiation environments at high altitudes but also at the terrestrial level [1]. Considering the decreasing feature size in the current nanometer technology, multiple-node-upset (MNU) is more likely to occur because of charge sharing among nodes [2]. An empirical study reported that 40-nm flip-flops implemented using single-node upset (SNU)-hardened dual-interlocked memory cell (DICE) [3] do not entirely prevent the soft error and exhibit only approximately 30% better cross sections compared with non-radiation hardened flip-flops [4]. Thus, recent research on radiation hardening by design (RHBD) has focused on the double-node-upset (DNU)-hardened designs, extending the SNU-hardened latches as primitive circuit elements.

The DNU-hardened latch designs can be classified into three circuit elements: the Muller C-element (MCE) [5,6], DICE [7,8], and Schmitt-trigger (ST) cell [9]. The MCE-based DNU latches [5,6] are capable of blocking SEU propagation to adjacent nodes by changing the high-impedance state of the MCE outputs when the input nodes suffer from SEU. The output's floating state may cause state flipping at system level when the system accesses them. Because of charge sharing between the access node and the floating output node, the dynamic voltage ripple can flip the state of the floating node. The DICE-based DNU latches extend the DICE to a delta-like [7] or a donut-like [8] architecture. When new input data are written, they consume more power and require longer write time because all the internal feedback loops should be activated and flipped. Additionally, when an upset occurs, the upset node may cause an adjacent node to transit and be suffered from...
the short path. The ST-based DNU latch [9] is based on the ST inverters. Therefore, it features a high noise margin, low complexity, and low power dissipation. However, its radiation hardening capability is no longer maintained when there is a ratio issue between two feedback inverters.

Recently, an approach [10] to reduce the number of SEU-sensitive nodes in DNU-hardened latches was proposed. The concept was derived from the upset polarity [11] of a CMOS logic inverter. When an energetic particle hits an off-pMOSFET, only 0-to-1 positive upset occurs at the drain node because the pMOSFET only collects positive charges. In contrast, when an energetic particle hits an off-nMOSFET, only 1-to-0 negative upset occurs at the drain node because the nMOSFET only collects negative charges. Based on this principle, a node avoids a negative upset if pMOSFETs are stacked at the node and avoids a positive upset if nMOSFETs are stacked. However, the polarity-aware latch inevitably suffers from $V_{th}$ drop because the latch should stack the same type of MOSFETs. This $V_{th}$ drop causes high power consumption during the state-holding phase.

This paper proposes a fully polarity-aware DNU-resilient latch (FPADRL) featuring up to a reduction of 92% delay and 80% power in data activity ratio (DAR) of 100% over existing DNU-resilient latches. Furthermore, the proposed FPADRL overcomes the limitations in the previous research works: (1) resilience to SEU without the charge sharing issue at the system level; (2) fully polarity-aware latch elements, resulting in the maximum possible number of SEU-insensitive internal nodes; (3) fewer short path cases during the SEU with lower power dissipation; (4) much robust radiation-hardening capability; (5) radiation-aware layout.

The rest of this paper is organized as follows. The proposed DNU-resilient latch is described in Section 2. Next, the simulation and evaluation results are presented in Section 3. Finally, Section 4 concludes this paper.

2. Proposed DNU-Hardened Latch Design

2.1. Overall Structure and Design Idea

Figure 1 shows the structure of the two latch elements in the proposed DNU-resilient latch. As shown in Figure 1a, the pMOSFET-stacked latch with the cross-coupled inverter structure has additional stacked pMOSFETs, whose operations are controlled by other latch nodes. When node X1 stores logic “1”, this node is insensitive to SEU due to the error polarity principle [11]. Node X2 is only sensitive to the 0-to-1 transition. Similarly, as shown in Figure 1b, when node X6 initially stores logic “0”, this node is insensitive to SEU, and node X7 is only sensitive to the 1-to-0 transition. When a radiation particle strikes the floating nodes A1 or A6, the initial value of these nodes may change. However, the floating nodes are not connected to any inputs; thereby, their upsets do not affect any data nodes $X_n (n = 1, \ldots, 8)$. The nodes between the on-transistors, such as A2 and A7, are also insensitive to SEU. Therefore, the proposed four-node latch element has only one single polarity SEU sensitive node, one floating node, and two SEU-insensitive nodes.

Simultaneously, the stacked MOSFETs play an essential role in blocking the SEU error propagation. Unlike the DICE-based latch structures, the proposed latch does not propagate the error in all SNU cases and some DNU cases due to the off-stacked transistors. Moreover, the off-stacked transistors generally block the propagation of the upset on the floating node to the data nodes. The detailed mechanism will be explained in Section 2.3.

Figure 2 shows the schematic of the proposed FPADRL. The FPADRL consists of the stacked latches shown in Figure 1, the access transistor module, and the clocked output. The upper P-stacked and lower N-stacked latch parts (PSLP and NSLP) consists of the stacked pMOSFET latches and the stacked nMOSFET latches, respectively. Thus, only positive upset occurs in the PSLP, and only negative upset occurs in the NSLP. The operations of the stacked MOSFETs are controlled by the internal nodes of the opposite latch part. Given that the two latch parts store the same data in order (i.e., $X_1 = X_5$, $X_2 = X_6$, $X_3 = X_7$, and $X_4 = X_8$), the respective node values are fed into the gate inputs of the correspondent stacked transistors to form the DICE-like dual-interlocked loops. Compared with recent re-
search works [5,6,10], the proposed FPADRL has regular latch element architecture, and the number of sensitive nodes is maximally reduced from sixteen to eight.

Figure 1. Latch elements: (a) pMOSFET-stacked latch, (b) nMOSFET-stacked latch.

Because of the stacked MOSFETs in the pull-down (up) paths, all the data nodes have the body effect, i.e., $V_{th}$ drop. To reduce the leakage power by decreasing the overdrive voltage, the proposed latch uses multiple $V_{th}$ transistors. The transistors shown in red in Figure 2 use high $V_{th}$, and others use low $V_{th}$. Additionally, the leakage power can be minimized by connecting one strong signal node to the off-transistor and one weak state node to the on-transistor of the output inverter. The high $V_{th}$ transistors shrink the activated feedback loop time, resulting in a shorter write time compared to the DICE-based DNU latches.

2.2. Circuit Operation

The operation of the proposed latch is outlined when the input D is logic “1” (i.e., $X_1 = X_3 = X_5 = X_7 = 1$, $X_2 = X_4 = X_6 = X_8 = 0$, and $D = Q = 1$).

Because of the stacked MOSFETs in the pull-down (up) paths, all the data nodes have the body effect, i.e., $V_{th}$ drop. To reduce the leakage power by decreasing the overdrive voltage, the proposed latch uses multiple $V_{th}$ transistors. The transistors shown in red in Figure 2 use high $V_{th}$, and others use low $V_{th}$. Additionally, the leakage power can be minimized by connecting one strong signal node to the off-transistor and one weak state node to the on-transistor of the output inverter. The high $V_{th}$ transistors shrink the activated feedback loop time, resulting in a shorter write time compared to the DICE-based DNU latches.

2.2. Circuit Operation

The operation of the proposed latch is outlined when the input D is logic “1” (i.e., $X_1 = X_3 = X_5 = X_7 = 1$ and $X_2 = X_4 = X_6 = X_8 = 0$). Considering the error polarity, the access transistors of the PSLP are pMOSFETs, and the access transistors of the NSLP are nMOSFETs. When CLK = 1, the latch is in the transparent mode, and these access
transistors drive the internal nodes. During this mode, the output $Q$ is only driven by $D$ through the transmission gate. The driven nodes turn on the nMOSFETs (N2, N4, N6, N8, N9, and N11) and the pMOSFETs (P1, P3, P5, P7, P10, and P12) simultaneously. As a result, nodes X1 and X3 are strong “1” state, and the nodes X2 and X4 are weak “0.” In contrast, nodes X5 and X7 are weak “1” state, and nodes X6 and X8 are strong “0.” In the CLK = 0 phase, the latch is in the hold mode, the access transistors and the transmission gate are opened, and the clock-gated inverter drives the output $Q$ using the logic values of the internal nodes. When $D = 1$, the data nodes X2, X4, X5, and X7 and the floating nodes A1, A3, A6, and A8 are SEU-sensitive. Likewise, when $D = 0$, the latch operates complementary.

2.3. SEU-Resilience Analysis

As explained in Section 2.1, the proposed latch reduces the SEU-sensitive internal nodes as fully as possible, from sixteen to eight. Moreover, the sensitive nodes have not both-way transitions but one-way error polarity with 0-to-1 or 1-to-0 transitions. Therefore, the proposed latch has 8 SNU nodes and 28 DNU node pairs. As shown in Table 1, the proposed latch has ten different upset cases. Each case includes example node(s), SEU polarity and recovery mechanism; “↑” (“↓”) denotes 0 (1)-to-1 (0) SEU transition, “←” and “→” denote that SEU propagates to that node, “↚” and “↛” denote that SEU does not propagate to that node. Table 1 shows only the cases when $D = 1$. The SEU recovery of the complementary input, $D = 0$, has the same recovery mechanism since the circuit topology is symmetric.

When an ionizing particle strikes at the floating node, like Case 2 in Table 1, the upset does not affect data nodes since the floating node is not connected to any inputs. Considering Case 2 mechanism, Case 4 and Case 5, DNU between data node and adjacent (a) or remote (r) floating node, can be simplified to Case 1. In Case 6 and Case 7, the upset occurs on the node that controls the off-stacked transistors, so the error propagates to the adjacent data node and temporarily creates the short (s) path. However, the proposed latch can recover in these cases. For example, in Case 7, the error-propagated node X3’s voltage does not turn off N11, even though node X3 is short. Therefore, only the recover-charging current through P7 and N11 flows to node X7, causing node X3’s race to nullify by turning off P11 gradually. The recovery of node X3 results in the recovery of node X2. Like Case 8, deposited charge on a floating node A6 can be shared with a data node X6 by turning on N10. In this case, the node X5 voltage can turn on P6 and P9. However, since those weak inversion transistor currents are smaller than the strong driven currents from the neighboring transistors, the logic value of node X1 does not change, and node X6 can be recovered. The proposed latch can also recover cases when the SNU or DNU occurs at the output node $Q$ since the proposed latch guarantees the SNU resiliency of all internal nodes. Consequently, the proposed latch is resilient to all SNU and DNU cases. The detailed transistor sizing scheme for SEU-resilience will be explained in Section 3.1.

2.4. Radiation-Aware Layout

Figure 3 shows the proposed layout considering layout-level issues such as incidence angle, charge sharing (CS), and parasitic bipolar effect (PBE) [2]. Sensitive nodes are colored in orange when $D = 1$. The proposed layout utilizes double height cell design [12]: N-well at the top and bottom, P-well in the middle. The middle P-well acts as a canceling area between two N-wells. Based on this principle, the chance of multiple-node-upsets in different wells (severe cases such as Case 6–8) can be lowered. Moreover, our node placement can mitigate CS and PBE in sensitive data nodes. We separated NSLP’s two sensitive data nodes as far as possible in P-well. Two sensitive data nodes in PSLP are in the different N-well. To reduce the effective amount of injected charge, we placed on- and off-transistors repeatedly. Off-transistors with Ax nodes act as a strong collector, and on-transistors with Ax nodes act as a weak collector when the upset occurs on the data node. Therefore, the data node’s upset threshold increases [13]. However, we need to reconfigure the layout in more advanced technology nodes because of the polysilicon bends.
Table 1. SEU-Resilience Mechanism (D = 1).

| Case: Node(s)          | Example | Polarity | Recovery Mechanism                                                                                                                                 |
|------------------------|---------|----------|-------------------------------------------------------------------------------------------|
| 1: data                | X2      | ↑        | X1(P1-off) ← X2 → A3(N3-on) ← X3(P11-off) → X2(P2-off, P10, N2-on)                         |
| 2: floating            | A1      | X        | A1(∅ connected input) ← X1(P9-off)                                                        |
| 3: data pair (same part)| X2, X4  | ↑, ↑     | X1(P1-off) ← X2 → A3(N3-on) ← X3(P11-off) → X2(P2-off, P10 and N2-on) and X4(∅-on)       |
| 4: data, (a)floating (same part) | X2, A1  | ↑, X     | A1(∅ connected input) ← X1(P9-off) must be equal to Case 1                                |
| 5: data, (r)floating (same part) | X2, A3  | ↑, X     | A3(∅ connected input) ← X3(P11-off) must be equal to Case 1                                |
| 6: data pair propagation in NSLP (different part) | X2, X5  | ↑, ↓     | X1(P1-off) ← X2 → A3(N3-on) ← X3(P11-off) → X2(P2-off, P10 and N2-on)                    |
| 7: data pair propagation in PSLP (different part) | X2, X7  | ↑, ↓     | X1(P1-off) ← X2 → A3(N3-on) ← X3(P11-off) → X2(P2-off, P10 and N2-on)                    |
| 8: data, (a)floating (different part) | X2, A6  | ↑, X     | X1(P1-off) ← X2 → A3(N3-on) ← X3(P11-off) → X2(P2-off, P10 and N2-on)                    |
| 9: data, (r)floating (different part) | X2, A8  | ↑, X     | A8(∅ connected input) ← X8(N12-off) must be equal to Case 9                                 |
| 10: floating pair      | A1, A3  | X, X     | A1(∅ connected input) ← X1(P9-off) and A3(∅ connected input) ← X3(P11-off)              |

Figure 3. The proposed double-height radiation-aware layout of FPADRL (when X1 = X3 = X5 = X7 = 1, X2 = X4 = X6 = X8 = 0, and D = Q = 1).
3. Evaluation Results

3.1. Radiation Simulation Results

The proposed latch was designed using the 45-nm NCSU CMOS technology. Due to its unique recovery process, the DICE-based latch provides a large margin of transistor sizes while keeping the SEU resilience. Therefore, we can aggressively optimize the sizes with minimum PDP. However, this approach may result in many different transistor sizes not suitable for the state-of-the-art layout. Considering both PDP and layout, we decided on smaller groups of uniform size for transistor sizes. Table 2 shows the transistor sizes, in which the aspect ratio of 1 is W/L = 90 nm/50 nm. The low (high) \( V_{th} \) of n(p)MOSFET are 0.322 V (−0.302 V) and 0.608 V (−0.505 V), respectively.

To validate the proposed latch’s SEU-resilience, the dual-double exponential current source [14] model was used instead of the conventional double exponential upset model because it provides a current shape similar to the actual SEU-current. The simulations were performed using Smartspice from Silvaco. Figure 4 shows the radiation simulation waveforms for all the cases in Table 1. These waveforms show that the output \( Q \) is always error-free, and all the internal nodes are recovered in all SNU and DNU cases. Therefore, it is clearly demonstrated that the proposed latch is resilient to both SNU and DNU.

Table 2. Transistor Characteristics.

| Transistor | Aspect Ratio | \( V_{th} \) |
|------------|--------------|-------------|
| P1–P4      | 2.5          | High        |
| P9–P12     | 1            | Low         |
| N1–N4      | 2            | High        |
| P5–P8      | 2            | High        |
| N9–N12     | 1            | Low         |
| N5–N8      | 2.5          | High        |

3.2. Performance Comparison and Evaluation

Table 3 shows the comparison results at the TTTT (1.1 V/25 °C/TT). Using the same technology with the proposed latch, the referred designs were re-implemented with the same size ratio the corresponding manuscripts provided. The simulation was conducted under a clock frequency of 100 MHz. The clock frequency was set enough for checking normal operation and recovery operation simultaneously.

Table 3. Performance Comparison results of DNU hardened circuits.

|                  | [5] | [6] | [7] | [8] | [9] | [10] | FPADRL |
|------------------|-----|-----|-----|-----|-----|------|--------|
| # of Transistors | 66  | 48  | 42  | 38  | 28  | 36   | 42     |
| # of Nodes       | 21  | 24  | 10  | 10  | 6   | 12   | 16     |
| # of Sensitive nodes | 21  | 24  | 10  | 10  | 6   | 9    | 8      |
| Area (\( \mu m^2 \)) | 10.48 | N/A | 11.63 | 8.80 | N/A | 10.98 | 9.69 |
| \( t_{dq} \) (ps) | 5.90 | 6.57 | 22.79 | 33.86 | 2.70 | 2.70 | 2.66  |
| \( t_{setup} \) (ps) | 52.65 | 16.21 | 14.02 | 21.28 | 30.62 | 62.78 | 40.73 |
| Power (\( \mu W \)) | Opaque | 0.71 | 0.47 | 0.44 | 0.33 | 0.19 | 4.14 | 0.43 |
| DAR 100%        | 2.90 | 1.84 | 2.26 | 3.21 | 1.29 | 7.95 | 1.55   |
By stacking the transistors with regular latch architecture, the proposed latch fully reduces the SEU-sensitive nodes by half from sixteen to eight. Moreover, among the eight sensitive nodes, four floating nodes are less sensitive to SEU, and the other four nodes are one-way sensitive, not both ways. The area of the proposed layout is compared based on the scaled-down results of [10]. Even though the proposed layout is radiation-aware and others are not, its regular latch architecture makes 12% less area compared with the state-of-the-art polarity-aware latch [10]. Although the number of transistors in the FPADRL is not the lowest, its layout area can be easily optimized because of its lower design complexity than regular latch architecture. In terms of delay, $t_{dq}$ and $t_{setup}$ are evaluated. Power consumption profiles are divided into static power during opaque mode and dynamic power in DAR of 100%.

The MCE-based DNU latches [5,6] require extra transistors to achieve upset resilience. Fundamentally, the MCE relies on high impedance for radiation hardening. However, because of this property, the MCE-extended design usually needs a plethora of transistors for resilience. When the upset occurs, the MCE blocks not only error propagation to adjacent nodes but also the feedback path for recovery. Therefore, [5,6] consist of 66 and 48 transistors, which are the top two largest number of transistors. The more transistors used, the higher the power consumption. In terms of delay, [5,6] have a moderate speed compared to the DICE-extended design [7,8] due to directly driven output $Q$ through the transmission gates. However, the input $D$ should drive the nodes with large capacitance,
so its delay is longer than our proposed design. As a result, [5,6] have up to 60% delay and 47% power overhead compared with the proposed FPADRL.

The DICE-extended designs [7,8] have a considerable delay and power consumption. Because they inherit DICE, the designs should activate all DICE feedback loops when the data are switching. It indicates that input D should have the large driving capability to write new data, resulting in performance penalties. Moreover, the input D does not drive the output Q directly, so the $t_{dq}$ delay is more considerable than other reference designs. As a result, the proposed FPADRL achieves a reduced delay and power (in DAR 100%) up to 92% and 52%, respectively, compared with [7,8].

The ST-extended design [9] has similar delay and power compared to the proposed FPADRL. The design uses the least number of transistors among the reference designs and our proposed design. However, the design is susceptible to the ratio issue. Hence, its radiation-hardening capability is weak, as presented in Section 3.3.

Lastly, the conventional polarity-aware latch [10] consumes considerable power due to its irregular cross-coupled latch structures with only single $V_{th}$ transistors. By using regular latch structures and high-threshold voltage transistors to make shorter activated feedback time and to minimize the leakage power, the proposed FPADRL achieves 80% power (in DAR 100%) reduction compared with [10].

Regarding setup time, the proposed latch pales in comparison to [6–9]. Like the DICE-extended designs [7,8], FPADRL activates all feedback loops when writing new data. However, the setup performance is degraded due to the high $V_{th}$ device and the stacked MOSFETs. The MCE-extended design [5] and the polarity-aware latch [10] require a longer setup time than the proposed latch because of the circuit topology for DNU-resilience and irregular latch structure.

For a more detailed evaluation of the power consumption, the comparison was made in the range of the DAR 0% to 100% at the TTTT. Figure 5 shows the proposed latch outperforms power against the MCE-based DNU latches [5,6] and the DICE-based DNU latches [7,8]. Because of the $V_{th}$ drop issue, the recent polarity-aware latch [10] shows huge power consumption than all other circuits. Although the ST-based DNU latch [9] is shown to have superiority in the power over the proposed latch, the ratio issue of the ST’s recovery yields inferior radiation-hardening capability, as shown in Section 3.3.

![Figure 5. Power consumption under different data activity ratio (DAR).](image)

A simulation with the process, voltage, and temperature (PVT) corner analysis was performed according to the commercial standard. The following three extreme conditions were set: (1) SSSS: 0.99 V/125 °C/SS, (2) TTTT: 1.1 V/25 °C/TT, (3) FFFF: 1.21 V/−40 °C/FF.
Figure 6 shows the performance comparison with the PVT corner analysis. From the reasons described in the previous paragraph, the DICE-based DNU latches [7,8] have the most extensive $t_{dq}$ variation, and the MCE-based DNU latches [5,6] follow next. Although the conventional polarity-aware latch [10] has a shorter delay and smaller variation, [10] consumes more power. The ST-based latch [9] has the lowest delay and power due to its simple architecture. However, it suffers from the ratio issue for the radiation hardening. FPADRL has longer setup time in three conditions than [6–9]. Note that the setup time of the proposed latch increases significantly in the SSSS corner due to the high $V_{th}$ device like [9].

![Figure 6. Performance Comparison in PVT corner analysis.](image)

### 3.3. Radiation-Hardening Capability Comparison

The robustness of the proposed latch against SEU was simulated and compared with those of other latches. In order to analyze the effect of robustness according to the process corner, the simulation was conducted for five corners at 1.1 V/25 °C: SS, SF, TT, FS, FF. For the comparison, different amounts of charge according to the inverter size (INVX) were injected into key node pairs of each design. Table 4 shows the peak and plateau currents of the DDECS and the total amount of charge. Given that the SEU width depends on the LET radiation [15,16], the SEU width of the INV1, INV2, and INV4 were set to be 50 ps, 100 ps, and 200 ps, respectively. The INV1’s nMOSFET size is W/L = 90 nm/50 nm and pMOSFET size is W/L = 180 nm/50 nm. The INV2 is the double size of the INV1, and the INV4 is the quadruple size of the INV1.

Using the various injection parameter settings in Table 4, the current was injected to key node pairs. The failure probability is calculated by the number of cases in which DNU are not recovered among all cases. Figure 7 shows the failure probability among
the DNU-resilient latches with different corners. The ST-based [9] shows the weakest radiation-hardening capability. In contrast, the proposed FPADRL and [8] can recover every case in all corners.

Table 4. Injected charge configuration.

| Cell Name | Load | Polarity | \( I_{\text{Peak}} - p \) (µA) | \( I_{\text{Peak}} - h \) (µA) | \( Q_{\text{total}} \) (fC) | SEU Width (ps) |
|-----------|------|----------|-----------------|-----------------|----------------|----------------|
| INV1      | INV1 | ↑        | 46              | 120             | 8.41           | 50             |
|           |      | ↓        | 41              | 162             | 10.91          |                |
| INV2      | INV2 | ↑        | 127             | 121             | 16.22          | 100            |
|           |      | ↓        | 126             | 164             | 21.01          |                |
| INV4      | INV4 | ↑        | 152             | 122             | 29.06          | 200            |
|           |      | ↓        | 159             | 164             | 38.11          |                |

Figure 7. Failure probability comparison in different process corner.

Table 5 shows the recovery power at the TTTT. The recovery power is defined as the power difference between upsets and normal operation (no upsets). Although the
MCE-based DNU latches [5,6] consume less recovery power than FPADRL. FPADRL overwhelms the radiation-hardening capability than [5,6] as shown in Figure 7. Unlike the DICE-based DNU latches [7,8] which are suffered from the short path when the upset occurs, the proposed latch does not create the short path in most cases due to the stacked MOSFETs. Thus, FPADRL consumes less power for recovery than [8] which has the same radiation-hardening capability.

| Table 5. Radiation-hardening Comparison of DNU-Resilient Latches. |
|-----------------|------|------|------|------|------|------|
| [5]  | [6] | [7]  | [8]  | [9]  | [10] | FPADRL |
| INV1 Recovery Power (µW) | 5.67 | 8.16 | 14.98 | 13.31 | 8.92 | 14.96 | 14.29 |
| INV2 Recovery Power (µW) | 17.55 | 19.07 | 31.05 | 30.65 | 20.29 | 19.46 | 24.35 |
| INV4 Recovery Power (µW) | 54.89 | 38.58 | 53.99 | 55.93 | 45.64 | 34.28 | 41.01 |

To summarize, FPADRL is the best candidate among state-of-the-art DNU-resilient latches in a comprehensive view comparison. Although the FPADRL does not show the best performance, it has the strongest radiation-hardening capability with low recovery power.

4. Conclusions

A fully polarity-aware DNU-resilient latch with high performance and low power was proposed. The proposed latch is self-recoverable for all SNU and DNU cases. Its performance and radiation-hardening capability comparison against other latches indicate that the proposed FPADRL is performance-effective and highly robust with less overhead. Consequently, the proposed FPADRL exhibits certain advantages compared with state-of-the-art DNU-resilient latches.
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