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Abstract—Locating the center of convex objects is important in both image processing and unsupervised machine learning/data clustering fields. The automated analysis and classification of cells from microscopy images is an important field that includes both of these disciplines [1], [2], [3], [4], [5], [6]. In this field, the first step is often locating nuclei centers using image processing techniques, which allows for seed-point based segmentation algorithms [7], [8], [9], [10] to determine the nuclei boundaries. Using the segmentation results, features of each nucleus or cell are measured and used to classify the cells into different groups (e.g. cancer/non-cancer, different phenotypes/cell-phase [5], [11], [12], [13], [14], [15]). When searching for new groups (new phenotypes, new effects, ...) or when it not possible for an expert to create a labeled data set, unsupervised machine learning, where groups are determined by looking for similarities in the data, must be used.

Locating nuclei centers and using unsupervised learning to locate cluster centers are, abstractly, very similar: they both try to locate the centers of partially-overlapping convex objects or distributions. However, the techniques for solving each of these problems are quite different and are not ideal for several reasons. The current methods for locating nuclei centers (radial voting [10], [16], [17], [18], gradient convergence and sliding band filters [19], [20], Laplacian of Gaussian filters [21], [22], [23], [24]) try to compute a surface, named the voting landscape, that has local extrema at the nuclei centers. The fundamental problem with these methods is that the extrema of the voting landscapes are not at the nuclei centers; further, there can be extra extrema, where false nuclei are detected, or missing extrema, where true nuclei are not detected. Since the segmentation methods will return one region per seed-point, it is critical that each nuclei have only one seed-point as close as possible to the nuclei center [10], [22]. For unsupervised learning, there are many well known clustering techniques (K-means/fuzzy C-means [25], [26], [27], expectation maximization/mixture of Gaussians [28], hierarchical clustering [29], mean-shift [30]), but a general drawback of most of these methods is that they produce cluster centers that are biased towards high density regions in the data, and many of them require the number of clusters (which is normally not known beforehand) as an input. Mean-shift clustering can be better in this regard; however, each cluster must have a local maximum in the point density.

In this work, we develop a new clustering method (SALR clustering) that can be used for locating both nuclei centers and the cluster centers in scatter point data, while at the same time addressing the above issues. The premise of our method, which is graphically described in Figure 1 and which takes cues from the fundamental physics of modeling classical Wigner crystals [31] and modeling the formation of clusters [32], [33], is that we can find the centers of overlapping convex regions by modeling the dynamics of particles trapped in an appropriate confining well.

Consider a set of repulsive particles confined to a region; these particles will try to move as far apart from each other as possible. Figure 1a shows this for 10 particles confined to a parabolic potential well. If the region the particles are confined to has several local minima, then the particles will preferentially locate as close as possible to these minima to lower the total energy. Assuming our goal is to have particles near each local minima and nowhere else, we
must have the same number of particles as the number of potential minima, since two particles cannot be near each other, see Figure 1b,c. This is a problem as the number of potential minima is normally not known beforehand, but it can be solved by modifying how the particles interact with each other so that particles near each other are attracted to each other instead of repulsed—this short-range attractive long-range repulsive (SALR) particle interaction potential can be seen in Figure 1e. Now, we can use (many) more particles than we expect there to be potential minima, and we can have a cluster of particles located at each potential minima, see Figure 1d.

Using this premise, we create a confining potential from the region of overlapping convex objects that has a higher energy at the region’s edges and a lower energy (valley) near the object centers, we randomly place many SALR particles in this region, and then we model the particle dynamics while slowly decreasing their speed; the final position of each cluster of particles will approximately give the center of each locally convex region, see Figure 1f and Supplemental Video 1.

We validate SALR clustering by applying it to the problem of locating nuclei centers, and show that it can significantly improve the location performance compared with previous methods and discuss how/why it is able to improve the performance. We also demonstrate the application of SALR clustering to unsupervised machine learning, and show that it can determine the correct number and position of clusters and better locate rare clusters that do not have local density maxima.

2 Modeling particle dynamics

The equations governing the particle dynamics are derived from the Hamiltonian of a set of \( N \) interacting charged particles,

\[
H = \sum_i \left( \frac{1}{2m_i} p_i^2 + V(r_i) \right) + \sum_{j \neq i} \frac{kq_i q_j}{2} \int_{\text{int}} \left( |r_i - r_j| \right),
\]

where \( m, p, r, \) and \( q \) represent the particle’s mass, momentum, position, and charge, respectively, \( k \) is a coupling constant, and \( |r_i - r_j| \) is the distance between \( r_i \) and \( r_j \). \( V_{\text{int}}(r) \) is the SALR particle interaction potential created with a Gaussian attractive term and a \( 1/r \) repulsive term

\[
V_{\text{int}}(r) = \frac{1}{r + \epsilon} - A \exp \left( -\frac{(r - \mu)^2}{2\sigma^2} \right),
\]

where \( r \) is the distance between two of the particles and \( \epsilon \) is a small constant value (\( \epsilon = 0.2 \)) to prevent the divergence at \( r = 0 \). An example of this potential is shown in Figure 1e. The values \( A, \mu, \) and \( \sigma \) in (2) are set by solving a least-squares problem so that the depth \( d_0 \), the location of the potential minimum \( r_0 \), and the distance at which the potential goes from being attractive to repulsive, referred to as the attractive extent, \( r_a \), may be directly specified, see Figure 1e. For example, the correspondence between two sets of these parameters \( (d_0, r_0, r_a) \rightarrow (A, \mu, \sigma) \) are \((-1, 2, 10) \rightarrow (1.58, 0.87, 2.82)\) and \((-1, 2, 15) \rightarrow (1.84, -1.32, 4.84)\).

The particles’ equations of motion can be found from the Hamiltonian (1) to be

\[
\frac{dp_i}{dt} = -\nabla_i V(r_i) - \sum_{j \neq i} kq_i q_j \nabla_i V_{\text{int}}(r_i-r_j)
\]

\[
\frac{dr_i}{dt} = \frac{1}{m_i} p_i,
\]

where \( \nabla_i \) is the gradient operator acting on vector \( r_i \).

The system described so far conserves energy, which means that the particles/clusters will never stop moving. To find the lowest (or a low lying) energy state of the
system, we slowly decrease the temperature of the system by damping the particles:
\[
\frac{dp_i}{dt} = -\nabla_i V(r_i) - \frac{\alpha(t)}{m_i} p_i - \sum_{j \neq i} k_{ij} d_{ij} \nabla_i V_{int}(|r_i - r_j|),
\]
where \(\alpha(t)\) is a time dependent damping constant. \(\alpha(t)\) is not required to be time dependent, but faster convergence can be achieved by increasing the value of \(\alpha\) as the simulation goes on, e.g. \(\alpha(t) \propto t\).

Using (4) and (5) we can model the dynamics of the particles until the solution converges. We solve the set of \(2N\) differential equations using a Runge-Kutta (2,3) solver [34] (implemented with Matlab), which provides high enough tolerance to solve the problem and is faster than higher order methods. Convergence is determined by looking at the average particle speeds over a short time span (the last few time steps of the ODE solver), and if this average speed is below some threshold, then we stop the simulation. Averaging over a time span is used because the clusters of particles can have vibrational or rotational modes [35] that take a long time to die out (perhaps 30% more computation time), and using the average speed allows these modes to be effectively ignored.

In Supplemental Note 1, we make connections between our optimization method and simulated annealing and gradient descent that could lead to faster convergence.

### 3 Locating Nuclei Centers

#### 3.1 Method

The process we developed for applying our method to locating nuclei centers is shown in Figure 2. We go through each step below, and recommend viewing Supplemental Video 1 for a visual description.

- **Filter & Threshold**
  After reading in the data, the (overlapping) foreground objects should be separated from the background with the goal of creating a binary mask \(BW(r)\) such that \(BW(r) = 1\) for all \(r\) in an object and \(BW(r) = 0\) for all \(r\) not in an object. For the nuclei images used in this work, we filtered the images with a Gaussian blur \((\sigma = 1)\) and then used an adaptive log-weighted Otsu threshold [36].

#### 3.1.2 Construct confining potential

We use the binary mask to create a confining potential well, \(V(r)\). Let the set of coordinates belonging to the object be denoted by \(\Omega = \{r \mid BW(r) = 1\}\). The confining potential is given by

\[
V(r) = \begin{cases} 
    \frac{dt(\neg BW)}{dt}^{-1}, & \forall r \in \Omega \\
    \frac{dt(BW)}{dt}^{-1} + 1, & \forall r \notin \Omega
\end{cases}
\]

where \(dt(\cdot)\) is the distance transform, and \(\neg\) is the negation operator \((0 \leftrightarrow 1)\). The distance transform takes a binary image and assigns to each pixel the Euclidean distance to the nearest non-zero pixel in the binary image. The first line of (6) states that the potential inside the object is given by 1 over the distance to the nearest object boundary pixel, and the second line states that the confining potential increases quadratically outside of the object. Note that the potential is \(< 1\) inside the object and \(> 1\) outside. After forming \(V(r)\), it is smoothed with a Gaussian with \(\sigma = 1\) pixel.

- **Particle initialization**
  This confining potential is not scale invariant: as a object becomes larger, the potential will become more flat-bottomed, which will cause the particles to push each other closer to the object boundary, as is shown in Supplemental Figure 1a. Scale invariance can be added by implicitly scaling all objects so that their maximum distance transform values, \(\lambda = \max(dt(\neg BW))\), are equal to the same fixed value, \(\lambda_{\max}\) (see Supplemental Figure 1b). This changes the confining potential on the interior of the object to be

\[
V_{r \in \Omega} = \frac{1 + \frac{\lambda_{\max}}{\lambda - 1} (dt(\neg BW) - 1)^{-1}}{1 + \frac{\lambda_{\max}}{\lambda - 1} (dt(\neg BW) - 1)^{-1}}.
\]

Note that for a single ellipsoidal object, \(\lambda\) represents the semi-minor axis of the object; scaling the distance transform effectively means we are resizing each object to have the same semi-minor axis, \(\lambda_{\max}\).

- **Particle dynamics**
  The next step is initializing the particles: determine the density/number of particles to use, set their mass and charge, and set their initial velocities and positions.

  **NUMBER:** The number of particles is determined by setting the particle density. The parameter we use to set the particle density is the Wigner-Seitz radius \(r_s\), which
describes the amount of space taken up by each particle. The number of particles \( N \), in 2D, is then approximately

\[
N = \frac{A}{\pi r_s^2},
\]  

(8)

where \( A \) is the area of the object (the number of elements in set \( \Omega \)) and \( \pi r_s^2 \) is the amount of space per particle.

**Mass & Charge:** We set the mass of the particles to one and the particle charge to decrease with \( N \) as \( q = N^{-\beta} \). Larger values of \( \beta \) result in particle clusters that interact with each other less and can move around more, smaller values of \( \beta \) result in particle clusters that strongly interact and push each other closer to the object boundary.

**Velocity:** The particles are given random initial velocities according to \( v_0 = s_0 \hat{u} \), where \( s_0 \) is the initial speed and \( \hat{u} \) is a random unit vector.

**Position:** There are several possible methods of selecting the particles’ initial positions; we describe three methods which would each have their own benefit depending on the data.

i) Random: The most simple method, choose \( N \) random points out of the set \( \Omega \).

ii) Uniform random: To ensure we can find all of the seed-points, the particles’ initial locations should uniformly cover the domain of interest (\( \Omega \)). This can be accomplished by overlaying a lattice across the domain and placing one particle in each lattice unit cell. In order to have approximately \( N \) particles, the lattice constant is chosen such that the lattice unit cell’s area is approximately the size of particle, \( \pi r_s^2 \) in 2D. In 2D, we use a hexagonal lattice with lattice constant \( 2r_s \), and in higher dimensions we use a simple (hyper)cubic lattice. The location of the particle within each lattice cell is selected by choosing one random point from the points in \( \Omega \) that are also in each lattice cell, \( \Omega \cap U_i \), where \( U_i \) is the set of all coordinates in the \( i \)’th lattice cell.

iii) Convex hull transformed center of curvature (CvxHll CoC): Better results can be obtained if we can choose points that are approximately where the true seed-points are expected. For this, we compute a set of possible positions, \( R_0 \), using the centers of curvature of each boundary vertex of the region \( \Omega \), see Supplemental Note 2. For each lattice cell, we then choose one random point from the set, \( R_0 \cap U_i \). Note that the centers of curvature can be far from the geometric center of elliptical regions since the long side of an ellipse has a smaller curvature (larger radius). This is addressed by modifying the boundary curvature to be the convex hull of each negative curvature region (See Supplemental Figure 2 for an example of this method.)

As a final note on position initialization, the confining potential can be used to tighten the constraint on where particles can be located. At the least, we require all initial positions to have a confining potential value less than 1 (the particles must start inside the object); however, we can further require that the confining potential value at all initial positions be in some range \([V_{\text{min}}, V_{\text{max}}]\), which can be useful for both improving control over initial positions and reducing the number of particles used in the simulation.

**3.1.4 Model particle dynamics**

The particles are modeled using (4) and (5) until the solution converges. Box 4 in Figure 2a shows the particle positions after convergence; you can see clusters of particles are located at each of the nuclei centers. After the model has converged, we extract the center of each cluster by grouping together all particles within some distance of each other (0.7 \( r_0 + 0.3 r_a \)) and then finding the mean location of each group. (This distance is empirically set and could be any distance \(< r_a \) and \(> r_0 \).) These cluster centers are the final seed-points returned by our method.

**3.1.5 Reduction of work**

It is not necessary to model the particle dynamics on all objects; if an object is convex, or it is smaller than a particle \( (\pi r_s^2) \), or only one particle would be modeled, then we do not run the simulation, but simply return the centroid of the object as the seed-point. We determine if an object is convex by testing that the all boundary curvature is less than some threshold, \( 0.25/\lambda \).

**3.2 Results**

The data we use for validating our method is a set of 2,420 images of nuclei clumps with a total of 7,789 nuclei. The
cells are epithelial cancer cells from the tongue (squamous cell carcinoma, SCC25) that we cultured, stained with 4',6-diamidino-2-phenylindole (DAPI) to label their DNA, and then had imaged using a whole slide fluorescence reader, see Supplemental Note 3 for more details. The center of each of these 7,789 nuclei were manually labeled to create the truth data. Figure 3 shows an example of nine nuclei clumps with the labeled nuclei centers (more examples can be seen in Supplemental Figure 3). We use two metrics to determine the performance of the computed nuclei center locations. The first is the $F_1$ score, which ranges between 0 and 1 and is the harmonic mean of the precision and recall; a $F_1$ value of 1 means that all seed-points (nuclei centers) were calculated perfectly, and a $F_1$ value of 0 means not a single seed-point was calculated correctly. It is computed as

$$F_1 = \frac{2 TP}{2 TP + FN + FP}$$

where TP, FN, and FP are the number of true positives, false negatives, and false positives, respectively. A graphical definition of these terms is shown in Figure 4a: a calculated seed-point is TP if it is within a distance of $\delta r$ to a truth point and it is the closest calculated seed-point to that truth point, otherwise it is FP; a FN point is a truth point that does not have a calculated seed-point assigned to it. For example, the rightmost red X in Figure 4a is FP because there is another computed seed-point closer to the truth location than it.

The second metric we use measures the fractional distribution, $\Delta N$, of objects (nuclei clumps) with the correct, too many, or too few calculated seed-points. For example, if $\Delta N = 0.1$, then 10% of all the objects have one less calculated seed-point than the true number. This metric is important as it directly measures the ability of a method to calculate the correct number of seed-points, even if the seed-points are not in the correct location. The fractional distribution $\Delta N$ is given by

$$\Delta N = \frac{1}{M} \sum_{i=1}^{M} \delta_{N_i} (FP_i - FN_i)$$

where $M$ is the number of objects (2,420), $\delta_{N_i}$ is the Kroenecker delta, and $FP_i$ and $FN_i$ are the number of false positives and the number of false negatives for the $i$th object. An example calculating $\Delta N$ is shown in Figure 4b. Depending on how the seed-points will be used, either $F_1$ or $\Delta N$ could be more important.

Using these two metrics, we compare the results of our method to seven other standard and leading methods for locating nuclei centers: multi-pass voting (MPV) by [16], two versions of single-pass voting by [10] (SPV$_{\phi_1}$) and by [18] (SPV$_{\theta_2}$), sliding-band filter (SBF) by [19], generalized Laplacian of Gaussian (gLoG) by [24], maximally stable extremal regions (MSER) by [37], and directly using the local maximum of the distance transform (Dist. Trans.). We optimized the parameters of each method to maximize the sum of $F_1$, $\delta r = 3$ and $\Delta N$, descriptions of the methods along with details on the parameters we optimized over and the final parameters used for each method can be seen in Supplemental Note 4. The parameters used for our method are shown in Table 1. Many of these parameters are set empirically, and several were set by explicit optimization and are discussed in Supplemental Note 5.

We show the results of the comparison in Figure 5. Our method (SALR Clstr.) has both the best $F_1$ score (0.069 higher, 8.2%, than the next best method at $F_1$, $\delta r = 3$ and 0.028 higher, 3.0%, than the next best average $F_1$ score) and the best $\Delta N$ value (0.033 higher, 3.8%, than the next best $\Delta N$ for the seven methods). In particular, note that our method does much better than the distance transform; this is important because our confining potential is proportional to one over the distance.
transform. This means our method is not simply locating the local maxima of the distance transform, see Discussion.

Additional validation of our method’s scale invariance as well as the performance and computation time dependence on the initial particles starting locations and density are discussed/shown in Supplemental Note 6/Supplemental Figure 5 and Supplemental Note 7/Supplemental Figure 6.

3.3 Advanced filtering

The previous methods we compared to all use a voting landscape to determine the nuclei centers. We surmised that thresholding their voting landscape to create a binary mask and then using our method, instead of using the local maxima of the voting landscape, could improve the performance of the methods. We tried this using LoG filtering as it is likely the most easy to implement as well as the fastest.

In Figure 6a we show the Filter & Threshold step using gLoG. A gLoG filter bank is created that consists of a symmetric multiscale LoG filter (mLoG) and several asymmetric multiscale LoG filters. The voting landscape is formed by summing the convolution of each of these filters with the input image, and the binary mask is created with a simple threshold. In Figure 6b and 6c we show the $F_1$ and $FD_{\Delta N}$ results of the original gLoG method (the same results as shown in Figure 5) and the results of using gLoG as the filter for our method (gLoG$_F$). You can see that using gLoG with our method results in a significant improvement in $F_1$, by $\sim 0.15$, and a large improvement in $FD_0$, by $\sim 4\%$. Additionally, using only the symmetric mLoG as the filter for our method (mLoG$_F$) results in even better performance than the gLoG$_F$, with about a 2% increase in $FD_0$.

These results are important because much research does not use images where the nuclei can be easily segmented by thresholding (like the cultured cells in this work), but use colored histopathological (tissue) images, which are not easily thresholded. Our results show that the nuclei regions can be detected using gLoG filters and then accurate nuclei center locations and accurate nuclei count can be obtained by using our method.

4 APPLICATION TO DATA CLUSTERING

In unsupervised machine learning and data mining, data often comes in the form of scatter point data where each point is an observation and each dimension is a different measured quantity. An example of 2D scatter point data is shown in the top of Figure 7a. The easiest way to apply our seed-point detection method to this type of data is by binning the data, where a grid is overlaid on the data and the number of points in each bin is counted. The result, shown in the bottom of Figure 7a, can be thought of as an image, and we can threshold it to create a binary mask and then proceed as before.

4.1 Simple 3D data

We first validate the use of our method for detecting the cluster centers of scatter point data by using a simple 3D distribution where we can use the well known k-means clustering. The point-count isosurfaces of the 3D distribution can be seen along with the projection of the isosurfaces to the 2D axis planes in Figure 7b. We first scale the z-axis so that the objects are approximately the same size along any direction (see Supplemental Note 8), we then threshold the point-count and create the confining potential, which is shown in Figure 7c.

We initialize particles for the simulation using a uniform random distribution with $r_s \approx 9$ (resulting in 79 particles); all parameters other than particle density are the same as we used in the 2D images above (values shown in Table 1). We simulated the particles 20 times (each time with new initial positions) and show the computed seed-points from each iteration as the black points in the 3D view of Figure 7c. The seed-points are well located in seven primary locations; the few points not at the primary locations can be reduced by tuning the particle damping rate (Supplemental Note 9); however, it is computationally faster to simply cluster the results of these 20 iterations and take all clusters with more than a few points as the final seed-points, which are shown as the large red dots in the 3D view. This process of clustering the results of several iterations is very robust; the 2D view in Figure 7c shows the results of repeating this process 20 times, and you can see the computed seed-points are all in the same location.
We check the validity of our seven seed-points by running k-means clustering with two replicates (as implemented by Matlab’s k-means++ routine) using 6, 7, and 8 clusters. We ran the clustering 20 times in each case, and show the results in Figure 7d. The stability of the results using 7 clusters (all 20 iterations produce the same seven positions), as compared with 6 or 8, imply that this 3D distribution does have seven clusters; and, the strong agreement in seed-point location between the k-means results and the results of our method imply that these are likely the correct locations.

These results indicate that our method can determine the correct number of seed-points and their correct location, and, in particular, could be a good choice for locating the centers of nuclei in 3D images, which this 3D distribution resembles.

4.2 More complex 5D data

We next turn to a real data set with five dimensions and 2.7 million points; each point represents one cell’s nucleus (the same SCC25 cells as above) and the five features give a measure of the damage done to the nuclei. The data is scaled in each dimension by its standard deviation and then binned (about 33 bins in each dimension). Figure 8a shows point-count isosurfaces for two (of the ten possible) 3D projections of the 5D data; the data has one very dense region in the center (which are undamaged nuclei) and maybe three long/thin low-density regions extending outwards from it. The long/thin regions mean that the distance transform cannot be used to create the confining potential (Supplemental Note 8). Instead, we use one over the point density for the confining potential; however, we must scale the magnitude of the potential gradient $|\nabla V|$ so that it is approximately the same order of magnitude as the particle repulsion (see Discussion below). In addition to this change, we introduce two generalizations to our method.

- **Distance metric**: In higher dimensions, we found that we can get more stable results using the Minkowski distance metric where the distance between two points, $x$ and $y$, is defined as

$$d = \left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{1/p} \quad (11)$$

where $n$ is the dimension of the space and $p \geq 1$. If we set $p = 2$ then we have standard Euclidean distance; and if we set $p \to \infty$, then $d = \max_i |x_i - y_i|$, which, in our case, would mean that two particles are only attracted to each other if they are within $r_a$ in all dimensions. (Note that, in general, any distance metric can be used as long as the interaction potential is correctly defined.)

- **Isotropic scaling**: We make a distinction between the data space (the N-D space the data is defined in) and the solver space (the N-D space we solve the equations of motion). We map between the two spaces with a simple scale factor defined to be $\ell/r_a$, where $r_a$ is the attractive extent in data space and $\ell$ is the *characteristic distance* of the solver space, which, for this paper, can be directly interpreted as the attractive extent in the solver space. Introducing the solver space has two primary benefits: 1) If the attractive extent in data space should be $r_a \lesssim 2$, then it is not possible to accurately solve for the interaction potential parameters $A$, $\mu$, and $\sigma$ (assuming $r_0 \approx 0.2r_a$ and $d_0 = -1$). The solver space lets us scale up the problem to use an attractive extent of $\ell$ at which we can accurately solve for the parameters. 2) Changing the value of $\ell$ can precisely control the magnitude of the particle interaction (this could also be achieved using the coupling constant, $k$, if one wanted).

In Supplemental Figure 8, we show how the interaction potential and force in data space change as $\ell$ goes from 10 to 50. The interaction force is strongest at $\ell = 10$ and decreases as $\ell$ increases.

![Fig. 7. SALR clustering for scatter point data. a. Example showing how scatter point data is binned. b. Isosurface plot of the point count in our 3D example; the axis planes show the projections of the isosurfaces to 2D. c. The confining potential created by thresholding the point count at 5 and then using (7). The black points are the results of running our seed-point calculation method 20 times, and the red points are the clusters formed from these results. The 2D view of the x-y plane shows the results of repeating this process 20 times. d. The red points show the result of running k-means clustering 20 times using 6, 7, and 8 clusters.](image-url)
We model particles five times (small black points in Figure 8a) and cluster the results (red points in Figure 8a). You can see that our method located the three low density extrusions (labeled by black arrows) very well, and our method even finds the very small, but distinct, cluster marked by the circle in right plot of Figure 8a. (Supplemental Video 2 shows an animation of the particle dynamics along with the comparison to k-means with 5 clusters.) The parameter values used in these simulations were as follows; uniform random distribution, \( r_x \approx 1.5, [V_{\text{min}}, V_{\text{max}}] = [1/4, 1/6], r_a = 2, r_0 = 0.15 r_a, d_0 = -1, \ell = 12, p = 4, \) and the potential force was scaled so that the 99% value is 0.4. (The potential bound requirements helps to reduce the number of particles, which is 147, and to position the particles near the outskirts of the region, which is better, in general.)

As means of comparison, we used k-means clustering with two repetitions for 4, 5, and 6 clusters; we repeated this 20 times and show the results in Figure 8b. The results using 4 or 5 clusters are stable (the clusters are in the same place in all 20 iterations), but are only able to approximately locate one of the three low density regions, while missing two of them (labeled by the circles). The reason k-means does not locate the low density regions well is that the cluster centers it finds are the locations which minimize the variance in each cluster, and the variance can be minimized by moving the cluster centers closer to the high density regions. (The same/similar reasoning also applies for fuzzy c-means or mixture of Gaussians.) This demonstrates an important feature of our method: our method can locate the center of low density regions (also called rare classes) even when the low density regions do not have local maximum.

Looking at the computation time, the k-means with 5 clusters, which was the fastest, takes \( 15 \pm 5 \) sec per repetition; our method takes \( 1.15 \pm 0.08 \) sec per iteration with \( \sim 5.5 \) sec overhead for binning, smoothing, and computing the confining potential gradient. (Note each repetition of k-means and each iteration of our method can run in parallel. Computer specifications are shown below.) Thus, our method can lead to an important speed increase for some data sets.

5 Discussion

It is interesting to consider how, and under what conditions, SALR clustering leads to these improvements. The answer comes by analyzing the force on the particles in the simulation: the confining potential exerts a force on the particles with a magnitude of \( |\nabla V| \) (which is the slope of the confining potential in Figure 1f), and the particles repel each other with a force of about \( r_{a}^{-2} \). If the force from the confining potential is much larger than the repulsive force, \( |\nabla V| \gg r_{a}^{-2} \), then the particles will only find the local minimum of the confining potential—this would lead to the results labeled Dist. Trans. in Figure 5, and is the same thing that the previous methods do in finding the local extrema of the voting landscape or finding the local maxima of the point density (mean-shift). Alternatively, if the repulsive force is much larger than the confining force, \( r_{a}^{-2} \gg |\nabla V| \), then the particles will ignore the confining potential minima and spread out—this would result in particle clusters separated by at least a distance \( r_a \) that uniformly cover the region.

In between these two regimes, when the two forces are approximately the same order of magnitude, \( |\nabla V| \sim r_{a}^{-2} \), there is an interaction between the confining potential and the particle repulsion, and this is the regime we operate in and that leads to SALR clustering’s improved performance. (When using the distance transform to create the confining potential in our images, our confining force is \( \propto r^{-2} \), where \( r \) is the distance to the nearest region boundary, and the repulsive force between the particles is also \( \propto r^{-2} \), where \( r \) is the distance between particles.) This need for the forces to be approximately equal is why it is necessary to scale the magnitude of the potential gradient when the inverse point density is used as the confining potential.

Our method can be applied to even higher dimensional data sets, but it likely will not be possible to bin the data as we did above. Binning the data requires a large amount of space (the 5D data set, 37x30x28x34x36, takes \( \sim 150 \) MB as single precision), and is not necessary when the density is used as the confining potential. The benefit of binning the data is computational speed, as it allows us to pre-
compute the density and its gradient everywhere. If the data cannot be binned, then the gradient of the density will need to be calculated (using a nearest neighbors range search) while solving the differential equations; this could be quite slow. Additionally, the magnitude of the gradient should be scaled; thus, before modeling the particle dynamics, a random sampling of the gradient magnitude will need to be performed so that the scale factor can be determined.

There are still many aspects of SALR clustering that are missing or can be improved and expanded upon, such as using an asymmetric particle interaction, developing a performance metric, implementing a clustering method (where each scatter point is placed into a specific cluster), and using multiple confining potentials and types of particles. These are each briefly discussed in Supplemental Note 10.

6 Conclusion

SALR clustering can represent a significant improvement in locating the centers of overlapping convex objects: it locates the correct number of nuclei more often and the nuclei centers more accurately than standard and leading methods; it can significantly improve the performance of previous methods; and it is able to determine, not only the number of clusters, but the correct position of the cluster centers in data clustering while not requiring a cluster to have a local density maximum.
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