Boson peak and Ioffe-Regel criterion in amorphous silicon-like materials: the effect of bond directionality
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The vibrational properties of model amorphous materials are studied by combining complete analysis of the vibration modes, dynamical structure factor and energy diffusivity with exact diagonalization of the dynamical matrix and the Kernel Polynomial Method which allows a study of very large system sizes. Different materials are studied that differ only by the bending rigidity of the interactions in a Stillinger-Weber modelization used to describe amorphous silicon. The local bending rigidity can thus be used as a control parameter, to tune the sound velocity together with local bonds directionality. It is shown that for all the systems studied, the upper limit of the Boson peak corresponds to the Ioffe-Regel criterion for transverse waves, as well as to a minimum of the diffusivity. The Boson peak is followed by a diffusivity’s increase supported by longitudinal phonons. The Ioffe-Regel criterion for transverse waves corresponds to a common characteristic mean-free path of 5–7 Å (which is slightly bigger for longitudinal phonons), while the fine structure of the vibrational density of states is shown to be sensitive to the local bending rigidity.

PACS numbers: 61.43.Dq, 61.43.Fs, 63.50.-x, 65.60.+a, 62.20.-x

I. INTRODUCTION

Amorphous silicon is a model material studied for a long time as a simple example of monoatomic amorphous material with important possible applications to electronics (as a semi-conductor device) as well as for photo-voltaic devices [1]. It is thus important to understand, and if possible control, heat conduction and energy diffusivity in this material. Allen and Feldman studied its vibrational properties a long time ago [2–4]. They have shown that the majority of the vibrations are not plane waves: propagative modes, including plane waves, being restricted to the low frequency domain, and localized modes occupying the high frequency tail of the spectrum. From an experimental point of view, amorphous silicon is an ubiquitous disordered solid, and the existence of a glass transition is still a matter of debate in this case [5–7]. Another question concerns the existence of an excess of low-frequency vibrations as compared to the Debye prediction, also called the Boson peak and widely studied in amorphous materials [8–21]. The Boson peak is related to an increase and an anomalous T-dependence of the heat capacity of amorphous samples as compared to crystalline samples [22–25]. The origin of the Boson peak is still debated in amorphous silicon samples [26–32] and a common interpretation of the detailed numerical analysis of its vibrational properties is still lacking [30, 33, 34]. However, pure amorphous silicon can also be considered as a simple paragon for amorphous materials, with a monoatomic piling and local tetrahedral order. We will consider here a Stillinger-Weber modelization of amorphous silicon as a model amorphous material used to understand in a systematic way the effect of the local bending rigidity, or bond’s directionality, on the vibrational properties at different frequencies.

In amorphous materials, vibrations differ from the usual description in terms of transverse and longitudinal acoustic plane waves and optic modes valid in crystalline materials [35–38]. More precisely, due to structural disorder, plane waves (also usually referred to as phonons, with a well defined wave vector) are not the vibrational eigenmodes in amorphous materials, contrary to crystalline materials. It results in an apparent amplitude’s decay, or progressive scattering, when they propagate through the samples [39, 40]. Moreover, the proximity to small energy barriers gives rise to low frequency soft modes with local quadrupolar shape [41–43] that can be used as predictor for plastic deformation [40] and affects the low frequency part of the vibrational response [22]. At higher frequencies, strong scattering gives rise to a diffusive propagation of vibrational energy. Allen and Feldman have proposed to call “diffusons” the eigenmodes in...
this regime [3]. “Diffusons” are extended modes that are different from plane waves and give rise to strong scattering and diffusive propagation of vibrational energy. The crossover from weak to strong scattering is usually determined by the Ioffe-Regel criterion [44] that compares the inverse wave vector of the propagative phonon to its mean free path. The connexion between Ioffe-Regel criterion and Boson peak was questioned in previous studies [45–47]. At even higher frequencies, the comparison of the vibrational density of states of the amorphous material with that of the crystal shows a reminiscence of the crystals optic modes [26, 48] and the existence of a mobility edge [4, 49].

Despite important numerical effort in the last years to describe the vibrational response of amorphous materials [30, 33, 50–53], many important questions are still open, such as the identification of the frequency separating the different regimes, the description of the scattering processes, and the connection with quasi monochromatic wave packets propagation (diffusion of energy). A promising way was proposed with the study of vibrational eigenmodes as eigenvectors of a random matrix with specific properties [47, 54]. We will follow the same approach as detailed in [47] but with a dynamical matrix resulting from molecular dynamics simulations of large-scale amorphous silicon-like systems at equilibrium. We will thus focus on the harmonic contribution of the disorder to the vibrational response of our atomistic model.

The numerical study of the harmonic vibrational properties of amorphous materials involves the dynamical matrix whose inverse is simply the linear approximation of the Green’s function relating the displacements to the forces at equilibrium. One possible empirical description of the interactions in amorphous silicon-like materials is due to Stillinger and Weber [55] and involves a simple additive decomposition of the interatomic interactions into two-body interactions (depending only on the distance between atoms) and three-body interaction (involving the relative angle between adjacent bonds). This last term is a way to introduce the degree of covalent bonding. It was shown that the amplitude of this term can affect strongly the mechanical response, such as the yield stress [56], the viscosity [57] or the toughness of the materials [58].

In this paper, we will use this parameter to tune the sound waves velocity and to show its effect on the anomalous vibrational properties of the systems. We devoted a special attention to the effect of the three-body interactions on the characteristic length scales such as the Boson peak’s wavelength, and the mean-free paths.

The paper is organized as follows: after a detailed presentation of the numerical model, we will first compute the vibrational density of states (Sec. III) together with a detailed analysis of the corresponding eigenmodes (Sec. IV). We will then study the dynamical structure factor, the dispersion laws, the corresponding phonon lifetimes and mean-free paths (Sec. V). Finally, we will compare the results to the propagation of quasi monochromatic wave packets with different frequencies allowing to measure the diffusivity of vibration energy in the materials, as a function of the frequency and of the bending rigidity (Sec. VI). This will allow to identify coherently well defined vibrational domains, as it will be summarized in the conclusion (Sec. VII).

II. NUMERICAL MODEL

We have studied the vibrational properties of a model amorphous silicon (a-Si) system consisting of \( N = 32768 \) atoms contained in a cubic box of lengths \( L_x = L_y = L_z \) of approximately 87 Å (smaller systems of \( N = 8000 \) have also been studied to compare our results). The technical details of the preparation of the a-Si model have already been presented in Ref. [56]. The Si-Si interaction in the system studied here is described by the Stillinger-Weber potential [55], where we have tuned the prefactor \( \Lambda \) of the three-body term as already done in previous work [56, 57], to quantify here the effect of local order on the vibrational properties. The Stillinger-Weber potential is an empirical potential including two-body and three-body interactions, such that the total potential energy of the system is written as

\[
U = \sum_{i<j} f(r_{ij}) + \Lambda \sum_{i<j<k} \left( g(r_{ij}, r_{ik}, \theta_{jik}) + g(r_{ji}, r_{jk}, \theta_{ijk}) \right) + g(r_{ij}, r_{ik}, \theta_{jik}) + g(r_{ji}, r_{kj}, \theta_{ijk})
\]

(1)

with

\[
f(r_{ij}) = A \left( B/r^4 - 1 \right) \exp \left( \sigma (r_{ij} - a)^{-1} \right)
\]

(2)

and

\[
g(r_{ij}, r_{ik}, \theta_{jik}) = (\cos \theta_{jik} + 1/3)^2 \times \exp \left( \alpha (r_{ij} - a)^{-1} + \alpha (r_{ik} - a)^{-1} \right)
\]

with the parameters proposed in [55] \( A = 7.05, B = 11.60, \alpha = 2.51 \) Å, \( \sigma = 2.06 \) Å, and \( a = 3.77 \) Å. The parameter \( \Lambda \) gives a measure of the bond’s directionality: high values of \( \Lambda \) favor local tetragonal order (\( \Lambda = 21 \) is the original value proposed by Stillinger et al [55] as an empirical model for a-Si). The atomic configurations corresponding to a-Si structures for different values of \( \Lambda \) have been obtained from the liquid state, using the open source LAMMPS package [59] for classical Molecular Dynamics simulations, and following the procedure already described in [56]. Different configurations have been obtained, either with a quenching in the NVT ensemble at a fixed density \( \rho = 2.303 \) g/cm\(^3\), giving rise to different final pressures as detailed in Table I, either after pressure relaxation up to \( P = 0 \) GPa.

In order to study the role of the local order on the vibrational properties of a-Si we have calculated the dynamical matrices for different values of \( \Lambda \). The dynamical matrix has been numerically computed by calculating
the second order spatial derivative of the potential energy around the equilibrium atomic positions $\mathbf{R}_i$:

$$M_{i\alpha,j\beta} = \frac{1}{\sqrt{m_i m_j}} \frac{\partial^2 U}{\partial r_{i\alpha} \partial r_{j\beta}}. \quad (3)$$

The Newton’s equations of motion can thus be written in the harmonic approximation

$$\ddot{u}_{i\alpha} = -\sum_{j\beta} M_{i\alpha,j\beta} u_{j\beta} \quad (4)$$

with $u_i = \sqrt{m_i}(r_i - \mathbf{R}_i)$ where $r_i - \mathbf{R}_i$ is the displacement of atom $i$, $\mathbf{R}_i$ its equilibrium position, $m_i$ its mass, and greek indices $\alpha$ or $\beta$ indicate spatial directions. The elastic constants (shear and bulk modulus) are obtained as in [56] by measuring the quasi-static response of the system to a small deformation of the box. The corresponding values of the transverse $c_T$ and longitudinal $c_L$ sound velocities are summarized in Table I for the different values of $\Lambda$.

### III. DENSITY OF STATES

The dynamical matrix $M$ has $N = 3N$ eigenvalues that are squares of the corresponding eigenfrequencies $\omega_j$. The normalized vibrational density of states (VDOS) as a function of $\omega = 2\pi\nu$ reads

$$g(\omega) = \frac{1}{N} \sum_{j=1}^{N} \delta(\omega - \omega_j). \quad (5)$$

The full set of eigenvalues for a small system (with $N < 10^4$) can be obtained by standard numerical routines. We used the FEAST Eigenvalue Solver [60] for $N = 8000$ to get the full set of eigenfrequencies together with the eigenvectors of the dynamical matrix. However, this direct method requires too much time as well as random access memory for large enough systems ($N > 10^4$). For these purposes it is necessary to use more powerful methods for the larger systems studied. In the Appendix A we discuss the Kernel Polynomial Method (KPM) and velocity auto-correlation method.

The numerical results for VDOS obtained using KPM are presented in Fig. 1. They show the usual shape of VDOS obtained for amorphous silicon [27], with a first peak related to acoustic transverse modes and a second well defined peak at high frequencies that is reminiscent of optic modes in the crystal (Fig. 1(a)). The rescaling of the frequencies by the transverse sound velocity (Fig. 1(b)) allows drawing the density of states as a function of a reduced wave vector $q^\ast = \omega/c_T$. In this case, the low $q$-part of the spectra superimpose whatever the value of $\Lambda$, confirming the dominant transverse acoustic character of the low-frequency vibrations, and suggesting the existence of a characteristic length at a wave vector $q^\ast \approx 10 \text{ nm}^{-1}$ independent of $\Lambda$, above which the rescaled VDOS split. The transverse sound velocities $c_T$ shown in the inset of Fig. 1 have a $\Lambda^{1/2}$ dependence at constant density, showing that the shear modulus is proportional to the three-body contribution to the total energy of the system. This effect is not shown in the longitudinal sound velocities $c_L$ because bending rigidity is not dominant for

### TABLE I: Transverse and longitudinal sound velocities obtained from the elastic moduli for different values of the parameter $\Lambda$ with $N = 32768$.

| $\Lambda$ | $\rho$, g/cm$^3$ | $P$, GPa | $c_T$, m/s | $c_L$, m/s |
|--------|-----------------|--------|--------|--------|
| 17     | 2.303           | -1.82  | 3334   | 7833   |
| 19     | ”                | -0.096 | 3570   | 7750   |
| 21     | ”                | 0.638  | 3854   | 7965   |
| 23.5   | ”                | 1.38   | 4133   | 8226   |
| 26.25  | ”                | 2.1    | 4386   | 8484   |
| 40     | ”                | 5.07   | 5305   | 9490   |
| 17     | 2.339           | -0.011 | 3312   | 8436   |
| 21     | 2.295           | 0.013  | 3714   | 8367   |
| 40     | 2.248           | -0.114 | 5118   | 9350   |
to higher frequencies. This effect is clearly dominated by the parameter \( \Lambda \). We have checked that pressure differences between the samples induce only a small change in the Boson peak (dashed lines in Fig. 2(a)) as compared to the role of \( \Lambda \). In order to quantify the observed shift to higher frequencies, we again rescale the frequencies by the transverse sound velocity, as suggested in [61]. The resulting reduced density of states is shown in Fig. 2(b). The position of the Boson peak as a function of the reduced wave vector \( q^* \) appears now independent of \( \Lambda \), suggesting a universal process dominated by transverse waves, that will be discussed later. Note however, that the fine structure of the peak depends on the bonds directionality \( \Lambda \): at a very low frequency, a peak is visible for low values of \( \Lambda \), located at \( q^*_1 \approx 2.7 \) nm\(^{-1} \) (corresponding to a wavelength \( \xi_1^* \approx 23 \) Å). This very low frequency peak disappears progressively and a secondary peak appears at \( q^*_2 \approx 7.0 \) nm\(^{-1} \) (\( \xi_2^* \approx 9 \) Å) when \( \Lambda > 21 \). The significance of these peaks will be discussed later.

Above we have shown that the low-frequency part of the VDOS has presumably a dominant transverse character. It would be very interesting to find a regular way to separate the VDOS into the longitudinal and the transverse components for the whole vibrational spectrum. In particular it gives us a possibility to show more clearly that the Boson peak has a transverse nature [46]. In Appendix C we describe a generalized decomposition method without the notion of the wave vector, which is an ill-defined quantity in strongly disordered systems. This method is based on the volume variations of the Voronoi cells during the atomic motion. The atomic displacement of each atom can be decomposed into two components, one of them preserving the volume of the Voronoi cells. The displacements preserving the volume of each Voronoi cell are identified as transverse displacements, and the other as longitudinal displacements. The separate contribution of longitudinal and transverse displacements to the total VDOS is shown in Fig. 3. In the low frequency region (below 7 THz for \( \Lambda = 21 \)), the transverse modes dominate the VDOS, thus confirming the transverse character of the vibrations in the region of the Boson peak for amorphous silicon-like samples (Fig. 3(b)). The predominance of the longitudinal modes between 7 THz and 15 THz in amorphous silicon corresponds to the gap between the upper frequency of TA modes (13.9 THz) in crystalline Si [62]. This frequency region in crystalline Si is totally occupied by LA and LO modes (without a gap). In amorphous Si in the same frequency region the vibrations have a small transverse component (15–20\%), in agreement with the results obtained in [34]. Certainly, there are no optical phonons with well defined wavevector in amorphous silicon due to relatively strong disorder. However, the short-range order of vibrational modes in the amorphous phase can be similar to that in the crystalline phase. At the same time, our definition of the longitudinal and transverse vibrations is local because it is based on the notion of Voronoi cells. They depend on the relative motion of neighboring atoms only.
In order to complete this description, in the next section we will calculate participation ratio and the correlation function to describe the geometrical structure of the eigenmodes that are obtained as eigenvectors of the dynamical matrix.

**IV. PARTICIPATION RATIO AND SPATIAL CORRELATION**

The exact diagonalization of the dynamical matrix is performed using FEAST Eigenvalue Solver [60] on a system made with \( N = 8000 \) atoms. A series of \( N = 3N \) eigenmodes \( \mathbf{u}(\omega) \) is then obtained with the corresponding eigenvalues \( \omega^2 \). These eigenmodes are the normal modes of the amorphous material. They are not phonons, because they cannot be described as simple plane waves with a well defined wave vector \( \mathbf{q} \). Examples of such eigenmodes are shown in figure 4. The low frequency eigenmodes are a superposition of plane waves with softer regions supporting highly strained isolated vibrations (Fig. 4(a)). The modes supporting additional isolated vibrations are precursors of local plastic rearrangements when looking at the anharmonic mechanical response [40]. We identify them as *soft modes* because they occur only in the low frequency part of the spectrum (as will be proved later) with soft spots due to very low local elastic stiffness. Other authors called the low frequency modes *quasi-localized modes* [46, 63] in order to distinguish them from plane waves. At higher frequencies, the shape of the eigenmodes becomes more complex.

The amount of particles moving together in the vibrational eigenmodes is usually quantified by the participation ratio defined for each eigenmode \( j \) as

\[
P(\omega_j) \equiv \frac{1}{N} \left( \frac{\sum_{i} u_i^2(\omega_j)}{\sum_{i} u_i^4(\omega_j)} \right)^2.
\]  

For an isolated particle \( P = 1/N \), and for translational motion \( P = 1 \). The participation ratio is shown in Fig. 5 as a function of the reduced wave vector \( q^* \). Similarly to the VDOS, the low frequency part of \( P \) superimposes for all \( \Lambda \) when plotted as a function of the reduced wave vector \( q^* \), suggesting the existence of a common geometrical origin involving mainly transverse vibrations. It can be

**FIG. 3:** (a) The decomposition of the total vibrational density of states to longitudinal and transverse components for \( \Lambda = 21 \). The inset shows the relative number of the longitudinal modes \( g_L(\omega)/g(\omega) \) (red line). The relative number of the transverse modes \( g_T(\omega)/g(\omega) = 1 - g_L(\omega)/g(\omega) \) is shown by green hatching between red line and the value 1. The vertical arrows show the transverse and longitudinal Ioffe-Regel frequencies. (b) The boson peak for \( \Lambda = 21 \) and its longitudinal and transverse components. Thin horizontal lines show the Debye prediction calculated from the static shear and bulk moduli. Dashed lines are estimations from Sec. V of the phononic contribution, below the Ioffe-Regel limit. The vertical arrow shows the transverse Ioffe-Regel frequency.

**FIG. 4:** Vibration modes corresponding to different frequency range, for \( \Lambda = 21 \). Arrows are proportional to the displacements of the particles (\( \times 100 \)). The 2D representation corresponds to a cut along the \( x-y \) plane (\( \delta z = 5 \) Å) that contains the particle supporting the largest displacement.
schematized as follows: first an initial decay due to the wavelengths decrease of acoustic modes, together with very low values characteristic of soft modes. Then an increase up to a value close to \( P^* = 0.5 \) (an example of such mode is shown in Fig. 4(b)). The value of \( P^* \) is close to 0.6 for uncorrelated Gaussian random noise [64]. After a secondary minimum (mode shown in Fig. 4(c)) the participation ratio decreases to zero at the mobility edge [4] that follows the position of the high frequency peak in the VDOS (see Fig. 1). Typical mode in this frequency range is shown in Fig. 4(d). Quite remarkably, the position of the first minimum in the participation ratio corresponds for all \( \Lambda \) to the first maximum in the rescaled VDOS divided by \( \nu^2 \). The departure from the plane waves participation ratio in this range, means that in all our systems, the Boson peak is located in a frequency range were plane waves are no more the dominant contribution to the eigenmodes. This frequency range is limited by two characteristic distances \( \xi_1^* \) and \( \xi_2^* \), that are independent on \( \Lambda \). There is also a third characteristic reduced wave vector \( q_3^* = 11.7 \text{ nm}^{-1} \) which corresponds to a secondary local minimum of the participation ratio for all values of \( \Lambda \). It coincide with the sharp change of the nature of vibrations from almost transverse to almost longitudinal ones (Fig. 3).

In order to detail the shape of the eigenmodes and compare with these characteristic lengths, we have computed their spatial correlation function \( C(\mathbf{r}, \omega) \). It is defined as in Ref. [51] as

\[
C(\mathbf{r}, \omega) = \frac{1}{N} \sum_{j=1}^{N} \langle \mathbf{u}(\mathbf{r}+\mathbf{r}', \omega_j) \cdot \mathbf{u}(\mathbf{r}', \omega_j) \rangle_{\mathbf{r}'} \delta(\omega-\omega_j),
\]

where \( \mathbf{u}(\mathbf{r}, \omega_j) \) is coarse-grained displacement field of \( j \)-th eigenmode

\[
u(\omega) = \sum_{\mathbf{r}} W(\mathbf{r} - \mathbf{R}_i) u_i(\omega)
\]

with \( W \) a coarse-graining function normalized by \( \int W^2(\mathbf{r}) d\mathbf{r} = 1 \). We used Gaussian coarse-graining function of width \( \sigma = 0.5 \) Å. This length is less than the typical distance between atoms, so we can neglect the overlapping of different grains. In this case, normalization of the eigenmodes implies

\[
\langle \mathbf{u}(\mathbf{r}, \omega_j) \cdot \mathbf{u}(\mathbf{r}, \omega_j) \rangle_{\mathbf{r}} = 1,
\]

which results in the property \( C(0, \omega) = g(\omega) \). For convenience we used the normalized correlation function

\[
C_n(\mathbf{r}, \omega) = \frac{C(\mathbf{r}, \omega)}{g(\omega)}.
\]
In order to calculate $C(r, \omega)$ we used the KPM (Appendix B). The amplitude of $C_n(r, \omega)$ averaged over different directions of $r$ for all the frequencies is shown in Fig. 6(a) for $\Lambda = 21$. Starting from $C_n(0, \omega) = 1$, it shows oscillations between positive and negative values characterizing a spatial flipping of the displacement field. For a three-dimensional plane wave with a given polarization (L or T) and the wavevector $q$ the normalized correlation function has a form

$$C_n(r, \omega) = \frac{\sin(qr)}{qr}.$$  \hfill (11)

The low-frequency behavior of the correlation function (Fig. 6) is indeed dominated by the wavelength of the plane wave: when plotted as a function of the reduced wave vector $q^* = \omega/c_T$, it shows the characteristic behavior of transverse plane waves. Indeed, Fig. 6(b) shows the position of the first minimum $r^*$ of $C_n$ as a function of the reduced wave vector. In the low frequency regime, it decays like $r^* = 0.449/q^*$ in exact correspondence with the wavelength of the transverse plane wave. This means that $C_n$ is dominated by the collective dynamics of plane waves even in the presence of soft modes. However, the values of $r^* = \xi^*_1$ at $q^*_1$ and $r^* = \xi^*_2$ at $q^*_2$, confirm the signature of a characteristic wavelength in the vibration modes. The origin of these lengths is not obvious. It was obvious from $P(\omega_j)$ that the eigenmodes are not simple plane waves at $q^*_1$, but have a very small participation ratio indicating the presence of isolated centers of enhanced vibrations. These centers are sufficiently few to not affect the long range spatial correlations due to transverse plane waves in $C_n$, but can affect the vibrational density of states through small frequency shifts. This description supports the fact that transverse plane waves and isolated centers of enhanced vibrations still coexist at $q^*_1$. $\xi^*_1$ could be the distance between the isolated centers, that would correspond as well to the wavelength at $q^*_1$. At $q^*_2$ a clear-cut change of behaviour appears in $C_n$ for all the systems studied indicating departure from transverse plane waves. This effect will be discussed again later. Finally a common change appears at a larger reduced wave vector $q^*_3 = 11.7 \, \text{nm}^{-1}$ in $C_n$, which was introduced in Fig. 5. It corresponds to the transition from transverse modes to longitudinal ones with bigger correlation radius.

The analysis of the geometrical structure of the eigenmodes would not be complete without analysing the scaling dependence of the participation ratio. This kind of analysis is especially important when looking at the signature of localization in the Anderson interpretation [65]. For that, we computed the generalized participation ratio $P_k$ of order $k$ defined as

$$P_k(\omega_j, w_{CG}) = \frac{1}{N} \left( \int u^2_{CG}(r, \omega_j) \, dr \right)^k$$  \hfill (12)

where $u_{CG}(r, \omega_j)$ is the displacement field of mode $j$ coarse-grained at different scales $w_{CG}$ as in Eq. 8.

The dependence of $P_k$ as a function of $w_{CG}$ shown in Fig. 7(a) reveals a size invariance (power-law behaviour) only for the largest frequency modes studied, that is above the mobility edge (black curve). In opposite, the participation ratio $P_2$ of very low frequency soft mode (red curve in Fig. 7(a)) goes down for $w_{CG} < w_{CG} \approx 9 \, \text{Å}$, but saturates at large $w_{CG}$, confirming the coexistence...
of enhanced local vibrations with large scale plane waves in this frequency range. Note that the corresponding size of the soft spot \( w_{CG}^* \approx \xi_1^* \), and the upper saturation occurs at \( w_{CG}^* = 2\pi/q^* \approx \xi_2^* \). In the mobility edge (Fig. 7(b)) scale invariance manifests through the power-law behaviour

\[
P_k(\omega_j, w_{CG}) \propto w_{CG}^{\tau_j(k)}
\]

for large \( w_{CG} \). We measured the exponent \( \tau_j(k) \) as a function of \( k \) (dashed lines in Fig. 7(b)) for a mode \( n \) in the mobility edge. It is shown in Fig. 7(c) and it confirms the localized and multi-fractal \([66, 67]\) hallmark of this mode, with

\[
\tau_j(k) \approx \gamma k(k - 1) \quad \text{and} \quad \gamma = 0.2. \tag{13}
\]

We have shown in this section, that the eigenmodes have characteristic features depending on the corresponding frequency range. In the low frequency part of the spectrum, eigenmodes share common features independent on the bending rigidity of the modes: for example, the Boson peak is bounded by two characteristic length-scales \( \xi_1^* \) and \( \xi_2^* \) with a very low participation ratio in the first case, and a local maximum in the participation ratio in the second case. These two length-scales have a signature in the spatial correlation analysis of the modes. It is shown as well, that in the very low frequency range, transverse plane waves coexist with local enhanced vibrations, while the plane wave character of the vibrations is questioned in the higher limit of the Boson peak. In the mobility edge, at higher frequencies, eigenmodes have a multifractal shape characteristic of a localized behavior. We will now study the dynamical structure factor, in order to relate these observations to the study of density-density correlation functions, as can be tracked in neutron diffraction experiments for example \([12, 13]\). The analysis of the dynamical structure factor allows also to discuss the Ioffe-Regel criterion for waves scattering.

V. DYNAMICAL STRUCTURE FACTOR

In this section we analyze the dynamical structure factor in order to determine the dispersion law and the mean free path for longitudinal and transverse phonons. We prove that it is an accurate method in the frequency range below the Ioffe-Regel criterion, where mean free path is still bigger than the half wavelength, and the notion of phonon dispersion is well defined.

The dynamical structure factor is the self-correlation function of the mass currents \([68]\) in the system at thermal equilibrium with some temperature \( T \). In the small temperature limit \( T \to 0 \) the structure factor can be calculated by normal mode analysis

\[
S_\eta(q, \omega) = \frac{k_B T}{m} q^2 F_\eta(q, \omega), \tag{14}
\]

FIG. 8: The longitudinal (L) and transverse (T) dynamical structure factors as a function of the wavenumber \( q \) and the frequency \( \nu \) for the parameter \( \Lambda = 21 \) and \( \Lambda = 40 \).

where \( \eta \) denotes longitudinal (L) or transverse (T) component. In the above equation \( F_\eta(q, \omega) \) is the longitudinal or transverse component of the Fourier transform of the eigenmodes

\[
F_{L}(q, \omega) = \sum_{j=1}^{N} \sum_{i=1}^{N} \hat{q} \cdot \mathbf{u}_i(\omega_j)e^{i\mathbf{qR}_j} \bigg| \delta(\omega - \omega_j), \tag{15}
\]

\[
F_{T}(q, \omega) = \sum_{j=1}^{N} \sum_{i=1}^{N} \hat{q} \times \mathbf{u}_i(\omega_j)e^{i\mathbf{qR}_j} \bigg| \delta(\omega - \omega_j). \tag{16}
\]

Here \( \hat{q} = q/|q| \) is a unit vector along \( q \) and \( \mathbf{u}_i(\omega_j) \) is the displacement of the \( i \)th atom for \( j \)th eigenmode.

In order to calculate \( F_\eta(q, \omega) \) we also used the KPM (Appendix B). Fig. 8 shows the structure of eigenmodes \( F_\eta(q, \omega) \) in the reciprocal space averaged over all possible directions of \( q \). For a better visual effect we divide \( F_\eta(q, \omega) \) by the magnitude of its maximum for each fixed value of \( \omega \). All color maps in Fig. 8 have two evident regions: low-frequency region with thin phonon branch, and high-frequency region without a certain relationship between the wavenumber \( q \) and the frequency \( \omega \).

In order to extract information about phonons in the low-frequency region we fit the structure factor \( S_\eta(q, \omega) \) using the DHO model (Fig. 9)

\[
S_\eta(q, \omega) = \frac{A}{(\omega^2 - \omega_\eta^2)^2 + \omega^2 \Gamma^2}, \quad \eta = L, T. \tag{17}
\]

We extract phonon dispersion \( \omega_\eta(q) \), the phonon inverse life time \( \Gamma(q) \) and a coefficient \( A \) from this fit.

The numerical results obtained by this method for phonon dispersion \( \omega_\eta(q) \) as well as the group velocity
\[ v_L^q = \frac{\partial \omega}{\partial q} \] are presented in Fig. 10. With a known value of \( \Gamma \) and \( v_T \), the phonon mean free path \( l(\omega) \) can now be calculated as \( l(\omega) = \frac{v_T}{\Gamma} \). The phonons are well defined excitations if their mean free path \( l(\omega) \) exceeds the phonon half wavelength \( \pi/q \) (Ioffe-Regel criterion for phonons [47]). Fig. 11 shows the value of \( \Gamma \) for all the samples with different bending rigidities \( \Lambda \) and Fig. 12 shows the position of the Ioffe-Regel frequency for longitudinal and transverse phonons for the parameter \( \Lambda = 21 \). From the similar figures for other values of the parameter \( \Lambda \) we find the remaining Ioffe-Regel frequencies (Table II).

Different comments are raised by these measurements. First, the sound wave velocities (Fig. 10(b)) are well defined below the Ioffe-Regel criterion. It is not constant, but it varies with \( q \). Transverse sound velocities show a small decay with \( q \), starting at the low frequency limit of the Boson peak, as already measured in experiments [13]. Longitudinal sound velocities decay faster with a sudden increase at \( q \approx 10 \) nm\(^{-1} \) (\( \nu = 12.5 \) THz for \( \Lambda = 21 \)), after transverse waves became strongly scattered in the sample.

The density of states of longitudinal and transverse phonons can be obtained from the dispersion law

\[ g_L(\omega) = \frac{L^3}{6N\pi^2} \frac{q_L(\omega)^2}{v_L^q(\omega)}, \]

\[ g_T(\omega) = \frac{L^3}{3N\pi^2} \frac{q_T(\omega)^2}{v_T^q(\omega)}, \]

and compared to the more general decomposition that was already discussed in Sec. III. In the low-frequency limit the ratio between them is

\[ g_L(\omega)/g_T(\omega) = c_T^3/2c_L^3 \ll 1. \]
For $\Lambda = 21$ this ratio is equal to 0.057, which coincides well with the low frequency part of this ratio shown in the inset in the Fig. 3(a). The very low frequency modes are naturally mainly transverse due to their lower sound velocity. The two estimations of longitudinal and transversal contribution to VDOS are compared in Fig. 3. The estimation from the dispersion law is close to the general estimation, but slightly lower. The main difference is on the Boson peak Fig. 3(b): the first low frequency peak (attributed to soft modes in Sec. III) is indeed completely absent in the dispersion law estimation of the VDOS that stays close to the Debye one in this frequency range. It means that this first peak results from a departure to the phonon-like behaviour.

The inverse life time $\Gamma$ (Fig. 11) is different for transverse and for longitudinal waves. The inverse life time of transverse waves varies approximately $\propto q^2$ as discussed extensively in the litterature [69], with a collapse for all $\Lambda$ values at $q^2$. Longitudinal inverse life time is more sparse. It shows a sudden increase at $q \approx 10 \text{ nm}^{-1}$, that is after transverse waves are strongly scattered in the system and do not interfere anymore with longitudinal waves. The measurement of $\Gamma$ allows computing a mean-free path $l$ (Fig. 12) but only in the region were the sound velocity $v_g$ is well defined. The computed longitudinal mean-free path is always larger than the transverse mean-free path. The measured values of $l$ can overcome the size of the system, because it is computed from an estimation of the inverse life time $\Gamma$ that does not result from a propagating process [48] but only from a general fit of a geometrical function $S(q, \omega)$. The Ioffe-Regel cross-over occurs at a well defined wave vector $q_{IR}^{T} = 2 \pi \nu_{IR}^{T} / c_T \approx 7.5 \pm 1.0 \text{ nm}^{-1}$ for transverse waves, and $q_{IR}^{L} = 2 \pi \nu_{IR}^{L} / c_L \approx 9.7 \pm 0.4 \text{ nm}^{-1}$ for longitudinal waves (see Table II), slightly larger than the upper limit $q_0^2$ of the Boson peak for the transverse one. This relation is only slightly sensitive to $\Lambda$, suggesting a universal mechanism for strong scattering in amorphous materials, independent on the specific interatomic interactions. We will now compare this estimation of the Ioffe-Regel criterion to the description of quasi monochromatic wave packet propagation.

### TABLE II: Transverse and longitudinal Ioffe-Regel criteria for different values of the parameter $\Lambda$

| $\Lambda$ | $\nu_{IR}^{T}$, THz | $\nu_{IR}^{L}$, THz | $q_{IR}^{T}$, nm$^{-1}$ | $q_{IR}^{L}$, nm$^{-1}$ |
|-----------|-----------------|-----------------|-----------------|-----------------|
| 17        | 3.3             | 12.1            | 6.2             | 9.7             |
| 19        | 4.1             | 12.4            | 7.2             | 10.1            |
| 21        | 4.5             | 12.7            | 7.3             | 10.0            |
| 23.5      | 5.1             | 12.8            | 7.8             | 9.8             |
| 26.25     | 5.7             | 13.0            | 8.2             | 9.6             |
| 40        | 7.0             | 13.8            | 8.3             | 9.1             |

![FIG. 13: The spatial distribution of the vibrational energy for different time $t$ after the maximum of the exciting pulse for $\nu = 8 \text{ THz}$. Solid lines were calculated for the repeatedly extended sample with $4 \times 2 \times 2 \text{ periodic blocks. Dashed lines show the spreading of the energy in one periodic block only. Vertical thin black lines shows boundaries of one periodic block. Horizontal plot range corresponds to the width of the extended sample.}

VI. DIFFUSIVITY

In this section we consider the diffusion of the vibrational energy. For this purpose we excite a quasi monochromatic wave packet in the middle thin layer of the sample around $x = 0$ in a small time interval around $t = 0$. To excite vibrations in the sample we use the excitation force

$$f_{\text{exc}}^{\alpha}(t) = \sin(\omega t + \varphi_{\alpha}) \exp \left( -\frac{x^2}{2\nu^2} - \frac{t^2}{2T^2} \right) \quad (21)$$

where the phase $\varphi_{\alpha}$ is random for each atom $i$ and each Cartesian projection $\alpha$. The width of the excited layer is determined by the value of $w = 3 \text{ nm}$ and the duration of the excitation is given by $T = 1 \text{ ps}$. The latter determines the frequency resolution $\Delta \nu = 1 \text{ THz}$. We start our calculations at time $t_0 = -5T$ when the external force is still negligible. In order to have a sufficiently large system size, the central sample with periodic boundary conditions and size $L = 87 \text{ Å}$s duplicated into 4 images along $x$ direction and 2 along $y$ and $z$ directions. As a result in volume size we obtain a 16 times bigger sample. This allows a determination of large mean free paths for phonons and diffusion of energy on longer distances. Indeed, the energy diffusion front reaches the boundaries of the original sample at $t \approx 1 \text{ ps}$ when the excitation force is still active (see dashed lines in Fig. 13). The diffusivity of the vibrational energy in this extended sample is the same as in one big sample except a small region near the mobility edge. Localized modes with the localization length $\xi > L$ look like delocalized in the repeated sample.

After applying the external force, the vibrational energy spreads in both directions from the central layer $x = 0$. The average radius squared of the energy diffu-
FIG. 14: Snapshot of rotons with wave packet for $\Lambda = 21$, $\nu = 4$ THz and $t = 2$ ps.

FIG. 15: Spreading of the vibrational energy in space $R_2(t)$ for different frequencies for $\Lambda = 21$. Solid lines were calculated for the repeatedly extended sample with $4 \times 2 \times 2$ periodic blocks. Dashed line shows the spreading of the energy in one periodic block only (for $\nu = 8$ THz).

Diffusion front is defined as in Ref. [47] as:

$$R^2(t) = \frac{1}{E_{\text{tot}}} \sum x_i^2 E_i(t).$$  \hspace{1cm} (22)

Here, $x_i$ is the $x$ coordinate of the $i$th atom, $E_i(t)$ is the total energy of the $i$th atom, and sum is taken over all atoms in the sample. $E_{\text{tot}} = \sum E_i(t)$ is the total vibrational energy of the system. It is independent on time, after the external force $f_{\text{ext}}^\alpha(t)$ became negligibly small (i.e., for $t > 5T$).

The energy of the $i$th atom $E_i(t)$ is the sum of the

FIG. 16: (a) The diffusivity as a function of frequency for different values of the parameter $\Lambda$. Upward and downward arrows show the transverse and the longitudinal Ioffe-Regel criteria respectively. (b) The rescaled diffusivity $D/c_T$ as a function of the reduced wave vector $q^* = \omega/c_T$ for the same values of $\Lambda$. Vertical gray bands mark the positions of $q_2^*$ and $q_3^*$.

FIG. 17: Diffusivity of longitudinal phonons (red line) and transverse phonons (green line). Blue line shows the estimation of phonon contribution to the total diffusivity by Eq. (26). Black line is the total measured diffusivity. The vertical arrows show the transverse and longitudinal Ioffe-Regel frequencies.
kinetic energy and a half of the potential energy of connected bonds with ith atom:

\[ E_i(t) = \frac{v_i(t)^2}{2} - \frac{1}{2} \sum_{j,\beta} M_{\alpha,\beta} u_{i\alpha}(t) u_{j\beta}(t). \]  

(23)

Here, \( v_i(t) = \dot{\mathbf{u}}_i(t) \) is the ith atom velocity with the same notations as Eq. 4. The spatial vibrational energy distribution along the \( x \) direction is shown in Fig. 13 at different times \( t \). Initial random phases \( \varphi_{i\alpha} \) allow keeping the center of mass of the energy in the central layer, while the energy is progressively spread inside the sample.

To integrate the system with a given external force and zero initial conditions we used the Verlet method with a small enough time step \( \delta t = 0.6 \) fs, and get the dependence \( R^2(t) \) for different frequencies from \( \nu = 2 \) THz up to \( \nu = 20 \) THz. The results are shown in Fig. 15. We clearly see a linear temporal dependence in each curve. Their slope gives us the diffusivity by the equation for one-dimensional diffusion

\[ R^2(t) = 2D(\omega)t. \]  

(24)

The resulting diffusivity is shown in Fig. 16(a) for different values of the parameter \( \Lambda \). All curves have the same structure: (1) low-frequency modes with large diffusivity; (2) a flat region with relatively small diffusivity; (3) a prominent peak of the diffusivity; (4) a gradual decreasing of the diffusivity; (5) zero diffusivity for localized modes. The first two regions coincide for all values of \( \Lambda \) if we plot the rescaled diffusivity \( D/c_T \) as a function of the reduced wave vector \( q^* = \omega/c_T \) (Fig. 16(b)). After an initial decay, the diffusivity saturates at a minimum value. Whatever \( \Lambda \), the flat region in the diffusivity occurs precisely between \( q_2^* \) and \( q_3^* \), that is in the region between the upper bound of the Boson peak (close to the Ioffe-Regel criterion for transverse waves) and transition from mostly transverse modes to mostly longitudinal ones. The lower boundary of the flat region is in perfect agreement with those obtained in Ref. [47] for a completely different random system, where it was shown that the minimum in the diffusivity coincides with the Boson peak, at a frequency corresponding to the Ioffe-Regel criterion for transverse waves. The relation between Boson peak and Ioffe-Regel criterion was also suggested by experimental measurements [69], and molecular dynamics simulations in Lennard-Jones glasses [43]. It is shown here that the strong scattering gives rise to a very low diffusivity, and that it is possible to measure diffusivity in a purely harmonic model as soon as interactions are random. The shape of the instantaneous velocity field in the flat region is shown in Fig. 14 during the propagation of a wave packet. Rotational structures are clearly visible, and responsible for the strong dephasing close to the Ioffe-Regel crossover. The flat region in the diffusivity is followed by a peak already discussed in Ref. [4].

The peak of the diffusivity is large for almost all values of the parameter \( \Lambda \) (Fig. 16). We can find alternatively the diffusivity of longitudinal and transverse phonons up to the Ioffe-Regel criteria using the approximate relation [38]

\[ D_\eta(\omega) = \frac{1}{3} I_\eta(\omega) v_\eta(\omega), \quad \eta = L, T \]  

(25)

where \( \omega < \omega_{\text{IR}}^L \) for longitudinal phonons and \( \omega < \omega_{\text{IR}}^T \) for transverse phonons. We can see that the diffusivity of longitudinal and transverse phonons has monotonically decreasing behavior except the negligible peak for longitudinal phonons (red and green lines in Fig. 17). Eq. 25 cannot give the diffusivity beyond the Ioffe-Regel criteria but we expect a small diffusivity decreasing down to 0 at the mobility edge. Therefore the peak in the diffusivity cannot be explained by the diffusivity of longitudinal and transverse phonons separately. However, the total diffusivity depends on the ratio of density of states of longitudinal and transverse vibrations

\[ D(\omega) = \frac{g_L(\omega)}{g(\omega)} D_L(\omega) + \frac{g_T(\omega)}{g(\omega)} D_T(\omega). \]  

(26)

The resulting phononic diffusivity is shown in Fig. 17. It shows that the main peak located at \( q^* \approx 13.5 \) nm\(^{-1}\) is due to the large density of longitudinal modes \( g_L(\omega) \), enhancing the small diffusivity increase due to the absence of transverse modes in that frequency range. The rise of the diffusivity at 7 THz in amorphous silicon thus corresponds to the sharp change of the nature of vibrations from almost transverse to almost longitudinal ones having high sound velocity.

VII. CONCLUSION

We have proposed in this article a coherent picture of the vibrational properties in harmonic amorphous solids with local tetrahedral order, by combining four independent approaches: the detailed study of the normal modes (resonant vibrational modes) and of the vibrational density of states, dynamic structure factor calculation and propagation of a quasi monochromatic wave packet. The bending rigidity of local interatomic bonds was used as a control parameter to tune the sound velocity. This allowed to get a coherent picture of the vibrational response of our model systems. Different regimes were highlighted. The results are summarized in Fig. 18.

The low frequency vibrational response is dominated by transverse modes. In this region, the Boson peak is visible and bonded by two characteristic wave vectors: the first is related to soft modes, and the second to the Ioffe-Regel limit for transverse waves. Remarkably, these two wave vectors are independent on the details of the interactions in the different systems studied here, and they define two characteristic mesoscopic length-scales \( \xi_1^* \) and \( \xi_2^* \) having a signature in the spatial correlations of the normal modes. In silicon-like samples, the large difference between the transverse and longitudinal sound velocities yields a large gap between the Ioffe-Regel limit.
for transverse waves, and the Ioffe-Regel limit for longitudinal waves. In this gap, the vibrations sharply change the transverse character to longitudinal one near \( q^*_T \approx q^*_L \), resulting in a deep increase of the diffusivity. As shown already by P.B. Allen at al. [4], the mobility edge and the transition to localized acoustic modes occur at higher frequencies. This transition was obtained as well in other disordered model materials, like lattice models [70] and models of amorphous silica [71], thus supporting its universal feature. The modes in the Boson peak range preceding the Ioffe-Regel crossover for transverse waves have a characteristic random rotational structure yielding a dephasing of the wave front. In this frequency range, the participation ratio is at a maximum value, but the diffusivity is at a minimum value, and the diffusive inverse life time is proportional to \( q^2 \). Similar results have already been obtained with Brillouin scattering measurements [69]. However, the precise sensitivity of the inverse life times or of the vibrational density of states to the rescaled wave vector (or equivalently to the frequency) is system dependent [50]. Among other new results, our work shows the coherence of this picture for different systems with local tetrahedral order, thus supporting a universal geometrical process for waves scattering in amorphous systems, with three different mesoscopic characteristic wavelengths.

Perspectives of this work include the possibility to enlarge the Boson peak region (and thus the heat capacity [38]) by increasing the first characteristic length \( \xi_1^* \) related to the distance between soft spots, or decreasing the characteristic lengths \( \xi_2^* \) related to the size of the strongly scattering structures, for example increasing the temperature. Another perspective is to reduce the gap between transverse and longitudinal Ioffe-Regel criteria by reducing the longitudinal sound velocity (decreasing the bulk modulus for example), in order to embed the diffusivity’s raise, and thus to decrease the diffusivity in the gap (and consequently the heat conductivity [38]). The characteristic lengths evidenced in this article are related to the size and distance between soft spots, and to the separation between longitudinal and transverse vibrations. However, the understanding of the structural origin of these sizes is still a challenging problem, that opens new perspectives.
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### Appendix A: Calculation of the VDOS by KPM

There are several methods for calculation of the VDOS without exact diagonalization of the dynamical matrix. Following standard statistical mechanics methods [72], one can make a molecular dynamics simulation of a large system excited at a small temperature \( T \). Then assuming the equipartition of the energy, we can compute VDOS as a Fourier transform of the velocity auto-correlation function [73]

\[
g_{c\nu\nu}(\omega) = \frac{2}{N} \frac{m}{kT} \int_0^{t_{\max}} \sum_i \mathbf{v}_i(t) \mathbf{v}_i(0) \cos \omega t \, dt. \tag{A1}
\]

Here \( \mathbf{v}_i(t) \) is the instantaneous velocity of the \( i \)th atom and \( m \) is the atomic mass (all atomic masses are supposed to be the same). This method is much faster than a numerical diagonalization of the matrix \( M \). However, it requires accurate integration of the equations of motion up to a large enough time \( t_{\max} \) with small enough time step \( \delta t \ll 1/\omega_{\max} \) and low temperature \( k_B T < \Delta E \). Here \( \omega_{\max} \) is the maximum frequency in the system, and \( \Delta E \) the smallest energy barrier surrounding the referred equilibrium position. The resulting frequency resolution of the density of states \( g_{c\nu\nu}(\omega) \) in this method is \( \delta \omega \sim 1/t_{\max} \).

The kernel polynomial method [74] (KPM) is an alternative way to compute the VDOS for large systems. It is a more accurate and much faster method in comparison with the previous one, as will be discussed below. It makes it possible to find the VDOS using Eq. (5) with \( \delta \)-function replaced by a series of polynomials. KPM was introduced in [75] and detailed reviewed in [74]. Originally it was used for finding electronic DOS in disordered
systems. It allows with controlled accuracy getting directly the distribution of the eigenvalues of some large matrix \( M \), not calculating numerically the eigenvalues itself. We will show how KPM can be adopted to find the VDOS, i.e. the distribution of the square roots of the eigenvalues of the dynamical matrix \( M \) without its exact diagonalization. In this method we use only moments of this matrix up to sufficiently high order which is controlled by the accuracy of the calculations. Below we shortly describe the KPM for our problem.

All eigenvalues \( \omega_j^2 \) of the matrix \( M \) are non-negative due to mechanical stability of the system and lie in some interval \([0, \omega_{\max}^2]\). Usually the precise value of the maximum frequency is unknown so \( \omega_{\max} \) is an estimation of the maximum frequency which guaranties that \( \omega_j < \omega_{\max} \) for all \( \omega_j \). Let us introduce new dimensionless variable \( \varepsilon = 1 - 2\omega_j^2/\omega_{\max}^2 \) in order to rescale all eigen-frequencies squared \( \omega_j^2 \) to the interval \([-1, 1]\) for variable \( \varepsilon_j \). Thus, we can transform Eq. (5) as

\[
g(\omega) = \frac{4\omega}{N\omega_{\max}^2} \sum_{j=1}^{N} \delta(\varepsilon - \varepsilon_j) \quad (A2)
\]

where \( \varepsilon_i = 1 - 2\omega_i^2/\omega_{\max}^2 \) are eigenvalues of the matrix \( \bar{M} = I - 2M/\omega_{\max}^2 \) where \( I \) is the unit matrix.

For \(-1 < \varepsilon < 1\) and \(-1 < \varepsilon_j < 1\) we can expand the \( \delta \)-function in Eq. (A2) in second kind Chebyshev polynomial series

\[
\delta(\varepsilon - \varepsilon_j) = \frac{2}{\pi} \sqrt{1 - \varepsilon^2} \sum_{k=0}^{\infty} U_k(\varepsilon)U_k(\varepsilon_j). \quad (A3)
\]

Chebyshev polynomials of the second kind are defined by recurrence relations

\[
\begin{align*}
U_0(\varepsilon) &= 1, \\
U_1(\varepsilon) &= 2\varepsilon, \\
U_k(\varepsilon) &= 2\varepsilon U_{k-1}(\varepsilon) - U_{k-2}(\varepsilon).
\end{align*} \quad (A4)\quad (A5)\quad (A6)
\]

They have an equivalent trigonometric definition

\[
U_k(\varepsilon) = \frac{\sin((k+1)\arccos \varepsilon)}{\sqrt{1 - \varepsilon^2}}. \quad (A7)
\]

From Eqs. (A2) and (A3) the density of states can be expressed in terms of the sine Fourier transform

\[
g(\omega) = \frac{8\omega}{\pi\omega_{\max}^2} \sum_{k=0}^{\infty} \mu_k \sin((k+1)\varphi) \quad (A8)
\]

where \( \varphi \) depends on \( \omega \) as \( \varphi = 2\arcsin(\omega/\omega_{\max}) \) and \( \mu_k \) is the \( k \)-th Chebyshev moment

\[
\mu_k = \frac{1}{N} \sum_{j=1}^{N} U_k(\varepsilon_j). \quad (A9)
\]

It is not possible to calculate the infinite number of the Chebyshev moments \( \mu_k \), so we can cut off the series (A3) and (A8) at some \( K \)-th degree which is controlled by the desired accuracy of the calculations. For the \( \delta \)-function it gives the following approximation

\[
\delta(\varepsilon - \varepsilon_j) \approx \frac{2}{\pi} \sqrt{1 - \varepsilon^2} \sum_{k=0}^{K} \gamma_k U_k(\varepsilon)U_k(\varepsilon) \quad (A10)
\]

The damping factors \( \gamma_k \) were introduced to avoid Gibbs oscillations. With increasing \( k \) these factors decrease gradually from 1 to 0 (for \( k = K + 1 \)). One of the best choice for \( \gamma_k \) are Jackson damping factors \([74]\). The finite number of moments leads to the finite-width approximation of the \( \delta \)-function \([74]\)

\[
\frac{2}{\pi} \sqrt{1 - \varepsilon^2} \sum_{k=0}^{K} \gamma_k U_k(\varepsilon)U_k(\varepsilon)
\approx \frac{1}{\sqrt{2\pi\delta\varepsilon^2}} \exp \left[ -\frac{(\varepsilon - \varepsilon_j)^2}{2\delta\varepsilon^2} \right]. \quad (A11)
\]

The width \( \delta \varepsilon = \pi\sqrt{1 - \varepsilon^2}/K \) corresponds to the frequency resolution \( \delta\omega = \pi\sqrt{\omega_{\max}^2 - \omega^2}/2K \). The greater the degree \( K \) of the polynomial, the closer it to the delta function. As a result, we can approximately calculate the VDOS as

\[
g_{KPM}(\omega) = \frac{8\omega}{\pi\omega_{\max}^2} \sum_{k=0}^{K} \gamma_k \mu_k \sin((k+1)\varphi). \quad (A12)
\]

This sum can be calculated now by the Fast Fourier Transform (FFT) which is implemented in many mathematical libraries.

We turned the calculation of the VDOS \( g(\omega) \) into calculation of Chebyshev moments \( \mu_k \). Their definition (A9) can be written as

\[
\mu_k = \frac{1}{N} \sum_{j=1}^{N} \langle j|U_k(\bar{M})|j\rangle \quad (A13)
\]

where we use ket notation \( |j\rangle \) for the \( j \)-th eigenvector of the matrix \( \bar{M} \) (the eigenvectors of the matrices \( M \) and \( \bar{M} \) are the same). For a sufficiently large matrix \( \bar{M} \) the sum in Eq. (A13) can be replaced by the averaging over several realizations of a Gaussian random vector \( |u_0\rangle \) with unit norm

\[
\mu_k = \langle u_0|U_k(\bar{M})|u_0\rangle. \quad (A14)
\]

Indeed, let us expand a random unit vector \( |u_0\rangle \) over eigenvectors \( |j\rangle \) of the matrix \( M \)

\[
|u_0\rangle = \sum_j \beta_j |j\rangle, \quad \beta_j = \langle j|u_0\rangle. \quad (A15)
\]

Therefore

\[
\langle u_0|U_k(\bar{M})|u_0\rangle = \sum_{j=1}^{N} \beta_j^2 |U_k(\varepsilon_j)|. \quad (A16)
\]
After averaging these projections over several number of realizations we use the dynamical matrix of our model of amorphous silicon with \( N = 32768 \) atoms and parameter \( \Lambda = 21 \). The number of realizations \( R \) is big enough to neglect the statistical fluctuations (it is less then the linewidth in Fig. 19(a)). We can see that \( K = 30 \) is not enough because both peaks of the resulting VDOS are sufficiently broadened. On the other hand, the value of \( K = 3000 \) is unnecessary big and we can see peaks from distinct eigenfrequencies (Fig. 19(b)). We have found that the optimal value of \( K \) is around \( K = 300 \). For this value the KPM takes about one minute on a modern computer for calculation the VDOS.

Chebyshev polynomials of the first kind have similar recurrence relations (A4)–(A6). So KPM can be implemented with the first kind polynomials as well as with the second kind polynomials. However, since usually \( g(0) = 0 \), the second kind polynomials give better approximation in the low-frequency region.

We would like to emphasize here that the KPM has interesting physical meaning. The recurrence relations (A19) reveals indeed a connection between KPM and CVV method. By definition, \( \bar{M} = I - 2M/\omega^2_{\text{max}} \), so

\[
|u_{k+1}| = 2|u_k| - |u_{k-1}| - \delta t^2 M|u_k|
\]  

(A21)

with \( \delta t = 2/\omega_{\text{max}} \) and \( |u_k| \) is the vector at step \( k \) in the KPM. The Eq. (A21) has the same form as the first step Verlet integration of equations for atomic displacements [76]

\[
\dot{\mathbf{u}}_i(t + \delta t) = 2\mathbf{u}_i(t) - \mathbf{u}_i(t - \delta t) + \delta t^2 \ddot{\mathbf{u}}_i(t)
\]  

(A22)

where the acceleration \( \ddot{\mathbf{u}}_i(t) \) of the \( i \)th atom is defined by the Newton’s law (4) and \( \mathbf{u}_i(t) \) is the atomic displacement. Therefore, we can consider the integer variable \( k \) as a discrete time \( t = k \delta t \). Usually the time step \( \delta t \) should be much less than \( 1/\omega_{\text{max}} \) for reasonably small error in the integration procedure. The KPM relaxes this requirement to \( \delta t = 2/\omega_{\text{max}} \). The Chebyshev moments \( \mu_k = \langle u_0|u_k \rangle \) for \( k = 0, \ldots, K \) can be considered as auto-correlation functions of atomic displacements \( \mu(t) = \mathbf{u}(0)\mathbf{u}(t) \) for \( 0 \leq t \leq t_{\text{max}} = K \delta t \). The resulting VDOS (A12) is the Fourier transform of the Chebyshev moments. The finite frequency resolution \( \delta \omega \) corresponds to the finite-time limit \( 1/t_{\text{max}} \). Thus the KPM is similar to the CVV method (A1), however the remarkable properties of the Chebyshev polynomials allows to take a big time step \( \delta t = 2/\omega_{\text{max}} \) instead of much smaller time step \( \delta t \ll 1/\omega_{\text{max}} \).
The transverse displacement field \( \mathbf{u}_T(\mathbf{r}) \) has zero divergence, therefore it conserves the local volume. A natural analog of the local volumes in amorphous media are Voronoi cells constructed around each atom. By definition the Voronoi cell \( V_i \) associated with atom \( i \) is the set of all points in the surrounding space whose distance to the atom \( i \) is not greater than their distances to the other atoms \( j \) [77].

Displacements of atoms \( \mathbf{u}_i \) in amorphous media may (or may not) change volumes of Voronoi cells. We will call the displacement of atoms \( \mathbf{u}_i \) to be transverse if it does not change the volumes of all Voronoi cells. For that let us introduce a matrix \( A \) which is responsible for the relative change of the \( i \)th Voronoi cell volume \( V_i \) under \( j \)th atom displacement in the direction \( \alpha \)

\[
A_{i,j\alpha} = \frac{1}{V_i} \frac{\partial V_i}{\partial r_{j\alpha}}.
\]  

The explicit formula for the matrix \( A \) can be derived from geometry only [78]. Using this matrix the displacement of \( j \)th atom in the direction \( \alpha \), \( u_{j\alpha} \) results in the following relative change of the Voronoi cell volumes \( A_{i,j\alpha}u_{j\alpha} \). Summing over all \( j \) and \( \alpha \) gives the relative change of the \( i \)th Voronoi cell volume

\[
\varepsilon_i = \sum_{j\alpha} A_{i,j\alpha} u_{j\alpha}.
\]  

In the bra-ket notation this equation reads \( |\varepsilon \rangle = A |u\rangle \) where \( A \) is a rectangular \( N \times 3N \) matrix (with \( N \) being the number of atoms) and \( |u\rangle \) is a displacement vector with \( 3N \) elements. The matrix \( A \) is a discrete analog of the divergence operator.

By definition the transverse component \( |u_T\rangle \) of the arbitrary \( |u\rangle \) satisfies to equation \( A |u_T\rangle = 0 \), i.e. \( |u_T\rangle \) is the projection of the displacement \( |u\rangle \) to the null space of the matrix \( A \). The longitudinal component \( |u_L\rangle \) is a remaining orthogonal component of the displacement field and it is the projection of \( |u\rangle \) to the row space of the matrix \( A \). These projections have the following forms [79]

\[
|u_\eta\rangle = P_\eta |u\rangle,
\]

where

\[
\begin{align*}
P_L &= A^T (AA^T)^{-1} A, \\
P_T &= I - A^T (AA^T)^{-1} A.
\end{align*}
\]

One can easy check that \( A |u_T\rangle = 0 \) and \( \langle u_L | u_T \rangle = 0 \).

Thus \( P_L |j\rangle \) and \( P_T |j\rangle \) are projections of the eigenmode \( |j\rangle \) to longitudinal and transverse components respectively. Therefore, the total VDOS \( g(\omega) \) can be decomposed into the longitudinal and transverse components in general case independently on frequency \( \omega \)

\[
\begin{align*}
g(\omega) &= \frac{1}{N} \sum_{j=1}^{N} \delta(\omega - \omega_j) = g_L(\omega) + g_T(\omega), \\
g_\eta(\omega) &= \frac{1}{N} \sum_{j=1}^{N} \langle j | P_\eta | j \rangle \delta(\omega - \omega_j), \quad \eta = L, T
\end{align*}
\]
The eigenmode (as well as the correlation function (7)) contains the bilinear form of the VDOS (C9) and the Fourier transform (15), (16)). Therefore one can apply the KPM with the modified projection (A20)

\[ m_k^q = \langle u_0 | P_q | u_k \rangle. \]  

The results of this method are discussed in the Sec. III.
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