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Abstract—Previous work has shown that a neural network with the rectified linear unit (ReLU) activation function leads to a convex polyhedral decomposition of the input space. These decompositions can be represented by a dual graph with vertices corresponding to polyhedra and edges corresponding to polyhedra sharing a facet, which is a subgraph of a Hamming graph. This paper illustrates how one can utilize the dual graph to detect and analyze adversarial attacks in the context of digital images. When an image passes through a network containing ReLU nodes, the firing or non-firing at a node can be encoded as a bit (1 for ReLU activation, 0 for ReLU non-activation). The sequence of all bit activations identifies the image with a bit vector, which identifies it with a polyhedron in the decomposition and, in turn, identifies it with a vertex in the dual graph. We identify ReLU bits that are discriminators between non-adversarial and adversarial images and examine how well collections of these discriminators can ensemble vote to build an adversarial image detector. Specifically, we examine the similarities and differences of ReLU bit vectors for adversarial images, and their non-adversarial counterparts, using a pre-trained ResNet-50 architecture. While this paper focuses on adversarial digital images, ResNet-50 architecture, and the ReLU activation function, our methods extend to other network architectures, activation functions, and types of datasets.

Index Terms—convex polyhedra, polyhedral decomposition, dual graph, bit vectors, Hamming distance, Hamming graph, ensemble voting, adversarial attack, ResNet, FGSM, DAMageNet

I. INTRODUCTION

A number of deep neural network models (e.g., Resnet-50 [1], DenseNet [2], Inception [3], (to name a few) have demonstrated high accuracy on the classification of natural imagery. As a result, neural networks are being increasingly exploited in workflows, e.g., in commerce, transportation, medicine, and threat detection, that need to be robust and resilient. Attempts to construct exemplars deliberately designed to deceive these models are referred to as adversarial attacks. Such attacks pose a significant potential threat to systems that leverage machine learning for pattern recognition and predictive analytics, such as self-driving cars [4], or medical diagnostics [5].

There are a number of mechanisms to generate adversarial perturbations of a real image that can fool otherwise well-performing deep neural networks including convolutional neural networks (CNNs). [6]–[9]. In parallel, considerable research has been directed towards understanding the nature of adversarial images and how a network can be fooled [10]–[12], as well as building defenses against adversarial attacks [13]–[15].

To investigate the geometry of the data associated with adversarial attacks, one prominent area of research focuses on obtaining meaningful insights from the hidden layer representation of neural networks using metric learning [16] and examining the behaviors when projected to lower dimensional spaces through manifold learning [17]–[19]. These papers...
show that in these lower dimensional manifolds, adversarial images disentangle themselves and drift apart from original images or get closer to the targeted class in the case of targeted adversarial attack. This interesting behavior is then used to create various adversarial detection methods [20]–[23].

In this paper, we present an alternative approach to characterizing and detecting adversarial images based on information in the dual graph of a polyhedral decomposition.

We propose the use of bit vectors associated to training data and polyhedra partitioning the input domain. We provide evidence that these bit vectors capture discriminatory information that distinguishes valid data from that which has been adversarially perturbed.

This work has the following novel contributions:

• a bit vector characterization based on the dual graph of a polyhedral decomposition to discriminate adversarial from natural images,
• a classifier to identify discriminatory bits, and
• an application of the approach to adversarial attacks on ResNet-50 where adversarial images are identified with an accuracy rate around 90%.

Our work aims to relate adversarial images to bit vectors. In the future, we will investigate how the utilization of these bit vectors for adversarial image detection compares with current state-of-the-art methods. However, our current results focus on the exploration of bit vector properties and their link to adversarial images.

Other approaches in the literature connect polyhedral decompositions, or their associated bit vectors, to adversarial attacks but in different ways. For instance, Shamir et al., in [24] analyzed adversarial attacks with small Hamming distance, but with Hamming distance referring to the number of pixel values that were changed rather than the number of ReLU nodes that changed their activation parity. They found that one can change the classification determined by cells of a polyhedral decomposition or a trained neural network by changing a small number of pixels. Further, the polyhedral decompositions they consider are not generated by neural networks and thus have significantly fewer defining hyperplanes.

In [25], the authors regularized training by Hamming distances between the bit vectors of perturbed data. They showed that this approach yielded networks which were more robust to norm-bounded and perception-based adversarial attacks. In contrast, we are analyzing fixed neural networks not training new ones.

The paper is organized as follows: Section II discusses work related to the goals of this paper. Section III introduces the ResNet architecture, the image datasets, and the definition of bit vectors. Section IV first examines the similarities and differences of bit vectors for original images and their adversarial counterparts and then develops an algorithm to build the binary bit classifier. Section V demonstrates that the developed binary bit classifier can be applied to discriminate adversarial images from non-adversarial ones with an accuracy rate around 90%. Section VI describes the future work and Section VII concludes the paper.

II. GEOMETRIC FRAMEWORK

A trained feed forward neural network (FFNN) with the rectified linear unit (ReLU) as its activation function is a composition of a sequence of affine linear maps followed by component-wise application of ReLU, where ReLU leaves nonnegative values unchanged and maps negative values to zero. Suppose the neural network has \( h \) ReLU nodes. We will associate to each point in the input space a vector in \( \{0,1\}^h \) which we refer to as a bit vector. The entries of the bit vector record whether or not the corresponding ReLU node of the neural network fires for the given input point. The firing of the node can be interpreted as multiplying the number reaching the node by one while the non-firing of the node can be interpreted as multiplying the number reaching the node by zero. Due to this interpretation, the entry in the bit vector corresponding to a given node is recorded as a one if the ReLU function fired and as a zero if the ReLU function did not fire.

\[
\begin{align*}
\mathbb{R}^n & \xrightarrow{w^{(1)}y^{(1)}} \mathbb{R}^{h_1} \rightarrow \cdots \rightarrow \mathbb{R}^{h_{L-1}} & \xrightarrow{w^{(L)}y^{(L)}} \mathbb{R}^L & \xrightarrow{w^{(L+1)}y^{(L+1)}} \mathbb{R}^n \\
& \psi \quad \psi \quad \psi \quad \psi \quad \psi & \quad \psi \quad \psi & \quad \psi \quad \psi \\
\end{align*}
\]

\[
\begin{align*}
\varepsilon^{(j,0)} & \xrightarrow{\mathcal{W}(\varepsilon^{(j,0)} + y^{(j)})} \varepsilon^{(j,1)} \rightarrow \cdots \rightarrow \varepsilon^{(j,L-1)} & \xrightarrow{\mathcal{W}(\varepsilon^{(j,L-1)})} \varepsilon^{(j,L)} & \xrightarrow{\mathcal{W}(\varepsilon^{(j,L)})} \varepsilon^{(j,L+1)} \\
& \psi \quad \psi \quad \psi & \quad \psi \quad \psi & \quad \psi \quad \psi \\
\end{align*}
\]

Fig. 2. The process by which bit vectors are constructed from the layer-wise output of a ReLU FFNN using notation introduced in Section III(C).

A trained ReLU FFNN determines a convex polyhedral decomposition of its input space as each application of ReLU defines a hyperplane decision boundary in the input space. These decompositions can, in principle, be found using several algorithms [26]–[28]. To find the polyhedron containing a given point in input space, one must first find the bit vector corresponding to that point (see Fig. 2). All points inside of a particular polyheron have the same associated bit vector, so we say that each polyhedron is labeled or uniquely identified by its bit vector. A priori, the number of distinct polyhedra would appear to be \( 2^h \). However, the actual number of polyhedra, which corresponds to the number of realizable bit vectors, is much smaller. Suppose we fix a neural network architecture and train the network on a fixed data set using a fixed training algorithm. If we vary the initial state of the network before training, the resulting neural networks after training will typically correspond to differing polyhedral decompositions with differing numbers of polyhedra. It is an open problem to understand the distribution of trained network outcomes corresponding to a given distribution of initializations. While the number of polyhedra that partition the input space varies...
under different initializations, the number can be shown to be much smaller than $2^h$ [29]–[34].

As mentioned in the preceding paragraphs, each polyhedron in a given partition is uniquely identified by a bit vector. This effectively means that all points lying inside one of these polyhedra identically satisfy the inequalities defined by the layer-wise affine linear transforms (such as convolutions, multiplication of weight matrices, and addition of bias vectors) of the network and the ReLU activation pattern. More succinctly, the behavior of the neural network at points in a single polyhedron can be described with a single affine mapping from the network’s input space to its output space [35].

We refer to two polyhedra as neighbors if they share a common facet. Hence, two polyhedra are neighbors if and only if their associated bit vectors differ in exactly one bit. As a consequence, the dual graph to the polyhedral decomposition is a (typically “small”) subgraph of the Hamming graph corresponding to the possible ReLU activation patterns. Neighboring polyhedra have associated bit vectors that have Hamming distance one. The distance between two polyhedra can be measured as the length of a minimal walk in the dual graph of the decomposition between the corresponding vertices. Unfortunately, this way of measuring distances is impractical due to the size of the dual graph. The Hamming distance between the associated bit vectors of the polyhedra always serves as a lower bound for the minimal walk distance on the dual graph. Due to this property, we use the Hamming distance as a proxy for the minimal walk distance. Distance metrics derived from these polyhedral decompositions have been developed in [36]. Further, in [37], the topology of the Hamming subgraph induced from these polyhedral decompositions for networks trained on a simple (binary) classification task was explored.

III. MODEL, DATASETS, AND DEFINITIONS

In this section, we first introduce the ResNet architecture we use to derive the intermediate ReLU layer representations. Then we present the datasets we use in our analysis and experiments. Finally, we give the formal definition of bit vectors, the building blocks with which we construct our adversarial/non-adversarial classifier in Section IV.

A. ResNet Architecture

ResNet [38] is a popular neural network architecture. It is composed by stacking layers as blocks; each block includes convolutional layers, batch normalization, and ReLU activation functions. The mapping learned by each stack approximates the residual function $F(x)$, which is then added to the input $x$. Further, the network is composed of shortcut connections that provide an alternative pathway for the gradients to flow during back-propagation, thus improving the degradation problem in the deep neural network. These shortcut connections can be made either by using an identity mapping or 1x1 convolution in case the sizes of $x$ and $F(x)$ are different (Fig. 3).

| Layers     | Number of Outputs |
|------------|-------------------|
| ReLU       | 802816            |
| Block1 (x3)| 802816            |
| Block2 (x4)| 401408            |
| Block3 (x6)| 200704            |
| Block4 (x3)| 100352            |

Table I. Number of nodes in all 17 ReLU layers.

Our experiments focus on one particular variant of ResNet: ResNet-50, a 50-layer convolutional neural network which is pre-trained on ImageNet [39]. As discussed above, ResNet-50 uses ReLU as an activation function on the outputs from the convolutional layers; specifically, it has 17 ReLU layers in total. In this paper, we use the bit vectors obtained through all 17 ReLU layers of ResNet-50 to investigate the similarities and differences between images from the ImageNet database and adversarial images created by two adversarial attack methods. Specifically, ResNet-50 takes images of input size 224x224x3, and the activation pattern of each ReLU layer is stored as a bit vector (see (2)). The total number of nodes for the first individual ReLU layer and each block for ResNet-50 is detailed in Table I. The novelty of this approach is that the computational complexity is greatly reduced by the use of bit vectors as compared to using embedding space features in $\mathbb{R}^m$ for some large dimension $m$.

Although we focused our analysis on ResNet-50, this technique could be applied to any neural networks with ReLU activation functions.

![ResNet building blocks.](image-url)

1) ImageNet: ImageNet’s validation dataset [39] contains 50000 images for 1000 classes. Each class has 50 images. Following typical practice, we centrally cropped and resized these images to a size of $224 \times 224 \times 3$ and then normalized them with mean and standard deviation obtained based on all images in the training dataset.
2) Adversarial images using FGSM: We create an adversarial dataset, corresponding to the 50000 ImageNet images, using the Fast Gradient Sign method (FGSM) [12].

To create an adversarial attack, FGSM perturbs the original image in the direction determined by the gradients of the loss with respect to the input image thus maximizing the loss. It can be described using the following equation:

\[
\tilde{x} = x + \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y)),
\]

where \(x\) is the original input image, \(\tilde{x}\) is the adversarial image, \(y\) is the original image label, \(J\) is the loss, \(\theta\) is the model parameter, and \(\epsilon\) is the perturbation parameter. To create this adversarial dataset we use the perturbation \(\epsilon = 0.01\). The adversarial images are cropped and normalized the same way as the ImageNet images.

3) DAmageNet: DAmageNet is another dataset containing 50000 universal adversarial samples generated from the ImageNet validation dataset. It was created by [9] using an attack on attention: a technique which changes the attention heat map from the important area in the image to something irrelevant. This attack has shown to be very effective for multiple deep neural networks, even the networks with adversarial training can still have an error rate up to 70% with DAmageNet attack [9].

C. Bit Vectors

The rectified linear unit (ReLU) function is a piecewise linear function defined as:

\[
\text{ReLU}(x) := \max(x, 0) \quad \text{for } x \in \mathbb{R},
\]

where if \(x = [x_1 \ldots x_n]^\top \in \mathbb{R}^n\), then ReLU is applied on each component:

\[
\text{ReLU}(x) = [\text{ReLU}(x_1) \ldots \text{ReLU}(x_n)]^\top.
\]

Due to its computational simplicity, representational sparsity, and linear behavior, a network that uses the ReLU activation function is easier to train and often achieves better performance [40]. Therefore, ReLU has become a default activation function in many types of neural networks, especially convolutional neural networks.

Consider a neural network which has the ReLU activation function occurring in some layers. For a given image \(x^{(j,0)}\) from the neural network’s input space \(\mathbb{R}^m\), denote its output in the \(j^{th}\) ReLU layer as \(\tilde{x}^{(j,i)} = [\tilde{x}_1^{(j,i)} \ldots \tilde{x}_{h_i}^{(j,i)}]^\top = \text{ReLU}(x^{(j,i)}) \in \mathbb{R}^{h_i}\). We define its bit vector in that layer as \(s^{(j,i)} = [s_1^{(j,i)} \ldots s_{h_i}^{(j,i)}]^\top\) with

\[
s_j^{(j,i)} := \begin{cases} 1 & \text{if } \tilde{x}_j^{(j,i)} > 0 \\ 0 & \text{if } \tilde{x}_j^{(j,i)} = 0, \end{cases}
\]

where \(h_i\) is the number of nodes in the \(j^{th}\) ReLU layer, \(\sum_i h_i = h\). So, for an \(h_i\)-dimensional output \(\tilde{x}^{(j,i)}\) in the \(j^{th}\) ReLU layer, \(s^{(j,i)}\) gives a vector in \(\{0, 1\}^{h_i}\) encoding which nodes of the \(j^{th}\) layer were activated by the ReLU function after taking \(x^{(j,0)}\) as input. This is further clarified in Fig. 2 with a simple case of ReLU FFNN. These bit vectors represent the activation patterns that appear in the neural network as the input flows through it. Each region in the polyhedral decomposition of the input space follow the same path through the neural network, namely, the one described by the bit vector labeling that region.

IV. LINK BETWEEN BIT VECTORS AND IMAGES

In this section, we examine the link between bit vectors and image datasets. We first investigate the similarities and differences between the original images from the ImageNet validation dataset and FGSM/DAmageNet adversarial images by analyzing their bit vectors in all 17 ReLU layers. Inspired by the differences, we then develop a binary classifier that can be used to detect adversarial images.

A. Similarities Between Original and Adversarial Images

To the human eye, adversarially-altered images are very similar to their unaltered versions, but are often misclassified by neural networks. The bit vectors of original images and adversarial images do share some properties, as shown below.

![Fig. 4. Distribution of percentage of active bits across all 17 ReLU layers for 50k original and FGSM images.](image-url)
B. Differences Between Original and Adversarial Images

In the intermediate layers of neural networks, the representations of the images change as the input propagates through each layer of the network. In the penultimate layer, the images are mapped to the embedding space that maps to the networks’ final prediction (i.e., the softmax layer). We want to explore whether the bit vectors corresponding to the ReLU outputs across all the layers of the network, rather than just the penultimate layer, give meaningful information that can be used to differentiate adversarial images from the original ones.

One way to distinguish the adversarial images from the original ones would be to find discriminator nodes. Theoretically, these would be nodes where all original images and all adversarial ones are opposite, i.e., the output bits at those discriminators are 1’s for all original images but 0’s for all adversarial images (or, 0’s for all original and 1’s for all adversarial). As shown in Fig. 8, such discriminators do not exist in practice (if they did, the difference would be 1 or −1); however, Fig. 8 does show there are some nodes where the difference in the percentage of 1’s across original ImageNet and FGSM images is around ±0.6. Such nodes may be distinct enough to approximate the theoretical power of perfect discriminator nodes. The differences ±0.6 in Fig. 8 imply that there may exist a subset of nodes where 80% of original images have 1’s (or 0’s) and only 20% FGSM images have 1’s (or 0’s). This in turn motivates us to select special node indices where it is simultaneously true that a percentage higher than a certain threshold of the original images have 1’s (or 0’s) and more than the same threshold FGSM images have 0’s (or 1’s).

For example, we set the threshold for the percentage of original images having 1’s as 77% to select a set of nodes and the same threshold for the percentage of adversarial images having 0’s to select another set of nodes. We then take the intersection of these sets – presuming it is non-empty – to select the discriminator bits. Fig. 9 shows that from these two sets, there do indeed exist some discriminator bits, that is, two special nodes in the 9th ReLU layer. Similarly, Fig. 10 shows that there exist three special nodes where more than 77% original images have 0’s but more than 77% adversarial images have 1’s at those locations in the 10th ReLU layer.

The selected indices inspire us to develop a binary classifier to differentiate adversarial images from original images by only using the selected special bit locations where the bits are different for the majority of original images and adversarial images and “majority” is defined by the threshold value.
C. Binary Bit Classifier

Let \( \mathcal{O} \) and \( \mathcal{A} \) be sets of \( N \) original and adversarial images from given datasets. Using ResNet-50, we first extract the outputs of all intermediate 17 ReLU layers for each image. We then find its bit vectors in all 17 ReLU layers. Consider the \( j \)-th original image, \( x^{(j,0)} \), and the adversarially altered version of \( x^{(j,0)} \), which we denote with \( \tilde{x}^{(j,0)} \). Define their bit vectors from the \( i \)-th ReLU layer as \( s^{(j,i)} = [s_1^{(j,i)} \ldots s_{h_i}^{(j,i)}]^T \) and \( \hat{s}^{(j,i)} = [\hat{s}_1^{(j,i)} \ldots \hat{s}_{h_i}^{(j,i)}]^T \), respectively.

Of all nodes from ReLU layers, consider the \( k \)-th one. Without loss of generality, say that this node is the \( r \)-th node in the \( i \)-th layer. We calculate \( P_k \), the percentage of the original images whose bit vectors have a value of 1 in this location, and \( \hat{P}_k \), the percentage of adversarial images whose bit vectors have a value of 1 in this location, which are defined

\[
P_k = \frac{1}{N} \sum_{j=1}^{N} s_{r}^{(j,i)}, \quad i = 1, \ldots, 17 \quad \text{and} \quad \hat{P}_k = \frac{1}{N} \sum_{j=1}^{N} \hat{s}_{r}^{(j,i)}, \quad i = 1, \ldots, 17.
\]

We then define a list of sets \( C^{(i)} = [C_1^{(i)}, C_2^{(i)}, C_3^{(i)}, C_4^{(i)}] \), with

\[
C_1^{(i)} = \{ k : P_k \geq \lambda_1 \} \quad (\lambda_1 \in [0, 1]),
\]
\[
C_2^{(i)} = \{ k : 1 - \hat{P}_k \geq \lambda_2 \} \quad (\lambda_2 \in [0, 1]),
\]
\[
C_3^{(i)} = \{ k : 1 - P_k \geq \lambda_3 \} \quad (\lambda_3 \in [0, 1]),
\]
\[
C_4^{(i)} = \{ k : \hat{P}_k \geq \lambda_4 \} \quad (\lambda_4 \in [0, 1]).
\]

Each of these four sets in the list \( C^{(i)} \) denote the set of node indices at layer \( i \) where the bits for at least \( 100\lambda_1 \) percent original images are 1’s, where the bits for at least \( 100\lambda_2 \) percent adversarial images are 0’s, where the bits for at least \( 100\lambda_3 \) percent original images are 0’s, and where the bits for at least \( 100\lambda_4 \) percent adversarial images are 1’s, respectively. Now we define the list of sets \( C = [C_A, C_B] \) with

\[
C_A = \bigcup_{i=1}^{17} C_{1}^{(i)} \cap \bigcup_{i=1}^{17} C_{2}^{(i)} \quad \text{and}
\]
\[
C_B = \bigcup_{i=1}^{17} C_{3}^{(i)} \cap \bigcup_{i=1}^{17} C_{4}^{(i)},
\]

where \( C_A \) denotes the set of node indices in all 17 ReLU layers where the bits for at least \( 100\lambda_1 \) percent original images are 1’s, and at least \( 100\lambda_3 \) percent adversarial images are 0’s and \( C_B \) denotes the set of node indices at all 17 ReLU layers where the bits for at least \( 100\lambda_2 \) percent original images are 0’s, and at least \( 100\lambda_4 \) percent adversarial images are 1’s. We denote the classifier bit vector as

\[
B_C = \left[ \frac{1}{|C_A|} \ldots 1 \ldots 0 \ldots 0 \right]^T,
\]

where \( |C_A| \) and \( |C_B| \) denote the number of node indices in set \( C_A \) and \( C_B \), respectively.

Now for any new image \( x^{(j,0)} \), we first calculate its bit vectors for all 17 ReLU layers through the ResNet-50, and extract the values at the node indices in the \( C \), the list of classifier index sets. Then we compare the bit values from the extracted node indices with \( B_C \). If at least 50\% node indices have the same bits, it is classified as an original image, otherwise it is classified as an adversarial image. The pseudo code for obtaining the binary classifier is summarized below in Algorithm 1.

Algorithm 1 Binary Bit Classifier Algorithm

**Input:** \( \mathcal{O}, \mathcal{A}, \lambda_1, \lambda_2, \lambda_3, \lambda_4, \) ResNet-50

**Output:** \( C \) and \( B_C \)

1. Compute \( s^{(j,i)} \) for each image \( x^{(j,0)} \in \mathcal{O} \) and \( \hat{s}^{(j,i)} \) for each image \( \tilde{x}^{(j,0)} \in \mathcal{A} \) in the \( i \)-th ReLU layer using (2).
2. Compute and \( P_k \) and \( \hat{P}_k \) using (3) and (4), respectively.
3. Compute \( C^{(i)} \) using (5).
4. Obtain \( C = [C_A, C_B] \) using (6) and then generate \( B_C \) using (7).
V. EXPERIMENTS ON ADVERSARIAL DETECTION

In this section, we apply the binary classifier to detect adversarial images. To test the classifying strength of our classifier, we perform two experiments, one using the FGSM dataset and the other using DAMageNet. ImageNet serves as the original image dataset for both experiments. For both experiments, we divide the data into train, validation and test split with (40k, 5k, 5k) images each from the ImageNet dataset and FGSM or DAMageNet datasets. We use the same value for the four thresholds $\lambda_1$, $\lambda_2$, $\lambda_3$, and $\lambda_4$.

For the first experiment, using the training data, we first find the classifier bits with 12 threshold values uniformly selected from $[0.45, 0.77]$. We use 0.77 as the upper limit of the threshold values, because no classifier bits could be found with value $\geq 0.78$.

The accuracy for the threshold 0.54 is 90.98%, which is comparable to 91.14%. And the true positive (TP) (where positive means non-adversarial) and true negative (TN) rates for these two threshold values are both comparable. The TP for 0.51 and 0.54 is 0.860 and 0.859, respectively, and the TN for them is 0.962 and 0.960, respectively. However, if we consider the number of classifier bits which influences the computational time, 0.54 is a more suitable threshold to choose because it corresponds to far fewer classifier bits.

Fig. 12 shows the number of classifier bits in all 17 ReLU layers for both thresholds. Layer 2 has the largest number of classifier bits among all layers for both parameters, but the threshold 0.51 corresponds to a much bigger number of classifier bits in all layers than 0.54. The accuracy rate for the test dataset is 89.84% with the threshold 0.54.

![Fig. 11. Accuracy plot for FGSM.](image1)

![Fig. 12. Classifier size comparison for threshold 0.51 and 0.54.](image2)

The second experiment is performed with DAMageNet on similar lines with 11 threshold values uniformly selected from $[0.5, 0.66]$. The upper limit of the threshold is smaller than for FGSM, which is justified by the nature of adversarial attacks used to create these datasets. Specifically, images in DAMageNet subjectively appear more perturbed than FGSM images. Fig. 13 (cf. Fig. 8) shows that the difference of the percentage of 1’s is condensed between −0.4 and 0.4; so, in order to find the classifier bits where the majority of the adversarial images behave exactly opposite to majority of the original images, we need to lower the threshold.

![Fig. 13. Difference of percentage of active nodes between original and DAMageNet images.](image3)

For DAMageNet, we observe (see Fig. 14) the peak accuracy 90.38% at the threshold of 0.61 and then the accuracy drops significantly if we decrease the threshold value. Also, for all thresholds, the number of classifier bits are one order of
The main contribution of this work is the link of ReLU activation patterns encoded as \{0,1\} vectors to various kinds of adversarial attacks. We compared the ReLU activation patterns of adversarial images to the ReLU activation patterns of non-adversarial images to find the bit locations that have a discriminatory capability of identifying adversarial attacks. These bit locations were then used to ensemble vote to construct a binary bit classifier. With this simple technique, we were able to distinguish between adversarial and non-adversarial images with over 90% accuracy. This indicates the feasibility of utilizing dual graphs to analyze and detect adversarial attacks on images via the bit vectors. We believe our detection approach can be extended to other networks and adversarial attacks.
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