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\textbf{ABSTRACT.}

Peer-to-Peer (P2P) systems allow decentralization, sharing of all the resources of a network with direct communication and collaboration between nodes. There are three main families of P2P networks: the centralized architecture, the decentralized architecture that can be structured or unstructured and the hybrid architecture. Today, there are several implementations for structured decentralized architectures. This implies that the insertion and search algorithms are different. Among them we have; Chord, Pastry, Kademlia, CAN(Content Addressable Network). The choice of these DHTs (Distributed Hash Table) for an application is made on the basis of their performances. Studies of each of these DHTs mentioned have been done, proving their performance. But a comparative study of the four DHTs Chord, Pastry, CAN, Kademlia has not been clearly addressed by previous works. In this paper, we have conducted a comparative theoretical study of the DHTs Chord, Pastry, CAN, Kademlia. Then, by simulation, we have evaluated the performances in terms of latency, number of hops and number of transmitted messages. Our study clearly shows the differences between mathematically established performance and actual performance in an environment with less restriction. This analysis was made from the data obtained by using the simple network layer of the PeerfectSim simulator. This simulator abstracts the different network layers, which gives the advantage of testing the performances with reasonable accuracy. The use of the single network layer can be considered an ideal case because the node searches are done locally.
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1. \textbf{INTRODUCTION}

With the arrival of concept of P2P, people have changed the way they use Internet. It allows users to create an application based on a virtual network in which data can be exchanged, even with the restrictions of the underlying networks of the Internet, such as firewalls, dynamic IP address assignment (1). This new generation of file sharing systems has been completely decentralized in terms of storage and resource sharing. It has many advantages that break the limits of the client/server model. We have among others:

- the absence of a central element allowing to increase considerably the fault tolerance of the services, because if the disappearance of a server generates the unavailability of the offered service, the disappearance of a peer is without consequence;
- the fair distribution of data and executed tasks balances the traffic of the underlying network and the load assigned to each participant;
• the potential aggregation of the computing power and storage space of millions of machines offers users a power that exceeds any existing centralized infrastructure;

• the use of machines belonging to different owners allows to reduce the costs related to the purchase and maintenance of equipment.

In the absence of centralized and fixed coordination, P2P networks, for more scalability, allow interaction between the nodes that constitute them. This scalability is made even more robust by the introduction of Distributed Hash Tables (DHTs) in P2P systems. When a peer-to-peer network is equipped with this indexing distributed technique, over all the nodes, it is then referred to as a structured system. The most known are CAN [21], Kademlia [6], Pastry [20] and Chord [11]. The principle of these structured networks is to organize the peers according to a structured logical network. The routing protocols in P2P networks using DHTs are simply called DHTs. A Distributed Hash Table is a data structure that associates a key with an object by hashing and create an index. A key is the result of a hash function (e.g. SHA-1: Secure Hash Algorithm) applied to an element of the object. For example, the key of a peer is the result of applying a hash function to the IP address of its node, while the key of an object is the hash of its name. The particularity of distributed hash tables is the new distribution and localization technique it proposes. In a DHT, peers and objects are identified in the same namespace. Each node is responsible for a portion of the keys in the system and each object is stored in the node whose identifier is closest to its key according to the distance metric used. These structured P2P networks give several types of routing topology that will change the performance of peer-to-peer systems. The trend today is to use these DHTs in all peer-to-peer applications.

In most of the DHT comparison work, a study of the four protocols that are the subject of our study is missing. The objective of our work is to make a comparison of the theoretical and practical performances of the CAN, Pastry, Kademlia and chord protocols. We are interested in metrics such as the number of hops, the latency, the success rate of the messages sent. Our contribution is to compare in terms of hop count, latency and transmitted messages both theoretical results and simulation results of CAN, Pastry, Kademlia and chord protocols by using the peerfactSim [18] simulator. This simulator abstracts the different network layers which gives the advantage to test the performances with a good accuracy.

Our article is subdivided in three main parts. First, we analyze the operating principles of the four DHTs that are the subject of our study. Secondly, we proceed to their simulation and finish with a comparative analyse.

Fig 1: Architecture of a P2P overlay network, from [9].
2. RELATED WORKS

2.1. Principle of the Kademlia DHT

2.1.1. Distance between Two Nodes With XOR Metric

The notion of distance in the Kademlia protocol is based on the “or-exclusive bit by bit” operator. For two given identifiers (id), the distance between them is:

\[ d(x; y) = \text{XOR}(\text{binary}(x); \text{binary}(y)) \] (1)

The mathematical properties of the XOR [3] allow us to say that its result is always positive or null (only if \( x = y \)), \( d(x;y) = d(y; x) \), which guarantees the symmetry of this metric. Thus we obtain the distance between two id.

2.1.2. The Kademlia protocol works

Kademlia is a network protocol based on distributed hash tables and the XOR metric. It uses the principle of distributed hash tables to prioritize and organize the network into a binary tree. The complexity being in \( \log(n) \) during a search (Fig:2). One of its main advantages compared to other DHT systems is the reduced number of configuration messages to send. In terms of searching for its neighbors, a node must be able to know the network topology to be able to transmit its requests with a short latency. This latency is kept to a minimum by using the UDP [10] protocol to send all configuration and communication messages within the network. Similarly, requests are sent in parallel and not synchronized to speed up transmission times and avoid waiting times from faulty nodes. Each node in the network has its own identifier (id) which is a 160 bit key. The entries of the hash table are also 160 bit keys, and are associated with a value, which in our case will be a structure, which gives the pair (key-value) as element of the table. A node in the network stores in its table only those (key-value) pairs whose key is nearest to its id. The other main advantage of Kademlia is the new XOR metric used. Since it is a symmetric metric, it allows Kademlia’s nodes to receive query responses from the same set of nodes as contained in its table (the set of nodes that corresponds to the set of nodes contacted). Indeed, the nodes of the Kademlia network update their routing table with each UDP message received, and store, if necessary, the information relating to the sending node. Each node “A” in Kademlia maintains a routing table composed of a set of nodes called buckets. The nodes in the buckets are ranked in order of distance according to the XOR metric. The average degree of a node is therefore \( O(k \times \log^2 N) \). All the nodes of the same bucket are at the same distance from node "A". Each bucket corresponds to a sub-tree (Fig:2) and contains \( k \) neighbors classified according to their seniority in the system.

Fig 2: Kademlia tree, from [6]
The blue circles in Figure (Fig:2) represent the neighbors of node 0011. The location of an identifier (or key), which can represent a connected machine or a file in the network, relies on a unique search algorithm, unlike many other DHTs. Indeed, the space of identifiers is treated by Kademlia as a binary tree where each node of the network is a leaf corresponding to a unique identifier. If the tree is not complete, the search for an identifier may not converge to a unique identifier, but return all the nearest identifiers. For a given node, we divide the binary tree into a series of sub-trees that do not contain the intended node. The first sub-tree obtained corresponds to half of the starting tree not containing the node. The next one is the half of the remaining tree that does not contain the node, and so on. The Kademlia protocol ensures that all nodes in the network know at least one node in each of its subtrees. This guarantee allows any node in the network to contact another node by its identifier.

2.1.3. Arrival and Departure of a node

When a new peer ”A” arrives on the overlay, it generates its own identifier (id), then sends a message containing its key. When a peer receives a message, it updates the appropriate bucket. If the sending node is already in that bucket, it is moved down the list. Otherwise, if the bucket is not full, the new entry is inserted. If the bucket is full, node ”A” sends a PING to the oldest neighbor in this bucket. If the latter responds to the PING, it is then moved to the end of the list and the new entry is ignored. Kademlia therefore keeps the oldest nodes in the network in its table. A peer is detected as unavailable when the other peers can no longer communicate with it due to a failure or breakdown. Thus, the other peers update their routing tables. Applications like BitTorrent and mule work using Kademlia.

2.2. Principle of the Chord DHT

2.2.1. Protocol Operation

In a Chord overlay network [11], nodes are organized in a directed ring topology of \(2^m\) peers, where \(m\) is the number of bits in the used hash function (typically 160 bits). Each peer is linked to a predecessor and several successors. A node maintains a routing table to nodes of identifiers \(n + 2^{K-1}\) with \(k\) the number of bits used for identification. The table is thus of logarithmic size and the key search operations are performed in logarithmic time. The Chord protocol keeps track in its \(K\)-entry routing table and users can contact \(K\) nodes in the network directly to transmit their requests.

![Architectuur van een Chord netwerk][19].

2.2.2. Routing in Chord

The Chord [11] protocol is the simplest implementation of a DHT. There is no routing table. Each node communicates only with its successor in a stringlike fashion. For example, when a
query is made for a key, each node examines whether the key being searched for is less than or equal to its successor’s identifier. If there is a match, then the node returns its successor’s id. In addition, there is a more optimal routing. Figure (Fig:4) describes how in optimal routing one can very quickly find a user in this decentralized network. Suppose that user ”A” is looking for user ”B”, because he has a file that he is looking for. User ”A” needs the IP address of this user, but only knows the key ”Key(B)” in the Chord network (this key alone does not give a route in the physical network of the Internet). The user ”A” has stored in his memory the log (N) nodes corresponding to the log(N) additional links he has on the virtual ring. If B is among these nodes, then ”A” finds directly the address of ”B”. Otherwise, ”A” will send its request to the node whose key is nearest to ”Key(B)” among the log (N) nodes that it has stored.

Fig 3: Optimal routing in Chord [19].

Chord supports well the scaling. Different works [14] have been conducted and show that the average length of path used to route a request evolves in $O(\log(N))$, with $N$ the size of the network.

2.2.3. Arrival and Departure of A Node

When a new peer X arrives on the overlay, it first takes its place in the ring according to its identifier (node id). Then it sends a message to the nearest successor, which sends all its lower keys to the peer X. Then the peers update their routing tables. A peer is detected as unavailable when the other peers cannot communicate with it because the failing peer has left the overlay or a failure has been introduced. Then the other peers update their routing tables. There are several applications that use Chord as their basic protocol. There are :

- CFS (Collaborative File System) [5]: a file system distributed at the scale of the Internet, and where each file is shared in blocks;
- ConChord [1]: a distributed infrastructure that uses CFS and issues SDSI (Simple Distributed Security Infrastructure) certificates.

2.3. Principle of the Pastry DHT

Pastry is a purely decentralized system [20] inspired by Chord’s ring topology, but the identification space is circular and undirected, so searches can be done in either direction. The
identifier of a node has a size of 128 bits and is obtained randomly through a hash function based on the IP address or by using a public key.

The identifiers are generated and distributed uniformly over the identifier space. Routing is guaranteed by distinguishing the node in the table, presenting the longest common prefix with the resource identifier to make the next routing. Pastry is based on a prefix-based routing mechanism.

2.3.1. Routing in Pastry

Let's assume that a node ”A” is looking for another node with key ”K” to transmit a message ”m”, it routes the message the node that has the identifier \( idNode \) nearest to numerically to the key ”K”. In other words to a node where idNode shares with the key K, a common common prefix. This routing is based on the prefix matching. The figure(Fig:5) shows an example of message routing, where node 89B1CC routes a message to the node that key is E19BCA. In the first step, node 89B1CC sends the message to a node whose identifier has a digit in common with the key it is looking for. In this example the node is EF25BA. During the second step, the node E1CC5A retransmits ”m” to a node whose identifier has three digits in common with the searched key, here the node E192C5. So on until ”m” reaches the node whose key is E19BCA.

Fig 4: Routing a message from node to node in Pastry[20]

2.3.2. Arrival and departure of a node

When a new peer X arrives on the overlay, it generates its node id, then sends a message containing its key. The DHT Pastry forwards the message to the numerically nearest node id. Then each intermediate peer in this route sends a row of their routing table corresponding to the node id to X. X then establishes its routing table from this information. A peer is detected as unavailable when the other peers can no longer communicate with it, i.e. when the failing peer leaves the overlay or when a failure has been introduced. This causes the other peers to update their routing tables. There are also some applications based on Pastry:

- Scribe [23]: a multi-group broadcast application.
- Pastiche [13]: a backup system which exploits the available capacities of the memories distributed in the network.
2.4. Principle of the CAN DHT

The CAN distributed hash table design described is based on a virtual cartesian coordinate space of torus space (Fig:6). This coordinate space is completely logical and has no relation to any physical coordinate system. At any point in time, the coordination space is dynamically shared among all the nodes in the system so that each node has its own distinct area in the space.

Fig 5: Space CAN on two dimensions [21]

The CAN DHT provides a multidimensional cartesian vector space where each portion of the space can be adopted by a node, and each node acquires information about its directly connected neighbors. Each identifier is converted into coordinates in CAN space. The routing in CAN is done from near to near, passing through all the neighbors until it reaches the target peer. To make a hop, the node receiving the request communicates it to the neighbor whose coordinates of that neighbor overlap on d-1 dimensions and are contiguous on the remaining dimension. At each hop, we can only change coordinates on one dimension. For example, the previous figure (Fig:7) shows a two-dimensional coordinate space of [0; 1] over [0;1] partitioned between 6 CAN nodes. This virtual coordinate space is used to store (key, value) pairs: to store a (key, Value) pair, the key is determined on a point P in the coordinate space using a uniform hash function. The corresponding (key, value) pair is then stored on the node that owns the field. To retrieve an entry that matches a key, any node can apply the same deterministic hash function to map the given key to point P and retrieve the corresponding value from point P. If point P is not owned by the requesting node or its immediate neighbors, the request must be routed through the CAN infrastructure until it reaches the node in the area. Efficient routing is therefore a critical aspect of the CAN protocol. Nodes in CAN automatically organize themselves into an overlay network that represents this virtual coordinate space. A node learns and maintains the addresses of nodes that contain coordinate areas adjacent to its own area. This set of nearest neighbors in the coordinate space serves as a coordinate routing table.
In Figure (Fig.7), node 5 is a neighbor of node 1 because its coordinate area overlaps with 1 on the Y axis and follows along the X axis. On the other hand, node 6 is not a neighbor of 1 because their coordinate areas engage along the X and Y axes. Using its neighboring set of coordinates, a node transmits a message to its destination by a simple gluttonous routing: a path that is constructed point by point to the neighbor with coordinates nearest to the destination coordinates. For a space divided into \( n \) equal areas, the average routing path length is \( O(d/4) \) \((n^{1/d})\). The hops and individual nodes maintaining the 2d neighbors. These scaling results mean that for a \( d \)-dimensional space, we can increase the number of nodes (and thus areas) without increasing the state of the nodes. However the average path length increases and can tend to \( O(n^{1/d}) \). Note that many different paths exist between two points in space, even if one or more of a node’s neighbors should crash, a node can automatically route to another available path. But when a node loses all of its neighbors in a certain direction there are repair mechanisms that are triggered.

Note: the formula \((d/4) (n^{1/d})\), represents the average routing path length of CAN. The routing depends on two factors: the size of the network\((N)\) and the dimension of the space\((d)\). Thus by varying \( d \) from 2 to 4 and by taking \( N=1000 \) , we have the evolution of the average number of hops on the figure (Fig.8). These graphs show that for a two \((02)\) dimensional space the average number of hops goes from 5 per 100 nodes to about 16 per 1000 nodes. For a 3-dimensional space, the value of the average number of hops varies from 1.54 to 3.33 per 1000 nodes. This evolution tends the logarithmic order: \( \log(N) \). For a 4 dimensional space, the value of the average number of hops decreases considerably. It goes from 0.8 to 1.4 per 1000 nodes. In conclusion: the more the space is multidimensional, the more the routing improves considerably.
2.5. Optimization of DHTs with the De Bruijn graph

The routing of the various DHTs previously studied can be optimized by adopting the De Bruijn graph approach. De Bruijn’s graph is a fixed degree directed graph with outgoing and incoming edges for each node. The degree is the total number of nodes. It has a diameter of $\log_k N$ with $N$ the number of nodes and $k$ outgoing edges and $k$ incoming edges. An arc is drawn between two vertices if the last $n-2$ characters of the initial word correspond to the first $n-2$ characters of the terminal word. The arc is labeled by the last character of the terminal word (Fig: 9). The authors in [8] have proposed the construction of DHTs (CAN, Chord, Pastry) on a graph of fixed degree to obtain a small routing diameter. Indeed, with De bruijn’s graph, the routing is done with half the time of the classical approach of CAN or Chord. Moreover, De Bruijn’s graphs offer a diameter four times smaller than those of Chord or CAN. Thus, implementing CAN based on the De Bruijn graph would give it a better performance in terms of routing.
2.6. Work on the Analysis of DHTs

A comparison of the performance of Chord and Kademlia DHTs in a context of high churn has been proposed by Elizabeth Perez and Miguel Lopez in [4]. This study shows that under similar conditions (experiment condition), Kademia shows higher performance than Chord. Therefore, these authors concluded that DHTs must have mechanisms to deal with high churn throughout their existence. Otherwise they may not reach a state where peers are properly connected. In addition, the results suggest that DHTs should rely on less dynamic peers to improve their performance. An evaluation of structured peer-to-peer performance in mobile networks described in [7] evaluates the performance of five structured P2P protocols based on popular DHTs, namely: Chord, Pastry, Kademlia, Broose [7] and EpiChord [7]. This experimentation showed that Kademlia and EpiChord are good candidates for mobile networks that have an environment with a high churn rate. In addition, a study of Kademlia and Chord protocols in a peer-to-peer session initiation environment (P2P SIP) shows that Chord offers slightly better scalability in terms of messaging cost. The difference is mainly a consequence of Kademia’s higher frequency of keepalive. The second finding was that the average packet size was slightly smaller (about 14%) when using Kademlia. The results regarding routing performance revealed that Kademlia is much better compared to Chord by about 40% shorter search path length on average. The differences can be explained both by the general routing efficiency of the topologies used and by the means of updating the routing information. It must be noted that this work did not clearly establish a comparison of the CAN, Pastry, Chord and Kademlia DHTs. In this work, we have conducted a comparative theoretical study of the DHTs Chord, Pastry, CAN, Kademlia. With a simulation, we will evaluate the performance in terms of latency, number of hops and number of transmitted messages. This study is done using the simple network layer of the peerfactsim simulator. The use of the single network layer can be considered as an ideal case because the node searches are done locally.

2.7. Existing Peer-to-Peer Simulator

There are many simulators for peer-to-peer networks. We give in this paragraph an non-exhaustive list of peer-to-peer simulators.

- P2Psim [16]: Simple to use but with limited statistics, scales to 3000 nodes maximum. It does not have a graphical display.
- PeerSim [16]: Scales up to 106 nodes in cyclic mode. The physical network is not modeled, there is little documentation on the discrete event simulation mode and there is no graphical visualization.
- QueryCycle [16]: specialized in file exchange systems with a network modeling in cyclic mode; scaling up to 20 nodes.
- OverSim [16]: scaling up to 105 nodes, physical network modeling, network visualization and statistics. Several DHTs implemented Chord, Kademlia. In case of error it blocks the simulation without displaying error messages.
- PeerfactSim [18]: the nodes of the physical network are modeled, possibility to visualize statistics. Several DHTs implemented like Chord, Kademlia, CAN, Pastry and also content distribution systems like gnutella. It scales up to more than 105 nodes, generates data files even in case of errors and consumes more memory compared to other simulators like PeerSim.

In the context of this study, we have chosen the peerfactSim simulator for various reasons that we will give in the following subsection.
2.8. The PeerfactSim simulator

The PeerfactSim simulator, based on Java, is a project launched by the Multimedia Communication Laboratory (KOM) for the simulation of large-scale peer-to-peer systems. It is often called PeerfactSim. PeerfactSim peer act is a discrete-event P2P simulator written in Java, developed by the Technical University of Darmstadt and published under the GNU General Public License. The stated goal of the project is to create an adaptive and lightweight simulation tool for efficient, accurate and realistic modeling of P2P protocols and applications.

2.9. Advantages

This simulator particularly meets our expectations in the sense that its architecture clearly separates the different levels of abstraction:

- at the level of the IP network layer, the simulator models the latency times for each message sent;
- at the overlay network layer, existing P2P protocols (CAN, Omicron, Chord, Kademlia, Pastry) are originally implemented in the simulator;
- at the user level, the user behavior part is totally detached from the corresponding physical node. Thus, we can implement a behavior model without having to modify the network parts. In addition, the spatial and temporal distribution of users is taken into account.

2.10. Drawbacks

The documentation is relatively weak and the only way to learn how the simulator works is to dive into its implementation and have some knowledge of the P2P protocols that are implemented. The basic architecture of PeerfactSim, can currently be divided in two parts: the functionality layer and the simulation layer (the PeerfactSim engine). Each layer provides well defined interfaces to express its individual functionality, operations and services provided. Specifically, the core components for each layer are identified and provide different services that can be used by other layers or components. The network layer of the simulator maintains a number of services that embody the functionality of the three lower layers of the ISO/OSI model.

3. The Characteristics of The Simulation Layer

In general, all discrete event-based simulations have a common structure. We will briefly describe some of the components.

3.1. The Event Scheduler

This is the most executed component during a simulation. This method is executed before each event and can be called several times in an event to trigger other new events. The actions performed by this method are:

- the scheduling of event x at a time t;
- the cancellation of a previously scheduled event x;
- the obtaining of the simulation time;
- the determination of the final time of a simulation.
3.2. Simulation Time and Progression Mechanism

Each simulation has a global variable representing the simulation time. The scheduler is responsible for the progress of this time which will be updated automatically according to the time of the nearest event.

3.3. The Event Queue

The planning of events is done by keeping an ordered list of future events to simulate. Each simulation event contains the time at which it should occur and a reference to a simulation event handler who will be informed of the occurrence of this event.

3.4. Hosts in the simulator

It is important to understand that, during a simulation, each peer is represented by a host (Figure 10) in the current version. This host is implemented by the DefaultHost class. The host also includes an additional component called HostProperties that contains general information about the download rate, bandwidth consumed according to the requirements of the simulation. HostProperties can be extended with other properties such as CPU power, storage, RAM, etc.

3.5. Simulation With the Simple Network Model Implemented in Peerfactsim

The simple network model is intended to implement a stable and efficient network layer, without going into too much detail about the network characteristics. It is mainly applicable for debugging and testing overlays and provides a fast simulation. Other aspects include high memory efficiency and faster loading of network stacks at the beginning of the simulation. Currently, only transmissions with UDP (User Datagram Protocol) can be configured using this network layer. The use of this layer can be considered as the ideal case.

![Fig 10: Architecture of peerfactSim](18)

3.6. Description of the Simple Network Model

3.6.1. The addressing

The addressing scheme applied to the simple network model is based on integers. The address of a simulated peer in the network layer is assigned by the Simple Net Factory component of the peerfactSim simulator, starting with the identifier 0, and increased by 1 for each new network layer.
3.6.2. Behavior of the Peers

In the simple network model, when a peer sends a message to another peer, it first checks if the sender is online or offline. Messages from senders, who are offline, will be deleted immediately. If the sender is online, the subnet (SimpleSubnet) corresponding to the model calculates the latency for the transmission based on the time taken before the messages are received after a given time, which is determined by the latency model chosen. In order to ensure the orderly delivery of messages, different latency calculation strategies ensure that previously sent messages will always be delivered before later sent messages. When a packet is delivered, we check if the receiver is still online, otherwise the packet is dropped.

3.6.3. Size of messages

Messages are generated by the SimpleNetMessage component. The size of a SimpleNetMessage, of the simple network model, is only the size of the transported payload (the size of the data field). It does not add a header or footer to the packet.

3.6.4. Bandwidth management

Bandwidth management for the transmission of messages from one peer to another is not currently implemented in the simple network model. Peers have almost unlimited bandwidth. This means that neither the number of messages received or sent nor their size is a problem. We are interested here in the simple latency model. In the simple latency model, the SimpleLatencyModel class assigns a random position to each peer based on a two-dimensional torus surface, of size 40,000 * 40,000 km2.

The torus is a kind of cylinder curved on itself whose ends meet, forming a ring. The formula for calculating the latency for a transmitter S and a receiver R is based on Kovacevic’s idea [17] as follows:

\[ \text{latency}(S;R) = f:(df(n) + (\text{dist}(S;R))/v) \]

In this formula, \( \text{dist}(S,R) \) denotes the shortest Euclidean distance between the two peers S and R on the torus. \( df(n) \) is a time uniformly distributed between 0 and 31 ms, which is immutably related to each even n. The absolute term V represents the propagation speed of the signal, which is 100,000 km/s, and f is a random number between \([0,1:1]\).

In the rest of our work, we will use the network characteristics described previously, namely bandwidth capacity, message size, peer behavior and addressing to perform simulations. These simulations will be performed by switching from one DHT protocol to another using an xml file to retrieve data for analysis.

4. The Characteristics of the Simulation Layer

4.1. The Configuration

Syntax and semantics of the configuration XML file In PeerfactSim, each scenario is defined by a configuration file. The configuration is represented by an XML file that can be divided into several formal parts and each part is delimited by a tag. Before we start highlighting the different parts, we first present the general XML-language schema, which is used to specify all components required for a simulation. Each element that defines a component in a scenario is a
The name of the nested element is chosen according to the type of component and has an impact on the operation of the simulator. Therefore, the configuration mechanism looks for XML elements with listed names, which embody the requested functionality. The figure (Fig:11) is a capture of our xml file.

In order to be able to switch from the execution of a protocol to another, we just changing the values specified in the "Default" part. We have declared our components in this xml file by referring to other xml files. For example, we declared the component "simulatorCore" in the "Simulator.xml" file after the “Description” tag. The "simulatorCore" component is the engine of the simulation. It is responsible for the management of all the components involved in the simulation. The seed variable (line 4 as well as line 6 of our global configuration xml file) is used to generate random numbers. If the same seed is used for several simulations, we end up finding the same random number sequences. The global simulation time is defined in the finish Time variable, here it is 240 minutes. After this period, the events are not processed anymore and the simulation is evaluated. After configuring the simulator engine and the approximate simulation times, it is necessary to define the components to be used in the simulation. An important component is the network layer. In our case, it is the simple network layer defined in the file "SimpleNetLayer.xml". To be able to deploy the CAN protocol on the nodes initialized by the simulator, we define the component "CanNodeFactory" with the port 123 in the xml file CanNode.

Fig 9: The variable values in the configuration file

Fig 12: Specification of the simulatorCore component.
4.2. Process of Examining the Configuration in the XML File by the Simulator

This subsection focuses on the processing of the configuration file in the simulator and describes the components responsible for data extraction. Therefore, we first highlight the parsing of the configuration file and then explain the instantiation of the objects defined in the different parts of the configuration file. In order to obtain the information for the configuration of a simulation, the simulator needs the location as well as the name of the configuration file at startup. The path of the file is therefore specified in the IDE (e.g. the IDE in which the PeerfactSim simulator is integrated). After the provision of the necessary values when launching the simulator the class, taking into account the configuration, obtains the transmitted information. At present, the simulator only offers the class “DefaultConfigurator” as an implementation, which is ready to run simulations and is sufficient for most scenarios. The simulation process of the peerfactSim simulator according to the following order:

- the simulator is started and gets the configuration file;
- the component responsible of the configuration of the scenario is instantiated;
- the list of additional variables separated by spaces is processed and stored;
- the class representing and implementing the simulator, passes the control flow to the configurator to configure the required components.
- the configuration component parses the passed configuration file and creates an XML tree from the information in the file;
- on this tree, the configurator uses the first level to instantiate all the specified objects. Consequently, this step executes a loop, the number of iterations of which depends on the number of elements in the first level;
- Among these elements, the loop differentiates the definition of the variables, which are surrounded by the default element and between the components, representing the peers, the additional functionalities for the simulator and so on;
- in this step, the configurator creates the predefined variables and values out of the configuration file.

4.3. The Simulation Method

In this simulation phase, we will perform the operation several times taking the simulation time and the number of nodes as a factor. The idea is to find the average number of hops according to the network size and see if the time influences the routing performance. So by setting a certain number of nodes, we perform ten (10) simulations with a certain number of nodes set. For each simulation we calculate the average number of hops every 10 minutes for a duration of two (02) hours. To find the average number of hops, we perform the following operation let \(x_1; x_2; x_3; \ldots; x_{10}\) be the averages obtained for each simulation and \(Y\) the number of average hops.

\[
y = (x_1; x_2; x_3; \ldots; x_{10})/10 (3)
\]
5. **Result**

In this section we will analyze the results obtained from our simulation. This analysis also focuses on the average number of hops, the latency and the messages sent by each protocol. The performance parameters remain the time and the number of nodes. The use of the single network layer can be considered as an ideal case because the node searches are done locally.

5.1. **Graph and Theoretical Comparison of DHT**

Our analysis of the DHTs systems and other analysis works carried out in [12] and [2] allow to summarize in Figure (Fig:14), a complete analysis of their theoretical properties. For each of the topologies, we present the routing diameter and the neighborhood degree. The degree represents the size of the routing table. The diameter is the largest distance, in number of hops, between two peers. Finally, the flexibility of a DHT represents the degree of freedom of the nodes when choosing the nodes in the routing table and the next hop.

| DHT     | Degree              | Diameter                  |
|---------|---------------------|---------------------------|
| Chord   | $O(\log(N))$        | $O(\log(N))$              |
| Kademlia| $O(k \cdot \log_2^2(N))$ | $O(\log_2^2(N))$          |
| CAN     | $O(d)$              | $O(d)$                    |
| Pastry  | $O(2^{d-1} \cdot \log_2^2(N))$ | $O(\log_2^2(N))$         |

b : is a configuration parameter typically equal to 2 (often 4);  
N : the size of the network;  
d : the dimension of the space;  
k: (for Kademlia) the number of neighbors in each subtree of a node.

Figure (Fig:14) is a graphical representation of the performances of the CAN, Chord, Pastry and Kademlia DHTs. We have three curves instead of four. This is due to the fact that Kademlia and Pastry have theoretically the same performance in terms of routing. We see that in terms of routing CAN (3 dimensional) and Chord have a good performance compared to Pastry. Indeed, the performance of CAN depends more on the dimension of the space in which it carries out its routing. The more the space is with several dimension, the more the number of hops decreases. Thus, if in two dimensions, the routing is carried out from close to close according to two axes, in three or four dimensions, we have respectively three and four axes to reach a peer.
5.2. Path Length Versus Number of Nodes

The figure (Fig :15) shows that the average path length increases algorithmically with the number of nodes, except for the CAN protocol. The blue curve, which represents the evolution of the path length of the CAN protocol, obtains the highest values (from 6.95 per 100 nodes to 21.5 per 1000 nodes), while the orange curve obtains the lowest values (from 2 per 100 nodes to 3.6 per 1000 nodes). Also, we have the brown curve that shows the evolution of the path length of Kademlia according of the size of the network (this value goes from 5.5 per 100 nodes to 6.4 per 1000 nodes) and the curve in Yellow which indicates that of Chord (the value goes from 4 per 100 to 5.8 per 1000 nodes). Finally to find the base of the logarithmic function of the routing order, we make a comparison with calculated values ($\log_{10}(n)$, $\log_{2}(n)$). The result is that Pastry’s routing is closer to the logarithmic order with base equal to 10 ($\log_{10}(n)$) and Chord and Kademlia have a routing closer to $\log_{2^{b}}(n)$. b: number of bits in the alphabet used (e.g. in hexadecimal b=4), n: number of nodes. For the CAN protocol, its routing is closer to $(d/4)(n^{1/d})$. 

Fig 11: Theoretical comparison graph of DHTs.
5.3. Path Length Versus Number of Nodes

variation of path length versus time Finally, to find the impact of time on the performance of the protocols in terms of path length, we performed the simulation experiment with 1000 nodes over a period of 2 hours. Figure (Fig:16) clearly shows that there is no significant influence of time on the path length, for a certain number of active nodes, whatever the protocol used. This proves the efficiency of self-organization of DHTs protocols. From the observations made on Figure (Fig:16) and Figure (Fig:12), we conclude that the best performing protocol in terms of path length, in the peerfactSim simulator is Pastry. And the Chord, Pastry, Kademlia protocols have a better scalability compared to the CAN protocol.

5.4. Path Length Versus Number of Nodes

The absolute dispersion parameters indicate how much the values of a distribution deviate in general from the reference value. An absolute scatter parameter is always expressed in the unit of
measurement of the variable under consideration. The four most common absolute dispersion parameters are the range, the interquartile range, the mean absolute deviation and the standard deviation. In our case, we use the range because the averages calculated as a function of the size of the network vary slightly: 6.94, 6.89, 6.91 The range is the difference between its highest and lowest value, if we have values called X, we will have:

\[ X = X_{\text{max}} - X_{\text{min}} \] (4)

Thus we have: 0.5 for CAN, 0.1 for Chord, 0.8 for Pastry and 0.09 for Kademlia. These values are represented by segments on each curve in Figure (Fig:16).

### 5.5. Path Length Versus Number of Nodes

![CAN and Pastry](image)

![Kademlia and Chord](image)

On the figures (Fig:17) and figure(Fig:18), we have the curves drawn from the theoretical results and the results obtained after simulation. The curves with the bars are obtained from the data of the simulation. Note all the curves have the same shape and for each protocol, there is a difference between the theoretical values and the values of the simulation. CAN, Pastry and Kademlia have a logarithmic function according to the network size but with a difference in values.

### 5.6. Latency

Figure (Fig :19) shows the latency of operations performed during the simulation. Operations in PeerfactSim boil down to sending messages. latency is defined as the time between sending and receiving a message.
The latency is approximately one second for these four protocols. Note that the physical network layer is local. So the search for keys in the identifier space and the requests sent remain local. This can optimize the latency time. We also notice that the average latency evolves weakly with the number of nodes, which confirms that these DHTs are scalable.

5.7. Average Number of Failed Messages and Number of Transmitted Messages

In this section we analyzed the initialized messages and the correctly transmitted messages to determine the average number of failed messages as a function of time.

On the figure (Fig:20) we notice that the CAN protocol sends more messages. But this number decreases slightly with time and also the number of failed messages is low. The number of massages sent by Pastry increases with time and the number of failed massages increases proportionally with the number of messages sent. Chord sends less messages and without failure. Obviously the CAN protocol has a long routing time compared to the others but ensures the sending of a very large number of messages.

All previous results showed that Pastry is efficient in terms of routing and that these protocols have approximately the same latency. In terms of message delivery, DHT Chord is more efficient because it has less transmission failure. Kademlia has a middle position between Pastry and
Chord in terms of performance. CAN, on the other hand, is first in terms of the number of messages sent.

6. CONCLUSION

Peer-to-peer networks, structured or unstructured, are globally recognized as a viable solution for the implementation of various distributed applications. Existing applications and research projects indicate that structured peer-to-peer systems are very valuable technologies in a data sharing environment. Distributed hash tables provide reliable scaling while maintaining network performance compared to unstructured peer-to-peer technologies. Several comparative studies of DHTs have been done in order to classify them according to their performance but most of them do not take into account the CAN protocol. Therefore, in this work, we have highlighted CAN and its performance by comparing it to Chord, Kademlia and Pastry. The simulation not only gives us a view on their performance in terms of routing, latency and messages sent but also an overview on the theoretical and real performances. The simulation scenarios were built with the PeerfactSim simulator after a comparison between existing peer-to-peer network simulators. It was found that the Peerfactsim simulator implements all four protocols in our study and is open source. Today, with the advent of the cloud [22] and the techniques of parallel computing on the large amounts of data that are stored there, structured peer-to-peer protocols seem to be a solution to overcome the problems often encountered due to its strongly coupled architecture. In perspective, structured peer-to-peer protocols like CAN could be used to provide a fully distributed environment for storing and computing these large amounts of data. This will avoid bottlenecks and increase the availability of large-scale cloud applications.
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