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Abstract

The sensitivity of loss reserving techniques to outliers in the data or deviations from model assumptions is a well known challenge. It has been shown that the popular chain-ladder reserving approach is at significant risk to such aberrant observations in that reserve estimates can be significantly shifted in the presence of even one outlier. As a consequence the chain-ladder reserving technique is non-robust. In this paper we investigate the sensitivity of reserves and mean squared errors of prediction under Mack’s Model \cite{Mack93}. This is done through the derivation of impact functions which are calculated by taking the first derivative of the relevant statistic of interest with respect to an observation. We also provide and discuss the impact functions for quantiles when total reserves are assumed to be lognormally distributed. Additionally, comparisons are made between the impact functions for individual accident year reserves under Mack’s Model and the Bornhuetter-Ferguson methodology. It is shown that the impact of incremental claims on these statistics of interest varies widely throughout a loss triangle and is heavily dependent on other cells in the triangle. Results are illustrated using data from a Belgian non-life insurer.
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1. Introduction

1.1. Motivation

The classical loss reserving problem is interested in estimating existing (unpaid and/or unreported) claim liabilities, based on past data. Traditional reserving techniques, widely used in practice, are applied on data at a certain level of aggregation (usually quarters or years), often presented in triangles. Parameters typically rely on only a few such data points - sometimes even only one. This makes those techniques very vulnerable to the presence of outliers.

This issue is well known, however, being able to quantify the specific impact of each observation to certain statistics of interest provides greater information regarding the nature of the data at hand and will often provide insights regarding the techniques themselves. This is of particular importance when implementing and adjusting models. The objective of this paper is to provide a mathematically tractable approach to understanding how changes in each incremental claim in a loss triangle will impact certain statistics of interest. The presented impact functions are not designed to detect outliers but rather to deepen our understanding of how outliers may impact the results of a model. Impact functions coupled with statistically sound procedures to detect and treat abnormal observations will improve the robustness of reserving techniques and ultimately lead to more informed and reliable decisions.
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Venter and Tampubolon (2008) calculate the impact of incremental claims on total reserve estimates under a range of models. They consider the traditional chain-ladder technique however the impacts are calculated numerically and hence no closed form equations are provided. Additionally, no consideration of individual accident years, mean squared errors (mse) or quantiles is given which constitutes a major contribution of this paper. Verdonck, Van Wouwe and Dhaene (2009) show that traditional chain-ladder reserve estimates are highly susceptible to even just one outlier and highlight that the impact on reserves may be positive or negative. See Verdonck, Van Wouwe and Dhaene (2009), Verdonck and Debruyne (2011) for recent robust reserving techniques.

In this paper we rigorously investigate the impact that incremental observations have on reserve estimates, their variability, and their quantiles. Notably, we provide closed form equations for the first derivative of these statistics of interest under Mack’s Model (Mack, 1993), which highlights numerous properties of this technique, including areas of a loss triangle where outliers are likely to have the greatest effect on results and hence where observations should be most heavily scrutinised. It appears that observations in the corners of a loss triangle have the potential to impact results most significantly. Additionally, we compare the impact of incremental observations on reserves under Mack’s Model and the Bornhuetter Ferguson technique (Bornhuetter and Ferguson, 1972) which suggests that the latter approach is more robust.

These techniques may be applied in practice to identify areas of a given loss triangle that reserves are particularly sensitive to and hence where outliers, if present, may have a significant impact on results. These impact functions may also be used to compare reserve sensitivities under different techniques as we have done for Mack’s Model and the Bornhuetter Ferguson approach. The impact that incremental observations are having in different loss triangles may be calculated using these impact functions and comparisons made between areas of sensitivity and properties of these different triangles. Through such a comparative study, trends may begin to emerge, making it easier to identify anomalous observations or even whole data sets with abnormal properties.

The paper is structured as follows. In Section 2 we define notation and briefly review the reserving techniques that will be considered. Impact functions are defined in Section 2.5. The following sections summarise the impact functions for certain statistics of interest and apply them to real data where 3D graphical representations are used to highlight their features. Section 3 focuses on central estimates, Section 4 on mean squared errors, and Section 5 on quantiles. The data used for the examples in this paper is presented and discussed in Appendix A and detailed proofs for the impact functions can be found in Appendix B. Section 6 concludes.

2. Notation and Framework

2.1. Loss triangles

The loss reserving problem is concerned with using currently available data to predict future claim amounts in a reliable manner. The available data is often arranged in a loss triangle which provides a visual representation of the development of claims up to the current time as well as what is required to be predicted (see Figure 1). We denote by $X_{i,j}$ and $C_{i,j}$ the incremental and cumulative claims for accident year $i$ and development year $j$ respectively. Denote by $B = \{X_{i,j} : i + j \leq I + 1\}$ the past claims data. Let $R_i$ represent reserves for accident year $i$ and $R$ represent total reserves.

2.2. Chain-Ladder

The traditional chain-ladder method is probably the most famous reserving technique. This approach hinges on the assumption that development factors $f_1, f_2, ..., f_{I-1}$ exist, such that $E[C_{i,j+1} | C_{i,j}] = f_j C_{i,j}$. These development factors are unknown and estimated by

$$\hat{f}_j = \frac{\sum_{i=1}^{I-j} C_{i,j+1}}{\sum_{i=1}^{I-j} C_{i,j}}, \quad 1 \leq j \leq I - 1. \tag{2.1}$$
Ultimate claims for accident year $i$ are then estimated by $\hat{C}_{i,I} = C_{i,I-i+1}\tilde{f}_{I-i+1} \cdots \tilde{f}_{I-1}$. From here accident year reserves and total reserves are subsequently estimated by

$$\hat{R}_i = \hat{C}_{i,I} - C_{i,I-i+1} \quad \text{and} \quad \hat{R} = \sum_{i=1}^{I} \hat{R}_i \quad (2.2)$$

2.3. Mack’s Model

Mack’s Model ([Mack] 1993) is able to retain much of the simplicity of the deterministic chain-ladder whilst providing a formula for the mse of reserve estimates. The assumptions underlying classical chain-ladder reserves are the same for the first moment of reserves under Mack’s Model. The mse of prediction for individual accident year reserves is given by

$$\text{mse}(\hat{R}_i) = C_{i,I-i+1} \sum_{j=I-i+1}^{I-1} (f_{j-i+1} \cdots f_{j-1} \sigma_j^2 f_{j+1}^2 \cdots f_{I-1}^2) + C_{i,I-i+1}^2 (f_{I-i+1} \cdots f_{I-1} - \tilde{f}_{I-i+1} \cdots \tilde{f}_{I-1})^2 (2.3)$$

The estimate for the mse of total reserves is given by

$$\text{mse}(\hat{R}) = \sum_{i=2}^{I} \left\{ \text{mse}(\hat{R}_i) + \hat{C}_{i,I} \left( \sum_{j=i+1}^{I} \hat{C}_{j,I} \right) \sum_{k=I-i+1}^{I-1} \frac{2\sigma_k^2 \hat{f}_k^2}{\sum_{n=1}^{I-k} C_{n,k}} \right\} (2.4)$$

where

$$\sigma_k^2 = \frac{1}{I-k-1} \sum_{i=1}^{I-k} C_{i,k}(\frac{C_{i,k+1}}{C_{i,k}} - \hat{f}_k)^2, \ 1 \leq k \leq I-2 \quad (2.5)$$

This paper is not concerned with tail-fitting, however, as outlined in ([Mack] 1993), this approach leaves us without an estimator for $\sigma_{I-1}$ and we follow the same approach as in that paper to estimate $\sigma_{I-1}$ by requiring that $\frac{\sigma_{I-3}}{\sigma_{I-2}} = \frac{\sigma_{I-2}}{\sigma_{I-1}}$ holds as long as $\hat{\sigma}_{I-3} > \hat{\sigma}_{I-2}$ leading to

$$\hat{\sigma}_{I-1}^2 = \min(\frac{\hat{\sigma}_{I-2}^2}{\hat{\sigma}_{I-3}}, \min(\hat{\sigma}_{I-3}^2, \hat{\sigma}_{I-2}^2)) \quad (2.6)$$

2.4. Bornhuetter-Ferguson Reserves

The Bornhuetter-Ferguson (BF) reserving methodology ([Bornhuetter and Ferguson] 1972) is an opposing extreme to the chain-ladder (and Mack’s Model) in that it uses prior estimates of ultimate claims and development patterns rather than inducing them from the available data to date. It can be considered a highly robust method as the presence of outliers will not influence reserve estimates. However in practice, chain-ladder development factors are often used to infer the development pattern when using the BF approach. It is this BF approach that we will consider (otherwise meaningful results will not present themselves). This

| $i$/$j$ | 1 | 2 | $j$ | ... | $I$ |
|--------|---|---|-----|-----|-----|
| 1      | $X_{1,1}$ | $X_{1,2}$ | ... | $X_{1,j}$ | ... | $X_{1,I}$ |
| 2      | $X_{2,1}$ | $X_{2,2}$ | ... | $X_{2,j}$ | ... |       |
| ...    | ... | ... | ... | ... | ... |       |
| $i$    | $X_{i,1}$ | $X_{i,2}$ | ... | $X_{i,j}$ | ... |       |
| ...    | ... | ... | ... | ... | ... |       |
| 1      | $X_{1,1}$ |     |     |     |     |       |

Figure 1: Aggregate claims run-off triangle
means that the only difference between the two techniques is the estimate of ultimate claims for a given accident year. In particular, the BF method uses a prior (exogenously determined) estimate whereas the chain-ladder method uses the available data to estimate ultimate claims. Bornhuetter-Ferguson reserves are given by

\[ R_{BF}^i = C_{i,I}^i - C_{i,I-i+1}^i = \hat{u}_i - \hat{\mu}_i \cdot \frac{1}{\hat{f}_{I-i+1} \cdot \cdot \cdot \hat{f}_{I-1}} \quad \text{and} \quad \hat{R}_{BF} = \sum_{i=1}^{l} \hat{R}_{BF}^i, \]  

(2.7)

where \( \hat{\mu}_i \) represents the prior estimate of ultimate reserves for accident year \( i \).

### 2.5. Using Impact Functions to Explore Reserve Sensitivities

In this section we present impact functions for numerous statistics of interest under the assumptions of Mack’s Model. An impact function is able to highlight the sensitivity of a statistic of interest to a particular observation as well as pinpoint the marginal contribution of that observation to the final value of the statistic in some instances. This is done by taking the first derivative of the statistic with respect to the given observation. In our case we are interested in how an incremental claim \( X_{k,j} \) may influence a given statistic \( T \) such that the impact function is given by

\[ IF_{k,j}(T) = \frac{\partial T}{\partial X_{k,j}}. \]  

(2.8)

Further we have that if the statistic of interest \( T \) is homogeneous of order one with respect to the \( X_{k,j} \)’s then

\[ T = \sum_{k+j \leq I-1} \frac{\partial T}{\partial X_{k,j}} X_{k,j}. \]  

(2.9)

The statistic, \( T \), may represent reserves, the mse of reserve estimates or quantiles. It is interesting to investigate both the sign and magnitude of the impact functions to better understand the relationship a statistic has with an incremental claim. Furthermore, for those statistics that are homogeneous of order one, we may wish to see whether \( IF_{k,j}(T) \cdot X_{k,j} \) is bounded or not. Boundedness will highlight that an outlying value of \( X_{k,j} \) may only have a limited effect on \( T \) and hence this is a desirable property for robust estimators. If bounded, one should investigate the maximum value that \( IF_{k,j}(T) \cdot X_{k,j} \) may take.

In the following subsections, we provide closed form equations to calculate the impact that each incremental claim is having on the aforementioned statistics in Mack’s Model. We also provide the impact that incremental claims are having on reserves under the Bornhuetter-Ferguson methodology (see Section 2.4). The impact functions will be presented with the aid of an example using real data. This data is given in Appendix C. By applying Mack’s Model to this data set we calculate reserves for accident year 8 as $226,403,952, total reserves as $1,463,388,942, rmse for accident year 8 reserves as $9,448,925 and the rmse for total reserves as $45,480,914.

### 3. Impact Functions on Central Estimates

#### 3.1. Individual Accident Years

#### 3.1.1. Mack’s Model

The impact function for reserves of individual accident years (\( \hat{R}_i \)) under Mack’s Model is given by

\[ IF_{k,j}(\hat{R}_i) = \frac{\partial \hat{R}_i}{\partial X_{k,j}} \]  

(3.1)

\[ = \begin{cases} 0, & \text{if } k > i \\ \frac{\hat{R}_i}{\hat{C}_{i,I-i+1}}, & \text{if } k = i \\ \left( \frac{1}{\sum_{q=1}^{i-1} \hat{C}_{q,I} \cdot \cdot \cdot \hat{C}_{i,I-i+1}} \right) \left( \frac{1}{\sum_{q=1}^{i-1} \hat{C}_{q,I-I-p+1}} \right) \mathbf{1}_{j \leq I-p+1} \mathbf{1}_{i \leq I-p}, & \text{if } k \leq i - 1 \end{cases} \]  

(3.2)
Where empty sums equal zero. See Appendix B.1 for proof. For \( k = i \) this can be simplified further to a function only of future estimated development factors. This allows greater understanding of the impact of incremental claims for \( k = i \) in that we can understand how these claims will affect development factors by simply noting whether they will be represented in the numerator and/or denominator of equation (2.1).

\[
\text{IF}_{i,j}(\hat{R}_i) = \frac{\hat{R}_i}{C_{i,I-i+1}} = \frac{C_{i,I-i+1} \left( \prod_{s=I-i+1}^{I-1} \hat{f}_s - 1 \right)}{C_{i,I-i+1}} = \prod_{s=I-i+1}^{I-1} \hat{f}_s - 1 \quad (3.3)
\]

An interesting point to note about the impact function for \( \text{IF}_{i,j}(\hat{R}_i) \) is that its value is heavily dependent on the position of the incremental claim in the loss triangle. In particular, three different cases for the accident year \( k \) have been given in equation (3.2) and furthermore the third case (i.e. \( k \leq i - 1 \)) includes a summation that is further dependent on the value of \( k \) and two indicator functions that rely on the development period \( j \). This dependence on position is a feature that is common to all impact functions provided in this paper. Notably, the impact of a positive change in any specific cell of a triangle may be positive in some other cells, negative in others, and the net effect on the reserve estimate may be positive or negative. This is an inherent effect of the reserving algorithm under consideration, and indicates how the results of that algorithm might be affected by an outlier in the original cell. Table 1 provides the impact of each incremental claim on accident year 8 reserves. A 3D graphical representation of these impacts is given in Figure 2.

| \( i/j \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|---|---|---|---|---|---|---|---|---|----|
| 1        | -0.1762 | -0.1762 | -0.1762 | 0.0649 | 0.0955 | 0.1346 | 0.1961 | 0.2899 | 0.4679 | 0.9748 |
| 2        | -0.1479 | -0.1479 | -0.1479 | 0.0932 | 0.1238 | 0.1628 | 0.2244 | 0.3182 | 0.4962 |    |
| 3        | -0.1262 | -0.1262 | -0.1262 | 0.1149 | 0.1455 | 0.1845 | 0.2461 | 0.3398 |    |    |
| 4        | -0.1067 | -0.1067 | -0.1067 | 0.1344 | 0.1650 | 0.2040 | 0.2656 |    |    |    |
| 5        | -0.0878 | -0.0878 | -0.0878 | 0.1533 | 0.1839 | 0.2229 |    |    |    |    |
| 6        | -0.0667 | -0.0667 | -0.0667 | 0.1744 | 0.2050 |    |    |    |    |    |
| 7        | -0.0394 | -0.0394 | -0.0394 | 0.2017 |    |    |    |    |    |    |
| 8        | 0.8037  | 0.8037  | 0.8037  |    |    |    |    |    |    |    |
| 9        | 0        | 0        |    |    |    |    |    |    |    |    |
| 10       | 0        |    |    |    |    |    |    |    |    |    |

Table 1: \( \text{IF}_{k,j}(\hat{R}_i) \)

The case in equation (3.2) is represented to the right of accident year 8 where incremental claims from accident years greater than the year of interest have no impact on reserves. The row of columns with equal height for accident year 8 corresponds to the second case of equation (3.2) where incremental claims are having an equal and positive effect on the reserve estimate. Now, the area in the upper left of the loss triangle (i.e. between accident year 7 and development year 3) represents an area where all incremental claims are having a negative impact on reserves. More specifically, \( \text{IF}_{k,j}(\hat{R}_i) \leq 0 \), for all \( k \leq i - 1 \) and \( j \leq I - i + 1 \). For \( j > I - i + 1 \) (and \( k \leq i - 1 \)), the situation is somewhat muddier and we have the result that

\[
\text{IF}_{k,j}(\hat{R}_i) > 0, \text{ if } \sum_{p=k}^{\min\{i-1,I-j+1\}} \left( \left( \frac{1}{\sum_{q=1}^{I-j-p} C_{q,I-p}} \right) + \left( \frac{1}{\sum_{q=1}^{I-j-p+1} C_{q,I-p+1}} \right) \right) < \left( \frac{1}{\sum_{q=1}^{I-j+1} C_{q,I-j}} \right) \quad (3.4)
\]

Where \( D = \{1, \ldots, i - 1\} \). This inequality is readily calculable from the original loss triangle and we have found that in most instances we have considered it holds true. Figure 2 represents when this inequality holds as we see that for \( j > I - i + 1 = 3 \), all impacts are positive.

Additionally, note that for any choice of development period \( j \) the impact is increasing with accident year \( k \) throughout the loss triangle. Now we focus on the diagonals when \( j > I - i + 1 \). For the most recent
diagonal (i.e. $k + j = I + 1$) we have that $\text{IF}_{k,j}(\hat{R}_i) > \text{IF}_{k+1,j-1}(\hat{R}_i) \iff \sum_{q=1}^{k} x_{q,j} < C_{k+1,j-1}$. This says that the impact will be increasing as we move up the most recent diagonal (from accident year $k + 1$ and development year $j - 1$ to accident year $k$ and development $j$) if the sum of incremental claims in column $j$ is less than the cumulative claims up to development year $j - 1$ for accident year $k + 1$. It is likely that this will hold for situations when incremental claims in later development periods are usually less than those in earlier periods and hence the column sums in these development years can be expected to be less than cumulative claims for the following accident year. Additionally, if this decreasing development pattern is present it will be more likely for this inequality to hold at later development periods than earlier ones. For the other diagonals we have that

$$\text{IF}_{k,j}(\hat{R}_i) > \text{IF}_{k+1,j-1}(\hat{R}_i) \iff \frac{1}{\sum_{q=1}^{k} C_{q,I-k+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,I-k}} > \frac{1}{\sum_{q=1}^{k+1} C_{q,I-k+1-1}} - \frac{1}{\sum_{q=1}^{k+1-1} C_{q,I-k+1-1-1}}(3.5)$$

where $l$ represents the diagonal that is being evaluated such that for the second most recent diagonal $l = 2$, for the third most recent diagonal $l = 3$ and so on. Note that in most examples that we have considered these inequalities hold and as a result we see the impact increasing for incremental claims as we move towards the top right hand corner of the loss triangle.

The final property that we have derived is that for fixed accident year $k$, $\text{IF}_{k,j}(\hat{R}_i)$ is increasing with $j$ for $j \geq I - i + 1$. The proofs for these properties are given in Appendix B.2.

### 3.1.2. Bornhuetter-Ferguson

The impact function for BF individual accident year reserves is given by

$$\text{IF}_{k,j}(\hat{R}_i) = \begin{cases} 0 & \text{if } k \geq i \\ \frac{1}{\mu_i} \sum_{p=1}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} \mu_{q,\hat{C}_{q,I-p+1}}} \right) 1_{(\hat{C}_{i-I+p+1})} - \left( \frac{1}{\sum_{q=1}^{i} \mu_{q,\hat{C}_{q,I}}} \right) 1_{(\hat{C}_{I-I})} & \text{if } k < i \end{cases}(3.6)$$

Note that this result is a function of the assumption that $\tilde{\mu}_i = \hat{C}_{i,I}$ and this is set before the calculation and unchanged in the calculation of the derivative otherwise we would receive the same results as under Mack’s Model. We will discuss some of the interesting results for $\text{IF}_{k,j}(\hat{R}_i)$ with the aid of Figure 3 which shows the impact function for Bornhuetter-Ferguson accident year 8 reserves under the assumption that $\tilde{\mu}_i = \hat{C}_{i,I}$. The results for $\text{IF}_{k,j}(\hat{R}_i)$ differ from the corresponding impact function for the chain-ladder...
reserves \((\text{IF}_{k,j}(\hat{R}_i))\) in two major ways. Firstly, incremental claims in the same accident year as the reserve under inspection have no impact on that reserve in the BF case whereas they do in the CL case. This is shown by zero values for each accident year greater than or equal to 8 in Figure 3. Secondly, for the case when \(k < i\), under the CL approach the \(\hat{\mu}_i\) is instead replaced by \(\hat{C}_{i,I}\) and there is no denominator term (i.e. \((\hat{f}_{I-i+1} \cdot \ldots \cdot \hat{f}_{I-1})\) is not there). If the prior estimate of ultimate claims \(\hat{\mu}_i\) is less than or reasonably close to the CL estimate of ultimate claims \(\hat{C}_{i,I}\) then the impact of incremental claims under the BF method is less than the corresponding impact under the CL approach as it is divided by the factor \((\hat{f}_{I-i+1} \cdot \ldots \cdot \hat{f}_{I-1})\). Of course this assertion will be dependent on the difference between \(\hat{\mu}_i\) and \(\hat{C}_{i,I}\) particularly because \((\hat{f}_{I-i+1} \cdot \ldots \cdot \hat{f}_{I-1})\) may be only slightly greater than 1 in some instances. Further, \((\hat{f}_{I-i+1} \cdot \ldots \cdot \hat{f}_{I-1})\) will be increasing with accident year \(i\) such that the relative difference between the impacts under the BF and CL will increase with \(i\). Apart from the aforementioned changes in magnitude (and the change for \(k = i\)), the trends that we observe for this impact function will be similar to what was described in Section 3.1.1 for \(\text{IF}_{k,j}(\hat{R}_i)\). The proof for this impact function as well as a formal statement regarding the relationship between \(\text{IF}_{k,j}(\hat{R}_i)\) and \(\text{IF}_{k,j}(\hat{R}_i^{BF})\) is given in Appendix B.3.

3.2. Total Reserves

3.2.1. Mack’s Model

We have that \(\hat{R} = \sum_{i=1}^{I} \hat{R}_i\), such that the impact function for total reserves is simply given by

\[
\text{IF}_{k,j}(\hat{R}) = \frac{\partial}{\partial X_{k,j}} \sum_{i=1}^{I} \hat{R}_i = \sum_{i=1}^{I} \text{IF}_{k,j}(\hat{R}_i) \tag{3.7}
\]

Again we use the aid of a diagram to illustrate the main properties of the impact function. The observation in the upper left corner of a loss triangle \((X_{1,1})\), has a negative impact on reserves for each accident year in every case. This cornerpoint is shown as the closest observation in Figure 4 and is having the largest negative impact on total reserve estimates (-1.3875).

The impacts towards the latest development periods are also significant however they are positive. Importantly, this positive impact usually increases for each accident year as we move towards the upper right
corner observation and hence this cornerpoint \((X_{1,1})\) will likely have a large positive impact. In our example, this observation \((X_{1,10})\) has the largest impact on total reserves \((9.3050)\). The increasing pattern towards the top right corner can be understood by noting that the impact function for each accident year is increasing with \(j\) for the same \(k\) when \(j \geq I - i + 1\). However the result for final reserves is somewhat dependent on the inequalities as given in the Section \([3.1.1]\) regarding the diagonals for \(j \geq I - i + 1\).

The result for \(X_{1,1}\) can be further understood by noting that any positive increase in this observation leads to a greater estimate of \(f_{I-1}\) without a decrease in another estimated development factor. Hence final reserve estimates will be increased as this development factor is used for forecasting final cumulative claims for every other accident year.

Next, the bottom left corner observation \((X_{I,1})\) is the only observation currently available for the final accident year. The impact this observation has on final reserves is given solely by Equation \((3.3)\). Importantly, this value is greatest when considering observations in the first column as there are more development factors being multiplied than when \(j > 1\). Furthermore, in the other accident years (i.e. \(k \neq I\)), observations will be impacting estimated development factors \(f_k\) such that one development factor will be increased and the other decreased as observations are altered. This is true except for the first column where the impact will only be felt for \(f_1\) and it will be negative, and the last column where only \(f_{I-1}\) will be impacted and the impact will be positive.

For the first column of observations, the impact will be negative or zero for each accident year except when \(k = i\). We see that those observations around \(X_{1,1}\) also often have negative impacts as they are encapsulated in the set \(k \leq i - 1\) and \(j \leq I - i + 1\) where their impact is negative for a larger number of accident years than other observations.

An additional interesting result is that for constant \(k\) the impact is increasing with \(j\) and for constant \(j\) the impact is increasing with \(k\) throughout this triangle. The impact is also increasing as we move along diagonals towards the top right corner for all \(j \geq 4\). These results can be understood by noting similar properties in the impact function for individual accident year reserves.

Similar results as to what has been stated here are mentioned on a heuristic basis in \cite{Venter and Tampubolon 2008}. Notably, \cite{Venter and Tampubolon 2008} highlight that impact functions can be used to evaluate the robustness of models and in turn compare and refine models based on robustness. This work provides mathematical justification for these conclusions and allows the impact of each observation to be traced precisely. These impact functions also provide insight into how adjustment of outlying points will
affect results.

Note that the value of $IF_{k,j}(\hat{R})$ and $IF_{k,j}(\hat{R}_i)$ is independent of $X_{k,j}$ for $k + j = I + 1$ (i.e. the last diagonal of the loss triangle). The proof for this result is given in Appendix B.4. A further result is that $\hat{R}_i$ and $\hat{R}$ are homogeneous of order 1 such that

$$\hat{R}_i = \sum_{k+j \leq I+1} IF_{k,j}(\hat{R}_i) \cdot X_{k,j} \quad \text{and} \quad \hat{R} = \sum_{k+j \leq I+1} IF_{k,j}(\hat{R}) \cdot X_{k,j}$$

(3.8)

The proof for homogeneity of order 1 is given in Appendix B.5. This allows us to find the marginal contribution of each incremental claim to reserves given by $IF_{k,j}(\hat{R}) \cdot X_{k,j}$. The 3D graph for these marginal contributions to total reserves is given in Figure 5 and we note that the result is somewhat different than when considering $IF_{k,j}(\hat{R})$. This highlights how the magnitude of the incremental claim itself can impact the contribution it makes to reserves. In particular, we note that the magnitude of incremental claims significantly decreases in later development periods and this is reflected in the graph. Hence, this analysis allows us to identify influential observations within a loss triangle.

3.2.2. Bornhuetter-Ferguson

The impact function for total Bornhuetter-Ferguson reserves is given by $IF_{k,j}(\hat{R}^{BF}) = \sum_{i=1}^{I} IF_{k,j}(\hat{R}^{BF}_i)$. The 3D graph for this impact function under the assumption that $\hat{\mu}_i = \hat{C}_{i,1}$ for all $i$ is given in Figure 6. Under this technique, the significant impact of $X_{I,1}$ is completely eliminated. Additionally, all impacts have been reduced in comparison to Figure 4 and in particular, the impact for late accident years at early development periods is significantly reduced. This is because the denominator in equation (3.6) for $k < i$ is greater for earlier development periods and the impact of $X_{k,j}$ on $\hat{R}_i$ is zero for a greater proportion of accident years $i$ as we increase $k$.

4. Impact on Mean Squared Error under Mack’s Model

4.1. Individual Accident Year MSE

When calculating the impact function for this statistic we have considered the $\sigma_j$ and $f_j$ terms as known constants such that we are calculating the sensitivity of the mean squared error to incremental claims rather
If desirable to look at the impact function for the root mean squared error (rmse). This is simply given by

\[ \text{IF}_{k,j} = \frac{1}{\sqrt{\text{mse}(\hat{R}_i)}} \]

See Appendix B.6 for proof. Note that as the results for \( \text{IF}_{k,j} \) are always positive and equal. This is represented by the row of equal height positive columns for accident year 8 in Figure 6. From Equation (4.1) we have that for \( k = i \), the impact is always the sum of two positive terms and is independent of \( j \). Hence for \( k = i \) the impact is always positive and equal. This is represented by the row of equal height positive columns for accident year 8 in Figure 6. Additionally, we observe that the sign of the impact is the opposite of that for \( \text{IF}_{k,j}(\hat{R}_8) \) (except when \( k = 8 \)) and we observe similar trends in terms of magnitude. In particular, note that the impact is increasing in magnitude towards the top right corner observation however these impacts are negative. For the cases when \( k \leq i - 1 \) note that the term

\[ -2C_{i,t-i+1}(\hat{f}_{i-i+1} \cdots \hat{f}_{i-1})(\sum_{s=I-i+1}^{I-1} \frac{\sigma_{s,j}^2}{\sum_{s=1}^{I-I} C_{t,s}}) \]
Table 2: $\text{IF}_{k,j}(\sqrt{\text{mse}(\hat{R}_i)})$

| $i/j$ | 1      | 2      | 3      | 4      | 5      | 6      | 7      | 8      | 9      | 10     |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1     | 0.0863 | 0.0863 | 0.0863 | -0.0318| -0.0468| -0.0659| -0.0960| -0.1419| -0.2291| -0.4773|
| 2     | 0.0724 | 0.0724 | 0.0724 | -0.0456| -0.0606| -0.0797| -0.1099| -0.1558| -0.2429|
| 3     | 0.0618 | 0.0618 | 0.0618 | -0.0562| -0.0712| -0.0903| -0.1205| -0.1664|
| 4     | 0.0522 | 0.0522 | 0.0522 | -0.0658| -0.0808| -0.0999| -0.1300|
| 5     | 0.0430 | 0.0430 | 0.0430 | -0.0751| -0.0900| -0.1092|
| 6     | 0.0327 | 0.0327 | 0.0327 | -0.0854| -0.1004|
| 7     | 0.0193 | 0.0193 | 0.0193 | -0.0988|
| 8     | 0.0208 | 0.0208 | 0.0208|
| 9     | 0.0000 | 0.0000|
| 10    | 0.0000 |

Hence we see that $\text{IF}_{k,j}(\text{mse}(\hat{R}_i))$ will have opposite sign to $\text{IF}_{k,j}(\hat{R}_i)$ throughout the triangle for $k \leq i - 1$.

Notably, for $k \leq i - 1$ and $j \leq I - i + 1$ the impact will be positive which is shown in Figure 7 for $k \leq 7$ and $j \leq 3$. We will see a change of sign for $\text{IF}_{k,j}(\text{mse}(\hat{R}_i))$ from positive for $j \leq I - i + 1$ to negative for $j = I - i + 2$ when $k = i - 1$. A proof of this property is given in Appendix B.7. Similar trends in terms of the magnitude are seen for $\text{IF}_{k,j}(\text{mse}(\hat{R}_i))$ as was outlined above for $\text{IF}_{k,j}(\hat{R}_i)$. For instance as we move towards the top right corner of the loss triangle we will tend to see the impact become increasingly negative (as opposed to increasingly positive for $\text{IF}_{k,j}(\hat{R}_i)$). Further investigation into the relationship between $\text{IF}_{k,j}(\hat{R}_i)$ and $\text{IF}_{k,j}(\text{mse}(\hat{R}_i))$, particularly the change in sign when $k \leq i - 1$ is a warranted extension of this work.
4.2. Estimate of total MSE

We have that for Mack’s Model the mean squared error of prediction for total reserves is given by

\[
\text{mse}(\hat{R}) = \sum_{i=2}^{I} \left\{ (\text{s.e.}(\hat{R}_i))^2 + \hat{C}_{i,I} \left( \sum_{q=i+1}^{I} \hat{C}_{q,I} \right) \left( \sum_{r=I-i+1}^{I-1} \frac{2\sigma_r^2 f_r^2}{\sum_{n=1}^{I-r} C_{n,r}} \right) \right\}
\] (4.2)

In this case, we are again considering the unknown \( \sigma_r \) values as constants rather than taking their estimates. This again allows us to focus on the impact that incremental claims are having on the mean squared error rather than its associated estimate. The impact function is given by

\[
\text{IF}_{k,j}(\text{mse}(\hat{R})) = \sum_{i=2}^{I} \left\{ \frac{2\sigma_r^2 f_r^2}{\sum_{n=1}^{I-r} C_{n,r}} \left( \sum_{q=i+1}^{I} \left( \hat{C}_{q,I} \frac{\partial C_{q,I}}{\partial X_{k,j}} + \hat{C}_{i,I} \frac{\partial C_{i,I}}{\partial X_{k,j}} \right) \right) \right\}
\] (4.3)

Note that this formulation of the impact function still contains derivative terms which are readily calculable. Importantly, these impacts are not simply the sum of the impacts for the mse of each individual accident year. A similar point is made regarding taking the impact of the rmse for total reserves \( \sqrt{\text{mse}(\hat{R})} \) when calculating impact functions in practice such that we are looking at the impact in the same units as reserves. The impact of individual claims on the estimated rmse of total reserves is given in Figure 8. It appears that the main result for these impacts is that for development period 1, all impacts are positive and then holding \( k \) constant the impacts are decreasing with \( j \) towards zero and then continuing in this pattern, are becoming increasingly negative towards the upper right corner.

![Figure 8: Illustration of IF_{k,j}(\sqrt{\text{mse}(\hat{R})})](image)
5. Impact on Lognormal Quantiles

We now provide the impact function for total reserves under the common assumption that they are lognormally distributed. In principle, a similar approach may be employed for any location-scale distribution, though the mathematics of quantiles can become intractable here in the case of discrete distributions. For this reason, the over-dispersed Poisson distribution has been avoided, despite it being a more natural distribution to associate with the chain-ladder. An example given in Chapter 11 of (Taylor, 2000) shows (for that case) that quantiles other than extreme ones are little affected by the lognormal choice rather than a shorter-tailed distribution. Nonetheless, we would advise validation that lognormal is an appropriate choice for the data at hand before implementing the results provided here. We have the following assumptions

\[ E[R] = \hat{R} = e^{\mu + \frac{1}{2} \sigma^2} \quad \text{and} \quad \text{Var}(R) = \text{mse}(\hat{R}) = e^{2\mu + \sigma^2} (e^{\sigma^2} - 1) \]  

(5.1)

Such that \( R \sim LN(\mu, \sigma^2) \). The \( q \) quantile of a lognormal distribution, \( X \sim LN(\mu, \sigma^2) \) is given by

\[ F_{X^{-1}}(q) = e^{\mu + \sigma \Phi^{-1}(q)} \]  

(5.2)

Where \( \Phi(.) \) is the cumulative distribution function of the standard normal distribution. The impact function for lognormal quantiles is given by

\[
\text{IF}_{k,j} \left( F_{R^{-1}}(q) \right) = \left( \frac{2 \cdot \text{IF}_{k,j}(\hat{R}) \cdot \hat{R} - \text{IF}_{k,j}(\text{mse}(\hat{R}))}{2(\text{mse}(\hat{R}) + \hat{R}^2)} + \frac{\Phi^{-1}(q) \left( \text{IF}_{k,j}(\text{mse}(\hat{R})) \cdot \hat{R} - 2\text{mse}(\hat{R}) \cdot \text{IF}_{k,j}(\hat{R}) \right)}{2\hat{R}(\text{mse}(\hat{R}) + \hat{R}^2)} \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{\hat{R}^2} \right)} \right) \times \\
\exp \left[ \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{\hat{R}^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{\hat{R}^2} \right)} \Phi^{-1}(q) \right]
\]  

(5.3)

See Appendix B.9 for proof. The impact that each incremental claim is having on the 99.5% quantile of total reserves under the assumption that they are log-normally distributed is given in Table 3 and the corresponding 3D graph is given in Figure 9. Importantly, we see similar trends in this impact triangle as were seen for \( \text{IF}_{k,j}(\hat{R}) \) (Figure 4). Notably, the three cornerpoints \( X_{1,1} \), \( X_{1,10} \) and \( X_{10,1} \) are having significant impacts on the 99.5% quantile of reserves. This can be understood intuitively in that if an incremental claim is having a given impact on reserves then we may expect to see a similar impact on their associated quantiles.

| i/j   | 1   | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   |
|-------|-----|------|------|------|------|------|------|------|------|------|
| 1     | -0.8366 | -0.6309 | -0.4455 | -0.2543 | -0.0435 | 0.2220 | 0.6332 | 1.2749 | 2.5060 | 6.1290 |
| 2     | -0.6009 | -0.3952 | -0.2098 | -0.0186 | 0.1922 | 0.4576 | 0.8689 | 1.5106 | 2.7417 |
| 3     | -0.4235 | -0.2179 | -0.0325 | 0.1587 | 0.3695 | 0.6350 | 1.0462 | 1.6880 |
| 4     | -0.2677 | -0.0620 | 0.1234 | 0.3146 | 0.5254 | 0.7908 | 1.2021 |
| 5     | -0.1088 | 0.0968 | 0.2823 | 0.4734 | 0.6842 | 0.9497 |
| 6     | 0.0786  | 0.2842 | 0.4696 | 0.6608 | 0.8716 |
| 7     | 0.3274  | 0.5330 | 0.7185 | 0.9096 |
| 8     | 0.7020  | 0.9077 | 1.0931 |
| 9     | 1.3842  | 1.5898 |
| 10    | 3.2803  |

Table 3: \( \text{IF}_{k,j} \left( F_{R^{-1}(0.995)} \right) \)
Figure 9: Illustration of $IF_{k,j} \left( F_R^{-1}(0.995) \right)$
6. Conclusion

In this paper we have provided impact functions for a range of statistics of interest under Mack’s Model as well as reserves under the Bornhuetter-Ferguson technique. Properties of these impact functions have been discussed and we have illustrated their calculation on real data. These impact functions capture the rate at which the relevant statistic of interest will change given movement in a particular incremental claim. Additionally, we can highlight the marginal contribution of each incremental claim to reserves as they are homogeneous functions of order one.

We have illustrated that there is often a small set of observations that these statistics are particularly sensitive to. This highlights a lack of robustness in that deviations in some observations may largely dictate results. A further feature of these functions is that they are heavily dependent on the numerous other observations within a loss triangle, highlighting the interdependence of the claims development and each incremental observation. Additionally, all impact functions that have been derived in this section are unbounded with respect to individual incremental claims except for the cases when they equal zero. Hence the relevant statistics of interest may be carried arbitrarily far from their true value in the presence of outlying observations.

Finally, we have illustrated results using data from a Belgian non-life insurer.

Code

The R code to replicate numerical results and figures is available on the GitHub repository https://github.com/agi-lab/reserving-impact-factors.
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Appendix

A. Data

To illustrate the results of our impact functions we use data from a Belgian non-life insurer as given in Verdonck, Van Wouwe and Dhaene (2009) and presented in Table A in incremental form. This triangle exhibits a long-tail and stable results over subsequent accident years. Results for triangles with differing characteristics, (for example, for a developing portfolio where the difference in volumes of consequent accident years can be significant) are expected to lead to different observed impacts, notwithstanding the universal properties of impact functions across all triangles outlined in this paper.

| i/j | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|
| 1   | 135.338.126 | 90.806.681 | 68.666.715 | 57.736.215 | 46.967.279 | 35.463.367 | 25.477.244 | 24.818.121 | 18.238.489 | 14.695.083 |
| 2   | 125.222.434 | 89.639.978 | 70.697.962 | 58.649.114 | 46.314.227 | 41.369.299 | 34.394.512 | 26.554.172 | 24.602.269 |
| 3   | 136.001.521 | 91.672.958 | 78.246.269 | 62.305.193 | 49.115.673 | 36.631.598 | 30.210.729 | 29.882.359 |
| 4   | 135.277.744 | 103.604.885 | 78.303.084 | 61.812.683 | 48.720.135 | 39.271.861 | 32.029.697 |
| 5   | 143.540.778 | 109.316.911 | 70.379.532 | 57.109.637 | 44.408.236 |
| 6   | 132.095.863 | 88.862.933 | 69.269.383 | 57.109.637 |
| 7   | 127.299.710 | 92.979.311 | 61.379.607 | 50.317.305 |
| 8   | 120.660.241 | 89.469.673 |
| 9   | 134.132.283 | 87.016.365 |
| 10  | 131.918.566 |

Table A: Incremental Claims Data from Verdonck et al. (2009)

B. Proofs

In this chapter we provide proofs for the impact functions and their properties that were presented in Chapter 2.5. Note that all proofs are based on an assumption of non-negative incremental claims $X_{k,j}$.

B.1. Accident Year Reserves $IF_{k,j}(\hat{R}_i)$

We have that

$$\hat{R}_i = C_{i, I-i+1}(\hat{f}_{I-i+1} \cdots \hat{f}_{I-1}) - C_{i, I-i+1}$$  \hspace{1cm} (B.1)

Write

$$f(X) = C_{i, I-i+1}(\hat{f}_{I-i+1} \cdots \hat{f}_{I-1})$$

$$\ln(f(X)) = \ln(C_{i, I-i+1}) + \ln(\hat{f}_{I-i+1}) + \cdots + \ln(\hat{f}_{I-1})$$

$$\frac{1}{f(X)} \frac{\partial f(X)}{\partial X_{k,j}} = \frac{\partial \ln(C_{i, I-i+1})}{\partial X_{k,j}} + \frac{\partial \ln(\hat{f}_{I-i+1})}{\partial X_{k,j}} + \cdots + \frac{\partial \ln(\hat{f}_{I-1})}{\partial X_{k,j}}$$

$$\frac{\partial f(X)}{\partial X_{k,j}} = f(X) \left( \frac{\partial \ln(C_{i, I-i+1})}{\partial X_{k,j}} + \frac{\partial \ln(\hat{f}_{I-i+1})}{\partial X_{k,j}} + \cdots + \frac{\partial \ln(\hat{f}_{I-1})}{\partial X_{k,j}} \right)$$

$$\frac{\partial \hat{R}_i}{\partial X_{k,j}} = \hat{C}_{i, I} \left( \frac{\partial \ln(C_{i, I-i+1})}{\partial X_{k,j}} + \frac{\partial \ln(\hat{f}_{I-i+1})}{\partial X_{k,j}} + \cdots + \frac{\partial \ln(\hat{f}_{I-1})}{\partial X_{k,j}} \right) - \frac{\partial \ln(C_{i, I-i+1})}{\partial X_{k,j}}$$  \hspace{1cm} (B.2)

We have that

$$\frac{\partial}{\partial X_{k,j}} C_{i, I-i+1} = \begin{cases} 1, & \text{if } k = i \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (B.3)
Now for $s \in I - i + 1, \ldots, I - 1$, 

\[
\frac{\partial}{\partial X_{k,j}} \ln(\hat{f}_s) = \frac{\partial}{\partial X_{k,j}} \ln \left( \sum_{i=1}^{I-s} \sum_{s} C_{i,s+1} \right) = \frac{\partial}{\partial X_{k,j}} \ln \left( X_{1,1} + \cdots + X_{1,s+1} + \cdots + X_{1-I,s+1} + \cdots X_{I-s,s+1} \right) 
\]

\[
- \ln(X_{1,1} + \cdots + X_{1,s} + \cdots + X_{1-I,s} + \cdots X_{I-s,s}) 
\]

Note that equation (B.6) is equal to zero if $k > I - s$. The largest value $I - s$ can take is $I - I + 1 = i - 1$. The first two cases of the impact function (equation (3.2)) follow from equations (B.3), (B.4) and (B.6).

We now derive the result for $k \leq i - 1$. In these cases the impact function is given by

\[
\tilde{C}_{i,I} \cdot \frac{\partial}{\partial X_{k,j}} \left( \sum_{s=I-i+1}^{I-1} \ln(\hat{f}_s) \right) 
\]

First consider when $s = I - i + 1$.

\[
\frac{\partial}{\partial X_{k,j}} \hat{f}_{I-i+1} = \frac{\partial}{\partial X_{k,j}} \left( \ln(X_{1,1} + \cdots + X_{1,I-i+2} + \cdots + X_{I-1,1} + \cdots X_{I-1,I-1}) \right) 
\]

Notice that $X_{k,j}$ will appear once only in the first logarithmic term on the right hand side of equation (B.8) if $j = I - i + 2$. However it will appear once in both terms if $j \leq I - i + 1$. Hence we have the following form for the cases when $s = I - i + 1$.

\[
\frac{\partial}{\partial X_{k,j}} \ln(\hat{f}_{I-i+1}) = \begin{cases} 
\frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+2}} - \frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+1}}, & \text{if } j \leq I - i + 1 \\
\frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+2}}, & \text{if } j = I - i + 2 
\end{cases} 
\]

A similar result can be obtained for $s = I - i + 2$ such that

\[
\frac{\partial}{\partial X_{k,j}} \ln(\hat{f}_{I-i+2}) = \begin{cases} 
\frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+3}} - \frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+2}}, & \text{if } j \leq I - i + 2 \\
\frac{1}{\sum_{q=1}^{I-s} C_{q,I-i+3}}, & \text{if } j = I - i + 3 
\end{cases} 
\]

An important point to note is that for each development factor, we are summing the cumulative payments in the denominator(s) up to $I - s$. In equation (B.9) this is to $i - 1$ such that all values of $k \leq i - 1$ are included. However in equation (B.10) this is only up to $i - 2$. This implies that if $k = i - 1$ then $X_{k,j}$ will only appear in the first development factor in equation (B.2). This pattern will continue such that for $k = i - 2$, $X_{k,j}$ will only appear in the first two developments factors and so on. For $k = 1$, $X_{k,j}$ will appear in all development factors. This completes the proof.
Where empty sums equal zero. Note that the smallest value $I - p$ can take is $I - i + 1$. Hence for $j \leq I - i + 1$ the indicator functions in equation (B.11) are always equal to 1. Now we can turn to an arbitrary case of the term inside the summand (i.e. for any p). We have

$$\sum_{q=1}^{p} \frac{1}{C_{q,I-p+1}} - \sum_{q=1}^{p} \frac{1}{C_{q,I-p}} = \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} - \frac{1}{\sum_{q=1}^{p} X_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} \leq 0 \quad (B.12)$$

Hence $\text{IF}_{k,j}(\tilde{R}_i)$ will be a sum of non-positive terms when $k \leq i - 1$ and $j \leq I - i + 1$ and hence $\text{IF}_{k,j}(\tilde{R}_i) \leq 0$.

2. From property 1 above we know that $\sum_{q=1}^{p} \frac{1}{C_{q,I-p+1}} - \sum_{q=1}^{p} \frac{1}{C_{q,I-p}} \leq 0$. Now for $j > I - i + 1$ we have

$$\text{IF}_{k,j}(\tilde{R}_i) = \hat{C}_{i,I} \left( \sum_{\{p \in \mathbb{D} | p \geq k \land p < I-j+1\}} \left( \frac{1}{\sum_{q=1}^{p} C_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} X_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} \right) \right) \quad (B.14)$$

Where $\mathbb{D} = \{1, \ldots, i - 1\}$. Hence for these cases $\text{IF}_{k,j}(\tilde{R}_i) > 0$ if

$$- \sum_{\{p \in \mathbb{D} | p \geq k \land p < I-j+1\}} \left( \frac{1}{\sum_{q=1}^{p} C_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} X_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} \right) < \left( \frac{1}{\sum_{q=1}^{p} C_{q,j}} \right).$$

3. For fixed $j$, $\text{IF}_{k,j}(\tilde{R}_i)$ is non-decreasing with $k$. For $k = i$ we know that the impact is always non-negative and from Property 1 we know that $\text{IF}_{k,j} \leq 0$ for all $k \leq i - 1$ and $j \leq I - i + 1$ and hence for fixed $j$ $\text{IF}_{i,j}(\tilde{R}_i) \geq \text{IF}_{i-1,j}(\tilde{R}_i)$. For $k \leq i - 1$ we have that

$$\text{IF}_{k,j}(\tilde{R}_i) = \hat{C}_{i,I} \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,I-p+1}} \right) 1_{\{j \leq I-p\}} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} \right) 1_{\{j \leq I-p\}} \quad (B.15)$$

Now by fixing $j$ note that the indicator functions will take the same value independent of $k$. However as we increase $k$ then the number of terms we are summing is decreased by the condition that $p \geq k$. Now for $j \leq I - i + 1$, from Property 1 we know that $\text{IF}_{k,j}(\tilde{R}_i)$ is made up of the sum of non-negative terms. Hence as we increase with $k$ the number of negative terms we are summing over decreases and hence we see $\text{IF}_{k,j}(\tilde{R}_i)$ increase. Similarly, for $j > I - i + 1$, from Property 2 we have

$$\text{IF}_{k,j}(\tilde{R}_i) = \hat{C}_{i,I} \sum_{\{p \in \mathbb{D} | p \geq k \land p < I-j+1\}} \left( \frac{1}{\sum_{q=1}^{p} C_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} X_{q,I-p+1}} - \frac{1}{\sum_{q=1}^{p} C_{q,I-p}} \right) + \left( \frac{1}{\sum_{q=1}^{p} C_{q,j}} \right).$$

Again as we increase $k$, the number of negative terms we are summing before adding the positive term (which remains the same irrespective of $k$) is reduced and this is why we see $\text{IF}_{k,j}(\tilde{R}_i)$ increase with $k$ for fixed $j$.

4. We consider cases for $j = I - k + 1$ (i.e. the most recent diagonal). For $k = i - 1$ we have

$$\text{IF}_{k,j}(\tilde{R}_i) = \frac{\hat{C}_{i,I}}{\sum_{q=1}^{i+1} C_{q,I-i+2}} \quad \text{and} \quad \text{IF}_{k+1,j-1}(\tilde{R}_i) = (\hat{f}_{I-i+1} \cdots \hat{f}_{I-1} - 1) \quad (B.16)$$

Such that $\text{IF}_{k,j}(\tilde{R}_i) > \text{IF}_{k+1,j-1}(\tilde{R}_i)$ if $\text{IF}_{k+1,j-1}(\tilde{R}_i) > (\hat{f}_{I-i+1} \cdots \hat{f}_{I-1} - 1) \cdot \sum_{q=1}^{i+1} C_{q,I-i+2}$. For $k \leq i - 2$ we have

$$\text{IF}_{k,j}(\tilde{R}_i) = \hat{C}_{i,I} \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} \quad \text{and} \quad \text{IF}_{k+1,j-1}(\tilde{R}_i) = \hat{C}_{i,I} \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} \quad (B.17)$$
Hence for $\text{IF}_{k,j}(\hat{R}_t) > \text{IF}_{k+1,j-1}(\hat{R}_t)$ to hold we require that

\[
\frac{1}{\sum_{q=1}^{k} C_{q,j}} > \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} \quad \text{(B.18)}
\]

\[
\frac{1}{C_{1,j-1} + \cdots + C_{k,j-1} + X_{1,j} + \cdots + X_{k,j}} > \frac{1}{C_{1,j-1} + \cdots + C_{k,j-1} + C_{k+1,j-1}} \quad \text{(B.19)}
\]

\[
\frac{1}{C_{1,j-1} + \cdots + C_{k,j-1} + \sum_{q=1}^{k} X_{q,j}} > \frac{1}{C_{1,j-1} + \cdots + C_{k,j-1} + C_{k+1,j-1}} \quad \text{(B.20)}
\]

From here we can see that this inequality will only be true if $\sum_{q=1}^{k} X_{q,j} < C_{k+1,j-1}$.

5. Unfortunately, for the diagonals that do not represent the most recent calendar year a similarly succinct result is not available. Consider $k \leq i - 3$ and $j = I - k$ (i.e. the second most recent diagonal of the loss reserve triangle). In this case we have

\[
\text{IF}_{k,j}(\hat{R}_t) = \hat{C}_{i,I} \left( \frac{1}{\sum_{q=1}^{k} C_{q,j+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,j}} + \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} \right) \quad \text{(B.21)}
\]

and

\[
\text{IF}_{k+1,j-1}(\hat{R}_t) = \hat{C}_{i,I} \left( \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} + \frac{1}{\sum_{q=1}^{k+2} C_{q,j-1}} \right) \quad \text{(B.22)}
\]

Now for $\text{IF}_{k,j}(\hat{R}_t) > \text{IF}_{k+1,j-1}(\hat{R}_t)$ to hold we require

\[
\frac{1}{\sum_{q=1}^{k} C_{q,j+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,j}} > \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} \quad \text{(B.23)}
\]

Focusing on the left hand side we have that

\[
\frac{1}{\sum_{q=1}^{k} C_{q,j+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,j}} = \frac{1}{\sum_{q=1}^{k} C_{q,j} + \sum_{q=1}^{k} X_{q,j+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,j}} \quad \text{(B.24)}
\]

This term will be non-positive and hence will be maximised by minimising $\sum_{q=1}^{k} X_{q,j+1}$ such that it will equal zero if $\sum_{q=1}^{k} X_{q,j+1} = 0$. Now we turn to the right hand side where

\[
\frac{1}{\sum_{q=1}^{k+2} C_{q,j-1}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} = \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1} + C_{k+2,j-1}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j-1}} \quad \text{(B.25)}
\]

This term will also be non-positive and hence will be maximised by minimising $C_{k+2,j-1}$ such that it will equal zero if $C_{k+2,j-1} = 0$. Hence it can be seen that the inequality $\text{IF}_{k,j}(\hat{R}_t) > \text{IF}_{k+1,j-1}(\hat{R}_t)$ will be violated if $C_{k+2,j-1} = 0$ and $\sum_{q=1}^{k} X_{q,j+1} > 0$. However these are not the only conditions at which the inequality may be violated and in fact it may be violated when $C_{k+2,j-1} > \sum_{q=1}^{k} X_{q,j+1}$.

As we continue to move backward diagonally similar results can be found. For $k \leq i - 4$ and $j = I - k - 1$ we have that

\[
\text{IF}_{k,j}(\hat{R}_t) = \hat{C}_{i,I} \left( \frac{1}{\sum_{q=1}^{k} C_{q,j+2}} - \frac{1}{\sum_{q=1}^{k} C_{q,j+1}} + \frac{1}{\sum_{q=1}^{k+1} C_{q,j+1}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} + \frac{1}{\sum_{q=1}^{k+2} C_{q,j}} \right) \quad \text{(B.26)}
\]

And

\[
\text{IF}_{k+1,j-1}(\hat{R}_t) = \hat{C}_{i,I} \left( \frac{1}{\sum_{q=1}^{k+1} C_{q,j+1}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j}} + \frac{1}{\sum_{q=1}^{k+2} C_{q,j}} - \frac{1}{\sum_{q=1}^{k+2} C_{q,j-1}} + \frac{1}{\sum_{q=1}^{k+3} C_{q,j-1}} \right) \quad \text{(B.27)}
\]
Such that for $\text{IF}_{k,j}(\tilde{R}_i) > \text{IF}_{k+1,j-1}(\tilde{R}_i)$ to hold we require

$$\frac{1}{\sum_{q=1}^{k} C_{q,j+2}} - \frac{1}{\sum_{q=1}^{k} C_{q,j+1}} > \frac{1}{\sum_{q=1}^{k+3} C_{q,j-1}} - \frac{1}{\sum_{q=1}^{k+2} C_{q,j-2}} \quad (B.28)$$

Again we can see that the inequality will be violated if $C_{k+3,j-1} = 0$ and $\sum_{q=1}^{k} X_{q,j+2} > 0$. Once again this is not the only point that the inequality is violated.

A generalised result for all diagonals excluding the most recent is that for $\text{IF}_{k,j}(\tilde{R}_i) > \text{IF}_{k+1,j-1}(\tilde{R}_i)$ to hold we require that

$$\frac{1}{\sum_{q=1}^{k} C_{q,j+k+1}} - \frac{1}{\sum_{q=1}^{k} C_{q,j-k}} > \frac{1}{\sum_{q=1}^{k+1} C_{q,j-k-1}} - \frac{1}{\sum_{q=1}^{k+1} C_{q,j-k+1}} \quad (B.29)$$

Where $l$ represents the diagonal that is being evaluated.

6. For fixed $k$, $\text{IF}_{k,j}(\tilde{R}_i)$ is increasing with $j$ for $j \geq I - i + 1$. In this case we have that

$$\text{IF}_{k,j}(\tilde{R}_i) = \tilde{C}_{i,l} \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,j-p+1}} \right) 1_{(j \leq I-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,j-p}} \right) 1_{(j \leq I-p)} \quad (B.30)$$

Note that for fixed $k$, we will be summing over the same $p$ values. However as we increase $j$, fewer terms will satisfy the conditions of the indicator functions. Firstly consider $j = I - i + 1$ against $j = I - i + 2$. In this case, the negative term inside the summand for $p = i - 1$ will be there for $j = I - i + 1$ however will be absent for $j = I - i + 2$ and hence we will see an increase in the impact function. This situation continues as we increase $j$, however for $j > I - i + 1$ two terms will be absent for each incremental increase of $j$ rather than only the single negative term when comparing $j = I - i + 1$ against $j = I - i + 2$. For instance, comparing $j = I - i + 2$ against $j = I - i + 3$, the negative term inside the summand corresponding to the case when $p = i - 1$ will be absent for $j = I - i + 3$. However the positive term inside the summand corresponding to $p = i - 1$ will also be absent (i.e. the case for $p = i - 1$ will be equal to zero). Notably the difference between the case when $j = I - i + 2$ and $j = I - i + 3$ will be the removal of $\sum_{q=1}^{k+1} C_{q,j-i+2} = \sum_{q=1}^{k+1} C_{q,j-i+2} \leq 0$ This pattern will continue as we increase $j$. A general result is that

$$\text{IF}_{k,j+1}(\tilde{R}_i) - \text{IF}_{k,j}(\tilde{R}_i) = \tilde{C}_{i,l} \left( \frac{1}{\sum_{q=1}^{j-1} C_{q,j}} - \frac{1}{\sum_{q=1}^{j} C_{q,j}} \right) \geq 0 \quad (B.31)$$

Remark 1. From properties 5 and 6 we have that $\text{IF}_{k_1,j_1}(\tilde{R}_i) > \text{IF}_{k_2,j_2}(\tilde{R}_i)$ whenever $(k_1,j_1) \succ (k_2,j_2)$ where $\succ$ represents the partial ordering such that for $(k_1,j_1) \succ (k_2,j_2)$ we require that $k_1 \geq k_2$ and $j_1 \geq j_2$ and $(k_1,j_1) \neq (k_2,j_2)$. Note that the strict inequality $\text{IF}_{k_1,j_1}(\tilde{R}_i) > \text{IF}_{k_2,j_2}(\tilde{R}_i)$ will hold when $j_1,j_2 \geq I - i + 1$ or when $k_1 > k_2$.

B.3. $\text{IF}_{k,j}^{BF}(\tilde{R}_i)$

We have that

$$\text{IF}_{k,j}^{BF}(\tilde{R}_i) = \frac{\partial}{\partial x_{k,j}} (\tilde{R}_i)^{BF} = \frac{\partial}{\partial x_{k,j}} \left( \tilde{\mu}_i - \tilde{\mu}_i \frac{1}{\tilde{f}_{I-i+1} \cdot \ldots \cdot \tilde{f}_{I-1}} \right) = -\tilde{\mu}_i \frac{\partial}{\partial x_{k,j}} \left( \frac{1}{\tilde{f}_{I-i+1} \cdot \ldots \cdot \tilde{f}_{I-1}} \right) \quad (B.32)$$

From the previous derivation of the impact function for the CL reserve estimates we have that

$$\frac{\partial}{\partial x_{k,j}} (\tilde{f}_{I-i+1} \cdot \ldots \cdot \tilde{f}_{I-1}) = (\tilde{f}_{I-i+1} \cdot \ldots \cdot \tilde{f}_{I-1}) \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,j-p+1}} \right) 1_{(j \leq I-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,j-p}} \right) 1_{(j \leq I-p)} \quad (B.33)$$
Hence we have
\[
-\hat{\mu}_i \frac{\partial}{\partial X_{k,j}} \left( \frac{1}{f_{I-i+1} \cdots f_{I-1}} \right) = -\hat{\mu}_i \frac{\partial}{\partial X_{k,j}} \left( (\hat{f}_{I-i+1} \cdots \hat{f}_{I-1})^{-1} \right)
\] (B.34)
\[
= \hat{\mu}_i (\hat{f}_{I-i+1} \cdots \hat{f}_{I-1}) \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) \left[ 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)} \right]
\] (B.35)
\[
= \hat{\mu}_i \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)}
\] (B.36)

The BF impact function for individual accident year reserves is given as
\[
\text{IF}_{k,j}(\hat{R}_i^{BF}) = \begin{cases} 
0 & \text{if } k > i - 1 \\
\hat{\mu}_i \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)} & \text{if } k \leq i - 1 
\end{cases}
\] (B.37)

We can formalise the relationship between the magnitudes of \(\text{IF}_{k,j}(\hat{R}_i)\) and \(\text{IF}_{k,j}(\hat{R}_i^{BF})\) for \(k \leq i - 1\) in terms of the relationship between \(\hat{C}_{i,l}\) and \(\hat{\mu}_i\). We have
\[
\text{IF}_{k,j}(\hat{R}_i^{BF}) = \hat{\mu}_i \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)}
\] (B.38)
\[
\text{IF}_{k,j}(\hat{R}_i) = \hat{C}_{i,l} \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)}
\] (B.39)

Hence
\[
||\text{IF}_{k,j}(\hat{R}_i^{BF})|| < ||\text{IF}_{k,j}(\hat{R}_i)|| \iff \frac{\hat{\mu}_i}{(\hat{f}_{I-i+1} \cdots \hat{f}_{I-1})} < \hat{C}_{i,l}
\] (B.40)

Under the reasonable assumptions that
\[
\hat{\mu}_i, (\hat{f}_{I-i+1} \cdots \hat{f}_{I-1}) \text{ and } \hat{C}_{i,l} > 0
\] (B.41)

Note that we have focused on the magnitude of the impacts rather than their sign. This is in line with our focus on robustness in that we are concerned with how much each incremental claim can impact reserve estimates. Furthermore, the two impact functions (\(\text{IF}_{k,j}(\hat{R}_i)\) and \(\text{IF}_{k,j}(\hat{R}_i^{BF})\)) will have the same sign under the assumptions given in (B.41). For completeness the following results are given. If \(\sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)} > 0\) then
\[
\text{IF}_{k,j}(\hat{R}_i^{BF}) < \text{IF}_{k,j}(\hat{R}_i) \iff \frac{\hat{\mu}_i}{(\hat{f}_{I-i+1} \cdots \hat{f}_{I-1})} < \hat{C}_{i,l}
\] (B.42)

If \(\sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p+1}} \right) 1_{(j \leq l-p+1)} - \left( \frac{1}{\sum_{q=1}^{p} C_{q,l-p}} \right) 1_{(j \leq l-p)} < 0\) then
\[
\text{IF}_{k,j}(\hat{R}_i^{BF}) < \text{IF}_{k,j}(\hat{R}_i) \iff \frac{\hat{\mu}_i}{(\hat{f}_{I-i+1} \cdots \hat{f}_{I-1})} > \hat{C}_{i,l}
\] (B.43)
B.4. Independence of reserve impact and $X_{k,j}$ for last diagonal

We have

$$\text{IF}_{k,j}(\hat{R}_i) = \begin{cases} 
0, & \text{if } k > i \\
\frac{\hat{R}_i}{C_{i,j-i+1}} \left( \sum_{p=k}^{l-1} \frac{1}{C_{q,q-I-p+1}} \mathbb{1}_{(j \leq I-p+1)} - \left( \sum_{q=1}^{l} C_{q,I-q} \right) \mathbb{1}_{(j \leq I-p)} \right), & \text{if } k = i \\
\frac{\hat{R}_i}{C_{i,I-i+1}} \left( \prod_{s=I-i+1}^{l-1} \hat{f}_s - 1 \right), & \text{if } k \leq i - 1 
\end{cases} \quad (B.44)$$

The independence is clear for $k > i$. For $k = i$ we have

$$\text{IF}_{k,j}(\hat{R}_i) = \frac{\hat{R}_i}{C_{i,I-i+1}} \left( \prod_{s=I-i+1}^{l-1} \hat{f}_s - 1 \right) = \prod_{s=I-i+1}^{l-1} \hat{f}_s - 1 \quad (B.45)$$

And

$$\hat{f}_s = \frac{\sum_{q=1}^{I-s} C_{q,s+1}}{\sum_{q=s}^{I-s} C_{q,s}}, \quad 1 \leq j \leq I - 1 \quad (B.46)$$

With these development factors, the latest accident year that is considered is $I - I + i - 1 = i - 1$ for $f_{I-i+1}$ and hence by definition this is independent of $X_{k,j}$ where $k = i$.

Now for $k \leq i - 1$ we have

$$\text{IF}_{k,j} = \frac{\hat{C}_{i,j}}{\sum_{p=k}^{I-1}} \left( \sum_{q=1}^{I-p} C_{q,I-q} \right) \mathbb{1}_{(j \leq I-p+1)} - \left( \sum_{q=1}^{I-p} C_{q,I-q} \right) \mathbb{1}_{(j \leq I-p)} \quad (B.47)$$

Given we are looking at observations on the last diagonal (i.e $k + j = I + 1$) we have that $j = I - k + 1$. Furthermore we have that $D = \{1, ..., i - 1\}$ and we are summing over $p \in D$ for $p \geq k$. Let us first consider the case where $k = i - 1$. We have that

$$\text{IF}_{k,j}(\hat{R}_i) = \hat{C}_{i,j} \left( \sum_{q=1}^{i-1} C_{q,I-q+2} \right) = C_{i,I-i+1} \hat{f}_{I-i+1} \cdots \hat{f}_1 \left( \sum_{q=1}^{I-i+1} C_{q,I+2} \right) \quad (B.48)$$

$$= C_{i,I-i+1} \left( \sum_{q=1}^{I-i+1} C_{q,I+2} \right) \hat{f}_{I-i+2} \cdots \hat{f}_1 \quad (B.49)$$

Since we have that $j = I - k + 1 = I - i + 2$ and hence the second indicator function is not satisfied and $\hat{f}_{I-i+1} = \frac{\sum_{q=1}^{I-i+1} C_{q,I+2}}{\sum_{q=1}^{I-i+1} C_{q,I+1}}$ such that

$$\hat{f}_{I-i+1} \left( \sum_{q=1}^{I-i+1} C_{q,I+2} \right) = \frac{\sum_{q=1}^{I-i+1} C_{q,I+2}}{\sum_{q=1}^{I-i+1} C_{q,I+1}} \left( \sum_{q=1}^{I-i+1} C_{q,I+2} \right) = \frac{1}{\sum_{q=1}^{I-i+1} C_{q,I+1}} \quad (B.50)$$

Since $j = I - i + 1$ this term is independent of $X_{k,j} = X_{i-1,i-2}$. Furthermore for the other development factors in equation \(B.49\) (i.e $\hat{f}_{I-i+2} \cdots \hat{f}_1$) the latest development factor that is considered is $i - 2$ and hence we can see that all members of this expression are independent of $X_{k,j}$. Now as we decrease $k$ (i.e. move from $k = i - 1$ to $k = i - 2, ..., 1$) we will be considering more cases of $p \in D$ since $p \geq k$ will be satisfied however note also that as we decrease $k$ we will be increasing $j$ since $j = I - k + 1$ such that for $k = i - 2$ we have $j = I - i + 3$ which means that both the indicator functions for the case when $p = i - 1$ will not be
simply a sum of terms independent of \( X \).

**B.5. Homogeneity of Reserves**

\[ \text{IF}_{k,j}(\hat{R}_i) = C_{i,I-i+1}\hat{f}_{I-i+1} \cdot \cdots \cdot \hat{f}_{I-1} \left( \frac{1}{\sum_{q=1}^{i-2} C_{q,I-i+3}} \right) \]  

\[ = C_{i-I-i+1}\hat{f}_{I-i+1} \frac{\sum_{q=1}^{i-2} C_{q,I-i+3} \hat{f}_{I-i+3} \cdot \cdots \cdot \hat{f}_{I-1}}{\sum_{q=1}^{i-2} C_{q,I-i+2}} \left( \frac{1}{\sum_{q=1}^{i-2} C_{q,I-i+3}} \right) \]  

\[ = C_{i-I-i+1}\hat{f}_{I-i+1} \frac{\sum_{q=1}^{i-2} C_{q,I-i+3} \hat{f}_{I-i+3} \cdot \cdots \cdot \hat{f}_{I-1}}{\sum_{q=1}^{i-2} C_{q,I-i+2}} \left( \frac{1}{\sum_{q=1}^{i-2} C_{q,I-i+3}} \right) \]  

This pattern continues along the last diagonal such that for \( k + j = I + 1 \) and \( k \leq i - 1 \) we have that

\[ \text{IF}_{k,j}(X_{k,j}) = C_{I-i+1} \left( \frac{1}{\sum_{q=1}^{I-s} C_{q,I-k}} \right) \prod_{s=I-i+1}^{I-1} \hat{f}_s \]  

Note that equation [B.54] is independent of \( X_{k,j} \). Hence we have shown that for all values of \( k + j = I + 1 \) (i.e. the last diagonal of the loss triangle) that the impact function for accident year reserves \( \hat{R}_i \) is independent of the incremental claim itself. This means that the rate of change of reserves with respect to this value is constant such that if the value of this cell were to change by \( x \), we would see reserve changes by an amount equal to \( \text{IF}_{k,j}(\hat{R}_i) \cdot x \). This result holds for total reserves \( \hat{R} \) too, since \( \text{IF}_{k,j}(\hat{R}) = \sum_{i=1}^{I} \text{IF}_{k,j}(\hat{R}_i) \) which is simply a sum of terms independent of \( X_{k,j} \) and hence is also independent of \( X_{k,j} \).

**B.5. Homogeneity of Reserves**

We first show that \( \hat{R}_i \) is homogeneous of order one and it easily follows for \( \hat{R} \). If a function \( f(\cdot) \) is homogeneous of order \( q \) then \( f(t \cdot x) = t^q \cdot f(x) \). In this case we have that \( x = (X_{1,1}, X_{1,2}, \ldots, X_{I,1}) \). Note for \( 1 \leq j \leq I - 1 \)

\[ \hat{f}_j = \frac{\sum_{q=1}^{I-j} C_{q,s+1}}{\sum_{q=1}^{I-j} C_{q,s}} = \frac{C_{1,s+1} + \cdots + C_{I-s,s+1}}{C_{1,s} + \cdots + C_{I-s,s}} \]  

\[ = \frac{X_{1,1} + \cdots + X_{1,s+1} + \cdots + X_{I-s,1} + \cdots + X_{I-s,s+1}}{X_{1,1} + \cdots + X_{1,s} + \cdots + X_{I-s,1} + \cdots + X_{I-s,s}} \]  

Now we can see for \( g_j(x) = \hat{f}_j \) that \( g_j(t \cdot x) = g_j(x) \) such that estimated development factors \( \hat{f}_s \) are homogeneous of order zero. Now, reserves are given by and

\[ f_i(x) = \hat{R}_i = C_{i,I-i+1}(\hat{f}_{I-i+1} \cdot \cdots \cdot \hat{f}_{I-1} - 1) = (X_{i,1} + \cdots + X_{i,I-i+1})(\hat{f}_{I-i+1} \cdot \cdots \cdot \hat{f}_{I-1} - 1) \]  

Such that

\[ f_i(t \cdot x) = (t \cdot X_{i,1} + \cdots + t \cdot X_{i,I-i+1})(\hat{f}_{I-i+1} \cdot \cdots \cdot \hat{f}_{I-1} - 1) = t \cdot f_i(x) \]  

This completes the proof for individual accident year reserves \( R_i \). Now denote \( f(x) = \hat{R} \) such that

\[ f(x) = \sum_i f_i(x) \quad \text{and} \quad f(t \cdot x) = \sum_i f_i(t \cdot x) = \sum_i t f_i(x) = t \sum_i f_i(x) \]  

This completes the proof for total reserves \( \hat{R} \).

Now since both \( \hat{R}_i \) and \( \hat{R} \) are homogeneous functions of order 1 we have by Euler’s homogeneous function theorem that

\[ \hat{R}_i = \sum_{\{k+j\leq I+1\}} \frac{\partial \hat{R}_i}{\partial X_{k,j}} \cdot X_{k,j} = \sum_{\{k+j\leq I+1\}} \text{IF}_{k,j}(\hat{R}_i) \cdot X_{k,j} \]  

(B.60)
And

\[ \hat{R} = \sum_{\{k+j \leq i+1\}} \frac{\partial \hat{R}}{\partial X_{k,j}} \cdot X_{k,j} = \sum_{\{k+j \leq i+1\}} \text{IF}_{k,j}(\hat{R}) \cdot X_{k,j} \]  
(B.61)

This implies that \( \text{IF}_{k,j}(\hat{R}) \cdot X_{k,j} \) gives the marginal contribution of \( X_{k,j} \) to reserves \( \hat{R} \).

\section*{B.6. IF\( \text{mse}(\hat{R}_i) \) 

We have

\[ \frac{\partial C_{i,i-1}}{\partial X_{k,j}} = \begin{cases} 1, & \text{if } k = i \\ 0, & \text{otherwise} \end{cases} \]  
(B.64)

Further

\[ \frac{\partial \left( C_{i,i-1}(f_{i-1+i} \cdot \ldots \cdot f_{i-1} - \hat{f}_{i-1+i} \cdot \ldots \cdot \hat{f}_{i-1}) \right)^2}{\partial X_{k,j}} = 2C_{i,i-1}(f_{i-1+i} \cdot \ldots \cdot f_{i-1} - \hat{f}_{i-1+i} \cdot \ldots \cdot \hat{f}_{i-1}) \frac{\partial}{\partial X_{k,j}} C_{i,i-1}(f_{i-1+i} \cdot \ldots \cdot f_{i-1} - \hat{f}_{i-1+i} \cdot \ldots \cdot \hat{f}_{i-1}) \]  
(B.65)

Note that the result for \( k \leq i \) follows from what was previously calculated for the impact function for reserves. From here we can calculate the impact function for \( \text{mse}(\hat{R}_i) \). It is given by

\[ \text{IF}_{k,j}(\text{mse}(\hat{R}_i)) = \begin{cases} 0 & \text{if } k > i \\ \sum_{j=1}^{i-1} (f_{j-1} \cdot \ldots \cdot f_{j-1})^{2} \frac{1}{\sum_{j=1}^{i-1} \sum_{j=p+1}^{i-1} \text{IF}_{k,j}(\hat{R}) \cdot X_{k,j}} \left[ \sum_{j=1}^{i-1} (f_{j-1} \cdot \ldots \cdot f_{j-1})^{2} \right] & \text{if } k = i \\ -2C_{i,i-1}(f_{i-1+i} \cdot \ldots \cdot f_{i-1} - \hat{f}_{i-1+i} \cdot \ldots \cdot \hat{f}_{i-1}) \frac{1}{\sum_{j=1}^{i-1} \sum_{j=p+1}^{i-1} \text{IF}_{k,j}(\hat{R}) \cdot X_{k,j}} \left[ \sum_{j=1}^{i-1} (f_{j-1} \cdot \ldots \cdot f_{j-1})^{2} \right] & \text{if } k \leq i - 1 \end{cases} \]  
(B.66)
Note that for the case $k = i$, if we replace the $f_s$ with $\hat{f}_s$ then the second term be equal to zero. Similarly, for the case when $k \leq i - 1$ if we made this substitution the whole term would be equal to zero. Instead we use the estimate of $(f_{i-1+1} \cdot \cdots \cdot f_{i-1} - f_{i-1+1} \cdot \cdots \cdot f_{i-1})^2$ given in Mack (1993) such that
\[
(f_{i-1+1} \cdot \cdots \cdot f_{i-1} - \hat{f}_{i-1+1} \cdot \cdots \cdot \hat{f}_{i-1})^2 \simeq (\hat{f}_{i-1+1} \cdot \cdots \cdot \hat{f}_{i-1})^2 \sum_{s=i-1+1}^{i-1} \frac{\sigma^2_i}{\hat{f}_s^2 C_{i,s}} \tag{B.67}
\]
Hence the impact function is given by
\[
\text{IF}_{k,j}(\text{mse}(\hat{R}_i)) = \begin{cases} 
0 & \text{if } k > i \\
\sum_{j'=i-1+1}^{i-1}(f_{j'-1+1} \cdot \cdots \cdot f_{j'-1} - \hat{f}_{j'-1+1} \cdot \cdots \cdot \hat{f}_{j'-1}) + 2 \sum_{j'=i-1+1}^{i-1} (f_{j'-1+1} \cdot \cdots \cdot f_{j'-1} - \hat{f}_{j'-1+1} \cdot \cdots \cdot \hat{f}_{j'-1}) \sum_{s=i-1+1}^{i-1} \frac{\sigma^2_i}{\hat{f}_s^2 C_{i,s}} & \text{if } k = i \tag{B.68} \\
\hat{C}_{i,j} \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1) - \left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1) & \text{if } k \leq i - 1
\end{cases}
\]
\[
\hat{C}_{i,j} \sum_{p=k}^{i-1} \left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1) - \left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1)
\]
Now for $j \leq i - 1$, 
\[
\left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1) = \left( \frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}} \right) 1(j \leq i-1+1) < 0
\]
however this term becomes $(\frac{1}{\sum_{q=1}^{i-1} C_{q,j-i+1}}) > 0$ for $j = i - 1$. Hence we see the sign of the impact change from positive for $j \leq i - 1$ to negative for $j = i - i + 2$.

**B.8. IF**$\text{IF}_{k,j}(\text{mse}(\hat{R}))$

\[
\text{mse}(\hat{R}) = \sum_{i=2}^{I} \left\{ (s.e.(\hat{R}_i))^2 + \hat{C}_{i,I} \left( \sum_{q=i+1}^{I} \hat{C}_{q,I} \right) \left( \sum_{r=i-1+1}^{I-1} \frac{2\sigma^2_i}{\hat{f}_r^2 C_{r,r}} \right) \right\} \tag{B.71}
\]
The impact function for $(s.e.(\hat{R}_i))^2$ terms will be the same as is given by equation (4.1). Hence our focus turns to the second term inside the summand, i.e. \[
\hat{C}_{i,I} \left( \sum_{q=i+1}^{I} \hat{C}_{q,I} \right) \left( \sum_{r=i-1+1}^{I-1} \frac{2\sigma^2_i}{\hat{f}_r^2 C_{r,r}} \right) \text{.}
\]
To find the impact function for this term we make use of the product rule. In this vein let $u = \hat{C}_{i,I}(\sum_{q=i+1}^{I} \hat{C}_{q,I})$ and $v = \sum_{r=i-1+1}^{I-1} \frac{2\sigma^2_i}{\hat{f}_r^2 C_{r,r}}$. For $u$ we have that
\[
\frac{\partial \hat{C}_{i,I}}{\partial X_{k,j}} = \text{IF}_{k,j}(\hat{R}_i) + \frac{\partial C_{i,I-i+1}}{\partial X_{k,j}} \tag{B.72}
\]
Further
\[ \frac{\partial}{\partial X_{k,j}} \left( \sum_{q=i+1}^{l} \tilde{C}_{q,l} \right) = \sum_{q=i+1}^{l} \left( \text{IF}_{k,j}(\hat{R}_q) + \frac{\partial C_{q,l-1+1}}{\partial X_{k,j}} \right) \] (B.73)
Hence we have
\[ u' = \tilde{C}_{i,l} \left( \sum_{q=i+1}^{l} \left( \text{IF}_{k,j}(\hat{R}_q) + \frac{\partial C_{q,l-1+1}}{\partial X_{k,j}} \right) \right) + \left( \sum_{q=i+1}^{l} \tilde{C}_{q,l} \right) \left( \text{IF}_{k,j}(\hat{R}_i) + \frac{\partial C_{i,l-1+1}}{\partial X_{k,j}} \right) \] (B.74)
Now we focus on
\[ v = \sum_{r=l-i+1}^{l-1} \frac{2\sigma_r^2 / \hat{f}_r^2}{\sum_{n=1}^{l-1} C_{n,r}} = \sum_{r=l-i+1}^{l-1} 2\sigma_r^2 \left( \sum_{n=1}^{l-1} C_{n,r} \hat{f}_r^2 \right)^{-1} \] (B.75)
Hence
\[ \frac{\partial}{\partial X_{k,j}} \left( \sum_{r=l-i+1}^{l-1} \frac{2\sigma_r^2 / \hat{f}_r^2}{\sum_{n=1}^{l-1} C_{n,r}} \right) = \sum_{r=l-i+1}^{l-1} -2\sigma_r^2 \frac{\partial}{\partial X_{k,j}} \left( \sum_{n=1}^{l-1} C_{n,r} \hat{f}_r^2 \right) \] (B.76)
Now
\[ \frac{\partial}{\partial X_{k,j}} \left( \sum_{n=1}^{l-1} C_{n,r} \hat{f}_r^2 \right) = \sum_{n=1}^{l-1} \hat{f}_n^2 C_{n,r} \left( \frac{\partial \ln C_{n,r}}{\partial X_{k,j}} + 2\partial \ln \hat{f}_r \right) \] (B.77)
Hence we have
\[ v' = \sum_{r=l-i+1}^{l-1} -2\sigma_r^2 \frac{\partial}{\partial X_{k,j}} \sum_{n=1}^{l-1} C_{n,r} \hat{f}_r^2 \left( \sum_{n=1}^{l-1} C_{n,r} \hat{f}_r^2 \right)^{-2} \] (B.78)
Hence the impact function for the mse of the estimated total reserves is given by
\[ \text{IF}_{k,j} \left( \text{mse}(\hat{R}) \right) = \sum_{i=2}^{l-1} \left\{ \tilde{C}_{i,l} \left[ \sum_{q=i+1}^{l} \tilde{C}_{q,l} \right] -2\sigma_r^2 \sum_{n=1}^{l-1} \hat{f}_n^2 C_{n,r} \left( \frac{\partial \ln C_{n,r}}{\partial X_{k,j}} + 2\partial \ln \hat{f}_r \right) \right\} \] (B.79)

B.9. \( \text{IF}_{k,j} (F_R^{-1}(q)) \)
We assume that total reserves \( (R) \) follow a lognormal distribution with
\[ E[R] = \hat{R} = e^{\mu + \frac{1}{2}\sigma^2} \quad \text{and} \quad \text{Var}(R) = \text{mse}(\hat{R}) = e^{2\mu + \sigma^2} (e^{\sigma^2} - 1) \] (B.80)
Such that
\[ R \sim LN(\mu, \sigma^2) \quad \text{and} \quad F^{-1}_R(q) = e^{\mu + \sigma \Phi^{-1}(q)} \] (B.81)
Where \( \Phi(\cdot) \) is the cumulative distribution function of the standard normal distribution. Firstly, we must solve for \( \mu \) and \( \sigma^2 \) in terms of \( \hat{R} \) and \( \text{mse}(\hat{R}) \). Upon rearrangement we have
\[ \sigma^2 = \ln \left( 1 + \frac{\text{mse}(\hat{R})}{\hat{R}^2} \right) \] (B.82)
\[ \mu = \ln(\hat{R}) - \frac{1}{2} \sigma^2 = \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) \]  

Hence the quantiles of the reserve distribution are given by

\[ F_R^{-1}(q) = \exp \left[ \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right] \]  

We can now find the impact that each incremental claim is having on estimated reserve quantiles.

\[
\frac{\partial}{\partial X_{k,j}} F_R^{-1}(q) = \frac{\partial}{\partial X_{k,j}} \exp \left[ \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right] 
\]

\[
= \frac{\partial}{\partial X_{k,j}} \left( \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right) 
\]

\[
\cdot \exp \left[ \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right] 
\]

We have

\[
\frac{\partial}{\partial X_{k,j}} \ln(\hat{R}) = \frac{\text{IF}_{k,j}(\hat{R})}{R} \quad \text{and} \quad \frac{\partial}{\partial X_{k,j}} \left( -\frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) \right) = -\frac{1}{2} \frac{\partial}{\partial X_{k,j}} \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) 
\]

By the quotient rule

\[
\frac{\partial}{\partial X_{k,j}} \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) = \frac{\partial}{\partial X_{k,j}} \frac{\text{mse}(\hat{R})}{R^2} = \frac{\text{IF}_{k,j} \left( \text{mse}(\hat{R}) \right) \cdot \hat{R}^2 - 2\text{IF}_{k,j}(\hat{R}) \cdot \hat{R} \cdot \text{mse}(\hat{R})}{R^4} 
\]

Hence

\[
\frac{\partial}{\partial X_{k,j}} \left( -\frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) \right) = -\frac{\text{IF}_{k,j} \left( \text{mse}(\hat{R}) \right) \cdot \hat{R} - 2\text{IF}_{k,j}(\hat{R}) \cdot \text{mse}(\hat{R})}{2\hat{R} \left( \text{mse}(\hat{R}) + \hat{R}^2 \right)} 
\]

Such that

\[
\frac{\partial}{\partial X_{k,j}} \mu = \frac{\partial}{\partial X_{k,j}} \left( \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) \right) 
\]

\[
= \frac{\text{IF}_{k,j}(\hat{R})}{R} - \frac{\text{IF}_{k,j}(\text{mse}(\hat{R})) \cdot \hat{R} - 2\text{IF}_{k,j}(\hat{R}) \cdot \text{mse}(\hat{R})}{2R \left( \text{mse}(\hat{R}) + \hat{R}^2 \right)} 
\]

\[
= \frac{2 \cdot \text{IF}_{k,j}(\hat{R}) \cdot \hat{R} - \text{IF}_{k,j}(\text{mse}(\hat{R}))}{2 \left( \text{mse}(\hat{R}) + \hat{R}^2 \right)} 
\]
Now
\[
\frac{\partial}{\partial X_{k,j}} \left( \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right) = \Phi^{-1}(q) \frac{\partial}{\partial X_{k,j}} \left( \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \right)
\]
(B.92)
\[
= \Phi^{-1}(q) \frac{\partial}{\partial x_{k,j}} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)
\]
(B.93)
\[
= \frac{\Phi^{-1}(q)}{2} \frac{\partial}{\partial x_{k,j}} \ln \frac{1 + \text{mse}(\hat{R})}{R^2}
\]
Finally we have the impact function for the quantiles of the reserve distribution is given by
\[
\text{IF}_{k,j} \left( F_{\hat{R}}^{-1}(q) \right) = \frac{2 \cdot \text{IF}_{k,j}(\hat{R}) \cdot \hat{R} - \text{IF}_{k,j}(\text{mse}(\hat{R}))}{2 \left( \text{mse}(\hat{R}) + \hat{R}^2 \right)} + \Phi^{-1}(q) \frac{\text{IF}_{k,j}(\text{mse}(\hat{R})) \cdot \hat{R} - 2 \text{mse}(\hat{R}) \cdot \text{IF}_{k,j}(\hat{R})}{2 \hat{R} \left( \text{mse}(\hat{R}) + \hat{R}^2 \right) \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)}}.
\]
(B.94)

\[
\text{exp} \left[ \ln(\hat{R}) - \frac{1}{2} \ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right) + \sqrt{\ln \left( 1 + \frac{\text{mse}(\hat{R})}{R^2} \right)} \Phi^{-1}(q) \right]
\]

C. Multivariate Chain-Ladder

We briefly present the multivariate chain-ladder technique put forward by Merz and Wüthrich (2008). In the following outline, \( N \) represents the number of aggregate run-off triangles that are being simultaneously considered and \( n \) represents a specific triangle (e.g. line of business) under consideration. We have the following matrix operators

\[
D(a) = \begin{pmatrix}
a_1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & a_n
\end{pmatrix} \quad \text{and} \quad D(a)^b = \begin{pmatrix}
a_1^b & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & a_n^b
\end{pmatrix}
\]

Denote by \( C_{i,j} \) the vector representing the cumulative claims for accident year \( i \) and development year \( j \). Firstly, it is assumed that \( C_{i,j} \) are independent for different accident years \( i \). It is also assumed that the following constants \( f_j = (f^{(1)}_j, \ldots, f^{(N)}_j)' \) and \( \sigma_j = (\sigma^{(1)}_j, \ldots, \sigma^{(N)}_j)' \), and the following independent RVs \((\epsilon_{i,j+1}^{(1)}, \ldots, \epsilon_{i,j+1}^{(N)})\), exist such that

\[
C_{i,j+1} = D(f_j)C_{i,j} + D(C_{i,j})^{\frac{1}{2}}D(\epsilon_{i,j+1})\sigma_j
\]

with \( E[\epsilon_{i,j+1}] = 0 \) such that

\[
E[C_{i,j+1}|C_{i,j}] = D(f_j)C_{i,j} \quad \text{and} \quad \hat{C}_{i,j} = \prod_{l=i}^{j-1} D(\hat{f}_l) \cdot C_{i,l-i}.
\]

The development factors \( f_j \) are estimated in a manner that considers the dependence between the various loss triangles. Note that predicted ultimate claims for a single accident year and for all accident years across all triangles are given by

\[
\sum_{n=1}^{N} \hat{C}_{i,j}^{(n)} \quad \text{and} \quad \sum_{i=1}^{I} \sum_{n=1}^{N} \hat{C}_{i,j}^{(n)}.
\]

Merz and Wüthrich (2008) also provide a measure of the mean squared error of reserves. For greater detail regarding the calculation of this measure as well as the parameter estimation procedure we refer the interested reader to the original paper.