Analytical study of light ray trajectories in Kerr spacetime in the presence of an inhomogeneous anisotropic plasma
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Abstract We calculate the exact solutions to the equations of motion that govern the light ray trajectories as they travel in a Kerr black hole’s exterior that is considered to be filled with an inhomogeneous and anisotropic plasmic medium. This is approached by characterizing the plasma through conceiving a radial and an angular structure function, which are let to be constant. The description of the motion is carried out by using the Hamilton–Jacobi method, that allows defining two effective potentials, characterizing the evolution of the polar coordinates. The elliptic integrals of motion are then solved analytically, and the evolution of coordinates is expressed in terms of the Mino time. This way, the three-dimensional demonstrations of the light ray trajectories are given respectively.

1 Introduction

The analysis of light ray trajectories in the spacetimes associated with black holes, dates back to the very early years of general relativity. However, it was not until 1930, that a reliable analytical derivation of particle trajectories in Schwarzschild spacetime was presented by Hagihara [1]. Since then, efforts for the analytical determination of the gravitational lensing caused by black holes have been continued constantly, and significant formulations have been derived, which also include ways of confining the black hole shadow [2–5]. The importance of analytical treatment of particle geodesics in black hole spacetimes, is to provide the possibility to do a strict comparison of the theoretical predictions with the observational data. This kind of treatment is, therefore, of interest among respected scientists. For example, the study of gravitational lensing was resurrected by the very famous paper [6] in Schwarzschild spacetime, which founded many similar researches specified to the case of rotating black holes. The non-static black hole spacetimes, however, correspond to complicated equations of motion that necessitate more advanced mathematical methods to be established. In fact, the search for such methods have led to numerous publications. Along the same efforts, and for the case of the application of elliptic integrals in the calculation of light ray geodesics (which is also the interest of this work), several criteria have been discussed and resolved in Refs. [7–32]. Furthermore, following the discussions given by Synge in Ref. [33], such mathematical methods and similar ones, have made possible the determination and confinement of light propagation in the spacetimes of theoretical (non-)static black holes that are surrounded by plasmic or dark fluid media [34–51]. Despite this, the analytical treatment of light ray trajectories in non-vacuum black hole surroundings is seemed to be overlooked. In fact, such analysis can help classifying the other possible orbits in such conditions, that are not usually considered to determine the black holes’ photon spheres and shadows. Hence, in this paper, we apply the aforementioned mathematical methods to calculate the light ray paths while they travel in a non-vacuum non-static spacetime.

Accordingly, we investigate the optical nature of the exterior spacetime of a Kerr black hole, considering that it is immersed in an inhomogeneous anisotropic plasmic medium whose structural functions are constant. To achieve this objective, in Sect. 2, we use the Hamilton–Jacobi formalism to obtain the basic relations that allow us to describe the propagation of light in a dispersive medium. In order to get a better perception of the equations of motion, the Mino time is introduced as the trajectory parameter. In particular, in Sect. 3, we use simple forms for the structural functions, i.e. $f_r$ and $f_\theta$, that make it possible obtaining exact analytical solutions to the equations of motion, which in this paper, are expressed in terms of the Weierstraßian elliptic functions. With the aim of the Mino time as the trajectories’ curve parameter, we obtain
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the spatial three-dimensional representations of these exact solutions. We conclude in Sect. 4. Throughout this work we will use the geometric units, in which \( G = c = \hbar = 1 \).

## 2 Light propagation in an inhomogeneous plasma in Kerr spacetime

To study the light propagation in a medium, we need to consider the phase space dynamics, by introducing an appropriate Hamiltonian. For light rays propagating in a nonmagnetized pressure-less plasma, this Hamiltonian is characterized as

\[
\mathcal{H}(x, p) = \frac{1}{2} \left[ g^{\mu \nu}(x) p_\mu p_\nu + \omega_p^2(x) \right],
\]

in the coordinate system \( x \equiv x^\mu = (x^0, x^1, x^2, x^3) \), where \( p \equiv p_\mu = (p_0, p_1, p_2, p_3) \) is the canonical momentum covector. Here, \( \omega_p(x) \) is the plasma electron frequency given by (for a review see Ref. [52])

\[
\omega_p(x) = \frac{4\pi e^2}{m_e N_p(x)},
\]

in terms of the electron charge \( e \), electron mass \( m_e \), and the number density \( N_p \). Defining the plasmic refractive index [40]

\[
n^2 = 1 + \frac{p_\mu p_\mu}{(p_0 u_0)^2} = 1 - \frac{\omega_{\gamma}^2}{\omega^2},
\]

with \( u \) as the observer’s four-velocity, we can recast the Hamiltonian as

\[
\mathcal{H}(x, p) = \frac{1}{2} \left[ g^{\mu \nu}(x) p_\mu p_\nu - (n^2 - 1)(p_0 u_0)^2 \right].
\]

Here, the quantity \( p_0 u_0 = -\omega \) gives the effective energy of the photons of frequency \( \omega \), as measured by the observer. This way, the refractive index \( n \equiv n(\vec{x}, \omega) \) constructs the optical metric \( g^{\mu \nu} \) of the plasmic medium, such that \( \mathcal{H} = \frac{1}{2} g^{\mu \nu} p_\mu p_\nu \). In fact, the Hamilton–Jacobi approach, requires the contribution of the Jacobi action \( S \), given by

\[
p_\mu = \frac{\partial S}{\partial x^\mu},
\]

\[
\mathcal{H} = -\frac{\partial S}{\partial \lambda},
\]

with \( \lambda \) as the curve parametrization. Now, if the observer is located on the \( x^0 \) curves, it has the four-velocity \( u^\mu = \delta_0^\mu / \sqrt{-g_{00}} \), which, employing Eqs. (5), yields the Hamilton–Jacobi equation as [40,43]

\[
\frac{\partial S}{\partial \lambda} = -\frac{1}{2} \left[ g^{\mu \nu} \frac{\partial S}{\partial x^\mu} \frac{\partial S}{\partial x^\nu} + \omega_p^2 \right]
= -\frac{1}{2} \left[ g^{\mu \nu} \frac{\partial S}{\partial x^\mu} \frac{\partial S}{\partial x^\nu} - (n^2 - 1) \omega^2 \right],
\]

in which, we have used the identity \( p_\nu u^\nu = p_0/\sqrt{g_{00}} = -\omega \). Therefore, the general equations governing the light ray trajectories are

\[
\frac{\partial \mathcal{H}}{\partial p_\mu} = \frac{dx^\mu}{d\lambda},
\]

\[
\frac{\partial \mathcal{H}}{\partial x^\mu} = -\frac{dp_\mu}{d\lambda},
\]

\[
\mathcal{H} = 0.
\]

### 2.1 Light propagating in Kerr spacetime

The Kerr black hole spacetime is described by the line element

\[
ds^2 = -\left(1 - \frac{2Mr}{\rho^2}\right)dt^2 + \frac{\rho^2}{\Delta}dr^2 + \frac{\rho^2}{\Delta}d\theta^2 + \sin^2 \theta \left(r^2 + a^2 + \frac{2Mr^2\sin^2 \theta}{\rho^2}\right) d\phi^2
- \frac{4Mar^2 \sin^2 \theta}{\rho^2} dtd\phi,
\]

which, here, is given in terms of the Boyer–Lindquist coordinates \( x^\mu = (t, r, \theta, \phi) \). In the above line element

\[
\Delta = r^2 + a^2 - 2Mr,
\]

\[
\rho^2 = r^2 + a^2 \cos^2 \theta,
\]

with \( M \) and \( a = J/M \) being, respectively, the mass and the spin parameter of the black hole, where \( J \) is the black hole’s angular momentum. The Kerr black hole spacetime admits for a Cauchy and an event horizon (notated respectively by \( r_- \) and \( r_+ \)), whose surfaces are determined by solving \( \Delta = 0 \), and are given by

\[
r_\pm = M \pm \sqrt{M^2 - a^2}.
\]

The other significant hypersurface in Kerr spacetime, where \( g_{tt} = 0 \), corresponds to a region, inside which, no static observers can exist and stationary observers are in the state of corotation with the black hole. This surface of static limit is located at

\[
r_{\text{SL}}(\theta) = M + \sqrt{M^2 - a^2 \cos^2 \theta},
\]

and together with the event horizon, forms the black hole’s ergosphere in the region \( r_+ < r < r_{\text{SL}} \). Throughout this paper, we restrict our study to the domain of outer communications, i.e., the domain outside the event horizon \( (r > r_+) \), and we consider the case of \( a^2 \leq M^2 \), that corresponds to a black hole rather than a naked singularity. The famous method of separation of the Jacobi action, is based on the definition [5,53]

\[
S = -Et + L\phi + S_r(r) + S_\theta(\theta) + \frac{1}{2}m^2r,
\]
in which \( E, L \) and \( m \) are, respectively, the energy, angular momentum, and the mass associated with the test particles (here, \( m = 0 \)). The first two parameters are known as the constants of motion which are specified by the Hamilton equations. Along with the method of separation of the Hamilton–Jacobi equation introduced in Ref. [43], we recast the Hamiltonian (1) in the Kerr spacetime as

\[
\mathcal{H}(\mathbf{x}, p) = \frac{1}{2\rho^2} \left[ \Delta p_r^2 + \rho_0^2 + \left( a p_t \sin \theta + \frac{p_\phi}{\sin \theta} \right)^2 \right] - \frac{1}{\Delta} \left( p_r (r^2 + a^2) + a p_\phi \right)^2 + \rho^2 \omega_r^2. \tag{13}
\]

Assuming \( \omega_p \equiv \omega_p(r, \theta) \), it is then straightforward to see that \( \partial \mathcal{H} / \partial t = 0 = \partial \mathcal{H} / \partial \phi = 0 \). Therefore, taking into account Eqs. (5a) and (12), we can specify the constants of motion as

\[
\begin{align*}
E &= -\frac{\partial S}{\partial t} = -p_t = \omega_0, \tag{14a} \\
L &= \frac{\partial S}{\partial \phi} = p_\phi. \tag{14b}
\end{align*}
\]

Physically, the angular momentum component \( p_\phi \) corresponds, to the axial symmetry of the spacetime. The nature of \( \omega_0 \), on the other hand, becomes clear if we specify the light rays’ frequency. In fact, the special case of \( \omega_p(r, \theta) \) corresponds to the three constants of motion, \( \mathcal{H} = 0, \omega_0 \) and \( L \). Accordingly, we can apply the Carter’s method of separation of the Hamilton–Jacobi equation, through which, the light ray trajectories are given in terms of integrable equations [5,53]. Using Eqs. (13) and (14), the Hamilton–Jacobi equation, \( \mathcal{H}(\mathbf{x}, p) = 0 \), yields

\[
0 = \Delta p_r^2 + \rho_0^2 + \left( \omega_0 a \sin \theta - \frac{L}{\sin \theta} \right)^2 - \frac{1}{\Delta} \left( \omega_0 (r^2 + a^2) - a L \right)^2 + \rho^2 \omega_r^2. \tag{15}
\]

The separability property of the Hamilton–Jacobi equation, demands that Eq. (15) can be divided into separated \( r \)-dependent and \( \theta \)-dependent segments. In Ref. [43], this has been made possible by defining

\[
\omega_p(r, \theta)^2 = \frac{f_r(r) + f_\theta(\theta)}{r^2 + a^2 \cos^2 \theta}, \tag{16}
\]

for some functions \( f_r(r) \) and \( f_\theta(\theta) \). Now, the identity

\[
\left( \omega_0 a \sin \theta - \frac{L}{\sin \theta} \right)^2 = (L^2 \csc^2 \theta - a^2 \omega_0^2) \cos^2 \theta + (L - a \omega_0)^2. \tag{17}
\]

together with Eqs. (15) and (16), separates the Hamilton–Jacobi equation as

\[
\mathcal{D} = \rho_0^2 + \left( L^2 \csc^2 \theta - a^2 \omega_0^2 \right) \cos^2 \theta + f_\theta(\theta) = -\Delta p_r^2 + \frac{1}{\Delta} \left[ \omega_0 (r^2 + a^2) - a L \right]^2 - (L - a \omega_0)^2 \\
- f_r(r), \tag{18}
\]

in which, \( \mathcal{D} \) is the so-called Carter’s constant. Recasting the above equations, yields

\[
\rho_0^2 = \mathcal{D} - \left( L^2 \csc^2 \theta - a^2 \omega_0^2 \right) \cos^2 \theta - f_\theta(\theta), \tag{19}
\]

\[
\Delta p_r^2 = \frac{1}{\Delta} \left[ \omega_0 (r^2 + a^2) - a L \right]^2 - \mathcal{D} - (L - a \omega_0)^2 - f_r(r). \tag{20}
\]

Insertion of Eqs. (19) and (20) into the Hamiltonian (13), and then using Eq. (7a), provides the first order differential equations of motion as

\[
\rho^2 \frac{dr}{d\lambda} = \sqrt{\mathcal{R}(r)}, \tag{21}
\]

\[
\rho^2 \frac{d\theta}{d\lambda} = \sqrt{\Theta(\theta)}, \tag{22}
\]

\[
\rho^2 \frac{d\phi}{d\lambda} = \frac{L(\rho^2 - 2Mr) \csc^2 \theta + 2Ma\omega_0 r}{\Delta}, \tag{23}
\]

\[
\rho^2 \frac{d\lambda}{d\lambda} = \frac{\omega_0 \Sigma^2 - 2Ma \rho^2}{\Delta}. \tag{24}
\]

where

\[
\mathcal{R}(r) = \left[ \omega_0 (r^2 + a^2) - a L \right]^2 - \Delta \left[ \mathcal{D} + f_r(r) + (L - a \omega_0)^2 \right], \tag{25a}
\]

\[
\Theta(\theta) = \mathcal{D} - f_\theta(\theta) - \cos^2 \theta \left( L^2 \csc^2 \theta - a^2 \omega_0^2 \right), \tag{25b}
\]

\[
\Sigma^2 = \rho^2 \left( r^2 + a^2 \right) + 2Ma r^2 \sin^2 \theta. \tag{25c}
\]

Finally, defining the dimension-less *Mino time*\(^1\), \( \gamma \), as \( \rho^2 dy/Md\lambda \) [54], the equations of motion are now rewritten as

\[
M \frac{dr}{dy} = \sqrt{\mathcal{R}(r)}, \tag{26}
\]

\[
M \frac{d\theta}{dy} = \sqrt{\Theta(\theta)}, \tag{27}
\]

\[
M \frac{d\phi}{dy} = \frac{L(\rho^2 - 2Mr) \csc^2 \theta + 2Ma\omega_0 r}{\Delta}, \tag{28}
\]

\[
M \frac{d\lambda}{dy} = \frac{\omega_0 \Sigma^2 - 2Ma \rho^2}{\Delta}. \tag{29}
\]

In the next section, we continue our discussion by analyzing the above equations of motion, in order to find analytically

\(^{1}\) Note that, in the geometric units we use, the parameter time has the dimensions of length. Same holds for the curve parameter \( \lambda \).
exact solutions to the light ray trajectories travelling in an inhomogeneous anisotropic plasma around the black hole.

3 General analysis of the equations of motion

The separation condition in Eq. (16) characterizes the plasma, regarding its geometric distribution in the spacetime surrounding the black hole. Therefore, the characteristic functions $f_r(r)$ and $f_\theta(\theta)$, play important roles in defining the plasma’s configuration. In this section, we confine the light rays to an inhomogeneous anisotropic plasma, by adopting the particular choices

$$ f_r(r) \equiv f_r = \Omega_0^2 R^2 = \text{constant}, \quad \quad (30) $$

$$ f_\theta(\theta) \equiv f_\theta = \Omega_0^2 a^2 = \text{constant}. \quad \quad (31) $$

This way, Eq. (16) can be recast as

$$ \omega_p(r, \theta)^2 = \Omega_0^2 \left( \frac{R^2 + a^2}{r^2 + a^2 \cos^2 \theta} \right), \quad \quad (32) $$

where $R$ is the mean radius of the gravitating object, and $\Omega_0$ is a positive constant. Within the text, we use, frequently, the conventions

$$ \xi = \frac{L}{\omega_0}, \quad \quad (33) $$

$$ \eta = \frac{\omega}{\omega_0}, \quad \quad (34) $$

in order to simplify the analysis. In what follows, the temporal evolution of the spacetime coordinates are analyzed separately for this plasma, and the relevant exact solutions are presented.

3.1 The evolution of the radial distance (the $r$-motion)

In the study of particle trajectories in curved spacetimes, it is of crucial importance to know how the particles approach and recede from the source of gravity. Based on the nature of the interactions, this study is traditionally done by calculating the radial, effective gravitational potential, that acts on the particles [55]. Hence, to scrutinize the $r$-motion for the light ray trajectories in the context under consideration, we focus on the radial equation of motion (26), and rewrite the expression in Eq. (25a) as

$$ \mathcal{R}(r) = \mathcal{P}(r) [\omega_0 - V_-(r)] [\omega_0 - V_+(r)], \quad \quad (35) $$

where $\mathcal{P}(r) = r^4 + a^2 r^2 + 2 M a^2 r$, and the radial gravitational potentials are given by

$$ V_\pm(r) = \frac{1}{\mathcal{P}(r)} \left\{ 2 M a L r \right. $$

$$ \left. \pm \left[ \Delta \mathcal{P}(r) \left( \Delta + f_r + L^2 - \frac{a^2 L^2}{\Delta} \right) \right. \right. $$

$$ \left. \left. + 4 a^2 L^2 M^2 r^2 \right]^{\frac{1}{2}} \right\}, \quad \quad (36) $$

taking into account the condition (30). The negative branch is not of our interest, since it has no classical interpretations.\footnote{In the context of quantum theory of fields, negative energies are related to antiparticles that move backwards in time (see for example Ref. [56]).}

We therefore, choose the positive branch of Eq. (36) as the effective potential, i.e. $V_{\text{eff}} = V_+(r) \equiv V(r)$, noting that $V(r \to \infty) = 0$. In Fig. 1, this effective potential has been demonstrated for different values of $a$ and $L$. According to the diagrams, no stable orbits are expected since the effective potentials do not possess any minimums. Note that, the photons can also pursue a motion along the opposite direction of the black hole’s spin, which is the significance of the retrograde motion. As seen in the left panel of Fig. 1, the effective potential corresponding to the retrograde motion (plotted for $a < 0$), exhibits a lower maximum energy for the the same angular momentum. Therefore, photons on the retrograde motion encounter a remarkably smoother gravitational potential.

The possible trajectories are then categorized based on the turning points. However, before proceeding with the determination of the turning points, let us rewrite Eq. (26) as

$$ M \frac{d\gamma}{d\tau} = \omega_0 \sqrt{\mathcal{P}(r)}, \quad \quad (37) $$

in terms of the characteristic polynomial

$$ \mathcal{P}(r) = r^4 + A r^2 + B r + C, \quad \quad (38) $$

where

$$ A = a^2 - \xi^2 - \eta - \eta_r, \quad \quad (39a) $$

$$ B = 2 M \left[ \eta + \eta_r + (\xi - a)^2 \right], \quad \quad (39b) $$

$$ C = -a^2 (\eta + \eta_r), \quad \quad (39c) $$

and $\eta_r = f_r/\omega_0^2$.

3.1.1 The turning points

Let us consider a typical effective potential as demonstrated in Fig. 2. The possible types of motion are categorized regarding the photon frequency (energy) $\omega_0$, compared with its value $\omega_U$, for photons on the unstable circular orbits (UCO). When $\omega_0 > \omega_U$, the characteristic polynomial $\mathcal{P}(r)$ has four
Fig. 1 The radial effective potential in an inhomogeneous anisotropic plasma in the region $r > r_+$, plotted for $\mathcal{D} = 9M^2$ and $f_+ = 1M^2$. The diagrams have been generated for $a = 0.85M$ and three different values of $L$ (the solid lines), and $b L = 1M$ and three different values of $a$. The dot-dashed curve in the diagram $a$, corresponds to the retrograde motion, which has been plotted for $a = -0.85M$ and $L = 3M$ (For these diagrams and for all the forthcoming ones within this paper, the unit along the axes is considered to be $M$).

Fig. 2 A typical effective potential, plotted for $a = 0.8M$, $L = 1M$, and $\mathcal{D} + f_+ = 10M^2$ (which are the values that will be taken into account for all the forthcoming diagrams in this paper). The categorization of orbits is done by comparing the photon energy $\omega_0$ with that for photons on the UCO, i.e. $\omega_U$ (for the above values, $\omega_U \approx 0.755232$). Photons with the energy $\omega_0 > \omega_U$, will experience an inevitable fall onto the black hole's event horizon. For the special case of $\omega_0 < \omega_U$, the photons encounter two turning points $r_D$ and $r_F$.
Fig. 3 The polar plots of $r(\gamma)$, respecting (a) DFKs and (b) DSKs, plotted for $\omega_0 = 0.755$ (blue circles), and $\omega_0 = 0.70$ (green circles). The two inner circles indicate $r_+$ and $r_-$. The turning points $r_D$ and $r_F$ correspond to different fates for the trajectories. Respecting Fig. 2, photons that approach the black hole at $r_D$, will deflect to infinity by pursuing a hyperbolic type of motion (deflection of the first kind (DFK)). The equation of motion (37), if solved at the vicinity of the deflection point $r_D$, yields the DFK as (appendix A)

$$r_d(\gamma) = \frac{1 + ud(\gamma)}{ud(\gamma)} r_D,$$  \hspace{1cm} (45)

in which

$$ud(\gamma) = 4\wp\left(\frac{\omega_0\sqrt{C_3} \gamma}{Mr_D}\right) - \frac{\alpha_1}{3},$$  \hspace{1cm} (46)

where $\wp(x) \equiv \wp(x; \tilde{g}_2, \tilde{g}_3)$ is the elliptic Weierstrassian $\wp$ function (see appendix B), here, associated with the invariants

$$\tilde{g}_2 = \frac{1}{4} \left(\frac{\alpha_1^2}{3} - \alpha_2\right),$$  \hspace{1cm} (47a)

$$\tilde{g}_3 = \frac{1}{16} \left(\frac{\alpha_1 \alpha_2}{3} - \frac{2\alpha_1^3}{27} - \alpha_3\right),$$  \hspace{1cm} (47b)

given that $\alpha_1 = C_2/C_3$, $\alpha_2 = C_1/C_3$ and $\alpha_3 = C_0/C_3$, and the respected coefficients defined as

$$C_0 = r_D^4,$$  \hspace{1cm} (48a)

$$C_1 = 4r_D^5,$$  \hspace{1cm} (48b)

$$C_2 = r_D^2 \left(9r_D^2 + A\right),$$  \hspace{1cm} (48c)

$$C_3 = r_D \left(4r_D^3 + 2Ar_D + B\right).$$  \hspace{1cm} (48d)

On the other hand, $r_F$ is the point of no return, from which, the photons will be captured by the black hole (deflection of the second kind (DSK)). Applying the same method we pursued to calculate the DFK, at the approaching point $r_F$, the DSK is found to obey the equation

$$r_f(\gamma) = \frac{1 + uf(\gamma)}{uf(\gamma)} r_F,$$  \hspace{1cm} (49)

where

$$uf(\gamma) = 4\wp\left(-\frac{\omega_0\sqrt{C_3} \gamma}{Mr_F}\right) - \frac{\tilde{\alpha}_1}{3},$$  \hspace{1cm} (50)

with the Weierstrass coefficients having the same form of expressions as those in Eqs. (47), and $\tilde{\alpha}_1 = \tilde{C}_2/\tilde{C}_3$, $\tilde{\alpha}_2 = \tilde{C}_1/\tilde{C}_3$ and $\tilde{\alpha}_3 = \tilde{C}_0/\tilde{C}_3$, that relate respectively to the same coefficients in Eqs. (48), by doing the exchange $r_D \rightarrow r_F$. In Fig. 3, the DFK and DSK have been plotted for the light rays approaching the black hole, for definite dynamical parameters. As it is expected, the DFK initiates from the turning point $r_D$ and escape to infinity, and can therefore, reach a distant observer. This concept, if treated for the trajectories with angular components, has the significance of bending of light in curved spacetimes. It is worth notifying the difference between the two types of the DFKs, as indicated in panel (a) of the figure. As it is expected, the more $\omega_0$ increases toward its critical value $\omega_U$, the more the trajectories are inclined towards the black hole. In order to find a switching value for $\omega_0$, at which the DFKs change their deflecting charac-
Fig. 4 The plot of $r_D(\omega_0)$ and $r_F(\omega_0)$, in accordance to the values given in Fig. 3. The dashed lines indicate $r_D(0.70)$, $r_D(0.755)$ and $r_D(\omega_U)$, and the switching radius $r_D(\omega_0)$, shown by the dot-dashed line, corresponds to the starting point of a region, where the trajectories begin to change their deflecting character. In this case, $\omega_0 \approx 0.7543$

ter, let us recall that $r_D \equiv r_D(\omega_0)$ and $r_F \equiv r_F(\omega_0)$, whose behaviors have been plotted in Fig. 4. As it is observed in the figure, there is a region of the steepest declination of $r_D$, located at the vicinity of $\omega_U$. This region starts in accordance with a switching value $\omega_0^*$, from which, the trajectories start to change their deflecting character. On the other hand, the DSK starts from $r_F$ and ends in falling onto the singularity. Hence, light rays that are engaged in this process, will never go beyond the distance $r_F$ from the black hole and cannot reach an observer at infinity. Note that, in the case of $\omega_0 = \omega_U$, the light rays will approach at the point $r_F < r_U < r_D$, that satisfy the equation $V'(r_U) = 0$. As mentioned above, this corresponds to the UCO. In Fig. 5, this kind of orbit has been plotted, regarding its first and the second kinds (UCOFK and UCOSK), by exploiting the equations of motion obtained above, applied for the radial distance $r_U$. The UCOFK, in particular, is responsible for the formation of the black hole shadow.

3.1.2 The capture zone

In addition to the photons with $\omega_0 < \omega_U$ that approach the black hole from the radial distance $r_F$, those incident photons with $\omega_0 > \omega_U$, also become completely unstable in the region dominant by the effective potential, and are captured by the black hole (see Fig. 2). The form of the equation of motion for such photons, is the same as those in Eqs. (45) and (49), but the point of approach can be any point $r_I > r_+$. In Fig. 6, an example of this kind of orbit has been plotted.

3.2 The evolution of the polar angle (the $\theta$-motion)

The $\theta$-motion is governed by Eqs. (27) and (25b), for which, the condition (31) implies

$$\Theta(\theta) = \mathcal{Q} \cos^2 \theta \left( L^2 \csc^2 \theta - a^2 \omega_0^3 \right) \geq 0.$$  (51)

Fig. 5 The polar plots of (a) the UCOFK and (b) the UCOSK, plotted for $\omega_0 \approx \omega_U$. The outer circle, indicates $r_U \approx 2.166051$
that can be recast as
\[ \Theta(\theta) = a^2 \cos^2 \theta \left[ (\omega_0 - \sqrt{W(\theta)}) (\omega_0 + \sqrt{W(\theta)}) \right], \quad \text{(52)} \]

where
\[ W(\theta) = \left( \frac{L \csc \theta}{a} \right)^2 - (\mathcal{Q} - f_0) \left( \frac{\sec \theta}{a} \right)^2, \quad \text{(53)} \]
is the angular gravitational potential felt by the light rays in the plasma. Essentially, this potential has the general form as defined, for example, for the case of null geodesics in Ref. [57]. This general form can be recovered by letting \( f_0 = 0 \) in Eq. (53). We define
\[ \tilde{\eta} = \eta - \frac{f_0}{\omega_0} \equiv \frac{\mathcal{Q} - f_0}{\omega_0^2}, \quad \text{(54)} \]
for more convenience. Now, performing the change of variable \( z = \cos \theta \), Eq. (27) can be recast as
\[ -\frac{M}{\omega_0} \frac{dz}{d\gamma'} = \sqrt{\Theta_z}, \quad \text{(55)} \]

where
\[ \Theta_z = \tilde{\eta} - (\tilde{\eta} + \xi^2 - a^2)z^2 - a^2z^4, \quad \text{(56)} \]
and the condition \( \Theta_z > 0 \) is required. Clearly, the characteristics of the motion depend directly on the nature of \( \Theta_z \). Accordingly, we assess the equation of motion (55), separately, for the cases \( \tilde{\eta} > 0, \tilde{\eta} = 0, \) and \( \tilde{\eta} < 0. \) These cases completely categorize the types of the \( \theta \)-motion.

### 3.2.1 The case of \( \tilde{\eta} > 0 \)

In this case, the expression in Eq. (56) remains unchanged, and the condition \( \Theta_z > 0 \), confines the \( z \) parameter in the domain \(-z_{\min} \leq z \leq z_{\max}\), where
\[ z_{\max}^2 = \frac{x_0}{2a^2} \left( \frac{4a^2 \tilde{\eta}}{x_0^2} - 1 \right), \quad \text{(57a)} \]
\[ z_{\min} = -z_{\max}, \quad \text{(57b)} \]
in which, \( x_0 = \xi^2 + \tilde{\eta} - a^2 > 0 \). The mentioned domain, corresponds to the polar range \( \theta_{\min} \leq \theta \leq \theta_{\max} \), given that \( \theta_{\min} = \arccos(z_{\max}) \) and \( \theta_{\max} = \arccos(-z_{\max}). \) This range defines a cone, to which, the test particles’ motion is confined. Having this in mind, we can solve the equation of motion (55) by direct integration, resulting in
\[ \theta(\gamma) = \arccos \left( \frac{z_{\max} - \frac{3}{12\omega (\kappa_0 \gamma) + \psi_0}}{\kappa_0} \right), \quad \text{(58)} \]

where
\[ \kappa_0 = \frac{\omega_0 a \sqrt{2z_{\max} (z_0^2 + z_{\max}^2)}}{M}, \quad \text{(59a)} \]
\[ \psi_0 = \frac{z_0^2 + z_{\max}^2}{2z_{\max} (z_0^2 + z_{\max}^2)}, \quad \text{(59b)} \]

with
\[ z_0^2 = \frac{x_0}{2a^2} \left( \sqrt{1 + \frac{4a^2 \tilde{\eta}}{x_0^2}} + 1 \right), \quad \text{(60)} \]

and
\[ g_2 = \frac{z_0^4 + z_{\max}^4 - 14z_0^2z_{\max}^2}{48z_{\max}^2 (z_0^2 + z_{\max}^2)^2}, \quad \text{(61a)} \]
\[ g_3 = \frac{33z_0^4z_{\max}^2 - 33z_0^2z_{\max}^4 + z_0^6 - z_{\max}^6}{1728z_{\max}^3 (z_0^2 + z_{\max}^2)^3}, \quad \text{(61b)} \]

are the respected Weierstraß invariants. Using the analytical solution (58), the temporal evolution of \( \theta(\gamma) \) for the case of \( \tilde{\eta} > 0 \) has been shown in Fig. 7, together with the behavior of \( W(\theta) \). As it can be observed from the behavior of \( W(\theta) \), the values of energy that rely in the region \( \omega_0 \leq \omega_U \) are allowed. The light rays, therefore, can opt all kinds of possible orbits that were discussed in the previous section. Accordingly, and applying the analytical solutions of the radial coordinate, the cross-sectional behaviors of the above orbits have been plotted in Fig. 8, for the case of \( \tilde{\eta} > 0 \), inside the cone of confinement in the \( z-x \) plane (i.e. for \( \phi = 0 \)).
3.2.2 The case of $\tilde{\eta} = 0$

The parameter $z$, in this case, is confined to the domain $\tilde{z}_{\text{min}} \leq z \leq \tilde{z}_{\text{max}}$ with $\tilde{z}_{\text{min}} = 0$ and $\tilde{z}_{\text{max}} = \sqrt{1 - (\xi/a)^2}$. This domain corresponds to the cone $\tilde{\theta}_{\text{min}} \leq \theta \leq \pi/2$, where $\tilde{\theta}_{\text{min}} = \arccos(\tilde{z}_{\text{max}})$. In this case, the effective angular potential (53) takes the form

$$W(\theta) = \left(\frac{L\csc\theta}{a}\right)^2.$$

(62)

It is straightforward to see that $W'(\theta) = 0$ gives $\tilde{\theta}_0 = \pi/2 = \tilde{\theta}_{\text{max}}$, according to which, the minimum of the angular effective potential, $W_{\text{min}} = W(\pi/2)$, is obtained. One can therefore infer that the case of $\tilde{\eta} = 0$ also allows for a stable
The angular effective potential and the temporal evolution of the coordinate $\theta$, for the case of $\tilde{\eta} = 0$ (which here corresponds to $\mathcal{Z} = f_{\theta} = 9M^2$). To plot $\theta(\gamma)$, we have considered $\omega_0 = \sqrt{10.30}$.

polar equatorial motion. Taking into account $\theta(0) = \tilde{\theta}_{\text{min}}$, the direct integration of Eq. (55) yields

$$\theta(\gamma) = \arccos \left( \sqrt{1 - \left( \frac{\xi}{a} \right)^2 \text{sech} (\kappa_1 \gamma)} \right),$$

which implies $a^2 > \xi^2$, and we have defined $\kappa_1 = \omega_0 \sqrt{a^2 - \xi^2}/M$. Accordingly, the temporal evolution of $\theta(\gamma)$ and the corresponding angular effective potential have been plotted in Fig. 9. As it can be observed, in contrast with the case of $\tilde{\eta} > 0$, the allowed energies for the case of $\tilde{\eta} = 0$ are higher than their critical value (i.e. $W_{\text{min}} > \omega_0^2 U$), and therefore, only the capturing trajectories are possible, which in Fig. 10, has been demonstrated inside the cone of confinement.

3.2.3 The case of $\tilde{\eta} < 0$

Under this condition, the expression in Eq. (56) takes the form

$$\Theta_z = -|\tilde{\eta}| + (|\tilde{\eta}| + a^2 - \xi^2)z^2 - a^2 z^4,$$

and $\Theta_z > 0$ requires $|\tilde{\eta}| + a^2 - \xi^2 > 0$, which is satisfied inside the domain $\tilde{z}_{\text{min}} \leq z \leq \tilde{z}_{\text{max}}$, where

$$\tilde{z}_{\text{min}} = \mu_0 \sin \left( \frac{1}{2} \arcsin (\mu_1) \right),$$

$$\tilde{z}_{\text{max}} = \mu_0 \cos \left( \frac{1}{2} \arcsin (\mu_1) \right),$$

with

$$\mu_0 = \sqrt{|\tilde{\eta}| + a^2 - \xi^2},$$

$$\mu_1 = \frac{2a \sqrt{|\tilde{\eta}|}}{|\tilde{\eta}| + a^2 - \xi^2}.$$

The corresponding particle-cone is therefore confined to $\tilde{\theta}_{\text{min}} \leq \theta \leq \tilde{\theta}_{\text{max}}$, where $\tilde{\theta}_{\text{min}} = \arccos (\tilde{z}_{\text{max}})$ and $\tilde{\theta}_{\text{max}} = \arccos (\tilde{z}_{\text{min}})$, and the respected effective potential is

$$W(\theta) = \left( \frac{\text{L csc} \theta}{a} \right)^2 + |\mathcal{Z} - f_{\theta}| \left( \frac{\sec \theta}{a} \right)^2.$$  

Once again, to determine the possible stable polar orbits we solve $W'(\theta) = 0$, which yields

$$\tilde{\theta}_{0} = \arctan \left( \left| \tilde{\eta} \right| \left( \frac{\omega_{0} (L + \omega_{0} |\tilde{\eta}|)}{|L^2 + \omega_{0}^2 |\tilde{\eta}|} \right) \right).$$
Fig. 11 The angular effective potential and the temporal evolution of the coordinate $\theta$ for the case of $\tilde{\eta} < 0$, plotted for $Q = 9M^2$ and $f_\theta = 10M^2$.

To plot $\theta(\gamma)$, we have considered $\omega_0 = \sqrt{10}$

This value satisfies $\tilde{\theta}_{\min} \leq \tilde{\theta}_0 \leq \tilde{\theta}_{\max}$, and corresponds to the minimum of the angular effective potential for the case of $\tilde{\eta} < 0$. To find the analytical solution for $\theta(\gamma)$, we pursue the same method as in the case of $\tilde{\eta} > 0$, that provides

$$\theta(\gamma) = \arccos \left( \frac{z_{\text{max}} - 3}{12\omega (\kappa_2^2 \gamma) + \varphi_0} \right),$$

where

$$\kappa_2 = \frac{\omega_0 a \sqrt{2z_{\text{max}} (2z_{\text{max}}^2 - \mu_0^2)}}{M},$$

$$\varphi_0 = \frac{6z_{\text{max}}^2 - \mu_0^2}{2z_{\text{max}} (2z_{\text{max}}^2 - \mu_0^2)},$$

and the corresponding Weierstrass invariants are

$$\bar{g}_2 = \frac{\mu_0^4 + 12\mu_0^2 z_{\text{max}}^2 - 12z_{\text{max}}^4}{48 (\mu_0 z_{\text{max}} - 2z_{\text{max}}^3)^2},$$

$$\bar{g}_3 = -\frac{\mu_0^2 (\mu_0^4 - 36\mu_0^2 z_{\text{max}}^2 + 36z_{\text{max}}^4)}{1728 (2z_{\text{max}}^3 - \mu_0^2 z_{\text{max}}^2)^3}.$$
as either of the turning points. According to the fact that the general form of the equation of motion has been considered, this assumption does not affect the final analytical results for the \(\phi\)-motion. Direct integration of the integral (73a) results in the following cases:

- For \(\bar{\eta} > 0\) we get

\[
\Phi_\theta(\gamma) = \kappa_0 \left[ K_1 F_1(U_\theta) - K_2 F_2(U_\theta) - \kappa_0 \gamma \right].
\]  

(74)

in which, \(\kappa_0\) has been given in Eq. (59a), and (with \(j = 1, 2\))

\[
F_j(U_\theta) = \frac{1}{\varphi'(\nu_j)} \left[ \ln \left( \frac{\sigma(\beta(U_\theta) - \nu_j)}{\sigma(\beta(U_\theta) + \nu_j)} \right) + 2\beta(U_\theta)\zeta(\nu_j) \right],
\]

(75)

where, \(\varphi'(\nu) \equiv \frac{d}{d\nu} \varphi(\nu; g_2, g_3)\), which here, is given in terms of the corresponding Weierstraß invariants \(g_2\) and \(g_3\), as in Eqs. (61). Furthermore,

\[
u_1 = \beta \left( -\frac{\psi_0}{12} - \frac{1}{4[1 - z_{\text{max}}]} \right),
\]

(76a)

\[
u_2 = \beta \left( -\frac{\psi_0}{12} - \frac{1}{4[1 + z_{\text{max}}]} \right),
\]

(76b)

\[
U_\theta = \frac{1}{4(z_{\text{max}} - \cos \theta)} - \frac{\psi_0}{3},
\]

(76c)

in which, \(\beta(x) \equiv \varphi^{-1}(x; g_2, g_3)\) is the inverse Weierstraß function, \(z_{\text{max}}\) and \(\psi_0\) are given in Eqs. (57a) and (59b), and

\[
K_0 = \frac{\xi}{a\sqrt{2z_{\text{max}}(z_{\text{max}}^2 + z_0^2)(1 - z_{\text{max}})(1 + z_{\text{max}})}},
\]

(77a)

\[
K_1 = \frac{1 + z_{\text{max}}}{8(1 - z_{\text{max}})},
\]

(77b)

\[
K_2 = \frac{1 - z_{\text{max}}}{8(1 + z_{\text{max}})},
\]

(77c)

The function in Eq. (75), also depends on the Weierstraßian Zeta and Sigma functions (see appendix B). Note that, for the sake of simplicity in the demonstration of the trajectories, we will set \(\phi(\theta_{\text{min}}) = 0\) as the initial condition. The complete \(\gamma\)-dependent expression for \(\Phi_\theta(\gamma)\) is then obtained by substituting \(\theta \rightarrow \theta(\gamma)\) in the above relations.

- For \(\bar{\eta} = 0\), pursuing the same mathematical methods, we find

\[
\Phi_\theta(\gamma) = \bar{\kappa}_0 \left[ \bar{K}_1 \bar{F}_1(\bar{U}_\theta) - \bar{K}_2 \bar{F}_2(\bar{U}_\theta) - \beta(\bar{U}_\theta) \right].
\]

(78)

in which, \(\bar{F}_\theta(\theta)\) has the same expression as in Eq. (75), considering the exchanges

\[
u_1 \rightarrow \bar{\nu}_1 = \beta \left( -\frac{\psi_0}{12} - \frac{1}{4[1 - z_{\text{max}}]} \right),
\]

(79a)

\[
u_2 \rightarrow \bar{\nu}_2 = \beta \left( -\frac{\psi_0}{12} + \frac{1}{4[1 + z_{\text{max}}]} \right),
\]

(79b)

\[
U_\theta \rightarrow \bar{U}_\theta = \frac{1}{4(z_{\text{max}} - \cos \theta)} - \frac{5}{24z_{\text{max}}},
\]

(79c)

and the corresponding Weierstraß invariants are

\[
\bar{g}_2 = \frac{1}{48z_{\text{max}}^5},
\]

(80a)

\[
\bar{g}_3 = -\frac{1}{1728z_{\text{max}}^3}.
\]

(80b)

Furthermore,

\[
\bar{K}_0 = \frac{\xi}{a\sqrt{2z_{\text{max}}(z_{\text{max}}^2 + z_0^2)(1 - z_{\text{max}})(1 + z_{\text{max}})}},
\]

(81a)

\[
\bar{K}_1 = \frac{1 + z_{\text{max}}}{8(1 - z_{\text{max}})},
\]

(81b)

\[
\bar{K}_2 = \frac{1 - z_{\text{max}}}{8(1 + z_{\text{max}})}.
\]

(81c)

- For \(\bar{\eta} < 0\) we obtain

\[
\Phi_\theta(\gamma) = \bar{\kappa}_0 \left[ \bar{K}_1 \bar{F}_1(\bar{U}_\theta) - \bar{K}_2 \bar{F}_2(\bar{U}_\theta) - \kappa_2 \gamma \right],
\]

(82)

with \(\kappa_2\) given in Eq. (70a). To obtain \(\bar{F}_\theta(\bar{U}_\theta)\), we need to apply

\[
u_1 \rightarrow \bar{\nu}_1 = \beta \left( -\frac{\psi_0}{12} - \frac{1}{4[1 - z_{\text{max}}]} \right),
\]

(83a)

\[
u_2 \rightarrow \bar{\nu}_2 = \beta \left( -\frac{\psi_0}{12} + \frac{1}{4[1 + z_{\text{max}}]} \right),
\]

(83b)

\[
U_\theta \rightarrow \bar{U}_\theta = \frac{1}{4(z_{\text{max}} - \cos \theta)} - \frac{\psi_0}{3},
\]

(83c)

in Eqs. (75) and (76), with \(z_{\text{max}}, \mu_0\) and \(\psi_0\), defined, respectively, in Eqs. (65b), (66a) and (70b). The corresponding Weierstraß invariants are the same as \(\bar{g}_2\) and \(\bar{g}_3\), given in Eqs. (71), and

\[
\bar{K}_0 = \frac{\xi}{a\sqrt{2z_{\text{max}}(z_{\text{max}}^2 + \mu_0^2)(1 - z_{\text{max}})(1 + z_{\text{max}})}},
\]

(84a)

\[
\bar{K}_1 = \frac{1 + z_{\text{max}}}{8(1 - z_{\text{max}})},
\]

(84b)
The $r$-dependent integral (73b) provides
\[ \Phi_r(\gamma) = K_+F_+(U_r) - K_-F_-(U_r) - \tilde{B}B(U_r), \]  
\[ F_{\pm}(U_r) = \frac{1}{g^2(\gamma)} \left[ \ln \left( \frac{\sigma(\gamma_{\pm} - \beta(U_r))}{\sigma(\gamma_{\pm} + \beta(U_r))} \right) \right] + 2\beta(U_r)\zeta(\gamma_{\pm}), \]

given that
\[ K_{\pm} = \frac{r_i(a^2L + 2Ma\omega_0r_i) + 2Ma\omega_0(r_i - r_{\pm})}{4\omega_0\sqrt{a}(r_i - r_{\pm})^2(r_+ - r_-)}, \]
\[ \tilde{B} = \frac{(a^2L + 2Ma\omega_0r_i)}{\omega_0\sqrt{a}(r_i - r_{\pm})}, \]
\[ U_r = U_r(\gamma) = \frac{\alpha_1}{12} - \frac{r_i}{4[r(\gamma) - r_i]}, \]
\[ \gamma_{\pm} = B \left( \frac{\alpha_1}{12} - \frac{r_i}{4[r_i - r_{\pm}]} \right), \]

where the coefficient $\alpha_1$ and the Weierstraß invariants, are the same as those given in Eqs. (47), considering $r_D \to r_i$. Furthermore
\[ \tilde{\alpha} = 2A + 4r_i^2 + \frac{B}{r_i}. \]

Now, having in hand the analytical expressions for all the spatial coordinates, we are able to simulate the possible orbits, based on the simultaneous evolution of these coordinates. Respecting the allowed values of $\omega_0$, in Fig. 13, the orbits that we have previously illustrated in Figs. 8, 10, and 12, are demonstrated in the three-dimensional form, by applying the following Cartesian correspondents of the Boyer–Lindquist coordinates [58]
\[ x(\gamma) = \sqrt{r^2(\gamma) + a^2\sin^2(\theta(\gamma)) \cos(\gamma)}, \]
\[ y(\gamma) = \sqrt{r^2(\gamma) + a^2\sin^2(\theta(\gamma)) \sin(\gamma)}, \]
\[ z(\gamma) = r(\gamma) \cos(\theta(\gamma)). \]

In presenting the figures, we have also considered the case of the vacuum Kerr spacetime, for which, the characteristic functions $f_{\gamma}(r)$ and $f_0(\theta)$ in Eq. (16), vanish identically. In fact, in the three-dimensional treatment of the trajectories, a fixed positive Carter’s constant $\mathcal{Q}$, does not allow for the construction of the cases $\tilde{\eta} = 0$ and $\tilde{\eta} < 0$ in the vacuum Kerr spacetime. Hence, the possible comparison between the light propagation in the plasma and vacuum Kerr spacetimes can only be done in the context of $\tilde{\eta} > 0$ which corresponds to the first six diagrams of Fig. 13. As indicated in these diagrams, the sensible differences between these media, are seen in the DFKs. While the light ray trajectories in plasma (black curves) occupy a wider spatial range around the black hole, those in the vacuum (blue curves) are more close to the event horizon. Passing the plasma, will therefore, change the amount of light deflection and this can be inspected through the process of gravitational lensing (see below). The other types of trajectories do not show any sensible differences. Hence, in what follows we continue with the equatorial lens equation for the black hole.

### 3.3.1 Gravitational lensing

Let us, for now, confine ourselves to the equatorial plan (with $\theta = \pi/2$), on which we have $\mathcal{Q} = f_\theta$. Therefore, by means of Eqs. (26) and (28), the differential equation that governs the gravitational lensing is

\[ \frac{d\phi}{dr} \bigg|_{\theta = \frac{\pi}{2}} = \frac{L(r^2 - 2Mr) - 2Ma\omega_0r}{\Delta} \sqrt{[\omega_0(r^2 + a^2) - aL]^2 - \Delta [f_0 + f_r + (L - a\omega_0)]} = \tilde{\delta}(r), \]

according to which, the lens equation is written as

\[ \hat{\theta} = 2 \int_{r_D}^{\infty} \frac{dr}{\tilde{\delta}(r)} - \pi, \]

where $\hat{\theta}$ is the deflection angle and $r_D$ is that in Eq. (40). This provides

\[ \hat{\theta} = 2\tilde{K}_+F_+ \left( \frac{\alpha_1}{12} \right) - 2\tilde{K}_-F_- \left( \frac{\alpha_1}{12} \right) - 2\tilde{B}B \left( \frac{\alpha_1}{12} \right) - \pi, \]

in which, $F_{\pm}$ are given in Eq. (86),

\[ \tilde{K}_{\pm} = \frac{r_D[Lr_D - 2aM\omega_0(r_D - r_{\pm})^2 - 2r_D + 2r_{\pm}] - 2aMr_{\pm}\omega_0 + L^2r_D(r_D - 2M)(r_D - r_{\pm})^2 - 2LMr_{\pm}}{4\omega_0\sqrt{\alpha}(r_D - r_{\pm})^2(r_+ - r_-)}, \]
\[ \tilde{B} = \frac{r_D[L(r_D - 2M) - 2aM\omega_0]}{4\omega_0\sqrt{\alpha}(r_D - r_-)(r_D - r_+)}.


Fig. 13 The three-dimensional simulations of the possible orbits plotted for $\mathcal{D} = 9M^2$, corresponding to the three cases of $\tilde{\eta} > 0$ (a-f) where the black trajectories have been calculated for $f_r = f_\theta = 1M^2$ and the blue ones indicate the null trajectories in the vacuum Kerr spacetime (i.e. for $f_r = f_\theta = 0$, $\tilde{\eta} = 0$ (g), and $\tilde{\eta} < 0$ (h)). The sphere in the middle indicates the event horizon. The diagrams correspond to a DFK for $\omega_0 = 0.755$, b DFK for $\omega_0 = 0.70$, c DSK for $\omega_0 = 0.755$, d UCOFK, e UCOSK, f capture for $\omega_0 = 1$, g capture for $\omega_0 = \sqrt{10}$. Theses last two trajectories do not have a vacuum counterpart, for the above chosen Carter’s constant

and $\Upsilon_\pm$ are the same as those in Eq. (87d) with $r_i \to r_D$. Applying the data given in Fig. 13, one obtains $\hat{\vartheta} = 47.137^\circ$ and $\hat{\varphi} = 110.869^\circ$, respectively, for $\omega_0 = 0.755$ and $\omega_0 = 0.70$. This is while for a vacuum background (i.e. $f_r = f_\theta = 0$), these values change to $\hat{\varphi} = 27.276^\circ$ and $\hat{\varphi} = 52.997^\circ$, for the same initial frequencies.

3.4 The evolution of the coordinate time (the $t$-motion)

We exploit the same methods of integration, as we had for the case of the $\phi$-motion. Accordingly, considering Eq. (29), together with Eqs. (26) and (27), we can write the integral equation for the $t$-motion as

$$t(\gamma) = t_0(\gamma) + t_r(\gamma).$$

(94)
Recalling the functions defined in the last subsection, the \( \theta \)-dependent integral above, gives these three cases:

- For \( \tilde{\eta} > 0 \):
  \[
  t_\theta(y) = 2a \left[ \zeta \left( \beta(U_\theta(\theta_{\min})) \right) - \zeta \left( \beta(U_\theta(\theta)) \right) + \left( \frac{1}{4} + \frac{\chi^2}{12a^2} \right) \left[ \beta(U_\theta(\theta_{\min})) - \beta(U_\theta(\theta)) \right] \right].
  \] (96)

- For \( \tilde{\eta} < 0 \):
  \[
  t_\theta(y) = 2a \left[ \zeta \left( \beta(U_\theta(\theta_{\min})) \right) - \zeta \left( \beta(U_\theta(\theta)) \right) + \left( \frac{1}{4} - \frac{\mu_0^2}{12} \right) \left[ \beta(U_\theta(\theta_{\min})) - \beta(U_\theta(\theta)) \right] \right].
  \] (97)

The \( r \)-dependent integral (95b) provides the solution

\[
t_r(y) = t_0 \sum_{j=1}^{5} T_j \left[ T_j(r(y)) - T_j(r_1) \right],
\] (99)

in which (letting \( T_j \equiv T_j(r(y)) \))

\[
T_1 = B(U_r),
\] (100a)

\[
T_2 = \frac{\varphi''(\beta/12)}{\varphi'^3(\beta/12)} \ln \left( \frac{\sigma \left( \beta(U_r) + \frac{\beta}{12} \right)}{\sigma \left( \beta(U_r) - \frac{\beta}{12} \right)} \right) - \frac{1}{\varphi'^2(\beta/12)} \left[ \zeta \left( \beta(U_r) + \frac{\beta}{12} \right) + \zeta \left( \beta(U_r) - \frac{\beta}{12} \right) \right] - 2B(U_r) \left[ \frac{\varphi''(\beta/12)}{\varphi'^2(\beta/12)} + \frac{\varphi''(\beta/12)}{\varphi'^3(\beta/12)} \right].
\] (100b)

\[
T_3 = \frac{1}{\varphi'(\beta/12)} \left[ \ln \left( \frac{\sigma \left( \frac{\beta}{12} - B(U_r) \right)}{\sigma \left( \frac{\beta}{12} + B(U_r) \right)} \right) + 2B(U_r) \xi \left( \frac{\beta}{12} \right) \right].
\] (100c)

\[
T_4 = F_+(U_r),
\] (100d)

\[
T_5 = F_-(U_r).
\] (100e)

recalling the expressions from the last subsection, and

\[
\begin{align*}
\tau_0 &= \frac{r_i}{\omega_0 \sqrt{C_3(r_i - r_+)(r_i - r_-)}}, \\
\tau_1 &= \frac{\omega_0}{16} r_i^2 (r_i - r_+)(r_i - r_-), \\
\tau_2 &= \frac{\omega_0}{16} r_i^2 (r_i - r_+)(r_i - r_-), \\
\tau_3 &= \omega_0 r_i^4 \left[ \frac{4u_+ u_- - (u_+ + u_-)}{4u_+^2 u_-^2} \right], \\
\tau_4 &= \omega_0 r_i^4 \left[ \frac{r_0^2 (u_- - 1)^2 + a^2 u_-^2}{4u_+^2 (u_- - u_+)} - \frac{MaL r_i (u_- - 1) u_-}{2(u_- - u_+)} \right], \\
\tau_5 &= -\omega_0 r_i^4 \left[ \frac{r_0^2 (u_+ - 1)^2 + a^2 u_+^2}{4u_-^2 (u_+ - u_-)} + \frac{MaL r_i (u_+ - 1) u_+}{2(u_+ - u_-)} \right].
\end{align*}
\] (101f)

where \( u_{\pm} = (r_{\pm}/r_1 - 1)^{-1} \), the relevant Weierstraß invariant are given in Eqs. (47), and the constant \( C_3 \) has been taken from Eq. (48d), considering \( r_D \to r_1 \).

Note that, to simulate the angular trajectories, the Mino time \( y \) is used as the curve parameter. The above derivations for the time coordinate \( t \) are, therefore, of pure mathematical significance and are presented only to have in hand the complete evolution of the spacetime coordinates. Accordingly, we pause the discussion at this point, and summarize the results in the next section.

### 4 Conclusions

There is no doubt that physical systems offer different criteria for them to be describable efficiently and completely. In this work, we have considered such criteria for monochromatic light rays of peculiar frequency \( \omega_0 \), that travel in the exterior spacetime geometry of a Kerr black hole which is filled by an inhomogeneous anisotropic electronic plasma. Following the mathematical formulations founded by Synge, it is well-known that light rays will no longer travel on null geodesics inside dispersive media. We therefore, applied a proper Hamilton–Jacobi formalism which enabled us generating the differential equations of motion. Accordingly, the effective gravitational potential provides different conditions corresponding to different types of orbits for the light rays.
that travel on time-like trajectories with respect to the background spacetime manifold. In fact, we have tried to carry out an ambitious study on the optical conditions that govern the light propagation in plasmic medium, mostly because such studies are usually restricted to the visible limit of the black holes’ exterior and their shadow. We, however, paid attention to the other types of orbits offered by the effective potential and obtained the exact analytical solutions to their respective equations of motion. We characterized the plasmic medium with the two structural functions $f_r$ and $f_\theta$, that enabled us conceiving the property of anisotropy. The resultant equations of motion were in the form of elliptic integrals, to solve which, we adopted specific algebraic methods that gave rise to Weiersträssian functions as the analytical solutions. Furthermore, the dimension-less Mino time was chosen as the curve parameter, so that we could have more well-expressed coordinate evolution. This parameter was then exploited in the parametric plots to perform three-dimensional simulations of the light ray trajectories. Note that, the effective potential does not offer any planetary orbits, so that the light rays, beside being able to form photon rings on the UCO, can only escape from or be captured by the black hole. These kinds of trajectories, as demonstrated within the text, are bounded to cones of definite vertex angles. Based on the specific frequency (energy) of the light rays, $\omega_0$, the intensity of the deflection in the escaping trajectories can vary, and the rays may travel on more fast-changing hyperbolic curves as $\omega_0$ approaches its critical value, $\omega_U$. Note that, since we express the plasma frequency $\omega_p$ in terms of the black hole’s physical characteristics in Eq. (32), the impacts of plasma are then included, indirectly, through the variations of the effective potential and the consequent types of orbit. In the presented analytical solutions, this was done by introducing the effective impact parameter $\eta$ and its dependent constants. Although the temporal evolution of the coordinates have appeared to be of rather complicated mathematical expressions, they however, can establish the basement of further studies, specified to certain models of plasma that are in connection with black holes’ parameters. Such studies can offer astrophysical applications and are left to our future works.
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Appendix A: Calculation of the radial deflection

Applying the method of synthetic division to factorize $(r - r_D)$ from the characteristic polynomial $\mathcal{P}(r)$ in Eq. (38), we obtain

$$\mathcal{P}(r) = (r - r_D)(r^3 + G_1 r^2 + G_2 r + G_3),$$

in which

$$G_1 = r_D,$$

$$G_2 = A + r_D^2,$$

$$G_3 = r_D^3 + Ar_D + B.$$  

The deflecting trajectory can be then determined by performing, successively, the changes of variables

$$u(r) = \frac{1}{\frac{r}{r_D} - 1},$$

and

$$U(r) = \frac{u(r)}{4} - \frac{6r_D^2 + A}{12(4r_D^3 + 2Ar_D + B)}.$$  

Appendix B: A brief review on Weiersträssian normal elliptic integrals

Any elliptic integral of the form

$$I_c = \int \frac{\mathcal{Q}(x) \, dx}{\sqrt{4x^3 - gx^2 - g}},$$

in which $\mathcal{Q}(x)$ is a rational function of $x$, can be always evaluated, depending on the three integrals [59]

$$\int_0^\infty \frac{dx}{\sqrt{4x^3 - gx^2 - g}} = u,$$

$$\int_\phi(u) \frac{x \, dx}{\sqrt{4x^3 - gx^2 - g}} = \zeta(u_0) - \zeta(u),$$
\[ \int_{\varphi(u)}^{\infty} \frac{dx}{(x-u)\sqrt{4x^3-g_2x-g_3}} = \int_{0}^{u} \frac{du}{\varphi(u)-\varphi(v)} \]

\[ = \frac{1}{\varphi'(u)} \left[ \ln \left( \frac{\sigma(u-v)}{\sigma(u+v)} \right) + 2u\zeta(u) \right], \quad (B2c) \]

where \( \varphi(u) \equiv \varphi(u; g_2, g_3), \zeta(u) \equiv \zeta(u; g_2, g_3) \) and \( \sigma(u) = \sigma(u; g_2, g_3) \), are respectively, the Weierstrassian \( \varphi \), Zeta and Sigma functions, with the invariants \( g_2 \) and \( g_3 \). These functions are related together by the relations

\[ \zeta(u) = -\int \varphi(u)du, \quad (B3a) \]

\[ \sigma(u) = \exp \left[ \int \zeta(u)du \right]. \quad (B3b) \]

Furthermore, in Eq. (B2c), it is defined that

\[ \varphi'(u) \equiv \frac{d}{du} \varphi(u) = -\sqrt{4\varphi^3(u) - 2g_2\varphi(u) - g_3}. \quad (B4) \]

There is also another integral relation that we have exploited in this paper:

\[ \int \frac{du}{(\varphi(u)-\varphi(v))^2} = \frac{\varphi''(v)}{\varphi'^3(v)} \ln \left( \frac{\sigma(u+v)}{\sigma(u-v)} \right) - \frac{1}{\varphi'^2(v)} \left[ \zeta(u+v) + \zeta(u-v) \right] - \left[ \frac{2\varphi(v)}{\varphi'^2(v)} + \frac{2\varphi''(v)\zeta(v)}{\varphi'^3(v)} \right] u. \quad (B5) \]
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