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ABSTRACT
Image restoration methods are commonly used to improve the quality of astronomical images. In recent years, developments of deep neural networks and increments of the number of astronomical images have evoked a lot of data–driven image restoration methods. However, most of these methods belong to supervised learning algorithms, which require paired images either from real observations or simulated data as training set. For some applications, it is hard to get enough paired images from real observations and simulated images are quite different from real observed ones. In this paper, we propose a new data–driven image restoration method based on generative adversarial networks with option–driven learning. Our method uses several high resolution images as references and applies different learning strategies when the number of reference images is different. For sky surveys with variable observation conditions, our method can obtain very stable image restoration results, regardless of the number of reference images.
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1 INTRODUCTION
The quality of astronomical images are seriously limited by different effects such as: photon–electronic noises from the detector, point spread functions of the imaging system and sky background noises. To further improve the quality of astronomical images, different image restoration methods are proposed for images of different astronomical targets observed in different wavelengths (Narayan & Nityananda 1986; Starck et al. 1995; Bertero & Boccacci 2000; Esch et al. 2004; Kuwamura et al. 2008; La Camera et al. 2012; Jia et al. 2014; Xu et al. 2020; Fétick et al. 2020).

Image restoration methods can be classified into two different categories according to their prior conditions: image restoration methods based on modelling of the point spread function (PSF) or image restoration methods based on extraction of image features (IF). PSF-based image restoration methods firstly model PSFs according to telemetry data of telescopes and environmental data (Martin et al. 2016; Fétick et al. 2019; Beltramo-Martin et al. 2019; Jia et al. 2020; Fusco et al. 2020) or images of point sources (Jia et al. 2017; Sun et al. 2020). Then these methods could obtain restored images with prior PSFs through either deconvolution (Starck et al. 2002) or myopic–deconvolution algorithms (Conan et al. 1998; Fusco et al. 1999; Mugnier et al. 2001). However, for images of extended targets (such as intergalactic medium, nebulae or the Sun), obtaining point sources is quite hard (Long et al. 2019) and limited point sources in these images are often polluted by light from extended medium. Besides, ground–based sky survey telescopes normally can not provide effective telemetry data for PSF modelling. Under these circumstances, IF–based image restoration methods would be a possible way to improve image qualities.

IF–based image restoration methods are successors of image based regularization conditions in blind deconvolution algorithms (Carasso 2001). Classical regularization conditions such as the total variation condition (Chan & Wong 1998), the normalized sparsity measure condition (Krishnan et al. 2011), dictionary–based conditions (Namba & Ishida 1998), noise and signal properties (Prato et al. 2013) and similarities between continuous frames of images (Schulz 1993) are all IF conditions that are drawn from objective world by human experts. However, designing a general IF condition that is suitable for different kinds of astronomical images is very hard.

In recent years, a lot of optical and infrared astronomical images have been collected and released to the public (Burstein et al.
structure which could adjust constraint conditions according to the number of reference images. We will introduce the DIROL in Section 2 and compare the performance of the DIROL with other image restoration methods in Section 3. In Section 4, we will make our conclusions and anticipate our future works.

2 THE DATA–DRIVEN IMAGE RESTORATION

Data–Driven image restoration methods obtain IF conditions through statistical learning. Because DNNs have very strong representation ability, IF conditions are often embedded into DNNs. After training, DNNs can generate restored images from blurred images. Generative Adversarial Networks (GAN) and Variational Autoencoders (VAE) are commonly used generative models. The VAE is an autoencoder that regularizes its encoding distribution during the training stage to guarantee that the latent space of the VAE can generate reliable restored images from blurred images. However, because the latent space between blurred images and restored images is not regular, images generated by VAEs are not stable (Sami & Mobin 2019). The GAN can generate images with better quality. Through modifications of the structure of GANs, adoptions of different loss functions or different training strategies, different types of GANs are proposed, such as the CGAN (Mirza & Osindero 2014), the Wasserstein GAN (Arjovsky et al. 2017) and the CycleGAN (Zhu et al. 2017). Although the performance of GANs in image restoration tasks has been increased, lack of reference images is still a problem.

The GalaxyGAN is the first successful GAN used for astronomical image restoration (Schaubinski et al. 2017). The GalaxyGAN uses pairs of images to train the GAN. Because these images are generated through numerical simulation with real datasets, there are always enough paired images for the GalaxyGAN. Thanks to its generalization property, the GalaxyGAN can restore blurred images after training. However, as we discussed in Section 1, high resolution images in the paired images are hard to obtain in some applications.

To reduce requirements of large amount of high resolution images, we propose the CycleGAN to restore Solar images (Jia et al. 2019) and a similar method is also proposed for restoration of images with realistic blur (Zhang et al. 2020). The CycleGAN does not need paired images as a training set. It can restore blurred images with several high resolution images as references. The CycleGAN has been used to restore astronomical images of different types. In real applications, we find that the instability of GAN will bring serious problems to restored images including: model collapse, loss of information and generation of additional components. Insufficient and improper constraints obtained from data are main factors that magnify shortcomings of GANs (Wang et al. 2019). Heuristically, we could strengthen constraints of the probability space represented by reference images and limit influence of the discriminator on the entire network when reference images are not adequate. Based on this philosophy, we propose the DIROL for image restoration.

2.1 THE DATA–DRIVEN IMAGE RESTORATION METHOD WITH OPTION–DRIVEN LEARNING

A preliminary IF-based image restoration method was proposed by Jia et al. (2019) for solar image restoration. Because solar images of the same wavelength are representations of the same physical process, we find that texture features in solar images of the same wavelength satisfies the same probability distribution (Huang et al. 2019). Then with several high resolution solar images as references, the CycleGAN (Zhu et al. 2017) can restore any frames of solar images of the same wavelength. Because there is only one sun for us to observe, we could always obtain a lot of high resolution solar images of different wavelengths either with adaptive optic systems (Zhang et al. 2017) or through some post–processing methods (Li et al. 2014; Xiang et al. 2016) as references. Because it is possible to get large number of effective reference images, solar image restoration can be viewed as data-driven image restoration task for big astronomical image datasets. With adequate algorithms, we could always obtain effective restored images.

For night time observations, although the total number of extended astronomical targets is large, the number of images of some targets with a specific kind is small. For example, there are only 100 images of planetary nebulae in [N II] wavelength in the Atlas of monochromatic images of planetary nebulae (Weidmann et al. 2016). Besides, many of these extended targets have relatively low surface brightness. These targets require very long exposure time to get images with enough signal to noise ratio and some of them can only be obtained at the end of a sky survey project through stacking observed images of several epochs. For these astronomical targets, high resolution images that can be used as references are rare.

Deep neural networks (DNNs) used for data-driven image restoration are generative models, such as the Generative Adversarial Networks (Wang et al. 2017) or Variational Autoencoders (Kingma & Welling 2019). The generative models learn map functions between two probability distributions represented by data in the training set. Because the probability distribution is discretely sampled by several images, the number and varieties of images will affect their representative abilities. Finally the quality of restored images will become unstable, which makes these algorithms unsuitable for scientific research. Although data-driven image restoration algorithms have good performance when the number of reference images is big, its performance will become bad when the number of reference images is small. To reduce requirements of data volume in data-driven image restoration methods, we propose a data–driven image restoration method with option–driven learning (DIROL). The DIROL is a GAN with new
2.1 Main structure of the DIROL

The DIROL is a self-supervised learning algorithm. We select high resolution images \(I_c\) as reference images and \(I_b\) are images that are used to restore. After training, the DIROL directly restores \(I_b\) and can also restore other images with similar blur level. The main structure of the DIROL is shown in figure 1. It has two generators \(G\) and two discriminators \(D\). \(G_{tob}\) generates blurred images from input images, \(G_{toc}\) generates high resolution images from input images. \(D\) discriminates categories of images in its corresponding box. \(I_c\) and \(I_b\) stand for high resolution images and blurred images. \(I_{tob}\) stands for blurred images generated from high resolution images and \(I_{tob}\) stands for blurred images generated from blurred images. \(I_{toc}\) stands for high resolution images generated from high resolution images. \(I_{tobtob}\) stands for high resolution images generated from \(I_{tob}\).

In ordinary GANs, images are generated by generators according to losses obtained by discriminators. Through integrating of several generators and discriminators, the solution space can be strictly restricted. Under this philosophy, we have proposed three major improvements for the DIROL:

1. Introduction of the self–mapping loss to the DIROL. Conventional conditional generative neural networks often use single–path mapping to generate images. We propose the self–mapping loss, which could generate two–path mapping to further increase stability of the neural network. We will discuss it in Section 2.2.

2. Introduction of a pre–training stage to the DIROL. In GANs, generators and discriminators are often coupled. There would be some risks that GANs would trap in local minimal values. We propose to use pre–training strategy to increase the performance of the DIROL. We will discuss this strategy in Section 2.3.

3. Introduction of the Option–Driven Learning (ODL) strategy to the DIROL. Considering the number of reference images, we propose the ODL in real applications. For reference images of large volume, we apply the active learning method and passive learning method for reference images of small volume. We will discuss it in Section 2.4.

With these improvements, we design the DIROL as a GAN with cycle consistency structure as shown in figure 1. The DIROL is initialized with the pre–training method discussed in Section 2.3. Then according to number and properties of reference images, we use the ODL to train the DIROL with hyper–parameters defined in Table 1 and loss function defined in Equation 1.

\[
\mathcal{L}(G, D_b) = \mathcal{L}_{odl} + \lambda_l \mathcal{L}_{\text{similarity}}
\]

(1)

where \(\mathcal{L}_{\text{similarity}}\) is the similarity loss function defined in equation 2. \(\mathcal{L}_{odl}\) is ODL loss which will be further discussed in Section 2.4. We use the Adam optimizer Kingma & Ba (2014) as the parameter update strategy and the details of the network structure can be found in the appendix A.

\[
\mathcal{L}_{\text{similarity}}(G_{toc}, G_{tob}) = E_{b \sim p_{data}(b)} [||G_{toc}(b) - b||_1] + E_{c \sim p_{data}(c)} [||G_{tob}(c) - c||_1]
\]

(2)

2.2 Self–mapping Loss for Image Restoration

The one–path mapping is a commonly used structure in conditional generative neural networks. The structure of the one–path mapping is shown in figure 2(a). The one–path mapping will directly map blurred images to high resolution images and vice versa. Through connecting several one–path mappings, the performance of generative neural networks could be improved. For example, the CycleGAN introduces a cycle consistency loss between images generated by two one–path mappings to further improve its performance.

However, the one–path mapping is weak in restricting solution space of generators, because discriminators will only compare probability distributions represented by images. In this paper, we further introduce self–mapping loss as shown in figure 2(b). With the self–mapping loss, generators will use high resolution images and blurred images at the same time as references. Then we will compare high resolution images generated from high resolution images with original high resolution images as loss function. Meanwhile, we will also compare blurred images generated from blurred images with original blurred images as loss function too. The definition of self–mapping loss is defined in equation 3. Because the self–mapping loss is \(L_1\) norm, it will better restrict the solution space, comparing with discriminator that are defined in probability space. With self–mapping loss, we can generate two–path mapping to further increase the performance of the GAN.

\[
\mathcal{L}_{\text{self}}(G_{toc}, G_{tob}) = E_{c \sim p_{data}(c)} [||G_{toc}(c) - c||_1] + E_{b \sim p_{data}(b)} [||G_{tob}(b) - b||_1]
\]

(3)

2.3 Parameter Initialization

Proper parameter initialization is beneficial to training of neural networks. Particularly for GANs, whose generators and discriminators are coupled, proper initializations are essential. In this paper, we initialize the generator and the discriminator as shown in figure 3 with loss function defined in equation 4. The generator is pre–trained with images according to self–mapping loss. The discriminator is pre–trained to classify high resolution images and blurred images. According to our experience in designing loss functions in CycleGAN, we use the least–squares loss function instead of log likelihood function to improve the performance of the network (Mao et al. 2017).

| Parameters          | Values     |
|---------------------|------------|
| Pre-training Iterations | 5000       |
| Training Iterations  | 30000      |
| Batch Size          | 1          |
| Learning Rate       | 0.0001     |
| Weight of Self Loss | 20         |
| Weight of Cycle Loss| 20         |
| Weight of Similarity Loss | 0.1         |
Figure 1. The structure of the DIROL. It has an Optional–Driven Learning strategy: active learning and passive learning for different number of reference images. For the active learning, we use losses calculated by the $D_c$ between $I_c$ and $I_{tob}$ to train $G_{tob}$. For the passive learning, we disable the $D_c$ and use the L1 losses between $I_c$ and $I_{tob}$ or $I_c$ and $G_{tob}$ to train $G_{tob}$. In the diagram, we use gray to indicate that the component is currently in a degraded distribution domain, and pink to indicate that the component is currently in a high-resolution distribution domain.

Figure 2. Diagrams of one-path mapping and two-path mapping. The self-mapping loss in (a) provides a regular term for the $G_{tob}$ and $G_{tob}$, while the one-path mapping in (b) makes the generation network lack of sufficient constraints. In the diagram, we use gray to indicate that the component is currently in a degraded distribution domain, and pink to indicate that the component is currently in a high-resolution distribution domain.

The DIROL adapts the successful cycle structure that is proposed in the CycleGAN and uses cycle loss defined in equation 5 as one of its loss functions. Besides, the DIROL has two modes in real applications: passive learning and active learning. The active learning uses losses from $D_c$ between $I_c$ and $I_{tob}$ or $D_c$ between $I_c$ and $I_{tob}$ to train $G_{tob}$ when the volume of data is big, as shown in equation 6.

**2.4 Option-Driven Learning strategy**

The DIROL adapts the successful cycle structure that is proposed in the CycleGAN and uses cycle loss defined in equation 5 as one of its loss functions. Besides, the DIROL has two modes in real applications: passive learning and active learning. The active learning uses losses from $D_c$ between $I_c$ and $I_{tob}$ or $D_c$ between $I_c$ and $I_{tob}$ to train $G_{tob}$ when the volume of data is big, as shown in equation 6.
provides basic conditions \( (5) \) Jia et al. \( (2015) \). We generate simulated Schawinski et al. \( (2017) \) for the DIROL in reconstruction of \( I_{toc} \) from the discriminator and that from the self–mapping are options for pre-training process. The generator \( G \) in (a) is pre–trained by images with self-mapping loss. The discriminator \( D \) in (b) is pre-trained through the prior category information of high resolution images and blurred images. In the diagram, we use gray to indicate that the component is currently in a degraded distribution domain, and pink to indicate that the component is currently in a high-resolution distribution domain.

When the number or varieties of reference images reduce, the performance of generators will quickly drop down. Under this circumstance, we use the passive learning strategy. The passive learning disables the \( D_c \) to better restrict qualities of restored images and the loss function in passive learning is defined in equation 7.

\[
L_{odt–p}(G_{toc}, G_{tob}, D_b) = \lambda_s L_{self} + \lambda_c L_{cycle} + E_{b–p_{data}}(b) \left[\log(D_b(b)) + \log(1 - D_c(G_{tob}(c)))\right] + E_{c–p_{data}}(c) \left[\log(D_c(c)) + \log(1 - D_b(G_{tob}(c)))\right]
\]

(7)

The cycle loss defined in equation 5 provides basic conditions for \( G_{toc} \) to generate \( I_{tob} \) from \( I_b \). The self–mapping loss between \( I_{toc} \) and \( I_c \) provides a regularization condition for \( G_{tob} \). The loss from the discriminator and that from the self–mapping are options for the DIROL in reconstruction of \( I_b \). With the ODL strategy and the two–path mapping, the DIROL can restore blurred images effectively.

3 PERFORMANCE OF THE DIROL

In this section, we will compare the performance of DIROL with that of two other methods: the CycleGAN and the GalaxyGAN. The GalaxyGAN is a supervised image restoration method Schawinski et al. \( (2017) \), which is trained by simulated images of different blur levels and restore images based on its generalization ability. The GalaxyGAN can restore blurred images within its blur level. When the observation condition changes, its performance would be affected. The CycleGAN \( (Jia et al. 2019) \) is an unsupervised image restoration method, which only requires high resolution as references and does not sensitive to blur levels. However, the CycleGAN uses probability distribution obtained by the discriminator as loss function. When reference images are not adequate or the number of reference images is too small, the CycleGAN would generate fake structure. We will show shortcomings of these methods with simulated data and show that DIROL has some advantages over these two methods in this section.

3.1 Datasets and Evaluation Protocols

To test the performance of our algorithm, we use a dataset that consists of 4550 galaxies from the SDSS Data Release 12 as reference images \( (Stoughton et al. 2002) \). We generate simulated degraded images with the method provided in Schawinski et al. \( (2017) \). We firstly stretch the greyscale of g, r and i band images with asinh transformation. Then we convolve these images by Gaussian function with different full width half magnitude (FWHM) to generate blurred images. Through adding different levels of noises to blurred images, we can obtain degraded images with different
noise levels. Parameters used in this paper are shown in table 2.

We set two scenarios in this part: image restoration with small amount of data as references and image restoration with large amount of data as references. For small data scenario, the amount of data in the training set is 20 × 2 frames (20 frames of high resolution images and corresponding blurred images). For big data scenario, the amount of data in the training set is 2000 × 2 frames (2000 frames of high resolution images and corresponding blurred images).

We will evaluate the quality of images obtained by the GalaxyGAN, the CycleGAN, the DIROL with active learning (DIROL–A) and the DIROL with passive learning (DIROL–P) in this paper. Because seeing conditions and noise levels will change during real observations and the GalaxyGAN is trained by paired data, we will use images with FWHM of 1.4 and noise level of 2 to train the neural network and images with any blur levels and noise level of 10 as test set to reflect real conditions. Because other image restoration methods are unsupervised learning algorithms, we will directly use images with any blur levels and noise level to test the performance of them.

Two evaluation metrics are used in this paper: the peak signal to noise ratio (PSNR) defined in Scikit-Image (Van der Walt et al. 2014) and the Fréchet Inception Distance (FID) defined by Salimans et al. (2016). The PSNR is defined in equation 8.

\[
PSNR = 20 \cdot \log_{10}(MAX_x) - 10 \cdot \log_{10}(MSE),
\]

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i,j) - K(i,j)]^2.
\]

where \(I\) and \(K\) are original and restored images with size of \(m \times n\), \(MAX_x\) is the maximal greyscale in restored images. The PSNR is a classical image quality metric. From the definition, we can find that the PSNR can directly reflect similarity between restored images and blurred images. Images with larger PSNR are better. However, the PSNR requires the original image as reference, which makes it not adequate for real image quality evaluation.

The FID is a classical statistical image quality metric that are used to evaluate the performance of GANs. The FID is evaluated with features extracted from images by a pre–trained Inception V3 model (Szegedy et al. 2016). It is defined in equation 9.

\[
FID = \|\mu_1 - \mu_2\| + Tr(C_1 + C_2 - 2 \times (C_1 \times C_2)^T)^2
\]

where \(\mu_1\) and \(\mu_2\) stand for feature–wise mean of features extracted from real observed images and generated images, \(C_1\) and \(C_2\) stand for covariance matrix of features from real observed images and generated images. \(Tr\) stands for trace calculation between two matrix. The FID measures the distance between distributions represented by high resolution images and blurred images. The FID is different from PSNR. It is consistent with human visual judgment and does not need original high resolution images, which make it adequate for real image quality evaluation.

Restored images with smaller FID values are more similar to high resolution images, which means they have better image quality.

### 3.2 Image Restoration Results with Small Datasets

Firstly, we consider image restoration in small data scenario. According to our discussions in Section 2.4, when the number of reference images is small, passive learning strategy is required to avoid uncertainty caused by the discriminator. PSNR statistical histogram is shown in figure 4. As we can find in this figure that the DIROL–P has the best PSNR. However, it should be noted that PSNR of images restored by the GalaxyGAN is more concentrated, which indicates that the supervised learning is more stable.

The FID of images obtained by these methods is shown in table 3. Because the FID is a statistical metric, we use 2000 restored images obtained by different set of training to evaluate our method. We can find that the FID for images obtained by the DIROL–P is very small and that obtained by the GalaxyGAN is large. It indicates us that the DIROL has the best performance. However, it should be noted that there are some artificial structures generated by GANs. As shown in figure B1, all GANs will generate artificial structures. When the number of reference images is small, over–fitting will change contents of images. Considering both the FID and the PSNR, for images of small dataset, the DIROL–P has the best performance.

### 3.3 Image Restoration Results with Big Datasets

Then we consider image restoration problem in big data scenario. For this scenario, DIROL will choose a different strategy. With more reference images, additional constraints provided by the discriminator can provide better constraint condition. Therefore, we need to use the DIROL–A method. The PSNR histogram of restored images by different methods is shown in figure 5. We can find that results obtained by DIROL–A has the best quality.

We further use the FID to evaluate the quality of restored images. The results are shown in table 4. We can find that the FID for images obtained by the DIROL–A is very small and that obtained by the GalaxyGAN is large. However, thanks to increment of reference images, the over–fitting problem is not serious. As shown in figure B2, there are no artificial structure in restored images. Considering the FID and PSNR, the DIROL–A has better performance.

### 3.4 More Discussions

In previous sections, we have shown that the DIROL has good performance when the observation conditions change or there are different number of reference images. There are some possibilities that if the observation condition does not change much, image restoration based on supervised learning can obtain good results. As shown in figure 6 and figure 7, we use data with a noise level of 2 for training and data with a noise level of 5 for testing. As shown in these figures, GalaxyGAN can get the highest PSNR score compared to all generative model based image restoration methods. However, considering variations of blur type, level and noise level, it is hard to obtain training set that can represent all
**Figure 4.** PSNR statistical histogram of restored images, when DNNs are trained by reference images with small number. The average value of PSNR for different methods are 32.80 for DIROL–P, 31.37 for GalaxyGAN, 28.30 for DIROL–A and 27.49 for CycleGAN.

**Table 3.** This table shows the reconstruction effect of training the network with small amount of data, which is evaluated using FID score.

| Method     | 2.5-10 | 1.8-10 | 1.4-10 | mean   |
|------------|--------|--------|--------|--------|
| GalaxyGAN  | 3.9420 | 3.9558 | 3.9609 | 3.9529 |
| CycleGAN   | 0.9956 | 0.9301 | 1.3364 | 1.0874 |
| DIROL–A    | 0.7312 | 0.8004 | 0.4397 | 0.6571 |
| DIROL–P    | 0.1238 | 0.8038 | 0.5435 | 0.4904 |

**Figure 5.** PSNR statistical histogram of restored images, when DNNs are trained by reference images with big number. The average value of PSNR for different methods are 34.92 for DIROL–A, 34.74 for CycleGAN, 32.36 for DIROL–P and 31.26 for GalaxyGAN.

**Table 4.** This table shows the reconstruction effect of training the network with large amount of data, which is evaluated using FID score.

| Method     | 2.5-10 | 1.8-10 | 1.4-10 | mean   |
|------------|--------|--------|--------|--------|
| GalaxyGAN  | 1.3622 | 1.3680 | 1.3712 | 1.3671 |
| CycleGAN   | 0.1710 | 0.1080 | 0.0475 | 0.1088 |
| DIROL–A    | 0.0390 | 0.0746 | 0.1555 | 0.0897 |
| DIROL–P    | 0.6211 | 1.0021 | 0.5721 | 0.7318 |
levels of blur and noise. Therefore, the DIROL is better than other supervised image restoration method as the performance of it is independent of simulation conditions of the training data.

4 CONCLUSIONS AND FUTURE WORKS

We have presented a simple but effective GAN based image restoration method – DIROL in this paper. The DIROL uses different strategies when the number of reference images is different. Tested with simulated data, we can find that the DIROL can obtain stable image restoration results. Although the DIROL shows some advantages than other methods, instability of GANs, such as model collapse or over-fitting are still inevitable. In our future works, we will design additional physical–based IFs and integrate PSF model to further improve the performance of image restoration methods.
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Figure 6. PSNR statistical histogram of images restored by DNNs trained by small datasets, when DNNs are tested by images with different blur levels and noise level of 5. The average value of PSNR for different methods are 37.50 for GalaxyGAN, 32.57 for DIROL–P, 27.86 for DIROL–A and 26.56 for CycleGAN.

Figure 7. PSNR statistical histogram of images restored by DNNs trained by big datasets, when DNNs are tested by images with different blur levels and noise level of 5. The average value of PSNR for different methods are 38.16 for GalaxyGAN, 35.44 for DIROL–A, 35.44 for CycleGAN and 32.49 for DIROL–P.

APPENDIX A: THE STRUCTURE OF DNNs IN THE DIROL

APPENDIX B: BLURRED AND RESTORED IMAGES OBTAINED BY DIFFERENT METHODS.

This paper has been typeset from a TeX/LaTeX file prepared by the author.
Figure B1. Images restored by different methods with a small amount of data.
Figure B2. Images restored by different methods with a big amount of data.
**Table A1.** The structure of Generator in the DIROL.

| Generator        | kernel size/stride | output                  |
|------------------|--------------------|-------------------------|
| Conv2d           | 7*7*1              | 212*212*32              |
| IN               |                    | 212*212*32              |
| ReLU             |                    | 212*212*32              |
| Conv2d           | 3*3*2              | 106*106*64              |
| IN               |                    | 106*106*64              |
| ReLU             |                    | 106*106*64              |
| Conv2d           | 3*3*2              | 53*53*128               |
| IN               |                    | 53*53*128               |
| ReLU             |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ResidualBlock    |                    | 53*53*128               |
| ConvT2d          | 3*3*2              | 106*106*64              |
| IN               |                    | 106*106*64              |
| ReLU             |                    | 106*106*64              |
| ConvT2d          | 3*3*2              | 212*212*32              |
| IN               |                    | 212*212*32              |
| ReLU             |                    | 212*212*32              |
| Conv2d           | 7*7*1              | 212*212*1               |

**Table A2.** The structure of Discriminator in the DIROL.

| Discriminator    | kernel size/stride | output                  |
|------------------|--------------------|-------------------------|
| Conv2d           | 4*4*2              | 106*106*32              |
| LeakyRelu        |                    | 106*106*32              |
| Conv2d           | 4*4*2              | 53*53*64                |
| IN               |                    | 53*53*64                |
| LeakyRelu        |                    | 53*53*64                |
| Conv2d           | 4*4*1              | 52*52*128               |
| IN               |                    | 52*52*128               |
| LeakyRelu        |                    | 52*52*128               |
| Conv2d           | 4*4*1              | 51*51*1                 |
| Sigmoid          |                    |                         |

**Table A3.** The structure of the ResidualBlock.

| ResidualBlock    | kernel size/stride |
|------------------|--------------------|
| Conv2d           | 3*3*1              |
| IN               |                    |
| ReLU             |                    |
| Conv2d           | 3*3*1              |
| IN               |                    |