Analysis Towards Classification of Infection and Ischaemia of Diabetic Foot Ulcers
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Abstract—This paper introduces the Diabetic Foot Ulcers dataset (DFUC2021) for analysis of pathology, focusing on infection and ischaemia. We describe the data preparation of DFUC2021 for ground truth annotation, data curation and data analysis. The final release of DFUC2021 consists of 15,683 DFU patches, with 5,955 training, 5,734 for testing and 3,994 unlabeled DFU patches. The ground truth labels are four classes, i.e. control, infection, ischaemia and both conditions. We curate the dataset using image hashing techniques and analyse the separability using UMAP projection. We benchmark the performance of five key backbones of deep learning, i.e. VGG16, ResNet101, InceptionV3, DenseNet121 and EfficientNet on DFUC2021. We report the optimised results of these key backbones with different strategies. Based on our observations, we conclude that EfficientNetB0 with data augmentation and transfer learning provided the best results for multi-class (4-class) classification with macro-average Precision, Recall and F1-Score of 0.57, 0.62 and 0.55, respectively. In ischaemia and infection recognition, when trained on one-versus-all, EfficientNetB0 achieved comparable results with the state of the art. Finally, we interpret the results with statistical analysis and Grad-CAM visualisation.

Index Terms—diabetic foot ulcer, infection, ischaemia, pathology, deep learning.

I. INTRODUCTION

Diabetes is a global epidemic affecting 425 million people and expected to rise to 629 million people by 2045 [1]. Diabetic Foot Ulcers (DFU) are a serious complication of diabetes affecting one in three people with diabetes [2]. The rapid rise in the prevalence of DFUs over the last few decades is a major challenge for healthcare systems around the world. DFU with infection and ischaemia can significantly prolong treatment, and often result in limb amputation, with more serious cases leading even to death. In an effort to improve patient care and reduce the strain on healthcare systems, early detection of DFU and regular monitoring by patients themselves (or a carer/partner) are important. Recent research has focused on the creation of detection algorithms that could be used as part of a mobile app that empower patients (or a carer/partner) in this regard [3], [4].

The collaborative work between Manchester Metropolitan University, Lancashire Teaching Hospitals has created a repository of DFU images with clinically annotated infection and ischaemia cases for the purpose of supporting research toward more advanced methods of DFU pathology recognition [5], [6]. Following the success of DFUC2020 [7], lead scientists from the UK, US, India and New Zealand launched a joint effort to conduct Diabetic Foot Ulcers Grand Challenge (DFUC) 2021 to continue to solicit the original works in DFU, promote interactions between researchers and interdisciplinary collaborations. This paper describes the creation of the DFUC2021 dataset (henceforth DFUC2021), analyse the distribution of the dataset according to its pathology classes, benchmark the performance of deep learning classification frameworks on multi-class (4 classes) classification, interpret the classification results with Unified Uniform Manifold Approximation and Projection(UMAP) [8], statistics metrics and Grad-CAM visualisation [9].

II. METHODOLOGY

This section introduces DFUC2021 dataset, its ground truth labelling, pre-processing and preliminary analysis of DFUC2021, selection of deep learning backbones to benchmark the pathology classification and the performance metrics used to rank the results of the computer algorithms.

A. Datasets and Ground Truth

We have received approval from the UK National Health Service Research Ethics Committee (reference number is 15/NW/0539) to use diabetic foot ulcer (DFU) images for the purpose of this research. These images are photographs collected from the Lancashire Teaching Hospitals, where photographs were acquired from the patients during their clinical visits. Three cameras were used for capturing the foot images, Kodak DX4530, Nikon D3300 and Nikon COOLPIX P100. The images were acquired with close-ups of the full foot at a distance of around 30–40 cm with the parallel orientation to the plane of an ulcer. The use of flash as the primary light source was avoided, and instead, adequate room lights were used to get the consistent colours in image. A podiatrist and a consultant physician with specialisation in the diabetic foot (both with more than 5 years professional experience) helped to extract the images from the archive.

1) Ground Truth Annotation: The instruction for annotation is to identify the location of the ulcer with a bounding box and label each ulcer with ischaemia and/or infection, or none. Similar to DFUC2020 [10], we use the software, LabelImg [11], to label the images. There are multiple annotations from a podiatrist and a consultant physician with specialisation in the diabetic foot. We average the bounding boxes to form a
2) Data Curation: We cropped the DFU regions (from the final bounding box) and performed natural data augmentation (preserved case id and used it to split exclusive train and test set). We ran a sanity check to reduce the repetition of similar images. We tested image hashing techniques [12], i.e., different hashing, average hashing, perceptual hashing and wavelets hashing to check the similarity of the DFU images. Different hashing finds the exact match of the images and perceptual hashing finds the images with different scales. We have discarded images with exact matched and minor scaling changes (generated by natural data augmentation). Average hashing and wavelets hashing as shown in Figure 1 and Figure 2 are not suitable for sanity check, as they clustered images with inter-similarities. These represent great challenges for the machine algorithms to automated the classification process.

For DFU classification, we followed a 50-50 split for training and testing set (case exclusion). From the training set, we further split 20% from training set, which we used as a validation set. The total images for DFUC2021 is 15,683, with 5,955 images for training set (2,555 infection only, 227 ischaemia only, 621 both infection and ischaemia, and 2,552 without ischaemia and infection), 3,994 unlabeled images and 5,734 images for testing set. To obtain the dataset, visit: https://dfu-challenge.github.io

Fig. 1. An example of two different DFU images were grouped into the same cluster with average hashing.

Fig. 2. An example of four different DFU images were grouped into the same cluster with wavelet hashing.

For DFU classification, we followed a 50-50 split for training and testing set (case exclusion). From the training set, we further split 20% from training set, which we used as a validation set. The total images for DFUC2021 is 15,683, with 5,955 images for training set (2,555 infection only, 227 ischaemia only, 621 both infection and ischaemia, and 2,552 without ischaemia and infection), 3,994 unlabeled images and 5,734 images for testing set. To obtain the dataset, visit: https://dfu-challenge.github.io

B. Performance Metrics

The DFUC2021 dataset is imbalanced in terms of its class distribution. To properly handle such class imbalances, the performance is to be reported with per class F1-Score, micro-average F1-Score and area under the Receiver Operating Characteristics Curve (AUC) and macro-average of Precision, Recall, F1-Score and AUC to reflect the overall performance. While the micro-average reflect the overall performance, the macro-average is a good choice in imbalanced multi-class settings [13] as it caters well for cases of strong class imbalance.

Micro-average aggregates all the True Positives (TP), False Positives (FP), True Negatives (TN) and False Negatives (FN) for all classes to compute the average metrics. This will show the overall performance, but will not reflect if a class with small number of images performed badly. On the other hand, macro-average considers TP, FP, TN and FN for each class \(i\) (of \(n\) classes), and their respective F1-Scores, as in equation (1). The macro-average F1-Score is determined by averaging the per-class F1-Scores, as in equation (2).

\[
\text{macro-average F1-Score} = \frac{1}{N} \sum_{i=1}^{N} F1 - \text{Score}_i \quad (1)
\]

\[
\text{macro-average AUC} = \frac{1}{N} \sum_{i=1}^{N} \text{AUC}_i \quad (2)
\]

where \(i = 1, \ldots, N\) represents the \(i\)-th class and \(N\) is the total number of classes, in this case, \(N = 4\). The results will be compared according to macro-average F1-Score. However, for the completeness of scientific assessment, other metrics will be discussed, i.e. macro-average recall (or known as Unweighted Average Recall (UAR)) and macro-average AUC. These metrics provide a balanced judgement on whether an approach can predict all classes equally well, hence reducing the possibility that an approach could be well-fitted to only work for certain classes.

III. EXPERIMENTS

To benchmark the performance of the networks, we used the input size of 224 x 224 pixels, train the model at learning rate of 0.001 and decrease with a factor of 0.1 if the validation score does not decrease after 5 epochs. For all the models, we set the maximum epochs to 200 and we implemented early stopping if the categorical accuracy of validation does not increase after 8 epochs. We saved the best model of the weights that maximised the score on validation set. We used Keras Tensorflow 2.2.0 on Ubuntu 20.04.2 LTS for our implementation, with 12GB NVIDIA TITAN X GPU and 128GB DDR5 RAM.

The first strategy that we consider is the use of pretrained models from ImageNet. The second strategy is data augmentation, we augment the ischaemia class by using 8 data augmentation techniques, i.e. flip horizontal and vertical, rotate -180 degree, add Gaussian noise, crop, shear, scale and adjust contrast by gamma 2.0, yielded a total 2,043 patches after augmentation. We have augment both infection and ischaemia class by using 8 data augmentation, we augment the infection class by using 8 data augmentation, i.e. flip horizontal and vertical, rotate -180 degree, add Gaussian noise and adjust contrast by gamma 2.0, yielded a total 2,484 patches after augmentation. Figure 3 shows some examples of data augmentation.

IV. RESULTS AND DISCUSSION

We compared the performance of the network with and without pretrained model and observed that the majority of the results are outperformed with pretrained model, as summarised on Table I. Overall, DenseNet121 performed the best, with macro-average F1-Score of 0.55 and AUC of 0.88.
A comparison of the overall performance of the state-of-the-art methods with and without pretrained model, results reported on their best epoch.

| Method     | Settings | Metrics                  | Per class F1-Score | micro-average | macro-average |
|------------|----------|--------------------------|--------------------|---------------|---------------|
|            |          |                          | Control | Infection | Ischaemia | Both | | F1 | AUC | Precision | Recall | F1 | AUC |
| VGG16      | ×        | 45                       | 0.68    | 0.51     | 0.44      | 0.43 | 0.58 | 0.86 | 0.50 | 0.57 | 0.51 | 0.83 |
| VGG16      | ✓        | 19                       | 0.70    | 0.51     | 0.36      | 0.43 | 0.59 | 0.86 | 0.49 | 0.54 | 0.50 | 0.83 |
| ResNet101  | ×        | 24                       | 0.71    | 0.47     | 0.39      | 0.45 | 0.59 | 0.85 | 0.53 | 0.57 | 0.51 | 0.84 |
| InceptionV3| ×        | 13                       | 0.73    | 0.53     | 0.40      | 0.47 | 0.62 | 0.87 | 0.53 | 0.58 | 0.53 | 0.84 |
| DenseNet121| ✓        | 17                       | 0.69    | 0.57     | 0.34      | 0.49 | 0.61 | 0.87 | 0.52 | 0.54 | 0.52 | 0.83 |
| DenseNet121| ✓        | 11                       | 0.74    | 0.58     | 0.45      | 0.45 | 0.64 | 0.86 | 0.57 | 0.58 | 0.55 | 0.88 |
| EfficientNetB0| ✓     | 19                       | 0.71    | 0.52     | 0.46      | 0.44 | 0.61 | 0.86 | 0.54 | 0.59 | 0.53 | 0.84 |
| EfficientNetB7| ✓     | 21                       | 0.72    | 0.57     | 0.37      | 0.43 | 0.62 | 0.85 | 0.54 | 0.58 | 0.52 | 0.85 |

A comparison of the performance of the top two performance (DenseNet121 and EfficientNet) with data augmentation.

| Method     | Settings | Metrics                  | Per class F1-Score | micro-average | macro-average |
|------------|----------|--------------------------|--------------------|---------------|---------------|
|            |          |                          | Control | Infection | Ischaemia | Both | | F1 | AUC | Precision | Recall | F1 | AUC |
| DenseNet121| ✓        | 12                       | 0.72    | 0.50     | 0.40      | 0.36 | 0.60 | 0.86 | 0.56 | 0.58 | 0.49 | 0.85 |
| EfficientNetB0| ✓      | 19                       | 0.73    | 0.56     | 0.44      | 0.47 | 0.63 | 0.87 | 0.57 | 0.62 | 0.55 | 0.86 |

One-versus-all classification method using EfficientNetB0. Ischaemia-vs-All is a binary classifier for ischaemia vs non-ischaemia; and Infection-vs-All is a binary classifier for infection vs non-infection.

| Method     | Settings | Metrics                  | TPR | TNR | FPR | FNR | micro-average | macro-average |
|------------|----------|--------------------------|-----|-----|-----|-----|---------------|---------------|
|            |          |                          |     |     |     |     | F1 | AUC | Precision | Recall | F1 | AUC |
| Ischaemia-vs-All | ✓       | 16                       | 0.83 | 0.93 | 0.17 | 0.068 | 0.92 | 0.97 | 0.80 | 0.88 | 0.83 | 0.96 |
| Infection-vs-All  | ✓       | 25                       | 0.63 | 0.76 | 0.24 | 0.37  | 0.69 | 0.77 | 0.69 | 0.69 | 0.69 | 0.78 |

The second top performer is EfficientNetB0, with F1-Score of 0.53 and AUC of 0.84 (better precision and recall compared to InceptionV3). From these results, we selected two best models (on macro-average), DenseNet121 and EfficientNetB0, and conducted further experiments with data augmentation.

Analysis of the performance of the best models with Data Augmentation Table II presents the results of DenseNet121 and EfficientNetB0 with data augmentation. We observed that the performance of DenseNet121 is worse than without data augmentation, particularly on infection. In contrast, EfficientNetB0 improves with balanced classes, which improved in infection F1-Score. Figure 4 compares the confusion matrices of DenseNet121 (without data augmentation) and EfficientNetB0 with data augmentation. It is noted that data augmentation improved the recall of ischaemia and both conditions. Overall, EfficientNetB0 achieved the best macro-average of Precision, Recall and F1-Score, with 0.57, 0.62 and 0.55, respectively. The best macro-average AUC of 0.88 is achieved by DenseNet121 (without data augmentation).

Analysis of the binary classification results using one versus all. Table III shows the results of one versus all network, where we achieved high accuracy in F1-Score for ischaemia recognition (0.83) and good result in infection recognition (0.69). These findings is aligned with Goyal et al. [6] where they have experimented on a smaller dataset.

Analysis of the separability of the best model on training...
and testing dataset. We performed statistical analysis on the data distribution separability of the best deep learning algorithms at the final two layers. Figure 5 shows the feature representations produced by UMAP on the training and testing datasets. It visually compared the ability of the CNN networks in clustering the control DFU images (Class 0, blue dots), infection only images (Class 1, orange dots), ischaemia only images (Class 2, green dots) and both conditions (Class 3, red dots). The top row shows the optimal settings for the training set, where the intra-class distance reduced from an average of 4.7248 to 1.9967 and the inter-class distance increased from 7.3041 to 16.6451. However, when tested on unseen testing set as shown in the bottom row, it is noted that the EfficientNetB0 improved the separability of the testing set by reducing the intra-class distance (from an average of 4.5840 to 2.7382) but marginally increase the inter-class distance (from an average of 4.7431 to 4.7794). This analysis demonstrates the challenge in DFUC2021 dataset, particularly the ability of the algorithms to separate infection (orange dots) from control DFU (blue dots), and ischaemia (green dots) from both ischaemia and infection condition (red dots). It is also noted that the dense layer is able to make the distributions more concentrate.

Model Interpretability: We performed Grad-CAM visualisation on two cases as shown in Figure 6, the top row shows the networks focus on the wrong regions / background, all the networks predicted DFU with ischaemia as control DFU. The bottom row shows the networks focus on the networks focus with wrong predictions.

V. Conclusion

Our experiments show promising results for detection of ischaemia in DFU pathology. However, the detection of infection and detection of co-occurrences of both ischaemia and infection remain a greater challenge. This is due to the difficulties in detecting infection on “both” categories, as it is often classified as ischaemia, with and without data augmentation. Overall, EfficientNetB0 works best with ImageNet pretrained model and data augmentation. We benchmarked our datasets with some popular deep learning backbones and share the DFUC2021 dataset for reproducibility of the research and encouraging further research to improve the performance of deep learning algorithms in this domain. To take part in the DFUC2021 challenge, visit: https://dfu-challenge.github.io for further instructions.
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