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Abstract—This paper studies the trajectory optimization problem for an aerial vehicle with the mission of flying between a pair of given initial and final locations. The objective is to minimize the travel time of the aerial vehicle ensuring that the communication connectivity constraint required for the safe operation of the aerial vehicle is satisfied. We consider two different criteria for the connectivity constraint of the aerial vehicle which leads to two different scenarios. In the first scenario, we assume that the maximum continuous time duration that the aerial vehicle is out of the coverage of the ground base stations (GBSs) is limited to a given threshold. In the second scenario, however, we assume that the total time periods that the aerial vehicle is not covered by the GBSs is restricted. Based on these two constraints, we formulate two trajectory optimization problems. To solve these non-convex problems, we use an approach based on the double Q-learning method which is a model-free reinforcement learning technique and unlike the existing algorithms does not need perfect knowledge of the environment. Moreover, in contrast to the well-known Q-learning technique, our double Q-learning algorithm does not suffer from the over-estimation issue. Simulation results show that although our algorithm does not require prior information of the environment, it works well and shows near optimal performance.

Index Terms—Double Q-learning, reinforcement Learning (RL), trajectory design, unmanned aerial vehicles (UAV), cellular-connected aerial vehicles.

I. INTRODUCTION

The demands for the unmanned aerial vehicles (UAVs) have been continuously increasing in recent years. High mobility, flexible deployment, and cost effectiveness of the UAVs made it possible to adopt them in a wide range of applications [1]. One of the emerging applications is the use of UAVs in cellular networks. Based on the role that the UAVs can play, the following two scenarios are considered to integrate the UAVs into cellular networks: 1) UAV-assisted cellular communication, where UAVs are equipped with base stations (BSs) and operate as communication platforms to enhance coverage of the terrestrial users [1]–[6], and 2) cellular-enabled UAV communication, where the aerial vehicles act as users with their own missions [2]. In the second scenario, the aerial vehicles are covered by the ground base stations (GBSs) throughout their flights. To operate safely, it is of great importance for the aerial vehicles to maintain reliable communication links to the GBSs. However, the current cellular networks are basically designed to cover the terrestrial mobile users. Even the radiations of the GBSs antennas are directed downward to support the terrestrial users. As a result, coverage is not available in all places in the sky. One way to bring connectivity to the aerial vehicles is to design appropriate trajectories for them in a way that they remain connected during their flights.

The trajectory optimization problem for the cellular-connected aerial vehicles has been investigated for different scenarios in a number of recent studies [2], [7]–[11]. In [2], the trajectory of an aerial vehicle is optimized with the objective of minimizing the travel time of the aerial vehicle while a minimum signal to noise ratio (SNR) constraint needs to be satisfied at all time instances. In [7], using the successive convex approximation (SCA) technique, a trajectory optimization algorithm has been proposed to minimize the total propulsion power consumption of a fixed-wing aerial vehicle ensuring that a cellular-connectivity constraint is satisfied. In [8], a computation offloading and trajectory optimization problem for a single UAV scenario has been investigated and an algorithm has been proposed to minimize the flight time of the UAV ensuring that the UAV is able to accomplish certain computation tasks. In [9], using graph theory and convex optimization, the authors proposed an algorithm to minimize the UAV mission completion time. This minimization is subject to the maximum tolerable outage duration of the UAV. A similar problem has been studied in [10] where a dynamic programming approach has been developed to find a suboptimal solution for the problem.

It is worth mentioning that to formulate a trajectory optimization problem and solve it, the aforementioned studies [2], [7]–[10] assume to have perfect knowledge of the environment and the optimization parameters (including channel and propagation models, interference, location of the GBSs, etc.). However, this assumption is not practical. In particular, for the networks with a large number of users or for the networks with rapid variations, this assumption is not realistic. In these cases, even if we assume that we know all the network parameters accurately, we need a significant amount of information to exchange between the components of the network which is not desirable. As a result, it is necessary to establish methods that do not need perfect knowledge of the model.

In this paper, we study the trajectory optimization problem for an aerial vehicle whose mission is to fly between a pair of initial and final locations. Our goal is to minimize the total travel time of the aerial vehicle ensuring that the connectivity constraint of the aerial vehicle is satisfied. We consider two different criteria for the connectivity constraint of the aerial vehicle which leads to two different problems. In the first scenario, we assume that the maximum continuous time duration that the aerial vehicle is disconnected from the GBSs is less than a given threshold. However, in the second scenario, we restrict the total time periods that the UA V is flying out of the coverage of the GBSs. These problems are non-convex and difficult to solve. To resolve this issue and tackle the problems,
we propose an algorithm based on the double Q-learning method which is a model-free reinforcement learning (RL) technique, and unlike the existing work in [2], [7]–[10], does not need perfect knowledge of the environment. Moreover, by decoupling action selection from action evaluation, our double Q-learning algorithm resolves the overestimation problem of the well-known Q-learning algorithm.

The remainder of the paper is organized as follows. Section II presents system model. The problem formulation is also discussed in this section. Section III presents an overview of the double Q-learning approach. In section IV, we describe the trajectory optimization problem as a double Q-learning problem and propose an algorithm to solve this learning problem. Section V presents numerical results and section VI concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. (1), we consider an aerial vehicle flying over an area containing $J$ GBs. The task of the aerial vehicle is to fly between a pair of given initial and final locations. The area of interest is denoted by $C : \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$, where $\mathcal{X} \triangleq [x_{\text{min}}, x_{\text{max}}]$, $\mathcal{Y} \triangleq [y_{\text{min}}, y_{\text{max}}]$, and $\mathcal{Z} \triangleq [0, h_{\text{max}}]$, respectively. Let $q(t) = (x(t), y(t), h)$ denote the 3D position of the aerial vehicle at time $t$, where $h$ is the altitude of the aerial vehicle. We assume that the altitude $h$ is constant. The initial and final locations of the aerial vehicle are denoted by $q^I$ and $q^F$, respectively. Moreover, the aerial vehicle is not allowed to fly over No-fly zones denoted by $C^{\text{No-fly}}$. It is worth mentioning that No-fly zones are interpreted as the areas containing obstacles at the altitude of the aerial vehicle (e.g., tall buildings), or are the regions labeled by the regulatory affairs as the banned areas. If the position of the $j$-th GBS is shown by $q_j^G = (x_j^G, y_j^G, h_j^G)$, the distance between the aerial vehicle and this GBS at time $t$ is given by $d_j(t) = \|q(t) - q_j^G\|$.

The channel between the aerial vehicle and the $j$-th GBS at time $t$ is given by $g_j(t) = \frac{\mathcal{P}_j(t)}{\sqrt{\mathcal{P}_{\mathcal{L}_j}(t)}}$, where $\mathcal{P}_j(t)$ and $\zeta_j(t)$ account for the average path-loss of the communication link and the small scale fading, respectively. According to [12], the average path loss expression depends on both line of sight (LoS) and Non-LoS propagations. If $\theta_j(t)$ denotes the elevation angle between the aerial vehicle and the $j$-th GBS at time $t$, the probability of having a LoS link between the aerial vehicle and the $j$-th GBS is expressed as

$$\mathcal{P}_j = \frac{1}{1 + a \exp(-b(\theta_j(t) - a))},$$

where $a$ and $b$ are two constants [12]. Hence, the average path loss $\mathcal{P}_{\mathcal{L}_j}(t)$ is given by

$$\mathcal{P}_{\mathcal{L}_j}(t) = \left(\frac{4\pi f_c d_j(t)}{c}\right)^2 \left[\mathcal{P}_j^\text{LoS} + (1 - \mathcal{P}_j^\text{LoS})\eta^\text{Non-LoS}\right],$$

where $f_c$ is the carrier frequency, $c$ is the speed of light, and $\eta^\text{LoS}$ and $\eta^\text{Non-LoS}$ are additional losses for the LoS and Non-LoS links, respectively. Moreover, we assume that the small scale fading terms, $\{\zeta_j(t), \forall j, t\}$, are independent and identically distributed (iid) random variables with $\mathbb{E}\{|\zeta_j(t)|^2\} = 1$.

To show that the at time $t$, the aerial vehicle is served by the $j$-th GBS, we define variable $z_j(t)$. The value of $z_j(t)$ is 1 if the aerial vehicle is served by the $j$-th GBS at time $t$. Otherwise, $z_j(t) = 0$. Using this variable, the total data rate of the aerial vehicle at time $t$ is given by

$$R(t) = \sum_{j=1}^{J} z_j(t) \log \left(1 + \frac{|g_j(t)|^2 p_j(t)}{I_j(t) + \sigma^2}\right),$$

where $p_j(t)$ denotes the transmit power of the $j$-th GBS at time $t$, $I_j(t)$ accounts for the interference arising from non-associating GBSs (GBSs other than $j$), and $\sigma^2$ is the noise power.

A. Problem Formulation

As discussed earlier, the goal of this work is to find a trajectory for the aerial vehicle such that the travel time of the aerial vehicle between the initial and final locations is minimized. This trajectory is subject to the following constraints:

Connectivity constraint: To support the command and data flows, the aerial vehicle has to maintain a reliable communication link to the GBSs. To achieve this goal, we consider two different criteria for the connectivity constraints of the aerial vehicle which leads to the following scenarios:

- In the first scenario, we assume that the maximum continuous time duration that the aerial vehicle can be disconnected from the GBSs is no more than $T_1$ time units. Let $R_{\text{min}}$ denote the minimum required data rate for the connection of the aerial vehicle to the cellular network. To formulate this connectivity constraint, we define function $t_L(t)$ for each time instant $t$, as the last time that the aerial vehicle was connected to the cellular service, i.e., $t_L(t) \triangleq \max\{\tau \in [0, t] : R(\tau) \geq R_{\text{min}}\}$. Using this notation, the connectivity constraint of the first scenario can be written as

$$\max_{t \in [0, T]} t - t_L(t) \leq T_1,$$

where $T$ is the total travel time of the aerial vehicle and $T_1$ is the given threshold.

- In the second scenario, we assume that the total time periods that the aerial vehicle is out of coverage of the
GBSs is less than \( T_2 \). To formulate this constraint, we define function \( i(t) \) as

\[
i(t) \triangleq \mathbb{1}_{\{R(t) \geq R_{\text{min}}\}}, \tag{3}
\]

where \( \mathbb{1}_{\{x\}} \) is the indicator function taking value of 1 if \( x \) is true, and 0 otherwise. Therefore, the value of function \( i(t) \) is 1 if the rate of the aerial vehicle at time \( t \) is greater than \( R_{\text{min}} \), and is 0, otherwise. Using this function, the connectivity constraint corresponding to the second scenario is written as

\[
\int_0^T i(t) dt \leq T_2. \tag{4}
\]

**Initial and final locations:** The aerial vehicle starts its mission from a given initial location and finishes its flight at a given destination, i.e., \( q(0) = q^1 \) and \( q(T) = q^F \).

**Speed:** The speed of the aerial vehicle is limited to its maximum speed, i.e., \( \|q(t)\| \leq v_{\text{max}}, \forall t \in [0, T] \).

**GBS assignment:** At each time \( t \), the aerial vehicle is connected to at most one GBS, i.e., \( \sum_j z_j(t) \leq 1, \forall t \in [0, T] \).

**No-Fly zone:** The aerial vehicle is not permitted to fly over the No-fly areas, i.e., \( q(t) \notin C^{NS\text{-Fly}}, \forall t \in [0, T] \).

Based on the aforementioned constraints, we can formulate two optimization problems corresponding to the connectivity constraints of (2) and (4). If \( q = \{q(t), \forall t \in [0, T]\}, z = \{z_j(t), \forall t \in [0, T]\}, \) and \( A \setminus B \) denotes the set whose elements are in \( A \) but not in \( B \), the trajectory optimization problem corresponding to the connectivity constraint of (2) which is called scenario I throughout the paper will be expressed as

\[
\min_{q, t} \quad T \tag{5}
\]

s.t. C1: \( \max_{t \in [0, T]} t - t_L(t) \leq T_1 \)

C2: \( \|q(t)\| \leq v_{\text{max}}, \forall t \in [0, T], \)

C3: \( q(0) = q^1, \)

C4: \( q(T) = q^F, \)

C5: \( q(t) \in C \setminus C^{NS\text{-Fly}}, \forall t \in [0, T], \)

C6: \( \sum_{j=1}^J z_j(t) \leq 1, \quad \forall t \in [0, T], \)

C7: \( z_j(t) \in \{0, 1\}, \quad \forall t \in [0, T]. \)

The optimization problem corresponding to the connectivity constraint (4) which is called scenario II is given by

\[
\min_{q, T, z} \quad T \tag{6}
\]

s.t. C1: \( \int_0^T i(t) dt \leq T_2 \), C2-C7.

The optimization problems of (5) and (6) are non-convex problems. To resolve this issue and tackle the problems, we have to make them convex or alternatively, approximate them in a way that the resulting problems become convex. However, due to the fact that the travel time \( T \) is a variable of these optimization problems, we can not apply the successive convex approximation method utilized in our previous work [7]. Even if we assume there exist efficient approximations for these problems, to solve the corresponding optimization problems we need to have prior and perfect knowledge of the environment (channel gains, propagation model, interference from non-associated GBSs, location of the GBSs, etc.) which is not a valid assumption in general. Instead, we use a technique called double Q-learning which is a model-free reinforcement learning technique and does not need prior knowledge of the environment. In what follows, we briefly describe an overview of the double Q-learning method and then, we show that we can apply this approach to problems (5) and (6).

**III. DOUBLE Q-LEARNING FUNDAMENTALS**

In reinforcement learning, the agent iteratively interacts with the environment. This environment is usually described by a Markov decision process (MDP) \( \langle S, A, P, R, \gamma, \gamma > \), with state space \( S \), action space \( A \), state transition probability \( P(s' | s, a) \), reward function \( R(s, a, s') \), and discount factor \( \gamma \in [0, 1] \). According to this notation, at each time \( t \), the agent takes an action \( a_t \in A \), and goes from state \( s_t \) to a new state \( s_{t+1} \) and receives reward of \( r_{t+1} \) from the environment. If we define policy \( \pi(s, a) \) as the probability of taking action \( a_t = a \) in state \( s_t = s \), i.e., \( \pi(s, a) = \Pr(a_t = a | s_t = s) \), the goal of the agent is to learn a policy that maximizes the expected sum of discounted rewards it receives over the long run. This sum of discounted rewards is called return and is defined as \( G_t \triangleq \sum_{k=0}^{T-1} \gamma^k r_{t+k+1} \), where \( T \) is the final time step. To evaluate and modify the implemented policy, a function is used to represent the expected return the agent receives by following the current policy for each state-action pair. This function is called state-action value function or simply Q-function and is defined as

\[
Q_\pi(s, a) \triangleq \mathbb{E}\left\{G_t | s_t = s, a_t = a\right\}, \tag{7}
\]

which represents the value of taking action \( a \) in state \( s \) under policy \( \pi \). If \( Q^*(s, a) = \max_a Q_\pi(s, a) \) denotes the optimal Q-function, the optimal policy is determined as

\[
\pi^*(a | s) = \begin{cases} 1 & \text{if } a = \arg \max_a Q^*(s, a), \\ 0 & \text{Otherwise}. \end{cases} \tag{8}
\]

To find the optimal Q-function \( Q^*(s, a) \), we have to solve the Bellman optimality equation [13] as

\[
Q^*(s, a) = \mathbb{E}\left\{r_{t+1} + \gamma \max_a Q^*(s_{t+1}, a') | s_t = s, a_t = a\right\}. \tag{9}
\]

However, this equation in general is non-linear and does not have any closed form solution. Q-learning is an iterative method proposed to find \( Q^*(s, a) \) [14]. According to the Q-learning method, upon visiting the state-action pair of \( (s_t, a_t) \), the corresponding state-action value function \( Q(s_t, a_t) \) is updated as

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (r_{t+1} + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t)), \tag{9}
\]

where \( \alpha \in (0, 1) \) is the learning rate. In (9), the term \( r_{t+1} + \gamma \max_a Q(s_{t+1}, a) \) is called the temporal difference.
(TD) target. For evaluating this term, Q-learning uses the maximum state-action value as an approximation for the maximum expected state-action value [15]. Moreover, if we reformulate the TD target as 

$$r_{t+1} + \gamma Q(s_{t+1}, \arg\max_a Q(s_{t+1}, a)),$$

we can see that the max operation in the TD target uses the same values both for selecting an action and for evaluating the action. This can lead to over-estimation problem for the Q-function [16]. As a result, it is highly possible that the solution of the Q-learning algorithm does not converge to the Bellman optimal solution. To prevent this issue, we can decouple action selection from action evaluation by introducing two Q-functions $Q^A(s, a)$ and $Q^B(s, a)$. Then, we update each one of these Q-functions using the value of the other one as

$$Q^A(s_t, a_t) \leftarrow Q^A(s_t, a_t) + \alpha (r_{t+1} + \gamma Q^B(s_{t+1}, a_t) - Q^A(s_t, a_t)).$$

(10)

$$Q^B(s_t, a_t) \leftarrow Q^B(s_t, a_t) + \alpha (r_{t+1} + \gamma Q^A(s_{t+1}, a_t) - Q^B(s_t, a_t)).$$

(11)

In other words, the main difference between Q-learning and double Q-learning is to use two Q functions instead of one function. Moreover, at each iteration, we update only one of these two functions based on (10) or (11).

A. Q-Function Approximation

The traditional tabular Q-learning (double Q-learning) method needs to store and update the values of the Q-function for every possible state-action pair $(s, a)$. Moreover, $Q(s, a)$ is updated only if the corresponding state-action pair $(s, a)$ is actually visited. Therefore, the tabular approach is applicable to the discrete domain problems with small number of states and actions. For problems with continuous state space or for problems with a large set of discrete states, it is not possible to use the tabular method. In these cases, we have to use function approximation to represent the Q-function as $Q(s, a; \mathbf{w}) \approx Q^*(s, a)$, where $\mathbf{w}$ is the parameter of our approximation. Using this representation, unlike the tabular method, we can predict the value of the Q-function for the action-state pairs which have never been visited. In this work, we use a linear function approximation for the Q-function as

$$Q(s, a; \mathbf{w}) = \phi(s)^T \mathbf{w}_a,$$

(12)

where $\phi(s)$ is the feature function and $\mathbf{w}_a$ is the weight associated with action $a$. The structure of the corresponding network used for the Q-function approximation is depicted in Fig. (2).

For constructing the feature function $\phi(s)$, we consider two different techniques called fixed sparse representation (FSR) and Gaussian radial basis function (RBF) as follows.

1) Finite Sparse Representation (FSR): In this technique, we divide the flying area into finite regions. In particular, we divide $\mathcal{X}$ and $\mathcal{Y}$ into $N_x$ and $N_y$ spots, respectively. If we denote $x_k = x_{\min} + \frac{k-1}{N_x}(x_{\max} - x_{\min})$, $\forall k = 1, \ldots, N_x + 1$, and $y_k = y_{\min} + \frac{k-1}{N_y}(y_{\max} - y_{\min})$, $\forall k = 1, \ldots, N_y + 1$, the feature vector $\phi(s)$ can be written as

$$\phi(s) = \left[ \phi_{x_1}(s), \ldots, \phi_{x_{N_x}}(s), \phi_{y_1}(s), \ldots, \phi_{y_{N_y}}(s) \right],$$

(13)

where $\phi_k(s)$ is the feature function and $\mathbf{w}_a$ is the weight associated with action $a$. The structure of the corresponding network used for the Q-function approximation is depicted in Fig. (2).

![Fig. 2: Structure of the network used for the Q function approximation.](image)

As a result, per action we have a parameter $\mathbf{w}_a$ which has dimension of $N_x + N_y$, and in total, we have to learn the value of $(N_x + N_y) \times A$ parameters, where $A$ is the cardinality of the action space, i.e., $A = |A|$.

2) Gaussian Radial Basis Functions (RBFs): Assume that the state of our RL framework is represented by a two-dimensional vector $s(t) = (x(t), y(t))$. For each one of $x(t)$ and $y(t)$, we consider $N_x$ and $N_y$ RBF kernels, respectively. The feature vector is then expressed as (13). However, we define $\phi^x_k(s)$ and $\phi^y_k(s)$ as

$$\phi^x_k(s) = e^{-\frac{|x-x_k|^2}{2\sigma_k^2}}, \forall k = 1, \ldots, N_x,$$

$$\phi^y_k(s) = e^{-\frac{|y-y_k|^2}{2\sigma_k^2}}, \forall k = 1, \ldots, N_y,$$

where $x_k$ and $y_k$ are the centers of the corresponding kernels and $\sigma_k^2$ is the variance of the $k$-th Gaussian kernel.

To update the parameter $\mathbf{w}$ of our approximation, we define an objective function as

$$J(\mathbf{w}) = \mathbb{E}_\pi \left\{ (Q_\pi(s, a) - Q_\pi(s, a; \mathbf{w}))^2 \right\},$$

which represents the mean-squared error between the true Q-function and the approximated one. By minimizing $J(.)$ using the stochastic gradient descent (SGD) method, $\mathbf{w}$ is updated as $\mathbf{w} = \mathbf{w} + \Delta \mathbf{w}$, where

$$\Delta \mathbf{w} = -\frac{1}{2} \alpha \nabla_\mathbf{w} J(\mathbf{w}) = \alpha \mathbb{E}_\pi \left\{ r + \gamma \max_{a'} Q_\pi(s', a'; \mathbf{w}) - Q_\pi(s, a; \mathbf{w}) \right\} \nabla_\mathbf{w} Q(s, a; \mathbf{w}).$$

(14)

IV. Trajectory Design as a Double Q-Learning Problem

In this section, we discuss how to use double Q-learning to problems (5) and (6). As discussed earlier, in RL, the agent interacts with the environment at each of a sequence of discrete time steps $t_n, \forall n = 1, 2, \ldots$. In other words, instead of dealing with the continuous problem, it looks at it every $\delta t$ time units, where $\delta t$ is the time interval between two consequent time steps, i.e., $\delta t = t_n - t_{n-1}$. In what follows,
Algorithm 1: Connectivity constrained trajectory design based on Double Q-learning

1. Initialize $w^A$ and $w^B$ arbitrarily
2. for episode = 1 to Max episode do
3. According to the initial location of the UAV, initialize $s_0 = q^f$.
4. for each step of episode (time $t$) do
5. if $\text{rand}() < \epsilon$ then
6. Randomly choose an action (Exploration)
7. else
8. $w' \leftarrow \frac{1}{2} (w^A + w^B)$
9. Choose action $a_t = \arg\max_a Q(s_t, a; w')$ (exploitation)
10. end
11. Take action $a_t$
12. Receive the immediate reward, $r_{t+1}$ according to (15)
13. Observe the new state $s_{t+1}$
14. Randomly update either $w^A$ or $w^B$
15. if update $w^A$ then
16. Define $a^* = \arg\max_a Q(s_{t+1}, a; w^A)$
17. $\Delta w = \alpha \left[ r_{t+1} + \gamma Q(s_{t+1}, a^*; w^A) - Q(s_t, a_t; w^A) \right] \nabla \nabla Q(s_t, a_t; w^A)$
18. $w^A \leftarrow w^A + \Delta w$
19. else
20. Define $a^* = \arg\max_a Q(s_{t+1}, a; w^B)$
21. $\Delta w = \alpha \left[ r_{t+1} + \gamma Q(s_{t+1}, a^*; w^B) - Q(s_t, a_t; w^B) \right] \nabla \nabla Q(s_t, a_t; w^B)$
22. $w^B \leftarrow w^B + \Delta w$
23. end
24. end
25. end

where $\lambda > 1$ is a design parameter and $p_{t_n}$ is the penalty function considered to penalize the agent if it takes action towards a point out of $C \backslash C^{\text{No-LoS}}$. For problem (5), we consider $c_{t_n}$ as

$$c_{t_n} = \begin{cases} -1 & \text{if } R(t_n) < R_{\text{min}} \\ 0 & \text{if } R(t_n) \geq R_{\text{min}} \end{cases}$$

However, for the problem of (6), we define $c_{t_n}$ as

$$c_{t_n} = \begin{cases} \frac{-i(t_n)}{\lambda} & \text{if } \sum_{k=1}^{n} i(t_k)\delta t < T_2, \\ -1 & \text{if } \sum_{k=1}^{n} i(t_k)\delta t \geq T_2, \end{cases}$$

where $i(t)$ is defined in (3).

In what follows, we describe the rationale behind the reward function of (15). Since our goal is to minimize the travel time of the aerial vehicle, we consider the term $-1$ as the reward to penalize the agent if it takes extra steps. Using this reward, we motivate the agent to find the task arc as soon as possible. The term $c_{t_n}$ is added to penalize the agent if the connectivity constraint of the aerial vehicle is not satisfied. The third term is considered to prevent the agent from taking actions in non-feasible spaces.

It is worth mentioning that to find $R(t_n)$ we need to know the value of $z_j(t_n)$ for $\forall j$. It can be shown that in the optimal solution of (5) and (6), the optimal value of $z_j(t)$ is given by

$$z_j(t) = \begin{cases} 1 & \text{if } j = \arg\max_{j'} \left| g_{j'}(t) \right|^2 |p_{j'}(t)|^2 \frac{1}{\lambda r_j(t) + \sigma^2} \\ 0 & \text{Otherwise.} \end{cases}$$

Algorithm 1 represents our connectivity constrained trajectory design algorithm based on the double Q-learning technique.

V. SIMULATION RESULTS

In this section, simulation results are presented to evaluate the performance of the proposed double Q-learning trajectory design algorithm. We consider two different maps with different number of GBSs. The number of GBSs in map I is 8, and map II has 11 GBSs. The mission of the aerial vehicle in map I is to fly from $q^i = (150, 100)$ to $q^f = (900, 300)$. While, in the second map the initial and final locations are $q^i = (100, 700)$ and $q^f = (300,400)$, respectively. We assume that all GBSs transmit with the same power, i.e., $p_j(t) = p = 200$ mW, $\forall j,t$. The altitude of the aerial vehicle is fixed at $h = 100$ m. The carrier frequency is 2 GHz. The environment-related parameters are as follows: $\alpha = 5$, $b = 0.5$, $\eta \text{LoS} = 1$ and $\eta \text{Non-LoS} = 20$. The maximum velocity of the aerial vehicle is $v_{\text{max}} = 10 \frac{m}{s}$. The value of $\delta t$ for the second scenario is assumed to be 0.5 s. The discount factor is $\gamma = 0.9$, $\lambda = 20$, and the minimum data rate required for the connectivity of the aerial vehicle and a GBS is $R_{\text{min}} = 30$ bps/Hz.

Fig. (3) shows the trajectory of the aerial vehicle for map I when RBF feature vector is used. Scenario I and Scenario II correspond to problems (5) and (6), respectively. The dashed circles highlight the regions where the received data rate of the aerial vehicle is no less than 30 bps/Hz. As can be observed, the aerial vehicle starts its flight from $q^i$ and finishes it at $q^f$ while the connectivity constraint of the aerial vehicle is satisfied. It is worth mentioning that in map I, a continuous connectivity trajectory (corresponding to $T_2 = 0$ in problem
As discussed earlier, our double Q-learning algorithm is a model-free learning algorithm which does not need perfect knowledge of the environment. As can be observed, our proposed algorithm can achieve near-optimal performance. This near-optimal performance is attained without having prior knowledge of the environment. As discussed earlier, our double Q-learning algorithm is a model-free learning algorithm which does not need to know the model of the environment including channel model, propagation model, No-Fly areas, etc. Instead, by getting the feedback signal from the environment, which is the reward signal, the aerial vehicle can learn the topology of the network to optimize and update its trajectory in an efficient way.

VI. CONCLUSION

In this paper, we investigated the trajectory optimization problem for an aerial vehicle with connectivity constraint. We considered two different criteria for the connectivity constraint of the aerial vehicle which leads to two different optimization problems. In the first problem, the aerial vehicle is not allowed to loose its connection to the GBSs for more than $T_1$ time units. In the second problem, however, we restrict the total disconnection time of the aerial vehicle to $T_2$ time units. To solve these non-convex problems, we adopted an algorithm based on the double Q-learning technique which avoids the over-estimation problem of the well-known Q-learning technique by decoupling action selection from action evaluation. Moreover, our algorithm does not need perfect knowledge of the environment.

TABLE I: The gap between our proposed solution and the optimal one when $T_1 = T_2 = 15s$.
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