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The breakthrough of quantum error correction brought with it the picture of quantum information as a sort of combination of two complementary types of classical information, “amplitude” and “phase”. Here I show how this intuition can be used to construct two new conditions for approximate quantum error correction. The first states that entanglement is locally recoverable from a bipartite state when one system can be used to approximately predict the outcomes of two complementary observables on the other. The second, more in the spirit of the recent decoupling approach, states that entanglement is locally recoverable when the environment cannot reliably predict either.

In recent years decoupling has emerged as the standard approach to constructing quantum information processing protocols. Originally due to Schumacher and Westmoreland [1], decoupling gives a simple condition on when local operations on a bipartite system \( \psi^{AB} \) are sufficient to transform it into a maximally entangled state, stating that this is possible when one of the systems, \( A \), say, is approximately uncorrelated with the environment \( R \) and nearly in a completely random state, in the sense that \( \psi^{AR} \approx \frac{1}{d} \mathbb{1}^A \otimes \psi^R \). Here the environment refers to the system purifying \( \psi^{AB} \), so that \( |\psi\rangle^{ABR} \) is a pure state, while \( \psi^{AR} \) denotes the marginal state of \( AR \). Treating \( \psi^{AB} \) as the output of a channel, this translates into a condition on recovery of entanglement from the channel.

Protocols for both entanglement distillation and quantum communication over noisy channels are relatively simple to construct using the decoupling condition, which has led to large number of results [2–8]. Moreover, decoupling also offers an easy approach to state merging, the process by which local operations and classical communication from \( A \) to \( B \) leave \( B \) with the purification of \( R \) [9, 10]. Building up from state merging and entanglement distillation, decoupling has been used to construct an entire “family tree” of quantum protocols [11].

But what of the original intuition that quantum information is a sort of combination of classical “amplitude” and “phase” information? This picture stems from the digitization of quantum errors into classical amplitude and phase errors (\( \sigma_z \) and \( \sigma_x \) errors for qubit systems, respectively), and the construction of quantum error-codes by combining classical error-correcting codes for each of these error types. Many of the earliest quantum information processing protocols were built around this intuition [12–15], and it also relates quantum information processing to foundational questions, as the two types of errors are associated with complementary observables.

However, protocols which exploit the digitization of quantum errors in this manner are suboptimal. Entanglement distillation with one-way communication provides a simple example. There, a large number of copies of an arbitrary quantum state \( \psi^{AB} \) can be transformed into maximally entangled pairs \( |\Phi_d\rangle^{AB} = \frac{1}{d} \sum_{z=0}^{d-1} |z, z\rangle^{AB} \), where \( d = \text{dim}(A) \), using local operations and classical communication from \( A \) to \( B \) at rate \( E_\rightarrow(\psi^{AB}) = H(B)\psi - H(AB)\psi \), for \( H \) the von Neumann entropy [16]. But a protocol based on quantum error-correcting codes effectively sees only the part of \( \psi^{AB} \) diagonal in the basis of Bell states \( |\beta_{jk}\rangle = (X Z)^{jk} |\Phi_d\rangle^{AB} \), leading to a suboptimal rate. Here \( X \) and \( Z \) are defined by \( Z = \sum_k |k\rangle \langle k| \) and \( X = \sum_k (k+1) |k\rangle \langle k| \), for \( \omega = e^{2\pi i/d} \).

In this paper I show that, despite these obstacles, the intuition of quantum information as a combination of complementary classical information is as powerful as the decoupling approach. More specifically, I establish two new conditions for entanglement recovery from \( \psi^{AB} \), both of which also imply \( B \) alone contains the purification of \( R \). Either can then be taken as the basis for constructing the protocols of the quantum family tree.

The first condition states that Bob, who holds \( B \), can perform a unitary operation on \( U^{BCD} \) on \( B \) and ancillary systems \( C \) and \( D \) and approximately recover entanglement in the form of \( |\Phi_d\rangle^{AB} \) when, using measurements \( \mathcal{M}_X \) or \( \mathcal{M}_Z \), he can approximately predict the outcome of measuring the two complementary observables \( X \) and \( Z \) on \( A \), held by Alice. Fig. [1] shows the construction of \( U^{BCD} \) from \( \mathcal{M}_X \) and \( \mathcal{M}_Z \).

FIG. 1: The quantum circuit enabling entanglement recovery from a bipartite state \( \psi^{AB} \) by Bob, when he can approximately predict measurement of either conjugate observable \( X \) or \( Z \) by Alice. It proceeds in three steps, indicated in gray. First, Bob coherently performs the measurement \( \mathcal{M}_Z \) allowing him to predict \( Z \), storing the result in auxiliary system \( C \) (unitary \( U^{BC} \)). Next, he coherently performs the measurement \( \mathcal{M}_X \) allowing him to predict \( X \), storing the result in auxiliary system \( D \) (unitary \( U^{BCD} \)); knowledge of \( Z \), now stored in \( C \), may be necessary for this task. Finally, to recover a maximally entangled state in system \( D \), he applies a controlled phase gate, with \( D \) in the \( x \) basis (unitary \( U^{CD} \)). This procedure also leaves Bob holding the original input state \( \psi^{AB} \) in systems \( C \) and \( B \).
The second condition shows that the decoupling condition extends to classical complementary observables in that entanglement is recoverable from $\psi^{AB}$ when, roughly speaking, the purifying system $R$ cannot be used to predict either of Alice’s two measurements. This is accomplished by appealing to a recent result linking $R$’s ability to predict $X^A$ ($Z^A$) with Bob’s ability to predict the complementary $Z^A$ ($X^A$) \cite{2}, and then using the recovery operation from the first condition.

The two conditions for approximate quantum error correction are stated and proven more precisely as Theorems 1 and 2. Afterwards, I discuss their applications and relation to other work.

**Entanglement Recovery.**—Before delving into the rigorous results, it is worth elaborating on an important aspect of this approach. As shown schematically in Fig. 1, the recovery operator is constructed by using Bob’s measurements $M_Z$ and $M_X$ in sequence. The first measurement creates a local (approximate) copy of the $Z^A$ observable in an ancillary system $C$, in the following sense. Without loss of generality, the initial state is of the form

$$|\psi\rangle^{ABR} = \sum_{z=0}^{d-1} \sqrt{p_z} |z\rangle^A |\varphi_z\rangle^{BR},$$

for some probability distribution $p_z$ and normalized states $|\varphi_z\rangle^{BR}$. If the first measurement were perfect, it would create the state

$$|\psi\rangle^{ABCR} = \sum_{z=0}^{d-1} \sqrt{p_z} |z\rangle^A |z\rangle^C |\varphi_z\rangle^{BR},$$

so that $C$ is just a copy of $A$ in the $Z^A$ basis. This state will be referred to as the $Z^A$-extension of $\psi^{AB}$ to $C$.

The crucial point is then that it is not strictly necessary for the second measurement to be made on $B$ alone. Instead, $M_X$ could also involve $C$. And indeed, this turns out to be critical to the optimality of the present approach, because it is the means by which Bob can exploit possible correlations between $Z^A$ and $X^A$, as well as avoid the problems associated with digitization as mentioned above.

The same point is also critical to the second condition. Simply requiring the environment $R$ itself to be uncorrelated with the $X^A$ and $Z^A$ outcomes is not enough to ensure entanglement between $A$ and $B$. For a very simple example, consider the tripartite qubit state

$$|\psi\rangle^{ABR} = \frac{1}{\sqrt{2}} (|0_y\rangle 0_y + |1_y\rangle 1_y)^{ABR},$$

where $|k_y\rangle$ is the eigenstate of $\sigma_y = i\sigma_x\sigma_z$ with eigenvalue $(-1)^k$. Although $R$ is completely uncorrelated with measurement of both $X = \sigma_x$ and $Z = \sigma_z$ on Alice’s system, $\psi^{AB}$ is not a maximally entangled state. As we shall see, one way to fix this is to strengthen the decoupling condition for one of the observables, say $X^A$, by requiring that even measurement of $R$ and $C$ cannot predict $X^A$, where again $C$ comes from the $Z^A$ extension of $\psi^{AB}$.

Now we are ready to proceed to the precise formulation of the results. To do so, we first need to properly define the various “approximate” notions which will be used. For approximate entanglement, a good option is to use the trace distance between the actual state $\psi^{AB}$ and the ideal $\Phi^{AB}_d$. If $\|\psi^{AB} - \Phi^{AB}_d\|_1$ is small, $\psi^{AB}$ is approximately entangled. Here $\|M\|_1 = \text{Tr} \sqrt{M^† M}$ for any operator $M$.

The predictability of an observable $Z^A$ given measurement of a system $B$, which is used in the first condition, can be quantified by the maximum guessing probability over all measurements $M_Z$ with elements $\Lambda^{Z}_d$:

$$p_{\text{guess}}(Z^A | B) = \max_{M_Z} \sum_{z=0}^{d-1} p_z \text{Tr} [A^{Z} \Lambda^{Z}_d B | \varphi_z^{BR}],$$

using the general form of the state $\psi^{AB}$ from \cite{1}.

Finally, for the second condition we shall need to quantify the extent to which an observable $Z^A$ is both completely unknown to $R$ and uniformly distributed. For a general state $\psi^{AB}$ the ideal case would therefore be $\frac{1}{d} I^A \otimes \psi^R$, and the fidelity of the two turns out to be a convenient quantity. We define

$$p_{\text{secure}}(Z^A | B) = \sum_{z=0}^{d-1} \sqrt{p_z} F(\varphi_z^R, \psi^R),$$

where $F(\rho, \sigma) = \|\sqrt{\rho} - \sqrt{\sigma}\|_1$.

With these definitions in place, we now turn to the first condition.

**Theorem 1.** Given a state $|\psi\rangle^{ABR}$ and $Z^A$-extension $|\psi\rangle^{ABCR}$, with $d = \text{dim}(A)$, suppose $p_{\text{guess}}(Z^A | B) > 1 - \epsilon_x$ and $p_{\text{guess}}(X^A | BC) > 1 - \epsilon_z$. Then there exists an isometry $U^B \rightarrow BC^D$ such that

$$\|\Phi_d^{AD} |\psi\rangle^{C^BR} - U^B \rightarrow BC^D |\psi\rangle^{ABR}\|_1 \leq \sqrt{2\epsilon_x} + \sqrt{2\epsilon_z}.$$

As discarding a system can only decrease the guessing probability, we immediately have the corollary that $p_{\text{guess}}(Z^A | B) > 1 - \epsilon_x$ and $p_{\text{guess}}(X^A | B) > 1 - \epsilon_z$ implies the same result.

**Proof.** Call the measurement maximizing the $Z^A$ guessing probability $\Lambda^{Z}_d$, and start by implementing this measurement coherently with an isometry $U^B \rightarrow BC$, storing the result of the measurement in system $C$. This produces the state $|\psi_1\rangle^{ABCR} \equiv U^B \rightarrow BC |\psi\rangle^{ABR}$, without loss of generality takes the form

$$|\psi_1\rangle^{ABCR} = \sum_{z,z'} \sqrt{p_{z,z'}} |z\rangle^A |z\rangle^C \sqrt{\frac{p_{z,z'}}{2}} |\varphi_z\rangle^{BR}.$$

Using the fact that $\sqrt{\Lambda} \geq \Lambda$ for $0 \leq \Lambda \leq I$, the first condition directly implies that $\langle Z | \psi_1 \rangle \geq 1 - \epsilon_x$.\]
Thus we may pretend that the output of the first step is $|\psi_Z\rangle^{ABCR}$. Converting the $A$ system to the $X^A$ basis, with elements $|\bar{x}\rangle = \frac{1}{\sqrt{d}} \sum_z \omega^{xz} |z\rangle$, gives $|\psi_Z\rangle = \frac{1}{\sqrt{d}} \sum_x |\bar{x}\rangle^A (Z^{-x})^C |\psi_{CBR}^\prime\rangle$, where $|\psi_{CBR}^\prime\rangle$ is just $|\psi_{ABR}^\prime\rangle$ with system $A$ replaced with $C$. Now perform the measurement for guessing $X^A$ coherently with the isometry $U_{BC}^{BCD}$, storing the result in $D$; call the output $|\psi_Z\rangle^{ABCDR} \equiv U_{BC}^{BCD} |\psi_Z\rangle^{ABC}$. The ideal output would be

$$|\xi\rangle^{ABCDR} = \frac{1}{\sqrt{d}} \sum_x |\bar{x}\rangle^A (Z^{-x})^D (Z^{-x})^C |\psi_{CBR}^\prime\rangle,$$

and applying the same reasoning as for $U_B^{B}BC$, it follows that $\langle \xi | \psi_Z \rangle \geq 1 - \epsilon_x$. Furthermore, a controlled-phase operation $U_{CD}^{BCD} = \sum_x |\bar{x}\rangle^A (Z^{-x})^D |\psi_{CBR}^\prime\rangle$ applied to $|\xi\rangle$ gives $|\Phi_d\rangle^{AD} |\psi_{CBR}^\prime\rangle$, since $|\Phi_d\rangle^{AB} = \frac{1}{\sqrt{d}} \sum_x |\bar{x}\rangle^A (Z^{-x})^B$. Finally, define $U^{B\rightarrow BC} = U_{3}^{CDU_{2}^{B}BCD}U_{2}^{B\rightarrow BC}$ and compute the trace distance between $|\Phi_d\rangle^{AD} |\psi_{CBR}^\prime\rangle$ and $U^{B\rightarrow BC} |\psi_{ABR}^\prime\rangle$. When the fidelity of two states exceeds $1 - \epsilon$, their trace distance is not larger than $\sqrt{2\epsilon}$. Therefore, $\left\| |\Phi_d\rangle^{AD} |\psi_{CBR}^\prime\rangle - U_{3}^{CDU_{2}^{B}BCD} |\psi_{ABR}^\prime\rangle \right\|_1 \leq \sqrt{2\epsilon}$ by unitary invariance of the trace distance. Since $\left\| |\psi_Z\rangle^{ABC} - U_1 |\psi_{ABR}^\prime\rangle \right\|_1 \leq \sqrt{2\epsilon}$, using the triangle inequality completes the proof.

Note that in the proof, the operators $U_i$ are formulated as isometries from one state space to another, whereas in Fig. 4 they take the form of unitaries. The latter is accomplished by explicitly including the ancilla systems $C$ and $D$ from the start, which is avoided in the proof to reduce clutter.

Using the recent result that $X^A$ being decorrelated from $RC$ is dual to $Z^A$ being correlated with $B$, the second condition follows immediately from the first.

**Theorem 2.** Suppose $p_{\text{secure}}(X^A|CR)_{\psi_Z} > 1 - \epsilon_x$ and $p_{\text{secure}}(Z^A|R)_{\psi_Z} > 1 - \epsilon_x$ for a state $|\psi_{ABR}^\prime\rangle$ and $Z^A$-extension $|\psi_Z\rangle^{ABCR}$, with $d = \text{dim}(A)$. Then there exists an isometry $U^{BCD}$ such that

$$\left\| |\Phi_d\rangle^{AD} |\psi_{CBR}^\prime\rangle - U^{BCD} |\psi_{ABR}^\prime\rangle \right\|_1 \leq \sqrt{8\epsilon_x} + \sqrt{8\epsilon}.$$

**Proof.** Observe from Eq. (2) that $p_{\text{guess}}(Z^A|BC)_{\psi_Z} = 1$, or equivalently, $H(Z^A|BC) = 0$, using the conditional von Neumann entropy. Theorem 2 of [17] then states that $p_{\text{secure}}(X^A|CR)_{\psi_Z} > 1 - \epsilon_x$ implies $p_{\text{guess}}(Z^A|B)_{\psi_Z} > 1 - \sqrt{2\epsilon_x}$. Since $p_{\text{guess}}(Z^A|B)_{\psi_Z} = p_{\text{guess}}(X^A|B)_{\psi_Z}$, we have the first premise of Theorem 1, with approximation parameter $\sqrt{2\epsilon_x}$. By the same reasoning, $p_{\text{secure}}(Z^A|R)_{\psi_Z} > 1 - \epsilon_x$ implies $p_{\text{guess}}(X^A|BC)_{\psi_Z} > 1 - \sqrt{2\epsilon_x}$. Applying Theorem [11] then gives the desired result.

**Discussion and Applications.** — The first condition was implicitly used in [18] to construct optimal entanglement distillation protocols using one-way classical communication and extended in [19] to the task of state merging. Results for the “mother of all protocols”, the fully-quantum Slepian-Wolf protocol of [11], will be presented elsewhere, but may be anticipated from [19].

The general approach in [18, 19] is to first treat the simpler problems of enabling Bob to predict Alice’s $Z^A$ and $X^A$ outcomes separately, and then figure out how to combine these later. In fact, each is just the task of classical data compression with quantum side information at the decoder; Alice’s classical message to Bob is the compressed version of the classical random variable $Z^A(X^A)$, and system $B$ is the quantum side information that Bob, the decoder, uses to reconstruct $Z^A(X^A)$.

Construcuting optimal protocols for this task was done in [20]. To build an entanglement distillation protocol these two protocols simply need to be combined in some way, and fortunately this is possible with linear error-correcting codes. In the resulting entanglement distillation or state merging protocol Alice makes use of Calderbank-Shor-Steane (CSS) quantum error-correcting codes [21, 22] while Bob uses the decoder described here, built from the measurements for the $Z^A$ and $X^A$ reconstruction protocols. Note that the protocol proceeds in two steps, just like Theorem 1, so Bob’s $X^A$ measurement can take advantage of the ancillary system $C$, and must do so to make an optimal protocol.

In this approach, the observables $Z^A$ and $X^A$ used in the entanglement decoder are closely related (by the linear stabilizers of the CSS code) to the $Z^A$ and $X^A$ operators of the input state to the protocol. However, there is no need for this to be the case, all that is necessary is to find some observables $X^A$ and $Z^A$ which Bob can predict. Hayden, Shor, and Winter give another means for doing this in the course of proving the quantum noisy channel coding theorem in [19]. Their approach is to build up a subspace by picking vectors according to a Gaussian distribution. Since $X^A$ and $Z^A$ are related by the Fourier transform $F = \frac{1}{\sqrt{d}} \sum_{jk} \omega^{jk} |j\rangle \langle k|$, this has the advantage that $p_{\text{guess}}(Z^A|B)_{\psi_Z} = p_{\text{guess}}(X^A|B)_{\psi_Z}$ automatically. It should be noted that their proof of the noisy channel coding theorem could be simplified by using the entanglement decoder described here, as they take a more complicated route via decoupling.

Finally, the optimality of the protocols mentioned above pertains to the rate at which entangled pairs can be produced in the limit of infinitely many copies of the input resource $\psi^{AB}$ or the necessary rate of classical communication, not the difficulty of implementing the decoding map. The entanglement recovery conditions established here give a means of investigating suboptimal but more efficient recovery maps by reducing the fully quantum problem into easier classical-quantum pieces.

**Summary and Relation to Previous Work.** — This paper provides two new characterizations of when entan-
glement recovery is possible from a bipartite state by local operations, and strengthens the intuition that quantum information is a fusion of classical information pertaining to two complementary observables. Work on approximate quantum error correction falls into two broad camps, investigations into entanglement recovery is possible and constructions of recovery operators. Furthermore, the former category contains both information-theoretic as well as algebraic approaches. This paper is of the information-theoretic variety, as was the original result [1], showing that negligible loss of a quantity called coherent information implies entanglement recovery.

Recently, Buscemi has extended this to negligible loss of entanglement of formation [22]. Devetak and Winter implicitly used a condition similar to the two presented here in [16, 21], essentially a hybrid of them which delivers the same conclusion of Theorems 1 and 2 from the premises $p_{\text{guess}}(Z^A|B)_B > 1 - \epsilon_1$ and $p_{\text{secure}}(Z^A|R)_B > 1 - \frac{1}{2}\epsilon_2$. That approach is closely related to quantum cryptography, as the two conditions state that $Z^A$ is an approximate secret key, a uniform random variable shared by Alice and Bob but uncorrelated with any other system.

On the algebraic side, Klesse [2] adapted the Schumacher and Westmoreland result to find conditions for approximate quantum error correction and used this to give a proof of the quantum noiseless coding theorem [3]. Bény and Oreshkov [25] link the optimal recoverability from a given quantum channel to the dual problem of recoverability from the complementary channel, and use this to give an approximate form of the original Knill-Laflamme conditions [20] on perfect recovery [28]. They also use this to construct recovery maps in certain cases. Independently, Ng and Mandayam [27] derived similar different conditions on approximate error-correction from their use of the transpose map as a recovery operator.

Because the decoupling argument only asserts a suitable recovery map exists, it is difficult to connect the usual information theoretic approaches with actual constructions for approximate quantum error correcting codes as is common in the algebraic approach. The first condition presented here does lend itself more readily to actual constructions, since one way to satisfy the two premises is to find measurements with high guessing probability. Moreover, the full quantum task is broken down into two easier classical-quantum tasks, and I hope that this work will help bridge the divide and spur new code constructions from information-theoretic reasoning.

I thank Mark M. Wilde and Andreas Winter for helpful discussions and the financial support of the Center for Advanced Security Research Darmstadt (CASED).
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