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Abstract
In this paper, we propose OneQ, the first optimizing compilation framework for one-way quantum computation towards realistic photonic quantum architectures. Unlike previous compilation efforts for solid-state qubit technologies, our innovative framework addresses a unique set of challenges in photonic quantum computing. Specifically, this includes the dynamic generation of qubits over time, the need to perform all computation through measurements instead of relying on 1-qubit and 2-qubit gates, and the fact that photons are instantaneously destroyed after measurements. As pioneers in this field, we demonstrate the vast optimization potential of photonic one-way quantum computing, showcasing the remarkable ability of OneQ to reduce computing resource requirements by orders of magnitude.

CCS Concepts
- Computer systems organization → Quantum computing.
- Software and its engineering → Compilers.
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1 Introduction
Quantum computing (QC) is promising in providing significant speedup for many problems, such as large-number factorization [1], unordered database search [2] and simulation in quantum chemistry [3, 4]. Tremendous progress has been made in hardware technologies for quantum computing, including superconducting [5], ion trap [6], neutral atoms [7], and photonics [8], in both research lab settings and industrial production levels. With no clear winner among current platforms, it is expected that multiple technologies will continue to evolve together to meet diverse mission needs and application requirements.

In recent years, there has been a surge of interest in photonic quantum computing [9, 10], mainly due to the unique advantages of photonic qubits [11, 12], such as great scalability, long coherence time and easy integration with quantum networks. This interest is further fueled by the breakthroughs in photonic technologies [13, 14] and the successful demonstration of quantum supremacy on photonic quantum computers [15–17]. Moreover, PsiQuantum [18–20] recently announced the world’s first manufacturing milestone for integrated quantum photonic chips, with quantum photonic and electronic chips being manufactured using advanced semiconductor tools.

However, photonic quantum computing also presents a unique set of features that cannot be directly handled by conventional programming and compiler frameworks [21, 22] for solid-state qubits. First, unlike the permanent qubits in solid-state systems [5–7], photonic qubits are flying qubits at the speed of light, and are generated dynamically over time. Second, in contrast to the solid-state platforms which entangle qubits by multi-qubit gates such as CNOT, entanglement between photonic qubits are more natively performed by projective measurements onto entangled states, a process referred to as fusion (e.g., simultaneous measurements in XX- and ZZ-bases project the qubits onto Bell states). Third, measurements on photonic qubits, including single-qubit measurements and fusions, instantaneously destroy the photons, meaning that each photonic qubit can be measured or fused at most once and cannot be reinitialized.
At programming level, measurement-based quantum computing (MBQC) [23] has been suggested as a native programming paradigm for photonic quantum computing, because it does not require long-lasting qubits or quantum gates, but only one-time measurements on qubits. Unlike the circuit model which initializes qubits to a product state of all |0⟩s and performs algorithms by a sequence of gates that gradually creates entanglements, MBQC initializes qubits to an entangled state and performs algorithms by a pattern of single-qubit projective measurements (called measurement pattern) that gradually consumes the entanglements. During the computation, each qubit is measured only once and is then free to detach from the computing system or even disappear. This is why MBQC is also called “one-way” quantum computing (1WQC). In addition to MBQC, another popular programming paradigm for photonic quantum computing [15, 24] is the special-purpose model for Gaussian boson sampling [25], but it is not a universal computing model like MBQC and thus has restricted applications.

Yet few attempts have been made on the compilation side. While previous work [23, 26–28] has shown that the utilization of a lattice-like entangled state, i.e., a cluster state, can enable a basic interpreter from the circuit model to MBQC by joining the measurement patterns of individual gates on it, this approach is not efficient for scaling up on hardware. Practical photonic hardware scales up by first generating small entangled states (called resource states) and then combining them into larger entangled states through fusions [29]. Attempting to generate a large cluster state on such hardware would result in an unnecessarily significant fusion overhead, because a large amount of entanglements in the cluster state is actually redundant for the computation, but only to keep the lattice geometry. Instead of generating all entanglements of the cluster states, it is more efficient to only generate the entanglements required by the computation. Theses required entanglements can be represented by a non-lattice graph state, i.e. a generalized cluster state with arbitrary graph geometry. However, as the geometry of the graph state is irregular and varies depending on the specific program to be executed, it is not yet known how to efficiently map the irregular graph geometry onto an MBQC machine while complying with the hardware constraints.

In this paper, we investigate how to optimize the quantum program compilation for a photonic MBQC machine. As the first step, we abstract an extendable space-time coupling graph to formulate the hardware model. This coupling graph represents the hardware resources (e.g., resource state generators (RSG)) and constraints (e.g., available photon routing) in a way that suits the subsequent compilation designs. With this abstraction, we identify three key challenges in compiling graph states onto the hardware model. First, resource states are generated dynamically in layers over time by limited number of RSGs and thus cannot be available simultaneously. Second, there is no direct correspondence between a graph state node and a photonic qubit due to the lack of high-degree qubits in the resource states. Third, there is a mismatch between the irregular geometry of the graph state and the regular structure of fusion supports represented by the coupling graph. Additionally, for resource states of small size, there is a further constraint that non-planar graphs cannot be accommodated by resource states generated in the same layer since the number of possible fusions on each resource state is too limited.

To this end, we propose an optimizing compilation framework consisting of three sequential stages (Figure 1), with each stage handled by a key module of the framework. The Graph Partition and Scheduling module (Section 4) partitions the graph state into subgraphs and schedules them onto resource states generated at different times. It achieves a balance between reducing the wait time of photons and increasing the potential efficiency of mapping by analyzing the dependencies among operations and considering the overall geometry. The Fusion Graph Generation module (Section 5) synthesizes the scheduled subgraphs by fusing low-degree qubits in the resource states into high-degree nodes in the graph and connecting them appropriately. The produced fusion strategy is agnostic to the coupling constraints, and is represented by a fusion graph. The Fusion Mapping and Routing module (Section 6) tackles the coupling constraints by finding an embedding layout of the irregular fusion graph into the regular coupling graph. Specifically, it makes the fusion graph compatible with the coupling graph by extending and routing the edges of the fusion graph along the edges of the coupling graph. By maximizing the compactness of the layout, we can reduce the number of required fusions, thus reducing the computation overhead and enhancing the overall fidelity. Lastly, the additional constraint for small resource states can be addressed by a planarity enforcement for all modules. With these modules and optimizations, our framework maximizes the utilization of computing resources and efficiently accommodates the irregularity and adaptivity of the graph states.

To summarize, our contributions in this paper are listed as below:

- We abstract a extendable space-time coupling graph to formulate the hardware model of a realistic photonic MBQC architecture.
- We identify three critical compilation challenges in the gap between MBQC programs and realistic photonic MBQC hardware, as well as an additional constraint in the cases of small resource states.
- We propose an optimizing compilation framework to efficiently deploy quantum programs onto the hardware, which includes three key optimization modules to tackle the identified challenges, along with a planarity enforcement process to address the additional constraint.
- Our framework outperforms the basic MBQC interpreter by orders of magnitude in terms of execution time and resource consumption of the compiled program.
2 Background and Related Work

2.1 MBQC on Photonic Platforms

Photonic qubits are an exceptional carrier of quantum information and are well-suited for the one-way model of quantum computing [30, 31]. The feasibility of photonic one-way quantum computing has been shown by implementing various quantum algorithms on photonic qubits in cluster states [32]. For example, Grover’s algorithm was implemented on a 4-photon 4-qubit cluster state in [33] with a fidelity of 0.9. Deutsch-Jozsa algorithm was realized on a six-qubit cluster state in [34] with a fidelity of 0.96, and Simon’s algorithm was performed on a five-qubit cluster state in [35] for a period-finding problem. Notably, rapid progress is being made toward scaling up the photonic platform with integrated waveguides and optical chips [36–42], and a fully reconfigurable optical processor has been demonstrated in [43].

Practical photonic hardware is scaled up by generating small-size resource states (e.g., three-qubit [29], four-qubit graph states [44]) and cascading them via fusion [45]. Fusion is a native operation in linear optics that projects a two-qubit state to an entangled state through joint measurements on the two qubits. For example, joint measurements in XX- and ZZ-basis projects two-qubit states onto Bell states. The joint measurements we use in this paper are in ZZ- and ZX-basis, which merge two graph states to another graph state. As shown in Figure 2, the 3-qubit graph states ABC and DEF can be merged into a 4-qubit graph state ABEF via a fusion on qubits C and D. The cost of each fusion is losing the two measured photons (qubit C and D in Fig. 2). In general, the fusion between an m-qubit graph state and an n-qubit graph state generates an (m+n−2)-qubit graph state, which is larger than the original graph states when m, n > 2.

Figure 2: A fusion between graph states ABC and DEF. After the fusion between C and D, qubit C and D vanish while qubit A, B, E and F form a new graph state.

Despite facilitating scalability, fusions come with an overhead of losing two qubits each time and are the lowest-fidelity operations in the computing process. As a result, reducing the number of fusions is critical for reducing the required computing resources and enhancing the overall fidelity. Thus we consider it as one of essential optimization goals in our compilation framework, which is analogous to the goal of minimizing the number of CNOT gates in compilers for the circuit model.

2.2 Programming Paradigm of MBQC

2.2.1 MBQC Basics

MBQC is a universal but conceptually distinct computational model from the circuit model, as computation in MBQC is driven by single-qubit projective measurements instead of 1-qubit and 2-qubit gates. The initial state used as the computing resource in MBQC can be a graph state, which is an entangled state of qubits located on a graph $G = (V, E)$, formally defined as the eigenstates of operator

$$s = \sum_{j \in V} Z_j, \quad \forall i \in V$$

where $n_i$ is the set of neighboring qubits of $i \in V$. A graph state can be generated by preparing all qubits in $|+\rangle$ and applying a CZ gate on each pair of qubits connected by an edge $e \in E$. Given this graph state, computation can be driven by a pattern of Z-measurements and equatorial measurements $E(\alpha)$, i.e., measurements on the X-Y plane of Bloch sphere at an angle $\alpha$. The graph $G$ and the measurement basis of each qubit together form a measurement pattern.

MBQC has a classical-quantum hybrid nature in that it relies on a classical feed-forward to address the non-determinism of quantum measurement. Specifically, the state of unmeasured qubits is subjected to Pauli X- or Z-corrections according to the outcome of the measured qubits. In practice, this can be implemented equivalently by adaptively adjusting the measurement bases of the remaining qubits, such that all corrections can be postponed to the end of the computation. As a result, these adaptive measurements induce dependencies between measurements. In particular, an $X^sZ^t$-correction with $s, t \in \{0, 1\}$ can be postponed by adjusting its measurement angle from $\alpha$ to $(-1)^s \alpha + t \pi$, i.e., $E(\alpha)X^sZ^t = E((-1)^s \alpha + t \pi)$. The dependencies in $s$ and $t$ are called X- and Z-dependency respectively.

There is a straightforward translation [46] from a circuit in the universal gate set (\{\text{\scriptsize{F}}, \text{\scriptsize{CZ}}\}) into a measurement pattern, because a measurement $E(\alpha)$ yielding an outcome $m \in \{0, 1\}$ is equivalent to a $f(\alpha)$ operator followed by a Z-measurement $M_2$ yielding the same value, i.e., $E(\alpha) |\psi\rangle \rightarrow m$ corresponds to $M_2 f(\alpha) |\psi\rangle \rightarrow m$.

$$f(\alpha) = \begin{bmatrix} 1 & e^{i\alpha} \\ 1 & -e^{i\alpha} \end{bmatrix}$$

For example, Figure 3 shows the translation from 3(a) to 3(b), with the measurement angles of qubits and the roles of being input or output marked on each of them. The 3-degree node $a$ in 3(b) corresponds to the qubit $A$ with 3 CZ gates in 3(a), while nodes $b_1, b_2$ correspond to single-qubit gates on qubit B (similarly for qubit C and D). Dependencies between measurements are represented by directed edges. For example, $b_1 \rightarrow b_2$ indicates that the measurement basis of $b_2$ may be adjusted according to the measurement outcome of $b_1$. This process can be rigorously described in ZX-calculus and optimized by available tools such as PyZX [47].

2.2.2 MBQC Interpreter

While there has not been a compiler for practical MBQC machines, previous work on cluster states enables a basic interpreter from the circuit model to MBQC, which we adopt as the baseline approach in our evaluation.

Cluster states are universal for MBQC as it allows the implementation of a universal gate set, such as single-qubit gates along with CNOT. In particular, an arbitrary single-qubit gate can be implemented by a measurement pattern on a line of qubits in the cluster state, such as the red circles in Figure 4(b), while a CNOT gate can be implemented on two lines of qubits joined by a qubit in between, such as the green circles in Figure 4(b). The X, Y labels stand for X-, Y-basis, while $\xi, \eta, \zeta$ stand for the angles of general equatorial measurements. Measurements in bases except X, Y and Z are adaptive measurements and can thus induce dependency. These
adaptive measurements only arise in the measurement patterns of non-Clifford gates, meaning that all Clifford gates can be executed simultaneously on the cluster state even if they are dependent in the circuit model. For more details about measurement patterns of different gates, please refer to [23].

A basic interpreter from the circuit model to MBQC can be constructed by simply joining the inputs and outputs of measurement patterns of those gates according to their positions in the circuit, as shown in Figure 4. Those measurement patterns can be aligned up by inserting identity gates, implemented by two adjacent X-measurements (or three adjacent Y-measurements), as shown by the yellow ‘wires’ in Figure 4(b). The qubits not used by measurement patterns of any gates are redundant to the computation, and can be removed by measurements in Z-basis (shaded qubits in Figure 4(b)). Similar to the circuit model compilation [48], CNOT gates on non-neighboring qubit strips can be implemented by inserting measurement patterns of SWAP gates whenever necessary. In this way, we can implement any quantum circuit in an MBQC manner. This interpreter greatly simplifies the mapping of quantum circuits to MBQC, without any regard for the huge overhead of generating those redundant entanglements on a practical MBQC machine.

3 Problem Formulation

3.1 Hardware Abstraction

Photonic hardware for one-way quantum computing involves three key stages: generation, routing, and measurement. In the first stage, an array of resource state generators (RSG) periodically produces copies of resource states, with the period referred to as a clock cycle. In the second stage, routers channel the resource states to different measurement locations using spatial and temporal routing. Spatial routing allows fusions between resource states generated by different RSGs, while temporal routing allows fusions between resource states generated at different times using delay lines, which can delay the arrivals of photons at the measurement devices for some clock cycles. In the third stage, computation is performed by measuring photons in a predetermined pattern, with the outcomes fed into a classical computer to determine the bases of subsequent measurements.

It can be seen that photonic hardware has distinct features that set it apart from solid-state hardware. Specifically, photonic qubits are continuously generated over time and consumed by measurements. The use of identical resource states simplifies hardware manufacture and enhances efficiency, but they are typically in a small size [29, 44] and the number of resources states generated in each clock cycle is limited by the number of RSGs. Moreover, photonic hardware features two types of connections: spatial and temporal, both of which support fusions but are subject to different constraints. For example, spatial routing may only occur between resource states generated by neighboring RSGs, while temporal routing may only occur between resource states generated by the same RSG within a limited delay time.

To capture these features, we formulate a hardware model abstraction called the extendable space-time coupling graph (b). The physical layer $t_1$ in (b) is flipped in the horizontal direction so that the physical layers $t_0$, $t_1$, and $t_2$ and the their temporal connections in red form an extended physical layer. To keep the figure clear, other temporal connections are omitted in (b).

To capture these features, we formulate a hardware model abstraction. For more details, please refer to [23].
Each edge of the coupling graph represents a support for possible fusion operations. There are three levels of coupling, which we describe in detail below.

**Coupling in the resource state** The first level of coupling comes from entanglements of qubits in the same resource state. These entanglements are generated directly by the RSGs and do not require fusion operations. As a result, this level of coupling is implicit in Figure 5.

**Coupling within physical layers** The second level of coupling comes from the resource states generated within the same clock cycle, which together form a layer of qubits referred to as a physical layer. As shown in Figure 5, the nodes in the physical layer at \( t_0 \) (or \( t_1, t_2 \)) are connected into a 2D lattice structure. Such connections within a clock cycle represent the spatial connections, which allows a resource state to conduct a fusion with resource states generated at the same time by its neighboring RSGs.

**Coupling across physical layers** The third level of coupling is that a resource state can make a fusion with another resource state generated in a different clock cycle by the same RSG, up to the limit of the delay time, as shown by the red and grey vertical lines in Figure 5(a). Note that we should avoid using too long-range temporal connections because photons suffer more from the loss error as they stay longer in the delay lines.

In the coupling graph, the physical layers are extendable by combining consecutive physical layers and keeping their temporal connections at boundary. For example, in Figure 5, the three physical layers (5(a)) generated at time \( t_0, t_1 \) and \( t_2 \) can form an extended physical layer by keeping their spatial connections and the temporal connections in red (5(b)), with physical layer \( t_1 \) being flipped in the \( x \) direction. Temporal connections other than the red ones are ignored in this extension and thus are not explicitly shown in Figure 5(b). This extendability makes the area of physical layers flexible, and can allow mapping of more global structures onto the physical layers.

Despite the similarity to the quantum hardware coupling graph [48] prevailing used for today’s superconducting and ion trap hardware architectures, we emphasize on the differences between them as following.

1) Different levels of coupling are not independent, and actually their interplay could create some additional constraints. For example, suppose the resource states generated by RSGs are 3-qubit resource states, then although the fusion device allows each location on the physical layers to maximally connect to 4 spatial neighbors (up, down, left, right) and the corresponding locations on previous and future physical layers up to the limit of delay lines, only up to 3 of them can be activated.

2) The temporal connections are convertible to spatial connections in the extended physical layers. The 3D connectivity structure of the coupling graph can be flattened into a series of 2D extended physical layers along the time dimension, with each extended layer consisting of several consecutive physical layers. Within each extended physical layer, the temporal connections (red lines in Figure 5) are treated in the same way as spatial connections.

### 3.2 Overview of OneQ

As the first end-to-end compiler for MBQC, it is important to figure out a set of meaningful optimization goals. Our investigation on photonic one-way computing and realistic photonic quantum device development suggests the following two key optimization objectives.

1) **Minimizing the physical depth**. The physical depth is defined as the number of physical layers consumed in the computation, which represents the time of executing the compiled program.

2) **Reducing the number of fusions**. Fusions are often the most low-fidelity and costly operations incurred in such an MBQC photonic quantum computer.

In the rest of this subsection, we use a motivating example (shown in Figure 6) to give high-level ideas about the key challenges introduced in Section 1 and the insights of how they can be addressed by OneQ. We have attempted to maximize simplicity and ease of understanding, while possibly sacrificing some rigor. We often omit the dependency arrows and explicit measurement bases when they are not important for our optimization techniques, and they can always be derived from the graph state [46].

**Challenge 1: Dynamic Computing Resources** As resource states are generated dynamically in physical layers, a large number of qubits cannot be available simultaneously. In real-world quantum programs, graph states are typically too large (in terms of their number of nodes and edges) to be mapped onto a single or a few physical layers. Therefore, careful partition and scheduling schemes are needed to decompose large graph states into smaller components so that the graph state can be accommodated by the coordination of multiple physical layers. To minimize the delay time of photonic qubits and decrease their loss rates, dependent measurements can be scheduled according to their execution orders. However, this approach may compromise the compactness of graph state mapping onto the hardware by resulting in fragmented structures that lose the overall geometry of the graph state. In OneQ, this challenge is addressed by an approach that concurrently considers both the dependencies between measurements and the overall program geometry, allowing for a more efficient and effective allocation of resources. Section 4 gives detailed schemes of partition and scheduling.

**Challenge 2: Lack of High-Degree Qubits** High-degree nodes are a common occurrence in graph states, as qubits performing many two-qubit gates with other qubits (e.g., node \( G \) in Figure 6(a)) can result in high-degree qubit nodes in the corresponding graph state (e.g., node \( G \) in Figure 6(b)). However, such high-degree qubits may not be available in the resource states due to the limited interconnections among the photonic qubits they contain (e.g., qubits in the 3-qubit resource states in Figure 6(c) have a maximum degree of 2). This prevents a direct correspondence between the graph state nodes and the photonic qubits. In OneQ, those high-degree qubit nodes are synthesized by a proper strategy of fusions between low-degree qubits in resource states (e.g., node \( A \) to the shaded area in Figure 6(c), and node \( G \) to the area around \( G \) in the central part of Figure 6(c)). By matching with some basic fusion patterns, arbitrary high-degree input graph states (e.g., Figure 6(b)) can be synthesized to accommodate input adaptivity. Such a fusion strategy is agnostic to the routing constraints on the hardware, and aims to establish a viable fusion relation between resource states to synthesize the graph state eventually. The strategy can be abstracted to a fusion graph that indicate necessary fusions at the level of resource state. Section 5 gives detailed schemes for the generation of synthesis strategies and their fusion graphs.
Challenge 3: Mapping and Routing Constraints Due to the routing constraints, the irregular structure of fusions in Figure 6(b) may not be compatible with the hardware connectivity. In Figure 6(d), each yellow square represents a location of RGS, with the spatial routing allowing fusions between resource states from neighboring RGS’s. It can be seen that the triangle in Figure 6(c) consisting of resource states $P$, $Q$ and $R$ (circled part in Figure 6(e)) cannot be mapped to the orthogonal grid directly because $R$ can not be adjacent to both $P$ and $Q$ if $P$ and $Q$ are mapped to adjacent RSG locations. Such incompatibility exists widely in a general fusion graph, which prevents a direct mapping from the fusion graph to the underlying hardware topology. In OneQ this issue is resolved by extending some of the edges and winding them along the 2D lattice of individual or extended physical layers, which form paths of consecutive fusions. We refer to this procedure as fusion routing. For example, in Figure 6(d), $P$, $Q$ and $R$ can conduct fusions with each other with an auxiliary resource state $S$. In $S$, two qubits participate in the routing path $RSQ$, with the other qubit (in blue) removed by a $Z$-measurement. By maximizing the compactness of the mapping, we can minimize the overhead from extra fusions. Section 6 gives detailed searching schemes to map the edges onto orthogonal paths while minimizing the routing overhead.

Additional Challenge: Non-Planar Graph States The number of possible fusions on resource states is limited by the number of qubits they contain. Typically, for small resource states, each location in the coupling graph can be passed by at most one routing path. For example, in Figure 6(d), resource state $S$ is passed by the routing path of edge $QR$, which destroys two of its qubits. This leaves only one qubit remaining, which is insufficient for use in another routing path. Therefore, the layout of the graph state cannot have edges intersecting each other unless the resource states are large enough to be split into multiple 2-qubit cluster states (e.g., as large as 3-qubit linear cluster state or 6-qubit ring-like cluster state). In other words, only planar graphs, i.e., graphs that can be embedded on a plane with no edges crossing each other, can be mapped to a single physical layer. In OneQ, this is addressed by enforcing a planarization process in all modules to prohibit the graph non-planarity.

Graph Partition and Scheduling

Scheduling of operations for MBQC differs from that for the circuit model in two ways. First, the dependency relations in MBQC can be quite different from those in the circuit model. For example, dependencies between measurements occur only in the presence of non-Clifford gates, while all measurements corresponding to Clifford gates can be executed simultaneously. Second, the number of graph state nodes that can be accommodated by each physical layer is flexible, which is hard to predict beforehand since it depends on the strategy of graph synthesis and routing. Specifically, the synthesis of a node in the graph state may result in multiple nodes in the fusion graph, while the mapping of an edge in the fusion graph may require a routing path through multiple locations in the coupling graph.

To handle these distinct features, we partition the graph state into subgraphs in a way that respects the measurement dependency, and allow a dynamic scheduling for each subgraph to accommodate the flexibility in the resource demand. The graph partition enables the qubits measurable earlier to be scheduled onto earlier physical layers in a coarse grain, which reduces the wait time of qubits in the delay lines and enhances the program fidelity. The dynamic scheduling schedules each partition of the graph state onto a flexible number of physical layers, with the physical layers allocated dynamically until the partition is all mapped. This enables the search for a compact layout of the scheduled partition, which increases the efficiency of resource utilization and reduces the total number of physical layers required by the program.

The partition of the graph state respects the measurement dependency through an analysis of the executability order of the measurement operations. Due to the non-deterministic nature of quantum measurements, MBQC requires a classical feed-forward that induces dependencies between measurements. The partial order between measurements can be described by a causal flow [46], which is determined by two types of dependencies. Specifically, based on the measurement outcome of a particular qubit, the measurement angles of its neighboring qubits may be adjusted from $\alpha$ to $(-1)^s\alpha + t\pi$ where $s, t \in \{0, 1\}$, with the dependency on $s$ called $X$-dependency and that on $t$ called $Z$-dependency. Note that changing the angle from $\alpha$ to $\alpha + \pi$ only interchanges $|\pm\alpha\rangle$ and $|\mp\alpha\rangle$, which means the $Z$-dependency is equivalent to a re-interpretation of the measurement outcome of the affected qubit. Therefore the condition when a measurement becomes executable can be summarized as Lemma 1, with qubits executable at each time forming a dependency layer.
LEMMA 1. A measurement on a qubit in the graph state is executable if all its $X$-dependent qubits are measured and all the $Z$-dependent qubits of all its $X$-dependent qubits are measured.

This respect for measurement dependency is only in a coarse-grained manner. This means that a partition can contain multiple dependency layers, and dependency layers within the same partition do not have to be scheduled strictly according to their executability orders. The reason for this is two-fold. First, the presence of delay lines can allow the delay of qubits’ arrival at the measurement devices for some time, making an exact match between the executability order and the physical layer order unnecessary. Second, allowing for this mismatch enables a preservation of the overall geometry structure among nearby dependency layers, which can be used to increase the potential compactness of the graph layout in the mapping process. Specifically, this coarse-grained manner can be achieved by first sorting the measurements according to their executability orders, and then forming each graph partition by including a number of consecutive dependency layers.

Partitioned subgraphs are then scheduled for fusion graph generation and layout search for the fusion graph in ascending order of their executability. The scheduling of these subgraphs is dynamic in two levels. First, for each partition, physical layers would be allocated dynamically for mapping and routing until all the nodes in the corresponding fusion graph are mapped to the hardware. Second, among partitions, there can be additional edges connecting nodes of fusion graphs for different partitions, which also need to be mapped to the hardware to form the whole graphs state. This can be achieved by dynamically allocating additional physical layers between the partitions, and routing on those physical layers until all cross-partition edges are mapped.

Graph Planarization To further respect the planarity constraint for resource states of small size, the planarity of the subgraphs can be used as an additional condition for graph partitioning. Specifically, in the process of grouping consecutive dependency layers into partitions in ascending order of their executability, a planarity check can be performed along the way. New dependency layers will not be included if either the limit number of dependency layers is exceeded or the accumulated subgraph is no longer a planar graph. If a single dependency layer is already non-planar, it can be decomposed into subgraphs by repeatedly finding the maximal planar subgraph $G_i$ from its remaining graph $G$, where a maximal planar subgraph $G_i$ is defined as a subgraph such that the addition of any edge $e \in G - G_i$ breaks the planarity of $G_i$. This planarization can ensure in advance that each partition scheduled for fusion graph generation and layout searching is a planar graph, avoiding unnecessary conflicts when the graph is large and complex.

5 Fusion Graph Generation
A graph state can be synthesized from small resource states via fusion by first synthesizing necessary components such as high-degree nodes and lines, then connecting them according to the graph geometry. In this section, we lay the foundation of synthesizing arbitrary graph states by defining a set of basic patterns. Then we demonstrate the process of graph synthesis from 3-qubit resource states and generalize it to more generic resource states.

Synthesis of arbitrary graph states can be realized by appropriate strategies based on some basic fusion patterns, as shown in Figure 7. First, the degree of a node $V$ can be increased by a degree increment pattern, which fuses a leaf node (degree = 1) connecting to $V$ with a node of degree $> 1$. For example, the degree of node $V$ in Figure 7(a) is increased by 1 by fusing node $v$ with a 2-degree node $w$. Second, a line of nodes can be extended by a line extension pattern, which fuses a leaf node of the line with that of another line. For example, the 2-node line $V_0$ in Figure 7(b) is extended to a 3-node line by fusing the leaf node $v$ with the leaf node $w$. Third, two resource states can be connected while maintaining their structures (except the fused nodes) by a graph connection pattern, which fuses two leaf nodes from each of them respectively. For example, the two 4-node graphs in Figure 7(c) are connected by a fusion between node $v$ and $w$, with the nodes $V$ and $W$ connected by an edge in the formed graph state and the remaining structures of them left unchanged.

Figure 8: Synthesize a high degree node in (a) by a basic fusion pattern in (b). Represent the fusion pattern by a fusion graph in (c), with each ‘$\otimes$’ node representing a resource state, each edge representing a fusion operation.

With these basic patterns, an arbitrary graph state can be synthesized from resource states as small as 3-qubit resource states. Specifically, high-degree nodes in the graph states can be synthesized by a repetitive application of the degree increment pattern until the required degree is satisfied, as shown in Figure 8(a)(b). The resulting fusion pattern can be represented by a fusion graph in Figure 8(c), with each node representing a resource state, and each edge representing a fusion operation. Similarly, lines can be synthesized by a repetitive application of the line extension pattern until the required length is satisfied. Then, the high degree nodes and lines can be connected via the graph connection pattern (Figure 7(c)). We demonstrate it with an example of synthesizing

![Diagram](image-url)
Therefore, the fusion graph in Figure 8(c) becomes a linear graph. So we replace it with a fusion graph component consisting of 3 nodes (component \( O \) in the grey circle at the center of Fig. 9(c)), and connect it with fusion graph components of \( A, B, D, C \) in a clockwise manner (Fig. 9(d)). As a comparison, Fig. 9(e) shows a fusion graph that breaks planarity since the clockwise (counterclockwise) edge orders are not maintained.

### 6 Fusion Mapping and Routing

Finding the most compact layout of a graph on a grid is known to be an NP-hard problem [50], and it is particularly challenging in our case due to two additional features of the grid. First, each layer of grid has limited area because each physical layer of resource states is generated by limited number of RSGs. Second, the space-time coupling in the hardware has a 3D nature, which makes a direct search of mapping inefficient. In particular, each edge of a node can be mapped or routed toward not only different directions around the node but also any of the previous or subsequent layers up to the limit of delay time, which increases the search space and leads to longer search times.

**Figure 9:** Fusion graph generation. (a) A planar embedding of the graph state geometry. (b) Split the edges. (c) Replace each high-degree node with a piece of fusion graph, with each ‘\( \diamond \)’ node representing a resource state. (d) Connect the pieces of fusion graphs while keeping the clockwise (counter-clockwise) edge orders in the planar embedding so as to obtain a planar fusion graph. (e) The planarity may be broken if not keeping the clockwise (counter-clockwise) edge orders.

Planarity Preservation The planarity condition imposed in the graph partition can be preserved in the process of fusion graph generation. In other words, if the original graph is planar, then the resulting fusion graph can also be planar. This can be achieved by first finding a planar embedding of the original graph, i.e., a way of drawing it on the plane with no crossing edges, and then keeping the clockwise (counter-clockwise) orders among the edges when connecting the synthesized high-degree nodes. The search for the planar embedding can be efficiently done by existing tools such as Networkx [49]. For example, in the planar graph in Fig. 9(a), the 4-degree node \( O \) has neighbors \( A, B, D, C \) in the clockwise order. So we replace it with a fusion graph component consisting of 3 nodes (component \( O \) in the grey circle at the center of Fig. 9(c)), and connect it with fusion graph components of \( A, B, D, C \) in a clockwise manner (Fig. 9(d)). As a comparison, Fig. 9(e) shows a fusion graph that breaks planarity since the clockwise (counterclockwise) edge orders are not maintained.

**Figure 10:** Mappings of ‘QUANTUM’ (red) and ‘COMPUTING’ (purple) connected through a shuffling layer (b) in between. Red dots on (c) represent the incomplete nodes whose edges are not all mapped yet, with the other ends of them being the purple dots on (a). Corresponding nodes are connected by a shuffling on the intermediate layer (green lines in (b)).

To address these challenges, we propose an algorithm consisting of an in-layer mapping and an inter-layer shuffling, which is applicable for grids of various geometry (triangular, orthogonal,
in the shaded area. In Figure 11(b), routing was triggered for twice. First, node $A'$ is routed from $R_1$ by one step to avoid the total blockage for node $B$, because if node $A'$ is directly mapped to the location $R_1$, one of its edges $A'C$ and $A'D$ would have to take location $R_2$, which is the only remaining location around $B$. Second, node $B'$ is routed by one step to address its partial blockage by $A'D$, because while node $B'$ can be directly mapped to the location $R_2$, the only one remaining location around it would be insufficient for mapping its two future edges $B'E$ and $B'F$. Note that in real cases the length of routing paths should be $\geq 2$.  

The heuristic search algorithm can be stated as below. We traverse the edges in a cycle-prioritized breadth-first order, giving priority to edges involved in cycles over those in trees, because tree edges are more flexible for mapping. We choose to map each edge either directly or via routing according to the scenarios above. After each new edge is mapped, the layout is evaluated by the heuristic cost function

$$H = \text{occupied}_\text{area} + \#\text{partially}\_\text{blocked}_\text{nodes} + \alpha \cdot \#\text{totally}\_\text{blocked}_\text{nodes}$$

where occupied_area refers to the area of the smallest rectangle that can enclose the mapped edges. $\alpha$ should be larger than 1 as a total blockage is more harmful. It can be typically set as the maximum degree of each physical layer. The layout with the lowest cost is then selected as the best candidate and used in the search for future edges. 

In the inter-layer shuffling, incomplete nodes in different 2D layouts are connected via routing on the physical layers allocated between them. This shuffling can be achieved by first pairing up the incomplete nodes, sorting the node pairs according to their distances, and then finding the shortest routing paths to connect the node pairs in ascending order of the distances. Specifically, if a single physical layer is not enough to accommodate all the routing paths, more physical layers can be allocated dynamically until all the node pairs are connected. The inter-layer shuffling can be used to support the subgraph connection need arising in two circumstances. First, as the graph partition process partitions the whole graph state into subgraphs, the fusion graphs of different subgraphs need to be connected to form the whole graph state. Second, the mapping of each partition may generate multiple 2D layouts, as some nodes may be inevitably blocked due to the limited area of physical layers and the complexity of the graph geometry. While positions of incomplete nodes in the previous layers are taken into account in the mapping of subsequent layers to increase their proximity, those 2D layouts may still need to be connected by the inter-layer shuffling if not all conflicts can be resolved within the in-layer mapping.

Planarity-Aware Search When the given fusion graph is planar, the heuristic search for in-layer mapping can be made planarity-aware to maximize the number of edges accommodated by each physical layer. Specifically, we can first find a planar embedding of the fusion graph, and make the mapping of each edge follow the planar embedding, which can be achieved by forcing the mapped edge to leave enough degrees for its clockwise or counterclockwise
neighboring edges connected to the same node. This planarity-awareness naturally prevents routing paths from crossing each other and reduces the demand for inter-layer shuffling. This approach is more effective when the area of physical layers is large enough, because otherwise the edges would be blocked by the limited area anyway. This area can be increased by extension of physical layers, as shown in Figure 5(b).

7 Evaluation

7.1 Experiment Setup

Metric As discussed in Section 3.2, the first metric we consider is the physical depth, i.e., the number of physical layers consumed in the execution of the program. The second metric is the number of fusion operations performed in the execution of the program, which is denoted as ‘# fusion’. A better compiler should compile a quantum program into a smaller depth which indicates a shorter execution time and less consumption of resources, and a smaller ‘# fusion’ which indicates less overhead and being less error-prone. For comparison with the baseline, we define an improvement factor of physical depth as the ratio of the depth in the baseline to the depth in OneQ, and an improvement factor of ‘# fusion’ as the ratio of the number of fusions consumed in the baseline to the that consumed in OneQ.

Baseline Our optimized baseline is based on the basic MBQC interpreter introduced in Section 2 but with two preprocessing steps. The first step is synthesizing a sufficiently large 3D cluster state by fusions from small resource states generated by the RSGs. The sufficient size of each 2D layer of the cluster state is referred to as cluster area, while the number of RSGs required to form a cluster state of that size is referred to as physical area. The second step is finding a layout for the circuit so that measurement patterns of all gates in the circuit can be joined in a way shown as Figure 4.

For the first step, instead of relying on any specific synthesis strategy, we adopt a lower bound of the physical area, which indicates the least number of required resource states when ignoring the spatial constraints for fusion routing. For the second step, to ensure an efficient implementation of a two-qubit gate with MBQC, it is necessary to place the strips of the involved qubits close to each other in the cluster state, similar to that in the circuit model with solid-state-qubit quantum computing. As a result, we utilize the qubit mapping and routing functions of Qiskit [21] to address the issues related to far-apart 2-qubit gates prior to mapping the circuit onto the cluster state. Specifically, this is achieved by using a 2D coupling graph that shares the same structure with each 2D layer of the cluster state as the hardware coupling graph to Qiskit.

Benchmark programs We select Quantum Fourier transform (QFT), quantum approximate optimization algorithm (QAOA), Ripple-Carry Adder (RCA) [51] and Bernstein-Vazirani (BV) algorithm as our benchmarks, which include both building blocks of quantum programs (QFT and RCA) and application driven programs targeting at solving real-world problems (QAOA and BV). For QAOA, we choose the graph maxcut problem on randomly generated graphs. Specifically, the graphs are generated by randomly selecting half of its all possible edges. For BV, we select the secret strings randomly, with approximately half of the digits being 0 and half being 1. In Table 1, we list the number of qubits and the number of gates for each benchmark, as well as the cluster area and physical area required by the baseline approach. For each benchmark, our framework is evaluated on the same physical area with the baseline to make them more comparable.

Table 1: Benchmark programs.

| Name                  | #qubit | cluster area | physical area |
|-----------------------|--------|--------------|---------------|
| Quantum Fourier Transform (QFT) | 16     | 7x7          | 16x16         |
|                        | 25     | 9x9          | 21x21         |
|                        | 36     | 11x11        | 25x25         |
| Quantum Approximate Optimization Alg (QAOA) | 16     | 7x7          | 16x16         |
|                        | 25     | 9x9          | 21x21         |
|                        | 36     | 11x11        | 25x25         |
| Ripple-Carry Adder (RCA) | 16     | 7x7          | 16x16         |
|                        | 25     | 9x9          | 21x21         |
|                        | 36     | 11x11        | 25x25         |
| Bernstein Vazirani (BV) | 16     | 7x7          | 16x16         |
|                        | 25     | 9x9          | 21x21         |
|                        | 100    | 19x19        | 43x43         |

7.2 Experiment Result

We first show the results of the baseline and OneQ for 3-qubit resource states in Table 2, as the number of qubits increases for each benchmark. It can be seen that OneQ outperforms the baseline by orders of magnitude in both physical depth and the number of fusions. As the number of qubits increases, this improvement of performance stays stable or slightly increases.

Among the benchmarks, OneQ has the most significant improvement for BV. This is because the graph state of BV is acyclic and planar, making it easier the heuristic search in OneQ to find a compact layout for the graph and map it to only a few physical layers. In contrast, the graph states of the QFT, QAOA and RCA contain a lot of short-range and long-range cycles, which makes the structure more complex and increases the demand for routing. However, for these benchmarks, OneQ still achieves a reduction on the physical depth by a factor of 15 on average (geomean), and a reduction on the number of fusions by a factor of 47 on average (geomean).

General resource states To achieve greater generality, our optimization modules are designed to be extendable to a wide range of resource states. This is made possible by accommodating flexible fusion strategies for synthesizing graph states and representing each strategy with a fusion graph. Figure 12 shows the results when the resource states are 3-qubit line-shaped graph state, 4-qubit line-shaped, star-shaped and ring-shaped graphs states, respectively. The improvements in physical depth and the number of fusions are shown in (a) and (b), respectively. It can be seen that OneQ achieves similar levels of improvement in performance for these various resource states.

Flexible coupling structure While the results in Table 2 are on physical layers of \(N \times N\) square coupling structure, OneQ is applicable to more general coupling structures. Figure 13 shows the
Table 2: The results of OneQ and its relative performance to the baseline.

| Name   | #qubits | Baseline Depth | Our Depth | Improv. Factor | Baseline #Fusions | Our #Fusions | Improv. Factor |
|--------|---------|----------------|-----------|----------------|------------------|--------------|----------------|
| QFT-16 |         | 787            | 83        | 9              | 201,472          | 8,167        | 25             |
| QFT-25 |         | 1,518          | 162       | 9              | 669,438          | 26,921       | 25             |
| QFT-36 |         | 2,712          | 324       | 8              | 1,695,000        | 66,830       | 25             |
| QAOA-16|         | 595            | 29        | 20             | 152,320          | 2,578        | 59             |
| QAOA-25|         | 1,287          | 63        | 20             | 567,567          | 8,343        | 68             |
| QAOA-36|         | 2,648          | 122       | 22             | 1,655,000        | 21,302       | 78             |
| RCA-16 |         | 734            | 46        | 16             | 187,904          | 4,568        | 41             |
| RCA-25 |         | 1,273          | 65        | 20             | 561,393          | 8,915        | 63             |
| RCA-36 |         | 1,934          | 85        | 23             | 1,208,750        | 14,115       | 86             |
| BV-16  |         | 94             | 1         | 92             | 24,064           | 63           | 382            |
| BV-25  |         | 181            | 1         | 181            | 79,821           | 114          | 700            |
| BV-100 |         | 787            | 4         | 197            | 1,455,163        | 644          | 2,260          |

Figure 12: Improvement factors of physical depth (a) and # fusions (b) of 16-qubit QFT, QAOA, RCA and BV for different basic resource states.

Figure 13: Normalized physical depth (a) and # fusions (b) of 16-qubit QFT, QAOA, RCA and BV on different shapes of physical layers. Results on rectangular physical layers (ratio > 1) are normalized by those on square physical layers (ratio = 1).

physical depth (13(a)) and the number of fusions (13(b)) when the ratio of each physical layer is 16x16 (ratio = 1), 20x13 (ratio = 1.5), 23x11 (ratio = 2.1) and 26x10 (ratio = 2.6) respectively. For comparison, the results are normalized by those on the square physical layer. It can be seen that OneQ achieves similar levels of performance on these various shapes of physical layers. Moreover, the area of physical layers is adjustable by regarding multiple consecutive physical layers as an extended physical layer, which can be used to accommodate more global structure of the graph. As a demonstration, Figure 14 shows a slice of mapping generated by
OneQ for a 16-qubit QFT program. The whole rectangular $13 \times 39$ extended physical layer is composed of 3 layers of $13 \times 13$ grid. The first physical layer ranges from column 1 to column 13, the second ranges from column 14 to column 26, and the third from column 27 to column 39 respectively. In the figure, blue and green dots correspond to the nodes $\otimes$ existing in the fusion graph, with the green ones representing the incomplete nodes, which means that some of edges connected to them have not been mapped onto the grid. Pink dots represent the auxiliary resource states used for routing. In principle, the optimization techniques in OneQ is also applicable when the coupling structure between RSGs are not orthogonal (e.g., triangular, hexagonal) since none of our optimization modules has explicit dependency on a specific coupling architecture.

Effect of physical area In contrast to the fixed size of physical layers required by the baseline approach, OneQ does not impose strict constraints on the size of physical layers, allowing programs to be compiled onto hardware of different sizes. Specifically, the physical depth can be decreased by allowing longer routing paths on larger physical layers, with a cost of more fusions. Figure 15 shows the physical depth and the number of fusions when the programs are compiled onto different sizes of physical layers. For comparison, the results are normalized by those on the physical area required by the baseline approach, which is $16 \times 16$ when the number of qubits is 16. It can be seen that when the physical area increases, the physical depth initially decreases rapidly, but eventually reaches a plateau when the physical area becomes sufficiently large. On the other hand, the number of fusions shows a reverse trend, increasing as the physical area increases. Note that if physical layers are larger than necessary, they can be truncated by restricting compilation to a portion of the physical layers.

8 Conclusion

In this work, we provide in-depth analysis and discussion of the unique challenges for photonic one-way computing at both programming and hardware levels. We build the first end-to-end compilation framework for optimizing the mapping of any quantum programs onto photonic devices supported by our hardware abstract model. With this being said, many of the optimization problems here are NP-hard problems, and thus we believe there is still significant potential for fully exploring the entire optimization space. As the first work in this direction, we hope our work could attract more effort from the computer architecture and compiler community to explore the advantages of photonic quantum architectures and overcome the unique challenges.
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