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Abstract—The online health community (OHC) is the primary channel for laypeople to share health information. To analyze the health consumer-generated content (HCGC) from the OHCs, identifying the colloquial medical expressions used by laypeople is a critical challenge. The open-access and collaborative consumer health vocabulary (OAC CHV) is the controlled vocabulary for addressing such a challenge. Nevertheless, OAC CHV is only available in English, limiting its applicability to other languages. This research proposes a cross-lingual automatic term recognition framework for extending the English CHV into a cross-lingual one. Our framework requires an English HCGC corpus and a non-English (i.e., Chinese in this study) HCGC corpus as inputs. Two monolingual word vector spaces are determined using the skip-gram algorithm so that each space encodes common word associations from laypeople within a language. Based on the isometry assumption, the framework aligns two monolingual spaces into a bilingual word vector space, where we employ cosine similarity as a metric for identifying semantically similar words across languages. The experimental results demonstrate that our framework outperforms the other two large language models in identifying CHV across languages. Our framework requires raw HCGC corpora and a limited size of medical translations, reducing human efforts in compiling cross-lingual CHV.

I. INTRODUCTION

The increasing popularity of social media has facilitated discussion between Internet users and encourages us to share information and experiences. Such development contributes to the emergence of online health communities (OHCs). It stimulates a new channel for exchanging healthcare knowledge, including personal experiences of diseases, reflections on medicines, and communications between physicians and patients [1], [2]. OHCs possess a wide variety of health consumer-generated content (HCGC). Analyzing HCGC helps study a wide range of research questions, such as the doctors-patients interaction [3]–[5] and health information search behavior [6]. HCGC also serves as a valuable resource for extracting consumer health vocabulary [7]–[14], identifying authoritative health answers [15], and facilitating many consumer-oriented applications such as language simplification system [16].

However, analyzing HCGC is challenging because the vocabulary used by consumers is very different from that used in the medical literature and electronic health records. For example, consumers tend to use colloquial expressions like *watery stool* rather than professional jargon such as *diarrhea* for describing their bowel suffering. The open-access and collaborative consumer health vocabulary (OAC CHV) [7], [17] is compiled to address this language gap. Compared with other professional-oriented vocabularies organized in the Metathesaurus of Unified Medical Language System (UMLS), OAC CHV intends to capture the medical expressions used by consumers, who are usually laypeople.

A. Motivations

We have two motivations for driving this study. The first is the underdevelopment of automatic term recognition (ATR) methods for identifying CHV across languages. In order to recognize the expression evolution and enrich the original OAC CHV [17], several studies propose various monolingual ATR methods such as applying string patterns [7], [10], [12], [18], co-occurrence analysis [9], machine learning models [7], [11], and word embedding techniques [13], [14]. Unfortunately, most studies expand English vocabulary and rely on language-specific features that barely apply to other languages. Besides, most cross-lingual ATR methods rely on costly resources, such as parallel corpus [19] and manual annotations [20]–[24], which are labor-intensive to build up.

The second motivation is that the lack of cross-lingual CHV prevents the development of consumer-oriented healthcare applications for non-English languages. Although English dominates the health information on the Internet, only 379 million people, which represent 4.9% of the world population, are English native speakers. Considering the initiative proposed by the World Health Organization, “Bridging the Language Divide in Health1”, there is still a large population of laypeople using their native languages to share and search for health information. Nowadays, language is a primary barrier for laypeople to search relevant health information on the Internet [25], [26].

1http://dx.doi.org/10.2471/BLT.15.020615
B. Research Objectives & Contributions

This study aims at proposing a cross-lingual ATR framework that helps extend the English CHV into other languages. The framework starts with collecting HCGC corpora of two different languages. With the corpora, the framework adopts word2vec techniques [27] on each monolingual corpus to learn the word associations used by laypeople. To identify similar medical concepts across languages, we align monolingual word spaces into a cross-lingual word space [28], [29] using a small size of medical concept translations. The contributions of this study are as follows.

1) Compared with previous cross-lingual ATR frameworks, we propose a resource-efficient framework to identify CHV across languages, which only requires a small set of medical entity translations and the HCGC corpus of each language.

2) Compared with advanced large language models (LLMs), the cross-lingual word space induced by our framework outperforms two state-of-the-art LLMs (i.e., GPT-3.5-Turbo and Cohere Rerank) in identifying CHV across languages, showing an economic benefit of using our framework.

3) We design a retrieval mechanism, dynamic threshold, to retrieve more quality CHV translations based on our cross-lingual word space.

The rest of the paper is structured as follows: Section II reviews related works in monolingual ATR methods and cross-lingual ATR methods. Section III illustrates our proposed cross-lingual ATR framework, and Section IV describes the experimental settings, metrics, and results. We then discuss implications, limitations, and future directions in Section V. Finally, we draw a conclusion in Section VI.

II. Literature Review

We review previous ATR techniques for expanding the medical vocabulary and categorize them into Monolingual ATR and Cross-lingual ATR. In the following, we discuss the limitations and inspirations of these studies.

A. Monolingual ATR

Previous studies on monolingual ATR relied on lexical patterns. Zeng et al. [7] utilized MedlinePlus query logs for ATR, employing three components: identifying string candidates, expert collaboration for noise reduction, and estimating each remaining candidate’s score (i.e., termhood) using nested string patterns [30]. Doing-Harris & Zeng-Treitler [8] adopted a similar approach on the collected HCGC from PatientLikeMe.com for ATR. Vydiswaran et al. [10] proposed string rule mapping (e.g., also called, also known as, and also referred to as) to extract synonyms from health-related Wikipedia pages. Likewise, Hou et al. [12] used string patterns, e.g., 又稱 (as known as) to identify consumer-used disease terms from a Chinese online health forum. Instead of using ad-hoc lexical patterns, Jiang and Yang [9] modified the tf-idf technique and applied it on MedHelp threads for extracting frequent co-occurring lay terms. He et al. [11] used clustering with combined lexical, syntactic, and contextual features and extracted potential term candidates from Yahoo! Know! Q&As. Gu et al. [13] and Ibrahim et al. [14] proposed word embedding techniques and identified semantically-similar terms from collected health corpora.

Most previous monolingual ATR methods required string patterns and lexical features that were only applicable to English, which causes difficulty in generalizing to other languages. Even though co-occurrence calculation and word embedding determination are language-agnostic techniques, a clearer way to apply them across languages is needed.

B. Cross-lingual ATR

Marko et al. [31] and Campillos-Llanos [32] depended on morpho-syntactic features for linking potential translation and synonyms across languages. However, the morphological pattern only worked for cognate languages, such as Indo-European languages, that shared linguistic connections. Lu et al. [19] created a parallel corpus, which utilized both Web anchor texts and search result pages. They then used the parallel corpus to identify high-quality English–Chinese medical term pairs. On the other hand, Chapman et al. [20] and Alfano et al. [21] recruited a group of translators to translate English CHV into other languages. Rahimi et al. [22] relied on aliases across languages on the Wikidata to link UMLS concepts. Both parallel corpus preparation and manual translation process took much work to scale and had coverage concerns.

As morphological patterns hardly worked for non-cognate languages. Moreover, previous cross-lingual ATR methods relied on expensive resources, such as parallel corpus and many manual annotations. In this study, we leveraged the space alignment technique [28] for aligning the word contextual information across languages, which was applicable across any language pairs [29] and only required very few manual supervisions.

III. The Cross-lingual ATR Framework

Fig. 1 illustrates our cross-lingual ATR framework for expanding CHV across languages. Our framework consists of four main modules. With collected health Q&A corpora, the first pre-processing module employs existing NLP toolkits to clean the raw texts and transforms them into processed contents. Subsequently, using a word embedding technique, the word semantic space learning module determines the word vector space of each language from collected corpora. To compare words in a language-agnostic way, the space alignment module pairs up the spaces across languages utilizing a set of bilingual medical translation pairs as anchors in the spaces. Given the bilingual word space, the last term candidate expansion module requires a set of seed words, e.g., OAC CHV [17], to expand their synonyms for eliciting the bilingual CHV.

In the following subsections, we present the data collection and detail each module of our cross-lingual ATR framework.
We collected the healthcare Q&A corpus from OHCs, the platforms for laypeople to exchange health-related information, where people tend to use colloquial expressions rather than professional jargon. Hence, we can exploit the usage of health vocabulary from such HCGCs on the OHCs.

MedHelp is a popular English OHC consisting of various communities for consumers to discuss diseases. We extracted 520,659 discussion threads from 106 different communities in MedHelp. To gather Chinese contents, we collected three Chinese healthcare Q&A websites, including eDoctor\(^2\), MEDNET\(^3\), and Kingnet\(^4\), to retrieve 259,709 inquires and their responses, where most questions are answered by doctors and solved by one response. Table I presents descriptive statistics of two corpora, in which the English corpus has more textual content (measured by characters) than the Chinese one.

|                          | No. of Documents | No. of Sentences | Avg. Content Length |
|--------------------------|------------------|------------------|---------------------|
| English Corpus           | 520,659          | 15.82M           | 754.11              |
| Chinese Corpus           | 259,709          | 0.70M            | 177.70              |

**C. Determining Monolingual Word Vector Space**

In the second module, we leverage the word embedding technique to determine the word vector space of each language. The word vector space helps us compare semantic similarities between words. One of the powerful word embedding algorithms is Skip-gram [27], known for preserving the word semantics and capable of encoding each word into a continuous vector representation. By utilizing Skip-gram, we determined two word vector spaces \( V^\text{en} \in \mathbb{R}^{W^\text{en} \times d} \) and \( V^\text{zh} \in \mathbb{R}^{W^\text{zh} \times d} \) for English and Chinese healthcare Q&A corpus, respectively. Note that \( W^\text{en}(W^\text{zh}) \) is the set of words appearing in the English (Chinese) corpus, and \( d \) is the size of hidden dimensions representing each word. Moreover, we normalize every word vector by applying \( l_2 \)-norm, where \( V_i^l \) is a vector of word \( i \) in language \( l \). With the normalization, we obtain two \( d \)-dimensional spheres, each for one language.

**D. Aligning the Spaces of Different Languages**

With the contextual information of words determined from the word semantic space learning module, the word spaces were determined independently, resulting in unaligned word dimensions between languages. We aligned consumer health vocabularies of different languages in the space alignment module. To facilitate the alignment procedure, we assumed the space structures were topologically similar, also called isometric in previous studies, across languages [28], [29]. This assumption allowed us to use a linear transformation matrix \( L \in \mathbb{R}^{d \times d} \) for aligning one source word space into one target word space. In our setting, we treated the Chinese word space \( V^\text{zh} \) as source word space and applied \( L \) on it to align with the target word space – English word space \( V^\text{en} \).

Determining \( L \) required a set of translation pairs \( P \subseteq W^\text{en} \times W^\text{zh} \) as anchor points between the two word spaces. We leveraged Wikipedia as our knowledge source to identify quality \( P \) for our two health-oriented word spaces. Because of collective intelligence and multilingualism, Wikipedia possesses numerous health entities compiled into several languages. The title of each page is usually the name of an entity. Hence, we followed the data collection strategy proposed in [10] to collect a bilingual title list of health-related pages from Wikipedia.

\(^2\)http://taiwandedoctor.mohw.gov.tw/

\(^3\)https://expert.med-net.com/index/#/index

\(^4\)https://www.kingnet.com.tw/knNew/inquiry/outpatient.html

\(^5\)https://github.com/fxsjy/jieba

\(^6\)https://baike.baidu.com/wikitag/taglist?tagId=76625
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Wikipedia. In detail, we adopted the MediaWiki Action API to traverse the category hierarchy organized in Wikipedia and drill down subcategories for health category with a depth of five layers. We then recorded the English title of each relevant page and its Chinese title as one translation pair by querying the langlink property in MediaWiki Action API. For instance, using “Diarrhea” as a query, we find its corresponding Chinese title “腹泻” (Diarrhea)\(^7\).

After compiling \(P\), to optimize \(L\), each title pair were represented as a vector pair by consulting \(V^{en}\) and \(V^{zh}\), which resulted into two subspaces: \(V^{en}_i \in \mathbb{R}^{|P| \times d}\) and \(V^{zh}_i \in \mathbb{R}^{|P| \times d}\). The objective of \(L\) aims at minimizing the following equation:

\[
\arg \min_L \|V^{zh}_i L - V^{en}_i\|^F \text{ s.t. } L^TL = I, \tag{1}
\]

where the orthogonal constraint of \(L\) keeps the density between words in \(V^{en}\) invariant after transforming. Solving \(L\) is hereby an orthogonal Procrustes problem which has a analytical solution \([29]\) using singular value decomposition (SVD):

\[
L = UV, \text{ with } U \Sigma V^T = SV D((V^{zh}_i)^TV^{en}_i). \tag{2}
\]

To better illustrate the alignment procedure, we provide an example in Fig. 2, where the red items with the same number in Fig. 2a and 2b represent anchor pairs in the \(P\). The goal of \(L\) is to transform \(V^{zh}\) to align each anchor pair using the \(V^{en}\) as a standard reference. When \(L\) is determined, the bilingual word space is derived as Eq. 3:

\[
V^{bi} = (V^{zh}_i, L) \cup V^{en}_i, \tag{3}
\]

where \(V^{bi} \in \mathbb{R}^{(W^{zh}_i \times d)}\) and \(W^{bi} = W^{en} + W^{zh}\).

The alignment module not only aligned anchor word pairs in \(P\) (red items in Fig. 2) but also indirectly aligned non-anchor words (i.e., those words are not in \(P\)) across languages. Fig. 2c explains three possible alignment cases between non-anchor words across languages.

1) **Case 1: Non-anchor words close to the anchors.**

Even though only anchors involve in determining \(L\), we could expect to find more synonyms after transformation due to the similar representations encoded in neighbors of anchors. For example, given diarrhea and nausea as queries, we not only can find their corresponding anchors "腹泻" (diarrhea) and "噁心" (nausea), but also "拉肚子" (liquid bowel movements) as well as "想吐" (want to vomit), respectively.

2) **Case 2: Non-anchor words distributed similarly across languages.** As we transform the whole source space into the target space, the words with similar meanings will match up by \(L\) due to the assumption of topological similarity between spaces. For example, even if we do not provide "insomnia" or its neighborhoods as anchors, we still could find its Chinese synonym "失眠" (cannot sleep). This is because similar word concepts are distributed closely across languages after aligning.

3) **Case 3: Non-anchor words that bias at a particular language space.** As shown in Table I, the size of corpus is significantly different between languages. Besides, some diseases, drugs, or other medical entities may differ between languages, which causes some areas to be monolingual in the resultant bilingual word space. In this situation, given an English word, its Chinese neighbors have significantly greater distances than the ones in the previous two cases.

**E. Word Expansion by Querying the Spaces**

Given the bilingual word space, the words should be language-agnostic; hence, we can compute semantic closeness between any two words using the cosine similarity:

\[
\cos(V_{i}^{bi}, V_{j}^{bi}), \text{ where } i, j \in W^{bi} \text{ and } V_{i}^{bi} \text{ is the word vector of word } i.
\]

Given a set of seed words \(Q\) of a language as queries, we can search for their synonym candidates across languages using the bilingual word space. In this study, seed words could be either English or Chinese, so we have two query directions: (1) \(EN \rightarrow ZH\), and (2) \(ZH \rightarrow EN\). For each seed word \(q \in Q\), we find the nearest words as candidates. To ensure the expansion quality, we only kept the candidate \(r\) whose similarity with the query beyond a threshold \((\delta): \cos(q, r) > \delta\).

**Dynamic Threshold.** Instead of using only one \(\delta\) to filter out noisy synonym candidates, we also consider using different thresholds for different queries. This is because we observe that it is not easy to find an appropriate \(\delta\) for all queries. Take Table II as an example, we could set 0.64 as \(\delta\) to filter out the noisy candidates of "高血壓" (hypertension), but this \(\delta\) is too strict for "雞眼" (wart). On the other hand, if we lower the \(\delta\) for "雞眼" (wart), the \(\delta\) is adversely too vague for "高血壓" (hypertension). The three cases can explain this phenomenon resulting from the space alignment module. Some queries are distributed equally across languages because they belong to case 1 or 2. In contrast, some queries are biased toward a language that makes them far away from their synonyms of the other language.

Our dynamic threshold mechanism is based on modularity. Modularity is a metric to evaluate the bias level of a query.

| Query         | Candidate | \(\cos(q, r)\) | Query         | Candidate | \(\cos(q, r)\) |
|---------------|-----------|----------------|---------------|-----------|----------------|
| hypertension  | 0.81      | wart           | 0.58          |           |
| htn           | 0.74      | plantar_wart   | 0.55          |           |
| high_bp       | 0.73      | callus         | 0.54          |           |
| hbp           | 0.72      | splinter       | 0.54          |           |
| high_blood_pressure | 0.72  | ganglion_cyst  | 0.53          |           |
| hypertension  | 0.65      | skin_tag       | 0.52          |           |
| hypertensive  | 0.64      | ingrown_toenail| 0.52          |           |
| high_cholesterol | 0.62    | bunion         | 0.51          |           |
| hyperlipidemia | 0.61     | athlete_foot   | 0.51          |           |
| blood_pressure_problem  | 0.61 | blood_skin    | 0.50          |           |
in a specific language in the bilingual word vector space. The lower modularity of a query means more words of the other language surrounding that query. The higher modularity of a query instead means that the query has more words of the same language as its neighbors. To measure the modularity, we refer to the previous work [35] and design our calculation for approximating the modularity score in the Algorithm 1. Given a query \( q \), Line 1 and Line 2 collect top-\( K \) English and Chinese nearest neighbors as two sets of words \( G^{en} \) and \( G^{zh} \), respectively. Line 3 and Line 4 are then used to calculate an average score of cosine similarity \( \eta^{en}(\eta^{zh}) \) for \( G^{en}(G^{zh}) \). As Line 5, the modularity is the difference between \( \eta^{en} \) and \( \eta^{zh} \). Therefore, the lower modularity of a query indicates that its nearest neighbors of the other language are close. In other words, when a query with lower modularity, the more possibilities the query is either in case 1 or case 2. Otherwise, when a query with higher modularity, it will possibly be case 3.

**Algorithm 1** The algorithm for calculating modularity

**Require:** bilingual word space \( V^{bi} \), a query \( q \), number of neighbors \( K \)

1. \( G^{en} = \text{top-}K \) similar English words of \( q \)
2. \( G^{zh} = \text{top-}K \) similar Chinese words of \( q \)
3. \( \eta^{en} = \mathbb{E}_{r \sim G^{en}} \cos(q, r) \)
4. \( \eta^{zh} = \mathbb{E}_{r \sim G^{zh}} \cos(q, r) \)
5. \( \text{return} \ m = |\eta^{en} - \eta^{zh}| \)

To dynamically set different \( \delta \) for queries, we applied Algorithm 1 on each seed word \( q \). After sorting the seed words ascendingly with respect to their modularity scores, we grouped \( Q \) into \( N \) subsets of equal size based on quantiles \( \{Q_k\}_{k=1}^N \), in which \( Q_1 \) contains the queries with the lowest modularity. As a result, we searched the best \( \delta \) of each subset with regard to a determined metric (e.g., F1-score).

**IV. Evaluation**

**A. Experiment Setups**

**Parameter Settings.** We determined the word vector space of each language by feeding all texts from English and Chinese healthcare Q&A corpus. We employed the word2vec module from *gensim⁸*, which implements the Skip-gram algorithm [27]. All parameters of the Skip-gram were default values. The size of vocabulary for English and Chinese word space are 54,061 and 17,882, respectively. We used 719 bilingual title pairs from Wikipedia to enable the process of space alignment. Note that we collected 11,604 pairs in total, yet we dropped a pair if either English or Chinese title in a pair did not exist in our word spaces. In our further evaluations, we demonstrated effective performances even with a small proportion of words as anchors.

**Test Set Preparation.** We evaluated our proposed framework by testing the query performance of frequently used medical entities selected from our collected healthcare Q&A corpora. Only five divisions (community groups in MedHelp), including General-Health, Women-Health, Dermatology, Ear-Nose-Throat, and Neurology, were involved in the further evaluations because these divisions were the most popular topics in our corpora. To generate English test queries, we calculated the frequency of each term that was selected from the OAC CHV [17] and only retained terms that belonged to two semantic types: *Sign or Symptom* [T184] and *Disease or Syndrome* [T047]¹⁰. After filtering out the general terms (i.e., terms appearing in all divisions), we picked the top 10 frequent words as queries from each division, resulting in 50 English queries. On the other hand, we sorted every word by its frequency within each division in the Chinese Q&A corpus to select Chinese queries. We filtered out the words that did not represent a sign, symptom, disease, or syndrome. After that, we picked each division’s top 10 frequent words by

---

⁸https://radimrehurek.com/gensim/models/word2vec.html

¹⁰Both T184 and T047 were the semantic types defined in the Semantic Network of UMLS.
as queries from the remaining words. As a result, we had 50 Chinese queries. Subsequently, we manually scrutinized the top 100 nearest neighbors of each Chinese and English query to make the ground truth. The labeling strategy was as follows: If a neighbor word has the same semantic meaning as the query, it will be labeled as a relevant item, otherwise a non-relevant item. Three annotators were responsible for the labeling procedure. All annotators had research experiences in health informatics and are Chinese-English bilingual speakers. The inter-rater agreement was measured using Cohen’s kappa coefficient ($\kappa$) and reached 0.83. All conflict annotations were resolved by majority rule.

**Two Experiments.** We conducted two experiments and reported the results in the following subsections. The first experiment compared the quality of bilingual health word embedding induced by our proposed framework with other existing language models for identifying CHV across languages. The second experiment evaluated the sensitivity of the parameters of our proposed framework, mainly focused on parameters for retrieval, including similarity threshold $\delta$ and dynamic threshold mechanism.

**B. Experiment 1: Model Comparison**

**Performance Metrics.** We used mean reciprocal rank (MRR) as the metric for evaluating the retrieval performances of different systems. For each query $q_i$, we identified the rank of its first relevant result $\text{rank}_i$. As such, given a set of queries and ranks $QR = \{q_i : \text{rank}_i, 1 \leq i \leq |QR|\}$, MRR is the average of reciprocal ranks for $QR$, calculated as follows:

$$MRR = \frac{1}{|QR|} \sum_{i=1}^{|QR|} \frac{1}{\text{rank}_i} \quad (4)$$

When the system places the relevant item in the first place, its MRR will be 1. In our case, high MRR means relevant translations are identified earlier, which prevents people from reading through many irrelevant translations. Reversely, if a system hardly identifies relevant items or places those items in the latter positions, the MRR will be close to 0.

**Competitive Models.** We compared our induced bilingual health word embedding with (1) OpenAI’s GPT-3.5-Turbo and (2) Cohere’s Rerank. Both models were easily accessed by their official APIs and were the most common and accessible resources for most NLP tasks.

1) GPT-3.5-Turbo \(^{10}\), it is pre-trained using a significant amount of web data; it should learn about health vocabulary usage from the online health communities of different languages. It also performs well on various NLP tasks, including translation task [36].

2) Rerank \(^{11}\), it is supported by rerank-multilingual-v2.0, an LLM pre-trained using a set of multilingual corpora.

\(^{10}\)We have considered BioGPT, health-specific GPT; however, it is pre-trained only using English corpora.

\(^{11}\)We have considered OpenAI’s embedding API, but the official document does not suggest the usage beyond English.

| TABLE III | MRR PERFORMANCE COMPARISON |
|-----------|-----------------------------|
|           | Our System | GPT-3.5-Turbo | Rerank | Random Baseline |
| ZH $\rightarrow$ EN | 0.825*** | 0.413 | 0.322 | 0.02 |
| EN $\rightarrow$ ZH | 0.664*** | 0.398 | 0.337 | 0.04 |

Its ability on cross-lingual information retrieval has been demonstrated [37].

To test GPT-3.5-Turbo, we designed a prompt (see Fig. 3) which provides GPT a query term and its list of translations. As we have annotated all 100 nearest translations for each query, we randomly shuffled all of them and asked GPT to sort the order of translations by their relevance to the query. This task was to test whether GPT could identify the semantic translation (i.e., the translation that shares the same meaning as the query) and give it a good rank (i.e., 1 is the best). The task mimicked how we used the induced bilingual health word space to search translations for each query term. To test Rerank, we called Cohere’s rerank API \(^{12}\) and set the query and documents field as testing query and list of translations, respectively.

**Results.** Table III reports the MRR performance for each model, in which EN $\rightarrow$ ZH means that we used English queries to find Chinese synonym candidates (i.e., Chinese translations), and ZH $\rightarrow$ EN was the reverse query direction. All three models outperformed the random baseline, indicating that all of them could suggest relevant translations for a given query. The bilingual health word embedding induced by our system reached the best MRR performance. That is, relevant translations retrieved by our system could be ranked high (supported in Fig. 4). To check the statistical significance, we employed the Wilcoxon signed-rank test to test the difference between the returned list of ranks across models. The results suggested that our framework significantly, $p < 0.01$ marked by $\ast\ast\ast$, prevailed over the other two models. Our results conformed to the finding reported in [38] that large language models may perform worse than health domain-specific models with significantly smaller parameters. As a result, our framework was more reproducible and adopted by others because it only required relatively small corpora and a few bilingual anchors. Besides, our induced bilingual word embedding was more economically efficient, i.e., free from the need for GPU and efficient query time achieved by computing cosine similarity between two words rather than computing across layers of transformers.

**C. Experiment 2: Sensitivity Analysis**

**Performance Metrics.** We used precision, recall, and $F_1$ to report the query performance, and those metrics are defined as follows:

$$\text{precision} = \frac{|\text{relevant items} \cup \text{retrieved items}|}{|\text{retrieved items}|} \quad (5)$$

\(^{12}\)https://docs.cohere.com/reference/rerank-1
Influence on Similarity Threshold. Fig. 5a and Fig. 5b showed the influence of a similarity threshold $\delta$ to the precision, recall, and $F_1$. Both query directions (EN $\rightarrow$ ZH and ZH $\rightarrow$ EN) had consistent trends of three metrics with respect to the $x$-axis, $\delta$. With the higher $\delta$, our methodology generated the more-precise synonym candidates across languages, and the precision approached the peak when $\delta = 0.75$. On the other hand, the recall was at the peak as $\delta$ stayed low; however, the price was that loose criteria included too many noisy candidates, resulting in undesirably low precision. For the task of determining bilingual medical vocabulary, both precision and recall have the same importance. Therefore, we could set 0.6 as $\delta$ for both query directions to reach the best $F_1$. Comparing with the previous studies on expanding vocabularies within the same languages [9], [11], our $F_1$ performance was competent even in the more challenging context—expanding vocabularies across languages. The ZH $\rightarrow$ EN had a better performance than EN $\rightarrow$ ZH. We attributed this phenomenon to the unbalanced size between corpora of different languages. Since the English language has a three times larger vocabulary than the Chinese language, it is more probable for a Chinese query to find its English synonyms. Moreover, when we set $\delta$ at 0.6 (where $F_1$ performs the best), the correct ratio $^{13}$ of EN $\rightarrow$ ZH and ZH $\rightarrow$ EN were 25.76% (59/229) and 33.26% (314/944), respectively. That is, we could find one correct Chinese candidate among every 4 Chinese candidates and one correct English candidate among every 3 English candidates. This retrieval performance demonstrated that our methodology was effective for vocabulary expansion and helped to avoid scanning ten thousand possible candidates of each query.

Efficacy of Dynamic Threshold Mechanism. To show the necessity of applying the dynamic setting of $\delta$, we ascendingly sorted the whole query set by the modularity score. We then grouped it into four quarters, namely $Q_1, Q_2, Q_3,$ and $Q_4$, based on the quartile. Fig. 6a and Fig. 6b showed the $F_1$ curve of each quarter, in which the queries in each quarter reach the highest $F_1$ at different value of $\delta$. The curves of $Q_4$ are central on smaller $\delta$ than ones of other quarters.

13The correct ration is calculated by dividing number of relevant items by number of retrieved items.
Fig. 5. Performance of precision, recall, and $F_1$ under different $\delta$

Fig. 6. $F_1$ performance for different subsets of queries

| Query Direction | Query Method | #Retrieved Items | Correct Ratio | $F_1$ |
|-----------------|--------------|------------------|---------------|-------|
| ZH $\rightarrow$ EN | $k$-NN | 750 | 33.07% | 38.21% |
| | Single Threshold | 944 | 33.26% | 42.09% |
| | Dynamic Threshold | 716 | 40.84% | 44.31% |
| EN $\rightarrow$ ZH | $k$-NN | 750 | 28.80% | 29.80% |
| | Single Threshold | 229 | 25.76% | 27.19% |
| | Dynamic Threshold | 427 | 25.29% | 33.13% |

D. Qualitative Result

We provided the retrieved samples in Table V. When we took 拉肚子(diarrhea) as the query, our approach helped identify not only the correct synonym–diarrhea but also some common wrong-spelling alternatives used by laypeople such as diareah, diareah, diareah, diareah, diaherra, diahrrea, and diahrea. Even though stomach_ache and stomach_cramp do not match the exact meaning of the query, both terms have similar contents. Those misspelled and similar contextual words may contribute to subsequent consumer-oriented health applications such as information retrieval or query expansion [26]. On the other hand, when we set diarrhea as the query, several Chinese synonyms (i.e., 腹瀉(diarrhea), 水瀉(watery stools), 拉肚子(diarrhea), 拉水(watery stools), 潮(diarrhea), ...
TABLE V
RETRIEVED SAMPLES OF 拉肚子(diarrhea) AND DIARRHEA

| Query   | Rank Candidates | Query   | Rank Candidates |
|---------|-----------------|---------|-----------------|
| diarrhea| 1 拉肚子(diarrhea) | diarrhea| 2 水泻(watery stools) |
| diareah | 2 拉肚子(diarrhea) | diareah | 3 拉肚子(diarrhea) |
| diareah | 4 拉肚子(diarrhea) | diareah | 5 拉肚子(diarrhea) |
| diareah | 6 下痢(diarrhea)  | diareah | 7 下痢(diarrhea)  |
| diareah | 8 腹泻(diarrhea)  | diareah | 9 消化不良(indigestion) |
| diareah | 10 滋肚子(diarrhea) | diareah | 11 滋肚子(diarrhea) |

下痢(diarrhea), 腹泄(diarrhea), 滋肚子(diarrhea)) were successfully identified, including two words with similar contexts: 胸痛(abdominal pain) and 消化不良(indigestion). From the above two query examples, we found that laypeople used different expressions to describe a symptom, and our framework can help identify those expressions.

V. DISCUSSION

A. Practical Implications & Limitations

This study presents two implications for practitioners. First, the induced non-English CHV connects to the existing English CHV thanks to the bilingual word space. Such connections help the induced non-English medical terms conform to the existing medical terminology, such as concept unique identifiers (CUI) in UMLS. Therefore, it is possible to construct a language-agnostic CHV for benefiting multilingual applications (e.g., analyzing code-switching medical texts). Second, since the cross-lingual ATR learns word association patterns from the collected HCGC, it helps capture the commonly used medical expressions from laypeople, facilitating subsequent consumer-oriented applications such as medical chatbots. The learned vocabulary also helps translate professional medical terms into consumer-friendly terms [16] (i.e., language simplification task), improving the communication between patients and physicians.

There are two limitations to our proposed method. The first one is that the technique we adopt for handling multiword expressions may not be effective for infrequent expressions. We employ phrase identification [27] to capture the frequent term co-occurrences as multiword expressions, such as "loose bowel movements" and "blood pressure problem". Therefore, some of the less frequent multiword expressions may be ignored. The second one is that the imbalanced size of corpora between languages could harm synonym retrieval performance. For example, in our evaluation, the size of the Chinese corpus is significantly less than one of the English corpus, so we find the query direction EN → ZH has worse performance than that of ZH → EN because of the limited potential synonym candidates in Chinese.

B. Future Directions

Our proposed method can be generalized to align word vector spaces of two more languages to compare consumer-oriented expressions across multiple languages. The framework can be used for exploring different vocabulary usage patterns in different countries and generate a language-agnostic CHV for facilitating cross-lingual medical information retrieval. Another direction is to develop a query suggestion tool using our cross-lingual ATR framework. Using the appropriate terms in the query is critical to consumer health search [25], [26]. Since every non-English native consumer may have different English literacy, recommending common-used medical expressions as a query is potentially helpful to most consumers for having results with better readability [39]. Lastly, our framework may be extended to consider more guidance from the pre-defined English medical terminology. Medical professionals have constructed several medical terminologies, such as MedDRA, in a hierarchical structure defined by the relationships between medical entities. Once that English human-crafted knowledge can be propagated across different languages, it will benefit most other languages.

VI. CONCLUSION

To automatically expand English OAC CHV into other languages, we proposed a cross-lingual ATR framework, capturing word semantics from HCGC within each language using the word embedding technique. The words of different languages will be aligned into a cross-lingual word space by referring to a few pairs of medical word translations. The resultant cross-lingual word space effectively retrieves similar health-related expressions across languages, such as misspelling words and colloquial terms. Our framework prevents vocabulary organizers from screening thousands of candidates to select appropriate translations.
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