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SUMMARY The mining problem over data streams has recently been attracting considerable attention thanks to the usefulness of data mining in various application fields of information science, and sequence data streams are so common in daily life. Therefore, a study on mining sequential patterns over sequence data streams can give valuable results for wide use in various application fields. This paper proposes a new framework for mining novel interesting sequential patterns over a sequence data stream and a mining method based on the framework. Assuming that a sequence with small time-intervals between its data elements is more valuable than others with large time-intervals, the novel interesting sequential pattern is defined and found by analyzing the time-intervals of data elements in a sequence as well as their orders. The proposed framework is capable of obtaining more interesting sequential patterns over sequence data streams whose data elements are highly correlated in terms of generation time.
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1. Introduction

Since data has been increasingly taking the form of continuous data streams rather than finite stored data sets in various application fields, the database research community has begun focusing its attention on processing over data streams [1]. The data stream is a massive unbounded sequence of data elements continuously generated at a rapid rate [2]. In data stream processing, each data element should be examined at most once to analyze the data stream, and the memory usage for data stream analysis should be restricted finitely although new data elements are continuously generated in a data stream. Moreover, newly generated data elements should be processed as fast as possible to produce the up-to-date analysis result of a data stream so that it can be instantly utilized upon request [2]. To satisfy these requirements, data stream processing sacrifices the correctness of its analysis result by allowing some error.

Considering the changes in the form of data generated in realworld application fields, many research have been actively performed to find various kinds of knowledge embedded in data streams. They mainly focus on efficient mining of frequent itemsets [3]–[5] and sequential patterns [6], [7] over data streams, which have been proven to be useful in conventional data mining for a finite data set. In addition, mining algorithms [3], [8] have also been proposed to efficiently reflect the changes of data streams over time into their mining results. However, they have been targeted on finding naively interesting patterns such as frequent patterns and simple sequential patterns, which are found intuitively, taking no interest in mining novel interesting patterns that express the characteristics of target data streams better. In recent computing application fields generating data streams, a data stream generally takes a more complex form with additional information such as generation times of data elements. Therefore, it can be a valuable research topic in the field of mining data streams to define novel interesting patterns and develop a mining method finding the novel patterns, which will be effectively used to analyze recent data streams.

Sequential pattern mining aims to discover interesting sequential patterns in a sequence database, and it is one of the essential data mining tasks widely used in various application fields such as Web access pattern analysis, customer purchase pattern analysis, and DNA sequence analysis. In many of the previous researches on sequential pattern mining problems, sequential patterns and items in a sequential pattern have been considered uniformly. However, they have different weights in real world applications, and thus more interesting sequential patterns can be found when their different weights are considered in sequential pattern mining. Based on this observation, weighted sequential pattern mining [9]–[12] has recently been proposed and actively studied. In weighted sequential pattern mining, the weight of information is used in finding interesting sequential patterns, which is derived from its quantitative information and value in a real world application. For example, in a retail database, the quantum and price of an item being sold can be considered as its weight.

For a sequence or a sequential pattern, not only the generation order of data elements but also their generation times and time-intervals are important because they can help to get more valuable sequential patterns. In [13] and [14], several sequential pattern mining algorithms have been presented which consider a time-interval between two successive items in a sequential pattern. However, they simply consider a time-interval between two successive data elements as an item. If the importance of sequences in a sequence database is differentiated based on the time-intervals in the sequences, more interesting sequential patterns can be found.

The following is an example of a set of time-interval sequences generated from the purchasing history in a computer store.
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a laser printer → (1 month after) → a scanner → (1 month after) → a CD burner

[Customer_B]

a laser printer → (6 months after) → a scanner → (3 months after) → a CD burner

The sequences consist of the same items and their orders are the same in both customers, but the time-intervals between the items are different. Therefore, they may appear to be the same if only the order of items is considered, but they would be totally different if the time-intervals were itemized. However, it is better to consider them as having the same sequence with a different weight, since it is closer to a real world situation. In the above example, the sequence by customer_A can be considered more important than the sequence by customer_B since the former has relatively smaller time-intervals than the latter.

In general a sequence with small time-intervals between its data elements is more valuable than others with large time-intervals. Motivated by this observation, this paper proposes a new framework for mining novel interesting sequential patterns over time-interval sequence data streams and a mining method based on the new framework. First, a technique to get the weight of a sequence in a time-interval sequence data stream is presented, which is derived from the time-intervals of items in the sequence. Based on the weight of a sequence, a novel interesting sequential pattern of a time-interval weighted sequential pattern is defined, and a framework for finding the patterns in a time-interval sequence data stream is presented. In addition, adapting the proposed framework to the conventional method of mining sequential patterns over a data stream, this paper proposes a mining method for mining sequential patterns over a time-interval sequence data stream, which can find time-interval sequential patterns over the data stream in a short time with a small memory.

The rest of this paper is organized as follows: Section 2 gives a brief summary of related work including our previous work on mining sequential patterns over data streams, and the definition of a time-interval sequence data stream and a problem discussed in this paper are described in Sect. 3. Section 4 presents novel interesting sequential patterns for mining time-interval sequence data streams, which are based on time-intervals of data elements in a data stream. A mining method to get the novel interesting sequential patterns over a time-interval sequence data stream is also presented in the section. In Sect. 5, the effectiveness of the novel interesting sequential patterns and the efficiency of the proposed mining method are verified through a series of experiments. Finally, Sect. 6 concludes this paper.

2. Related Work

To extract different types of knowledge embedded in data streams, various algorithms [3]–[8] have been actively proposed. These algorithms mainly target on minimizing the memory usage and processing time to get their mining results in data streams. For mining sequential patterns, the number of patterns to be considered in a mining process is very large, and it takes quite a long time to get its mining result. Therefore, it is very hard to do mining sequential patterns efficiently in data streams whose data elements are continuously generated at a rapid rate. Previous researches [6], [7] on mining sequential patterns over data streams have focused on getting their mining results efficiently in a short time and a small memory using basic information such as the frequency of a data element, but they have not been able to support getting interesting sequential patterns by considering additional information such as the generation time of a data element.

In particular, to find frequent sequential patterns efficiently over a data stream, the elSeq [6] method has been proposed in our previous work. In the elSeq method, the effect of the information in an old sequence on the current mining result is diminished by decaying the old occurrence count of a sequential pattern as time goes by. In other words, sequences are differentiated by their generation times. However, to concentrate on the mining problem of interesting sequential patterns in a time-interval sequence data stream, they are not differentiated by the generation time in this paper as in most conventional data stream mining approaches.

For mining sequential patterns in sequence databases, various algorithms for mining simple sequential patterns [15]–[19] and weighted sequential patterns [9]–[11] have been actively proposed so far. In most of the weighted sequential pattern mining algorithms, they usually require pre-assigned weights, which are generally derived from the quantitative information of items and its importance in a real world application. In addition, there have been several studies on mining sequential patterns considering time-interval and gap information between items in a sequence. In recent, a mining method for finding time-interval weighted sequential patterns is proposed [12], but it focuses on a stored finite data set. So that, it cannot be used for mining data streams efficiently.

Chen et al. [13], [14] have proposed sequential pattern mining algorithms for a sequence database with single items and their corresponding time-intervals, but the algorithm just considers time-interval information between two successive items as an item. Pei et al. [20] and Ji et al. [21] have proposed constrained sequential pattern mining algorithms, which use time-interval and gap information as a constraint. In these algorithms, time-interval and gap information are used only to confine the mining result of sequential patterns. Consequently, they are unable to support getting a mining result of weighted sequential patterns.

3. Preliminaries

3.1 A Time-Interval Sequence Data Stream

Conventional sequential pattern mining considers the order of data elements of a sequence in general, so that a sequence
in a sequential data stream is represented as an ordered list of data elements [6]. However, a time-interval sequence data stream discussed in this paper has generation time information for each data element in the data stream, and is defined as follows:

i) Let \( I = \{i_1, i_2, \ldots, i_n\} \) be a set of current items, which have been used as a unit of information of an application domain.

ii) A sequence \( S \) is an ordered list of items and its time stamp list \( TSL(S) \) is an ordered list of corresponding time stamps of the items, which stand for the time when the items occur. They are denoted as \( S = <s_1, s_2, \ldots, s_l> \) and \( TSL(S) = <t_1, t_2, \ldots, t_l> \), respectively, where \( s_j \) is an item and \( t_j \) is the time stamp of \( s_j \) for \( 1 \leq j \leq l \).

iii) When a new sequence \( S_k \) is currently generated in a sequence data stream \( TiDS_k \), the current count \( C_k(s) \) of a sequential pattern \( s \) is the number of sequences that contain the sequential pattern among the \( k \) sequences. Likewise, the current support \( Supp_k(s) \) of a sequential pattern \( s \) is the ratio of its current count \( C_k(s) \) over \( |TiDS_k| \).

3.2 Problem Statements

In general, when a sequence \( S_k \) is currently generated in a sequence data stream \( TiDS_k \), the current count \( C_k(s) \) of a sequential pattern \( s \) is the number of sequences that contain the sequential pattern among the \( k \) sequences. Likewise, the current support \( Supp_k(s) \) of a sequential pattern \( s \) is the ratio of its current count \( C_k(s) \) over \( |TiDS_k| \).

In order to find interesting sequential patterns over a sequence data stream, a term of weighted sequential patterns is used in this paper. That is, in sequence data stream mining, the weight of a sequence in a sequence data stream is considered, and it is derived from the time-intervals of items and used to get the count of a sequence and the size of a sequence data stream. In mining of weighted sequential patterns on the basis of a time-interval of an item, the weighted count of a sequential pattern \( A \) in a sequence data stream \( TiDS_k \) is the sum of weights of sequences in \( TiDS_k \) containing \( A \). Likewise, its weighted support is the ratio of its weighted count over the sum of the weights of all sequences in \( TiDS_k \).

When a sequence \( S_k \) is currently generated in a sequence data stream \( TiDS_k \), a sequential pattern \( A \) is called an interesting sequential pattern in \( TiDS_k \) for a given support threshold \( minSupp \) \((0 < minSupp \leq 1)\), if the weighted support of \( A \) is no less than the support threshold. Accordingly, for a given sequence data stream and a support threshold, the mining problem of interesting sequential patterns over the data stream is to find the complete set of all interesting sequential patterns whose weighted supports are no less than the threshold.

4. Interesting Sequential Pattern Mining over a Time-Interval Sequence Data Stream

A new term of interesting sequential patterns is presented in this section, which can be effectively used in analyzing time-interval sequential data streams. It is based on the weight of a sequence derived from the time-intervals between data elements of the sequence. In general, not only the generation order of data elements but also their generation times and time-intervals among them are important in sequential pattern mining. Therefore, the novel interesting sequential patterns can be usefully applied to analyzing the characteristics of real world applications generating data as a form of
sequence data streams. In addition, a mining method to find the novel interesting sequential patterns over a time-interval data stream is also presented.

4.1 Time-Interval Weight of a Sequence

For mining sequential patterns over a time-interval sequence data stream, the weight of a sequence in the data stream can be computed from the generation times of data elements in the sequence, which means the relative importance of the sequence in the sequence data stream. It is called the time-interval weight of the sequence.

To get the time-interval weight of a sequence in a sequence data stream, first the time-intervals in the sequence are found from the time stamps of items in the sequence. For a sequence data stream, first the time-intervals in the sequence are found from the time stamps of items in the sequence. For a sequence \( S = \langle s_1, s_2, \ldots, s_l \rangle \) having its time stamp list \( TSL(S) = \langle t_1, t_2, \ldots, t_l \rangle \) in a sequence data stream, there exist \((l \times (l - 1))/2\) pairs of items in the sequence because it consists of \( l \) items, and the time-interval \( TSL \) between two items \( s_i \) and \( s_j \) (\( 1 \leq i < j \leq l \)) in the sequence, i.e., \( TI_{ij} \), is defined as follows:

\[
TI_{ij} = t_j - t_i
\]

For a sequence whose SID is 1 as shown in Fig. 1, there can be \( 4 \times (4 - 1)/2 \) pairs of items, and the time-interval of each pair can have the following possible pairs of items as shown in Table 1.

The time-interval between a pair of items is a positive value with no limitation. Therefore, to fairly enumerate the time-intervals of different pairs of items in a sequence data stream, they need to be normalized. For this purpose, the time-interval weight for each pair of items in a sequence is found on the basis of its time-interval, and defined as in Definition 1.

**Definition 1** Time-interval weight

Let \( u \) (\( u > 0 \)) be the size of unit time and \( \delta \) (\( 0 < \delta < 1 \)) be a base number to determine the amount of weight reduction per unit time \( u \), for a sequence \( S = \langle s_1, s_2, \ldots, s_l \rangle \) and its time stamp list \( TSL(S) = \langle t_1, t_2, \ldots, t_l \rangle \), the time-interval weight of the time-interval \( TI_{ij} \) between two items \( s_i \) and \( s_j \) (\( 1 \leq i < j \leq l \)), i.e., \( w(TI_{ij}) \), is defined as follows:

i. General-scale weighting

\[
w(TI_{ij}) = \delta \left( \frac{TI_{ij}}{u} \right) = \delta \left( \frac{t_j - t_i}{u} \right)
\]

ii. Log-scale weighting:

\[
w(TI_{ij}) = \delta \left( \log_2 \left( 1 + \frac{TI_{ij}}{u} \right) \right) = \delta \left( \log_2 \left( 1 + \frac{t_j - t_i}{u} \right) \right)
\]

The smaller the values of \( \delta \) and \( u \) are, the more sensitive a time-interval weight is to the increase of a time-interval. Among the two weighting functions shown in Definition 1, when the general-scale weighting function is applied, the time-interval weight of a pair of items is affected by its time-interval in general-scale. In other words, the weight decreases in general-scale as the time-interval increases as shown in Fig. 2(a). In the case of the log-scale weighting function, the weight decreases in log-scale as the time-interval increases as shown in Fig. 2(b). In the former case, all the pairs of items whose time-intervals, \( TI_{is} \), are in the range of \( u \times i < TI \leq u \times (i + 1) \) have the same time-interval weight, while all the pairs of items whose time-intervals are in the range of \( u \times 2^i < TI \leq u \times 2^{(i+1)} \) have the same time-interval weight in the latter case, where \( u \) denotes the size of unit time and \( i = 1, 2, 3, \ldots \).

The time-interval weight of a sequence is computed from the time-intervals of pairs of items in the sequence. For a sequence \( S = \langle s_1, s_2, \ldots, s_l \rangle \) and its time stamp list \( TSL(S) = \langle t_1, t_2, \ldots, t_l \rangle \), the time-interval weight of the sequence is found as in Definition 2 considering the time-intervals in the sequence.

**Definition 2** Time-interval weight of a sequence

For a sequence \( S = \langle s_1, s_2, \ldots, s_l \rangle \) and its time stamp list \( TSL(S) = \langle t_1, t_2, \ldots, t_l \rangle \), the time-interval weight of the sequence, i.e., \( W(S) \), is defined as follows:

| 1st Item | a | a | a | b | b | a |
| --- | --- | --- | --- | --- | --- | --- |
| 2nd Item | b | a | d | a | d | d |
| Time-interval | 1 | 3 | 5 | 2 | 4 | 2 |

**Table 1** Possible pairs of items.
Therefore, when the general-scale weighting function follows:

$$W(S) = \begin{cases} \frac{1}{N} \sum_{i=1}^{S[1]} \sum_{j=i+1}^{S[1]} w(Ti_{ij}), & (l \geq 2) \\ 1, & (l = 1) \end{cases}$$

For a sequence $S_1$ in Fig. 1, the time-interval weight of the sequence, $W(S_1)$, is as follows:

$$N = 4 \times (4 - 1)/2 = 6$$

$$W(S_1) = \frac{1}{6} [w(TI_{12}) + w(TI_{13}) + w(TI_{14}) + w(TI_{23})$$

$$+ w(TI_{24}) + w(TI_{34})]$$

$$= \frac{1}{6} [w(1) + w(3) + w(5) + w(2) + w(4) + w(2)]$$

$$= \frac{1}{6} [w(1) + w(2) \times 2 + w(3) + w(4) + w(5)]$$

Therefore, when the general-scale weighting function $w(TI) = \delta^{|TI/u|}$ with $\delta = 0.9$ and $u = 1$ is applied, the value of $W(S_1)$ is found to be 0.749. Under the same condition, the weights of the other sequences in Fig. 1 are found to be $W(S_2) = 0.813$, $W(S_3) = 0.870$, and $W(S_4) = 0.810$, respectively. In addition, the appearance of the sequence $<a, b>$ in $S_3$ is considered more important than that in $S_1$ because the time-interval weight of $S_3$ is greater than that of $S_1$.

### 4.2 Time-Interval Weighted Support of a Sequential Pattern

The sequential pattern evaluation by support has been generally based on simple counting. Contrary to the classical sequential pattern mining, however, this paper proposes a novel interesting sequential pattern of a time-interval weighted sequential pattern which is based on the time-interval weighted support of a sequential pattern. In this section, the evaluation process of the time-interval weighted support of a sequential pattern is presented in detail.

The time-interval weighted support of a sequential pattern in a sequence data stream is found by using a time-interval weight of a sequence described in Sect. 4.1. For a sequence data stream $TiDS$, consisting of $k$ sequences, the time-interval weighted support of a sequential pattern $X$ in the sequence data stream, i.e., $TW-Supp(X)$, is defined as follows:

$$TW-Supp(X) = \frac{\sum_{S \subseteq <X_1, X_2, \ldots, X_k> \in TiDS} W(S)}{\sum_{S \in TiDS} W(S)}$$

Accordingly, a novel interesting sequential pattern of a time-interval weighted sequential pattern can be defined. Given a support threshold $minSupp$ ($0 < minSupp \leq 1$), a sequential pattern $X$ is a time-interval weighted sequential pattern if $TW-Supp(X)$ is no less than the threshold, i.e., $TW-Supp(X) \geq minSupp$.

Table 2 shows the supports of several sequential patterns derived from the sequence data stream in Fig. 1 when the general-scale weighting function $w(TI) = \delta^{|TI/u|}$ with $\delta = 0.9$ and $u = 1$ is applied. Three sequential patterns $<b, a>$, $<c, b>$, and $<c, d>$ have the same support in simple support counting, but the time-interval weighted support of $<b, a>$ is less than those of the others because it appears in the sequences whose time-interval weights are relatively smaller such as the sequence $S_1$. In addition, if the support threshold for mining sequential patterns on the data stream is set to 0.5, all of them can be interesting sequential patterns in the classical sequential pattern mining, but the sequence $<b, a>$ cannot be an interesting sequential pattern in mining time-interval weighted sequential patterns since its time-interval weighted support is less than the threshold.

### 4.3 TWDS Method

For a sequence data stream, to find interesting sequential patterns of time-interval weighted sequential patterns over the data stream, a **TWDS** (Time-interval Weighted sequential pattern mining over a sequence Data Stream) method is presented in this section. Although it is based on the eISeq method, it also has an additional operation to get the time-interval weight of a sequence in a sequence data stream from the time-intervals of data elements in the sequence. In addition, a count updating operation and a sequential pattern insertion operation are merged into one operation in the TWDS method. It can help to reduce the number of times to traverse a monitoring tree, and then the processing time for each sequence can decrease. For a sequence data stream, when a sequence is newly generated in the sequence data stream, the time-interval weight of the sequence is first computed before a series of operations to process the sequence are performed. In every operation for the sequence such as a parameter updating operation, a count updating & sequential pattern insertion operation, and a time-interval weighted sequential pattern selection operation, the time-interval weight of the sequence is considered. For a sequence data stream, the time-interval sequential pattern selection operation is not necessary to be performed in every sequence, but it is performed only when the up-to-date set of time-interval weighted sequential patterns in the current sequence data stream is requested. A force-pruning operation is similar to that in the eISeq method, but a time-interval support is used to decide whether a sequential pattern, i.e., its corresponding node in a monitoring tree, should be pruned or not. Details of the TWDS method can be summarized as follows and presented in Fig. 3.

For a data stream and a given minimum support $minSupp$, the TWDS method finds the complete set of interesting sequential patterns of time-interval weighted sequential patterns over the data stream. The method examines each sequence in a sequence data stream one by one without any candidate generation. Among all the sequential patterns in each sequence of a sequence data stream, only those sequen-
Initial patterns that should be monitored closely are maintained in the main memory in a lexicographic tree structure [22] called a monitoring tree. In the method, a sequential pattern is called a significant sequential pattern when its weighted support is greater than or equal to a predefined significant support \( Supp_{sig} \) (\( 0 < Supp_{sig} < minSupp \)), and only those significant sequential patterns are maintained in the main memory.

Every node in a monitoring tree contains an item, and it denotes a sequential pattern composed of the items in the nodes of its path from the root. Each node maintains an entry \( (cnt, cnt_r, tid, tid_r) \) for its corresponding sequential pattern. The \( cnt \) is the count of the sequential pattern in the current data stream \( D_k \). The \( cnt_r \) is the remaining count of the sequential pattern that represents the number of sequences whose remaining-sequences are a super-sequence of the sequential pattern in the current data stream \( D_k \). For a sequence \( S_k \), a prefix-item \( P(S_k) \) and a remaining-sequence \( R(S_k) \) of the sequence are defined as follows [6]: A prefix-item \( P(S_k) \) is the first item of the sequence \( S_k \), and a remaining-sequence \( R(S_k) \) is a sub-sequence that is composed of all the items of \( S_k \) except \( P(S_k) \). The \( tid \) denotes the sequence identifier of the latest sequence that is a super-sequence of the sequential pattern. The \( tid_r \) denotes the sequence identifier of the latest sequence whose remaining-sequence is a super-sequence of the sequential pattern. The other components are the same as those in the general lexicographic tree structure.

When a new sequence \( S_k \) is generated in the current data stream \( D_k \), the following operations, except a selection operation of frequent sequential patterns and a force-pruning operation, are performed in sequence to reflect the
information of the new sequence $S_k$ on a monitoring tree. A selection operation of frequent sequential patterns is performed only when the up-to-date set of frequent sequential patterns in the current data stream is requested, and a force-pruning operation is usually performed periodically or when the current size of a monitoring tree reaches a pre-defined threshold value.

- **Getting the time-interval weight**: The time-interval weight of the sequence $S_k$ is computed from the time-intervals of data elements in the sequence.
- **Parameter updating**: The total number of sequences in the current data stream is updated.
- **Count updating & Sequential pattern insertion**: For each sequential pattern $s$ that appears in the new sequence $S_k$, if its corresponding node with an entry $(cnt, cnt_r, tid, tid_r)$ is in the monitoring tree and it is not traversed yet by the new sequence $S_k$, the $cnt$ and $tid$ of the entry are updated subsequently. If the sequential pattern $s$ is a subsequence of the remaining-sequence $R(S_k)$ of the new sequence $S_k$ and the remaining count of the entry is not updated yet by the new sequence $S_k$, i.e., $tid_r < k$, the $cnt_r$ and $tid_r$ of the entry are subsequently updated. When the updated support of a sequential pattern in the monitoring tree becomes less than $Supp_{sig}$, the sequential pattern is regarded as an insignificant one, and it is pruned from the monitoring tree. On the other hand, for each sequential pattern $s$ that appears in the new sequence $S_k$, if its corresponding node is not in the monitoring tree but $s$ is a significant sequential pattern, its corresponding node with an entry $(cnt, cnt_r, tid, tid_r)$ is inserted to the monitoring tree. The values of $cnt$, $cnt_r$, $tid$, and $tid_r$ in the entry are initialized as described in [6].
- **Frequent sequential pattern selection**: All the currently frequent sequential patterns in the monitoring tree, whose current supports are no less than $minSupp$, are found by traversing all the paths of the monitoring tree as in the conventional mining methods based on a lexicographic tree structure.
- **Force-pruning**: All the insignificant sequential patterns in a monitoring tree can be pruned together by examining the current support of every sequential pattern in the monitoring tree.

5. Performance Evaluation

To evaluate the effectiveness and efficiency of the proposed method, five data sets listed in Table 3 are used in this paper, and each data set is derived from a corresponding base data set generated by the IBM data generator [15]. The IBM data generator is widely used to generate data sets for performance evaluation of a sequential pattern mining algorithm in the fields of data mining and information systems. In all our experiments, the sequences of each data set are looked up one by one in sequence to simulate the environment of an online data stream.

| Data set     | Base data set    | # of items | Time-interval range |
|--------------|------------------|------------|---------------------|
| SDS_1M       | D1000K.C10.T1.S10.J1 | 1000       | 0-1000              |
| SDS_AB       | D500K.C10.T1.S10.J1 | 1000       | 0-1000, 2000-3000   |
| SDS_100K_1   | D100K.C10.T1.S10.J1 | 1000       | 0-1000, 1000-2000   |
| SDS_100K_2   | D100K.C10.T1.S10.J1 | 1000       | 2000-3000           |
| SDS_100K_3   | D100K.C10.T1.S10.J1 | 1000       | 2000-3000           |

The base data sets generated by the IBM data generator do not have any generation time information. Therefore, to use the data sets in the experiments for the proposed TWDS method, a corresponding generation time has to be assigned to each data element in the data sets. For this purpose, several approaches such as the approach using a probability distribution function and that using a randomization function can be considered. However, there is little relationship between the type of the approach and the performance of the proposed method, and the randomization function approach was used in this paper. For data set SDS_1M, the difference in generation time between two successive data elements in a sequence is in the range of 0–1000 milliseconds. The data set SDS_AB is composed of two consecutive subsequences part_A and part_B. Part_A is a set of sequences generated by a set of items set_A, and part_B is a set of sequences generated by a set of items set_B. The two subparts are generated by the same method described in [15], but there is no common item between set_A and set_B. The time-interval between two successive data elements in a sequence is in the range of 0–1000 milliseconds in part_A, while it is in the range of 2000–3000 milliseconds in part_B. That is, the sequences in part_B have relatively larger time-intervals than those in part_A. The data sets SDS_100K_1, SDS_100K_2, and SDS_100K_3 are derived from the same base data set, but they have different time-intervals between two successive data elements in a sequence. In other words, the time-intervals between two successive data elements in a sequence are in the range of 0–1000 milliseconds, 1000–2000 milliseconds, and 2000–3000 milliseconds, respectively. Details of each data set such as a base data set and the range of a time-interval are listed in Table 3. For each base data set, five numbers denote the number of customers in the data set ($D$, in K), the average number of transactions per customer ($C$), the average number of items per transaction ($T$), the average length of maximal sequences ($S$), and the average length of transactions within the maximal sequences ($I$), respectively.

All the experiments were performed on a 2.8 GHz Pentium machine with 1 GB main memory running on Linux, and all the programs were implemented in C. In all the experiments, a significant support $Supp_{sig}$ was set to 30% of a support threshold $minSupp$, and a force-pruning operation was performed in every 1000 sequences.

Figures 4 and 5 show the number of sequential pat-
terns for the data set \textit{SDS/IM} to compare the performance of the \textit{TWDS} method by varying the values of its parameters. In this experiment, a support threshold was set to 0.001. The series of generated sequences is divided into 5 intervals, each of which consists of 200000 sequences. Figure 4 shows the number of sequential patterns in function of \( \delta \) for each interval. The line named \textit{NoWeight} shows the case of \( \delta = 1.0 \) which denotes the number of sequential patterns found by the eISeq method. In this case, all the sequences in a sequence data stream have the same weight regardless of the time-intervals of data elements in each sequence, so it denotes the number of sequential patterns found in mining sequential patterns based on simple support counting. Among the sequential patterns found in mining sequential patterns based on simple support counting, several sequential patterns with relatively large time-intervals were not found in a resulting set found by the \textit{TWDS} method. Therefore, the number of sequential patterns found in the case of \( \delta < 1 \) is less than that in the case of \textit{NoWeight}. Moreover, the number of patterns decreases as the value of \( \delta \) becomes smaller. Figure 5 shows the number of sequential patterns in function of \( u \). Similarly in the case of \( \delta \) in Fig. 4, the number of patterns decreases as the value of \( u \) becomes smaller because it is more sensitive to the increase of a time-interval as the values of \( \delta \) or \( u \) become smaller.

Figure 6 shows the changes in the number of sequential patterns for the weighting functions presented in Sect. 4.1. The values of \textit{minSupp} and \textit{u} are set to 0.001 and 500 milliseconds, respectively. The reduction rate of a time-interval weight with respect to the increase of a time-interval is relatively large in general-scale weighting, compared to log-scale weighting. That is, when the general-scale weighting function is applied, there may be a more number of sequential patterns considered as less interesting because of larger time-intervals, compared to the case when the log-scale weighting function is applied. Consequently, as shown in this figure, the number of patterns in the case of general-scale weighting is less than that in the case of log-scale weighting.

To verify the adaptability of the \textit{TWDS} method for the change of time-intervals in a sequence data stream, the data set \textit{SDS/AB} is used which can simulate the change of time-intervals in a sequence data stream over time. In this experiment, the values of \textit{minSupp} and \textit{u} are set to 0.0005 and 500 milliseconds, respectively. The series of generated sequences in \textit{SDS/AB} is divided into 10 intervals, each of which consists of 50000 sequences. Figure 7 shows the number of sequential patterns derived from \textit{partB} of \textit{SDS/AB} (\( u = 500, \textit{minSupp} = 0.0005 \)).
elements; therefore, the sequential patterns appearing in the sequences have a relatively smaller time-interval weighted support, and many of them cannot be found in the resulting set of time-interval weighted sequential patterns.

Figure 8 shows the number of sequential patterns found by the TWDS method on three data sets which are generated by the same base data set but the time-intervals between two successive data elements are in different ranges for one another. For this experiment, three data sets SDS$_{100K}$1, SDS$_{100K}$2, and SDS$_{100K}$3 are used, and the values of minSupp and $u$ are set to 0.001 and 1000 milliseconds, respectively. In this figure, the number of sequential patterns for each data set and each value of $\delta$ is found when all the sequences in the data set are processed, i.e., right after the 100000th sequence is processed. For the same value of $\delta$, more number of sequential patterns are found in the resulting set of time-interval weighted sequential patterns on SDS$_{100K}$1 since its time-intervals between two successive data elements are smaller than those of the other data sets. For the same data set, as described in Fig. 4, the number of sequential patterns in its resulting set decreases as the value of $\delta$ decreases.

To verify the basic performance of the TWDS method, its memory usage and processing time per sequence in its mining process are compared with those of the eISeq method that is one of the conventional mining methods for finding sequential patterns over data streams. For this purpose, the data set SDS$_{1M}$ is used, and the values of minSupp and $u$ are set to 0.001 and 500 milliseconds, respectively. The series of generated sequences is divided into 5 intervals, each of which consists of 200000 sequences. For the first interval, the value of $|TID_S|$ is much less than those in the other intervals, so that the memory usage in the interval is greater than those in the other intervals for the same reason as aforementioned.

Figure 9 (a) shows the memory usage of the proposed method. For each interval, the memory usage is represented by the maximum usage in the interval. Since only the significant sequential patterns are maintained by delayed-insertion and pruning operations, the memory usage remains almost the same although new sequences are continuously generated. On the other hand, for mining time-interval weighted sequential patterns by the TWDS method over a sequence data stream $TID_S$, the smaller the value of $\delta$, the smaller the weight of each sequence in the data stream. Therefore, for a sequence data stream, the value of $|TID_S|$ decreases as the value of $\delta$ decreases, and then there emerges a greater possibility that the sequential pattern that appears in a small number of sequences can be a significant sequential pattern. Consequently, as the value of $\delta$ decreases, the number of significant sequential patterns to be maintained in memory increases, i.e., the memory usage of the TWDS method increases. As shown in this figure, the average processing time is less than 10 milliseconds. As the value of $\delta$ decreases, the memory usage of the TWDS method increases as shown in Fig. 9 (a), and then the processing time required to traverse a monitoring tree increases to estimate the weighted support of a new sequential pattern. As a result, the average processing time increases.

As shown in Fig. 9, the memory usage and the processing time of the TWDS method increase a little compared with those of the eISeq method. However, they remain small even if the target data stream is continuously expanded, so that it can get the mining result for mining data streams with a small memory in a very short time. Consequently, it can be useful for mining data streams.
6. Conclusions

For a sequence or a sequential pattern, the generation times and time-intervals are as important as the generation order of data elements. In sequential pattern mining, therefore, the time-interval information of data elements can help to get more valuable sequential patterns. To obtain more valuable sequential patterns, this paper analyzed the weight of a sequence based on the time-intervals between its data elements, differentiating the importance, i.e., the interestingness, of a sequence as well as that of a sequential pattern. Through this mechanism, more interesting sequential patterns can be selectively found in mining sequence data stream.

To develop a novel interesting sequential pattern of a time-interval weighted sequential pattern for mining sequence data streams, this paper presented a new technique to get the weight of a sequence in a sequence data stream. The weight is computed from the time-intervals of the items in the sequence. After defining the novel interesting sequential pattern of a time-interval weighted sequential pattern based on the weight of a sequence, a new framework to find the patterns in a sequence data stream was presented. In addition, a mining method for finding time-interval weighted sequential patterns over a sequence data stream was developed which can find its up-to-date mining result in a short time with a small memory over the sequence data stream.

Recently, various application fields generate data in the form of data streams. Especially, the time-interval sequence data streams are common in such daily activities as retailing, traveling, and E-commerce. Continuously generated transaction records of customers can be viewed as sequence data streams in the retailing business. In the field of a web-based service such as E-commerce, the member records and web-access logs can be viewed as sequence data streams. Consequently, the time-interval weighted sequential patterns presented in this paper can be effectively used in various professional fields, and the information obtained by the mining process can offer great benefits to the corporations and individuals related to the fields.

A promising direction for future research to make the proposed term and framework more useful is the optimal selection of parameters in the time-interval weighting function.
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