Linear Active Disturbance Rejection Control of Grid-Connected Photovoltaic Inverter Based on Deviation Control Principle
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Abstract: Photovoltaic grid-connected power generation systems are easily affected by external factors, and their anti-interference performance is poor. For example, changes in illumination and fluctuations in the power grid affect the operation ability of the system. Linear active disturbance rejection control (LADRC) can extract the “summation disturbance” information from the system and eliminate the disturbance at the fastest speed by controlling the signal before it affects the final output of the system. In this paper, an improved linear ADRC based on the principle of deviation control is proposed, and the voltage outer loop is controlled by an improved LADRC. This improved LADRC takes the deviation between each state variable and its observed value as the regulation basis for each state variable of the linear extended state observer (LESO). Based on the analysis of the bode diagram in the frequency domain, it can be concluded that, compared with the unimproved LADRC, the new LADRC has better disturbance rejection performance. The simulation results show that the control performance of the new, improved LADRC is better than that of the unimproved LADRC under different operating conditions, and it has better stability performance and anti-disturbance performance.
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1. Introduction

In today’s era, environmental pollution is becoming more and more serious, and environmental protection has become a concern of people; in particular, the question of how to reduce the emission of pollutants and how to save resources has become a hot topic. Most thermal power plants still use non-renewable energy sources such as coal, oil, and natural gas. The pollutants generated by these non-renewable energy sources account for the majority of air pollution [1–3]; with the increasingly serious energy crisis, solar energy is the most promising renewable energy source, and photovoltaic power generation has become one of the most used renewable energy power generation methods [4,5]. The development and utilization of photovoltaic power generation technology has received widespread attention in countries all over the world [6–8]. Photovoltaic power generation has the advantages of environmental protection, cleaning, and easy maintenance, but it is also easily affected by external environmental factors and has randomness and volatility. The photovoltaic grid-connected inverter is an important power electronic converter to realize direct current–alternating current (DC-AC) conversion [9–12]. The photovoltaic grid-connected inverter is the interface between the renewable energy power generation system and the power grid, and it plays a decisive role in grid-connected power generation. Some scientific research results show promise in the design and development of...
control strategies to penetrate renewable energy into the smart grid [13–15]. The authors of [13] adopted a discrete optimization algorithm. The authors of [14] introduced a novel power scheduling method for solving the inherent random availability of renewable energy. The authors of [15] present the robust virtual inertia control of an islanded microgrid, considering the high penetration of renewable energy sources (RESs). The photovoltaic power generation system realizes power conversion and grid-connected operation through grid-connected inverters. The photovoltaic grid-connected inverter model is a nonlinear and strongly coupled system. The inverter output waveform contains a lot of harmonic components around the switching frequency. When the harmonic resonance between the power generation system and the power grid and the mutual coupling between multiple inverters occurs, the phenomenon of harmonic interaction will occur, which is not conducive to system stability. In order to make the grid-connected current or output voltage of the inverter meet the relevant standards, choosing the right control strategy is critical. In a grid-connected photovoltaic power generation system, the quality of grid-connected electrical energy and the operating efficiency of the photovoltaic system depend on whether the photovoltaic system has a good control effect. The good control effect of the photovoltaic system can ensure the smooth completion of the grid connection. Therefore, this issue has aroused widespread concern in scholars at home and abroad [16–19]. The most traditional control method of the photovoltaic grid-connected inverter is double closed-loop proportional integral (PI) control. However, because the control accuracy is often unable to meet the requirements, many scholars have proposed improvements. The authors of [20] adopt the traditional PI control method to control the inverter, but the stability of the system needs to increase the gain of the PI controller, and this control method cannot obtain a good control effect. The authors of [21] proposed a deadbeat control strategy: the main advantage of this control strategy is that it can eliminate the instantaneous disturbance, but the control effect for periodic disturbance is not satisfactory. The strategy of increasing the controller proposed in [22] makes the system more complicated. The authors of [23] proposed repetitive control. In this case, although the steady-state performance of the system is improved, there is a fundamental period delay in the dynamic response process.

Considering that the proportional-integral-derivative (PID) controller commonly used in the system in practical engineering lacks high control performance when the disturbance exists, Han Jingqing proposed an active disturbance rejection controller (ADRC) [24] based on modern control theory. The practical experience of PID, which dominates the industry, tells us that the design of the controller should be as simple and versatile as possible, that the parameters should be adjustable and they should not depend on the object model. ADRC satisfies all the above requirements and is applicable to any situation, from not knowing the object model to fully grasping the object model [25–28]. ADRC has natural decoupling capabilities. The so-called ADRC is able to actively extract the disturbance information from the input/output signal of the controlled object before the disturbance significantly affects the final output of the system, and it then uses the control signal to eliminate it as soon as possible, thereby greatly reducing its influence on the controlled quantity. The main points of the basic idea of ADRC include the following: standard type and total disturbance, expansion state and disturbance overall identification, differential signal generation and arrangement transition process and disturbance reduction and control quantity generation. Its core element is the extended state observer (ESO) [29]. The extended state observer observes and compensates the “total disturbance” in real time, so that the controlled object can be simplified into an integral tandem type. Han Jingqing pointed out that, as the simplest system, the integrator series system plays an important role in the design of the control system. The integrator series structure of the system is not only the standard structure of linear systems under linear feedback but also the standard structure of nonlinear systems under nonlinear feedback transformation. Many nonlinear systems can be linearized by nonlinear state feedback and become a series structure of integrators, thus simplifying the design of the controller. His deep understanding of the standard series of integral series allowed him to boldly contradict the artificial separation of linear and non-linear when further thinking about the control problem. He takes the integral series type as the standard type of the feedback system and unifies the
control problems of the linear stationary system and the nonlinear time-varying system. The creative
collection of ADRC lies in the proposition of standard and total disturbance concepts, expanding the
total disturbance into a state of the system and using the state observer to identify its whole. ADRC has
the advantages of strong robustness and a large controllable range, but the structure of this nonlinear
control is more complicated, and the theoretical analysis is facing greater difficulties. At the same
time, there are too many control parameters. The general form of the control parameter reaches 12,
which is not conducive to engineering applications, and it is difficult to perform frequency domain
analysis, commonly used in engineering to determine the stability boundary. On this basis, in view of
the shortcomings of the original nonlinear ADRC, inspired by the time scale proposed by Han Jingqing,
Gao Zhiqiang proposed the concept of frequency scale, and related the ADRC parameters to the
frequency, making the physical significance of the parameters of the auto-disturbance controller more
intuitive [30]. At the same time, all controllers and expanded state observers are implemented in a linear
form, with controller bandwidth and observer bandwidth as their only parameters, and controller and
expanded state observer parameter groups are constructed to reduce the controller parameters to three.
This even provides the empirical relationship between the controller bandwidth and the observer
bandwidth under general circumstances, which further simplifies the ADRC parameter tuning method.
Gao Zhiqiang linearized the ADRC and proposed a linear active disturbance rejection controller
(LADRC) which simplified the parameters and was more suitable for engineering applications.

This paper innovatively proposes an improved linear active disturbance rejection controller
(LADRC) based on the error control principle: the adjustment process of each state variable in the
traditional linear extended state observer (LESO) is analyzed and improved, and the voltage outer
loop is controlled by this improved linear active disturbance rejection controller. Compared with the
traditional linear expansion state observer, the improved linear extended state observer has higher
observation accuracy, and the estimated value of the system state variable is closer to its true value.
This improved method can better observe and eliminate disturbances and has better anti-disturbance
performance. The frequency domain analysis method is used to analyze the convergence, tracking and
anti-disturbance of the improved linear active disturbance controller and assess the stability of the
improved LESO and LADRC. The anti-disturbance performance of this improved LADRC is verified by
simulation under multiple working conditions. In this paper, the photovoltaic grid-connected inverter
will be used as the control object. By first modeling the photovoltaic grid-connected inverter, and then
through the park transformation, the mathematical model in the d and q rotating coordinate systems is
obtained. Through a detailed introduction to LADRC, based on the basic principle of deviation control,
an improved linear expansion state observer is proposed. In the frequency domain, the theoretical
analysis of the improved LADRC is carried out. The bode diagram simulation shows that the new
LADRC has better anti-interference performance than the unmodified LADRC. The stability of the
new LADRC proposed in this paper is proven. Finally, through the comparison of the Matlab/Simulink
simulation platform under multiple working conditions, it is verified that the improved LADRC has
good control performance.

The overall structure of the paper is as follows. The article first models and analyzes the
photovoltaic (PV) grid-connected inverter. Through the theoretical analysis of the model of the
photovoltaic grid-connected inverter, the anti-disturbance paradigm of the photovoltaic grid-connected
inverter is obtained. According to the anti-interference paradigm of photovoltaic inverters,
the first-order LADRC is designed and introduced. On the basis of traditional linear active disturbance
rejection control, an innovative linear active disturbance rejection controller based on the principle of
deviation control is innovatively proposed. The frequency domain analysis method is used to analyze
and compare the anti-disturbance performance of the traditional linear active disturbance controller
and the improved linear active disturbance controller. Then, the improved extended state observer and
linear active disturbance rejection controller are proven to be stable. Finally, through the simulation
under multiple working conditions, the superiority of the improved linear active disturbance rejection
controller is verified through the performance index.
2. Three-Phase Photovoltaic Grid-Connected Inverter Model and Traditional LADRC

This section will be divided into four parts for analysis. First, Xuesong Zhou modeled the photovoltaic (PV) array grid-connected inverter and obtained the mathematical model of the PV grid-connected inverter in the three-phase stationary coordinate system and the two-phase rotating coordinate system, which laid the foundation for the design of the controller. In the second part, Youjie Ma analyzed the control strategy of the three-phase grid-connected inverter and determined the double closed-loop control strategy adopted in this paper. In the third part, Jiayao Wang theoretically analyzed the traditional linear active disturbance rejection control, which provided a theoretical basis for the improved linear active disturbance rejection control proposed later. In the fourth part, the three authors have determined the LADRC control block diagram and anti-disturbance paradigm of the three-phase photovoltaic grid-connected inverter. Through the anti-disturbance paradigm, the first-order linear auto-rejection controller used in this paper is determined for control.

2.1. Circuit Topology of Three-Phase Photovoltaic Grid-Connected System

The two-stage photovoltaic grid-connected system includes DC/DC link and DC/AC link energy conversion. First, the direct current output by the photovoltaic array is converted by the DC/DC boost chopper circuit. Then, a DC/AC inverter is used to convert DC power to AC power for the purpose of grid connection. Figure 1 is the topology diagram of the two-stage photovoltaic grid-connected power generation system. In the two-stage system, the circuit topologies of the chopper and the inverter are different: the chopper realizes the maximum power point tracking, and the inverter realizes the photovoltaic grid-connected control. At present, the two-stage type has more applications, because the control system design is simpler than that of the single-stage type.

![Figure 1. Topology diagram of two-stage grid-connected photovoltaic power generation system.](image)

The photovoltaic grid-connected inverter is usually used as the interface device between the front-end DC/DC converter of the photovoltaic power generation system and the power grid. It is particularly important that the inverter is the core control link for low-voltage ride-through. When a voltage drop fault occurs in the power grid, the protection measures of the system rely on the inverter to achieve a solution. Therefore, it is necessary to analyze the mathematical model and control strategy of the inverter under normal conditions in detail. The quality of the output power of the photovoltaic power generation system mainly depends on the control performance of the grid-connected inverter. According to the different input methods, the photovoltaic grid-connected inverter can be divided into two types: voltage source type and current source type. Since the input method of the current source requires a large inductance in series on the DC side to stabilize the DC current, however, a large inductance in series will reduce the response speed of the system. Therefore, a voltage source type grid-connected inverter is often used in the industry. Figure 2 is the topology structure diagram of the photovoltaic grid-connected inverter, \(L(\mu H)\) is the equivalent filter inductance, \(R(\Omega)\) is the equivalent series resistance of the filter inductance, and \(C(F)\) is the bus filter capacitance.
According to Figure 2, in order to facilitate the analysis, the system model in the ideal state (excluding power consumption, switching dead zone and other factors) is established, and the current reference direction is taken, as shown in the figure. Combining Kirchhoff’s law lists the AC side voltage equation as the following:

\[ L \frac{d}{dt} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} = \begin{bmatrix} e_a \\ e_b \\ e_c \end{bmatrix} - R \cdot \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} - \begin{bmatrix} u_a \\ u_b \\ u_c \end{bmatrix} \]

where \( i_a, i_b \) and \( i_c \) are the three-phase grid current (A), \( e_a, e_b \) and \( e_c \) are the three-phase grid voltage (V), and \( u_a, u_b \) and \( u_c \) are the grid-side inverter output phase voltage (V).

The connection mode of the photovoltaic power generation system is a three-phase three-wire system, which is a three-phase symmetrical system. From \( e_a + e_b + e_c = 0 \), \( i_a + i_b + i_c = 0 \), the mathematical model of the grid-connected photovoltaic inverter in the three-phase static coordinate system can be obtained:

\[
\begin{cases}
C \frac{du_{dc}}{dt} = \sum_{i=a,b,c} i_s - i_o \\
L \frac{di}{dt} + R i = e - u \\
\sum_{i=a,b,c} e_i = \sum_{i=a,b,c} i_i = 0
\end{cases}
\]

\[ (2) \]

\( u_{dc}(V) \) is the voltage across the DC capacitor, \( i_{dc}(A) \) is the DC bus current. \( s_a, s_b \) and \( s_c \) are the components of the switching function on the abc axis, and \( i_o(A) \) is the output current of the pre-stage converter. It can be seen from Equation (2) that the mathematical model in the abc coordinate system is more complicated and needs to be further simplified in order to facilitate analysis. First, the variables of the abc coordinate system should be transformed to the αβ coordinate system, and the transformation matrix should be selected [31]:

\[ T_{clarke} = \frac{2}{3} \begin{bmatrix} 1 & -\frac{1}{2} & -\frac{1}{2} \\
0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \\
\end{bmatrix} \]

\[ (3) \]

The mathematical model in the αβ coordinate system can be obtained by transforming Formula (2) through Formula (3):

\[
\begin{cases}
C \frac{du_{dc}}{dt} = 3 \left( i_\alpha s_\alpha + i_\beta s_\beta \right) - i_o \\
L \frac{di_\alpha}{dt} + R i_\alpha = e_\alpha - u_a \\
L \frac{di_\beta}{dt} + R i_\beta = e_\beta - u_b
\end{cases}
\]

\[ (4) \]

In the formula, \( i_\alpha \) and \( i_\beta \) are the α-axis and β-axis current(A) components, \( e_\alpha \) and \( e_\beta \) are the α-axis and β-axis grid voltage(V) components, \( u_\alpha \) and \( u_\beta \) are the α-axis and β-axis inverter output voltage(V) components, and \( s_\alpha \) and \( s_\beta \) are the components of the switching function on the α-axis and β-axis.

It can be seen from Equation (4) that the use of the αβ coordinate system can simplify the mathematical model, but the formula still contains AC, which is not conducive to control. Therefore,
it is further transformed to convert the AC quantity of the $\alpha\beta$ coordinate system to the DC quantity of the $dq$ coordinate system using the park transformation matrix [32]:

$$T_{park} = \begin{bmatrix} \sin \omega t & \cos \omega t \\ -\cos \omega t & \sin \omega t \end{bmatrix} \tag{5}$$

Equation (4) can obtain the mathematical model in the $dq$ coordinate system after Park transformation:

$$\begin{cases} \frac{d\theta_d}{dt} &= \frac{3}{2}(i_d s_d + i_q s_q) - i_o \\ \frac{d\theta_q}{dt} &= \theta_d - u_d + \omega L s_q - R i_d \\ \frac{d\theta_q}{dt} &= \theta_q - u_q - \omega L d - R i_q \end{cases} \tag{6}$$

In the formula, $e_d$ and $e_q$ are the $d$-axis and $q$-axis grid voltage (V) components, $i_d$ and $i_q$ are the $d$-axis and $q$-axis current (A) components, $u_d$, $u_q$ is the output voltage (V) of the inverter on the $d$-axis and $q$-axis, $s_d$ and $s_q$ are the $d$-axis and $q$-axis switching function components, and $\omega$ is the electrical angular velocity (rad/s). So far, the AC volume in the $abc$ coordinate system has been transformed into a DC volume in the synchronous rotation $dq$ coordinate system, which is more conducive to control analysis.

2.2. Control Strategy of Three-Phase Photovoltaic Grid-Connected Inverter

The three-phase photovoltaic grid-connected inverter must first ensure the stability of the DC bus voltage. The voltage loop control needs to be applied to the inverter, and the power control needs to be established by additionally establishing a current loop. Therefore, this paper adopts a double closed-loop control strategy of voltage outer loop and current inner loop. The current inner loop is divided into active current loop and reactive current loop. In order to realize the separation control of active power and reactive power, this is usually based on the grid voltage orientation (voltage-oriented control, VOC) vector control method. In the $dq$ coordinate system, the $d$ axis should be made to coincide with the grid voltage vector $E$, so as to obtain the grid voltage component in the $dq$ coordinate system:

$$e_d = |E| \tag{7}$$
$$e_q = 0 \tag{8}$$

That is, the $d$-axis voltage is equal to the grid voltage amplitude, and the $q$-axis voltage is equal to zero. According to the instantaneous power theory [33], the active power $P$(W) and reactive power $Q$(W) of the inverter output are as follows:

$$P = \frac{3}{2}(i_d e_d + i_q e_q) \tag{9}$$
$$Q = \frac{3}{2}(i_d e_q - i_q e_d) \tag{10}$$

From Equations (7)–(10):

$$P = \frac{3}{2} i_d e_d \tag{11}$$
$$Q = -\frac{3}{2} i_q e_d \tag{12}$$

It can be seen that the output active power of the inverter is proportional to $e_d$ and $i_d$. During grid-connected operation, $e_d$ can be regarded as a fixed value, so controlling $i_d$ can control active power. Similarly, the reactive power can be controlled independently through $i_q$. The calculation
usually does not consider the AC side filter and switching device losses, which can be obtained from the principle of conservation of active power on the DC side and AC side of the inverter:

\[ P_{dc} = u_{dc}i_{dc} = \frac{3}{2}i_{dc}e_{d} \]  

(13)

The control structure of the PV grid-connected inverter is shown in Figure 3. In the photovoltaic grid-connected inverter control structure, a phase-locked loop (PLL) is used. Several scientific studies have shown further viable options for the PLL approach [34-35]. The authors of [34] introduce the design and implementation of a new programmable phase control unit (PCU) topology for active phased array antennas; the array is based on a hybrid direct digital synthesizer (DDS) phase-lock-loop (PLL) approach. The authors of [35] introduce the design and implementation of a high performance, reconfigurable, four channel beam steering unit (BSU) for active phased-array antennas based on field programmable gate array (FPGA) synthesized delay-lines and PLLs. In the photovoltaic power generation system, the DC power emitted by the photovoltaic cells must be converted into AC power through the inverter, so that it follows the frequency and phase of the grid current and meets the grid connection conditions before it can enter the grid. A phase-locked loop (PLL) is a closed-loop phase control system that is commonly used to track the frequency and phase of input signals to synchronize external input signals with target signals. In this series of processes, the setting of the phase-locked loop can enable the sinusoidal signal output by the inverter to track the grid voltage frequency and phase, thereby achieving the grid connection conditions, ensuring the smooth operation of the grid connection and also ensuring the stability of the system. In a photovoltaic grid-connected system, the phase-locked loop’s phase-locked accuracy directly affects the system’s grid-connected operating performance. The role of phase-locking technology in photovoltaic grid-connected systems is to make the grid voltage and inverter output current achieve synchronous phase-locking. The key is to track the grid voltage frequency and phase—that is, frequency and phase modulation. For the active link, it can be seen from Equation (13) that the DC voltage \( u_{dc} \) can be controlled by \( i_{d} \), so the output of the DC voltage outer loop can be used as the reference value of \( i_{d} \). First, the DC voltage \( u_{dc} \) should be collected and compared to the DC voltage given value \( u_{dc}^{*} \) with \( u_{dc} \) to obtain the error signal, and then the output is obtained as the d-axis current inner loop command value \( i_{d}^{*} \) through the ADRC regulator.

For the reactive link, in order to achieve unit power factor control—that is, to control the reactive power to zero—\( i_{q}^{*} = 0 \) should be set by Formula (12). Finally, the current inner loop command values \( i_{d}^{*} \) and \( i_{q}^{*} \) are compared with the current actual values \( i_{d} \) and \( i_{q} \), respectively. After the PI regulator and the coordinate inverse transformation link, the modulation signal in the \( abc \) three-phase coordinate system can be obtained, and the modulation signal sinusoidal pulse width modulation (SPWM) module can be used to obtain the driving signal of the switching device.

Figure 3. Control structure diagram of photovoltaic grid-connected inverter.
2.3. Traditional LADRC Control Structure

A LADRC consists of a linear tracking differentiator (LTD), linear expansion state observer (LESO) and linear state error feedback control rate (LSEF). Among them, LTD is used to arrange the transition process and solve the contradiction between rapidity and overshoot. LESO is the core part of LADRC. LESO expands the total disturbance into a new state variable of the system, and then uses the input and output of the system to reconstruct all states, including the original state variables and disturbances of the system which are output. LESF integrates the compensation of the interference estimator to generate the control signal. The traditional LADRC control block diagram is shown in Figure 4.

Figure 4. Structure of active disturbance rejection controller.

The main goal of ADRC linear simplification is factory-oriented engineering applications. The basic idea is to linearize the extended state observer (LESO) and connect its parameters to the observer bandwidth to simplify the design of the ESO; a simple PD control should be used for the combination, and the proportional coefficient and differential time constant should be linked with the bandwidth of the controller to simplify the tuning of the controller. LESO is the core structure of the linear auto-disturbance-rejection technology. By observing and estimating the total disturbance and providing compensation, the controlled system can be turned into a form of integrator in series and controlled, which improves the anti-disturbance performance of the system. Taking the first-order system as an example,

\[ y = -a_0 y + \omega + bu \]  

where \( u \) is the input of the system, \( y \) is the output of the system, \( \omega \) is the unknown disturbance of the system, \( a_0 \) is the parameter of the system, \( b \) is the part of the known input control gain (known part is \( b_0 \)). Let \( x_1 = y, x_2 = f(y, \omega) = -a_0 y + \omega + (b - b_0)u \), where \( x_1 \) is the output of the system, and \( x_2 \) contains all the uncertain factors of the system and the internal and external total disturbance of the system. Let \( h = f(y, \omega) \), then the equation of state of the first-order system can be described as follows:

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} b_0 \\ 0 \end{bmatrix} u + \begin{bmatrix} 0 \\ 1 \end{bmatrix} h \\
y = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}
\]

(15)

The corresponding second-order ESO of the system is as follows:

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix} = \begin{bmatrix} -\beta_1 & 1 \\ -\beta_2 & 0 \end{bmatrix} \begin{bmatrix} e \\ z_1 - y \end{bmatrix} + \begin{bmatrix} b_0 & \beta_1 \\ 0 & \beta_2 \end{bmatrix} \begin{bmatrix} u \\ y \end{bmatrix}
\]

(16)
In Equation (16), $z_1$ and $z_2$ are the state variables of the linear expansion state observer, $z_1$ is the tracking signal outputting $y$, $z_2$ is the tracking signal of the total system disturbance, and $\beta_1$ and $\beta_2$ are the output error correction gains. By choosing appropriate parameters, the state variables of the observer can track the state variables of the system quickly.

The total disturbance of the system can be observed by expanding the state variables and design disturbance compensation links:

$$u = \frac{u_0 - f}{b_0}$$  \hspace{1cm} (17)

When the observer’s state variable $z_2$ can track the system sum disturbance $f$ well, the system can be simplified as follows:

$$\dot{y} = x_2 + b_0u = x_2 + (u_0 - f) = u_0$$  \hspace{1cm} (18)

For the first-order system, since there is no observation of the differential of the system state, LSEF uses proportional control, the control law is the following:

$$u_0 = k_p(v - z_1)$$  \hspace{1cm} (19)

$k_p$ is the proportional control gain, and the closed-loop transfer function of the system can be obtained from Equations (18) and (19):

$$G(s) = \frac{k_p}{s + k_p}$$  \hspace{1cm} (20)

The pole configuration of the controller can be obtained by $k_p = \omega_c$. By choosing an appropriate proportional gain, the system can achieve stability.

For further parameterization, the characteristic equation of the second-order LESO, A-LC is as follows:

$$\begin{vmatrix} sI - (A - LC) \end{vmatrix} = s^2 + \beta_1 s + \beta_2$$  \hspace{1cm} (21)

In the formula, $I$ is the identity matrix. To facilitate calculation, all observer poles are configured at $-\omega_o$ ($\omega_o$ is the observer bandwidth):

$$s^2 + \beta_1 s + \beta_2 = (s + \omega_o)^2$$  \hspace{1cm} (22)

Therefore, the gain of the second-order LESO can be obtained as follows:

$$\begin{cases} \beta_1 = 2\omega_o \\ \beta_2 = \omega_o^2 \end{cases}$$  \hspace{1cm} (23)

It can be seen that, through the above configuration, the first-order LADRC can be simplified to the controller bandwidth $\omega_c$ and the observer bandwidth $\omega_o$, two adjustable parameters. By adjusting the appropriate parameters, the system can achieve a good control effect.

Since the addition of the LTD link will cause the system to appear in a high-frequency oscillation after entering a steady state, LADRC is composed of LESO and LSEF. According to Formulas (14), (16), (17) and (19), the block diagram of the first-order LADRC can be obtained, as shown in Figure 5.
2.4. Modeling and Design of Three-Phase Photovoltaic Inverter Based on LADRC

The mathematical model (6) of the three-phase photovoltaic grid-connected inverter in dq rotating coordinate system is transformed into the following:

\[
\begin{align*}
C \frac{du_{dc}}{dt} &= i_{dc} - \frac{u_{dc}}{R_L} \\
L \frac{di_d}{dt} &= -Ri_d + \omega L i_q + e_d - u_d \\
L \frac{di_q}{dt} &= -Ri_q - \omega L i_d + e_q - u_q
\end{align*}
\]

(24)

Using LADRC to control the voltage outer loop, there are the following:

\[
C \frac{du_{dc}}{dt} + \frac{u_{dc}}{R_L} = i_{dc}
\]

(25)

According to Formula (13) and the conservation of active power of DC and AC measurements of photovoltaic inverters:

\[i_{dc} = 3e_d i_d / 2u_{dc}\]

(26)

Substituting Equation (26) into Equation (25) gives the following:

\[
\frac{du_{dc}}{dt} = -\frac{u_{dc}}{R_L C} + \frac{3e_d i_d}{2C} \cdot \frac{1}{u_{dc}}
\]

(27)

It is known from the equivalence of multiplication and addition that there must be a variable \(\omega(t, u, x_1)\) such that \(\frac{3e_d}{2C} i_d + \omega(t, u, x_1) = \frac{3e_d}{2C} i_d \cdot \frac{1}{u_{dc}},\) where \(u\) represents the control variable and \(x_1\) represents the state variable that is the output variable. Then, Equation (27) can be equivalent to the following:

\[
\frac{du_{dc}}{dt} = -\frac{u_{dc}}{R_L C} + \frac{3e_d i_d}{2C} + \omega(t, u, x_1)
\]

(28)

Let the controlled output \(y = x_1 = u_{dc}\), \(b = \frac{3e_d}{2C}\), then \(-\frac{u_{dc}}{R_L C}\) can be put into \(\omega(t, u, x_1)\), and the above formula can be transformed into the following:

\[
y = \omega(t, u, x_1) + bi_d
\]

(29)

Due to the double closed-loop control, the output of the voltage outer loop is used as the given value \(i_d^*\) (A) of the current inner loop—that is, the control quantity of the LADRC output—as follows:

\[
y = \omega(t, u, x_1) + bi_d^*
\]

(30)
Let the total disturbance of the photovoltaic system $f(t,u,x_1) = \omega(t,u,x_1) + h(t)$, where $h(t)$ can be any external disturbance that the photovoltaic system may be subjected to, such as sudden changes in temperature and light. The anti-interference paradigm of photovoltaic grid-connected inverter is the following:

$$
\begin{align*}
\dot{y} &= f(t,u,x_1) + bu \\
y &= x_1
\end{align*}
$$

(31)

From the previous analysis, it can be seen that the three-phase photovoltaic grid-connected inverter can be equivalent to a first-order system through theoretical analysis. When controlling it, a corresponding first-order LADRC (second-order LESO) control system needs to be designed.

LESO design of three-phase photovoltaic grid-connected inverter:

$$
\begin{align*}
e &= z_1 - x_1 \\
\dot{z}_1 &= z_2 - \beta_1 e + b i_d^* \\
\dot{z}_2 &= -\beta_2 e
\end{align*}
$$

(32)

In the formula, $z_1$ is the observation value of $x_1$, which is the voltage state $u_{dc}$, and $z_2$ is the observation value of the internal and external total disturbance.

LSEF design of three-phase photovoltaic grid-connected inverter:

For the first-order system, LSEF adopts proportional control because it does not observe the differentiation of the system state. The $p$ controller of the three-phase photovoltaic grid-connected inverter is as follows:

$$
i_{d0} = k_p(u_{dc}^* - z_1)
$$

(33)

where $u_{dc}^*(V)$ is the given value of the DC bus voltage $u_{dc}$, $k_p$ is the scale factor, and $i_{d0}(A)$ is the proportional control rate. The disturbance compensation links are as follows:

$$
u = i_d^* = \frac{(i_{d0} - z_2)}{b_0}
$$

(34)

The LADRC control block diagram of the three-phase photovoltaic grid-connected inverter can be obtained from the Figure 6.

![Figure 6. Control block diagram of photovoltaic grid-connected inverter based on LADRC.](image_url)

It can be seen from the figure that the linear auto disturbance rejection controller omits the tracking differentiator, LSEF adopts proportional control, and ESO reduces the complexity of the system parameters during the adjustment process through linearization. This means that it is more suitable for engineering applications.
Converting Equation (32) into a transfer function:

\[ Z_1(s) = \frac{\beta_2 s^2 + \beta_1 s}{(s + \frac{\beta_1}{2})^2} Y(s) + \frac{b_0 s}{(s + \frac{\beta_1}{2})} U(s) \]

\[ Z_2(s) = \frac{\beta_2 s}{(s + \frac{\beta_1}{2})^2} Y(s) - \frac{b_0 \beta_2}{(s + \frac{\beta_1}{2})} U(s) \]

(35)

Let the tracking error \( e_1 = z_1 - y \), then:

\[ e_1 = -\frac{s^2}{(s + \frac{\beta_1}{2})^2} y + \frac{s}{(s + \frac{\beta_1}{2})^2} b_0 u \]

(36)

Laplace transform on \( f = x_2 = x_1 - b_0 u = y - b_0 u \) can obtain the following: \( F(s) = sY(s) - b_0 U(s) \). The tracking error \( e_2 = z_2 - f \) can be obtained as follows:

\[ e_2 = (1 - \frac{\beta_2}{(s + \frac{\beta_1}{2})^2}) ub_0 - (1 - \frac{\beta_2}{(s + \frac{\beta_1}{2})^2}) sy \]

(37)

To facilitate error analysis, both \( y \) and \( u \) take a step signal with amplitude \( A \), then \( y(s) = \frac{A}{s}, u(s) = \frac{A}{s} \).

From this, the steady-state error can be obtained:

\[
\begin{align*}
\lim_{s \to 0} e_1(s) &= 0 \\
\lim_{s \to 0} e_2(s) &= 0 
\end{align*}
\]

(38)

Through the above formula, we can conclude that the second-order LESO has very good convergence and can realize the error estimation of the photovoltaic system state variables and generalized disturbances.

3. Improved Second-Order LESO Design and Anti-Interference Analysis

3.1. Analysis and Design of Improved Second-Order LESO

The core of traditional LADRC is LESO, which is a typical application based on deviation control theory. Traditional ESO can control the changes of observed values in real time. This control method uses the deviation between the real value of the system state variable and the observed value of ESO to adjust. The ESO observation can produce a good estimate of the actual value. For traditional ESO, \( z_1 \) should be made to follow \( x_1 \) quickly, and then \( z_2 \) should be made to follow \( x_2 \). If the order is wrong, this adjustment method will have no effect, but the real system control method will not follow this order. When controlling \( z_1 \), the control of \( z_2 \) will also start synchronously; that is to say, the tracking of the observation value \( z_1 \) to \( x_1 \) has not reached the steady state, and it is very difficult to follow the observation value \( z_2 \) to \( x_2 \) of the total disturbance. Since \( z_1 \) follows \( x_1 \), the error \( e \) is already very small at this point, making it difficult for \( z_2 \) to adjust \( x_2 \). At this point, traditional ESO can only be achieved by selecting a larger parameter \( \beta \), but larger parameters will affect the dynamic performance of ESO.

The above analysis shows that the traditional ESO adjusts the derivative of \( z_1 \), but it is not suitable for adjusting the \( z_2 \) derivative.

For traditional first-order systems:

\[ \dot{y} = f(y, \omega, t) + b_0 u \]

(39)
The corresponding equation of state is as follows:

\[
\begin{align*}
\dot{x}_1 &= f + b_0u \\
\dot{x}_2 &= f = h \\
y &= x_1
\end{align*}
\] (40)

The corresponding traditional second-order LESO is as follows:

\[
\begin{align*}
e &= z_1 - x_1 \\
\dot{z}_1 &= z_2 - \beta_1e + b_0u \\
\dot{z}_2 &= -\beta_2e
\end{align*}
\] (41)

According to Equation (41):

\[
\begin{align*}
z_1 &= x_1 + e \\
z_2 &= \dot{z}_1 + \beta_1e - b_0u
\end{align*}
\] (42)

From Equations (40) and (41):

\[
\begin{align*}
z_1 &= x_1 + e \\
z_2 &= x_2 + \dot{e} + \beta_1e
\end{align*}
\] (43)

It can be seen that the error between \(z_2\) and \(x_2\) is \(\dot{e} + \beta_1e\), which is used as a new error to adjust the derivative of \(z_2\).

The establishment of a new improved second-order LESO is as follows:

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix} =
\begin{bmatrix}
-\beta_1 & 1 \\
0 & -\beta_2
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} +
\begin{bmatrix}
b_0 & \beta_1 & 0 \\
-b_0\beta_2 & 0 & \beta_2
\end{bmatrix}
\begin{bmatrix}
u \\
y
\end{bmatrix}
\] (44)

The block diagram of the improved LADRC control structure can be obtained as shown in Figure 7:

![Figure 7. Block diagram of improved LADRC control structure.](image)

Therefore, the improved LADRC system control model of the voltage outer loop of the three-phase photovoltaic grid-connected inverter can be obtained:

\[
\begin{align*}
e &= z_1 - x_1 \\
\dot{z}_1 &= z_2 - \beta_1e + b_{id}^* \\
\dot{z}_2 &= -\beta_2\left[(z_1 - \dot{x}_1) + \beta_1(z_1 - x_1)\right] \\
i_{d0} &= k_p(u_{d0}^* - z_1) \\
i_{d}^* &= \frac{(i_{d} - z_2)}{b_0}
\end{align*}
\] (45)
$i_d^*$ is the given value of the current inner loop formed by $i_d0$ after “total disturbance” compensation. Converting (45) into the transfer function form gives the following:

$$
\begin{align*}
\frac{z_1}{\delta_o} &= \frac{\beta_1 \beta_2 + (\beta_1 + \beta_2)s}{(s+\beta_1)(s+\beta_2)}y + \frac{b_0 s}{(s+\beta_1)(s+\beta_2)}u \\
\frac{z_2}{\delta_o} &= \frac{\beta_2 s}{s+\beta_2}y - \frac{b_0 \beta_2}{s+\beta_2}u
\end{align*}
$$

Similarly, it can be proven that the improved second-order LESO has good convergence:

$$
\begin{align*}
e_{1s} &= \lim_{s \to 0} se_{1s} = 0 \\
e_{2s} &= \lim_{s \to 0} se_{2s} = 0
\end{align*}
$$

3.2. Analysis and Design of Improved Second-Order LESO

From Equations (35) and (46), the transfer function of the observation noise $\delta_o$ of the traditional second-order LESO and the improved second-order LESO and the transfer function of the input disturbance $\delta_c$ can be obtained, respectively.

The traditional LESO noise transfer function is as follows:

$$
\frac{z_1}{\delta_o} = \frac{2\omega_o s + \omega_o^2}{(s+\omega_o)^2}
$$

The improved LESO noise transfer function is as follows:

$$
\frac{z_1}{\delta_o} = \frac{2\omega_o^3 + (2\omega_o + \omega_o^2)s}{(s + 2\omega_o)(s + \omega_o^2)}
$$

Taking $\omega_o = 10$, it can be seen from the amplitude–frequency characteristic curve of the simulation in Figure 8 that the new ADRC has a significantly increased bandwidth compared with the traditional ADRC, and the phase lag of the middle frequency band has been significantly improved.

Figure 8. Comparative analysis of bode diagram of observed noise.

The transfer function of the disturbance $\delta_c$ at the input of the traditional LESO is as follows:

$$
\frac{z_1}{\delta_c} = \frac{b_0 s}{(s + \omega_o)^2}
$$
The transfer function of disturbance $\delta_c$ at the input of improved LESO is as follows:

$$\frac{z_1}{\delta_c} = \frac{b_0 s}{(s + \omega_o^2)(s + 2\omega_o)}$$

(51)

As can be seen from the amplitude–frequency characteristic curve in Figure 9, the traditional LADRC and the improved LADRC are basically the same in high frequency band, but in the low frequency band, the improved LADRC has better anti-interference performance and a stronger ability to restrain input disturbance than the traditional LADRC.

For improved LADRC input perturbation $\delta_c$ transfer function, let $b_0 = 10$, $\omega_o = 10, 20, 30, 40, 50$. From the simulation graph in Figure 10’s amplitude–frequency characteristic curve, it can be seen that the increase in $\omega_o$ has no effect on the high frequency band. However, the phase lag of the tracking input of the system decreases with the increase in the bandwidth of the improved LESO observer $\omega_o$. The simulation shows that the improved LADRC can effectively suppress the input disturbance $\delta_c$.

Figure 9. Comparative analysis of bode diagram of input disturbance.

Figure 10. Bode diagram analysis of disturbance of the improved LADRC input terminal.
3.3. Analysis of Anti-Disturbance Performance of New LADRC in Actual System

According to Equation (45):

\[ u = \frac{1}{b_0} G_1(s)(\omega_c u_{dc}^* - H(s)y) \tag{52} \]

Among them:

\[ G_1(s) = \frac{(s+\beta_1)(s+\beta_2)}{s^2 + (\beta_1 + \omega_c) s + \beta_1 \beta_2} \tag{53} \]

\[ H(s) = \frac{\beta_1 \beta_2 \omega_c (1 + \beta_1 \omega_c + \beta_2 \omega_c) s + \beta_2 s^2}{(s + \beta_1)(s + \beta_2)} \]

Then, (52) can be obtained based on the improved LADRC voltage loop simplified control system structure block diagram, which is shown in the following Figure 11:

![Figure 11. Based on the improved LADRC photovoltaic system voltage outer ring control structure.](image)

The Laplace transform by \( f = x_2 = \dot{x}_1 - b_0 u = \dot{y} - b_0 u \) can obtain the following:

\[ F(s) = sY(s) - b_0 U(s) \tag{54} \]

Combining this with Figure 11, the closed-loop transfer function of the system is as follows:

\[ Y(s) = \frac{s^2 + (2\omega_o + \omega_c) s}{(s + 2\omega_o)(s + \omega_c)} F(s) + \frac{\omega_c}{s + \omega_c} V(s) \tag{55} \]

It can be seen from the above equation that the influence of the disturbance term is only related to \( \omega_o, \omega_c \), and let \( \omega_o = 10, \omega_c = 10, 20, 30 \) to obtain the amplitude–frequency characteristic curve, as shown in Figure 12; let \( \omega_c = 10, \omega_o = 10, 20, 30 \) can obtain the amplitude–frequency characteristic curve shown in Figure 13. It can be seen from the simulation diagram that increasing \( \omega_o, \omega_c \) can decrease the disturbance and enhance the system’s anti-disturbance ability. From the above analysis, it can be seen that the new LADRC has a better ability to suppress disturbances than the traditional LADRC.

When the disturbance \( f \) is selected as the unit step signal, the output signal response can be obtained as the following:

\[ Y(s) = \frac{a}{s + \omega_o} + \frac{a_1}{s + \omega_o^2} + \frac{a_2}{s + \omega_c} \tag{56} \]

\[
\begin{align*}
  a &= \frac{\omega_o + \omega_c}{(\omega_o^2 - \omega_c^2)(\omega_o - \omega_c)} \\
  a_1 &= \frac{2\omega_o + \omega_c - \omega_o^2}{(\omega_o - \omega_c)(\omega_o^2 - \omega_c^2)} \\
  a_2 &= \frac{2\omega_o}{(\omega_o - \omega_c)(\omega_o^2 - \omega_c^2)}
\end{align*}
\tag{57} \]

By performing the inverse Laplace transform on (56), the limit can be found, as follows:

\[ \lim_{t \to \infty} y(t) = ae^{-\omega_o t} + a_1 e^{-\omega_o^2 t} + a_2 e^{-\omega_c t} = 0 \tag{58} \]
The above analysis shows that the improved LADRC has a good ability to suppress external disturbances, and the larger $\omega_o, \omega_c$, the faster the $y(t)$ decay and the shorter the system recovery time.

![Bode Diagram](image1)

**Figure 12.** Bode diagram analysis of system disturbance term ($\omega_c$ increase).

![Bode Diagram](image2)

**Figure 13.** Bode diagram analysis of system disturbance term ($\omega_o$ increase).

### 3.4. New LADRC Tracking Performance Analysis

According to (47), the improved, new LESO has good convergence and can achieve error estimation of system state variables and generalized disturbances. The following further analyzes its dynamic process and tracking performance. When $b_0 = 0$, there are the following:

$$Z_1(s) = K\left(\frac{1}{s} - \frac{1}{s + \omega_o} + \frac{\omega_o}{(s + \omega_o)^2}\right)$$

(59)

Laplace inverse transformation of (59) can be obtained as follows:

$$z_1(t) = K - K(1 - \omega_o t)e^{-\omega_o t}, \quad t \geq 0$$

(60)
The pole of Equation (60) can be found: \( t = 2/\omega_0 \). Substituting the extreme point into Equation (60) gives the following:

\[
\frac{2}{\omega_0} = K(1 + e^{-2}) \approx 1.135K
\]  

(61)

LESO can no longer achieve an unbiased estimation of the state variable \( x_1(t)(x_1(t) = y(t)) \) due to the step mutation of the output signal \( y(t) \)—that is, \( z_1(t) \neq y(t) \), and its error value (0.135 k) is independent of the selection of bandwidth \( \omega_0 \). In the power system, due to inertia, the output of the controlled object (power) generally does not change abruptly, so LESO will not produce serious errors in tracking the state variable.

4. Stability Analysis of Improved LADRC

4.1. Stability Analysis of Improved Second-Order LESO

The control system is shown in Equation (40). Where \( x_1 \) is the system output, \( x_1 = y(t) \), \( u(t) \) is the control variable, and \( x_2 \) is the expansion state variable of the system—that is, the total disturbance of the system. The improved second-order LESO of the above system is constructed as the following:

\[
\begin{align*}
\dot{e}_1(t) &= z_1(t) - x_1(t) \\
\dot{z}_1(t) &= z_2(t) + bu(t) - \eta_1 e_1(t) \\
\dot{z}_2(t) &= -\eta_2 [\dot{e}_1(t) + \eta_1 e_1(t)]
\end{align*}
\]  

(62)

In the formula, \( \eta_1 \) and \( \eta_2 \) are all parameters greater than zero.

Let \( X_1(t) = e_1(t) = z_1(t) - x_1(t) \), \( \dot{X}_1 = X_2 = -\eta_1 e_1(t) + e_2(t) \). The available system equations constructed with observation errors are as follows:

\[
\begin{align*}
\dot{X}_1 &= X_2 \\
\dot{X}_2 &= -\eta_1 \eta_2 X_1 - (\eta_1 + \eta_2) X_2 - h(t)
\end{align*}
\]  

(63)

\( W = -\eta_1 \eta_2 (\eta_1 + \eta_2) X_1^2 \) can be constructed according to the Barbach formula:

\[
V = -\frac{1}{\Delta} \begin{vmatrix}
0 & X_1^2 & 2X_1 X_2 & X_2^2 \\
0 & 0 & -\eta_1 \eta_2 & 0 \\
0 & 1 & -\eta_1 - \eta_2 & -\eta_1 \eta_2 \\
-\eta_1 \eta_2 (\eta_1 + \eta_2) & 0 & 1 & -\eta_1 - \eta_2
\end{vmatrix}
\]  

(64)

\[
\Delta = \begin{vmatrix}
0 & -\eta_1 \eta_2 & 0 \\
1 & -\eta_1 - \eta_2 & -\eta_1 \eta_2 \\
0 & 1 & -\eta_1 - \eta_2
\end{vmatrix}
\]  

(65)

The Lyapunov function is obtained as the following:

\[
V = \eta_1 \eta_2 (\eta_1 + \eta_2) X_1^2 + X_2^2
\]  

(66)

Derivatives can be obtained as follows:

\[
\dot{V} = \frac{\partial V}{\partial X_1} \dot{X}_1 + \frac{\partial V}{\partial X_2} \dot{X}_2
\]

\[
= -2\eta_1 \eta_2 (\eta_1 + \eta_2) X_2^2 - 2\eta_1 \eta_2 X_2 h(t)
\]  

(67)

It can be seen from \( \eta_1 \) and \( \eta_2 \) being positive values that \( V \) is positive definite and has an infinite nature. When \( h(t) = 0 \), there is \( \dot{V} < 0 \) (\( X_2 \) is not always 0). Therefore, the zero point of the LESO error system \( (e_1(t) = 0, e_2(t) = 0) \) is gradually stable over a large range. When the disturbance \( h(t) \neq 0 \),
the observed value of the system will have a certain error. Suppose \(|h(t)| \leq \omega_0\), \(\omega_0\) is a normal number. After the system reaches steady state, it meets the following:

\[
\begin{align*}
X_1 &= X_2 = 0 \\
X_2 &= 0
\end{align*}
\]  

(68)

According to Equations (62) and (63), the steady-state error range can be calculated as the following:

\[
\begin{align*}
|e_1(t)| &\leq \frac{\omega_0}{\eta_1} \\
|e_2(t)| &\leq \frac{\omega_0}{\eta_2}
\end{align*}
\]  

(69, 70)

4.2. Stability Analysis of Improved LADRC

From Figure 11, the closed-loop transfer function of the system is as follows:

\[
G_c(s) = \frac{\omega_c G_1(s)G(s)/b_0}{1 + G_1(s)G(s)H(s)/b_0}
\]  

(71)

For first-order systems, \(y = \frac{f + b_0}{s}\), \(f = (b - b_0)u(t)\). Then, it can be concluded that

\[
y = \frac{1}{s}(b_0u + (b - b_0)u)
\]  

(72)

From Equation (53), \(G_1(s)\), \(H(s)\) can be used to obtain the closed-loop transfer function of the system:

\[
Y(s) = \frac{(\omega_c s + 2\omega_c \omega_0)(s + \omega_0^2)}{a_3s^3 + a_2s^2 + a_1s + a_0}V(s)
\]  

(73)

In the following formula:

\[
\begin{align*}
a_3 &= b_0/b = K_G \\
a_2 &= 4\omega_0^4\omega_c + 2\omega_0^3\omega_c^2 + \omega_0^2 \\
a_1 &= a_0/\omega_c + 2\omega_0\omega_c + \omega_0^2 a_c \\
a_0 &= 2\omega_0^3 a_c
\end{align*}
\]  

(74)

When \(K_G\), \(\omega_0\) and \(\omega_c\) are all greater than 0, then the coefficients \(a_3, a_2, a_1\) and \(a_0\) are all greater than 0, and the system stability conditions are as follows:

\[
\Delta_3 = \begin{vmatrix} a_2 & a_0 & 0 \\ a_3 & a_1 & 0 \\ 0 & a_2 & a_0 \end{vmatrix} = a_0(a_1a_2 - a_0a_3) > 0
\]  

(75)

This formula represents a stable system—that is, no matter which value \(b_0\) takes, the first-order improved LADRC is stable.

5. Simulation Analysis

In order to verify the feasibility and effectiveness of the above improved ADRC theoretical analysis, a three-phase photovoltaic grid-connected system simulation model was built on the Simulink simulation platform. The model is mainly composed of the following blocks. Photovoltaic(PV) array: the input of this are temperature and irradiance and the output is voltage. This PV array is applied to simulate the actual photovoltaic array. Boost converter: this block is applied to transfer the output voltage of PV array to the designed DC voltage of the two-level converter. The duty cycle of the
switching device in the boost converter is generated by maximum power point tracking (MPPT) control. MPPT block: Applying incremental conductance method to track the maximum power point. Voltage source converter (VSC) controller: This block includes the DC voltage controller and current controller. A phase locked loop (PLL) is applied for synchronization. The DC voltage controller is designed as the new ADRC proposed by this paper. This block is the core segment. Space vector pulse width modulation (SVPWM) is applied to generate the pulse width modulation (PWM) to drive the converter. The control algorithm is chosen as the traditional ADRC and new ADRC. The DC voltages of the converter in different control modes are obtained and compared. The control strategy of the grid-connected inverter is the double closed-loop structure of the voltage outer loop and the current inner loop. Simulation and analysis under various working conditions compare the control effect of the traditional ADRC and the improved ADRC. The parameters in this article are obtained through experience, and the parameters of the system and controller are given in Appendices A and B.

5.1. Comparison of Simulation Graphs of Control Effects under Sudden Changes in Light Intensity

Figure 14 is a comparison diagram of the control effect of the traditional ADRC and improved ADRC under the sudden change in the light intensity, so that the initial value of the DC bus voltage \( U_{dc} \) is 500 V, as can be seen from Figure 14a. The light intensity is stepped from 1000 W/m\(^2\) at 0.5 s, changed to 250 W/m\(^2\) and changed from 250 W/m\(^2\) to 1000 W/m\(^2\) at 1 s. The control effects of traditional LADRC and improved LADRC are compared and analyzed by using overshoot and adjustment time. The overshoot index is defined as the maximum deviation from the steady-state voltage and the adjustment time is the time from the beginning to the end of the transient process. It can be seen from Figure 14b,c that during the two sudden changes in light intensity, for Figure 14b, the overshooting of the traditional linear ADRC is 115 V, while that of the improved linear ADRC is 90 V. For adjustment time, the adjustment time of the traditional linear ADRC is 0.08 s, while that of the improved linear ADRC is 0.06 s. For Figure 14c, the overshoot of the traditional LADRC is 20 v, while the overshoot of the improved LADRC is 10 V. For adjustment time, the traditional LADRC adjustment time is 0.27 s, while the improved LADRC tends to be stable after 0.23 s of adjustment. From these two performance indexes, it can be seen that the improved linear ADRC is correct and accurate and has better control effect. The improved ADRC is less affected by external interference under sudden changes in light intensity, it takes less time to reach steady state, it has better dynamic performance, the DC bus voltage fluctuation range is smaller, and it has better anti-interference performance.

5.2. Contrast and Analysis of Two Control Strategies under Sudden Temperature Change

Figure 15 is a comparison chart of the improved ADRC and traditional ADRC control effects under sudden temperature changes. At 1.5 s, the temperature changes from 25 °C to 75 °C. It can be drawn from the simulation analysis that under the sudden temperature change condition, the overshooting of the traditional linear ADRC is 10 V, while that of the improved linear ADRC is 5 V. For adjustment time, the adjustment time of the traditional linear ADRC is 0.12 s, while that of the improved linear ADRC is 0.09 s. Compared with the traditional LADRC, the improved LADRC can better stabilize the DC bus voltage, it can reach the steady state more quickly, it has better dynamic performance, and the improved LADRC has better anti-interference ability.
Figure 14. Under the sudden change in light intensity, the voltage waveform comparison between the two control strategies. (a) Light intensity change curve; (b) The effect of the two control methods when the light intensity drops suddenly; (c) The effect of the two control methods when the light intensity rises suddenly.

Figure 15. Comparison of DC bus voltage waveform simulation with two control strategies under abrupt temperature conditions. (a) Temperature abrupt curve; (b) Comparison of control effects of two control strategies under abrupt temperature conditions.
5.3. Comparison of the Effects of Two Control Strategies under Load and Unload Conditions

Figure 16 shows the comparison waveforms of the simulation results of the control effect of the improved ADRC and the traditional ADRC under the conditions of grid load and load reduction (20MW). It can be seen from the simulation diagram that under the condition that the grid is loaded with 20 MW at 2 s and the grid is reduced to 20 MW at 2.3 s, for Figure 16a, the overshooting of the traditional linear ADRC is 16 V, while that of the improved linear ADRC is 13 V. For the adjustment time, the traditional LADRC tends to stabilize after 0.06 s, while the improved LADRC tends to stabilize after 0.03 s. For Figure 16b, the overshooting of the traditional linear ADRC is 12 V, while that of the improved linear ADRC is 10 V. For the adjustment time, the traditional LADRC tends to stabilize after 0.07 s, while the improved LADRC tends to stabilize after 0.03 s. The improved ADRC has a shorter adjustment time, it can reach the steady state faster, the voltage fluctuation range is smaller, and it has better dynamic performance and anti-interference ability.

![Figure 16](image_url)

*Figure 16. Comparison of simulation graphs of two control strategies under grid load and load reduction conditions. (a) Comparison of control effects under grid load conditions; (b) Comparison of control effects under grid load reduction conditions.*

6. Conclusions

This paper studies the double closed-loop control of the grid-connected inverter of the photovoltaic power generation system. In order to solve the problems of poor stability and susceptibility to external interference of the photovoltaic grid-connected inverter system under the traditional control strategy, this paper innovatively proposes an improved LADRC’s double closed-loop control strategy. The linear active disturbance rejection controller (LADRC) can extract the “sum total disturbance” information from the system. The control signal eliminates the disturbance before it has affected the final output of the system. It has a strong ability to suppress internal and external disturbances. The performance of the linear active disturbance rejection controller depends on whether the linear expansion state
observer can estimate the system state variables well. With analysis and optimization based on the traditional LADRC theory, this paper innovatively proposes an improved linear active disturbance rejection controller based on the deviation control principle, which improves the linear expansion state observer’s ability to observe system state variables. This improved LADRC takes the new deviation between each state variable and its observation as the adjustment basis of each state variable of the linear expansion state observer (LESO). The improved linear active disturbance rejection controller mentioned in this paper has higher observation accuracy, and the observation value of the total disturbance received by the system is closer to the actual value. The improved LADRC can better observe and eliminate disturbances to the system and has better anti-disturbance performance.

The voltage outer loop is controlled by the improved LADRC. This article first models and analyzes the PV grid-connected inverter. Through the theoretical analysis of the model of photovoltaic grid-connected inverter, the anti-disturbance paradigm of photovoltaic grid-connected inverter is obtained. According to the anti-interference paradigm of photovoltaic inverters, the first-order LADRC is designed and introduced. Based on the traditional LADRC, this paper proposes an improved LADRC. Bode diagram simulation analysis in the frequency domain, this improved method can effectively increase the LESO observation bandwidth, and the phase lag of the middle frequency band has been significantly improved. It can be seen from the simulation diagram that the new LADRC has better noise immunity than the unmodified LADRC. Then, the stability of the improved LADRC is proven. Finally, the control effects of the improved LADRC and the unmodified LADRC are compared and analyzed by changing the light intensity, temperature, grid loading, load reduction and other working conditions. The control performance of traditional LADRC and improved LADRC is analyzed and compared through performance indexes. The simulation results show that the voltage outer loop controller based on the improved LADRC has better dynamic performance, it can quickly reach a steady state, it has stronger ability to suppress disturbances, and it can better stabilize the DC bus voltage and anti-interference performance better than traditional LADRC. This new double closed-loop structure can better stabilize the DC bus voltage and improve the reliability and economy of grid-connected operation, and it has a good reference value for ensuring the safety of the photovoltaic grid-connected system.

According to the results of this research, the problem of parameter optimization of the linear active disturbance rejection controller will be further studied in depth. The traditional empirical method will have limitations and the tuning process is complicated. Next, artificial intelligence technology will be used to optimize the parameters so that the controller will achieve the best control effect in the actual system.
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Abbreviations

| Acronym | Definition |
|---------|------------|
| LESO    | Linear extended state observer |
| LSEF    | Linear state error feedback |
| LTD     | Linear tracking differentiator |
| LADRC   | Linear active disturbance rejection controller |
Appendix A

Table A1. Parameters of three-phase photovoltaic grid-connected inverter.

| Parameter          | Value | Unit |
|--------------------|-------|------|
| DC bus voltage     | 500   | V    |
| Grid line voltage  | 380   | V    |
| Filter inductance  | 1885  | µH   |
| Grid frequency     | 60    | Hz   |
| DC capacitance     | 0.012 | F    |

Appendix B

Table A2. Controller parameters.

| Controller Parameters | Value |
|-----------------------|-------|
| Controller Bandwidth $\omega_c$ | 439.8 |
| Observer Bandwidth $\omega_o$    | 1759.3 |
| Control gain $b_0$               | 12,000 |
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