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I. INTRODUCTION

The influence of Coulomb interactions on electron properties of graphene is a subject of much interest\cite{11,12}. Prominent examples of interaction effects are the enhancement of the quasiparticle velocity \( v \) above the typically quoted value \( v = 1.0 \times 10^6 \text{ cm/s} \) at low momenta\cite{3,4} (as predicted by the early theoretical work\cite{5,6}), and the emergence of additional dispersion branches\cite{7,8} believed to be plasmarons — bound states of electrons and plasmons. The strength of Coulomb interactions in graphene is determined by the dimensionless parameter \( \frac{e^2}{\hbar v} = \frac{22}{\kappa} \), which can be controlled by varying the effective dielectric constant \( \kappa \) of the graphene environment.

Interactions modify not only the quasiparticle properties but also the response functions of graphene, e.g., the irreducible (or proper) polarization \( P(q, \omega) \). This quantity is defined to be the coefficient of proportionality between the change in electron density and the self-consistently determined screened scalar potential. The observables directly related to \( P \) are the dielectric function \( \epsilon \) and the longitudinal conductivity \( \sigma \):

\[
\epsilon(q, \omega) = 1 - \frac{2 \pi e^2}{q} P(q, \omega), \quad (2)
\]

\[
\sigma(q, \omega) = \frac{e^2}{q} \frac{\omega}{q} \omega P(q, \omega). \quad (3)
\]

Our work is motivated in part by two recent experiments\cite{10,11} that suggested that the standard random phase approximation\cite{12} (RPA) significantly underestimates the static dielectric function \( \epsilon(q, 0) \) of graphene. The RPA amounts to replacing the exact polarization function \( P \) by the noninteracting value \( P_0 \). For neutral graphene at zero temperature, which is the case studied here, function \( P_0 \) is given by\cite{13}

\[
P_0(q, \omega) = -\frac{q^2}{4 \sqrt{v^2 q^2 - (\omega + i 0)^2}}. \quad (4)
\]

\[\epsilon(0, 0) = 1 + \frac{\pi}{2} \alpha_0 + 0.77 \alpha_0^2, \quad \alpha_0 \ll 1. \quad (7)\]

The difference between \( \alpha_0 \) and \( \alpha \) will be clarified in Sec.\textsuperscript{II}. This formula yields \( \epsilon \approx 3.0 \) at \( \alpha_0 = 0.9 \), in excellent agreement with Ref.\textsuperscript{11}. In turn, if we use Eq.\textsuperscript{7} for \( \alpha_0 = 2.2 \), we get \( \epsilon \approx 8.2 \), which is close to the lower estimate of the static dielectric constant in Ref.\textsuperscript{10} although, the use of a perturbative formula is questionable at such large interaction strengths.

FIG. 1. First-order diagrams for the polarization function include the self-energy part (a) and the vertex part (b). Solid lines represent electron Green’s function, dashed lines the Coulomb interaction, and dotted lines the external momentum and frequency.
Another topic of interest is the dynamic response of graphene. For example, in the “optical” limit $\omega \gg v q$, Eqs. (3) and (4) imply that noninteracting Dirac fermions have a frequency-independent conductivity\textsuperscript{13}
\begin{equation}
\sigma_0(0, \omega) = \frac{e^2}{4} \, .
\end{equation}
Accordingly, deviations of the infrared optical conductivity of graphene from the universal value $\sigma_0$ may signal interaction effects. Experimentally, no such deviations have been observed\textsuperscript{24–27}, while the theoretical calculation of the interaction corrections has been a subject of a debate. Our analysis favors the result
\begin{equation}
\frac{\sigma(0, \omega)}{\sigma_0} - 1 \simeq \frac{19 - 6\pi}{12} \alpha, \quad \alpha \ll 1, \quad (9)
\end{equation}
derived in Refs.\textsuperscript{18} and \textsuperscript{19}. We explain why a different coefficient was obtained in Ref.\textsuperscript{20}. The numerical smallness of $(19 - 6\pi)/12 \approx 0.01$ may be the reason why the interaction corrections have not been observed so far.

To get a more complete understanding of the interaction corrections we also compute $P_1(q, \omega)$ at arbitrary $\omega/v q$ ratios. This enables us to see the evolution of $P_1(q, \omega)$ in the full momentum-frequency parameter space, from the small value in the optical limit to the divergence at the spectral boundary $\omega = v q$ to a sizable effect in the static limit. Besides theoretical interest, motivation for this calculation comes from a rapidly burgeoning effort in probing regimes of intermediate $\omega/v q$ by state-of-the-art experimental techniques, such as the near-field optics\textsuperscript{21–23} and electron energy loss spectroscopies\textsuperscript{24–27}. Such regimes are also pertinent for the electromagnetic response of graphene nanoribbons\textsuperscript{28}.

The remainder of the paper is organized as follows. In Sec. II we summarize our main results. Derivation of these results is outlined in Sec. III. In Sec. IV we compare our findings with previous work. The Appendix A is devoted to the critical analysis of the controversy regarding the optical limit.

II. MAIN RESULTS

In order to present our results we first need to explain the notation $\alpha_q$ in Eq. (7) above. Crudely, $v$ and $\alpha$ represent the bare velocity and the bare coupling constant of the theory, whereas $v_q$ and $\alpha_q$ denote their renormalized values. More precisely, $v_q$ is defined to be the phase velocity of quasiparticles with momentum $q$:
\begin{equation}
v_q = v + \frac{\Sigma_q}{q}, \quad (10)
\end{equation}
where $\Sigma_q$ is the on-shell self-energy. At the level of the first-order perturbation theory one finds\textsuperscript{15,16}
\begin{equation}
\Sigma_q = \frac{e^2 q}{4\kappa} \ln \frac{\Lambda}{q}, \quad (11)
\end{equation}
where $\Lambda$ is the high-momentum cutoff. Therefore, $v_q$ and $\alpha_q$ are given by
\begin{equation}
v_q = v + \frac{e^2}{4\kappa} \ln \frac{\Lambda}{q}, \quad (12)
\end{equation}
\begin{equation}
\alpha_q = \frac{e^2}{\kappa v q} \left( \frac{1}{\alpha} + \frac{1}{4} \ln \frac{\Lambda}{q} \right)^{-1}. \quad (13)
\end{equation}
According to the renormalization group approach, such expressions are not just first-order approximations. They are asymptotically exact at low enough $q$ where $\alpha_q \ll 1$. However, $\alpha$ should be understood as the running coupling constant evaluated at some other cutoff $\Lambda$. The choice of $\alpha$ is largely arbitrary because a change in $\alpha$ in Eq. (13) can be absorbed into $\Lambda$. Nevertheless, $\alpha_q$, which is determined by the observable quantity, the phase velocity $v_q$, is unambiguous. Relations between various observable quantities are expressible in terms of the renormalized parameters only. For example, phase velocities at two different momenta $q$ and $k$ are linked by the relation
\begin{equation}
\frac{v_q}{v_k} = 1 + \frac{\alpha_k}{4} \ln \frac{k}{q}, \quad (14)
\end{equation}
which is free from the arbitrary parameters $\alpha$ and $\Lambda$. Similarly, the polarization function can and (if one desires higher accuracy) should be expressed in terms of $\alpha_q$ and $v_q$. This point will be stressed again in Sec. IV.
Let us now present our findings. The first-order correction to the polarization function is written as
\begin{equation}
P_1(q, \omega) = \frac{\alpha_q q}{v_q} p_1(x), \quad (15)
\end{equation}
where $x$ is the dimensionless ratio
\begin{equation}
x = \frac{\omega}{v_q q}, \quad (16)
\end{equation}
and $p_1(x)$ is the complex dimensionless function, whose real and imaginary parts are displayed in Figs. 2(a)–2(d). In general, $p_1(x)$ has to be evaluated numerically. However, analytical results are available in several limits, as discussed later in this section.

The full polarization function to order $O(\alpha_q)$ is
\begin{equation}
P(q, \omega) = \frac{q}{v_q} \left[ -\frac{1}{4} \frac{1}{\sqrt{1 - (x + i 0)^2}} + \alpha_q p_1(x) \right]. \quad (17)
\end{equation}

The finite imaginary part of $P$ appears when $x$ exceeds unity, which we refer to as the absorption threshold. Once $p_1(x)$ is known, one can use Eqs. (2) and (17) to get the dielectric function $\epsilon(q, \omega)$. For example, in the static limit we obtain Eq. (7). The real and imaginary parts of $\epsilon(q, \omega)$ as a function of $x$ are illustrated by Figs. 2(e) and 2(f) for the case of a suitably low $\alpha_q = 0.3$. The RPA predictions are also plotted in Figs. 2(e) and 2(f) for comparison. As one can see, the RPA underestimates $\text{Re} \epsilon(q, \omega)$ at $x < 1$ and overestimates it at $x > 1$.\textsuperscript{14}}
Near the absorption threshold, at \(|1 - x| < \alpha_q\), the first-order results are deemed unreliable and are shown by the dashed line. In that region higher order corrections become as important as the first-order ones. An example of inapplicability of the first-order perturbation theory near \(x = 1\) is the negative sign of \(\Im \epsilon(q, \omega)\) at sufficiently large \(\alpha_q\), see the inset of Fig. 2(f).

Let us next discuss the analytical results for the function \(P_1(q, \omega)\). This function can be written as

\[
P_1(q, \omega) = 2P_a(q, \omega) + P_b(q, \omega),
\]

where \(P_a\) and \(P_b\) are the self-energy and vertex terms represented by the corresponding diagrams in Fig. 2. (The factor of 2 comes from the symmetry of the self-energy diagram.) Below we describe these terms separately.

For the self-energy contribution we have the result

\[
2P_a(q, \omega) = \frac{\alpha_q}{8\pi v} \left[ \frac{\pi}{2} \frac{1}{(1 - y^2)^{3/2}} \ln \frac{\Lambda}{q} + I_a(y) \right],
\]

where \(y = \omega/(qv) + i0\). The expression for function \(I_a(y)\), which is rather cumbersome, is given by Eq. 35 (Sec. III).

Equation (19) is written in terms of the “bare” parameters. As explained above, we should rewrite it in terms of the renormalized ones. To do so we combine \(2P_a(q, \omega)\) with the zeroth order polarization function \(P_0(q, \omega)\) [Eq. (4)] and get, to the order \(O(\alpha_q)\),

\[
P_0(q, \omega) + 2P_a(q, \omega) = \frac{1}{4} \frac{q}{v} \sqrt{1 + (x + i0)^2} + \frac{1}{8\pi} \frac{\alpha_q q}{v} I_a(x + i0).
\]

(20)

The desired renormalized \(P_0(q, \omega)\) and \(2P_a(q, \omega)\) are, respectively, the first and the second line of Eq. (20). The limiting forms of such renormalized \(2P_a\) are as follows. In the static limit we find

\[
2P_a(q, 0) = -\frac{C_a}{4} \frac{\alpha_q q}{v} q, \quad C_a = \frac{1}{8} - \frac{\ln 2}{2} + \frac{1}{\pi} \left( G - \frac{1}{6} \right) \approx 0.017,
\]

(21)

(22)
where $G = 0.916\ldots$ is the Catalan constant. In the optical limit, we obtain

$$2P_a(q, \omega) \simeq \frac{1}{16} \frac{\alpha_q q^2}{i \omega}, \quad \omega \gg v_q q.$$

(23)

We expect that the accuracy of this expression is improved if in place of $\alpha_q$ one uses $\alpha_k$, where $k$ is such that $\omega = v_k k$

Near the absorption threshold, $|x - 1| \ll 1$, we get

$$2P_a \simeq \frac{1}{16} \frac{\alpha_q q}{v_q} \left[ \frac{2 \ln 2 - \frac{5}{6} - \frac{1}{3} (1 - x^2)^{3/2}}{(1 - x^2)^{3/2}} \right].$$

(24)

Note that the coefficient in front of the dominant $(1 - x^2)^{-3/2}$ singularity depends on the renormalization procedure.

Our result for the vertex term is

$$P_b(q, \omega) = -\frac{1}{4} \frac{\alpha_q q}{v_q} I_b(x + i 0),$$

(25)

where function $I_b(y)$ is given by Eqs. [37]-[42] of Sec. [11] and is computed by numerical quadrature. The limiting forms of $P_b$ are as follows. In the static limit we find

$$P_b(q, 0) = -\frac{q}{4v_q} C_b \alpha_q,$$

where $C_b \approx 0.48$. In the optical limit, $\omega \gg v_q q$, we have

$$P_b(q, \omega) \simeq \frac{C_b}{4} \frac{\alpha_q q^2}{i \omega}, \quad C_b \approx -0.237,$$

(27)

which is consistent with $C_b = (8 - 3\pi)/6$. Near the absorption threshold $|x - 1| \ll 1$, we find the analytical expression

$$P_b(q, \omega) \simeq \frac{1}{6\pi} \frac{\alpha_q q}{v_q} \frac{1}{x - 1} \left[ \ln \left( \frac{8}{1 - x} \right) - 3 \right],$$

(28)

which agrees with the result of Ref. [29] further providing the subleading divergent term (determined by the numerical factor inside the logarithm).

### III. DERIVATION

In this section we discuss how our results for the self-energy and vertex corrections have been derived. Within the Matsubara formalism, [22] the diagrams we compute are expressed by the integrals

\[
P_a(q, i\Omega) = -\frac{N}{\beta} \sum_{\nu} \int \frac{d^2 k}{(2\pi)^2} \text{tr}[\hat{G}(k, \nu \hat{\Sigma}(k + q) \hat{G}(k + q, i\nu + i\Omega) \hat{G}(k + q, \nu + i\Omega)\hat{G}(k, \nu + i\Omega)],
\]

(29)

\[
P_b(q, i\Omega) = -\frac{N}{\beta} \sum_{\nu, \nu'} \int \frac{d^2 k}{(2\pi)^2} \left(\frac{d^2 k'}{(2\pi)^2}\right) V(k - k') \text{tr}[\hat{G}(k, \nu \hat{\Sigma}(k + q) \hat{G}(k + q, i\nu + i\Omega) \hat{G}(k' + q, i\nu' + i\Omega) \hat{G}(k', i\nu')],
\]

(30)

where $N = 4$ is the spectral degeneracy and the sums are performed over fermionic Matsubara frequencies $\nu = \pi(2n + 1)/\beta$. Green’s function $\hat{G}$, the self-energy function $\hat{\Sigma}$, and the Coulomb interaction kernel $V$ are given by

\[
\hat{G}(k, \nu) = (i\nu - v k \cdot \sigma)^{-1}, \quad \hat{\Sigma}(k) = \frac{\sigma^2}{4\kappa} k \cdot \sigma \ln \frac{\Lambda}{|k|}, \quad V(k) = \frac{2\pi e^2}{\kappa |k|},
\]

(31)

where $\sigma = \{\sigma_x, \sigma_y\}$ is the vector of the Pauli matrices. To obtain results at real frequencies $\omega$ the analytical continuation $i\Omega \rightarrow \omega + i0$ has to be done at the end of the calculation, as usual. In the zero temperature limit $\beta \rightarrow \infty$, the integration over $\nu$ and the analytic continuation lead to

\[
2P_a(q, \omega) = 2N \int \frac{d^2 k}{(2\pi)^2} \sum_k \left(1 - \hat{n}_k \cdot \hat{n}_{k+q}\right) \frac{E_{k, q}^2 + \omega^2}{E_{k, q}^2 - (\omega + i0)^2}^2, \quad E_{k, q} \equiv |k|, k + q], \quad \hat{n}_k \equiv \frac{k}{|k|},
\]

(32)

\[
P_b(q, \omega) = -\frac{N}{\beta} \frac{d^2 k}{(2\pi)^2} \left(\frac{d^2 k'}{(2\pi)^2}\right) \left[\frac{E_{k, q}^2 - (\omega + i0)^2}{E_{k', q'}^2 - (\omega + i0)^2}\right] \left\{\omega^2 \left(\hat{n}_k \cdot \hat{n}_{k+q}\right) \cdot \left(\hat{n}_{k'} \cdot \hat{n}_{k'+q}\right)ight\}.
\]

(33)

These integrals can be simplified by transformation from the Cartesian $(k_x, k_y)$ to the elliptic coordinate system $(\mu, \nu)$, where $0 \leq \mu < \infty$ and $0 \leq \nu < 2\pi$. In this system the coordinate grid is made of ellipses and hyperbolas with the foci at $k = 0$ and $k = -q$. The transformation formulas are $k_x + i k_y = (q/2)[\cosh(\mu + i \nu) - 1]$ and $d^2 k = (q/2)^2[\cosh^2 \mu - \cosh \nu]$. The integral for $2P_a$ becomes

\[
2P_a(q, \omega) = \frac{N q \nu}{8\pi^2 v} \int d\mu d\nu \left[ \ln \left(\frac{2\Lambda}{q}\right) - \ln(\cosh \mu - \cosh \nu) \right] (\cosh \mu - \cosh \nu) \frac{4 \cosh^2 \mu + (2\omega/vq)^2}{4 \cosh^2 \mu - (2\omega/vq + i0)^2}^2,
\]

(34)
which can be evaluated analytically in terms of the dilogarithm function \( \text{Li}_2(z) \). For \( \omega > 0 \) we get Eq. (19) with

\[
I_\alpha(x) = \frac{1}{3} \ln \left( \frac{1-x}{1+x} \right) - \frac{\pi}{12} \frac{3-12 \ln 2 - 6x^2 - 4x^4}{(1-x^2)^{3/2}} - \frac{i}{(1-x^2)^{3/2}} \left[ \frac{\pi^2}{4} - \text{Li}_2 \left( x + i \sqrt{1-x^2} \right) + \text{Li}_2 \left( -x - i \sqrt{1-x^2} \right) + \frac{i \pi}{2} \ln \left( x + i \sqrt{1-x^2} \right) \right].
\]

(35)
The vertex correction to the polarizability is represented by the integral in Eq. (33). Although not amenable to the standard numerical quadrature routines fail because easily done numerically and the result is real. For \( x > 1 \), the calculation of \( I_\alpha \) is by employing the elliptic coordinates:

\[
P_b(q, \omega) = -\frac{N a_0}{32 \pi^4} \int \frac{d\mu d\nu}{\cos(\mu + \mu') - \cos(\nu + \nu')} \cosh \mu \cosh \mu' \sin \nu \sin \nu'
\times \left[ \sin \nu \sin \nu' + \sinh \rho \sinh \mu' + x^2 \cosh \mu \cosh \mu' + \tanh \mu \tanh \mu' \cos \nu \cos \nu' \right],
\]

(36)
where \( y = x + i0 \). Integrating over \( \nu \) and \( \nu' \), one is lead to Eq. (25) with \( I_b \) given by the two-dimensional integral

\[
I_b(y) = \frac{N}{\pi^3} \int_0^\infty \int_0^\infty \frac{dadbF(a, b) \left[ \cosh a + (1 + 2y^2) \cosh b \right]}{|1 - 2y^2 + \cosh(a + b) | |1 - 2y^2 + \cosh(a - b) |},
\]

(37)
\[
F(a, b) = \frac{\cosh(a/2)}{\cosh(b/2)} \left\{ [K_b \cosh b - E_b(1 + \cosh b)] E_a - \frac{1}{3} \left[ -E_a \cosh a + K_a(\cosh a - 1) \right] K_b \right\},
\]

(38)
\[
K_r = K \left( \text{sech}^2 \frac{\tau}{2} \right), \quad E_r = E \left( \text{sech}^2 \frac{\tau}{2} \right),
\]

(39)
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FIG. 3. Integration contours in the complex \( \alpha \) plane to evaluate \( \text{Re} \ I_b(x) \) for \( x > 1 \) in Eq. (37). The dots indicate the poles of the integrand.

where \( K(z) \) and \( E(z) \) denote the complete elliptic integrals of the first and the second kind.

For \( x < 1 \), the calculation of \( P_b \) using these formulas is easily done numerically and the result is real. For \( x > 1 \), the standard numerical quadrature routines fail because the integration path in Eq. (37) passes near the zeros of the denominator. For such \( x \), one can derive the following alternative formulas for \( P_b \). Denoting \( x = \cos(\rho/2) \), where \( \rho > 0 \) is real, we see that the poles of the integrand are at \( a_{1,2} = \rho \mp b \). The result for \( I_b \) is complex, with the principal value integral (denoted by \( P \)) giving the real part. The \( \alpha \) integral can be computed as the integral over contour depicted by the dashed line in Fig. 3 which can be deformed into the union of contours \( C_1 \) and \( C_2 \). The real part of the integrand vanishes on \( C_2 \), and thus only \( C_1 \) contributes to \( \text{Re} \ I_b \).

In turn, the imaginary part of \( I_b \) can be obtained using the Sokhotski–Plemelj identity

\[
\frac{1}{z \pm i0} = P \frac{1}{z \mp i\pi \delta(z)},
\]

(40)
followed by simple algebraic manipulations. In the end, we obtain the alternative formulas for the real and imaginary parts of \( I_b \) suitable for \( x > 1 \):

\[
\text{Re} I_b(x + i0) = \int_0^\infty \int_0^{\pi} dB \left( \frac{\cosh \rho - \cos u}{\cosh(2b + iu) - \cosh \rho} \right) \text{Im} \left[ F_s(b + iu, b) \right],
\]

(41)
\[
\text{Im} I_b(x + i0) = \int_0^{\pi/2} \frac{1}{\sinh \rho} \left[ F_s(\mu + \rho, \rho) - \frac{F_s(\mu - \rho, \rho)}{\cosh(2\rho/2) - \cosh(\mu - \rho/2)} \right],
\]

(42)
\[
F_s(a, b) = F(a, b) \left[ \cosh a + (\cosh \rho + 2) \cosh b \right] + (a \leftrightarrow b), \quad \rho = 2 \ln \left( x + \sqrt{x^2 - 1} \right).
\]

(43)
Straightforward numerical evaluation and asymptotic analysis of these expressions lead to the results presented in Sec. II above.

Since all the above calculations have been done within the Dirac approximation, it is instructive to discuss how they can be generalized to a more realistic lattice model. We will consider in particular the self-energy term (the vertex correction can be analyzed similarly). We will show that the correction calculated from the Dirac model, Eq. (32), and that computed from the lattice model is vanishingly small in the limit of interest, \( \{ \omega \ll v/|a|, q \ll 1/|a| \} \), where \( a \) is the vector connecting a pair of nearest lattice sites.

Let the kinetic energy matrix on the lattice be \( \hat{H} = \hat{H}_k \cdot \sigma \), where \( \hat{H}_k = (\hat{H}_k^x, \hat{H}_k^y) \), and let the on-site density distributions be described by a form-factor function \( F(q) \), which is close to unity at \( q \ll 1/b \) and rapidly decays to zero at \( q \gg 1/b \), where \( b \sim a \) is the characteristic size of the site orbitals. In terms of these notations the self-energy on the lattice \( \hat{\Sigma}_q = \Sigma_q \cdot \sigma \), with \( \Sigma_q = (\Sigma_q^x, \Sigma_q^y) \), is given by the equation

\[
\Sigma_q^x + i\Sigma_q^y = \int \frac{d^2k}{(2\pi)^2} V(q-k)e^{i(q-k) \cdot a}(\hat{H}_k^x + i\hat{H}_k^y), \quad V(q) = \frac{2\pi e^2}{\kappa|q|^2} F(q), \quad \hat{H}_k \equiv \frac{\hat{H}_k}{|\hat{H}_k|}. \tag{44}
\]

Note that the form-factor \( F(q) \) regularizes the short-range behavior of the interaction potential and serves as a cutoff on the momentum transfer introduced in Refs. [18 and 19]. Note also that the integration in Eq. (44) is over the entire momentum space to account for Umklapp processes.

From Eq. (44) we see that the self-energy in the lattice model and the Dirac model [Eq. (11)] have the same functional form if the deviation \( \delta k \) of \( k \) from a corner of the BZ \( K \) is small:

\[
\Sigma_{K+\delta k} = \frac{e^2}{4\kappa} \delta k \ln \left| \frac{\Lambda_{\text{lat}}}{\delta k} \right| \left[ 1 + \mathcal{O}\left( \left| \frac{\delta k}{\Lambda_{\text{lat}}} \right| \right) \right], \quad \Lambda_{\text{lat}} \sim \frac{1}{a}. \tag{45}
\]

The lattice analog of Eq. (32) is

\[
2P^\text{lat}_a(q, \omega) = N_s \int_{\text{BZ}} \frac{d^2k}{(2\pi)^2} \Sigma_k \cdot (\hat{H}_k - \hat{H}_{k+q}) \frac{\epsilon_{k,q}^2 + \omega^2}{\epsilon_{k,q}^2 - (\omega + i0)^2} \left[ \epsilon_{k,q} = |\hat{H}_k| + |\hat{H}_{k+q}|, \right] \tag{46}
\]

where the integral is now taken over a Brillouin zone (BZ) and \( N_s = 2 \) accounts for the spin degeneracy only. It is easy to see that this integral is convergent and that the difference between Eq. (32) and Eq. (46) is of the order of \( (q/\Lambda_{\text{lat}}) \ln(q/\Lambda_{\text{lat}}) \). This difference is vanishingly small in the limit of interest, as we stated above.

**IV. DISCUSSION**

In this section we compare our work with previous literature and discuss some effects beyond the first-order perturbation theory.

The interaction correction to the static dielectric function \( \epsilon(q, 0) \) has been considered in Ref. [30]. Our Eq. (7) for this quantity differs from the result obtained therein by the numerical coefficient of the quadratic term, 0.778 versus 0.53. This discrepancy is for two reasons. First is the apparent error in the numerical evaluation of the vertex diagram in Ref. [30]. Second is the different treatment of the self-energy contribution. In Ref. [30] this contribution is assumed to be completely absorbed into the velocity renormalization. In our renormalization scheme, only the first term in Eq. (19) is absorbed while the second leaves a finite remainder, Eq. (21). This difference is not merely a matter of convention. It has to do with the principal distinction regarding the relations between observable and nonobservable quantities. While the former relations do not depend on the renormalization scheme, the latter do. In our case, the expansion of the static dielectric function \( \epsilon(q, 0) \) in powers of \( \alpha_q \) (defined by the quasiparticle phase velocity \( v_{\text{ph}} \)) is unique and given by Eq. (7). On the other hand, the expansion of \( \epsilon(q, 0) \) in powers of the “bare” coupling \( \alpha \) has the form

\[
\epsilon(q, 0) \approx 1 + \frac{\pi}{2} \alpha + \left( 0.778 - \frac{\pi}{8} \ln \left( \frac{\Lambda}{q} \right) \right) \alpha^2, \tag{47}
\]

in which the coefficient for \( \alpha^2 \) depends on the nonuniversal cutoff parameter \( \Lambda \). Clearly, this coefficient can be discussed only after the renormalization scheme is precisely defined, as we have done here.

Next, the optical limit of the polarization function has been vigorously debated in the context of the interaction correction to the universal conductivity of graphene. Our method of calculation and the final result, Eq. (9), are the same as in Ref. [18]. The interaction correction to the optical conductivity of doped graphene has been studied in Ref. [32]. In the limit \( \omega \gg \mu \), where \( \mu \) is the chemical potential measured with respect to the Dirac point, one expects to recover the behavior charac-
characteristic of neutral graphene. In this limit the results of Ref. 32 agree with those of Ref. 18 and therefore with ours. The origin of the discrepancy with Ref. 20 is discussed in Appendix A.

Finally, the behavior of $P(q, \omega)$ near the absorption threshold $|\omega/v_q q - 1| \ll 1$ has been studied by the authors of Ref. 29 (henceforth GFM). In this special region the perturbative expansion of the dielectric function diverges, see Fig. 4. The divergence of the self-energy term is stronger, $\sim (1 - x)^{-3/2}$ [Eq. (21)] than that $\sim (1 - x)^{-1} \ln(1 - x)$ [Eq. (28)] of the vertex term. However, GFM argued that the divergence of the self-energy term can be trivially absorbed into the velocity renormalization thus leaving only the divergence of the vertex. Summing the ladder series for the vertex corrections, they obtained a nonperturbative expression for $\epsilon(q, \omega)$. This expression is also plotted in Fig. 4 assuming the renormalized velocity of GFM coincides with $v_q$.

An important qualitative prediction of GFM theory is vanishing of $\text{Re} \epsilon$ at certain $x < 1$, see Fig. 4 which signals the presence of a new collective mode: “excitonic plasmon.” While we find this prediction very interesting, we wish to express some reservations in the validity of GFM approach. We believe that the nonperturbative treatment should begin with the resummation of the self-energy not the vertex term because the former is more divergent. Such a resummation would make the quasi-particle velocity $v_q$ momentum-dependent, cf. Eq. (10). In other words, the linear Dirac spectrum would be replaced by a spectrum with a finite curvature. As in the case of the static response, it is not possible to faithfully represent the effect of such a curvature by simply replacing $v$ with another constant number. It is easy to see that the finite curvature of the spectrum modifies the behavior of the dielectric function over the range of frequencies $\sim \alpha q$, which is much wider than the interval $\alpha^2 q$ where the higher-order terms considered by GFM are important, see also Fig. 4. Our preliminary analysis suggests that this significantly modifies the analytical structure of the ladder sum compared to what was obtained by GFM. This intriguing problem warrants further study.
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Appendix A: Optical limit

In this Appendix we review the derivation of the polarization function in the limit $v_q q \ll \omega$ and attempt to settle the existing dispute in the literature. In this limit the requisite integrals simplify so that they can be evaluated analytically. Equation (32) for the self-energy term can be expanded to second order in $q$ and reduces to

$$2P_a(q, \omega) \approx \int \frac{d^2 k}{(2\pi)^2} \frac{2q^2(\omega^2 + 4v^2 k^2)\Sigma_k}{k^2[4v^2 k^2 - (\omega + i0)^2]^2}.$$  \hspace{1cm} (A1)

The integration is convergent and yields

$$2P_a(q, \omega) \approx \frac{1}{16} \frac{\alpha q^2}{i\omega},$$  \hspace{1cm} (A2)

independent of $\Lambda$, which is our Eq. (43). In turn, the integral in Eq. (33) for the vertex correction is also convergent and has the value of

$$P_b(q, \omega) \approx \frac{8}{24} \frac{3\pi}{i\omega} \frac{\alpha q^2}{i\omega},$$  \hspace{1cm} (A3)

in agreement with our Eq. (27). Combining Eqs. (3), (A2), and (A3), one arrives at Eq. (9).

This straightforward calculation was questioned in Ref. 20 (henceforth referred to as JVH) where the twice larger value of $2P_a$ was obtained. JVH used the dimensional regularization (DR) scheme in which the fermions are initially assumed to live in a $2 - \varepsilon$ dimensional space. They were initially assumed to live in $D = 2 - \varepsilon$ dimensions, with the limit $\varepsilon \rightarrow 0$ taken at the end of the calculation. Let us critically analyze this approach.

Correcting several innocuous mistakes of JVH such as the overall sign error in their Eqs. (62) and its carry over into Eqs. (F3)–(F12); also, the missing factor of 4 in front of $k^2$ in the denominator of Eq. (F7)], combining together their Eqs. (F7) and (F9), doing the analytic continuation from imaginary to real frequency, and finally, temporarily setting $v \equiv 1$, we see that the DR approach predicts

$$2P_{a,\text{DR}}(q, \omega) = (D - 1) \int \frac{d^2 k}{(2\pi)^2} \frac{2q^2(\omega^2 + 4k^2)\Sigma_k^{\text{DR}}}{k^2[4k^2 - (\omega + i0)^2]^2} \approx 2q^2 \int_0^\infty dv \nu_v(k) \frac{(\omega^2 + 4k^2)\Sigma_k^{\text{DR}}}{k^2[4k^2 - (\omega + i0)^2]^2},$$  \hspace{1cm} (A4)
Here function $\nu_\varepsilon(k)$ given by

$$\nu_\varepsilon(k) = \frac{4}{(4\pi)^{D/2} \Gamma(D/2)} |k|^{D-1}$$

(A5)

generalizes the free-fermion density of states (DOS) $\nu_0(k)$ to the case of $D$ dimensions and $\Gamma(z)$ is the Euler Gamma-function. The self-energy $\Sigma_k^{DR}$ in Eq. (A4) is given by

$$\Sigma_k^{DR} = \frac{e^2}{4} \lambda^2 \frac{\Gamma(1 - D/2) \Gamma(D/2 + 1)}{(4\pi)^D/2 \Gamma(D)} \epsilon^D, \quad \text{A6}$$

where we introduced the extra factor $\lambda^2$ compared to Eq. (65) of JVH, as it is commonly done. This factor makes the (energy) units correct and goes away at the end of the calculation. However, it is convenient to think that $\lambda$ is of the order of $\omega/v$, which is the typical momentum of electrons and holes that determine the response at frequency $\omega$.

The evaluation of the integral in Eq. (A4) indeed gives the twice larger value than Eq. (A2) in the limit $\varepsilon \to 0$. Hence, the discrepancy in hand is not due to a mathematical mistake of JHV.

The debate held by the authors of Refs. 18 and 19 on the one side and JVH on the other revolved around the question of whether the ultraviolet (UV) regularization is done in a physically correct manner. Examples of the regularization schemes that have been discussed include the cutoff on the interaction potential, $V(k) \to V(k) \exp(-k/\Lambda)$ and the cutoff on the bandwidth, $\nu_0(k) \to \nu_0(k) \Theta(\Lambda - k)$. In the DR scheme, the interaction potential $V(k)$ is unchanged but the DOS is modified:

$$\nu_\varepsilon(k) \approx \frac{1 + O(\varepsilon)}{\lambda^2} \nu_0(k) \left| \frac{\lambda}{k} \right|^\varepsilon.$$  

(A7)

Note that both $\nu_0(k)$ and $\nu_\varepsilon(k)$ are the bare DOS not the renormalized one, which would follow the spectrum described by Eq. (10).

The soft UV cutoff is assured by the last factor in Eq. (A7). It is nearly unity at the physically relevant momenta $k \sim \lambda$ but gradually decreases with $k$ thereby suppressing the bare DOS below that of 2D Dirac fermions $\nu_0(k)$. The characteristic momentum cut-off scale is $\Lambda \sim \lambda^e$, at which the suppression factor is equal to $1/\varepsilon$. The same conclusion follows from the comparison of the self-energy in the DR scheme, Eq. (A6).

$$\Sigma_k^{DR} = \frac{e^2}{4} \lambda^2 \left[ 1 + \ln \frac{\Lambda}{\lambda} + O(1) \right], \quad \text{A8}$$

with Eq. (11). Accordingly, the comparison between the DR and other cutoff schemes can be done by keeping $\varepsilon$ small but finite:

$$\frac{1}{\varepsilon} = \mathcal{L} = \ln \left( \frac{\Lambda}{\lambda} \right) + O(1) \gg 1.$$  

(A9)

This kind of interpretation of the parameter $1/\varepsilon$ is well known in the practice of DR. The problem with the DR approach is therefore not the implementation of the UV cutoff but the behavior at small $k$. Within the DR scheme the correction to the bare DOS is divergent at small $k$:

$$\nu_\varepsilon(k) \approx \frac{\nu_0(k)}{\lambda^e} \left( 1 + \frac{1}{\mathcal{L}} \ln \frac{\lambda}{k} \right). \quad \text{A10}$$

Substituting Eqs. (A8)–(A10) into Eq. (A4), we get

$$2P_a^{DR}(q, \omega) \simeq 2q^2 \int_0^\infty dk \nu_0(k) \left( 1 + \frac{1}{\mathcal{L}} \ln \frac{\lambda}{k} \right) \frac{e^2}{4} k \left( \mathcal{L} + \ln \frac{\lambda}{k} \right) \frac{\omega^2 + 4k^2}{k^2(4k^2 - (\omega + i0)^2)^2} \simeq \frac{e^2}{16} \frac{q^2}{i\omega}.$$  

(A11)

In comparison, Eq. (A11) written in the same units convention reads

$$2P_a(q, \omega) = 2q^2 \int_0^\infty dk \nu_0(k) \frac{e^2}{4} k \left( \mathcal{L} + \ln \frac{\lambda}{k} \right) \frac{\omega^2 + 4k^2}{k^2(4k^2 - (\omega + i0)^2)^2} = \frac{e^2}{16} \frac{q^2}{i\omega}.$$  

(A12)

The only difference between the two expressions is in the bare DOS. The extra contribution to the integral in Eq. (A11) compared to that in Eq. (A12) comes from the product of the artificial $\nu_\varepsilon(k) - \nu_0(k)$ $\propto 1/\mathcal{L}$ correction to the bare DOS and the logarithmically large $\Sigma_k^{DR} \propto \mathcal{L}$ self-energy. Since our Eq. (A12) correctly describes the physically motivated lattice model (see Sec. III) while the DR scheme of JHV gives a different result, in our opinion the latter does not faithfully represent the behavior of electrons in graphene.

In closing, we would like to comment on the ultra-relativistic regime of extremely low frequencies and momenta at which the renormalized velocity $v_\varepsilon$ approaches the speed of light $c$ while $\alpha_0$ approaches the fine-structure constant $\alpha_0 = e^2/\hbar c \approx 1/137$. This limit is of no practical importance for real graphene samples. According to Eq. (13), it is reached at unobservably small frequencies.
and momenta of the order of

\[ \Lambda_{\text{rel}} \equiv \Lambda e^{-4/\alpha_0}. \]  \hspace{1cm} (A13)

Nevertheless, it is an interesting limit from a formal standpoint because it represents a fixed point of the renormalization group. \[ \Lambda_{\text{rel}} \]

Interaction corrections to the conductivity in the relativistic regime have been found to be,\[ \sigma(\omega, \omega) / \sigma_0 \approx 92 - 9\pi^2/18\pi \alpha_0. \] \hspace{1cm} (A14)

The smallness of the numerical coefficient \((92 - 9\pi^2)/(18\pi) \approx 0.056\), together with the smallness of its nonrelativistic counterpart [Eq. (9)] suggests that such coefficient remains small throughout the crossover from the nonrelativistic \((\omega \gg \Lambda_{\text{rel}})\) to relativistic \((\omega \ll \Lambda_{\text{rel}})\) regime. It is interesting that Ref. [34] also employed a DR scheme. Unlike in JVH treatment, the low-energy electron DOS has been preserved because the DR was performed on the \(3 + (1 - \varepsilon)\) dimensions of the \(U(1)\) photon field while the electrons remain in \(2 + 1\) dimensions.

Another recent work has presented results for the frequency-dependent optical conductivity in the relativistic regime at the one-loop level of the exact renormalization group on the same footing as those found in the nonrelativistic models we studied here. We think this is misleading for two reasons. First, the two results are expected to apply at very different frequency scales, \(\omega \ll \Lambda_{\text{rel}}\) and \(\omega \gg \Lambda_{\text{rel}}\). Their comparison is meaningful only at the common border of validity \(\omega \sim \Lambda_{\text{rel}}\) and only by the order of magnitude. Second, it seems that such a comparison would require a two-loop calculation, as in Ref. [34].
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