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Abstract
This paper studies the estimation problem for multisensor networked systems with mixed uncertainties, which include colored noises, same multiplicative noises in system parameter matrices, uncertain noise variances, as well as the one-step random delay (OSRD) and packet dropouts (PDs). This study utilizes the centralized fusion (CF) algorithm to combing all information received by each sensor, which improve the accuracy of the estimation. By using the augmentation method, de-randomization method and fictitious noise techniques, the original uncertain system is transformed into an augment model with only uncertain noise variances. Then, for all uncertainties within the allowable range, the robust CF steady-state Kalman estimators (predictor, filter, and smoother) are presented based on the worst-case CF system, in light of the minimax robust estimation principle. To demonstrate the robustness of the proposed CF estimators, the non-negative definite matrix decomposition method and Lyapunov equation approach are employed. It is proved that the robust accuracy of CF estimator is higher than that of each local estimator. Finally, the simulation example applied to the uninterruptible power system (UPS) with colored noises and multiple uncertainties illustrates the effectiveness of the proposed CF robust estimation algorithm.
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1 Introduction
1.1 Background
The multisensor information fusion technology uses computer to automatically analyze and synthesize the data from each sensor under certain criteria, so as to complete the required decision-making and estimation [1]. In recent years, the multisensor information fusion estimation has received considerable attention because it’s performance in accuracy and stability has a significant improvement compared to the single sensor system. According to whether raw data are directly utilized by the system, there are two most frequent information fusion techniques: distributed fusion and CF [2].
Kalman filtering method is a powerful tool in estimation field since the convenience to calculate on the computer. It is an algorithm that uses the linear system state equation to obtain the estimation of the state through the system input and output observation data. Since the observation data include the noise and destabilization in the system, the optimal estimation can also be regarded as a filtering process. For the conventional Kalman filtering approach to work, we should know precisely the model parameters and noise variances of the system [3]. However, this condition may not always hold in many engineering applications due to some uncertainties always appear in the system, such as stochastic parameters, uncertain perturbations, and unmodeled dynamics. One of the most well-known approach to deal the uncertainties is to introduce the robust Kalman filters [4], which was selected for its reliability and validity. The key characteristic of the robustness of the filters is that its actual filtering error variances are guaranteed to have a minimal upper bound when all of the permissible uncertainties are included.

State-dependent and noise-dependent multiplicative noises are the most common means to describe the stochastic parameter uncertainties [5–7]. Some previous studies have traditionally relied upon a basic fact that the state-dependent and noise-dependent multiplicative noises in the system model are completely different. The current study considers the same multiplicative noises in system parameter matrices, which allow us to resolve the unsettled issues.

Additionally, it is usually assumed that the noise in the uncertain systems is white noise. However, in engineering practice, the system is often disturbed by colored noise. The colored noise is also called self-correlation noise, that is, the state of noise at each time is not independent, but correlated with the state before this time [8, 9]. There are generally two methods to deal with the state estimation problem with colored noise: one is to transform the system into a new form with uncorrelated noise, and then obtain the estimator by apply the filter algorithm; the other is to directly construct a general estimation algorithm under the colored noise. The uncertainties of noise variances can be described by deterministic uncertainties. We can assume that the actual uncertain noise variances have the known conservative upper limits, because of the noise variance matrices are positive semi-definite [10, 11].

At present, the research on filtering of mixed uncertain networked systems with colored noises is also one of the hot fields. In the past years, too many researchers have been studied on the system with colored noises in observation equation or state equation, but few focuses on that the colored noises and uncertain noise variances exist simultaneously.

Compared with the traditional point-to-point control mode, the networked system reduces the system wiring, saves the system design cost, and enhances the system maintainability, interactivity and fault diagnosis ability [12–14]. It has been applied in many fields. Networked control has also become one of the core contents in the international control field. However, due to the limited bandwidth and energy in the communication process, it is inevitable to cause random uncertainties such as random sensor delays, PDs, and missing observations [15–18]. Using Bernoulli random variables with values of 0 or 1 to describe the uncertainty in networked systems is one of the common methods [19–21].
1.2 Related work
Over the past years, a great deal of research into robust or optimal state estimation has focused on the multisensor networked systems with mixed uncertainties [8, 9, 22–29].

For uncertain multi-rate sampled-data systems with norm bounded uncertain parameters, stochastic nonlinearities and the colored observation noises [8], a new fusion estimation scheme is proposed with the help of covariance intersection method, and the consistency of the proposed fusion estimation scheme is shown. However, the reference [8] failed to deal with the multiplicative noises and networked random uncertainties. For uncertain networked systems with state-dependent multiplicative noises, time-correlated additive noises and PDs, on the basis of the linear minimum variance (LMV) criterion, [9] designed the optimal linear recursive full-order state estimators. However, [9] have not been able to address the random sensor delays and the noise-dependent multiplicative noises. According the neighboring information from each sensor, [22] proposed the distributed filters for the multisensor systems with fading observations and time-correlated observation noises. However, the random sensor delays and multiplicative noises are not considered in [22]. By utilizing the Lévy–Ito theorem, for the discrete time-varying systems with non-Gaussian Lévy and time-correlated additive observation noises, [23] designed a modified recursive Tobit Kalman filter. However, [23] have not studied the multiplicative noises and networked random uncertainties. For linear discrete time-varying stochastic systems with multiple PDs and colored observation noises [24], based on the estimated observation values, the optimal estimators (filter, predictor, and smoother) are developed via an innovation analysis approach. However, [24] have not considered the random sensor delays and multiplicative noises in the system models. In the sense of minimum mean-square error, [25] have been established the recursive state estimation algorithms for the systems with OSRD, PDs, and time-correlated multiplicative noises. However, [25] have failed to consider the state-dependent and noise-dependent multiplicative noises in the system models.

Based on the transformed observations, [26] introduced the recursive distributed and CF estimation algorithms to solve the problem about multisensor systems with time-correlated observation noises in both the sensor outputs and the transmission connections. However, [26] have not taken the noise-dependent multiplicative noises and random sensor delays into account. For systems with multiplicative and time-correlated additive observation noises, a convergence condition of the optimal linear estimator is obtained in [27]. However, the studies in [27] have failed to take the noise-dependent multiplicative noises and networked random uncertainties into account. For multisensor system with random parameter matrices, colored observation noises, uncertain observations, random sensor delays, and PDs [28], the optimal linear CF estimators are obtained via an innovation approach. However, in [28], the uncertainties in system model do not contain the noise-dependent multiplicative noises.

According to the linear minimum mean square error criterion, [29] have proposed an optimal state estimator for the discrete-time linear systems with multiplicative observation noises and time-correlated additive observation noise. However, [29] have failed to address the multiplicative noises in the state matrix, the noise-dependent multiplicative noises, and the networked random uncertainties.
Additionally, the studies in [8, 9, 22–29] are all assume that the noise variances be exactly known. In many cases, however, this condition is not valid.

1.3 Innovation

The main innovation in this paper is as follows:

1. The paper gives an innovative and comprehensive multisensor networked system model, which considered simultaneously the colored noises, multiplicative noises, OSRD, PDs, and uncertain noise variances. Previous studies generally assumed that the noise in the systems was white noises, and few studies focused on the robust estimation problem with colored noises.

2. By using the augmented method, de-randomization method and the fictitious noise technique, as well as defining some perturbation direction matrices, the original system with colored noises and multiple uncertainties is transformed into the augmented CF system only with uncertain noise variances. In light of the minimax robust estimation principle, the robust CF steady-state Kalman estimators are proposed.

3. By employing a mixed approach, which consists of non-negative definite matrix decomposition method and Lyapunov equation approach, the robustness of CF estimators for all allowable uncertainties is proved.

4. A simulation example applied to the UPS with colored noises and mixed uncertainties is given, which verifies the effectiveness and applicability of the proposed method.

### Nomenclature

| Symbol | Description |
|--------|-------------|
| $\mathbb{R}^n$ | $n$-Dimensional Euclidean space |
| diag(·) | Diagonal matrix |
| $\Lambda^T$ | Transpose of matrix $\Lambda$ |
| Prob(·) | Occurrence probability of event “·” |
| tr(Λ) | Trace of matrix $\Lambda$ |
| $\mathbb{E}[·]$ | Mathematical expectation operator |
| $\mathbb{R}^{n\times n}$ | Set of $n\times n$ real matrices |
| $\otimes$ | Kronecker product |
| $\Lambda^{-1}$ | Inverse of matrix $\Lambda$ |
| $I_n$ | $n$ by $n$ identity matrix |
| $\rho(\Lambda)$ | Spectrum radius of matrix $\Lambda$ |
| $0$ | Zero matrix with suitable dimension |

2 Problem statement

The system model to be researched is as follows:

$$x(t + 1) = \left( \Phi + \sum_{k=1}^{q} \xi_k(t) \Phi_k \right) x(t) + \left( \Gamma + \sum_{k=1}^{q} \xi_k(t) \Gamma_k \right) w(t)$$

(1)
\[ z_i(t) = \left( H_i + \sum_{k=1}^{q} \xi_k(t) H_{ik} \right) x(t) + \left( C_i + \sum_{k=1}^{q} \xi_k(t) C_{ik} \right) w(t) + g_i(t), \quad i = 1, \ldots, L \]

\[ w(t + 1) = Dw(t) + \eta(t) \]

\[ y_i(t) = \zeta_i(t) z_i(t) + (1 - \zeta_i(t))(1 - \zeta_i(t - 1)) z_i(t - 1) \]

where \( x(t) \in \mathbb{R}^n \) is the state to be estimated, \( z_i(t) \in \mathbb{R}^{m_i} \) is the observation of \( i \)th sensor, \( y_i(t) \in \mathbb{R}^{m_i} \) is the observation received by the estimator in network, \( w(t) \in \mathbb{R}^r \) is the colored noise, \( g_i(t) \in \mathbb{R}^{m_i}, i = 1, \ldots, L \), and \( \eta(t) \in \mathbb{R}^r \) are the additive white noises, \( \xi_k(t) \in \mathbb{R}^3, k = 1, \ldots, q \) are the multiplicative noises.

\[ \Phi \in \mathbb{R}^{nxn}, \Phi_k \in \mathbb{R}^{nxn}, \Gamma \in \mathbb{R}^{nxr}, \Gamma_k \in \mathbb{R}^{nxr}, H_i \in \mathbb{R}^{m_i \times n}, \sigma \in \mathbb{R}^{m_i \times r}, C_i \in \mathbb{R}^{m_i \times r}, \]

and \( D \in \mathbb{R}^{r \times r} \) are known constant matrices with suitable dimensions, \( q \) is the number of multiplicative noises, \( L \) is the number of sensors.

**Hypothesis 1**  The probabilities of mutually uncorrelated scalar Bernoulli white noises \( \zeta_i(t) \in \mathbb{R}^1, i = 1, \ldots, L \) is.

\[ \text{Prob}(\zeta_i(t) = 1) = \varphi_i, \quad \text{Prob}(\zeta_i(t) = 0) = 1 - \varphi_i \]

where \( \varphi_i, i = 1, \ldots, L \) are known and \( 0 \leq \varphi_i \leq 1 \), and \( \zeta_i(t) \) are uncorrelated with other stochastic signals.

The following results can be got from Hypothesis 1:

\[ E[\zeta_i(t)] = \varphi_i, \quad E[\zeta_i^2(t)] = \zeta_i, \quad E[\zeta_i(t) - \zeta_i] = \zeta_i(1 - \zeta_i), \quad E[(\zeta_i(t) - \zeta_i)(\zeta_i(t) - \zeta_i)] = 0, \quad i \neq j \]

(5)

The aims of (4) are to describe the uncertainties in the networked system, including OSRD and PDs. If \( \zeta_i(t) = 1 \), then \( y_i(t) = z_i(t) \), (no OSRD and PDs); if \( \zeta_i(t) = 0 \) and \( \zeta_i(t - 1) = 0 \), then \( y_i(t) = z_i(t - 1) \) (OSRD); if \( \zeta_i(t) = 0 \) and \( \zeta_i(t - 1) = 1 \), then \( y_i(t) = 0 \) (PDs).

**Hypothesis 2**  \( \eta(t), g_i(t), i = 1, \ldots, L \) and \( \xi_k(t), k = 1, \ldots, q \) are mutually uncorrelated white noises with zero means. 

\[ E[\eta(t)\eta^T(u)] = \overline{\mathbf{R}}_{\eta\eta}, E[g_i(t)g_i^T(u)] = \overline{\mathbf{R}}_{g_i g_i}, E[\xi(t)\xi^T(u)] = \overline{\mathbf{R}}_{\xi\xi}, \delta_{t} \]

\[ E[\zeta_i(t)\zeta_i^T(u)] = \overline{\mathbf{R}}_{\zeta_i \zeta_i}, \delta_{t} \]

\[ E[y_i(t)y_i^T(u)] = \overline{\mathbf{R}}_{y_i y_i}, \delta_{t} \]

\[ E[x(0)] = \mu_0, E[(x(0) - \mu_0)(x(0) - \mu_0)^T] = \overline{\mathbf{R}}_{0} \].

**Hypothesis 3**  \( x(0) \) is uncorrelated with \( \eta(t), g_i(t), \xi_k(t), \) and \( \zeta_i(t) \), and \( E[x(0)] = \mu_0, E[(x(0) - \mu_0)(x(0) - \mu_0)^T] = \overline{\mathbf{R}}_{0} \).

**Hypothesis 4**  \( \overline{\mathbf{R}}_{\eta}, \overline{\mathbf{R}}_{g_i}, \overline{\mathbf{R}}_{\xi} \) and \( \overline{\mathbf{R}}_{0} \) have, respectively, known conservative upper bounds \( \overline{\mathbf{R}}_{\eta}, \overline{\mathbf{R}}_{g_i}, \overline{\mathbf{R}}_{\xi} \), and \( \overline{\mathbf{R}}_{0} \) that is

\[ \overline{\mathbf{R}}_{\eta} \leq \overline{\mathbf{R}}_{\eta}, \overline{\mathbf{R}}_{\xi} \leq \overline{\mathbf{R}}_{\xi}, \overline{\mathbf{R}}_{0} \leq \overline{\mathbf{R}}_{0} \]
If the noise variances in system (1)–(4) take \( R_\eta, R_{g\phi}, \sigma_{\xi_\alpha}^2 \), and \( P_\alpha \) then the system (1)–(4) is called “worst-case” system. The minimax robust estimate principle means that, for the “worst-case” system, proposing the “minimum” variance estimator. The purpose of this paper is to introduce a estimators with robustness for state \( x(t) \) via the “minimax robust estimate principle”.

The meaning of robustness is that there are the minimal upper bounds \( P_c(N) \) for the actual CF steady-state estimation error variances \( \bar{P}_c(N) \), i.e., \( \bar{P}_c(N) \leq P_c(N) \).

### 3 Methods

#### 3.1 Augmented CF system

To begin this process, a new vector \( \delta_i(t) \) is introduced, which is defined as follows:

\[
\delta_i(t) = (1 - \zeta_i(t))z_i(t) \tag{7}
\]

combining (2) and (7), we get that

\[
\delta_i(t) = (1 - \zeta_i(t))\left( H_i + \sum_{k=1}^{q} \xi_k(t)H_{ik} \right)x(t) + (1 - \zeta_i(t))\left( C_i + \sum_{k=1}^{q} \xi_k(t)C_{ik} \right)w(t) + (1 - \zeta_i(t))g_i(t) \tag{8}
\]

meanwhile, combining (2), (4), and (7), the local observations \( y_i(t) \) given by (4) can be converted into the following form:

\[
y_i(t) = \zeta_i(t)\left( H_i + \sum_{k=1}^{q} \xi_k(t)H_{ik} \right)x(t) + \zeta_i(t)\left( C_i + \sum_{k=1}^{q} \xi_k(t)C_{ik} \right)x(t) + (1 - \zeta_i(t))\delta_i(t - 1) \tag{9}
\]

The corresponding CF observations can be obtained by, respectively, combining the local observations given by (8) and (9)

\[
\delta^{(c)}(t) = (I_m - \zeta(t))\left( H^{(c)} + \sum_{k=1}^{q} \xi_k(t)H^{(c)}_{k} \right)x(t) + (I_m - \zeta(t))\left( C^{(c)} + \sum_{k=1}^{q} \xi_k(t)C^{(c)}_{k} \right)x(t) + (I_m - \zeta(t))\delta^{(c)}(t - 1) \tag{10}
\]

\[
y^{(c)}(t) = \zeta(t)\left( H^{(c)} + \sum_{k=1}^{q} \xi_k(t)H^{(c)}_{k} \right)x(t) + \zeta(t)\left( C^{(c)} + \sum_{k=1}^{q} \xi_k(t)C^{(c)}_{k} \right)x(t) + (I_m - \zeta(t))\delta^{(c)}(t - 1) \tag{11}
\]

where

\[
\delta^{(c)}(t) = [\delta^{(c)}_1(t), \ldots, \delta^{(c)}_l(t)]^T, \quad y^{(c)}(t) = [y^{(c)}_1(t), \ldots, y^{(c)}_l(t)]^T, \quad g^{(c)}(t) = [g^{(c)}_1(t), \ldots, g^{(c)}_l(t)]^T.
\]

\[
\zeta(t) = \text{diag}(\zeta_1(t), \ldots, \zeta_l(t), I_m), \quad I_m = \text{diag}(I_{m_1}, \ldots, I_{m_l}), \quad m = \sum_{i=1}^{l} m_i, \quad H^{(c)} = [H^{(c)}_1, \ldots, H^{(c)}_l]^T, \quad C^{(c)} = [C^{(c)}_1, \ldots, C^{(c)}_l]^T, \quad C^{(c)}_k = [C^{(c)}_{k1}, \ldots, C^{(c)}_{kl}]^T.
\]

Combining (1), (3), (10), and (11), the following augmented CF system can be obtained
where

\[
x_a(t + 1) = \Phi_a(t)x_a(t) + \Gamma_a(t)w_a(t)
\]

\[
y^{(c)}(t) = H_a(t)x_a(t) + C_a(t)w_a(t)
\]

By means of the de-randomization method, the system (13) and (14) with random parameter matrices can be transformed into the following system with constant parameter matrices and multiplicative noises

\[
x_a(t + 1) = \left( \Phi_a^m + \sum_{k=1}^{q} \xi_k(t)\Phi_a^{k} + \sum_{i=1}^{L} \xi_i(t)\Phi_a^{i} + \sum_{i=1}^{L} \xi_i(t)\sum_{k=1}^{q} \xi_k(t)\Phi_a^{k} \right) x_a(t) + \left( \Gamma_a^m + \sum_{i=1}^{L} \xi_i(t)\Gamma_a^{i} \right) w_a(t)
\]

\[
y^{(c)}(t) = \left( H_a^m + \sum_{k=1}^{q} \xi_k(t)H_a^{k} + \sum_{i=1}^{L} \xi_i(t)H_a^{i} + \sum_{i=1}^{L} \xi_i(t)\sum_{k=1}^{q} \xi_k(t)H_a^{k} \right) x_a(t) + \left( C_a^m + \sum_{i=1}^{L} \xi_i(t)C_a^{i} \right) w_a(t)
\]
Noting that the matrices $N_i \in R^{m \times m}$, and $N_1 = \text{diag}(I_{m_1}, (0)_{m_2 \times m_2}, \ldots, (0)_{m_L \times m_L})$, $N_2 = \text{diag}(0_{m_1 \times m_1}, I_{m_2}, (0)_{m_3 \times m_3}, \ldots, (0)_{m_L \times m_L})$, etc. In addition, utilizing (5) yields that the statistic properties of $\zeta_i(t)$ are as follows:

$$E[\zeta_i(t)] = 0, \quad \sigma^2_{\zeta_i} = E[\zeta_i(t)\zeta_i^T(t)] = E[\zeta_i^2(t)] = \zeta_i(1-\zeta_i), \quad E[\zeta_i(t)\zeta_j^T(t)] = 0, \quad i \neq j.$$  

**Lemma 1** [10] Let $R_i$ be the $m_i \times m_i$ positive semi-definite matrix, i.e., $R_i \geq 0$, then the block-diagonal matrix $R_3 = \text{diag}(R_1, \ldots, R_L)$ is also positive semi-definite, i.e., $R_3 = \text{diag}(R_1, \ldots, R_L) \geq 0$.

From (12), and conservative variances $\overline{R}_g^{(c)} = \text{diag}(\overline{R}_{g1}, \ldots, \overline{R}_{gL})$, and $\overline{R}_g^{(c)} = \text{diag}(\overline{R}_{g1}, \ldots, \overline{R}_{gL})$ of $g^{(c)}(t)$ can be obtained. According to the Lemma 1 above, subtracting the actual variances $\overline{R}_g^{(c)} = \text{diag}(\overline{R}_{g1}, \ldots, \overline{R}_{gL})$ from conservative variances $R_g^{(c)} = \text{diag}(R_{g1}, \ldots, R_{gL})$ of $g^{(c)}(t)$, the following inequality can be obtained:

$$\overline{R}_g^{(c)} \geq R_g^{(c)}$$  

(19)

From (15), for the white noise $w_a(t)$, we get its actual variances $\overline{Q}_a = \text{diag}(\overline{R}_g, \overline{R}_g^{(c)})$ and conservative variances $Q_a = \text{diag}(R_g, R_g^{(c)})$. Similarly, based on the Lemma 1, subtracting $\overline{Q}_a$ from $Q_a$, and utilizing (6), (19), the following relationship can be obtained:

$$\overline{Q}_a \leq Q_a$$  

(20)

### 3.2 Actual and conservative state second order non-central moments

On the basis of the form of $X_a(t)$ from (16), the actual second order non-central moments $\overline{X}_a(t)$ and conservative value $X_a(t)$ can be calculated

$$\overline{X}_a(t + 1) = \Phi_a^T \overline{X}_a(t) \Phi_a^T + \sum_{k=1}^{q} \sigma^2_k \Phi_a^T \overline{X}_a \Phi_a^T \Phi_a^T + \sum_{i=1}^{L} \sigma^2_{\zeta_i} \Phi_a^T \overline{X}_a(t) \Phi_a^T \Phi_a^T$$

$$+ \sum_{i=1}^{L} \sigma^2_{\zeta_i} \sum_{k=1}^{r} \sigma^2_k \Phi_a^T \overline{X}_a(t) \Phi_a^T \Phi_a^T + \sum_{i=1}^{L} \sigma^2_{\zeta_i} \quad \gamma_a \gamma_a^T$$  

\[ (21) \]

### 3.2 Actual and conservative state second order non-central moments

On the basis of the form of $X_a(t)$ from (16), the actual second order non-central moments $\overline{X}_a(t)$ and conservative value $X_a(t)$ can be calculated

$$X_a(t + 1) = \Phi_a^T X_a(t) \Phi_a^T + \sum_{k=1}^{q} \sigma^2_k \Phi_a^T \overline{X}_a(t) \Phi_a^T \Phi_a^T + \sum_{i=1}^{L} \sigma^2_{\zeta_i} \Phi_a^T X_a(t) \Phi_a^T \Phi_a^T$$

$$+ \sum_{i=1}^{L} \sigma^2_{\zeta_i} \sum_{k=1}^{r} \sigma^2_k \Phi_a^T \overline{X}_a(t) \Phi_a^T \Phi_a^T + \sum_{i=1}^{L} \sigma^2_{\zeta_i} \quad \gamma_a \gamma_a^T$$  

\[ (22) \]

$\overline{X}_a(0) = \text{diag}(\overline{X}(0), (0)_{r \times r}, (0)_{m \times m})$, $X_a(0) = \overline{P}_0 + \overline{\mu}_0 \overline{\mu}_0^T$, and $X_a(0) = \text{diag}(X(0), (0)_{r \times r}, (0)_{m \times m})$, $X(0) = P_0 + \mu_0 \mu_0^T$ are, respectively, the initial values of $\overline{X}_a(t)$ and $X_a(t)$. 


Lemma 2  Under the conditions of Hypothesis 4, the relationship between actual and conservative state second order non-central moments of the state $x_a(t)$ can be obtained.

$$\bar{X}_a(t) \leq X_a(t), \quad t \geq 0$$  \hspace{1cm} (23)

Proof  It is completely similar to the proof of Lemma 5 in [6], we can prove Lemma 2. The proof is completed. □

Lemma 3  Under the conditions of Hypotheses 1–4, if $\rho(\Phi) < 1$, $\Phi = \Phi^m \otimes \Phi_a + \sum_{k=1}^{q} \Phi^{e_k} \otimes \Phi^{e_k} + \sum_{i=1}^{L} \Phi^{e_i} \otimes \Phi^{e_i} + \sum_{i=1}^{L} \sum_{k=1}^{q} m^2 \Phi^{e_k \otimes e_i}$, then we have the following convergences.

$$\lim_{t \to \infty} \bar{X}_a(t) = \bar{X}_a, \quad \lim_{t \to \infty} X_a(t) = X_a$$  \hspace{1cm} (24)

$$\begin{align*}
\bar{X}_a &= \Phi^m \bar{X}_a \Phi^m^t + \sum_{k=1}^{q} \sigma_{e_k}^2 \Phi^{e_k} \bar{X}_a \Phi^{e_k^t} + \sum_{i=1}^{L} \sigma_{e_i}^2 \Phi^{e_i} \bar{X}_a \Phi^{e_i^t} + \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{e_i}^2 \Phi^{e_k \otimes e_i} \\
&+ \Gamma^m Q^a \Gamma^m^t + \sum_{i=1}^{L} \sigma_{e_i}^2 \Gamma^{e_i} Q^a \Gamma^{e_i^t}
\end{align*}$$  \hspace{1cm} (25)

$$\begin{align*}
X_a &= \Phi^m X_a \Phi^m^t + \sum_{k=1}^{q} \sigma_{e_k}^2 \Phi^{e_k} X_a \Phi^{e_k^t} + \sum_{i=1}^{L} \sigma_{e_i}^2 \Phi^{e_i} X_a \Phi^{e_i^t} + \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{e_i}^2 \Phi^{e_k \otimes e_i} \\
&+ \Gamma^m Q^a \Gamma^m^t + \sum_{i=1}^{L} \sigma_{e_i}^2 \Gamma^{e_i} Q^a \Gamma^{e_i^t}
\end{align*}$$  \hspace{1cm} (26)

Proof  If $\rho(\Phi) < 1$, similar to the proof of references [30, 31], by utilizing the practical application scene of the result in [32, 33], the Lemma 3 can be proved to be true. This completes the proof. □

Combining (23) and (24), we have that

$$\bar{X}_a \leq X_a$$  \hspace{1cm} (27)

3.3 Fictitious process and observation noises

A noise $w_f(t)$ is introduced as the fictitious process noise, which can compensate the multiplicative noise term in (16)

$$w_f(t) = \left( \sum_{k=1}^{q} \xi_k(t) \Phi^{e_k} + \sum_{i=1}^{L} \xi_{iz}(t) \Phi^{e_i} + \sum_{i=1}^{L} \xi_{iz}(t) \sum_{k=1}^{q} \xi_k(t) \Phi^{e_k \otimes e_i} \right)$$

$$x_a(t) + \left( \Gamma^m_a + \sum_{i=1}^{L} \xi_{iz}(t) \Gamma^e_a \right) w_a(t)$$  \hspace{1cm} (28)

where the $w_f(t)$ is white noise with zero mean.
Thus, (16) will be rewritten in the following form:

\[ x_a(t + 1) = \Phi^m_a x_a(t) + w_f(t) \]  

(29)

From (28), the actual and conservative steady-state variances of fictitious process noise \( w_f(t) \) are, respectively, calculated by

\[
\overline{Q}_f = \sum_{k=1}^{q} \sigma_{\xi_k}^2 \Phi_{\xi k}^T \bar{X}_a \Phi_{\xi k}^T + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Phi_{\xi i}^T \bar{X}_a \Phi_{\xi i}^T + \sum_{k=1}^{q} \sigma_{\xi_k}^2 \sum_{k=1}^{q} \Phi_{\xi k}^T \bar{X}_a \Phi_{\xi k}^T
\]

\[ + \Gamma^m_a \overline{Q}_a \Gamma^m a + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Gamma^\xi i \bar{Q}_a \Gamma^\xi i \]  

(30)

\[
Q_f = \sum_{k=1}^{q} \sigma_{\xi_k}^2 \Phi_{\xi k}^T \Delta X_a \Phi_{\xi k}^T + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Phi_{\xi i}^T \Delta X_a \Phi_{\xi i}^T + \sum_{k=1}^{q} \sigma_{\xi_k}^2 \sum_{k=1}^{q} \Phi_{\xi k}^T \Delta X_a \Phi_{\xi k}^T
\]

\[ + \Gamma^m_a Q_a \Gamma^m a + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Gamma^\xi i Q_a \Gamma^\xi i \]  

(31)

Define \( \Delta Q_f = Q_f - \overline{Q}_f \), \( \Delta X_a = X_a - \bar{X}_a \), \( \Delta \sigma_{\xi_k}^2 = \sigma_{\xi_k}^2 - \overline{\sigma}_{\xi_k}^2 \), then subtracting (30) from (31) yields

\[
\Delta Q_f = \sum_{k=1}^{q} \sigma_{\xi_k}^2 \Phi_{\xi k}^T \Delta X_a \Phi_{\xi k}^T + \sum_{k=1}^{q} \Delta \sigma_{\xi_k}^2 \Phi_{\xi k}^T \bar{X}_a \Phi_{\xi k}^T
\]

\[ + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Phi_{\xi i}^T \Delta X_a \Phi_{\xi i}^T + \sum_{i=1}^{L} \sigma_{\xi i}^2 \sum_{k=1}^{q} \Phi_{\xi k}^T \Delta X_a \Phi_{\xi k}^T
\]

\[ + \sum_{i=1}^{L} \sigma_{\xi i}^2 \sum_{k=1}^{q} \Phi_{\xi k}^T \Delta X_a \Phi_{\xi k}^T + \Gamma^m_a \Delta Q_a \Gamma^m a + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Gamma^\xi i \Delta Q_a \Gamma^\xi a \]  

(32)

by analyzing (32) through utilizing (20) and (27), we can get that \( \Delta Q_f \geq 0 \), i.e.,

\[ \overline{Q}_f \leq Q_f \]  

(33)

Similarly, the noise \( v_f(t) \) is introduced as the fictitious observation noise in (17)

\[
v_f(t) = \left( \sum_{k=1}^{q} \xi_k(t) H_{\xi k}^m \right) x_a(t) + \sum_{i=1}^{L} \xi_i(t) H_{\xi i}^m + \sum_{i=1}^{L} \xi_i(t) H_{\xi i}^m + \sum_{k=1}^{q} \xi_k(t) H_{\xi k}^m
\]

\[ x_a(t) + \left( C^m_a + \sum_{i=1}^{L} \xi_i(t) C^\xi_i a \right) w_a(t) \]  

(34)

and the \( v_f(t) \) is white noise with zero mean.

Therefore, (17) will be rewritten in the following form:

\[ y(t) = H^m_a x_a(t) + v_f(t) \]  

(35)

The actual and conservative steady-state variances of \( v_f(t) \) are, respectively,
\[ R_f = \sum_{k=1}^{q} \sigma^2_{\xi_k} X_a H_a^{kT} + \sum_{i=1}^{L} \sigma^2_{\xi_i} H^\xi_i X_a H^\xi_i T + \sum_{k=1}^{q} \sigma^2_{\xi_k} \sum_{k=1}^{q} \sigma^2_{\xi_k} H_{ki} H_a^{kT} \]
\[ + C^m_a Q_a C_a^T + \sum_{i=1}^{L} \sigma^2_{\xi_i} C^\xi_i Q_a C_a^T \]  
(36)

\[ R_f = \sum_{k=1}^{q} \sigma^2_{\xi_k} X_a H_a^{kT} + \sum_{i=1}^{L} \sigma^2_{\xi_i} H^\xi_i X_a H^\xi_i T + \sum_{i=1}^{L} \sigma^2_{\xi_i} \sum_{k=1}^{q} \sigma^2_{\xi_k} H_{ki} X_a H_a^{kT} \]
\[ + C^m_a Q_a C_a^T + \sum_{i=1}^{L} \sigma^2_{\xi_i} C^\xi_i Q_a C_a^T \]  
(37)

Define \( \Delta R_f = R_f - R_f \), subtracting (36) from (37) yields

\[ \Delta R_f = \sum_{k=1}^{q} \sigma^2_{\xi_k} H_{ki} X_a H_a^{kT} + \sum_{i=1}^{L} \sum_{k=1}^{q} \Delta \sigma^2_{\xi_i} H_{ki} X_a H_a^{kT} + \sum_{i=1}^{L} \sigma^2_{\xi_i} \sum_{k=1}^{q} \Delta \sigma^2_{\xi_k} H_{ki} X_a H_a^{kT} \]
\[ + C^m_a \Delta Q_a C_a^T + \sum_{i=1}^{L} \sigma^2_{\xi_i} C^\xi_i \Delta Q_a C_a^T \]  
(38)

utilizing (20) and (27), it is easy to prove that

\[ R_f \leq R_f \]  
(39)

Next, the correlate matrices of the two fictitious noises introduced above are calculated, and their actual and conserved values are as follows

\[ S_f = \sum_{k=1}^{q} \sigma^2_{\xi_k} X_a H_a^{kT} + \sum_{i=1}^{L} \sum_{i=1}^{L} \sigma^2_{\xi_i} H^\xi_i X_a H^\xi_i T + \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma^2_{\xi_k} \Phi^\xi_{ki} X_a H_a^{kT} \]
\[ + \Gamma^m_a Q_a C_a^T + \sum_{i=1}^{L} \sigma^2_{\xi_i} C^\xi_i Q_a C_a^T \]  
(40)

\[ S_f = \sum_{k=1}^{q} \sigma^2_{\xi_k} X_a H_a^{kT} + \sum_{i=1}^{L} \sum_{i=1}^{L} \sigma^2_{\xi_i} H^\xi_i X_a H^\xi_i T + \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma^2_{\xi_k} \Phi^\xi_{ki} X_a H_a^{kT} \]
\[ + \Gamma^m_a Q_a C_a^T + \sum_{i=1}^{L} \sigma^2_{\xi_i} C^\xi_i Q_a C_a^T \]  
(41)

Define \( \Delta S_f = S_f - S_f \), subtracting (40) from (41) yields
$$\Delta S_f = \sum_{k=1}^{q} \sigma_{\xi k}^2 \Phi_{d}^{\xi k} \Delta X_{a} H_{a}^{k T} + \sum_{k=1}^{q} \Delta \sigma_{\xi k}^2 \Phi_{d}^{\xi k} X_{a} H_{a}^{k T} + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Phi_{d}^{\xi i} \Delta X_{a} H_{a}^{i T}$$

$$+ \sum_{i=1}^{L} \sigma_{\xi i}^2 \sum_{k=1}^{q} \sigma_{\xi k}^2 \Phi_{d}^{\xi k} X_{a} H_{a}^{k T} + \sum_{i=1}^{L} \Delta \sigma_{\xi i}^2 \Phi_{d}^{\xi i} X_{a} H_{a}^{i T}$$

$$+ \Gamma_{m}^{a} \Delta Q_{a} C_{a}^{m T} + \sum_{i=1}^{L} \sigma_{\xi i}^2 \Gamma_{m}^{a} \Delta Q_{a} C_{a}^{i T}$$

**Hypothesis 5** Assume that the pair $$(\Phi_{m}^{a}, H_{m}^{a})$$ is completely detectable, and the pair $$(\Phi_{m}, \Upsilon)$$ is completely stabilizable, where $\Phi_{m} = \Phi_{a}^{m} - S_{m} H_{a}^{m}, S_{m} = S_{f} R_{f}^{-1}, \Upsilon^{T} = Q_{f} - S_{f} R_{f}^{-1} S_{f}^{T}$$.

### 4 Results

#### 4.1 Robust CF steady-state Kalman predictor

The CF system (29) and (35) with known conservative noise statistics $Q_{a}, R_{a},$ and $S_{f}$ are called worst-case conservative system. Under the conditions of Hypotheses 1–5, applying the standard Kalman filtering algorithm [3], for the worst-case conservative system, yields that the steady-state one-step Kalman predictor is given as

$$\hat{x}_{a}(t+1|t) = \Psi_{ap} \hat{x}_{a}(t|t-1) + K_{ap} y^{(c)}(t)$$

$$e_{a}(t) = y^{(c)}(t) - H_{a}^{m} \hat{x}_{a}(t|t-1)$$

$$\Psi_{ap} = \Phi_{a}^{m} - K_{ap} H_{a}^{m}, \quad K_{ap} = \left[ \Phi_{a}^{m} P_{a}(-1) H_{a}^{m T} + S_{f} \right] Q_{xa}^{-1}, \quad Q_{xa} = H_{a}^{m} P_{a}(-1) H_{a}^{m T} + R_{f}$$

with the initial value $\hat{x}_{a}(0|1) = \left[ \mu_{0}^{T} \left( (0)_{r \times 1} \right) \left( (0)_{m \times 1} \right)^{T} \right]^{T}$, and $\Psi_{ap}$ is stable.

The conservative steady-state prediction error variance $P_{a}(-1)$ satisfies the following steady-state Riccati equation

$$P_{a}(-1) = \Phi_{a}^{m} P_{a}(-1) \Phi_{a}^{m T} - \left[ \Phi_{a}^{m} P_{a}(-1) H_{a}^{m T} + S_{f} \right] \times \left[ H_{a}^{m} P_{a}(-1) H_{a}^{m T} + R_{f} \right]^{-1}$$

$$\left[ \Phi_{a}^{m} P_{a}(-1) H_{a}^{m T} + S_{f} \right]^{T} + Q_{f}$$

### Remark 1

The local observations $y_{i}(t)$, produced by the “worst-case” system (1)–(4), are called conservative local observations and are unavailable (unknown). Thus, the conservative CF observations $y^{(c)}(t)$, consisted by conservative local observations $y(t)$, are also unavailable. The observations $y_{i}(t)$ generated from the actual system (1)–(4) with the actual variances $\tilde{R}_{a}, \tilde{R}_{d}, \sigma_{\xi i}^{2},$ and $\tilde{P}_{a}$ are called actual observations and are available (known). Furthermore, the actual CF observations $y^{(c)}(t)$, consisted by actual local observations $y_{i}(t)$, are also available. In (43), replacing the conservative CF observations $y^{(c)}(t)$ by the actual CF observations $y^{(c)}(t)$, the actual CF Kalman predictor can be obtained.
The steady-state prediction error is \( \hat{x}_a(t+1|t) = x_a(t+1) - \hat{x}_a(t+1|t) \), subtracting (43) from (29) yields

\[
\hat{x}_a(t+1|t) = \Psi_{ap} \hat{x}_a(t|t-1) + w_f(t) - K_{ap}v_f(t) = \Psi_{ap} \hat{x}_a(t|t-1) + [I_{n+r+m}-K_{ap}] \lambda_f(t)
\]

where

\[
\lambda_f(t) = \begin{bmatrix} w_f^T(t) & v_f^T(t) \end{bmatrix}^T
\]

the actual and conservative steady-state variances of augmented noises \( \lambda_f(t) \) are, respectively, calculated by

\[
\overline{\lambda}_f = \begin{bmatrix} \overline{Q}_f & \overline{S}_f \\ \overline{S}_f^T & \overline{R}_f \end{bmatrix}, \quad \Lambda_f = \begin{bmatrix} Q_f & S_f \\ S_f^T & R_f \end{bmatrix}
\]

Furthermore, the actual and conservative CF steady-state prediction error variances satisfy the following Lyapunov equations, respectively,

\[
\overline{P}_a(-1) = \Psi_{ap} \overline{P}_a(-1) \Psi_{ap}^T + [I_{n+r+m}-K_{ap}] \overline{\lambda}_f [I_{n+r+m}-K_{ap}]^T
\]

\[
P_a(-1) = \Psi_{ap} P_a(-1) \Psi_{ap}^T + [I_{n+r+m}-K_{ap}] \Lambda_f [I_{n+r+m}-K_{ap}]^T
\]

**Lemma 4** [10] If \( \Theta \in \mathbb{R}^{m \times m} \) is the positive semi-definite matrix, i.e., \( \Theta \succeq 0 \), and \( \Theta_i = (\Theta_{ij}) \in \mathbb{R}^{ml \times ml} \), \( \Theta_i = \Theta, i,j = 1,2,\ldots,L \), then \( \Theta_i \succeq 0 \).

**Lemma 5** Under the conditions of Hypothesis 4, we have that

\[
\overline{\lambda}_f \leq \Lambda_f
\]

**Proof** Define \( \Delta \Lambda_f = \Lambda_f - \overline{\lambda}_f \), utilizing (32), (38), and (42), we have that

\[
\Delta \Lambda_f = \begin{bmatrix} \Delta Q_f & \Delta S_f \\ \Delta S_f^T & \Delta R_f \end{bmatrix}
\]

\[
= \begin{bmatrix} \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T & \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T \\ \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T & \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T \\ \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T & \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T \\ \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T & \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T + \sum_{i=1}^q \sigma_{qij}^2 \Phi_{ij}^T \Delta X_i \Phi_{ij}^T \end{bmatrix}
\]
Partition $\Delta \Lambda_f$ into $\Delta \Lambda_f = \Delta \Lambda_f^{(1)} + \Delta \Lambda_f^{(2)} + \cdots + \Delta \Lambda_f^{(7)}$, with the definitions

$$\Delta \Lambda_f^{(1)} = \begin{bmatrix} \sum_{k=1}^{q} \sigma_{x}^{2} \Phi_{a}^{(k)} \Delta X_{a} \Phi_{a}^{(k)} & \sum_{k=1}^{q} \sigma_{x}^{2} \Phi_{a}^{(k)} \Delta X_{a} H_{a}^{(k)} T \\ \sum_{k=1}^{q} \sigma_{x}^{2} H_{a}^{(k)} \Delta X_{a} \Phi_{a}^{(k)} & \sum_{k=1}^{q} \sigma_{x}^{2} H_{a}^{(k)} \Delta X_{a} H_{a}^{(k)} T \end{bmatrix}$$

$$\Delta \Lambda_f^{(2)} = \begin{bmatrix} \sum_{k=1}^{q} \Delta \sigma_{x}^{2} \Phi_{a}^{(k)} X_{a} \Phi_{a}^{(k)} & \sum_{k=1}^{q} \Delta \sigma_{x}^{2} \Phi_{a}^{(k)} X_{a} H_{a}^{(k)} T \\ \sum_{k=1}^{q} \Delta \sigma_{x}^{2} H_{a}^{(k)} X_{a} \Phi_{a}^{(k)} & \sum_{k=1}^{q} \Delta \sigma_{x}^{2} H_{a}^{(k)} X_{a} H_{a}^{(k)} T \end{bmatrix}$$

$$\Delta \Lambda_f^{(3)} = \begin{bmatrix} \sum_{i=1}^{L} \sigma_{x}^{2} \Phi_{a}^{(i)} \Delta X_{a} \Phi_{a}^{(i)} T & \sum_{i=1}^{L} \sigma_{x}^{2} \Phi_{a}^{(i)} \Delta X_{a} H_{a}^{(i)} T \\ \sum_{i=1}^{L} \sigma_{x}^{2} H_{a}^{(i)} \Delta X_{a} \Phi_{a}^{(i)} T & \sum_{i=1}^{L} \sigma_{x}^{2} H_{a}^{(i)} \Delta X_{a} H_{a}^{(i)} T \end{bmatrix}$$

$$\Delta \Lambda_f^{(4)} = \begin{bmatrix} \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{x}^{2} \Phi_{a}^{(k)} \Delta X_{a} \Phi_{a}^{(k)} T & \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{x}^{2} \Phi_{a}^{(k)} \Delta X_{a} H_{a}^{(k)} T \\ \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{x}^{2} H_{a}^{(k)} \Delta X_{a} \Phi_{a}^{(k)} T & \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{x}^{2} H_{a}^{(k)} \Delta X_{a} H_{a}^{(k)} T \end{bmatrix}$$

$$\Delta \Lambda_f^{(5)} = \begin{bmatrix} \sum_{i=1}^{L} \Delta \sigma_{x}^{2} \Phi_{a}^{(i)} X_{a} \Phi_{a}^{(i)} T & \sum_{i=1}^{L} \Delta \sigma_{x}^{2} \Phi_{a}^{(i)} X_{a} H_{a}^{(i)} T \\ \sum_{i=1}^{L} \Delta \sigma_{x}^{2} H_{a}^{(i)} X_{a} \Phi_{a}^{(i)} T & \sum_{i=1}^{L} \Delta \sigma_{x}^{2} H_{a}^{(i)} X_{a} H_{a}^{(i)} T \end{bmatrix}$$

$$\Delta \Lambda_f^{(6)} = \begin{bmatrix} \Gamma_{m}^{\alpha} \Delta Q_{a} \Gamma_{m}^{\alpha T} & \Gamma_{m}^{\alpha} \Delta Q_{a} C_{a}^{mT} \\ C_{m}^{\alpha} \Delta Q_{a} \Gamma_{m}^{\alpha T} & C_{m}^{\alpha} \Delta Q_{a} C_{a}^{mT} \end{bmatrix}$$

$$\Delta \Lambda_f^{(7)} = \begin{bmatrix} \sum_{i=1}^{L} \sigma_{x}^{2} \Gamma_{a}^{(i)} \Delta Q_{a} \Gamma_{a}^{(i) T} & \sum_{i=1}^{L} \sigma_{x}^{2} \Gamma_{a}^{(i)} \Delta Q_{a} C_{a}^{i T} \\ \sum_{i=1}^{L} \sigma_{x}^{2} C_{a}^{i} \Delta Q_{a} \Gamma_{a}^{(i) T} & \sum_{i=1}^{L} \sigma_{x}^{2} C_{a}^{i} \Delta Q_{a} C_{a}^{i T} \end{bmatrix}$$

Noting that $\Delta \Lambda_f^{(1)}, \Delta \Lambda_f^{(2)}, \Delta \Lambda_f^{(3)}, \Delta \Lambda_f^{(4)},$ and $\Delta \Lambda_f^{(5)}$ can equivalently be expressed in the following forms

$$\Delta \Lambda_f^{(1)} = \sum_{k=1}^{q} \sigma_{x}^{2} B_{a}^{(k)} \Delta X_{a} B_{a}^{(k) T}, \quad \Delta \Lambda_f^{(2)} = \sum_{i=1}^{L} \Delta \sigma_{x}^{2} B_{a}^{(i)} X_{a} B_{a}^{(i) T}, \quad \Delta \Lambda_f^{(3)} = \sum_{i=1}^{L} \sigma_{x}^{2} B_{a}^{(i)} \Delta X_{a} B_{a}^{(i) T}$$

$$\Delta \Lambda_f^{(4)} = \sum_{i=1}^{L} \sum_{k=1}^{q} \sigma_{x}^{2} B_{a}^{(k)} \Delta X_{a} B_{a}^{(k) T}, \quad \Delta \Lambda_f^{(5)} = \sum_{i=1}^{L} \sum_{k=1}^{q} \Delta \sigma_{x}^{2} B_{a}^{(k)} X_{a} B_{a}^{(k) T}$$

where

$$B_{a}^{(k)} = \begin{bmatrix} \Phi_{a}^{(k)} (0)_{m \times (n+r+m)} \\ H_{a}^{(k)} \end{bmatrix}, \quad B_{a}^{(i)} = \begin{bmatrix} \Phi_{a}^{(i)} (0)_{m \times (n+r+m)} \\ H_{a}^{(i)} \end{bmatrix}$$

$$B_{a}^{(k)} = \begin{bmatrix} \Phi_{a}^{(k)} (0)_{m \times (n+r+m)} \\ H_{a}^{(k)} \end{bmatrix}, \quad \Delta X_{a} = \begin{bmatrix} \Delta X_{a} \Delta X_{a} \\ \Delta X_{a} \Delta X_{a} \end{bmatrix}, \quad X_{a} = \begin{bmatrix} X_{a} & X_{a} \\ X_{a} & X_{a} \end{bmatrix}$$

the application of (27) and Lemma 4 yields $\Delta X_{a} \geq 0$, which yields $\Delta \Lambda_f^{(1)} \geq 0, \Delta \Lambda_f^{(3)} \geq 0, \Delta \Lambda_f^{(4)} \geq 0$. According to the positive semi-definiteness of variance matrix, and applying Lemma 4 yields $X_{a} \geq 0$, which yields $\Delta \Lambda_f^{(2)} \geq 0$ and $\Delta \Lambda_f^{(5)} \geq 0$. 


Additionally, \( \Delta \Lambda_f^{(6)} \) and \( \Delta \Lambda_f^{(7)} \) can be expressed as

\[
\Delta \Lambda_f^{(6)} = D_a^m \Delta Q_g D_a^{mT}, \quad \Delta \Lambda_f^{(7)} = \sum_{i=1}^{\ell} \sigma_{\mathcal{L}_i}^2 D_a \Delta Q_g D_a^{CT}.
\]

where
the application of (20) and Lemma 4 yields $\Delta Q_g \geq 0$, which yields $\Delta \lambda_f^{(6)} \geq 0$ and $\Delta \lambda_f^{(7)} \geq 0$.

In conclusion, we obtain $\Delta \lambda_f = \Delta \lambda_f^{(1)} + \Delta \lambda_f^{(2)} + \cdots + \Delta \lambda_f^{(7)} \geq 0$, i.e., (52) holds. This completes the proof. □

Lemma 6 [34] Consider the following Lyapunov equation.
where $U$, $C$ and $V$ are the $n \times n$ matrices, $V$ is a symmetric matrix, $C$ is a stable matrix (i.e., all its eigenvalues are inside the unit circle). If $V \geq 0$, then $U$ is symmetric and unique, and $U \geq 0$.

**Theorem 1** For the time-invariant augmented CF system (29) and (35), on the basis of Hypotheses 1–5, the actual CF steady-state Kalman predictor given by (43) is robust, i.e., for all admissible uncertainties, we have that.

$$
\bar{P}_a(-1) \leq P_a(-1)
$$

is the minimal upper bound of $P_a(-1)$.

**Proof** Letting $\Delta P_a(-1) = P_a(-1) - \bar{P}_a(-1)$, from (50) and (51) one has.

$$
\Delta P_a(-1) = P_{ap} \Delta P_a(-1) P_{ap}^T + \Delta f, \quad \Delta f = \left[ I_{n+r+m} - K_{ap} \right] \Delta \Lambda_f \left[ I_{n+r+m} - K_{ap} \right]^T,
$$

Using (52) yields $\Delta f \geq 0$. Noting that $P_{ap}$ is stable, accordingly, using Lemma 6 yields $\Delta P_a(-1) \geq 0$, i.e., (53) holds. Taking $\bar{R}_a = R_a, \bar{R}_c = R_c, \bar{\sigma}_s^2 = \sigma_s^2$, and $\bar{R}_0 = P_0$, then the Hypothesis 4 still holds. From $\bar{R}_a = R_a$, one has $\bar{R}_a^{(c)} = R_a^{(c)}$, further, we have that $\bar{Q}_a = Q_a$. From $\bar{X}(0) = \bar{P}_0 + \mu_0 \mu_0^T$ and $X(0) = P_0 + \mu_0 \mu_0^T$, we get that $\bar{X}(0) = X(0)$, furthermore, we have that $X_a(0) = \bar{X}_a(0)$. By way of recurrence, it is easy to prove that $X_a(t) = \bar{X}_a(t)$. From Lemma 3, we have that $X_a = \bar{X}_a$. Comparing (30) and (31) yields $Q_f = \bar{Q}_f$, comparing (36) and (37) yields $R_f = \bar{R}_f$, comparing (40) and (41) yields $S_f = \bar{S}_f$. Accordingly, from (49) we obtain that $\Lambda_f = \bar{\Lambda}_f$, further, we have that $\Delta f = 0$. Applying Lemma 6 yields $\Delta P_a(-1) = 0$, that is $\bar{P}_a(-1) = P_a(-1)$. If $P_0^*$ is an arbitrary other upper bound of $\bar{P}_a(-1)$, then $P_a(-1) = \bar{P}_a(-1) \leq P_0^*$, this means that $P_a(-1)$ is the minimal upper bound of $\bar{P}_a(-1)$. The proof is completed. □
The actual CF steady-state Kalman predictor given by (43) is called robust CF steady-state Kalman predictor. The relation given by (53) is called its robustness.

4.2 Robust CF steady-state Kalman filter and smoother

For the worst-case time-invariant CF system (29) and (35) with conservative noise statistics \( Q_f, R_f, \) and \( S_f \), based on the actual CF steady-state Kalman one-step predictor \( \hat{x}_a(t|t-1) \), the actual CF steady-state Kalman filter \((N=0)\) and smoother \((N>0)\) \( \hat{x}_a(t|t+N) \) are given as \[35\]

\[
\hat{x}_a(t|t+N) = \hat{x}_a(t|t-1) + \sum_{k=0}^{N} K_{ap}(k)\varepsilon_a(t+k), \quad N \geq 0
\]

(54)

\[
K_{ap}(k) = P_a(-1)\Psi_{ap}^T H_{m}^a Q_{\varepsilon_a}^{-1}, \quad k \geq 0
\]

(55)

Similar to the derivation in \[35\], the steady-state filtering and smoothing errors \( \tilde{x}_a(t|t+N) = x_a(t) - \hat{x}_a(t|t+N) \) are given as

\[
\tilde{x}_a(t|t+N) = \Psi_{aN} \tilde{x}_a(t|t-1) + \sum_{\rho=0}^{N} \left[K_{Nw}^{aN}, K_{Nv}^{aN}\right] \tilde{\lambda}_f(t+p)
\]

(56)

where \( \tilde{\lambda}_f(t+p) \) is defined by (48), and

\[
\Psi_{aN} = I_{(n+r+m) \times (n+r+m)} - \sum_{k=0}^{N} K_{ap}(k)H_{m}^a \Psi_{ap}^k,
\]

\[
K_{Nw}^{aN} = -\sum_{k=\rho+1}^{N} K_{ap}(k)H_{m}^a \Psi_{ap}^{k-\rho-1}, \quad N > 0,
\]

\( \rho = 0, \ldots, N-1, \quad K_{Nw}^{aN} = 0, \quad N \geq 0, \quad \rho = N, \)

\[
K_{Nv}^{aN} = \sum_{k=\rho+1}^{N} K_{ap}(k)H_{m}^a \Psi_{ap}^{k-\rho-1} K_{ap} - K_{ap}(\rho), \quad N > 0,
\]

\( \rho = 0, \ldots, N-1, \quad K_{Nv}^{aN} = -K_{ap}(N), \quad N \geq 0, \quad \rho = N \)

Utilizing (56) yields that the actual and conservative steady-state estimation error variances are, respectively, computed by

\[
P_{aN}(N) = \Psi_{aN} P_{a}(-1)\Psi_{aN}^T + \sum_{\rho=0}^{N} \left[K_{Nw}^{aN}, K_{Nv}^{aN}\right] \Lambda_f \left[K_{ap}^{aN}, K_{ap}^{aN}\right], \quad N \geq 0
\]

(57)

\[
P_a(N) = \Psi_{aN} P_{a}(-1)\Psi_{aN}^T + \sum_{\rho=0}^{N} \left[K_{Nw}^{aN}, K_{Nv}^{aN}\right] \Lambda_f \left[K_{ap}^{aN}, K_{ap}^{aN}\right] \Lambda_f^T, \quad N \geq 0
\]

(58)

**Theorem 2** Under the conditions of Hypotheses 1–5, the actual CF steady-state Kalman filter and smoother given by (54) are robust, i.e.,
\[
\bar{P}_a(N) \leq P_a(N), \quad N \geq 0 \tag{59}
\]

and \(P_a(N)\) is the minimal upper bound of \(\bar{P}_a(N)\).

**Proof** Letting \(\Delta P_a(N) = P_a(N) - \bar{P}_a(N)\), from (57) and (58) one has.

\[
\Delta P_a(N) = \Psi_{an} \Delta P_a(-1) \Psi_{an}^T + \sum_{\rho=0}^{N} \left[ K_{ap}^{Nw}, K_{ap}^{Nv} \right] \Delta A_f \left[ K_{ap}^{Nw} , K_{ap}^{Nv} \right]^T
\]

utilizing (52) and (53) yields \(\Delta P_a(N) \geq 0\), i.e., (59) holds. In a similar way to the proof of Theorem 1, we can prove that \(P_a(N)\) is the minimal upper bound of \(\bar{P}_a(N)\), the details are omitted. The proof is completed. \(\square\)

**Corollary 1** From the definition \(x_a(t) = \left[ x^T(t) \ w^T(t) \ \delta^{(c)} T (t - 1) \right]^T\), the robust CF steady-state Kalman estimator of the original system (1)–(4) can be obtained as

\(\hat{x}_c(t|t+N) = \left[ I_n (0)_{n \times r} (0)_{n \times m} \right] \hat{x}_a(t|t+N)\), \(N = -1, N \geq 0\), and their actual and conservative CF steady-state estimation error variances are, respectively, given as

\[
\bar{P}_c(N) = \left[ I_n (0)_{n \times r} (0)_{n \times m} \right] \bar{P}_a(N) \left[ I_n (0)_{n \times r} (0)_{n \times m} \right]^T \tag{60}
\]

\[
P_c(N) = \left[ I_n (0)_{n \times r} (0)_{n \times m} \right] P_a(N) \left[ I_n (0)_{n \times r} (0)_{n \times m} \right]^T \tag{61}
\]

the robust CF steady-state Kalman estimators \(\hat{x}_c(t|t+N)\) are robust, i.e.,

\[
\bar{P}_c(N) \leq P_c(N), \quad N = -1, \quad N \geq 0 \tag{62}
\]

, and \(P_c(N)\) is the minimal upper bound of \(\bar{P}_c(N)\).

**Corollary 2** It is completely similar to the derivation of (7)–(62), we easily obtain the robust local steady-state Kalman estimators \(\hat{x}_i(t|t+N)\), \(N = -1, N \geq 0, i = 1, \ldots, L\), of the original system (1)–(4), and their actual estimation error variances \(\bar{P}_i(N)\) have the corresponding minimal upper bounds \(P_i(N)\), i.e.,

\[
\bar{P}_i(N) \leq P_i(N), \quad N = -1, \quad N \geq 0, \quad i = 1, \ldots, L \tag{63}
\]

**Remark 2** Applying the projection theory, it can be proved that

\[
P_c(N) \leq P_i(N), \quad N = -1, \quad N \geq 0, \quad i = 1, \ldots, L \tag{64}
\]

\[
P_c(N) < P_i(N-1) < \cdots < P_c(1) < P_c(0) < P_c(-1), \quad N \geq 1 \tag{65}
\]

Taking the trace operations to (62)–(65) yields the accuracy relations with the matrix trace inequalities as

\[
\text{tr} \bar{P}_c(N) \leq \text{tr} P_c(N), \quad \text{tr} \bar{P}_i(N) \leq \text{tr} P_i(N), \quad \text{tr} P_c(N) \leq \text{tr} P_i(N), \quad N = -1, \quad N \geq 0, \quad i = 1, \ldots, L \tag{66}
\]

\[
\text{tr} P_c(N) < \text{tr} P_c(N-1) < \cdots < \text{tr} P_c(1) < \text{tr} P_c(0) < \text{tr} P_c(-1), \quad N \geq 1 \tag{67}
\]
\textbf{Remark 3} In Remark 2, tr\(\overline{P}_k(N)\) and tr\(\overline{P}_l(N)\) are defined as the actual accuracies of the corresponding robust Kalman estimators, while tr\(P_k(N)\) and tr\(P_l(N)\) are defined as their robust accuracies (or global accuracies). The smaller trace means the higher accuracy. The robust accuracy of CF is higher than that of each local estimator.

\section{Discussion}
This section is to verify the effectiveness of the estimators produced by Sect. 4. We select the uninterruptible power system (UPS) \cite{30} to complete the simulation experiment by MATLAB R2018a. Let the UPS with 1KVA and sample time 10 ms at half-load operating point, then the system with colored noises and multiple uncertainties is given as follows:

\begin{equation}
\begin{aligned}
x(t+1) = & \begin{pmatrix}
0.9226 & -0.633 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 
\end{pmatrix} + \xi_1(t) \begin{pmatrix}
0.1 & 0.3 & 0.02 \\
0.1 & 0.2 & 0.1 \\
0.1 & 0.2 & 0.05 
\end{pmatrix} + \xi_2(t) \begin{pmatrix}
0.15 & 0.2 & 0.01 \\
0.15 & 0.1 & 0.1 \\
0.15 & 0.1 & 0.04 
\end{pmatrix} \end{aligned} x(t)
\end{equation}

\begin{equation}
\begin{aligned}
+ & \begin{pmatrix}
0.5 \\
0.7 \\
0 
\end{pmatrix} + \xi_1(t) \begin{pmatrix}
1 \\
0 \\
0 
\end{pmatrix} + \xi_2(t) \begin{pmatrix}
0 \\
0 \\
1 
\end{pmatrix} w(t)
\end{aligned}
\end{equation}

\begin{equation}
z_i(t) = \left[ \begin{array}{c}
23.737 \\
20.287 \\
0 
\end{array} \right] + \xi_1(t) \left[ \begin{array}{c}
1 \\
0 \\
0 
\end{array} \right] + \xi_2(t) \left[ \begin{array}{c}
0 \\
1 \\
0 
\end{array} \right] x(t)
\end{equation}

\begin{equation}
+ (0.55 + 0.87\xi_1(t) + 0.76\xi_2(t))w(t) + g(t), \quad i = 1, 2, 3
\end{equation}

\begin{equation}
w(t+1) = Dw(t) + \eta(t)
\end{equation}

\begin{equation}
y_i(t) = \zeta_i(t)z_i(t) + (1 - \zeta_i(t))(1 - \zeta_i(t - 1))z_i(t - 1), \quad i = 1, 2, 3
\end{equation}

In the simulation experiment, we take \(\overline{R}_\eta = 0.2, R_\eta = 0.3, \overline{R}_{g_1} = 0.16, R_{g_1} = 0.2, \overline{R}_{g_2} = 0.13, R_{g_2} = 0.25, \overline{R}_{g_3} = 0.5, R_{g_3} = 0.8, \sigma_{\xi_1}^2 = 0.02, \sigma_{\xi_2}^2 = 0.03, \sigma_{\eta_1}^2 = 0.04, \sigma_{\eta_2}^2 = 0.04, \overline{R}_{g_3} = 0.2, R_{g_3} = 0.13, R_{g_2} = 0.25, \zeta_1 = 0.9, \zeta_2 = 0.7, \zeta_3 = 0.8, D = 0.405\). In the follow-up phase, the significant simulation results are given.

Table 1 below presents the comparison of actual and robust accuracies of local and CF robust steady-state estimators. By comparing the values in the table, the accuracy relations given by (66) and (67) are cleared, which meet our expectations.

The tracking results of \(\hat{x}_i^{(3)}(t|t + 2), i = 1, 2, 3\) and \(\hat{x}_c^{(3)}(t|t + 2)\) are, respectively, shown in Fig. 1. In order to show the best results, we select the third component of state \(x(t)\). Apparently, compared with the local smoothers, the CF smoother has better tracking performance.

To illustrate the robustness of CF steady-state one-step smoother \(\hat{x}_c(t|t + 1)\), we take any three groups of different actual noise variances \(x(t), h = 1, 2, 3\) satisfying (6), such that

\begin{enumerate}
\item [(1)] \(\overline{\sigma}_x^{(1)} = 0.06, \quad \overline{\sigma}_x^{(1)} = 0.04, \quad \overline{\sigma}_x^{(1)} = 0.05, \quad \overline{\sigma}_x^{(1)} = 0.16, \quad \overline{\sigma}_x^{(1)} = 0.006, \quad \overline{\sigma}_x^{(1)} = 0.008\)
\item [(2)] \(\overline{\sigma}_x^{(2)} = 0.15, \quad \overline{\sigma}_x^{(2)} = 0.1, \quad \overline{\sigma}_x^{(2)} = 0.125, \quad \overline{\sigma}_x^{(2)} = 0.04, \quad \overline{\sigma}_x^{(2)} = 0.015, \quad \overline{\sigma}_x^{(2)} = 0.02\)
\item [(3)] \(\overline{\sigma}_x^{(3)} = 0.24, \quad \overline{\sigma}_x^{(3)} = 0.16, \quad \overline{\sigma}_x^{(3)} = 0.2, \quad \overline{\sigma}_x^{(3)} = 0.64, \quad \overline{\sigma}_x^{(3)} = 0.024, \quad \overline{\sigma}_x^{(3)} = 0.032\)
\end{enumerate}
We easily get the corresponding three robust CF smoothers $\hat{x}_c^{(h)}(t|t+1), h=1, 2, 3$, as well as the steady-state one-step smoothing error variances $P_c^{(h)}(1)$ and $P_c(1)$. The corresponding three actual smoothing error curves of the third component of $\hat{x}_c^{(h)}(t|t+1), h=1, 2, 3$ and their 3-standard deviation bounds are shown in Fig. 2, where the actual standard deviation $\sigma_c^{(h)(3)}(1)$ are computed via the actual CF smoothing error variances $P_c^{(h)}(1)$ given by (61), whose $(3, 3)$ diagonal element is $(\sigma_c^{(h)(3)}(1))^2$, and the robust standard deviation $\sigma_c^{(3)}(1)$ is computed via conservative CF smoothing error variances $P_c(1)$ given by (61), whose $(3, 3)$ diagonal element is $(\sigma_c^{(3)}(1))^2$. We see from Fig. 2 that for each error curve, over 99 percent of CF smoothing error values lie between $-3\sigma_c^{(h)(3)}(1)$ and $+3\sigma_c^{(h)(3)}(1)$, and also lie between $-3\sigma_c^{(3)}(1)$ and $+3\sigma_c^{(3)}(1)$, this verifies the robustness of the third component of $\hat{x}_c(t|t+1)$, and the correctness of the actual standard deviations $\sigma_c^{(h)(3)}(1)$.

Figure 3 gives the influence of multiplicative noises $\xi_k(t), k=1, 2, 3$ on the robust accuracy of $\hat{x}_c(t|t)$. In other words, the changing trend of $\text{tr}P_c(0)$ with respect to $\sigma_{\xi_1}^2$ and $\sigma_{\xi_2}^2$ is illustrated in Fig. 3. Obviously, when the variances $\sigma_{\xi_1}^2$ and $\sigma_{\xi_2}^2$ increase, the values of $\text{tr}P_c(0)$ increase, i.e., the robust accuracy of $\hat{x}_c(t|t)$ decrease.

6 Conclusions

This study set out to explore the robust CF steady-state Kalman estimators (predictor, filter, and smoother) for multisensor networked systems with colored noises and multiple uncertainties. The OSRD and PDs are described by a Bernoulli distributed random variable with known probability, and random parameter uncertainties are described by multiplicative noises. The original system model has been converted into a CF system only with uncertain noise variances via using the augmented approach, de-randomization approach, and fictitious noise technique. The process and observation noises in the CF system are same, which avoids solving the correlation matrix between them. Based on the minimax robust estimation principle, the target estimators have been proposed. Their robustness has been proved by using decomposition approach of non-negative definite matrix and Lyapunov equation approach. The results of this study indicate that the robust accuracy of CF estimator is higher than that of each local estimator. Finally, a simulation example with application to UPS with mixed uncertainties has been proposed, which shows the applicability and correctness of the introduced estimators.
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