Dynamically corrected gates from geometric space curves
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Quantum information technologies demand highly accurate control over quantum systems. Achieving this requires control techniques that perform well despite the presence of decohering noise and other adverse effects. Here, we review a general technique for designing control fields that dynamically correct errors while performing operations using a close relationship between quantum evolution and geometric space curves. This approach provides access to the global solution space of control fields that accomplish a given task, facilitating the design of experimentally feasible gate operations for a wide variety of applications.
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I. INTRODUCTION

Leveraging the power of quantum mechanics to realize novel technologies capable of performing tasks far beyond present-day means is the central goal in the fields of quantum computing, sensing, and communication [1–5]. These goals demand the ability to control and entangle microscopic quantum systems with unprecedented accuracy, a task that is particularly challenging due to unwanted interactions with the surrounding environment [6]. Such interactions cannot be removed completely through careful system engineering since some contact with the environment is necessary in order to manipulate the quantum system. Therefore, achieving the requisite level of control requires the development of control protocols capable of coherently manipulating the systems while simultaneously mitigating the deleterious effects of the environment dynamically.

The fact that it is possible to drive a system with external control pulses that are engineered to produce an automatic self-cancellation of errors due to the environment or driving imperfections, without the need for a precise knowledge of these errors, was discovered several decades ago. This concept originated in the early literature on nuclear magnetic resonance (NMR) [7–11], where square or delta-function pulse sequences such as Hahn spin echo and the Carr-Purcell-Meiboom-Gill (CPMG) sequence quickly became indispensable tools for extending the coherence of nuclear spins for a variety of applications such as magnetic resonance imaging. These techniques have been extended to more recent contexts such as quantum information processing, where NMR sequences such as Hahn echo and CPMG have proven effective at preserving the information stored in qubits [12–14]. These newer applications have also driven the search for additional sequences that can more efficiently extend qubit lifetimes [17–21].

There has also been substantial progress in developing control schemes that not only remove errors but also simultaneously rotate the quantum state of the system in some desired way [22–33]. The analytical tractability of ideal pulse waveforms such as delta-functions and square pulses makes them attractive as building blocks in such methods. However, the use of such waveforms can also potentially limit their applicability. This is because idealized waveforms are experimentally infeasible in many quantum systems, where the need for ultrafast microsecond or nanosecond control pushes the limits of state-of-the-art waveform generators to the point where these pulse shapes cannot be reliably created, incurring large driving errors. Moreover, restricting to the use of only a few specialized pulse shapes can lead to unnecessarily long pulse sequences that quickly run up against limitations set by additional decoherence or loss mechanisms.

A further challenge that often arises when designing gate operations is the existence of physical restrictions on the range of control field amplitudes. As an example, consider the case of entangling gates between spin qubits realized through an exchange interaction (as is commonly used in electron spin-based quantum computing [34]). The fact that such exchange interactions are typically non-negative often rules out protocols that assume the control field can be tuned to both positive and negative values. Most NMR techniques in fact make this assumption because they are based on time-dependent magnetic field control, where such a requirement is easily met. This problem was solved in a series of publications [30, 32, 35] that introduced a new method known as SUPCODE. It was shown that it is possible to generate arbitrary spin operations while removing the leading-order errors due to both charge noise and nuclear spin noise. This is achieved using specially designed sequences of square pulses, and it was further shown [33] that this approach still works if the square pulses are deformed into trapezoidal shapes to allow for finite rise time restrictions. The first experimental demonstration of the SUPCODE sequences was performed in the context of NV centers in diamond [36].

An additional limitation of many existing schemes for both dynamical decoupling and dynamically corrected gates is that they are usually designed around the assumption that errors are essentially static during a gate operation. This is often a reasonable starting point since error fluctuations, due to the environment or from waveform generators, are frequently found to vary slowly in time compared to the time scale of the system dynamics [37–40]. However, for quantum information applications such as quantum computing which demand an unprecedented level of control accuracy, the fact that error fluctuations are not constant in time must ultimately be taken into account. Much has been learned about the structure of environmental noise in a variety of qubit systems over the past decade [37, 39, 41–49], and this information can be used to further refine error-suppressing control schemes.

This Review describes a recently developed framework for designing dynamically corrected gates that we call Space Curve Quantum Control (SCQC). This framework relies on a geometric structure underlying the Schrödinger equation that can be exploited to overcome limitations of existing approaches. In the SCQC method, one visualizes the evolution error caused by noise as a geometric space curve. This curve lives in a space of operators that depends on the form of the control Hamiltonian and on the way in which the noise affects the system. As the system evolves in time, the curve winds through this space with constant velocity. The net displacement between the initial and final points of the curve quantify the deviation from the system’s ideal evolution. Any dynamically corrected gate therefore corresponds to a closed space curve, providing a global view of the solution space of robust gates. We show how one can systematically design robust gate operations by starting from closed space curves and computing control fields from their generalized curvatures. The general strategy is illustrated in Fig. 4. As we describe in this work, this approach can be applied to
a variety of contexts, including the design of single- or multi-qubit gates and Landau-Zener interferometry, both for quasistatic and time-dependent noise. Moreover, it can be combined with holonomic methods to suppress multiple noise sources simultaneously. Space curves also provide a natural way to obtain dynamically corrected gates that operate near the quantum speed limit. While here we focus on correcting noise errors, the method can be applied to any situation in which reverse-engineering the evolution of a quantum system is needed.

This Review is organized as follows. In Sec. II, we show how the evolution of a driven qubit subject to noise maps to closed space curves in two or three dimensions. We also show how to obtain time-optimal dynamically corrected gates by finding curves of minimal length. In Sec. III, we adapt the SCQC formalism to the Landau-Zener problem in which the energy gap at the avoided crossing fluctuates. We show that non-monotonic sweeps through the avoided crossing can suppress noise errors while performing operations, while monotonic sweeps cannot. We also present a general recipe for constructing closed curves of constant torsion, which are the curves that describe Landau-Zener physics. We extend the SCQC framework to multi-level and multi-qubit systems in Sec. IV. There we present a general method for relating control Hamiltonians to generalized curvatures, and we also give examples of dynamically corrected gates in coupled two-qubit systems. In Sec. V, we show that pulses which cancel low-frequency time-dependent noise can be obtained from sequences of closed curves, and we describe a systematic numerical technique for obtaining such sequences. We demonstrate that the resulting pulses are effective in suppressing 1/f noise, a type of noise that is ubiquitous in solid-state qubit platforms. This model was used to derive many of the classic dynamical decoupling protocols, including Hahn spin echo, CPMG, etc. We also provide a general recipe for constructing closed curves of constant torsion, which are the curves that describe Landau-Zener physics. We extend the SCQC framework to multi-level and multi-qubit systems in Sec. IV. There we present a general method for relating control Hamiltonians to generalized curvatures, and we also give examples of dynamically corrected gates in coupled two-qubit systems. In Sec. V, we show that pulses which cancel low-frequency time-dependent noise can be obtained from sequences of closed curves, and we describe a systematic numerical technique for obtaining such sequences. We demonstrate that the resulting pulses are effective in suppressing 1/f noise, a type of noise that is ubiquitous in solid-state qubit platforms. We also present a general recipe for constructing closed curves of constant torsion, which are the curves that describe Landau-Zener physics. We extend the SCQC framework to multi-level and multi-qubit systems in Sec. IV. There we present a general method for relating control Hamiltonians to generalized curvatures, and we also give examples of dynamically corrected gates in coupled two-qubit systems. In Sec. V, we show that pulses which cancel low-frequency time-dependent noise can be obtained from sequences of closed curves, and we describe a systematic numerical technique for obtaining such sequences. We demonstrate that the resulting pulses are effective in suppressing 1/f noise, a type of noise that is ubiquitous in solid-state qubit platforms.

II. DYNAMICALLY CORRECTED GATES FROM SPACE CURVES

A. Resonantly driven qubit and plane curves

We begin by illustrating how the SCQC formalism works in the simplest example: a qubit driven by a single control field and subject to stochastic noise that is transverse to the driving field axis. The Hamiltonian is

\[ H = \frac{\Omega(t)}{2} \sigma_x + \epsilon \sigma_z, \]

where \( \sigma_x \) and \( \sigma_z \) are Pauli matrices, and \( \epsilon \) represents a stochastic fluctuation in the energy levels of the qubit, and \( \Omega(t) \) is the envelope of the driving field. In the context of a qubit driven by a laser or by ac electric or magnetic fields, this Hamiltonian corresponds to resonant driving in the absence of the noise error \( \epsilon \). This model was used to derive many of the classic dynamical decoupling protocols, including Hahn spin echo, CPMG, etc. This can be done by expanding the evolution operator \( U(t) \) that is generated by \( H \) in powers of \( \epsilon \):

\[ U(t) = \sum_n \epsilon^n U_n(t). \]

One finds that \( U_n(t) \) for \( n > 0 \) is a matrix that depends solely on the complex function

\[ g_n(t) = \int_0^t dt' e^{i \int_0^{t'} \epsilon(t'') \Omega(t'')} g_{n-1}(t'). \]
Note that this function is defined recursively order by order, with \( g_0(t) = 1 \). Removing the error at order \( n \) is tantamount to requiring \( U_n(T) = 0 \), where \( T \) is the final time/gate duration. This in turn requires \( g_n(T) = 0 \). Our goal therefore is to find choices of the pulse profile \( \Omega(t) \) that satisfy this condition. Dynamical decoupling sequences like spin echo or CPMG can be derived by choosing an ansatz for \( \Omega(t) \) comprised of a superposition of delta-function pulses and then solving \( g_n(T) = 0 \) to determine the times at which the pulses should be applied.

Ref. [50] showed that the constraints \( g_n(T) = 0 \) admit simple geometrical interpretations that reveal the most general solution to this problem. The starting point is to notice that since \( g_1(t) \) is a complex function, it can be thought of as describing a curve in a two-dimensional plane spanned by \( \text{Re}(g_1) \) and \( \text{Im}(g_1) \). The curve starts at the origin at \( t = 0 \) (since \( g_1(0) = 0 \)) and traces out a path as time evolves. In this picture, we can interpret the constraint \( g_1(T) = 0 \) as the condition that this curve comes back to the origin and closes on itself at time \( T \). Thus, driving fields which cancel the first-order constraint are in one-to-one correspondence with closed curves in the plane. Furthermore, it was shown that the opening angle of the curve at the origin determines the angle of the rotation that is implemented by \( \Omega(t) \). Examples of such curves are shown in Fig. 2(a,c). Additional examples were also presented in Ref. [51].

Driving fields which also satisfy the second-order constraint \( g_2(T) = 0 \) again correspond to curves in a two-dimensional plane that start and end at the origin, but now they must enclose a region that has zero net area. This follows from the observation that \( g_2(T) \) is proportional to the enclosed area. Examples of such curves are shown in Fig. 2(a). These planar curves have a built-in orientation, and for self-crossing curves as in Fig. 2(a), this orientation is opposite in the two loops. Thus, the areas enclosed by the two loops exactly cancel. Geometrical interpretations of the third- and fourth-order constraints in terms of signed volumes over the plane curve were also discovered in [50].
A remarkable feature of this geometrical framework is that the pulse shape is the curvature of the curve:

$$\Omega(t) = \dot{x}\dot{y} - \dot{y}\dot{x}. \quad (4)$$

Here, we have expressed the curve as $r(t) = x(t)\hat{x} + y(t)\hat{y}$, where $x = \text{Re}(g_1)$ and $y = \text{Im}(g_1)$. This formula can be confirmed easily by computing the derivatives of $g_1(t)$ using its definition, Eq. (3). Furthermore, time is the arc-length parameterization of the curve: $\|\dot{r}(t)\| = 1$. This is a direct consequence of the fact that $\dot{g}_1(t)$ is a pure phase. This simple relationship between plane curves and robust pulse shapes facilitates the process of producing experimentally feasible control waveforms. Moreover, this approach provides a global view of the solution space since any noise-cancelling pulse can be obtained from the curvature of a closed curve.

Because this framework is general, it must also include all previously known dynamical decoupling and dynamically corrected gate sequences developed for quasi-static noise. This is indeed the case. As illustrated in Fig. 4, delta-function sequences translate to curves that lie on a line. In the case of Hahn spin echo [7], where a single delta-function $\pi$ pulse is applied halfway through the evolution, the curve starts at the origin and extends outward linearly since the curvature is zero. The curve turns around at the midpoint of the evolution ($t = T/2$) and then retraces its path, returning to the origin at time $t = T$ (Fig. 4(a)). At the midpoint, the curvature is infinite, which corresponds to the delta-function pulse (Fig. 4(b)). Any other sequence of delta-function $\pi$ pulses that cancels noise also maps to a straight line, although now the line is retraced multiple times, and a $\pi$ pulse is included in the sequence each time the curve turns around. This is illustrated for a 4-pulse CPMG sequence in Fig. 4(c,d). On the other hand, sequences based on square pulses correspond to curves comprised of connected circular arcs, since a constant pulse maps to a curve of constant curvature. A complete circle corresponds to a square pulse that implements an identity operation while cancelling noise to first order (see Fig. 4(e,f)). In Ref. [50], it was pointed out that, for fixed $T$, the pulses must become more sharply peaked as the order of noise cancellation is increased. This finding is consistent with a theorem proven in Ref. [30] which states that noise cancellation at arbitrarily high orders cannot be achieved with smooth pulses. In practical implementations, however, it is typically not necessary to go beyond the first few orders in order to achieve sufficient control accuracy.

**B. Time-optimal pulses from short plane curves**

The fact that in the SCQC framework the length of the curve is equal to the evolution time provides a powerful mechanism to find the fastest possible pulses that implement operations while cancelling noise, as was first shown in Ref. [52]. Experimental constraints on the pulse shape must be taken into account, because otherwise the fastest
pulses will be delta functions. This is because the gate time can always be reduced by shrinking the curve while keeping its shape fixed, at the expense of increasing the curvature, and hence the pulse amplitude. Of course, in any real physical qubit system, there will be a limit on the driving power that can be applied, and this is taken into account by placing a restriction on the pulse amplitude:

\[ |\Omega(t)| \leq \Omega_{\text{max}}, \]

for some constant \( \Omega_{\text{max}} \).

Geometrically, Eq. (5) imposes an upper bound on the curvature of the plane curve. The problem of looking for the fastest pulses then amounts to searching for the shortest curves that respect this curvature bound while also satisfying error-cancellation constraints (closed curve, zero net area) and the target rotation constraint (angle subtended at origin). Ref. [52] solved this problem by recasting it as a variational calculus problem in which the objective function to be minimized is the curve length, with the pulse amplitude and zero-area constraints included with slack variables and Lagrange multipliers. The closed-curve condition is imposed through boundary conditions. In Ref. [52], it was shown that there is a unique optimal solution to this problem corresponding to a curve comprised of five circular arcs connected together. An example curve that yields a \( \pi \) rotation and its corresponding pulse are shown in Fig. 5(a,b). Since circular arcs have constant curvature, they correspond to driving pulses of constant amplitude, i.e., square pulses. Thus, the global time-optimal pulse is a composite square pulse. Similar findings were also recently obtained using the Pontryagin Maximum Principle and shortcuts to adiabaticity [53, 54]. We see that the SCQC formalism naturally provides a geometric understanding of the quantum speed limit [55–58] for a given target operation in the presence of control field constraints.

Although these composite square pulses respect the experimental constraint of finite pulse amplitude, they are not yet experimentally practical because they require infinitely fast pulse rise times. However, they still constitute a good starting point for designing smooth pulses that accomplish the same tasks at speeds close to the global optimum. In Ref. [52], two approaches to producing smooth pulses were presented: one based on smoothing the square waveform, and one based on first applying a smoothing procedure to the curve itself before extracting the pulse from its curvature. It was found that the latter approach provides better pulses, because it is easier to maintain the noise-cancellation conditions if one works directly with the curve.

C. Arbitrary single-qubit gates from space curves in three dimensions

All the results described so far apply to the case of single-axis (resonant) driving, Eq. (1). In subsequent work [59], it was discovered that additional geometrical structure hidden within the time-dependent Schrödinger equation allows one to obtain all robust driving fields in the most general case of three-axis driving. In this case, the Hamiltonian of a driven two-level system subject to a single source of quasistatic noise can be expressed as

\[ \mathcal{H}(t) = \mathcal{H}_c(t) + \delta \mathcal{H} = \frac{\Omega(t) \cos \Phi(t)}{2} \sigma_x + \frac{\Omega(t) \sin \Phi(t)}{2} \sigma_y + \frac{\Delta(t)}{2} \sigma_z + \epsilon \sigma_z, \]

where \( \Omega(t) \), \( \Phi(t) \), and \( \Delta(t) \) are three independent driving fields. \( \delta \mathcal{H} = \epsilon \sigma_z \) is the quasistatic noise term, which is assumed to be weak compared to the maximum amplitudes of the driving fields \( \Omega(t) \) and \( \Delta(t) \). Ref. [59] showed that
Thus, the full evolution operator in the original frame can be obtained from the driving fields: 

\[ \kappa(t) = \|\dot{r}(t)\| = \Omega(t), \]

\[ \tau(t) = \frac{(\dot{r} \times \ddot{r}) \cdot \dddot{r}}{\|\dot{r} \times \ddot{r}\|^2} = \Phi(t) - \Delta(t). \]

Thus, given any space curve, the driving field \( \Omega(t) \) that generates this evolution can be extracted from the curvature of the curve. However, notice that only the difference \( \Phi(t) \) is fixed by the torsion, meaning that \( \Phi \) and \( \Delta \) are not uniquely determined by the space curve. This is related to the fact that one can always transform to a frame in which one of these fields is effectively eliminated. For example, performing a frame transformation \( R(t) = e^{-i \int_0^t \Delta(t') \sigma_z dt'} \) converts the control Hamiltonian into \( \tilde{H}_c = \tilde{R} \tilde{H} \tilde{R} - i \tilde{R} \dot{\tilde{R}} = \tilde{\Omega} (\cos \tilde{\Phi} \sigma_x + \cos \Phi \sigma_y), \) where \( \tilde{\Phi} = \Phi - \Delta. \) The space curve therefore encodes the qubit evolution up to such a frame transformation. Different evolutions that are related by a frame transformation of this form all map to the same space curve.

The space curve \( r(t) \) contains full information about the evolution operator \( U_c(t). \) To see how to extract this information, first write \( U_c(t) = R(t)\tilde{U}(t), \) where \( \tilde{U}(t) \) is the evolution operator generated by \( \tilde{H}_c(t). \) This avoids the frame ambiguity described above and allows \( \tilde{U}(t) \) to be uniquely determined from the space curve. To see this explicitly, parameterize the evolution operator as

\[ \tilde{U}_c(t) = \begin{pmatrix} e^{i(\zeta + \lambda)/2} \cos(\theta/2) & -ie^{-i(\zeta - \lambda)/2} \sin(\theta/2) \\ -ie^{i(\zeta - \lambda)/2} \sin(\theta/2) & e^{-i(\zeta + \lambda)/2} \cos(\theta/2) \end{pmatrix}, \]

where \( \zeta, \lambda, \theta \) are all real functions of time. The tangent curve (also known as tangent indicatrix or tantrix for short) is then given by

\[ \dot{r} = U_c \sigma_z U_c = \tilde{U}_c \sigma_z \tilde{U}_c = -\sin \theta \sin \zeta \dot{x} + \sin \theta \cos \zeta \dot{y} + \cos \theta \dot{z}. \]

We see that two of the three functions (\( \theta \) and \( \zeta \)) in the evolution operator can be obtained from \( \dot{r} \), while \( \lambda \) cannot. However, using the Schrödinger equation for \( \tilde{U}(t) \), we can also derive a formula for this phase in the evolution operator:

\[ \lambda = -\int_0^t dt' \tau(t') + \arctan \left( \frac{\dot{x} \dot{y} - \dot{y} \dot{x}}{\dot{z}} \right). \]

Thus, the full evolution operator in the original frame can be obtained from \( \int_0^t dt' \Delta(t') \) and from data extracted from the space curve: \( r, \dot{r}, \) and the integral of the torsion.

Notice that in Eq. (7) we defined the space curve to be the Pauli coefficients of the first-order term in the Magnus expansion of the evolution operator in the interaction picture: \( U_I(t) \approx \exp[-i \epsilon \int_0^t U_I(t') \sigma_z U_I(t') dt'] = \exp[-i \epsilon \dot{r}(t) \cdot \sigma]. \) In the absence of noise (\( \epsilon = 0 \)) we would have \( U_I(t) = \mathbb{I}. \) We see that this result can be recovered at the final time \( t = T \) to first order in \( \epsilon \) by requiring the space curve to be closed: \( r(T) = r(0) = 0. \) Therefore, control fields that dynamically suppress noise can be obtained by drawing closed curves and extracting the curvature and torsion. The desired target evolution can be chosen by fixing the tangent vector at the end of the curve and by choosing the total torsion (i.e., the integral of the torsion) appropriately. This simple relationship between space curves and robust control fields makes the process of producing experimentally feasible pulse waveforms transparent. It is possible to obtain smooth, dynamically correcting pulses for any desired single-qubit gate with this approach. It is also important to point out that this constitutes a general solution to the problem: Any pulse that cancels noise corresponds to a closed space curve. If we restrict to Hamiltonians for which \( \Phi = \Delta, \) then the corresponding space curves have zero
An example of how this geometrical structure can be exploited to design dynamically corrected gates is shown in Fig. 6. Here, the target gate operation is one of the Clifford gates: $U = R(\hat{x} - \hat{y} + \hat{z}, 2\pi/3)$, i.e., a rotation about the axis $\hat{x} - \hat{y} + \hat{z}$ by angle $2\pi/3$. A pulse that generates this gate while canceling first-order errors can be obtained from a closed curve that has the appropriate slope as it returns to the origin, as shown in Fig. 6(a). The control fields extracted from the curvature and torsion are shown in Fig. 6(b). A plot of the infidelity of the resulting gate as a function of the noise strength is shown in Fig. 6(c), where for comparison, the result for a square pulse of the same duration is also shown. It is evident that the noise-suppressing pulse makes the operation orders of magnitude more robust than a naive square pulse, and the slope of the log-log infidelity plot confirms that the first-order error is cancelled.

In Ref. [59], it was also shown that second-order errors can be cancelled by designing closed curves with vanishing-area planar projections. This is because the second-order term in the Magnus expansion of $U_I(t)$ is proportional to

$$
\int_0^t \int_0^{t_1} [U'_\epsilon(t_1) \sigma_z U_\epsilon(t_1), U'_\epsilon(t_2) \sigma_z U_\epsilon(t_2)] dt_1 dt_2 \propto \left( \int_0^t \mathbf{r}(t_1) \times \dot{\mathbf{r}}(t_1) dt_1 \right) \cdot \sigma.
$$

Each component of the integral on the right-hand side equals the area enclosed by $\mathbf{r}(t)$ after it is projected onto a plane orthogonal to the Cartesian unit vector corresponding to that component. Notice that this generalizes a similar result found for plane curves in Sec. II A. Here, we see that in the most general case of driving along two or three axes, three areas must vanish instead of only one. An example of a curve for which all three planar projections vanish in this way is shown in Fig. 7(a). The pulses extracted from this curve (Fig. 7(b)) perform an identity operation that is robust to noise up to second order.
III. NOISE-RESISTANT LANDAU-ZENER SWEEPS THROUGH AVOIDED CROSSINGS

In addition to constructing noise-resistant pulses, the SCQC formalism can be used to design high-fidelity control protocols that involve tuning a system close to a noisy avoided crossing. Landau-Zener (LZ) transitions \[60–63\] induced by an avoided crossing are widely used for qubit operations, system characterization, initialization, and readout \[64–82\]. The performance of operations that rely on avoided crossings can be degraded by noise in the energy gap \[83\]. This can be an issue when driving the system through either a level crossing or an anti-crossing. In the former case, noise fluctuations can create a small energy gap, converting the crossing into an anti-crossing and causing unwanted LZ transitions. Similarly, in situations where the objective is to tune the system to a desired level on the opposite side of an avoided crossing, noise can cause undesirable transitions to the other level. Noise can also lower the fidelity in cases where anti-crossings are exploited to perform operations. Several methods have been developed to address these issues dynamically, including composite LZ pulses \[84\], super-adiabatic LZ pulses \[76, 85\], and LZ sweeps based on geometric phases \[86–89\]. However, these methods can sometimes lead to long control times, experimentally impractical pulse waveforms, or imperfect noise cancellation.

The LZ problem is typically described by a Hamiltonian of the form $\mathcal{H}(t) = \frac{\Omega(t)}{2} \sigma_z + \frac{\Delta}{2} \sigma_x + \epsilon \sigma_z$. $\Delta$ is the energy gap of the anti-crossing at zero bias ($\Omega = 0$), while $\epsilon$ is a stochastic fluctuation in this energy. This is similar to the Hamiltonian considered in the previous section (Eq. (6) with $\Phi = 0$), except that the driving is now along the $z$ axis, while the noise is along $x$. This choice of basis is more natural for the LZ problem, where one typically tunes the system energy to approach the anti-crossing. In this context, we are generally not interested in pulses $\Omega(t)$ that start and end at zero like before, but rather the focus is on control fields with nonzero initial and final values. This can be accounted for in the SCQC formalism by constructing curves that possess nonzero curvature at the initial and final points. For this Hamiltonian, the curvature and torsion are given by $\kappa(t) = -\Omega(t)$ and $\tau = -\Delta$, respectively \[90\]. In terms of the geometry of space curves, two important differences arise here compared to the previous section. The first is that here we want to allow the curvature to assume both positive and negative values since in the LZ problem, one is generally interested in what happens when the system is swept through the anti-crossing at $\Omega = 0$. However, the curvature of a space curve is usually defined to be strictly nonnegative as in Eq. (8). Ref. \[90\] modified this definition slightly to allow for both positive and negative curvatures. A second important difference compared to the previous section is that here, we are interested in the case of constant $\Delta$, which means that we must find space curves that have constant torsion. A general procedure for carrying out this nontrivial task was presented in Ref. \[90\].

Ref. \[90\] showed that by carefully designing $\Omega(t)$, it is possible to suppress unwanted transitions caused by the noise fluctuation $\epsilon$, such that the desired state or gate operation is realized at the final time $T$ with high fidelity. We first discuss the case in which the avoided crossing is caused purely by noise, i.e., in the absence of noise it becomes a crossing. A key ingredient is to notice that the original linear LZ sweep, $\Omega(t) \sim t$ \[60–63\], corresponds to a plane curve known as an Euler spiral (see Fig. [8, 91, 94]).

It is evident from the figure that Euler spirals do not close. However, we can combine pieces of Euler spirals together to make closed curves, which in turn yield robust sweep profiles $\Omega(t)$. An example of such a curve constructed from Euler spiral and circular arc segments, along with its corresponding pulse, are shown in Fig. [9]. The figure also shows the probability of an unwanted LZ transition as a function of noise strength. A naive linear sweep is included for comparison, and it is evident that the SCQC-engineered sweep protocol performs better by several orders of magnitude. A striking feature of the robust LZ sweep shown in Fig. [9] is that it is non-monotonic. Ref. \[90\] in fact proved that it is impossible to cancel noise using a monotonic sweep. This is essentially a consequence of a result in differential geometry known as the Tait-Kneser theorem. Ref. \[90\] also presented families of arbitrary-angle single-axis
gates that are robust to noise up to second order.

These ideas can be generalized to the case of a nonzero gap ($\Delta > 0$). This requires developing a technique to construct closed curves of constant torsion, which is well known in the differential geometry community to be a challenging problem [95]. Ref. [90] introduced a general procedure to accomplish this task. One starts by drawing a closed planar curve, $p(s) = [x(s), y(s)]$, that satisfies certain rotational symmetries. This is then projected onto the surface of a unit sphere to form the binormal indicatrix $b(t)$ of a space curve. (After projecting onto the sphere, the binormal must be reparameterized so that $t$ is its arc length.) The space curve can then be obtained from $b(t)$ using the formula

$$r(t) = -\frac{1}{\Delta} \int_0^t b(s) \times \dot{b}(s) ds. \tag{14}$$

We can see from this formula that closure of the space curve corresponds to three vanishing-area conditions for the three Cartesian projections of $b(t)$. This is mathematically similar to the vanishing-area constraints on $r(t)$ needed for second-order noise cancellation (see Eq. (13)). In the present problem, these vanishing-area constraints can be satisfied by building rotational symmetries into the initial plane curve $p(s)$. Once we obtain the space curve from the binormal curve, we can read off the driving field from its curvature. An example is shown in Fig. 10. The sweep profile obtained from this example has rather sharp features, but these can be softened using additional curve engineering. The figure also shows the fidelity as a function of noise strength for both the SCQC sweep and two noise-sensitive linear sweeps. It is evident that the former performs substantially better as expected.

IV. SPACE CURVE FORMALISM FOR MULTI-LEVEL AND MULTI-QUBIT SYSTEMS

A. Control Hamiltonians from generalized curvatures

The results described above only apply for individual qubits. It is equally important to find dynamical methods to combat noise during multi-qubit operations, which are a fundamental requirement for most quantum information technologies. It is also necessary to develop such techniques for multi-level systems since logical qubit states always reside in a larger spectrum of energy levels. Achieving high-precision control over the logical states requires taking into account the states outside this subspace, as they can give rise to “leakage” errors due to population escaping from the logical subspace.

In Ref. [96], it was discovered that a geometric structure also underlies the Schrödinger equation for multi-level and multi-qubit systems. These more general cases have a geometric interpretation in terms of curves in higher dimensions. A curve in any number of dimensions is described by a set of vectors called the Frenet-Serret basis vectors and by a set of “generalized curvatures” that generalize the concepts of curvature and torsion that arise in three dimensions, as discussed in Sec. II[C]. The key to extending the geometric formalism to larger Hilbert spaces is to determine how...
Consider the following Hamiltonian:

$$H = H_c(t) + \delta H,$$

where $H_c$ is the control Hamiltonian, and $\delta H$ is a noise term. Define $Q = \delta H/|\delta H|$, and assume that $\{H_c, Q\} = 0$. Here, the magnitude of an operator is defined by $|O| = \sqrt{O \cdot O}$, where the inner product of two operators is $O_1 \cdot O_2 = O_1^\dagger O_2$.

If quantum evolution under the Schrödinger equation can be represented by a geometric space curve, then it should be possible to identify a set of Frenet-Serret vectors for a given Hamiltonian and show that they satisfy Eq. (15). This identification will in turn yield relations between the generalized curvatures and control fields in the Hamiltonian.

A curve $\mathbf{r}(t)$ in $d$-dimensional Euclidean space defines a set of Frenet-Serret basis vectors $\{\mathbf{e}_n\}$, $n = 1, \ldots, d$. As in the single-qubit case described above, each point along the curve $\mathbf{r}(t)$ is labeled by the evolution time $t$. For each value of $t$, the Frenet-Serret vectors form an orthonormal basis: $\mathbf{e}_m(t) \cdot \mathbf{e}_n(t) = \delta_{mn}$. The first vector, $\mathbf{e}_1(t)$, is chosen to be the tangent vector of the curve at time $t$: $\mathbf{e}_1(t) = \dot{\mathbf{r}}(t)$. Thus, the Frenet-Serret frame rigidly rotates with the curve as time progresses. The orthonormality condition immediately implies that $\mathbf{e}_m \cdot \mathbf{e}_n = -\mathbf{e}_m \cdot \mathbf{e}_n$. In the case $m = n$, it follows that $\mathbf{e}_n \cdot \mathbf{e}_n = 0$, or in other words $\dot{\mathbf{e}}_n$ lies in a direction orthogonal to $\mathbf{e}_n$. In the case of the first vector, this direction defines $\mathbf{e}_2$: $\dot{\mathbf{e}}_1 = \kappa_1 \mathbf{e}_2$, where $\kappa_1$ is the magnitude of $\dot{\mathbf{e}}_1$. The time derivative of $\mathbf{e}_2$ can then be written as $\dot{\mathbf{e}}_2 = -\kappa_1 \mathbf{e}_1 + \kappa_2 \mathbf{e}_3$, where the first term is included to ensure that $\dot{\mathbf{e}}_1 \cdot \mathbf{e}_2 = -\mathbf{e}_1 \cdot \dot{\mathbf{e}}_2$ is satisfied, and where $\mathbf{e}_3$ is defined to be the component of $\dot{\mathbf{e}}_2$ that is orthogonal to both $\mathbf{e}_1$ and $\mathbf{e}_2$. Continuing on to $\mathbf{e}_3$, etc., and following the same logic then leads to definitions of the remaining $\mathbf{e}_n$, as well as to a set of self-consistency conditions known as the Frenet-Serret equations:

$$\dot{\mathbf{e}}_n = -\kappa_{n-1} \mathbf{e}_{n-1} + \kappa_n \mathbf{e}_{n+1},$$

where the $\kappa_n$ are referred to as generalized curvatures, and $\mathbf{e}_0 = 0 = \mathbf{e}_{d+1}$. If we return to the special case of $d = 3$ dimensions, then we recognize $\kappa_1$ as the usual curvature, while $\kappa_2$ is the torsion.

If quantum evolution under the Schrödinger equation can be represented by a geometric space curve, then it should be possible to identify a set of Frenet-Serret vectors for a given Hamiltonian and show that they satisfy Eq. (15). This identification will in turn yield relations between the generalized curvatures and control fields in the Hamiltonian.

Consider the following Hamiltonian:

FIG. 10. A modified Landau-Zener sweep that cancels noise to first order in the case of a nonzero gap $\Delta = |\tau| > 0$. (a) The binormal vector $\mathbf{b}(s)$ obtained by projecting a closed plane curve $\mathbf{p}(s)$ (which is chosen to have certain rotational symmetries) onto the unit sphere. (b) The space curve $\mathbf{r}(t)$ corresponding to the binormal curve shown on the left. (c) The pulse (blue) obtained from the curvature of the space curve. Two different linear sweeps (orange and purple) are also shown for comparison. (d) Process fidelity versus noise strength $\epsilon$ (in units of the energy gap $\Delta = |\tau|$) for the SCQC sweep (blue) and naive linear sweeps (orange and purple). This figure is adapted from [90], which has been submitted for publication.
Thus, the normalization of the Frenet-Serret vectors is guaranteed. It is tempting to identify the two terms in Eq. (18) with the two terms in Eq. (15). Ref. \[96\] showed that this can in fact be done if the \(A_n\) obey the following recursion relation:

\[
\kappa_n A_{n+1} = \begin{cases} 
i\{H_c, A_n\} & \text{if } n \text{ is odd} \\ A_n & \text{if } n \text{ is even} \end{cases},
\]

where \(A_1 = \mathbb{1}\). The curvatures, \(\kappa_n\), can be obtained by taking the magnitudes of these expressions, since \(A_n\) has unit magnitude. Eq. (19) thus provides a general mapping between control fields in the Hamiltonian and the generalized curvatures. From Eq. (19), it can be seen that the \(A_n\) obey the following (anti)commutation relations:

\[
[A_1, Q] = 0, \quad \{A_2, Q\} = 0, \quad \{A_3, Q\} = 0, \quad [A_4, Q] = 0, \quad [A_5, Q] = 0, \quad \{A_6, Q\} = 0, \ldots
\]

Thus, the normalization of the Frenet-Serret vectors is guaranteed.

As in the single-qubit case, the components \(x_\alpha(t)\) of the space curve \(r(t)\) are given by the integral of the tangent vector:

\[
\sum_{\alpha=1}^{d} x_\alpha(t)V_{\alpha} = \int_0^t dt' e_1(t') = \int_0^t dt' U_c(t')QU_c(t').
\]

The number of distinct basis operators \(V_{\alpha}\) that emerge from the final integral determines the dimension \(d\) of the Euclidean space in which the space curve resides. This in turn depends on the number of operators in \(H_c\) and on the commutativity of these operators with each other and with \(Q\), the operator governing the error term \(\delta H\). Because the final integral in Eq. (21) is proportional to the leading-order term in a Magnus expansion of the interaction-picture evolution operator generated by \(U_c(t)\delta HU_c(t)\), we again see that cancellation of the leading-order error in \(U(T)\) requires \(r(t)\) to be closed: \(r(T) = r(0) = 0\). Thus, by constructing closed curves in \(d\) dimensions, we can obtain noise-cancelling control fields from the generalized curvatures of these curves.

Relations (19) tell us how the generalized curvatures of the space curve are related to the various terms of the Hamiltonian. However, this does not yet constitute a general procedure for obtaining error-correcting control fields for multi-level or multi-qubit systems. A remaining challenge is that not all curves correspond to physical control fields. As a simple example of this, consider the case of a single qubit driven by an off-resonant pulse, as described in Sec. II C. Here, the system is described by a curve in \(d = 3\) dimensions with constant torsion (corresponding to a constant pulse detuning). However, a general curve in three dimensions has a torsion that varies in time, and so it does not describe a constant-detuning pulse. As described in Sec. III, this problem was solved in Ref. [90] in the three-dimensional case. In higher dimensions however, a general procedure to systematically find curves with a number of generalized curvatures held constant remains an open problem. Although we do not yet have a general recipe, explicit examples of curves constrained in this way can still be found in special cases, as we show in the next section.

Another important aspect of the multi-level/multi-qubit SCQC formalism that remains to be understood is how to formulate higher-order noise-cancellation constraints. The results described above show that closed curves guarantee leading-order noise cancellation as in the single-qubit case. In the case of a single qubit, Ref. [59] showed that second-order noise errors are also cancelled by ensuring that the planar projections of the curve have vanishing enclosed area (see Fig. 7). How this condition generalizes in the multi-level/multi-qubit context has not yet been worked out.

### B. Noise-cancellation in multi-qubit quantum gates

In Ref. [90], it was shown that the multi-dimensional SCQC formalism described above can be used to design noise-cancelling pulses for an important class of two-qubit problems. This class includes systems in which the two qubits
are coupled via an Ising-like interaction, as is the case for superconducting transmon qubits in the dispersive regime \[97\,102\] and also for capacitively coupled or exchange-coupled singlet-triplet spin qubits in semiconductor quantum dots \[103\,108\]. In these cases, the two-qubit control Hamiltonian has the form

\[
H_c = \begin{pmatrix}
E_1 & \Omega(t) & 0 & 0 \\
\Omega(t) & -E_3 & 0 & 0 \\
0 & 0 & E_2 & \Omega(t) \\
0 & 0 & \Omega(t) & -E_2
\end{pmatrix}.
\]  

(22)

Here, \(\Omega(t)\) is the driving field we wish to design, while \(E_1\) and \(E_2\) are constant energy splittings. This Hamiltonian describes two coupled qubits (where the coupling creates the difference between \(E_1\) and \(E_2\)) in a situation where only the second qubit is driven. This provides enough control to create two-qubit entanglement \[103\,105\]. We can also use the formalism to derive pulses that rotate only one qubit without changing the state of the other qubit and while also suppressing noise. This is a challenging problem for quantum processors in which the couplings are always on \[100\,101\].

Ref. \[96\] studied the case where the two-qubit system is subject to slow noise fluctuations in the energy levels of both qubits. In the context of superconducting transmon qubits, these fluctuations typically arise from magnetic flux noise \[109\], while for semiconductor spin qubits they are caused by nuclear spin noise \[45\,110\]. These fluctuations are described by the noise Hamiltonian \(\delta H = \epsilon \mathbf{I} \otimes \sigma_z\). Ref. \[96\] showed that the evolution of the two-qubit system can be mapped to a curve in \(d = 6\) dimensions, with generalized curvatures:

\[
\begin{align*}
\kappa_1 &= 2|\Omega|, \\
\kappa_2 &= \sqrt{2(E_1^2 + E_2^2)}, \\
\kappa_3 &= \sqrt{2|E_1^2 - E_2^2|}, \\
\kappa_4 &= 2\sqrt{\Omega^2 + \frac{2E_1^2 E_2}{E_1^2 + E_2^2}}, \\
\kappa_5 &= \frac{E_1 E_2 \sqrt{2(E_1^2 + E_2^2)}}{\Omega^2 (E_1^2 + E_2^2) + 2E_1^2 E_2^2} \frac{d\Omega}{dt}.
\end{align*}
\]  

(23)

This curve must be closed in order for the leading-order error to cancel. At first glance, constructing such a curve appears challenging because two of the five curvatures (\(\kappa_2\) and \(\kappa_3\)) must be held constant, while the remaining three depend on a single function, \(\Omega(t)\). The six-dimensional curves that are relevant to this problem are thus highly constrained, making it harder to construct examples. However, it was found that this difficulty can be circumvented by decomposing the six-dimensional curves into two curves in three dimensions. The fact that this can be done can be seen from Eq. \(22\), where the \(4 \times 4\) Hamiltonian contains two \(2 \times 2\) blocks. Each block can be viewed as an effective two-level system and can thus be mapped to a three-dimensional space curve. Both two-level systems have the same driving field \(\Omega(t)\) but different “detunings”: \(2E_1\) in the first block and \(2E_2\) in the second. Therefore, to obtain physical solutions, one must construct two space curves that have the same curvature and distinct but constant torsions. Ref. \[96\] constructed examples of such curves by piecing together constant-torsion segments to form closed loops. An example pair of such curves that satisfy all the necessary constraints and the corresponding pulse are shown in Fig. \[11\]. The resulting pulse implements a \(z\) rotation on one qubit while leaving the other qubit alone. The fact that this pulse successfully suppresses noise at the same time is demonstrated in Fig. \[12\] which shows the gate infidelity as a function of the noise strength. Ref. \[96\] also constructed an example of a pair of curves that yield a maximally entangling CNOT gate. In this case, one of the two curves must exhibit a cusp at the origin, so that an \(x\) rotation is implemented in one of the \(2 \times 2\) subspaces.

This example illustrates that decomposing a higher-dimensional curve into lower-dimensional curves can make it easier to obey physical constraints. However, it remains to develop a systematic procedure that can be applied to more general Hamiltonians, particularly ones that do not exhibit a block-diagonal structure like in Eq. \(22\), as well as to Hamiltonians that contain more than one driving field.

V. CANCELLING TIME-DEPENDENT NOISE ERRORS

In the works described in the previous sections, it was assumed the noise is quasistatic (i.e., \(\epsilon\) in Eqs. \[1\] and \(\Omega\) is constant over the duration of the pulse \(\Omega(t)\)). This is a good first approximation for most qubit platforms,
including superconducting transmon qubits, trapped ions, and semiconductor spin qubits. However, in reality the noise possesses a slow time-dependence, and this can become important if the goal is to achieve very high control precision, as is necessary to reach quantum error-correction thresholds \[111\]. This motivates extending the SCQC formalism to the case of time-dependent noise. This was done in the case of single-qubit gates in Ref. \[112\].

Consider the general scenario in which a qubit couples to a bath with many degrees of freedom, so that the Hamiltonian is

\[
H(t) = \frac{\Omega(t)}{2} \sigma_x \otimes \mathbb{I} + \lambda \sigma_z \otimes B + \mathbb{I} \otimes H_B,
\]

where \(\Omega(t)\) is the control field and \(\sigma_\alpha\) (\(\alpha = x, y, z\)) are Pauli matrices acting on the qubit. The operators \(B\) and \(H_B\) only act on the environmental degrees of freedom and represent a generic quantum bath. The second term is the qubit-bath interaction with coupling strength \(\lambda\). This interaction induces pure dephasing and is responsible for decohering the qubit. The goal is to design control pulses that implement quantum gates while dynamically decoupling the qubit from the bath. If the bath degrees of freedom fluctuate slowly compared to the gate time, then this problem can be recast in terms of a stochastic noise parameter \(\epsilon\) as in Refs. \[50\] \[52\] \[59\]. However, if the bath fluctuates during the gate, then this will give rise to additional errors that cannot be eliminated using the methods of Refs. \[50\] \[52\] \[59\]. These errors are quantified by the leading-order gate infidelity \[112\]:

\[
1 - \mathcal{F} \approx \frac{1}{3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} S(\omega) F(\omega, T),
\]

where \(S(\omega)\) is the noise power spectrum (the Fourier transform of the two-point correlation function \(\langle B(t)B(t')\rangle\) of the bath operators), which quantifies how much noise is present at frequency \(\omega\). \(F(\omega, T) \equiv |f(\omega, T)|^2 + |f(-\omega, T)|^2\)
is called a filter function, where

\[ f(\omega, T) \equiv \int_0^T dt e^{i(\phi(t) - \omega t)}, \]  

(26)

and \( \phi(\tau) = \int_0^\tau dt \Omega(t) \) is the integral of the pulse. The similarity of this expression for \( f(\omega, T) \) to the noise-cancellation constraints in the case of quasistatic noise, Eq. (3), suggests that there is an underlying geometric framework in the case of time-dependent noise too. This is indeed the case, as will now be shown.

The leading time-dependent noise error will be suppressed if the integral in Eq. (25) is small. This in turn requires \( F(\omega, T) \) to be small whenever \( S(\omega) \) is large. The task then is to find pulses \( \Omega(t) \) so that \( F(\omega, T) \) exhibits this property. In most solid-state qubit platforms, the noise is concentrated at low frequencies (which is why the quasistatic approximation is effective at describing the bulk of the error). This means that we need to make the filter function as flat as possible in the vicinity of \( \omega = 0 \), or in other words, not only do we need \( f(0, T) = 0 \), but also the first \( k-1 \) derivatives should vanish:

\[ \left. \frac{d^\ell}{d(\omega T)^\ell} f(\omega, T) \right|_{\omega=0} = 0, \quad \ell = 0, 1, \ldots, k - 1. \]  

(27)

There is a geometrical interpretation of these constraints. If we define the following series of plane curves,

\[ r_m(t) = \int_0^t dt_1 \int_0^{t_1} dt_2 \cdots \int_0^{t_{m-1}} dt_m e^{i \phi(t_{m+1})}, \]  

(28)

labelled by integer \( m \), then through repeated integrations by parts it follows that

\[ i^\ell \frac{d^\ell}{d(\omega T)^\ell} [T^{-1} f(\omega, T)]_{\omega=0} = \int_0^T s^\ell e^{i \phi(t)} dt = \sum_{m=0}^\ell \frac{(-1)^m \ell!}{(\ell - m)!} r_m(T), \]  

(29)

for \( \ell = 0, \ldots, k - 1 \). Thus, the first \( k \) derivatives of \( f(\omega, T) \) will vanish if each of the \( r_m(t) \) for \( m = 0, 1, \ldots, k - 1 \) corresponds to a closed curve. Therefore, suppressing time-dependent noise errors requires that we construct a sequence of closed curves where each curve in the sequence is the integral of the previous. An example of such a sequence is illustrated in Fig. 13. Ref. 112 developed a procedure for generating curve sequences like this numerically using an iterative damped Newton method. The corresponding pulse can be obtained from the curvature of the curve at the bottom of the hierarchy, \( r_0(t) = \frac{d^{k-1} r_{k-1}}{d t^{k-1}} \). Examples of pulses obtained in this way for values of \( k \) ranging from 2 to 8 are shown in Fig. 14 along with the resulting filter functions. The increasing flatness of the filter function near \( \omega = 0 \) with increasing \( k \) is evident in the figure. This behavior is similar to that given by the UDD dynamical decoupling sequence [19].

\[ e^{i \phi} \xrightarrow{f} r_0(s) \xrightarrow{f} r_1(s) \xrightarrow{f} r_2(s) \xrightarrow{f} r_3(s) \]

FIG. 13. An example of a sequence of closed curves \( r_\ell(t) = \frac{d^{k-\ell} r_3}{d t^{2-\ell}} \), where \( k = 4 \). The red dots represent the origin, which is also the starting/ending point of the curves. In this example, \( r_0 \) is the integral of \( e^{i \phi(t)} \). The integral of \( r_3 \) is no longer a closed curve, so the sequence terminates. This figure is adapted from [112], which has been submitted for publication.

A number of qubit platforms suffer from colored noise such as \( 1/f \) noise. This type of noise originates from nuclear spin noise and charge noise in the case of semiconductor spin qubits [37, 35, 110] and from magnetic flux noise [109] in the case of superconducting qubits. In both cases, it is the dominant source of qubit dephasing. An important question concerns the tradeoff between pulse bandwidth and the size of the frequency window in which noise is cancelled. From Fig. 14 it is evident that suppressing noise over larger frequency ranges requires the use of pulses that contain higher frequency components. At some point, the pulse bandwidth will exceed what is possible to implement experimentally due to waveform generator limitations. Note that this is a generic feature of cancelling time-dependent noise and is not specific to the SCQC approach. However, it is likely that some pulses will achieve the same noise suppression.
while using less bandwidth compared to others. It is also important to note that, as indicated by a no-go theorem presented in Ref. [113], the noise filtration suggested by Eq. (25) is only efficient for higher $k$ if $S(\omega)$ has a hard frequency cutoff. This makes the suppression of $1/f$ noise particularly challenging. Nonetheless, it was found in Ref. [112] that the smooth pulses shown in Fig. 14 can still outperform delta-function sequences such as UDD [19] to some extent, due to their always-on nature.

VI. SIMULTANEOUS CANCELLATION OF MULTIPLE NOISE SOURCES

In addition to noise errors that act transversely to the drive, it is often the case that errors enter into the driving field itself. For a single qubit, the Hamiltonian can then take the form

$$H(t) = \Omega(t) + \delta \Omega(t) + \frac{\Delta}{2} \sigma_z + \epsilon \sigma_z.$$  

The error in the driving field is represented by the stochastic fluctuation $\delta \Omega(t)$. This can be caused by systematic errors that arise in the process of generating and sending the pulse to the device, or it can be due to a second source of environmental noise (on top of the source that causes the transverse fluctuation $\epsilon$). An example of the latter is charge noise in singlet-triplet spin qubits, which can cause time-dependent fluctuations in the exchange coupling used to drive qubit rotations [39, 114]. The question is then whether it is possible to find pulses $\Omega(t)$ that dynamically correct both error terms simultaneously. Approaches based on group theory or composite pulses have been developed to address this problem in general settings [31, 115–118]. More recent methods based on extensions of the SCQC framework have also been developed, including a direct extension in which additional pulse constraints are imposed to ensure the cancellation of pulse-amplitude errors [119], a geometric technique based on enforcing noise-cancellation constraints on the tantrix [120, 121], and a method known as “doubly geometric gates” that combines holonomic evolution with space curves [122]. Here, we review each of these geometric methods in turn and discuss their relative merits.
A. Closed space curves with pulse amplitude constraints

Ref. [119] considered a Hamiltonian of the form (30) but with $\Delta = 0$ and where the pulse-amplitude noise fluctuation is of the form $\delta \Omega(t) = f(\Omega(t))\eta$, where $f(\Omega(t))$ is a function of the pulse amplitude, and $\eta$ is a small stochastic constant. We can expand the evolution operator in powers of $\epsilon$ and $\eta$. The first-order term in $\epsilon$ can be used to map the qubit evolution to a plane curve as in Sec. II A and requiring this term to vanish again leads to the closed-curve condition. The requirement that the first-order term in $\eta$ vanishes at the final time $T$ yields an additional non-local constraint on the curvature, $\Omega(t)$, of the plane curve:

$$\int_0^T d\epsilon f(\Omega(t)) = 0. \tag{31}$$

If the noise causes a stochastic rescaling of the pulse amplitude, then this is described by setting $f(\Omega(t)) = \Omega(t)$, in which case Eq. (31) requires the area of the pulse to vanish. This means that we can only dynamically correct identity operations in this case. It is also immediately clear from Eq. (31) that if the noise creates a random pulse offset described by $f(\Omega(t)) = 1$, then it is impossible to cancel noise for any gate operation. On the other hand, Ref. [119] showed that for $f(\Omega(t)) \sim \Omega(t)^k$, it is possible to cancel the leading-order noise in both $\epsilon$ and $\eta$ while performing nontrivial gates for odd values of $k$ other than 1. Explicit examples using sequences of four square or trapezoidal pulses were given for several values of $k$. Even values of $k$ cannot be canceled because the integral in Eq. (31) is then strictly positive for any $T > 0$.

It is important to note that the inability to cancel pulse rescaling errors ($k = 1$) while performing arbitrary $x$ rotations is a consequence of having set $\Delta = 0$. For $\Delta \neq 0$, it was shown in Ref. [32] that it is possible to cancel both types of noise errors at the same time while executing arbitrary single-qubit gates using composite SUPCODE pulses. Next, we discuss two geometric approaches that supplement closed space curves with additional conditions that suppress pulse-amplitude noise when $\Delta \neq 0$. These approaches allow for arbitrary control waveforms instead of relying on fixed pulse shapes.

B. Reverse-engineering approach

The first geometric approach to designing gates that dynamically correct against two types of noise simultaneously that we discuss here was presented in Ref. [120]. Rather than starting from space curves, this approach begins from a method for reverse-engineering the evolution of a qubit that was introduced in Refs. [123, 124]. The goal of these earlier works was to circumvent the analytical intractability of the general time-dependent two-level Schrödinger equation, which complicates the process of designing quantum logic gates even in the absence of noise. These works developed a systematic procedure to find control fields for which the resulting evolution operator can be obtained analytically; the key idea was to utilize an auxiliary function $\chi(t)$ from which both the evolution operator and the control fields can be determined. It was shown that for a Hamiltonian of the form (30) (in the absence of noise: $\epsilon = 0, \delta \Omega = 0$), any $\chi(t)$ that satisfies the constraint $|\chi| \leq |\Delta|$ yields an analytical solution for the evolution operator along with the pulse $\Omega(t)$ that generates it. Leveraging this result, Ref. [120] then considered the case where both noise terms are present ($\epsilon \neq 0, \delta \Omega \neq 0$) and derived constraints that ensure that the leading-order errors in the evolution operator vanish at the final time:

$$U(T) = U_c(T) + O(\epsilon^2, \delta \Omega^2, \epsilon \delta \Omega). \tag{32}$$

It was further shown that the noise cancellation constraints can be interpreted as constraints on the shape of a curve that lives on the surface of a sphere. If we parameterize the evolution operator as in Eq. (10), then this sphere is parameterized by $\theta$ and $\zeta$. Although it was not realized in Ref. [120], this curve is in fact the tantrix $\dot{r}(t)$ of a three-dimensional space curve. Moreover, the highly non-local constraints for cancelling the first-order term in $\epsilon$ derived in that work are precisely the closed curve condition described in Sec. II C. If one works with the tantrix, then this condition becomes a set of integral constraints that can be challenging to satisfy. On the other hand, the constraints for cancelling pulse-amplitude noise found in Ref. [120] are not easily understood from the point of view of space curves. Instead of using the auxiliary function $\chi(t)$, these constraints can alternatively be considered by considering a first-order Magnus expansion in the pulse error $\delta \Omega$, which then leads to the noise-cancellation conditions

$$\int_0^T \delta \Omega(t') U(t') \sigma_x U(t') = 0. \tag{33}$$

Using the relation between $U_c(t)$ and the tantrix, Eq. (11), this can be recast as a highly non-local constraint on the space curve. Given a form for the pulse fluctuation, e.g., $\delta \Omega(t) = \Omega(t)\eta$ where $\eta \ll 1$, this constraint can be solved
by starting from an ansatz for the space curve containing several adjustable parameters that can be varied without altering the closed curve condition needed to cancel $\epsilon$ noise. It can prove quite challenging to find smooth pulses using this approach, although there has been recent progress in simplifying the noise-cancellation conditions to facilitate the process of finding solutions [121].

C. Doubly geometric gates

An alternative approach to suppressing control field errors is to use holonomic gates [125]. Here, the idea is to base gate operations on geometric phases [126–133]. Because these phases are given by the solid angle enclosed by the evolution path traced on the Bloch sphere (Fig. 15(a)), such gates are insensitive to noise errors that leave this path invariant. This includes pulse-amplitude errors that alter the rate at which the Bloch sphere trajectory is traversed while leaving its shape intact. Although geometric phases were originally defined in the context of adiabatic evolution [126], this concept was later generalized to non-adiabatic evolution [134], enabling fast holonomic gates [135–144]. Such gates have been experimentally implemented in a number of qubit platforms [115–151]. However, such gates generally remain sensitive to transverse noise errors such as the $\epsilon$ term in Eq. (30). In Ref. [122], it was shown that this issue can be addressed by combining space curves with holonomic evolution to construct “doubly geometric” (DoG) gates that simultaneously suppress two orthogonal noise sources. In this section, we review how this approach works.

A single-qubit holonomic gate is constructed by starting from a state that evolves cyclically under a given control Hamiltonian, which can in general be taken to have the form given in Eq. (6). Without loss of generality, we can set the initial state of this cyclic evolution to be the computational state $|0\rangle$. Using the parameterization from Eq. (10) (but now for the full evolution operator $U_c$ instead of $\tilde{U}_c$) and setting $\zeta = 2\alpha + \phi + \pi/2$, $\lambda = -\phi - \pi/2$, the state at later times becomes

$$|\psi(t)\rangle = e^{i\lambda(t)} \left[ \cos(\theta(t)/2) |0\rangle + \sin(\theta(t)/2)e^{i\phi(t)}|1\rangle \right].$$

The evolution is then cyclic if $\theta(T) = \theta(0) = 0$, in which case the evolution trajectory on the Bloch sphere starts and ends at the north pole. The net phase $\alpha(T)$ accumulated in the process is purely geometric if the evolution satisfies the parallel transport condition: $\dot{\alpha}(t) = -\frac{i}{2} (1 - \cos \theta(t)) \dot{\theta}(t)$. A fully-specified holonomic evolution of state $|\psi(t)\rangle$ is sufficient to determine a holonomic quantum gate [122]. A holonomic $z$-rotation by angle $\alpha(T)$ is then implemented, where $\alpha(T) = -\frac{i}{2} \int_0^T (1 - \cos \theta) d\phi$ is the enclosed solid angle. Given $\theta(t)$ and $\phi(t)$, the three control fields $\Omega(t)$, $\Phi(t)$, $\Delta(t)$ that generate this evolution can be obtained from $H_c = i\Delta U_c^\dagger$.

Ref. [122] mapped common examples of holonomic evolutions onto space curves and showed that these curves are not closed in general, indicating a failure to suppress $\epsilon$ noise. One such example is given in Fig. 15 which shows the open space curve corresponding to the well-known “orange-slice model” holonomic gate [146–148,152]. The fact that these curves do not close is expected since such noise typically acts transversely to the Bloch sphere trajectory. However, Ref. [122] went on to demonstrate that it is possible to find holonomic evolutions for which the space curve
is a unique holonomic evolution associated with every smooth, closed space curve and that the control fields that comparison. This figure is adapted from [122], which has been submitted for publication.

Results for the standard orange-slice model-based holonomic gate (HG) are shown for (e) Gate fidelities of the DoG gate constructed from ξ

is closed. Moreover, a general recipe for finding such evolutions was presented. In particular, it was shown that there is a unique holonomic evolution associated with every smooth, closed space curve and that the control fields that generate this evolution can be obtained from the space curve using the following expressions:

\[ \Omega(t) = \| \vec{r}(t) \|, \quad \Delta(t) = \frac{\dot{x}(t) x(t) + \dot{y}(t) y(t)}{\xi}, \quad \Phi(t) = \int_0^t [\tau(t') + \Delta(t')] dt'. \]  

(35)

Before employing these expressions, it is important to first ensure that the curve \( r(t) \) has been parameterized such that \( \| \dot{r}(t) \| = 1 \). Any smooth, closed space curve can therefore be used to construct DoG gates that are simultaneously holonomic and robust to \( \epsilon \) noise. It is interesting to note that while a given space curve corresponds to a family of control Hamiltonians related by frame transformations (as noted in Sec. [11C]), the parallel transport condition picks out a unique Hamiltonian from this family.

Ref. [122] presented several explicit examples of DoG gates. A continuous family of such gates with adjustable geometric phases \( \alpha(T) \) was obtained by starting from a plane curve \( r_0(t) = y(t) \hat{y} + z(t) \hat{z} \) and applying an operation that twists the curve into the third dimension (\( x \)). The twisted version of the curve is obtained from the formula

\[ \vec{r}_\xi(t) = -(y - \pi/2) \sin(\xi z^3) \hat{x} + (y - \pi/2) \cos(\xi z^3) \hat{y} + z \hat{z}, \]  

(36)

where \( \xi \) is the “twist” parameter. Here, the original planar curve \( r_0(t) \) is chosen such that its curvature is given by a superposition of hyperbolic secant pulses: \( \Omega(t) = \Omega_{\text{sech}}(\Omega_0 t - 10) \Theta(20 - \Omega_0 t) + \Omega_{\text{sech}}(\Omega_0 t - 30) \Theta(\Omega_0 t - 20) \), where \( \Theta \) represents the step function, and the final time is \( T = 40 / \Omega_0 \). The motivation for starting from hyperbolic secant pulses is that they have nice analytical properties that facilitate their use in experiments [153, 154]. After twisting, it is necessary to reparameterize the curve to obtain a new curve \( r_\xi(t) \) such that the tantrix is properly normalized: \( \| \vec{r}_\xi(t) \| = 1 \). For each value of \( \xi \), we can then employ Eq. (35) to obtain the control fields that implement the DoG gate. As an example, the curve and resulting control fields for \( \Omega(T) = \Omega_{\text{sech}}(20 - \Omega_0 T) \) are shown in Fig. 16(a-d); the corresponding holonomic gate is \( U(\xi = \pi/2000) = \text{diag}(e^{-i \Omega \xi \pi}, e^{i \Omega \xi \pi}) \). The noise-cancelling power of this DoG gate is confirmed in Fig. 16(e), which shows the gate fidelity as a function of the noise error. For comparison, the fidelity for the orange-slice model holonomic gate is also shown. Both types of gate are chosen to implement the same operation \( U(\xi = \pi/2000) \), which is a \( z \)-rotation whose angle depends linearly on \( \xi \). It is clear that the DoG gate substantially outperforms the standard orange-slice gate in the presence of this type of error.
The results reviewed here show that the SCQC formalism provides access to the full solution space of noise-resistant control fields. Because all such control fields correspond to closed space curves, we can identify the control Hamiltonians that generate globally optimal gate operations by looking for closed curves that obey certain constraints dictated by the physics of the system and other experimental considerations. As discussed at various points above, there remain several directions in need of further investigation, especially in the case of the multi-qubit/multi-level SCQC formalism, such as finding ways to systematically construct curves in higher dimensions with constant generalized curvatures, including multiple (possibly time-dependent) noise sources, and finding the shortest curves under a given set of constraints to obtain time-optimal pulses for a given task.

In addition to these future directions, it is also important to emphasize that SCQC is complementary to state-of-the-art numerical methods for designing pulses \[159\]. This is because the SCQC framework provides a global view of the optimal control landscape—something that is rarely possible with numerical techniques. Numerical methods often operate based on local information in the parameter space of control fields, and this can sometimes lead to catastrophic failures that are difficult to predict or diagnose. There are at least two ways in which SCQC could be used as a tool to assist with numerical optimal control techniques. The first is that it could be used to identify good initial guesses that can then be further refined with numerical algorithms. The second is that SCQC can be used as a diagnostic tool to analyze the extent to which numerically generated control fields are successful in cancelling different components of the noise error.

The first steps toward this second application were taken in Ref. \[59\] by using the geometric framework as a tool to diagnose the noise-cancelling properties of pulses produced by the numerical algorithm known as Gradient Ascent Pulse Engineering (GRAPE) \[161\]. Ref. \[59\] used the SCQC framework to analyze pulses that were recently designed to implement high-fidelity single-qubit gates on silicon quantum dot spin qubits using GRAPE \[158\]. Fig. 17 shows the space curves for four such pulses, which perform four different single-qubit gates, including an identity operation \(I\), a \(\pi/2\) rotation about \(x\) \((X/2)\), a \(\pi/2\) rotation about \(z\) \((Z/2)\), and a Hadamard operation \(H\). The GRAPE algorithm is implemented with gate fidelity as the cost function and with a noise level corresponding to \(\sqrt{\langle \epsilon^2 \rangle} = 16.7\) kHz, which was attributed to nuclear spin noise in Ref. \[158\]. Constraints were also imposed on the pulse bandwidth through filtering, where the pulses are strongly smoothed out and forced to approach zero at the beginning and end of the gate.

From the figure, it is evident that in each case, the corresponding space curve is almost closed, showing that the...
first-order error-cancellation constraint is almost perfectly satisfied. Moreover, the two-dimensional projections of the curves form symmetric figure-eight shapes in most cases, showing that the second-order cancellation constraint is nearly satisfied as well. Interestingly, it was found that these pulses needed to be 4-5 times longer than the typical time scale of a $\pi$ pulse (1.75 $\mu$s for the parameters used in Ref. [158]); the reason for this is apparent from the space curve, where the bandwidth constraints require pulse durations on the order of 8 $\mu$s in order for the planar projections of the curves to complete their respective figure-eights and thus suppress second-order noise. It is clear from these results that experimental limitations on pulse amplitude or bandwidth are fully compatible with the SCQC formalism, and that realistic pulses correspond to smooth curves that respect the geometrical noise-cancellation conditions.

A goal of future work will be to combine both geometric and numerical methods to achieve the best performance possible in leading quantum computing platforms. Combining these techniques can make it easier to find control pulses that suppress noise while respecting experimental constraints and while implementing a desired quantum operation as quickly as possible.
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