Marketable value estimation of patents using ensemble learning methodology: Focusing on U.S. patents for the electricity sector
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Abstract

Patent valuation is required to revitalize patent transactions, but calculating a reasonable value that consumers and suppliers could satisfy is difficult. When machine learning is used, a quantitative evaluation based on a large volume of data is possible, and evaluation can be conducted quickly and inexpensively, contributing to the activation of patent transactions. However, due to patent characteristics, securing the necessary training data is challenging because most patents are traded privately to prevent technical information leaks. In this study, the derived marketable value of a patent through event study is used for patent value evaluation, matching it with the semantic information from the patent calculated using latent Dirichlet allocation (LDA)-based topic modeling. In addition, an ensemble learning methodology that combines the predicted values of multiple predictive models was used to determine the prediction stability. Base learners with high predictive power for each fold were different, but the ensemble model that was trained on the base learners’ predicted values exceeded the predictive power of the individual models. The Wilcoxon rank-sum test indicated that the superiority of the accuracy of the ensemble model was statistically significant at the 95% significance level.

Introduction

With the advancement of the industrial infrastructure, such as Industry 4.0, the importance of intangible assets continues to increase, and patents, a representative intangible asset, are considered a key resource for enhancing a corporation’s technological competitiveness [1]. Despite the importance of patents, patent transactions in the market are not active due to difficulties in determining a reasonable value that consumers and suppliers can satisfy [2].

Traditionally, patent valuation methodologies have been largely divided into revenue, cost, and market approaches [3]. The revenue approach is a way to convert future revenue from patent rights to the present value. Because the revenue approach is based on predictions of uncertain futures, it has been difficult to calculate prices that both consumers and suppliers can
Understand. In contrast, the cost approach has advantages in that it is easy to measure and requires less subjective factors. However, the cost approach has the inherent limitation of not considering the profitability or market value of the patent. The market approach determines the value based on the market-traded price, and the proper value can be determined because overvalued or undervalued patents converge at an appropriate price through repeated transactions. However, unlike the stock and raw material markets, the patent market has been difficult to value through a market approach because patents are less frequently traded [4].

This study complements the limitations of the market approach using machine learning and an event study methodology. Although research using machine learning for patent analysis has been actively conducted [5–8], most of this research is limited to technology classification, technology prediction, and patent quality analysis. Few studies have used machine learning for patent valuation because securing patent transaction data to train a machine learning model is difficult, as most patents are privately traded to prevent technical information leaks [9].

In this study, the event study methodology is used to overcome these limitations. An event study can be applied to extract the judgment of market participants on the patent by controlling the common market factors from the stock rate at the patent enrollment date. Daily stock and index returns are collected from a certain point in time to the patent enrollment date to employ an event study, and a regression analysis is conducted on these returns. Based on the regression analysis results, the expected normal return is calculated. The abnormal return is also calculated by subtracting the expected normal return from the stock return at the patent enrollment date. In this study, the marketability value of patents is represented based on abnormal returns.

Topic modeling was performed using latent Dirichlet to analyze the semantic information of the patent text. The computed abnormal return was then combined with the topic information of the patent produced using topic modeling as training data for the machine learning-based ensemble learning model. Through this, the market value of a patent can be estimated using the machine learning methodology.

In this study, the ensemble method was used to secure a stable predictive power. A single model has an inevitable model bias problem. An ensemble model that calculates the final predicted value based on the predicted values of several models can reduce the model bias.

Related work

Related research can be divided into two parts: patent valuation and patent topic modeling.

Patent valuation

Patent valuation studies have been conducted based on cost [10–12], revenue [13–15], and market approaches [16], with market approaches centered on small-scale cases where patent transaction information exists. This study is a complementary approach that bypasses market-approach limitations because it uses the event study methodology to extract the marketable value of patents. An event study is a methodology to study the influence of a particular event on stock prices [17–19].

Three typical methods of estimating the normal return are the mean adjusted return method, market adjusted return method, and market model [20]. The mean adjusted return method estimates the mean return during the period before the event as a normal return, and the market adjusted return method estimates the normal return using the market rate of return during the event period [21]. In contrast, the method using the market model calculates the normal return during the event period using the result of estimating the market return sensitivity ($\hat{\alpha}$, $\hat{\beta}$) of the stock return using the ordinary least square (OLS) regression analysis [22].
Research using event studies for technology valuation has been actively conducted. Studies have evaluated the value of innovation through event research [23–25]. Research using event studies for patent valuation has also been actively conducted [19, 26, 27]. In this study, the marketable value of the patent is represented by the abnormal return, and the abnormal return of the patent is matched with the topic information produced through topic modeling.

**Patent topic modeling**

Research on topic modeling has actively been studied. Topic modeling is divided into non-probabilistic and probabilistic models [28]. The probabilistic approach yields a probability distribution over a set of classes for each input sample. In contrast, non-probabilistic models separate the functional space without modeling the class distribution and return the classes associated with the space from which the sample originated.

A representative non-probabilistic approach is to cluster keywords belonging to patent documents using the K-means method [29]. Research using a patent ontology network for extracting the K-nearest neighbors [30] or using the fuzzy set methodology for subject evaluation [31] has also been conducted. However, non-probabilistic models have limitations in seizing the semantic effect of patent content.

The probabilistic model is effective in discovering the hidden subject structure of documents. Various LDA-based models have been widely adopted depending on various aspects of patent data. Some research has combined patent information with an LDA-based subject model to discover potential semantic subjects [32] and has explored patent-related segment topics using the document structure [33].

In this study, we conduct topic modeling of patent text information using the LDA, a probabilistic methodology. We use machine learning-based ensemble models to evaluate the marketable value of patents based on their textual information. Although related studies that directly estimate the market value of a patent using machine learning techniques have been insufficient, some studies have predicted patent quality using patent citations as a dependent variable [34–37]. Various machine learning algorithms predict dependent variables, such as patent quality, using patent text information, such as neural network-based models [38], support vector machine (SVM)-based models [39], and random forest (RF)-based models [40].

A single model may cause a deflection problem, whereas the ensemble technique potentially reduces deflection. We could not find any studies where machine learning and ensemble techniques were used in patent valuation because patent trade price information is not disclosed. However, AdaBoost, in which a decision tree is set as a base learner, was used as an ensemble in technical transfer prediction, which is a different field [41]. Furthermore, in the entity recognition of patents, a voting-based ensemble in which CRF, CNN, and BERT were set as base learners was used [42]. More recently, a methodology to measure an internal quality measure through a graph-based unsupervised ensemble has been attempted [43]. The present study combines event study methodology and topic modeling and calculates the final prediction value through an ensemble. Specifically, various base learners are used, while support vector regression (SVR) is used as a meta learner in order to account for the deflection of the base learner when calculating the final prediction value. Table 1 presents the differences between related work and the model proposed in this study.

**Methodology**

**Proposed methodology and framework**

This work combines the marketable values of patents produced through an event study with the topic information produced by topic modeling. The corresponding data are used for
training machine learning-based ensemble models. This training allows the ensemble model to estimate the marketable value of the patent when given an arbitrary patent. The patent data used for patent valuation are U.S. registered patents for the electricity (IPCH) sector from April 1999 to June 2020. An analysis was conducted only on patents held by listed companies with stock price information to link to the event study. The abstract information of the patents was converted to a corpus, and an LDA analysis was performed. Afterward, the optimal number of topics was calculated using perplexity and coherence analyses, and topic modeling was performed based on the optimal number of topics. To determine the marketable value of a patent, the past 30 daily stock price returns and index returns, including the date of patent enrollment, were collected. A regression equation was constructed using the calculated stock price and index return to calculate the abnormal return. In this study, the abnormal return was used as the market value of the patent. The base learner learns based on the calculated market value of the patents and patent topic information. As a base learner, the RF, multilayer perceptron (MLP), and convolutional neural network (CNN) were used. The meta learner learns using the predicted value calculated using each base learner and estimates the market value of the patent. In this study, SVR was used as a meta learner. Fig 1 presents the framework for marketable value estimation of patents.

Patent text analysis

Topic modeling is one of the text mining techniques for extracting meaningful topics from unstructured text data. It operates on the principle of deriving and classifying the topics embedded in a document based on the words that comprise the document in a large corpus [44]. Representative models of topic modeling are probabilistic latent semantic indexing (pSLI) [45], and LDA models have improved on pSLI [46, 47].

The LDA model is an unsupervised learning method that finds hidden topics within a document through learning that consists only of word patterns, the only observed data, without knowing what each document contains. This method is also called a probabilistic generative model for a set of documents.

The LDA assumes that documents have multiple topics, and each subject follows a Dirichlet distribution. When M documents are given and all documents belong to one of K topics, the word can be represented as an index of the vocabulary. If the size of the vocabulary is V, each word corresponds to an index \( v = \{1, \ldots, V\} \). The word vector \( w \) is expressed as vector \( V \) and satisfies \( w^\prime = 1, w^\prime = 0, v \neq u \). In other words, if the document contains a \( v \) word, it is marked as 1; otherwise, it is marked as 0. Document \( W \) is written as \( W = (w_1, w_2, \ldots, w_N) \) in N consecutive words. The corpus is a set of documents, expressed as \( D = \{W_1, W_2, \ldots, W_N\} \).

Fig 2 illustrates a probability graph model for this, where K stands for the number of topics and assumes a fixed, known value, M indicates the number of documents, and N represents...
Fig 1. Framework for marketable value estimation of patents. [a: The topic allocation probability used as an independent variable of the base-learner is calculated through LDA-based topic modeling. b: The market value of a patent used as a dependent variable is calculated through the event study methodology. c: Random Forest, MLP, and CNN are used as base learners. d: SVR is used as the algorithm of the ensemble model that calculates the final predicted value through the predicted value of the base-learner].

https://doi.org/10.1371/journal.pone.0257086.g001

Fig 2. Graphical model representation of the LDA model. [a: K stands for the number of topics. b: M indicates the number of documents. c: N represents the total number of words in the document].

https://doi.org/10.1371/journal.pone.0257086.g002
the total number of words in the document. In addition, \( \alpha \) is a hyperparameter with the same value in the set of documents. Moreover, \( \alpha \) is a parameter of the K-dimensional Dirichlet distribution and determines \( \theta \), which represents the proportion of subjects in each document and is a K-dimensional vector. Further, \( \theta_i \) is the probability that the document belongs to the \( i \)th subject. That is, it indicates the distribution of the subject of the document and satisfies \( \sum_{i=1}^{K} \theta_i = 1 \). Additionally, \( Z \) is an N-dimensional vector, and \( z_n \) is a subject assigned to the word \( w \). In the figure, \( \beta \) is a matrix of size \( K \times V \), and \( \beta_{ij} \) is the probability that the \( i \)th subject generates the \( j \)th word of the vocabulary. Here, \( w_n \) is given through actual documentation, and the other variables are latent variables that cannot be observed. Moreover, \( \beta \) is a parameter of a Dirichlet distribution and determines \( \phi \). Here, \( \phi \) indicates the proportion of the subject each document comprises. In addition, \( \phi \) is a K-dimensional vector, and \( \phi_i \) is the probability that the document belongs to the \( i \)th subject. In other words, it is the distribution of the subject of the document and satisfies \( \sum_{i=1}^{K} \phi_i = 1 \). To use the LDA, given a document, a posterior distribution must be derived for the latent variable \( Z \).

The topic model combines words belonging to the same semantic class into one subject based on the simultaneous occurrence of words in a document set. This process does not require manual labor; thus, large documents can be processed without a problem. However, as with unsupervised learning, it is not known how much the automatically processed results match the desired results, which is the most important limitation of the unsupervised topic modeling method.

Therefore, the task of evaluating the performance of the topic modeling results is emerging as important. Two categories of methods exist to solve this problem. Unlike intrinsic methods that do not use external sources of the dataset, external methods use topics discovered by external work, such as information retrieval or external statistics, to evaluate topics.

In this study, perplexity [48], a classical technique for implicitly evaluating a topic model, and the coherence technique [49], which complements the limitations of the perplexity analysis, were used together. Perplexity is an index that measures how well the probability model predicts a sample in information theory, and a lower perplexity value indicates better predictive power. Perplexity is primarily used to evaluate how well the probability model improves compared to other models or to evaluate performance according to parameters within the same model:

\[
Perplexity = \exp \left( -\sum_{d=1}^{M} \log \frac{p(\omega_d)}{\sum_{d=1}^{M} \omega_d} \right)
\]

(1)

where \( p(\omega_d) \) denotes the probability that a specific word in the \( d \)th document is assigned to the subject, and \( N_d \) represents the total number of words in the \( d \)th document. A low perplexity value indicates that learning is well done, not that the result is good for human interpretation. Low perplexity values do not always exhibit adequate results for interpretation [50].

The coherence analysis complements this aspect. Coherence is an index that measures the semantical consistency of a topic. More consistent words indicate a higher coherence. Coherence is primarily used to determine the meaningfulness of the information produced by the model. The measurement index of coherence used in this study is as follows:

\[
Coherence = \log \frac{p(\omega_i, \omega_j)}{p(\omega_i)p(\omega_j)}, \ i \neq j
\]

(2)

where \( p(\omega_i, \omega_j) \) represents the probability that the \( i \)th and \( j \)th words appear simultaneously in each document, and \( p(\omega_i) \) denotes the probability that the \( i \)th word appears in the entire document set.
The Gibbs algorithm is a method of inferring that only one variable is changed while the remaining variables are fixed, and unnecessary variables are excluded. Numerous calculations are required to determine the posterior distribution considering all latent variables; thus, only the posterior distribution for the topic \( Z \) of interest was considered. The posterior distribution for \( Z \) is as follows:

\[
p(Z | W, \alpha, \beta) = \int \int \prod_{i=1}^{K} p(\phi_i | \beta) \prod_{i=1}^{K} p(\theta_i | z) \prod_{i=1}^{K} p(z_{di} | \theta_i) \ p(w_{dn} | \phi_{zdn}) d\phi d\theta
\]

For sampling in the Gibbs algorithm, a conditional distribution must be defined, and the posterior distribution for \( Z \) can be defined from the relationship between the Dirichlet distribution and the multinomial distribution in the LDA probability model:

\[
p(z_n = k | z_{-n}, W) \approx \frac{n_k^{(v)} + \beta_v}{\sum_{v=1}^{V} n_v^{(v)} + \beta_v} \times \frac{n_{k-d-n}^{(k)} + \alpha_k}{\sum_{k=1}^{K} n_{d-n}^{(k)} + \alpha_k}
\]

where \( \alpha \) and \( \beta \) are parameters of the Dirichlet distribution. In addition, \( n_k^{(v)} \) refers to the frequency at which the \( v \)-th word is observed as the \( k \)-th topic among the remaining words excluding the \( n \)-th word \( w_n \) in each document, and \( n_{k-d-n}^{(k)} \) refers to the frequency of words with subject \( k \) in the document, excluding the \( n \)-th word in document \( d \). A topic is randomly assigned to all words in the document set, and the topic distribution for each document to which the word belongs and the word distribution for each topic are calculated except for the \( n \)-th word. Sampling is performed using the above equation, and the process is repeated until convergence.

### Marketable value extraction

An event study is a methodology that measures the effect of unexpected events or the disclosure of new corporation information on the expected profitability of a corporation. The event study is used to extract market value in this study. A decision or situation that is considered to have influenced the stock price is called an event. The day when the stock price is considered to have been affected by the event is called an event day. A normal return is the rate of return calculated based on the normal stock price that would have been formed if the event had not occurred. Three typical methods of estimating a normal return are the mean adjusted return method, market adjusted return method, and market model. The mean adjusted return method estimates the mean return during the period before the event as a normal return, and the market adjusted return method estimates the normal return using the market rate of return during the event period. In contrast, the method using the market model calculates the normal return during the event period using the result of estimating the market return sensitivity \((\hat{z}, \hat{\beta})\) of the stock return using the OLS regression analysis.

In the market model, the normal return of the event period is calculated by substituting the explanatory variable data during the event period into the regression model that estimates the normal return. The target period for extracting the necessary data to measure the parameters of the regression model is called the estimation period. In this study, the normal return is calculated through OLS based on the stock price and index returns over a certain past period from the patent registration date. At time \( t \) when patent \( i \) is registered, the stock price return \( R_{it} \) of the corporation holding the patent can be expressed as follows according to the market model:

\[
R_{it} = \alpha_i + \beta_i \times RM_t + e_{it}
\]
where RMₜ denotes the total market return at time t, eiₜ represents the intrinsic rate of return of the corporation holding patent i at time t, which is not correlated with the entire market and is assumed to have an expected value of 0. In addition, β is the sensitivity of the analysis target stock return to the market return, and α is the expected return of the stock when the market return is zero.

Therefore, Eq (5) can be explained as dividing the stock price return (Riₜ) of the analyzed stock into the rate of return by market factors and the rate of return by factors specific to the stock. The explanatory variable used in the market model is the rate of return of the index representing the entire market. In this study, Standard and Poor’s 500 (S&P 500) is used as a representative index. The abnormal return is calculated by subtracting the normal daily return estimated by the model from the actual rate of return during the event period. The abnormal rate of return calculated in this way is also referred to as an excess return in the sense that the rate of return exceeds the normal return by the market model. The rate of return ARₜ, which is changed according to the occurrence of a patent event, can be expressed as follows using the above equation:

\[
AR_{i,t} = R_{i,t} - E(R_{i,t} | RM_t) = R_{i,t} - \alpha_i - \beta_i \times RM_t
\]  

(6)

where \(E(R_{i,t} | RM_t)\) is the expected return of the corporation holding the patent given the market return RMₜ.

**Base leaner composition**

**Random forest model.** The RF model is a method of learning using multiple decision trees. A forest comprises uncorrelated trees using a classification and regression tree (CART), such as a method that combines random node optimization and bagging. The CART method is a technique to determine the effect on the response variable (dependent variable) by making the most of the nonlinearity and interactions of the explanatory variable or predictor. Moreover, the CART branches of explanatory variables are created according to the importance criterion, and they make judgments on response variables at the last node. The CART can be used even when the response variable is binomial, polynomial, or continuous. A predictor (explanatory variable) can also be selected without distinction between continuous and categorical variables. Like CART, RF can be used for both categorical and continuous response variables. The same algorithm as the CART is used to build the tree.

However, for the CART method, one decision tree is derived, whereas forming a forest comprising numerous decision trees is different in RF. The random sampling of predictors and observations is repeated to build multiple decision trees. After obtaining a categorical prediction from numerous decision trees, the final categorical prediction is decided by majority voting. By providing randomness to decision tree formation, independent decision trees can be repeatedly created, and prediction errors can be reduced. The bootstrapping technique is used for the random selection of predictors and observations. For the CART method, as the number of lower nodes increases, the bias of the prediction error decreases, but the variance increases. However, in the RF method, the variance of prediction errors can be reduced by repeatedly generating equally distributed decision trees.

**Multilayer perception model.** The multilayer perceptron is a neural network model consisting of an input layer, a hidden layer, and an output layer. In artificial neural networks, a methodology for configuring and analyzing multiple hidden layers is called the MLP. This MLP model is an analysis methodology that is widely used in pattern classification, recognition, and prediction and is extended to more advanced artificial neural network analyses according to the shape and activity function of the hidden layer. This is a more advanced
algorithm than the single-layer perceptron, consisting of one basic input layer and a hidden layer. It could be expressed in the form of Eq (7):

\[ Y_k = \sum_{j=1}^{m} f \left( \sum_{i=1}^{n} v_i w_{ij} + b_j \right) w_{jk} + b_k, \]  

(7)

where \( v_i \) is a signal of the input layer or the previous hidden layer, and \( b_j \) and \( b_k \) indicate the bias between the hidden and output layers, respectively. In addition, \( w_{ij} \) and \( w_{jk} \) denote the coefficient values of the hidden and output layers, respectively. Further, \( f \) represents the activation function, and the sigmoid and ReLU functions are commonly used. The resulting value \( (Y_k) \) of the output layer can be obtained through Eq (7).

**Convolutional neural network model.** The CNN exhibits remarkable performance in the field of image identification. This methodology makes a value that recognizes only a certain part of the image into a new value through a filter. The CNN connects these values continuously so that the image characteristics can be better understood. The CNN uses the convolution of an input layer and filter and comprises one input and one output layer, one or more convolutional layers, and a pooling layer. The data are input through the input layer and filtered through the convolutional layer to extract the appropriate features. The number of feature maps is determined according to the number of filters.

**Ensemble learning**

No single model can perform well in all situations. The stacking ensemble model used in this study creates a model with the best performance by combining different models. The stacking ensemble model can be configured by combining various algorithms. Through these combinations, weaknesses can be compensated for while taking advantage of each algorithm. Thus, the performance can be improved over a single model that is generally trained. In this study, a stacking ensemble model is constructed using the RF, MLP, and CNN models.

To calculate the predicted value for each submodel to be used as the input data for the stacking ensemble model, the training set was again divided into seven subtraining data, and the submodel training and predicted value calculations were performed for each fold. As an algorithm for ensemble learning, we used the SVR, which has better interpretation power than the black-box model. The SVR is a generalization technique of the SVM, a classification algorithm [51], and predicts data by determining an optimal hyperplane that includes as much data as possible within the distance between support vectors.

**Model comparison**

Table 2 lists the main logic and data structures of the RF, MLP, CNN, and stacking ensemble models used to predict the marketable value of a patent. Models 1 to 3 are the experimental group for comparing the predictive power of the stacking ensemble model. The base learners used in Model 4 are the same as the logic of Models 1 to 3 but were trained and tested models in a set of seven divided training data (seven-fold). The meta learner was trained based on the base learners’ predictions calculated from the testing set of each fold. The MLP was used as an algorithm that combines the predicted values of the base learners.
The mean absolute error (MAE), mean squared error (MSE), and root mean squared error (RMSE) are used as indicators to evaluate the model’s performance and calculated as follows:

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |e_i|$$  \hspace{1cm} (8)

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} e_i^2$$  \hspace{1cm} (9)

$$\text{RMSE} = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\frac{1}{n} \sum_{i=1}^{n} e_i^2}$$  \hspace{1cm} (10)

Next, to determine whether a statistically significant difference exists between the stacking ensemble model and predicted values of each individual model, a pair consisting of the stacking ensemble model and each individual model is constructed. The Anderson–Darling normality test is performed to determine whether the pair had normality. The Anderson–Darling test statistic is defined as follows:

$$A^2 = -N - S$$  \hspace{1cm} (11)

where

$$S = \sum_{i=1}^{N} \left( \frac{w_i - 1}{N} \right) \left[ \ln F(Y_i) + \ln(1 - F(Y_{N+1-i})) \right].$$

The Wilcoxon rank-sum test is a nonparametric alternative to the two-sample t-test which is based solely on the order in which the observations from the two samples fall. The test statistic was computed as follows: $W = \min(w_1, w_2)$, where $W_1$ and $W_2$ are the sums of the combined rank from Groups 1 and 2, respectively. For $n_1$ and $n_2 > 10$, the normal approximation can be used (i.e., $W$ is normally distributed with mean $\mu_w = n_1(n_1 + n_2 + 1)/2$ and standard deviation $\sigma_w = \sqrt{n_1n_2(n_1 + n_2 + 1)/12}$). The $Z$-statistic can be computed as follows:

$$Z_0 = \frac{W - \mu_w}{\sigma_w}$$  \hspace{1cm} (12)

where $Z_0$ is approximately normal with a mean of 0 and a variance of 1.

| Division                  | Model 1         | Model 2         | Model 3         | Model 4                        |
|---------------------------|-----------------|-----------------|-----------------|-------------------------------|
| Main logic                | Decision tree   | Neural network  | Neural network  | Combining predictions using SVR |
| Training input data       | Training set    | Training set    | Training set    | Base learner (RF, MLP, CNN) prediction results using segmented training set (seven-fold) |
| Testing input data        | Testing set     | Testing set     | Testing set     | Base learner prediction results in the testing set |
| Training data dimensions  | (19226, 80)     | (19226, 80)     | (19226, 80)     | (19226, 3)                    |
| Testing data dimensions   | (8239, 80)      | (8239, 80)      | (8239, 80)      | (8239, 3)                     |

https://doi.org/10.1371/journal.pone.0257086.t002
Experiment setup

Data description

In this study, among the electricity sector (IPC H) patents registered with the U.S. Patent Office from April 1999 to June 2020, the abstracts of the patents held by listed companies with stock price information were used as the text analysis data. The data were preprocessed to analyze patent text information, which is unstructured data. For example, converting words to lowercase, tokenizing a sentence by word, removing stop words to remove articles causing noise in the analysis, and stemming were conducted. The stock return and S&P 500 rate data from the past 30 days at the date of patent enrollment were used as basic data for determining the marketability of patents.

Patent text analysis

A total of 27,464 patent documents were used for analysis, and the abstract information from each patent was used for text analysis. The average number of words in each document was 67, and the maximum and minimum word counts were 3,576 and 5, respectively. The standard deviation of the number of words by document was 49.

The words and their weights for each topic are listed in Table 2. The topic relevance of each document is presented in Table 3. The rows of Table 4 indicate the patent document number, and the columns indicate the dominant topic for each document and the probability of being included in the individual topics. The probability values in the topic were matched with the marketable value of the patent and used for ensemble leaner learning. The mean and standard deviation were 0.012285 and 0.037705, respectively.

The number of topics was fixed to calculate the optimal passes, and the perplexity per pass was calculated. As displayed in Fig 3, the perplexity score continuously decreases as the number of topics increases. However, Fig 4 confirms that coherence value increased when the number of topics reached 80. The semantic consistency increases when there are 80 topics, and accordingly, 80 was selected as the number of topics. Table 5 presents the calculation results of variable importance using the random forest technique. The importance was the highest in Topic 54, followed by Topic 1 and Topic 15.

Table 3. Words and their weights for each topic.

| Topic (Sample) | Expression |
|----------------|------------|
| Topic 0        | "include" + 0.124 "embodiments" + 0.072 "methods" + 0.065 "memory" + 0.051 "herein" + 0.050 "described" + 0.046 "disclosure" + 0.037 "disclosed" + 0.033 "aspects" + 0.030 "various". |
| Topic 1        | "semiconductor" + 0.119 "substrate" + 0.065 "forming" + 0.057 "formed" + 0.042 "method" + 0.031 "includes" + 0.030 "mask" + 0.030 "material" + 0.023 "doped" + 0.022 "device". |
| Topic 2        | "frame" + 0.074 "block" + 0.052 "resources" + 0.035 "motion" + 0.034 "frames" + 0.028 "subset" + 0.028 "coding" + 0.028 "blocks" + 0.026 "based" + 0.023 "decoding". |
| Topic 3        | "dielectric" + 0.157 "material" + 0.097 "electrode" + 0.061 "stack" + 0.039 "forming" + 0.024 "electrodes" + 0.024 "bottom" + 0.022 "activity" + 0.022 "spacer" + 0.021 "sidewall". |
| Topic 4        | "line" + 0.144 "field" + 0.082 "lines" + 0.069 "uplink" + 0.057 "downlink" + 0.056 "pair" + 0.029 "single" + 0.024 "arrays" + 0.022 "waveform" + 0.020 "continuous". |
| Topic 5        | "wall" + 0.066 "vehicle" + 0.059 "slot" + 0.056 "window" + 0.052 "usage" + 0.049 "card" + 0.047 "analysis" + 0.039 "interior" + 0.036 "dual" + 0.033 "outside". |
| Topic 79       | "plurality" + 0.143 "node" + 0.061 "respectives" + 0.056 "nodes" + 0.030 "inductor" + 0.022 "intermediate" + 0.022 "common" + 0.017 "wherein" + 0.015 "configured" + 0.014 "comprises". |

https://doi.org/10.1371/journal.pone.0257086.t003
Table 4. Dominant topics for each document and the probability of being included in individual topics.

| Doc. | Dominant Topic | Topic 0 | Topic 1 | Topic 2 | Topic 3 | Topic 4 | Topic 5 | ... | Topic 78 | Topic 79 |
|------|----------------|---------|---------|---------|---------|---------|---------|-----|---------|---------|
| 0    | 20             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.000000|
| 1    | 65             | 0.000000| 0.047211| 0.000000| 0.000000| 0.000000| 0.032653| ...| 0.000000| 0.000000|
| 2    | 65             | 0.000000| 0.066626| 0.000000| 0.073362| 0.000000| 0.041079| ...| 0.026154| 0.000000|
| 3    | 38             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.067499|
| 4    | 36             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.000000|
| 5    | 54             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.000000|
| 6    | 48             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.000000|
| 7    | 19             | 0.000000| 0.046204| 0.000000| 0.000000| 0.03884 | 0.046886| ...| 0.000000| 0.035123|
| 8    | 22             | 0.000000| 0.000000| 0.000000| 0.000000| 0.09395 | 0.000000| ...| 0.099759| 0.000000|
| 9    | 26             | 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| 0.000000| ...| 0.000000| 0.098733|

Fig 3. Perplexity score results for selecting optimal topics. [a: Perplexity score by topic. b: Perplexity score increase/decrease rate by topic].

https://doi.org/10.1371/journal.pone.0257086.t004

https://doi.org/10.1371/journal.pone.0257086.g003
Patent market value extraction

To calculate the marketable value of a patent using the event study methodology, the corporation stock price return and S&P 500 return data for the past 30 days were collected based on the registration date of each patent document. A regression analysis was performed by setting the S&P 500 return as an independent variable and the corporation stock price return as a dependent variable.

Table 5. Feature importance results using random forest.

| Rank | Topic | Score  | Rank | Topic | Score  | Rank | Topic | Score  | Rank | Topic | Score  |
|------|-------|--------|------|-------|--------|------|-------|--------|------|-------|--------|
| 1    | Topic 54 | 0.02756 | 11   | Topic 75 | 0.019603 | 21   | Topic 44 | 0.015116 | 31   | Topic 41 | 0.013389 |
| 2    | Topic 1  | 0.024331 | 12   | Topic 24 | 0.018978 | 22   | Topic 78 | 0.015109 | 32   | Topic 64 | 0.013241 |
| 3    | Topic 15 | 0.024219 | 13   | Topic 39 | 0.018893 | 23   | Topic 4  | 0.015069 | 33   | Topic 35 | 0.012726 |
| 4    | Topic 57 | 0.023827 | 14   | Topic 38 | 0.018621 | 24   | Topic 32 | 0.014949 | 34   | Topic 6  | 0.01271  |
| 5    | Topic 7  | 0.023359 | 15   | Topic 19 | 0.01819 | 25    | Topic 49 | 0.0149  | 35   | Topic 55 | 0.012489 |
| 6    | Topic 70 | 0.020392 | 16   | Topic 3  | 0.018044 | 26    | Topic 27 | 0.0143  | 36   | Topic 30 | 0.012313 |
| 7    | Topic 65 | 0.020194 | 17   | Topic 52 | 0.017669 | 27    | Topic 40 | 0.014167 | 37   | Topic 47 | 0.011906 |
| 8    | Topic 37 | 0.01982  | 18   | Topic 71 | 0.015812 | 28    | Topic 14 | 0.013983 | 38   | Topic 51 | 0.011846 |
| 9    | Topic 36 | 0.019755 | 19   | Topic 58 | 0.015501 | 29    | Topic 8  | 0.013901 | 39   | Topic 74 | 0.011742 |
| 10   | Topic 68 | 0.019631 | 20   | Topic 12 | 0.015207 | 30    | Topic 79 | 0.013881 | 40   | Topic 10 | 0.011513 |

Fig 4. Coherence score results for selecting optimal topics. [a: Coherence score by topic. b: Coherence score increase/decrease rate by topic].

https://doi.org/10.1371/journal.pone.0257086.g004
dependent variable. Based on the coefficient information derived from the regression analysis, the abnormal return value of the patent registration date was calculated. Table 6 is a sample of abnormal return calculation results. Fig 5 is the regression analysis result for calculating the abnormal return of the first eight patents among all patents. Each point is the stock return and S&P 500 return value by date, and the solid line is the regression line for each point. Such a regression analysis was performed for each patent document and was performed a total of 27,464 times. Table 7 presents the basic statistics on the calculation results of the abnormal returns for each subtechnical field for all patent documents.

**Base learner and ensemble model setting**

In this study, tuning was conducted only for the base learner, and hyperparameter tuning was conducted based on the grid search to minimize the adaptation of the validation data in the ensemble model. The variables subject to base learner tuning were limited to the number of trees (random forest), epochs (MLP and CNN), and nodes (MLP and CNN) and were tuned. The training set was divided into seven folds to calculate the prediction value of the base learner for meta learner learning. In addition, each fold was subdivided into sub-training and sub-validation sets, and the optimal hyperparameter of the base learner was calculated for each fold. Table 8 presents the hyperparameter-tuning results of the base learner based on the random forest technique. For Fold 1, as the error rate decreased with an increasing number of trees but increased when the number of trees exceeded 1400, the optimal number of trees was selected as 1400. Tables 9 and 10 present the hyperparameter tuning results of the base learner based on MLP and CNN, respectively. For MLP and CNN, the numbers of nodes and epochs needed to be determined, after which hyperparameter tuning was conducted by building a grid with two variables. First, the optimal epoch was calculated for each node, and then the node whose error rate was the lowest was selected as the optimal node. For Fold 1 of MLP, the lowest error rate was achieved when the number of nodes was 300. The CNN was also constructed using the same process, and for Fold 1, the optimal number of nodes was set to 100. Table 11 summarizes the hyperparameter tuning results of the meta learner (SVR) with the input of the prediction value of the base learner (random forest, MLP, and CNN). A dataset was built by gathering prediction values of each fold, which was then divided into a sub-training set and sub-validation set to perform a grid search. For SVR, the regularization parameter was the tuning target, and the optimal value was calculated as 1.

**Table 6. Sample of abnormal return calculation results.**

| Document No: 27402 |
|-------------------|
| **Division** | **Stock rate** | **Index rate** |
| 2020-03-16 | -16.19% | -12.77% |
| 2020-03-17 | 6.57% | 5.82% |
| 2020-03-18 | -11.81% | -5.32% |
| 2020-03-19 | 6.04% | 0.47% |
| ... | ... | ... |
| 2020-04-13 | 2.37% | -1.02% |
| 2020-04-14 | 5.64% | 3.01% |
| **Division** | **Regression** | **Results** |
| **Regression** | \( R_{27402, t} = -0.00148 + 1.10405 \times RM_t \) |
| Normal return | \(-0.00148 + 1.10405 \times 3.01\% = 3.18\% \) |
| Abnormal return | 5.64% \times 3.18\% = 2.46\% |

https://doi.org/10.1371/journal.pone.0257086.t006
Table 12 summarizes the hyperparameters of the base learner and meta learner used in the ensemble model. MSE was used as a loss function in the random forest, MLP, and CNN models. Gini was employed as a criterion of the random forest model, and Adam was used as the optimizer of MLP and CNN. For the CNN, the filter, kernel, and pool sizes were set as 32, 2, and 2, respectively. For SVR, which was used as the meta learner, the kernel used was linear and the cache size was set as 200.

A control group is needed to determine the predictive power of the ensemble model. As a control group, linear regression, random forest, MLP, and CNN were used, and hyperparameter tuning of random forest, MLP, and CNN, which required hyperparameter tuning, was performed. Table 13 presents the hyperparameter tuning results of the control group model. For the control group, because no fold needed to be built, a training set was used in learning. The optimal number of trees in the random forest, which was a control group, was 400. The optimal numbers of nodes in MLP and CNN were calculated as 300 and 50, respectively. Fig 6 shows the comparison result of the optimal epoch calculation process between MLP and CNN control group models using training and validation sets.

Table 12. Basic statistics on the calculation results of abnormal returns for each subtechnical field of all patent document.

| IPC | Abnormal return |
|-----|-----------------|
|     | Numbers | Mean  | Std.   | Max    | Min    |
| H01 | Basic electric elements | 8,974 | -0.00101 | 0.028359 | 0.660794 | -0.29761 |
| H02 | Generation, conversion, or distribution of electric power | 1,395 | -0.00024 | 0.022233 | 0.192215 | -0.35347 |
| H03 | Basic electronic circuitry | 2,872 | -0.0014 | 0.02338 | 0.199513 | -0.27639 |
| H04 | Electric communication technique | 12,934 | 0.000155 | 0.016913 | 0.232953 | -0.22644 |
| H05 | Electric techniques not otherwise provided for | 1,273 | -0.00074 | 0.023346 | 0.15742 | -0.23537 |
| Others | | 17 | -0.01226 | 0.012531 | 0.011139 | -0.04862 |
| Total | | 27,464 | -0.00045 | 0.022487 | 0.660793 | -0.35346 |

https://doi.org/10.1371/journal.pone.0257086.t007

Fig 5. Regression results for the stock return and index return for the first eight patents. [stock name compared to S&P 500 index—a: analog devices, b-c: applied materials, d: northrop grumman, e: life storage, f: tower semiconductor, g: Emerson Electric, h: GE].

https://doi.org/10.1371/journal.pone.0257086.g005
Table 8. Hyperparameter tuning result by fold: Random forest.

| Base learner | Number of trees | Optimal number of trees |
|--------------|----------------|------------------------|
| RF           | 100 200 400 600 800 1000 1200 1400 1600 1800 |
| fold1        | 1.761% 1.745% 1.737% 1.732% 1.731% 1.731% 1.730% 1.730% 1.731% 1.731% 1400 |
| fold2        | 3.436% 3.432% 3.425% 3.423% 3.422% 3.419% 3.418% 3.418% 3.417% 3.416% 1800 |
| fold3        | 3.931% 3.928% 3.922% 3.920% 3.918% 3.918% 3.918% 3.917% 3.916% 3.916% 1800 |
| fold4        | 2.932% 2.926% 2.921% 2.921% 2.919% 2.919% 2.918% 2.918% 2.918% 2.918% 1200 |
| fold5        | 1.384% 1.375% 1.368% 1.367% 1.367% 1.365% 1.365% 1.365% 1.364% 1.364% 1800 |
| fold6        | 1.682% 1.666% 1.658% 1.652% 1.650% 1.649% 1.648% 1.647% 1.647% 1.647% 1600 |
| fold7        | 1.582% 1.572% 1.567% 1.567% 1.568% 1.568% 1.568% 1.569% 1.569% 1.568% 600 |

https://doi.org/10.1371/journal.pone.0257086.t008

Table 9. Hyperparameter tuning result by fold: MLP.

| Base learner | Epoch | Optimal Epoch | Optimal Node |
|--------------|-------|---------------|--------------|
| MLP          | Division | Number of nodes | 100 200 300 400 500 |
| fold1        | 50     | 2.384% 2.700% 2.810% 2.758% 2.847% 100 300 |
|             | 100    | 2.509% 2.667% 2.761% 2.646% 2.680% 100  |
|             | 150    | 2.333% 2.364% 2.353% 2.445% 2.392% 100  |
|             | 200    | 2.167% 2.256% 2.198% 2.255% 2.190% 100  |
|             | 300    | 2.141% 2.071% 2.101% 2.089% 2.027% 200  |
| fold2        | 50     | 4.251% 4.391% 4.583% 4.537% 4.540% 100 50 |
|             | 100    | 4.723% 4.815% 4.818% 4.796% 4.868% 100  |
|             | 150    | 4.851% 4.847% 4.906% 4.880% 4.911% 200  |
|             | 200    | 4.889% 4.875% 4.872% 4.916% 4.897% 300  |
|             | 300    | 4.967% 4.898% 4.848% 4.856% 4.922% 300  |
| fold3        | 50     | 4.343% 4.476% 4.405% 4.396% 4.457% 100 50 |
|             | 100    | 4.592% 4.537% 4.545% 4.609% 4.619% 200  |
|             | 150    | 4.591% 4.633% 4.568% 4.650% 4.589% 100  |
|             | 200    | 4.658% 4.656% 4.667% 4.674% 4.582% 200  |
|             | 300    | 4.517% 4.691% 4.565% 4.591% 4.588% 100  |
| fold4        | 50     | 3.094% 3.194% 3.102% 3.122% 3.159% 100 50 |
|             | 100    | 3.165% 3.151% 3.179% 3.150% 3.168% 200  |
|             | 150    | 3.135% 3.143% 3.143% 3.152% 3.175% 300  |
|             | 200    | 3.167% 3.145% 3.157% 3.159% 3.175% 200  |
|             | 300    | 3.177% 3.177% 3.138% 3.150% 3.170% 100  |
| fold5        | 50     | 1.850% 1.872% 1.894% 1.854% 1.900% 100 50 |
|             | 100    | 2.016% 2.040% 2.064% 2.050% 2.077% 100  |
|             | 150    | 2.042% 2.067% 2.076% 2.063% 2.057% 100  |
|             | 200    | 2.096% 2.074% 2.104% 2.097% 2.073% 200  |
|             | 300    | 2.066% 2.076% 2.087% 2.110% 2.078% 100  |
| fold6        | 50     | 2.025% 2.020% 2.083% 2.055% 2.086% 200 50 |
|             | 100    | 2.103% 2.129% 2.158% 2.131% 2.172% 100  |
|             | 150    | 2.180% 2.203% 2.175% 2.195% 2.192% 100  |
|             | 200    | 2.219% 2.152% 2.174% 2.179% 2.181% 200  |
|             | 300    | 2.168% 2.174% 2.191% 2.181% 2.184% 100  |
| fold7        | 50     | 1.989% 2.140% 2.151% 2.166% 2.132% 100 50 |
|             | 100    | 2.215% 2.269% 2.244% 2.284% 2.248% 100  |
|             | 150    | 2.249% 2.270% 2.276% 2.247% 2.306% 100  |
|             | 200    | 2.359% 2.244% 2.307% 2.270% 2.287% 200  |
|             | 300    | 2.294% 2.342% 2.311% 2.282% 2.242% 100  |

https://doi.org/10.1371/journal.pone.0257086.t009
Experiment results

The RF, MLP, and CNN models were separately trained with equivalent training data to compare the predictive power of the SVR-based stacking ensemble model. Then, the predictive

Table 10. Hyperparameter tuning result by fold: CNN.

| Base learner | Number of nodes | Epoch 100 | Epoch 200 | Epoch 300 | Epoch 400 | Epoch 500 | Optimal Epoch | Optimal Node |
|--------------|----------------|-----------|-----------|-----------|-----------|-----------|---------------|--------------|
| CNN          | 50             | 1.716%    | 1.745%    | 1.745%    | 1.723%    | 1.716%    | 100           | 100          |
|              | 100            | 1.705%    | 1.725%    | 1.752%    | 1.733%    | 1.715%    | 100           | 100          |
|              | 150            | 1.714%    | 1.717%    | 1.751%    | 1.730%    | 1.711%    | 100           | 100          |
|              | 200            | 1.711%    | 1.714%    | 1.743%    | 1.721%    | 1.713%    | 100           | 100          |
|              | 300            | 1.711%    | 1.718%    | 1.747%    | 1.720%    | 1.714%    | 100           | 100          |
| fold2        | 50             | 3.306%    | 3.327%    | 3.351%    | 3.315%    | 3.358%    | 300           | 300          |
|              | 100            | 3.308%    | 3.319%    | 3.339%    | 3.358%    | 3.379%    | 300           | 300          |
|              | 150            | 3.293%    | 3.308%    | 3.355%    | 3.344%    | 3.342%    | 300           | 300          |
|              | 200            | 3.304%    | 3.306%    | 3.333%    | 3.337%    | 3.347%    | 300           | 300          |
|              | 300            | 3.303%    | 3.284%    | 3.359%    | 3.340%    | 3.337%    | 200           | 200          |
| fold3        | 50             | 3.834%    | 3.839%    | 3.846%    | 3.839%    | 3.845%    | 100           | 150          |
|              | 100            | 3.834%    | 3.843%    | 3.843%    | 3.847%    | 3.848%    | 100           | 100          |
|              | 150            | 3.834%    | 3.830%    | 3.844%    | 3.844%    | 3.850%    | 200           | 200          |
|              | 200            | 3.831%    | 3.834%    | 3.840%    | 3.846%    | 3.847%    | 100           | 100          |
|              | 300            | 3.833%    | 3.832%    | 3.844%    | 3.841%    | 3.843%    | 200           | 200          |
| fold4        | 50             | 2.870%    | 2.872%    | 2.875%    | 2.875%    | 2.886%    | 100           | 300          |
|              | 100            | 2.870%    | 2.881%    | 2.866%    | 2.864%    | 2.888%    | 100           | 100          |
|              | 150            | 2.865%    | 2.881%    | 2.867%    | 2.870%    | 2.884%    | 100           | 100          |
|              | 200            | 2.866%    | 2.885%    | 2.867%    | 2.857%    | 2.891%    | 100           | 100          |
|              | 300            | 2.861%    | 2.873%    | 2.868%    | 2.858%    | 2.886%    | 100           | 100          |
| fold5        | 50             | 1.343%    | 1.345%    | 1.367%    | 1.380%    | 1.374%    | 100           | 200          |
|              | 100            | 1.342%    | 1.355%    | 1.356%    | 1.388%    | 1.374%    | 100           | 100          |
|              | 150            | 1.328%    | 1.337%    | 1.358%    | 1.375%    | 1.364%    | 100           | 100          |
|              | 200            | 1.327%    | 1.344%    | 1.383%    | 1.383%    | 1.372%    | 100           | 100          |
|              | 300            | 1.338%    | 1.341%    | 1.355%    | 1.372%    | 1.331%    | 100           | 100          |
| fold6        | 50             | 1.630%    | 1.630%    | 1.650%    | 1.645%    | 1.642%    | 100           | 200          |
|              | 100            | 1.628%    | 1.626%    | 1.647%    | 1.635%    | 1.643%    | 200           | 200          |
|              | 150            | 1.631%    | 1.627%    | 1.647%    | 1.631%    | 1.642%    | 200           | 200          |
|              | 200            | 1.627%    | 1.624%    | 1.643%    | 1.638%    | 1.634%    | 200           | 200          |
|              | 300            | 1.635%    | 1.636%    | 1.643%    | 1.631%    | 1.631%    | 200           | 200          |
| fold7        | 50             | 1.559%    | 1.584%    | 1.576%    | 1.578%    | 1.580%    | 100           | 100          |
|              | 100            | 1.553%    | 1.577%    | 1.578%    | 1.577%    | 1.575%    | 100           | 100          |
|              | 150            | 1.560%    | 1.567%    | 1.589%    | 1.580%    | 1.564%    | 100           | 100          |
|              | 200            | 1.558%    | 1.568%    | 1.587%    | 1.571%    | 1.565%    | 100           | 100          |
|              | 300            | 1.554%    | 1.556%    | 1.577%    | 1.568%    | 1.566%    | 100           | 100          |
### Table 12. Hyperparameter setting results of ensemble model.

| Divisions                | Models          | Hyperparameters | Values       |
|--------------------------|-----------------|-----------------|--------------|
| **Base learner**         | Random Forest   | Number of trees | Fold1 1400   |
|                          |                 |                 | Fold2 1800   |
|                          |                 |                 | Fold3 1800   |
|                          |                 |                 | Fold4 1200   |
|                          |                 |                 | Fold5 1800   |
|                          |                 |                 | Fold6 1600   |
|                          |                 |                 | Fold7 600    |
|                          |                 | Loss function   | MSE          |
|                          |                 | Criterion       | Gini         |
|                          |                 | Random state    | 1            |
| **MLP**                  | Number of nodes | Fold1 300       |
|                          |                 | Fold2 50        |
|                          |                 | Fold3 50        |
|                          |                 | Fold4 50        |
|                          |                 | Fold5 50        |
|                          |                 | Fold6 50        |
|                          |                 | Fold7 50        |
|                          | Epoch           | Fold1 200       |
|                          |                 | Fold2 100       |
|                          |                 | Fold3 100       |
|                          |                 | Fold4 100       |
|                          |                 | Fold5 100       |
|                          |                 | Fold6 200       |
|                          |                 | Fold7 100       |
| **CNN**                  | Number of nodes | Fold1 100       |
|                          |                 | Fold2 300       |
|                          |                 | Fold3 150       |
|                          |                 | Fold4 300       |
|                          |                 | Fold5 200       |
|                          |                 | Fold6 200       |
|                          |                 | Fold7 100       |
|                          | Epoch           | Fold1 100       |
|                          |                 | Fold2 200       |
|                          |                 | Fold3 200       |
|                          |                 | Fold4 100       |
|                          |                 | Fold5 100       |
|                          |                 | Fold6 200       |
|                          |                 | Fold7 100       |
|                          | Dimension       |                | 1            |
|                          | Filter size     |                | 32           |
|                          | Kernel size     |                | 2            |
|                          | Pool size       |                | 2            |
|                          | Loss function   |                | MSE          |
|                          | Optimizer       |                | Adam         |
| **Meta learner (Stacking Ensemble Model)** | SVR             | Kernel          | Linear       |
|                          |                 | C (Regularization parameter) | 1           |
|                          |                 | Epsilon         | 0.1          |
|                          |                 | Cache size      | 200          |
|                          |                 | Max iteration   | No limit     |

https://doi.org/10.1371/journal.pone.0257086.t012
The power of each model was verified on the testing set. Fig 7 presents the correspondence between the predicted market value and actual target value of each model. The upper left is the RF model, and the upper right is MLP. The lower left is the CNN, and the lower right is the prediction results of the stacking ensemble model. In each figure, the horizontal axis represents the predicted model value, and the vertical axis represents the actual target value. The precision of the MLP was relatively inferior to that of the other models, and the precision of the stacking ensemble model was the highest.

Table 13. Hyperparameter tuning result of control group.

| Division | Results |
|----------|---------|
| RF       | Number of trees 100 200 400 600 800 1000 1200 1400 1600 1800 | MAE 1.0909% 0.9934% 0.9826% 0.9807% 0.9802% 0.980% 0.9799% 0.980% 0.980% 0.9799% |
| MLP      | Nodes 50 100 | Epoch 100 200 300 400 500 100 200 300 400 500 |
| CNN      | Nodes 50 100 | Epoch 100 200 300 400 500 100 200 300 400 500 |

https://doi.org/10.1371/journal.pone.0257086.t013
Table 14 illustrates the error results for each model. As a result of the error analysis, the stacking ensemble model exhibited the lowest error in all error measures. Based on the RMSE, the predictive power of the stacking ensemble model was 1.013 times higher than that of the Linear regression model, 1.033 times higher than that of the Random forest model, 1.194 times higher than that of the MLP model, and 1.062 times higher than that of the CNN model.

Table 15 lists the Anderson–Darling normality test results for each pair. As a result of testing, all pairs exhibited non-normality. Table 16 presents the Wilcoxon rank-sum test results of each pair. The predicted value of the stacking ensemble and linear regression models (Pair 1) exhibited a statistically significant difference, and Pairs 2, 3 and 4 also demonstrated
Table 14. Prediction error results for each model.

| Division | Model 1 | Model 2 | Model 3 | Model 4 | Model 5 |
|----------|---------|---------|---------|---------|---------|
|          | Linear Regression | Random Forest | MLP | CNN | Stacking Ensemble(SVR) |
| MAE      | 0.010543 | 0.010885 | 0.013571 | 0.011505 | 0.010326 |
| MSE      | 0.00027  | 0.000281 | 0.000375 | 0.000297 | 0.000263 |
| RMSE     | 0.01644  | 0.016775 | 0.019376 | 0.017238 | 0.016232 |

Table 15. Results of normality test (Anderson-Darling normality test).

| Division | Pair composition | Anderson-Darling normality test |
|----------|------------------|--------------------------------|
|          | Set 1            | Set 2                          | A        | p-value  | Results     |
| Pair 1   | Stacking Ensemble| Linear Regression              | 6.1499   | 4.15e-15 | Non-normal |
| Pair 2   | Stacking Ensemble| Random Forest                  | 201.63   | < 2.2e-16| Non-normal |
| Pair 3   | Stacking Ensemble| MLP                           | 73.735   | < 2.2e-16| Non-normal |
| Pair 4   | Stacking Ensemble| CNN                           | 219.06   | < 2.2e-16| Non-normal |

Conclusion

In this study, the patent text analysis methodology for patent valuation was combined with an event study. Among the event study methodologies, an analysis was performed based on a market model, and the calculated abnormal return was used as the market value of each patent. In the patent text analysis, LDA-based topic modeling was used to capture the semantic characteristics of the patent. Perplexity and coherence analyses were used to calculate the optimal number of topics. The coherence analysis found the optimal number of topics to be 80, which indicates that semantic consistency was highest when all patent documents were divided into 80 categories.

In addition, the marketable value of the patent was estimated using the SVR-based ensemble model. The RF, MLP, and CNN models were used as the base learners of the ensemble model. Considering the ease of interpretation, the SVR was used as the ensemble learning algorithm. The RF, MLP, and CNN were trained separately using equivalent training data to determine the predictive power of the ensemble model. After comparing the predictive power of each model using the MAE, MSE, and RMSE values, the predictive power of the ensemble model was the highest. The base learners with high predictive power for each fold were different. However, the ensemble model trained on the base learners’ predicted values exceeded the predictive power of each of the single models, which indicates that the predictive power of the ensemble model is more stable than that of the single model.

To check whether the predicted values of the stacking ensemble model and the predicted values of the individual models exhibited statistically significant differences, the Anderson–Darling normality and Wilcoxon rank-sum tests were performed. The analysis revealed that the predicted value of the stacking ensemble model exhibited a statistically significant difference from the predicted value of a single model using the RF, MLP and CNN. Therefore, the predictive power of the ensemble model was superior to that of other single models, and the difference in predictive power from the single model was statistically significant.
These models employ the stock price change at the patent registration date to calculate the target variable. However, this approach has the following limitations. First, “information other than patent”, which is not controlled as the benchmark index, may be introduced to the abnormal return term although this approach assumes that the price-earnings ratio is divided into normal and abnormal returns and the abnormal return value at the patent registration date is structured by the patent events. Second, patent development information may be introduced to the market in advance before the patent registration date. In such a case, an increase or decrease in market value according to the patent registration can be reflected in advance, thereby producing an overestimated or underestimated value. Thus, we believe a study on improving the method to extract patent value is needed as follow-up research. If this methodology becomes popular, the keywords of patent specifications may be manipulated so as to ensure a high patent valuation. In such a case, evaluation may be required through multiple methodologies. In addition, the present study used three base learners (random forest, MLP, and CNN) to combine the calculated patent value and text information, and SVR was employed as a meta learner, but various other algorithms may be considered in the future study.
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