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Abstract

Many recent machine learning tools rely on differentiable game formulations. While several numerical methods have been proposed for these types of games, most of the work has been on convergence proofs or on upper bounds for the rate of convergence of those methods. In this work, we approach the question of fundamental iteration complexity by providing lower bounds. We generalise Nesterov’s argument—used in single-objective optimisation to derive a lower bound for a class of first-order black box optimisation algorithms—to games. Moreover, we extend to games the $p$-SCLI framework used to derive spectral lower bounds for a large class of derivative-based single-objective optimisers. Finally, we propose a definition of the condition number arising from our lower bound analysis that matches the conditioning observed in upper bounds. Our condition number is more expressive than previously used definitions, as it covers a wide range of games, including bilinear games that lack strong convex-concavity.

1 Introduction

Game formulations arise commonly in many fields, such as game theory [Harker and Pang, 1990], machine learning [Kim and Boyd, 2008, Goodfellow et al., 2014], computer vision [Chambolle and Pock, 2011, Wang et al., 2014] among others, and encompass saddle-point problems [Palaniappan and Bach, 2016, Chambolle and Pock, 2011, Chen et al., 2017].

The machine learning community has been overwhelmingly using gradient-based methods to train differentiable games [Goodfellow et al., 2014, Salimans et al., 2016]. These methods are not designed with game dynamics in mind [Mescheder et al., 2017], and to make matters worse, have been tuned suboptimally [Gidel et al., 2019b]. A recent series of publications in machine learning brings in tools from the minimax and game theory literature to offer better, faster alternatives [Gidel et al., 2019a, Daskalakis et al., 2018, Gidel et al., 2019b]. This exciting trend begs the question: how fast can we go? Knowing the fundamental limits of this class of problems is critical in steering future algorithmic research.

The optimisation literature contains a few different approaches to lower bounds. For example, the lower bound on the rate of convergence of first-order black box algorithms is known to be linear for smooth, strongly convex objectives, and can be derived via a domino-like coverage argument by Nesterov [2004]. Another recent, spectral approach by Arjevani et al. [2016] extends these results to a large class of optimisers in finite-dimensional settings. Additionally, in optimisation, a
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natural concept of condition number arises to describe the difficulty of \( \mu \)-strongly convex, \( L \)-smooth objectives. This condition number is the only problem-dependent quantity that appears in both the upper and lower bounds and is given by \( \kappa = L/\mu \) [Nesterov, 2004].

When studying lower bounds for convex-concave min-max, one is faced with a number of distinct challenges compared to the optimisation setting. In particular, there is no universally accepted definition of a condition number. Some commonly used definitions, like the one used in Chambolle and Pock [2011], Palaniappan and Bach [2016], give a practically infinite condition number for bilinear problems. This is problematic because we know that both extragradient and gradient methods with negative momentum achieve linear convergence in bilinear games [Korpelevich, 1976, Gidel et al., 2019b]. Can we get a condition number that captures the fact that linear rates are possible even in the absence of strong convex-concavity?

We answer this question in the affirmative by providing new lower bounds. These bounds also yield a meaningful condition number for the bilinear case, in the absence of strong convex-concavity. Our contributions are summarised as follows:

1. We use what we call Nesterov’s domino argument to derive a new lower bound on the rate of convergence of several first-order black box optimisation algorithms on games and min-max problems. In order to get an asymptotic rate using the domino bound, one needs to resort to the analysis of infinite-dimensional problems.

2. We get a lower bound for finite-dimensional problems by generalising the \( p \)-SCLI framework proposed by Arjevani et al. [2016] to \( n \)-objective optimisation algorithms, and derive lower bounds from the spectral properties of these algorithms.

3. We provide a formulation of the condition number consistent with the existing literature on upper bounds for games and min-max problems. In particular, this condition number is finite for bilinear games.

We note that Ouyang and Xu [2018] have recently provided lower bounds in a similar min-max optimisation setting. Their results pertain to the constrained case, and are valid only for a finite number of steps.

The rest of the paper is organised as follows. We purposely discuss preliminaries first in Section 2 to introduce the general framework used to present the relevant literature in the context of our results, in Section 3. In Section 4, we provide lower bounds using Nesterov’s domino argument, and in Section 5 we improve on those bounds using the spectral technique. We conclude with some discussion.

## 2 Preliminaries

### 2.1 Differentiable games

Following the definition of Balduzzi et al. [2018], a differentiable game is characterised by \( n \) players, each associated with a set of parameters \( \mathbf{w}_i \in \mathbb{R}^{d_i} \) and a twice continuously differentiable objective function \( l_i : \mathbb{R}^d \rightarrow \mathbb{R} \) of all the parameters \( \mathbf{w} = (\mathbf{w}_1, ..., \mathbf{w}_n) \in \mathbb{R}^d \), where \( d = \sum_{i=1}^{n} d_i \). In particular, if \( \sum_{i=1}^{n} l_i(\mathbf{w}) = 0 \), we say that the game is zero-sum.

Often, we seek to minimise the objectives \( l_i \), and look for Nash equilibria \( \mathbf{w}^* = (\mathbf{w}_1^*, ..., \mathbf{w}_n^*) \), which satisfy\(^4\) for all \( i \)

\[
\mathbf{w}_i^* \in \arg \min_{\mathbf{w}_i} \left( l_i(\mathbf{w}_1^*, ..., \mathbf{w}_{i-1}^*, \mathbf{w}_i, \mathbf{w}_{i+1}^*, ..., \mathbf{w}_n^*) \right). \tag{1}
\]

In order to find the Nash equilibria, we may look for stationary points, corresponding to the zeros of the vector field \( \mathbf{v}(\mathbf{w}) = (\nabla_{\mathbf{w}_1} l_1(\mathbf{w}), ..., \nabla_{\mathbf{w}_n} l_n(\mathbf{w})) \). In single-objective optimisation, which corresponds to a 1-player game, we know that stationary points of \( \mathbf{v} \) do not necessarily represent minima of the objective function, and higher order information, such as the Hessian, is necessary to determine whether a stationary point is a minimum. The same is true for a game with several players.

\(^4\)Of course, we could be trying to maximise some players’ losses, but we can without loss of generality work with minima since \( \arg \max f = \arg \min (-f) \)
[Balduzzi et al., 2018], where the Jacobian of \( \nu \), given by

\[
J(\nu)(w) = \nabla \nu(w) = \begin{pmatrix}
\nabla^2_{w_1} l_1(w) & \ldots & \nabla_{w_n} \nabla_{w_1} l_1(w) \\
\vdots & \ddots & \vdots \\
\nabla_{w_1} \nabla_{w_n} l_n(w) & \ldots & \nabla^2_{w_n} l_n(w)
\end{pmatrix}
\]  

(2)

gives sufficient conditions to determine whether a stationary point is a Nash equilibrium. Note that our lower bound analysis encompasses games with stable stationary points that are not Nash equilibria.

### 2.2 Quadratic games

In order to gain insight on general games, we focus on quadratic games, corresponding to games with quadratic losses. For an \( n \)-player game, the general form of a quadratic is given by

\[
l_i(w) = \sum_{j=1}^{n} \sum_{k=1}^{n} w_j^T M_{ij} k w_k + \sum_{j=1}^{n} w_j^T b_i + c_i.
\]

(3)

Because the dynamics depend only on the \( \nabla_w l_i(w) \), we will get equivalent dynamics by pruning the terms that do not depend on \( w_i \) and working directly with the simpler losses

\[
l_i(w) = \frac{1}{2} w_i^T M_{ii} w_i + \sum_{j \neq i} w_{ij}^T M_{ij} w_j + w_i^T b_i
\]

(4)

where we have let \( M_{ij} \triangleq M_{ij} + M_{ji}^\top, b_i \triangleq b_i, 1 \leq i,j \leq n \). Note that we may assume the \( M_{iii} \) to be symmetric, since in general \( x^T A x = \frac{1}{2} x^T (A + A^\top) x \). Thus, we can write:

\[
\nabla_w l_i(w) = (M_{i1} \ldots M_{in}) w + b_i
\]

which yields the following equation for the vector field:

\[
\nu(w) = Aw + b, \quad A \triangleq \begin{pmatrix}
M_{11} & \ldots & M_{1n} \\
\vdots & \ddots & \vdots \\
M_{n1} & \ldots & M_{nn}
\end{pmatrix}, \quad b \triangleq \begin{pmatrix}
b_1 \\
\vdots \\
b_n
\end{pmatrix}
\]

(6)

where \( A \) is the Jacobian of \( \nu \). We shall henceforth refer to the Jacobian of the vector field of quadratic \( n \)-player games simply as the Jacobian or Jacobian of quadratic games, since in our analysis will be solely based on quadratic objectives. Interestingly, the problem of finding \( w \) such that \( \nu(w) = 0 \) consists in solving a system of linear equations (SLE) [Richardson, 1911]. In fact, several techniques to precondition systems of linear equation make use of casting the SLE as a game and optimising it with proximal methods, such as Benzi and Golub [2004].

In our analysis, we will mostly discuss two-player games, where the players respectively control the parameters \( x \in \mathbb{R}^{d_1} \) and \( y \in \mathbb{R}^{d_2} \). The quadratic losses take the form

\[
l_1(x, y) = \frac{1}{2} x^T S_1 x + x^T M_1 y + x^T b_1 \\
l_2(x, y) = y^T M_2 x + \frac{1}{2} y^T S_2 y + y^T b_2
\]

(7)

with \( S_1 \) and \( S_2 \) symmetric. In that case the vector field is given by

\[
\nu(x, y) = \begin{pmatrix}
S_1 x + M_1 y + b_1 \\
M_2 x + S_2 y + b_2
\end{pmatrix} = \begin{pmatrix}
S_1 & M_1 \\
M_2 & S_2
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix} + \begin{pmatrix}
b_1 \\
b_2
\end{pmatrix}
\]

(8)

In this paper, we will denote the spectrum of a matrix \( M \) by \( \sigma(M) \), and define the block spectral bounds \( \mu_1, \mu_2, \mu_12, L_1, L_2, L_{12} \) as constants bounding the spectra of the blocks in the Jacobian of eq. 8:

\[
\mu_1 \leq |\sigma(S_1)| \leq L_1 \quad \mu_2 \leq |\sigma(S_2)| \leq L_2 \quad \mu_{12}^2 \leq |\sigma(M_1 M_1^\top)| \leq L_{12}^2
\]

(9)
2.3 Min-max of quadratics as 2-player quadratic games

Consider the family \( \mathcal{P} \) of min-max problems of the form

\[
\min_{x \in \mathbb{R}^d} \max_{y \in \mathbb{R}^2} f(x, y) = x^T M y + \frac{1}{2} x^T S_1 x - \frac{1}{2} y^T S_2 y + x^T b_1 - y^T b_2 + c \quad (P)
\]

where \( \sigma(MM^T), \sigma(S_1), \sigma(S_2) \subseteq [0, +\infty) \)

The optimisation of such a problem is equivalent to finding a pair \((x^*, y^*)\) such that,

\[
x^* \in \arg\min f(x, y^*) \quad \text{and} \quad y^* \in \arg\max f(x^*, y)
\]

Noting that \( \arg\max f = \arg\min(-f) \), we get that this optimisation problem is equivalent to a zero-sum 2-player game with losses \( l_1 = -l_2 = f \). Pruning the losses with the procedure described in the previous subsection, we may optimise that problem by searching for the Nash equilibria of the 2-player quadratic game with simplified losses \( l_x(x, y) = \frac{1}{2} x^T S_1 x + x^T M y + x^T b_1 \), \( l_y(x, y) = \frac{1}{2} y^T S_2 y - x^T M y + y^T b_2 \) (where the \( S_i \) have been symmetrised). Eq. 8 yields the vector field

\[
v(x, y) = \begin{pmatrix} S_1 & M \\ -M & S_2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}
\]

Therefore, the pair \((x^*, y^*)\) from eq. 10 exists if and only if the corresponding games with vector field given in 11 admit a Nash equilibrium since \( S_1, S_2 \succeq 0 \). Note that we could also go from a quadratic game satisfying the above to a min-max formulation. Therefore, any lower bound on quadratic games of the form of eq. 11 is a lower bound on min-max problems (in \( \mathcal{P} \)), and vice versa.

3 Background

3.1 Existing bounds for 2-player quadratic min-max problems

Some upper bounds for problems in \( \mathcal{P} \) exist for certain optimisation algorithms. For clarity’s sake, we reformulate these upper bounds to be consistent with the notation of \( \mathcal{P} \) and have a comparable form. Letting \( \kappa = \frac{\sqrt{\mu L^2}}{\mu + \sqrt{\mu L^2}} \), Chen and Rockafellar [1997] analyse the forward-backward algorithm, and find a rate of \( \sqrt{1 - \frac{\min(\mu_1, \mu_2, \mu_3)}{\max(L_1, L_2, L_3)}} \). Chambolle and Pock [2011] give an algorithm for which the best rate is \( \sqrt{1 - \frac{2}{\kappa+2}} \). Palaniappan and Bach [2016] show an accelerated version of the forward-backward algorithm with variance reduction with rate \( 1 - \frac{4}{(\kappa+2)^2} \). Note that asymptotically, the Chambolle-Pock and accelerated Forward-Backward rates match up to a factor of 2 on \( \kappa \). Finally, Gidel et al. [2019b] give an upper bound \( \sqrt{1 - \frac{2}{(\mu/\sqrt{L})^2}} \) on the rate of convergence of alternating gradient descent with negative momentum for bilinear games, i.e. games satisfying eq. 11 with \( S_1 = S_2 = 0 \).

3.2 Lower bound techniques for convex optimisation with bounded spectrum

In single-objective optimisation, i.e. a 1-player game, the Jacobian in eq. 2 reduces to the Hessian of the objective, denoted \( H(x) \). In that case, if there exists \( \mu, L \in \mathbb{R}^{++} \) such that for all \( x \) in the domain considered

\[
\mu \preceq H(x) \preceq L
\]

the objective is \( \mu \)-strongly convex and has \( L \)-Lipschitz gradients, and the convergence rates are known to be linear in the number of iterations for several classes of algorithms [Nemirovsky and Yudin, 1983, Nesterov, 2004]. In the context of convex minimisation, various lower bounds have been derived depending on whether the objective is strongly convex and/or has Lipschitz gradients (see Bubeck et al. [2015] for an overview).

Nesterov’s lower bound In particular, Nesterov [2004] gives an information-based complexity bound for \( \mu \)-strongly convex objectives with \( L \)-Lipschitz gradients, by showing that there is a \( \mu \)-strongly convex example in \( \ell_2 \rightarrow \mathbb{R} \) with \( L \)-Lipschitz gradients for which first-order black box methods, i.e. methods using only past iterates and gradients of past iterates at every update, converge linearly at a rate \( \rho = 1 - \frac{2}{\sqrt{\kappa+1}} \), where the condition number is given by \( \kappa = L/\mu \). The
proof relies on the fact that at iteration \( t \), only the \( t \) first components of the estimates \( x_t \) have been updated from their initial values, where \( x_0 = 0 \). This is then used to lower bound the distance to the optimum. Since an infinite number of iterations is required to converge in \( \ell_2 \) if the solution \( x^* \) has an infinite number of nonzero components, we obtain asymptotic rates. An important caveat is that an infinite-dimensional example does not directly yield a lower bound for finite-dimensional problems.

p-SCLI Arjevani et al. [2016] introduce the p-SCLI framework to provide bounds for a large class of methods used for optimising \( p \)-strongly convex objectives with \( L \)-Lipschitz gradients. Roughly speaking, an algorithm is p-SCLI if its update rule on quadratics \( f(x) = x^\top Ax + x^\top b \) with \( A \) symmetric is a linear combination of the \( p \) previous iterates and \( b \), where the coefficients are matrices that depend on \( A \) and are assumed to be simultaneously triangularisable. The spectral properties of the update rule are used to derive lower bounds on the rate of convergence of p-SCLI algorithms. The lower bound on the rate of convergence of p-SCLI methods is given by \( \rho = 1 - \frac{\sqrt{\kappa}}{2} \) for \( \kappa = L/\mu \).

This allows us to recover lower bounds for gradient descent (\( p = 1 \)) or Nesterov [1983]’s accelerated gradient descent (\( p = 2 \)) that match the upper bounds. A key advantage is that these bounds are more refined (for example, both GD and Nesterov’s accelerated gradient descent are black box first-order methods, but this bound is tighter for \( p = 1 \)), and do not rely on an infinite-dimensional example, but rather on the spectral properties of the methods. Finally, the p-SCLI framework also yields upper bounds, and the authors also show a general method to accelerate algorithms on quadratics with the hope that the acceleration is relevant to more general classes of objectives, albeit at a cost too prohibitive to be practical.

When there are several players, however, the Jacobian is no longer symmetric, and its spectrum will generally be complex, and hence several of the arguments used in single-objective optimisation fail to apply.

4 Parametric lower bounds from Nesterov’s domino argument

In this section, we will only discuss min-max problems. The class \( F \) of counterexamples considered is

\[
\min_x \max_y \quad f(x, y) = cx^\top M y - d_1 x^\top e_1 + d_2 y^\top e_1 + \frac{\mu_1}{2} \|x\|^2 - \frac{\mu_2}{2} \|y\|^2
\]

where \( M \) is an infinite-dimensional bidiagonal matrix such that \( \forall i, M_{ii} = a_0 \) and \( M_{i,i+1} = a_1 \) with \( ca_0a_1 \neq 0 \) and \( \mu_1, \mu_2 \in \mathbb{R}^{++} \). Since these problems are in \( P \), the lower bounds of this section are in particular bounds on the optimisation of min-max problems.

**Definition 1** (Two-step linear span assumption). A first-order black box method for 2-player games satisfies the two-step linear span assumption on \( F \) if for problems in \( F \) with Jacobian \( A \) (cf eq. 6):

\[
w_t \in w_0 + \text{Span}(w_0, ..., w_{t-1}, \mathbf{A}w_0, ..., \mathbf{A}w_{t-1}, \mathbf{A}^2w_0, ..., \mathbf{A}^2w_{t-1}, b, \mathbf{A}b)
\]

Examples of such methods include simultaneous gradient descent, negative momentum and extra-gradient. One way to design challenging problems for these methods is to construct problems with a dense solution \((x^*, y^*)\) for which only one new component of the iterates may change from its initial value at every iteration [Nesterov, 2004], a phenomenon we will refer to as the *domino argument* (see Appendix A.1 for some intuition, where we argue that the argument also applies to cases where diagonal matrices are used as coefficients in the span, and to alternating implementations of algorithms satisfying the two-step linear span assumption on \( F \) thanks to the properties of bidiagonal Toeplitz matrices).

4.1 A first lower bound for games with block spectral bounds \( \mu_1, \mu_2, L_{12} \)

**Proposition 2.** There exists a function \( f : \ell_2 \times \ell_2 \to \mathbb{R} \) in \( P \) with block spectral bounds \( \mu_1, \mu_2, L_{12} \in \mathbb{R}^{++} \) as defined in eq. 9, that has condition number \( \kappa = \frac{\mu_2}{\sqrt{\mu_1\mu_2}} \) such that for any number of iterations \( t \geq 1 \) and any procedure satisfying the two-step linear span assumption (see def. 1), the following lower bound holds:

\[
\|(x_t, y_t) - (x^*, y^*)\| \geq \left( 1 - \frac{2}{\sqrt{\kappa^2 + 1} + 1} \right)^{t+1} \|(x_0, y_0) - (x^*, y^*)\|
\]

(13)
We invite the reader to consult Appendix A.2 for the proof. This lower bound on the distance to a solution also yields a lower bound on the minimum number of steps necessary for all subsequent iterates to be within a target distance—typically referred to as iteration complexity. Since \( \mu_1 = L_1, \mu_2 = L_2 \) in the counterexample, we may interpret the proposition as being a bound on functions with known \( \mu_1 \) OR \( L_1 \), \( \mu_2 \) OR \( L_2 \), and \( L_{12} \), and substitute \( \mu_i \) by \( L_i \) appropriately in \( \kappa \) based on which quantity we know. We appear to obtain the same condition number as in the upper bound literature. If we assume this bound and condition number to be representative of a finite-dimensional bound as was the case in convex optimisation, we easily see an apparent contradiction from the upper bound on the rate of convergence of alternating gradient descent with negative momentum for bilinear games given by Gidel et al. [2019b]. Indeed, if we let \( \mu_1, \mu_2 \to 0 \), the rate of convergence in Prop. 2 goes to 1, whereas the upper bound of negative momentum is not affected and may indicate fast convergence. This illustrates how the condition number of the upper bounds is not general enough to be representative of inherent difficulty: it can be showed that for the example used in the proof of the proposition, \( \mu_{12} = 0 \). As such, it is not surprising that the bound failed to hold against the upper bound of negative momentum on bilinear games, which corresponds to a class of games with \( \mu_{12} > 0 \). This shows that \( \mu_{12} \) encodes critical information that this condition number was not able to capture. Nevertheless, an important point is that the bound itself is correct and represents a problem with slow convergence; it just fails to yield a condition number that accurately captures difficulty as \( \mu_{12} \) does not appear. However, by refining our proof technique, we can derive a bound which avoids this issue, and yields tighter bounds for games for which we know \( \mu_{12}, L_{12}, \mu_1, \mu_2 \).

4.2 Improved lower bound for games with block spectral bounds \( \mu_1, \mu_2, \mu_{12}, L_{12} \)

**Proposition 3.** There exists a function \( f : \ell_2 \times \ell_2 \to \mathbb{R} \) in \( \mathcal{P} \) with block spectral bounds \( \mu_1, \mu_2, L_{12} \in \mathbb{R}^{++,} \), \( \mu_{12} \in \mathbb{R}^{+} \) as defined in eq. 9, that has condition number \( \kappa = \sqrt{\frac{L_{12}^2 + \mu_1 \mu_2}{\mu_1^2 + \mu_2^2}} \), such that for any number of iterations \( t \geq 1 \) and any procedure satisfying the two-step linear span assumption, the following lower bound holds:

\[
\| \langle x_t, y_t \rangle - (x^*, y^*) \| \geq \left( 1 - \frac{2}{\kappa+1} \right)^t \| \langle x_0, y_0 \rangle - (x^*, y^*) \|
\]  

(14)

This generalises Prop. 2. The proof can be found in Appendix A.3. We may hope that this bound also holds in finite dimension, since we are not aware of upper bounds contradicting it, and were not able to generate finite-dimensional 2-player games for which the bound did not hold empirically. The condition number appearing in Prop. 3 is more expressive than the one found in the upper bound literature \( \kappa = L_{12}/\sqrt{\mu_1 \mu_2} \), and is lower bounded by 1, instead of 0. A limitation, however, is that this \( \kappa \) is not able to dissociate \( L_1 \neq \mu_1, L_2 \neq \mu_2 \), which is a problem both in terms of expressivity of the condition number, and for the tightness of the lower bound since intuition from convex optimisation would suggest that objectives with matching lower and upper bounds on the spectra are easier to optimise. This stems from the fact that the closed form solution for problems in \( \mathcal{P} \) when \( S_i \) is non-scalar, which we would need for all block spectral bounds to appear in \( \kappa \), is rather complex and the associated condition number is impractical. Therefore, we leave the matter of deriving a practical bound involving all \( \mu_i \) and \( L_i \) as future work.

Interestingly, the rate takes the same form as in strongly convex smooth optimisation, suggesting that for \( n \)-player games, we may still get a lower bound of the form \( \rho \geq 1 - \frac{2}{\kappa+1} \) for some generalised condition number \( \kappa \). This intuition will be verified in the next section, by deriving lower bounds from the spectral properties of the update operators of a large class of optimisation methods for \( n \)-player games. The results we will introduce will also address the matter of \( L_i \neq \mu_i \).

5 \( p \)-SCLI-\( n \) for \( n \)-player games

5.1 Definitions and examples

Let \( Q_{d_1, \ldots, d_n} \) denote the set of vectors of \( n \) quadratic losses \( l_i : \mathbb{R}^{d_i} \to \mathbb{R} \) corresponding to \( n \)-player quadratic games, and \( f_{A,b}(w) \in Q_{d_1, \ldots, d_n} \) be a game with vector field \( Aw + b \) as indicated in eq. 6. The following definition is a generalisation of the definition of \( p \)-SCLI algorithms given by Arjevani et al. [2016] to \( n \)-player games.
Definition 4 ($p$-SCLI-$n$ optimisation algorithms for $n$-player games). Let $A$ be an optimisation algorithm for $n$-player quadratic games. Then $A$ is a $p$-stationary canonical linear iterative method for $n$-player games ($p$-SCLI-$n$) if there exist functions $C_0, ..., C_{p-1}, N$ from $\mathbb{R}^{d\times d}$ to $\mathbb{R}^{d\times d}$-valued random variables, such that the following conditions are satisfied for all $f_{A,b}(w) \in \mathbb{Q}^{d_1, ..., d_n}$:

1. Given an initialisation $w^0, ..., w^{p-1} \in \mathbb{R}^d$, the update rule at iteration $t \geq p$ is given by

$$w^t = \sum_{i=0}^{p-1} C_i(A)w^{t-i} + N(A)b$$

(15)

2. $C_0(A), ..., C_{p-1}(A), N(A)$ are independent from previous iterations

3. $\mathbb{E}C_i(A)$ are finite and simultaneously triangularisable

We will refer to the $C_i$ as the coefficient matrices and $N$ as the inversion matrix.

An important fact is that if $n = 1$, this definition becomes the same as the one given by Arjevani et al. [2016]. A key difference, however, is that the Jacobian $A$ will generally not be symmetric for $n > 1$; only the blocks $M_{ij}$ will be, and hence we may not assume the spectrum $\sigma(A)$ to be positive since it will generally be complex. Fortunately, several results from Arjevani et al. [2016] hold nevertheless, as discussed in Appendix B.1. Before introducing the results, let us give examples of algorithms used to optimise games that are $p$-SCLI-$n$, as evidenced by their update rule on quadratic games.

**Simultaneous Gradient Descent (GD)** The update rule is given by $w^t_i = w_i^{t-1} - \eta_i \nabla w_i l_i(w_i^{t-1})$, which can be rewritten with $\eta = \text{Diag}(\eta_1, ..., \eta_n)$ as:

$$w^t = w^{t-1} - \eta A w^{t-1} + b$$

$$= (I - \eta A) w^{t-1} - \eta b$$

(16)

This shows that simultaneous gradient descent is a 1-SCLI-$n$ algorithm.

**Simultaneous Momentum GD** The update rule is $w^t_i = w_i^{t-1} - \eta_i \nabla w_i l_i(w_i^{t-1}) + \beta_i(w_i^{t-1} - w_i^{t-2})$ which can rewritten with $\beta = \text{Diag}(\beta_1, ..., \beta_n)$ and $\eta$ as before:

$$w^t = w^{t-1} - \eta (Aw^{t-1} + b) + \beta (w^{t-1} - w^{t-2})$$

$$= (I - \eta A + \beta) w^{t-1} - \beta w^{t-2} - \eta b$$

(17)

Therefore, simultaneous gradient descent with momentum is a 2-SCLI-$n$, if we assume $\beta$ to be scalar (since we need the coefficient matrices $C_i(A)$ to be simultaneously triangularisable).

**Extragradient [Korpelevich, 1976]** The update rule is $w^t_i = w_i^{t-1} - \eta_i \nabla w_i l_i(w_i^{t-1} - \eta v(w_i^{t-1}))$, which can be rewritten as:

$$w^t = w^{t-1} - \eta (Aw^{t-1} - \eta (Aw^{t-1} + b)) + b)$$

$$w^t = (I - \eta A + (\eta A)^2)w^{t-1} - (I - \eta A)\eta b$$

(18)

This shows that extragradient is a 1-SCLI-$n$.

**Simultaneous Stochastic Gradient Descent** The reasoning is the same as the one presented by Arjevani et al. [2016]: we approximate $\nabla f_{A,b}(w) = Aw + b$ with stochastic gradients $G_w(w)$ and denote the error by $e_w(w) = G_w(w) - (Aw + b)$. Then the update rule for fixed $\eta$ is given by

$$w^t = w^{t-1} - \eta G_{w_{t-1}}(w^{t-1})$$

$$= (I - \eta A)w^{t-1} - \eta b - \eta e_{w_{t-1}}(w^{t-1})$$

(19)

Under certain assumptions, e.g. if $e_w(w) = A_w w + N_w b$ and $E A_w = E N_w = 0$, then the update rule becomes

$$w^t = (I - \eta (A + A_{w_{t-1}}))w^{t-1} - \eta (I + N_{w_{t-1}})b$$

(20)

and we get a 1-SCLI-$n$.

One last definition is required before we introduce the $p$-SCLI lower bounds. Our definition generalises that of Arjevani et al. [2016].
Definition 5 (Consistency of $p$-SCLI-$n$ optimisation algorithms). Let $Q^d_\mathcal{A} = Q^d_\mathcal{A} \subseteq Q^{d_1\ldots d_n}$ denote the set of quadratic $n$-player games with non-singular Jacobian $\mathcal{A}$ (see eq. 6). Then $\mathcal{A}$ is consistent with respect to $\mathcal{A}$ if for any game $f_{\mathcal{A},b} \in Q^d_\mathcal{A}$ and any initialisation, $\mathcal{A}$ converges to a stationary point of $f_{\mathcal{A},b}$ or equivalently if the sequence of iterates $(w^t)$ (see eq. 15) satisfies

$$w^t \rightarrow -A^{-1}b$$ (21)

Equivalently, as Arjevani et al. [2016] argue in their section 3.1, consistency with respect to some invertible Jacobian $\mathcal{A}$ is equivalent to having $\mathcal{A}$ converge on $f_{\mathcal{A},b}$ and

$$\sum_{i=0}^{p-1} EC_i(\mathcal{A}) = I_d + EN(\mathcal{A})A$$ (22)

Note that all three examples of optimisation algorithms discussed in this subsection satisfy eq. 22.

5.2 Parametric lower bound for $p$-SCLI-$n$ with scalar inversion matrix

We are now ready to introduce the lower bound for $p$-SCLI-$n$ methods with scalar inversion matrix.

Proposition 6. Let $\mathcal{A}$ be a $p$-SCLI-$n$ algorithm with scalar inversion matrix for optimising games over $\mathbb{R}^{d_1} \times \ldots \times \mathbb{R}^{d_n}$. Then for quadratics $f_{\mathcal{A},b} \in Q^d_\mathcal{A} = Q^{d_1\ldots d_n}$, if $\mathcal{A}$ is consistent with respect to $\mathcal{A}$ and if $0 \notin \sigma(\mathcal{A})$, we have the following lower bound on the (linear) rate of convergence $\rho$:

$$\rho_L \geq \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} = 1 - \frac{2}{\sqrt{\kappa} + 1}$$ (23)

where the condition number $\kappa$ is defined as $\kappa \triangleq \frac{\max |\sigma(\mathcal{A})|}{\min |\sigma(\mathcal{A})|}$ where $\sigma(\mathcal{A})$ is the spectrum of $\mathcal{A}$.

See Appendix B.1 for the proof. Interestingly, this is close to the bound obtained in the 1-player case for $\mu$-strongly convex objectives with $L$-Lipschitz gradients, where $\kappa = \frac{\max \sigma(\mathcal{A})}{\min \sigma(\mathcal{A})} = L/\mu$, verifying the intuition discussed at the end of the previous section. Moreover, this form is valid for $n$-player games (and min-max problems) in finite dimension, and $\kappa$ arises naturally from the spectral properties of the update rules of the $p$-SCLI-$n$ methods and is lower bounded by 1. Additionally, our bounds are valid for some stochastic methods. In single-objective optimisation (i.e. $n = 1$), while linear rates are not achievable for general stochastic problems, for which the worst-case bounds are sublinear, under certain conditions linear rates are possible [Loizou and Richtárik, 2017]. Conditions of this type can be satisfied in over-parameterised neural networks [Vaswani et al., 2019]. Hence, our linear lower bounds may be useful even for stochastic problems.

However, while the moduli in the $n > 1$ case allow us to handle complex spectra, several analyses have shown that not only the modulus, but also the relative size of the real and imaginary parts of elements of the spectrum matter [Mescheder et al., 2017, Gidel et al., 2019b]. Such an analysis is out of the scope of this work. We will nevertheless give a more explicit form of the bound for 2-player games for which $d_1 = d_2$ that will make the $\mu_i$ and $L_i$ appear.

Note that in Proposition 6, we provide a lower bound for the convergence rate to limit points of the dynamics which may not be Nash equilibria. Assuming the existence of a Nash equilibrium would lead to a smaller class of matrices $\mathcal{A}$ (where $M_{ii} \geq 0$ in eq. 6) and potentially to a tighter lower bound.

Some explicit bounds for $p$-SCLI-2 with $d_1 = d_2$ Prop. 6 may be used to derive lower bounds for 2-player games for which $d_1 = d_2$. These bounds depend on the value of the $\mu_i$ and $L_i$ defined as in eq. 9. Namely, let

$$\Delta_\mu = (\mu_1 + \mu_2)^2 - 4(\mu_1 \mu_2 + \mu_{12}^2) = (\mu_1 - \mu_2)^2 - 4\mu_{12}^2$$ (24)

$$\Delta_L = (L_1 + L_2)^2 - 4(L_1 L_2 + L_{12}^2) = (L_1 - L_2)^2 - 4L_{12}^2$$ (25)

Table 1 gives lower bounds on the condition number that may then be plugged into eq. 23 to get lower bounds on two-players games corresponding to min-max problems (and are therefore lower bounds for general 2-player games).
See Appendix B.2 for the counterexample in P leading to these bounds. This result resolves the issues raised in the discussion of the domino bounds as it uses all of the $\mu_i$ and $L_i$. In fact, if one sets $\mu_1 = L_1$ and $\mu_2 = L_2$ such that $\mu_1$ and $\mu_2$ are small (in particular, smaller than $\mu_{12}$) and $L_{12}$ is large (in particular, larger than $L_1, L_2$), Table 1 yields $\kappa = \sqrt{\frac{L_1 L_2 + L_{12}^2}{\mu_1 \mu_2 + \mu_{12}^2}}$, which coincides with the $\kappa$ from Prop. 3. More generally, if both $\Delta_L$ and $\Delta_\mu$ are negative, we get a tighter bound from the $p$-SCLI-2 formalism for 1-SCLI-2 methods that satisfy the two-step linear span assumption. Finally, it applies in finite dimension and provides the same convenience as $p$-SCLI to derive bounds for a large class of algorithms that may not satisfy the first-order black box assumption. On the other hand, the bounds may not be tight for $p \geq 3$, as it was the case for single-objective $p$-SCLI [Arjevani et al., 2016].

An interesting case is $p = 2$: for 2-SCLI-2 methods that satisfy the two-step linear span assumption such as negative momentum, the rate stemming from the $p$-SCLI-2 analysis appears to be looser than the rate from the improved domino bound. This suggests that either the conjecture that the improved domino bound may hold in finite dimension is false, or that the proof techniques used in our generalisation of $p$-SCLI yield bounds that can be improved.

### 6 Conclusion

In this work, we provide a lower bound on the rate of convergence of first-order black box methods for 2-player games (and min-max problems) satisfying the two-step linear span assumption by generalising Nesterov’s lower bound for the optimisation of strongly convex, smooth convex objectives to 2-player games (R.Q. 1). Moreover, we generalise the framework of $p$-SCLI to provide bounds for a large class of optimisers for $n$-player games, and give explicit bounds for 2-player games and min-max problems (R.Q. 2). Finally, we derived formulations for the condition number that matched (in the case of the first domino bound), or were more general (in the case of the improved domino bound, and $p$-SCLI-$n$ and $p$-SCLI-2 bounds) than the existing ones in the upper bound literature (R.Q. 3). As in the single-objective case, our bounds and condition numbers suggest that optimisers may converge faster on games for which the eigenvalues are at a similar, remote distance from the origin than on games for which some eigenvalues are close to and others are far from 0.

However, several directions would be important to explore. For example, we raised the question of whether the improved bound from the domino argument holds in finite dimension, as it is tighter than the $p$-SCLI-$n$ bound for $p > 1$, and we are not aware of faster rates of convergence in the literature violating the improved domino bound. Moreover, we would like to present a more exhaustive overview of the extension of $p$-SCLI, and discuss the resulting upper and lower bounds for various commonly used algorithms. In particular, we would like to extend our lower bounds to $p$-SCLI-$n$ with diagonal inversion matrices, as Arjevani et al. [2016] did in the $p$-SCLI framework, and provide bounds in the 2-player case when $d_1 \neq d_2$. Furthermore, we believe tighter bounds may be derived, for example by adding constraints on the $C_i$ or by looking not only at the modulus of the eigenvalues but also at their arguments, as done by Gidel et al. [2019b], since we know that the relative size of the imaginary part and real part (even at fixed modulus) affects the dynamics in games [Mescheder et al., 2017]. Finally, the $p$-SCLI-$n$ framework may guide the design of new algorithms by carefully picking the coefficient matrices $C_i$ as argued by Arjevani et al. [2016]: for example $p > 1$ algorithms benefitting from a faster lower bound than $p = 1$ algorithms such as gradient descent or extragradient methods, suggests that momentum based methods may achieve faster convergence. We plan on exploring several of these directions in future work.
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A Proofs of Nesterov’s bounds for games

The proofs in this section are based on min-max problems for a class of functions \( f : \ell_2 \times \ell_2 \to \mathbb{R} \) such that

\[
f(x, y) = cx^\top My - d_1 x^\top e_1 + d_2 y^\top e_1 + \frac{\mu_1}{2} \| x \|^2 - \frac{\mu_2}{2} \| y \|^2
\]

where \( e_1 \) is a vector with a 1 in the first entry and 0 elsewhere, \( c, d_1, d_2 \in \mathbb{R} \), and \( \mu_1, \mu_2 \in \mathbb{R}^{++} \), with \( M \) upper bidiagonal matrix such that

\[
M = \begin{bmatrix}
a_0 & a_1 & 0 & 0 & \ldots \\
0 & a_0 & a_1 & 0 & \ldots \\
0 & 0 & a_0 & a_1 & \ldots \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}
\]

where \( a_0, a_1 \neq 0 \).

As Nesterov [2004], we shall assume that \( x_0, y_0 \) are initialised at 0, as otherwise we may work with \( x - x_0 \) and \( y - y_0 \) in the counterexample and perform the change of variable \( x \leftarrow x - x_0, y \leftarrow y - y_0 \) (which would give us zero-initialisation) and switch back at the end of the analysis.

A.1 On the domino argument

More about the domino argument can be found in Nesterov [2004]; here, we shall give the intuition as to why it works. Let us introduce the ingredients of the update rule under our assumptions.

\[
\begin{align*}
A &= \begin{pmatrix} \mu_1 & M \\ -M^\top & \mu_2 \end{pmatrix} \\
A^2 &= \begin{pmatrix} \mu_1^2 - M M^\top & (\mu_1 + \mu_2) M \\ -(\mu_1 + \mu_2) M^\top & \mu_2 - M^\top M \end{pmatrix} \\
b &= \begin{pmatrix} -d_1 e_1 \\ d_2 e_2 \end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
A b &= \begin{pmatrix} -\mu_1 d_1 e_1 + d_2 M e_1 \\ d_1 M^\top e_1 + \mu_2 d_2 e_1 \end{pmatrix} \\
M e_1 &= (a_0 \ 0 \ \ldots)^\top \\
M^\top e_1 &= (a_0 \ a_1 \ 0 \ \ldots)^\top
\end{align*}
\]

\[
\begin{align*}
A w &= \begin{pmatrix} \mu_1 x + M y \\ -M^\top x + \mu_2 y \end{pmatrix} \\
A^2 w &= \begin{pmatrix} (\mu_1^2 - M M^\top) x + (\mu_1 + \mu_2) M y \\ -(\mu_1 + \mu_2) M^\top x + (\mu_2 - M^\top M) y \end{pmatrix}
\end{align*}
\]

A.1.1 One-step linear span assumption

If the algorithm follows the one-step assumption (e.g. gradient descent), which we define as

\[
w_t \in w_0 + \text{Span}(w_0, \ldots, w_{t-1}, A w_0, \ldots, A w_{t-1}, b)
\]

note that the part of \( b \) contributing to the update rules of both \( x \) and \( y \) will have be a vector with a single non-zero entry as its first entry, i.e. \( (*, 0, \ldots) \). Therefore,

\[
x_t \in \text{Span}((*, 0, \ldots), x_0, \ldots, x_{t-1}, M y_0, \ldots, M y_{t-1})
\]

\[
y_t \in \text{Span}((*, 0, \ldots), y_0, \ldots, y_{t-1}, M^\top x_0, \ldots, M^\top x_{t-1})
\]

Since \( (x_0, y_0) = 0 \) but \( (x^*, y^*) \neq 0 \), we want to see, at every iteration \( t \), how many components of \( x_t, y_t \) have been initialised, i.e. received information from (which components of) past iterations and therefore could have changed from their initial values of zero. The dependence of the components of \( x_t \) and \( y_t \) on past iterates, based on the one-step linear span assumption, is summarised below:

- Comp. \( i = 1 \) of \( x_t \): comp. 1 from const. vector, \( i \) from \( x_0, \ldots, x_{i-1} \), and \( i, i + 1 \) from \( y_0, \ldots, y_{t-1} \)
- Comp. \( i = 1 \) of \( y_t \): comp. 1 from const. vector, \( i \) from \( y_0, \ldots, y_{i-1} \), and \( i \) from \( x_0, \ldots, x_{t-1} \)
- Comp. \( i \geq 2 \) of \( x_t \): comp. \( i \) from \( x_0, \ldots, x_{t-1} \), and \( i, i + 1 \) from \( y_0, \ldots, y_{t-1} \)
- Comp. \( i \geq 2 \) of \( y_t \): comp. \( i \) from \( y_0, \ldots, y_{t-1} \), and \( i - 1, i \) from \( x_0, \ldots, x_{t-1} \)

\footnote{As evoked in the discussion of the improved bound, for these functions, a limitation is that \( \mu_1 = L_1 \) and \( \mu_2 = L_2 \), but we were not able to find counterexamples with \( L_i \neq \mu_i \) for which the bound had simple enough closed form, even when choosing terms of the form \( x^\top M_x x, y^\top M_y y \) with \( M_x, M_y \) bidiagonal or tridiagonal.}
Therefore, if \((x_0, y_0) = 0\), it is clear that the only terms in the update rule that may initialise any new component of \((x_1, y_1)\) are the constant vectors. Thus, in \((x_1, y_1)\) only the first component will be initialised if we are using simultaneous first-order black box methods satisfying the one-step linear span assumption, and additionally the second component of \(y_1\) if we are using \(x_t\) instead of \(x_{t-1}\) when computing \(y_t\).

We then move on to \((x_2, y_2)\) and compute from the rules above which components, i.e. values of \(i\), can be initialised given the initialisation of the past iterates. For simultaneous methods, we see that we still cannot initialise the second component of \(x_2\) since that would require the second component of \(x_0\) or \(x_1\), or the second or third components of either \(y_0\) or \(y_1\) to have been initialised. Nevertheless, given that the second component of \(y_2\) depends on the first component of \(x_0, x_1\), we may initialise a second component in \(y_2\). However, a third component would require either the third component of \(y_0, y_1\) or the second or third components of \(x_0, x_1\) to be already initialised, which is not the case. Therefore, in simultaneous one-step methods, only 1 component of \(x_2\) and 2 components of \(y_2\) will be initialised at most.

This logic is applied in table 2, which indicates the number of components in both sets of parameters that have been updated from their initial value (e.g. that are nonzero if we initialise the parameters at 0) at each iteration.

**Table 2: Number of dimensions initialised in \(x_t\) and \(y_t\) at iteration \(t\), for methods using \(w_t, Aw_t, b\)**

| Iteration | Simultaneous | Alt. \(x_t\) instead of \(x_{t-1}\) for \(y_t\) | Alt. \(y_t\) instead of \(y_{t-1}\) for \(x_t\) |
|-----------|--------------|---------------------------------|---------------------------------|
| \(t\)     | \# dim \(x_t\) | \# dim \(y_t\) | \# dim \(x_t\) | \# dim \(y_t\) |
| 0         | 0            | 0                               | 0                               | 0                               |
| 1         | 1            | 1                               | 1                               | 1                               |
| 2         | 1            | 1                               | 2                               | 3                               |
| 3         | 2            | 2                               | 4                               | 5                               |
| 4         | 2            | 3                               | 4                               | 4                               |

A simple proof by induction can generalise that for both alternating or simultaneous updates, at most \(t + 1\) components of \(x_t, y_t\) have been initialised. The consequence is that at iteration \(t\) we have \(x_t(i) = x_0(i), y_t(i) = y_0(i)\) for \(i > t + 1\), where \((x_0, y_0) = 0\). Note that this still holds if we compute elements of the span with diagonal matrices as coefficients. This can be summarised as the following.

**Lemma 7** (One-step linear span domino argument). Suppose \((x_0, y_0) = 0\). Then for algorithms satisfying the one-step linear span assumption (where elements of the span may be computed using diagonal matrices as coefficients), we have

\[
x_t(i) = 0 \\
y_t(i) = 0 
\]

for \(i > t + 1\) \hspace{1cm} (34)

### A.1.2 Two-step linear span assumption

For an algorithm satisfying the two-step assumption such as extragradient (see eq. 18 for the update rule), i.e. if we have

\[
w_t \in w_0 + \text{Span}(w_0, \ldots, w_{t-1}, Aw_0, \ldots, Aw_{t-1}, A^2w_0, \ldots, A^2w_{t-1}, b, Ab)
\]

(35)

the part of \(b\) and \(Ab\) contributing to the update rule on \(x\) will be a vector of the form \((*, 0, \ldots)\) and the part contributing to the update rule on \(y\) will have the form \((*, *, 0, \ldots)\). Therefore,

\[
x_t \in \text{Span}((*, 0, 0, \ldots), x_0, \ldots, x_{t-1}, My_0, \ldots, My_{t-1}, MM^T x_0, \ldots, MM^T x_{t-1})
\]

(36)

\[
y_t \in \text{Span}((*, *, 0, \ldots), y_0, \ldots, y_{t-1}, M^T x_0, \ldots, M^T x_{t-1}, M^T My_0, \ldots, M^T My_{t-1})
\]

(37)

We can see from eq. 53 \((M^T M)\) yields the same matrix with \(a_0^2\) instead of \(a_0^2 + a_1^2\) in the first entry) that the \(i\)-th component of \(MM^T x\) depends on the \(i-1, i, i+1\)-th components of \(x\) for \(i \geq 2\). Since only the number of initialised dimensions will interest us, we want to see, at every iteration \(t\), how many components of \(x_t, y_t\) received information from past iterations and therefore could have
We look for stationary points. The dependence of the components of $x_i$ and $y_i$ on past iterates, based on the two-step linear span assumption, is summarised below:

For $i = 1$ of $x_i$: comp. 1 from const., $i, i + 1$ from $x_0, \ldots, x_{t-1}$, and $i, i + 1$ from $y_0, \ldots, y_{t-1}$

For $i = 1$ of $y_i$: comp. 1 from const., $i, i + 1$ from $y_0, \ldots, y_{t-1}$, and $i$ from $x_0, \ldots, x_{t-1}$

For $i = 2$ of $x_i$: comp. $i - 1, i, i + 1$ from $x_0, \ldots, x_{t-1}$, and $i, i + 1$ from $y_0, \ldots, y_{t-1}$

For $i = 2$ of $y_i$: comp. 1 from const., $i - 1, i, i + 1$ from $y_0, \ldots, y_{t-1}$, and $i - 1, i$

For $i > 2$ of $x_i$: comp. $i - 1, i, i + 1$ from $x_0, \ldots, x_{t-1}$, and $i, i + 1$ from $y_0, \ldots, y_{t-1}$

For $i > 2$ of $y_i$: comp. $i - 1, i, i + 1$ from $y_0, \ldots, y_{t-1}$, and $i - 1, i$

so for the first few iterations we get Table 3.

| Iteration | Simultaneous $\# \dim x_t$ | $\# \dim y_t$ | Alt. $x_t$ instead of $x_{t-1}$ for $y_t$ | $\# \dim x_t$ | $\# \dim y_t$ | Alt. $y_t$ instead of $y_{t-1}$ for $x_t$ |
|-----------|---------------------------|---------------|-----------------------------------------|----------------|---------------|-----------------------------------------|
| 0         | 0                         | 0             | 0                                       | 0              | 0             | 0                                       |
| 1         | 1                         | 2             | 1                                       | 2              | 2             | 2                                       |
| 2         | 2                         | 3             | 2                                       | 3              | 3             | 3                                       |
| 3         | 3                         | 4             | 3                                       | 4              | 4             | 4                                       |
| 4         | 4                         | 5             | 4                                       | 5              | 5             | 5                                       |

Hence, we can prove once again by induction that in any case at iteration $t$ we have $x_t(i) = x_0(i), y_t(i) = y_0(i)$ for $i > t + 1$ and $(x_0, y_0) = 0$ for methods also accessing $A^2w_i, Ab$. Here again, this still holds if we multiply the entries in our span by diagonal matrices. We can once again summarise this as a lemma.

**Lemma 8** (Two-step linear span domino argument). Suppose $(x_0, y_0) = 0$. Then for algorithms satisfying the two-step linear span assumption (where elements of the span may be computed using diagonal matrices as coefficients), we have

$$x_t(i) = 0 \quad y_t(i) = 0 \quad \text{for } i > t + 1$$

(38)

### A.2 Proof of Prop. 2

We look for stationary points $(x^*, y^*)$:

$$\nabla_x f(x^*, y^*) = cMx^* - d_1e_1 + \mu_1x^* = 0$$

(39)

$$\nabla_y f(x^*, y^*) = cM^\top x^* + d_2e_1 - \mu_2y^* = 0$$

(40)

Therefore, denoting $x_i = x(i), y_i = y(n)$, the components of stationary points satisfy the recurrence:

$$x_1 : a_0cy_1 + a_1cy_2 - d_1 + \mu_1x_1 = 0$$

(41)

$$y_1 : a_0cx_1 + d_2 - \mu_2y_1 = 0$$

(42)

and for $n \geq 2$:

$$x_n : a_0cy_n + a_1cy_{n+1} + \mu_1x_n = 0$$

(43)

$$y_n : a_1cx_{n-1} + a_0cx_n - \mu_2y_n = 0$$

(44)

We can rewrite the above as

$$x_n = -a_0\frac{c}{\mu_1}y_n - a_1\frac{c}{\mu_1}y_{n+1} + \frac{c}{\mu_2}x_{n-1} + a_0\frac{c}{\mu_2}x_n$$

(45)

$$y_n = a_1\frac{c}{\mu_2}y_{n-1} + a_0\frac{c}{\mu_2}x_n$$

(46)
and using eq. 46 to substitute $y_n$ in eq. 43 we get a recurrence on $x$ only:

$$a_0 a_1 \frac{c^2}{\mu_2} x_{n-1} + a_0^2 \frac{c^2}{\mu_2} x_n + a_1^2 \frac{c^2}{\mu_2} x_n + a_0 a_1 \frac{c^2}{\mu_2} x_{n+1} + \mu_1 x_n = 0$$

which can be rewritten as

$$a_0 a_1 x_{n+1} + \left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right) x_n + a_0 a_1 x_{n-1} = 0$$

The roots of the characteristic polynomial of the above recurrence are given by

$$\chi = \frac{-\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right) \pm \sqrt{\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right)^2 - 4 a_0^2 a_1^2}}{2 a_0 a_1}$$

Note that

$$\chi + 1 = \frac{-\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right) \pm \sqrt{\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right)^2 - 4 a_0^2 a_1^2} + 2 a_0 a_1}{2 a_0 a_1}$$

Suppose $a_0 a_1 > 0$. As $\frac{\mu_1 \mu_2}{c^2} > 0$, we have $\chi - 1 < 0$ i.e. $|\chi| > 1$. Similarly, if we had $a_0 a_1 < 0$ instead, we would have $\chi - 1 > 0$ which also yields $|\chi| > 1$. Therefore, $\chi$ is not a solution as it will not yield a $x$ in $\ell_2$. However, note that $\chi + \chi = 1$ which implies that we always have $|\chi| < 1$. Therefore, we are only concerned with $\chi \equiv \chi_+$. Moreover, note that the square root always exist as we can rewrite the content of the square root to show that it is always positive:

$$\chi = \frac{-\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right) + \sqrt{\left( \frac{\mu_1 \mu_2}{c^2} + a_0^2 + a_1^2 \right)^2 - 4 a_0^2 a_1^2}}{2 a_0 a_1}$$

In order to simplify the results, we let $a_0 = -a_1 = 1$ and we get:

$$\chi = \left( \frac{\mu_1 \mu_2}{2c^2} + 1 \right) - \sqrt{\left( \frac{\mu_1 \mu_2}{2c^2} \right)^2 + \frac{\mu_1 \mu_2}{c^2}}$$

One may note that $L_{12} = c \sqrt{\rho(MM^T)}$. As we have

$$MM^T = \begin{bmatrix} a_0^2 + a_1^2 & a_0 a_1 & 0 & 0 & \cdots \\
            a_0 a_1 & a_0^2 + a_1^2 & a_0 a_1 & 0 & \cdots \\
            0 & a_0 a_1 & a_0^2 + a_1^2 & a_0 a_1 & \cdots \\
            \vdots & \ddots & \ddots & \ddots & \ddots \end{bmatrix} = \begin{bmatrix} 2 & -1 & 0 & 0 & \cdots \\
            -1 & 2 & -1 & 0 & \cdots \\
            0 & -1 & 2 & -1 & \cdots \\
            \vdots & \ddots & \ddots & \ddots & \ddots \end{bmatrix}$$

we note that $MM^T$ is a tridiagonal Toeplitz matrix, for which the upper end of the spectrum is given by (see Theorem 7.20 of Douglas [2012])

$$\sup |\sigma(MM^T)| = \sup_{\theta \in [0, 2\pi]} (a_0 a_1 e^{-i\theta} + (a_0^2 + a_1^2) + a_0 a_1 e^{i\theta})$$

$$= \sup_{\theta \in [0, 2\pi]} (2 a_0 a_1 \cos \theta + (a_0^2 + a_1^2)) = 4$$

and therefore $L_{12} = 2c$. Defining the condition number as

$$\kappa = \frac{L_{12}}{\sqrt{\mu_1 \mu_2}}$$
to retrieve the condition number from the upper bound literature, we get that
\[
\chi = \left( \frac{2}{\kappa^2} + 1 \right) - \sqrt{\frac{4 + 4}{\kappa^2}} = \left( \frac{2}{\kappa^2} + 1 \right) - \frac{2}{\kappa^2} \sqrt{\kappa^2 + 1} = 1 - 2 \frac{1}{\sqrt{\kappa^2 + 1}}
\]

Going back to the recurrence, and given that the recurrence on \( y_n \) can be shown to be the same as eq. 48, we get that if \((x^*, y^*)\) is a stationary point of \( f \) in \( \ell_2 \times \ell_2 \), then
\[
\begin{align*}
    x^*(i) &= x_i = c_1 \chi^i \\
y^*(i) &= y_i = c_2 \chi^i
\end{align*}
\]

where \( c_1, c_2 \) can be determined from the initial conditions given in eq. 41 and 42. Using the domino argument, which yields that \( \forall i > t + 1, x_t(i) = 0 \), we get that the distance to the optimum of \( x \) is given by
\[
\|x_t - x^*\|^2 = \sum_{i=1}^{t+1} (x_t(i) - x^*(i))^2 + \sum_{i=t+2}^{\infty} (x_t(i) - x^*(i))^2 \geq \sum_{i=t+2}^{\infty} (x^*(i))^2 = c_2^2 \sum_{i=t+2}^{\infty} \chi^{2i} = c_2^2 \sum_{i=1}^{\infty} \chi^{2(i+t+1)} = \chi^{2(t+1)} \|x^*\|^2
\]

Similarly, we can show that \( \|y_t - y^*\|^2 \geq \chi^{2(t+1)} \|y^*\|^2 \).

Changing back our variables to \( x \rightarrow x - x_0, y \rightarrow y - y_0 \) yields the bound for arbitrary initialisation.

A.3 Proof of Prop. 3

If one computes \( \mu_{12} \) for the function used in the previous bound, it becomes clear that \( \mu_{12} = 0 \). As such, it is not surprising that the bound failed to hold vs the upper bound of negative momentum on bilinear games with \( \mu_{12} > 0 \): the previous bound failed to be general enough because the example has the worst possible value of \( \mu_{12} \). An important note, however, is that the previous bound may still hold in finite dimensions if we only used it to lower bound the rate of convergence of games with \( \mu_{12} = 0 \), but it can easily be checked that the rate in the improved bound with \( \mu_{12} = 0 \) reduces to the first bound.

In order to address this, we will pick values of \( a_0 \) and \( a_1 \) that allow the counterexample to handle any value of \( \mu_{12} \). The proof of the improved domino bound follows the same line of argumentation as the proof of the first bound. We resume from eq. 54, and set \( c = 1 \), and suppose that \( a_1 < 0, a_0 > 0 \) such that \( |a_1| \leq a_0 \). Theorem 7.20 of Douglas [2012] yields that:
\[
\begin{align*}
\max \sigma(MM^\top) &= a_0^2 + a_1^2 - 2a_0a_1 = (a_0 - a_1)^2 \\
\min \sigma(MM^\top) &= a_0^2 + a_1^2 + 2a_0a_1 = (a_0 + a_1)^2
\end{align*}
\]

Thus, we have \( \mu_{12}^2 = (a_0 + a_1)^2, L_{12}^2 = (a_0 - a_1)^2 \) and since we assumed \( |a_1| \leq a_0 \), we get that \( \mu_{12} = a_0 + a_1, L_{12} = a_0 - a_1 \) which allows us to choose \( a_0, a_1 \) to make \( \mu_{12}, L_{12} \) appear in the bound:
\[
\begin{align*}
a_0 &= \frac{L_{12} + \mu_{12}}{2} \\
a_1 &= \frac{\mu_{12} - L_{12}}{2}
\end{align*}
\]
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Noting further that \( a_0^2 + a_1^2 = \frac{L_{12}^2 + \mu_{12}^2}{2} \), \( a_0^2 - a_1^2 = \mu_{12}L_{12} \), we have that

\[
\chi = -\left( \frac{\mu_{12}^2}{a_0^2} + a_1^2 \right) + \frac{2\mu_{12}^2 (a_0^2 + a_1^2) + (a_0^2 - a_1^2)^2}{2a_0 a_1}
\]

\[
= -\left( \mu_{12}L_{12} + \frac{L_{12}^2 + \mu_{12}^2}{2} \right) + \frac{\sqrt{(\mu_{12}^2)^2 + 2\mu_{12}(\frac{L_{12}^2 + \mu_{12}^2}{2}) + (\mu_{12}^2L_{12})^2}}{\mu_{12}^2 - L_{12}^2 + \mu_{12} - \mu_{12}^2}
\]

Letting \( d_\mu = \mu_{12}^2 + \mu_{12}^2 \), \( d_L = \mu_{12}L_{12} \),

\[
\chi = -\left( d_\mu + d_L \right) + 2\sqrt{\mu_{12}^2 (\mu_{12}^2 + \mu_{12}^2) + \mu_{12}^2 (\mu_{12}^2 + \mu_{12}^2)}
\]

\[
= \frac{(d_\mu + d_L) - 2\sqrt{d_\mu d_L}}{d_L - d_\mu}
\]

\[
= \frac{(\sqrt{d_L} - \sqrt{d_\mu})^2}{\sqrt{d_L} - \sqrt{d_\mu}^2}
\]

\[
= \frac{\sqrt{d_L} - \sqrt{d_\mu}}{\sqrt{d_L} + \sqrt{d_\mu}}
\]

\[
= 1 - \frac{2}{\sqrt{d_\mu} + 1}
\]

(64)

Letting \( \kappa = \frac{d_L}{d_\mu} = \frac{L_{12}^2 + \mu_{12}^2}{\mu_{12}^2 + \mu_{12}^2} \), and proceeding as in the proof of the previous bound with the new value of \( \chi \) yields Prop. 3. Note that as promised, this rate reduces to that of the first bound if \( \mu_{12} = 0 \):

\[
1 - \frac{2}{\sqrt{d_\mu} + 1} = 1 - \frac{2}{\sqrt{\frac{L_{12}^2 + \mu_{12}^2}{\mu_{12}^2 + \mu_{12}^2}} + 1}
\]

\[
= 1 - \frac{2}{\sqrt{\kappa_{\text{old}}} + 1}
\]

(65)

\[ (66) \]

\[ (67) \]
B Proofs of \( p \)-SCLI-\( n \)

B.1 Proof of Prop. 6

In this section, we follow Arjevani et al. [2016] to derive results for the \( p \)-SCLI-\( n \) methods. First, we reproduce several definitions and theorems that are proven in Arjevani et al. [2016] and that apply directly to the generalisation. Here, \( A \) will denote the Jacobian of some quadratic game with \( f_{A,b} \in \mathbb{Q}^{d_1 \ldots d_n} \) such that 0 is not in the spectrum of \( A \).

**Definition 9** (Characteristic polynomial of a \( p \)-SCLI-\( n \)). Let \( A \) be a \( p \)-SCLI-\( n \) optimisation algorithm with coefficient matrices \( C_i \) as defined in def. 4. Then for \( X \in \mathbb{R}^{d \times d} \), the characteristic polynomial of \( A \) is given by

\[
\mathcal{L}(\lambda, X) \triangleq I_d \lambda^p - \sum_{i=0}^{p-1} EC_i(X)\lambda^i
\]

and its root radius is

\[
\rho_{\lambda}(\mathcal{L}(\lambda, X)) = \rho(\det(\mathcal{L}(\lambda, X))) = \max \{|\lambda| \mid \det(\mathcal{L}(\lambda, X)) = 0\}
\]

**Theorem 10** (Consistency - characteristic polynomial (Based on Theorem 5 of Arjevani et al. [2016])). A \( p \)-SCLI-\( n \) algorithm \( A \) with characteristic polynomial \( \mathcal{L}(\lambda, X) \) and inversion matrix \( N(X) \) is consistent with respect to \( A \) if and only if the following two conditions hold:

1. \( \mathcal{L}(1, A) = -EN(A)A \)
2. \( \rho_{\lambda}(\mathcal{L}(\lambda, A)) < 1 \)

We may rephrase theorem 13 of Arjevani et al. [2016] (and lower bound \( t^{m-1} \) by 1 since \( m \in \mathbb{N} \)) as the following to use the root radius of the characteristic polynomial to show linear rates:

**Theorem 11** (Based on Theorem 13 of Arjevani et al. [2016]). If \( A \) is the Jacobian of a quadratic game and \( A \) is a \( p \)-SCLI-\( n \), then there exists an initialisation point \( w_0 \in \mathbb{R}^d \) such that

\[
\max_{i=0, \ldots, p-1} \|Ew^{t+i} - Ew^*\| \in \Omega(\rho_{\lambda}(\mathcal{L}(\lambda, A))^t)
\]

In other words, this means that \( A \) cannot converge on \( f_{A,b} \) with linear rate faster than \( \rho_{\lambda}(\mathcal{L}(\lambda, A)) \), up to a constant. As Arjevani et al. [2016] argue, in both deterministic and stochastic settings, a lower bound on \( \|E[w^t - w^*]\|^2 \) implies\(^6\) a lower bound on \( \|w^t - w^*\|^2 \), since

\[
E[\|w^t - w^*\|^2] = E[\|w^t - Ew^*\|^2] + \|E[w^t - Ew^*]\|^2
\]

We can now focus on finding a lower bound on \( \rho_{\lambda}(\mathcal{L}(\lambda, A)) \).

**Proposition 12.** Let \( A \) be a \( p \)-SCLI-\( n \) optimisation algorithm with inversion matrix \( N(X) \) that is consistent with respect to \( A \). Then,

\[
\rho_{\lambda}(\mathcal{L}(\lambda, A)) \geq \max_{j=1, \ldots, d} \left| \sqrt{\sigma_j(-E[N(A)]A)} - 1 \right|
\]

where the \( \sigma_j(-E[N(A)]A) \) are elements of the spectrum (eigenvalues) of \( -E[N(A)]A \).

**B.1.1 Proof of Prop. 12**

Our proof starts exactly as the one presented by Arjevani et al. [2016] for the \( n = 1 \) particular case, where the authors assume that \( A \) is symmetric with strictly positive spectrum. However, we will generalise the proof to cover non-symmetric matrices and matrices that may not have strictly positive spectrum, since the Jacobian of a quadratic \( n \)-player game generally does not have these properties.

\(^6\)Note that since we only use in this paper a lower bound on the second term of the right hand-side of the equation to bound the left hand-side, one may derive in stochastic settings tighter lower bounds than the ones presented in this paper by factoring in the first term of the right hand-side. We leave this as future work.
Let $\mathcal{A}$ be a deterministic $p$-SCLI-$n$ optimisation algorithm with characteristic polynomial $\mathcal{L}(\lambda, X)$ and inversion matrix $N(X)$, and $f_{A,b}(w) \in Q^{d_1, \ldots, d_n}$ represent a quadratic $n$-player game. Since $\mathcal{A}$ is $p$-SCLI-$n$, its (expected) coefficient matrices $\mathbb{E}C_i$ evaluated on $A$ are simultaneously triangularisable, so $\exists Q \in \mathbb{R}^{d \times d}$ such that for $i = 0, \ldots, p - 1$, we have

$$T_i \triangleq Q^{-1}\mathbb{E}C_i(A)Q$$

(74)

where $T_i$ is triangular. Thus,

$$\det \mathcal{L}(\lambda, A) = \det \left( Q^{-1}\mathcal{L}(\lambda, A)Q \right)$$

$$= \det \left( I_d\lambda^p - \sum_{i=0}^{p-1} T_i\lambda^i \right)$$

(75)

Since $I_d\lambda^p - \sum_{i=0}^{p-1} T_i\lambda^i$ is a upper triangular matrix, its determinant is given by

$$\det \mathcal{L}(\lambda, A) = \prod_{j=1}^{d} \ell_j(\lambda)$$

(76)

where

$$\ell_j(\lambda) = \lambda^p - \sum_{i=0}^{p-1} \sigma_j^i\lambda^i$$

(77)

and where $\sigma_1^i, \ldots, \sigma_p^i$, $i = 0, \ldots, p - 1$ denote the elements on the diagonal of $T_i$, which are just the eigenvalues of $\mathbb{E}C_i$ ordered according to $Q$. Hence, the root radius of the characteristic polynomial of $\mathcal{A}$ is

$$\rho_\lambda(\mathcal{L}(\lambda, A)) = \max \{ |\lambda| \mid \ell_j(\lambda) = 0 \text{ for some } j = 1, \ldots, d \}$$

(78)

On the other hand, by consistency condition (69) we get that for all $j = 1, \ldots, d$

$$\ell_j(1) = \sigma_j(\mathcal{L}(1, A)) = \sigma_j(-\mathbb{E}[N(A)]A)$$

(79)

In the case of $p$-SCLI-1, the authors prove their Corollary 7 (i.e. our prop. 12 without taking the modulus of the eigenvalues) by using a lemma (see Lemma 6 in Arjevani et al. [2016]) that gives a lower bound on each $\rho(\ell_j(\lambda))$ by using the sign of $\ell_j(1) = \sigma_j(-\mathbb{E}[N(A)]A)$. Lemma 6 of Arjevani et al. [2016] is proven using the following lemma, which we can in fact use to handle arbitrary eigenvalues (e.g. complex or negative).

**Lemma 13** (Lemma 15 of Arjevani et al. [2016]). Let $q^*_p(z) \triangleq (z - (1 - \sqrt{r}))^p$ where $r$ is some non-negative constant. Suppose $q(z)$ is a monic polynomial of degree $p$ with complex coefficients. Then,

$$\rho(q(z)) \leq |\sqrt{|q(1)|} - 1| \iff q(z) = q^*_p(1)(z)$$

The proof of the lemma can be found in Arjevani et al. [2016]. Here, we can use the lemma directly on each $\ell_j$ with $q = \ell_j$ and $r = |q(1)| = |\ell_j(1)| = |\sigma_j(-\mathbb{E}[N(A)]A)|$. Indeed, since $r \geq 0$,

- if $q(z) = q^*_p(z) = (z - (1 - \sqrt{r}))^p$ then clearly $\rho(q(z)) = |1 - \sqrt{r}|
- if q(z) \neq q^*_p(z)$, then we have $\rho(q(z)) > |\sqrt{|q(1)|} - 1|$

Which implies that for any $j$ we have $\rho(\ell_j(\lambda)) \geq |\sqrt{|\ell_j(1)|} - 1| = |\sqrt{|\sigma_j(-\mathbb{E}[N(A)]A)|} - 1|$. Using this in eq. 78 yields

$$\rho_\lambda(\mathcal{L}(\lambda, A)) \geq \max_{j=1,\ldots,d} |\sqrt{|\sigma_j(-\mathbb{E}[N(A)]A)|} - 1|$$

(80)
B.1.2 Deriving the optimal $\rho$ for scalar inversion matrices

We are now ready to obtain the general lower bound. Consider $f_{A,b} \in \mathbb{Q}^{d_1, \ldots, d_n}$ with $0 \not\in \sigma(A)$ and a consistent $p$-SCLI-$n$ algorithm $\mathcal{A}$. Let $\mu = \min |\sigma(A)|$, $L = \max |\sigma(A)|$ where $\sigma(A)$ is the spectrum of $A$. For a scalar inversion matrix i.e. $\mathbb{E}[\mathcal{N}(A)] = \nu$ we have from eq. 80:

$$\rho_\lambda(L(\lambda, A)) \geq \max_{j=1, \ldots, d} \left| \sqrt{\sigma_j(-\mathbb{E}[\mathcal{N}(A)])} - 1 \right| = \max_{j=1, \ldots, d} \left| \sqrt{\nu \sigma_j(A)} - 1 \right|$$

$$= \max \left\{ |\sqrt{\nu \mu} - 1|, |\sqrt{\nu L} - 1| \right\}$$

(81)

Note that consistency (eq. 70) constrains $\nu \in \left( -\frac{2p}{\mu}, \frac{2p}{\mu} \right) \setminus \{0\}$. We proceed as Arjevani et al. [2016] in the $p$-SCLI-1 case, and study the ranges of $|\nu|$ by using $\max(a, b) = \frac{a+b+|a-b|}{2}$ to obtain Table 4.

Table 4: Lower bound for $\rho_\star$ by subranges of $|\nu|$ and minimiser $|\nu^\star|$

| Range               | Minimiser | Bound       | Range               | Minimiser | Bound       |
|---------------------|-----------|-------------|---------------------|-----------|-------------|
| $\sqrt{|\nu L| - 1 \leq 0$ | $(0, 1/L)$ | $1/L$ | $1 - \sqrt{\frac{2p}{\mu}}$ | N/A       | $\sqrt{\frac{L}{\nu}} - 1$ |
| $\sqrt{|\nu L| - 1 > 0$ | $(1/L, 1/\mu)$ | $\left( -\frac{2p}{\mu} - \frac{2p}{\mu} \right)^p \frac{\sqrt{\nu L/\mu - 1}}{\sqrt{L/\mu + 1}}$ | $[1/\mu, 2p/L)$ | $1/\mu$ | $\sqrt{\frac{L}{\nu}} - 1$ |

Note that case 3 requires $p > \log_2 L/\mu$. Hence,

$$\rho_\star \geq \min \left\{ 1 - \sqrt{\frac{L}{\mu}}, \frac{\sqrt{L/\mu} - 1}{\sqrt{L/\mu + 1}}, \sqrt{\frac{L}{\mu}} - 1 \right\} = \sqrt{\frac{L}{\nu \mu} - 1 \sqrt{L/\mu + 1}}$$

(82)

where $\mu = \min |\sigma(A)|$, $L = \max |\sigma(A)|$.

B.2 Finding a suitably hard example for 2-player with $d_1 = d_2$

We now only need to find a hard counterexample. We present the argument for $d_1 = d_2 = 2$, which can easily be generalised for arbitrary $d$. Consider the matrix

$$A = \begin{pmatrix}
\mu_1 & 0 & \mu_2 & 0 \\
0 & L_1 & 0 & L_{12} \\
-\mu_2 & 0 & \mu_2 & 0 \\
0 & -L_{12} & 0 & L_2
\end{pmatrix}$$

(83)

corresponding to the Jacobian of a quadratic game in $\mathbb{Q}^{d_1, d_2}$.

First we compute the characteristic polynomial of $A$, using the formula for the determinant of a block matrix (see Zhang [2005, Section 0.3] for instance):

$$\det(XI - A) = \det \begin{pmatrix}
X - \mu_1 & 0 & -\mu_2 & 0 \\
0 & X - L_1 & 0 & -L_{12} \\
\mu_2 & 0 & X - \mu_2 & 0 \\
0 & L_{12} & 0 & X - L_2
\end{pmatrix}$$

(84)

$$= \det \left( \frac{(X - \mu_1)(X - \mu_2)}{0} \left( X - L_1 \right)(X - L_2) \right) + \left( \mu_2^2 \right)$$

(85)

$$= (X^2 - (\mu_1 + \mu_2)X + \mu_1 \mu_2 + \mu_2^2)(X^2 - (L_1 + L_2)X + L_1L_2 + L_{12}^2)$$

(86)

The discriminants of these two quadratic equations are, respectively:

$$\Delta_\mu = (\mu_1 + \mu_2)^2 - 4(\mu_1 \mu_2 + \mu_2^2) = (\mu_1 - \mu_2)^2 - 4\mu_2^2$$

(87)

$$\Delta_L = (L_1 + L_2)^2 - 4(L_1L_2 + L_{12}^2) = (L_1 - L_2)^2 - 4L_{12}^2$$

(88)
which yields the following eigenvalues:

\[
\lambda_{\mu \pm} = \frac{\mu_1 + \mu_2}{2} \pm \sqrt{\frac{(\mu_1 - \mu_2)^2}{2} - \mu_{12}^2}
\]

\[
\lambda_{L \pm} = \frac{L_1 + L_2}{2} \pm \sqrt{\frac{(L_1 - L_2)^2}{2} - L_{12}^2} \tag{89}
\]

We distinguish four cases, which are presented in the following table:

| $\Delta_\mu$  | $\Delta_\mu$  |
|--------------|--------------|
| $\Delta_\mu < 0$ | $\kappa = \sqrt{\frac{L_1 L_2 + L_{12}^2}{\mu_1 \mu_2 + \mu_{12}^2}}$, $\kappa \geq 2 \sqrt{\frac{L_1 L_2 + L_{12}^2}{\mu_1 + \mu_2 - \sqrt{\Delta_\mu} \mu_1 \mu_2}}$ |
| $\Delta_\mu \geq 0$ | $\kappa \geq \frac{2}{\mu_1 + \mu_2 + \sqrt{\Delta_\mu}}$, $\kappa \geq \frac{L_1 + L_2 + \sqrt{\Delta_\mu}}{\mu_1 + \mu_2 - \Delta_\mu}$ |

where we used that $\kappa = \frac{\max|\sigma(A)|}{\min|\sigma(A)|}$.

We now discuss these four cases:

- If $\Delta_\mu < 0$ and $\Delta_L < 0$, we have that

  \[
  |\lambda_{\mu \pm}| = \left|\frac{\mu_1 + \mu_2}{2} \pm \sqrt{\left(\frac{\mu_1 - \mu_2}{2}\right)^2 - \mu_{12}^2}\right| = \sqrt{\mu_1 \mu_2 + \mu_{12}^2} \tag{90}
  \]

  Similarly we get

  \[
  |\lambda_{L \pm}| = \sqrt{L_1 L_2 + L_{12}^2} \tag{91}
  \]

  Clearly then $\min|\sigma(A)| = |\lambda_{\mu \pm}|$ and $\max|\sigma(A)| = |\lambda_{L \pm}|$, which yields $\kappa = \sqrt{\frac{L_1 L_2 + L_{12}^2}{\mu_1 \mu_2 + \mu_{12}^2}}$.

- If $\Delta_\mu \geq 0$ and $\Delta_L \geq 0$, $\lambda_{L+}$, $\lambda_{L-}$, $\lambda_{\mu+}$ and $\lambda_{\mu-}$ are all real. We have that

  \[
  \lambda_{\mu-} = \min|\sigma(A)|, \quad \text{and} \quad \lambda_{L+} = \max|\sigma(A)|, \tag{92}
  \]

  which yields the result.

- If $\Delta_\mu < 0$ and $\Delta_L \geq 0$, it holds that,

  \[
  |\lambda_{\mu \pm}| = \min|\sigma(A)|, \quad \text{and} \quad \lambda_{L+} = \max|\sigma(A)|, \tag{93}
  \]

  from which we obtain the result.

- Similarly, if $\Delta_\mu \geq 0$ and $\Delta_L < 0$, it holds that,

  \[
  \lambda_{\mu-} = \min|\sigma(A)|, \quad \text{and} \quad |\lambda_{L \pm}| = \max|\sigma(A)|. \tag{94}
  \]

One could wonder whether our lower bounds on $\kappa$ when at least one of the discriminant is non-negative are actually equalities. We provide an example showing that it is not the case when $\Delta_\mu \geq 0$ and $\Delta_\mu \geq 0$. A similar one can be found when $\Delta_L < 0$ and $\Delta_\mu \geq 0$.

Take $\mu_{12} = 0$ and $L_{12} = \frac{|L_1 - L_2|}{2}$. Then $\Delta_L \geq 0$ and $\Delta_\mu \geq 0$. Then,

\[
\lambda_{\mu+} = \frac{\mu_1 + \mu_2}{2} + \sqrt{\frac{(\mu_1 - \mu_2)^2}{2} - \mu_{12}^2} = \max(\mu_1, \mu_2)
\]

\[
\lambda_{L \pm} = \frac{L_1 + L_2}{2} \pm \sqrt{\frac{(L_1 - L_2)^2}{2} - L_{12}^2} = \frac{L_1 + L_2}{2}. \tag{95}
\]

Choose $\mu_1 = L_1$, $\mu_2 = L_2$ and $L_1 \neq L_2$. Then $\lambda_{\mu+} > \lambda_{L \pm}$. However we have $\lambda_{\mu-} = \min|\sigma(A)|$ and so in this case $\kappa = \lambda_{\mu+}/\lambda_{\mu-}$. 

21