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Abstract

The paper concerns a particular example of the Metropolis algorithm and its mixing efficiency. Coordinates of a point are rerandomized in the unit square $[0,1]^2$ to approach a stationary distribution with density proportional to $\exp(-A^2(u-v)^2)$ for $(u,v) \in [0,1]^2$ with some large parameter $A$.

Diaconis conjectured the mixing time of this process to be $O(A^2)$ which we confirm in this paper. This improves on the currently known $O(\exp(A^2))$ estimate.

1 Introduction

A standard use of Markov chains is the Metropolis algorithm, where the goal is to sample from a probability distribution that would be otherwise hard to access. This can happen when the distribution is supported on a set implicitly defined by some constraints, e.g., a convex body in a high dimensional space [5], [7], proper colorings of a graph [3], [8], etc. There is a vast range of applications and studies, we refer the reader to [2], [1] for orientation.

A central and recurring question is the efficiency of these algorithms in the different settings. We highlight two phenomena that can decrease the performance of such algorithms. First, the incremental changes the Markov chain allows is usually quite rigid and given by the structure of the state space. However, the desired stationary distribution does not need to be aligned with the directions where the Markov chain mixes fast. Second, some boundary effects might occur if the Markov chain can get trapped in some remote part of the state space.

In this paper we analyze an example of the Metropolis algorithm proposed by Diaconis which is surprisingly simple considering it captures both of the two phenomena above. We call the coordinate Metropolis for the diagonal distribution the following process. Fix a large positive constant $A$ and on $[0,1]^2$ define the distribution $\pi$ with density proportional to $\exp(-A^2(u-v)^2)$ for $(u,v) \in [0,1]^2$. At each step randomly choose coordinate $u$ or $v$ and rerandomize it according to the conditional distribution of $\pi$. Notice that the distribution of this Markov chain is mostly concentrated near the diagonal of the unit square, while only horizontal and vertical transitions are allowed. Furthermore, near $(0,0)$ and $(1,1)$ we see that both the high density of $\pi$ and also the boundaries of the square hinder the movement of the chain.

The efficiency of the Metropolis algorithm is quantified by the mixing time of the Markov chain. For any Markov chain $X(0), X(1), \ldots$ on some state space $\Omega$ (which is $[0,1]^2$ in our case) let $\mathcal{L}(X(t))$ denote the distribution of the state at time $t$. Using the total variation distance between measures, $\|\rho - \sigma\|_{TV} := \sup_{A \subseteq \Omega} |\rho(A) - \sigma(A)|$ we define the mixing time as

$$t_{\text{mix}}(X, \varepsilon) := \sup_{X(0) \in \Omega} \min \{ t : \|\mathcal{L}(X(t)) - \pi\|_{TV} \leq \varepsilon \}.$$ 

Diaconis conjectured that the mixing time of the example proposed is $O(A^2)$, the goal of this paper is to confirm this bound.
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**Theorem 1.** Let $X(t)$ be the coordinate Metropolis for the diagonal distribution. For any $0 < \alpha < 1$ there exists $\beta > 0$ such that for large enough $A$,

$$t_{\text{mix}}(X, \alpha) \leq \beta A^2.$$ 

Up until now only $O(\exp(A^2))$ was known which easily follows from a minorization condition of the transition kernel.

Observe that the diagonal nature of the distribution plays an important role in the mixing behavior, making the distribution and the randomization steps unaligned. If we took the distribution with density proportional to $\exp(A^2(x-1/2)^2)$, it is easy to check the mixing time would be $O(1)$.

The rest of the paper is organized as follows. In Section 2, a formal definition of the process of interest is provided and further variants are introduced that help the analysis. Section 3 provides the building blocks for the proof, to understand the short-term behavior of the process based on the initialization. Finally, the proof of Theorem 1 is aggregated in Section 4.

## 2 Preliminaries, alternative processes

We now formally define the coordinate Metropolis for the diagonal distribution which we denote by $X(t)$, then we introduce variants that will be more convenient to handle.

Let $\varphi(x) := \exp(-A^2x^2)$ for some large $A > 0$ and let $\pi$ be the probability distribution on $[0, 1]^2$ with density $\mathcal{Z}^{-1} \varphi(u-v)$ at $(u,v) \in [0, 1]^2$ (where $\mathcal{Z} = \int_{[0, 1]^2} \varphi(u-v)$). We write $\pi(\cdot, v)$ for the conditional distribution of the $u$ coordinate when $v$ is fixed (similarly for $\pi(u, \cdot)$). Denote by $\pi_u$ the projection of $\pi$, that is, the overall distribution of the $u$ coordinate.

When defining the coordinate Metropolis for the diagonal distribution, we separate the decision of the coordinate. Equivalently, flip the process at every step while generating. As a result, the randomization happens in the same direction at every step. Formally, the process described is the following:

$$X(t) := \begin{cases} (u^+, X_u(t-1)), & \text{if } r(t) = U, \text{ where } u^+ \sim \pi(\cdot, X_u(t-1)), \\ (X_u(t-1), v^+), & \text{if } r(t) = V, \text{ where } v^+ \sim \pi(X_u(t-1), \cdot), \end{cases}$$

where $u^+, v^+$ are conditionally independent of the past at all steps.

Note that when multiple $U$’s follow each other in the series $r(t)$ (similarly for $V$), the values $u^+$ are repeatedly overwritten and forgotten, with no further mixing happening for the overall distribution. Therefore we define an alternative process where this effect does not occur, but rather the directions of randomization are deterministic.

Let $X^*(0) := X(0)$, then the following process is generated:

$$X^*(2s) := (u^+, X^*_u(2s-1)), \quad \text{where } u^+ \sim \pi(\cdot, X^*_u(2s-1)),$$

$$X^*(2s+1) := (X^*_u(2s), v^+), \quad \text{where } v^+ \sim \pi(X^*_u(2s), \cdot).$$

It would be convenient for the analysis if it wasn’t necessary to distinguish the steps based on the parity of the time index. For that reason, consider the following modification. At every even step take $X^*(2s)$ as before, at every odd step take $X^*(2s+1)$ flipped along the diagonal of the square (exchange the two coordinates). Equivalently, flip the process at every step while generating. As a result, the randomization happens in the same direction at every step. Formally, the process described is the following:

Let $Y(0) := X(0)$, then the random variables $Y(t)$ are generated from $Y(t-1)$ as follows

$$Y(t) := (u^+, Y_u(t-1)), \quad \text{where } u^+ \sim \pi(\cdot, Y_u(t-1)).$$

Observe that the scalar process $Y_u(t)$ is a Markov chain by itself simply because $Y(t)$ depends on $Y(t-1)$ only through $Y_u(t-1)$.
3 Dynamics of $Y_u(t)$

In this section we prove two properties of the evolution of $Y_u(t)$, which will be the key elements to compute the mixing time bounds. First, we show that the process cannot stay arbitrarily long at the sides of the unit interval, in $[0, 1/2 - \delta]$ or $(1/2 + \delta, 1]$, where some small enough parameter $\delta > 0$ will be chosen. Second, we prove that starting from a point in the middle part $[1/2 - \delta, 1/2 + \delta]$, the distribution of the process quickly approaches the stationary distribution.

3.1 Reaching the middle

We work on the case when the $Y_u(0)$ is away from the middle of $[0, 1]$. We want to ensure that the process does not stay near the boundaries for a long period. To quantify this, the time to reach the middle is defined as follows:

**Definition 2.** Let $\nu_m := \min\{s : Y_u(s) \in [1/2 - \delta, 1/2 + \delta]\}$.

Without the loss of generality, we may assume that $Y_u(0)$ is on the left part of $[0, 1]$, therefore starting from $Y_u(0) < 1/2 - \delta$. For this period before reaching the middle we introduce a slightly simplified process $Y'$, where both coordinates are allowed to take values in $[0, \infty)$ in principle. This is not supposed to have a substantially different behavior, but will allow more convenient analytic investigation as less boundaries are present.

For any $v \in \mathbb{R}$ let $\sigma_v$ be the measure proportional to $\varphi(u-v)$ conditioned on $u \in [0, \infty)$. Let $Y'(0) := X(0)$, then define the Markov chain $Y'(t)$ as follows:

$Y'(t) := (u^+, Y_u(t-1))$, where $u^+ \sim \sigma_{Y'(t-1)}$.

We can generate $Y'(t)$ to be coupled to $Y(t)$ as long as possible. For a fixed $v$, $\pi(u, v)$ is proportional to $\varphi(u-v)$ conditioned on $u \in [0, 1]$. Therefore, when we need to generate $u^+$ we draw a random sample from $\sigma_{Y'(t-1)}$ and use it for both $Y(t)$ and $Y'(t)$ if $u^+ < 1$. Otherwise, we use it for $Y'(t)$ but for $Y(t)$ we draw a new independent sample from $\pi(\cdot, Y_u(t-1))$. It is easy to verify this is overall a valid method for generating a random variable of distribution $\pi(\cdot, Y_u(t-1))$.

In the latter case, we also signal decoupling by setting a stopping time $\nu^1_m = t$. We show this rarely happens, when governed by a variant of $\nu_m$. Let $\tilde{\nu}_m := \min\{s : Y_u(s) \geq 1/2 - \delta\}$.

**Lemma 3.** For any $\alpha_1 > 0$ there is $\beta_1 > 0$ such that $P(\nu^1_m < \min(\tilde{\nu}_m, \alpha_1 A^2)) = O(\exp(-\beta_1 A^2))$.

**Proof.** We want bound the probability of decoupling at every point in time.

When $u^+$ is drawn, $Y_u'(t-1) < 1/2 - \delta$ is ensured as $\tilde{\nu}_m$ has not yet occurred. For any $v < 1/2 - \delta$ we have

$\sigma_v(\{u^+ > 1\}) \leq 2P(u > 1, u \sim \mathcal{N}(v, 1/(2A^2))) \leq 2\frac{\exp(-A^2(1/2 + \delta)^2)}{2\sqrt{\pi}A(1/2 + \delta)}$.

Here we use that the conditional probability is at most twice the unconditional one (because of $v > 0$), use the monotonicity in $v$, then apply a standard tail probability estimate for the Gaussian distribution.

These exceptional events may occur at most at $\alpha_1 A^2$ different times, therefore by using the union bound the overall probability is $O(\exp(-\beta_1 A^2))$ for any $\beta_1 < (1/2 + \delta)^2$.

**Lemma 4.** There exists $\beta_2 > 0$ constant such that $P(\nu_m \neq \tilde{\nu}_m) = O(\exp(-\beta_2 A^2))$.

**Proof.** By a similar argument as above this bad event $\{\nu_m \neq \tilde{\nu}_m\}$ happens when $Y_u(t-1) < 1/2 - \delta$ but $Y_u(t) > 1/2 + \delta$ when $\tilde{\nu}_m$ occurs, then a Gaussian tail probability estimate gives an upper bound of

$\frac{2\exp(-A^2(2\delta)^2)}{2\sqrt{\pi}A(2\delta)}$.

The lemma holds with $\beta_2 = (2\delta)^2$. □
Handling $Y'(t)$ is still challenging due to the conditional distributions included in the definition. Therefore we introduce the following process that will be both convenient to handle and to relate to $Y'(t)$.

Let $\tilde{Z}(t)$ be a random walk with i.i.d. $\mathcal{N}(0, 1/(2A^2))$ increments, starting from $\tilde{Z}(0) := X_u(0)$. Let $Z(t) := |\tilde{Z}(t)|$.

Let us denote by $\phi$ the distribution of the centered Gaussian with variance $1/(2A^2)$. During the analysis of $Z(t)$ we will also need to use the distribution of the absolute value of a Gaussian distribution with variance $1/(2A^2)$. We denote it by $\phi_x$ when the original one is centered at $x$ and it is easy to verify that we can express it for any $A \subset [0, \infty)$ by $\phi_x(A) = \phi(A - x) + \phi(-A - x)$.

**Proposition 5.** $Z(t)$ and $Y'_u(t)$ can be coupled such that $Z(t) \leq Y'_u(t)$.

**Proof.** At 0 we have $Z(0) = Y'_u(0)$. We construct the coupling iteratively, assuming $Z(t - 1) \leq Y'_u(t - 1)$ we perform the next step of the coupling which will satisfy $Z(t) \leq Y'_u(t)$.

We will use the monotone coupling between the two. For two probability distributions $\rho, \rho'$ the monotone coupling is the one assigning $x$ to $x'$ when $\rho((-\infty, x]) = \rho'((-\infty, x'])$. (We now skip currently irrelevant technical details about continuity, etc.). It is easy to verify that $x \leq x'$ is maintained through this coupling exactly if $\rho((-\infty, y]) \geq \rho'((-\infty, y])$ for all $y$. In our case we will need the following:

**Lemma 6.** For any $v \geq \bar{v} \geq 0$ and $u \geq 0$:

$$
\phi_v([0, u]) \geq \sigma_v([0, u])
$$

Here $\bar{v}$ corresponds to $Z(t - 1)$ and $v$ to $Y'_u(t - 1)$ and we compare the distributions for step $t$.

**Proof.** We are going to prove the following two inequalities:

$$
\phi_v([0, u]) \geq \phi_v([0, u]), \quad \phi_v([0, u]) \geq \sigma_v([0, u]).
$$

For the first of the two we compute $\partial_v \phi_v([0, u])$:

$$
\partial_v \phi_v([0, u]) = \partial_v (\phi([-v - u, -v + u]))
$$

$$
= \partial_v \left( \frac{1}{\int_{-\infty}^{\bar{v}} \varphi} \int_{-v+u}^{v+u} \varphi \right)
$$

$$
= \frac{1}{\int_{-\infty}^{\bar{v}} \varphi} (\varphi(-v + u) + \varphi(-v - u)) \leq 0.
$$

This last inequality holds because $|v + u| \leq |v - u|$ and $\varphi(x)$ is decreasing in $|x|$. Consequently, when $\bar{v}$ is increased to $v$, the measure of $[0, u]$ decreases confirming the first inequality. This intuitively means that when a Gaussian distribution is shifted to the right then even the reflected Gaussian is shifted (if it was centered at a non-negative point).

The second inequality to confirm is the following:

$$
\phi_v([0, u]) = \phi([-v - u, -v + u]) \geq \sigma_v([0, u]).
$$

4
We rearrange and cancel out as much as possible from the domain of integrations.

\[
\begin{align*}
&\int_{-v-u}^{-v+u} \varphi \, dx \int_{-\infty}^{\infty} \varphi \, dy \geq \int_{-v}^{-v+u} \varphi \, dx \int_{-\infty}^{\infty} \varphi \, dy \\
&\int_{-v-u}^{-v+u} \varphi \cdot \int_{-\infty}^{\infty} \varphi \geq \int_{-v}^{-v+u} \varphi \cdot \int_{-\infty}^{\infty} \varphi \\
&(\int_{-v}^{-v-u} \varphi + \int_{-v}^{-v-u} \varphi) \cdot \int_{-\infty}^{\infty} \varphi \geq \int_{-v}^{-v-u} \varphi \cdot \left( \int_{-\infty}^{-\infty} + \int_{-v}^{-v} \varphi \right) \\
&\int_{-v}^{-v-u} \varphi \cdot \left( \int_{-v}^{-v} \varphi + \int_{-v-u}^{-v} \varphi \right) \geq \int_{-v}^{-v-u} \varphi \cdot \left( \int_{-\infty}^{-\infty} + \int_{-v}^{-v} \varphi \right) \\
&\int_{-v}^{-v-u} \varphi \cdot \int_{-\infty}^{\infty} \varphi \geq \int_{-v}^{-v-u} \varphi \cdot \int_{-\infty}^{\infty} \varphi
\end{align*}
\]

We substitute the functions to integrate and transform them to compare them on the same domain.

\[
\begin{align*}
&\int_{-v}^{-v-u} e^{-A^2 x^2} dx \cdot \int_{-\infty}^{\infty} e^{-A^2 y^2} dy \geq \int_{-v}^{-v+u} e^{-A^2 x^2} dx \cdot \int_{-\infty}^{\infty} e^{-A^2 y^2} dy \\
&\int_{0}^{\infty} e^{-A^2 (x+v)^2} dx \cdot \int_{0}^{\infty} e^{-A^2 (y-v)^2} dy \geq \int_{0}^{\infty} e^{-A^2 (x-v)^2} dx \cdot \int_{0}^{\infty} e^{-A^2 (y+v)^2} dy \\
&\int_{0}^{\infty} e^{-A^2 (x^2+y^2+2v^2+2v(x-y))} dy dx \geq \int_{0}^{\infty} e^{-A^2 (x^2+y^2+2v^2-2v(x-y))} dy dx
\end{align*}
\]

On all the domain of integration we have \(x \leq y\). Therefore the exponent is larger at every point for the left hand side, which confirms the second inequality, completing the proof.

Lemma \(^6\) thus ensures that the monotone coupling preserves the ordering, and we can indeed use the recursive coupling scheme while keeping \(Z(t) \leq Y_u(t)\) at every step.

**Proposition 7.** For any \(\alpha_3 > 0\) there exists \(\beta_3 > 0\) with the following. For large enough \(A\) with probability at least \(1 - \alpha_3\) we have \(\nu_m < \beta_3 A^2\).

**Proof.** First we look at the hitting time analogous to \(\hat{\nu}_m\) for \(Y'_u\) defined as \(\hat{\nu}_m = \min\{s : Y'_u(s) \geq 1/2 - \delta\}\). Without aiming for tight estimates \(\hat{\nu}_m \leq t\) can be ensured by \(Y'_u(t) \geq 1/2 - \delta\) and by Proposition \(^5\) this holds whenever \(Z(t) \geq 1/2 - \delta\). The latter is equivalent to \(Z(t) \notin [-1/2 + \delta, 1/2 - \delta]\).

For some \(\beta_3 > 0\), the distribution of \(\hat{Z}(\beta_3 A^2)\) is \(N(X_u(0), \beta_3/2)\). Choosing \(\beta_3\) large enough, the probability of this falling into \([-1/2 + \delta, 1/2 - \delta]\) can be made below \(\alpha_3/2\) and this event is a superset of \(\hat{\nu}_m > \beta_3 A^2\).

Now apply Lemma \(^3\) with \(\alpha_1 = \beta_3\). Note that \(\hat{\nu}_m \neq \hat{\nu}_m\) can only happen if \(u_t^c < \hat{\nu}_m\). Also Lemma \(^4\) ensures that \(\nu_m = \nu_m = \hat{\nu}_m < \beta_3 A^2\) with an exceptional probability at most \(O(\exp(-\beta_2 A^2)) + O(\exp(-\beta_1 A^2)) + \alpha_3/2\), this stays below \(\alpha_3\) when \(A\) is large enough, which completes the proof.

### 3.2 Diffusion from the middle

In the previous subsection we have seen that the process \(Y_u(t)\) eventually has to reach middle of the interval \([0, 1]\) as formulated in Proposition \(^7\). Now we complement the analysis and consider the case when the process is initialized from the middle, meaning \(Y_u(0) \in [1/2 - \delta, 1/2 + \delta]\). Intuitively, we expect the process to evolve as a random walk with independent Gaussian increments. However, we have to be careful as
boundary effects might alter the behavior of $Y_u(t)$ when it moves near the ends of the interval $[0, 1]$. In this subsection we provide the techniques to estimate these boundary effects which will allow to conclude that the mixing of a random walk still translates to comparable mixing of $Y_u(t)$.

Let $W(t)$ be a random walk with i.i.d. $\mathcal{N}(0, 1/(2A^2))$ increments, starting from $W(0) := Y_u(0)$. Our goal is to couple $W(t)$ with $Y_u(t)$ which only has a chance as long as $W(t)$ stays within $[0, 1]$.

Definition 8. Let $\nu_t^2 := \min\{s : W(s) \notin [0, 1]\}$.

Lemma 9. For $t < \nu_t^2$, $Y_u(t) = W(t)$ coupling is possible.

Proof. Assume the coupling holds until $t-1$, having $Y_u(t-1) = W(t-1)$. Let $\zeta \sim \mathcal{N}(0, 1/(2A^2))$ be independent from the past, then define $W(t) = W(t-1) + \zeta$. For $Y_u(t)$, accept $Y_u(t-1) + \zeta$ if it is in $[0, 1]$ otherwise redraw it according to $\pi(\cdot, Y_u(t-1))$.

The same values are obtained for the two processes at $t$ except if $W(t)$ is outside $[0, 1]$. This is exactly the event we wanted to indicate with $\nu_t^2$ when we allow the two processes to decouple. □

Lemma 10. For any $\alpha_4 > 0$ there exists $\beta_4 > 0$ with the following property. For $A$ large enough, if $Y_u(0) \in [1/2 - \delta, 1/2 + \delta]$ there holds $P(\nu_t^2 < \alpha_4 A^2) < \beta_4$. We also have $\beta_4 \to 0$ as we choose $\alpha_4 \to 0$.

Proof. We need to control the minimum and the maximum of a random walk where we use the following result of Erdős and Kac [3]:

Theorem 11 (Erdős-Kac). Let $\xi_1, \xi_2, \ldots$ i.i.d. random variables, $E\xi_k = 0$, $D^2\xi_k = 1$. Let $S_k = \xi_1 + \xi_2 + \ldots + \xi_k$. Then for any $\alpha > 0$

$$\lim_{n \to \infty} P(\max(S_1, S_2, \ldots, S_n) < \alpha \sqrt{n}) = \sqrt{\frac{2}{\pi}} \int_0^\alpha \exp(-x^2/2)dx.$$  

Translating to the current situation, now that we use an initial value $Y_u(0) \in [1/2 - \delta, 1/2 + \delta]$ as a reference, we want an upper bound on the probability that the partial sums generating $W(t)$ never exceed $1/2 - \delta$ (nor they go below $-1/2 + \delta$). The increments have variance $1/(2A^2)$ and the number of steps is $\alpha_4 A^2$. Formally,

$$P\left(\max(0, W(1) - W(0), \ldots, W(\alpha_4 A^2) - W(0)) < 1/2 - \delta\right)$$

$$= P\left(\max(0, W(1) - W(0), \ldots, W(\alpha_4 A^2) - W(0)) < \frac{1 - 2\delta}{\sqrt{2\alpha_4}} \sqrt{\frac{2}{\pi}}\right)$$

$$\to \frac{2}{\sqrt{\pi}} \int_0^{\frac{1 - 2\delta}{\sqrt{2\alpha_4}}} \exp(-x^2/2)dx.$$  

Now $\nu_t^2 < \alpha_4 A^2$ can only occur if this event fails and the maximum exceeds $1/2 - \delta$, meaning $W(t)$ might exceed $1$, or alternatively, the minimum of the process goes below $-1/2 + \delta$ corresponding to $W(t)$ possibly leaving $[0, 1]$ at $0$. Consequently, we may fix any small $\varepsilon > 0$, then for any large enough $A$ we get

$$P(\nu_t^2 < \alpha_4 A^2) \leq 2 \left(1 - \sqrt{\frac{2}{\pi}} \int_0^{\frac{1 - 2\delta}{\sqrt{2\alpha_4}}} \exp(-x^2/2)dx\right) + \varepsilon =: \beta_4.$$  

Observe that the right hand side of the expression indeed converges to $0$ as $\alpha_4 \to 0$. □

Proposition 12. There exists a constant $\alpha_5 > 0$ such that for $A$ large enough, if $Y_u(0) \in [1/2 - \delta, 1/2 + \delta]$ we have

$$\|\mathcal{L}(Y_u(\alpha_5 A^2)) - \pi_u\|_{TV} < 1/3.$$  

Proof. We introduce $\alpha_5$ as a parameter. We will find sufficient conditions that ensure the claim of the proposition to hold, then pick a $\alpha_5$ that satisfies the conditions found.
We first compare two simpler distributions, that of $W(\alpha_5 A^2)$ and the uniform $\mu$. By the definition of $W(t)$, the distribution of $W(\alpha_5 A^2)$ is $\mathcal{N}(Y_u(0), \alpha_5/2)$.

$$\|\mathcal{L}(W(\alpha_5 A^2)) - \mu\|_{TV} = \frac{1}{2} \int_{-\infty}^{\infty} \left| \exp((x - Y_u(0))^2/\alpha_5) \right| / \sqrt{\alpha_5 \pi} - \|\mathcal{L}(x)\|_{[0,1]}(x) \, dx$$

The integrand has the form $|a - b|$ which we replace by $a + b - 2 \min(a, b)$ (knowing these variables are non-negative). Also, as the probability density functions integrate to 1, we get

$$\|\mathcal{L}(W(\alpha_5 A^2)) - \mu\|_{TV} = 1 - \int_{-\infty}^{\infty} \min\left(\exp((x - Y_u(0))^2/\alpha_5) / \sqrt{\alpha_5 \pi}, 1\right) \, dx$$

$$= 1 - \int_{0}^{1} \min\left(\exp((x - Y_u(0))^2/\alpha_5) / \sqrt{\alpha_5 \pi}, 1\right) \, dx$$

$$\leq 1 + 2\delta - \int_{-\delta}^{1+\delta} \min\left(\exp((x - 1/2)^2/\alpha_5) / \sqrt{\alpha_5 \pi}, 1\right) \, dx =: \gamma.$$  

The last inequality follows because the constant term is increased by $2\delta$, so is the length of the domain of the integration but the integrand is bounded above by 1. This step also involves an implicit change of variable depending on $Y_u(0)$, and it results in a final expression independent of this starting condition. The $\gamma$ we get is also independent of $A$, it does depend on $\delta$ but has a limit as $\delta \rightarrow 0$.

The claim of the lemma is about two other distributions, now we relate them to the ones just compared. Using Lemma 10 for $\alpha_4 = \alpha_5$ we know that $Y_u(t)$ and $W(t)$ can be coupled well up to $t = \alpha_5 A^2$, which directly implies

$$\|\mathcal{L}(Y_u(\alpha_5 A^2)) - \mathcal{L}(W(\alpha_5 A^2))\|_{TV} \leq \beta_4,$$  

where $\beta_4$ is the constant given by Lemma 10.

To compare $\pi_u$ with $\mu$ we show $\pi_u$ converges to $\mu$ in total variation as $A \rightarrow \infty$. For every $x \in [0,1]$ define

$$p_u(x) = \frac{A}{\sqrt{\pi}} \int_{-x}^{1-x} \varphi(y) dy,$$

this is a function proportional to the density of $\pi_u$. By standard Gaussian tail estimates for all $x \in (0,1)$ we get

$$1 - \frac{\exp(-A^2x^2)}{2\sqrt{\pi}Ax} - \frac{\exp(-A^2(1-x)^2)}{2\sqrt{\pi}A(1-x)} \leq p_u(x) \leq 1.$$  

Hence for all $x \in (0,1)$, $p_u(x) \rightarrow 1$ as $A \rightarrow \infty$. These are uniformly bounded functions, so $\int_{0}^{1} p_u \rightarrow 1$. The expression to consider for the convergence of the distributions is

$$\|\mu - \pi_u\|_{TV} = \frac{1}{2} \int_{0}^{1} \left| 1 - \frac{p_u(x)}{\int_{0}^{1} p_u} \right| \, dx.$$  

Here $1/ \int_{0}^{1} p_u$ is converging to 1 and is therefore bounded after some threshold, so the functions are eventually uniformly bounded and pointwise converging to 0. Thus the integrals also converge, and we get

$$\lim_{A \rightarrow \infty} \|\mu - \pi_u\|_{TV} = 0.$$  

We can now combine our bounds of (2), (3) and (4):

$$\|\mathcal{L}(Y_u(\alpha_5 A^2)) - \pi_u\|_{TV} \leq \|\mathcal{L}(Y_u(\alpha_5 A^2)) - \mathcal{L}(W(\alpha_5 A^2))\|_{TV} + \|\mathcal{L}(W(\alpha_5 A^2)) - \mu\|_{TV}$$

$$+ \|\mu - \pi_u\|_{TV} < \beta_4 + \gamma + \varepsilon,$$

where $\varepsilon > 0$ can be as small as wanted by setting $A$ large enough. The proposition holds if we can ensure this sum to be small enough.
Note that a strong compromise is present for the choice of the constant \( \alpha_5 \). In (3) we want to limit how likely the boundaries of the unit interval are to be reached, at the same time in (2) we want to show that \( Y_u(s) \) is already spread out to some extent.

Still, a specific choice is possible. For \( \alpha_5 = 0.10 \) Lemma 10 provides \( \beta_4 \approx 0.051 \) when using \( \delta = \varepsilon = 0 \) and computer calculations for (1). By choosing \( \delta, \varepsilon > 0 \) but small enough, trusting computers but not too much, we can safely say \( \beta_3 < 0.06 \). In (2) using the same choice of \( \alpha_5 \) we numerically get \( \gamma \approx 0.263 \) for \( \delta = \varepsilon = 0 \). Once again we allow a safety margin to only claim \( \beta_4 + \gamma + \varepsilon < 1/3 \).

\[
0 \leq \beta_4 + \gamma + \varepsilon < 1/3.
\]

4 Overall mixing

We are now ready to establish mixing time bounds for the process we understand the best, \( Y_u(t) \), then we will translate those results to the original process of interest \( X(t) \).

Let us define

\[
d(t) := \sup_{Y_u(0) \in [0,1]} \|L(Y_u(t)) - \pi_u\|_{TV},
\]

which measures the distance from the stationary distribution to the worst starting point. We can give good bounds based on the previous sections:

**Lemma 13.** There exists a constant \( \beta_0 > 0 \) such that \( d(\beta_0 A^2) < 4/9 \).

**Proof.** Intuitively, from any starting point we can first wait for the process to reach the middle and then let the diffusion happen from there, as these are components we can already control.

Let us apply Proposition 12 with \( \alpha_3 = 1/9 \) providing a certain \( \beta_3 \). Once the process is in the middle part \([1/2 - \delta, 1/2 + \delta]\) we know by Proposition 12 that in the subsequent \( \alpha_3 A^2 \) steps sufficient diffusion occurs. Let \( \beta_0 = \beta_3 + \alpha_5 \).

Formally, fix \( Y_u(0) \in [0,1] \). We perform our calculations by conditioning on the value of \( \nu_m \).

\[
\|L(Y_u((\beta_3 + \alpha_5)A^2)) - \pi_u\|_{TV} = \sum_{s=0}^{\infty} P(\nu_m = s) \|L(Y_u((\beta_3 + \alpha_5)A^2)) \mid \nu_m = s) - \pi_u\|_{TV}.
\]

Conditioned on \( \nu_m = s \), \( Y_u(s) \in [1/2 - \delta, 1/2 + \delta] \), therefore Proposition 12 provides \( \|L(Y_u(s + \alpha_5 A^2)) \mid \nu_m = s) - \pi_u\|_{TV} < 1/3 \). We use this for \( s \leq \beta_3 A^2 \), then performing \( \beta_3 A^2 - s \) more steps can only decrease this distance. For \( s > \beta_3 A^2 \) we use the trivial bound on the total variation distance. We get

\[
\|L(Y_u((\beta_3 + \alpha_5)A^2)) - \pi_u\|_{TV} \leq \sum_{s=0}^{\beta_3 A^2} P(\nu_m = s) \cdot \frac{1}{3} + P(\nu_m > \beta_3 A^2) \cdot 1 \leq \frac{1}{3} + \alpha_3 = \frac{4}{9}.
\]

\[
\|Y_u((\beta_3 + \alpha_5)A^2)) - \pi_u\|_{TV} \leq \frac{4}{9}.
\]

A slight variation of \( d(t) \) compares the distribution of the process when launched from two different starting points.

\[
\tilde{d}(t) := \sup_{Y_u(0), Y_u(0) \in [0,1]} \|L(Y_u^1(t)) - L(Y_u^2(t))\|_{TV},
\]

Standard results provide the inequalities \( d(t) \leq \tilde{d}(t) \leq 2d(t) \) and the submultiplicativity \( d(s + t) \leq d(s)d(t) \), see [3]. The results therein are given for finite state Markov chains but are straightforward to translate to the current case of absolutely continuous distributions and transition kernels.

**Proposition 14.** For any \( 0 < \alpha_7 < 1 \) there exists \( \beta_7 > 0 \) such that

\[
t_{\text{mix}}(Y_u, \alpha_7) \leq \beta_7 A^2.
\]

**Proof.** Using Lemma 13 for any \( k \geq 1 \) we get

\[
d(k\beta_0 A^2) \leq \tilde{d}(k\beta_0 A^2) \leq (d(\beta_0 A^2))^k \leq (2d(\beta_0 A^2))^k \leq \left(\frac{8}{9}\right)^k.
\]
For $k = \lceil \log \alpha_T / \log(8/9) \rceil$ this is less than $\alpha_T$ thus by setting $\beta_T = \beta_0 \lceil \log \alpha_T / \log(8/9) \rceil$ the process will be close enough to the stationary distribution as required at $t = \beta_T A^2$.

**Lemma 15.** The mixing time of $Y_u$ and $Y$ are nearly the same, for any $0 < \alpha_T < 1$

\[ t_{\text{mix}}(Y, \alpha_T) = t_{\text{mix}}(Y_u, \alpha_T) + 1. \]

**Proof.** First, we use that the total variation distance between the marginals is at most the distance between the overall distributions. Consequently, for any $t$ we have $\|L(Y_u(t-1)) - \pi_u\|_{TV} \leq \|L(Y(t)) - \pi\|_{TV}$. This gives $t_{\text{mix}}(Y, \alpha_T) \geq t_{\text{mix}}(Y_u, \alpha_T) + 1$.

For the other direction, assume $\|L(Y_u(t)) - \pi_u\|_{TV} \leq \alpha_T$ for some $t$. This means there is an optimal coupling with a random variable $\tilde{Y}_u^1$ having distribution $\pi_u$ such that $P(Y_u(t) \neq \tilde{Y}_u^1) \leq \alpha_T$. As $Y_u^1$ has distribution $\pi_u$, it is possible to draw an additional random variable $\tilde{Y}_u^2$ to get $(\tilde{Y}_u^1, \tilde{Y}_u^2)$ with distribution $\pi$.

This is the same step when generating $Y_u(t+1)$ from $Y_u(t)$ thus we may keep the above coupling whenever already present. Therefore we have $P(Y_u(t+1), Y_u(t)) \neq (\tilde{Y}_u^1, \tilde{Y}_u^2)) \leq \alpha_T$ which can also be written as $\|L(Y(t+1)) - \pi\|_{TV} \leq \alpha_T$. This implies $t_{\text{mix}}(Y, \alpha_T) \leq t + 1$, completing the proof.

We are now ready to prove the main theorem of the paper, as stated in the introduction.

**Theorem 1.** Let $X(t)$ be the coordinate Metropolis for the diagonal distribution. For any $0 < \alpha < 1$ there exists $\beta > 0$ such that for large enough $A$

\[ t_{\text{mix}}(X, \alpha) \leq \beta A^2. \]

**Proof.** We use Proposition 13 with $\alpha_T = \alpha / 2$ and get a constant $\beta_T$ such that $t_{\text{mix}}(Y_u, \alpha_T) \leq \beta_T A^2$ and by Lemma 15 also $t_{\text{mix}}(Y, \alpha_T) \leq \beta_T A^2 + 1$. At each step the distribution of $X^*$ and $Y$ might differ only by flipping along the diagonal, which does not change the distance from the (symmetric) $\pi$ thus also leaves the mixing time the same so we get $t_{\text{mix}}(X^*, \alpha_T) \leq \beta_T A^2 + 1$.

The definition of $X^*$ was based on the observation that when the same coordinate is rerandomized repeatedly, no additional mixing happens and the values at that coordinate simply get overwritten. Let us now quantify this effect, counting how many times did the direction of randomization change:

\[ N(t) := |\{ s : 1 \leq s \leq t - 1, \ r(s) \neq r(s + 1) \}|. \]

With this notation we see that $L(X(t) \mid N(t) = k, r(1) = V) = L(X^*(k + 1))$ for all $t \geq 1$.

Without the loss of generality we now focus on the case of $r(1) = V$. Let us express the distribution of $X(t)$ conditioning on the value of $N(t)$.

\[ L(X(t) \mid r(1) = V) = \sum_{k=0}^{t-1} P(N(t) = k) L(X^*(k + 1)) = \sum_{k=0}^{t-1} \frac{1}{2^{t-1}} \binom{t-1}{k} L(X^*(k + 1)). \]

We substitute $t = 3\beta_T A^2$ and evaluate the total variation distance from $\pi$.

\[ \|L(X(3\beta_T A^2) \mid r(1) = V) - \pi\|_{TV} \leq \sum_{k=0}^{t-1} \frac{1}{2^{t-1}} \binom{t-1}{k} \|L(X^*(k + 1)) - \pi\|_{TV} \leq P(\text{Binom}(3\beta_T A^2 - 1, 1/2) < \beta_T A^2) \cdot 1 + 1 \cdot \|L(X^*(3\beta_T A^2) - 1) - \pi\|_{TV} \leq \exp(-\varepsilon \beta_T A^2) + \frac{\alpha}{2}. \]

The last line holds with some positive $\varepsilon$ by Hoeffding’s inequality for the Binomial distribution and by substituting the upper bound on the total variation distance when we know $k$ is above the mixing time. For large enough $A$ this is below $\alpha$.

By symmetry, the same bound holds for $L(X(3\beta_T A^2) \mid r(1) = U)$ and by convexity it is also true for the mixture of the two, the unconditional distribution of $X(3\beta_T A^2)$. This concludes the proof with $\beta = 3\beta_T$. □
Finally, let us comment on the multitude of constants $\alpha_i, \beta_i$ appearing throughout the proofs, verifying that they can be consistently chosen when needed. First, a small enough $\delta > 0$ has to be picked for the proof of Proposition 12 which also relies on Lemma 10. Once it is fixed, observe that in the remaining Sections 3.1 and 4 all the constants only depend on other ones with lower indices, with the last $\alpha, \beta$ of Theorem 1 also depending on some previous ones. This excludes the issue of circular dependence.
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