The CDF and D0 experiments have reported a large forward-backward asymmetry in top-quark pair production in $\sqrt{s} = 1.96$ TeV $pp$ collisions at √s = 1.96 TeV [1 2]. The asymmetry is measured in the $t\bar{t}$ rapidity difference $\Delta y$, reconstructed in event topologies involving final states with a single charged lepton and hadronic jets ($l+$jets) or two charged leptons and hadronic jets (dilepton). The most recent CDF measurement finds $A_{FB}^{\Delta y} = 0.164 \pm 0.045$, compared to the prediction of $A_{FB}^{\Delta y} = 0.066 \pm 0.020$, which includes both electroweak and next-to-leading-order (NLO) QCD effects [3]. D0 measures $A_{FB}^{\Delta y} = 0.196 \pm 0.065$ [2]. Measurements in $pp$ collisions of the top-quark charge asymmetry $A_C$, an observable that is distinct from $A_{FB}^{\Delta y}$ but correlated with it, have found higher consistency with the standard model (SM) [4, 5]. However, any observable effect at the LHC is expected to be small, and the nature of the relationship between $A_{FB}^{\Delta y}$ and $A_C$ is model-dependent [6–10].

These measurements rely on the reconstruction of the top-quark direction in complex final states with leptons, jets, and an azimuthal imbalance in the total transverse momentum in the event (missing energy). A significant and calculable correlation exists between the direction of a top-quark and its decay products, so that an asymmetry in the parent top-quark direction will induce an asymmetry in the decay products. It is therefore interesting to investigate if an asymmetry in a decay-product direction, which is accessible through simpler analysis, supports the effect previously seen through more complex top-quark decay reconstruction, possibly providing further information on the asymmetry itself.

Amongst the possible top-quark decay products in $l+$jets, the lepton is uniquely suited for the measurement of such an asymmetry. The lepton direction is measured with high precision, and the good charge determination unambiguously identifies whether the lepton’s parent quark was a top or antitop. Furthermore, the leptonic asymmetry $A_{FB}^{l}$ depends on both the top-quark pair asymmetry and the top-quark polarization. Several authors have noted that explanations of the Tevatron...
asymmetry that include polarized top quarks could lead to measurable changes in the leptonic asymmetry, while leaving unchanged the top-quark pair forward-backward asymmetry \(10, 12\). Such theories predict very different values for \(A_{FB}^\ell\), while having similar top-quark asymmetries. The asymmetry of the lepton is therefore an observable that is usefully correlated with \(A_{FB}^{\Delta y}\), but may also contain additional information on the nature of the top-quark pair asymmetry.

The lepton asymmetry is defined using its electric charge \(q\) and rapidity in the lab frame,

\[
y_{\ell} = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right),
\]

where \(E\) is the total energy of the lepton and \(p_z\) its momentum in the direction of the proton beam. If charge-parity symmetry (CP) is conserved, then for leptons of opposite charge, the effects on the lepton rapidity from both the top-quark asymmetry and a possible polarization are equal in magnitude but opposite in sign. We define a charge-weighted lepton asymmetry,

\[
A_{FB}^\ell = \frac{N(qy_{\ell} > 0) - N(qy_{\ell} < 0)}{N(qy_{\ell} > 0) + N(qy_{\ell} < 0)}. \tag{2}
\]

This asymmetry has been calculated to NLO, including both QCD and electroweak effects, to be \(A_{FB}^\ell = 0.038 \pm 0.003\) [13]. The D0 collaboration has measured the asymmetry using a sample corresponding to 5.4 fb\(^{-1}\) in both \(\ell+\text{jets}\) and dilepton decays, and finds a combined lepton asymmetry of 0.111 \(\pm 0.036\) [2, 13].

We report on a measurement of the lepton asymmetry \(A_{FB}^\ell\) using the full Tevatron Run II data set of \(\sqrt{s} = 1.96\) TeV proton-antiproton collisions as recorded by the CDF II detector [15] at the Fermilab Tevatron and corresponding to an integrated luminosity of 9.4 fb\(^{-1}\). This measurement is performed in a superset of the \(\ell+\text{jets}\) sample used in the measurement of \(A_{FB}^{\Delta y}\) in Ref. [3]. That measurement employed a full \(tt\) reconstruction and corrected the observed asymmetry to determine the asymmetry at production (production-level) using a procedure based on singular-value decomposition [10]. Here we determine \(A_{FB}^\ell\) using only the charged lepton. We examine the expected distributions of \(A_{FB}^\ell\) in a number of simulated data samples representing the SM prediction, as well as some non-standard models with new \(tt\) production mechanisms and top-quark polarizations (Sec. II). We show that the charge-weighted lepton rapidity \(qy_{\ell}\) can be separated into a symmetric part \(S(qy_{\ell})\), which is largely insensitive to the physics model, and an antisymmetric part \(A(qy_{\ell})\) that encapsulates the variation from one model to the next (Sec. IV A). We show that \(A(qy_{\ell})\) may be approximated by a simple mathematical form. We fit this functional dependence in the measured \(A(qy_{\ell})\) distribution, and use this in conjunction with the symmetric part taken from simulated models to extract the inclusive production-level \(A_{FB}^\ell\) (Sec. IV).

II. PHYSICS MODELS AND EXPECTED ASYMMETRY

The analysis techniques are designed and validated using model data sets created with Monte Carlo event generators. Leading order (LO) event generators are configured to use the CTEQ6.1L set of parton-distribution functions (PDFs), while NLO event generators use CTEQ6.1M. The generated partons are processed by the PYTHIA [17] parton-showering and hadronization algorithms into final-state particles, which are then processed with a full simulation of the CDF II detector. The effects of the parton shower and hadronization are included in all of the production-level results.

At LO the expected top-quark asymmetry is zero. The NLO QCD asymmetry arises in the interference of \(q\bar{q}\) annihilation diagrams that have opposite behavior under charge conjugation at LO and NLO. The \(q\bar{q}\) initial state does not contribute to the asymmetry, but does dilute the average value. To study the SM at the leading order (LO), we use events generated by ALPGEN [18]. The benchmark for SM \(tt\) production at NLO is the POWHEG [19] generator, which includes NLO QCD but not electroweak effects. We treat POWHEG as the nominal model for all variables of interest except for \(A_{FB}^\ell\) itself, for which the calculation of Ref. [13], which explicitly includes electroweak interference effects, is better suited.

To study larger asymmetries, we use the MADGRAPH [20] generator to produce three models containing heavy color-octet partners to the gluon. The gluon partners can have axial couplings to the quarks (thus “axigluons”), and interfere with gluons to produce a top-quark production asymmetry. These models are tuned to explore the lepton asymmetry in three different top-quark polarization scenarios, while maintaining an inclusive \(\Delta y\) asymmetry compatible with Tevatron measurements. The three models include the cases of new physics contributions with axial-vector couplings between the axigluon and quarks (Octet A), left-handed couplings (Octet L), and right-handed couplings (Octet R). Octet A includes a massive \((M_A = 2.0\ TeV/c^2)\) axigluon [11]. Octet L and Octet R are the models of Ref. [11]. Both include axigluons of mass \(M_A = 200\ GeV/c^2\) and decay width \(\Gamma_A = 50\ GeV/c^2\). The large width is proposed by the authors as a means to evade dijet resonance searches. However, the importance of these samples in this work is in the validation of the analysis procedures for any polarization and asymmetry, independent of any limits on these particular models.

The lepton asymmetries in these three cases are shown in Table I along with the SM LO (ALPGEN) and NLO (POWHEG) estimates. The distribution in the charge-weighted lepton rapidity \(qy_{\ell}\) is shown in Fig. I. The lepton asymmetry in Octet A results only from the SM kinematic correlation with \(A_{FB}^{\Delta y}\). In the right-handed Octet R, top-quark pairs are produced with the spin of both the top and antitop quarks preferentially aligned in the direction of the initiating light quark. The decay of a
TABLE I. Production-level Monte Carlo asymmetries and polarizations. The uncertainty on the final digit is shown in parentheses.

| Model                      | $A_{FB}^{\Delta y}$ | $A_{FB}^{T}$ |
|----------------------------|----------------------|--------------|
| NLO QCD (POWHEG)          | +0.052 (0)           | +0.024 (0)   |
| LO QCD (ALPGEN)           | −0.000 (1)           | +0.003 (1)   |
| Octet A                   | +0.156 (1)           | +0.070 (2)   |
| Octet L                   | +0.121 (1)           | −0.062 (1)   |
| Octet R                   | +0.114 (2)           | +0.149 (2)   |

When the top quark is unpolarized and decays as the SM top quark, this ratio is fixed. It may be derived from several sources to confirm the sensibility of this procedure. The ratio from POWHEG is 0.46. The calculation of Ref. [13], which includes predictions for $A_{FB}^{\Delta y}$ as well as $A_{FB}^{T}$, yields a ratio of 0.43. Octet A, which has much larger asymmetries than either of these, has a ratio of 0.45. The similarity of these values suggests that a simple ratio is sufficient to capture the kinematic correlation between the two asymmetries. Given the value $A_{FB}^{\Delta y} = 0.164$ measured by CDF, the expected asymmetry of the lepton calculated with the POWHEG ratio is 0.076. The concordance of Octet A and ratio-based estimates suggests that a possible expectation for $A_{FB}^{T}$, given no top-quark polarization and the value of $A_{FB}^{\Delta y}$ measured by CDF, is in the range of 0.070–0.076.

III. SELECTION AND BACKGROUND MODELING

A. Event Selection and Sample Composition

The CDF II detector is a general purpose, azimuthally and forward-backward symmetric magnetic spectrometer with calorimeters and muon detectors [15]. Charged particle trajectories (tracks) are reconstructed with a silicon-microstrip detector and a large open-cell drift chamber in a 1.4 T solenoidal magnetic field. Projective-tower geometry electromagnetic and hadronic calorimeters located beyond the solenoid provide electron, jet, and missing energy reconstruction [21]. Beyond the calorimeter are multilayer proportional chambers that provide muon detection and identification in the region $|\eta| \leq 1.0$. Electrons are identified by matching isolated charged-particle tracks to clusters of energy deposited in the electromagnetic calorimeter. We use a cylindrical coordinate system with the origin at the center of the detector and the z-axis along the direction of the proton beam [21].

We use the full CDF Run II data set, corresponding to an integrated luminosity of 9.4 fb$^{-1}$. Online, an electron and muon event-selection system (triggers) select candidates with a charged lepton and jets in the final state. Lepton-jets candidate events are selected from high-$p_T$ electron or muon triggers. Additionally, we include events triggered by large missing $E_T$ in which a high-$p_T$, isolated muon is identified through offline re-
TABLE II. Estimated sample composition. The $\bar{t}t$ yield assumes a production cross-section of 7.4 pb.

| Process          | Prediction |
|------------------|------------|
| $W+\text{HF}$    | 481 ± 178  |
| $W+\text{LF}$    | 201 ± 72   |
| $Z+\text{jets}$  | 34 ± 5     |
| Single top       | 67 ± 6     |
| Diboson          | 36 ± 4     |
| Non-$W/Z$        | 207 ± 86   |
| All backgrounds  | 1026 ± 210 |
| $\bar{t}t$ (7.4 pb) | 2750 ± 426 |
| Total prediction | 3776 ± 476 |
| Observed         | 3864       |

construction. Jets are reconstructed using a cone algorithm [22] with cone radius $R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4$. The secvtx algorithm [23] is used to identify jets that likely originated from bottom quarks by searching for displaced decay vertices within the jet cones ($b$-tag).

After offline event reconstruction, we require that each candidate event contains exactly one electron or muon with $p_T > 20$ GeV/c and $|\eta| < 1.25$. The maximum pseudorapidity of the lepton is determined by the limited central-tracking acceptance of the CDF II detector. Extrapolation into the unmeasured region of high lepton pseudorapidity motivates much of the approach of this analysis. We require $E_T > 20$ GeV, consistent with the presence of an undetected neutrino. We require four or more energetic jets with $|\eta| < 2.0$. At least three must have $E_T > 20$ GeV, and the remaining jet(s) must have $E_T > 12$ GeV. One or more jets with $E_T > 20$ GeV must be $b$-tagged. Finally, we require that $H_T$, the scalar sum of the missing $E_T$ plus the transverse energy of the lepton and all jets, be at least 220 GeV. This selection extends that of Ref. [3], which required that all four jets have $E_T > 20$ GeV.

Models for the non-$t\bar{t}$ backgrounds are well understood in precision cross-section measurements such as Ref. [24], and provide accurate measures of both the normalizations and shapes of the non-$t\bar{t}$ processes. The ALPGEN generator is used to model $W$-heavy flavor ($W+\text{HF}$) and $W$-light flavor ($W+\text{LF}$) backgrounds. Small electroweak backgrounds ($Z+\text{jets}$, single top quark, and diboson production) are modeled using PYTHIA. The remaining background consists of events in which jets are produced without an associated on-shell gauge boson, and a track is incorrectly identified as an isolated high-$p_T$ lepton. This “Non-$W/Z$” background is not amenable to simulation. It is instead modeled using a data-driven sideband taken from events that fail the lepton selection requirements. The final sample for analysis consists of 3864 events. The predicted composition is shown in Table II; the total background contribution is estimated to be 1026 ± 210 events. Further details on the sample, selection, and backgrounds can be found in Ref. [3].

B. Treatment of Non-$t\bar{t}$ Backgrounds

Non-$t\bar{t}$ background processes are expected to contribute a non-zero asymmetry to the sample. This is accounted for by subtracting the expected backgrounds bin-by-bin from the observed distribution of $qy_\ell$. The largest contribution is from $W+\text{jets}$, which is both the dominant background and inherently asymmetric. The asymmetry in $W$ production arises from various sources. A negative asymmetry is contributed by the electroweak V-A coupling, but a positive asymmetry arises from $u$-type quarks carrying more momentum on average than $d$-type quarks. When the $W$ boson is produced in conjunction with jets, a similar imbalance in the momenta of quarks and gluons in $qq$-initiated processes provides an additional positive contribution.

Before performing the background subtraction, we ensure that the background and its asymmetry are properly modeled. This is accomplished by examining events that otherwise meet the criteria of Sec. IIIA, but have exactly zero $b$-tagged jets. This zero-tag selection yields a sample that is independent from the signal-region sample, while having very similar kinematic properties, and provides a control region which is substantially enriched in background processes.

FIG. 2. The distribution of events vs. $qy_\ell$ in the zero-tag control sample. Black markers indicate the data. The filled region represents the prediction of $t\bar{t}$ (light-colored fill) and backgrounds (dark).

Figure 2 shows the distribution of events as a function of $qy_\ell$ in the zero-tag control sample. The asymmetries of $t\bar{t}$ and backgrounds in the control sample are summarized in Table III. The $A_{FB}^{\bar{t}t}$ predicted by the expected $t\bar{t}$ and backgrounds is 0.062, while the asymmetry observed in the data is 0.076 ± 0.010, already an acceptable level of agreement. However, approximately 20% of the control sample consists of top-quark pairs. As a consistency check, we anticipate the measurement of the background-subtracted asymmetry in the tagged region ($A_{FB}^{\bar{t}t} = 0.070$; see Sec. IV A). If the $t\bar{t}$ component is
TABLE III. Comparison of the predicted and measured asymmetries in the zero-tag control sample. “Signal + backgrounds” is the predicted asymmetry when the \( A_{FB}^{t} \) of the \( tt \) component is fixed to 0.070.

|                  | Asymmetry |
|------------------|-----------|
| NLO SM           | 0.017     |
| Backgrounds      | 0.074     |
| NLO SM + backgrounds | 0.062    |
| Signal + backgrounds | 0.073    |
| Data             | 0.076 ± 0.010 |

This in turn may be integrated to recover the total number of forward or backward events

\[
N_{\ell}(q_{y\ell} > 0) = \int_{0}^{\infty} dq_{y\ell} \{ S(q_{y\ell}) \times [1 + A(q_{y\ell})] \} \tag{5a}
\]

\[
N_{\ell}(q_{y\ell} < 0) = \int_{0}^{\infty} dq_{y\ell} \{ S(q_{y\ell}) \times [1 - A(q_{y\ell})] \}, \tag{5b}
\]

which then yields the inclusive asymmetry, written in terms of \( S(q_{y\ell}) \) and \( A(q_{y\ell}) \)

\[
A_{FB}^{t} = \frac{N(q_{y\ell} > 0) - N(q_{y\ell} < 0)}{N(q_{y\ell} > 0) + N(q_{y\ell} < 0)} \int_{0}^{\infty} dq_{y\ell} [A(q_{y\ell}) \times S(q_{y\ell})] \tag{6a}
\]

\[
\frac{1}{\int_{0}^{\infty} dq_{y\ell} S(q_{y\ell})}. \tag{6b}
\]

B. Extrapolation Procedure

Figure 3 shows the shape of the symmetric \( (a) \) and asymmetric \( (b) \) parts in the Monte Carlo models. The shape of \( S(q_{y\ell}) \) is very similar across models, suggesting little or no dependence on either the top-quark production asymmetry or polarization, while \( A(q_{y\ell}) \) captures the variation between models.

The form of this decomposition suggests a strategy for extrapolating the asymmetry into the unmeasured region: if \( A(q_{y\ell}) \) can be parametrized such that its full dependence may be extracted from the measured asymmetry in the accepted region, then the integral of Eq. (6b) can be used to recover the production-level asymmetry by integrating the measured dependence of \( A(q_{y\ell}) \) against the predicted production-level \( S(q_{y\ell}) \) from simulation.

The predictions of \( A(q_{y\ell}) \) of the models shown in Fig. 3 are described adequately by the function

\[
F(q_{y\ell}) = a \tanh \left( \frac{q_{y\ell}}{2} \right) \tag{7}
\]

and the best-fit curves for this functional form are shown overlaid on the models in Fig. 3(b). This empirical parametrization is not expected to be completely model-independent. However, it reproduces the dependence of the asymmetry on \( q_{y\ell} \) for the models discussed here. In particular, the dependence predicted by the POWHEG generator is accurately described \((\chi^2/\text{ndf} = 158/119)\), and it is therefore reasonable to expect this functional form to be reliable for any model with kinematic properties sufficiently resembling the SM. In the next section we show that this choice of parametrization is able to accurately recover the correct production-level asymmetry for all of the considered models.
The procedure to extract the production-level $A_{FB}^{\ell}$ from data is then the following: (1) subtract the expected background contribution in each bin of $qy_\ell$; (2) using acceptances derived from POWHEG, perform bin-by-bin acceptance corrections on the background-subtracted data; (3) fit the acceptance-corrected $A_{FB}^{\ell}(qy_\ell)$ to the functional form $F(qy_\ell)$ (Eq. (7)); (4) integrate $F(qy_\ell)$ with the $S(qy_\ell)$ determined in simulation to recover the inclusive $A_{FB}^{\ell}$.

The binning of $qy_\ell$ in the data is chosen so that POWHEG’s predicted $S(qy_\ell)$ equally populates each bin. The predicted bin centers are calculated as a weighted average of $qy_\ell$ in each bin according to POWHEG. The fit to $A(qy_\ell)$ uses this binning and $F(qy_\ell)$ evaluated at the predicted bin centers. Once the fit parameter $a$ of Eq. (7) is obtained from the background-subtracted data using this binning, the integration of Eq. (6) is carried out using the 120-bin production-level $S(qy_\ell)$ values from POWHEG.

### Validation

The efficacy of the correction procedure is tested for each of the models described in Sec. II using 10 000 simulated experiments with the $t\bar{t}$ event yield as in the data. In each experiment the number of events in each $qy_\ell$ bin is fluctuated according to Poisson statistics, and the acceptance correction and extrapolation procedure is performed to yield a corrected asymmetry that is compared to the known production-level value.

The mean values of the asymmetries in the 10 000 simulated experiments for each model are shown in Table IV. The extrapolation procedure is successful at recovering the true asymmetry while introducing only minimal model-dependent biases: Absolute deviations of the mean extrapolated result from the true asymmetry are below 0.01. Note, in particular, that the procedure yields the vanishing asymmetry in the LO standard model, and that biases with the NLO standard model and Octet A (which has an $A_{FB}^{\ell}$ value similar to that observed in the data) are very small.

### V. MEASUREMENT OF $A_{FB}^{\ell}$

#### A. Central Value

We next examine the data during each stage of the analysis as outlined in Sec. IV.C. We report values of $A_{FB}^{\ell}$ at several levels of correction: The raw $A_{FB}^{\ell}$ represents the complete and uncorrected selection; the background-subtracted asymmetry corresponds to a pure $t\bar{t}$ sample but it is not corrected for detector acceptance; and the fully extrapolated asymmetry is corrected to the

![Graph showing the symmetric part and asymmetry of the production-level distribution of $qy_\ell$ for the discussed models. Shown also are the best fits to Eq. (7). The vertical lines at $|qy_\ell| = 1.25$ indicate the limits of the lepton acceptance.](image-url)

---

**Table IV.** True asymmetries as generated in simulation compared to mean extrapolated results for 10 000 simulated experiments with the yield of the $t\bar{t}$ component as in the data. The uncertainties on the mean extrapolated results are negligible compared to the mean values.

| Signal model                  | True $A_{FB}^{\ell}$ | Extrapolated $A_{FB}^{\ell}$ |
|-------------------------------|-----------------------|-------------------------------|
| NLO QCD (POWHEG)             | $+0.024$              | $+0.026$                      |
| LO SM (ALPGEN)               | $+0.003$              | $-0.004$                      |
| Octet A                      | $+0.070$              | $+0.070$                      |
| Octet L                      | $-0.062$              | $-0.062$                      |
| Octet R                      | $+0.149$              | $+0.155$                      |
production-level. Unless otherwise noted, reported errors include both the statistical uncertainty as well as the systematic uncertainties appropriate to that correction level.

The modeling of the CDF $\ell$+jets data set has been extensively discussed and validated in Ref. [3]. For the purpose of this analysis, we reproduce one associated distribution of interest — the $p_T$ of the lepton, shown in Fig. 4. The POWHEG signal model, along with non-$t\bar{t}$ background models and their normalizations, are seen to provide an accurate representation of the data.

The observed event distribution vs. the measured $qy_\ell$ is shown in Fig. 5(a). The inclusive asymmetry observed in the data is $0.067 \pm 0.016$, compared to the predicted value of 0.031 from POWHEG and backgrounds. Figure 5(b) shows the distribution of $qy_\ell$ after backgrounds are subtracted. The inclusive asymmetry is 0.070±0.022.

The background-subtracted $qy_\ell$ distribution is next decomposed into the corresponding $S(qy_\ell)$ (Fig. 6(a)) and $A_{FB}^t(qy_\ell)$ (Fig. 6(b)) parts. The distribution of $S(qy_\ell)$ is in good agreement with the POWHEG expectation. The measured $A_{FB}^t(qy_\ell)$ exceeds the predicted value in most bins, but becomes negative near $|qy_\ell| = 0$. As the distribution of $qy_\ell$ is expected to be continuous, its asymmetric part $A(qy_\ell)$ must necessarily vanish as $qy_\ell \to 0$. Consequently, the observed deviation from this behavior must be statistical in nature.

Acceptance corrections are then applied to the background-subtracted $A_{FB}^t(qy_\ell)$ value, and the result is fit to Eq. 7. The acceptance-corrected data, POWHEG prediction, and fits to both are shown in Fig. 7. The estimated value of $a$ in the data is 0.266 ± 0.079 (stat.) After performing the integration, the resulting inclusive asymmetry in the data is $A_{FB}^t = 0.094 \pm 0.024$. This uncertainty is statistical only and is taken from the variance of the POWHEG pseudoexperiments of Sec. IV C.

B. Evaluation of Uncertainties

The largest systematic uncertainty is associated with the background subtraction, where it is assumed that each background component has precisely the normalization reported in Table II and the statistically asymptotic shape of its prediction. The effects of uncertain normalizations and finite bin population are accommodated by extending the pseudoexperiment technique of Sec. IV C For each simulated experiment, a normalization for each signal and background component is randomly generated from a Gaussian distribution, using the expected event count and uncertainty. Then the event count of each bin of each normalized component is randomly varied according to Poisson statistics. A set of 10 000 simulated experiments is generated using POWHEG as the signal model and subject to the entirety of the correction procedure. This simultaneously incorporates the effects of statistical fluctuations on the bin populations and background shapes as well as the uncertainties on the expected background normalizations.

Another large uncertainty stems from the modeling of the $t\bar{t}$ recoil from QCD radiation. The presence of radiated jets is strongly correlated with both $A_{FB}^{t\bar{t}}$ and the $p_T$ of the $t\bar{t}$ system. Color predominantly flows from an initiating light quark to an outgoing top quark (and from $\bar{q}$ to $\bar{t}$). Events in which this color flow changes abruptly must radiate in order that the overall color current be conserved. Consequentially, events in which the directions of the initiating light quark and outgoing top quark are different are typically associated with more radiation than those in which they are similar — backward events ($|\Delta y| < 0$) tend to radiate more than forward events ($|\Delta y| > 0$). The resulting larger average $p_T$ of backward events promotes them into the analysis sample with greater probability, inducing a small backward-favoring asymmetry in the acceptance of the lepton.

We assess an uncertainty on the modeling of this effect by comparing the result using the nominal POWHEG model to other models. We find that the recoil spectra of PYTHIA and ALPGEN showered with PYTHIA are harder than POWHEG showered with PYTHIA, resulting in larger acceptance corrections, increasing $A_{FB}^t$ by 0.013. We include a one-sided systematic uncertainty to reflect the fact that models other than POWHEG are likely to increase the measured value of the asymmetry. An additional recoil-related bias may arise from the initial- and final-state radiation model (IFSR) of the PYTHIA showering of POWHEG. We test this by studying the effect of reasonable variations in the amount of IFSR and find that the effect is small.

Uncertainties on the signal model, including the above, enter only through the bin-by-bin acceptance corrections. This class of uncertainties is quantified by performing the correction procedure on the data using acceptances from alternate simulated $t\bar{t}$ samples. We also test the effects of color reconnection, parton showering, and jet-
FIG. 5. The observed distribution of events vs. $q_y\ell$ in the signal region (a) compared to the NLO QCD prediction of POWHEG and backgrounds; (b) after subtracting backgrounds, compared to the NLO QCD prediction of POWHEG.

FIG. 6. The symmetric part (a) and asymmetry (b) as function of $q_y\ell$ resulting from the decomposition of Fig. 5(b). Data are shown as black markers, compared to the light-colored NLO QCD prediction of POWHEG.
energy-scale (JES) uncertainties, all of which are small, as expected since jets are used only to define the signal region. Uncertainties on the PDFs also have minimal impact.

Table V summarizes all of the uncertainties considered. The largest uncertainty is due to the limited sample size. Combining the systematic uncertainties in quadrature we obtain the final result $A_{FB}^{\ell} = 0.094 \pm 0.024^{+0.022}_{-0.017}$.

C. Consistency Checks

To further check the validity of the inclusive measurement of $A_{FB}^{\ell}$, we divide the sample into several subsamples, which are expected to have the same inclusive asymmetries, summarized in Table VI.

Two independent subsamples are formed by partitioning according to lepton flavor. The raw asymmetry for decays into muons is $0.081 \pm 0.022$ while that for decays into electrons is $0.050 \pm 0.024$. The difference is consistent with zero at about the $1\sigma$ level. This difference is carried through each stage of correction with similar levels of significance at each, resulting finally in fully-corrected asymmetries of $0.119^{+0.039}_{-0.037}$ in events with a muon and $0.062^{+0.052}_{-0.045}$ in events with an electron.

The sample is also partitioned according to lepton charge. The difference between the raw asymmetries of the two subsamples is nonzero at $2\sigma$. A similar difference is observed in the background-subtracted asymmetries. This difference is due to unphysical negative-asymmetry bins in the negatively-charged leptons near $|\eta| = 0$. The fit, which by construction has $A(0) = 0$, is insensitive to these bins. This moderates the discrepancy in the extrapolated result to $1\sigma$ after the extrapolation procedure is performed.

Finally, the sample is partitioned according to the $E_T$ of the fourth jet. The first subsample consists of events having a fourth jet with $E_T > 20$ GeV. This is the “$W+4$” jet selection used in Ref. [3]. In the present work we also include events with a $W$ and three jets with $E_T > 20$ GeV, isolating the $t\bar{t}$ component by requiring the presence of a fourth soft jet with $20 \geq E_T > 12$ GeV. This “$W+3+1$” sample shows consistent asymmetries with the $W+4$ sample at all levels of correction.

VI. CONCLUSIONS

The rapidity distribution of the lepton in semileptonic top quark decays contains information on the top-quark-production asymmetry and possible top-quark polarization, and is free of the complications of reconstruction the kinematic properties of the full $t\bar{t}$ system. We develop a technique to measure the production-level lepton asymmetry in $\ell+$jets events, including an extrapolation to unmeasured rapidity regions, and apply it in a sample of 3864 $t\bar{t}$ candidate events collected with the CDF II detector at the Fermilab Tevatron. The production-level lepton asymmetry is found to be $A_{FB}^{\ell} = 0.094^{+0.032}_{-0.029}$. This is consistent with a value $A_{FB}^{\ell} = 0.111 \pm 0.036$ measured by the D0 collaboration [14]. The present result is to be compared with the predicted value of $0.038 \pm 0.003$ [13], which includes both QCD and electroweak effects to NLO. For a $\Delta y$ asymmetry as indicated by the Tevatron measurements, the expected lepton asymmetry is estimated to lie in the range $0.070\text{--}0.076$.
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TABLE VI. Summary of asymmetries observed in subsamples selected by charge, lepton type, and jet multiplicity.

| Sample       | Event yield | Raw                  | Background-subtracted | Fully extrapolated |
|--------------|-------------|----------------------|-----------------------|--------------------|
| Electrons    | 1788        | 0.050 ± 0.024        | 0.050 ± 0.033         | 0.062 ± 0.032      |
| Muons        | 2076        | 0.081 ± 0.022        | 0.087 ± 0.029         | 0.119 ± 0.039      |
| Positive     | 1884        | 0.099 ± 0.023        | 0.110 ± 0.031         | 0.125 ± 0.034      |
| Negative     | 1980        | 0.036 ± 0.022        | 0.034 ± 0.031         | 0.063 ± 0.046      |
| W+4          | 2682        | 0.064 ± 0.019        | 0.064 ± 0.024         | 0.084 ± 0.032      |
| W+3+1        | 1182        | 0.072 ± 0.029        | 0.092 ± 0.049         | 0.115 ± 0.065      |
| Inclusive    | 3864        | 0.067 ± 0.016        | 0.070 ± 0.022         | 0.094 ± 0.029      |
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