Enhanced superconductivity at the interface of W/Sr$_2$RuO$_4$ point contact
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Differential resistance measurements are conducted for point contacts (PCs) between tungsten tip approaching along the $c$ axis direction and the $ab$ plane of Sr$_2$RuO$_4$ single crystal. Three key features are found. Firstly, within 0.2 mV there is a dome like conductance enhancement due to Andreev reflection at the normal-superconducting interface. By pushing the W tip further, the conductance enhancement increases from 3% to more than 20%, much larger than that was previously reported, probably due to the pressure exerted by the tip. Secondly, there are also superconducting-like features at bias higher than 0.2 mV which persists up to 6.2 K, resembling the enhanced superconductivity under uniaxial pressure for bulk Sr$_2$RuO$_4$ crystals but more pronounced here. Third, the logarithmic background can be fitted with the Altshuler-Aronov theory of tunneling into quasi two dimensional electron system, consistent with the highly anisotropic electronic system in Sr$_2$RuO$_4$.

The layered perovskite ruthenate Sr$_2$RuO$_4$ (SRO) has shown evidence for spin-triplet, odd-parity superconductivity (SC) which may be useful for topological quantum computation.\cite{1,2,3} The possible chiral order parameter for the two-dimensional SC is $p_{x} \pm ip_{y}$ as suggested by the time-reversal symmetry breaking experiments.\cite{4,5} Such chiral order is expected to generate edge currents, but the expected magnetic field due to edge currents has not been directly observed with local field imaging.\cite{6,7} Although there is indirect evidence of edge currents revealed by in-plane tunneling spectroscopy\cite{8,9} and point contact spectroscopy (PCS),\cite{10,11} both with assumptions to fit the conductance spectra.

The surface properties of SRO is very critical for field imaging with scanning quantum interference devices, as well as for the tunneling and point contact spectroscopy. It is known that the SRO surface can undergo reconstructions and the intrinsic SC may not be probed,\cite{12,13} and it may even show ferromagnetism (FM) due to lattice distortion.\cite{14} Very careful in situ preparation of devices is required for making good tunnel junctions using microfabrication techniques.\cite{15} Recently there is also the theory proposal that surface disorder indeed can destroy the spontaneous currents.\cite{16}

One way to overcome the surface problem is to use a hard tip for the point contact (PC) measurement. If the tip is hard enough, it may pierce through the surface dead layer and probe the SC underneath.\cite{17,18} In fact, for this reason tungsten tip has been used for PCS of heavy fermion superconductors.\cite{19} A consequence of using a hard tip is that the tip will exert some pressure on the surface which may affect the SC\cite{20} possibly due to local distortion of lattice.\cite{21,22} It is known that for SRO a very low uniaxial pressure of 0.2 GPa along the $c$ axis can enhance the superconducting transition temperature ($T_c$) of pure SRO from 1.5 K up to 3.2 K\cite{23,24} and recently in-plane strain (0.23%) along (100) direction is also shown to enhance $T_c$ from 1.3 K up to 1.9 K.\cite{25} The pressure in abovementioned measurements were applied to bulk samples, while for PCS the pressure is exerted locally. In the latter case it may be less affected by the inhomogeneity of the applied pressure and the sample is less tend to developing cracks, thus locally higher pressure may be reached through absolute pressure is not known. Here we report greatly enhanced SC observed at the interface of the point contact junction between a tungsten tip approaching along the $c$ axis direction and the $ab$ plane surface of a SRO single crystal.

SRO single crystals are grown by floating zone methods and are from two different batches, details of sample preparation can be found in previous reports.\cite{26} Sample S1 is from the first batch and is easier to cleave and shows no Ru inclusions. Sample S2 is from the second batch, too hard to cleave, and contains a lot of Ru inclusions (for optical images see Appendix C). Only on the cleaved surface of S1 do we observe SC feature. Tungsten wire of 0.25 mm diameter is etched to form the tip, and then fixed pointing to the $ab$ plane of the SRO sample. A Si chip with the sample and thermometer glued on top is mounted on an attoCube nanopositioner stack. Since
dependence of $dV/dI$ (a, c, e) and magnetoresistance (b, d, f) of three different point contact (PC) resistance at the same location between the W tip and SRO single crystal S1 at 0.35 K. The resistance at zero bias and zero field is 9.3, 4.3, 3.2 $\Omega$ respectively. For clarity, in (a) and (c) the $dV/dI$ curves at 625 Oe (Green) are shifted up by 0.2 $\Omega$. Arrows in (b), (d), (f) show the sweeping direction of the magnetic field. The reproducibility of the measurements is demonstrated by the overlapping of $dV/dI$ curves in (a), (c), (e) with bias ramping in both directions. The discontinuity around ±625 Oe is related to the ramping speed of the field, and can be smaller when the field ramping speed is reduced, while the hysteresis is almost the same.

At the same location, by pushing the tungsten tip towards the SRO surface (more precisely it is the SRO moving towards the tip), the PC resistance is reduced and the pressure is increased. The zero bias and zero field resistance ($R_0$) is: 9.3, 4.3, 3.2 $\Omega$ respectively (see Appendix A for a discussion of PC resistance). The bias dependence of $dV/dI$ is shown in Figs. 1a, 1c, and 1e.

The magnetoresistance (MR) is shown in Figs. 2b, 2d, and 2f for the three PCs. The resistance starts to increase quickly at around 400 Oe, and there is clearly a hysteresis with steps which gets sharper and more pronounced for higher PC pressure. MR hysteresis is usually observed for ferromagnetic samples, and the observation of both SC and MR hysteresis was linked to the coexistence of SC and ferromagnetism (FM) for SC at the oxides interface. If indeed a FM-like internal field exists, it could be related to the long sought-after time-reversal symmetry-breaking fields.

First the possibility of conventional vortex pinning needs to be considered. The field value above which $dV/dI$ starts to increase quickly is around 400 Oe, in the same order of magnitude with the upper critical field $H_{c2}$ of SRO crystal, but much larger than the critical field $H_{c1}$ of 70 Oe (by specific heat measurements). Sharp increase of resistance may indicate that vortices enter the PC interface and SC is suppressed. However, it is not clear whether such strong pinning could be reduced by PC. The average distance between vortices is $\sim \sqrt{\Phi_0/H}$ about 0.3 $\mu$m for 400 Oe, so the diameter of the PC should be much larger to include multiple vortices, which is inconsistent with conventional understanding of the PC. Moreover, it is difficult to explain why the step-like features become sharper with higher pressure. Besides the external pinning due to defects, the intrinsic pinning due to chiral domain wall seems also unlikely to reach 400 Oe. One variation of vortex pinning is chiral domain wall motion, where with ramping field the DW wall moves and the edge current can affect the transport of the PC which seems reasonable.

Surface FM also needs to be considered since among other layered perovskite ruthenates in the series $A_{n+1}Ru_nO_{3n+1}$, SrRuO$_3$ is a ferromagnetic metal with $T_c=160$ K, and Sr$_3$Ru$_2$O$_7$ is at the border of FM and shows pressure-induced FM. Thus it is natural to expect that FM could be induced for SRO, or there might
be some eutectic phase on the surface which leads to FM. Previously, experimental attempts to measure the bulk magnetic susceptibility of SRO with uniaxial pressure were not successful, since above 0.4 GPa SRO sample tends to crush, while no drastic change of the temperature dependence of susceptibility was observed. On the other hand, doping the Sr with Ca does show a ground state of static magnetic order due to rotation of RuO$_6$ octahedra. Thus it is possible that the pressure under the tip may be higher than 0.4 GPa and its influence is comparable with that by doping. However, this is inconsistent with the fact that the hysteresis diminishes together with SC at higher temperatures, which also indicates that the hysteresis is not due to eutectic phase impurities.

Both field and temperature dependences of $dI/dV$ resemble those found for in-plane Au/SRO tunneling junctions in Ref. [9], as shown by detailed field and temperature dependences in Fig. 2 and Fig. 3 for the 9.3 and 4.3 Ω PC respectively. However, in Ref. [9] the gap is about 0.7 mV instead of 0.2 mV, and the conductance enhancement of the dome like feature is less than 1% (see Appendix D for similar PC spectra with a Au tip). The dome like feature may be fitted considering chiral $p$-wave symmetry, but here we focus on experimental findings and methodology while leave the fittings in the future.

The broad background resistance hump as shown by $dV/dI$ at 625 Oe in Fig. 4(a) (same as in Fig. 1a) is generally called zero-bias anomaly (ZBA), which is frequently observed in tunnel junctions as well as PCs. The possible origins for ZBA in PCs include “extrinsic” magnetic impurities, two-level systems, Kondo scattering due to spontaneous electron spin polarization etc, as well as “intrinsic” density of states (DOS) effect, as shown for chromium where DOS is reduced due to the spin density wave gap and more recently for iron pnictides where...
DOS is enhanced due to strong electron correlations. Here ZBA apparently coexists with SC in SRO, which is very sensitive to impurities, thus the origin of ZBA is more likely due to some “intrinsic” origin.

The background ZBA can be normalized when the bias dependence is replotted using \( \ln(eV/k_BT) \). In Figs. 2c) and 4d), the normalized change of conductance shows a linear dependence for \( eV \gg k_BT \), similar to what was observed in tunneling measurements for disordered metal films and also for layered cuprates and manganites. In the tunneling case, the reduction of DOS is due to electron-electron interaction (EEI). As proposed by Altshuler and Aronov for low dimensional systems the exchange interaction between electrons can cause quantum corrections to the conductivity as well as DOS, which depends on the dimensionality of the systems. For \( eV \gg k_BT \), the DOS correction \( \sim \ln(eV/k_BT) \) in 2D (see Appendix 2 for details). When the full formula is used, we get good fits in the full bias range as shown by the dashed lines in Figs. 2c) and 4d) (also in Figs. 1a and b). We note that in order for all normalized \( dI/dV \) curves to collapse onto a single curve, enhanced temperature \( (T_{th}) \) needs to be assumed for \( dI/dV \) measured at lower temperatures. This may indicate there is local heating in the small PC region, possibly due to inadequate filtering of the external microwave noise.

The fitted ZBA can be considered as the normal state background and divided from the normalized conductance, the resulted curves are shown in Figs. 2c) and 4d), with the dome like conductance enhancement well demonstrated. Another feature of the PC spectra is a small periodic “wiggling” outside \( \pm0.2 \text{ mV} \), which also diminishes with increasing field and temperature, suggesting that it is probably due to interference of quasiparticles at the NS interface. Similar feature was also observed for multiple band superconductor MgB, but detailed analyses are lacking. The ZBA background becomes less pronounced when the PC resistance is reduced from 9.3 \( \Omega \) to 4.3 \( \Omega \), as shown in Figs. 4c) and d, while the conductance enhancement gets larger. This is better illustrated by the normalized enhancement (Fig. 4d), and by direct comparison of the zero field \( dV/dI \) (Fig. 4c).

What parameters may change when the PC resistance is reduced from 9.3 \( \Omega \) to 4.3 \( \Omega \)? In the standard theory for PCS (see Appendix A for details), the PC resistance \( R_{PC} = R_{Sh} + R_{Max} \),

\[
R_{PC} = R_{Sh} + R_{Max},
\]

where \( R_{Sh} \) is the Sharvin resistance corresponding to the ballistic limit, and \( R_{Max} \) is the Maxwell resistance corresponding to the diffusive limit and related to the resistivity. For the simplest metallic PC, \( R_{Sh} \) is considered to be energy independent as the energy dependence of velocity cancels that of the DOS. This can be changed when complicated Fermi surface is involved and the effective DOS may be probed by \( R_{Max} \). Here for single crystal SRO the mean free path is large, and if the interface is clean and barrier-free, the PC should be close to the ballistic limit. As \( R_{Sh} \propto (1/d)^2 \) and \( R_{Max} \propto (1/d) \), where \( d \) is the diameter of PC, and if the anisotropic electronic state in SRO is not considered, the reduction of resistance from 9.3 \( \Omega \) to 4.3 \( \Omega \) would lead to an increase of \( d \) by roughly \( \sqrt{9.3/4.3}=1.47 \) times in the ballistic limit (twice increase of the area); or by 2 times in the thermal limit (quadruple increase of the area).

With the increase of contact area, the PC may show a larger critical current \( (I_c) \) if the critical current density is constant and \( I_c \) is only determined by the PC itself. As the additional \( dI/dV \) dips shown in Fig. 3 is ascribed to the critical current effect. \( I_c \) can be estimate from the dip position. At 1.6 K the dip position is about 1.2 and 2.3 mV for the 4.3 \( \Omega \) and 9.3 \( \Omega \) PCs, so the calculated \( I_c \) is around 0.28 and 0.25 mA respectively, inconsistent with the expected 2-4 times increase of \( I_c \) if \( I_c \) is proportional to the contact area. This may suggest that \( I_c \) is determined by a fixed region, e.g., chiral domains under the PC, instead of by the area of the PC itself. Thus, with increasing bias the region of SRO under the PC reaches its critical state in SRO is not considered, the reduction of resistance from 9.3 \( \Omega \) to 4.3 \( \Omega \) would lead to an increase of \( d \) by roughly \( \sqrt{9.3/4.3}=1.47 \) times in the ballistic limit (twice increase of the area); or by 2 times in the thermal limit (quadruple increase of the area).

When the PC resistance is reduced further to 3.2 \( \Omega \), even larger conductance enhancement is observed as shown in Fig. 1 and Fig. 4. After normalization by the background, the conductance enhancement at zero bias is about 3\% for the 9.3 \( \Omega \) PC, 14\% for the 4.3 \( \Omega \) PC, and 22\% for the 3.2 \( \Omega \) PC (Fig. 4d). The original \( dV/dI \) curves without normalization and the EEI fits are also shown in Figs. 4a) and b, and the fits can very well reproduce the \( dV/dI \) curves when an effective tempera-
The temperature dependence of the zero bias $dV/dI$ within $\pm 1.5$ mV, and the MR of the zero bias $dV/dI$ within $\pm 625$ Oe, becomes practically flat and changes less than 0.03 $\Omega$. The temperature dependence of the position of $dV/dI$ peaks is plotted in Fig. 5b, and the zero bias $dV/dI$ from the spectra in Fig. 5c is plotted in Fig. [5]. There are clearly two resistance drops at around 4 and 6 K, and we note a similar but smaller drop around 4 k was also observed in Ref. 91. Since the bulk $T_c \sim 1.5$ K for S1, and even for the 3-K phase $T_c \sim 3$ K, thus the greatly enhanced $T_c$ could be only due to the W/SRO PC.

In summary, an ultralow temperature point contact setup using nanopositioners was used to measure differential resistance of W/SRO point contact junctions. We find: 1) a superconducting gap around 0.2 mV and a dome like shape of conductance enhancement, consistent with chiral $p$-wave symmetry; 2) SC-like features persisting up to 6.2 K, much higher than the bulk $T_c$ of SRO, presumably due to the pressure exerted by the W tip and a mechanism similar to that of the 3K-phase; 3) a broad resistance hump coexisting with superconductivity, which is ascribed to density of states effect due to 2D electron-electron interaction, consistent with the highly anisotropic electronic system of SRO. We believe PCS may provide useful information beyond the surface problem for SRO.

We thank Hu JIN for contribution in the earlier stage of this project, Liang LIU for various help with experiments and data analysis, Xin LU for helpful discussions on point contact measurements, and Fa WANG for discussions on correlated systems respectively. Work at Peking University is supported by National Basic Research Program of China (973 Program) through Grant No. 2011CBA00106 and No. 2012CB927400. The work at Tulane is supported by the DOE under grant DE-SC0012432.

Appendix A: Basics of point contact resistance

There are many reviews on point contact spectroscopy and particular on unconventional heavy fermion systems. Here we introduce the basics of the PC resistance following Ref. 47.

In the simple theoretical model, PC is formed with an orifice with diameter $d$ between two bulk metallic electrodes. Depending on the relative ratio between $d$ and different mean free path $l$, PC can be categorized into three regimes: ballistic ($d < l_{\text{elast}}$), diffusive ($l_{\text{elast}} < d < l_{\text{inelast}}$), and thermal ($d > l_{\text{inelast}}$). In the ballistic regime, the Fermi surface in the two electrodes has a difference of $eV$, similar to the tunneling junction case; while in the thermal regime, the Fermi surface evolves smoothly within the PC and there is a well defined equilibrium temperature profile.

The current density in the orifice along its normal direction (z-axis) is

$$j_z = 2e \sum_k (v_k)_z f_k(E),$$

(A1)

where $v_k$ is the electron velocity, and $f_k(E)$ is the Fermi-Dirac distribution function. For a voltage biased ballistic...
PC, considering the energy difference $eV$,

$$j_z = e \int_{E_F-eV/2}^{E_F+eV/2} dE \int \frac{d\Omega}{4\pi} v_z(E)f(E)N(E), \quad (A2)$$

where $N(E)$ is the electronic DOS. In the simplified case, $v_z(E)$ is inversely proportional to $N(E)$, thus there is no non-linearity caused by energy dependence of DOS. The resulting Ohmic resistance is

$$R_{Sh} = \frac{16R_q}{(k_Fd)^2} = \frac{16\rho l}{3\pi d^2}, \quad (A3)$$

where $\rho$ is the bulk resistivity, $l$ the elastic mean free path, $R_q = h/2e^2 = 12.9$ kΩ the quantum resistance. With the assumption that the Drude picture holds, $\rho = p_F/ne^2$ is a constant for a particular metal (Note that the quantities $p_F$ and $n$ were used in the original derivation).

Thus, in the ballistic regime the diameter of the orifice $d$ can be estimated using the zero bias resistance $R_0$. To get a rough number, in the case of copper and other simple metals, $d \sim 30/\sqrt{R_0(\Omega)}$ nm.

At finite bias, the electron can also be backscattered by phonons, magnons etc, at characteristic bias energy. So $I-V$ curve of the ballistic PC can be nonlinear and second derivative is often used to identify phonon and magnon spectra. More generally, for correlated materials second derivative is often used to identify phonon and magnons etc, at characteristic bias energy.

As it depends on $d^{-1}$ instead of $d^{-2}$, it dominates over $R_{Sh}$ when $d$ is large. And when inelastic scattering happens inside the PC, the equilibrium temperature in the PC can be elevated following

$$T_{PC}^2 = T_{bath}^2 + \frac{V^2}{4L}, \quad (A5)$$

where $L$ is the Lorentz number. For a rough estimation, when $T_{bath} \ll T_{PC}$, assume a standard $L = 2.45 \times 10^{-8}$ $\text{V}^2\text{K}^{-2}$, then $eV \sim 3.63k_BT_{PC}$, or $T_{PC} (K) \approx 3.2V$ (mV). That explains for a thermal PC similar feature can be found in $dV/dI(V)$ and in $dV/dI(T)$. For the gap energy around 0.2 mV in this work, in the thermal limit a rough estimation of $T_{PC}$ at 0.2 mV is 0.64 K, which is below the $T_C$ of SRO, so the bias will not drive the PC out of the SC state even in the thermal limit.

In the intermediate regime, Wexler derived an interpolation formula

$$R_{PC}(T) \simeq \frac{16\rho l}{3\pi d^2} + \frac{\rho(T)}{d}, \quad (A6)$$

where the second term is proportional to $N(E)$.

In the limit the orifice just provides a geometric limitation. In the case of copper and other simple metals, $d \sim 30/\sqrt{R_0(\Omega)}$ nm.

For a heterocontact between two different electrodes (1 and 2), the resistance has contribution from both sides. For geometrical symmetric PC with almost equal $p_F$,

$$R_{PC}(T) \approx \frac{16\rho l}{3\pi d^2} + \frac{\rho_1(T) + \rho_2(T)}{2d}. \quad (A7)$$

Since the resistivity of simple metal tip like tungsten is usually much smaller than that of the correlated electron systems (in normal state), we may just keep the resistivity term of the correlated systems being probed. The assumption of equal $p_F$ is very rough, the difference between $k_F$ of tungsten and SRO is shown in Table I. Here $k_F$ of tungsten is roughly estimated by assuming two valence electrons and simple spherical Fermi surface.

For a heterocontact between a normal metal and a superconductor, Blonder-Tinkham-Klapwijk (BTK) model is widely used to explain the conductance enhancement within the gap energy and a tunnel barrier $Z$ parameter is used to characterize the interface. Whether the Fermi velocity mismatch can be represented with an effective $Z$ parameter is not yet clear. Note that in BTK model the scattering in the metals and the interface is not considered, even for finite $Z$. So its transparent interface limit ($Z = 0$) corresponds to the ballistic limit of the PC model, i.e., the point contact Andreev reflection spectroscopy can only be applied to ballistic contacts. Since the BTK model can be used for various interface transparencies, it has wider application than the simple $Z = 0$ point contact model. To take into account additional scattering at or near the interface, i.e., $R_{Max}$, a normal resistor in series, or a normal current in parallel can be added. Thus even in the so-called thermal regime, the gap value can be roughly estimated with consideration of a combination of the BTK model and PC model.

In some cases it is believed that although the footprint of the PC can be tens of microns, much larger than $l$, but still ballistic limit can be applied because there are multiple smaller PC junctions randomly distributed across the contact area and the BTK model can be used directly. Although conceptually this is different from the picture that there is an interface barrier which contributes to the PC resistance like a real tunneling junction, but in both cases ballistic limit can be applied as $R_{Max}$ is smaller than $R_{Sh}$.

When the SC has unconventional pairing symmetries, generalized BTK model is developed to fit the data by taking into account various parameters including order parameter symmetry, incidence angle, Fermi surface mis-
match, life time broadening due to inter or intra band scattering etc. PCS for unconventional SC has been reviewed in Ref. 17 18 19 and 20. It is still not clear whether the order parameter symmetry can be verified strictly from the shape of the point contact Andreev reflection spectra 17 18. In this work we mainly report the temperature and field dependence of the PC spectra rather than quantitatively fit the data with the generalized BTK model 19 20.

Appendix B: Fitting with electron-electron interaction

The difference between PCS and planar tunneling is whether the in-plane momentum is conserved. Since there is no well-known theory for incorporation of quantum correction of DOS into PCS, here we use the theory for the planar tunneling junctions.

Correction to tunneling conductance by electron-electron interaction (EEI) is quantitatively described by the Altshuler-Aronov (AA) theory 21 22 in the 2D limit,

$$G(V, T) - G(0, T) / G(0, T) = \frac{e^2 R_{sq}}{8\pi^2 h} \ln \frac{4\pi}{{\tilde D} R_{sq}} [\Phi_2(eV/k_BT) - \Phi_2(0)],$$

(B1)

where $R_{sq}$ is the resistance per square of the metal film, $\delta$ the thickness of the insulating barrier, $D$ the diffusion constant, and $\Phi_2$ a integral for 2D as defined in Ref. 23. The integral is

$$\Phi_d(A) = \int_{-\infty}^{\infty} dx \frac{\cosh(x + A) - 1}{\cosh(x/2)^2} \times \int_0^\infty dy \frac{\sinh ydy}{(\cosh(y + \cosh(x + A))(1 + \cosh(y))y^{2 - d/2}},$$

(B2)

where $x = \epsilon/kT$ and $A = eV/kT$.

The prefactor before the bracket in Eq. (B1) can be lumped into one parameter $S$ and it is the only fitting parameter. When $eV \gg k_BT$ but still within the 2D limit, Eq. (B1) approaches $S \ln \frac{eV}{\hbar kT}$ and $S$ is just the slope shown in Fig. 2. Since $R_{sq} = \rho/a$, $a$ the thickness of the metal film, the resistivity $\rho = (e^2/\nu D)^{-1}$, the slope $S \propto R_{sq} \ln(\epsilon/\nu)$, where $\nu$ is a constant.

For the 3D limit,

$$G(V, T) - G(0, T) / G(0, T) = \frac{e^2 \rho}{8\sqrt{2\pi^2 h} \bar{h} D} [\Phi_3(eV/k_BT) - \Phi_3(0)],$$

(B3)

which shows a linear dependence on $\sqrt{eV/k_BT}$ when $eV \gg k_BT$.

Appendix C: Optical images of the SRO surface

Optical images for SRO samples S1 and S2 are shown in Fig. 6 for comparison. Dense Ru inclusions of width about 1 $\mu$m and length a few $\mu$m are clearly seen in the micro image for S2, which is also harder to cleave than S1. This is consistent to the observation of Lichtenberg in Ref. 24 that SRO with Ru vacancies is much easier to cleave and the surface dead layer probably is also easier to pierce through. We note that although here the surface was polished by sandpaper to improve image quality, the Ru inclusions can easily be observed on the surface of S2 without any treatment.

Appendix D: Reproducibility

PC spectra for more than 10 locations were measured in several runs. In each run a few locations are tried to search for SC-like features. With increasing force the tip eventually became blunted and bent, and small cracks can also develop on the surface of the SRO. A set of PC spectra similar to that in Fig. 3 is shown in Fig. 7a, for a W/SRO PC on S1 but obtained in another run. Besides W tip, Au tip (0.5 mm dia.) was also tried on S1 and the PC spectra are shown in Fig. 7b. For the Au/SRO PC, gap value around 0.5 mV is observed, the conductance enhancement is only about 1%, and instead of the dome like conductance peak, a split peak is observed, similar to that in Ref. 9.

ZBA is less obvious for Au/SRO PCs. For W/SRO PCs, ZBA is frequently observed, which could be due to

FIG. 6. (Color online) Comparison of polarized optical microscope images of two samples: S1 (left), S2 (right). Ru inclusions are clearly seen in the right image for S2.

FIG. 7. (Color online) (a) Temperature dependence of the PC spectra for a W/SRO PC on S1 but obtained in another run, showing similar gap features as in the main text. The resistance is only about 1 $\Omega$, but the gap around 0.15 mV, and the critical current effect are clearly demonstrated. (b) Temperature dependence of the PC spectra for a Au/SRO PC on S1, a split peak within $\pm$0.5 mV is observed, similar to that in Ref. 9.
FIG. 8. (Color online) (a) Bias dependence of the normalized conductance for point contact on S2 with resistance 35 (blue) and 13 Ω (green) at T = 0.52 K, and (b) the conductance after normalized by the background EEI fits (the green symbols are shifted up for clarity). (c) EEI 2D fitting (black dash line) for the 13 Ω PC with $T_{\text{fit}} = 2$ K, slope 0.07. (d) EEI 3D fitting for the 35 Ω PC with $T_{\text{fit}} = 0.52$ K, slope (3D) = 0.015.

For those PC spectra showing clear ZBA, there are two typical types as shown in Fig. 8. One type is similar to that in Fig. 2 with a logarithmic dependence consistent with 2D EEI, and SC feature sometimes coexists with ZBA; the other type has a $\sqrt{V}$ dependence which is consistent with 3D EEI, no SC feature is observed with this type of ZBA.

For the 2D EEI type, e.g., for a 35 Ω PC on S2 as shown in Fig. 8, the slope 0.07 is close to the slope 0.11 for S1 in Fig. 2, and 0.08 in Fig. 3, indicating similar 2D EEI is probed, though here $T_{\text{fit}} = 2$ K is higher than the bath temperature about 0.52 K, which is probably the reason that SC feature is not observed.
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