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Abstract

We propose and study a weakly convergent variant of the forward–backward algorithm for solving structured monotone inclusion problems. Our algorithm features a per-iteration deviation vector which provides additional degrees of freedom. The only requirement on the deviation vector to guarantee convergence is that its norm is bounded by a quantity that can be computed online. This approach provides great flexibility and opens up for the design of new and improved forward–backward-based algorithms, while retaining global convergence guarantees. These guarantees include linear convergence of our method under a metric subregularity assumption without the need to adapt the algorithm parameters.

Choosing suitable monotone operators allows for incorporating deviations into other algorithms, such as Chambolle–Pock and Krasnosel’ski–Mann iterations. We propose a novel inertial primal–dual algorithm by selecting the deviations along a momentum direction and deciding their size using the norm condition. Numerical experiments demonstrate our convergence claims and show that even this simple choice of deviation vector can improve the performance, compared, e.g., to the standard Chambolle–Pock algorithm.
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1 Introduction

Forward–backward (FB) splitting [6, 22, 25] has been extensively used to solve structured monotone inclusion problems of finding $x \in \mathcal{H}$ such that

$$0 \in Ax + Cx,$$

Choosing suitable monotone operators allows for incorporating deviations into other algorithms, such as Chambolle–Pock and Krasnosel’ski–Mann iterations. We propose a novel inertial primal–dual algorithm by selecting the deviations along a momentum direction and deciding their size using the norm condition. Numerical experiments demonstrate our convergence claims and show that even this simple choice of deviation vector can improve the performance, compared, e.g., to the standard Chambolle–Pock algorithm.
where \( A: \mathcal{H} \to 2^\mathcal{H} \) is a maximally monotone operator, \( C: \mathcal{H} \to \mathcal{H} \) is a cocoercive operator, and \( \mathcal{H} \) is a real Hilbert space. The algorithm sequentially performs a forward step with the operator \( C \) followed by a backward step with \( A \) to arrive at the iteration

\[
x_{n+1} = (\text{Id} + \gamma_n A)^{-1} \circ (\text{Id} - \gamma_n C)x_n,
\]

where \( \gamma_n > 0 \) is a step-size parameter.

One of the most important special cases of this setting is first-order algorithms for convex optimization: let \( f: \mathcal{H} \to \mathbb{R} \) be a convex, differentiable function whose gradient is Lipschitz continuous and \( g: \mathcal{H} \to \mathbb{R} \cup \{\pm \infty\} \) be a proper, convex and lower semicontinuous function, and let \( A = \partial g \) (the subdifferential of \( g \)) and \( C = \nabla f \). Then, \( (1) \) is the problem of finding a minimizer of \( f + g \), and \( (2) \) describes the proximal gradient method \([11]\).

In this paper, we present a weakly convergent extension to the standard FB splitting method to solve the monotone inclusion \( (1) \). A simplified instance of our algorithm is given by

\[
p_n = (\text{Id} + \frac{1}{\beta} A)^{-1} \circ (\text{Id} - \frac{1}{\beta} C)(x_n + u_n)
\]

\[
x_{n+1} = p_n - u_n
\]

where \( u_n \) is a deviation (vector) and \( \frac{1}{\beta} > 0 \) is a cocoercivity constant of \( C \). By letting \( u_n = 0 \), a step of \( (3) \) reduces to the standard FB step in \( (2) \). The addition of \( u_n \) therefore gives added flexibility that can be utilized to improve performance. In order to ensure convergence of this algorithm, \( u_n \) has to satisfy the norm condition

\[
\|u_n\|^2 \leq \frac{1-\epsilon}{\epsilon^2} \|p_{n-1} - x_{n-1} + u_{n-1}\|^2,
\]

where \( \epsilon \in [0,1) \) is arbitrary and the quantity to the right-hand side of the inequality is computable online since the variables are known from previous iterations.

Safeguarding is a common technique to ensure global convergence in optimization algorithms, for instance the Wolfe conditions in line-search \([24] \) Chapter 3 ensure a sufficient decrease in the objective function value, and trust-region methods \([24] \) Chapter 4 are based on a quadratic model having sufficient accuracy within a given radius. Recently, a norm condition similar to \( (4) \) has been combined with a deep-learning approach to speed up the convergence \([4]\). Even for monotone operators, line-search strategies with safeguarding have been developed, see \([37] \) Eq. (2.4) for an example. In contrast to line search, \( (4) \) does not require to compute (and possibly reject) several steps per iteration. For other examples of safeguarding, see \([19, 32, 36, 40]\).

Our main algorithm (Algorithm \([1]\)) is more general than \( (3) \). It uses two deviation vectors and a slightly more involved safeguard condition. A similar algorithm with deviation vectors has been proposed in \([4]\) to extend the proximal gradient method for convex minimization. The fact that we consider the more general monotone inclusion setting, allows us to apply our results, e.g., to the
Chambolle–Pock [7] and Condat–Vũ [13, 39] methods that both are preconditioned FB methods [20]. To facilitate the derivation of these special cases, we derive our algorithm with explicit preconditioning, such as in [10, 12, 15, 16, 17, 18, 26, 29].

Our algorithm is also related to inexact FB methods, which are studied in the framework of monotone inclusions [28, 34, 35, 39] and in a convex optimization setting [13, 33, 38]. By including error terms in the FB splitting algorithms, these works allow for inaccuracies in the forward and backward step evaluations. The convergence of the algorithm is usually based on a summability assumption on the error sequences and would therefore allow arbitrarily large errors as long as they only happen for a finite number of iterations. The idea behind our method is in stark contrast to these methods, as our method is designed for actively choosing the deviations with the aim to improve performance.

We instantiate our general scheme in three special settings: the standard FB setting, the primal-dual setting of Condat–Vũ, and the Krasnosel’skiǐ–Mann setting. We also propose a further specialization of the primal-dual setting of Chambolle–Pock in which we select the deviations in a heavy-ball type [27] momentum direction (see [30] for another novel usage of the deviations in a primal–dual setting). The resulting algorithm bears similarities with the inertial FB methods [1, 2, 3, 9, 23] when applied in a primal–dual setting. Numerical experiments show improved performance of our method compared to Chambolle–Pock and a primal–dual version of Lorenz–Pock [23].

Contributions. The most notable differences of this work to existing literature can be summarized as follows:

– Compared to the standard FB, we extend the degrees of freedom by allowing the input argument to the FB operator to deviated from a pre-specified point.

– Unlike various known examples of momentum methods, the increase is not achieved with a fixed number of parameters, but the design parameter has the dimension of the underlying problem.

– In contrast to inexact FB algorithms [13, 28, 39, 38], the bound on the deviations is a scalar condition with known quantities in each step instead of a summability condition that has limited meaning for a finite number of steps.

– In contrast to the deviation-based FB method for convex optimization in [4], our work considers more general monotone inclusion problems. Hence, we immediately obtain the algorithms of Chambolle–Pock [7] and Krasnosel’skiǐ–Mann with deviations as special cases. Moreover, our convergence result is slightly stronger than [4, Theorem 3.2]. To the best of our knowledge, neither algorithm is a special case of the other.
In addition to showing weak convergence of our algorithm, we show that under a metric subregularity assumption the algorithm converges strongly to a point in the solution set of the problem with a linear rate of convergence.

As an example for the expressiveness of the deviation-based approach, we introduce a novel inertial primal–dual algorithm by selecting the deviations along a momentum direction—in the sense of Polyak [27]—and deciding their size using the norm condition.

Outline of the paper. The organization of the paper is as follows. In Section 2, we provide notations and some definitions. In Section 3, the proposed algorithm is introduced. In Section 4, we prove weak convergence of the method and linear and strong convergence under a metric subregularity assumption. In Section 5, some special cases of the proposed algorithm are presented and Section 6 further specializes one of these to arrive at a novel inertial primal–dual algorithm. We conclude the paper by presenting the numerical results in Section 7.

2 Preliminaries

Throughout the paper, the set of real numbers is denoted by \( \mathbb{R} \); \( \mathcal{H} \) and \( \mathcal{K} \) denote real Hilbert spaces that are equipped with inner products and induced norms, which are denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle} \), respectively. A bounded, self-adjoint operator \( M : \mathcal{H} \to \mathcal{H} \) is said to be strongly positive if there exists some \( c > 0 \) such that \( \langle x, Mx \rangle \geq c \|x\|^2 \) for all \( x \in \mathcal{H} \). We use the notation \( \mathcal{M}(\mathcal{H}) \) to denote the set of linear, self-adjoint, strongly positive operators on \( \mathcal{H} \). For \( M \in \mathcal{M}(\mathcal{H}) \) and for all \( x, y \in \mathcal{H} \), the \( M \)-induced inner product and norm are denoted by \( \langle x, y \rangle_M = \langle x, My \rangle \) and \( \|x\|_M = \sqrt{\langle x, Mx \rangle} \), respectively.

Young’s inequality \( \langle x, y \rangle \leq \frac{\omega}{2} \|x\|^2_M + \frac{1}{2\omega} \|y\|^2_{M^{-1}} \) holds for all \( x, y \in \mathcal{H} \), \( \omega > 0 \), and \( M \in \mathcal{M}(\mathcal{H}) \). Hence, with the same variables, \( \|x + y\|^2_M = \|x\|^2_M + \|y\|^2_M + 2\langle x, My \rangle \leq (1 + \omega)\|x\|^2_M + \frac{1 + \omega}{\omega} \|y\|^2_M \).

Let \( M \in \mathcal{M}(\mathcal{H}) \), \( x \in \mathcal{H} \), and \( S \subset \mathcal{H} \) be a nonempty closed convex set. The \( M \)-induced projection of \( x \) onto the set \( S \) is defined as \( \Pi_S^M x = \arg \min_{y \in S} \|x - y\|^2_M \), and the \( M \)-induced distance from \( x \) to \( S \) is defined by \( \text{dist}_M(x, S) = \|x - \Pi_S^M x\|^2_M \).

The notation \( 2^\mathcal{H} \) denotes the power set of \( \mathcal{H} \). A map \( A : \mathcal{H} \to 2^\mathcal{H} \) is characterized by its graph \( \text{gra}(A) = \{(x, u) \in \mathcal{H} \times \mathcal{H} : u \in Ax \} \). An operator \( A : \mathcal{H} \to 2^\mathcal{H} \) is monotone if \( \langle u - v, x - y \rangle \geq 0 \) for all \( (x, u), (y, v) \in \text{gra}(A) \). A monotone operator \( A : \mathcal{H} \to 2^\mathcal{H} \) is maximally monotone if there exists no monotone operator \( B : \mathcal{H} \to 2^\mathcal{H} \) such that \( \text{gra}(B) \) properly contains \( \text{gra}(A) \).

Let \( M \in \mathcal{M}(\mathcal{H}) \). An operator \( T : \mathcal{H} \to \mathcal{H} \) is said to be...
(i) $L$-Lipschitz continuous ($L \geq 0$) w.r.t. $\|\cdot\|_M$ if

$$\|Tx - Ty\|_{M^{-1}} \leq L\|x - y\|_M$$

for all $x, y \in \mathcal{H}$;

(ii) $\frac{1}{\beta}$-cocoercive ($\beta > 0$) w.r.t. $\|\cdot\|_M$ if

$$\langle Tx - Ty, x - y \rangle \geq \frac{1}{\beta} \|Tx - Ty\|_M^{2}$$

for all $x, y \in \mathcal{H}$;

(iii) nonexpansive if it is 1-Lipschitz continuous w.r.t. $\|\cdot\|$;

(iv) firmly nonexpansive if

$$\|Tx - Ty\|^2 + \|(Id - T)x - (Id - T)y\|^2 \leq \|x - y\|^2$$

for all $x, y \in \mathcal{H}$.

By the Cauchy–Schwarz inequality, a $\frac{1}{\beta}$-cocoercive operator is $\beta$-Lipschitz continuous. The resolvent of a maximally monotone operator $A: \mathcal{H} \to 2^{\mathcal{H}}$ is denoted by $J_{\gamma A}: \mathcal{H} \to \mathcal{H}$ and defined as $J_{\gamma A} := (Id + \gamma A)^{-1}$. $J_{\gamma A}$ has full domain, is firmly nonexpansive [5, Corollary 23.8], and is single-valued.

### 3 Forward–backward splitting with deviations

We consider structured monotone inclusion problems of the form

$$0 \in Ax + Cx,$$  \hspace{1cm} (5)

that satisfy the following assumptions.

**Assumption 1.** Assume that $\beta > 0$,  

(i) $A: \mathcal{H} \to 2^{\mathcal{H}}$ is maximally monotone.

(ii) $C: \mathcal{H} \to \mathcal{H}$ is $\frac{1}{\beta}$-cocoercive with respect to $\|\cdot\|_M$ with $M \in \mathcal{M}(\mathcal{H})$.

(iii) The solution set $\text{zer}(A + C) := \{x \in \mathcal{H} : 0 \in Ax + Cx\}$ is nonempty.

Observe that, as a cocoercive operator is maximally monotone [5, Corollary 20.28], and since $C$ has a full domain, the operator $A + C$ is maximally monotone [5, Corollary 25.5].

We present and prove convergence for the following extended variant of FB splitting for solving (5).
Algorithm 1 Forward–backward splitting with deviations

1: **Input:** initial point \( x_0 \in \mathcal{H} \), the sequences \((\zeta_n)_{n \in \mathbb{N}}, (\lambda_n)_{n \in \mathbb{N}}, \text{ and } (\gamma_n)_{n \in \mathbb{N}}\) as per Assumption 2 and the metric \( \| \cdot \|_M \) with \( M \in \mathcal{M}(\mathcal{H}) \).

2: **set:** \( u_0 = v_0 = 0 \)

3: for \( n = 0, 1, 2, \ldots \) do

4: \( y_n = x_n + u_n \)

5: \( z_n = x_n + \frac{(1-\lambda_n)\gamma_n}{2-\lambda_n\gamma_n} u_n + v_n \)

6: \( p_n = (M + \gamma_n A)^{-1}(Mz_n - \gamma_n C y_n) \)

7: \( x_{n+1} = x_n + \lambda_n(p_n - z_n) \)

8: choose \( u_{n+1} \) and \( v_{n+1} \) such that

\[
\frac{\lambda_{n+1} \gamma_{n+1} \beta}{2-\lambda_{n+1} \gamma_{n+1} \beta} \|u_{n+1}\|_M^2 + \frac{\lambda_{n+1} (2-\lambda_{n+1} \gamma_{n+1} \beta)}{4-2\lambda_{n+1} \gamma_{n+1} \beta} \|v_{n+1}\|_M^2 \leq \zeta_n \ell_n^2
\]  

(6)

is satisfied, where

\[
\ell_n^2 = \frac{\lambda_n (4-2\lambda_n \gamma_n \beta)}{2} \|p_n - x_n + \frac{\lambda_n \gamma_n \beta}{2-\lambda_n \gamma_n \beta} u_n - \frac{2(1-\lambda_n)}{4-2\lambda_n - \gamma_n \beta} v_n\|_M^2
\]  

(7)

9: **end for**

Our convergence analysis requires that the parameter sequences \((\zeta_n)_{n \in \mathbb{N}}, (\lambda_n)_{n \in \mathbb{N}}, \text{ and } (\gamma_n)_{n \in \mathbb{N}}\) satisfy the following assumption.

**Assumption 2.** Choose \( \epsilon \in \left(0, \min \left(1, \frac{4}{3\beta} \right) \right) \), and assume that, for all \( n \in \mathbb{N} \), the following hold:

(i) \( 0 \leq \zeta_n \leq 1 - \epsilon \);

(ii) \( \epsilon \leq \gamma_n \leq \frac{4-3\epsilon}{\beta} \); and

(iii) \( \epsilon \leq \lambda_n \leq 2 - \frac{\gamma_n \beta}{2} - \frac{\epsilon}{2} \).

The sequence \((\zeta_n)_{n \in \mathbb{N}}\) relates the norm of the deviation vector \((u_{n+1}, v_{n+1})\) in (6) to its maximum permissible value; \((\gamma_n)_{n \in \mathbb{N}}\) is a sequence of step-size parameters for the FB step (6); and \((\lambda_n)_{n \in \mathbb{N}}\) can be seen as a sequence of relaxation parameters for \((x_n)_{n \in \mathbb{N}}\) in step 7.

For our convergence analysis in Section 4, we have to choose these sequences in such a way that all the coefficients multiplying the norms in (6) and (7) have a positive lower bound. Indeed, if \((\gamma_n)_{n \in \mathbb{N}}\) and \((\lambda_n)_{n \in \mathbb{N}}\) satisfy Assumption 2 then

\[
4 - 2\lambda_n - \gamma_n \beta \geq \epsilon
\]  

(8)

and

\[
2 - \lambda_n \gamma_n \beta \geq 2 - \left(2 - \frac{\gamma_n \beta}{2} - \frac{\epsilon}{2}\right) \gamma_n \beta = \frac{\epsilon \gamma_n \beta}{2} + 2 \left(1 - \frac{\gamma_n \beta}{2}\right)^2 \geq \frac{\epsilon^2 \beta}{2}.
\]  

(9)

Algorithm 1 handles the evaluation of \( C \) and \( A \) in step 6 differently than the standard FB method 2 in two ways. First, the operator \( M \) acts as a
preconditioning for the resolvent of $A$, and secondly, the points $y_n$ and $z_n$ can be different. Algorithm 1 also allows for deviations $u_n$ and $v_n$, which can be seen as design parameters of the algorithm. They can in general be chosen in a subset of $\mathcal{H}$ with non-empty interior (if $\ell^2_n > 0$ in step 8). Hence, the degrees of freedom in the parameter choice are determined by the dimension of $\mathcal{H}$. It is important to note that the upper bound $\ell^2_n$, as it is seen from (7), is computable at the time of selecting $u_{n+1}$ and $v_{n+1}$. See [31] for a generalization of Algorithm 1.

Below, we present some special cases of our method. We defer a more detailed discussion on special cases to Section 5.

**Example 1.** With the trivial choice of $u_{n+1} = v_{n+1} = 0$, the condition (6) is already satisfied, and Algorithm 1 reduces to the relaxed preconditioned FB iteration

$$p_n = (M + \gamma_n A)^{-1}(Mx_n - \gamma_n Cx_n),$$

$$x_{n+1} = x_n + \lambda_n(p_n - x_n).$$

With $M = \text{Id}$ and $\lambda_n = 1 \ (n \in \mathbb{N})$, we recover (2).

**Example 2.** With $M = \text{Id}$, $\gamma_n = \frac{2}{\beta}$, $\lambda_n = 1$, $v_n = u_n$, and $\zeta_n = 1 - \epsilon \ (n \in \mathbb{N})$, we recover the simplified version from (3) in Section 1. It is easy to see that this choice satisfies Assumption 2.

**Example 3 (no relaxation).** With $\lambda_n = 1$ for all $n \in \mathbb{N}$, Algorithm 1 simplifies to the iteration

$$p_n = (M + \gamma_n A)^{-1}(Mx_n + v_n - \gamma_n C(x_n + u_n)),$$

$$x_{n+1} = p_n - v_n$$

with the norm condition

$$\frac{\gamma_n+1}{2-\gamma_n+1}\|u_{n+1}\|^2_M + \|v_{n+1}\|^2_M \leq \frac{\zeta_n}{2} \left\| p_n - x_n + \frac{\gamma_n \beta}{2} u_n \right\|^2_M.$$

**Example 4 (forward iteration with deviations).** With $Ax = \{0\}$ for all $x \in \mathcal{H}$, $v_n = 0$, and $\gamma_n = 2/\beta$ for all $n \in \mathbb{N}$, Algorithm 1 simplifies to the iteration

$$y_n = x_n + u_n,$$

$$x_{n+1} = x_n - \frac{2\lambda_n}{\beta} M^{-1}Cy_n$$

with the norm condition

$$\frac{\lambda_n+1}{1-\lambda_n} \|u_{n+1}\|^2_M \leq \zeta_n \lambda_n (1 - \lambda_n) \left\| p_n - x_n - \frac{2\lambda_n}{\beta} M^{-1}Cy_n \right\|^2_M.$$

**Example 5 (backward iteration with derivations).** With $Cx = 0$ for all $x \in \mathcal{H}$ and $u_n = 0$ for all $n \in \mathbb{N}$, Algorithm 1 simplifies to the iteration

$$p_n = (M + \gamma_n A)^{-1}M(x_n + v_n),$$

$$x_{n+1} = x_n + \lambda_n(p_n - x_n - v_n).$$
Since $C$ is $1/\beta$-cocoercive for all $\beta > 0$, it is possible to set $\beta = 0$ in the norm condition, which then takes the form
\[
\frac{\lambda_{n+1}}{2 - \lambda_{n+1}} \|v_{n+1}\|_M^2 \leq \zeta_n \lambda_n (2 - \lambda_n) \left\| p_n - x_n - \frac{1 - \lambda_n}{2 - \lambda_n} v_n \right\|_M^2.
\]

**Remark 1.** Many works exist that allow for error terms in FB algorithms [13, 28, 39, 38]. Convergence is often based on a summability argument so that any summable sequence of errors is allowed. The strength of our condition (6) is that it is iteration-wise; hence, arbitrary large errors would not be accepted. A major difference is that our algorithm does not treat the deviations as errors or inaccuracies in the computation. Instead, they are introduced to allow for actively selecting the deviations with the aim to improve performance.

### 4 Convergence analysis

In this section, we provide a convergence analysis for Algorithm 1. We start by describing the points in the graph of $A + C$ constructed by Algorithm 1 (Lemma 1) and introducing a Lyapunov inequality in Lemma 2. Both results are later used to show weak convergence in Theorem 1 and strong and linear convergence under a metric subregularity assumption in Theorem 2.

**Lemma 1.** Suppose that Assumption 1 holds. Let $(x_n)_{n \in \mathbb{N}}$, $(y_n)_{n \in \mathbb{N}}$, $(z_n)_{n \in \mathbb{N}}$, and $(p_n)_{n \in \mathbb{N}}$ be sequences generated by Algorithm 1. Then, for all $n \in \mathbb{N}$, $(p_n, \Delta_n) \in \text{gra}(A + C)$, where
\[
\Delta_n := \frac{Mz_n - Mp_n}{\gamma_n} - (Cy_n - Cp_n).
\]

Moreover,
\[
\|\Delta_n\|_{M^{-1}} \leq \frac{1}{2\gamma_n} \left\| (2 - \beta \gamma_n)(x_n - p_n) - \frac{\lambda_n \gamma_n (2 - \gamma_n \beta)}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right\|_M + \beta \|y_n - p_n\|_M
\]
\[
= \frac{1}{2\gamma_n} \left\| (2 - \beta \gamma_n)(x_n - p_n) - \frac{\lambda_n \gamma_n (2 - \gamma_n \beta)}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right\|_M
\]
\[
+ \beta \|x_n - p_n + u_n\|_M.
\]

Before we prove Lemma 1, note that the right-hand side of (10) only contains data that is computed in Algorithm 1, whereas evaluating $\Delta_n$ requires the knowledge of $Cp_n$. Therefore, (10) can be used to check the accuracy of the current iteration or to define a stopping criterion without any extra evaluations of $C$.

In Example 2, (10) reduces to
\[
\|\Delta_n\| \leq \beta \|y_n - p_n\| = \beta \left\| \left( \text{Id} - \left( \text{Id} + \frac{1}{\beta} A \right)^{-1} \circ \left( \text{Id} - \frac{1}{\beta} C \right) \right) y_n \right\|.
\]
Hence, the right-hand side of (10) plays the role of a residual for the iteration in Algorithm 1.

**Proof of Lemma 2** Let $n \in \mathbb{N}$. Step 6 in Algorithm 1 is equivalent to the inclusion

$$
Mz_n - Mp_n - C y_n \in A p_n,
$$

(11)

to which adding $C p_n$ on both sides yields the desired inclusion $\Delta_n \in (A + C) p_n$. Furthermore, we have

\[
\begin{align*}
\|\Delta_n\|_{M^{-1}}^2 & - \left(1 + \frac{1}{2\gamma_n^2}\|2(z_n - p_n) - \beta\gamma_n(y_n - p_n)\|_M^2 + \frac{\beta}{2}\|y_n - p_n\|_M^2\right)^2 \\
= & \frac{1}{\gamma_n^2}\|z_n - p_n\|_M^2 + \|C y_n - C p_n\|_{M^{-1}}^2 - \frac{2}{\gamma_n}(z_n - p_n, C y_n - C p_n) \\
& - \frac{\beta}{2\gamma_n^2}\|y_n - p_n\|_M^2 + \frac{\beta\gamma_n}{2}(z_n - p_n, y_n - p_n)_M \\
& - \frac{1}{4\gamma_n}\|2(z_n - p_n) - \beta\gamma_n(y_n - p_n)\|_M^2 - \frac{\beta^2}{4}\|y_n - p_n\|_M^2 \\
& = \|C y_n - C p_n\|_{M^{-1}}^2 - \frac{2}{\gamma_n}(z_n - p_n, C y_n - C p_n) \\
& - \frac{\beta^2}{2}\|y_n - p_n\|_M^2 + \frac{\beta}{2\gamma_n}(z_n - p_n, y_n - p_n)_M \\
& - \frac{\beta}{2\gamma_n}\|2(z_n - p_n) - \beta\gamma_n(y_n - p_n)\|_M\|y_n - p_n\|_M \\
& + \frac{1}{\gamma_n}\left(2(z_n - p_n) - \beta\gamma_n(y_n - p_n)_M, \frac{\beta}{2}M(y_n - p_n) - (C y_n - C p_n)\right)_M \\
& - \frac{\beta}{2\gamma_n}\|2(z_n - p_n) - \beta\gamma_n(y_n - p_n)\|_M\|y_n - p_n\|_M.
\end{align*}
\]

(12)

Notice that, by the $1/\beta$-cocoercivity of $C$ w.r.t. $\|\cdot\|_M$,

$$
\|y_n - p_n\|_M \geq \frac{2}{\beta}\|C y_n - C p_n - \frac{\beta}{2}M(y_n - p_n)\|_{M^{-1}}.
$$

(13)

The inequality part in (10) then follows from (12), using the $1/\beta$-cocoercivity again, inserting (13), and applying the Cauchy–Schwarz inequality. The equality in (10) is easily obtained by inserting the definitions of $y_n$ and $z_n$. $\square$

**Lemma 2** (Lyapunov inequality). Suppose that Assumptions 1 and 2 hold. Let $(x_n)_{n\in\mathbb{N}}, (u_n)_{n\in\mathbb{N}}, (v_n)_{n\in\mathbb{N}}, (\ell_n^2)_{n\in\mathbb{N}}$ be sequences generated by Algorithm 1 and $x^*$ be an arbitrary point in zero $(A + C)$. Then,

\[
\|x_{n+1} - x^*\|_M + \ell_n^2 \leq \|x_n - x^*\|_M + \frac{\lambda_n\gamma_n^2}{2 - \lambda_n\gamma_n^2}\|u_n\|_M^2 + \frac{\lambda_n(2 - \lambda_n\gamma_n^2)}{4 - 2\lambda_n - \gamma_n^2}\|v_n\|_M^2
\]

(14)

9
and
\[ \|x_{n+1} - x^*\|^2_M + \ell_n^2 \leq \|x_n - x^*\|^2_M + \zeta_n \ell_{n-1}^2 \] (15)
hold for all \( n \in \mathbb{N} \).

**Proof.** Let \( n \in \mathbb{N} \) be arbitrary. Step 6 in Algorithm 1 is equivalent to the inclusion
\[ \frac{Mz_n - Mp_n}{\gamma_n} - Cy_n \in Ap_n. \] (16)
Since \( x^* \in \text{zer}(A + C) \), we also have
\[ -Cx^* \in Ax^*. \] (17)
Using (16), (17), and the monotonicity of \( A \) gives
\[ 0 \leq \left\langle \frac{Mz_n - Mp_n}{\gamma_n} - Cy_n + Cx^*, p_n - x^* \right\rangle. \] (18)
By the \( 1/\beta \)-cocoercivity of \( C \) w.r.t. \( \| \cdot \|_M \) we have
\[ \frac{1}{\beta} \|Cy_n - Cx^*\|_M^2 \leq \langle Cy_n - Cx^*, y_n - x^* \rangle. \] (19)
Adding (18) and (19) yields
\[ 0 \leq \left\langle \frac{Mz_n - Mp_n}{\gamma_n}, p_n - x^* \right\rangle + \langle Cy_n - Cx^*, y_n - p_n \rangle - \frac{1}{\beta} \|Cy_n - Cx^*\|_M^2. \]
Then, from step 7 in Algorithm 1 we substitute \( z_n - p_n = \frac{1}{x_n}(x_n - x_{n+1}) \) to obtain
\[
0 \leq \frac{1}{2 \gamma_n \lambda_n} \langle x_n - x_{n+1}, p_n - x^* \rangle_M + \langle Cy_n - Cx^*, y_n - p_n \rangle - \frac{1}{\beta} \|Cy_n - Cx^*\|_M^2.
\]
where we use the identity \( 2(a - b, c - d)_M = \|a - d\|_M^2 + \|b - c\|_M^2 - \|a - c\|_M^2 - \|b - d\|_M^2 \) for all \( a, b, c, d \in \mathcal{H} \) and Young’s inequality. Multiplying both sides of the last inequality by \( 2 \gamma_n \lambda_n \) and reordering the terms yield
\[ \|x_{n+1} - x^*\|^2_M - \|x_n - x^*\|^2_M \]
\[ \leq \|x_{n+1} - p_n\|^2_M - \|x_n - p_n\|^2_M + \frac{\lambda_n \gamma_n}{2} \|y_n - p_n\|^2_M \]
\[ = \|x_n - p_n + \lambda_n(p_n - z_n)\|^2_M - \|x_n - p_n\|^2_M + \frac{\lambda_n \gamma_n}{2} \|y_n - p_n\|^2_M \]
\[ = \lambda_n^2 \|p_n - z_n\|^2_M + 2 \lambda_n \langle x_n - p_n, p_n - z_n \rangle_M + \frac{\lambda_n \gamma_n}{2} \|y_n - p_n\|^2_M \]
\[ = -\lambda_n (2 - \lambda_n) \|p_n - z_n\|^2_M + 2 \lambda_n \langle p_n - z_n, x_n - z_n \rangle_M + \frac{\lambda_n \gamma_n}{2} \|y_n - p_n\|^2_M \] (20)
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where we, once again, used step 7 in Algorithm 1 to substitute back $x_{n+1} = x_n + \lambda_n (p_n - z_n)$ into the expression to the right-hand side of the inequality. Now, using the definitions of $y_n$ and $z_n$ in steps 4 and 5 of Algorithm 1, we observe that

$$
\ell_n^2 = \left( \lambda_n (2 - \lambda_n) - \frac{\lambda_n \gamma_n \beta}{2} \right) \left| p_n - x_n + \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n + \frac{2(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M \tag{21}
$$

$$= \lambda_n (2 - \lambda_n) \left| p_n - z_n \right|^2_M + \lambda_n (2 - \lambda_n) \left| \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2 - 2 \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M$$

$$+ 2 \lambda_n (2 - \lambda_n) \left( p_n - z_n, \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2 - 2 \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right)_M$$

$$- \frac{\lambda_n \gamma_n \beta}{2} \left| p_n - y_n \right|^2_M - \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n + \frac{2(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M$$

$$- \lambda_n \gamma_n \beta \left( p_n - y_n, \frac{2}{2 - \lambda_n \gamma_n \beta} u_n + \frac{2(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right)_M.$$ 

We can estimate the left-hand side of (14) by adding (20) and (21). Let us do this step by step. First, let us look at the two inner products with $p_n - z_n$.

$$2 \lambda_n \left( p_n - z_n, x_n - z_n + (2 - \lambda_n) \left( \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2 - 2 \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right) \right)_M$$

$$= 2 \lambda_n \left( p_n - z_n, \frac{\gamma_n \beta(2 - \lambda_n)}{2 - \lambda_n \gamma_n \beta} u_n - \frac{(1 - \lambda_n) \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} v_n - \left( 1 + \frac{(2 - \lambda_n)(2 - 2 \gamma_n \beta)}{\gamma_n \beta - 2(2 - \lambda_n)} \right) v_n \right)_M$$

$$= 2 \lambda_n \left( p_n - z_n, \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n + \frac{(1 - \lambda_n) \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right)_M.$$

This can be combined with the last term in (21), so that we get

$$\left\| x_{n+1} - x^* \right\|^2_M - \left\| x_n - x^* \right\|^2_M + \ell_n^2 \leq 2 \lambda_n \gamma_n \beta \left( y_n - z_n, \frac{1}{2 - \lambda_n \gamma_n \beta} u_n + \frac{(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right)_M$$

$$+ \lambda_n (2 - \lambda_n) \left| \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2 - 2 \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M$$

$$- \lambda_n \gamma_n \beta \left| \frac{1}{2 - \lambda_n \gamma_n \beta} u_n + \frac{(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M \tag{22}.$$ 

With $y_n - z_n = \frac{2 - 2 \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - v_n$, the right-hand side of (22) is a quadratic expression in $u_n$ and $v_n$ alone:

$$\left\| x_{n+1} - x^* \right\|^2_M - \left\| x_n - x^* \right\|^2_M + \ell_n^2 \leq 2 \lambda_n \gamma_n \beta \left( \left\| \frac{1 - \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{(1 - \lambda_n)}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right\|_M + \frac{1}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right\|_M$$

$$+ \lambda_n (2 - \lambda_n) \left| \frac{\gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2 - 2 \gamma_n \beta}{\gamma_n \beta - 2(2 - \lambda_n)} v_n \right|^2_M.$$ 

In order to verify (14), it suffices to check the coefficients of $\left\| u_n \right\|^2_M$, $\left\| v_n \right\|^2_M$, and
\[ \langle u_n, v_n \rangle_M \] on the right-hand side. This results in
\[
\|x_{n+1} - x^*\|_M^2 - \|x_n - x^*\|_M^2 + \ell_n^2
\]
\[
\leq 2 \lambda_n \gamma_n \beta (1 - \gamma_n \beta) + \lambda_n \gamma_n \beta (2 - \lambda_n) \|u_n\|_M^2 + \frac{-2 \lambda_n \gamma_n \beta (1 - \gamma_n \beta) (1 - \lambda_n) + \lambda_n (2 - \lambda_n) (2 - \gamma_n \beta)^2}{(2 - \lambda_n \gamma_n \beta)^2} \|v_n\|_M^2 + \frac{2 \lambda_n \gamma_n \beta (1 - \gamma_n \beta) (1 - \lambda_n) - 2 \lambda_n \gamma_n \beta (2 - \lambda_n) (2 - \gamma_n \beta)}{(2 - \lambda_n \gamma_n \beta)^2} \|u_n - x^*\|_M^2 + \frac{2 \lambda_n \gamma_n \beta (2 - \lambda_n) (2 - \gamma_n \beta)}{(2 - \lambda_n \gamma_n \beta)^2} \langle u_n, v_n \rangle_M
\]
showing (14). Finally, (15) follows from inserting (6).

The following theorem is the main convergence result of the paper that guarantees weak convergence for the sequence of iterates obtained from Algorithm 1.

**Theorem 1.** Suppose that Assumptions 1 and 2 hold. Let the sequences \((x_n)_{n \in \mathbb{N}}, (u_n)_{n \in \mathbb{N}}, (v_n)_{n \in \mathbb{N}}, \) and \((\ell_n^2)_{n \in \mathbb{N}}\) be generated by Algorithm 1. Then, the following hold:

(i) The sequence \((\ell_n^2)_{n \in \mathbb{N}}\) is summable and the sequences \((u_n)_{n \in \mathbb{N}}\) and \((v_n)_{n \in \mathbb{N}}\) are convergent to zero.

(ii) For all \(x^* \in \text{zer}(A + C)\), the sequence \((\|x_n - x^*\|_M)_{n \in \mathbb{N}}\) converges.

(iii) The sequence \((x_n)_{n \in \mathbb{N}}\) converges weakly to a point in \(\text{zer}(A + C)\).

**Proof.** We start by proving (14) via a telescoping argument for (15). To this end, let \(N \in \mathbb{N}\). We sum (15) for \(n = 1, 2, \ldots, N\) to obtain
\[
\|x_{N+1} - x^*\|_M^2 + \ell_N^2 + \sum_{n=1}^{N-1} (1 - \zeta_n) \ell_n^2 \leq \|x_1 - x^*\|_M^2 + \zeta_0 \ell_0^2.
\]
Then, rearranging the terms gives
\[
\sum_{n=1}^{N} (1 - \zeta_n) \ell_n^2 \leq \|x_1 - x^*\|_M^2 - \|x_{N+1} - x^*\|_M^2 - \zeta_N \ell_N^2
\]
\[
\leq \|x_1 - x^*\|_M^2 + \zeta_0 \ell_0^2.
\]
Since the right hand side of the last inequality is independent of \(N\), we conclude that
\[
\sum_{n=0}^{\infty} (1 - \zeta_n) \ell_n^2 < \infty,
\]
which, along with \(\zeta_n \leq 1 - \epsilon\) from Assumption 2 implies that
\[
\ell_n^2 \to 0
\]
as \(n \to \infty\). Then, (6) implies that \(u_n \to 0\) and \(v_n \to 0\) as \(n \to \infty\). This proves (14).
The proof of Theorem 1(ii) follows from the property that \(\|x_n - x^*\|_M^2 + \ell_n^2 \leq \|x_n - x^*\|_M^2 + \ell_{n-1}^2\), i.e., the sequence \(\left(\|x_n - x^*\|_M^2 + \ell_n^2\right)_{n \in \mathbb{N}}\) is nonincreasing. As it is also nonnegative, it is convergent, say \(\|x_n - x^*\|_M^2 + \ell_n^2 \to \ell_{x^*} \geq 0\) as \(n \to \infty\). Moreover, \(\ell_n^2 \to 0\) by Theorem 1(i) as \(n \to \infty\), so \(\|x_n - x^*\|_M^2 \to \ell_{x^*}\), proving Theorem 1(ii).

For the proof of Theorem 1(iii) recall that \((p_n, \Delta_n) \in \text{gra}(A+C)\) for all \(n \in \mathbb{N}\) by Lemma 1. Now, by (8), we have \(\frac{\lambda_n(4 - 2\gamma_n \gamma_n)}{2 - 2\lambda_n - \gamma_n \beta} \geq \epsilon^2 / 2\) for all \(n \in \mathbb{N}\). By this and \(\ell_n \to 0\) as \(n \to \infty\), we have that
\[
p_n - x_n + \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n + \frac{2(\lambda_n - 1) \gamma_n \beta}{4 - 2\lambda_n - \gamma_n \beta} v_n \to 0.
\]
Next, from \(u_n \to 0\) and \(v_n \to 0\), together with (8) and (9), we conclude that \(p_n - x_n \to 0\) as \(n \to \infty\). Then, by Lemma 4
\[
\|\Delta_n\|_M^{-1} \leq \frac{1}{2\gamma_n} \left\| (2 - \beta \gamma_n) (x_n - p_n) - \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right\|_M
\]
\[
\quad \quad \quad \quad \quad + \frac{\beta}{2} \|x_n - p_n + u_n\|_M,
\]
hence, \(\Delta_n \to 0\) as \(n \to \infty\).

Now, from Theorem 1(ii) we know that \(\left(\|x_n - x^*\|_M^2\right)_{n \in \mathbb{N}}\) is convergent, which implies that the sequence \((x_n)_{n \in \mathbb{N}}\) is bounded. Therefore, the latter has at least one weakly convergent subsequence \((x_{k_n})_{n \in \mathbb{N}}\), say \(x_{k_n} \rightharpoonup x^\ast_{wc} \in \mathcal{H}\) as \(n \to \infty\). By the arguments above, we have \(p_{k_n} \to x^\ast_{wc}\) and \(\Delta_{k_n} \to 0\). Therefore, \((x^\ast_{wc}, 0) \in \text{gra}(A+C)\) by the weak–strong closedness of \(\text{gra}(A+C)\) [5, Proposition 20.38]. Then, Theorem 1(iii) follows from [5 Lemma 2.47], and the proof is complete.

### 4.1 Linear convergence

In this section, we show the linear convergence of Algorithm 1 under the following metric subregularity assumption.

**Definition 1 (M-metric subregularity).** Let \(M \in \mathcal{M}(\mathcal{H})\). A mapping \(T : \mathcal{H} \to 2^\mathcal{H}\) is called \(M\)-metrically subregular at \(x^\ast\) for \(y^\ast\) if \((x^\ast, y^\ast) \in \text{gra}(T)\) and there exists a \(\kappa \geq 0\) along with neighborhoods \(U\) of \(x^\ast\) and \(V\) of \(y^\ast\) such that
\[
\text{dist}_M(x, T^{-1}(y^\ast)) \leq \kappa \text{dist}^{-1}_M(y^\ast, T(x) \cap V)
\]
for all \(x \in U\).
This definition is equivalent to that in [14], but uses the $M$- and $M^{-1}$-induced norm distances instead of the standard canonical norm distance. Using this definition simplifies the notation in the linear convergence analysis. Metric subregularity is an important notion in numerical analysis. For a set-valued operator $T$ and an input vector $\bar{y}$, it simply provides an upper bound of how far a point $x$ is from being a solution to inclusion problem $\bar{y} \in T(x)$. This upper bound is given by [24] in terms of the distance of $T(x)$ from the input vector $\bar{y}$. For a detailed discussion on this subject, see [14].

**Theorem 2** (linear convergence). Consider the monotone inclusion problem [5] and suppose that Assumptions 2 and 3 hold, that $A + C$ is $M$-metrically subregular at all $x^* \in \text{zer}(A + C)$ for 0, and that either $\mathcal{H}$ is finite-dimensional or that in Definition 7 the neighborhood $\mathcal{U}$ at all $x^* \in \text{zer}(A + C)$ is the whole space $\mathcal{H}$. Then, there exists $0 \leq q < 1$ such that the following statements hold.

(i) There exists $0 < \delta < 1$ such that

$$
dist_M^2(x_{n+1}, \text{zer}(A + C)) + (1 - \delta)\ell_n^2 
\leq q \left( dist_M^2(x_n, \text{zer}(A + C)) + (1 - \delta)\ell_{n-1}^2 \right)
$$

for all $n \geq 1$;

(ii) there exist $x^* \in \text{zer}(A + C)$ and $c > 0$ such that $\|x_n - x^*\|^2 \leq cq^n$ for all $n \geq 1$. Hence, $x_n \to x^*$ even if $\mathcal{H}$ is infinite-dimensional.

**Proof.** We start by proving (i). Let $x^* \in \text{zer}(A + C)$ be the weak cluster point of the sequences $(x_n)_{n \in \mathbb{N}}$ and $(p_n)_{n \in \mathbb{N}}$ according to Theorem 4. From the metric subregularity of $A + C$ at $x^*$ for 0, we get $\kappa \geq 0$ and neighborhoods $\mathcal{U}$ of $x^*$ and $\mathcal{V}$ of 0 such that

$$
dist_M(x, \text{zer}(A + C)) \leq \kappa \text{dist}_{M^{-1}}(0, (A + C)(x) \cap \mathcal{V})
$$

(25)

for all $x \in \mathcal{U}$.

If $\mathcal{H}$ is finite-dimensional, then $p_n \to x^*$, and there exists $n_0 \in \mathbb{N}$ such that $p_n \in \mathcal{U}$ for all $n \geq n_0$. If $\mathcal{H}$ is infinite-dimensional, then $\mathcal{U} = \mathcal{H}$, and $p_n \in \mathcal{U}$ for all $n \in \mathbb{N}$.

Now, Lemma 1 gives $\Delta_n \in (A + C)p_n$ for all $n \in \mathbb{N}$, and $\Delta_n \to 0$ by the proof of Theorem 1. Let $n_0 \in \mathbb{N}$ be chosen such that $\Delta_n \in \mathcal{V}$ in addition to $p_n \in \mathcal{U}$ for all $n \geq n_0$. Setting $x = p_n$ in (25) hence gives

$$
dist_M(p_n, \text{zer}(A + C)) 
\leq \kappa \text{dist}_{M^{-1}}(0, (A + C)(p_n) \cap \mathcal{V}) 
\leq \kappa \|\Delta_n\|_{M^{-1}} 
\leq \frac{\kappa}{2\gamma_n} \left( (2 - \beta \gamma_n)(x_n - p_n) - \frac{\lambda_n \gamma_n \beta(2 - \gamma_n \beta)}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right)_{M} 
\quad + \frac{\beta \kappa}{2} \|x_n - p_n + u\|_{M}
$$

(26)
for all $n \geq n_0$, where we used (10) in the last step. From Lemma 2 we have that

$$\|x_{n+1} - x^*\|_M^2 + \ell_n^2 \leq \|x_n - x^*\|_M^2 + \zeta_{n-1} \ell_{n-1}^2.$$  \hspace{1cm} (27)

Now, set $x^*_n := \Pi_{\zer(A+C)}^n(x_n)$. Then, from (27), we get

$$\text{dist}^2_M(x_{n+1}, \zer(A+C)) + \ell_n^2 \leq \|x_{n+1} - x^*_n\|_M^2 + \ell_n^2 \leq \|x_n - x^*_n\|_M^2 + \zeta_{n-1} \ell_{n-1}^2 = \text{dist}^2_M(x_n, \zer(A+C)) + \zeta_{n-1} \ell_{n-1}^2.$$  \hspace{1cm} (28)

Next, we will estimate both sides of (26) in terms of $\text{dist}^2_M(x_n, \zer(A+C))$, $\ell_n^2$, and $\ell_{n-1}^2$. Let $p^*_n := \Pi_{\zer(A+C)}^n(p_n)$. Then, since $\Pi_{\zer(A+C)}$ is the projection onto a convex set w.r.t. the $M$-induced metric, [5] Theorem 3.16 yields

$$\text{dist}^2_M(p_n, \zer(A+C)) \geq \|p_n - p^*_n\|_M^2 - 2(x_n - x_n, p_n - p^*_n)_M = \|p_n - p^*_n\|_M^2 - 2(x_n - x_n, p_n - p^*_n)_M - 2(x_n - x_n)_M \leq \|x_n - x^*_n\|_M^2 - 2(x_n - x_n)_M \geq \frac{1}{2} \|x_n - x^*_n\|_M^2 - 2\|p_n - x_n\|_M^2,$$

where we used Young’s inequality in the last step. Combining this with (26) gives

$$\frac{1}{2} \text{dist}^2_M(x_n, \zer(A+C)) \leq \frac{\kappa}{2\gamma_n} \left| (2 - \beta \gamma_n)(x_n - p_n) - \frac{\lambda_n \gamma_n \beta (2 - \gamma_n \beta)}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right|_M^2 \leq \frac{\beta \kappa}{2} \|x_n - p_n + u_n\|_M^2 + 2\|p_n - x_n\|_M^2 \leq \frac{\kappa^2}{2\gamma_n^2} \left| (2 - \beta \gamma_n)(x_n - p_n) - \frac{\lambda_n \gamma_n \beta (2 - \gamma_n \beta)}{2 - \lambda_n \gamma_n \beta} u_n + 2v_n \right|_M^2 \leq \frac{\beta^2 \kappa^2}{2} \|x_n - p_n + u_n\|_M^2 + 2\|p_n - x_n\|_M^2,$$

where we used Young’s inequality in the last step. It remains to estimate the right-hand side of (29) in terms of $\ell_n^2$ and $\ell_{n-1}^2$. To this end, we use the following lemma.

**Lemma 3.** Let $(x_n)_{n \in \mathbb{N}}$, $(p_n)_{n \in \mathbb{N}}$, $(u_n)_{n \in \mathbb{N}}$, $(v_n)_{n \in \mathbb{N}}$, and $(\ell_n^2)_{n \in \mathbb{N}}$ be generated by Algorithm 1 under Assumption 3 and let $(a_n)_{n \in \mathbb{N}}$, $(b_n)_{n \in \mathbb{N}}$, and $(\ell_n)_{n \in \mathbb{N}}$ be bounded sequences of real numbers. Then there exist $c_1, c_2 > 0$ (which do not depend on $n$) such that

$$\|a_n(p_n - x_n) + b_n u_n + c_n v_n\|_M^2 \leq c_1 \ell_n^2 + c_2 \ell_{n-1}^2.$$
Proof. The assertion is proven by repeatedly applying Young’s inequality and subsequently using the norm condition (6):

\[ \|a_n(p_n - x_n) + b_n u_n + c_n v_n\|_M^2 \]

\[ = \|a_n \left( p_n - x_n + \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} v_n \right) \]

\[ + \left( b_n - \frac{\lambda_n \gamma_n \beta a_n}{2 - \lambda_n \gamma_n \beta} \right) u_n + \left( c_n + \frac{2a_n(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} \right) v_n \|_M^2 \]

\[ \leq 2a_n^2 \|p_n - x_n + \frac{\lambda_n \gamma_n \beta}{2 - \lambda_n \gamma_n \beta} u_n - \frac{2(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} v_n\|_M^2 \]

\[ + 2 \left\| \left( b_n - \frac{\lambda_n \gamma_n \beta a_n}{2 - \lambda_n \gamma_n \beta} \right) u_n + \left( c_n + \frac{2a_n(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} \right) v_n \right\|_M^2 \]

\[ \leq \frac{4a_n^2}{\lambda_n(4 - 2 \lambda_n - \gamma_n \beta)} \ell_n^2 \]

\[ + 4 \left( b_n - \frac{\lambda_n \gamma_n \beta a_n}{2 - \lambda_n \gamma_n \beta} \right)^2 \|u_n\|_M^2 + 4 \left( c_n + \frac{2a_n(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} \right)^2 \|v_n\|_M^2 \]

\[ \leq \frac{4a_n^2}{\lambda_n(4 - 2 \lambda_n - \gamma_n \beta)} \ell_n^2 + 4d_n \zeta_n - 1 \ell_n^2 \]

with

\[ d_n := \max \left\{ \frac{2 - \lambda_n \gamma_n \beta}{\lambda_n \gamma_n \beta} \left( b_n - \frac{\lambda_n \gamma_n \beta a_n}{2 - \lambda_n \gamma_n \beta} \right)^2 , \right. \]

\[ \left. \frac{4 - 2 \lambda_n - \gamma_n \beta}{\lambda_n(2 - \lambda_n \gamma_n \beta)} \left( c_n + \frac{2a_n(1 - \lambda_n)}{4 - 2 \lambda_n - \gamma_n \beta} \right)^2 \right\} \].

It is straightforward to show, by using Assumption 2, that \( \frac{4a_n^2}{\lambda_n(4 - 2 \lambda_n - \gamma_n \beta)} \) and \( 4d_n \zeta_n - 1 \ell_n^2 \) are bounded, completing the proof.

Now, we are in the position to complete the argument of this section’s main result.

Proof of Theorem 2 continued. Since all the relevant coefficients on the right-hand side of (29) are bounded due to Assumption 2 using Lemma 3 on all the norms and combining the results yields \( c_1, c_2 > 0 \) such that

\[ \frac{1}{2} \text{dist}_M^2(x_n, \text{zer}(A + C)) \leq c_1 \ell_n^2 + c_2 \ell_n^2 \text{.} \]
Multiplying this with any $\delta' > 0$ and adding $28$ gives
\[
\text{dist}_M^2(x_{n+1}, \text{zer}(A + C)) + (1 - \delta' c_1)\ell_n^2 \\
\leq \left(1 - \frac{\delta'}{2}\right)\text{dist}_M^2(x_n, \text{zer}(A + C)) + (\zeta_{n-1} + \delta' c_2)\ell_{n-1}^2 \\
\leq \left(1 - \frac{\delta'}{2}\right)\text{dist}_M^2(x_n, \text{zer}(A + C)) + (1 - \epsilon + \delta' c_2)\ell_{n-1}^2.
\]
Choosing (for example) $\delta'$ as the smaller of the two solutions to
\[
\left(1 - \frac{\delta'}{2}\right)(1 - \delta' c_1) = (1 - \epsilon + \delta' c_2),
\]
namely
\[
\delta' = \frac{1 + 2c_1 + 2c_2}{2c_1} - \sqrt{\frac{(1 + 2c_1 + 2c_2)^2 - 2\epsilon}{4c_1^2}},
\]
proves Item (i) with $\delta = \delta' c_1$ and $q = 1 - \delta'/2$. For the proof of Item (ii) choose $c_1', c_2' > 0$ according to Lemma 3 such that
\[
\|x_{n+1} - x_n\|^2_M = \lambda_n^2\|p_n - x_n - \frac{1 - \lambda_n}{2 - \lambda_n \gamma_n \beta} u_n - v_n\|^2_M \\
\leq c_1' \ell_n + c_2' \ell_{n-1}^2
\]
for all $n \geq 1$. From Item (i) we get $\delta > 0$ and $0 \leq q < 1$ such that
\[
\text{dist}_M^2(x_{n+1}, \text{zer}(A + C)) + (1 - \delta)\ell_n^2 \leq q\left(\text{dist}_M^2(x_n, \text{zer}(A + C)) + (1 - \delta)\ell_{n-1}^2\right)
\]
for all $n \geq 1$. Repeatedly applying this relation gives
\[
\ell_n^2 \leq \frac{1}{1 - \delta}\left(\text{dist}_M^2(x_{n+1}, \text{zer}(A + C)) + (1 - \delta)\ell_n^2\right) \\
\leq \frac{q^n}{1 - \delta}\left(\text{dist}_M^2(x_1, \text{zer}(A + C)) + (1 - \delta)\ell_0^2\right).
\]
Inserting into $31$ and taking square roots on both sides yields
\[
\|x_{n+1} - x_n\|_M \leq q^{n/2}\sqrt{\frac{c_1' + c_2' / q}{1 - \delta}}\left(\text{dist}_M^2(x_1, \text{zer}(A + C)) + (1 - \delta)\ell_0^2\right).
\]
Let us choose $m > n \geq 1$ and apply the triangle inequality,
\[
\|x_m - x_n\|_M \leq \sum_{k=n}^{m-1} \|x_{k+1} - x_k\|_M \\
\leq \sum_{k=n}^{m-1} q^{k/2}\sqrt{\frac{c_1' + c_2' / q}{1 - \delta}}\left(\text{dist}_M^2(x_1, \text{zer}(A + C)) + (1 - \delta)\ell_0^2\right) \\
\leq \sum_{k=n}^{\infty} q^{k/2}\sqrt{\frac{c_1' + c_2' / q}{1 - \delta}}\left(\text{dist}_M^2(x_1, \text{zer}(A + C)) + (1 - \delta)\ell_0^2\right) \\
= q^{n/2}\frac{1}{1 - \sqrt{q}}\sqrt{\frac{c_1' + c_2' / q}{1 - \delta}}\left(\text{dist}_M^2(x_1, \text{zer}(A + C)) + (1 - \delta)\ell_0^2\right)
\]
(32)
showing that \((x_n)_{n \in \mathbb{N}}\) is a Cauchy sequence, hence \(x_n \to x^*\) as \(n \to \infty\) with \(x^*\) from Theorem 1. The other claim of Item (ii) follows by letting \(m \to \infty\) in (32).

**Remark 2.** The analysis in Section 4 requires \(\beta > 0\), but it can in an analogous way be done with the choice \(C = 0\) and \(\beta = 0\) without division by zero, leading to the iteration and safeguarding condition mentioned in Example 5.

## 5 Special cases

In this section, we present some special cases of our algorithm.

### 5.1 Primal–dual splitting with deviations

We are concerned with the primal inclusion problem of finding \(x \in \mathcal{H}\) such that

\[
0 \in Ax + L^*B(Lx) + Cx
\]

under the following assumption.

**Assumption 3.** We assume that

(i) \(A : \mathcal{H} \to 2^{\mathcal{H}}\) is a maximally monotone operator;

(ii) \(B : \mathcal{K} \to 2^{\mathcal{K}}\) is a maximally monotone operator;

(iii) \(L : \mathcal{H} \to \mathcal{K}\) is a bounded linear operator;

(iv) \(C : \mathcal{H} \to \mathcal{H}\) is a \(1/\beta\)-cocoercive operator with respect to \(\|\cdot\|\);

(v) the solution set \(\text{zer}(A + L^*B + C) := \{x \in \mathcal{H} : 0 \in Ax + L^*B(Lx) + Cx\}\) is nonempty.

Problem (33) can be translated to a primal–dual problem [20]: \(x \in \mathcal{H}\) is a solution to (33) if and only if there exists \(\mu \in B(Lx)\) (the dual variable) such that

\[
0 \in Ax + L^*\mu + Cx,
0 \in -Lx + B^{-1}\mu.
\]

Define the primal–dual pair \(w := (x, \mu) \in \mathcal{H} \times \mathcal{K}\). Then, (34) can be restated as

\[
0 \in Aw + Cw,
\]

where (with slight abuse of notation in the infinite-dimensional setting)

\[
A = \begin{bmatrix} A & L^* \\ -L & B^{-1} \end{bmatrix}, \quad C = \begin{bmatrix} C & 0 \\ 0 & 0 \end{bmatrix}.
\]
The operator \( A \) is maximally monotone by [5, Proposition 26.32] and \( C \) is \( 1/\beta \)-cocoercive with respect to the metric \( \| \cdot \|_M \), with
\[
M = \begin{bmatrix}
I & -\tau L^* \\
-\tau L & \tau \sigma^{-1} I
\end{bmatrix}
\] (37)
where \( \sigma, \tau > 0 \) such that \( \sigma \tau \| L \|_2^2 < 1 \).

The translation of (33) to (35) via the two operators \( A \) and \( C \) shows that Algorithm 1 using the metric \( M \) can be used to solve problem (33). We present this special case in Algorithm 2 along with the subsequent result on its convergence.

**Algorithm 2**

1: **Input:** \((x_0, \mu_0) \in \mathcal{H} \times \mathcal{K}\), the sequences \((\lambda_n)_{n \in \mathbb{N}}\) and \((\zeta_n)_{n \in \mathbb{N}}\) as defined in Assumption 2, and \( \sigma, \tau > 0 \) such that \( \sigma \tau \| L \|_2^2 < 1 \).

2: **set:** \( u_{x,0} = v_{x,0} = 0 \), \( v_{\mu,0} = 0 \).

3: **for** \( n = 0, 1, 2, \ldots \) **do**

4: \( \tilde{x}_n = x_n + u_{x,n} \)

5: \[
\begin{bmatrix}
\tilde{x}_n \\
\tilde{\mu}_n
\end{bmatrix} = \begin{bmatrix}
x_n \\
\mu_n
\end{bmatrix} + \begin{bmatrix}
(1-\lambda_n) \frac{\tau^2}{2} u_{x,n} + v_{x,n} \\
\frac{\tau^2}{2} v_{x,n}
\end{bmatrix}
\]

6: \[
\begin{bmatrix}
p_{x,n} \\
p_{\mu,n}
\end{bmatrix} = \begin{bmatrix}
J_{\tau A} (\tilde{x}_n - \tau L^* \tilde{\mu}_n - \tau C \tilde{x}_n) \\
J_{\tau B^{-1}} (\tilde{\mu}_n + \sigma L(2p_{x,n} - \tilde{x}_n))
\end{bmatrix}
\]

7: \[
\begin{bmatrix}
x_{n+1} \\
\mu_{n+1}
\end{bmatrix} = \begin{bmatrix}
x_n \\
\mu_n
\end{bmatrix} + \lambda_n \begin{bmatrix}
p_{x,n} - \frac{\tau}{\sigma} \tilde{x}_n \\
p_{\mu,n} - \frac{\tau}{\sigma} \tilde{\mu}_n
\end{bmatrix}
\]

8: choose \( u_{n+1} = (u_{x,n+1}, u_{\mu,n+1}) \) and \( v_{n+1} = (v_{x,n+1}, v_{\mu,n+1}) \) such that
\[
\begin{aligned}
\frac{\lambda_n}{2-\lambda_n} \| u_{x,n+1} \|^2 + \frac{\lambda_{n+1}}{2-\lambda_{n+1}} \| p_{x,n} \|_M + \frac{\lambda_n}{2-\lambda_n} \| v_{x,n} \|^2 & \\
\leq \zeta_n \frac{\lambda_n}{2-\lambda_n} \| u_{x,n} \|^2 + \frac{\lambda_{n+1}}{2-\lambda_{n+1}} \| p_{x,n} \|_M + \frac{\lambda_{n+1}}{2-\lambda_{n+1}} \| v_{x,n} \|^2 & \\
- \frac{\lambda_n}{2-\lambda_n} \| u_{x,n+1} \|^2 & \\
\end{aligned}
\] (38)

9: **end for**

**Corollary 1.** Consider monotone inclusions (35) and suppose that Assumption 3 holds. Let \((x_n)_{n \in \mathbb{N}}\) and \((\mu_n)_{n \in \mathbb{N}}\) denote the primal and the dual sequences, respectively, that are obtained from Algorithm 2. Then \((x_n)_{n \in \mathbb{N}}\) converges weakly to a point in \( \text{zer}(A + L^* BL + C) \).

**Proof.** In Algorithm 1, replace \( A \) by \( A \) and \( C \) by \( C \) as devised by (36), and substitute \((x_n, \mu_n)\) in place of \( x_n \), and also set \( p_n = (p_{x,n}, p_{\mu,n}) \), \( y_n = (\tilde{x}_n, \mu_n) \),
where $T$ is a nonexpansive operator. Then, by [5] Remark 4.34, Corollary 23.9, there is a maximally monotone operator $A : \mathcal{H} \to 2^\mathcal{H}$ for which $J_{\gamma A} = \frac{1}{2} \text{Id} + \frac{1}{2} T$, with $\gamma > 0$. This correspondence suggests that Algorithm 1 can be used to solve (39). Letting $C = 0$, $\beta = 0$, $M = \text{Id}$, and $u_{\mu} = 0$ for all $n \in \mathbb{N}$ in Algorithm 1 results in Algorithm 3 that can be used to solve problem (39). Weak convergence of Algorithm 3 is shown in Corollary 2.
Corollary 2. Consider the fixed-point problem (39); suppose that its solution set is nonempty and let \( J_{\gamma A} = \frac{1}{2} I + \frac{1}{2} T \). Then, the sequence \((x_n)_{n \in \mathbb{N}}\), that is generated by Algorithm 3, converges weakly to a point in the solution set of the problem.

Algorithm 3

1: Input: \( x_0 \in H \) and the sequences \((\lambda_n)_{n \in \mathbb{N}}\), \((\gamma_n)_{n \in \mathbb{N}}\), and \((\zeta_n)_{n \in \mathbb{N}}\) according to Assumption 2.
2: set: \( v_0 = 0 \)
3: for \( n = 0, 1, \ldots \) do
4: \( z_n = x_n + v_n \)
5: \( p_n = \frac{1}{2}(I + T)(x_n + v_n) \)
6: \( x_{n+1} = (1 - \lambda_n)x_n + \lambda_n(p_n - v_n) \)
7: choose \( v_{n+1} \) such that
\[
\|v_{n+1}\|^2 \leq \zeta_n \frac{\lambda_n (2 - \lambda_n)(2 - \lambda_{n+1})}{\lambda_{n+1}} \left\| p_n - x_n + \frac{\lambda_n - 1}{2 - \lambda_n} v_n \right\|^2
\]
(40)
8: end for

Setting \( v_n = 0 \) for all \( n \in \mathbb{N} \) in Algorithm 3 results in
\[
x_{n+1} = (1 - \frac{\lambda_n}{2})x_n + \frac{\lambda_n}{2} T(x_n),
\]
which is the standard Krasnosel’kii–Mann iteration [5, Corollary 5.17].

6 A novel inertial primal–dual splitting algorithm

In this section, we present a novel inertial primal–dual method to solve problem (33) with \( C = 0 \). We construct this algorithm from Algorithm 2 by considering a special structure for the deviation vector. We preset the deviation vector direction at the \( n \)-th iteration to be aligned with the momentum direction, i.e., \( v_n = a_n(x_n - x_{n-1}, \mu_n - \mu_{n-1}) \), and use the bound on the norm of deviations to compute \( a_n \). Since this algorithm is an instance of Algorithm 2, its convergence is guaranteed by Corollary 1.

Remark 6. Even though Algorithm 4 has similarities with translations of the algorithms of [1, 2, 3, 9, 23] to a primal–dual framework, to the best of our knowledge, the former and the latter cannot be derived from each other, and thus, are essentially different.

6.1 Efficient evaluation of the norm condition

In order to compute the bound on the coefficients \( a_n \) using (41), one needs to compute some \( M \)-induced norms, which involves evaluating \( L \) and \( L^* \). Depending on the complexity of evaluating \( L \) and \( L^* \), these evaluations may be
Algorithm 4

1: **Input:** \((x_0, \mu_0) \in \mathcal{H} \times \mathcal{K}\), and the sequences \((\lambda_n)_{n \in \mathbb{N}}\) and \((\zeta_n)_{n \in \mathbb{N}}\) as stated in Assumption 2.

2: set: \(a_0 = 0\)

3: for \(n = 0, 1, 2, \ldots\) do

4: \[
\begin{bmatrix}
\hat{x}_n \\
\hat{\mu}_n
\end{bmatrix} = \begin{bmatrix} x_n \\
\mu_n
\end{bmatrix} + a_n \begin{bmatrix} x_n - x_{n-1} \\
\mu_n - \mu_{n-1}
\end{bmatrix}
\]

5: \[
\begin{bmatrix}
\hat{p}_{x,n} \\
\hat{p}_{\mu,n}
\end{bmatrix} = \begin{bmatrix}
J_{\tau A} \left( \hat{x}_n - \tau L^* \hat{\mu}_n \right) \\
J_{\sigma B}^{-1} \left( \hat{\mu}_n + \sigma L \left( 2 \hat{p}_{x,n} - \hat{x}_n \right) \right)
\end{bmatrix}
\]

6: \[
\begin{bmatrix}
x_{n+1} \\
\mu_{n+1}
\end{bmatrix} = \begin{bmatrix} x_n \\
\mu_n
\end{bmatrix} + \lambda_n \left( \begin{bmatrix} p_{x,n} \\
p_{\mu,n}
\end{bmatrix} - \hat{p}_{x,n} \right)
\]

7: choose \(a_{n+1}\) such that

\[
a_{n+1}^2 \| \begin{bmatrix} x_{n+1} - x_n \\
\mu_{n+1} - \mu_n
\end{bmatrix} \|_M^2 \leq \zeta_n \frac{\lambda_n (2 - \lambda_n) (2 - \lambda_{n+1})}{\lambda_{n+1}} \| \begin{bmatrix} p_{x,n} - x_n \\
p_{\mu,n} - \mu_n
\end{bmatrix} \|_M^2 + \lambda_n^{-1} a_n \| \begin{bmatrix} x_n - x_{n-1} \\
\mu_n - \mu_{n-1}
\end{bmatrix} \|_M^2 \quad (41)
\]

8: end for

computationally expensive. However, by scrutinizing Algorithm 4 it is observed that some of the previous evaluations can be reused to keep the additional computational cost low compared to the standard Chambolle–Pock algorithm. In what follows, we provide more details on how to compute the required scaled norm of the vector quantities in a computationally efficient manner.

As seen in line 7 of Algorithm 4, at each iteration one of each \(L\) and \(L^*\) evaluations are performed. Similar operations take place at each iteration of, e.g., the Chambolle–Pock algorithm. However, in our algorithm, we have other operations involving evaluations of \(L\) and \(L^*\). Those are due to verification of the norm condition in line 8 of Algorithm 4. More specifically, since the kernel \(M\) is given by (37) for each evaluation of \(\| \cdot \|_M\), we have one more evaluation each of \(L\) and \(L^*\). This can lead to a substantially higher computational cost. However, except for the first iteration, the extra \(L\) and \(L^*\) evaluations can be computed from the computations which are already available from previous iterations. That is possible due to the relations

\[
\begin{align*}
L \hat{x}_n &= L x_n + b_n (L x_n - L \hat{x}_{n-1}), \\
L^* \hat{\mu}_n &= L^* \mu_n + b_n (L^* \mu_n - L^* \mu_{n-1}), \\
L x_{n+1} &= L x_n + \lambda_n (L p_{x,n} - L \hat{x}_n), \\
L^* \mu_{n+1} &= L^* \mu_n + \lambda_n (L^* p_{\mu,n} - L^* \hat{\mu}_n),
\end{align*}
\]

which are derived from lines 5 and 7 of Algorithm 4. In the relations above, for \(n > 0\), all quantities to the right hand side are already computed and can be reused, except for \(L p_{x,n}\) and \(L^* p_{\mu,n}\) that need to be computed via direct
evaluation.

Table 1 provides the list of evaluations involving $L$ and $L^*$ that we need to perform at the first three iterations. It reveals that at the first iteration, we need to perform six different evaluations involving $L$ or $L^*$, of which four might be computationally heavy and two can be done cheaply. After that, i.e. for $n > 0$, we only need to perform two such heavy evaluations per iteration; namely, $L_{p,x,n}$ and $L^*_{p,\mu,n}$. The rest of the $L$ and $L^*$ evaluations can be done efficiently by exploiting previously computed quantities and (42). This keeps the computational per-iteration cost of our algorithm basically the same as that of the Chambolle–Pock algorithm.

| $n$ | Expensive evaluations | Cheap evaluations |
|-----|------------------------|-------------------|
| 0   | $L_{x,0}$, $L^*_{\mu,0}$, $L_{p,x,0}$, $L^*_{p,\mu,0}$ | $L_{x,1}$, $L^*_{\mu,1}$ |
| 1   | $L_{p,x,1}$, $L^*_{p,\mu,1}$ | $L_{x,2}$, $L_{x,2}$, $L^*_{\mu,2}$, $L^*_{\mu,2}$ |
| 2   | $L_{p,x,2}$, $L^*_{p,\mu,2}$ | $L_{x,3}$, $L_{x,3}$, $L^*_{\mu,3}$, $L^*_{\mu,3}$ |

Table 1: List of evaluations that involve $L$ and $L^*$ for the first three iterations. The second column shows direct and potentially expensive evaluations and the third column shows evaluations that can be done cheaply via the relations in (42).

7 Numerical Experiments

We solve an $l_1$-norm regularized SVM problem for classification of the form

$$\min_x f(Lx) + g(x),$$

(43)
given a labeled training data set $\{\theta_i, \phi_i\}_{i=1}^N$, where $\theta_i \in \mathbb{R}^d$ and $\phi_i \in \{-1, 1\}$ are training data and labels, respectively, and with

$$f(Lx) = 1^T \max(0, 1 - Lx), \quad g(x) = \xi \|\omega\|_1, \quad L = \begin{bmatrix} \phi_1 \theta_1^T & \phi_1 \\ \vdots & \vdots \\ \phi_N \theta_N^T & \phi_N \end{bmatrix},$$

where $0 = (0, \ldots, 0)^T$, $1 = (1, \ldots, 1)^T$, $x = (\omega, b)$ is the decision variable with $b \in \mathbb{R}$ and $\omega \in \mathbb{R}^d$, $\max(\cdot, \cdot)$ acts element-wise, and $\xi \geq 0$ is the regularization parameter.

A point $x^*$ is a solution to (43) if and only if it satisfies

$$0 \in L^* \partial f(Lx^*) + \partial g(x^*).$$

This holds, since $f$ and $g$ are proper, closed, and convex functions with full domains, and thus, $\partial f$ and $\partial g$ are maximally monotone and $L$ is a linear operator [5, Proposition 16.42]. This monotone inclusion problem is an instance of (33).
with \( A = \partial g, B = \partial f, \) and \( C = 0. \) As in Section 5.1 we transform the problem into a primal–dual problem and solve it with primal–dual algorithms.

We compare our inertial primal–dual method, Algorithm 4, to the standard Chambolle–Pock (CP) [7], and to the inertial primal–dual algorithm of Lorenz–Pock (LP) [23]. In all experiments, we set the primal and the dual step-sizes to \( \tau = \sigma = \frac{0.99}{\|L\|} \), the regularization parameter of problem (43) to \( \xi = 0.1 \), and \( \zeta_n \) is, for each \( n \in \mathbb{N} \), sampled from a uniform distribution on \([0, 1 - 10^{-6}]\). The experiments are done using the liver disorders data-set [8] which has 145 samples and 5 features. The solution \((x^*, \mu^*)\) is found by running the standard Chambolle–Pock algorithm until the residual gets smaller than \(10^{-15}\).

![Figure 1](image1.png)

Figure 1: Distance to the solution vs. iteration number for the \(l_1\)-norm regularized SVM (43) with \( \xi = 0.1 \), on the liver disorders data-set [8] with 145 samples and 5 features. Solved using Chambolle–Pock primal–dual algorithm (CP), Lorenz–Pock inertial primal–dual method (LP), and Algorithm 4 with \( \lambda = 1.0 \). The primal and dual step-sizes are set to \( \tau = \sigma = \frac{0.99}{\|L\|} \) for all algorithms.

![Figure 2](image2.png)

Figure 2: Scaling factor \( a_n \) of Algorithm 4 in the experiment shown in Fig. 1 vs. iteration number for the first 1000 iterations.

For the \(l_1\)-norm regularized SVM problem, since \( f \) and \( g \) are piece-wise linear,
The resulting (primal–dual) monotone operator

\[ \mathcal{A} = \begin{bmatrix} \partial g^* - L \quad L^* \\ -L & \partial f^* \end{bmatrix} \]

is metrically subregular at any point in the solution set of the problem for 0, see [21] Lemma IV.4. It therefore follows from Theorem 2 that the algorithm exhibits local linear convergence, see Fig. 1 and Fig. 3. The figures reveal that our method needs about half the number of iterations to reach the same accuracy as the other two methods. This improvement comes at essentially no extra computational cost.

Figure 2 shows the first one thousand scaling factors \( a_n \) of Algorithm 4 for the same implementation as in Fig. 1. It is seen that the scaling factor attains mostly values close to one.

In Fig. 3 the impact of the relaxation parameter \( \lambda \) is investigated. In the sense of convergence rate, it interestingly seems that \( \lambda = 1.0 \) yields the best performance in this example.
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