Relating the strength of density dependence and the spatial distribution of individuals
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ABSTRACT

We present a model of intraspecific spatial aggregation that relates static spatial patterning to density dependence. Individuals are placed according to the colonization rule consistent with the Maximum Entropy Theory of Ecology (METE), and die with probability proportional to their abundance raised to a power \(\alpha\). \(\alpha = 1\) recovers the strongly aggregated METE distribution, and as \(\alpha \to 2\) our prediction approaches the binomial distribution. In between our model predicts less aggregation than METE, but more than random placement. Thus, more density dependence randomizes spatial patterning. A tropical forest has non-zero density dependence with \(\alpha = 1.12\) at a 50 ha scale, and \(\alpha = 1.0003\) in a 64 m\(^2\) serpentine grassland plot. \(\alpha\) increases at smaller scales in both datasets and the degree of density dependence varies across individual species and a \(2^8\) range of spatial scales. We infer this underlying density dependence from empirical spatial patterns.
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INTRODUCTION

Quantitative understanding of spatial patterns in ecosystems can illuminate underlying processes (Levin, 1992; Rosenzweig, 1995) and allow us to better predict ecosystem response to natural and anthropogenic disturbances (Thomas et al., 2004; Newman et al., 2018). It is also critical in understanding the species-area relationship, a well studied macroecological pattern, and has applications in reserve designs and conservation (Kitzes & Shirley, 2016).

In this paper we consider the spatially explicit species-level abundance distribution \( \Pi(n|A, A_0, n_0) \), defined as the probability that if a species has \( n_0 \) individuals in a plot of area \( A_0 \), then it has \( n \) individuals in a randomly selected subplot of area \( A \).

A prediction of this function comes from the Maximum Entropy Theory of Ecology (METE), which simultaneously predicts many macroecological patterns (Harte, 2011; Harte & Newman, 2014) across a wide range of spatial scales, taxa, and habitats (Xiao et al., 2015; White et al., 2012). For the \( \Pi(n|A, A_0, n_0) \) function, METE predicts very strong spatial aggregation. This is in contrast to the random placement model (Coleman, 1981), which predicts no spatial aggregation.

Empirically, we see that observations are often in between these two extremes (Conlisk et al., 2007). Conlisk et al. (2007) added an extra parameter to the colonization rule that allows \( \Pi(n) \) to vary, but it has no mechanistic interpretation and is used only as a fit parameter. Alternatively, a negative binomial is sometimes used to fit the spatial point process (Bliss & Fisher, 1953; He & Gaston, 2000, 2003) but again this leaves us without any ecological intuition about the degree of aggregation to expect in different ecosystems.

We derive a new model that uses the colonization rule consistent with METE and adds a density dependent death rule. This model predicts a more random spatial arrangement with greater density dependence and more spatial aggregation with less density dependence, allowing us to infer underlying density dependence from observed spatial patterning.

First, we briefly review the METE and random placement predictions. In Methods, we derive our new probability distribution and explain how we will compare it to data, as well as introduce the datasets that we will be using for comparison. In Results, we look at the shape of this probability distribution and then present aggregate and species-level statistics for the data. Finally, in Discussion, we place our results for the analysed datasets in a broader context, and describe possible applications.
In METE, the $\Pi(n)$ function is given by [Harte et al. 2008]

$$\Pi(n|A, A_0, n_0) = \frac{e^{-\lambda_\Pi n}}{Z_\Pi}$$

(1)

where $Z_\Pi$ is a normalization factor, and $\lambda_\Pi$ is the Lagrange multiplier determined by the constraint condition

$$\sum_n n\Pi(n|A, A_0, n_0) = \frac{n_0A}{A_0}.$$  

(2)

In the case of a bisection, $A = A_0/2$ and the $\Pi$ function simplifies to

$$\Pi(n|n_0) = \frac{1}{n_0 + 1},$$

(3)

which is independent of $n$. This means that given $n_0$ individuals, any arrangement of them on the two sides of a bisected plot or quadrat is just as likely as any other. Ecologically, this is equivalent to very strong spatial aggregation. This is in agreement with some datasets but fails in others, where the theory over-predicts aggregation [Conlisk et al. 2007].

The prediction from METE is equivalent to the distribution obtained from using the Laplace rule of succession as a colonization rule [Harte 2011]. This rule states that in a colonization process, the probability of placing an individual on one side of the bisected area is roughly proportional to the fraction of individuals already there. This “rich get richer” effect results in strong spatial aggregation. More precisely, the probability for placing an individual on the left half of a bisected plot with $n_L$ individuals on the left and $n_R$ individuals on the right is

$$p_L = \frac{n_L + 1}{n_L + n_R + 2}.$$

To make our notation consistent with that above, let the number on the left be $n$ and the total number to be $n_0$. The probabilities of a new individual arriving on the left or on the right are then:

$$p_L(n|n_0) = \frac{n + 1}{n_0 + 2},$$

$$p_R(n|n_0) = \frac{n_0 - n + 1}{n_0 + 2}.$$  

(4)

If we place $n_0$ individuals using this rule, the resulting probability distribution is given by Eq. 3.
Random placement

Another model for spatial ecology, perhaps the simplest, is the random placement model (Coleman, 1981). Instead of the placement rules in Eq. 4, each individual is placed randomly. In a bisected plot this means each individual has a 50 percent chance of being placed on either side, \( p_L = p_R = 0.5 \). Placing \( n_0 \) individuals this way gives the binomial distribution

\[
\Pi_{RP}(n|n_0) = \binom{n_0}{n} \left( \frac{1}{2} \right)^{n_0}
\]

which, if \( n_0 \) is large, means we are very likely to have roughly half the individuals on each side. This is equivalent to having no spatial aggregation; there is no preference for any new individual to stay close to any previous individual as each placement is a random coin flip.

METHODS

Introducing a density dependent death rule

We now introduce a density dependent death rule in addition to the METE colonization rule in Eq. 4. In the logistic model, for example, death depends quadratically on population size. To allow for more general density dependence we introduce a death rate proportional to \( n^\alpha \). Density dependence may result from resource limitation or some other mechanism (e.g. the Janzen-Connell effect (Janzen, 1970; Connell, 1971)).

In the case of a bisected plot, each death must be on the left or right and the probability of a single death on the left, \( p_{D,L} \), or right, \( p_{D,R} \), is

\[
p_{D,L}(n|n_0) = \frac{n^\alpha}{n^\alpha + (n_0 - n)^\alpha} \\
p_{D,R}(n|n_0) = \frac{(n_0 - n)^\alpha}{n^\alpha + (n_0 - n)^\alpha}.
\]

Deriving the \( \Pi \) distribution

Now that we have the colonization (Eq. 4) and death rules (Eq. 6), we can derive the general \( \Pi_\alpha(n|n_0) \) for bisections. At each step in the model, we will have one death followed by the placement of one new individual. Each placement can be interpreted ecologically as a birth, or as the immigration of an individual from the same species. We can solve for the resulting steady state distribution where we reach an equilibrium in the spatial pattern.

There are several approaches for deriving the steady state solution for such a system. Here, we equate the rates leaving and entering any individual state \( \Pi_\alpha(n|n_0) \). We take
the probability that we start with \( n \) individuals on the left, one on the right dies and then one is placed on the left resulting in \( n + 1 \) individuals on the left, and equate that to the probability that we have \( n + 1 \) individuals on the left, one on the left dies and then one is placed on the right resulting in \( n \) individuals on the left. We could have equivalently done the same thing with \( n \) and \( n - 1 \). Equating these rates using the probabilities in Eq. 4 and Eq. 6 leads to

\[
\frac{(n+1)^{\alpha-1}}{(n_0-n-1)\alpha + (n+1)\alpha} \Pi\alpha(n+1) = \frac{(n_0-n)^{\alpha-1}}{(n_0-n)\alpha + n\alpha} \Pi\alpha(n).
\]

We can solve this recursion relation to obtain a general stationary solution for \( \Pi\alpha \) with a given \( n_0 \) and \( \alpha \):

\[
\Pi\alpha(n|n_0) = \frac{n^\alpha \alpha + (n_0-n)^\alpha \alpha}{C(n_0, \alpha) n_0^\alpha} \left( \frac{n_0}{n} \right)^{\alpha - 1}
\]

where \( C(n_0, \alpha) \) is the overall normalization that has to be calculated numerically. See Supporting Information [SI] for the details of this derivation.

If \( \alpha = 2 \), we can solve for the normalization explicitly to get

\[
\Pi_{\alpha=2}(n|n_0) = \frac{n^2 + (n_0-n)^2}{2^{n_0-1} n_0 (n_0+1)} \left( \frac{n_0}{n} \right),
\]

and if \( \alpha = 1 \), we recover the METE prediction \( \Pi_{\alpha=1}(n|n_0) = \frac{1}{n_0+1} \).

**Beyond the first bisection**

Bisecting the plot more than once (into quadrants, then into 8 cells, etc.) when comparing the model to data allows us to consider how aggregation changes with scale, as well as look at \( \alpha \) at the level of an individual species. We use the following method when we discuss bisecting a single plot more than once.

We begin by bisecting the plot in half in one direction, then bisecting each of those plots in the opposite direction. We alternate this bisection pattern until we have \( 2^b \) cells, where \( b \) is the number of bisections. We can then compare adjacent cells as if they were their own bisection to obtain \( 2^{b-1} \) points.

When we go beyond the first bisection in the subsequent analysis, we only consider species that could have at least one individual per bisection \( (n_0 > 2^{b-1}) \). The smallest scale we consider in our datasets is \( b = 8 \), so when we bisect the plot more than once we will only consider species with more than 128 individuals.
Fitting $\alpha$

Bisection predictions can be compared to data by rank ordering the fraction of individuals present in one half of the plot for each species (e.g. Harte (2011)). This method, however, obscures trends in species abundance in the data and the predictions, and can lead to incorrect conclusions about which model is preferred (see Supporting Information S2).

We instead find the maximum likelihood $\alpha$ given the data. This method gives us values for $\alpha$ that are the most consistent with the data, even if they may not look like they fit the rank ordered fractions (see Fig. S1 and Table S1).

For a single bisection, we will have a number of points $p$ equal to the number of species, $p = S_0$. For multiple bisections where we consider the species on aggregate, the number of points will be roughly equal to the number of species multiplied by the number of cells, $p \approx S_0 2^{b-1}$. The equality is not exact as not all cell pairings beyond the first bisection will have all of the species present at the single bisection level. For multiple bisections where we consider individual species, the number of points will be roughly the number of cell pairings, $p \approx 2^{b-1}$, where again there will be fewer points in practice as some cell pairings will be empty. The statistical error in estimating $\alpha$ this way goes as $1/\sqrt{p}$ (see Supporting Information S3).

Data used

We will compare our results to two datasets. First, we will use data from a sparse Californian serpentine grassland site (Green et al., 2003, 2019) at the McLaughlin University of California Natural Reserve censused in 1998. This is a 64 m$^2$ plot divided into 256 cells with 24 species and 37 182 individuals. There are 10 species with abundance greater than 128 individuals that constitute 36 783 individuals.

Second, we will use data from Barro Colorado Island (BCI) in Panama (Condit et al., 2019; Hubbell et al., 2005; Condit, 1998; Hubbell et al., 1999), a 50 ha plot in a moist tropical forest. We will work with the 2005 census and consider plants with a diameter at breast height (dbh) greater than 10 cm. This dataset has 229 species and 20 852 individuals, and 40 species with abundance greater than 128 individuals that constitute 15 960 individuals.

RESULTS

Comparison to METE and random placement

Figure[1] compares the bisection predictions for $\Pi(n)$ from METE, random placement, and our density dependent model for various $\alpha$, at $n_0 = 10$ and 50. We can relate our
distribution to both the METE and random placement distributions for different values of \( \alpha \). \( \alpha = 1 \) corresponds exactly to the METE solution, which makes sense given that the placement and death rules are both linear in \( n \). As \( \alpha \to 2 \), our distribution approaches the random placement prediction if \( n_0 \) is large enough (Supporting Information S4 shows this result analytically). For \( 1 < \alpha < 2 \), we vary continuously between METE and random placement. We can make the distribution even more spatially aggregated than METE with \( \alpha < 1 \) and even less than random placement (overdispersed) with \( \alpha > 2 \).

We can also relate this distribution to the conditional negative binomial distribution in the limit of large \( n_0 \), assuming that matching the peak of the distributions is a good approximation for the entire distribution. In that limit, the aggregation parameter \( k \) is approximately related to the density dependent parameter \( \alpha \) by \( k \approx \frac{n_0}{2} \left( \frac{\alpha - 1}{\alpha^2} \right) + 1 \). See Supporting Information S5 for the derivation.

**Comparing to data**

Figure 2 shows the direct comparison between our model and the serpentine and BCI datasets. Each data point is the observed fraction of individuals in one half of the plot versus the species abundance. The curves in this figure show the 95% contour intervals for \( \Pi(n) \) distributions predicted by METE, random placement, and our density dependent model with the maximum likelihood \( \alpha \) value. The contours narrow at larger \( n_0 \) as the distributions narrow.

The maximum likelihood result for the serpentine dataset is indistinguishable from \( \alpha = 1 \), so the confidence interval curves on the plot for METE and the density dependent model overlap for most \( n_0 \). For the BCI data, the maximum likelihood value is \( \alpha = 1.12 \), slightly larger than 1. We can see the contours in this case are clearly in between those for METE and random placement. The likelihoods for each of the models are shown in Table 1.

**Scale dependence**

Going beyond the first bisection allows us to see how \( \alpha \) varies depending on the scale of our plot. Figure 3 shows how \( \alpha \) scales with fractional area for both the serpentine and BCI plots. Density dependence increases at smaller scales in both datasets.

**Individual species**

Since the \( \Pi \) function is defined on the species level, we can consider each species separately and find the maximum likelihood \( \alpha \) for each, rather than looking at the aggregate \( \alpha \) across the community. To do this we have to go beyond the first bisection to
get multiple data points for the same species at smaller scales.

For the serpentine data, we exclude *Eriogonum nudum* from the following figures as an outlier (see Discussion). This leaves 9 species with abundance greater than 128 individuals.

Figure 4 shows the distribution of $\alpha$ values among the species at each scale. The median $\alpha$ increases at smaller scales for both datasets, consistent with what happens for the aggregate $\alpha$ across species in Fig. 3.

Figure 5 traces out the corresponding $\alpha$ value for each species as we change scale. The darker lines correspond to more abundant species. Individual species have a slight scale dependence that typically follows the aggregate $\alpha$, where $\alpha$ increases at smaller scale. However, not all species have a monotonically decreasing $\alpha$.

**DISCUSSION**

We first directly compare our results between our two datasets, serpentine and BCI, in Figs. 2 and 3. Because the serpentine site was very sparse, whereas the BCI forest is very tightly packed, we expect a higher $\alpha$ and greater density dependence at BCI than at the serpentine site. This is consistent with our maximum likelihood values for $\alpha$. Additionally, the serpentine data agrees well with other METE predictions, such as the species-abundance distribution, whereas the BCI data does not agree as well (Harte, 2011). It is therefore not surprising that there is more deviation from METE at the BCI site.

Beyond the single bisection results, our scaling results in Fig. 3 make ecological sense. We expect that at smaller scales, the density dependence would be larger as individuals compete more for resources at that scale. At large scales, we expect $\alpha$ to be close to 1 as the individuals do not compete over large distances. This means that the spatial distributions look more aggregated on large scales than on small scales as the individuals within species broadly group together, but repel each other at small scales.

Condit *et al.* (2000) find that at small scales individuals are aggregated, but that they are distributed randomly at large scales. This seemingly contradictory result is explained by the different metrics of aggregation. They use $\Omega_x$, which is the total number individuals found within a radius $x$ of a single individual, normalized by the average density of individuals. $\Omega_x = 1$ corresponds to random placement, and $\Omega_x > 1$ indicates aggregation. At small scales at BCI, they find $\Omega_{0-10m} \gg 1$, and at large scales $\Omega_{>100m} \approx 1$. On the other hand, we find $\alpha > 1$ at small scales and $\alpha \approx 1$ at large scales (Fig. 3). To see that these results are consistent, consider a plot with a cluster of
individuals on one side where the spatial structure within the cluster is random. At the single bisection level this would be consistent with $\alpha = 1$, but within the cluster $\alpha > 1$. That same arrangement of individuals would give an $\Omega_x$ that shows strong aggregation at small scales and random placement at large scales. This is what we find empirically in the BCI data. This spatial pattern is also consistent with the Poisson cluster model outlined in [Plotkin et al. (2000)], where clusters of individuals are placed uniformly with random internal spatial structure.

Our repeated bisection analysis also indicates at which scale density dependence becomes important. We see this as a shoulder for both the serpentine and BCI datasets in Fig. 3 where $\alpha$ moves away from $\approx 1$. In absolute scale, this corresponds to $< 0.5m^2$ for the serpentine plot and $< 1.6$ ha for the BCI dataset. This again makes sense given that the serpentine grassland is much more sparse than the BCI forest.

We can compare the scale at which the shoulder occurs that we find here to other studies of these sites. [Conlisk et al. (2007)] introduce a parameter $\phi$ that modifies the colonization rule Eq. [4] and allows the $\Pi$ distribution to vary continuously between random placement and METE. For the serpentine data, they find that at scales larger than around $0.5 m^2$ (the 8th bisection), $\phi$ approaches 0.5, which corresponds to the METE prediction. At scales around $0.5 m^2$ or smaller, $\phi \approx 0.2$, where $\phi = 0$ corresponds to random placement. This is consistent with our scaling results in Fig. 3.

At the BCI site, [Volkov et al. (2005)] showed that density dependence can explain the species-abundance distribution. Their added parameter $c = 1.80$ corresponds to density dependence entering at scales smaller than a fractional area of $1/27.2 = 1/2^{4.77}$, which is close to where we see $\alpha$ increase in Fig. 3.

Individual species largely follow the aggregate scaling, but the overall range is large (Figs. 4 and 5). This variation is expected considering the small number of data points, especially for rarer species. The values of the median $\alpha$ in Fig. 4 are largely consistent with the aggregate $\alpha$ in Fig. 3.

In the serpentine dataset, we excluded *Eriogonum nudum* as an outlier for part of our analysis. The maximum likelihood $\alpha$ was $> 6$ at the smallest scale and the maximum itself was very shallow. This species has a large canopy compared to the other grassland plants, and tends to be found far from other individuals. It makes sense that it would be overdispersed with $\alpha > 2$.

For individual species at the BCI dataset, *Gustavia superba* stood out with an average $\alpha$ of 1.001 across scales in Fig. 5. This species is largely limited to 2 hectares of young secondary forest along the edge of the plot (J. Wright, personal communication, 2019),
making it look especially aggregated and resulting in a maximum likelihood $\alpha$ close to 1.

At the individual species level more broadly, we might expect to find trends in $\alpha$ with species abundance or size. More abundant species may be competing more for the same resources, or larger species may compete over larger distances. For example, Condit et al. (2000) find that both rarer species and smaller individuals tend to be more aggregated, however at a much smaller scale (within a 10 m radius) and with a different metric of aggregation.

In the BCI data, we did not find any species with high $\alpha$ and high abundance (Fig. S4), but otherwise we do not see a trend in abundance. We also find no evidence of a trend with species’ mean dbh (Fig. S5), though it is possible this trend is obscured by variance in individual size within a species, or that the range of mean dbh we considered (about $100 - 500$ mm) is too small to see its effect.

Finally, we looked for an overall energy effect. Considering that the most abundant species tend to be smaller, it may be that density dependence depends on the total metabolic rate of a species. Plotting this relationship (Fig. S6) again does not reveal a scaling relationship. That none of these trends are found in the data might indicate that the operating density dependent mechanism is not resource limitation, in that it doesn’t depend on the abundance, size, or metabolic rate of the species. See Supporting Information S6 for more information on these trends.

A plausible mechanism for the observed density dependence at BCI is the Janzen-Connell effect (Janzen, 1970; Connell, 1971), whereby areas near parent trees are inhospitable for offspring, resulting in density dependence. Various studies (Harms et al., 2000; Carson et al., 2008; Comita et al., 2014) have observed this effect at BCI, which is consistent with our result that $\alpha > 1$ there.

In general, our result that $\alpha < 2$ at large scales makes ecological sense. Choosing a logistic death rate is common in modelling, but it corresponds to the case where each individual interacts with all other individuals. In larger plots, we would expect a general exponent to be smaller as not all individuals are competing with all other individuals. Any one individual may only be interacting with some of its neighbors, which would result in $\alpha < 2$.

The connection we have derived between spatial pattern and density dependence offers a way to infer density dependence at species and community levels. This result stands in contrast to arguments that density dependence is inherently unmeasurable (e.g. Ehrlich & Birch, 1967).

Our model considers only bisections, and it would be useful to extend it to be more
general. There are many spatial arrangements that can not be accurately captured by dividing plots into bisection, and in general a single functional summary statistic does not completely describe the observed spatial pattern (Wiegand et al., 2013). For example, if we divide our plot into an \( m \) by \( m \) grid, and have one individual per cell, we would see exactly 0.5 as the fraction for each bisection. This result would be consistent with random placement with a large number of individuals, which doesn’t well describe this exceptionally uniform arrangement. There could also be different degrees of spatial aggregation within a cell that we will not accurately capture with a bisection. Despite these limitations, bisections are useful for understanding commonly observed macroscopic spatial patterns. We leave the derivation of the full \( \Pi_{\alpha}(n|n_0,A,A_0) \) to future work.

A conceptually simple extension to our model is to divide plots into quadrisections rather than bisections. The colonization and death rules then have three unknowns rather than one (the number of individuals in each quadrant, where the fourth is determined by constraining the sum to be \( n_0 \)). This makes it hard to solve analytically, however we can simulate the birth-death process until it reaches steady state. We find no significant difference in our simulation compared to our prediction from two bisections, and find \( \alpha = 1.12 \) is still consistent with the BCI data.

Because we consider the steady state solution in our model, we are assuming that the density dependence time scale is longer than the time scale of individual births or deaths. That is, \( \alpha \) must not change too rapidly in time. This assumption is justified for many systems roughly in steady state with their environment and not undergoing rapid change (Newman et al., 2018).

Solving for the steady state solution also assumes that births and deaths are in balance. We assume here that there is a single death followed by a placement, however simulating two deaths followed by two placements gives a probability distribution consistent with our analytic prediction. We expect our result to hold with other numbers of deaths and placements.

In summary, our model predicts that increased density dependence leads to more random spatial patterning. We predict that this result is general across ecosystems and taxonomic groups, although here we have only analysed a serpentine grassland and a moist tropical forest. We find that density dependence is important in the tropical forest site, although considerably weaker (\( \alpha \) closer to 1 than 2) than in the commonly used logistic model. The serpentine grassland site is consistent with the absence of a density dependent correction with the strong spatial aggregation predicted by METE. Our model allows us to infer this underlying density dependence from static spatial patterning.
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|                  | Serpentine |          | BCI       |          |
|------------------|------------|----------|-----------|----------|
| Model            | Log-likelihood | Model | Log-likelihood |          |
| METE             | -114.8     | METE     | -729      |          |
| RP               | -5188.6    | RP       | -963      |          |
| $\alpha = 1.0003$ | -114.6     | $\alpha = 1.12$ | -660      |          |

Table 1. Log-likelihood values for the three different models. We can compare our model to METE using the deviance in log-likelihood and obtain a $p$-value. The deviance is defined as twice the difference in log-likelihood. For the serpentine dataset, the deviance is 0.6 which corresponds to a $p$-value of 0.45. For the BCI dataset, the deviance is 138 which corresponds to a $p$-value of $< 10^{-30}$. 
Figure 1. Comparison of the bisection probability distributions $\Pi(n)$ from METE, random placement (RP), and our density dependent model with varying $\alpha$. At $\alpha = 1$, our model corresponds exactly to METE. At larger $n_0$, $\alpha \to 2$ approaches the random placement distribution. Our model varies continuously between METE and random placement for $1 < \alpha < 2$. 

(a) $n_0 = 10$

(b) $n_0 = 50$
Figure 2. 95% contour intervals for the different predicted probability distributions overlayed with (a) the serpentine dataset, and (b) the BCI dataset. For our density dependent model, $\alpha = 1.0003$ maximizes the log-likelihood for the serpentine dataset, and $\alpha = 1.12$ maximizes log-likelihood for BCI dataset.
Figure 3. Aggregate $\alpha$ scaling with area for species with abundance $n_0 > 128$. The density dependence increases at smaller scales. The serpentine dataset has 36 783 individuals and the BCI dataset has 15 960 individuals.
Figure 4. Boxplots for $\alpha$ among the species at different scales. At smaller scales $\alpha$ is larger, as in the aggregate $\alpha$ case, however here we can also see the spread in $\alpha$ between species. The boxplots show boxes from quartile 1 (Q1) to quartile 3 (Q3) with a line at the median. The whiskers extend to $1.5 \times (Q3-Q1)$. The remaining points are plotted as individual circles.
Figure 5. $\alpha$ values for individual species across scales, from $b = 8$ to 3 bisections. Darker lines are more abundant species.