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ABSTRACT
Automatic machine learning (AutoML) is a key enabler of the mass deployment of the next generation of machine learning systems. A key desideratum for future ML systems is the automatic selection of models and hyperparameters. We present a novel method of selecting performant configurations for a given task by performing offline autoML and mining over a diverse set of tasks. By mining the training tasks, we can select a compact portfolio of configurations that perform well over a wide variety of tasks, as well as learn a strategy to select portfolio configurations for yet-unseen tasks. The algorithm runs in a zero-shot manner, that is without training any models online except the chosen one. In a compute- or time-constrained setting, this virtually instant selection is highly performant. Further, we show that our approach is effective for warm-starting existing autoML platforms. In both settings, we demonstrate an improvement on the state-of-the-art of tuning such systems. By testing over 62 classification and regression datasets. We also demonstrate the utility of recommending data-dependent default configurations that outperform widely used hand-crafted defaults.

1 INTRODUCTION
Machine learning (ML) is a key component of software infrastructure today. However, ML systems have been plagued with requirement of developer-hour-intensive tuning. They are very sensitive to the choice of preprocessing steps, models and hyperparameters, with small differences making the difference between a solution that meets its performance objectives and one that does not [14]. Further still, the demand for ML applications has far outpaced—and is predicted to continue to outpace—the supply of experts capable of tuning such systems.

Automatic machine learning (AutoML) has been proposed as a solution to this problem. In the AutoML paradigm, the selection of the ML pipeline—the choice of preprocessing steps, hyperparameters and models—is itself approached as an optimization problem. This alleviates the need for the manual tuning of these components. If successful, AutoML will relieve a major burden on ML practitioners by enabling the automated selection of pipelines.

Typical autoML systems involve many trials of different configurations which consume a large amount of resources. More recently, the importance of the long tail of AutoML applications has been recognized [1]. The number of developers utilizing ML is conservatively estimated at 10% of the world in the next ten years which amounts to 20M engineering years. They are predicted to build millions of ML-infused applications. Two major differences mark these new, long-tail systems from the traditional mainstream ones. First, generalist developers build, deploy and maintain the models, rather than teams of machine learning experts. Second, it is not feasible to dedicate tremendous computational resources to these models. The resources available to many of these developers are personal laptops, public commons (e.g., Github Actions) and cloud compute credits. To make AutoML accessible to a majority of developers, addressing this setting is key.

The lowest resource bound for any autoML system is training at least one model. Can we build an autoML system component that recommends a good configuration for training a near optimal model for a giving learning task? We call such a system zero-shot, in that no models are trained for the learning task at the recommendation time. A zero-shot autoML system has multiple benefits: low computational cost; low engineering complexity in continuous ML operations; easy to plug into existing ML workflow; reducing the risk of model selection bias due to overfitting the validation data or using incomplete training data; deployable in low resource environments or heterogeneous infrastructure; and scalable as microservices. The recommended configuration can also be used to warm start trial-based autoML systems when it is possible to run them.

Generally, no single configuration can perform well on all datasets. Thus the challenge of the zero-shot approach is selecting performant configurations for a dataset without knowing their performance. The essential technique to overcoming this challenge is to perform offline autoML on a diverse set of training tasks and use the knowledge to cheaply decide a candidate configuration at runtime. While the offline autoML is still expensive, the experience learned from it is accumulated and leveraged to serve future online queries at nearly zero cost.

With this in mind, we present the following contributions:

(1) Propose a novel zero-shot autoML method, which by mining across a pool of training tasks, selects well-performing machine-learning models and hyperparameters on future tasks;
(2) Empirically validate our method, demonstrating an advance in the state of the art in the low-resource autoML setting, both as a zero-shot strategy and as a warm-starting strategy for an existent autoML framework;
(3) Demonstrate the utility in recommending data-dependent defaults which outperform hand-crafted defaults widely used;
(4) Examine the limitations of current approaches, providing evidence for the effectiveness of the remedies proposed in this work.

2 BACKGROUND
In our supervised setting, a task is a \((X, y)\) pair on which we wish predict the label \(y\) from the features \(X\). The \texttt{metafeatures} of task \(t\) are statistical properties of \(X\) and \(y\), such as the number of features of \(X\) or the distribution of classes in \(y\). An automatic machine
of tasks $\{t_i\}_{i=1}^N \in T$ a function of data-dependent default configuration $h : T \rightarrow S$, which maps a task to a configuration in the search space. Once learned, the function $h$ can be applied to a new task $t$ and obtain a loss $L(h(t), t)$ close to the loss of $L(A(t), t)$, saving the expensive cost of running $A$. Since the learning of such function is performed based on a collection of learning tasks and each learning task is represented by metafeatures, it can be characterized as a metalearning technique.

To measure performance in the resource-constrained setting in which we are interested, we introduce the notion of regret. We define the regret as:

$$R(t) := L(h(t), t) - L(A(t), t)$$

We define the problem of robust default selection as, given a regret bound $\epsilon$, finding a minimal set of configurations $\{C_j\}_{j=1}^m$ in $S$, called a portfolio, and a decision function $f : T \rightarrow [m]$ such that:

$$h(t) = C_{f(t)}, R(t_i) \leq \epsilon, \forall i \in N$$

We propose learning $h$ on the minimal set rather than on $S$ as the latter is infinite and highly heterogeneous. Fitting a competitive $h$ over $S$ is difficult. While it is feasible in certain restricted settings [9], we are unaware of any successful attempts to improve the state-of-the-art with this approach. Instead, we opt to decomposing the mapping into two steps, each of which we are able to handle more easily.

We call an autoML approach zero-shot if evaluating $f$ does not involve training any models on the test task. If $f$ trains and evaluates only a few models, it can be referred to as $k$-shot. Our problem formulation is novel, and we review related work in the next section.

3 RELATED WORK

Research in AutoML has landed in numerous open source or commercial software. Examples of popular open source libraries include auto-sklearn [7], autogluon [5], FLAML [21], H2O AutoML [15], and TPOT [16]. Examples of commercial end-to-end AutoML service include Amazon AWS SageMaker [4], DataRobot, Google Cloud AutoML Tables, Microsoft AzureML AutoML, Salesforce TransmogrifAI, H2O Driverless AI, Darwin AutoML and Oracle AutoML [24]. We mainly review the research work which targets resource-constrained scenarios or uses metalearning.

Auto-Sklearn 1.0 [7] (Askl 1.0) is one of the first mainstream AutoML approaches, having won first place in the ChaLearn 2018 [10] AutoML challenge. This system uses metalearning, storing the best ML pipeline found by Bayesian optimization [12] in each task from a training set. At runtime, the metatables of the test task are matched to the $k = 25$ nearest neighbors in the training set. The pipeline with best accuracy on each nearest neighbor are tried on the test task. After that, Bayesian optimization is used to perform algorithm selection and hyperparameter optimization.

Auto-Sklearn 2.0 [6] (Askl 2.0) is a more recent framework developed by the Auto-Sklearn 1.0 team. Despite the name, this system is a radically different approach rather than a refinement of its predecessor. Rather than relying on the nearest-neighbor selection algorithm, a fixed portfolio of pipelines is generated. Further, Askl 2.0 eschews the use of metafeatures completely. This is justified by the high cost of computing their choice of metafeatures, which resulted in timeouts for Askl 1.0 on the ChaLearn challenge. Instead,
Auto-Sklearn 2.0 greedily builds a portfolio that maximizes average accuracy over all the training tasks assuming the best pipeline in the portfolio can be selected for each task. At runtime, the configurations in the portfolio are simply tried one after the other, then—if enough of the time budget is left—a Bayesian optimization proceeds.

Other works in this space include Oracle AutoML [24]. In this system, the preprocessing, data reduction, model selection and hyperparameter tuning are done in one pass. While this cannot be characterized as a zero-shot system, as it repeatedly evaluates models online, the authors do pay special attention to the low time-budget case. At the same time, the algorithm relies on a highly parallel search at runtime, with experiments run on 36 cores. Metalearning is used in this system as a component to find a single hyperparameter configuration per learner. These configurations are used for ranking the learners per task for prioritization in hyperparameter tuning. The metalearning method is a simple variation of Auto-Sklearn 2.0, but for a different purpose.

Amazon SageMaker Autopilot [4] is another AutoML system, with an emphasis on interactivity and interpretability, enabling the user to observe and influence the pipeline selection process. This approach utilizes metalearning and but assumes plentiful resources (as it is designed as a hosted service in Amazon’s infrastructure) (as with a 10 hour time budget allocated for the system. Alpine Meadow [19] is also an AutoML framework focused on speed and interpretability, returning initial results in well under a minute. However, similarly to SageMaker Autopilot, a highly-parallel (40 core, 80 thread) runtime environment is used as the testbed.

Other substantially different approaches [9] include using metalearning to fit a symbolic function that maps the points in the metafeature space to hyperparameter values. While this approach is a zero-shot strategy, it does not allow for selecting a ML algorithm, only its hyperparameters. Further, it is unclear that fitting such a symbolic function for complex learners is viable, especially given that the hyperparameter search space is composed of heterogeneous subspaces [2]. According to the results in the paper, the symbolic defaults perform similarly to library defaults and nearest neighbor (as in Askl) in real data.

We utilize the FLAML [21] framework as our primary testing framework. FLAML is a fast and lightweight automated machine learning for low computational resource consumption. It incorporates several off-the-shelf learners, picking between them using an adaptive search strategy. We choose FLAML due to its applicability to our resource-constrained setting.

4 APPROACH

This section outlines our approach. At a high level, we build a set of candidate configurations, evaluating their performance across a variety of tasks. We then pick a small set of configurations that cover many tasks well, picking between them at runtime using a nearest-neighbor query. This section describes the approach in detail; our strategy consists of three major components: configuration search, portfolio selection, and the runtime decision function. These components are illustrated in Figure 1.

Configuration search. This step finds good candidate configurations which form the basis of portfolio construction. The basic requirements for candidate configurations are: each candidate configuration needs to perform well on at least one task in $\mathcal{T}$; and each task needs to have at least one candidate configuration that performs well on it. Otherwise, we will either have useless configurations and waste resources in evaluation or have insufficient coverage on the full set of tasks. Fix an autoML system $\mathcal{A}$, which is formulated in Section 3. Run $\mathcal{A}$ with a large time budget on each task in the training set $\mathcal{T}_{\text{train}}$, until timeout or convergence. Denote $\mathcal{B} = \{ \mathcal{A}(t) \mid t \in \mathcal{T}_{\text{train}} \}$. This set can serve as the candidate configurations. When there are additional constraints, such as the training time per model, we run $\mathcal{A}$ again with that constraint on each task in the training set to get the candidate configurations.

Also, if there are external configurations that are deemed good candidate choices, such as the hand-crafted default configurations of each learner, they can be added to the candidate configuration set. Denote the set of candidate configurations as $\mathcal{C}$. Now, create a $|\mathcal{C}| \times |\mathcal{T}_{\text{train}}|$ performance matrix $P$ by evaluating the Cartesian product of model-hyperparameter configurations $\mathcal{C}$ and tasks $\mathcal{T}$.

From this performance matrix, build a regret matrix $R$ by taking the difference between $P$ and $B$ column-wise, following Eq. (1).

$$R_{i,j} = \sum_{t \in \mathcal{T}_{\text{train}}} P_{i,t} - B_{i,j}$$

The implication is that poor performance on a task cannot be characterized as a zero-shot system, as it repeatedly evaluates models online, the authors do pay special attention to the low time-budget case. At the same time, the algorithm relies on a highly parallel search at runtime, with experiments run on 36 cores. Metalearning is used in this system as a component to find a single hyperparameter configuration per learner. These configurations are used for ranking the learners per task for prioritization in hyperparameter tuning. The metalearning method is a simple variation of Auto-Sklearn 2.0, but for a different purpose.

Portfolio Selection. In this step, we prune the large number of configurations found in the search step into a smaller set, the portfolio. Why not simply consider all configurations at runtime? We prefer the set be small because we posit, by Occam’s razor, that such a set will generalize better on unseen tasks. For example, we could simply choose the set $B$ of $N = |\mathcal{T}_{\text{train}}|$ configs for the $N$ tasks, which corresponds to the Askl 1.0 strategy. This strategy would select a configuration that performs well on one dataset despite poor performance on all others. It is unlikely that such a configuration would generalize to unseen tasks. On the other extreme, we could select the one configuration with best mean regret. However, it is theoretically impossible for a single-configuration portfolio to perform well on all tasks [22]. In Section 5 we empirically evaluate both extremes, showing that the first approach does indeed overfit while no one configuration has acceptable worse-case regret. Instead, we want a few complimentary configurations, that cover the metafeature space well without overfitting to specific tasks.

We design our portfolio selection with these considerations in mind. This greedy algorithm is presented in Algorithm 1. We construct the portfolio in a bottom-up fashion, building it by starting with an empty set and adding one configuration at a time. An key feature of our algorithm is the error metric minimized: we minimize the sum-of-excess-regret (SER). Given a target regret $\varepsilon$, we minimize the sum of the difference between the portfolio regret and $\varepsilon$ over all training tasks. When the target regret $\varepsilon$ has not been reached for any task, SER behaves identically to a more traditional metric like mean regret. Once that threshold is reached for a given task, performance improvements on that task do not count towards SER.\footnote{However, if two portfolios have the same SER, we prefer the one with lower mean regret.} The implication is that poor performance on a task cannot be
compensated for by performing exceptionally well on another: by optimizing for the worst-case, we can increase the likelihood our portfolio covers the space of unseen tasks well.

Another detail of the algorithm is early stopping. If we reach the target regret \( \varepsilon \) or if adding a configuration to the portfolio does not decrease regret by at least a small numeric value, we terminate returning the unextended portfolio. The intuition behind the early stopping is to prevent overfitting in the attempt to reducing the regret to zero.

### Algorithm 1 Greedy portfolio building with early-stopping

\[
\begin{aligned}
\text{Require: } & T, C \quad \text{Training tasks, candidate configurations} \\
\text{Require: } & R : T \times C \rightarrow \mathbb{R} \quad \text{Regret matrix} \\
\text{Require: } & \varepsilon : \mathbb{R} \quad \text{Target regret} \\
S & \leftarrow \emptyset \\
\varepsilon & \leftarrow \infty \\
\text{while } C \neq \emptyset \land \varepsilon > \varepsilon & \text{ do} \\
S & \leftarrow (S \cup \{c\} \mid c \in C) \\
L & \leftarrow \{\sum_{t \in T} \max(\min_{s \in S} R(t, s) - \varepsilon, 0) \mid S' \in S\} \quad \text{SER metric} \\
\text{if } (1 - \varepsilon/2)\varepsilon & < \min L \text{ then} \\
\text{break} \\
\text{end if} \\
\text{if } \min L \text{ is unique then} \\
S & \leftarrow \arg\min_{S'} \min_{S'} L' \\
\text{else} \\
L' & \leftarrow \{\sum_{t \in T} \min_{s \in S} R(t, s) / |T| \mid S' \in S\} \\
S & \leftarrow \arg\min_{S'} \min_{S'} L' \\
\text{end if} \\
\varepsilon & \leftarrow \min L \\
\text{end while} \\
\text{return } S \quad \text{Portfolio}
\end{aligned}
\]

**Decision Function.** At runtime, there remains the step of selecting which configuration in the portfolio to apply. To build a zero-shot system, we take a metafeature-driven approach. As such, the decision function can be considered a multiclass classifier, which takes as input the metafeatures of a task and selects one configuration from the portfolio. We experimentally validate (omitted here for brevity) three functions: nearest-neighbor, SVM, and decision tree, and find nearest-neighbor the best performing. It has advantages in localized updates too.

As a design choice to study in this paper, we consider four simple metafeatures: (1) the number of instances, (2) the number of features, (3) the number of classes, and (4) the percentage of numeric features. The first two are well-known as important factors. All four metafeatures are selected to be fast to compute: in fact most of them are already computed by the data storage layer. This is in contrast to ASK1.0’s metafeatures, whose computation caused several timeouts at the ChaLearn challenge. We standardize the metafeatures before searching for the nearest neighbor. These simple metafeatures work surprisingly well for the classification and regression tasks we studied. Figure 2 plots preliminary evidence. However, we stress that our overall framework is modularized and not fixated with this particular featurization choice. For example,

![Figure 2: Ranking correlation between best configuration’s transfer performance and similarity in metafeature space.](image)

For the majority of tasks, the ranking of the transfer performance for each other task’s best configuration is positively correlated with the metafeature similarity. For a few tasks, the correlation is negative, implying room for improvement in terms of metafeature design.

### 4.1 Discussion

There are multiple practical advantages of our proposed approach at both online and offline stages.

At the online stage, the computation cost to find the zero-shot configuration is negligible, as a simple nearest-neighbor query. So it can be used to build a configuration recommendation microservice that scales easily. The cost of obtaining a good model for a new task is just training one model, as no tuning is involved. That is the minimal cost one has to pay in autoML. Without the need to setup a tuning loop infrastructure, the continuous integration and deployment of machine learning workflow becomes simpler. For different training data, the same existing user code for training can be reused, while different zero-shot configurations are automatically instantiated. And because no tuning is required, all training data are used for training and no validation data need to be generated for the tuning purpose. With that said, further tuning remains an option as the zero-shot configuration provides a good starting point.

The offline preparation can be customized for a domain and leverage the historical tuning data. For example, for a team building a database software, they can collect the training tasks and metafeatures from their application, and focus on learners and configurations that are suitable for their deployment requirement. With the three modularized components in our system, it is easy to perform such customization, e.g., by inserting filters of candidate configurations, changing metafeatures or even the decision function form.
One important special case is the update of tasks/configurations. For example, a maintainer may encounter a new task where the zero-shot configuration is not good enough for deployment. They can fall back to performing a full tuning for the new task. At the same time, it is easy to add this new task and the tuned configuration to the input of offline preparation and upgrade the portfolio. Note that the update of candidate configurations and performance matrix in the first step can be performed incrementally and only the newly added task and configuration need to be evaluated against other configurations or tasks. The step of portfolio construction and decision function learning are both efficient after the update. So, the end-to-end update for the offline preparation is much less expensive than re-running it from scratch. This enables an organization to share tuning experiences and improve the zero-shot solution over time collectively.

## 5 RESULTS

**Experimental setup.** We experiment over $n = 62$ tasks. We utilize a set of 35 classification tasks provided by the OpenML benchmark [8]. The benchmark contains a variety of classification tasks, both binary and multiclass, that are designed to represent a variety of workloads and so to be suitable for testing autoML systems. However, as this benchmark only contains classification tasks, we extend it with 27 regression tasks curated in [23]. Of the 62 tasks, 18 are withheld as a validation set. This set, chosen through a randomized procedure, was blinded from the authors until algorithm design and all other experiments were concluded. We refer to the two sets of tasks as cv set (44 = 26 for classification and 18 for regression), and holdout set (18 = 9 for classification and 9 for regression).

We evaluate our approach by incorporating it into Flaml, the autoML framework introduced in Section 2. We use Flaml for candidate configuration search. Its search space consists of a choice of six learners [3, 13, 17, 18], for a total of 46 tunable hyperparameters. Each candidate configuration thus specifies one learner and the values of its hyperparameters. To standardize the tests in terms of instrumentation and preprocessing, we run all comparisons through the OpenML autoML benchmarking framework [8]. Since we are motivated by the low resource setting, we use a much more frugal resource constraint (1 minute and 1 CPU core) than the original paper. The best known result with this low resource setting is reported in [21], which we include as a baseline.

We compare against a baseline of the AutoSklearn 1.0 and 2.0 frameworks, described in Section 3. We note that both are complex, specialized systems—we adapt and evaluate the metalearning method proposed by them in our new problem setting. The original Askl 1.0 recommends the configuration obtained from the autoML run on the nearest neighbor task only. We extend it to allow knowledge transfer between training tasks. This feature is present in Askl 2.0 and our algorithm. Without this change, Askl 1.0’s performance would degrade, as the overfitting later described worsens.

### Table 1: Regret on the 26 cv classification tasks, each task 10-fold cross-validated. Lower is better.

|                  | Zero-shot | Search or k-shot |
|------------------|-----------|-----------------|
|                  | Ours      | Askl 1.0        |
|                  | Ours+     | Search          |
|                  | Askl 2.0  |                 |
| Mean             | 0.0027    | 0.0021          | 0.0134          | 0.0517          |
| Std. Dev.        | 0.0329    | 0.0411          | 0.0347          | 0.0976          |
| Percentile       |           |                 |                 |                 |
| 25%              | -0.0018   | -0.0005         | -0.0035         | -0.0001         | 0.0024          |
| 50%              | 0.0019    | 0.0047          | 0.0009          | 0.0024          | 0.0128          |
| 75%              | 0.0102    | 0.0276          | 0.0078          | 0.0303          | 0.0556          |
| 95%              | 0.0344    | 0.2785          | 0.0429          | 0.0749          | 0.2975          |
| 99%              | 0.0854    | 0.3454          | 0.0862          | 0.1039          | 0.3740          |

### Table 2: Regret on the 18 cv regression tasks, each task 10-fold cross validated. Lower is better.

|                  | Zero-shot | Search or k-shot |
|------------------|-----------|-----------------|
|                  | Ours      | Askl 1.0        |
|                  | Ours+     | Search          |
|                  | Askl 2.0  |                 |
| Mean             | 0.0140    | 0.0239          | 0.0025          | 0.0082          | 0.0142          |
| Std. dev.        | 0.0239    | 0.0716          | 0.0117          | 0.0185          | 0.0384          |
| Percentile       |           |                 |                 |                 |                 |
| 25%              | 0.0004    | -0.0007         | -0.0002         | 0.0001          | 0.0000          |
| 50%              | 0.0040    | 0.0017          | 0.0009          | 0.0014          | 0.0016          |
| 75%              | 0.0201    | 0.0394          | 0.0043          | 0.0077          | 0.0086          |
| 95%              | 0.0688    | 0.1598          | 0.0168          | 0.0462          | 0.1212          |
| 99%              | 0.0777    | 0.3640          | 0.0496          | 0.0756          | 0.1774          |

### Table 3: Regret on the 9 holdout classification tasks, 10-fold cross validated. Lower is better.

|                  | Zero-shot | Search or k-shot |
|------------------|-----------|-----------------|
|                  | Ours      | Askl 1.0        |
|                  | Ours+     | Search          |
|                  | Askl 2.0  |                 |
| Mean             | 0.0132    | 0.0299          | 0.0024          | 0.0238          | 0.0491          |
| Std. dev.        | 0.0214    | 0.0465          | 0.0190          | 0.0357          | 0.0468          |
| Percentile       |           |                 |                 |                 |                 |
| 25%              | 0.0003    | -0.0017         | -0.0067         | 0.0011          | 0.0108          |
| 50%              | 0.0086    | 0.0050          | 0.0036          | 0.0091          | 0.0347          |
| 75%              | 0.0290    | 0.0505          | 0.0084          | 0.0291          | 0.0804          |
| 95%              | 0.0722    | 0.0785          | 0.0364          | 0.1120          | 0.1355          |
| 99%              | 0.0806    | 0.1329          | 0.0463          | 0.1303          | 0.1776          |

### 5.1 Performance

We compare the performance of our approach against several baselines in Tables 1–4. We test two zero-shot approaches: ours and Askl 1.0. Further, we test two search or k-shot approaches: a Flaml search seeded with our zero-shot strategy, a standard Flaml search
Within the hand-tuned defaults, and Askl 2.0. All zero-shot and search/k-shot approaches are allocated the same budget and access to the same meta-training data. Results are most comparable within the zero-shot group and within the search/k-shot group, as in the former the decision function does not have access to training at runtime to retain the benefits discussed earlier while in the latter it does. The zero-shot recommendation consumes virtually none of the time budget, returning choices in the order of milliseconds.

We measure performance on regression tasks using the $R^2$ metric, while using the area under receiver operating characteristic curve (ROC-AUC) as the error metric for classification tasks. When classifying with more than two classes, we use a generalization of the AUC metric to n classes for computing the error metric [11].

Performance on the CV set using leave-one-out cross-validation (LOO-CV) is presented in Tables 1 and 2. In the LOO-CV loop, each dataset in the CV set is used as a test task in turn. We metalearn on all tasks except the test task. We build a portfolio without performing any training or metalearning on the test task. Then we apply that portfolio on the test task and calculate the test regret. Within the LOO-CV loop, we use a nested ten-fold cross-validation loop to calculate the error on each task. Finally, we report the mean, standard deviation, and percentiles on all the cross-validated folds (260 and 180 for classification and regression respectively).

Table 3 and 4 present performance on the holdout set of tasks. For this experiment, we build a portfolio using all datasets from CV set ($n = 26$, 18 for classification and regression, respectively). We then evaluate the runtime performance in the resource-constrained setting using straightforward 10-fold cross validation. We emphasize that holdout datasets are never used in training or for metalearning.

In all tables, we only report dataset folds over which all five methods terminate. The sole reason for non-termination in all experiments is the selection of a model that cannot be trained in the benchmark, even after the test framework's attempts to reduce the runtime. Failures as a percentage of all the trials per autoML strategy is presented in Table 5. Both Askl 1.0 and 2.0 exhibit an order of magnitude larger number of failures compared to our zero-shot strategy. When using our strategy to seed the Flaml searcher, the number of time-outs increases, though still substantially less than the other baselines. We attribute this to increased number of steps where a timeout can occur: evaluating the zero-shot starting point, the random search, and the final retrain.

For completeness, we additionally evaluate the best-performing single-configuration portfolio. On the regression tasks, such a configuration has a mean regret of 0.078, a standard deviation of 0.256, median regret of 0.014, 75% percentile regret 0.030, 95% percentile regret of 0.173, and finally a 99% percentile regret of 0.964. All are considerably worse than our method, as well as worse than most of the baselines. These results are expected in light of the theoretical background discussed in Section 2.

### 5.2 Ablation Experiments

Figure 3 presents the results of the ablation experiments. We re-run our zero-shot algorithm, replacing our regret metric, disabling early stopping, and removing nearest neighbor as the runtime decision function. With each aspect of the algorithm omitted, we observe a decrease in median test regret, supporting the inclusion of these aspects of our algorithm.

Replacing our sum-of-excess-regret metric with mean regret results in average increase in regret by 22%. We note that the mean regret is also Askl 2.0’s metric of choice. Further, disabling early stopping increases the likelihood of overfitting, as configurations will be added regardless of whether they decrease the error metric on training. This results in an Askl 1.0-like portfolio, adding 72% to the regret of the previous configuration. Finally, as expected in the zero-shot setting, disabling nearest neighbor results in the most dramatic loss in performance. Unable at runtime to pick between models, we are forced to use a portfolio size of one, which increases regret by a factor of eight compared to the last ablation level.

### 5.3 Scalability

We compare the number of configurations in each portfolio as number of training datasets is scaled up in Figure 4. Askl 1.0’s approach results in a portfolio size linear in the number of training datasets over 9 holdout regression tasks, 10-fold cross validated. Lower is better.

| Strategy | Ours | Search | Ours+Search | Askl 1.0 | Askl 2.0 |
|----------|------|--------|-------------|----------|----------|
| Timed-out | 0.4% | 0.0%   | 2.4%        | 8.6%     | 4.4%     |

Table 5: Percentage of failed folds out of 450 test folds.
datasets. Meanwhile, our approach initially scales linearly for very small training set sizes—as each new configuration addresses a task the previous ones did not—but then quickly establishes a small set of configurations that cover the variety of training tasks. In fact, as the number of training sets grows past about ten, it is able to find more effective configurations and eventually shrink the portfolio size. The final portfolio is over four times smaller than the Askl 1.0 portfolio yet, as seen in Tables 1-4, outperforms it.

As noted in the beginning of Section 5, we extended the original Askl 1.0 strategy with the ability to share knowledge about regret across training tasks. One effect is better portfolio scalability, as without this extension the portfolio size would scale in exact correspondence to the number of the training datasets, representing the line $x = y$ in Figure 4.

5.4 Metafeature Space

Figure 5 shows the decision boundaries of our approach versus Askl 1.0 on the regression tasks. In the Voronoi diagram, each point represents a training dataset. The decision boundaries are outlined in black, while the fill color indicates which portfolio configuration is used within a boundary. Two regions that map to the same configuration in the portfolio share the same color. For presentation purposes, the metafeature space was projected into two dimensions using principal component analysis (PCA).

At runtime, the metafeatures of the test task are used to map it into the polytope, deciding which configuration will be selected for that task. Each such area corresponds to one training dataset.

The metafeature space of Askl 1.0, in the Figure 5b diagram, is comprised of 18 cells. These cells map to 14 unique configurations, meaning that only four regions share a configuration with another region. Figure 5a shows the same diagram for our method. The metafeature space of our method differs: though the decision boundaries are the same (due to sharing the nearest-neighbor decision function) only three configurations are required to cover the 14 cells. Further, the cell coloring is generally smoother: most cells share a neighbor of the same color, unlike in Askl 1.0. Nonetheless, our simpler portfolio outperforms the more complex one.

5.5 Portfolio Overfitting

Figure 6 shows evidence of overfitting by Askl 1.0 at the portfolio build step. Compared to our approach, the difference between the mean regret at training time (the offline step) and observed regret on test (the online step) is approximately an order of magnitude larger. On average, Askl 1.0 underestimates the regret by 0.019 versus our zero-shot approach’s mean overestimate of 0.002. On all datasets (except one, riccardo) our approach’s estimate of the portfolio regret is closer. On riccardo, we underestimate the regret rather than overestimate it (too pessimistic).

The overfitting for Askl 1.0 occurs because at each decision point in the algorithm, only one dataset is considered. Given the large number of datasets, it is highly likely that some of the “good” matches appear so by chance, rather than a genuinely well-performing and generalizable choices. Our approach avoids falling in this trap by considering the performance of a configuration on all training
While Askl 2.0 does not pick configurations that fail to generalize in the same manner as Askl 1.0, its portfolios lack diversity due to its error metric. Mean regret allows for a configuration that performs highly on an already well-covered task to be chosen, so long its performance on that task outweighs the weakness on other tasks. This results in Askl 2.0 having the largest regret variance of all tested approaches, as well as the largest tail regret, as seen particularly in Table 1. Our approach, by using the sum-of-excess-regret (ser) metric, is able to cover the worst case tasks well, resulting in a relatively lower variance and excellent tail performance. Additionally, the ablation experiments in Figure 3 evidence that replacing ser by mean regret increases mean test regret by over 20%. Examining a sample portfolio illustrates this: When APSFailure is the leave-one-out task, given the same set of configurations, our approach builds a portfolio of two LightGBM learners and one XGBoost learner while Askl 2.0 selects four LightGBM learners.

6 APPLICATION

As an application of our technique, we study whether the recommended zero-shot configuration is better than the library default for popular and mature learners such as LightGBM, XGBoost and RandomForest. Each learner has offered a default configuration which is supposed to be robust across tasks as they have been adjusted by the library maintainers through many iterations of development cycles. These learners are widely used and testified by data scientists for many applications and evolved for many years. With such a high degree of maturity and a huge amount of crowd wisdom already built-in, chance is low for there to be a universally better default configuration. However, it is an intriguing question whether we can recommend data-dependent default configuration which is equal or better than the library default consistently. It will not be surprising for this to be true in some tasks, but it is a tall order for an automatic zero-shot approach to outperform the carefully crafted default for every task. One recent study [9] tried a symbolic approach and did not succeed in real data.

Figure 7 plots the 10-fold cross validated R^2 score (the larger the better, 1 is perfect prediction, 0 is constant prediction with mean) for LightGBM on 37 regression tasks. 17 tasks are used for metalearning, and 20 are heldout: cpu_act, bng_autoPrice, elevators, house_sales, bng_satellite, allstate_claims, black_friday, buzz_twitter, comet, rainfall_bangladesh, bng_libras_move, dataset_sales, diamonds, Yolanda, nyc_taxi, bike_sharing_demand, sulfur, nasa_phm, particulate-matter, miami_houses. We observe that the recommended zero-shot configuration consistently outperforms or equalizes the library default configuration. The margin is large in quite a few tasks, such as bng_libras_move (+24%), nyc_taxi (+15%) and Yolanda (+17%). While the library default performs catastrophically in some tasks like brazil_houses (-0.39 vs 0.76) and poker (0.28 vs. 0.94), the zero-shot approach stands strong in the worst case performance. The only case where the recommended zero-shot is worse than the
library default is on a heldout task comet, where the r2 scores are 0.9857 vs. 0.9907 with a -0.5% margin. The mined portfolio contains three configurations obtained from autoML runs. Overall, the portfolio demonstrates a robust performance against diverse tasks, and looks promising as a strong alternative to the static preset. We applied the same study to XGBoost, RandomForest and ExtraTrees and observed the same. We will share the mined portfolios and decision functions via https://github.com/microsoft/FLAML.

7 CONCLUSION AND FUTURE WORK

This work presents a novel automatic machine learning approach, focused on a resource-constrained setting. By mining on a variety of tasks offline, we are able to assemble a small portfolio of configurations that perform well on a variety of datasets. Further, at runtime we can effectively choose a configuration from the portfolio in a zero-shot manner; that is, without training any models except the chosen one. We evaluate this novel approach on 62 datasets representing a variety of regression and classification tasks. It outperforms several baselines, including the state-of-the-art metalearning methods used in AutoSklearn, on cv and holdout tasks. Performance is especially strong on tail tasks, which previous works neglect in this setting. Further, it is suitable for warm-starting autotune frameworks, as well as recommending data-dependent default configurations to replace the fixed default settings from popular libraries. We identify short-comings of previous approaches—including portfolio overfitting, scalability problems and poor dataset coverage—and demonstrate the ability of our algorithm to address them.

In this work, we show that our approach is not restricted to one type of machine learning task: it is able to pick configurations for binary classification, multiclass classification and regression. A natural direction then is testing extensions to other task categories, for example time-series forecasting. It is also interesting to see the effect of a larger corpus of pipelines to apply metalearning. Another possible improvement is an extension of the algorithm presented in Section 4 to incorporate feedback from the decision function into the portfolio-building step. In the case of our decision function, nearest-neighbor, the greedy algorithm could take into account which configurations the nearest-neighbor matching would pick and adjust its portfolio accordingly. However, in preliminary experiments, we discovered that such feedback interferes with the early stopping condition. With this limitation addressed, the zero-shot performance could be improved further.
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## Table 6: Metafeatures.

| name                          | task id | # instance | # feature | # class | % numeric feature |
|-------------------------------|---------|------------|-----------|---------|------------------|
| Australian                    | 146818  | 621        | 14        | 2       | 0.428571429      |
| blood-transfusion             | 10101   | 674        | 4         | 2       | 1                |
| car                           | 146821  | 1556       | 6         | 4       | 0                |
| christine                     | 168908  | 4877       | 1611      | 2       | 0.99255121       |
| cnae-9                        | 9981    | 972        | 807       | 9       | 1                |
| credit-g                      | 31      | 900        | 20        | 2       | 0.35             |
| dilbert                       | 168909  | 9000       | 2000      | 5       | 1                |
| fabert                        | 168910  | 7414       | 795       | 7       | 1                |
| jasmine                       | 168911  | 2686       | 144       | 2       | 0.055555556      |
| kcl                           | 3917    | 1899       | 21        | 2       | 1                |
| kr-vs-kp                      | 3       | 2877       | 36        | 2       | 0                |
| mfeat-factors                 | 12      | 1800       | 216       | 10      | 1                |
| phoneme                       | 9952    | 4864       | 5         | 2       | 1                |
| segment                       | 146822  | 2079       | 16        | 7       | 1                |
| sylvine                       | 168912  | 4612       | 20        | 2       | 1                |
| vehicle                       | 53      | 762        | 18        | 4       | 1                |
| adult                         | 7592    | 43958      | 14        | 2       | 0.428571429      |
| Amazon_employee_access        | 34539   | 29493      | 9         | 2       | 0                |
| APSFailure                    | 168868  | 68400      | 169       | 2       | 1                |
| bank-marketing                | 14965   | 40690      | 16        | 2       | 0.4375           |
| connect-4                     | 146195  | 60802      | 42        | 3       | 0                |
| Fashion-MNIST                 | 146825  | 63000      | 784       | 10      | 1                |
| guillermo                     | 168337  | 18000      | 4281      | 2       | 1                |
| Helena                        | 168329  | 58677      | 27        | 100     | 1                |
| higgs                         | 146606  | 88245      | 28        | 2       | 1                |
| Jannis                        | 168330  | 75360      | 54        | 4       | 1                |
| jungle_chess_2pcs_raw_endgame_complete | 167119  | 40338      | 6         | 3       | 1                |
| KDDCup09_appetency            | 3945    | 45000      | 207       | 2       | 0.835748792      |
| Miniboost                     | 168335  | 117058     | 50        | 2       | 1                |
| nomao                         | 9977    | 31019      | 118       | 2       | 0.754237288      |
| numeral28_6                   | 167120  | 86688      | 21        | 2       | 1                |
| riccardo                      | 168338  | 18000      | 4283      | 2       | 1                |
| Robert                        | 168332  | 9000       | 7200      | 10      | 1                |
| Shuttle                       | 146212  | 52200      | 9         | 7       | 1                |
| Volkert                       | 168331  | 52479      | 147       | 10      | 1                |
| Airlines                      | 189354  | 485445     | 7         | 2       | 0.428571429      |
| Albert                        | 189356  | 382716     | 78        | 2       | 0.333333333      |
| Covertype                     | 7593    | 522911     | 54        | 7       | 0.185185185      |
| Dionis                        | 189355  | 374570     | 54        | 355     | 1                |
| poker                         | 10102   | 922509     | 10        | 0       | 1                |
| pol                           | 2292    | 13500      | 26        | 0       | 1                |
| 2dplanes                      | 2306    | 36692      | 10        | 0       | 1                |
| bng_breastTumor               | 7324    | 104976     | 9         | 0       | 0.111111111      |
| bng_echomonths                | 7323    | 15747      | 9         | 0       | 0.666666666      |
| bng_lowbwt                    | 7320    | 27994      | 9         | 0       | 0.222222222      |
| bng_pbc                       | 7318    | 900000     | 18        | 0       | 0.555555556      |
| bng_pharynx                   | 7322    | 900000     | 10        | 0       | 0.1               |
| bng_pwLinear                  | 7325    | 159433     | 10        | 0       | 1                |
| fried                         | 4885    | 36692      | 10        | 0       | 1                |
| house_16H                     | 4893    | 20506      | 16        | 0       | 1                |
| house_8L                      | 2309    | 20506      | 8         | 0       | 1                |
| houses                        | 5165    | 18576      | 8         | 0       | 1                |
7.1 Datasets
We selected datasets available through the OpenML online repository. Binary and multiclass datasets were sourced from the AutoMLBenchmark framework [8], which are specifically selected to be varied and challenging in the autoML setting. We augmented these with regression datasets used as a benchmark in previous autoML work [23]. These regression tasks were selected from OpenML using the criteria that they contained at least ten thousand rows, had no missing values and were active and downloadable. Additionally, we compiled 10 extra regression tasks found on OpenML, which did not necessarily meet the these criteria. We used these additional tasks in the application section, Section 6, but not during the evaluation against other approaches in Section 5. Finally, five classification tasks failed to run in the testing framework—mostly likely due to an invalid specification in the online repository—and so were excluded from our report. These are: kc1, MiniBooNE, kr-vs-kp, connect-4 and Dionis.

Cross-validation datasets: christine, Airlines, bank-marketing, Australian, kr-vs-kp, blood-transfusion, riccardo, Albert, APSFailure, higgs, nomao, adult, MiniBooNE, numeral28_6, kc1, credit-g, connect-4, Shuttle, jungle_chess_2pcs_raw_endgame_complete, Fashion-MNIST, mfeat-factors, cnae-9, Helena, car, fabert, vehicle, Covernype, Dionis, Robert, dlibert, pol, 2dplanes, bng_echomonths, bng_lowbwt, bng_pbc, bng_pharynx, fried, houses, mv, cpu_act, bng_autoPrice, elevators, house_sales, brazil_houses, bng_satellite, airlines_depdelay, allstate_claims, black_friday, buzz_twitter, ailerons, comet, rainfall_bangladesh.

Holdout datasets: jasmine, guillermo, KDDCup09_appetency, Amazon_employee_access, phoneme, sylvine, segment, Volkert, Jannis, poker, bng_breastTumor, bng_pwLinear, house_16H, house_8L, bng_autoHorse, online_news, new_fuel_car, mnist_rotation.

The corresponding OpenML task ids and metafeatures are presented in Table 6.

7.2 Experiment details
The evaluation of each method is based on the open source benchmark code at https://github.com/openml/automlbenchmark.

For the offline mining step, we utilized a server with 128 GB of main memory and a 16 core processor clocked at 2.8 GHz, providing 32 simultaneous multi-threading threads. We set an offline evaluation budget of 100 minutes (10 minutes over 10 folds) per task, and an online budget of one minute for model selection followed by one minute for model training. We set the target regret to \( \varepsilon = 0.01 \). We did not tune the target regret parameter, though one could tune it via cross validation. For the online step, we utilized a single thread on the same processor with a 4 GB memory pool.

As the performance of any autoML method is heavily influenced by the choice of search space, to make fair comparisons between frameworks we re-implemented AutoSklearn 1.0 and 2.0 to use the same search space as Flaml. Note that this change is in favor of the baseline because Flaml’s search space contains more powerful learners like lightgbm and xgboost than sklearn. Our extension of AutoSklearn 1.0 which enables knowledge transfer across tasks recommends the best configuration on the nearest neighbor of an input task among all the candidate configurations.

The number of models trained in the k-shot ASKL 2.0 in the 1-minute time budget ranges from 3 to 7, depending on the training time of each model.