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Abstract
This paper investigates the impacts of a large and exogenous oil price shock in December 1973 on mortality rates of the major oil producer nations of the Middle East and North Africa. We use longitudinal data from 1960 to 2014 and we apply the difference-in-differences approach to investigate the main question of the research. Our findings show that the oil price shock did not lead to higher GDP per capita, but it did lead to lower mortality. These findings are puzzling. A possible explanation is that the oil price shock allowed for higher spending on publicly funded health care. We find a positive impact of the oil price increase on the number of hospital beds which perhaps suggests that higher oil revenues increased spending on public health and that possibly decreased mortality.
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1. Introduction

An irony of our world is that the countries that are blessed with an easy income from natural resources are not usually blessed with higher welfare and prosperity. Would the people of resource-rich nations be healthier and live longer if they did not have their natural resources? In this study, applying an exogenous oil price shock in 1973 we attempt to shed light on the impacts of oil revenues on the mortality rates of major oil producer nations. The story goes back to the attempts of the Shah1 of Iran to increase the price of oil in the 1970s. Iran was a major producer of oil in those days. Hence, it possessed a significant amount of power in OPEC. The Shah’s attempts to increase oil prices go back to 1971 which he successfully increased the oil price from $1.64 to $4.1 in three years. However, the real shock came in 1973 when the prices skyrocketed. In December 1973, the Shah forced OPEC members to increase the price of crude oil by more than three hundred percent. The global price of crude oil which was $4.1 in December 1973 increased to $13.0 in January 1974. The documents, including a partially declassified CIA report entitled, Shah of Iran Culprit in High Oil Prices, show that the Shah, was the key person that can be blamed for the oil price shock of 1973-1974. Even though the OPEC members should agree on the oil price policies, the other OPEC members were not happy with the Iran’s attempt for increasing the oil price. Saudi Arabia, another major oil producer and powerful member of OPEC tried to stop Iran from raising the prices. The Shah, who thought the oil reservoirs of Iran would be depleted before the year 2000, tried to industrialize Iran as fast as possible to eradicate poverty. The Shah of Iran dreamed about bringing back the great

1 Mohammad Reza Shah Pahlavi, King of Iran from 1941 until 1979.
2 The Organization of the Petroleum Exporting Countries (OPEC) is an organization of some major oil suppliers that acts like a cartel to control the global price of oil.
Persian civilization\textsuperscript{3}, and needed money to fund his dream. The following quote by Garavini, G. (2011) explains why the Shah was interested in increasing the prices:

"During period of high production, Shah hopes to see Iran transformed into an industrial power comparable with France or West Germany. Needs high prices and high production rates to see Iran make such great strides during lifetime. Therefore, his insistence on huge price hikes and refusal to cut back production" (p. 481).

Painter (2014) argues that in the late 1960s, the British wanted to withdraw their military forces from the Persian Gulf in the south of Iran. Therefore, the United States, busy with the Vietnam war, turned to Iran to serve as the guardian of the Persian Gulf. The Shah of Iran eagerly accepted to be the guardian of the Persian Gulf because he was trying to establish the power of ancient Persia once again. In 1972, the Nixon administration agreed to sell any military equipment except nuclear weapons to Iran. Between 1970 and 1978, Iran purchased over 20 billion dollars worth of weapons and other military equipment from the US. Painter maintains that “higher [oil] prices allowed Iran to increase its military spending and replace Great Britain as the “guardian of the gulf.” (p. 197).

Why it matters to study the impacts of oil revenues on mortality? One reason is that the plausible impacts of oil revenues on mortality are neglected in the literature. A large literature studies the impacts of income from natural resources on economic growth. Although this literature has tackled crucial questions, the problem is that economic growth solely is an imperfect proxy for welfare. In a highly unequal society that a small percentage of the population controls most of the wealth of the nation, economic growth could be noticeably high. Unlike economic growth, mortality could be highly informative about the well-being of the whole population. Oil revenues could bring large amounts of income to a country. If oil income is invested in building and improving hospitals and in other health-relevant factors, even in the short term, it can have a significant impact on reducing child mortality. The public sector often plays a highly crucial role in health care. Perhaps higher oil revenues for the public sector facilitate more spending on health care. Another reason is that it is intrinsically valuable to understand the factors that save human life and decrease mortality.

Preston\textsuperscript{4} (2007) might be the most influential study that investigates the connection between income and mortality. He argues, besides an improvement in health services such as an increase in quality and quantity of the hospitals and clinics, a higher level of wealth helps a society to afford more nutritious and healthier food, leisure, education, etc. that might indirectly affect mortality rates. He finds an association between national income per head and life expectancy for the 1900s, 1930s, and 1960s. His study has other important findings as well. First, income per capita has a non-linear, positive effect on life expectancy. The effect attenuates as countries become richer. Second, the relationship has shifted upward over time. Third, “Factors exogenous to a nation’s level of income per head have had a major effect on mortality trends in more developed as well as in less developed countries” (p. 489). He explains that income levels per se account for 10 to 20 percent of growth in life expectancy. Factors exogenous to a country’s current level of income account for 75 to 90 percent. He argues that the association between national income and life expectancy is indirect and if higher national income goes to public health, nutrition, education, etc. then it can decrease mortality and improve life expectancy:

\textit{There is no reason to expect a direct influence of national income per head on mortality; it measures simply the rate of entry of new goods and services into the household and business sectors. Its influence is indirect; a higher income implies and facilitates, though it does not necessarily entail, larger real consumption of items affecting health, such as food, housing, medical and public health services, education, leisure, health-related research and,}

\textsuperscript{3} He even published a book in 1978 entitled \textit{Toward the Great Civilization}

\textsuperscript{4} Preston published the first version of his paper in 1975
on the negative side, automobiles, cigarettes, animal fats and physical inertia (p. 484.)

There has been debates on the relative importance of the mentioned factors above. While Preston (2007) and Deaton (2006) emphasize the roles of public health measures, Fogel (2004) puts more weight on the of impacts of rising income on nutrition. In addition to Preston (2007), Kitagawa and Philip (1973), Cutler et al. (2006), Cristia (2007), Mackenbach et al. (2008), Duggan (2008); Braveman et al. (2010), Waldron (2013), Chetty et al. (2016) have found that a greater wealth does lead to a lower mortality and higher life expectancy. However, not every study finds a significant effect of income on mortality reduction. At least two studies including Stolnitz (1965) and Demeny (1965) find no significant relationship between income per capita and mortality.

The impacts of oil price shocks on different aspects of an economy have been widely discussed in the literature (see e.g. Park and Ratti, 2008; Jimenez-Rodriguez, 2008; Farzanegan and Markwardt, 2009; Iwayemi and Fowowe, 2011; Aydn and Acar, 2011; Scholtens and Yurtsever, 2012; Cunado and de Gracia, 2014; Gao et al., 2014; Kang et al., 2014; Zhang and Qu, 2015; Tsai, 2015; Cunado et al., 2015; Ju et al., 2016; Zhang and Tu, 2016; Nusair, 2016; Zhao, 2016; Kim et al., 2017; Cross and Nguyen, 2017; Lee et al., 2017; Kamizova and Reza, 2018; Moshiri and Moghaddam, 2018; Nasir et al., 2018; Ioannidis and Ka, 2018; Oladosu et al., 2018; Lorusso and Pioner, 2018; Tchatoka et al., 2018; Herrera et al., 2019; Lee and Lee, 2019; Lee et al., 2019; Nusair and Olson, 2019; Grigoli, et al., 2019; Bergmann, 2019). However, the mentioned studies are different from our paper because what they consider as oil price shocks is not a same concept as what we refer to as the 1973 oil price shock. The oil price shocks in the mentioned studies mostly refer to oil price volatilities or oil price uncertainties. However, in our paper we focus on the oil price increase in 1973 as an exogenous variation in oil price to study the impacts of oil revenues on mortality in oil producing nations. In addition, the impacts of oil price change or oil price shocks on welfare and economies of the oil producing nations has not received attention in the literature and most of the studies focus on the economies of the large oil consumers such as the United States and China.

Note that, as the results of this paper confirms, the oil price shock in 1973 had a negative and significant impact on mortality rate (i.e. decreased mortality) and at the same time led to a lower rate of per capita economic growth. The reasons why oil revenues might negatively affect economic growth has been discussed in the Resource Curse literature. The Resource Curse literature mostly argues that natural resource discoveries decrease economic growth and income per capita (see e.g. Sachs and Warner, 1995; Velasco, 1997; Gylfason et al., 1999; Tornell and Lane, 1999; Leite and Weidmann, 1999; Ross, 2001; Papyrakis and Gerlagh, 2007; Caselli and Cunningham, 2009; Brollo et al., 2010; Vicente, 2010; Van der Ploeg, 2011; Sala-i Martin and Subramanian, 2013). Resource curse studies argue that due to reasons such as Dutch Disease, corruption, weakening the institutions, etc. income from natural resources has an adverse impact on economic growth. For example, Papyrakis and Gerlagh (2007) argue that abundance of natural resources increases corruption and decreases R&D expenditure, openness, schooling, and investment. Also, they maintain that in more volatile economies with poor financial systems, high corruption, lack of rule of law, and political issues the mentioned problems could be more severe. Also, other studies show natural resource windfalls might decrease investment and openness and have negative effects on schooling and economic growth (Papyrakis and Gerlagh, 2007).

One explanation for resource curse relates to change in incentives or behavior of the politicians. Caselli and Cunningham (2009) argue that income from natural resources can alter the incentives of the leaders and make them act in an opposite direction of well-being of their societies. Also, Velasco (1997) and Tornell and Lane (1999) maintain that a windfall of natural resources can have adverse effects on economies through political processes such as increased in rent-seeking. In addition, other studies of the resource curse literature emphasize an increase in corruption and a decrease in the quality of the politicians because of natural resource abundance (Brollo et al. 2010; Vicente 2010).

Another explanation for a negative impact of natural resource discoveries on economic growth is “Dutch Disease” which argues that the export of natural resources tends to increase exchange rates and hence diminishes
the competitiveness of industrial exports (see e.g. Corden 1982; Corden and Neary, 1984; Sachs and Warner, 1995; Gylfason et al., 1999; Van der Ploeg, 2011; Sala-i Martin and Subramanian, 2013).

In this paper we find negative impacts of the oil price shock of 1973 on GDP per capita as well as on mortality. Also, we find positive impacts of the oil price shock on hospital beds. Therefore, it seems that spending on public health has been increased after increase in price of oil. Because health sector is considered as a services sector Dutch Disease can provide one explanation for our results. Dutch Disease is hypothesized by Corden (1982) and Corden and Neary (1984). Dutch Disease hypothesizes that an exogenous shock in oil price increases the real exchange rate which results in decline in production of the agriculture and manufacturing sectors and increases the production of the services sector.

In Dutch Disease hypothesis the whole economy is divided to the sectors that produce tradable and non-tradable outputs. The tradable sectors include booming sector (oil) and lagging sector (agriculture and manufacturing). The non-tradable sector only includes services sector. The tradable sector is subject to global competition and the price of the outputs of the tradable sector (oil, manufacturing, and agriculture) are determined abroad by the global supply and demand functions. However, the price of the outputs of non-tradable sector (services) is not subject to global competition.

Corden and Neary (1984), differentiate a resource movement effect from a spending effect. The resource movement effect occurs in a condition that the supply of oil is not perfectly inelastic and an increase in global price of oil shifts up the demand for capital and labor in the oil (booming) sector. This will lead to larger return to capital and higher wages in the booming sector. In a condition that production factors are mobile this will cause a shift of capital and labor from services and lagging sectors (i.e. agriculture and manufacturing) to the booming sector (i.e. the oil sector)). The employment and output in the booming sector increase, while employment and output in lagging and services sectors decline. Decline in output of the lagging sectors is referred to as “direct de-industrialization.” The price of lagging sector outputs is determined abroad and therefore remains unchanged. Fall in the production of services causes excess demand and hence a rise in the price of services. Therefore, the price of non-tradable products relative to the price of tradable products increases which leads to an increase in real exchange rate.

Usually the resource movement effect does not happen because the number of workers in the booming sector is low comparing to the whole economy. Nevertheless, the spending effect is likely to occur. The spending effect takes place because a raise in oil prices increases profits and wages in the oil sector which improves the aggregate demand in the whole economy. This does not affect the prices of manufacturing goods and oil since their prices are determined abroad by the global supply and demand functions, but prices of services increase. This again results in an increase in real exchange rate. The increase in price of services occurs because the rise in aggregate demand in the whole economy transfers to the services sector as well. If labor is mobile between the tradable and services sectors, an increase in the demand for services will lead to an upward shift in the supply of services. Also demand for labor and therefore wages in the services sector increase.

This will encourage workers to move from the tradable sector (i.e. oil and manufacturing) to the services sector and pushes the tradable sectors to increase their wages. However, they cannot compete and their profits fall. The resulting drop in employment and outputs of booming and lagging sectors is referred to as “indirect de-industrialization.” by Corden and Neary (1984).

Combining the two effects, the Dutch Disease hypothesis generates some important predictions. One, there is an unambiguous decrease in production and employment in the manufacturing sector. Second, because the resource movement effect and the spending effect pull in opposite ways the overall effect on employment and production of the services and oil sectors is ambiguous. Nevertheless, if the oil sector employs a low ratio of workers of the whole economy, then the spending effect dominates the resource movement effect. This leads to increase in output and employment of services sector. In practice it has been shown that the spending effect dominates the resource movement effect (Oomes and Kalcheva, 2007; Hasanov, 2013).
The mechanisms and the literatures discussed previously in this section provide some insights about the plausible impacts of the oil price shock of 1973 on mortality, and economic growth of the oil producer countries. To the best of our knowledge a similar study has not been done before. Therefore, this empirical study attempts to fill this gap in the literature. For reasons that are discussed in the Empirical Design section of the paper, difference-in-differences fixed effect models are applied to investigate the main question of the research.

The key findings of this research can be summarized as follow:

a. The oil price increase of 1973 decreased mortality rates including infant mortality rate, mortality under age 5, adult female mortality rate, and adult male mortality rate in the oil producing nations of the Middle East and North Africa.

b. Another impact of the oil price shock is that it decreased GDP per capita. This result confirms the findings of the resource curse literature.

c. Yet another finding is the positive impact of the oil price shock on the number of hospital beds. This finding suggests that the oil producing nations improved their investments in health care after the windfall of oil revenue from the oil price shock.

In the discussion section we argue that the results of this paper could be perfectly be explained by Dutch Disease hypothesis. Yet, another explanation why hospital beds and mortality rates have improved despite the negative impact of the oil price shock on economic growth relates to the behavior and incentives of the politicians. Due to failure of the politicians in preventing resource curse they might try to invest on visible projects to people that may improve their popularity. Investing in health care such as building hospitals are visible to citizens and therefore might help the politicians to stay in power longer.

The rest of this paper is organized as follow. Section 2 outlines the empirical design of the research. Section 3 explains the Data and treatment assignment. Section 4 provides the results and section 5 presents the conclusion of the study.

2. Empirical design

Since the price shock was managed by the Iranian king, the increase in oil prices could be an endogenous variable for the Iranian economy. Nevertheless, it’s unlikely that the price shock in 1973 was an endogenous variable for the economy of other oil producer nations. The oil price increased based on the decision of a person outside their country without them having a significant impact on the process. Hence the oil price shock of 1973-1974 is an exogenous variable for other nations, if not for Iran, and in this paper, we apply that to study the impacts of oil revenues on mortality in oil producing nations. The CIA report suggests that perhaps Venezuela was a supporter of Shah’s decision. For this reason and other reasons that will be discussed later in the paper, Venezuela is not included in this paper. Hence, there is no concern about possible endogeneity of oil price increase in Venezuela’s economy.

In this paper difference-in-differences (DID) approach has been applied to investigate the impacts of the oil price shock in 1973 on mortality rates. Also, we apply the same approach to estimate the impact of the oil shock on economic growth and hospital beds. Difference-in-differences (DID) approach estimates the impact of an event on an outcome variable by comparing the average change in the outcome variable for the treatment unit and the average change for the control group over time. We apply this approach because it provides a nice framework to investigate the impact of an event (an increase in oil price) on an outcome variable (mortality, for example). Card and Krueger (1994) might be the most famous study that used the difference-in-differences approach. They investigated the impacts of an increase in minimum wages (an event) on employment (an outcome variable) at fast food industry in New Jersey and Pennsylvania.

Before applying DID, we divide the countries in two groups. One is the treatment group and the other is the control group. A treatment unit, which is a country in the treatment group, is one of major oil producer nations. And the control countries are nations that do not produce oil in the same region (i.e. the Middle East and North Africa) with the treated countries.
We apply the following model to estimate the average effect of the treatment on the outcome variables:

\[ Y_{ct} = \beta_1 + \beta_2 Post_t + \beta_3 Treat_{ct} + \beta_4 Treat_{ct} \times Post_t + \alpha_c + \gamma_t + \epsilon_{ct} \]  

(1)

where \( Y_{ct} \) is the outcome variable in country \( c \) and year \( t \). \( Post_t \) is an indicator which takes value one if \( t > T_0 \) where \( T_0 \) is the event year (i.e. 1973). \( Post_t \) is zero for the years before the event. \( Treat_{ct} \) is an indicator that takes a value one if a country is treated (i.e. it is an oil-producing country). \( Treat_{ct} \) takes a value zero if a country is not treated (i.e. it is not an oil-producing country and it is one of the countries in the control group). \( \alpha_c \) is country fixed effect. \( \gamma_t \) is year fixed effect dummies for year \( t \). This variable controls for the common shocks experienced across the region.

A key assumption of the difference-in-differences model is the common trend assumption. In fact, the identification in the difference-in-differences models relies on the common trends (parallel trends) assumption that requires the dependent variable for the treatment unit and the control group have the same trends. If the two groups have the same trend, then the differences should be due to the treatment.

The common trend assumption is not easy to verify. However, one can show that the outcome variable in the control and treatment groups are parallel before the treatment. Even if the pretreatment trends are parallel, changing policies and conditions after the treatment could affect the results. In this paper, the outcome variable which is \( Y_{ct} \) should be parallel for the treated countries and control group before the treatment. During the post treatment period, based on the mentioned assumption, if there was not a treatment, the outcome variable should be parallel in the treated and the control units. To meet the mentioned assumption, we limit this research to the Middle Eastern and North African countries. Some sub-Saharan African countries such as Nigeria are among major oil producers, but experienced high death rates in 1980s and 1990s because of reasons unrelated to oil revenues. Thus, for them the parallel trend assumption does not hold and they are not included in the analysis. In addition, Venezuela is one of top oil producing counties in Latin America, but again because the parallel trend assumption was not satisfied it is not included in the paper. Including the industrial European countries such as Norway which is among major oil producer nations violates the same assumption. The reason is that timing, pace, and level of industrialization among European countries that would create a control group for Norway significantly vary which makes it difficult to capture the impacts of oil revenues on mortality in Norway relative to its potential counterfactual. In other words, since the European nations have begun to industrialize not at the same time and same level, \( \beta_4 \) in equation 1 might get affected by timing and pace of industrialization of the treated and control countries and fail to show an unbiased impact of the oil price shock on mortality.

3. Data and treatment assignment

The source of oil production data is International Petroleum Encyclopedia. The source of GDP per capita is Maddison Project Database (MPD). Also, the global oil prices are taken from The World Bank Commodity Price Data. The source of the rest of the data is the World Bank.

The oil-producing countries that are considered as treated countries in this paper include Algeria, Bahrain, Iran, Iraq, Kuwait, Libya, Oman, Qatar, Saudi Arabia, Syria, Yemen, and United Arab Emirates. Also, the control group which are some other countries in the Middle East and North Africa (i.e. same region as the treated group) include Djibouti, Israel, Jordan, Lebanon, Morocco, Tunisia, Turkey. Because of possibility of endogeneity of the oil shock for the Iranian economy in some of the regressions Iran is excluded.

Figure 1 and shows the global price of oil from 1960 to 2005. The oil price shock in 1973 is charted using a dashed red line. Until the 1970s the price of oil was low for decades. As can be seen in Figure 1 from 1960 to 1970 the price of oil actually decreased a few cents each year. The oil price which was 1.63 U.S. dollars in 1960,
over a decade, decreased to 1.21 U.S. dollars in 1970. However, after the Shah's pressure on the Seven Sisters\(^5\), an oligopoly that dominated the oil reserves and controlled the price of oil for decades, the price started increasing in the 1970s. In 1970 the Shah of Iran threatened the Seven Sisters that if they didn't consider the wish of the OPEC members in production/price negotiations, the OPEC members would change their policy and they would decide about oil prices themselves. After this event the Seven Sisters agreed to increase the price of oil to adjust for inflation of both producer and consumer countries. Hence the global price of oil increased from 1.21 U.S. dollars in December 1970 to 1.64 U.S. dollars in January 1971. Again, in July of 1971 the price of oil increased by 10 cents from 1.64 U.S. dollars to 1.74 U.S. dollars.

Every 6 months, from middle of 1971 until May 1973, the price of oil increased by 10 cents. However, in July 1973 it increased by 35 cents from 2.35 to 2.7 U.S. dollars. In October of the same year the price increased from 2.7 to 4.1 U.S. dollars.

However, comparing to price shock of December 1973-January 1974, the price increase of October 1973 is relatively moderate. In December 1973, the OPEC members had a meeting in Isfahan, Iran. Jamshid Amouzegar was Iran’s representative in the meeting. He was asked by the Shah to use Iran’s power in OPEC for a significant increase in oil price. However, even before the OPEC meeting was finished, the Shah of Iran announced that oil price has been raised in the OPEC meeting. The new global price of oil in January 1974 was $13.0 U.S. dollars.

Note, that the price of oil increased again in 1979, but after a few years it came down and for over two decades stayed almost at the same level that it was in 1974. Again, Iran had a big role in price increase of 1979. In February 1979 Islamic Revolution happened in Iran and Shah lost his power. For a few years prior to 1979, Iran was one of the largest oil producers on Earth. However, over the same period, demonstrations against Shah were on rise. In 1978 and 1979 the workers of oil industry in Iran joined the demonstrators and stopped going to work. Therefore, the oil industry in Iran stopped functioning and oil production decreased significantly which was followed by an increase in oil price.

Another important event that must be considered is the famous “Embargo”. The oil embargo began in October 1973 when Arab Nations decided to decrease their oil exports to nations they believed to be supporters of Israel. Some of targeted countries include Canada, Japan, the Netherlands, the United Kingdom, the United States, and Portugal. When the oil embargo started in October 1973, the price of oil was less than 3.0 U.S. dollars, but when it ended in March 1974 the price was 13.0 U.S. dollars. Because the oil embargo and price shock of 1973-1974

\(^5\) Seven Sisters is a term for an oligopoly consisted of seven transnational oil companies of the "Consortium for Iran". The seven sisters include: 1. Anglo-Iranian (started as Anglo-Persian Oil Company, now British Petroleum). 2. Standard Oil Company of California (Now Chevron). 3. Gulf Oil (later part of Chevron). 4. Royal Dutch Shell. 5. Standard Oil Company of New Jersey (Esso, later Exxon, now part of ExxonMobil). 6. Standard Oil Company of New York (Socony, later Mobil, now part of ExxonMobil). 7. Texaco
coincided many believed that oil embargo caused the price increase, but as discussed above in fact Shah of Iran was behind the price increase. The western media constantly blamed the Shah for the price increase of 1973-1974.

After 1973 the oil income of the oil producing nations significantly increased. Figure 2.A shows daily oil revenue of the oil producing nations (i.e. the treated countries) in million U.S. dollars. As the figure shows, the real increase in oil income started in January 1974 and among Middle Eastern and North African countries, Saudi Arabia and Iran earned the highest oil incomes after the price increase. Figure 2.B represents daily oil income per capita of the treated countries in U.S dollars. As with daily oil income, daily oil income per head drastically increased after 1973. Qatar, Kuwait, and United Arab Emirates that have smaller populations earned the highest levels of oil revenue per head. The most striking feature of Figure 2.A and 2.B is the large increase in the oil income of the treated countries after 1973.

Figure 2: A. Daily oil income of the treated countries in million U.S. dollars. B. Daily oil income per capita in the treated countries in U.S dollars.
Figure 3: Daily oil production of the treated countries - million barrels

Figure 3 shows the oil production level of the treated countries in million barrels. Saudi Arabia and Iran that significantly increased their production level in the early 1970s, kept increasing it until 1975. In 1975 they both decreased their production levels to some extent which is much less than their increase in production from 1970 until 1975. Usually, the rest of the countries have been producing less oil than Saudi Arabia and Iran.

The summary statistics of the main variables of the study are represented in Table 1. In each cell three numbers are provided. The first number on top is the mean of each variable over the research period which is from 1960 to 2005. The second number in each cell which is provided in parentheses is the standard deviation and third number in the brackets represents the number of years which the mean and standard deviation of each variable are calculated for. For example, the mean of infant mortality for Algeria over the period of this research which is 55 years (from 1960 to 2014) had 76.552 per 1,000 live births with a standard deviation of 50.828. Even though for most of the variables the data is complete (i.e. the data is available for all 55 years of the study) for some of the variables we have some missing values. That is the reason why the number of observations for some variables is less than 55.

We use four common measures of mortality rates: the infant mortality rate, the mortality rate under age five, the adult female mortality rate, and the adult male mortality rate. The reason for using four measures of mortality is that the effects of oil revenues may differ differently across age groups.

The infant mortality rate is the number of deaths of children under age one per 1,000 live births. The mortality rate for under age five is deaths of children under age five per 1,000 live births. The World Bank defines the female (male) adult mortality rates as the probability that those females (males) who have reached age 15 die before reaching age 60. The rates are per 1,000 females (males).

Figure 4 displays the mortality rates used in this paper. Summary statistics are provided in Table 1. Figure 4 is very helpful in understanding the impacts of conflicts that affected mortality rates in the Middle East and North Africa. The most devastating war of the region was an eight-year war between Iran and Iraq from 1980 until 1988. The number of the Iranians killed in the war was very high. According to the data from the World Bank, over 500 thousand people died from both sides combined, most of whom were young males. The numbers do not
show a considerable increase in mortality rate of females or children for any of the countries during the war. Another war was the Iraq War from March 2003 until December 2011. As can be seen from the graph, this war also contributed to an increase in mortality rate of adult males. Yet, a third conflict in the Middle East and North Africa began in 2011 which is famous as Arab Spring. In 2011 demonstrations began in Arab countries followed by changes in the political systems of some countries. In countries such as Syria the Arab Spring followed by ongoing conflicts that significantly increased mortality rates.

Note that as the table shows mortality rates were usually lowest in countries with small populations, and high GDP and oil revenues per head. Another interesting point is that mortality rates of the treated countries and the control countries are not too different. However, the average of GDP per capita in the treated nations is much higher than that of the control units.

| Table 1: Summary statistics |
|-----------------------------|
| **Infant mortality** | **Mortality under age 5** | **Adult mortality male** | **Adult mortality female** | **GDP per capita** | **Daily oil income per head** | **Oil production** | **Population (millions)** |
| Algeria: 76.552 | 114.7 | 191.815 | 239.147 | 2731.918 | 0.656 | 848.543 | 23.950 |
| (50.828) | (90.357) | (80.312) | (82.567) | (564.704) | (0.525) | (218.606) | (8.559) |
| Bahrain: 33.849 | 45.109 | 116.496 | 156.541 | 4237.641 | 2.724 | 74.147 | 0.540 |
| (32.889) | (48.897) | (47.752) | (70.607) | (613.277) | (2.197) | (40.565) | (0.353) |
| Iran: 50.584 | 68.686 | 210.315 | 287.096 | 4307.478 | 1.149 | 3418.715 | 49.409 |
| (933.024) | (50.293) | (97.752) | (123.036) | (1178.294) | (0.706) | (1284.591) | (18.471) |
| Libya: 56.276 | 76.325 | 201.844 | 266.796 | 2857.168 | 1.787 | 1642.842 | 17.902 |
| (27.857) | (43.366) | (80.380) | (64.062) | (1543.254) | (1.681) | (757.365) | (8.003) |
| Kuwait: 30.516 | 39.865 | 98.092 | 144.827 | 1533.255 | 17.281 | 1726.967 | 1.629 |
| (25.798) | (37.229) | (33.836) | (41.556) | (7460.969) | (11.740) | (694.161) | (0.889) |
| Oman: 66.119 | 94.334 | 185.221 | 242.024 | 5616.712 | 6.322 | 543.918 | 1.693 |
| (63.769) | (97.212) | (93.044) | (95.162) | (2548.245) | (3.686) | (256.252) | (0.923) |
| Qatar: 20.841 | 25.543 | 91.439 | 124.339 | 1935.933 | 23.599 | 460.317 | 0.546 |
| (13.347) | (17.582) | (33.394) | (40.571) | (1183.278) | (17.242) | (153.209) | (0.566) |
| Saudi Arabia: 41.360 | 55.141 | 168.055 | 213.859 | 9063.92 | 10.675 | 7045.714 | 15.062 |
| (29.280) | (43.577) | (82.075) | (101.162) | (2414.286) | (8.152) | (1836.274) | (8.433) |
| Syria: 44.949 | 60.5 | 168.436 | 212.238 | 5776.062 | 0.502 | 306.440 | 11.928 |
| (31.214) | (46.846) | (77.840) | (51.255) | (1530.089) | (0.323) | (191.489) | (5.206) |
| UAE: 36.545 | 49.738 | 134.962 | 172.802 | 1905.339 | 21.450 | 1522.091 | 2.453 |
| (38.057) | (56.705) | (58.079) | (72.505) | (6015.65) | (14.186) | (598.412) | (2.672) |
| Yemen: 121.278 | 176.111 | 295.395 | 349.081 | 2178.319 | .911 | 269.452 | 12.648 |
| (72.707) | (110.899) | (83.139) | (88.685) | (692.059) | (0.232) | (122.244) | (16.643) |
| All countries: 54.080 | 74.889 | 172.203 | 222.974 | 6648.051 | 7.845 | 1641.967 | 12.414 |
| (46.257) | (71.470) | (90.181) | (97.474) | (6653.095) | (11.329) | (1983.831) | (16.441) |
| (975) | (975) | (1.020) | (1.020) | (999) | (436) | (439) | (1.024) |
| Treated countries: 53.273 | 74.308 | 169.863 | 220.204 | 7869.176 | 7.845 | 1641.967 | 11.856 |
| (48.723) | (75.729) | (90.383) | (99.813) | (7612.76) | (11.329) | (1983.831) | (15.414) |
| (622) | (622) | (660) | (660) | (617) | (436) | (439) | (675) |
| Control: 55.501 | 75.914 | 176.493 | 228.052 | 4675.725 | 0.0 | 0 | 13.364 |
| (41.385) | (63.362) | (89.777) | (92.954) | (3991.258) | (0.0) | (18.041) | (385) |
Notes: The first number in each cell is the mean. The numbers in the parentheses represent standard deviations and the ones in the brackets are sample counts.

- a. Infant mortality (per 1,000 live births)
- b. Mortality under age 5 (per 1,000 live births)
- c. Adult mortality-female (per 1,000 female adults)
- d. Adult mortality-male (per 1,000 male adults)
- e. Real GDP per capita in 2011 US dollars
- f. The average of oil income of the country per head per day in nominal US dollars
- g. Oil production (1000 barrels per day)

Figure 4: Mortality rates: A. Infant mortality (per 1,000 live births). B. Mortality under age 5 (per 1,000 live births). C. Adult mortality-male (per 1,000 male adults). D. Adult mortality-female (per 1,000 female adults)

Table 2 reports the mean, standard deviation, and number of observations for the treated nations before 1973 and after 1973. The child mortality rate for both groups of the countries has decreased over time. However, the important point is that child mortality rate, including both infant mortality and mortality under age 5, before the event has been more in the treated countries comparing to the control group, but it has been less after the event. The data in Table 2 does not show an improvement in mortality rates of the adults after the treatment comparing with those of the control countries. GDP per capita of the treated nations is more than that of the control group before and after the event, but the difference between the treated and control group has decreased after the event. Note the numbers in Table 2 show the average of the data for each variable over a period of time. This Table only provides some hints about the impact of the oil shock, but the impacts have been estimated and are reported in the next section.
Table 2: Summary statistics treated versus control group before and after the event

|                          | 1960-1973 | 1974-2014 |
|--------------------------|-----------|-----------|
|                         | Treated   | Control   | Treated   | Control   |
| Infant mortality rate\(^a\) | 116.257   | (52.895)  | 36.631    | (30.652)  |
|                          | [130]     | [68]      | [492]     | [285]     |
| Mortality rate under age 5\(^b\) | 173.187   | (84.126)  | 48.181    | (46.058)  |
|                          | [130]     | [68]      | [492]     | [285]     |
| Adult mortality rate, female\(^c\) | 269.812   | (84.246)  | 135.735   | (62.887)  |
|                          | [168]     | [86]      | [492]     | [274]     |
| Adult mortality rate, male\(^d\) | 312.352   | (81.908)  | 188.739   | (84.808)  |
|                          | [168]     | [86]      | [492]     | [274]     |
| GDP per capita\(^e\)    | 9606.389  | (11098.73)| 7219.159  | (5975.694)|
|                          | [168]     | [97]      | [492]     | [285]     |
| Daily oil income per head\(^f\) | 2.261     | 0.925     | (12.202)  | 0         |
|                          | [2.909]   | [348]     |           |           |
| Oil production\(^g\)    | 1456.367  | (1515.359)| 1688.499  | (2084.1)  |
|                          | [88]      | [351]     |           |           |
| population (Millions)    | 5.721     | 8.293     | 13.964    | 15.096    |
|                          | [7.423]   | [10.898]  | [16.827]  | [19.619]  |
|                          | [168]     | [98]      | [489]     | [287]     |

Notes: The first number in each cell is the mean. The numbers in the parentheses represent standard deviations and the ones in the brackets are sample counts.

- a. Infant mortality (per 1,000 live births)
- b. Mortality under age 5 (per 1,000 live births)
- c. Adult mortality-female (per 1,000 female adults)
- d. Adult mortality-male (per 1,000 male adults)
- e. Real GDP per capita in 2011 US dollars
- f. The average of oil income of the country per head per day in nominal US dollars
- g. Oil production (1000 barrels per day)

4. Empirical Results

4.1. Difference-In-Differences

Table 3 represents the results of difference-in-differences model (i.e. equation 1). Results for all countries in the data set are reported in column (1). In column (4) Iran and Iraq are dropped from the dataset for two reasons. The first reason goes back to the possibility of endogeneity of the treatment respect to the Iranian economy and the second reason is the Iran-Iraq war from 1980 to 1988 which increased mortality rates in both countries. In column (7), Syria and Algeria as well as Iran and Iraq are dropped from the dataset. Besides the Iran-Iraq war, another reason for dropping those countries is that they had the least oil revenue per capita in 1974 among all producing nations in the sample. By dropping them, we can see the impact of the oil price shock on the nations that income from oil has a bigger contribution to their economies. Note that even though Iran was one of the largest oil producers in the early 70s, but because it had a population of over 30 million people, its oil revenue per capita was less than most of the other oil-producing nations. In column (10), the dataset is limited to 1960-2010. In other words, years 2011 to 2014 are dropped. That is because of Arab Spring which affected Syria, Libya, and Yemen among the treated nations of the research and Tunisia among the countries of the control group. The two columns after columns (1), (4), (7), and (10) show the number of observations and R Squared relevant to DID estimations. All of the regressions contain country and year fixed effects. The equations are estimated with and without GDP per capita as a control variable.

As can be seen in the impacts of the 1973 oil price shock on all measures of mortality and GDP per capita are negative and statistically significant. The results show bigger impacts when GDP per capita is a control variable.
The results in the first row and column (1) show that the impact of the oil shock on infant mortality rate is negative 17.21 which means infant mortality decreased by 17.21 per 1000 live infants every year. In addition, in the same column the impact of the oil price shock on mortality rate of children under age 5, is 25.23 fewer deaths per 1000 live births. Also, the impact of the shock on adult female and adult male mortality rates are 1.86 and 16.07 (per 1000 adults) respectively. Note that the absolute value of the impact on adult male mortality is much larger than that of the adult female mortality. The reason for this difference goes back to the Iran-Iraq war where most of the victims were adult males. The impact of the oil price shock on mortality rates of adult males is much larger when Iran and Iraq are dropped.

Also, as mentioned before, the impact of the oil shock on log of GDP per capita is negative and statistically and economically significant. This result confirms the findings of the resource curse literature.

Table 3: Difference-in-differences results

| Dependent variable | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) | (13) |
|--------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-------|-------|-------|------|
|                    | All countries | N | R2 | All countries except Iran and Iraq | N | R2 | No Syria, Algeria, Iran | N | R2 | Arab Spring & no Iran and Iraq | N | R2 | Control variable: GDP PC |
| Infant mortality a | -17.218*** | 975 | 0.884 | -20.156*** | 876 | 0.886 | -23.067*** | 766 | 0.884 | -23.697*** | 706 | 0.890 |
|                    | (2.823)      |     |     | (2.963)      |     |     | (3.208)      |     |     | (3.201)      |     |     |
| Mortality under age 5* | -25.232*** | 975 | 0.869 | -29.920*** | 876 | 0.871 | -31.199*** | 766 | 0.870 | -32.119*** | 706 | 0.878 |
|                    | (4.631)      |     |     | (4.876)      |     |     | (5.175)      |     |     | (5.172)      |     |     |
| Adult mortality male c | -1.860*** | 1,020 | 0.864 | -15.205*** | 910 | 0.922 | -19.560*** | 800 | 0.938 | -21.220*** | 744 | 0.939 |
|                    | (5.719)      |     |     | (4.373)      |     |     | (4.236)      |     |     | (4.244)      |     |     |
| Adult mortality female d | -16.075*** | 1,020 | 0.926 | -10.087*** | 910 | 0.927 | -4.808*** | 800 | 0.924 | -6.038*** | 744 | 0.923 |
|                    | (3.890)      |     |     | (3.979)      |     |     | (4.328)      |     |     | (4.403)      |     |     |
| Infant mortality a | -25.987*** | 929 | 0.898 | -29.467*** | 838 | 0.901 | -36.977*** | 737 | 0.905 | -36.207*** | 701 | 0.911 |
|                    | (2.767)      |     |     | (2.893)      |     |     | (3.105)      |     |     | (3.055)      |     |     |
| Mortality under age 5* | -40.065*** | 929 | 0.887 | -46.058*** | 838 | 0.891 | -54.080*** | 737 | 0.895 | -52.801*** | 701 | 0.902 |
|                    | (4.502)      |     |     | (4.716)      |     |     | (4.981)      |     |     | (4.901)      |     |     |
| Adult mortality male c | -13.193*** | 974 | 0.882 | -30.953*** | 872 | 0.947 | -39.024*** | 771 | 0.952 | -38.332*** | 739 | 0.952 |
|                    | (5.502)      |     |     | (3.747)      |     |     | (3.923)      |     |     | (3.966)      |     |     |
| Adult mortality female d | -30.302*** | 974 | 0.945 | -26.050*** | 872 | 0.944 | -24.717*** | 771 | 0.941 | -23.885*** | 739 | 0.940 |
|                    | (3.487)      |     |     | (3.620)      |     |     | (4.053)      |     |     | (4.105)      |     |     |
| Log GDP pc e | -0.349*** | 999 | 0.808 | -0.324*** | 897 | 0.826 | -0.425*** | 796 | 0.827 | -0.429*** | 760 | 0.825 |
|                    | (0.054)      |     |     | (0.055)      |     |     | (0.059)      |     |     | (0.060)      |     |     |

Notes: All regressions include country and region-year fixed effects. The numbers in parentheses represent standard errors.

a. Infant mortality (per 1,000 live births)
   b. Mortality under age 5 (per 1,000 live births)
   c. Adult mortality-male (per 1,000 male adults)
   d. Adult mortality-female (per 1,000 female adults)
   e. Logarithm of real GDP per capita in 2011 US dollars

* Significant at 10%
** Significant at 5%
*** Significant at 1%

4.2. Robustness Check

One concern is that because of the increase in price of oil in 1979 the parallel trend assumption might not hold. Therefore, the analysis is repeated using observations for 1960-1978. The impacts of the 1973 oil price shock on mortality rates that are reported in Table 4 are, to a high extent, similar to the results in Table 3. Even though the size of the dataset is smaller in Table 4 (only five years) the coefficients are not too different from those of the complete dataset in Table 3.

However, in Table 4 the coefficient of Log of GDP per capita is not statistically significant. Perhaps, the reason is that resource curse (the negative impacts of natural resource revenues on economic growth) does not happen as fast as five years after an increase in oil revenues. Note that the reason that Israel has been dropped in the
second series of the estimation in Table 4 is that that Israel has a more advanced economy as compared to the countries in the treated group or the ones of control group. Dropping Israel has a very marginal impact on the size of the coefficients without any impact on their signs.

### Table 4: Robustness check; difference-in-differences estimations. 1960-1978

| Dependent variable | All countries | N  | R2  | All countries except Israel | N  | R2  | All countries except Iran | N  | R2  | Control variable: GDP PC |
|--------------------|---------------|----|-----|-----------------------------|----|-----|---------------------------|----|-----|-------------------------|
| Infant mortality   | -15.457***    | 291| 0.957| -15.457***                 | 286| 0.955| -15.437***                | 283| 0.957|                         |
|                    | (4.245)       |    |     | (3.108)                     |    |     | (3.150)                   |    |     |                         |
| Mortality under age 5 | -23.696***   | 291| 0.958| -23.696***                 | 286| 0.957| -23.637***                | 283| 0.958|                         |
|                    | (4.849)       |    |     | (4.883)                     |    |     | (4.950)                   |    |     |                         |
| Adult mortality male | -0.564        | 344| 0.961| -0.564                      | 342| 0.962| -3.840                    | 325| 0.966|                         |
|                    | (4.235)       |    |     | (4.178)                     |    |     | (4.101)                   |    |     |                         |
| Adult mortality female | -6.520        | 344| 0.973| -6.520                      | 342| 0.973| -6.541                    | 325| 0.972|                         |
|                    | (3.584)       |    |     | (3.550)                     |    |     | (3.749)                   |    |     |                         |
| Infant mortality   | -16.546***    | 290| 0.959| -16.548***                 | 285| 0.957| -16.664***                | 282| 0.959| Y                       |
|                    | (3.024)       |    |     | (3.050)                     |    |     | (3.095)                   |    |     |                         |
| Mortality under age 5 | -25.719***   | 290| 0.962| -25.724***                 | 285| 0.960| -25.926***                | 282| 0.962| Y                       |
|                    | (4.687)       |    |     | (4.719)                     |    |     | (4.789)                   |    |     |                         |
| Adult mortality male | -0.361        | 343| 0.962| -0.322                      | 341| 0.963| -3.845                    | 324| 0.968| Y                       |
|                    | (4.205)       |    |     | (4.141)                     |    |     | (4.033)                   |    |     |                         |
| Adult mortality female | -6.198        | 343| 0.974| -6.169                      | 341| 0.974| -6.490                    | 324| 0.973| Y                       |
|                    | (3.520)       |    |     | (3.479)                     |    |     | (3.680)                   |    |     |                         |
| Log GDP pc         | 0.062         | 360| 0.957| 0.086                       | 341| 0.956| 0.036                     | 341| 0.958|                         |

Notes: All regressions include country and region-year fixed effects. The number in parenthesis represent standard errors.

a. Infant mortality (per 1,000 live births)
b. Mortality under age 5 (per 1,000 live births)
c. Adult mortality-male (per 1,000 male adults)
d. Adult mortality-female (per 1,000 female adults)
e. Logarithm of real GDP per capita in 2011 US dollars

* Significant at 10%
** Significant at 5%
*** Significant at 1%

Because the price of oil started to increase in 1970, 1970 might be the year that should be considered as the event year. Hence, the results reported in Table 5 use the event year of 1970. As can be observed, the results are similar to the ones in Table 3. In most cases, the impacts of the oil shock on child and adult mortality rates is negative and statistically significant. Again, the impact of the oil shock on per capita GDP is negative and statistically significant. However, the impact on income is smaller when the event year is 1970 rather than 1973.

### Table 5: Robustness Check; difference-in-differences estimations. Event year 1970

| Dependent variable | All countries | N  | R2  | All countries except Israel | N  | R2  | All countries except Iran and Iraq | N  | R2  | Control variable: GDP PC |
|--------------------|---------------|----|-----|-----------------------------|----|-----|------------------------------------|----|-----|-------------------------|
| Infant mortality   | -19.303***    | 975| 0.884| -19.303***                 | 934| 0.883| -22.790***                        | 876| 0.887| -23.232***              |
|                    | (3.123)       |    |     | (3.137)                     |    |     | (3.268)                            |    |     | (2.261)                 |
| Mortality under age 5 | -28.798***   | 975| 0.869| -28.798***                 | 934| 0.869| -34.445***                        | 876| 0.872| -35.083***              |
|                    | (5.120)       |    |     | (5.147)                     |    |     | (5.375)                            |    |     | (5.372)                 |
| Adult mortality male | -2.050        | 1,020| 0.864| 1.243                       | 990| 0.861| -15.268***                        | 910| 0.922| -17.906***              |
|                    | (6.217)       |    |     | (6.320)                     |    |     | (4.760)                            |    |     | (4.385)                 |
| Adult mortality female | -16.229***   | 1,020| 0.926| -13.404***                 | 990| 0.925| -10.286***                        | 910| 0.927| -11.095***              |
|                    | (4.234)       |    |     | (4.282)                     |    |     | (4.328)                            |    |     | (4.382)                 |
| Infant mortality   | -26.373***    | 929| 0.896| -27.674***                 | 888| 0.901| -30.116***                        | 838| 0.900| -29.309***              |
|                    | (4.285)       |    |     | (4.328)                     |    |     | (4.382)                            |    |     | (4.382)                 |

Notes: All regressions include country and region-year fixed effects. The number in parenthesis represent standard errors.

a. Infant mortality (per 1,000 live births)
b. Mortality under age 5 (per 1,000 live births)
c. Adult mortality-male (per 1,000 male adults)
d. Adult mortality-female (per 1,000 female adults)
e. Logarithm of real GDP per capita in 2011 US dollars

* Significant at 10%
** Significant at 5%
*** Significant at 1%
4.3. Impact on Hospital Beds

The findings of this paper to this point are highly puzzling. Our results show that the oil shock in 1973 had a negative impact on GDP per capita, but improved mortality rates (i.e. decreased mortality). In this section we try to identify the plausible channel through which the windfall revenue from the oil decreased mortality. Here we have estimated the impacts of the oil shock in 1973 on the number of hospital beds per head. Figure 5 that is provided in Appendix A shows the number of hospital beds per head in each country over the period of the research (i.e. 1960-2014).

As the table shows, the effect of the oil price shock on the number of hospital beds is positive and economically and statistically significant. Assuming that means that the health sector has been growing after the oil shock, then Dutch Disease hypothesis can provide us with a plausible channel that the oil shock could have improved the mortality rate despite its negative impact on economic growth.

One prediction of Dutch Disease is that if the oil sector employs a low ratio of workers of the whole economy (which in practice is the case in any economy), then the spending effect (i.e. increase in aggregate demand in the services sector because of the oil price shock) dominates the resource movement effect (i.e. movement of labor and capital from agriculture and manufacturing sectors to the oil sector because of the oil price shock) which leads to an increase in output and employment in services sector (such as health sector) 7.

Table 6: difference-in-differences estimations: impacts of oil shock on hospital beds

|                      | All countries | N   | R2  | All countries except Iran and Iraq | N   | R2  | Arab Spring | N   | R2  | Control variable: GDP PC |
|----------------------|---------------|-----|-----|-----------------------------------|-----|-----|-------------|-----|-----|--------------------------|
|                      |               | 325 | 0.673 | 0.713*** (0.288) | 287 | 0.662 | 0.740*** (0.312) | 226 | 0.743 |                          |
| Log GDP pc3          | -0.285*** (0.059) | 999 | 0.805 | -0.231*** (0.063) | 944 | 0.792 | -0.262*** (0.060) | 897 | 0.822 | -0.264*** (0.061) | 861 | 0.820 |

Notes: All regressions include country and region-year fixed effects. The number in parenthesis represent standard errors.

- a. Infant mortality (per 1,000 live births)
- b. Mortality under age 5 (per 1,000 live births)
- c. Adult mortality-female (per 1,000 female adults)
- d. Adult mortality-male (per 1,000 male adults)
- e. Logarithm of real GDP per capita in 2011 US dollars

* Significant at 10%
** Significant at 5%
*** Significant at 1%

6 Note that other factors such as improvement in water and sanitations might take place after the windfall revenues take place. That also could affect mortality.

7 see the introduction for more details
4.4. Event studies

In this section we provide the event study estimations. Instead of the interactions of event and post in equation 1 we have used interactions of event and three-year dummy variables. This specification allows the treatment effect to vary over time. The three-year dummy variable that indicates 1971 to 1973 period (i.e. equals to one if year is 1971, 1972, or 1973 and equals to zero otherwise) has been omitted from the regression. The reason is that identification in this specification comes from comparing the outcome variables to the omitted 3-years period prior the event. Also, the associated estimations are provided in Table 7 As can be seen in the figure and the table, the coefficients are not significant prior to the oil shock in 1973. However, after a few years the significant coefficients appear. As the results show the impacts of the oil shock on mortality rates and economic growth are negative.

Figure 6: Event studies. A. Infant mortality, B. Mortality under age 5, C. Adult mortality male, D. Adult mortality female, E. GDP per capit

Notes: All regressions include country and region-year fixed effects. The numbers on horizontal axes show the associated event (see Table 7). The numbers on the vertical axes show the size of the coefficient (i.e. interaction of the event and 3-years dummy variables). Event is a dummy variable that equals to one if a country is one of the treated countries and it is equal to zero if the country is
stationary then the findings might be consistent. So, we do Fisher type unit-root test on the residuals of the difference-in-differences regressions from the estimates of equation 1. Fisher-type unit-root test is based on Augmented Dickey-Fuller test methodology.

The null hypothesis here is that “All panels contain unit roots” and the alternative hypothesis is “At least one panel is stationary”. As can be seen in Table 8, for all of the estimations the null hypothesis is rejected at 1% significance level. In other words, we do not see any evidence that the residuals contain unit roots. Therefore, the findings of the difference-in-differences regressions should be consistent.

4.5. Obtaining stationary residuals

Table 8 presents unit root tests results. The reason behind providing this table is that the sample in this paper includes fifty-five time periods and if the residuals of the regressions are not stationary then the findings might not be consistent. So, we do Fisher-type unit-root test on the residuals of the difference-in-differences regressions from the estimates of equation 1. Fisher-type unit-root test is based on Augmented Dickey-Fuller test methodology.

Table 7: Event study estimations

| Event year | Infant mortality | Mortality under age 5 | Adult male mortality | Adult female mortality | Log GDP pc |
|------------|------------------|-----------------------|----------------------|------------------------|------------|
| -3         | 1962 - 1964      | 14.065†              | 21.02†               | -4.735                 | -4.343     | -0.168     |
|            | (7.566)          | (12.281)              | (12.209)             | (9.205)                | (0.153)    |
| -2         | 1965 - 1967      | 8.942                 | 13.075               | -5.524                 | -6.478     | -0.138     |
|            | (6.752)          | (10.960)              | (10.917)             | (8.231)                | (0.137)    |
| -1         | 1968 - 1970      | 3.665                 | 5.386                | 0.784                  | 0.265      | 0.007      |
|            | (6.694)          | (10.856)              | (10.820)             | (8.158)                | (0.137)    |
| 0          | 1971 - 1973      | --                   | --                   | --                     | --         | --         |
| 1          | 1974 - 1976      | -1.936                | -1.661               | -5.399                 | -7.001     | -0.054     |
|            | (6.752)          | (10.382)              | (10.909)             | (8.225)                | (0.137)    |
| 2          | 1977 - 1979      | -7.566                | -10.375              | -7.111                 | -13.094    | -0.053     |
|            | (6.322)          | (10.262)              | (10.916)             | (8.231)                | (0.137)    |
| 3          | 1980 - 1982      | -13.158               | -19.656              | -1.475                 | -17.669    | -0.160     |
|            | (6.335)          | (10.283)              | (10.843)             | (8.176)                | (0.137)    |
| 4          | 1983 - 1985      | -20.856               | -31.834              | -10.446                | -25.290    | -0.328     |
|            | (6.375)          | (10.347)              | (10.753)             | (8.108)                | (0.137)    |
| 5          | 1986 - 1988      | -24.958               | -36.686              | -24.244                | -32.864    | -0.476     |
|            | (6.415)          | (10.412)              | (10.811)             | (8.151)                | (0.137)    |
| 6          | 1989 - 1991      | -25.301               | -38.678              | -26.082                | -33.621    | -0.528     |
|            | (6.421)          | (10.422)              | (10.820)             | (8.158)                | (0.137)    |
| 7          | 1992 - 1994      | -25.029               | -38.025              | -29.231                | -34.548    | -0.604     |
|            | (6.426)          | (10.430)              | (10.827)             | (8.163)                | (0.137)    |
| 8          | 1995 - 1997      | -24.414               | -37.004              | -32.825                | -36.639    | -0.642     |
|            | (6.438)          | (10.440)              | (10.838)             | (8.172)                | (0.137)    |
| 9          | 1997 - 1998      | -23.737               | -35.473              | -32.055                | -37.075    | -0.650     |
|            | (6.438)          | (10.450)              | (10.845)             | (8.177)                | (0.137)    |
| 10         | 2001 - 2003      | -22.098               | -33.827              | -27.860                | -36.284    | -0.665     |
|            | (6.439)          | (10.451)              | (10.847)             | (8.178)                | (0.137)    |
| 11         | 2004 - 2006      | -20.837               | -32.232              | -20.946                | -33.908    | -0.675     |
|            | (6.437)          | (10.449)              | (10.844)             | (8.176)                | (0.137)    |
| 12         | 2007 - 2009      | -19.879               | -31.029              | -11.914                | -30.315    | -0.729     |
|            | (6.549)          | (10.630)              | (10.061)             | (8.340)                | (0.137)    |
| 13         | 2010 - 2012      | -21.545               | -34.409              | -14.474                | -24.730    | -0.735     |
|            | (9.018)          | (10.638)              | (10.966)             | (12.061)               | (0.200)    |

All regressions include country and region-year fixed effects. The number in parenthesis represent standard errors. The interaction of event and the dummy variable that indicate years 1971 to 1973 is omitted.

* Significant at 10%
** Significant at 5%
*** Significant at 1%
Table 8: Fisher-type unit-root test based on Augmented Dickey-Fuller test

| Dependent variable          | All countries         | Arab Spring & No Iran, No Iraq |
|-----------------------------|-----------------------|---------------------------------|
| Infant mortality            | 232.884***            | 160.399***                      |
| Mortality under age 5       | 245.853***            | 191.537***                      |
| Adult mortality male        | 85.014***             | 115.488***                      |
| Adult mortality female      | 127.839***            | 129.473***                      |
| Log GDP pc                  | 99.490***             | 83.168***                       |

Notes: The H0 and Ha hypotheses of Augmented Dickey-Fuller tests are as follow:
H0: All panels contain unit roots
Ha: At least one panel is stationary

***: reject the null hypothesis at 1% significance level
**: reject the null hypothesis at 5% significance level
*: reject the null hypothesis at 10% significance level

5. Conclusion

The focus of this research is on studying the impacts of the oil price shock of December 1973 on the mortality rates of the oil producer nations. We have argued in the paper that the oil price shock in 1973 is an exogenous variable if not for the Iranian economy, but the rest of the world. We use longitudinal data from 1960 to 2014 and we apply difference-in-differences (DID) methodology to investigate our research questions. Our data covers the Middle East and North Africa region.

Key findings of this research can be summarized as follow:

The oil price increase of 1973 reduced mortality rates in the oil-producing nations of the Middle East and North Africa. The findings hold for all measures of mortality: infant mortality rate, mortality rate under age 5, and adult male and female mortality rates. Besides, the results show a negative impact of the oil price shock of 1973 on per capita GDP.

These findings are puzzling. Therefore, we have tried to find the plausible channel through which the oil price shock in 1973 has improved the health sector. We estimated the impact of the oil price shock on the number of hospital beds and we found a positive and statistically and economically significant impact on the number of hospital beds.

The results can be explained by the Dutch Disease hypothesis. According to the predictions of the Dutch Disease hypothesis if the oil sector hires a relatively low percentage of the population, then a boom in oil prices weakens the manufacturing and agriculture sectors and strengthens the services sector. Since the services sector includes the health sector and we have found negative impacts of the oil price shock on GDP per capita, (this could imply that the effect of the shock on manufacturing and agriculture has been negative\(^8\)) the Dutch Disease’s prediction might apply to the findings of our study.

The findings indicate that the impact of the oil price shock in 1973 on mortality rates in the Middle East and North Africa is negative but more research is needed to investigate the same research question applying to other contexts. Also, we do not know with confidence whether the findings of this research apply to the other oil-producing nations.
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Appendix A: Hospital beds per head in treated countries

| country   | ccd |
|-----------|-----|
| Yemen     | 1   |
| Syria     | 2   |
| Iraq      | 3   |
| Iran      | 4   |
| Oman      | 5   |
| UAE       | 6   |
| Saudi     | 7   |
| Qatar     | 8   |
| Algeria   | 9   |
| Kuwait    | 10  |
| Bahrain   | 11  |
| Libya     | 12  |
| All       | 13  |
| Treated   | 14  |
| Control   | 15  |

Figure 5: number of hospital beds per head in each treated country

The two columns in the left side of the figure show the country code (ccd) associated with each country.