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Abstract

Thanks to the large pre-trained vision-language models (VLMs) like CLIP [37], we can craft a zero-shot classifier by discrete prompt design, e.g., the confidence score of an image being “[CLASS]” can be obtained by using the VLM provided similarity between the image and the prompt sentence “a photo of a [CLASS]”. Furthermore, prompting shows great potential for fast adaptation of VLMs to downstream tasks if we fine-tune the soft prompts with few samples. However, we find a common failure that improper fine-tuning or learning with extremely few-shot samples may even under-perform the zero-shot prediction. Existing methods still address this problem by using traditional anti-overfitting techniques such as early stopping and data augmentation, which lack a principled solution specific to prompting. In this paper, we present Prompt-aligned Gradient, dubbed ProGrad to prevent prompt tuning from forgetting the general knowledge learned from VLMs. In particular, ProGrad only updates the prompt whose gradient is aligned (or non-conflicting) to the general knowledge, which is represented as the optimization direction offered by the pre-defined prompt predictions. Extensive experiments under the few-shot learning, domain generalization, base-to-new generalization and cross-dataset transfer settings demonstrate the stronger few-shot generalization ability of ProGrad over state-of-the-art prompt tuning methods.

1. Introduction

After seeing and reading countless image-text association pairs, large and deep vision-language models (VLM) [37, 18] can memorize the general knowledge (a.k.a. encyclopedic knowledge) about what visual patterns correspond to what textual sequence and vice versa. Thanks to the powerful language modeling of VLMs, we can establish a communication channel in human-readable natural language, i.e., prompt [25, 51, 19], to query the general knowledge.

Promoting bridges the interface gap between the pre-trained and downstream tasks (e.g., regression vs. classification) without the need for additional fine-tuning adaptation. For example, we can craft a concrete prompt—“a photo of a [CLASS]”—for zero-shot image classification: by using the popular vision-language model CLIP [37], we input the image to the vision end and the prompt sentence to the language end, then obtain a vision-language similarity as the confidence score of classifying the image as “[CLASS]”.

In practice, the prompt-based zero-shot image classification is not accurate because the hand-crafted prompt may not be the most machine-favorable (e.g., “this is a picture of” could be more grammatically prevailing in VLM training), or not specific to the downstream domain (e.g., “a photo of a person doing” is better in action recognition) [37]. Recently, prompt tuning or prefix tuning [23, 26, 54, 55] has been proposed to replace the hand-crafted prompt with a set of tunable word embedding vectors, which do not have to be translatable back to human-readable words. Yet, prompt tuning is still as tricky as conventional fine-tuning: as the training continues, the generalization ability may decrease and even under-perform the zero-shot baseline. As shown in Figure 1(a&b), the prompt tuning method CoOp [54] achieves the best results via early stopping, and its accuracies heavily drop by at most 4% when the training continues. Besides, Figure 1(c&d) show that CoOp underperforms zero-shot CLIP without augmentation or enough samples from downstream tasks. To the best of our knowledge, existing methods still rely on the conventional anti-overfitting techniques such as early stopping and data augmentation [54, 55, 11, 36], which lacks a principled solution to the nature of improper prompt tuning. Furthermore, the Grad-CAM visualization results indicate that the fine-tuned prompt misleads the VLM to forget the general knowledge that the classification should at least focus on the foreground object but not the background. Comparing CoOp (Figure 2(b)) with zero-shot CLIP (Figure 2(c)), we find that the CoOp model distracts its attention to the background, while CLIP mainly focuses on the foreground object. These results demonstrate the over-fitting risk of existing prompt
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Figure 1: Comparison of Zero-shot CLIP, CoOp, and our ProGrad on Stanford Cars and OxfordPets datasets. (a)&(b): Given 1 shot training sample, CoOp’s performance severely drops and under-performs zero-shot CLIP by large margins when the training continues. (c)&(d): CoOp may fail to improve CLIP without data augmentation or plenty of samples.

Figure 2: Comparisons of Grad-CAM [43] visualization for prompt tuning methods using different gradient strategies on Stanford Cars Datasets.

To this end, we present a novel prompt tuning method called Prompt-aligned Gradient (ProGrad) to overcome the improperly biased tuning for CLIP. The principle of ProGrad is to regularize each tuning step not to conflict with the general knowledge offered by the original prompt, e.g., the zero-shot CLIP predictions. Specifically, we measure the general knowledge direction $G_g$ using the gradient of Kullback–Leibler (KL) divergence between the predictions of the zero-shot prompted CLIP and the few-shot fine-tuned model, which we name as general direction. Similarly, we compute the domain-specific knowledge direction $G_d$ using the gradient of cross-entropy between the ground-truth and the few-shot fine-tuned model, dubbed domain-specific direction. We decompose the domain-specific direction $G_d$ into: 1) a vector $G_\perp$ orthogonal to the general direction, which denotes the non-conflicting domain-specific knowledge; and 2) a vector $G_\parallel$ parallel to the general direction, which denotes the general knowledge. Note that the first gradient component does NOT override the general direction as any two orthogonal vectors can be transformed into two non-conflicting base vectors. For the second component, it must be one of the two directions: 1) the same of the general direction, which indicates that the update is aligned to the general knowledge, and 2) the opposite of general direction, indicating a conflicting update that should be discarded to avoid forgetting. Overall, in each iteration, ProGrad only updates the parameters in the prompt-aligned direction that has an acute angle to the general direction. Compared to CoOp and CLIP, both $G_\perp$ and $G_\perp$ (Figure 2(d&e)) help to regularize the model to focus on the foreground, and ProGrad (Figure 2(f)) further improves the visual response.

Following CLIP, CoOp and CoCoOp [55], we evaluate ProGrad under the few-shot learning, domain generalization, base-to-new generalization and cross-dataset transfer.
settings over 15 image classification benchmarks, covering generic object classification, fine-grained image recognition, action classification. In summary, our ProGrad achieves: 1) clear improvement compared to CoOp over all of the 11 datasets; 2) clear improvement on the harmonic mean of base and new classes accuracies on all 11 datasets compared to CoOp and CoCoOp, and 3) clear improvement on both the source and target datasets of the domain generalization.

2. Related Work

VLMs Adaptation. VLM can be adapted for various downstream tasks, e.g., visual question answering [21, 48], visual grounding [51], image retrieval [28] and semantic segmentation [39]. We focus on image classification task. Conventional “pre-train then fine-tune” paradigm that plugs in a classifier to the visual backbone and trained on downstream data has been widely-adopted, e.g., Linear Probe [37]. CLIP-Adapter [10] add feature adapters to boost fine-tuning results. Recently, NLP community has introduced a “prompt-based learning” paradigm that fine-tunes the prompt using a “fill-in-the-blank” cloze test to maximize the ground-truth token [23, 26]. The prompt-based learning has recently been applied in CV community [54, 29, 7, 46, 4, 20, 56]: CoOp [54] uses a continuous prompt optimization from downstream data instead of hand-craft design. CoCoOp [55] further extends CoOp by learning image conditional prompt to improve generalization. ProDA [29] learns a prompt distribution over the output embedding space. VPT [7] introduces variational prompt tuning by combining a base learned prompt with a residual vector sampled from an instance-specific underlying distribution. TPT [46] proposes a test-time prompt tuning, which does not require training data and optimizes the prompt to achieve consistent predictions across different augmented views. Our ProGrad follows the line of prompt-based learning to improve few-shot generalization ability by aligning the gradient to general direction, without model structure modification or tuning the pre-trained parameters.

Knowledge Transfer. Forgetting mitigation is widely used in incremental learning [27, 40, 35, 42, 17] through knowledge distillation or memory replay. However, prompt-based learning differs fundamentally from incremental learning in that it does not have access to pre-trained data, which is required for incremental learning to store old data from memory storage. For example, OGD [8] projects gradients from new classes to the orthogonal direction of previous task gradients, but the requirement to store old task gradients is not possible for prompt tuning since we lack access to the pre-training process. Moreover, OGD modifies gradients of downstream tasks in non-conflicting scenarios, potentially leading to sub-optimal performance. Another related field that leverages gradient matching to transfer knowledge is domain generalization [45, 38] and multi-task learning [44, 52]. However, these methods are not directly applicable in prompt tuning whose transfer direction is only from general to downstream. In Appendix, we will show how their methods fail in several ablative studies.

3. Methodology

In this section, we introduce the preliminary concepts of prompt-based zero-shot inference, prompt-based learning, and present our proposed Prompt-aligned Gradient solution to align the domain knowledge with general knowledge for few-shot generalization.

3.1. Preliminaries

Contrastive language-image pre-training (CLIP) [37] adopts a contrastive language-image pre-training paradigm on tremendous pairs of images with natural language descriptions. For contrastive learning, the associated image and sentences are taken as the positive samples, while the non-associated pairs are regarded as negative samples. The contrastive objective maximizes the similarity of positive pairs while minimize the similarity of negative pairs.

Zero-shot transfer inference adapts the pre-trained CLIP model to downstream tasks without fine-tuning the model. Taking image classification as an example, zero-shot transfer is enabled by formulating the classification task as an image-text matching problem, where the text is obtained by extending the “[CLASS]” name using a template like “[CLASS]”. CLIP [37] finds that such a simple template narrows the distribution gap to pre-training text inputs. The image-class matching score is measured based on the cosine similarity between the image feature \( f \) and the class-extended text feature \( w_i \) for \( i \)-th class. The image feature \( f \) for image \( x \) is extracted by the image encoder, while the text feature \( w_i \) for \( i \)-th class is obtained by feeding the prompt description into the text encoder. The probability for \( i \)-th class is obtained as

\[
p_{\text{inf}}(w_i | x) = \frac{\exp(< w_i , f > / \tau)}{\sum_{j=1}^{K} \exp(< w_j , f > / \tau)},
\]

where \( K \) denotes the number of classes, and \( \tau \) is a temperature learned by CLIP.

Prompt-based learning further strengthens the transferring ability of the CLIP model and avoids prompt engineering by automatically learning the prompt given few samples from the downstream task. Different from the zero-shot transfer that used a fixed hand-craft prompt, CoOp [54] constructs and fine-tunes a set of \( M \) continuous context vectors \( v = \{v_1, v_2, ..., v_M\} \) as the turnable prompt. Specifically, the prompt \( t_i = \{v_1, v_2, ..., v_M, c_i\} \) combines the learnable context vectors \( v \) and the class token embedding \( c_i \), and is fed to the text encoder \( g(\cdot) \). CoOp optimizes the static context vectors \( v \) by minimizing the negative log-likelihood
of the ground-truth token:
\[
\mathcal{L}_{cv}(v) = - \sum_i y_i \log p(t_i|x),
\]
\[
p(t_i|x) = \frac{\exp(<g(t_i), f>/\tau)}{\sum_{j=1}^K \exp(<g(t_j), f>/\tau)},
\]
where \(y\) denotes the one-hot ground-truth annotation and \(K\) denotes the number of classes.

3.2. Prompt-aligned Gradient

CoOp faced a challenge that the transfer performance drops when the number of annotations is very limited (e.g., one per class), even underperforms the zero-shot transfer. Also, CoOp heavily relies on anti-overfitting techniques such as early stopping and data augmentation. To overcome the over-fitting challenge, we propose an effective and efficient fine-tuning paradigm ProGrad to align the few-shot downstream knowledge with the large-scale general knowledge.

Motivated by the success of knowledge distillation [34, 16] in knowledge transfer, we leverage the zero-shot CLIP predictions as the general knowledge, and compare the fine-tuned predictions with the general knowledge to regularize the gradient direction. Specifically, we obtain the domain-specific direction by calculating the cross-entropy \(\mathcal{L}_{ce}(v)\) between the model prediction \(p(t_i|x)\) and the ground-truth \(y\) according to Eq. (2), and the general knowledge direction based on the Kullback-Leibler (KL) divergence between \(p(t_i|x)\) and the zero-shot CLIP prediction \(p_{zs}(w_i|x)\):
\[
\mathcal{L}_{kl}(v) = - \sum_i p_{zs}(w_i|x) \log \frac{p(t_i|x)}{p_{zs}(w_i|x)},
\]
We denote the gradients of \(\mathcal{L}_{kl}(v)\) and \(\mathcal{L}_{ce}(v)\) as \(G_g = \nabla_v \mathcal{L}_{kl}(v)\) and \(G_d = \nabla_v \mathcal{L}_{ce}(v)\), respectively. The relations between \(G_g\) and \(G_d\) are two-fold. (1) Their angle is smaller than 90° (Figure 3(a)), which indicates that the optimization direction of few-shot downstream knowledge does not conflict with general knowledge. In this case, we safely set the updated gradient direction \(G_{prograd}\) as \(G_d\). (2) Their angle is larger than 90° (Figure 3(b)), which indicates that the few-shot downstream knowledge conflicts with general knowledge. In other words, optimizing the context vectors following \(G_d\) will lead to the forgetting of the pre-trained general knowledge. In this case, we project the \(G_d\) to the orthogonal direction of \(G_g\) to optimize the model for classification, which avoids increasing the KL loss. Our ProGrad strategy is mathematically formulated as:
\[
G_{prograd} = \begin{cases} 
G_d, & \text{if } G_d \cdot G_g \geq 0 \\nG_d - \lambda \cdot \frac{G_d \cdot G_g}{||G_g||} G_g, & \text{otherwise.}
\end{cases}
\]

Fig 3(c) illustrates the pipeline of our ProGrad. Instead of updating the context vectors using \(G_d\) in CoOp [54], we optimize the context vectors using \(G_{prograd}\), which prevent the gradient direction from overfitting to few-shot downstream samples. We further introduce \(\lambda\) in Eq. (4) to generalize the formulation, which can flexibly control the strength of general knowledge guidance in applications. In particular, \(\lambda = 1\) denotes projecting \(G_d\) to the orthogonal direction of \(G_g\) (Figure 3(b)), while setting \(\lambda = 0\) makes ProGrad degenerate to CoOp, i.e., CoOp is a special case of our strategy. We include the detailed analysis of \(\lambda\) in Appendix.

Generalization Error Analysis. We further theoretically analyze the generalization error of our ProGrad. Here, we provide a sketch proof and include the detailed justification in Appendix. Our ProGrad keeps the optimal value \(\mathcal{L}_d\) of the pre-trained domain when optimizing the empirical risk on the downstream domain. The model \(\hat{f}_{prograd}\) learned by such update rule can be viewed as optimizing the empirical risk on pre-trained and downstream domains [52]:
\[
\hat{f}_{prograd} = \arg \min_{f \in \mathcal{F}} \hat{R}_{\text{d+p}}(f) = \arg \min_{f \in \mathcal{F}} \hat{R}_d(f) + \hat{R}_p(f),
\]
where \(\mathcal{F}\) is the function class, and \(\hat{R}_d(\cdot)\) and \(\hat{R}_p(\cdot)\) denote the expected risk and empirical risk. We bound the generalization error of ProGrad by virtue of Rademacher Complexity [1] and the Theorem 6.2 in [53]. The detailed proof is in Appendix.

Theorem 1 Let \(X_1^{N_d} = \{x_n^{(d)}\}_{n=1}^{N_d}\) and \(X_1^{N_p} = \{x_n^{(p)}\}_{n=1}^{N_p}\) be two set of i.i.d. samples drawn from the downstream domain \(\mathcal{D}_d\) and the pre-trained domain \(\mathcal{D}_p\). Then for any \(\epsilon > 0\), we have with probability at least \(1 - \epsilon\),
\[
\hat{R}_d(\hat{f}_{prograd}) \leq \hat{R}_{\text{d+p}}(\hat{f}_{prograd}) + \frac{1}{2} \gamma_D(\mathcal{D}_d, P) + \mathcal{R}_p(\mathcal{F}) + \mathcal{R}_d(\mathcal{F}) + \frac{3}{2} \sqrt{\frac{\ln(4/\epsilon)}{2N_d}} + \frac{1}{2} \sqrt{\frac{\ln(4/\epsilon)}{2N_p}} + \frac{1}{2} \left(\frac{1}{N_d} + \frac{1}{N_p}\right),
\]
where \(\gamma_D(\mathcal{D}_d, P)\) is the integral probability metric [31] that measures the difference between the distribution of pre-trained domain and the downstream domain, \(\mathcal{R}_d(\mathcal{F})\) and \(\mathcal{R}_p(\mathcal{F})\) are the Rademacher complexity of \(\mathcal{F}\).

Note that the bound of \(\mathcal{R}(\mathcal{F})\) is inversely proportional to the number of training samples. Theorem 1 shows that the generalization error \(\hat{R}_d(\hat{f}_{prograd})\) is bounded by the empirical training risk \(\hat{R}_{\text{d+p}}(\hat{f}_{prograd})\), the two domain gap \(\gamma_D(\mathcal{D}_d, P)\) and the estimation error. The empirical training risk can be minimized to arbitrary small value when using deep models with high capacity. The estimation error that related to \(N_p\) asymptotically tends to 0 as the sample size \(N_p\) tends to infinity. Thanks to the large amount of pre-trained samples.
we set $G_{\text{prograd}}$ as the projection of $G_d$ on the orthogonal direction of $G_g$. (c) Training pipeline of our ProGrad. Only the context vectors are learnable.

$$N_p$$, we can approximate the generalization error bound as

$$\mathcal{R}_d(\hat{f}_{\text{prograd}}) \leq \frac{1}{2} \gamma_p(S, P) + \mathcal{R}_d(F) + \frac{3}{2} \sqrt{\frac{\ln(4/\epsilon)}{2N_d}} + \frac{1}{2} \sqrt{\frac{\ln(4/\epsilon)}{2N_d}}. \quad (7)$$

Similarly, we have the generalization error for CoOp $\hat{f}_{\text{coop}}$ as

$$\mathcal{R}_d(\hat{f}_{\text{coop}}) \leq 2\mathcal{R}_d(F) + 3\sqrt{\frac{\ln(4/\epsilon)}{2N_d}} + \sqrt{\frac{\ln(4/\epsilon)}{2N_d}}. \quad (8)$$

Under the assumption that the gap between pre-trained and downstream domains $\gamma(P, D)$ is small, the estimation error bound of $\mathcal{R}_d(\hat{f}_{\text{prograd}})$ is at least two times greater than $\mathcal{R}_d(\hat{f}_{\text{prograd}})$. Considering that $N_d$ is typically very small in few-shot setting, our ProGrad model $\hat{f}_{\text{prograd}}$ achieves a much lower error bound than conventional fine-tuning model like CoOp $\hat{f}_{\text{coop}}$.

4. Experiments

4.1. Datasets and Implementation Details

We validate the effectiveness of ProGrad on four settings: (1) few-shot classification, (2) domain generalization, (3) base-to-new generalization, (4) cross-dataset transfer.

Datasets. For few-shot learning, base-to-new generalization and cross-dataset transfer, we use 11 datasets, i.e., ImageNet [6] and Caltech101 [9] for generic object classification, OxfordPets [33], StanfordCars [22], Flowers102 [32], Food101 [2] and FGVC Aircraft [30] for fine-grained image recognition, EuroSAT [13] for satellite image classification, UCF101 [47] for action classification, DTD [5] for texture classification, and SUN397 [50] for scene recognition. For domain generalization, we use ImageNet as the source dataset and select ImageNet-V2 [41], ImageNet-Sketch [49], ImageNet-A [15], ImageNet-R [14] as the target datasets.

Training Details. For few-shot learning, following CoOp and CLIP, all models are trained with $\{1, 2, 4, 8, 16\}$ shots respectively then evaluated on the full test split. For domain generalization and base-to-new generalization, we evaluate 4-shot performance, which justifies the robustness under low-shots condition. All results of learning-based models are averaged over three random seeds. The standard deviation values can be found in the Appendix. Unless otherwise stated, we adhere to CoOp to use ResNet-50 [12] as the backbone of image encoder. Following [54] and [55], the length of context tokens $M$ is set to 16 for few-shot classification and $M = 4$ for the other three settings. $\lambda$ is set to 1 by default, except that $\lambda$ is set to 0.8 for 16 shots. We adopt the training settings from CoOp, e.g., training epochs, training schedule and the data augmentation settings, and refer readers to Appendix for further details.

Baselines. We compare ProGrad against 4 methods: (1) Zero-shot CLIP (2) Linear probe (3) CoOp and (4) CoCoOp. Although our method can beat some other fine-tune methods, e.g., CLIP-Adapter [10], we focus on single prompt-based learning methods. The results of other fine-tuning methods are in Appendix.
4.2. Few-Shot Classification

Setup. We compare with two zero-shot CLIP models, i.e., CLIP and CLIP++ stand for using single prompt and prompt ensembling respectively (Please refer to Appendix for the prompts templates). ProGrad and ProGrad++ stand for using single prompt and prompt ensembling as general knowledge to implement ProGrad respectively. Note that we only use the hand-crafted prompt ensembling to generate $G_p$, which provides a more accurate general direction. Therefore, ProGrad++ still optimizes a single prompt with 16 learnable tokens, which is identical to the size of CoOp.

Table 1 provides averaged accuracy over 11 datasets, and Figure 4 illustrates the detailed comparisons. Overall, ProGrad clearly outperforms over baselines on average performance. Specifically, ProGrad outperforms CoOp by 9.5%, 6.9% and 5.1% on FGVCAircraft, EuroSAT and Flowers102 given 1 shot, and the average improvement is 3.2%. These results demonstrate the anti-overfitting ability of our ProGrad when the training samples are extremely limited.
Table 2: Evaluation on robustness to distribution shift with different visual backbones. Standard deviations are reported in Appendix.

(a) ResNet50

| Source | Target | ImageNet | -V2 | -Sketch | -A | -R |
|--------|--------|----------|-----|---------|---|----|
| CLIP   | 58.18  | 51.34    | 33.32 | 21.65   |   | 56.00 |
| LP     | 41.29  | 33.65    | 13.09 | 11.18   |   | 26.82 |
| CoOp   | 61.34  | 53.81    | 32.83 | 22.08   |   | 54.62 |
| CoCoOp | 61.04  | 53.71    | 32.30 | 22.07   |   | 53.60 |
| ProGrad| **62.17** | **54.70** | **34.40** | **23.05** |   | **56.77** |

(b) ResNet101

| Source | Target | ImageNet | -V2 | -Sketch | -A | -R |
|--------|--------|----------|-----|---------|---|----|
| CLIP   | 61.24  | 54.82    | 38.66 | 28.03   |   | 64.34 |
| LP     | 47.01  | 38.46    | 19.09 | 16.33   |   | 39.43 |
| CoOp   | 63.99  | 56.99    | 39.40 | 29.50   |   | 64.04 |
| CoCoOp | 63.59  | 56.98    | 39.16 | 29.09   |   | 64.14 |
| ProGrad| **64.98** | **57.86** | **40.53** | **30.13** |   | **65.61** |

(c) ViT-B/32

| Source | Target | ImageNet | -V2 | -Sketch | -A | -R |
|--------|--------|----------|-----|---------|---|----|
| CLIP   | 62.00  | 54.75    | 40.82 | 29.59   |   | 66.01 |
| LP     | 46.77  | 39.12    | 20.32 | 16.32   |   | 39.48 |
| CoOp   | 64.74  | 56.59    | 40.03 | 31.10   |   | 64.54 |
| CoCoOp | 64.63  | 56.59    | 40.74 | 30.27   |   | 64.12 |
| ProGrad| **65.36** | **57.42** | **41.73** | **31.89** |   | **66.53** |

(d) ViT-B/16

| Source | Target | ImageNet | -V2 | -Sketch | -A | -R |
|--------|--------|----------|-----|---------|---|----|
| CLIP   | 66.73  | 60.84    | 46.13 | 47.80   |   | 74.01 |
| LP     | 54.70  | 45.57    | 28.20 | 22.47   |   | 44.12 |
| CoOp   | 69.86  | 62.83    | 46.90 | 48.98   |   | 74.55 |
| CoCoOp | 70.13  | 63.05    | 46.48 | 49.36   |   | 73.80 |
| ProGrad| **70.45** | **63.35** | **48.17** | **49.45** |   | **75.21** |

limited. Furthermore, leveraging prompt ensembling can further explore the potential of ProGrad. From Table 1, with more accurate general knowledge offered by prompt ensembling, CLIP++ improves the zero-shot CLIP from 58.77% to 59.38%; ProGrad++ increases the accuracy of ProGrad from 74.28% to 75.03% at 16 shots.

4.3. Domain Generalization

We train our ProGrad on the source dataset (ImageNet) for three different random seeds, and assess it on ImageNet-V2, ImageNet-Sketch, ImageNet-A, and ImageNet-R. This setting evaluates the generalizability on a target domain which differs from the source domain. Fine-tuning on limited data from a specific domain may mislead the model to learn spurious correlations or in-distribution patterns, resulting in biased models with poor performance in unseen domains. In contrast, zero-shot CLIP avoids exploiting such spurious correlations or patterns, as it is not learned on that distribution. By leveraging knowledge from the pre-trained domain to regularize fine-tuning on a specific distribution, our ProGrad method is expected to be robust to distribution shifts. As shown in Table 2, despite the exposure to the source dataset, ProGrad clearly outperforms other methods on all target datasets as well as the source dataset with ResNet-based and ViT-based backbones.

4.4. Base-to-New Generalization

We follow CoCoOp [55] to evaluate the generalization performance from seen classes to unseen classes. All the classes are equally divided into two groups, i.e., base classes and new classes, and all methods are only trained on base classes and tested on both base classes and new classes. The harmonic mean of base classes and new classes accuracies is reported to evaluate the trade-off. As illustrated in Table 3, ProGrad yields the highest average performance across all metrics, whereas CoOp and CoCoOp exhibit poor performance for new classes, consistently underperforming zero-shot CLIP. These results highlight that ProGrad's superior generalizability to both base and new classes. The detailed results of 11 datasets are in Appendix.

4.5. Cross-Dataset Transfer

All models are trained on ImageNet as source dataset and evaluated on the rest 10 target datasets. The goal of this setting is to demonstrate the potential to transfer beyond a single dataset. The results are presented in Table 4. As shown, our ProGrad not only achieves the highest performance on source datasets but also outperforms other baselines 9 out of 10 target datasets.

4.6. Further Analysis

Comparison with Learning without Forgetting (LwF). ProGrad employs the gradient direction of knowledge distillation loss as a form of regularization. To determine whether our approach is equivalent to conventional knowledge distillation, we compared its performance against a simple knowledge distillation method, i.e., $L_{\text{total}} = L_{\text{ce}} + \alpha \cdot L_{\text{kd}}$, which is identical to the implementation of Learning without...
Table 4: **Comparison of prompt learning methods in the cross-dataset transfer setting.** Prompts are learned from 4-shots ImageNet.

| Source          | Caltech101 | OxfordPets | StanfordCars | Flowers102 | Food101 | FGVC Aircraft | SUN397 | DTD | EuroSAT | UCFT101 | Average |
|-----------------|------------|------------|--------------|------------|---------|---------------|--------|-----|---------|---------|---------|
| CoOp            | 61.34      | 84.48      | 85.99        | 54.16      | 60.10   | 75.48         | 14.09  | 57.48| 35.32   | 26.72   | 57.56   | 55.70   |
| CoCoOp          | 61.04      | 84.73      | 86.42        | 52.34      | 61.24   | 73.79         | 13.74  | 55.94| 36.60   | 23.46   | 57.97   | 55.21   |
| ProGrad         | 62.17      | 88.30      | 86.43        | 55.61      | 62.69   | 76.76         | 15.76  | 60.16| 39.48   | 24.87   | 58.70   | 57.36   |

Table 5: Comparison with LwF (knowledge distillation). Average accuracy (%) over 11 datasets.

| #shots | 1    | 2    | 4    | 8    | 16   |
|--------|------|------|------|------|------|
| CoOp   | 59.46| 62.37| 66.79| 70.04| 73.49|
| LwF(KD), $\alpha = 0.25$ | 61.09| 63.01| 67.74| 70.90| 73.39|
| LwF(KD), $\alpha = 0.5$  | 61.13| 63.36| 67.14| 70.34| 72.68|
| LwF(KD), $\alpha = 1$    | 61.52| 64.07| 66.52| 70.01| 72.01|
| LwF(KD), $\alpha = 2$    | 60.98| 62.66| 64.92| 67.78| 68.98|
| LwF(KD), $\alpha = 4$    | 59.58| 61.76| 62.92| 65.01| 65.42|
| ProGrad          | 62.61| 64.90| 68.45| 71.41| 74.28|

Table 6: Applying ProGrad to cosine classifier. Average accuracy (%) over 11 datasets.

| #shots | 1    | 2    | 4    | 8    | 16   |
|--------|------|------|------|------|------|
| Cosine | 30.50| 43.74| 53.33| 61.26| 65.00|
| + ProGrad | 32.29| 46.14| 55.18| 62.05| 66.47|

Forgetting (LwF)[24]. We repeated few-shot experiments on 11 datasets using a range of $\alpha$ values and report the average results in Table 5. The results demonstrate that ProGrad outperforms KD for various few-shot settings. Although KD (LwF) with small $\alpha \leq 1$ improves the performance of CoOp in low-shot scenarios (e.g., 1, 2, and 4 shots), its performance drops when the shots is large (i.e., 8 and 16 shots). These findings suggest that ProGrad operates differently from KD (LwF) and is more robust to the sample number.

**Failure cases.** We analyze cases where ProGrad models fail while CoOp succeeds. In specific, we count the percentage of the failure cases that zero-shot CLIP models also fails in Figure 5. We found that a high proportion of the failure cases are also mis-classified by zero-shot CLIP model (red bar in Figure 5), implying that the imprecision of zero-shot general knowledge represented by $G_g$ is detrimental to model generalization. As sample size increases, $G_d$ represents downstream knowledge more accurately and with less bias. As expected, the red bar becomes larger.

**Conflict of knowledge.** ProGrad requires the updated gradient direction be acute to the general knowledge gradient directions. We explore how this constraint helps to defuse the conflicts of domain-specific and general knowledge by visualizing the angle between their representative gradients during training (angle between $G_d$ and $G_g$). As depicted in Figure 6, without $G_{prograd}$, the angle between $G_d$ and $G_g$ converges to 90 degree due to the fact that “all high-dimensional random vectors are almost always orthogonal to each other” [3]. Intuitively, without any constraint, the optimization direction $G_g$ is independent to the general direction, and the average angle would be orthogonal. In contrast, utilizing $G_{prograd}$ results in the convergence of the angle to an obtuse angle. The reason is that $G_{prograd}$ intervenes the model to learn the downstream knowledge aligned with the
general knowledge and leads to the insufficient learning of downstream knowledge that is incompatible with the general knowledge. As training stabilizes, $G_g$ struggles to learn the conflicting knowledge, reflecting an obtuse angle to the $G_s$. Thanks to ProGrad, we discard such conflicting knowledge to avoid forgetting.

**Upper Bound of Performance.**

As the general gradient direction $G_g$ is the key for improvement, we are interested in the upper-bound of performance if we can find an oracle general direction $G_{g}^{\text{full}}$ instead of the one offered by hand-crafted prompt. To achieve this, we first optimize a prompt with plain cross-entropy loss on the full dataset to create $G_{g}^{\text{full}}$, and then use such gradient to implement ProGrad. The averaged performance over 11 datasets, as shown in Figure 7, indicate a more accurate regularization direction $G_{g}^{\text{full}}$ elicits a stronger ProGrad model. The detailed results of 11 datasets are in Appendix.

**Applying ProGrad to conventional fine-tuning.** We are also interested in the effectiveness of ProGrad for the conventional “pre-train then fine-tune” paradigm. Specifically, we plug in an additional cosine classifier on top of the visual backbone and compare the averaged performance over 11 datasets of few-shot classification. Table 6 shows that conventional fine-tuning can benefit from our ProGrad. The implementation details and the result of each dataset are provided in Appendix.

**Effect of hyper-parameter $\lambda$.** We further analyze the effect of the hyper-parameter $\lambda$ described in Eq. (4) in the main paper. Results are shown in Table 7. As discussed in Section 3.2 in the main paper, a smaller $\lambda$ weakens the general knowledge regularization, which results in a inferior performance under low-shot setting for most datasets. However, for DTD in Table 7, using a smaller $\lambda = 0.9$ to reduce the general knowledge regularization can improve the 16 shots results. One possible reason is that texture images of DTD has large gap with the CLIP pre-trained images that collected from the Internet, stronger regularization from pre-trained knowledge might be detrimental to the fine-tune performance if downstream data is sufficient.

## 5. Conclusion

In this paper, we pointed out the over-fitting issues of existing prompt tuning methods for few-shot generalization, which heavily relies on early stopping and data augmentation. We proposed a prompt tuning method ProGrad that

![Figure 7: The upper bound of performance (averaged accuracy) of GradPrad.](image)

Table 7: Accuracy (%) of 1, 2, 4, 8, and 16 shots training with different $\lambda$ on DTD and OxfordPets.

(a) **OxfordPets.**

| $\lambda$ | 1 shot | 2 shots | 4 shots | 8 shots | 16 shots |
|-----------|--------|---------|---------|---------|---------|
| 0         | 86.01  | 82.21   | 86.63   | 85.15   | 87.06   |
| 0.2       | 87.12  | 83.16   | 84.87   | 84.00   | 86.15   |
| 0.4       | 88.09  | 83.56   | 85.50   | 84.04   | 86.67   |
| 0.7       | 87.74  | 84.70   | 86.93   | 86.30   | 87.90   |
| 0.9       | 88.26  | 86.47   | 87.52   | 87.38   | 88.52   |
| 1.0       | 88.36  | 86.89   | 88.04   | 87.91   | 89.00   |

(b) **DTD.**

| $\lambda$ | 1 shot | 2 shots | 4 shots | 8 shots | 16 shots |
|-----------|--------|---------|---------|---------|---------|
| 0.0       | 44.33  | 46.22   | 54.08   | 59.99   | 62.89   |
| 0.2       | 43.80  | 45.21   | 54.02   | 60.14   | 63.61   |
| 0.4       | 44.17  | 47.44   | 54.32   | 59.65   | 63.16   |
| 0.7       | 44.93  | 47.77   | 54.92   | 59.28   | 63.10   |
| 0.9       | 45.78  | 48.46   | 55.44   | 60.46   | 64.28   |
| 1.0       | 46.14  | 49.78   | 54.43   | 57.98   | 61.15   |

regularize each tuning step not to conflict with the general knowledge of the hand-crafted prompt. Experiments on few-shot classification, base-to-new generalization, domain generalization and cross-dataset transfer over 11 datasets demonstrate the effectiveness and efficiency of our ProGrad. In the future, we will explore how to apply ProGrad on other tasks like object detection and segmentation.
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