Abstract

Monte Carlo sampling of the canonical distribution presents a formidable challenge when the potential energy landscape is characterized by a large number of local minima separated by high barriers. The principal observation of this work is that the multiple local minima and energy barriers in a landscape can often occur as a result of discrete symmetries in the potential energy function. A new Monte Carlo method is proposed, group action Markov chain Monte Carlo (GA-MCMC), which augments more conventional trial moves (e.g. random jumps, hybrid Monte Carlo, etc.) with the application of a group action from a well-chosen generating set of the discrete symmetry group; the result is a framework for symmetry-adapted MCMC. It is shown that conventional trial moves are generally optimal for "local mixing" rates, i.e. sampling a single energy well; whereas the group action portion of the GA-MCMC trial move allows the Markov chain to propagate between energy wells and can vastly improve the rate of "global mixing". The proposed method is compared with standard jumps and umbrella sampling (a popular alternative for energy landscapes with barriers) for potential energies with translational, reflection, and rotational symmetries. GA-MCMC is shown to consistently outperform the considered alternatives, even when the symmetry of the potential energy function is broken. The work culminates by extending GA-MCMC to a clustering-type algorithm for interacting dielectric polymer chains. Not only does GA-MCMC again outperform the considered alternatives, but it is the only method which consistently converges for all of the cases considered. Some new and interesting phenomena regarding the electro-elasticity of dielectric polymer chains, unveiled via GA-MCMC, is briefly discussed.
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I. Introduction

Numerical integration is of fundamental importance, but is nontrivial in many cases of interest because of the so-called “curse of dimensionality”. The curse of dimensionality arises from the fact that, when using numerical quadrature (e.g. Newton-Cotes, Gaussian, etc.), the number of integration points needed to obtain a desired accuracy scales exponentially with the dimension of the domain of integration. When taking expectations, for instance, with over hundreds or thousands of random variables, numerical quadrature is generally infeasible. In contrast, the convergence rates of Monte Carlo methods for stochastic integration are generally independent of dimension. Monte Carlo methods are amenable to approximating solutions to problems that allow a probabilistic interpretation. They have vast applications in uncertainty quantification [42, 75–77, 79, 95], Bayesian statistics [20, 32, 42, 55, 93, 95] (and machine learning [4, 95], more broadly), and computational physics [2, 3, 10, 20, 31, 44, 45, 50, 53, 56, 62, 63, 73, 80, 82, 83, 87, 90, 91].

While the focus of this work will be on equilibrium statistical mechanics, the proposed method for accelerated importance sampling is not specific to physical applications. This work will attempt to make connections with uncertainty quantification and Bayesian inference when appropriate.

Monte Carlo methods have had a lasting success in studying statistical physics. To name a few, Monte Carlo simulation has found applications in binary alloys, quasicrystals, diffusion limited aggregation, liquid-gas transitions, micelle formation, simple and complex fluids, magnetic materials, adsorbed surface layers, polymers, and protein folding [2, 38, 51, 53, 56, 87]. Monte Carlo simulation has also become a pivotal tool for studying phase transitions [30, 56]. The Monte Carlo method which is the focus of this work is the Markov chain Monte Carlo method (MCMC). This work is organized as follows:

• Next some notation and the fundamentals of MCMC are briefly introduced.
• Before closing the introduction, state of the art MCMC techniques for accelerating convergence and ensuring accurate approximations–with a focus on those advances which are most relevant to sampling potential energy landscapes with energy barriers–are reviewed.
• Section II begins by illustrating how discrete symmetries in the potential energy often lead to energy barriers. It then develops a group-theoretic method for generating trial moves: group action Markov chain Monte Carlo (GA-MCMC).
• Section III compares standard MCMC, umbrella sampling, and GA-MCMC, for sampling a double well potential energy which has an approximate reflection symmetry about \( x = 0 \). The results are discussed in detail and chain trajectories are compared. Notions of simulation accuracy and rate of convergence are motivated and defined.
• Section IV generalizes the proposed method to various discrete symmetries which include translations, reflections, and rotations. It also generalizes to problems in higher dimensions. The newly developed sampling approach is shown to exhibit excellent accuracy and convergence properties for all of the examples considered.
• Section V extends the newly developed GA-MCMC to clustering-type algorithms. The extended method is then applied to studying dielectric polymer chains. First the method is verified using a special case for which an exact solution exists. GA-MCMC is then shown to consistently outperform the other sampling approaches considered; and newly unveiled physics are briefly discussed.
• In section VI, the work concludes with a summary of its main ideas and contributions. A perspective is given on the future outlook for this work.

Let \( x \) denote a microstate of the ensemble of interest and let \( \Gamma \) denote the phase space of the ensemble; that is, the space of all possible microstates. Assume that \( \Gamma \) is continuous. Then we denote the probability
density of a microstate as \( \pi(x) \) such that \( \pi(x) \, dx \) is the probability of the system being in \([x, x + dx]\) \( \subset \Gamma \).

We are interested in averages of observables, \( O \), over phase space which we denote by

\[
\langle O \rangle := \int_{\Gamma} dx \, \pi(x) \, O(x).
\]  

(1.1)

MCMC consists of randomly generating a chain of microstates, \( \mathcal{C} = \{x_1, \ldots, x_K\} \), and then making the approximation

\[
\langle O \rangle \approx \langle O \rangle_{\mathcal{C}} := \frac{1}{K} \sum_{i=1}^{K} O(x_i)
\]  

(1.2)

If the chain of states is properly generated, then \( \langle O \rangle_{\mathcal{C}} \to \langle O \rangle \) as \( K \to \infty \). Let

\[
\mathcal{C}_{x, dx} := \{x \in \mathcal{C} : x \in [x, x + dx]\}.
\]  

(1.3)

Then we desire to sample microstates with the Markov chain such that 1)

\[
|\mathcal{C}_{x, dx}| / K \approx \pi(x) \, dx
\]  

(1.4)

for all \( x \in \Gamma \); and, further, 2) the goal is that the approximation error vanish as quickly as possible. One way to guarantee ‘1)’ is to ensure that the chain is Markovian (i.e. memoryless), ergodic (i.e. can reach all of \( \Gamma \) and is acyclic), and satisfies detailed balance [73]:

\[
\pi(x) \, p(x \to y) = \pi(y) \, p(y \to x),
\]  

(1.5)

where \( p(x \to y) \) is the probability of transitioning from state \( x \) to \( y \). How to ensure the approximation error vanish as quickly as possible is a much more subtle detail and the problem of interest in this work.

To precisely describe the challenge posed by energy landscapes with barriers, let us formalize the transition step. Each transition step is decomposed into two parts: 1) proposing a trial move and 2) accepting or rejecting the trial move. If the trial move is rejected, the chain is stationary, i.e. \( x \to x \). Let \( t(x \to y) \) denote the probability of proposing a trial move from state \( x \) to \( y \) and \( a(x \to y) \) denote the probability of accepting the trial move \( x \to y \). Let us choose to prescribe the trial and acceptance move probabilities such that they are independent:

\[
p(x \to y) = t(x \to y) \, a(x \to y).
\]  

(1.6)

Then detailed balance can be satisfied by the Metropolis-Hasting acceptance criteria:

\[
a(x \to y) = \min \left\{ 1, \frac{\pi(y) \, t(y \to x)}{\pi(x) \, t(x \to y) \, H(y \to x)} \right\},
\]  

(1.7)

where \( H(y \to x) \) is the Hastings factor. One of the most common choices for \( t(x \to y) \) is to prefer relatively small perturbations–which are referred to herein as “standard jumps”. Standard jumps generally have an inversion symmetry; that is, \( t(x \to y) = t(y \to x) \) for all \( x \) and \( y \). In this case, the Hastings factor is always 1. Let \( y = x + \Delta x \). Common choices for the distribution of \( \Delta x \) are an anisotropic Gaussian form (centered at \( \Delta x = 0 \)) [5, 20] and trial jumps which are uniformly distributed on \([-\Delta x_{\text{max}}, \Delta x_{\text{max}}]\) [53].

In the canonical ensemble (i.e. thermodynamic systems in a heat bath at fixed temperature \( T \)) the probability of a microstate, \( x \), is proportional to the Boltzmann factor, \( \pi(x) \propto \exp[-\beta U(x)] \), where \( U(x) \) is the potential energy, and \( \beta = 1/k_B T \). One of the goals of sampling is that the chain mixes rapidly, i.e. move through the support of the probability distribution function rapidly. When rapid mixing occurs, the approximation of expectation values also converge rapidly. However, standard jumps will not mix rapidly when regions of higher probability densities are disconnected and separated by regions of lower probability densities. In the canonical ensemble, lower energy regions correspond with higher probability density and vice versa. As stated in Tuckerman [87],
One of the most challenging computational problems met by researchers in statistical mechanics is the development of methods capable of sampling a canonical distribution when the potential energy is characterized by a large number of local minima separated by high barriers.

This work aims to further address that challenge.

**Optimal standard jumps and adaptive Markov chain Monte Carlo.** If the sizes of the standard trial jumps are too large, then there may be large increases in energy, \( U(y) - U(x) \gg 0 \), and subsequently the trial jumps will often be rejected. The chain will be mostly stationary. Whereas if the sizes of the trial jumps are too small, then the acceptance rate of trial moves will be higher, but the Markov chain will mix slowly through \( \Gamma \). It has been established both theoretically \([20, 33, 71, 74]\) and empirically \([2, 31, 53, 71, 87]\) that an acceptance rate of between 20% and 50% is generally optimal \footnote{In \([33]\), they focus on the scale of the “optimal symmetric jumping kernel” and find that its scale is approximately \( 2.4/\sqrt{d} \) where \( d \) is the dimension of the space. In the limit of \( d \to \infty \), this recovers the well-known result that \( \approx 23\% \) is the optimal acceptance ratio for trial moves. More recent work \([74]\) has built upon this by deriving explicit formulae for algorithm efficiency and acceptance rates as functions of the scaling parameter. In practice, however, the differences in the 20% to 50% range are minimal \([87]\) – at least for most applications of interest in statistical physics.}. However, how to tune the trial distribution of standard jumps (e.g. the covariance matrix of Gaussian jumps or \( \Delta x_{\text{max}} \) of uniformly distributed jumps) to achieve an optimal acceptance rate is problem dependent. In order to avoid the tediousness of trial and error, practitioners will often track the acceptance rate of the chain and periodically decrease the average jump size if the acceptance rate is below a certain threshold and increase the average jump size if the acceptance rate is above a certain threshold \([20, 53]\). Although, in this case, the chain is not strictly memoryless (i.e. Markovian), one can show that the chain is still guaranteed to converge to the underlying distribution (1.4), provided that the average jump size ceases to be updated after a finite amount of steps \([20]\). Throughout this work, an adaptive standard jump size is implemented which adjusts to keep the convergence rate between 15% and 45% for each of the various sampling methods considered. In most cases, the jump size ceased to be adjusted within the first 1000 – 10000 steps; in every case, the jump size adjustment ceased before the simulation ended. As we will see later on, while an adaptive jump size can be an effective means of accelerating convergence, it is not (alone) an effective strategy for mitigating the presence of energy barriers.

**Hybrid (or Hamiltonian) Monte Carlo.** First introduced in Duane et al. \([28]\), hybrid Monte Carlo generates more intelligent trial moves by taking advantage of the fact that Hamilton’s equations conserve energy \([1, 14, 31, 87]\). At each step, particle velocities are sampled from the Maxwell-Boltzmann distribution and trial moves are generated by integrating Hamilton’s equations of motion. A potential advantage of hybrid Monte Carlo is that, because energy does not need to be exactly conserved, the time step for integrating the equations of motion can be greater than conventional molecular dynamics. In fact, an optimal choice of time step is important factor for the efficiency of hybrid Monte Carlo. If the time step is too large, the acceptance rate may be too small; whereas, if the time step is too small, the simulation provides little advantage over molecular dynamics \([31]\). Theoretical results for specifying the optimal step sizes have been obtained recently \([12, 13]\). (The analog to hybrid Monte Carlo in for applications in statistics is called “Hamiltonian Monte Carlo” - the distinction is necessary because the temperature is artificial in this case \([13, 14, 20]\).) While hybrid Monte Carlo is an important sampling method for many applications, it also struggles with energy landscapes consisting of multiple wells separated by large barriers \([87]\). In molecular dynamics simulations, traversing an energy barrier is a “rare event” - meaning the equations of motion need integrated for a significant amount of time before the barrier is crossed. Hybrid Monte Carlo is not commented on further in this work except to remind the reader that many of the sampling methods in MCMC are modular and versatile. By this it is meant that most sampling methods are not mutually exclusive; in principle, hybrid Monte Carlo could be used in tandem with the group-theoretic approach to be proposed in this work.

**Umbrella sampling.** Umbrella sampling is an alternative approach for sampling energy landscapes with barriers \([10, 31, 50, 54, 63, 82, 83]\) (See also, §11 of \([20]\) for the statistics perspective). The main idea in umbrella sampling is to introduce a pseudopotential in order to reduce or cancel the barriers in the landscape. In other words, the probability distribution is biased by a weight function which depends on the configuration, \( x \):

\[
\pi'(x) \propto w(x) \exp (-\beta U(x)).
\] (1.8)
Then the thermodynamic state variables can be obtained by a modified averaging over the MCMC samples:

\[ \langle O \rangle \approx \frac{\langle O/w \rangle_c'}{\langle 1/w \rangle_c'}. \]  \tag{1.9} 

where \( \langle \cdot \rangle_c' \) denotes the chain average obtained by sampling using the modified probability distribution, \( \pi' (\cdot) \). There are many subtleties related to choosing an appropriate weight function \( w (x) \) such that the MCMC sampling is ergodic (i.e. does not become trapped in some subset of \( \Gamma \)) and has a good convergence rate \cite{10, 20, 31, 63}. By introducing a psuedopotential, Umbrella sampling enhances the rate of (global) mixing at the expense of sampling by importance; in other words, while the pseudopotential allows the chain to traverse energy barriers, it does so by biasing the sampling toward higher energy (and, hence, lower probability density) states. As a consequence, the chain spends more iterations sampling regions of \( \Gamma \) which are less important in the sense that they have smaller contributions to phase averages. Nonetheless umbrella sampling has proven to be an effective sampling approach for energy landscapes with barriers. In the examples that follow, the results from GA-MCMC will be compared to results obtained via umbrella sampling.

Replica exchange (a.k.a. simulated tempering or parallel tempering). Replica exchange is a versatile and promising method for sampling energy landscapes consisting of multiple local minima separated by high barriers \cite{31, 34, 35, 56, 59, 61, 87}. Replica exchange consists of simulating multiple different systems with different thermodynamic states. The most popular forms of replica exchange are also known as simulated tempering or parallel tempering, as the thermodynamic states differ by temperature. The basic idea of simulated tempering is to take advantage of the fact that systems at higher temperature will more readily traverse energy barriers. In addition to the in-simulation trial moves of choice (e.g. standard jumps, hybrid Monte Carlo, etc.), there is also the opportunity to “swap” states between replica systems. Swaps between a high temperature system and a low temperature system have a low probability of being acceptance; thus, the strategy is to make swaps between systems which are nearer to each other in temperature. The thought is that higher temperature systems generate a larger variety of states which then naturally filter toward various wells in the lower temperature systems as the states propagate down through temperature levels. The price, of course, is that it is more computationally expensive to simulate multiple replicas of a given system. Further, the likelihood of accepting exchanges between systems relies on their temperature difference remaining small. Thus, there is a trade-off between the acceptance rate of system exchanges and the total number of replicas—and, hence, overall cost. While problem and parameter dependent, it has been shown that the gain in efficiency from simulated tempering can more than offset the increased cost of tracking multiple systems and exchanging coordinates between them \cite{31, 56, 87}. However, there are many natural questions which arise regarding simulating tempering: 1) How many replica systems should one choose? 2) How should the temperatures (or other system parameters) vary between the systems? 3) Is it better to do replica exchanges more or less frequently? and 4) How does the error compare to that of independent simulations where no exchanges take place? \cite{20, 56}. Recent theoretical results suggest the replica exchange scheme should be specified such that the acceptance rate of swaps is approximately 23\% \cite{6}. Exactly how this acceptance rate is achieved, however, is still an open question (at least to the author’s knowledge). There are a number of different parameters which must be tuned for replica exchange and it is not always clear how to best tune them. As a result, a direct comparison of replica exchange with the group-theoretic approach is forgone.

Group theoretic acceleration in particle-scale methods. This work is inspired, in part, by the successes of various works which leverage group theory in order to improve the efficiency of modeling bulk materials, nanostructures, viruses, etc., using molecular dynamics \cite{25, 29, 48, 92} and the Boltzmann equation \cite{25}. Similar considerations of geometry and symmetry transformations have also been leveraged to develop various clustering-type MCMC algorithms \cite{27, 47, 58, 70}. An aim of this work is to explore geometry and symmetry in the context of MCMC more broadly (e.g. field-interactions, potentials with symmetry, etc.) using group theory and with an emphasis on the importance of discrete symmetries.
II. Discrete symmetries, energy barriers, and group theoretic trial moves

II.A. The Ising model and clustering algorithms

As an illustration, let us consider the Ising model for ferromagnetism. In this model, there is a lattice of spin states, either spin-up or spin-down, which interact with their nearest neighbors. Generally, the allowable spin states are represented by \( \mu_i = \pm 1 \) for \( i = 1, \ldots, n \) where \( n \) is the number of spins in the lattice and \( \Gamma = \{-1, 1\}^n \). Assume there is not an externally applied magnetic field. Then the potential energy is

\[
U = -J \sum_{(i,j)^I} \mu_i \mu_j, \tag{II.1}
\]

where \( J \) is the strength of interactions and the notation \((i, j)^I\) is used to indicate that the sum is over all pairs such that \( i \) and \( j \) are nearest neighbors. Assuming \( J > 0 \), microstates with a greater number of neighboring like spins are more likely than microstates with lesser numbers of neighboring like spins. In particular, the two states with the greatest probability occur when all of the spins in the lattice are up and when all of the spins are down. However, these two greatest probability states are separated by many lower probability states in the sense that transitioning from one state to the other requires flipping all of the spins in the lattice. As \( \beta J \to \infty \), the probability of the separating states vanishes exponentially. A Markov chain consisting of trial moves where only a single spin is flipped would therefore mix very slowly, leading to slow convergence. This phenomena is called critical slowing down [53, 91].

Clustering algorithms represented a breakthrough in mitigating the critical slowing down of the Ising model near the phase transition temperature [80, 90, 91]. Notably, clustering exploits what is approximately a discrete symmetry in the potential energy landscape of the Ising model: a state with a large cluster of like spins has approximately the same energy when all of the spins in the cluster are flipped to the opposite sign—provided that the interior of the cluster is large enough relative to the boundary. Clustering bypasses many of the lower probability separating states and allows rapid mixing to occur.

The Ising model and associated clustering algorithms are a special case of a more general principle: discrete, approximate symmetries of a potential energy landscape often lead to multiple energy wells separated by energy barriers. Further, mixing and convergence of the MCMC method can be accelerated by leveraging (i.e. sampling) what is known about the approximate symmetries of the system. Let the approximate symmetry be described by the group \( G \) and let \( \rho : G \times \Gamma \to \Gamma \) be a faithful group action on \( \Gamma \). For brevity, I will use \( g \cdot x \) to denote \( \rho(g, x) \). Let us say a potential energy is semi-symmetric provided

\[
U(x) = \rho U_G(x) + \epsilon U_0(x) \tag{II.2a}
\]

where \( \epsilon \) small enough and

\[
U_G(x) = U_G(g \cdot x) \tag{II.2b}
\]

for all \( g \in G \). Provided \( U_G \) is not constant, there exists a local minima of \( U_G \) which we denote by \( x^* \). Assume \( G \) is discrete. Then, by (II.2b), \( g \cdot x^* \) is also a local minima for each \( g \in G \). If \( |G \cdot x^*| > 1 \), where

\[
G \cdot x^* = \{ g \cdot x^* : g \in G \} \tag{II.3}
\]

is the orbit of \( x^* \), then \( U_G \) has multiple energy wells (i.e. multiple local minima). As an illustration, assume \( U_G(x^*) \leq U_G(x) \) for all \( x \in \Gamma \) and consider the limit of \( \beta \to \infty \) and \( \epsilon \beta < \infty \). If the maximum size of trial jumps is less than

\[
\sup_{x \in G \cdot x^*} \left( \inf \{ |x - x'| : x' \in G \cdot x^*, x' \neq x \} \right) \tag{II.4}
\]

then the standard method for trial propositions will result in a chain that is not ergodic. The chain becomes

---

2 By cluster, we mean a group of lattice sites that are connected through a series of neighbors.

3 By “faithful” it is meant that, for each \( g \in G \), \( g \neq e \), there exists some \( x \in \Gamma \) such that \( \rho(g, x) \neq x \).

4 If \( \Gamma \) is not compact, \( x^* \) may not be contained within \( \Gamma \). However, it is guaranteed that there is some neighborhood of \( x^* \) which is an energy well and has nonempty intersection with \( \Gamma \) such that the proceeding arguments still hold.
frozen in a small neighborhood of some \( x^{**} \in \mathcal{G} \cdot x^* \) with probability 1; while it may be possible to transition to another \( x \in \mathcal{G} \cdot x^* \), the probability of this occurring is 0; and, lastly, by (II.4), it is not possible for the chain to transition to all \( x \in \mathcal{G} \cdot x^* \). Although the chain does not freeze when \( \beta \) is large but finite, it is evident that the standard MCMC will suffer from critical slowing down. The rate at which the chain mixing slows down, as a function of \( \beta \) and \( \epsilon \), will vary by the different forms of \( U_G \) and \( U_0 \).

II.B. Group theoretic approach to sampling, GA-MCMC

Here a modification to the standard method for trial move propositions is proposed given some knowledge of \( \mathcal{G} \). The group \( \mathcal{G} \) may be infinite. Let \( \langle\langle S \rangle\rangle \) denote the group generated by the set \( S \) (here double angle brackets are used, as opposed to the more standard notation of single angle brackets, in order to distinguish group generation, \( \langle\langle . \rangle\rangle \), from ensemble averaging, \( \langle . \rangle \)). Take some generating set, \( G \), of the group \( \mathcal{G} \) (i.e. \( \langle\langle G \rangle\rangle = \mathcal{G} \)) such that:

1) \( e \in \mathcal{G} \); that is, it can be stationary, and
2) \( G \) contains the inverse of each of its elements (i.e. \( g \in \mathcal{G} \iff g^{-1} \in \mathcal{G} \)); that is, the generating set is “reversible”.

Then assign probabilities, \( \omega_i > 0 \), to each \( g_i \in \mathcal{G} \) such that \( \omega_1 + \omega_2 + \cdots + \omega_{|\mathcal{G}|} = 1 \). Mixing is accelerated by randomly sampling a group element from \( \mathcal{G} \) (consistent with their prescribed probabilities) and applying its action to the current microstate as part of the trial move. This way if the chain is local to some energy well, it can efficiently mix to other wells in the potential energy landscape–even when \( \beta \gg 1 \). The basic idea, in general, is to propose a trial move by 1) a standard jump and then 2) applying a randomly sampled group action to the perturbed state. As a concrete example, assume the thermodynamic system consists of \( n \) particles and that the state of each particle is described by a point \( x_i \) in a manifold, \( X \) (such that \( \Gamma = X^n \) and \( x = (x_1, \ldots, x_n) \)). An outline of the transition process for the Markov chain is as follows:

1) Randomly choose a particle index, \( i \), in \( \{1, 2, \ldots, n\} \).
2) Sample a jump (i.e. perturbation) \( \Delta x_i \) in \( \{ \Delta x \in X : |\Delta x| \leq \Delta x_{max} \} \) where \( \Delta x_{max} \) is the maximum step size of a jump.
3) Set the trial move:

\[
x_\tau = (x_1, \ldots, x_i + \Delta x_i, \ldots, x_n)
\]

where \( x \) is the current state of the chain and \( x_\tau \) is the trial move.
4) Sample a group element, \( g_j \in \mathcal{G} \), consistent with the probabilities \( \omega_1, \ldots, \omega_{|\mathcal{G}|} \).
5) Propagate the trial move via the group action: \( x_\tau \rightarrow g_j \cdot x_\tau \).
6) Accept or reject the trial move based on the Metropolis-Hastings acceptance criteria, (1.7).

Here steps 1-3 ensure that the chain mixes locally; that is, it allows the chain to properly sample an individual energy well. Steps 4 and 5 ensure that the chain mixes globally; i.e., it ensures the chain does not end up localized to a proper subset of the energy well(s). If one makes the analogy of MCMC sampling with random walks and diffusion, then the proposed sampling approach can be thought of as a kind of multiscale or multimodal diffusion where steps 1-3 represent diffusion at the smaller scale and steps 4 and 5 represent diffusion at larger scales. It will be shown by example that, for discrete semi-symmetric energy landscapes, the above transition process can significantly improve the rate of convergence over standard MCMC approaches and even outperform umbrella sampling. Note that, for simplicity, the procedure was outlined for \( U = U_G + \epsilon U_0 \), but, in general, it may also possible to make more complicated decompositions, e.g.

\[
U = U_{G_1} + U_{G_2} + \cdots + U_{G_n} + \epsilon U_0
\]  \hspace{1cm} (II.5)

and then sample from \( G = G_1 \cup G_2 \cup \cdots \cup G_n \) where \( \langle\langle G_i \rangle\rangle = G_i \). In this case, it may be necessary to scale the sampling weights according to the energy scales of each of the \( U_{G_i} \).

While the probabilities which are optimal for the convergence rate may vary by \( U \), \( U_G \), \( \epsilon \), \( U_0 \), and \( \beta \), we find that the simple choice of \( \omega_1, \ldots, \omega_{|\mathcal{G}|} = 1/|\mathcal{G}| \) works well for the examples considered in this work. This choice is motivated by the assertion that \( U_G(x) = U_G(g \cdot x) \) for all \( g \in \mathcal{G} \) and the assumption that \( \epsilon \) is small.

---

5For clarity, chain samples are indexed by uppercase letters and particle states are indexed by lowercase letters.
In this case, all microstates in \( G \cdot x \) are approximately equally likely. Thus, in order for our Markov chain to converge to the underlying probability distribution as quickly as possible, it makes sense to transition between these states with equal probability. This choice has the added benefit of simplicity in that it ensures that the Hastings factor is always 1.

Before moving on to examples of using the newly proposed sampling technique to model the statistical mechanics of various systems, I pause to sketch how the above developments can be generalized to other applications of MCMC methods. While the above discussion was framed in terms of energy landscapes and energy barriers, the principles extend to any case in which a probability distribution with discrete semi-symmetries is being sampled. In this broader sense, energy wells are analogous to regions of the domain of the random variable(s) which have a greater likelihood, and energy barriers correspond with regions that have a lesser likelihood. Using Bayesian inference as an example (see [18, 20, 32, 75, 93]), the same transition process can be used when the posterior probability distribution is discretely semi-symmetric.

As mentioned previously, there has been recent work on leveraging symmetry and group theory to accelerate other types of particle-scale models [9, 25, 29, 36, 48, 92]. However, many of these methods rely on the corresponding symmetry or group structure to be exact (i.e. the special case of \( \epsilon = 0 \)). One of the principal advantages of the method proposed in this work is that it accelerates the computation for more generic problems; that is, cases where \( \epsilon \) can be finite and is only required to be “small enough”. A topic of interest for future work would be to conduct an analysis which relates the rate of convergence as a function of \( \beta \) and \( \epsilon \) given some properties of the energy landscape: namely, \( U, \ U_G, \) and \( U_0 \). Further, note that the decomposition of \( U \) into \( U_G, \ \epsilon, \) and \( U_0 \), is generally nonunique. An additional potential advantage of such an analysis would be to elucidate which choice of decomposition may be more or less desirable given certain conditions.

### III. Double-well potential: a first example

A single degree of freedom system, \( x \in \mathbb{R} \), in a double well potential given by

\[
U = ax^4 - bx^2 - fx
\]  

(III.1)

is considered. The potential energy, \( U \), has a reflection symmetry about \( x = 0 \) when \( f = 0 \). It is semi-symmetric when \( f \) is small enough. To be precise, \( U_G(x) = ax^4 - bx^2, \ \epsilon = f, \) and \( U_0(x) = -x \). The symmetry of \( U_G \) is described by the dihedral group \( D_4 \) with action \( \rho(\sigma, x) = \sigma \cdot x = -x \). Thus, the standard jump part of trial propositions is augmented by sampling \( g \in \{\epsilon, \sigma\} \) where each element has probability 1/2 and applying the action \( x \rightarrow g \cdot x \). The energy landscape, its symmetry, and the effect of breaking its symmetry (\( f > 0 \)) are shown in figure 1. Some simple examples of energies with reflection symmetry are 1) charged particles interacting with the field induced by a dipole in 2D, and 2) the interaction of liquid crystals with a local director field [26].

Given the potential energy, (III.1), let us first consider the case where \( a = 1, b = 8, \) and \( f = 0 \) such that the landscape is strictly symmetric. The initial mixing of Markov chains that utilize a standard sampling approach, the group-theoretic-based sampling approach, and umbrella sampling with \( w(x) = \exp \left(-\frac{bx^2}{2}\right) \) is shown in figure 2. Here \( \tilde{b} = 4 \) so that the effective potential of the umbrella sampling approach is \( x^4 - 4x^2 \). Figure 2.a and figure 2.b show the initial chain trajectories for the first 1000 steps, sampled every 20 steps, and the first 1000 steps, sampled every 200 steps, respectively. The state of each chain is given by the \( x \)-axis and the \( y \)-axis signifies the progression of the chain; that is, the number of steps the chain has taken increases with \( y \). The trajectories for the standard MCMC sampling approach are depicted by a solid purple line and ‘+’ markers, the group-theoretic-based sampling trajectories are depicted by a dashed green line and ‘x’ markers, and the umbrella sampling trajectories are depicted by a blue dash-dot line and ‘*’ markers; for reference, the potential energy is plotted on the second \( y \)-axis. It can be seen that the potential energy consists of two energy wells at \( x = \pm 2 \). For the first 1000 steps, the standard sampling approach moves to the left energy well and is then localized near the local minima, \( x = -2 \). The chain trajectory obtained
Double well potential energy given by $U = ax^4 - bx^2 - fx$ where $a = 1$, $b = 8$, and $f = 0$ (solid line) and $f = 2$ (dashed line). The potential energy has a reflection semi-symmetry about $x = 0$; an example of its action, $\sigma \cdot x$, is also shown.

Table 1: Properties of the double well thermodynamic system and its associated group-theoretic sampling approach.

| Var. | Value |
|------|-------|
| $f$  | $\mathbb{R}$ |
| $U_g$ | $ax^4 - bx^2$ |
| $\epsilon U_0$ | $-fx$ |
| $G$ | $D_1$ |
| $G$ | $\{e, \sigma\}$ |
| $\omega_i$ | $\omega_1 = \omega_2 = 1/2$ |
| $\ell^*$ | $\sqrt{b/2a}$ |
| $U^*$ | $b^2/4a$ |

via umbrella sampling also moves quickly into the left energy well. However, because the pseudopotential biases the chain toward $x = 0$, the umbrella chain, though localized in the left well, is concentrated about some $x > -2$. By step 10000, the standard chain still has not mixed to the right energy well. The biasing of the umbrella chain has allowed it to traverse the energy barrier and mix between the wells after a sufficient amount of steps. In figure 2.b, this has occurred at approximately 2000 steps. In contrast, figure 2.a shows that the group-theoretic chain has traversed the barrier several times and mixed well throughout the support of $\pi(x)$ within the first 200–300 steps.

Figure 2.c and figure 2.d show histograms of the normalized density of chain samples for the standard (solid purple), umbrella (singly hatched green), and group-theoretic (doubly hatched blue) sampling approaches after 1000 steps and 10000 steps, respectively. The probability density $\pi(x)$ as calculated by high-fidelity numerical quadrature is overlaid for comparison. As expected (from observations made regarding the chain trajectories), the density of samples for the standard and umbrella sampling approaches are overly biased toward the left energy well after 1000 steps. In contrast, the group-theoretic approach approximates $\pi(x)$ reasonably well after only the first 1000 steps and is nearly exact after 10000. After 10000 steps, the umbrella chain has mixed to the second well and approximately resembles the two-peak quality of the exact distribution. However, it is important to note that the peaks with the largest density of samples for the umbrella chain are centered at approximately $x = \pm 1.5$ and thus are offset from the peaks of the exact distribution ($x = \pm 2$). This is to be expected because the umbrella sampling consists of a pseudopotential which biases the chain towards $x = 0$; indeed, this is how the chain is able to mix into the second energy well in a finite number of steps. In approximating ensemble averages using umbrella sampling, equation (1.9) corrects for the fact that the umbrella chain is not sampling the exact distribution. However, because the biasing of the pseudopotential causes the chain to more densely sample regions of $\Gamma$ with lower $\pi(x)\,dx$, the ensemble averages approximated by the umbrella sampling approach will often have a slower convergence rate. This is one of the principal drawbacks of umbrella sampling. If the pseudopotential is greater, the chain can mix more rapidly between wells but does not densely sample regions of greatest $\pi(x)\,dx$; that is, the global mixing comes at the expense of sampling based on importance. If the pseudopotential is lesser, then the chain becomes trapped in a subset of $\Gamma$ and may not sample the full support of $\pi(x)$.

It is merely a coincidence that both the standard and umbrella chains begin by moving into the left well. Both approaches were equally likely to begin by moving into the right well.
Figure 2: Markov chain mixing of the various sampling approaches. a) Markov chain trajectories (sampled every 20 steps) where the x-axis is a snapshot of the chain state, $x$, and the y-axis corresponds with increasing simulation step. For the first 1000 steps, the standard and umbrella sampling approaches are localized to the left energy well while the group-theoretic approach mixes readily between wells. b) Markov chain trajectories for the first 10000 steps. The standard approach is still localized to a single well. The umbrella approach has mixed between wells but is overly representative of states nearer to $x = 0$. The group-theoretic approach continues its rapid mixing. c) Histograms of the density of chain samples after the first 1000 steps. The probability density, $\pi(x)$, as computed using numerical quadrature, is shown for comparison. The group-theoretic approach is converging rapidly to $\pi(x)$ whereas its counterparts are overly representative of the left well. d) Histograms of the density of chain samples after the first 10000 steps. The standard approach is still localized to the left well (i.e. is not ergodic). The umbrella approach has mixed (approximately) evenly between the wells but, because of the pseudopotential, has sampled a large density of states which make negligible contribution to expected values of interest. The group-theoretic approach shows excellent agreement with $\pi(x)$. 
Next let us consider the convergence of chain approximations to ensemble averages. Let

$$
\langle O \rangle_K := \frac{1}{K} \sum_{I=1}^{K} O(x_I)
$$

(III.2)

denote the chain average of an observable $O$ after $K$ steps (i.e. the rolling average at step $K$). To measure the convergence rate of a sampling approach, 100 MCMC simulations are run for $K = 10^6$ steps. Let an overline (i.e. $\overline{\text{□}}$) denote an average quantity over the simulation population. Then

$$
\overline{|\langle O \rangle_K - \langle O \rangle_{\text{quad}}|} = \frac{1}{100} \sum_{\text{over MCMCs}} |\langle O \rangle_K - \langle O \rangle_{\text{quad}}|,
$$

(III.3)

where $\langle O \rangle_{\text{quad}}$ is the ensemble average of $O$ using high-fidelity quadrature [11, 88], is used to measure the convergence rate of a given sampling approach for $\langle O \rangle$. Figure 3 shows $|\langle x \rangle_K - \langle x \rangle_{\text{quad}}|/\ell^*$ as a function of $K$, where $\ell^* = \sqrt{|b/2a|}$ is the natural unit of length for the system of interest. Figure 3 compares the convergence of $\langle x \rangle$ for umbrella sampling with $b = 2$, $b = 4$, $b = 6$ and the group-theoretic sampling approach. Among the umbrella sampling methods, notice that, for the greatest choice of $b$ (i.e. $b = 6$), the error is smallest for the first 1000 steps. In contrast, for the smallest choice of $b$ (i.e. $b = 2$), the error at the outset is greatest (and is near unity) for the first 10000 steps. However, the smaller choices of $b$ have a greater rate of convergence over the long term (e.g. $K \geq 100000$). This highlights the aforementioned drawback of umbrella sampling: when the pseudopotential is large, the chain mixes rapidly, which leads to a smaller initial error. However, a consequence of the greater pseudopotential is that the chain spends too much time sampling regions of $\Gamma$ for which $\pi(x) dx$ is small and hence does not contribute meaningfully to the integral. When the pseudopotential is small, the chain samples regions of greater $\pi(x) dx$, i.e. greater importance. However, when regions of greater importance are disconnected, then the smaller pseudopotential results in the chain becoming localized to just one of those regions and not mixing globally. Thus, in many instances, even with detailed knowledge of the exact form of $U$, the choice for the umbrella sampling pseudopotential is nontrivial; and, in some cases, it may be that there does not exist a pseudopotential which results in a reasonable convergence rate. The group-theoretic approach does not require such a trade-off between global mixing and local importance. Indeed, figure 3 shows that both 1) the initial error of the group-theoretic approach is smaller than all of its umbrella sampling counterparts and 2) its long term convergence is faster than all of its umbrella sampling counterparts. The error curve of $\langle x \rangle$ for the standard MCMC sampling approach is not shown as its convergence rate is effectively zero. For every one of the 100 simulations, the standard approach is trapped in one of the two wells for the entire simulation of $10^6$ steps.

Figure 3 shows the error curves for approximating $\langle U \rangle$ (a) and $\langle x^2 \rangle$ (b) by standard, umbrella with $b = 2$, umbrella with $b = 4$, and group-theoretic sampling approaches. Here, $U^* = b^2/4a$. For both $\langle U \rangle$ and $\langle x^2 \rangle$, because of symmetry, the contribution of the integral from the left well is equivalent to the contribution of the integral from the right well. Because of this, the standard sampling and group-theoretic approaches perform quite well and converge rapidly to the solution obtained via high-fidelity numerical quadrature. In contrast, as the pseudopotential of the umbrella sampling increases, both the initial error increases and the long term convergence rate decreases. This is because, for accuracy of $\langle U \rangle$ and $\langle x^2 \rangle$, it is only required that the left or right well be sampled. However, as $b$ increases, the umbrella chain spends less time sampling either of the two wells and is more concentrated near $x = 0$. To summarize, this first example was explored in some depth and it was found that, for all of the ensemble averages considered, the group-theoretic sampling approach performed as well or better than each of the other options. Next let us consider the effects of breaking the symmetry of $U$ (i.e. $\epsilon \neq 0$) and temperature changes on the accuracy and convergence rates of the various sampling methods.

First, some definitions are made. Let $\mathcal{O} = \{x, x^2, U, U^2\}$ be the set of observables of interest. Consider figure 3 and figure 4: when the error curves are plotted using a log-log scale, in general— to a good approximation—the error decays linearly. This implies that the error scales like $K^\alpha$. The exponent, $\alpha$, is a measure of the convergence rate and clearly it is desirable that $\alpha$ be as negative as possible. The calculation
Figure 3: Convergence of $\langle x \rangle$ for umbrella sampling approaches with $\tilde{b} = 2$, $\tilde{b} = 4$, $\tilde{b} = 6$ and the group-theoretic sampling approach. Larger $\tilde{b}$ has a smaller initial error but slower long-term convergence rate; whereas small $\tilde{b}$ has a larger initial error with faster long-term convergence rate. The group-theoretic approach has no such trade-off: it has a smaller initial error and a faster long-term convergence rate than all of the umbrella variants. The standard sampling approach (not shown) does not show any discernible signs of convergence for the duration of the simulation.

Figure 4: Convergence of a) $\langle U \rangle$ and b) $\langle x^2 \rangle$ using standard, umbrella with $\tilde{b} = 2$, umbrella with $\tilde{b} = 4$, and group-theoretic sampling approaches. The standard and group-theoretic approaches show superior convergence relative to the umbrella sampling variants. This is because accurate approximations of $\langle U \rangle$ and $\langle x^2 \rangle$ can be obtained via sampling one of the two wells and both the standard and group-theoretic approaches have optimal local mixing properties.
Table 2: Error and convergence rates for double well potential. Fastest rate of convergence, \( \min \alpha_O \); slowest rate of convergence, \( \max \alpha_O \); greatest accuracy, \( \min \xi_O \); and least accuracy, \( \max \xi_O \), for each of the sampling approaches considered. The standard (denoted ‘SS’), umbrella (with \( b = 4 \), denoted ‘US’), group-theoretic (denoted ‘GT’) and group-theoretic with umbrella (\( b = 4 \), denoted ‘GU’) sampling approaches are compared. Energy landscapes with various barriers, temperatures, and \( f \) are considered.

For \( \alpha_O \) consists of fitting a line (using least squares) to the \( \log \left( \frac{\langle O \rangle_K - \langle O \rangle_{quad}}{\langle O \rangle_{quad}} \right) \) vs. \( \log K \) data. The measure of convergence rate, \( \alpha_O \), is then the slope of this line. Lastly, for brevity, let \( \xi_O : = \left( \frac{\langle O \rangle_K - \langle O \rangle_{quad}}{\langle O \rangle_{quad}} \right)/\langle O \rangle^* \) denote the sample average of the error after the total 10^6 simulation steps.

Table 2 shows \( \min \alpha_O \) and \( \max \alpha_O \) for each of the sampling approaches considered, which describe the fastest and slowest rates of convergence, respectively, for the observables of interest. Table 2 also shows \( \min \xi_O \) and \( \max \xi_O \), which describe the most accurate and least accurate approximations, respectively. The standard (denoted ‘SS’), umbrella (with \( b = 4 \), denoted ‘US’), group-theoretic (denoted ‘GT’) and group-theoretic with umbrella (\( b = 4 \), denoted ‘GU’) sampling approaches are compared. Energy landscapes with various barriers and \( f \) are considered. The first example (upper left), \( a = 1, b = 8, f = 0, \beta = 1 \), is consistent with the discussion regarding figure 3 and figure 4; that is, the standard sampling approach has the least \( \min \alpha_O \) (i.e. shows the fastest convergence rate) for some observables while it simultaneously exhibits the slowest convergence rate for others. The standard and umbrella sampling approaches are not robust for this example (i.e. exhibit the greatest maximum \( \xi_O \)), whereas the group-theoretic and group-theoretic with umbrella sampling approaches show good convergence rates and high accuracy.

In the next example (upper right) symmetry is broken and \( f = 4 \). There the non group-theoretic approaches show faster minimum and maximum convergence rates. The umbrella sampling approach converges the most rapidly. The performance of the non-group-theoretic approaches improves (for all observables) because, as the force increases for constant \( a, b, \) and \( \beta, 1 \) the energy barrier between the two wells is reduced and 2) the right well has a greater contribution to the integral than the left such that mixing between wells becomes less important. Interestingly, however, despite the faster convergence of the non group-theoretic approaches, the group-theoretic approaches still exhibit good convergence rates and have a higher accuracy than their non group-theoretic-based counterparts.
In the next three examples (middle left, middle right, and bottom left), the temperature is lowered ($\beta = 10$) and the force is gradually increased from $f = 0$ (middle left) to $f = 1$ (middle right) and $f = 4$ (bottom left). The lower temperature further degrades the rate of convergence for the non-group-theoretic approaches relative to the $f = 0, \beta = 1$ case; whereas, the convergence rates for the group-theoretic approaches increase. As more force is applied (e.g. $f = 1$ and $f = 4$), the energy landscape, again, becomes less symmetric and both the accuracy and convergence rates of the non-group-theoretic approaches improve. However, in contrast to the $f = 4, \beta = 1$ case (top right), the group-theoretic sampling approach convergences at a faster rate than the non-group-theoretic approaches for the $f = 4, \beta = 10$ case (bottom left). Thus, the effect of symmetry breaking on which approach performs best also depends on the temperature of the system.

The last example (bottom right) consists of an energy landscape with deeper, more separated wells ($a = 1/2, b = 16$). Despite the force being greater than all of the previous examples ($f = 8$), the convergence and accuracy of the non-group-theoretic approaches are still poor. This agrees with intuition: the force required to make non-group-theoretic approaches viable depends on the well depth and well separation of the energy landscape.

To get a better sense of the interplay between well depth, well separation, and the applied force on the robustness of the various sampling approaches, figure 5 shows heat maps of $\max_\alpha \alpha_G$ (i.e. slowest convergence rate) as a function of $b$ ($x$-axis) and $f$ ($y$-axis). Figure 5 compares the standard (top left), umbrella ($b = 4$) (top right), group-theoretic (bottom left), and group-theoretic with umbrella (bottom right) sampling approaches. For each case, $\beta = 1$. At small $b$ and large $f$, the standard sampling approach has a slightly greater convergence rate than the other sampling approaches. However, there is a line in parameter space, $2b + 7 = f$, where the convergence rate changes dramatically. When $2b + 7 > f$, the convergence rate of the standard sampling approach drops off quickly until the method does not converge (i.e. $\max_\alpha \alpha_G \approx 0$).

Somewhat non-intuitively, the convergence rate of the standard approach is greatest just before this dropoff; that is, when $2b + 7 \lesssim f$. This linear relationship does not persist, however, for the entirety of the parameter space. When $f \gtrsim 13$, the standard approach converges for some $2b + 7 > f$. The effect of umbrella sampling (top right) can be seen upon examination of the line with delineates the region of parameter space for which the method converges from the region of parameter space for which it does not converge. Indeed, the line again begins at $b = 7, f = 0$ but has a slightly more gradual slope—indicating that umbrella sampling converges for a somewhat larger region of $(b, f)$ space. The trade-off is that the umbrella sampling has slower convergence for $2b + 7 < f$. These differences between the standard and umbrella sampling approaches are minor however. Importantly, the group-theoretic approaches (bottom left and bottom right) show a good convergence rate for the whole parameter space considered. This highlights the robustness of the proposed approach for sampling energy landscapes with discrete symmetries and corresponding energy barriers. Interestingly, the convergence rate for the group-theoretic approach (without umbrella sampling) seems to even be improving for large $b$ and $f$—despite the fact that large $f$ means the energy landscape has a large deviation from the symmetry of $U_G$. In the next section, the principles developed here will be generalized to more types of symmetry (e.g. translation, rotation) and higher dimensions.

IV. Translational, reflection, and rotational semi-symmetries

IV.A. Translations in 1D

Next let us consider a single degree of freedom system, $x \in [-\pi, \pi]$, in a potential energy landscape with $n$ wells given by

$$U = a \cos(nx) - fx. \quad (IV.1)$$

The potential energy, $U$, has translational symmetry when $f = 0$. It is semi-symmetric when $f$ is small enough. To be precise, $U_G(x) = a \cos(nx)$, $\epsilon = f$, and $U_G(x) = -x$. Let $\tau_c$ be the translation operation by $c$ such that $\tau_c \cdot x = x + c$. Then the symmetry of $U_G$ is described by the group

$$\mathcal{G} = \{ \ldots, \tau_{-4\pi/n}, \tau_{-2\pi/n}, \epsilon, \tau_{2\pi/n}, \tau_{4\pi/n}, \ldots \}. \quad (IV.2)$$
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Figure 5. Convergence heat maps for double well potential. Heat maps of max $\alpha_O$, which is a measure of the slowest convergence rate, as a function of $b$ (x-axis) and $f$ (y-axis) for the standard (top left), umbrella ($\tilde{b} = 4$) (top right), group-theoretic (bottom left), and group-theoretic with umbrella (bottom right) sampling approaches. For the non-group-theoretic approaches, the convergence rates dropoff quickly after a threshold in $b$-$f$ space is crossed. While the umbrella sampling approach pushes this threshold to larger $b$ (such that the method is robust for a larger region of parameter space), only the group-theoretic approaches show (sufficient) convergence for the entire parameter space.
Periodic potential and translation action. Potential energy given by \( U = a \cos(nx) - fx \) where \( a = 1 \), and \( f = 0 \) (solid line) and \( f = 2 \) (dashed line). The potential energy has translational semi-symmetry; an example of one of its generating actions, \( \tau_2 \cdot x = x + \frac{2\pi}{n} \), is also shown.

Table 3: Properties of the translational semi-symmetric thermodynamic system and its associated group-theoretic sampling approach.

| Var. | Value |
|------|-------|
| \( \tau \) | \( [-\pi, \pi] \) |
| \( U_G \) | \( a \cos(nx) \) |
| \( \epsilon U_0 \) | \( -fx \) |
| \( G \) | \( \{ \tau_{-2\pi/n}, \epsilon, \tau_{2\pi/n}, \ldots \} \) |
| \( G \) | \( \{ \tau_{-2\pi/n}, \epsilon, \tau_{2\pi/n} \} \) |
| \( \omega_i \) | 1/3 for all \( i = 1, 2, 3 \) |
| \( \ell^* \) | \( 2\pi/n \) |
| \( U^* \) | \( a \) |

For our group-theoretic sampling, let us choose \( G = \{ \tau_{-2\pi/n}, \epsilon, \tau_{2\pi/n} \} \) as our reversible generating set (i.e. the set contains the inverse of each of its elements) and sample each \( g \in G \) with probability 1/3. The energy landscape, its symmetry, and the effect of breaking symmetry (\( f > 0 \)) are shown in figure 6 for \( a = 1 \) and \( n = 4 \). Examples of translational symmetries frequently occur in crystalline solids. Properties of the thermodynamic system and its associated group-theoretic sampling approach are summarized in table 3.

Table 4 shows the minimum convergence rate, maximum convergence rate, minimum error, and maximum error over \( O = \{ x, x^2, U, U^2 \} \) as approximated using standard (denoted as ‘SS’), umbrella (‘US’), group-theoretic (‘GT’), and group-theoretic & umbrella sampling (‘GU’). For the umbrella sampling, Gaussian weights are fit to each of the energy barriers of \( U_G \) such that the peak of each weight is centered at a peak of \( U_G \), the peak of each weight scales with \( a \), and the width of each weight is fit to the width of each energy barrier. To be precise,

\[
 w(x) = a \sum_{i=1}^{N_w} \exp \left( -\frac{(x - x_i^0)^2}{2/n^2} \right), 
\]

where

\[
 \{ x_i^0 \} \equiv \left\{ \frac{2\pi m}{n} : m \in \mathbb{Z}, -\pi \leq \frac{2\pi m}{n} \leq \pi \right\}. 
\]

The first two examples (top left and top right) consist of \( \beta = 10 \) and energy landscapes with \( n = 3 \) (which results in 4 energy wells) and \( a = 1 \). The first (top left) has perfect translational symmetry since \( f = 0 \); in the second (top right) example \( f = 1 \). Here we see a phenomena similar to table 2. When \( f = 0 \), the group-theoretic approaches show proper convergence rates while the non-group-theoretic approaches do not converge for all of the observables of interest (i.e. \( \max_a \alpha_O \geq 0 \)). When \( f = 1 \) and symmetry is broken, the convergence rates of both the group-theoretic and non-group-theoretic approaches increase. The increase is such that some of the non-group-theoretic approaches converge more rapidly than their group-theoretic-based counterparts. However, it is noteworthy that the accuracy of the group-theoretic approaches are orders of magnitude greater than the non-group-theoretic approaches.

The last two examples (bottom left and bottom right) consist of \( \beta = 10 \), and energy landscapes with \( n = 5 \) (6 energy wells) and \( a = 1 \). Similar phenomena can be observed regarding the \( f = 0 \) (bottom left) and \( f = 1 \) (bottom right) cases: the group-theoretic approaches consistently show rapid convergence and high accuracy. The non-group-theoretic approaches do not converge for the \( f = 0 \) case and are less accurate in general. Notice that the performance of the non-group-theoretic approaches is worse when there are more
energy wells (i.e. \( n = 5 \)) whereas performance of the group-theoretic approaches are consistent between \( n = 3 \) and \( n = 5 \). In summary, the group-theoretic approaches outperformed their counterparts for each of the examples considered; and the non-group-theoretic approaches were only viable options for one of the four examples considered (\( n = 3, f = 1 \)).

Again, let us consider the interplay between two parameters of the system–well depth and the applied force–on the robustness of the various sampling approaches. Figure 7 shows heat maps of \( \max O_\alpha \) (i.e. slowest convergence rate over \( O_\alpha \)) as a function of \( a \) (\( x \)-axis) and \( f \) (\( y \)-axis). Figure 7 compares the standard (top left), umbrella (top right), group-theoretic (bottom left), and group-theoretic & umbrella (bottom right) sampling approaches. For each case, \( \beta = 1 \) and \( n = 4 \). There is a structure similar to that of figure 5. For the standard sampling approach (top left), there is a line, roughly \( 5 + 2.5a = f \), that delineates two regions of convergence: the standard approach converges rapidly when \( 5 + 2.5a > f \) and does not convergence when \( 5 + 2.5a < f \). Just to the left of the line, \( 5 + 2.5a \gtrless f \), the convergence is at its most rapid. For the umbrella sampling approach, the conversion heat map is similar but shifted to the right such that convergence is achieved for a larger subregion of the parameter space (the line is roughly \( 7 + 2.5a = f \), in this case). In contrast, the convergence rates of the group-theoretic approaches (bottom left and bottom right) are consistent throughout parameter space; the proposed method is shown to be robust for the energy landscapes considered. This may seem surprising initially, considering the underlying principle of the group-theoretic approach is to exploit symmetry and the parameter space considered is dense with asymmetric energy landscapes. To understand this, it helps to think of the group-theoretic approach as a kind of multiscale random walk which emulates diffusion at multiple scales. Through this lens it seems likely that, when simulating systems with broken symmetry, it is desirable for the generating set \( G \) to be small (or at least not too large). Indeed, consider figure 6: for \( f = 2 \), \( x \rightarrow \tau_{\pm 2\pi/n} \cdot x \) results in a moderate change in energy but \( x \rightarrow \tau_{\pm 2\pi m/n} \cdot x \) for \( m > 1 \) results in a much greater change in energy. In this case, if the entire group of translational symmetries of \( U_G \) were sampled, it would result in a larger proportion of rejections. Using a generating subset of \( G \), such as \( \bar{G} = \{ \tau_{-2\pi/n}, e, \tau_{2\pi/n} \} \), as opposed to sampling \( G \) itself, is analogous to sampling via the local jumps in the standard MCMC as opposed to sampling \( \Gamma \) directly. In either case, the more localized sampling approach takes advantage of the “smoothness” of the energy landscape in order to emphasize importance. The group-theoretic approach allows one to make localized jumps where the notion of “localized” is generalized across multiple scales.

| method | \( \min O_\alpha \) | \( \max O_\alpha \) | \( \min E_O \) | \( \max E_O \) | method | \( \min O_\alpha \) | \( \max O_\alpha \) | \( \min E_O \) | \( \max E_O \) |
|--------|----------------|----------------|---------------|---------------|--------|----------------|----------------|---------------|---------------|
| SS     | -0.5337        | +0.00003       | +0.0001       | +0.6256       | SS     | -0.4973        | -0.4933        | +0.1768       | +2.1221       |
| US     | -0.4649        | +0.0269        | +0.0001       | +0.6261       | US     | -1.0548        | -1.0502        | +0.0049       | +0.0592       |
| GT     | -0.5888        | -0.4787        | +0.0002       | +0.0029       | GT     | -0.7084        | -0.6523        | +0.0001       | +0.0023       |
| GU     | -0.5261        | -0.4374        | +0.0001       | +0.0033       | GU     | -0.5050        | -0.4901        | +0.0001       | +0.0020       |

Table 4: Error and convergence rates for periodic potential. Fastest rate of convergence, \( \min O_\alpha \); slowest rate of convergence, \( \max O_\alpha \); greatest accuracy, \( \min E_O \); and least accuracy, \( \max E_O \), for each of the sampling approaches considered. The standard (denoted 'SS'), umbrella (denoted 'US'), group-theoretic (denoted 'GT') and group-theoretic with umbrella (denoted 'GU') sampling approaches are compared. Energy landscapes with various temperatures, barrier heights, \( a \), number of local minima, \( n \), and applied forces, \( f \), are considered.
Figure 7: Convergence heat maps for periodic potential. Heat maps of $\max \alpha_{O}$, which is a measure of the slowest convergence rate, as a function of $a$ (x-axis) and $f$ (y-axis) for the standard (top left), umbrella (top right), group-theoretic (bottom left), and group-theoretic with umbrella (bottom right) sampling approaches. For each case, $\beta = 1$ and $n = 4$. For the non-group-theoretic approaches, the convergence rates drop off quickly after a threshold in $a-f$ space is crossed. While the umbrella sampling approach pushes this threshold to larger $a$ (such that the method is robust for a larger region of parameter space), only the group-theoretic approaches show (sufficient) convergence for the entire parameter space.
IV.B. Octohedral, $D_{4h}$, and $D_{2h}$ symmetries

Let us next consider a three degree of freedom system, $\mathbf{x} \in [-\ell_1, \ell_1] \times [-\ell_2, \ell_2] \times [-\ell_3, \ell_3]$, in an energy landscape given by

$$U = a \sum_{i=1}^{6} \phi(|\mathbf{x} - \mathbf{a}_i|) - \mathbf{f} \cdot \mathbf{x} \quad (IV.5)$$

where

$$\mathbf{a}_i = \begin{cases} (\pm \ell_1, 0, 0) & i = 1, 2 \\ (0, \pm \ell_2, 0) & i = 3, 4 \\ (0, 0, \pm \ell_3) & i = 5, 6 \end{cases} \quad (IV.6)$$

and $\phi$ is any pairwise potential which depends only on distance; and where boldface is used to emphasize that $\mathbf{x}$, $\mathbf{a}_i$, and $\mathbf{f}$ are all vectors. Note that the ‘dot’ operation in (IV.5) denotes the Euclidean inner product $\mathbf{f} \cdot \mathbf{x}$.

The energy landscape for $\mathbf{x}$, $\sigma_{a_1}$, $\sigma_{a_2}$, and $\sigma_{a_3}$ as our generating set and sample each $g \in G$ with probability $1/4$. While $G$ is a generating set of $D_{2h}$ but not $D_{4h}$ or $O_h$, we will find that $G$ is still sufficient for efficiently sampling the system regardless of which group describes $U_g$. This is likely because $D_{2h} \leq D_{4h} \leq O_h$ \footnote{Whereby, $\mathcal{H} \leq \mathcal{G}$, it is meant that $\mathcal{H}$ is a subgroup of $\mathcal{G}$.} and $G$ is sufficient for traversing energy barriers in any case. As a concrete example, let $\phi (|\mathbf{x} - \mathbf{a}_i|) = |\mathbf{x} - \mathbf{a}_i|^{-1}$. The energy landscape for $\ell_1 = \ell_2 = \ell_3 = 1$ and $G$ are shown in figure 6. A physical example corresponding to this energy could result from an ionic particle diffusing through a lattice of (fixed) ions. A summary of the thermodynamic system and its group-theoretic properties is provided in table 5.

Figure 9 shows heat maps of the minimum convergence rate over $\mathcal{O} = \{x_1, x_2, x_3, x_1^2, x_2^2, x_3^2, U, U^2\}$ as approximated using umbrella (top row) and group-theoretic (bottom row) sampling approaches for systems with different $a$ and $f$. For the umbrella sampling, $w(\mathbf{x}) = \exp \left( -|\mathbf{x}|^2 / 2 \right)$. The temperature is fixed such that $\beta = 1$. The left column corresponds to $\hat{f} = (1, 0, 0)$ and the right column corresponds to $\hat{f} = \left( 1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3} \right)$. Notice that, for $\hat{f} = (1, 0, 0)$, the convergence rate seems to be almost independent of $f$. Indeed, for the umbrella sampling approach, the convergence rate begins to drop off at $a = 6$ and vanishes when $f \geq 10$. For this case, the convergence of the group-theoretic approach is independent of $f$. This can be understood by considering the fact that the force, when directed toward $\hat{f} = (1, 0, 0)$, only breaks the symmetry of the $\sigma_{a_1}$ element. However, the (total) energy, $U$, is still invariant with respect to $\sigma_{a_2}$ and $\sigma_{a_3}$. Alternatively, when $\hat{f} = \left( 1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3} \right)$, the umbrella sampling approach converges when $f > a + 8$. A key takeaway is that, when particles have more than one degree of freedom, both the magnitude and direction of $\mathbf{f}$ relative to energy landscape are significant in determining whether or not a non-group-theoretic approach can show proper convergence. While there is some variation of the convergence rate for the group-theoretic approach when $\hat{f} = \left( 1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3} \right)$, the method always convergences at a sufficient rate.

For completeness, let us also consider the maximum error over $\mathcal{O}$ for the umbrella (left) and group-theoretic (right) methods when $\hat{f} = \left( 1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3} \right)$. Figure 10 shows that, although the convergence rates for umbrella sampling seem comparable to group-theoretic sampling for most of the parameter space considered in figure 9 (right column), there is a significant difference in the accuracy of the two approaches.
Figure 8: Electrostatic potential from charges in a lattice and reflection actions. Potential energy given by 

\[ U = a \sum_{i=1}^{6} |x - a_i| - f \cdot x \] 

where \( a = 1, \ell_1 = \ell_2 = \ell_3 = 1 \) and \( f = 0 \).

The potential energy has reflection symmetries \( \sigma_{\hat{e}_i} \), and \( \sigma_{\hat{e}_3} \) (shown here via orange, opaque planes).

Table 5: Properties of the multidimensional thermodynamic system with reflection and rotational semi-symmetries, and its associated group-theoretic sampling approach.

| Var. | Value |
|------|-------|
| \( \Gamma \) | \([-\ell_1, \ell_1] \times [-\ell_2, \ell_2] \times [-\ell_3, \ell_3] \) |
| \( U_G \) | \( a \sum_{i=1}^{6} |x - a_i| \) |
| \( eU_0 \) | \(-f \cdot x \) |
| \( \mathcal{G} \) | \( \mathcal{O}_h, \mathcal{D}_{4h}, \) or \( \mathcal{D}_{2h} \) |
| \( G \) | \( \{e, \sigma_{\hat{e}_1}, \sigma_{\hat{e}_2}, \sigma_{\hat{e}_3}\} \) |
| \( \omega_i \) | \( 1/4 \) for all \( i = 1, \ldots, 4 \) |
| \( \ell^* \) | \( \min \{\ell_1, \ell_2, \ell_3\} \) |
| \( U^* \) | \( a/\ell^* \) |

While each approach seems to have its lower accuracy for the \( a \) small and \( f \) large cases, the group-theoretic approach shows high accuracy for the remainder of parameter space. In contrast, the accuracy of the umbrella sampling approach deteriorates as \( a \) increases.

IV.C. Summary and generalizations

This work showed through example that the proposed approach, GA-MCMC, exhibits robust convergence rates and accuracy for a variety of systems and conditions (e.g. temperature, energy scales, length scales, etc.). The proposed approach was used for various types of discrete symmetries (e.g. translation, reflection, rotation) and for particles in both 1 dimension and 3 dimensions. Because, in each case, the dimensionality of \( \Gamma \) was small, it was feasible to compare the results of the MCMC simulations to integration by high-fidelity numerical quadrature. However, numerical experiments were also considered for which the number of particles were scaled up to tens or hundreds. The particles interacted through a short-range, hard-core potential; that is, if two particles were within \( r \) distance of each other, their interaction energy was considered infinite and vanished otherwise. While, in the interest of brevity, specific results are not discussed, I remark that the convergence and accuracy of the considered methods were similar to their previously discussed single particle counterparts provided \( r \ll \ell^* \) and the number of particles was not too large. In the next section, a many particle system with longer range interactions is considered. This will naturally lead to extending the principles developed in this section toward clustering-type algorithms.

An important consideration for the applicability of the group-theoretic approach is determining what discrete semi-symmetries are present and decomposing \( U \) into \( U_G \) and \( eU_0 \) accordingly. For this, the interested reader is referred to references on group theory and its application to physics: Hamermesh [46], Tinkham [81], Weyl [89].
Figure 9: *Convergence heat map for electrostatic potential from charges in a lattice.* Heat maps of $\max \alpha_O$, which is a measure of the slowest convergence rate, as a function of $a$ (x-axis) and $f$ (y-axis) for the umbrella (top row), group-theoretic (bottom row) sampling approaches. The left column corresponds to $\hat{f} = (1, 0, 0)$ and the right column to $\hat{f} = (1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3})$. Notice that, increasing the magnitude of the applied force, $f$, only helps the umbrella approach with convergence in the $\hat{f} = (1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3})$; this is because the components of the force need to be non-negligible in each of the $\hat{e}_1$, $\hat{e}_2$, and $\hat{e}_3$ directions to break the discrete symmetries of the landscape. As expected, the group-theoretic has a sufficient convergence rate for the entire parameter space—regardless of $\hat{f}$.

Figure 10: *Error heat map for electrostatic potential from charges in a lattice.* Maximum error over $O$ for the umbrella (left) and group-theoretic (right) methods when $\hat{f} = (1/\sqrt{3}, 1/\sqrt{3}, 1/\sqrt{3})$. While each approach seems to have its lower accuracy for the $a$ small and $f$ large cases, the group-theoretic approach shows high accuracy for the remainder of parameter space. In contrast, the accuracy of the umbrella sampling approach deteriorates as $a$ increases.
V. Dielectric polymers with monomer-monomer interactions

There has been a lot of interest in recent years in the mechanics of soft multifunctional materials; that is, soft materials which respond to external stimuli such as changes in ambient temperature, light, and/or electromagnetic fields [7, 8, 21–24, 37, 40, 41, 45, 60, 65, 67–69, 94]. Soft multifunctional materials are well-suited for biologically inspired soft robotics, advanced prosthetics, energy harvesting, energy absorption, and wearable sensors and electronics [49, 57, 60, 64, 67, 85]. For many of these applications, it is desirable to maximize the coupling between the external stimuli and mechanical deformation [7, 21, 67, 69]. To this end, statistical mechanics has proven useful for uncovering new types of couplings [22, 23, 43], new mechanisms for increasing couplings [44], and informing the design of materials with novel and enhanced properties [24, 39–41, 44]. Further, statistical mechanics may also play an important role in understanding the role of monomer-monomer interactions and possible associated phase transitions in soft multifunctional elastomers. If phase transitions occur under certain advantageous conditions, this could be leveraged as a means for increasing the magnitude or speed of response to external stimuli (e.g. phase transition enhanced actuation modes). However, when considering monomer-monomer interactions, obtaining an exact analytical solution(s) to the statistical mechanics formulation is often difficult, if not impossible [24, 31, 45, 73]; and, as we will encounter, there are difficulties inherent in simulating interacting polymer chains using MCMC as well. For dielectric elastomers—a class of soft materials which couple polarization and deformation to electric fields—many of the difficulties that occur when using standard MCMC methods are as a result of discrete symmetries and their associated energy barriers in the potential energy landscape [45]. This section will develop a group-theoretic sampling approach for dielectric polymer chains.

V.A. Statistical mechanics formulation

A polymer chain is a macro-molecule which consists of repeating units called monomers. While the shape of the polymer chain and the connectivity between monomers can take many different forms, let us restrict our attention to linear chains such that the monomers are bonded end-to-end. Besides the first and last monomers in a chain, each monomer has two neighbors to which it is bonded. (An example polymer chain is shown in figure 11.) Following a classical theory of polymer elasticity—the freely joint chain [86]—the mechanics of a polymer are idealized such that 1) monomers are rigid, 2) monomers are free to rotate about their neighboring bonds, and 3) excluded volume effects are neglected. This means the maximum length of the chain end-to-end vector (i.e. the vector which connects the beginning of the chain to its end), $r$, is $nb$, where $n$ is the number of monomers in the chain and $b$ is the monomer length (i.e. Kuhn length). In this setting (e.g. linear chains with monomers of fixed length), the notion of the axis of a monomer is well-defined and the monomer’s state is well described by the unit vector, $\hat{n}$, along its axis which is oriented such that it points from the bond with its previous neighbor to the bond with its next neighbor. A microstate of the chain is then described by $x = (\hat{n}_1, \ldots, \hat{n}_n)$ \(^8\). Here also, $\Gamma = S^2 \times \cdots \times S^2 = (S^2)^n$, and

$$ r = b \sum_{i=1}^n \hat{n}_i. \quad (V.1) $$

Further, in the presence of an electric field, bound charges on a monomer can be separated to form an electric dipole, $\mu$. Given that the dipole depends on the magnitude of the electric field and the orientation of the monomer, $\hat{n}$, relative to the direction of the electric field, it is standard to assume a simple anisotropic form [24, 78]:

$$ \mu(\hat{n}, E_0) = \epsilon_0 \chi_\mu E_0 = \epsilon_0 \left[ \chi_\parallel \hat{n} \otimes \hat{n} + \chi_\perp (I - \hat{n} \otimes \hat{n}) \right] E_0 \quad (V.2) $$

where $\chi_\mu$ is the dipole susceptibility tensor, $\chi_\parallel$ and $\chi_\perp$ are the dipole susceptibility along $\hat{n}$ and the suscep-

\(^8\)Note that, when using spherical coordinates to describe $(S^2)^n$, the unnormalized probability of a microstate must also include the Jacobian:

$$ \pi(x) \propto \exp(-\beta U(x)) \prod_{i=1}^n \sin \theta_i, $$

where $\theta_i$ is the polar angle of $\hat{n}_i$. 22
Figure 11: Freely jointed dielectric polymer chain with end-to-end vector, $\mathbf{r}$, applied force, $\mathbf{f}$, and applied electric field, $\mathbf{E}_0$ (adapted with permission from [45]). Each monomer forms an electric dipole in response to the field and has a corresponding interaction energy. The monomer-field interaction energy has a discrete symmetry associated with the action $\sigma \mathbf{E}_0 \cdot \hat{n}$ where $\hat{n}$ is the monomer direction (shown in upper left panel).

The electrostatic interaction of a single monomer with $\mathbf{E}_0$ has two contributions: the energy associated with separating charges and the electric potential of a dipole in an electric field [40]:

$$U_{E_0} = \frac{1}{2\varepsilon_0} \mu \cdot \chi_\mu^{-1} \mu - \mu \cdot \mathbf{E}_0 = -\frac{1}{2} \mu \cdot \mathbf{E}_0 = \frac{\varepsilon_0 \Delta \chi}{2} (\mathbf{E}_0 \cdot \hat{n})^2 - \frac{\varepsilon_0 \chi_{\perp}}{2} E_0^2,$$

(V.3)

where $\Delta \chi = \chi_\perp - \chi_\parallel$.

A constant force is applied to the end of the chain [10]. Given the models for the mechanical and dielectric responses of the monomers in the chain, we arrive at the energy for a dielectric polymer chain:

$$U = \sum_{i=1}^{n} \left( -\frac{1}{2} \mu_i \cdot \mathbf{E}_0 \right) - \mathbf{f} \cdot \mathbf{r} - \sum_{i=1}^{n-1} \left( \frac{3 (\mu_i \cdot \hat{q}_{i,i+1}) (\mu_{i+1} \cdot \hat{q}_{i,i+1}) - \mu_i \cdot \mu_{i+1}}{4\pi\varepsilon_0 q_{i,i+1}^3} \right)$$

(V.4)

where, $q_{i,j} = q_i - q_j$, $q_{i,j} = |q_{i,j}|$, $\hat{q}_{i,j} = q_{i,j}/q_{i,j}$,

$$q_k = q_{k-1} + \frac{b}{2} (\hat{n}_{k-1} + \hat{n}_k) = \frac{b}{2} \sum_{i=1}^{k-1} \hat{n}_i + \frac{b}{2} \hat{n}_k; \text{ for } k = 2, \ldots, n, \quad q_1 = \frac{b}{2} \hat{n}_1$$

(V.5)

are the monomer positions, and $\mathbf{f}$ is the applied force on the chain. The first term in (V.4) corresponds to the electrostatic interaction of the individual monomers with the applied field; the second term represents the work of the force done on the polymer chain; and the last term corresponds to the monomer-monomer interactions of induced dipoles within the monomers of the chain. For simplicity, the interaction energy only includes Ising-type nearest neighbor terms. See Grasinger and Dayal [40, 41], Grasinger et al. [45] for a more in-depth development of (V.2)-(V.5). Figure 11 shows a schematic of the system (adapted from [45]).

---

9 Where $\chi_\mu^{-1}$ denotes the generalized inverse of $\chi_\mu$.

10 While, for simplicity, only the fixed force ensemble is considered, the principles developed herein would naturally extend to techniques used for efficiently sampling the fixed end-to-end vector ensemble such as the configurational-bias Monte Carlo [31, 72].
V.B. Semi-symmetries and energy barriers

Let \( \hat{E}_0 = E_0/E_0 \), \( Q_{E_0}(\varphi) \) denote a rotation about \( \hat{E}_0 \) by angle \( \varphi \), and let \( \sigma_{E_0} = I - 2\hat{E}_0 \otimes \hat{E}_0 \) denote a reflection about the plane orthogonal to \( \hat{E}_0 \) where \( \otimes \) denotes the tensor product and \( I \) is the identity tensor. It is easy to verify that 1) \( U_{E_0}(Q_{E_0}(\varphi) \hat{n}) = U_{E_0}(\hat{n}) \) for all \( \varphi \) and \( \hat{n} \), and 2) \( U_{E_0}(\sigma_{E_0} \hat{n}) = U_{E_0}(\hat{n}) \) for all \( \hat{n} \). The symmetry of '1)' is a continuous symmetry and does not have any energy barriers associated with it; therefore standard MCMC trial moves (e.g., standard jumps, hybrid Monte Carlo, etc.) are sufficient for sampling this symmetry. However, '2)', is a discrete symmetry. For dielectric polymer chains where \( \chi_\parallel > \chi_\perp \), \( E_0 \cdot \hat{n} = 0 \) is an energy barrier which separates wells at \( E_0 \cdot \hat{n} = \pm 1 \). When \( \beta \epsilon_0 E_0^2 \chi_\parallel /2 \) is large enough, standard MCMC methods suffer from a poor convergence rate because each monomer in the chain becomes localized at one of the two wells and cannot readily pass through \( E_0 \cdot \hat{n} = 0 \) to the other well [45].

Given the results of previous sections, we may consider letting \( G = \{ e, \sigma_{E_0} \} \) and augmenting the standard MCMC trial move by sampling and applying an action from \( G \). To be precise, we may randomly choose some \( i \in \{1, \ldots, n\} \), perturb \( \hat{n}_i \), and then \( \hat{n}_i \rightarrow g_j \cdot \hat{n}_i \) where \( g_j \in G \) are sampled via the weights \( \omega_1 = \omega_2 = 1/2 \). This sampling algorithm was shown to improve convergence in [45] for dielectric chains in which monomer-monomer interactions are negligible. In this work, however, there are additional considerations related to monomer-monomer interactions.

Consider the Ising-type (nearest neighbor) monomer-monomer interaction term in (V.4). First, isolate a single contribution to the sum: the interaction between neighbors \( i \) and \( i+1 \). It will now be shown that this interaction term is invariant with respect to simultaneous reflection of monomers \( i \) and \( i+1 \); that is, the action \( \hat{n}_i \rightarrow \sigma_{E_0} \hat{n}_i \) and \( \hat{n}_{i+1} \rightarrow \sigma_{E_0} \hat{n}_{i+1} \). Upon application of the action \( \hat{n}_i \rightarrow \sigma_{E_0} \hat{n}_i \), the dipole at monomer \( i \) takes the form (see (V.2)):

\[
\mu_i \rightarrow \epsilon_0 \Delta \chi \left( E_0 \cdot \sigma_{E_0} \hat{n}_i \right) \sigma_{E_0} \hat{n}_i + \epsilon_0 \chi_\perp E_0 = -\sigma_{E_0} \mu_i
\]

such that, when \( \hat{n}_i \rightarrow \sigma_{E_0} \hat{n}_i \) and \( \hat{n}_{i+1} \rightarrow \sigma_{E_0} \hat{n}_{i+1} \) are applied simultaneously, the inner product \( \mu_i : \mu_{i+1} \) remains unchanged. Similarly, by (V.5)

\[
q_{i,i+1} = \frac{b}{2} \left( \hat{n}_i + \hat{n}_{i+1} \right) \rightarrow \frac{b}{2} \left( \sigma_{E_0} \hat{n}_i + \sigma_{E_0} \hat{n}_{i+1} \right) = \sigma_{E_0} q_{i,i+1}
\]

upon simultaneous reflection of \( i \) and \( i+1 \). Thus, both quantities: \( q_{i,i+1} \) and

\[
(\mu_i : q_{i,i+1}) (\mu_{i+1} : q_{i,i+1})
\]

are invariant with respect to the simultaneous reflection of monomers \( i \) and \( i+1 \) (i.e. \( \hat{n}_i \rightarrow \sigma_{E_0} \hat{n}_i \) and \( \hat{n}_{i+1} \rightarrow \sigma_{E_0} \hat{n}_{i+1} \)); and, hence, the interaction energy between monomers \( i \) and \( i+1 \) is also invariant.

The above analysis elucidates more about the discrete semi-symmetries of (V.4). Several remarks are in order:

1) While the interaction energy between monomers \( i \) and \( i+1 \) is invariant with respect to simultaneous reflection, the interaction energy can vary greatly when a monomer is reflected but one of its neighbors is not.

2) In general, the interaction energy between monomers \( i \) and \( i+1 \) is at a minimum when \( \hat{n}_i = \hat{n}_{i+1} \) and diverges when \( \hat{n}_i = -\hat{n}_{i+1} \).

3) A straightforward way of decomposing \( U \) into \( U_G + \epsilon U_0 \) would be

\[
U_G := \sum_{i=1}^{n} \left( -\frac{1}{2} \mu_i \cdot E_0 \right) - \sum_{i=1}^{n-1} \left( \frac{3 \left( \mu_i : q_{i,i+1} \right) \left( \mu_{i+1} : q_{i,i+1} \right) - \mu_i : \mu_{i+1} }{4\pi\epsilon_0 q_{i,i+1}^2} \right)
\]

\[
\epsilon U_0 := -f \cdot r
\]

Here \( G = \{ e, \Sigma \} \) where \( \Sigma \cdot x = \left( \sigma_{E_0} \hat{n}_1, \ldots, \sigma_{E_0} \hat{n}_n \right) \). The issue with taking \( G = G \) is two-fold: a)
application of $\Sigma$ causes a significant change in $r$ as $r \rightarrow \sigma_{E_0}r$, and, consequently, a significant change in the work of the applied force; and b) the orbit of $(G)$ will not contain many additional microstates in $\Gamma$ (in fact, it, at most, contains two distinct elements whereas there are significantly more than two local minima in $\Gamma$).

By remark 1, it is, in some way, suboptimal to merely augment the standard MCMC jumps by reflecting a single monomer about the plane orthogonal to $E_0$. By remark 3, it is also suboptimal to merely augment the standard jumps by simultaneously reflecting all of the monomers in the chain. This naturally leads us to the idea of clustering (see [80, 90], §5.2.3 of [53], and §14 of [31] for example).

V.C. Group-theoretic clustering of dielectric polymers

Here GA-MCMC is generalized for the clustering of dielectric polymer chains, and systems with interacting particles and discrete symmetries—more broadly. The basic idea is to randomly construct a variable sized cluster of neighboring monomers in the polymer chain and reflect them simultaneously. Because clusters are generally constructed to be larger than a single monomer, this effectively transitions the microstate between disparate energy wells. Because the cluster is of variable size, its successive action samples a greater number of distinct microstates. Both properties enhance the overall mixing of the chain.

To be precise, let us randomly choose some monomer, $k$. Then we add monomer $k + 1$ to the cluster with probability, $\zeta_{k,k+1}$. If monomer $k + 1$ was added to the cluster, we continue by adding its next neighbor $k + 2$, and so on, again with probability $\zeta_{k+1,k+2}$, until either the trial expansion of the cluster has been rejected or we have reached the end of the chain. Upon completion, let us expand the cluster in the opposite direction, starting with $k - 1$, then $k - 2$, and so on, until either a trial expansion has been rejected or we have reached the beginning of the chain. We then sample $G = \{e, \sigma_{E_0}\}$, each element with a probability $1/2$, and apply its action to each monomer in the cluster.

Two details remain: 1) specification of $\zeta_{(...)}$ and 2) determination of the Hastings factor, $H(y \rightarrow x)$ (see (1.7)). Beginning with ‘2’), we consider $t(x \rightarrow y)$. Assume for now that the $\zeta_{i,j}$ are symmetric with respect to transposition of its indices, i.e. $\zeta_{i,j} = \zeta_{j,i}$. Let the cluster span from monomer $r$ to monomer $s$. Then

$$t(x \rightarrow y) = \frac{1}{2}t_{in}(1 - \zeta_{r-1,r}) \zeta_{r,r+1} \zeta_{r+1,r+2} \cdots \zeta_{s-1,s} (1 - \zeta_{s,s+1}), \quad (V.10)$$

where $1/2$ is the probability of sampling either $e$ or $\sigma_{E_0}$ from $G$, $t_{in}$ is the probability of beginning the construction of the cluster by randomly choosing some monomer within it, $(1 - \zeta_{r-1,r})$ is the probability of not adding monomer $r - 1$ to the cluster, $\zeta_{r,r+1}$ is the probability of expanding the cluster from $r$ to $r + 1$ (or vice versa), etc. The probability $t(x \rightarrow y)$ is simply the product over the probabilities of each of the individual events which make up the trial proposition because they are mutually independent events. Given (V.10), the Hastings factor is

$$H(y \rightarrow x) = \frac{(1 - \zeta_{m-1,m}) \zeta'_{m,m+1} \zeta'_{m+1,m+2} \cdots \zeta'_{n-1,n} (1 - \zeta'_{n,n+1})}{(1 - \zeta_{m-1,m}) \zeta_{m,m+1} \zeta_{m+1,m+2} \cdots \zeta_{n-1,n} (1 - \zeta_{n,n+1})}, \quad (V.11)$$

where $\zeta_{i,j}$ and $\zeta'_{i,j}$ are the cluster expansion probabilities for the forward and reverse trial moves, respectively (i.e. $x \rightarrow y$ and $y \rightarrow x$, respectively); and where the $t_{in}$ factors cancel because $t_{in}$ is independent of the current state and only depends on the cluster size (which is the same for both the forward and reverse moves). For convenience, efficiency, and in the interest of keeping the Hastings factor as close to 1 as possible, it is desirable that $\zeta_{i,j} = \zeta'_{i,j}$ for as many $i$ and $j$ as possible. This, together with remark 1 and 2, leads naturally to the following construction: let

$$\zeta_{i,j} = \zeta \left( \hat{\mathbf{n}}_i \cdot \mathbf{E}_0, \frac{(\hat{\mathbf{n}}_j \cdot \mathbf{E}_0)^2}{\beta} \right), \quad \zeta_{i,j} = \zeta \left( \hat{\mathbf{n}}_i \cdot \mathbf{E}_0, \frac{(\hat{\mathbf{n}}_j \cdot \mathbf{E}_0)^2}{\beta} \right), \quad \ldots, \beta, E_0, \chi_{\parallel}, \chi_{\perp}, b, n, \ldots \right). \quad (V.12)$$

\[\text{Here the condition } \zeta_{i,j} = \zeta_{j,i} \text{ simplifies the calculation considerably. Because the probability is the same whether the cluster is expanding in increasing index (i.e. from } r \text{ to } r + 1 \text{) or decreasing index (i.e. from } r + 1 \text{ to } r, \text{ we do not need to explicitly consider the monomer at which the cluster started.}\]
that is, let \( \zeta_{i,j} \) be a function of the state variables of the polymer chain and other properties of the thermodynamic system which are invariant with respect to the action \( \hat{n}_i \to \sigma_{\hat{E}_0} \hat{n}_i \) and \( \hat{n}_j \to \sigma_{\hat{E}_0} \hat{n}_j \). In this case, (V.11) simplifies to

\[
H(y \to x) = \frac{(1 - \zeta_{m-1,m}) (1 - \zeta'_{n,n+1})}{(1 - \zeta_{m-1,m}) (1 - \zeta_{n,n+1})}.
\]  

(V.13)

Here, again motivated by remark 1 and 2, the simple choice of

\[
\zeta_{i,j} = \begin{cases} 
1 + \frac{\hat{n}_i \cdot \hat{n}_j}{2} & 1 \leq i \leq n, 1 \leq j \leq n \\
0 & \text{otherwise}
\end{cases}
\]

is made; as it has the property that, if \( \hat{n}_i = \hat{n}_j \) —which is energetically favorable—monomer \( i \) and \( j \) are always clustered together and, consequently, will continue to be aligned after the reflection action on the cluster. Whereas, when \( \hat{n}_i = -\hat{n}_j \), which is energetically unfavorable, monomer \( i \) and \( j \) are never clustered together and, consequently, \( \hat{n}_i \neq -\hat{n}_j \) after the reflection action on the cluster (except in the special case of \( \hat{n}_i \cdot \hat{E}_0 = 0 \) where \( c \) equals whichever of the two monomers, \( i \) or \( j \), is contained in the cluster). It is likely that more sophisticated forms of (V.12) which include information about the temperature, electric field, etc., could be constructed to have better convergence properties than (V.14); this is a potential topic for future work. However, it will be shown that, for the examples considered herein, (V.14) performs well.

V.D. Verification and results

The group-theoretic clustering algorithm for dielectric polymers is briefly verified here. For the special case of when monomer-monomer interactions are negligible and \( f/f = \pm \hat{E}_0 \), an exact solution to the statistical mechanics formulation is possible (see [45] §5.3 for more detail). To verify the proposed approach, the interaction term in the MCMC simulations is (temporarily) dropped and its results are compared with the exact solution. Of particular interest in dielectric polymers, is the polymer chain elasticity; that is, its response to the applied force, \( \lambda \). Let \( \lambda = r/nb \) denote the (absolute) stretch of the polymer chain. Then the response \( \lambda = \lambda(f, \ldots) \) also depends on the temperature, electric field, dielectric properties, and other state variables of the polymer chain. Let us restrict our attention to polymer chains with \( \chi \parallel > 0 \) and \( \chi \perp = 0 \) throughout the remainder of the work—since the energy barrier (induced by the discrete symmetry of the electric field interaction) only occurs when \( \chi \parallel > \chi \perp \). In this case, it is energetically favorable for monomers to align with the axis of the electric field (i.e. \( \hat{n} = \pm \hat{E}_0 \)). Thus, the polymer chains become less stiff (i.e. the polymer chain stretches more for the same magnitude of applied force) when stretched in \( \pm \hat{E}_0 \) [23, 24, 39–41, 43]. Figure 12 compares the predicted stretch response for dielectric polymer chains where interactions are negligible and the force is applied in the electric field direction. The temperature and dielectric properties are constant at \( \beta = 1, \alpha_0 = 1, \) and \( \chi \parallel = 1 \), respectively. All simulations were run for \( 10^6 \) steps. Figure 12a compares the exact solution to MCMC simulations using standard (‘SS’) and umbrella (‘US’) sampling. While the predictions are nearly exact for \( E_0 = 0 \), the agreement is poor for \( E_0 = 5 \); there is significant noise in the predictions for \( f \leq 1 \). This is because monomers in the chain become localized to either \( \hat{n} = \pm \hat{E}_0 \) and cannot traverse the energy barrier at \( \hat{n} \cdot \hat{E}_0 = 0 \). Figure 12b compares the exact solution to MCMC simulations using the group-theoretic clustering approach for \( E_0 = 0, 1, 2, 3, \) and 5. The predictions and corresponding exact solutions are shown to agree well.

Having verified the group-theoretic clustering approach, let us next consider the effects of monomer-monomer interactions on the convergence properties of the MCMC approaches and the physics of dielectric polymer chains. An analytical solution (exact or approximate) is not readily obtainable in this case and because it involves high-dimensional integration, we cannot readily compare the MCMC predictions to high-fidelity numerical quadrature. As a result, the definitions and calculations for \( \alpha_O \) and \( \mathcal{E}_O \) are adjusted slightly.

Here 25 different MCMC simulations are run for \( K = 10^8 \) steps and for each of the sampling approaches. For the remainder of this section, let \( \alpha_O \) be calculated by fitting a line (using least squares) to the log \( \log \langle O \rangle_K \) vs. \( \log K \) data where \( \Box \) denotes the sample average (over MCMC simulations) of \( \Box \) and \( K \) is the step number. The measure of convergence rate, \( \alpha_O \), is taken to be the slope of this line.
Figure 12: Electroelasticity of a dielectric polymer chain with non-interacting monomers. Force-stretch curves for dielectric polymer chains with $\beta = 1$ and $\chi_{\parallel} = 1$, and non-interacting monomers. a) compares the exact solution to MCMC simulations using standard (‘SS’) and umbrella (‘US’) sampling. While the predictions are nearly exact for $E_0 = 0$, the agreement is poor for $E_0 = 5$. This is because monomers in the chain become localized to either $\hat{n} = \pm \hat{E}_0$ and cannot traverse the energy barrier at $\hat{n} \cdot \hat{E}_0 = 0$. b) compares the exact solution to MCMC simulations using the group-theoretic clustering approach for $E_0 = 0, 1, 2, 3, \text{ and } 5$. The predictions and corresponding exact solutions are shown to agree well.

Similarly,

$$E_O := \frac{1}{\mathcal{O}} \left( \langle O \rangle_K - \langle O \rangle_K^* \right).$$  \hfill (V.15)

Next let

$$p = \sum_{i=1}^{n} \mu_i$$  \hfill (V.16)

denote the net dipole of the polymer chain. Then

$$\mathcal{O} = \{ r_1, r_2, r_3, p_1, p_2, p_3, U, r_1^2, r_2^2, r_3^2, p_1^2, p_2^2, p_3^2, U^2 \},$$  \hfill (V.17)

$$r^* = b, \quad p^* = \epsilon_0 \chi_{\parallel} E_0, \quad \text{and} \quad U^* = \chi_{\parallel} E_0^2.$$  

In the interest of completeness, the convergence rate and accuracy is compared for the standard (‘SS’), umbrella (‘US’), and group-theoretic (‘GT’) sampling approaches for various dielectric polymer chains in table 6. For each example, $n = 100, \epsilon_0 = 1, \chi_{\parallel} = 1$, and $b = 1$. Let the coordinate system be Euclidean and such that $\hat{e}_3 = \hat{E}_0$; then $f_1 = f \hat{e}_1$ and $f_3 = f \hat{e}_3$ are the components of the force in the direction orthogonal to $\hat{E}_0$ and in the direction of $\hat{E}_0$, respectively. The performance of each of the sampling approaches are compared for different electric field magnitudes, force components in the $\hat{e}_1$ and $\hat{e}_3$ direction, and temperatures. As expected, the group-theoretic clustering algorithm is the only approach to consistently perform well in all of the cases considered. In contrast, the non-group-theoretic approaches are only viable when the applied force has appropriate direction and magnitude to break symmetry sufficiently.

Before closing, we consider the effect of monomer-monomer interactions on the elasticity of dielectric polymer chains. The polymer chain stretch, $\lambda$, as a function of $f$ is shown in figure 13. Similar to figure 12: $n = 100, b = 1, \beta = 1, \epsilon_0 = 1, \chi_{\parallel} = 1$, and the force is applied to the polymer chain such that $\hat{f}/f = \hat{E}_0$. Here the MCMC simulations (depicted with markers, denoted by ‘GT’) include the energy of monomer-monomer interactions. The MCMC simulations are compared with the exact results of the non-interacting dielectric chain (depicted by lines, denoted by ‘NI’); however, in this case the comparison is not made to assess the fit of the MCMC simulations. Instead, the comparison is made in order to isolate the effect of monomer-monomer interactions on the elasticity of the polymer chains. The force-stretch curves are shown for $E_0 = 1$ (green ‘x’ markers and dashed line), $E_0 = 2$ (blue ‘*’ markers and dot-dashed line), and $E_0 = 3$ (orange ‘□’ markers and dashed line). In every case, the MCMC simulations predict a polymer chain which is less stiff (i.e. stretches more at equal applied force) than its non-interacting counterpart.
Table 6: Error and convergence rates for dielectric polymer chain (with monomer-monomer interactions). Fastest rate of convergence, $\min_{\alpha_O} \alpha_O$; slowest rate of convergence, $\max_{\alpha_O} \alpha_O$; greatest accuracy, $\min_{\mathcal{E}_O} \mathcal{E}_O$; and least accuracy, $\max_{\mathcal{E}_O} \mathcal{E}_O$, for each of the sampling approaches considered. The standard (denoted ‘SS’), umbrella (denoted ‘US’), and group-theoretic (denoted ‘GT’) are compared. Dielectric polymer chains with various $E_0$, $f_1$ (component of force orthogonal to field direction), $f_5$ (component of force in the field direction), and $\beta$ are shown. The group-theoretic clustering algorithm is the only approach to consistently perform well in all of the cases considered.

This can be understood as follows: regarding monomer-monomer interactions, it is energetically favorable (i.e. the interaction energy is at its minimum) for neighboring monomers to be aligned (i.e. $\mathbf{n}_i = \mathbf{n}_{i+1}$); and the interaction energy diverges as the neighboring monomers have opposite directions (i.e. $\mathbf{n}_i \rightarrow -\mathbf{n}_{i+1}$). Recall figure 12b. The interaction of the individual monomers with the electric field causes monomers in the polymer chain to prefer to align along the axis of the electric field direction, $\mathbf{n}_i = \pm E_0$. Since the elasticity of polymer chains is driven by entropy, the preferred alignment along $\pm E_0$ results in the polymer chain being less stiff (i.e. more compliant) when stretched in the $\pm E_0$ directions. The solutions for the noninteracting system (‘NI’) shown in figure 13 isolate this effect. When the energy of interactions is included (see ‘GT’ curves) there are two main contributions to the decrease in stiffness in the $\pm E_0$ directions: 1) the electric field interaction, again, causes monomers to align in the $\pm E_0$ directions and 2) monomers also prefer to align with their neighbors. The second contribution serves to amplify the first. Thus, we see that, when the energy of monomer-monomer interactions is included in the statistical mechanics treatment, it results in the prediction of decreased stiffness in the $E_0$ direction. Interestingly, there is nearly a discontinuous jump in $\lambda$ about $f \geq 0$ for the case of $E_0 = 3$. While speculative, this may signify the potential onset of a phase transition in the polymer chain for some combination of finite $E_0$, $\chi$, $n$, $b$ and $\beta$. An in-depth study of the statistical physics of dielectric polymer chains with monomer-monomer interactions—with an emphasis on phase transitions and the efficacy of exploiting phase transitions for novel electromechanical properties—will be studied in future work.

This section highlights the utility of GA-MCMC for simulating more practical, interacting, and high-dimensional thermodynamic systems. The statistical mechanics formulation for many multifunctional elastomers has a similar structure: there are field-monomer and monomer-monomer interactions which include even powers of $\mathbf{n}$ and the applied force term which is linear in $\mathbf{n}$ (e.g. liquid crystal elastomers [26]). In such cases, a clustering-type GA-MCMC with inversion actions ($\mathbf{n} \rightarrow -\mathbf{n}$) or reflection about special planes (e.g. field-induced) may pose a promising approach.
Figure 13: Electroelasticity of a dielectric polymer chain with monomer-monomer interactions. Force-stretch curves for
dielectric polymer chains with \( \beta = 1 \) and \( \chi_1 = 1 \), and monomer-monomer interactions. To isolate the effect of monomer-
monomer interactions, the predictions made which include monomer-monomer interactions (denoted by ‘GT’) are shown in
comparison with the non-interacting solutions (denoted by ‘NI’). The force-stretch curves are shown for \( E_0 = 1 \) (green ‘x’
markers and dashed line), \( E_0 = 2 \) (blue ‘*’ markers and dot-dashed line), and \( E_0 = 3 \) (orange ‘□’ markers and dashed line).
When the energy of monomer-monomer interactions is included in the statistical mechanics treatment, it results in the prediction
of decreased stiffness in the \( \hat{E}_0 \) direction; in other words, the polymer chain stretches more in response to an equal amount of
applied force. Interestingly, there is nearly a discontinuous jump in \( \lambda \) about \( f \gtrsim 0 \) for the case of \( E_0 = 3 \)–which may indicated
the onset of a phase transition.

VI. Conclusion

Summary and contributions. When significant contributions to the potential energy of a thermo-
dynamic system have discrete symmetries, it can lead to energy landscapes with multiple local minima
separated by large energy barriers. A sampling approach (GA-MCMC) was proposed which, in addition to
standard jumps, randomly applies group actions from a generating set(s) of the group(s) which describes the
discrete symmetries. It was shown through both simple, low-dimensional examples (section III and IV), and
a more practical, complex, and high-dimensional example–an interacting dielectric polymer chain–that the
proposed approach is consistently more efficient and robust than some of the more popular alternatives for
energy landscapes with large barriers (e.g. umbrella sampling). Past work has suggested (albeit informally)
the potential advantages of making “symmetry jumps” \cite{34} between modes in a multimodal probability distri-
bution. However, to this author’s knowledge, this is the first work to 1) propose decomposing the potential
energy function (or functional) into a part with discrete symmetries, \( U_G \), and an asymmetric part, \( \epsilon U_0 \),
2) formalize the idea of “symmetric jumps” in the language of group theory, and 3) propose sampling from
a generating set(s) to efficiently propagate between energy wells (i.e. modes of the distribution).

Outlook: Machine learning of discrete symmetries and adaptive GA-MCMC. A limitation of
the proposed approach is that it requires \( U \) in explicit form and some insight into an appropriate decomposi-
tion of \( U = U_G + \epsilon U_0 \). Toward this end, there is an extensive body of work on understanding the symmetries
of various energy functions (and functionals) and microstructures of interest because of its utility in quantum
mechanics \cite{9, 46, 66, 81, 89}, crystalline lattices \cite{46, 48, 81}, martensitic phase transitions \cite{16, 17}, nanostruc-
tures \cite{25, 36, 48, 92}–as well as many other applications. If little is known about \( U \), however, one may have
to resort to other means. A potential path forward may be to use replica exchange and machine learning to
develop an adaptive GA-MCMC. To be more specific, let \( D : \theta \times \Gamma \rightarrow \Gamma \) be an operator which depends on
parameter(s) \( \theta \) and (for fixed \( \theta \)) maps \( \Gamma \) to itself. Then one can imagine learning discrete (semi-)symmetry
operators by finding local minimizers of

\[
\theta^* = \arg \min_{\theta} \left\{ \int_{\Gamma} d\Gamma (U(D(\theta, x)) - U(x)) \right\} + \kappa \| D - e \|
\]

(VI.1)

where the second term penalizes operators that are too close to the identity operator, \( e \), \( \| . \| \) is an appropriate
operator norm, and \( \kappa \) is the weight of the penalty. There are two main difficulties with (VI.1): 1) it is not
obvious how to enforce that $D$ is a discrete symmetry, and 2) the integral in (VI.1) is again, of course, high-dimensional. Replica exchange MCMC is a kind of brute force sampling approach which can be used at the outset of the simulation when there is little to no information about $U$ in order to perform the required integration. As more and more samples are taken, (VI.1) can be solved to greater accuracy. One can then choose some $m$ (discrete) local minimizers of (VI.1), $\tilde{D}_i = D|_{\theta = \theta^*_i}$, and let $G = \{\tilde{D}_1^{-1}, \ldots, \tilde{D}_m^{-1}, \epsilon, \tilde{D}_1, \ldots, \tilde{D}_m\}$ where the weights can even be scaled such that they are lesser for greater loss and vice versa. Machine learning methods have been used to successfully learn operators for partial differential equations [15, 52, 95] and may generalize to (VI.1) or similar loss functions. The recent work Bronstein et al. [19] may also relevant as it considers symmetry, invariance, and equivariance in the context of deep learning. The current work suggests that such an adaptive procedure, though expensive, could be lead to greater efficiency for energy landscapes with discrete symmetries and even be the difference between converging or not converging (in a reasonable number of steps). As mentioned previously, despite not being strictly memoryless, the adaptive “Markov” chain is still guaranteed to converge to the underlying probability distribution asymptotically [20].

Software availability

All of the research code written for this work is open source. A version of the code used to generate the results of sections III and IV can be found at https://github.com/grasingerm/polya-mcmc. A version of the code used for simulating dielectric polymer chains in section V can be found at https://github.com/grasingerm/polymer-stats.
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