The 6x2pt method: supernova velocities meet multiple tracers
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ABSTRACT

We present a new methodology to analyse in a comprehensive way large-scale and supernovae (or any other distance indicator) surveys. Our approach combines galaxy and supernova position and redshift data with supernova peculiar velocities, obtained through their magnitude scatter, to construct a $6 \times 2$ pt analysis which includes six power spectra. The $3 \times 3$ correlation matrix of these spectra expresses exhaustively the information content of the surveys at the linear level. We proceed then to forecast the performance of future surveys like LSST and 4MOST with a Fisher Matrix analysis, adopting both a model-dependent and a model-independent approach. We compare the performance of the $6 \times 2$ pt approach to the traditional one using only galaxy clustering and some recently proposed combinations of galaxy and supernovae data and quantify the possible gains by optimally extracting the linear information. We show that the $6 \times 2$ pt method shrinks the uncertainty area in the $\sigma_8$, $\gamma$ plane by more than half when compared to the traditional method. The combined clustering and velocity data on the growth of structures has uncertainties at similar levels to those of the CMB but exhibit orthogonal degeneracies, and the combined constraints yield improvements of factors of 5 or more in each of the five cosmological parameters here considered. Concerning the model-independent results, we find that our method can improve the constraints on $H(z)/H_0$ in all redshift bins by more than 70% with respect to the galaxy clustering alone and by 30% when supernova velocities (but not clustering) are considered, reaching a precision of 3–4% at high redshifts.
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1 INTRODUCTION

Large-scale cosmological surveys are providing ever more important constraints on the evolution of our Universe and its composition. Recent results from surveys like eBOSS (eBOSS Collaboration 2021), KiDS (Asgari et al. 2021) and DES (Abbott et al. 2022) already tightly constrain the standard cosmological model, ΛCDM, and some of its variants. Future surveys like DESI (DESI Collaboration 2016), J-PAS (Bonoli et al. 2021), Euclid (Laureijs et al. 2011; Euclid Collaboration 2009) and the Rubin Observatory Legacy Survey of Space and Time (LSST) (LSST Science Collaborations 2009) will provide deeper datasets and the uncertainties on most cosmological parameters are expected to reach and even surpass the 1% precision level. On the other hand, there is currently in the cosmological community a large effort to test the accuracy of these observations, especially because of the present tension between measurements of $H_0$ from the CMB (Planck Collaboration VI 2020) and from the astronomical distance ladder using parallaxes, Cepheids and type Ia supernovae (SN) (Riess et al. 2021).

The distribution and growth of structures in the universe is usually described using the density perturbation amplitude in scales of 8 Mpc/$h$ (through the parameter $\sigma_8$) and the linear growth rate

$$f \equiv \frac{d \log \delta}{d \log a} = \frac{d \log D_+(z)}{d \log (1+z)} \simeq \Omega_m(z)^\gamma. \quad (1)$$

Here $\delta$ is the dark matter density contrast, $D_+(z)$ is the linear growth factor and the growth rate index $\gamma$, assumed constant, represents a simple parametrisation often used to account for the growth of structures in modified gravity models, its value in General Relativity being $\gamma = 0.545$ (Peebles 1980; Amendola & Quercellini 2004; Linder 2005; Linder & Cahn 2007). Another frequently used alternative is to measure the quantity $f(z)\sigma_8(z)$ in different redshift bins (Song & Percival 2009; Percival & White 2009; White et al. 2009).

Most of these surveys were proposed to focus on redshift and image catalogs of galaxies in order to analyse their clustering and weak lensing properties. However, more recently it was realised that these measurements of the large scale structure (LSS) of the universe can be combined with data from type Ia supernova explosions to great benefit (Castro et al. 2016; Howlett et al. 2017; Garcia et al. 2020; Amendola & Quartin 2021; Graziani et al. 2020). The scatter of SN around the mean depends on their peculiar velocity field, which, in turn, is correlated to the density contrast in linear perturbation theory (Hui & Greene 2006; Gordon et al. 2011).
This makes SN a very useful tracer of the velocity fields of the universe, and both velocity and density tracers are very complementary mainly because they have different degeneracies with the linear bias. In particular, the 2-point velocity-velocity correlation function is independent of the linear biases which relate dark matter to each class of baryonic tracer.

The analysis of supernova clustering extends their utility beyond their more traditional use in a Hubble diagram simply as measurements of distances. In fact, the idea of extracting further information of SN in general has received more attention in the last decade, mostly due to the prospect of increasing the number of detected SN by around two orders of magnitude with the upcoming LSST survey. Besides their use as peculiar velocity tracers mentioned above, they have also been considered and used as probes of gravitational lensing, both in the weak (Quartin et al. 2014; Castro & Quartin 2014; Scovacricchi et al. 2017; Macaulay et al. 2017, 2020) and strong regimes (Grillo et al. 2018, 2020).

Johnson et al. (2014) and Castro et al. (2016) discussed in detail methodologies to extract peculiar velocity information from supernova data and obtained constraints on clustering without the need to employ any galaxy data. Johnson et al. (2014) made use of nearby supernova data and measured $\sigma_8 = 0.86 \pm 0.18$. Castro et al. (2016) analysed the JLA supernova catalog (Betoule et al. 2014) and, combining the SN velocity and SN lensing observables, obtained a joint measurement of $\sigma_8 = 0.65^{+0.23}_{-0.37}$ and the growth rate index $\gamma = 1.38^{+1.7}_{-0.65}$. SN velocities were also used to measure $f\sigma_8$ at low redshifts, where the dependence on cosmology is weak, by Huterer et al. (2017); Bor thaw et al. (2020). The joint use of galaxy and SN clustering was first proposed in more detail by Howlett et al. (2017), where Fisher Matrix (henceforth FM) forecasts were performed for measuring $f\sigma_8$. Similar forecasts were also performed by Palmese & Kim (2021) combining future galaxy and standard siren data. More recently, the multi-tracer prospects of combining SN and siren data was also investigated by Libanore et al. (2022) and a first measurement of the clustering of both core collapse and type Ia SN from the Zwicky Transient Facility was performed by Tsaprazi et al. (2021).

Amendola & Quartin (2021) recently showed that one can employ the clustering of standard candles to measure the normalized expansion rate $H(z)/H_0$ without assuming neither a specific background, nor a linearly perturbed cosmological model, nor a bias model. The method was dubbed Clustering of Standard Candles (CSC) and it provides therefore interesting constraints that are, to a large extent, model independent. The CSC method as originally proposed makes no use of galaxy data and employs only standard candles, like SN, exploiting both their luminosity distance and their clustering properties.

In this work, we show that both the CSC method above and the one proposed by Howlett et al. (2017) can be extended and improved by taking into account both galaxies and supernova as density tracers while retaining the latter also as peculiar velocity tracers. The method assumes one has a survey of galaxies and of standard candles that overlap in some redshift range. We will also assume for simplicity that the surveys overlap in some sky area, but one can extend the method even to non-overlapping sky regions. The standard candles might be in part hosted by the galaxies of the galaxy survey, but the results are only very weakly dependent on this. From the galaxy redshift survey one can extract the density contrast $\delta_s(k, z)$ in Fourier space. From the standard candle survey, one extracts the density contrast $\delta_s(k, z)$ and, by exploiting the scatter of the apparent magnitude, the radial peculiar velocity field $v_s(k, z)$. As long as we stay in the linear regime, we can assume that these three random fields $\{\delta_s, \delta_v, v_s\}$, obey a Gaussian multivariate statistic with covariance matrix formed by six two-point auto and cross-correlation functions: hence the name CSC–6 x 2pt we assign to this method, in analogy to the 3 x 2pt method employed to combine shear lensing and galaxy clustering. The CSC–6 x 2pt method combines the advantages of multiple tracers and of the clustering of standard candles.1 We will work in Fourier space throughout this manuscript, so the correlation functions are represented by the corresponding power spectra.

We derive the Fisher Matrix from this multi-dimensional Gaussian and forecast constraints from future surveys. We take two different approaches. The first is a model-dependent one and the most often used in cosmology, in which we make use of traditional ΛCDM parameters in addition to the growth-rate index $\gamma$ and of a number of nuisance parameters to account for the galaxy and supernova bias and the non-linear velocity smoothing factors. Our main focus will be on forecasts of joint constraints of the parameters $\{\gamma, \sigma_8\}$ for two reasons: first, these are perturbative quantities for which there is still much more model-dependence than background parameters such as $\Omega_m\sigma_8$ and, second, there is currently a moderate tension on $\sigma_8$ measurements from CMB (Planck Collaboration VI 2020) and measurements of galaxy clustering and weak-lensing (Asgari et al. 2021; Abbott et al. 2022). This tension is robust even in non-flat models or models with large neutrino masses, but can be alleviated in wCDM models (Tröster et al. 2021). We will nevertheless also discuss the constraints in $\Omega_m\sigma_8$, $\Omega_\Lambda\sigma_8$ and $h$ that can be achieved with the 6 x 2pt method alone as well as in combination with the CMB.

The second approach makes use of the model-independent method of Amendola & Quartin (2021) to put constraints on the Hubble function $H(z)/H_0$ in each redshift bin, as well as on the matter power spectrum and bias functions at different redshift and $k$ bins. The constraints are in this case independent of the bias and of the cosmological model at the background and linearly perturbed level, so we do not need any parametrization. Although the method can be directly extended to non-flat spaces, here we will assume that the spatial curvature is negligible. Direct constraints on $H_0$ are not possible with SN alone due to its complete degeneracy with their intrinsic magnitude, but could be achieved with standard sirens. Because of the $z$ and $k$ binning, the number of free quantities to constrain is much larger in the model-independent case, but competitive bounds can still be ob-

---

1 Forecasts for multi-tracer techniques combining density and velocity tracers in the context of peculiar velocity surveys using not supernovae but only galaxy data (Fundamental Plane and Tully Fisher relations) were also performed by Howlett et al. (2017).
tained. In general, model-dependent approaches typically result in stronger constraints, but specific to the chosen model or parametrization.

2 THE COVARIANCE AND FISHER MATRICES

A standard candle with radial peculiar velocity \(v_r\) (in units of the speed of light) induces a change in the luminosity distance \(D_L\) given by (Hui & Greene 2006; Davis et al. 2011)

\[
\frac{\delta D_L}{D_L} = v_r \left[ 2 - \frac{d \log D_L}{d \log (1 + z)} \right].
\]

In turn, a small change in \(D_L\) induces a change \(\delta m\) in the apparent magnitude,

\[
\frac{\delta D_L}{D_L} = \frac{\log 10}{5} \delta m.
\]

Therefore, the radial peculiar velocity of a standard candle is related to the scatter \(\delta m\) of its apparent magnitude as

\[
v_r = \log 10 \frac{5}{\delta m} \left[ 2 - \frac{d \log D_L}{d \log (1 + z)} \right]^{-1}.
\]

In this way, the peculiar velocity field of standard candles can be obtained via their magnitude scatter.

The statistical uncertainty \(\sigma_{\text{tot}}\) in the magnitude of a SN is associated via the distance modulus relation to an uncertainty in the redshift (Amendola & Quartin 2021):

\[
\sigma_{v, \text{eff}}^2 \equiv \left[ \frac{\log 10}{5} \sigma_{\text{tot}} \right]^2 \left[ 2 - \frac{d \log D_L}{d \log (1 + z)} \right]^{-2} \sigma^2_{v, \text{nonlin}} + \frac{\sigma^2_{v, \text{eff}}}{c^2}.
\]

There is an extra scatter of around 0.05\(\text{mag}\) due to lensing (Jönsson et al. 2010; Quartin et al. 2014) but this is negligible for our purposes. Systematic errors in distances have also been assumed to be small by Howlett et al. (2017).

Let us now consider three Gaussian fields in Fourier space with zero mean: the density contrast \(\delta_g\) of the standard candles (from now on we refer specifically to supernovae Ia), their peculiar velocity field \(v_r\), and the galaxy density contrast \(\delta_s\). A fraction \(\phi\) of the supernovae could be hosted by one of the galaxies in the sample. Although the expected fraction depends considerably on the survey strategy, in practice this quantity has negligible impact on our forecasts. We also introduce the linear bias for each species, \(b_{g,s} = \delta_{g,s}/\delta_{\text{tot}}\), where \(\delta_{\text{tot}}\) is the underlying total matter density contrast. The functions \(b_{g,s}\) are in general arbitrary functions of space and time.

In linear theory, the continuity equation for a tracer \(T = g, s\) gives

\[
v_T = i \frac{H \mu}{(1 + z)k} \beta \gamma \delta T
\]

where \(\beta_T = f/b_T\) and \(\mu \equiv \hat{r} \cdot \hat{k}\), where \(\hat{r}\) is the line of sight. At sub-horizon scales, this expression is also valid for most modified gravity models because they modify Einstein’s equations, but not the matter conservation equations. There are also generalized models in which the conservation equations themselves are modified due to a direct interaction between matter and dark energy, so that Eq. (6) has additional terms, but then typically the effect becomes negligible at sub-horizon scales unless the interaction coupling is much larger than gravity (see e.g. Kase & Tsujikawa 2020, for a general energy and momentum interaction). Moreover, since \(f\) is included in \(\beta\), and we consider different \(\beta\)’s for different species, our formalism can also accommodate non-universal growth rates \(f\); e.g. when a violation of the equivalence principle is envisaged.

We assume number densities \(n_{g,s}\), volumes \(V_{g,s}\), and a fraction \(\phi = n_{g,s}/n_s\) of supernovae hosted by galaxies in the survey, where \(n_{g,s}\) is the density of supernovae-hosting galaxies. For the cross-correlation of different tracers, we assume a common volume \(V_{g,s}\). If we consider the three random variables \(x_a = \{\sqrt{\delta_s}, \sqrt{\delta_v}, \sqrt{\delta_b}\}\), there are \(n(n + 1)/2 = 6\) possible 2-point correlations. Measuring all six together forms the basis for the 6 × 2pt method proposed here. Following Burke & Taylor (2004) and Garcia et al. (2020) and ignoring for now the Alcock-Paczynski (henceforth AP) corrections (Alcock & Paczynski 1979), we can write the six observed power spectra as

\[
P_{gg}(k, \mu, z) = \left[ 1 + \beta_g \mu^2 \right]^2 b_g^2 S_g^2 D_g^2 P_{\text{mm}}(k) + \frac{1}{n_g},
\]

\[
P_{gg}(k, \mu, z) = \left[ 1 + \beta_g \mu^2 \right]^2 b_g b_s S_g S_s D_g D_s P_{\text{mm}}(k) + \frac{n_g}{n_s},
\]

\[
P_{gg}(k, \mu, z) = \frac{H^2}{k(1 + z)} \left[ 1 + \beta_g \mu^2 \right] b_g b_s S_g S_s f D_g D_s P_{\text{mm}}(k),
\]

\[
P_{gg}(k, \mu, z) = \frac{H^2}{k(1 + z)} \left[ 1 + \beta_g \mu^2 \right] b_g b_s S_g S_s f D_g D_s P_{\text{mm}}(k),
\]

\[
P_{gg}(k, \mu, z) = \frac{H^2}{k(1 + z)} \left[ 1 + \beta_g \mu^2 \right] b_g b_s S_g S_s f D_g D_s P_{\text{mm}}(k) + \frac{\sigma_{v, \text{eff}}}{n_s},
\]

where \(\beta_i \equiv f/b_i\), \(\mu \equiv \hat{k} \cdot \hat{r}\), \(S_{g,v,s}\) are damping terms and \(P_{\text{mm}}\) is the usual power spectrum at \(z = 0\). The cross-spectrum shot-noise term \(n_{g,s}/n_g n_s \equiv \phi/n_k\) in Eq. (9) is derived in Appendix B.

Since one does not know a priori the exact cosmological model, quantities such as \(k\), \(\mu\), and \(\nu\) must be computed assuming a reference model. The difference between this reference and the true cosmology gives rise to AP corrections in these quantities. To wit, \(\mu = \mu H/(H \alpha)\) and \(k = \alpha k_r\), where (Magira et al. 2000; Amendola et al. 2005)

\[
\alpha = \frac{H}{H_r} \sqrt{\frac{\mu^2}{(\mu^2 - 1) + 1}}
\]

and

\[
\eta \equiv \frac{H D_L}{H_r D_{L,r}} = \frac{H D_A}{H_r D_{A,r}}.
\]

Both \(H_r\) (the Hubble parameter) and \(D_r\) (the luminosity \(L\) or angular diameter \(A\) distance) are evaluated in the chosen reference (\(r\) fiducial cosmology. Moreover, all observed spectra and inverse number densities in Eqs. (7)-(12) get multiplied by a volume-correcting factor \(\Upsilon\) (Ballinger et al. 1996; Seo & Eisenstein 2003), so that \(P_{xy, \text{obs}} \rightarrow \Upsilon P_{xy}\), where

\[
\Upsilon = \frac{H D_{L,r}^2}{H_r D_{L,r}}.
\]

This means that in the FM these quantities also get derived with respect to whatever parameters one decides to employ. We write down all relevant derivatives of the AP terms in the Appendix A.
In the model-independent case, the overall factor $\Upsilon$ can be absorbed into the power spectrum $P_{\text{nn}}$. Since this quantity is marginalized over, there is no influence of $\Upsilon$ on the model-independent forecasts: this is another consequence of the model-independent approach being very conservative.

The non-linear smoothing factors $S_{g,g,s}$, important only at small scales, have been previously approximated empirically as (Koda et al. 2014; Howlett et al. 2017)

$$S_v = \sin(k\sigma_v)/(k\sigma_v), \quad S_{g,s} = \left[1 + \frac{1}{2}(k\mu\sigma_g,s)^2\right]^{-1/2},$$

(16)

with $\sigma_g = 4.24 \text{ Mpc}/h$ and $\sigma_v = 13 \text{ Mpc}/h$. Here we adopt the unified choice

$$S_{g,g,s} = \exp\left[-\frac{1}{4}(k\mu\sigma_{g,s},s)^2\right],$$

(17)

which has the same small-k limit as the expressions in (16). The value used in Koda et al. (2014) corresponds to $\sigma_v \simeq 11 \text{ Mpc}/h$. A more recent study by Dam et al. (2021) uses $\sigma_v = 8.5 \text{ Mpc}/h$. We set as our fiducial values $\sigma_g = \sigma_s = 4.24 \text{ Mpc}/h$ and $\sigma_v = 8.5 \text{ Mpc}/h$. After testing with the methodology described below we conclude that the choice between these different models or values for $\sigma_v$ has very little impact in our forecasts.

As can be seen, since they do not depend on galaxy bias (Zheng et al. 2015), a measurement of the peculiar velocity spectra can help considerably in breaking the degeneracy between the cosmological parameters and the nuisance bias functions. This degeneracy is the main confounding factor in measurements of the Redshift Space Distortions (RSD, Kaiser 1987) and thus in probing the growth of structure. Previous similar works considered only one tracer of density, employing a $3 \times 2\text{pt}$ method. If galaxies are used as density tracers and SN as velocity tracers (as in Howlett et al. 2017) we will refer to this approach as $3 \times 2\text{ g-s}$. If SN trace density instead of galaxies (as in Amendola & Quartin 2021), we will dub it $3 \times 2\text{ s-s}$. The full approach pursued here is similarly referred to as $6 \times 2\text{ g-s}$. Henceforth in this paper whenever we mention $6 \times 2\text{pt}$ a $6 \times 2\text{ g-s}$ is implied. Combining two tracers of density and one of velocity is essentially a mixture of multi-tracer and peculiar velocity approaches.

The second density tracer can further help constrain the bias parameters and thus to break the degeneracy with cosmology. As is well known from multi-tracer studies (Seljak 2009; McDonald & Seljak 2009; Abrami 2011; Abrami & Leonard 2013; Abrami & Amendola 2019) the multi-tracer technique is optimal when the different tracers have very different bias, and produces no enhancement if both tracers have the very same biases. One could of course extend this to include other velocity tracers such as gravitational waves and employ, for instance, a $10 \times 2\text{ g-s-s-gw}$ method. Another possibility is to include also lensing spectra.

The $6 \times 2\text{pt}$ covariance matrix is finally simply given by

$$C = \begin{pmatrix} P_{gg} & P_{gs} & P_{gv} \\ P_{gs} & P_{ss} & P_{sv} \\ P_{gv} & P_{sv} & P_{vv} \end{pmatrix}.$$  \hspace{1cm} (18)

Several interesting limits can be worked out. For $n_g \to 0$ we recover the $3 \times 2\text{pt}$ s-s method of Amendola & Quartin (2021). The $3 \times 2\text{pt}$ g-s method of Howlett et al. (2017) is instead recovered in the limit $\sigma_g \to \infty$. The traditional full-shape density power spectrum using only galaxies ($1 \times 2\text{pt}$) is obtained when both $\sigma_g$ and $\sigma_v$ are very large. Finally, the constraints from SN velocities alone, which were discussed by Castro et al. (2016) and García et al. (2020), are obtained when both $\sigma_g$ and $\sigma_v$ diverge.\(^2\) With $\sigma_v \to \infty$ we neglect the contribution of the SN velocities and reduce to a simple multi-tracer method of SN and galaxies. When one neglects the velocity information, only the Alcock-Paczynski effect in the clustering power spectra gives information on $H$. We show that inclusion of the velocity field improves the constraints substantially.

We can now simplify the problem by assuming all tracers are distributed homogeneously in the same volume $V_s = V_g = V_{gs} = V$.\(^3\) In this case we write the FM for a set of parameters $\theta_\alpha$, in a survey of volume $V$, as $\left(\text{Tegmark 1997; Abrami & Amendola 2019}\right)$

$$F_{\alpha\beta} = \frac{1}{(2\pi)^3} 2\pi k^2 \Delta_k V \tilde{F}_{\alpha\beta} = V_k F_{\alpha\beta},$$

(19)

where $V_k = (2\pi)^{-3} 2\pi k^2 \Delta_k$ is the volume of the Fourier space after integrating over the azimuthal angle but not over the polar angle (i.e., the volume of a spherical Fourier space shell of width $\Delta_k$ would be given by $\int dV_k$). In this expression $F$ is the FM per unit phase-space volume $V V_k$ integrated over $\mu$,

$$\tilde{F}_{\alpha\beta} = \frac{1}{2} \int_{-1}^{+1} d\mu \frac{\partial C_{ab}}{\partial \theta_a} C_{\alpha d}^{-1} \frac{\partial C_{cd}}{\partial \theta_b} C_{\beta c}^{-1},$$

(20)

where the integrand is evaluated at the fiducial value.

Denoting with $V(z)$ the volume of the $z$-shell, the $k$-cells are chosen with size $\Delta_k = 2\pi/V(z)^{1/3}$ between $k_{\min}(z)$ and $k_{\max}$. Following García et al. (2020), we take $k_{\min} = 2\pi/V(z)^{1/3}$, while $k_{\max} = 0.1 \text{ h/Mpc}$ ensures we remain in the linear regime. We shall briefly explore using lower or higher values of $k_{\max}$ to wit 0.05 and 0.15 h/Mpc.

For the model-independent approach, it was shown by Amendola & Quartin (2021) that $H_0D$ is typically known with relatively much higher accuracy from SNeIa magnitudes alone, and therefore a constraint on $\eta$ becomes entirely equivalent to a constraint on $E(z) = H/H_0$.

It is important to notice that the bias $b_{g,s}$ are not expected to coincide. The bias in a population of galaxies depends on the specific mix of luminosities selected at a particular redshift, and the bias-luminosity relationship is relatively well-understood. The number density of SN, on the other hand, depends in complicated ways on the characteristics of their local environment and of the host galaxy. For our purposes the key fact is that, in a multi-tracer approach, the constraints on cosmological parameters are stronger when the biases of each population are different, so we expect the same trend here, i.e. stronger constraints when $b_g/b_s \neq 1$.

### 3 Surveys and Fiducials

We will forecast results for two future surveys. One, dubbed simply “Conservative”, will assume a galaxy coverage as given by the 4MOST survey and SN detected by LSST during a

\(^2\) Numerically we simply drop the corresponding row(s) and column(s) to retrieve the $3 \times 2\text{pt}$ and $1 \times 2\text{pt}$ cases.

\(^3\) Note that we could still straightforwardly add regions or $z$-bins in which we have only galaxies or only SN, treating them separately with a $3 \times 2\text{pt}$ or $1 \times 2\text{pt}$ approach.
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Table 1. Survey specifications for both scenarios forecast here. In both cases we assume supernova are detected by LSST with spectra obtained in follow-up surveys and that \( n_g = 10 n_s \). For the Conservative (Aggressive) forecast we assume a 15% (30%) completeness of SNe in all redshifts covering a total area of 7500 deg\(^2\) (18000 deg\(^2\)) in the range 0 < \( z < 0.4 \). The supernova bias is assumed to be either 1.0/\( D_s(z) \) or 1.5/\( D_s(z) \); the galaxy bias is assumed to be 1.34/\( D_g(z) \) for \( z \leq 0.3 \) (mostly BGs), 1.7/\( D_g(z) \) for \( z > 0.3 \) (mostly LRGs). The \( z \) bins have \( \Delta z = 0.1 \) and are centred on \( z_{\text{bin}} \).

| \( z_{\text{bin}} \) | \( V \) \( 10^3 \cdot n_s \) \( \text{(Gpc}/h)^3 \) | \( b_g \) | \( V \) \( 10^3 \cdot n_s \) \( \text{(Gpc}/h)^3 \) | \( b_g \) |
|---|---|---|---|---|
| 0.05 | 0.019 | 0.048 | 1.38 | 0.046 | 0.096 | 1.38 |
| 0.15 | 0.123 | 0.052 | 1.45 | 0.296 | 0.105 | 1.45 |
| 0.25 | 0.303 | 0.057 | 1.53 | 0.727 | 0.114 | 1.53 |
| 0.35 | 0.531 | 0.061 | 2.04 | 1.27 | 0.122 | 2.04 |
| 0.45 | -- | -- | -- | 1.88 | 0.131 | 2.15 |
| 0.55 | -- | -- | -- | 2.51 | 0.139 | 2.26 |
| 0.65 | -- | -- | -- | 3.13 | 0.148 | 2.37 |

5-year survey and appropriately followed-up in order to allow classification, assuming a constant completeness of 15% in the redshift range 0 < \( z < 0.4 \) and a joint area of 7500 deg\(^2\). The second survey, dubbed simply “Aggressive”, uses galaxies and SN assuming instead a constant completeness of 30% in the redshift range 0 < \( z < 0.7 \) in an area of 18000 deg\(^2\), equivalent to the whole LSST area. The Aggressive case will definitely pose a challenge due to the large amount of SN that would need to be properly classified, which means we would need to rely on photometrically classified SN (see, e.g. Lochner et al. 2016, Vargas dos Santos et al. 2019) has nevertheless discussed how a Bias-Variance tradeoff approach might be employed in order to account for non-Ia contaminants, and found that current Machine Learning techniques of photometric classification resulted in an effective SN completeness between 33% and 75%. This means in practice that unless the photometric classification methods are improved, we would have only effectively this fraction of SN out of the total observed ones.

The 4MOST Consortium Survey 8: Cosmology Redshift Survey (CRS) (Richard et al. 2019) is a 7500 deg\(^2\) galaxy and quasar survey designed to overlap fully with LSST. It will observe three galaxy populations: bright low-redshift galaxies (BGs), luminous red galaxies (LRGs) and emission line galaxies (ELGs). It will also observe two quasar populations which we will not consider here. Definitive predictions for the galaxy bias values of these populations are yet to be established. Previous results for BOSS, eBOSS and DESI show that common changes in the target selection strategy—such as color range cuts and photographic filter choice—can have an impact on the overall bias normalization at the 10–20% level (Zhou et al. 2021). We choose to follow specifications from the DESI Collaboration BGS and LRG samples (DESI Collaboration 2016), which are sufficiently close to the expected 4MOST BG and LRG samples for the purposes of our analysis. Therefore, we combine the samples’ redshift distributions, and take the overall galaxy bias \( b_g \) to be \( 1.34/\Delta \) \( D_{s}(z) \) for \( z \leq 0.3 \) (mostly BGs) and \( 1.7/\Delta \) \( D_{s}(z) \) for \( z > 0.3 \) (mostly LRGs).

For the number density of galaxies we will assume, for simplicity, a baseline such that \( n_g = 10 n_s \). This is a deliberate, conservative choice, which should be easily achievable with spectroscopic surveys like 4MOST and DESI. For this reason we do not consider here photometric redshift errors. For the number density of SN, we use the SN rate \( r_{\text{SN}} = 2.1 \cdot 10^{-5} (1 + z)^{0.95} \text{/(yr Mpc}^3\text{)} \), which is a good fit to Cappellaro et al. (2015). The observed number densities in units of (Mpc/\( h \))^3 for a 5-year survey are then given by

\[
 n_s = \frac{5}{h^3} 2.1 \cdot 10^{-5} (1 + z)^{0.95} C_{\text{SN}} ,
\]

where we divided \( r_{\text{SN}} \) by \( 1 + z \) to transform the rest-frame rates into observed rates and where \( C_{\text{SN}} \) is the assumed supernova completeness of the survey. This means that the total number of SN is around 57 thousand in the Conservative case \( 0 < z < 0.4 \) and 1.3 million in the Aggressive case \( 0 < z < 0.7 \). We will also briefly explore a higher galaxy density scenario in which \( n_g = 100 n_s \). This broad range includes the expected 4MOST CRS densities, and the use of simple ratios \( r \equiv n_g/n_s \) between tracer densities allow for a clearer presentation of the benefits of a 6 \times 2pt approach. We will also show that the gain saturates for \( r \geq 10 \). As pointed out above, the assumed fraction \( \phi \) of supernovae inside galaxies included in the survey has negligible impact on our results because we always consider \( r \gg 1 \); the uncertainties forecast change by less than 1% whether \( \phi \) is 0 or 1. As for the supernova bias \( b_s \), little is currently known. A recent analysis (Mukherjee & Wandelt 2018) takes results from Carlberg et al. (2008), whose measurement of the angular correlation function is specific to the SNLS 3-year survey (Guy et al. 2010), with low SNR, and in the redshift range 0.2 < \( z < 0.9 \). There is no specific reason that the bias value thus obtained should be equal or very similar for more general populations. Faced with this uncertainty, we choose to assume two bias models for our SN population, 1.0/\( D_s(z) \) or 1.5/\( D_s(z) \), corresponding to a low and high bias cases, respectively.

We note that in realistic cases the fraction of SNe that populate a known galaxy survey can imply a relation between \( \phi \), \( b_g \) and \( b_s \), depending on how this subsample of SNe is assumed to populate the galaxy parent sample (i.e. randomly or, if not, how). Given the lack of any current information on this issue, we choose to treat \( \phi \) as independent from both \( b_g \) and \( b_s \) in order to keep the analysis more transparent.

The fiducial power spectrum \( P(k) \) is obtained with CAMB (Lewis et al. 2000) from ΛCDM with \( \Omega_{\text{m0}} = 0.3, h = 0.7, \sigma_8 = 0.83 \) and the rest of the parameters set to Planck 2018 values (Planck Collaboration VI 2020). We also include the non-linear Halofit corrections as implemented in CAMB (Lewis et al. 2000; Takahashi et al. 2012), although this has a minor effect since we cut at \( k_{\text{max}} = 0.1 \text{ Mpc}/h \). For the growth-rate index we set a fiducial \( \gamma = 0.545 \). We assume throughout a constant SN intrinsic scatter \( \sigma_{\text{int}} = 0.13 \text{ mag} \) and non-linear velocity scatter \( \sigma_{v,\text{nonlin}} = 300 \text{ km/s} \). These are similar values to those used in recent SN compilations such as the Pantheon+ Peterson et al. (2021) (which used 0.14 mag and 250 km/s) and JLA Betoule et al. (2014) (which used values between 0.08-0.12 mag and 150 km/s, in addition to a lensing scatter).\(^4\) The details for both Conservative and

\(^4\) https://camb.info/

\(^5\) Interestingly, near infrared light-curve measurements have been
Aggressive surveys here considered are summarized in Table 1. We make use throughout of broad redshift bins with width $\Delta z = 0.1$. We assume that the correlation among these bins can be neglected due to their relatively large size.

In the model-dependent approach we will retain as free cosmological parameters $\sigma_8$, $\gamma$, $\Omega_{m0}$, $\Omega_{k0}$ and $h$, while other parameters which are less relevant (such as the primordial power spectrum slope $n_s$, the optical depth $\tau$, and the baryonic fraction $\Omega_{b0}$) will be kept fixed for simplicity at the respective Planck best fit values. For $\sigma_8$, $\gamma$ and $h$ we use flat uninformative priors, while for both $\Omega_{m0}$ and $\Omega_{k0}$ we use very broad Gaussian priors with 0.5 uncertainties. These two last quantities are both background quantities well constrained by many different observables, and tighter priors would easily be justifiable. We nevertheless opt to show results using broad priors so that the final (loose) constraints on $\Omega_{k0}$ become visible and because the priors on the background quantities have little effect on $\sigma_8$ and $\gamma$. All nuisance parameters will be left free to vary with weak priors, which we set to be Gaussians with 50% relative uncertainties. We will employ three global nuisance parameters to account for the non-linear RSD ($\sigma_8$, $\sigma_s$, $\sigma_v$) and two bias nuisance parameters in each redshift bin ($b_0^i$ and $b_1^i$). This means that we have a total of 11 (17) nuisance parameters for the Conservative (Aggressive) forecasts. The final parameter vector is thus:

$$\theta = \{\sigma_8, \gamma, \Omega_{m0}, \Omega_{k0}, h, b_0^i, b_1^i, \sigma_8, \sigma_s, \sigma_v\}.$$ (22)

In the model-independent case, we take as free model-independent parameters the following set:

$$\theta = \{P^{k_i z_j}, \sigma_8, \sigma_s, \sigma_v\},$$ (23)

where $P$ = $n_s b_0^2 D_z^2 P_{mm}$ is the supernovae signal-to-noise spectrum and $\eta$ has been defined in Eq. (14). The first three parameters are left free to vary for each $k$, $z$ cell; the fourth, $\eta$, varies only in each $z$-shell; the last three, the $\sigma$’s, are assumed independent of both $k$ and $z$. The total number of free parameters depends therefore on how many $k$, $z$ cells we consider. The $3 \times 2 pt$ $g$–$s$ model-independent approach was discussed in detail in the original CSC paper (Amendola & Quartin 2021). The extension of this method to a $6 \times 2 pt$ $g$–$s$–$s$–$s$ is straightforward. In the model-independent approach, all the priors are uninformative, except for $\sigma_{g,s,v}$, as detailed later on. The parameter $h$ is not included in this approach because degenerate with the other quantities.

We also investigated in both approaches how much precision is lost if one allows instead all three non-linear RSD parameters $\sigma_{g,s,v}$ to vary freely in each redshift bin. As we will discuss below, the results for the Conservative case show negligible variations and only for the Aggressive survey specifications would this lead to a small degradation of the forecasts.

All our results presented here for a given parameter or parameter pair are fully marginalized over all the other parameters.

### 4 RESULTS FOR $\gamma$, $\sigma_8$ AND BIAS PARAMETERS IN THE MODEL-DEPENDENT APPROACH

Here we present the forecast constraints for $\gamma$, $\sigma_8$, $\Omega_{m0}$ and the bias parameters (which are left free in each redshift bin). We compare the constraints obtained through four methods: two $1 \times 2 pt$ cases (using only galaxies as density tracers or only SN as velocity tracers), the $3 \times 2 pt$ $g$–$s$ case where SN velocities complement galaxy densities and the full $6 \times 2 pt$ case. Since our focus is on $\gamma$ and $\sigma_8$, we also define a figure of merit (FoM) as the square-root of the determinant of the $2 \times 2$ FM in these parameters after marginalising over all other ones.

Table 2 summarises the results on the FoM in all cases here considered. To wit, the Conservative and Aggressive survey specifications, the low and high values of the galaxy number densities $n_0$ and the low and high values of the SN bias $b_s$. The $6 \times 2 pt$ case outperforms the $3 \times 2 pt$ approach by between 10 and 37%, depending on the assumptions. Gains are higher for low SN bias. The reason is that $b_s$ becomes more distinct from $b_g$, and the $6 \times 2 pt$ method becomes degenerate with $3 \times 2 pt$ if $b_s = b_g$, as in any multi-tracer method. Gains are a bit smaller when $n_0$ is much larger than $n_s$. Note that in all cases, both $3 \times 2 pt$ and $6 \times 2 pt$ methods yield improvements of a factor of two or larger when compared to the traditional $1 \times 2 pt$ approach which ignores the velocity spectra.

In the rest of this section for simplicity we focus on the case $b_s = 1/D_+$ and $n_0 = 10 n_s$. Figure 1 and Figure 2 show the forecast 1, 2 and 3$\sigma$ contours on $\gamma$ vs $\sigma_8$ for four different combinations of spectra for the Conservative and Aggressive surveys, respectively. We depict the traditional $1 \times 2 pt$ approach, the case of using only SN velocities (i.e. only $P_{vv}$), as well as the $3 \times 2 pt$ $g$–$s$ and $6 \times 2 pt$ $g$–$s$–$s$ methods. We also illustrate both the constraints in each $z$-bin and the combined constraints in all bins considered. In the lowest redshift bins the constraints using only $P_{vv}$ are tighter than in higher redshifts as a result of the larger relative contribution of peculiar velocities in nearby galaxies where the Hubble flow is smaller. Nevertheless by itself $P_{vv}$ carries little cosmological information. But combining it with density spectra results in substantial improvements even on higher redshifts, as can be seen in the gains obtained using $3 \times 2 pt$. So velocities add important information in all redshifts. Finally, $P_{vv}$ is the most sensitive to the assumed priors; using tight priors on the background quantities yield large improvements in the $P_{nn}$-only constraints, and we recover results consistent with Garcia et al. (2020).

In the last panels depicting the combined constraints using all redshifts we also plot the current CMB constraints from Mantz et al. (2015), which used Planck 2013 temperature data combined with WMAP polarisation data and high-multipole ACT (Das et al. 2014) and SPT data (Story et al. 2013), assuming flatness. Note that the CMB constraints are completely orthogonal to our LSS forecasts. As can be seen, a combination of $6 \times 2 pt$ approach with CMB can yield very high-precision measurements. On the other hand it makes it harder for large systematics effects to introduce tensions and therefore be made apparent a posteriori (March et al. 2011).

Figure 3 shows both the $\Omega_{k0}$ vs. $\Omega_{m0}$ and the $h$ vs. $\Omega_{m0}$ shown to exhibit smaller dispersions when compared to optical ones by as much as 35% (Avelino et al. 2019).
The $6 \times 2pt$ method

Figure 1. Forecasts for the Conservative case (see Table 1), assuming $k_{\text{max}} = 0.1h$/Mpc, $b_k = 1.0/D(z)$ and redshift bins with $\Delta z = 0.1$. The last panel shows the aggregate constraints considering all redshift bins. The 1, 2 and 3$\sigma$ contours are as follows: orange for the full $6 \times 2pt$ method; magenta for the $3 \times 2pt$ g-s (no tracing of density with SNe); blue are the traditional $1 \times 2pt$ of galaxies (the full-shape power spectrum, using only density tracers); green is using only velocity tracers (with SNe). Only in the last panel, and only 1 and 2$\sigma$: cyan are the current CMB constraints (from Mantz et al. 2015) and dark green the combination of CMB and $6 \times 2pt$. The FoM of $6 \times 2pt$ is 38% (125%) higher than $3 \times 2pt$ ($1 \times 2pt$ of galaxies).

Figure 2. Same as Figure 1 for the Aggressive case (which has larger area and SN completeness – see Table 1). The lower relative information from velocities at higher redshifts result in more modest gains for the $3 \times 2pt$ when compared with the ($1 \times 2pt$) full-shape power spectrum constrains. The FoM of $6 \times 2pt$ is 28% (145%) higher than $3 \times 2pt$ ($1 \times 2pt$ of galaxies).

constraints using all redshifts. The $3 \times 2pt$ and $6 \times 2pt$ approaches yield almost identical results, but both show small gains in $\Omega_{m0}$, $\Omega_{k0}$ and $h$. The density parameters $\Omega_{k0}$ and $\Omega_{m0}$ show some correlation among themselves but all three background parameters have little correlation with $\sigma_8$ and $\gamma$.

The final, fully marginalized forecast uncertainties in each parameter is shown in Table 3. In this table we focus on the $6 \times 2pt$ results and explore different cases: (i) in which flatness is assumed; (ii) in which different values of $k_{\text{max}}$ are used; (iii) in which the AP corrections are neglected. With the default assumptions we see in the Conservative case that $\sigma_8$ and $\gamma$ are constrained to within 12% and 35% respectively, and that the Hubble constant can be measured with 5% uncertainty. We also show CMB constraints and the joint $6 \times 2pt + CMB$ results. As can be seen, the separate constraints are somewhat comparable, but the joint constraints offer a huge improvement due to the orthogonality of the degeneracies. The combined Conservative + CMB results yield improvements of factors of 5 in each cosmological parameters compared to CMB alone. This allows for instance final 0.4% constraints on curvature, a tighter constraint than even Planck data including CMB lensing. We note however that the CMB results are in fact an approximation: the constraints on the parameters $\{\Omega_{m0}, \Omega_{k0}, h\}$ are those obtained from the marginalized Planck 2018 TTTEEE chains (Planck Collaboration VI 2020) including curvature, while those in the parameters $\{\sigma_8, \gamma\}$ are derived from the chains computed by Mantz et al. (2015) assuming flatness and using a modified version of CosmoMC.
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\[ \frac{n_s}{\sigma} = 10 \]
\[ \frac{b_s}{D_A(z)} = \frac{1}{1.0} \]
| \( n_s \) | \( \frac{b_s}{D_A(z)} \) | \( \sigma \) | \( \gamma \) | \( h \) | \( \Omega_{m0} \) | \( \Omega_{k0} \) |
|------|------|---|---|---|---|---|
| Conservative | 0.10 | 0.19 | 0.037 | 0.015 | 0.24 |
| Conservative \( [3 \times 2pt] \) | 0.13 | 0.22 | 0.038 | 0.015 | 0.25 |
| Conservative \( [no \ AP] \) | 0.11 | 0.20 | 0.070 | 0.019 | 0.36 |
| Conservative \( [flat] \) | 0.10 | 0.19 | 0.028 | 0.014 | - |
| Conserv. \[ k_{max} = 0.05 \] | 0.15 | 0.28 | 0.12 | 0.031 | 0.39 |
| Conserv. \[ k_{max} = 0.15 \] | 0.091 | 0.16 | 0.019 | 0.010 | 0.19 |
| Aggressive | 0.036 | 0.067 | 0.013 | 0.0047 | 0.074 |
| Aggressive \( [3 \times 2pt] \) | 0.043 | 0.073 | 0.013 | 0.0048 | 0.079 |
| Aggressive \( [flat] \) | 0.034 | 0.066 | 0.0085 | 0.0044 | - |
| CMB \( [\gamma] \) | 0.18 | 0.34 | 0.037 | 0.064 | 0.017 |
| Conservative + CMB | 0.022 | 0.058 | 0.0073 | 0.010 | 0.0037 |
| Aggressive + CMB | 0.013 | 0.032 | 0.0045 | 0.0036 | 0.0028 |

Table 2. Figure of merit (FoM) in the \( \sigma_b \times \gamma \) plane marginalizing
over all other variables and nuisance parameters for the different forecast
assumptions. As can be seen, there is little extra information for
\[ n_s > 10n_s \]. Precision in the \( 6 \times 2pt \) approach also
approaches the one of \( 3 \times 2pt \) when \( b_s \) gets closer to \( b_s \).

Figure 3. Similar to Figures 1 and 2 for the constraints on \( \Omega_{k0} \) vs.
\( \Omega_{m0} \) and on \( h \) vs. \( \Omega_{m0} \), considering all redshift bins together. The
left (right) panels depict the Conservative (Aggressive) forecasts.

(Rapetti et al. 2009). Since the chains have non-Gaussian
posteriors (for \( \gamma \) it is even multimodal), for simplicity we
quote the standard deviation of the posteriors instead of the
exact asymmetric uncertainties. A full Planck 2018 analysis
including \( \gamma \) and \( \Omega_{k0} \) is not available to our knowledge. In
Appendix C we comment further on these CMB constraints.

Neglecting AP (both the \( \Upsilon \) term and the \( k \) and \( \mu \) corrections)
can bias the cosmological results, but it is not straightforward
to estimate this bias with a FM methodology. In fact, the
methodology for estimating systematic shifts in parameters proposed by
Huterer & Takada (2005) and Amara & Refregier (2008) relies on bias shifts in the covariance matrix
C of Eq. (18), but we assume throughout that the reference
cosmology is also the best-fit cosmology, and thus both including
or not AP, C remains unchanged. In other words, the
systematic effect of neglecting AP is proportional to the
difference between the reference and true cosmologies, which is
not a straightforward quantity to estimate a priori. However, we
clearly notice a slight increase in the uncertainties of \( \sigma_b \)
and \( \gamma \) (around 5\%), of both \( \Omega_{m0} \) and \( \Omega_{k0} \) (around 30\%) and,
most of all, \( h \) (90\%). These results show the importance of
fully taking the AP effect into account, and how it at the
same time contains extra information but is also partially
degenerate with the RSD, thus introducing confounding factors.

As expected, the assumed value of \( k_{max} \) plays an important
role on the forecasts. We first note that in principle at
higher redshifts one is expected to rely on slightly higher
\( k_{max} \) than at low redshift. Here instead we simply assume
a constant value of \( 0.1h/Mpc \) (unless otherwise stated). Assuming flatness leads to better precision in \( \gamma \)
and \( h \), but has almost no effect on the constraints on \( \sigma_b \) and \( \Omega_{m0} \). Ignoring the AP corrections ("no AP" row) leads to slightly incorrect
constraints especially in the background parameters (and to biases
in the case of real data). We also show results for \( k_{max} = 0.05 \) and
0.15 \( h/Mpc \). CMB constraints are an approximation of Planck results [see text].

Finally, on Figure 4 we plot the forecast PDFs on the different
bias parameters, which are left free to vary in each redshift
bin. The \( 6 \times 2pt \) method is able to independently measure all bias parameters with better precision than \( 3 \times 2pt \) and \( 1 \times 2pt \) methods. This makes the \( 6 \times 2pt \) approach much more robust
as it is less sensitive to bias modeling. The \( 6 \times 2pt \) relative
uncertainties in all bias parameters are around 15\% (5\%) for
the Conservative (Aggressive) surveys, with little variation in
redshift. For comparison, the $1 \times 2pt$ constraints in $b_g$ instead are around 21% (7%) for the Conservative (Aggressive) cases.

5 RESULTS FOR $H(z)/H_0$ IN THE MODEL-INDEPENDENT APPROACH

In the model-independent approach we do not assume any parametrization. The cosmological quantities are therefore left free to vary in each $z, k$ bin (taken to be the same as in Sect. 3). We focus on the forecasts for $H(z)/H_0$.

The only methodological difference with respect to previous work, is that in Amendola & Quartin (2021) we transformed $k$ and $\mu$ but not $\sigma_{v,g,s}$. However, to transform a velocity into a distance one needs to use a model for $H(z)$: $\Delta r = \Delta z / H(z)$. Therefore the transformation law should actually be $k \mu \sigma \rightarrow k \mu \sigma _H / H = k \mu / H \mu _D / D$, and therefore be independent of $H(z)/H$. Beside this, the approach is the same as in Amendola & Quartin (2021), to which we refer for more details. As in that paper, we assume that the luminosity distance of the supernovae can be estimated to high precision so we can neglect this uncertainty with respect to the one we find for $H(z)/H_0$. For this assumption to hold it is sufficient to assume $D_L$ to be a smooth function of $z$.

In this section we adopt the Aggressive case of Table 1, with the same specifications discussed earlier, except when otherwise indicated. In particular, when varying $r = n_g/n_s$, we keep $n_s$ fixed and vary $n_g$.

5.1 Dependence on the prior for $\sigma_{v,g,s}$

We begin the analysis by showing how the constraints on $H(z)/H_0$ depend on the standard deviation of the Gaussian prior on the non-linear smoothing $\sigma_{v,g,s}$ (see Figure 5). The constraints improve by roughly only 30% when tightening the prior from a relative standard deviation of 100% to 20%. Since the trend is very weak, we choose a conservative prior of 50%.

5.2 Dependence on $n_g/n_s$

We now show how the constraints on $H$ depend on $r = n_g/n_s$. Since we are interested in exploring the dependence on various assumptions, we begin by assuming equal bias for galaxies and supernovae, $\beta_g = \beta_s$, with $\beta_g$ given in Sect. 3. For simplicity, we present the relative marginalized errors on $H$ only for a redshift bin at $z = 0.45$, but the general trends, and the relative advantage of the $6 \times 2pt$ method with respect to the old CSC method, are very much the same for all redshift bins. As already mentioned, when $r \rightarrow 0$ one recovers the $3 \times 2pt$ CSC method of Amendola & Quartin (2021). As we see in Figure 6, the gain on the relative $H$ error saturates for $r > 10$. For such values, the relative error decreases by 13% with respect to $r \rightarrow 0$. Clearly, for very large $r$, the clustering of the standard candles themselves does not add much in terms of strengthening the constraints, and one could have gotten similar results by a $3 \times 2pt$ method involving only $\delta$ and $v_s$, without the use of $\delta$. However, this conclusion depends also on the choice of $\beta_g$ and $\beta_s$. If we assume $b_s$ to be half or double $b_g$, then the inclusion of $\delta$ can actually improve significantly the constraints, as one can see in Figure 6, up to 33%. This is in fact expected since the multiple tracer...
method is more effective the more different the tracers’ biases are. We discuss this effect more in detail next.

5.3 Dependence on $b_g$ and $b_s$

In this subsection we fix $b_g$ as for the fiducial of Sect. 3 and vary $b_s$, assuming it to be a fixed fraction of $b_g$ (from now on we put $r = 10$). In Figure 7 we show the improvement in the $6 \times 2$pt method when the galaxy and supernovae biases differ (orange bars). As expected, the maximum constraint occur for widely different biases. In particular, for a 50% prior on $\sigma_{v_g,s}$, we see that the relative error $\Delta H/H$ goes from 4.6% for equal biases, to 2.8% when the galaxy bias is twice the supernova one. The weakest constraint occurs, as expected, for equal biases (the $6 \times 2$pt appears slightly better simply because in the $3 \times 2$pt case we discard the supernova clustering, which however only contributes by 10% to the total density; the same occurs in Figure 8). The $6 \times 2$pt method clearly improves with respect to the $3 \times 2$ $g$–$s$ (blue bars) when the biases are different.

5.4 Comparison among different methods

In Figure 8 we show the advantages of the $6 \times 2$pt method with respect to various alternatives. The total gain of information for a particular physical quantity when employing a given method A over a method B can be quantified by a figure-of-merit obtained by multiplying the error gains, i.e.

$$\prod_i \left( \frac{\text{error of method A}}{\text{error of method B}} \right)_i ,$$

at every individual redshift shell, where the error here is the uncertainty on $H(z)/H_0$ after marginalizing over all the other quantities. We find that the $6 \times 2$pt method produces a total gain with respect to the $3 \times 2$ $s$–$s$ of 2.7 if $b_g/b_s = 1$. The gain of the $6 \times 2$pt method with respect to the $3 \times 2$ $g$–$s$, on the other hand, is small because we are taking a large $r = 10$ and therefore the clustering of supernovae gives a subdominant contribution, with a marginal total gain of 1.14. If $b_g/b_s$, however, is taken to be 2, then the gain is much larger, around 30 with respect to $3 \times 2$ $s$–$s$ and 13 with respect to $3 \times 2$ $g$–$s$.

In Table 4, we list the expected relative uncertainty $\Delta H/H$ for the Aggressive and Conservative cases, with the $6 \times 2$ and the $3 \times 2$ $g$–$s$ methods\(^6\) (now the galaxy and supernovae biases are as in Sect. 3). The total gain of the $6 \times 2$ over the $3 \times 2$ $g$–$s$ is 2.8 for the Aggressive case, but just 1.18 for the Conservative one.

Finally, we estimate that the $6 \times 2$pt method improves the constraints on $H(z)/H_0$ with respect to the use of the galaxy survey alone (the “only $g$” case) by factors of 4 to 1.7 depending on the $z$-bin, with a remarkable overall gain of roughly 270. This gain depends on the number and size of $z$-bins and on our assumptions that the $z$-bins are independent. If we subdivide the survey into larger bins, the uncertainty decreases but our knowledge of $H(z)$ becomes coarser in $z$-space, and vice versa for smaller bins. At the same time, the relative gain decreases (increases) for larger (smaller) bins, because effective we have less (more) free parameters. For instance, compressing the data into four bins instead of seven, we find a gain of 15 instead of 270.

\(^6\) For the $3 \times 2$ $g$–$s$ methods, $\beta_s$ is completely degenerate with $P$ and it must therefore be absorbed into its definition.
5.5 Constraints on $P(k, z)$ and $\beta(k, z)$

We can also obtain constraints on the other parameters, for instance $P(k, z)$ and $\beta_{g, s}(k, z)$. However it would be very cumbersome and perhaps uninteresting to provide tables for every value of $k$ and $z$, so we select in Table 5 just a few representative cases for the Aggressive survey. The smoothing parameters $\sigma_{g, x, s}$, as expected, are only weakly constrained: their uncertainties are 28%, 36%, 36%, respectively. Similar values have been obtained with the model dependent approach.

| $z_{\text{bin}}$ | $\Delta P/P$ (%) | $\Delta \beta_{g}/\beta_{s}$ (%) | $\Delta \beta_{g}/\beta_{s}$ (%) |
|------------------|------------------|------------------|------------------|
| 0.25             | 7.7              | 11               | 22               |
| 0.45             | 5.8              | 8.6              | 19               |
| 0.65             | 4.7              | 7.4              | 18               |

Table 5. Relative errors for $P(k, z)$ and $\beta_{g, s}(k, z)$ at some selected values of $k$ and $z$ for the Aggressive survey. $k$-values are in $h$/Mpc units.

6 Discussion

This work shows that the $6 \times 2pt$ method enhances the amount of information that can be extracted from the linear regime by combining galaxy clustering with SN clustering and velocities. In particular, it considerably improves upon the standard $(1 \times 2pt)$ approach that employs only galaxy clustering. The $6 \times 2pt$ method can be understood as the combination of the multiple tracer and the standard candle clustering techniques. Since typical surveys include many more galaxies than standard candles, the gain with respect to a $3 \times 2pt$ method that involves galaxies and standard candle velocities is limited to around 30% in the $\sigma_{s}$, $\gamma$ FoM. This gain increases the more the galaxy and standard candle biases are different.

Since the peculiar velocity auto power spectrum and the density-velocity cross power spectrum have different bias dependencies, a precise measurement of many bias nuisance parameters becomes possible. Even allowing one free bias parameter in each $\Delta z = 0.1$ redshift bin we could measure them jointly with the cosmological parameters and achieve a relative uncertainty in each bin of only 15% (5%) in the Conservative (Aggressive) forecasts for the galaxy biases. This also illustrates the fact that a $6 \times 2pt$ analysis in not only more precise but also more robust to uncertainties in the bias modeling.

Both the $3 \times 2pt$ and $6 \times 2pt$ constraints on the growth of structure are very complementary to that from the CMB. The almost perfect orthogonality of the degeneracy directions means that even in our Conservative case the combined $6 \times 2pt +$ CMB results are able to yield improvements on those of the CMB by factors of around 5 in each of our cosmological parameters, to wit $\{\sigma_{8}, \gamma, h, \Omega_{m0}, \Omega_{\Lambda0}\}$. The Aggressive case combined improvements instead are between 8 and 9 for $\sigma_{8}$, $\gamma$ and $h$.

We also explored and upgraded the model-independent approach first presented in Amendola & Quartin (2021), in which no assumptions concerning the cosmological model or the bias are needed (while of course still assuming that a linear expansion over a homogeneous and isotropic background is an adequate description of reality). Here too we find important gains. In particular, we have shown that $H(z)/H_0$ can be measured down to 3–4% for $0.3 \leq z \leq 0.7$, to be compared to 4–5% for $3 \times 2pt$ and 6–8% when employing only galaxy clustering in the same regime.

We have so far assumed global (i.e. redshift independent) non-linear RSD smoothing factors $\sigma_{g}$, $\sigma_{s}$, and $\sigma_{v}$. If we instead allow them to vary freely in each redshift bin as we already allow for the bias parameters (keeping the same 50% priors), we find that the Conservative forecasts remain essentially unchanged in both model-dependent and independent approaches. For the Aggressive survey in the model-dependent $6 \times 2pt$ ($3 \times 2pt$), we get 14% (20%) larger uncertainties for $\gamma$ and 4% smaller (1% larger) for $\sigma_{s}$ and 2% (3%) larger for all $b_{g}$ parameters. For the $\{\Omega_{m0}, \Omega_{\Lambda0}, h\}$ and for the $b_{s}$ parameters we get similar uncertainties. This means that the advantages of $6 \times 2pt$ over $3 \times 2pt$ are even slightly larger in this case. In the model-independent case $6 \times 2pt$ we get on average a 14% deterioration in precision in $\Delta H/H$, spanning from 1% at $z = 0.05$ to a bit over 20% for $z \geq 0.4$.

In this work we have neglected the effect of redshift errors, which are a crucial aspect of photometric redshift surveys. To compensate for this, we assume a modest number of observed galaxies. We leave an exploration of the regressions involved by adding this source of error, and its possible mitigation by either having a higher number density of galaxies, or by being able to reach higher values of $k_{\text{max}}$, for future studies.

The $6 \times 2pt$ method might be expanded in a straightforward manner in various directions. First, one should include shear lensing, therefore building a $10 \times 2pt$ correlation matrix. Secondly, one can include other standard candles, in particular gravitational waves. Third, there is the intriguing possibility of measuring the spatial curvature in a model-independent way. These topics will be addressed in forthcoming works.
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APPENDIX A: LIST OF DERIVATIVES

Here we show all the different relevant derivatives that appear in the model-dependent case due to the Alcock-Paczynski terms. All derivatives are naturally taken around the reference cosmology, which simplify the equations. These equations are similar to the ones found in Samushia et al. (2011). As usual, we define $E(z) \equiv H(z)/H_0$ and $H_0 = 100h$ km/s/Mpc.

\[ \frac{\partial \ln \gamma}{\partial \Omega_{m0}} = F_3(z) - 2C_3(z), \quad \text{(A1)} \]
\[ \frac{\partial P_{mn}(k)}{\partial \Omega_{m0}} = \frac{\partial P_{mn}(k)}{\partial \Omega_{m0}} + \frac{\partial P_{mn}(k)}{\partial \ln k}, \quad \text{(A2)} \]
\[ \frac{\partial \ln k}{\partial \Omega_{m0}} = \mu^2 F_2(z) + (\mu^2 - 1) C_2(z), \quad \text{(A3)} \]
\[ \frac{\partial \mu}{\partial \Omega_{m0}} = \mu(1 - \mu^2)(F_2(z) + C_2(z)), \quad \text{(A4)} \]
\[ \frac{\partial \ln \gamma}{\partial \Omega_{m0}} = 3, \quad \text{(A5)} \]
\[ \frac{\partial P_{mn}(k)}{\partial \Omega_{k0}} = \frac{\partial P_{mn}(k)}{\partial \Omega_{k0}} + \frac{\partial P_{mn}(k)}{\partial \ln k}, \quad \text{(A6)} \]
\[ \frac{\partial \ln k}{\partial \Omega_{k0}} = \mu^2 F_2(z) + (\mu^2 - 1) C_2(z), \quad \text{(A7)} \]
\[ \frac{\partial \mu}{\partial \Omega_{k0}} = \mu(1 - \mu^2)(F_2(z) + C_2(z)), \quad \text{(A8)} \]
\[ \frac{\partial \ln \gamma}{\partial h} = \frac{3}{h}, \quad \text{(A9)} \]
\[ \frac{\partial P_{mn}(k)}{\partial h} = \frac{\partial P_{mn}(k)}{\partial h} + \frac{\partial P_{mn}(k)}{\partial \ln k}, \quad \text{(A10)} \]
\[ \frac{\partial \ln k}{\partial h} = \frac{\partial \ln k}{\partial h} = 0, \quad \text{(A11)} \]
\[ \frac{\partial \ln h}{\partial h} = \frac{1}{h}, \quad \text{(A12)} \]
\[ F_n(z) \equiv \left(1 + z\right)^n - 1 \quad 2E^2(z), \quad \text{(A13)} \]
\[ C_3(z) \equiv -\frac{\int dz' \frac{F_3(z')}{E(z')}}{\int dz' \frac{1}{E(z')}} \quad \text{(A14)} \]
\[ C_2(z) \equiv -\frac{\int dz' \frac{F_2(z')}{E(z')}}{\int dz' \frac{1}{E(z')}} + 1 \left[\int dz' \frac{1}{E(z')}\right]^2. \quad \text{(A15)} \]

The partial derivatives with respect to the background cosmology parameters ($\Omega_{m0}$, $\Omega_{k0}$ and $h$) are all taken at fixed $\sigma_8$ values. This is done in order to keep all parameters independent in our FM analysis, but requires varying the amplitude $A_s$ when any one of these parameters change in order to keep $\sigma_8$ fixed. Note that this means that in this case the overall effect of $h$ in $P_{mn}$ becomes less intuitive (Sanchez 2020).

The derivatives which depend on the shape of the power spectrum were computed in practice by running CAMB at slightly higher and lower parameter values (compared to the fiducial ones) and computing finite differences.

APPENDIX B: THE CROSS-SPECTRUM NOISE TERM

The Fourier transform of a discrete set with density $n_0 = N/V$ is

\[ \delta_k = \frac{1}{V} \int \delta(x) e^{ikx} d^3x \quad \text{(B1)} \]
\[ = \frac{1}{V} \int \sum_i \delta\delta(x-x_i) e^{ikx} d^3x \quad \text{(B2)} \]
\[ = \frac{1}{V} \sum_i \frac{1}{N_0} e^{ikx_i} = \frac{1}{N} e^{ikx_i}, \quad \text{(B3)} \]

where $\delta\delta$ is Dirac’s delta. The power spectrum is usually defined with an overall volume factor, so

\[ P = V \delta_k \delta_k \quad \text{(B4)} \]
\[ = \frac{V}{N^2} \sum_{i,j} e^{ik(x_i-x_j)}. \quad \text{(B5)} \]

If we have two populations (subscripts 1, 2) in the same volume, with partial or total overlap, then

\[ P_{12} = \sum_i \frac{1}{N_1} e^{ikx_i} \sum_j \frac{1}{N_2} e^{ikx_j} = \frac{V}{N_1 N_2} \sum_{i,j} e^{ik(x_i-x_j)} \quad \text{(B6)} \]
\[ = \frac{V}{N_1 N_2} \sum_{i \neq j} e^{ik(x_i-x_j)} + \frac{V}{N_1 N_2} \sum_{i=j} 1 \quad \text{(B7)} \]
\[ = \frac{V}{N_1 N_2} \sum_{i \neq j} e^{ik(x_i-x_j)} + \frac{V}{N_1 N_2} N_{12} \quad \text{(B8)} \]

where $N_{12}$ is the number of points that are both of type 1 and type 2. The last term is the mixed shot-noise that appears in Eq. (9):

\[ P_{\text{shot}} = \frac{V}{N_1 N_2} N_{12} = \frac{V^2}{N_1 N_2} \frac{N_{12}}{n_{12}} = \frac{n_{12}}{n_{11} n_{22}}. \quad \text{(B9)} \]

APPENDIX C: COMBINING 6 × 2pt AND CMB CONSTRAINTS

Mantz et al. (2015) used Planck 2013 temperature data together with WMAP polarization and ACT and SPT data to find constraints on $\sigma_8$ and $\gamma$ assuming a flat $\Lambda$CDM background. These CMB constraints on $\gamma$ come mostly from the ISW effect. In order to combine these constraints with those from the $6 \times 2$pt method, we multiplied both posteriors in principle marginalization should instead be performed after the multiplication, but the available CMB results do not include curvature, and the correlation between $\{\Omega_{m0}, h\}$ and $\sigma_8, \gamma$ is small. In fact, we tested explicitly that multiplying first and subsequently marginalizing over either $\Omega_{m0}$ or $h$ did not change the contours in $\sigma_8, \gamma$.

Since the Mantz et al. (2015) CMB results for $\gamma$ do not include curvature, they greatly underestimate the uncertainties in $\Omega_{m0}$ and $h$ for the curved case (by over a factor of 3 in each). Thus in order to better compare with the $6 \times 2$pt forecasts in Table 3 (and only for this Table) we combined the above Planck 2013 + WMAP polarization covariance on $\{\sigma_8, \gamma\}$ with Planck 2018 TTTEEE covariance matrix (without lensing) for the curved $\Lambda$CDM case on the variables
\{h, \Omega_m, \Omega_k\} assuming as an approximation zero correlation between these variables. Assuming flatness the CMB chains confirm this is a good approximation. Planck 2018 TTTEEE constraints on the full \{\sigma_8, \gamma, h, \Omega_m, \Omega_k\} parameter set would allow to test if the correlations with \Omega_k are also approximately zero, but we are not aware of such an analysis in the current literature.

Adding CMB lensing improves the precision in \Omega_m and \hbar by a factor of around 2.5 and 1.5, respectively, but since we are also not taking into account lensing in our \(6 \times 2\)pt forecasts, we consider the CMB results without lensing a better benchmark for comparison.

Finally, we also derived a Gaussian approximation to these real data CMB constraints which are a very good fit for \(\sigma_8 < 1.1\) and \(\gamma > 0\). This allows to compute a CMB FM and use all the FM tools directly also when combining results with the CMB, which might be useful to quickly compute further joint CMB constraints. The CMB FM in \{\sigma_8, \gamma\} is given by

\[
F_{\text{CMB}} = \begin{pmatrix} 5341 & 1921 \\ 1921 & 705 \end{pmatrix},
\]

and the bestfit is \(\{\sigma_8, \gamma\} = \{0.92, 0.33\}\). Figure C1 illustrates the full CMB constraints and our Gaussian approximation. The range of values in which the CMB posterior is well approximated by its FM contours is the one relevant when combining it with the \(6 \times 2\)pt results. Using either this Gaussian approximation or the full chains when combining with \(6 \times 2\)pt yielded almost indistinguishable results.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure_c1}
\caption{CMB real data constraints on \{\sigma_8, \gamma\} and simple Gaussian approximation in the region of interest.}
\end{figure}