Abstract

While commercial mid-air gesture recognition systems have existed for at least a decade, they have not become a widespread method of interacting with machines. This is primarily due to the fact that these systems require rigid, dramatic gestures to be performed for accurate recognition that can be fatiguing and unnatural. The global pandemic has seen a resurgence of interest in touchless interfaces, so new methods that allow for natural mid-air gestural interactions are even more important. To address the limitations of recognition systems, we propose a neuromorphic gesture analysis system which naturally declutters the background and analyzes gestures at high temporal resolution. Our novel model consists of an event-based guided Variational Autoencoder (VAE) which encodes event-based data sensed by a Dynamic Vision Sensor (DVS) into a latent space representation suitable to analyze and compute the similarity of mid-air gesture data. Our results show that the features learned by the VAE provides a similarity measure capable of clustering and pseudo labeling of new gestures. Furthermore, we argue that the resulting event-based encoder and pseudo-labeling system are suitable for implementation in neuromorphic hardware for online adaptation and learning of natural mid-air gestures.

1. Introduction

Computers that can interact with users through touch and spoken language have become ubiquitous. However, people also communicate a great deal of information through body language and mid-air gestures, which are often closely coupled with speech [13]. This mode of interaction is beneficial in a variety of human computer interaction applications because it is natural, touchless, and efficient. For example, mid-air gestures can be used to interact with car infotainment systems, making interaction safer by eliminating the need for drivers to look at a touch interface instead of the road while driving [51] [32]. Mid-air gesture interaction can also be beneficial in high traffic public areas, reducing the need for touch based systems which can transmit pathogens from person to person. Additionally, interactive systems that leverage mid-air gestures are more accessible for people with hearing or speech impairments than other touchless alternatives, such as voice [5].

Despite numerous potential applications and recent progress in sensors capable of detecting mid-air gestures [29] [54] [23] [48], accurate recognition of mid-air gestures remains a challenge. Changing backgrounds and lighting conditions and wide variation in how users perform the same gesture are just a few of the reasons that accurate recognition in real-world environments is difficult. As a result, existing mid-air gesture recognition systems constrain users to performing predefined, rigid gestures and require large data sets to train. But this approach results in reduced accuracy in real-world settings because people have diffi-
Neuromorphic Dynamic Vision Sensors (DVS) inspired by the biological retina are particularly well suited to this task \[7\], because they can capture temporal, pixel-wise intensity changes as a sparse stream of binary events, potentially enabling efficient learning at the edge \[13\]. This method of visual sensing has key advantages over traditional RGB cameras, such as faster response times, better temporal resolution, and invariance to static image features like lighting and background. However, effectively processing DVS event streams remains an open challenge. Unlike conventional frame-based cameras, events are asynchronous and spatially sparse, making it impossible to directly apply conventional vision algorithms \[16\] \[15\].

Spiking Neural Networks (SNNs) can efficiently process and learn from event-based data while taking advantage of spatio-temporal information \[35\]. SNN models are inspired by the biological cortex and can be used for hierarchical feature extraction from the precise timing of events through event-by-event processing \[18\]. Recent work demonstrated how SNNs can be trained end-to-end using gradient backpropagation in time and standard autodifferentiation tools, making the integration of SNNs possible as part of modern machine learning and deep learning methods \[53\] \[6\] \[39\].

Here, we take advantage of this capability by incorporating a convolutional SNN into a Variational Autoencoder (VAE) to encode spatio-temporal streams of events recorded by the DVS (figure 1). The goal of the VAE is to embed the streams of DVS events into a latent space which facilitates the evaluation of gesture similarity. In order to best use the underlying hardware, we implement a hybrid VAE algorithm to process the DVS data, where the encoder is SNN-based and the decoder is based on a conventional convolutional network. As some labelled data is included in the used dataset, we leverage a guided, supervised VAE to further disentangle the factors that account for gesture variation.

Our Hybrid Guided-VAE encodes the gesture data in a way that allows us to automatically measure and analyze the similarity of gestures, cluster similar gestures, and assign pseudo-labels to novel gestures. The key contributions of this work are:

1. End-to-end trainable event-based SNNs for processing neuromorphic sensor data event-by-event and embedding them in a latent space.

2. A Hybrid Guided-VAE that encodes event-based camera input and generates a latent space representation of the data that analyzes and calculates gesture similarity for clustering and pseudo-labeling.

The ability to measure gesture similarity from DVS data is a key feature to enable mid-air gesture recognition systems that are less rigid and more natural because they can adapt to each user.

2. Related Work

2.1. Measuring Gesture Similarity

Mid-air gesture datasets are obtained through gesture elicitation studies. The goal of gesture elicitation studies is to collect user-defined gestures and then group similar gestures together to determine the gestural language for an application. One way the language is determined is by clustering gestures together based on a set of criteria \[11\] \[27\]. Examples of criteria used include but are not limited to which body part is used, body part trajectory, and body pose. For accuracy, humans typically observe which gestures are similar and cluster them. The goal of clustering the gestures and finding an agreement, or similarity measure is twofold: (1) the humans clustering the data provide labels for the data and explanations as to why they labeled a gesture a certain way based on the clustering criteria; and (2) the type of gesture most frequently used for a particular interaction can be identified.

There are several issues with current clustering methods. The clustering criteria used to evaluate which gestures are similar are chosen subjectively by researchers and therefore vary from study to study \[9\] \[10\] \[40\] \[44\]. Using subjective criteria contrasts with the goal of gesture elicitation studies, which is to find an objective consensus among the elicited gestures. The class labels given to the mid-air gestures are also subjective and can vary across cultures. After clustering, a similarity score is calculated, with researchers continuously refining the appropriate similarity score to use \[50\] \[46\] \[43\] \[45\] \[52\]. Additionally, because human labelers are needed, the process is tedious and expensive, which is why researchers are turning to crowdsourcing to reduce the time taken to cluster gesture data \[1\] \[2\].

To circumvent these issues, our work seeks to automate the process of computing gesture similarity from data for clustering. With recent advances in deep learning, the process of class labeling for image classification and object recognition tasks can be automated \[4\] or semi-automated \[38\]. Because mid-air gesture data can be collected in the form of images or video, deep learning can be used for automatic gesture class labeling by learning a similarity measure between the gestures. However, it is still a challenging problem because salient image features may be missing in a scene or can be mistaken as part of the background. Additionally, mid-air gestures are dynamic movements, so spatio-temporal information (i.e. video) processing is necessary for accurate recognition, which can be computation-
ally expensive. Here, we automate the process of clustering mid-air gestures for labeling using spatio-temporal event-based data streamed from a DVS. To automatically and objectively measure the similarity of gestures between and across classes for clustering and automatic labeling, we build a novel hybrid VAE model that can take advantage of the DVS’ temporal resolution and robustness while being end-to-end trainable using gradient descent on a variational objective.

2.2. Variational Autoencoders

VAEs are a type of generative model which deal with models of distributions \( p(x) \), defined over data points \( x \in X \) \[24\]. A VAE commonly consists of two networks, 1) an encoder (Enc) that encodes the captured dependencies of a data sample \( x \) into a latent representation \( z \); and 2) a decoder (Dec) that decodes the latent representation back to the data space making a reconstruction \( \hat{x} \). Using Gaussian assumptions for the latent space:

\[
\begin{align*}
Enc(x) &= q(z|x) = N(z|\mu(x), \Sigma(x)) \quad (1) \\
\hat{x} &\approx Dec(z) = p(x|z), \quad (2)
\end{align*}
\]

where \( q \) is the encoding probability model into latent states \( z \) that are likely to produce \( x \), and \( p \) is the decoding probability model conditioned \( z \). The functions \( \mu(x) \) and \( \Sigma(x) \) are deterministic functions whose parameters can be trained through gradient-based optimization.

Using a variational approach, the VAE loss consists of the sum of two terms resulting from the variational lower bound:

\[
\log p(x) \geq \mathbb{E}_{z \sim q} \log p(x|z) - D_{KL}(q(z|x)||p(z)). \quad (3)
\]

The first term is the expected log likelihood of the reconstructed data computed using samples of the latent space, and the second term acts as a prior, where \( D_{KL} \) is the Kullback-Leibler divergence. The VAE loss is thus formulated to maximize the variational lower bound by maximizing \(-\mathcal{L}_{\text{prior}}\) and \(\mathcal{L}_{\mathbb{I}}\). VAE’s latent space captures salient information for representing the data \( X \), and thus similarities in the data \[20\].

2.3. Disentangling Variational Autoencoders

VAEs do not necessarily disentangle all the factors of variation, which can make the latent space difficult to interpret and use. Several approaches have been developed to improve the disentangling of the latent representation, such as Beta VAE \[20\] and Total Correlation VAE \[8\]. Because existing gesture datasets are often already labeled by user, lighting condition and gesture class, it would be most advantageous to exploit these labels to guide the training of the VAE. For this reason, we employ a Guided-VAE, which has been developed specifically to disentangle the latent space representation of key features in a supervised fashion \[12\]. We describe here the supervised Guided-VAE algorithm, which is the basis of our hybrid model described in the next section.

To learn a disentangled representation, a supervised Guided-VAE trains latent variables to encode existing ground-truth labels while making the rest of the latent variables uncorrelated with that label. The supervised Guided-VAE model targets the generic generative modeling task by using an adversarial excitation and inhibition formulation. This is achieved by minimizing the discriminative loss for the desired latent variable while maximizing the minimal classification error for the rest of the latent variables. For \( N \) training data samples \( X = (x_1, \ldots, x_N) \) and \( M \) features with ground-truth labels, let \( z = (z_1, \ldots, z_m, \ldots, z_M) \oplus z_{\setminus m} \) where the \( z_m \) define the “guided” latent variable capturing feature \( m \), and \( z_{\setminus m} \) represents the rest of the latent variables. Let \( y_m(x_n) \) be a one-hot vector representing the ground-truth label for the \( m \)-th feature of sample \( x_n \). For
each feature \( m \), the excitation and inhibition losses are defined as follows:

\[
\mathcal{L}_{E,xc}(z_m, m) = \max_{c_m} \left( \sum_{n=1}^{N} \mathbb{E}_{q(z_{m|x_n})} \log p_{c_m}(y = y_m(x_n) | z_m) \right)
\]

\[
\mathcal{L}_{I,th}(z, m) = \max_{k_m} \left( \sum_{n=1}^{N} \mathbb{E}_{q(z_{m|x_n})} \log p_{k_m}(y = y_m(x_n) | z_m) \right)
\]

where \( c_m \) is a classifier making a prediction on the \( m \)-th feature in the guided space and \( k_m \) is a classifier making a prediction over \( m \) in the unguided space \( z_{\neg m} \). By training these classifiers adversarially with the encoder part of the VAE, the encoder learns to disentangle the latent representation, with \( z_{m} \) representing the target features and \( z_{\neg m} \) representing any features other than the target features.

3. Methods

3.1. Dynamic Vision Sensors and Preprocessing

Dynamic Vision Sensors (DVS) are a type of event-based sensor that record event streams at a high temporal resolution and are compatible with SNNs [31]. Inspired by the human retina, DVS sensors detect events – or brightness changes – on a logarithmic scale with a user-tunable threshold, instead of RGB pixels like typical cameras. An event consists of the \( x \), \( y \) location, timestamp \( t \), and the polarity \( p \in \{\text{OFF, ON}\} \) representing direction of the intensity change. The DVS event stream is denoted \( S^t_{DVS,x,y,p} \in \{0, 1\} \), where 1 indicates the presence of a spike at space-time coordinates \((x, y, p, t)\).

Mapping DVS events to Network Inputs: Recorded DVS events are streamed to a Hybrid Guided-VAE network implemented on a GPU (network dynamics described in the following section). At each time bin, the number of DVS events of each coordinate \((x, y, p)\) are mapped onto two 2D channels of a convolutional layer, one for each polarity. With the selected time bin, most pixels take value zero, and very few take values larger than two. Note that time is not represented as a separate dimension in the convolutional layer, but through the dynamics of the SNN.

Mapping DVS events to VAE Targets: Time surfaces (TS) are widely used to preprocess event-based spatio-temporal features [25]. TS can be constructed by convolving an exponential decay kernel through time in the event stream as follows:

\[
TS^t_{x,y,p} = e^t \ast S^t_{DVS,x,y,p} \quad \text{with} \quad e^t = e^{-\frac{t}{\tau}}
\]  

where \( \tau \) is a time constant. Here, we convolve over the time length of the input gesture data stream \( S^t_{DVS,x,y,p} \). This results in two 2D images, one for each polarity, that are used for the reconstruction loss.

3.2. Hybrid Guided Variational Auto-Encoder

Gestures recorded using a DVS camera produce streams of events containing rich spatio-temporal patterns of the gesture. Event-based computer vision algorithms typically extract hand encoded statistics and use these in their models. While efficient, this approach discards important spatio-temporal features from the data [15]. Rather than manually selecting a feature set, we process the raw DVS events while preserving key spatio-temporal features using a spiking neural network (SNN) trained end-to-end in the Hybrid Guided-VAE architecture shown in figure 1.

A key advantage of the VAE is that the loss can be optimized using gradient backpropagation. To retain this advantage in our hybrid VAE, we must ensure that the encoder SNN is also trainable through gradient descent. Until recently, several challenges hindered this: the spiking nature of neurons’ nonlinearity makes it non-differentiable and the continuous-time dynamics raise a challenging temporal credit assignment problem. These challenges are solved by the surrogate gradients approach [15], which formulates the SNN as an equivalent binary RNN, and employs a smooth surrogate network for the purposes of computing the gradients.

Our Hybrid Guided-VAE uses a convolutional SNN to encode the spatio-temporal streams in the latent space, and a non-spiking convolutional decoder to reconstruct the TS of the data. Our choice of the event-based encoder is motivated by the fact that the SNN can bridge computational time scales, by extracting slow and relevant factors of variation in the gesture [49] from fast event streams recorded by the DVS.

Our choice of the conventional (non-spiking) decoder is motivated by the fact that (1) for gesture similarity estimation, we are mainly interested in the latent structure produced by the encoder, rather than the generative features of the network, (2) In a dedicated neuromorphic hardware implementation [21], only the encoder would be necessary to obtain this latent structure, and (3) SNN training is compute- and memory-intensive. Thus a conventional decoder enables us to dedicate more resources to the SNN encoder.

Hybrid VAEs that combine both spiking and ANN layers have been used before on DVS event data for predicting optical flow, and found that the hybrid architecture efficiently processes the sparse spatio-temporal event inputs while preserving the spatio-temporal nature of the events [27].

Our Hybrid Guided-VAE network architecture is shown in figure 1 and the architecture description is provided in Table 1. Descriptions of the excitatory and inhibitory networks are provided in the Supplementary Information (SI). The SNN encoder consists of four spiking convolutional layers followed by linear layers, and outputs a pair of vectors \((\mu, \Sigma)\) for sampling the latent state \( z \). According to the guided VAE, part of or all of latent state \( z \) is input into one of three connected networks, the excitation classifier, the adversarial inhibition classifier, or the decoder.
The target features for the excitatory network are given as one-hot encoded vectors of length $M$. The excitation classifier is jointly trained with the encoder to train the first $M$ latent variables to only encode information relevant to the corresponding target feature. The inhibition classifier takes as input the remaining latent variables in the latent space, $z_m$, and are adversarially trained on two sets of targets. One set of targets are the same target features that the excitation classifier trains on. The other set of target features is a vector of length $M$ but all of the values are set to 0.5 indicating that none of the values correspond to any target. The inhibition classifier is jointly trained with the encoder to train the remaining $z_m$ latent variables to not encode any information relevant to target features forcing them to instead encode information for other features. The decoder is a transposed convolutional network that takes the full latent state $z$ as input to construct the TS, denoted $\hat{z}$ in figure [1].

Table 1: Hybrid Guided-VAE Architecture.

| Layer | Kernel | Output | Layer Type       |
|-------|--------|--------|------------------|
| input |        | 32×32×2×2 | DVS128          |
| 1     | 2a     | 16×16×2 | SNN LIF Encoder |
| 2     | 32c7p0s1 | 16×16×32 |                  |
| 3     | 1a     | 16×16×32 |                  |
| 4     | 64c7p0s1 | 16×16×64 |                  |
| 5     | 2a     | 8×8×64  |                  |
| 6     | 64c7p0s1 | 8×8×64  |                  |
| 7     | 1a     | 8×8×64  |                  |
| 8     | 128c7p0s1 | 8×8×128 |                  |
| 9     | 1a     | 8×8×128 |                  |
| 10    | -      | 128    |                  |
| 11    | -      | 100    | $\mu(U^t)$ (ANN) |
| 12    | -      | 100    | $\Sigma(U^t)$ (ANN) |
| 13    | -      | 128    | ANN Decoder      |
| 14    | 128c4p0s2 | 4×4×128 |                  |
| 15    | 64c4p1s2 | 8×8×64  |                  |
| 16    | 32c4p1s2 | 16×16×32 |                  |
| output| 2c4p1s2 | 32×32×2 | Time Surface     |

Notation: $\times$ represents $\times \times \times$ sum pooling, $X \times Y \times Z 
S$ represents $X \times Y \times Z$ convolution filters $(X \times Y)$ with padding $Z$ and stride $S$.

3.3. Encoder SNN Dynamics

To take full advantage of the event-based nature of the DVS input stream and its rich temporal features, the data is encoded using an SNN. SNNs can be formulated as a type of recurrent neural network with binary activation functions (Figure [1]). With this formulation, SNN training can be carried out using standard tools of autodifferentiation. In particular, to best match the dynamics of existing digital neuromorphic hardware implementing SNNs [11–14], our neuron model consists of a discretized Leaky Integrate and Fire (LIF) neuron model with time step $\Delta t$ [22]:

$$U^t_i = \sum_j W_{ij} P^t_{j} - U_{i,\text{th}} R^t_{i} + b_i,$$

$$P^t_{j} + \Delta t = \alpha P^t_{j} + (1 - \alpha) Q^t_{j},$$

$$Q^t_{j} + \Delta t = \beta Q^t_{j} + (1 - \beta) S_{i,n,j},$$

$$S^t_{i} = \Theta(U^t_{i}),$$

where the constants $\alpha = \exp(-\frac{\Delta t}{\tau_{\text{mem}}})$ and $\beta = \exp(-\frac{\Delta t}{\tau_{\text{syn}}})$ reflect the decay dynamics of the membrane potential and the synaptic state during a $\Delta t$ timestep, where $\tau_{\text{mem}}$ and $\tau_{\text{syn}}$ are membrane and synaptic time constants, respectively. The time step in our experiments was fixed to $\Delta t = 1$ms. $R_i$ here implements the reset and refractory period of the neuron, and states $P_{j}, Q_{j}$ are pre-synaptic traces that capture the leaky dynamics of the membrane potential and the synaptic currents. $S^t_{i} = \Theta(U^t_{i})$ represents the spiking non-linearity, computed using the unit step function, where $\Theta(U_i) = 0$ if $U_i < U_{i,\text{th}}$, otherwise 1. We distinguish here the input spike train $S^t_{in}$ from the output spike train $S^t_{out}$. Following the surrogate gradient approach [35], for the purposes of computing the gradient, the derivative of $\Theta$ is replaced with the derivative of the fast sigmoid function [52]. Note that equation (7) is equivalent to a discrete-time version of the spike response model with linear filters [17]. Similar networks were used for classification tasks on the DVSGesture dataset, leading to state-of-the-art accuracy on that task [22, 39].

The SNN follows a convolutional architecture, as described in Table 1, encoding the input sequence $S^t_{in}$ into a membrane potential variable $U^t$ in the final layer. The network computes $\mu(U^t)$ and $\Sigma(U^t)$ as in a conventional VAE, but using the final membrane potential state $U^t$. Thanks to the chosen neural dynamics, the TS can be naturally computed by our network. In fact, using an appropriate choice of $\tau = \tau_{\text{syn}}$ for computing the TS, it becomes exactly equivalent to the pre-synaptic trace $Q_j$ of our network (See SI). Hence, our choice of input and target indeed corresponds to an autoencoder in the space of pre-synaptic traces $Q^t_i$.

3.4. Datasets

Our results are shown for datasets that were collected using DVS sensors [28, 37], the Neuromorphic MNIST (NMNIST) and IBM Dvsgesture datasets. NMNIST consists of $32 \times 32$, 300ms long event data streams of MNIST images recorded with a DVS [56]. The dataset contains 60,000 training event streams and 10,000 test event streams. The IBM Dvsgesture dataset [3] consists of recordings of 29 different individuals performing 10 different actions such as clapping and an unspecified gesture that serves as a “catch-all” for gestures that do not fit into the other 10 ac-
tions for a total of 11 classes [3]. The actions are recorded under four different lighting conditions, so each gesture is also labeled with the associated lighting condition under which it was performed. Samples from the first 23 subjects were used for training and the last 6 subjects were used for testing. The training set contains 1078 samples and the test set contains 264 samples. Each sample consists of about 6 seconds of the gesture performed. In our work we scale each sequence to 32x32 and only use a randomly sampled 200ms sequence of each sample to match real time learning conditions of the gesture data. For both datasets, to reduce memory requirements, the gradients were truncated to 100 time steps (i.e. 100ms worth of data). The input events are summed in $\Delta t = 1$ms time bins and then fed to the network. We use the IBM DvsGesture dataset because it is currently the only full body gesture dataset available that uses recordings from an event based camera. The task is to learn a latent space encoding that can be used to both reconstruct the digits or gestures and to learn the similarities in the data so that similar data points can be clustered and pseudo labels assigned. Our choice for the event-based datasets above is further motivated by the nature of neuromorphic computing: the applications of neuromorphic sensors and computing are justified primarily when applied to event-based data, and particularly when features are embedded in the spatio-temporal features of the data. For this reason, we cannot meaningfully test on standard image datasets such as CIFAR and ImageNet.

4. Results

To analyze the similarity between data samples in the latent space we examine the accuracy of the excitation classifier in correctly identifying a gesture, T-SNE projections of the different parts of the latent space, latent space traversals, and the effect of using different guiding variables, namely lighting conditions. Finally, we observe the quality of the embeddings based on our own DVS recordings of novel gestures.

**Accuracy and Reconstruction:** The excitation classifier trained on the latent space of the hybrid VAE using the NMNIST dataset achieves a training accuracy of approximately 99% and a test accuracy of approximately 99%, indicating that the SNN encoder is learning a latent representation that is able to disentangle along the target features. The excitation classifier results on the DvsGesture dataset without the eleventh “other” class achieves a training accuracy of approximately 99% and test accuracy of approximately 87%, indicating the SNN encoder is learning a disentangled latent representation of features unique to each gesture but is having some difficulty distinguishing between certain gestures that are very similar.

In Figure 2 a sample gesture from each of the gesture classes is visualized as a time surface. Color in the samples corresponds to the TS value of the events at the end of the sequence. Note that the TS leaves a significant amount of fine detail intact. In contrast, encoding and then decoding the samples results in a reconstruction that preserves the general structure of the gesture but smooths out some of the detail. Note that the fidelity of the autoencoder is less important than the capacity of the model to disentangle the gesture classes. Furthermore, disentangling autoencoders are known to provide lower quality reconstructions compared to the vanilla VAE [3].

**Latent Space Projections:** We use T-SNE to examine the capacity of the network to disentangle key features of gestures in the latent space. T-SNE embeds both the local and global topology of the latent space into a low-dimensional visualization [34], allowing us to visualize clustering and separation between gesture classes and lighting conditions.

Figure 3 shows a T-SNE scatter plot of the guided portion of the latent space trained on the NMNIST dataset. As expected, each trained digit class is separated into its own cluster, demonstrating the ability of the Hybrid Guided-VAE’s to disentangle the noisy input domain in its latent space representations.

Figure 4 shows a T-SNE plot of the guided portion of the latent space trained on the DvsGesture dataset. The latent space is clustered by the gesture that the excitation classifier targeted for each of the $z_g$, with some overlap between very similar gestures such as left arm clockwise versus left arm counterclockwise. The bottom of the figure shows samples from the “other” class in the Dvs Gesture dataset in relation to the T-SNE projection of the guided latent space. The embedded positions of these gestures show which gesture classes they are most similar to. For example, gestures with certain salient features, such as a salient left hand, are placed with the cluster of the gesture class that has the same salient feature, such as the left hand wave class. Thus, the latent states obtained for these gestures can provide the basis for pseudolabeling of new gestures by measuring the similarity between unclassified samples and existing gesture classes in the latent space.

**DvsGesture Latent Traversals:** We use latent traversals to reveal additional structure within the latent space. Traversals of the guided dimensions of the latent space are shown in Figure 5. Each image shown in the figure is a timesurface based on a position in the latent space computed using off polarity events. From left to right, the images represent a traversal from the minimum to the maximum value of a given guided dimension.
Figure 3: A T-SNE plot of the $z_m$ portion of the latent space of the encoded NMNIST dataset. The digits are accurately clustered.

Figure 4: A T-SNE plot of the $z_m$ portion of the latent space of the encoded Dvsgesture dataset. The gestures are clearly clustered by class, indicating the latent space disentangled each of the gestures. Gestures with similar motion, such as air drums and arm roll, are also globally more similar than gestures qualitatively different motion, such as right hand wave and arm roll. Six unclassified gestures (labeled “other” in the dataset) are shown below as time-surfaces connected to the respective embedded positions in the latent space. Each of the unclassified gestures are embedded near gesture classes which exhibit similar motion.

Figure 6 shows different dimensions of the latent space to demonstrate that the Hybrid Guided-V AE has learned a disentangled feature representation of the DVS-Gestures. The latent space variables are fixed except for the second and third $z_m$ variables that represent a right hand wave and a left hand wave respectively. The top panel of Figure 6 shows reconstructions when the right hand wave $z_m$ is high (left) and the rest of the $z_m$ are low while the right-most image has the left hand wave $z_m$ high and the remaining $z_m$ are low. The images in-between show the incremental transition between these values. Figure 6 (bottom) shows the effect of the $z_m$ latent variables on a right hand gesture. As the values of the $z_m$ variables change the gesture remains the same, however the position, orientation, and saliency of the hand and arm changes suggesting that the Hybrid Guided-VAE represents the variability within the gesture type.

Guiding on Light Conditions: A key feature of the guided VAE is to incorporate alternative features not directly related to the gesture class to disentangle the factors of variation in the data. To demonstrate this, in a separate experiment, we trained on the lighting condition provided in the DVS-Gestures dataset instead of the gesture class. The T-SNE projection of the $z_m$ latent space is shown in Figure 7a. The model clusters the lighting conditions with some overlap between LED lighting and the other lighting conditions. This is likely due to the fact that the lighting conditions under which the gestures are performed are combinations of the labeled lighting conditions, with the label given to the most prominent lighting condition used [3]. Figure 7b shows a T-SNE projection of the $z_m$ latent space but is labeled by gesture class instead of lighting. The projection shows clustering of the gesture classes, particularly the classes that share similarities such as right hand wave, right arm clockwise, and right arm counterclockwise. This shows evidence that while the $z_m$ space is learning features key to the lighting, the $z_m$ is learning features key to the gesture class instead.

Embeddings of Self-Recorded Gestures: So far, all the gesture data used for the VAE originated from the DVS-Gestures dataset, which featured well controlled lighting and positioning conditions. Here, we evaluate how such a VAE would perform under less controlled conditions. We recorded two new classes of gestures not present in the DVS-Gestures dataset on a different DVS sensors (the DAVIS 240C sensor [7]) and input to the Hybrid Guided-V AE. We recorded three instances of each class, right swipe down and left swipe down for approximately 3s by the same subject under the same lighting condition. Figure 8 shows the gesture time surfaces and their associated T-SNE embeddings in the $z_m$ portion of the latent space. All of the right swipe down gestures were evaluated by our VAE as being most similar to right hand wave gestures, which is seen in their position in the T-SNE of the latent space. The excitation classifier labeled each of the right swipe down gestures as right hand waves. All of the left swipe down gestures were evaluated by our VAE as being most similar to left hand wave gestures, which is seen in their position in the T-SNE of the latent space. The excitation classifier labeled each of the left swipe down gestures as left hand waves. All of the left swipe down gestures were evaluated by our VAE as being most similar to left hand wave gestures, which is seen in their position in the T-SNE of the latent space. The excitation classifier labeled each of the left swipe down gestures as left hand waves. The results shown in Figure 8 demonstrate that our Hybrid Guided-VAE is able to appropriately process, cluster, and label novel gestures.

5. Discussion and Future Work

We presented a novel Hybrid Guided-VAE algorithm to process DVS sensor data that uses an SNN encoder to encode spike events into a latent representation that is jointly
Figure 5: Reconstructions of latent traversals across each guided latent dimension. Each $z_m$ represents a gesture class.

Figure 6: Examination of the disentangled latent space: (Top) Beginning with the right hand wave latent variable maximized and the left hand wave variable minimized, traverse along the latent space by gradually decreasing the right hand wave latent variable and increasing the left hand wave latent variable. (Bottom) Latent traversal along the latent space of non target $z_{\setminus m}$ latent variables.

Figure 7: (a) A T-SNE plot of the guided portion of $z$ using lighting condition labels. (b) A T-SNE plot of the corresponding unguided variables guided but labeled with gesture classes. The unguided latent space is encoding features relevant to the gesture being performed, such as which parts of the bodies perform the gesture.

Figure 8: Projections of the $z_m$ portion of the latent space of encoded new gestures we recorded using a different DVS, and not part of the DVSGesture dataset.

space classifier, the model can be used to determine pseudo labels for incoming unlabeled data based on its similarity to classes of previously seen data which can be used for self-supervised or semi-supervised learning.

6. Conclusion

This work sets the foundation for a real-time neuromorphic implementation which can induce a gesture optimized latent state corresponding to novel gestures streamed from an event-based camera. The generated signals can be used to perform online self-supervised learning to update a recognition model on the fly [42], enabling applications such as life long learning for full body gesture interaction.
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