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Abstract

Here we investigate a limiting case of the theory for aggregation and gelation in the electrical double layer (EDL) of ionic liquids (ILs). The limiting case investigated only accounts for ion pairs, ignoring the possibility of larger clusters and a percolating ionic network. This simplification, however, permits analytical solutions for the properties of the EDL. The resulting equations demonstrate the competition between the free energy of an association and the electrostatic potential in the EDL. For small electrostatic potentials and large negative free energies of associations, the ion pairs dominate in the EDL. Whereas, for electrostatic potential energies larger than the free energy of an association, electric-field-induced cracking of ion pairs occurs. The differential capacitance for this consistent ion pairing theory has a propensity to have a “double hump camel” shape. We compare this theory against previous free ion approaches, which do not consistently treat the reversible associations in the EDL.
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I. INTRODUCTION

Ionic liquids (ILs), an electrolyte solely composed of molecular cations and anions, are of interest for applications in energy storage devices because of their ability to withstand larger voltages without decomposing than aqueous electrolytes [1–6]. This has motivated many to study the electrical double layer (EDL) of ILs [7–22], i.e., how the ions arrange at a charged interface [6, 23, 24]. This interest was further intensified upon the discovery, from surface-force balance measurements, that the EDL of ILs have extremely long-ranged monotonic interactions [25–36], in contrast to the decaying oscillations of charge (overscreening) which is expected to occur in such concentrated electrolytes [37–46]. This was interpreted by Gebbie et al. [25, 26] as ILs behaving as dilute electrolytes, with over 99.99% of the ions bound up in neutral ion pairs in the bulk. This raised the questions of how many ions were paired in ILs [47–52], and how these ion pairs are distributed in the EDL of ILs [53–55]?

One estimate for the number of ion pairs in bulk ILs was provided by Lee et al. [48], where it was found that 2/3 of ions were free. This estimate was based on a Debye-Hückel theory coupled to the mass action law of ion pair formation, where the equilibrium constant is controlled by the potential energy based on the screened interaction. As ions in ILs are very densely packed, the formally calculated Debye screening length comes out shorter than an ion diameter, which means the ions effectively did not interact in that theory [48], and the entropy of mixing determines the proportion of free ions. On the other hand, Feng et al. [56] utilised a dynamical criteria and molecular dynamics simulation of typical ILs to find that just 10-20% of ions can be considered, on average, free. See Ref. 52 for a review on the extent of ion pair formation in ILs. While the quantitative extent of ion pairing varies between studies, all of them lead to the conclusion that the fraction of free ions is significantly higher than that suggested by Gebbie et al [25, 26].

In the EDL, Ma et al. [53] developed a sophisticated classical density functional theory for ILs with free ions and ion pairs. It was found that the charge density profiles were not too sensitive to the extent of ion pairing, suggesting a connection between ion pairs and overscreening [53]. Furthermore, Avni et al. [57] established a link between ion pairs (and small aggregates) and overscreening equations [40] in the long wavelength limit. On a more qualitative level, Ref. 58 developed a local density approach based on the fraction of free ions, where a transition from a camel to bell shaped differential capacitance curve was
predicted from increasing the temperature \[58-60\]. Moreover, Zhang et al. \[55\] developed a semi-phenomenological theory that included dielectric saturation of the IL from ion pair orientation, as well as their expulsion from the double layer.

In such a concentrated system as ILs, one does not expect formation of only ion pairs, but not also larger clusters of ions \[61-63\]. In molecular dynamics simulations, it has been shown that indeed larger aggregates, percolating ionic networks and heterogeneities can form \[64-70\]. Recently, McEldrew et al. \[71-74\] developed a description of ILs in the bulk, based on the works of Flory \[75-79\], Stockmayer \[80, 81\] and Tanaka \[82-89\] in polymer physics, for the formation of ionic aggregates and a percolating ionic network, i.e. a gel \[90\]. This was applied to ILs \[72\], and other super-concentrated electrolytes \[73, 74\], and a consistent theory of ionic transport based on vehicular motion of clusters was also developed \[72, 91\].

In Ref. \[92\], a consistent treatment of ionic associations in the EDL and bulk \[71\], and the equilibrium between them was established with a Boltzmann closure relation of the free ions. When free ions dominate, little difference was found with previous free ion theories \[92\]. However, when the system has a significant number of associations, it was found that the gel can screen electrode charge, owing to the reversible equilibrium with unequal numbers of cations and anions forming a charged gel \[92\]. Moreover, the gel dominates screening at linear response, and the gelation-crowding transition \[92\] was found to be conceptually similar to the well-known overscreening-crowding transition \[40\]. The theory in Ref. \[92\] was only solved numerically when each ions could form a maximum of 3 associations with co-ions (or 4 when comparing against experiments).

Here we study a limiting case of that theory, where we only account for the formation of ion pairs. While McEldrew et al. \[72\] have shown that ions in ILs can form between 3 and 5 associations, studying the limit of ion pair formation is conceptually simple, and ILs which only form ion pairs could, perhaps, be found. In Fig. 1 we schematically show the qualitative picture of the presented theory. In the bulk, ion pairs co-exist with free cations and anions, with a reversible equilibrium between them. In the EDL at a negatively charged interface, free cations are favoured, which causes an accumulation of free cations. Here we clearly demonstrate that there is an electric-field-induced cracking of ion pairs, which gives rise to a higher propensity to a “double hump camel” differential capacitance curve.

The paper is structured as follows. First, the bulk theory of ion pairs is outlined, which is similar to that outlined in Refs. \[71-74, 92\]. Next, the Boltzmann closure relation for ion pairs
FIG. 1: Schematic of ion pairs being cracked in the electrical double layer of an ionic liquid. Cations are shown in red, and anions in blue, with a negatively charged interface on the left. Both cations and anions have a functionality of 1, i.e., they can form one bond. Ion pairs are shown by the dangling bond of a cation and anion touching, and the dotted line enclosing the pair of ions. Close to the charged interface, ion pairs are cracked in favour of free cations.

is solved exactly [92], which permits the properties of the EDL to be analytically investigated. The presented theory is then compared against the free ion theory of Ref. 58 as well as with pertinent experimental differential capacitance data. Finally, we discuss this theory in the context of other approaches, highlighting its limitations and possible extensions.

II. THEORY

A. Ion pairing

Here we take the limit of Refs. 72, 92 of a symmetric, incompressible IL that can only form ion pairs. The incompressibility condition means no voids are accounted for, and it is symmetric because the volumes of cations and anions are the same ($v_+ = v_- = v$), and the number of associations cations and anions can form are both 1 (this is referred to as the functionality, given by $f_+ = f_- = f = 1$). The limit of ion pairs, where 1 cation can only bind to 1 anion, is studied here as analytical solutions are obtainable, which provides insight into how the associations are destroyed by electrostatic potentials. For more information about this theory beyond ion pair formation, the reader is referred to Refs. 71, 72.

The theory is based on a lattice-gas model [71, 72]. The total number of lattice sites is
given by
\[ \Omega = \sum_{lm} (l + m) N_{lm}, \] (1)
where \( N_{lm} \) is the number of species of rank \( lm \) (either free cations 10, free anions 01, or ion pairs 11). Note no gel can form as clusters are limited to ion pairs here, i.e. the number of cations \( l \) is limited to 1 and the number of anions \( m \) is also limited to 1. Dividing by the total number of lattice sites yields
\[ 1 = \sum_{lm} (l + m) c_{lm}, \] (2)
where \( c_{lm} = N_{lm}/\Omega \) is the dimensionless concentration (# per lattice site) of species of rank \( lm \). The volume fraction of a species of rank \( lm \) is given by \( \phi_{lm} = (l + m) c_{lm} \). The volume fraction of cations/anions is
\[ \phi_{+/-} = \sum_{lm} l/m c_{lm}. \] (3)

The free energy of the mixture [71, 72] is taken to be
\[ \beta F = \sum_{lm} N_{lm} \ln (\phi_{lm}) + N_{lm} \Delta_{lm}, \] (4)
where \( \beta = 1/k_B T \) is inverse thermal energy, \( \Delta_{lm} \) is the free energy of formation of a species of rank \( lm \) from free cations and anions, measured in units of \( k_B T \). Further details of the free energy of formation of species can be found in Refs. [71, 72).

As shown in detail in Refs. [71, 72, 74], the ion pair equilibrium is expressed as
\[ c_{11} = \lambda \phi_{10} \phi_{01}. \] (5)
where \( \lambda = \exp(-\beta \Delta f_{+-}) \) is the ionic association constant. The free energy of an association is given by \( \Delta f_{+-} = \Delta u_{+-} - T \Delta s_{+-} \), where the binding energy is \( \Delta u_{+-} \), and entropy of an association is \( \Delta s_{+-} \). Changing the association constant is equivalent to changing the temperature: a larger association constant is equivalent to a lower temperature, and a smaller one is at higher temperatures. The reader is referred to Refs. [72, 92] for further details about the association constant and temperature dependence.

The ion pair equilibrium is expressed in terms of free cations, \( \phi_{10} \), and free anions, \( \phi_{01} \). These volume fractions are related to the volume fractions of cations and anions through \( \phi_{10} = \phi_+ (1 - p_{+-}) \) and \( \phi_{01} = \phi_- (1 - p_{-+}) \), respectively, where \( p_{ij} \) is the probability that an association site of species \( i \) is bound to species \( j \), has been introduced [71].
The number of associations per lattice site is given by
\[ \zeta = \phi_+ p_{+-} = \phi_- p_{-+}, \] (6)
which is also a statement of the conservation of associations. The mass action law of the association equilibrium is given by
\[ \lambda \zeta = \frac{p_{+-} p_{-+}}{(1 - p_{+-})(1 - p_{-+})}. \] (7)
These two equations can be explicitly solved for the association probabilities, or equivalently the number of associations per lattice site
\[ \zeta = \frac{1 + \lambda - \sqrt{1 + 2\lambda + \lambda^2(1 - 2\phi_{+/ -})^2}}{2\lambda}. \] (8)

B. Boltzmann closure

In Ref. 92, a Boltzmann closure relation was introduced to ensure the chemical equilibria was consistently held in the EDL and the bulk. In the limit of ion pair formation, this closure relation is given by
\[ e^{-2\alpha u} = \bar{\phi}_+ (1 - \bar{p}_{+-}) \bar{\phi}_- (1 - \bar{p}_{-+}), \] (9)
where \( u \) is the electrostatic potential in units of thermal voltage, and \( \alpha \) is a parameter which represents short-range repulsion between ions of the same sign beyond mean-field (see Refs. 59, 93 for more details). Note a bar is used to denote quantities which are in the EDL.

This closure relation can be explicitly solved for the volume fractions of cations (or anions)
\[ \bar{\phi}_+ = \frac{1}{2} + \frac{\sinh(2\alpha u)}{4\lambda} \left\{ 1 - \sqrt{1 + \frac{4\lambda}{1 + \cosh(2\alpha u)}} \right\}. \] (10)
The anion volume fraction can be obtained from the incompressibility constraint, \( \bar{\phi}_- = 1 - \bar{\phi}_+ \). In the limit of vanishing \( \lambda \), and therefore associations, the equation reduces to \( \bar{\phi}_+ = [1 - \tanh(\alpha u)]/2 \), which is the expected limit of an incompressible IL. In the limit of large fields, the equation again reduces to \( \bar{\phi}_+ = [1 - \tanh(\alpha u)]/2 \), which demonstrates the dissociation of ion pairs in electrostatic potentials. Therefore, Eq. (10) is a Fermi-type function (it shall be shown later).

A notable feature of Eq. (10) is that the hyperbolic functions always appear as a ratio with the association constant. Recall, that the association constant is the exponential of minus
Large association constants have a clear energy scale at which ion pairs dissociate. Volume fraction of cations as a function of electrostatic potential, in units of thermal voltage, for the indicated association constants. Here \( \alpha = 0.1 \).

the free energy of an association. Therefore, there is a clear competition between the energy scale of an association and the electrostatic potential. When \( -\beta \Delta f_{+} > 2\alpha |u| \), the system is in the limit of associations dominating over the electrostatic potential. Whereas, for \( 2\alpha |u| > -\beta \Delta f_{+} \), the electrostatic potential dominates over the free energy of associations, and free ions prevail.

In Fig. 2, Eq. (10) is plotted as a function of \( \bar{\phi} \) for several association constants (for anions, these curves are reflected at \( u = 0 \)). For \( \lambda = 1 \), the fraction of free ions is 0.73, and \( \bar{\phi}_{+} \) resembles a Fermi function. A similar dependence of the volume fraction of cations on \( u \) is observed for \( \lambda = 10 \), where 36% of ions are free. Finally, for \( \lambda = 100 \), with a free ion fraction of 0.13, \( \bar{\phi}_{+} \) has a more complicated dependence on \( u \). Initially, \( \bar{\phi}_{+} \) changes linearly with a small slope, but after \( u \approx \pm 20 \), there is a rapid change in the volume fraction of cations to 0 or 1. This transition is approximately where \( \ln(\lambda) = -\beta \Delta f_{+} \approx 2\alpha |u| \), which demonstrates that for larger electrostatic potentials the ion pairs are destroyed in favour of free ions.

Furthermore, Eq. (10) can be inserted into the expression for the number of associations per lattice site, to obtain

\[
\bar{\zeta} = \frac{1 + \lambda - \sqrt{1 + 2\lambda + \left( \frac{\sinh(2\alpha u)}{2} \right)^2 \left( 1 - \sqrt{1 + \frac{4\lambda}{1 + \cosh(2\alpha u)}} \right)}}{2\lambda}.
\]

(11)

In the limit of large fields, this reduces to \( \bar{\zeta} = (1 + \lambda) \frac{1 - |\tanh(\alpha u)|}{2\lambda} \), and therefore, \( \bar{\zeta} \) tends to 0 at large electrostatic potentials. This function is plotted in Fig. 3, again
FIG. 3: Electric-field-induced destruction of associations. Number of associations per lattice site as a function of electrode potential, in units of thermal voltage, for the indicated association constants. Here $\alpha = 0.1$.

for different values of the association constant. For all values of $\lambda$, $\bar{\zeta}$ reaches 0 at large electrostatic potentials. Near the potential of zero charge, $\bar{\zeta}$ is at a maximum, with values closer to $1/2$ for larger $\lambda$.

The modified Poisson-Fermi equation is given by

$$\nabla^2 u = \kappa^2 \frac{\sinh(2\alpha u)}{2\lambda} \left\{ \sqrt{1 + \frac{4\lambda}{1 + \cosh(2\alpha u)}} - 1 \right\},$$  \hspace{1cm} (12)

where the inverse Debye length is $\kappa = \sqrt{\nu \epsilon_0 \epsilon / e^2 \beta}$. At linear response, we obtain

$$\nabla^2 u = \kappa^2 (1 - p) \alpha u,$$  \hspace{1cm} (13)

which is the expected limit from Ref. 92, where the screening length [54] is given by

$$\ell = \frac{1}{\kappa \sqrt{\alpha (1 - p)}}.$$

(14)

Here $p = (1 + \lambda - \sqrt{1 + 2\lambda})/\lambda$ is the association probability in the bulk, where $\phi_+ = \phi_- = 1/2$. 
FIG. 4: The “camel-to-bell” transition occurs at $\lambda = 4$ with $1/2$ of free ions.

Differential capacitance, in units of Debye capacitance, as a function of electrostatic potential drop across the entire electrical double layer, in units of thermal voltage. The differential capacitance is shown for three association constants, one with a bell shape ($\lambda = 1$), one at the transition between bell and camel ($\lambda = 4$), and another camel shaped curve ($\lambda = 10$). Here $\alpha = 0.1$ and Debye capacitance is $C_0 \approx 75 - 100 \mu\text{Fcm}^{-2}$.

Converting to dimensionless units, $\kappa \nabla = \tilde{\nabla}$, and taking the first integral, we obtain

$$\alpha(\tilde{\nabla} u)^2 = \ln \left\{ \frac{\cosh(\alpha u) \left[ 1 + 2\lambda + \sqrt{1 + 2\lambda \text{sech}^2(\alpha u)} \right] - 2\lambda \sinh(\alpha u)}{1 + 2\lambda + \sqrt{1 + 2\lambda}} \right\} + \ln \left\{ \frac{\cosh(\alpha u) \left[ 1 + 2\lambda + \sqrt{1 + 2\lambda \text{sech}^2(\alpha u)} \right] + 2\lambda \sinh(\alpha u)}{1 + 2\lambda + \sqrt{1 + 2\lambda}} \right\} + \frac{\cosh^2(\alpha u) \left[ \sqrt{1 + 2\lambda \text{sech}^2(\alpha u)} - 1 \right] + 1 - \sqrt{1 + 2\lambda}}{\lambda}. \quad (15)$$

The square root of this function yields the dimensionless surface charge density. In the limit of vanishing $\lambda$, we obtain $(\tilde{\nabla} u)^2 = 2 \ln \{\cosh(\alpha u)\} / \alpha$, which is the expected limit. Moreover, in the limit of large electrostatic potentials, we obtain $|\tilde{\nabla} u| = \sqrt{|u|}$, which is again the expected result.

Taking the derivative of the surface charge density with respect to the potential drop across the EDL, $u_0$, yields the differential capacitance

$$C = C_0 \frac{d\tilde{\sigma}}{du_0}. \quad (16)$$
where $C_0 = \epsilon \kappa$ is the Debye capacitance, and the dimensionless surface charge density is $	ilde{\sigma} = \pm \sqrt{\nabla u^2}$. Taking the derivative, we obtain

$$\frac{C}{C_0} = \sqrt{\alpha} \frac{2(1 + 2\lambda)\tanh(\alpha u_0)}{\left(1 + 2\lambda + \sqrt{1 + 2\lambda \text{sech}^2(\alpha u_0)}\right)^2 - 4\lambda^2 \tanh^2(\alpha u_0)} \sqrt{\alpha \nabla u_0^2},$$

(17)

where Eq. (15) must be utilised for the term in the denominator. In the limit of vanishing $\lambda$, the equation reduces to $C/C_0 = \sqrt{\alpha} |\tanh(\alpha u_0)|/\sqrt{2 \ln \cosh(\alpha u_0)}$, which is the expected limit of an incompressible IL without associations [6, 58, 59, 95–97]. In the limit of large $\lambda$, when there are very few free ions, it is expected that this equation reduces to that of Gouy-Chapman, although this has not been explicitly obtained.

At large electrostatic potentials, the differential capacitance reduces to $C/C_0 = 1/\sqrt{2|u_0|}$, which is the same relationship as the charge conservation law obtained by Kornyshev [95]. In the limit of small potentials, the differential capacitance can be expanded as a power series to obtain

$$\frac{C}{C_0} = \sqrt{\alpha} \left[1 - p + \frac{\sqrt{1 + 2\lambda - 3}}{4\sqrt{2(1 + 2\lambda)(1 + \sqrt{1 + 2\lambda})}} (\alpha u_0)^2\right].$$

(18)

Clearly, the capacitance at zero charge is $C/C_0 = \sqrt{\alpha (1 - p)}$, which is consistent with previous free ion approaches [54, 58, 94]. However, the sign of the quadratic term changes when $\lambda = 4$, which corresponds to 1/2 of ions free in the bulk. When there are more than 1/2 of free ions, a “bell”-shaped differential capacitance is obtained; while for fewer free ions than 1/2, there is a “double hump camel”-shape. In Fig. 4, Eq. (18) is plotted as a function of potential drop across the entire EDL, for several association constants. For $\lambda = 1$, there is a clear “bell” shape and for $\lambda = 10$ there is a clear “double hump camel” shape, but for $\lambda = 4$ the differential capacitance is very flat, as it is right at the “camel-to-bell” transition of the presented theory.

### III. COMPARISON TO FREE ION THEORY AND EXPERIMENTS

In Refs. [58, 60] an approximation to ion pairing in the EDL of ILs was developed, which assumed that the “voids” were the “ion pairs”. An equilibrium was established in the...
FIG. 5: The new theory accumulates charge easier than the one just based on free ions. (left) - charge density, per lattice site, as a function of electrostatic potential, in units of thermal voltage. (right) - Differential capacitance, in units of Debye capacitance, as a function of electrostatic potential drop across the entire electrical double layer, in units of thermal voltage. All panels are for the new theory and the free ion theory, as indicated in the titles. Here $\alpha = 0.1$.

bulk to find the proportion of ion pairs. However, Ref. 92 recently showed that this ion pair equilibrium was not consistently held in the EDL. Therefore, we wish to compare the consistent equations obtained here against that within this free ion theory (FIT) of Refs. 58–60.
In Ref. [58] the volume fraction of free cations was shown to be

\[ \bar{\varphi}_\pm = \frac{\gamma e^{\mp \alpha u / 2}}{1 - \gamma + \gamma \cosh(\alpha u)} \] (19)

where \( \gamma \) is the “compacity” [95], or in Ref. [58] the fraction of free ions. Here, the free ion fraction is connected to the association probability through \( \gamma = 1 - p \). Therefore, the FIT and theory presented here clearly have the same screening length based on the same number of free ions.

The differential capacitance in Ref. [58] was given by

\[ \frac{C}{C_0} = \sqrt{\alpha \gamma} \frac{\cosh(\alpha u_0 / 2)}{1 + 2 \gamma \sinh^2(\alpha u_0 / 2)} \sqrt{\frac{2 \gamma \sinh^2(\alpha u_0 / 2)}{\ln\{1 + 2 \gamma \sinh^2(\alpha u_0 / 2)\}}} \] (20)

which is the same as that derived in Refs. [95, 96] but with the additional \( \alpha \) factor introduced in Ref. [59] that was shown to work well in Ref. [93].

In Fig. 5, the new theory is compared against FIT in terms of the charge density, \( \rho = \bar{\varphi}_+ - \bar{\varphi}_- \), and differential capacitance. For \( \lambda = 1 \) we have \( \gamma = 0.73 \), which means free ions dominate the IL. There is very little difference between the new theory and FIT, as might be expected when there are few ion pairs. In contrast, for \( \lambda = 10 \) we have \( \gamma = 0.36 \). For the new theory, a “double hump camel” shape is obtained for the differential capacitance curve, but a “bell” shape is obtained for FIT. Both at linear response and at large potential drops across the EDL, the differential capacitance curves and charge densities coincide. Finally, for \( \lambda = 100 \), which gives \( \gamma = 0.13 \), both theories predict a “double hump camel” differential capacitance curve. Again the new theory has a higher differential capacitance at intermediate voltages.

Overall, both theories coincide at linear response and large potentials, independent of the value of \( \lambda \) or \( \gamma \). This is expected, since linear response only includes free ions and large potentials is the universal charge conservation law. At intermediate voltages, it is consistently found that the new theory has a larger differential capacitance than the FIT. This is because the charge density in the new theory saturates at \( \pm 1 \) at smaller \( u \) than the FIT, creating a larger differential capacitance at these intermediate voltages. This implies that cracking of ion pairs in the EDL causes a more facile accumulation of charge than replacing ion pairs by free ions.

This can be further established from our analytical results. In Eq. (18), the “camel-to-bell” transition was predicted to occur at a free ion fraction of 1/2. Whereas, in Eq. (20)
FIG. 6: **The FIT appears to reproduce experimental data better than the new theory, based on a best fit to the data.** The experimental values for [Emim][TFSI] are shown by open circles, and have been reproduced from Ref. 98. Both FIT and the new theory have been calculated with $\alpha = 0.0665$ and have had the Debye capacitance rescaled further to match the experimental value, following Jitvisate and Seddon [98]. For FIT, we take $\gamma = 0.278$, as taken in Ref. 98. For the new theory, we have taken $\lambda = 8$, to best fit the low-potential curve.

The second order expansion is given by

$$\frac{C}{C_0} = \sqrt{\alpha \gamma} \left[ 1 + \frac{1 - 3 \gamma}{8 (\alpha u_0)^2} \right].$$

(21)

which predicts the camel-to-bell transition at $1/3$ of free ions [6,95–97]. Subtracting the coefficient of the quadratic term of the FIT from the new theory, we obtain $3(\sqrt{1 + 2 \lambda} (\sqrt{1 + 2 \lambda} - 1) - \lambda)/(\lambda \sqrt{1 + 2 \lambda}) \geq 0$, and therefore, the new theory always has a differential capacitance that is always larger than or equal to the FIT values at small voltages (where this quadratic expansion which holds). For vanishingly small $\lambda$ this coefficient reduces to 0, as expected. This coefficient also vanishes at extremely large $\lambda$. For very large $\lambda$ there are very few free ions, and the differential capacitance has a U-shape, similar to that of the Gouy-Chapman theory at small voltages [6]. The numerical results demonstrates the new theory is always larger than the FIT at intermediate voltages (voltages where the maxima in differential capacitance occur).

Next we turn to comparing these theories against experimental data for the differential capacitance. In Ref. 98, Jitvisate and Seddon reported the experimentally obtained differential capacitance curve for 1-Ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl) imide [Emim][TFSI], amongst other ILs, and this IL shall be focused on here as the cation and
anion have roughly the same volume. In Fig. 6, the experimental data are reproduced, and compared against the new theory and FIT.

Based on Ref. 59, Jitvisate and Seddon 98 fitted their experimental data using the formula represented here as Eq. 20. They found $\alpha = 0.0665$ and $\gamma = 0.278$, but noted that the capacitance at the potential of zero charge still had to be reduced. We adopt these best fit values and plot the FIT in Fig. 6, where the capacitance at the potential of zero charge is further rescaled to exactly match that of the experiments. Overall, the fit is reasonable, with the largest discrepancies occurring at large potentials in the "wings" of the differential capacitance curve.

In Fig. 6 the new theory is also presented for $\alpha = 0.0665$ and $\lambda = 8$, which is our best fit to the data, again where the Debye capacitance has been further reduced to match that of the experiments. The new theory reasonably captures the small voltage differential capacitance, but the wings of the differential capacitance reduces substantially below that of the experiment for voltages larger than $\pm 1$ V.

Overall, the FIT theory does a better job at reproducing the experimental data for [Emim][TFSI] than the new theory, based on a best fit to the data. This is because the new theory has a larger propensity to form a "double hump camel" shape than the FIT. Moreover, as we have already mentioned, Feng et al. 56 found that the fraction of free ions for [Emim][TFSI] should be approximately 0.15. The fraction of free ions predicted by the new theory is 0.39, which is even larger than that predicted by the FIT of 0.28. Therefore, the new theory is also in worse agreement in terms of the fraction of free ions than FIT. Note that the reason why the new theory has its wings of differential capacitance lower than that of the FIT is because there is a larger free ion fraction which means the crowding regime is reached at smaller values of the potential drop across the EDL (and also because a smaller $C_0$ is required to obtain the experimental capacitance at the potential of zero charge).

Both of these deficiencies of the new theory can be attributed to limiting the functionality to ion pairs. In Ref. 72, the functionality of both the cation and anion were found to be 4. In Ref. 92, this functionality was used to calculate the differential capacitance, and better agreement was found with experiments in terms of the differential capacitance (in comparison to FIT) when using a free ion fraction close to that of Feng et al. 56. This demonstrates the importance of knowing the functionality of ions accurately. Moreover, this is also important for the interpretation of experiments, as Gebbie et al. 25 26 suggested
that over 99.99% of the ions were bound up in neutral ion pairs, but McEldrew et al. [72] showed that these ions have functionalities of 4-5. The differential capacitance and free ion fractions for these functionalities (1 vs 4-5) are very different, and can result in qualitatively different predictions.

Despite the new theory under-performing against FIT for [Emim][TFSI], this does not mean that the new theory is irrelevant. The presented version should accurately work when the ions of the IL can only form ion pairs, and should provide a starting point to further investigate correlation and non-equilibrium effects.

IV. ION PAIR ORIENTATION AND THE WIEN EFFECT

Zhang et al. [55] developed a FIT which accounted for ion pair orientation in the EDL, based on fluctuating Langevin dipoles. While the lifetime of an association has been found to be of the order of 1-10 ps [49, 72], which means the association lifetimes are presumably shorter than the timescale of rotation for an ion pair. Nonetheless, it is interesting to investigate how one would introduce ion pairs as fluctuating Langevin dipoles within the theory presented here. This could help develop more sophisticated approaches which include the dielectric response of the IL from clusters beyond ion pairs.

The free energy contribution for ion pairs acting as fluctuating Langevin dipoles is given by

$$\beta F = N_{11} \ln \left\{ \sinh \left( \frac{\tilde{p}|\nabla u|}{\tilde{p}|\nabla u|} \right) \right\},$$

(22)

where $\tilde{p}$ is the dimensionless dipole moment of the ion pair. Note this also modifies the Poisson equation, such that the dielectric function depends on the electric field. Establishing chemical equilibrium between free ions and ion pairs within the EDL, we find that the association constant acquires an additional contribution which depends on the electric field

$$\tilde{\lambda} = \lambda \frac{\sinh (\tilde{p}|\nabla u|)}{\tilde{p}|\nabla u|}.$$  (23)

This additional electric field dependence does not alter linear response, but for larger fields, it causes the association constant to increase in the EDL, and therefore, the IL could become more associated in the EDL. This will be in competition with the changing volume fractions of cations and anions which tends to reduce the total number of associations. The
unequal numbers of cations and anions should dominate over the increase in $\lambda$, but numerical calculations will be required to understand if this is the case.

It is expected that this does not occur to a substantial extent in ILs, however. This is because the ion pairs have a short lifetime [49, 72], and so will not behave as ideal fluctuating Langevin dipoles. Moreover, even if they did, the orientation of the ion pair along the electric field would cause the ion pair to be stretched, reducing the binding energy of the ions, and eventually resulting in an association constant which tends to zero. For functionalities larger than 1, where Cayley tree clusters form, introducing the orientation of these larger clusters becomes difficult, and could result in a break-down of the assumed cluster distribution.

The electric field dependence of the (non-equilibrium) association/dissociation constant of ion pairs is actually a well-known phenomenon [99, 100]. In weakly dissociating acids and electrolytes, it is referred to as the second Wien effect [99, 100] (the Wien effect is the increase of the electrical conductivity in large electrostatic fields from changes to the ionic atmosphere and dissociation of ion pairs [100, 101]). It was shown by Onsager that the (non-equilibrium) dissociation constant of Bjerrum pairs depends on the electric field from the dynamical exchange of ions between the free state and Bjerrum paired state, since the association of an ion pair is independent of field but the dissociation of an ion pair depends on the field [99, 100]. Therefore, the dissociation constant increases with increasing electric field, i.e., the liberation of free ions with increasing electrostatic field [99, 100]. Such effect should also occur in ILs [102, 104], as there is a dynamical exchange between the two states. Therefore, it is expected that the equilibrium constant has a dependence on the electric field which drives ions to the free state.

In the context of ILs, there has been some investigation into the Wien effect [103]. The Walden plot is typically used to quantify if an electrolyte is strongly or weakly dissociating [103, 105]. Some ILs have conductivities close to the ideal line, and are considered as strong electrolytes, but there are quite a number of examples which deviate from ideality of the Nernst-Einstein and are considered as weakly dissociated [103, 105]. This is also known as the ionicity in ILs [105].
V. DISCUSSION

It was shown by Downing et al. [106], using a quasi-chemical approximation (QCA), that correlations between pairs of ions in an incompressible IL causes the differential capacitance curve to be more “double hump camel”-like. This QCA treats short-ranged correlations between pairs of ions through the formation of ion pairs. Note that cation-cation and anion-anion pairs were also permitted. This higher tendency for “double hump camel” shaped differential capacitance curves is consistent with the theory presented here, despite their theory intrinsically linking the regular solution correlations with associations, whilst our approach treats short-range associations orthogonal to short-range regular solution repulsion. It was also noted by Downing et al. [106] that the QCA can be extended beyond ion pairs, and to more ordered aggregates [107], which could be a way to model electrolytes which do not form Cayley tree clusters, such as NaCl [69]. Also see Ref. 108 for a detailed review of other methods for modelling ion pair formation and associations.

It was shown by McEldrew et al. [72, 74] that some typical ILs form Cayley tree clusters with a functionality between 3 and 5. Moreover, the functionality of the cation is typically different to the anion ($f_- \neq f_+$), in addition to their volumes being different ($v_- \neq v_+$). It was shown that the presented theory does worse than the more general theory which accounts for these larger functionalities, which highlights the importance of accurately knowing the functionality. Despite this, the presented theory is still a conceptually useful tool, and ILs which only form ion pairs could still be found. Moreover, the presented theory could be developed further to apply to other paired systems, such as weakly dissociating acids.

In Ref. 92 some issues of the presented approach were highlighted. For example, the fact that a local density approach is utilised, and the screening length is typically shorter than the size of the clusters. Here, provided there are significant numbers of ion pairs, the screening length is larger than the characteristic size of an ion pair. This means a local density approximation should capture the mean-field volume fractions of species in the EDL. However, the internal structure of the ion pair is not captured here. It was shown by Avni et al. [57], that ion pair formation (and other small, ordered aggregates) gives rise to over-screening equations. This indicated that ion pairing is conceptually similar to overscreening. This was also established by Ma et al. [53], where it was noted the overscreening structure at small electrode potentials hardly changes, even if 99.99% of ions are free. Further de-
velopment of the theory to account for the internal structure of ion pairs and electrostatic correlations could further strengthen the link between overscreening and ion pair formation.

VI. CONCLUSION

In summary, we have investigated the role of ion pairing in the electrical double layer (EDL) of ionic liquids (IL), which consistently accounts for the chemical equilibria in the EDL, bulk, and the equilibrium between the two. This conceptually simple case permitted analytical solutions to be obtained for the charge density, surface charge density and differential capacitance, which shed light on the equilibrium between the free energy of an association and the electrostatic potential energy of an ion. The effect of ion pairs acting as fluctuating Langevin dipoles was also touched upon, and we found that this would tend to increase the number of associations in the EDL. Conceptually, this is opposite to the field-effect dissociation of weak acids, which is also known as the second Wien effect.

We also compared the newly derived equation for differential capacitance against that of previous free ion approaches. Overall, we found that the free ion approaches can actually fit experimental data better than the new equation for differential capacitance. However, both the new theory and free ion approaches do significantly worse than the more general theory (Ref. 92) which has a functionality of the ions determined from molecular dynamics simulations [72]. If the derived differential capacitance equation is used to fit experimental data, it will tend to overestimate the number of free ions and the wings in differential capacitance will decrease more than expected as a result. Therefore, it is key to know the functionality of ions accurately if one is to predict their properties.

The value of the presented analysis is in the analytical equations which were derived. From these equations, we learnt the following points:

1. The charge density [or volume fraction of cations - Eq. (10)] show a clear competition between the free energy of an association and the electrostatic potential. When $-\beta \Delta f_{+} > 2\alpha |u|$ associations dominate, but when $2\alpha |u| > -\beta \Delta f_{+}$ there is a substantial field-effect cracking of ion pairs into free ions.

2. The obtained differential capacitance has a larger propensity to form a “double hump” differential capacitance curve. The “camel-to-bell” transition was predicted to occur
when the free ion fraction equals 1/2, as shown by Eq. (18).

3. In comparison to free ion approaches, the differential capacitance of the new theory is always larger at intermediate voltages, as revealed by the Taylor expansions of the differential capacitance equations.

All in all, this work is, to our knowledge, the first analytical theory of the electric-field-induced dissociation of ions pairs in EDL. It has resulted in a simple formula for the dissociation law and the EDL capacitance that account for such dissociation. The new expression for capacitance contains the key factors entering the theory: the propensity to pair, short range correlations parameter and crowding. As it is, it has been applied for the case of ILs, it comes out as not sufficient, because ions there tend to form clusters of all ranks, not just ‘ion pairs’. The presented theory serves as a starting point for further development to include non-local electrostatic correlations, for applications in non-equilibrium effects, and to conventional electrolytes through including solvent in the theory. One application for the last point could be to salts dissolved in low dielectric constant solvents, where ion pairing have been suggested to occur [94].
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