Which Measure-Valued Solutions of the Monoatomic Gas Equations are Generated by Weak Solutions?

Dennis Gallenmüller & Emil Wiedemann

Communicated by I. Fonseca

Abstract

Contrary to the incompressible case, not every measure-valued solution of the compressible Euler equations can be generated by weak solutions or a vanishing viscosity sequence. In the present paper we give sufficient conditions on an admissible measure-valued solution of the isentropic Euler system to be generated by weak solutions. As one of the crucial steps we prove a characterization result for generating $A$-free Young measures in terms of potential operators including uniform $L^\infty$-bounds. More concrete versions of our results are presented in the case of a solution consisting of two Dirac measures. We conclude by discussing that are also necessary conditions for generating a measure-valued solution by weak solutions or a vanishing viscosity sequence and will point out that the resulting gap mainly results from obtaining only uniform $L^p$-bounds for $1 < p < \infty$ instead of $p = \infty$.

1. Introduction

Weak concepts of a solution are a standard tool in modern PDE theory to handle the issue of the existence of solutions. Understanding the structure and the qualitative behavior of such solutions then leads at best to uniqueness. The aim of the present work is to relate the notions of distributional and measure-valued solutions for compressible fluid flows in order to obtain certain criteria for discarding unphysical solutions.

In particular, we will consider the isentropic Euler system in momentum form

\begin{align*}
\partial_t m + \text{div}_x \left( \frac{m \otimes m}{\rho} \right) + \nabla p(\rho) &= 0, \\
\partial_t \rho + \text{div}_x m &= 0
\end{align*}

(1.1)
over \([0, T] \times \mathbb{T}^d\) or \([0, T] \times \mathbb{T}^d\) for some fixed final time \(T > 0\) on the torus \(\mathbb{T}^d\) or some open set \(\Omega \subset \mathbb{R}^d\) in \(d \geq 2\) dimensions, where the unknowns are the density \(\rho\) and the momentum \(m\). The pressure \(p\) is predetermined as a function of \(\rho\) by a constitutive relation. Throughout this paper we will only consider the choice

\[
p(\rho) = \rho^\gamma \text{ with } \gamma = 1 + \frac{2}{d}
\]

(1.2)
of a monoatomic gas. The reason for this lies in the equality of the energy and the generalized pressure up to multiplication with a constant in this case.

A first criterion for a solution to be physical is that the total energy should be non-increasing. More concretely, we may assume that the total energy density \(e(\rho, m) = \frac{1}{\gamma-1} \rho^\gamma + \frac{|m|^2}{2\rho}\) satisfies the inequality

\[
\int_{\Omega} e(\rho, m)(t, x)dx \leq \int_{\Omega} e(\rho_0, m_0)(x)dx
\]

(1.3)
for a.e. \(t \in (0, T)\), where \((\rho_0, m_0)\) is the initial data at time \(t = 0\). Solutions possessing this property will be denoted as energy admissible or simply admissible. We note here that it is also common to use a local energy inequality

\[
\partial_t e(\rho, m) + \text{div}_x \left( \left( e(\rho, m) + \rho^\gamma \right) \frac{m}{\rho} \right) \leq 0.
\]

It turns out to be quite challenging to include the latter condition in our approach since we are not able to freely choose the energy profile of the solutions in our proofs. We thus restrict ourselves to the consideration of admissibility in the integral sense formulated in (1.3) similarly as in the recent contribution [7]. It is still unknown if admissible distributional solutions, which we will henceforth only call admissible weak solutions, exist for the isentropic Euler equations for any initial data. On the other hand, by the method of convex integration introduced for the incompressible Euler equations in the seminal work of De Lellis and Székelyhidi, cf. [11,12], it can be shown that there is initial data for the isentropic Euler system giving rise to infinitely many admissible weak solutions, see for example [12] and [8]. Although weak solutions already incorporate low-regularity behavior such as shocks and turbulence effects, we will introduce the even more general notion of measure-valued solutions. Such measure-valued solutions are weakly* measurable functions \((t, x) \mapsto v(t, x)\) with values in the space of probability measures. Thus, every weak solution corresponds to a measure-valued solution consisting only of a Dirac measure. However, despite this apparently very weak behavior, measure-valued solutions enjoy the property of weak-strong uniqueness, cf. [20]. There is also strong numerical evidence supporting the use of measure-valued solutions, see [16].

Originally, the concept of measure-valued solution was introduced for the incompressible Euler system by DiPerna and Majda [15] to capture oscillation and concentration effects. Note that we will only work with uniformly bounded functions, hence concentrations are not possible. The adaptation to the compressible case and the proof of existence for any integrable initial data has been carried out by
Neustupa [29]. It is not hard to show that an admissible \textit{vanishing viscosity sequence} \((\rho_\mu, m_\mu)\), i.e. a sequence of admissible weak solutions of the compressible Navier–Stokes system with viscosity \(\mu\) tending to zero, which is uniformly bounded with density bounded away from zero and initial data independent of \(\mu\), will generate an admissible measure-valued solution as \(\mu\) goes to zero. Although it is not automatic from the definition that every measure-valued solution is obtained from such a sequence, one is tempted to ask if this may in fact hold true. A related question is whether every admissible measure-valued solution is generated by a sequence of admissible weak solutions of the Euler equations. Surprisingly, for the incompressible Euler system the latter is actually the case, see [34]. However, the recent works [9] and [19] show that the isentropic Euler system admits measure-valued solutions that cannot be generated by a vanishing viscosity limit or even a sequence of weak solutions. The solutions constructed in the latter articles consist of two Dirac measures supported on weak solutions. In fact, for such solutions one can formulate a selection principle: If there exists a uniformly bounded generating vanishing viscosity sequence or sequence of weak solutions for a diatomic measure-valued solution then the underlying weak solutions have to be wave-cone connected, as stated in [19]. One can argue that a solution which cannot be generated by a vanishing viscosity sequence should be discarded as unphysical, cf. [5]. We will study in the present paper conditions under which the wave-cone connectedness of the underlying weak solutions implies indeed the existence of a generating sequence of weak solutions.

The case of diatomic measures will be an application of the main objective of this paper: We give sufficient conditions for generating a measure-valued solution by weak solutions. Our first main result is the following theorem. Note that we will assume throughout the present paper that the space-dimension \(d\) is strictly greater than one:

\textbf{Theorem 1.1.} Let \(T > 0\). Let \(\nu\) be a measure-valued solution of the isentropic Euler system with initial data \((\rho_0, m_0) \in L^\infty(\mathbb{T}^d)\). Suppose \(\nu\) fulfills the following conditions:

- There exists some \(\eta > 0\) such that
  \[
  \text{supp}(\nu(t,x)) \subset \{(\rho, m) \in \mathbb{R}^+ \times \mathbb{R}^d : \rho \geq \eta\}
  \]
  for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\).
- There exists some \(R > 0\) such that
  \[
  \langle \tilde{\nu}(t,x), f \rangle \geq Q_{BE} \frac{1}{R} f((\tilde{\nu}(t,x), \text{id}))
  \]
  for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\) and all \(f \in C(\mathbb{R}^+ \times \mathbb{R}^d \times S_0^d \times \mathbb{R}^+)\).
- The barycenter of the lift satisfies
  \[
  \langle \tilde{\nu}, \text{id} \rangle = \sigma + \mathcal{B}_E w
  \]
  for some \(w \in W^{2,\infty}((0, T) \times \mathbb{T}^d)\) and some \(\sigma \in C([0, T] \times \mathbb{T}^d, \mathbb{R}^m)\).
Then \( \nu \) is generated by a uniformly bounded sequence of weak solutions \((\rho_j, m_j)\) such that

\[
\begin{align*}
\rho_j &\geq \tilde{\eta} \text{ for a.e. } (t, x) \in (0, T) \times \mathbb{T}^d, \\
\rho_j(0, \cdot) &\rightharpoonup \rho_0 \text{ in } L^\gamma(\mathbb{T}^d), \\
m_j(0, \cdot) &\rightharpoonup m_0 \text{ in } L^2(\mathbb{T}^d)
\end{align*}
\]

for some \( \tilde{\eta} > 0 \).

The notation we used here is introduced in Sects. 2 and 3. In words our result means that essentially three conditions are sufficient for generating a measure-valued solution by weak solutions:

First, we need to exclude vacuum and bound our density away from zero. Second, the lifted measure \( \tilde{\nu} \) satisfies a Jensen-type inequality involving the truncated quasiconvex envelope \( Q^R_{B_E} \) with truncation threshold \( R > 0 \), where \( B_E \) is the potential operator, constructed in [18], associated to the relaxed Euler system, which we rewrite also as a linear homogeneous differential operator \( A_E \). Here we use the framework of \( A \)-free Young measures introduced by Murat and Tartar, see e.g. [28, 36]. This kind of Jensen inequality is inspired by the fundamental papers [21, 22] of Kinderlehrer and Pedregal, where this condition represents the main characterizing feature of a Young measure to be generated by a sequence with a certain structure, in their case a sequence of gradients. This involves so-called quasiconvex functions. One may consult [26] for an overview on quasiconvexity and gradient Young measures. The more general concept of \( A \)-quasiconvexity has been introduced by Dacorogna [10] and developed further by Fonseca and Müller [17].

In our situation, the Jensen condition is actually the main ingredient to ensure the existence of an \( L^\infty \)-bounded sequence of subsolutions, i.e. solutions to the linearly relaxed Euler system. Note that we consider only oscillation Young measures due to the overall uniform bounds on the generating sequences. For more on \( A \)-free generability of Young measures including also concentrations see e.g. [1–3, 23].

The third condition in Theorem 1.1 that the barycenter of the lift is in potential form modulo an additive continuous function is quite natural, since the barycenter is a subsolution by assumption. Note that the assumptions associated to uniform \( L^\infty \)-bounds, namely the truncation in the quasiconvex envelope and the potential of the barycenter lying in \( W^{2, \infty} \), are the only unnatural conditions, as we will see when we discuss necessary conditions, cf. Remark 7.5. However, these uniform bounds are needed for technical reasons in the proof.

If we consider energy admissible measure-valued solutions, we are able to generate them by likewise admissible weak solutions. This is our second main result.

**Theorem 1.2.** Let \( T > 0 \). Let \( \nu \) be an admissible measure-valued solution of the isentropic Euler system with initial data \((\rho_0, m_0) \in L^\infty(\mathbb{T}^d)\). Suppose that \( \nu \) fulfills the same conditions as in Theorem 1.1, and additionally,

- It holds that

\[
\text{supp} \left( \tilde{\nu}_{(t, x)} \right) \subset \left\{ (\rho, m, M, Q) : \rho \geq \eta \text{ and } Q = \frac{2}{d} \langle \nu_{(t, x)}, e \rangle \right\}
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product.
for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\).

- The map \((t, x) \mapsto \langle v(t, x), e \rangle\) is continuous on \([0, T] \times \mathbb{T}^d\).

Then \(v\) is generated by a uniformly bounded sequence of admissible weak solutions \((\rho_j, m_j)\) such that for all \(j \in \mathbb{N}\) it holds that

\[
\|\rho_j(t = 0) - \rho_0\|_{L^\gamma(\mathbb{T}^d)} \leq \frac{1}{j},
\]

\[
\|m_j(t = 0) - m_0\|_{L^2(\mathbb{T}^d)} \leq \frac{1}{j},
\]

\[
\rho_j \geq \tilde{\eta} \text{ for a.e. } (t, x) \in (0, T) \times \mathbb{T}^d
\]

for some \(\tilde{\eta} > 0\).

**Remark 1.3.** Compared to Theorem 1.1 we needed to additionally assume the quite restrictive conditions that the generalized pressure component \(Q\) of a point in the support of the lift equals the energy density of the measure and that the energy density is continuous.

Note that it is straightforward to check that we could formulate the concentration condition on the generalized pressure for the support of the lifted measure \(\text{supp}(\tilde{v}(t, x)) \subset \{ (\rho, m, M, Q) : Q = \frac{2}{d} \langle v(t, x), e \rangle \}\) equivalently only in terms of the original measure \(v\) as a concentration in the energy

\[
\text{supp}(v(t, x)) \subset \{ (\rho, m) : e(\rho, m) = C_{v(t, x)} \}
\]

for some fixed constant \(C_{v(t, x)}\) depending only on the measure \(v(t, x)\) at the point \((t, x)\). In this case, clearly \(C_{v(t, x)} = \langle v(t, x), e \rangle\) holds.

Let us give a brief sketch of the proof of our main results:

In the first step we obtain a sequence of functions in potential form with uniformly bounded second order gradients, which generates the lifted measure. To achieve this, we will prove a characterization result in the spirit of Fonseca and Müller [17], cf. Theorem 3.3. Our specific characterization result stems from the particular definition of the truncated quasiconvex envelope. The resulting sequence of potentials converges only in measure to a specific convex set \(K\), which we will need later for applying the convex integration. The second step then improves this convergence in measure to uniform convergence to \(K\) by a truncation result from [18]. The latter truncation method is a technique developed from previous results of Zhang [37] and Müller [25]. Crucial ingredients at this point are the \(L^\infty\)-boundedness of the second order gradients of the generating sequence and the fact that the potential \(B_E\) is of order two. In the third step we mollify our sequence of subsolutions, which will provide us with the required regularity for the convex integration scheme. As a fourth step we modify the generating sequence at small times by using the perturbation property of convex integration, see Proposition 5.8 below, in order to guarantee energy admissibility. Here, the specific form of the support of the lifted measure comes into play. The last step then uses convex integration to transition from the sequence of subsolutions generating the lifted measure to a sequence of weak solutions generating the measure-valued solution. For the latter we will make
use of a compressible version of convex integration from [14], see Theorem 5.1 below, which is a generalization to non-constant energies of the results in [24]. Note that the only parts in which the particular form of the Euler equations plays a role are this last convex integration step and the step using the perturbation property. The assumption of the dimension being greater than one is used exactly here, since convex integration needs more than one space dimension.

Remark 1.4. Note that we do not need an explicit constant rank condition here, since we already assume to work on the level of potentials with uniform bounds on the highest order gradients. Nevertheless, for coming up with examples it will be important to show that \(A_E\) and \(B_E\) have constant rank, cf. Section 6. For \(A_E\), this is straightforward to check, see e.g. Lemma 1 in [9] for \(d = 3\). In the case \(d = 2\) considered in Section 6, we also show that \(B_E\) has constant rank, see Lemma 6.6, below. For higher dimensions though, one needs to compute the operator \(B_E\) first, which for \(d = 3\) already consists of a \((36 \times 10)\)-matrix that has to be determined from the implicit algorithm given in [18]. Hence, a proof of the constant rank property of \(B_E\) for dimensions \(d \geq 3\) is still missing, although we presume that the assertion is correct.

Note, however, that constant rank conditions are not necessary for the study of differential constraints, see e.g. [27].

Remark 1.5. Since the Young measure \(\nu\) is generated in both Theorems 1.1 and 1.2 by a uniformly bounded sequence of functions, standard Young measure theory implies that a posteriori the support of \(\nu\) is compact. This observation applies of course also to all subsequent results.

In the previous sketch of the proof we have seen that the truncation method from [18] is crucial. For this a uniform bound on the second order gradients \((D^2u_j)\) of the generating sequence \((u_j)\) is required. Moreover, one also obtains from this truncation a sequence \((g_j)\) with the same structure. It follows that the resulting sequence \((B_E g_j)\) is again uniformly bounded, which therefore implies that all Young measures considered had to have compact support. Note that the uniform bounds simplify the problem significantly and might therefore be too restrictive.

However, going beyond uniformly bounded sequences seems to be quite difficult, see also Remark 7.5, below.

In the recent work [6] also other \(L^\infty\)-truncation techniques for \(A_E\) have been considered, which do not require any a priori bounds on the gradients. However, unfortunately the resulting sequence from the latter truncation scheme is only uniformly bounded, but one does not obtain information about convergence to an arbitrarily fixed convex set \(K\) as we need it for the application of convex integration. Hence, we cannot simply overcome the overall assumption of uniformly bounded highest order gradients. For more on \(L^\infty\)-truncation of divergence-free sequences see also [35].

There is also a slightly different way of proving the Müller–Zhang truncation used in our proof. For that one first shows the truncation result for the second order gradient \(u \mapsto D^2u\) without uniform bounds on \(\|D^2 u_j\|\) by following Müller’s approach in [25] more directly. This is possible, since \(u \mapsto D^2 u\) already covers all directions. By multiplying with a suitable coefficient matrix \(B_E\) one obtains
\[ B_E = B_E \cdot D^2. \] Hence, one might wonder if this implies the truncation result for \( B_E \) without uniform bounds. However, for the transition from \( (D^2u_j) \) to \( (B_Eu_j) \), again, we need the uniform boundedness of \( (D^2u_j) \), see Remark 3.4 in [18].

We will also give necessary conditions for generating measure-valued solutions by either weak solutions or a vanishing viscosity sequence. Previously, Chiodaroli et al. [9] already gave a result with such necessary conditions, mainly discussing a related Jensen-type inequality. In the present work we adapt this to our more specific situation of \( L^\infty \)-bounded functions and develop the improvements resulting from these bounds. Comparing the necessary conditions with the sufficient conditions from Theorem 1.1 we observe that the emerging gap basically lies in the requirement of \( L^\infty \)-bounds for sufficiency and the lack of those in the necessity, where only \( L^p \)-bounds for \( 1 < p < \infty \) can be obtained.

Let us conclude this introduction by briefly giving some comments on the difficulties that occurred in our investigations for the compressible case contrasting the incompressible case. The convex integration method for the compressible Euler equations yields the equality of the energy density and the generalized pressure \( Q \), which itself is a part of the subsolution. This restriction does not exist in the incompressible case. Thus, we are not able to freely choose the energy distribution of our solutions which also led us to the use of the total energy inequality as admissibility criterion instead of the local energy inequality. Note also that the associated wave-cone is much smaller in the compressible case. This then corresponds to a non-trivial Jensen-type condition. Moreover, the \( \Lambda \)-convex hull \( K \), where our subsolutions have to be contained in for the convex integration, is more complicated. While in the incompressible case, the \( \Lambda \)-convex hull of the constitutive set is the whole phase space, in the isentropic situation the states in the hull have to satisfy

\[ Q \geq p(\rho) + \frac{2}{d} e_{kin}(\rho, m, M), \]

(see Sects. 2 and 5 for the notation), and in order to guarantee that the subsolutions have this property almost everywhere, the above mentioned truncation techniques had to be applied.

The outline of the rest of the paper is as follows: in Section 2 we present the notation and some preliminaries on homogeneous differential operators needed throughout the proofs. Section 3 is dedicated to the proof of the characterization result for generating Young measures by sequences of potentials with \( L^\infty \)-bounded highest order gradients. Here, we also introduce and discuss some properties of the truncated quasiconvex envelope. In Section 4 we give the definitions of weak and measure-valued solutions and provide some preliminary results on those. The main part of the paper is then contained in Section 5 where we give a proof of the main results Theorems 1.1 and 1.2. The application of our sufficient conditions to diatomic measure-valued solutions then is the subject of Section 6. Finally, in Section 7 we give also some necessary conditions and a brief discussion of the differences between those and the sufficient conditions. We will also describe the technical difficulties that would have to be overcome in order to give a complete characterization of compactly supported measure-valued solutions.
2. Preliminaries

2.1. Notation

Throughout this paper we will use the following definitions and notation. The dimension \( d \) of the underlying space(-time) will be a natural number with \( d \geq 2 \). We will write \( Q := (0, 1)^d \) for the unit cube, \( S^{d-1} \) for the \((d - 1)\)-dimensional unit sphere, and \( S^0 \) for the space of trace-free \((d \times d)\)-matrices. Note that we denote the \( d \)-dimensional flat torus by \( T^d \), which can be viewed as the unit cube \( Q \) with periodic boundaries. Moreover, for vectors \( v, w \in \mathbb{R}^d \) the matrix denoted by \( v \otimes w \) consists of the entries \((v \otimes w)_{i,j} = v_i w_j\). For \( v \in \mathbb{R}^d \) we also introduce the shorthand notation

\[
v \circ v = v \otimes v - \frac{|v|^2}{d} \mathbb{I}_d.
\]

Here \( \mathbb{I}_d \) is the \( d \)-dimensional identity matrix. Furthermore, \( |A| \) denotes the operator norm for any matrix \( A \).

Let \( \mathcal{P} \) denote the set of probability measures over a given state space. We will call a weakly*-measurable map \( \nu : \Omega \to \mathcal{P}(\mathbb{R}^m) \) a Young measure over \( \Omega \subset \mathbb{R}^d \) open. One also writes \( \nu \in L^\infty(\Omega, \mathcal{P}(\mathbb{R}^m)) \). Let \( \nu \) be a Young measure and let \( (w_n) \) be a sequence of measurable functions. We say that \( (w_n) \) generates \( \nu \), denoted by \( w_n \rightharpoonup \nu \), if

\[
\int \int \varphi(x) f(w_n(x))dx \to \int \int \varphi(x) f(z)dv_\lambda(z)dx
\]

for all \( \varphi \in L^1(\Omega) \) and \( f \in C_0(\mathbb{R}^m) \); see e.g. [32] for a more detailed exposition of Young measure theory.

2.2. Homogeneous differential operators

Let \( \mathcal{A} = \sum_{|\alpha| = k} A^\alpha \partial_\alpha \) be a linear, homogeneous differential operator over \( \mathbb{R}^d \) of order \( k \in \mathbb{N} \) with constant coefficients \( A^\alpha \in \mathbb{R}^{n \times m} \). In particular, \( \mathcal{A} \) can be viewed as an operator from \( C^\infty(\mathbb{R}^d, \mathbb{R}^m) \) to \( C^\infty(\mathbb{R}^d, \mathbb{R}^n) \). A linear, homogeneous differential operator \( \mathcal{B} = \sum_{|\alpha| = l} B^\alpha \partial_\alpha \) with constant coefficients \( B^\alpha \in \mathbb{R}^{m \times N} \) is called potential for \( \mathcal{A} \) if

\[
\ker \mathcal{A}(\xi) = \text{im } \mathcal{B}(\xi) \text{ for all } \xi \in \mathbb{R}^d \setminus \{0\}.
\]  

(2.1)

Here \( \mathcal{A} \) and \( \mathcal{B} \) denote the Fourier symbols of \( \mathcal{A} \) and \( \mathcal{B} \), respectively. This terminology is adopted from [30]. Furthermore, \( \mathcal{A} \) is said to have constant rank if there exists some \( r \in \mathbb{N} \) such that

\[
\text{rank } \mathcal{A}(\xi) = r \text{ for all } \xi \in \mathbb{R}^d \setminus \{0\}.
\]
In fact, Theorem 1 in [30] shows that a homogeneous linear differential operator \( A \) has constant rank if and only if there exists a potential \( B \) for \( A \) that has constant rank.

The following result characterizes the relation between operator and potential by their action on smooth periodic functions in the case of constant ranks:

**Proposition 2.1.** Let \( A \) and \( B \) be homogeneous constant rank operators. Then \( B \) is a potential for \( A \) in the sense of (2.1) if and only if for all \( z \in C^\infty(\mathbb{T}^d) \cap \ker A \) with \( \int z = 0 \) there exists some \( u \in C^\infty(\mathbb{T}^d) \) such that \( z = Bu \) and for all \( u \in C^\infty(\mathbb{T}^d) \) it holds that \( ABu = 0 \).

**Proof.** By using Lemma 3.5 from [3] it only remains to show that for constant rank operators it holds that

\[
\ker A(\omega) = \text{im } B(\omega) \quad \text{for all } \omega \in \mathbb{R}^d \setminus \{0\} \quad \text{for all } \xi \in \mathbb{R}^d \setminus \{0\}
\]

Indeed, assume the latter. Then for \( \omega \in \mathbb{Q}^d \setminus \{0\} \) observe that \( \lambda \omega \in \mathbb{Z}^d \setminus \{0\} \), where \( \lambda \) denotes the least common multiple of the denominators of the components of \( \omega \). Then by the homogeneity of \( A \) and \( B \) we obtain \( \ker A(\omega) = \text{im } B(\omega) \).

Let now \( \omega \in \mathbb{R}^d \setminus \{0\} \). Choose a sequence \( (\omega_n) \subset \mathbb{Q}^d \setminus \{0\} \) with \( \omega_n \to \omega \). As \( A \) and \( B \) have constant rank, Theorem 4.2 in [31] implies that \( A^\dagger(\omega_n) \to A^\dagger(\omega) \) and \( B^\dagger(\omega_n) \to B^\dagger(\omega) \), where \( A^\dagger \) and \( B^\dagger \) are the Moore-Penrose pseudoinverses of \( A \) and \( B \), respectively. Now let \( w \in \mathbb{R}^N \). Then

\[
A(\omega)B(\omega)w \leftarrow A(\omega_n)B(\omega_n)w = 0,
\]

hence \( \text{im } B(\omega) \subset \ker A(\omega) \). On the other hand, for \( \omega \in \ker A(\omega) \) we have

\[
z = \text{pr}_{\ker A(\omega)} z = (1 - A^\dagger(\omega)A(\omega))z \leftarrow (1 - A^\dagger(\omega_n)A(\omega_n))z
\]

where we chose \( w_n \in (\ker B(\omega_n))^\perp \) such that \( \text{pr}_{\ker A(\omega_n)} z = B(\omega_n)w_n \). This is possible as we already know that \( \ker A(\omega_n) = \text{im } B(\omega_n) \). We obtain

\[
|w_n - w_m| \leq |B^\dagger(\omega_n) - B^\dagger(\omega_m)||B(\omega_n)w_n| + |B^\dagger(\omega_m)||B(\omega_n)w_n - B(\omega_m)w_m|
\]

which tends to zero as \( m, n \to \infty \). Thus, \( (w_n) \) is Cauchy and converges to some \( w \in \mathbb{R}^N \). This implies that \( z = B(\omega)w_n \). Hence, also the inclusion \( \ker A(\omega) \subset \text{im } B(\omega) \) holds.

Let us conclude this section with the following well-known result from the theory of Young measures:

**Lemma 2.2.** Let \( \Omega \subset \mathbb{R}^d \) be open. Let \( (w_n) \subset L^1(\Omega) \) and \( w \in L^1(\Omega) \). Suppose \( w_n \rightharpoonup v \) for some Young measure \( v : \Omega \to \mathcal{P}(\mathbb{R}^m) \). Then \( w_n + w \rightharpoonup \tau(w) \) with \( \tau(w) \) defined as

\[
\langle (\tau(w)v)_y, f \rangle := \int_{\mathbb{R}^m} f(z + w(y))dv_y(z)
\]

for \( f \in C_0(\mathbb{R}^m) \) and \( \text{a.e. } y \in \Omega \).
3. A Characterization Theorem in the Spirit of Fonseca–Müller

Throughout this section let \( B : C^\infty(\mathbb{R}^d, \mathbb{R}^N) \to C^\infty(\mathbb{R}^d, \mathbb{R}^m) \) be a linear homogeneous differential operator of order \( l \in \mathbb{N} \). Define for \( q > 0, z \in \mathbb{R}^m \) and \( g \in C(\mathbb{R}^m) \) the truncated quasiconvex envelope

\[
Q^q_B g(z) := \inf \left\{ \int_{\mathbb{T}^d} g(z + Bw) dx : w \in C^\infty_c(Q), \|D^l w\|_{L^\infty} \leq q \right\}.
\]

Note that this terminology is not standard. In light of Corollary 1 in [30] this can be viewed as a truncated version of the \( A \)-quasiconvex envelope, cf. [17] for a detailed investigation of the latter concept.

Let us study some preliminary properties of the truncated quasiconvex envelope that will be used in Section 6. First, we will show that \( Q^q_B \) is strongly continuous in the truncation bound \( q \).

**Lemma 3.1.** Let \( f \in C(\mathbb{R}^m) \) and let \( q > 0 \). Then for all \( z \in \mathbb{R}^m \) we have

\[
\lim_{a \to 0} Q^{q+a}_B f(z) = Q^q_B f(z).
\]

**Proof.** Fix \( f \in C(\mathbb{R}^m) \) and \( q > 0 \). On the one hand, for all \( -q < a < q \) we have

\[
Q^{q+a}_B f(z) \leq Q^q_B f(z) \leq Q^{-a}_B f(z)
\]

for all \( z \in \mathbb{R}^m \). On the other hand, let \( -q < a < q \) and let \( \delta > 0 \). For all \( z \in \mathbb{R}^m \) we can choose some \( u^{q+a}_\delta, z \in C^\infty_c(Q) \) with \( \|D^l u^{q+a}_\delta, z\|_{L^\infty} \leq q + |a| \), approximating the infimum in the definition of \( Q^{q+a}_B f(z) \) with error at most \( \delta \). Denote the modulus of continuity of \( f \) on \( B[z]_{|z|+2C_B q} (0) \) by \( \omega_{f, z, q} \), where \( C_B \) is a constant depending only on the operator \( B \) satisfying \( \|Bh\|_{L^\infty} \leq C_B \|D^l h\|_{L^\infty} \) for all \( h \in C^\infty(\mathbb{R}^d) \). Then we estimate

\[
Q^{q+a}_B f(z) \geq \int_{\mathbb{T}^d} f \left( z + B u^{q+a}_\delta, z(x) \right) dx - \delta
\]

\[
\geq \int_{\mathbb{T}^d} f \left( z + B \left( u^{q+a}_\delta, z(x) - \frac{|a|}{q+|a|} \cdot u^{q+a}_\delta, z(x) \right) \right) dx - \delta - \omega_{f, z, q}(2|a|C_B)
\]

\[
\geq Q^q_B f(z) - \delta - \omega_{f, z, q}(2|a|C_B).
\]

Similarly, we estimate

\[
Q^q_B f(z) \geq \int_{\mathbb{T}^d} f \left( z + B u^q_\delta, z(x) \right) dx - \delta
\]

\[
\geq Q^{-a}_B f(z) - \delta - \omega_{f, z, q}(2|a|C_B).
\]

Letting \( \delta \to 0 \) and \( a \to 0 \) yields that

\[
Q^q_B f(z) \leq \lim_{a \to 0} Q^{q+a}_B f(z) \leq Q^q_B f(z) \leq \lim_{a \to 0} Q^{-a}_B f(z) \leq Q^q_B f(z),
\]

which implies the assertion. \( \square \)
Clearly we have \( f(z) = Q_B^0 f(z) \geq Q_B^d f(z) \). It is straightforward to show that the previous lemma can be extended to the case \( q = 0 \).

The following result states that the truncated quasiconvex envelope satisfies a kind of convexity condition on the wave-cone of \( \mathcal{A} \).

**Lemma 3.2.** Assume that \( \mathcal{B} \) is a constant rank operator of order \( l \). For all \( x_1, x_2 \in \mathbb{R}^m \) satisfying \( x_1 - x_2 \in \text{im } \mathcal{B}(\omega) \) for some \( \omega \in \mathbb{S}^{d-1} \) there exists a number \( C_B \) independent of \( \omega \) such that

\[
\lambda f(x_1) + (1 - \lambda) f(x_2) \geq Q_B^{C_B |x_1 - x_2|} f(\lambda x_1 + (1 - \lambda)x_2)
\]

for all \( \lambda \in (0, 1) \) and for all \( f \in C(\mathbb{R}^m) \).

**Proof.** Let \( \lambda \in (0, 1) \) and \( f \in C(\mathbb{R}^m) \). Fix two vectors \( x_1, x_2 \) such that \( x_1 - x_2 \in \text{im } \mathcal{B}(\omega) \) for some \( \omega \in \mathbb{S}^{d-1} \). Let \( \delta > 0 \) be smaller than \( \frac{\delta}{6} \). Actually \( \delta \) will tend to zero in the end.

The proof is based on the correct choice of test function. To this end, consider

\[
\chi : [0, 1) \to \mathbb{R}, \ x \mapsto \begin{cases} 
1 - \lambda & x \in [0, \lambda), \\
-\lambda & x \in [\lambda, 1).
\end{cases}
\]

Without renaming we extend \( \chi \) periodically to \( \mathbb{R} \). Then for all \( n \in \mathbb{N} \) it holds that \( z_n := (x_1 - x_2)\chi(nx - \omega) \) satisfies \( |z_n|_{L^\infty(T^d)} \leq |x_1 - x_2| \) and moreover by standard arguments from e.g. the appendix of [4] there exists \( n_{\omega, \delta} \) such that

\[
\lambda f(x_1) + (1 - \lambda) f(x_2) \geq \int_{T^d} f(\lambda x_1 + (1 - \lambda)x_2 + z_n(x))dx - \delta
\]

for all \( n \geq n_{\omega, \delta} \).

It is not difficult to see that there exists a unique periodic function \( \psi \in W^{l, \infty}(\mathbb{T}) \) of mean zero such that \( D^l \psi = \chi \). Moreover, \( \|D^j \psi\|_{L^\infty} \leq 1 \) for all \( j = 1, \ldots, l \).

By assumption there exists \( \xi \in \mathbb{R}^N \) such that \( x_1 - x_2 = \mathcal{B}(\omega)\xi = \mathcal{B}(\omega) \text{pr}_{(\ker \mathcal{B}(\omega))^\perp}(\xi) \). Hence,

\[
\mathcal{B} \left( \text{pr}_{(\ker \mathcal{B}(\omega))^\perp}(\xi) n^{-l} \psi(n x - \omega) \right) = \mathcal{B}(\omega)\xi \chi(n x - \omega) = z_n(x)
\]

for all \( n \in \mathbb{N} \), i.e. \( u_n(x) := \text{pr}_{(\ker \mathcal{B}(\omega))^\perp}(\xi) n^{-l} \psi(n x - \omega) \) is a potential for \( z_n \). Let \( \eta \) denote a standard mollifier on \( \mathbb{R}^d \) and \( \eta_n \) its rescaling with support in \( B_{\frac{\delta}{6}}(0) \). Since \( \mathcal{B} \left( u_n * \eta_{\frac{n}{\delta}} \right) = z_n * \eta_{\frac{n}{\delta}} = (z_1 * \eta_{\delta})(\mathbf{n} \bullet) \) equals \( z_n \) on a subset of \( T^d \) of measure \( (1 - 5\delta) \) for \( n \) large enough and since \( \|z_n * \eta_{\frac{n}{\delta}}\|_{L^\infty} \leq \|z_1\|_{L^\infty} \), we can estimate

\[
\int_{T^d} f(\lambda x_1 + (1 - \lambda)x_2 + z_n(x))dx \geq \int_{T^d} f \left( \lambda x_1 + (1 - \lambda)x_2 + \mathcal{B} \left( u_n * \eta_{\frac{n}{\delta}} \right) \right)dx - \delta C_{f, x_1, x_2}
\]

for \( n \geq n_{\omega, \delta} \) with \( n_{\omega, \delta} \) large enough.
In the final step we need to cut-off \((u_n \ast \eta_\delta) \in C^\infty(\mathbb{R}^d)\) to ensure that its support is compactly contained in \(\mathcal{Q}\). For that choose \(\varphi_\delta \in C^\infty_c(\mathcal{Q})\) such that \(0 \leq \varphi_\delta \leq 1\), \(\varphi_\delta(x) = 1\) if \(\text{dist}(x, \partial \mathcal{Q}) > \delta\), and \(\|D^j \varphi_\delta\|_{L^\infty(\mathcal{Q})} \leq C \delta^{-j}\) for \(j \in \{1, \ldots, l\}\). Define
\[
\tilde{u}_{\delta, n}(x) := \left( u_n \ast \eta_\frac{x}{n} \right)(x) \cdot \varphi_\delta(x).
\]
Then \(\tilde{u}_{\delta, n} \in C^\infty_c(\mathcal{Q})\) and
\[
\|D^j \tilde{u}_{\delta, n}\|_{L^\infty} \leq \|D^j u_n\|_{L^\infty} + C_l \sum_{j=0}^{l-1} \|D^{j} u_n\|_{L^\infty} \|D^{l-j} \varphi_\delta\|_{L^\infty}
\]
\[
\leq (1 + C_l) \|B^\dagger(\omega)B(\omega)\| \left( \|\chi\|_{L^\infty} + \sum_{j=0}^{l-1} \|D^j \varphi_\delta\|_{L^\infty} \right)
\]
\[
\leq CB|x_1 - x_2| \left( 1 + \frac{1}{\sqrt{n}} \right)
\]
for \(n \geq n_{\omega, \delta}\) with \(n_{\omega, \delta}\) large enough. Here, we used the fact that the pseudoinverse \(\omega \mapsto B^\dagger(\omega)\) is continuous on the compact set \(\mathcal{S}^{d-1}\) due to the constant rank condition on \(B\), cf. Theorem 4.2 in [31]. Thus,
\[
\int_{\mathbb{R}^d} f \left( \lambda x_1 + (1 - \lambda) x_2 + B \left( u_n \ast \eta_\frac{x}{n} \right) \right) \, dx \geq \int_{\mathbb{R}^d} f \left( \lambda x_1 + (1 - \lambda) x_2 + B \tilde{u}_{\delta, n} \right) \, dx
\]
\[
- \delta CB_{f, x_1, x_2}
\]
\[
\geq \frac{C_B|x_1 - x_2|}{(1 + \frac{1}{\sqrt{n}}) f(\lambda x_1 + (1 - \lambda) x_2)} - \delta CB_{f, x_1, x_2}.
\]
In conclusion, with the help of Lemma 3.1 we obtain the assertion if we let \(n \to \infty\) and then \(\delta \to 0\). \(\square\)

We now come to the main result of this section. This result is a characterization theorem for Young measures being generated by uniformly bounded \(A\)-free functions on the level of the potential \(B\) in the spirit of Theorem 4.1 in [17], the proof of which will be a guideline for our proof. Note that \(B\) being a potential for some operator \(A\) is not important as we formulate the theorem already on the level of \(B\). It is also worth mentioning that our theorem treats images of \(B\) with uniformly bounded highest order gradients which is the main reason we introduced the truncated quasiconvex envelope.

**Theorem 3.3.** Let \(\Omega\) be open, bounded. Let \(\nu\) be a Young measure such that \(\langle \nu, \text{id} \rangle \in L^1(\Omega)\). Let \(R > 0\). There the following are equivalent:

(i) For all \(f \in C(\mathbb{R}^m)\) and a.e. \(x \in \Omega\) it holds that
\[
\langle \nu_x, f \rangle \geq Q_B^R f(\langle \nu_x, \text{id} \rangle).
\]
(ii) There exists a sequence \((u_j) \subset C_c^\infty(\Omega)\) such that

\[
\limsup_{j \to \infty} \|D^l u_j\|_{L^\infty(\Omega)} \leq R,
\]

\[
D^l u_j \xrightarrow{L^1(\Omega)} 0,
\]

\[
Bu_j + \langle v, \text{id} \rangle \xrightarrow{Y} v.
\]

The assertion of the theorem holds also for \(\Omega\) replaced by the torus \(\mathbb{T}^d\) or \((0, T) \times \mathbb{T}^{d-1}\) for some \(T > 0\).

**Proof.** As the proof for the torus \(\mathbb{T}^d\) or \((0, T) \times \mathbb{T}^{d-1}\) as underlying domain are just a special cases of that for \(\Omega \subset \mathbb{R}^d\) open, we only treat the latter in full detail.

**Statement (i) implies (ii):**

We follow the general strategy of the proof of Theorem 4.1 in [17], but adapt this to our specific situation at several points.

Define

\[
\mathbb{H}^q := \left\{ v \in \mathcal{P}(\mathbb{R}^m) : \langle v, \text{id} \rangle = 0 \text{ and there exists } (w_j) \subset C_c^\infty(\mathcal{Q}) \text{ with } Bu_j \xrightarrow{Y} v, \right.
\]

\[
D^l w_j \xrightarrow{L^1(\mathbb{T}^d)} 0, \limsup_{j \to \infty} \|D^l w_j\|_{L^\infty(\mathbb{T}^d)} \leq q \}.
\]

where \(q > 0\).

**Claim 1:** \(\mathbb{H}^q\) is convex.

Let \(\theta \in (0, 1)\) and let \(v, \mu \in \mathbb{H}^q\) with corresponding sequences \((v_j), (w_j) \subset C_c^\infty(\mathcal{Q})\) satisfying \(\limsup_{j \to \infty} \|D^l v_j\|_{L^\infty(\mathbb{T}^d)} \leq q\), and \(D^l v_j \xrightarrow{L^1(\mathbb{T}^d)} 0\), similarly for \((w_j)\). By assumption we have \(\|v_j\|_{W^{l, \infty}(\mathbb{T}^d)} + \|w_j\|_{W^{l, \infty}(\mathbb{T}^d)} \leq C\) for some \(C > 0\).

Thus, after taking a subsequence we have \(v_j \xrightarrow{W^{l, \infty}(\mathbb{T}^d)} v\) and \(w_j \xrightarrow{W^{l, \infty}_0(\mathcal{Q})} w\) in \(W^{l, \infty}_0(\mathcal{Q})\). As \(D^l v_j, D^l w_j\) tend to zero weakly in \(L^1\), we have \(v = w = 0\). Sobolev embedding then yields \(v_j \to 0\) and \(w_j \to 0\) in \(C^{l-1, \alpha}(\mathbb{T}^d)\) for any \(\alpha \in [0, 1)\).

For all \(\varphi \in C_c^\infty(\mathcal{Q})\) we obtain

\[
\|\varphi\|_{C^l(\mathbb{T}^d)} \|w_j - v_j\|_{C^{l-1}(\mathbb{T}^d)} \to 0. \tag{3.1}
\]

Now choose a sequence \((\varphi_k) \subset C_c^\infty(\mathcal{Q})\) with \(0 \leq \varphi \leq 1\) and \(\varphi_k \to \mathbb{1}_{(0, \theta) \times \mathbb{T}^{d-1}}\) in \(L^1(\mathbb{T}^d)\). Using (3.1) we can choose a subsequence of \(v_j\) and \(w_j\) such that

\[
\|\varphi_j\|_{C^l(\mathbb{T}^d)} \|w_j - v_j\|_{C^{l-1}(\mathbb{T}^d)} \leq \frac{1}{j}. \tag{3.2}
\]

Define

\[
u_j := v_j + \varphi_j \cdot (w_j - v_j) \in C_c^\infty(\mathcal{Q}).\]
Let $\delta > 0$ and choose $x_j \in \mathbb{T}^d$ such that
\[
\|D^j v_j + \varphi_j(D^j w_j - D^j v_j)\|_{L^\infty(\mathbb{T}^d)} \leq |D^j v_j + \varphi_j(D^j w_j - D^j v_j)| (x_j) + \delta.
\]
For $j$ large enough such that $\|D^j v_j\|_{L^\infty(\mathbb{T}^d)} \leq q + \delta$ and $\|D^j w_j\|_{L^\infty(\mathbb{T}^d)} \leq q + \delta$ it holds that
\[
\|D^j u_j\|_{L^\infty(\mathbb{T}^d)} \leq \|D^j v_j + \varphi_j(D^j w_j - D^j v_j)\|_{L^\infty(\mathbb{T}^d)}
\]
\[
+ \|\varphi_j\|_{C^1(\mathbb{T}^d)} \|w_j - v_j\|_{C^1(\mathbb{T}^d)}
\]
\[
\leq |D^j v_j + \varphi_j(D^j w_j - D^j v_j)|(x_j) + \delta + \frac{1}{j}
\]
\[
\leq q + 2\delta + \frac{1}{j}.
\]
As $\delta > 0$ was arbitrary, this yields $\limsup_{j \to \infty} \|D^j u_j\|_{L^\infty(\mathbb{T}^d)} \leq q$. It is straightforward to check that $D^j (u_j - w_j) \to 0$ in $L^1((0, \theta) \times \mathbb{T}^{d-1})$ and $D^j (u_j - v_j) \to 0$ in $L^1((\theta, 1) \times \mathbb{T}^{d-1})$. Hence, $D^j u_j \to 0$ in $L^1(\mathbb{T}^d)$ and
\[
B u_j \rightharpoonup (\lambda_x)_{x \in \Omega} := \begin{cases} 
\mu, & x^1 \in (0, \theta), \\
v, & x^1 \in (\theta, 1).
\end{cases}
\]
Now consider the sequence
\[
\tilde{u}_{j,m}(x) := \frac{1}{m^j} u_j(mx), \ m \in \mathbb{N},
\]
which again lies in $C_c(\mathcal{Q})$. Then $\|D^j \tilde{u}_{j,m}\|_{L^\infty(\mathbb{T}^d)} = \|D^j u_j\|_{L^\infty(\mathbb{T}^d)}$. Moreover, for $\psi \in L^1(\mathbb{T}^d)$ and $g \in C_0(\mathbb{R}^m)$ we have using Proposition 2.8 in [17]
\[
\lim_{j \to \infty} \lim_{m \to \infty} \int_{\mathbb{T}^d} \psi(x) g(B \tilde{u}_{j,m}(x)) dx = \lim_{j \to \infty} \int_{\mathbb{T}^d} \psi(x) dx \int_{\mathbb{T}^d} g(B u_j(y)) dy
\]
\[
= (\theta \langle \mu, g \rangle + (1 - \theta) \langle v, g \rangle) \int_{\mathbb{T}^d} \psi(x) dx
\]
and for $\chi \in L^\infty(\mathbb{T}^d)$ we have
\[
\lim_{j \to \infty} \lim_{m \to \infty} \int_{\mathbb{T}^d} \chi(x) D^j \tilde{u}_{j,m}(x) dx = \lim_{j \to \infty} \int_{\mathbb{T}^d} \chi(x) dx \int_{\mathbb{T}^d} D^j u_j(y) dy = 0
\]
as $D^j u_j \to 0$ in $L^1(\mathbb{T}^d)$. Thus, taking a diagonal subsequence yields that $\theta \mu + (1 - \theta) v \in \mathbb{H}^q$.

**Claim 2:** $\mathbb{H}^q$ is relatively closed in $\mathcal{P}(\mathbb{R}^m)$ with respect to the weak*-topology in $\mathcal{M}(\mathbb{R}^m)$.

So, let $v \in \mathbb{H}^q \mathcal{M}(\mathbb{R}^m) \subset \mathcal{P}(\mathbb{R}^m)$ and let $(f_i) \subset L^1(\mathbb{T}^d)$, $(g_j) \subset C_0(\mathbb{R}^m)$, $(h_n) \subset L^1(\mathbb{T}^d, \mathbb{R}^{d \times N})$ be dense, countable subsets. For all $1 \leq j \leq k$ there exist $v_k \in \mathbb{H}^q$ such that
\[
|\langle v - v_k, g_j \rangle| \leq \frac{1}{k}.
\]
(3.3)
Thus, for all \(0 \leq i, j, n \leq k\) there exist \(w^k \in C_c^\infty(\mathbb{T}^d)\) with \(\|D^j w^k\|_{L^\infty(\mathbb{T}^d)} \leq q + \frac{1}{k}\), and

\[
\left| \langle v_k, g_j \rangle \int_{\mathbb{T}^d} f_i \, dx - \int_{\mathbb{T}^d} f_i g_j(B w^k) \, dx \right| \leq \frac{1}{k},
\]

and

\[
\int_{\mathbb{T}^d} h_n : D^j w^k \, dx \leq \frac{1}{k}.
\]

In particular, after taking a subsequence, \((B w^k)\) generates a Young measure, which equals \(v\) by density of \((f_i)\) and \((g_j)\). We also have that \(D^j w^k\) is uniformly bounded in \(L^\infty(\mathbb{T}^d)\) and hence \(D^j w^k \rightharpoonup z\) in \(L^\infty(\mathbb{T}^d)\) for some \(z\) which has to be zero by the above estimates and density of \((h_n)\). Note that \(\text{supp}(v_k), \text{supp}(v) \subset B_{C}(0)\) uniformly in \(k\) for some \(C > 0\) large enough by the uniform boundedness of the generating sequence. Thus, if we choose \(g_1 \in C_0(\mathbb{R}^m)\) with \(g_1|_{B_C(0)} = \text{id}\) in the above sequence, we obtain \(\langle v, \text{id} \rangle = \lim_{k \to \infty} \langle v_k, g_1 \rangle = 0\). This shows \(v \in \mathbb{H}^R\).

**Case 1: Generating homogeneous Young measures with zero barycenter on the torus.**

Fix \(v \in \mathcal{P}(\mathbb{R}^m)\) with \(\langle v, \text{id} \rangle = 0\) and \(\langle v, f \rangle \geq Q^{R}_B f(0)\) for all \(f \in C(\mathbb{R}^m)\). Suppose that \(v \notin \mathbb{H}^R\). By the previous claims and the Hahn-Banach Theorem there exist \(g \in C_0(\mathbb{R}^m)\) and \(\alpha \in \mathbb{R}\) such that

\[
\langle \mu, g \rangle \geq \alpha \text{ and } \langle v, g \rangle < \alpha
\]

for all \(\mu \in \mathbb{H}^R\). Let \(w \in C_c^\infty(\mathbb{Q})\) be such that \(\|D^j w\|_{L^\infty(\mathbb{T}^d)} \leq R\). Then by Proposition 2.8 in [17] the sequence \(w_n(x) := \frac{1}{n} w(nx)\) satisfies \(D^j w_n \rightharpoonup 0\) in \(L^\infty(\mathbb{T}^d)\) and \(\|D^j w_n\|_{L^\infty(\mathbb{T}^d)} \leq R\). As \(B w \in L^\infty(\mathbb{T}^d)\) one deduces that \(h(Bw_n) = h(Bw)(n \cdot) \rightharpoonup \int_{\mathbb{T}^d} h(Bw) \, dx\) in \(L^\infty(\mathbb{T}^d)\) for all \(h \in C_0(\mathbb{R}^m)\). Thus,

\[
B w_n \overset{Y}{\rightharpoonup} \delta_{B w},
\]

where \(\delta_{B w}, h) := \int_{\mathbb{T}^d} h(Bw) \, dx\) for all \(h \in C_0(\mathbb{R}^m)\). In particular, \(\delta_{B w} \in \mathbb{H}^R\). Thus,

\[
\int_{\mathbb{T}^d} g(Bw) \, dx = \langle \delta_{B w}, g \rangle \geq \alpha,
\]

which by the definition of \(Q^{R}_B g\) implies \(Q^{R}_B g(0) \geq \alpha\), a contradiction to \(Q^{R}_B g(0) \leq \langle v, g \rangle < \alpha\). Therefore, \(v \in \mathbb{H}^R\). So, there exists a sequence \((w_j) \subset C_c^\infty(\mathbb{Q})\) such that \(B w_j \overset{Y}{\rightharpoonup} v, D^j w_j \overset{j \to \infty}{\rightharpoonup} 0\) in \(L^1(\mathbb{T}^d)\), and \(\limsup_{j \to \infty} \|D^j w_j\|_{L^\infty(\mathbb{T}^d)} \leq R\). This finishes the proof for Case 1.

**Case 2: Generating inhomogeneous Young measures with zero barycenter on \(\Omega\).**

Here we adopt the proof of Proposition 4.4 in [17] to our situation.

Define

\[X := \{ v : \Omega \to \mathcal{M}(\mathbb{R}^m) : v \text{ is weak*-measurable, } \langle v_x, \text{id} \rangle = 0 \text{ for a.e. } x \in \Omega \},\]
\( \forall := \left\{ v \in \mathbb{X} : \text{there exists } (w_j) \subset C_c^\infty(\Omega) \text{ s.t. } Bw_j \rightharpoonup v, \ D'w_j \overset{L^1}{\to} 0, \ \limsup_{j \to \infty} \| D'w_j \|_{L^\infty(\Omega)} \leq R \right\} \),

\( \mathbb{W} := \left\{ v \in \mathbb{X} : \langle v_x, g \rangle \geq Q^R_Bg(0) \text{ for all } g \in C_0(\mathbb{R}^m) \text{ and for a.e. } x \in \Omega \right\} \).

We will show that \( \mathbb{W} \subset \mathbb{Y} \), which implies statement (ii) for Case 2.

Note that \( \mathbb{W}^{\mathcal{M}(\Omega \times \mathbb{R}^m)} \cap \mathbb{X} = \mathbb{Y} \). To see this, fix \( v \in \mathbb{W}^{\mathcal{M}(\Omega \times \mathbb{R}^m)} \cap \mathbb{X} \). Further, let \( (f_i) \subset C_c^\infty(\Omega) \) be a countable dense subset of \( L^1(\Omega) \) and let \( (g_j) \subset C_c^\infty(\mathbb{R}^m) \) be a countable dense subset of \( C_0(\mathbb{R}^m) \). We also choose a countable dense subset \( \{h_n\} \) of \( L^1(\mathbb{R}^d, \mathbb{R}^{d \times N}) \). For a function \( \varphi \in C_0(\overline{\Omega} \times \mathbb{R}^m) \) the dual pairing with \( v \) is defined as \( \int_\Omega (v_x, \varphi(x, \cdot)) \, dx \). Now as \( f_i \cdot g_j \in C_0(\overline{\Omega} \times \mathbb{R}^m) \), we find some \( v^k \in \mathbb{Y} \) such that

\[
\left| \int_\Omega f_i(x) \left( v_x - (v^k)_x, g_j \right) \, dx \right| \leq \frac{1}{k}
\]

for \( 1 \leq i, j \leq k \). On the other hand, for every \( k \in \mathbb{N} \) there exists \( w^k \in C_c^\infty(\Omega) \) such that \( \| D^jw^k \|_{L^\infty(\Omega)} \leq R + \frac{1}{k} \) and

\[
\left| \int_\Omega f_i(x) \left( (v^k)_x, g_j \right) \, dx - \int_\Omega f_i(x)g_j(Bw^k(x)) \, dx \right| \leq \frac{1}{k},
\]

\[
\left| \int_\Omega h_n(x) \cdot D^jw^k(x) \right| \leq \frac{1}{k}
\]

for \( 1 \leq i, j, n \leq k \). This implies that \( D^jw^k \overset{L^1(\Omega)}{\to} 0 \) and \( v \) is generated by \( (Bw^k) \).

Hence, \( v \in \mathbb{Y} \).

Now define

\( G_k := \left\{ \frac{1}{k} (y + Q) : y \in \mathbb{Z}^d, \ \frac{1}{k} (y + Q) \subset \Omega \right\} \),

\( G := \bigcup_{U \subset \mathbb{G}_k} U \),

\( \mathbb{W}_k := \left\{ v \in \mathbb{W} : v\big|_U \text{ is homogeneous for } U \in \mathbb{G}_k, \ v\big|_{(\Omega \setminus \mathbb{G}_k)} = \mathbf{0} \right\} \),

\( D := \bigcup_{k \in \mathbb{N}} \mathbb{W}_k \),

\textbf{Claim 3:} \( \overline{D^{\mathcal{M}(\Omega \times \mathbb{R}^m)}} \cap \mathbb{W} = \mathbb{W} \).

Let \( v \in \mathbb{W} \) and define

\[ v^k := \begin{cases} \int_U v_y \, dy, & x \in U, \ U \in \mathbb{G}_k, \\ \delta_0, & \text{else.} \end{cases} \]

Here

\[
\left\langle \int_U v_y \, dy, g \right\rangle := \int_U \langle v_y, g \rangle \, dy \geq Q^R_Bg(0) \quad (3.4)
\]
for all $g \in C_0(\mathbb{R}^N)$ and all $U \in \mathcal{G}_k$. It is not difficult to check that this defines a positive linear functional on $C_0(\mathbb{R}^N)$. Hence, the Riesz-Markov representation theorem yields that $\mathcal{F}(\nu) dy \in \mathcal{P}(\mathbb{R}^N)$. Thus, $\nu^k \in \mathcal{W}_k$. Therefore, we need to show that

$$\int_{\Omega} \left((\nu^k)_x, f(x, \cdot)\right) \, dx \to \int_{\Omega} \left(\nu_x, f(x, \cdot)\right) \, dx$$

for all $f \in C_0(\overline{\Omega} \times \mathbb{R}^m)$. To that end, fix $f \in C_0(\overline{\Omega} \times \mathbb{R}^m)$ and for every $U \in \mathcal{G}_k$ let $x_U \in \left(\frac{1}{k} \mathbb{Z}\right)^d$ denote the corner of $U$ corresponding to the point $0 \in [0, 1]^d$.

Further, define

$$\omega(\delta) := \sup \{\| f(x, \cdot) - f(y, \cdot) \|_{C_0(\mathbb{R}^m)} : x, y \in \overline{\Omega}, |x - y| \leq \delta\}.$$

We obtain, for sufficiently large $k$ that

$$\left| \int_{\Omega} \int_{\mathbb{R}^m} f(x, z) d\nu_x(z) \, dx - \int_{\Omega} \int_{\mathbb{R}^m} f(x, z) d\nu^k_x(z) \, dx \right|$$

$$\leq \left| \sum_{U \in \mathcal{G}_k} \int_{\Omega} \int_{\mathbb{R}^m} f(x, z) d\nu_x(z) \, dx - \sum_{U \in \mathcal{G}_k} \int_{\Omega} \int_{\mathbb{R}^m} f(x, z) d\nu^k_x(z) \, dy \, dx \right|$$

$$+ \| f \|_{C_0(\overline{\Omega} \times \mathbb{R}^m)} |\Omega \setminus G_k|$$

$$\leq 2 \omega \left(\frac{1}{k}\right) \cdot |\Omega| + \| f \|_{C_0(\overline{\Omega} \times \mathbb{R}^m)} |\Omega \setminus G_k|,$$

which tends to zero as $k \to \infty$.

**Claim 4:** $\mathcal{W}_k \subset \mathcal{Y}$ for all $k \in \mathbb{N}$.

Fix $k \in \mathbb{N}$. Recall that $\Omega$ is bounded, so we can write $\mathcal{G}_k$ as a finite family of cubes $Q_i$ with side length $\frac{1}{k}$, i.e. $\mathcal{G}_k = (Q_i)_{i=1}^N$ for some $N \in \mathbb{N}$. Let $\nu \in \mathcal{W}_k$ with $\nu\big|_{Q_i} = \nu^i$. Then by Case 1 above we infer that for all $i = 1, \ldots, N$ there exist $(w^i_j)_{j \in \mathbb{N}} \subset C_c^\infty(Q)$ with $\limsup_{j \to \infty} \| D^l w^i_j \|_{L^\infty(\mathbb{R}^d)} \leq R$, $D^l w^i_j \overset{L^1(\mathbb{R}^d)}{\to} 0$, and

$$B w^i_j \overset{Y}{\to} \nu^i$$

as $j \to \infty$. It is straightforward to check that

$$\tilde{w}^i_j := k^{-l} w^i_j(k \cdot -x_i)$$

defined on $Q_i$ satisfies $\limsup_{j \to \infty} \| D^l \tilde{w}^i_j \|_{L^\infty(Q_i)} \leq R$, $D^l \tilde{w}^i_j \overset{L^1(Q_i)}{\to} 0$, and $B \tilde{w}^i_j \overset{Y}{\to} \nu^i$,

where $x_i$ denotes the corner of $Q_i$ corresponding to the point $0 \in [0, 1]^d$. Then

$$\sum_{i=1}^N \tilde{w}^i_j \in C_c^\infty(\Omega)$$

has the desired properties such that $\nu$ lies in $\mathcal{Y}$. This finishes the proof of Claim 4.

Combining the Claims 3 and 4 with the fact that $\mathcal{Y}^M(\overline{\Omega} \times \mathbb{R}^m) \cap \mathcal{X} = \mathcal{Y}$ yields the desired inclusion $\mathcal{W} \subset \mathcal{Y}$.

**Case 3:** General Young measures.
Let $\nu$ be as in (i) in the statement of the theorem. Then the shifted Young measure $x \mapsto \Gamma_{-(\nu_x, \text{id})} \nu_x =: \tilde{\nu}_x$ lies in $\mathbb{W}$. By the previous discussion this yields a sequence $(u_j) \subset C^\infty_c(\Omega)$ with $D^l u_j \rightharpoonup_{L^1(\Omega)} 0$, $B u_j \rightharpoonup \tilde{\nu}$, and $\limsup_{j \to \infty} \|D^l u_j\|_{L^\infty(\Omega)} \leq R$.

Thus, $B u_j + \langle \nu, \text{id} \rangle \rightharpoonup \nu$, which finishes the proof for sufficiency of (i) for (ii).

**Statement (ii) implies (i):** We apply a localization argument. First, we consider the case where $\nu$ is a Young measure with zero barycenter and is generated by a sequence $(B u_n)$ with $(u_n) \subset C^\infty_c(\Omega)$, $\limsup_{n \to \infty} \|D^l u_n\|_{L^\infty(\Omega)} \leq R$, and $D^l u_n \rightharpoonup L^1(\Omega)$.

Let $(f_i) \subset C^\infty_c(\Omega) \subset L^1(\Omega)$ and $(g_j) \subset C^0(\mathbb{R}^m)$ be countable and dense subsets. We denote by $D_0 \subset \Omega$ the set of joint Lebesgue points of the maps $x \mapsto \langle \nu_x, g_j \rangle$ for all $j \in \mathbb{N}$ in the sense that

$$\lim_{r \to 0} \int_Q |\langle v_{a + r x}, g_j \rangle - \langle v_a, g_j \rangle| dx = 0.$$  

Fix $a \in D_0$ and define

$$u_{r, n}(x) := \frac{1}{r} u_n(a + r x), \quad x \in Q, \quad r > 0 \text{ small enough such that } a + r Q \subset \Omega.$$  

Let $(\varphi_k) \subset C^\infty_c(Q)$ be a sequence of smooth cut-off functions such that $\varphi_k \to 1$ in $L^1(Q)$. Similarly as in Claim 1 we argue that $u_n \to 0$ in $C^{l-1, \alpha}(\Omega)$ for all $\alpha \in [0, 1)$. Hence, after taking a subsequence $(u_{n_k})$ one obtains, for all $k$,

$$\|\varphi_k\|_{C^l(Q)} \|u_{n_k}\|_{C^{l-1}(\Omega)} \to 0.$$  

Define for all $r > 0$ and $k \in \mathbb{N}$ the functions $v_{r, k} \in C^\infty_c(Q)$ by

$$v_{r, k}(x) := \varphi_k(x) u_{r, n_k}(x).$$  

Then, for all fixed $r \leq 1$,

$$\limsup_{k \to \infty} \|D^l v_{r, k}\|_{L^\infty(\mathbb{T}^d)} \leq \limsup_{k \to \infty} \|D^l u_{n_k}\|_{L^\infty(\Omega)} + \limsup_{k \to \infty} \frac{1}{r^l} \|\varphi_k\|_{C^l(Q)} \|u_{n_k}\|_{C^{l-1}(\Omega)} \leq R. \tag{3.5}$$  

Moreover, for all $i, j \in \mathbb{N}$, we have

$$\lim_{r \to 0} \lim_{k \to \infty} \int_Q f_i(x) g_j(B v_{r, k}(x)) dx = \lim_{r \to 0} \lim_{k \to \infty} \int_Q f_i(x) g_j(\varphi_k(x)(B u_{n_k})(a + r x)) dx$$

$$= \lim_{r \to 0} \lim_{k \to \infty} \int_{a + (0, r)^d} f_i \left( \frac{x - a}{r} \right) g_j((B u_{n_k})(x)) dx$$

$$= \lim_{r \to 0} \int_{a + (0, r)^d} f_i \left( \frac{x - a}{r} \right) \langle v_x, g_j \rangle dx$$

$$= \int_Q f_i(x) dx \langle v_a, g_j \rangle.$$
Keeping (3.5) and the density of \((f_i)\) and \((g_j)\) in mind we choose \(r_l = \frac{1}{l}\) for all \(l \in \mathbb{N}\) and a diagonal subsequence \(w_l := v_{r_l,k_l}\) such that

\[
\limsup_{l \to \infty} \|D^j w_l\|_{L^\infty(\mathbb{T}^d)} \leq R \text{ and } S w_l \overset{γ}{\rightharpoonup} v_a.
\]

Now if \(v\) has non-zero barycenter, consider the shifted Young measure \(\Gamma_{-\langle v, \text{id} \rangle} v\) which is generated by the sequence \(Sw_l\) satisfying \((u_l) \subset C^\infty_c(\Omega)\), \(\limsup_{l \to \infty} \|D^j u_l\|_{L^\infty(\Omega)} \leq R\), and \(D^j u_l \overset{L^1(\Omega)}{\longrightarrow} 0\). By the previous case for a.e. \(a \in \Omega\) there is a sequence \((\tilde{w}_l) \subset C^\infty(\mathcal{Q})\) such that \(\limsup_{l \to \infty} \|D^j \tilde{w}_l\|_{L^\infty(\mathcal{Q})} \leq R\) and \(S \tilde{w}_l \overset{γ}{\rightharpoonup} \Gamma_{-\langle v_a, \text{id} \rangle} v_a\). Hence, we have

\[
S \tilde{w}_l + \langle v_a, \text{id} \rangle \overset{γ}{\rightharpoonup} v_a.
\]

Thus, for \(g \in C(\mathbb{R}^m)\), we obtain

\[
\lim_{l \to \infty} \int_{\mathbb{T}^d} g(S \tilde{w}_l(x) + \langle v_a, \text{id} \rangle) dx = \langle v_a, g \rangle. \tag{3.6}
\]

Note that here one needs to replace \(g\) by some function in \(C_0(\mathbb{R}^m)\), which coincides with \(g\) on a ball containing the uniformly bounded functions \(S \tilde{w}_l(x) + \langle v_a, \text{id} \rangle\). On the other hand, for all \(ε > 0\) the definition of \(Q^{R,ε}_B g\) implies

\[
\int_{\mathbb{T}^d} g(S \tilde{w}_l(x) + \langle v_a, \text{id} \rangle) dx \geq Q^{R,ε}_B g(\langle v_a, \text{id} \rangle) \tag{3.7}
\]

for all \(g \in C(\mathbb{R}^m)\) if \(l\) is large enough. Combining (3.6) and (3.7) and taking the limits over \(l\) and \(ε\) finishes the proof by using Lemma 3.1. \(\square\)

4. Weak and Measure-Valued Solutions

Let \(\Omega \subset \mathbb{R}^d\) be open or the torus \(\mathbb{T}^d\) and let \(T > 0\). A pair \((\rho, m) \in L^\infty((0, T) \times \Omega, \mathbb{R}^+ \times \mathbb{R}^d)\) is called weak solution of (1.1) with initial data \((\rho_0, m_0) \in L^\infty(\Omega)\) if

\[
\int_0^T \int_\Omega \partial_t \varphi \cdot m + \nabla_x \varphi \cdot \frac{m \otimes m}{\rho} + \rho^\gamma \text{div}_x \varphi dx dt + \int_\Omega \varphi(0, \cdot) \cdot m_0 dx = 0,
\]

\[
\int_0^T \int_\Omega \rho \partial_t \psi + \nabla_x \psi \cdot m dx dt + \int_\Omega \rho_0 \psi(0, \cdot) dx = 0
\]

for all \(\varphi \in C^\infty_c((0, T) \times \Omega, \mathbb{R}^d)\) and \(\psi \in C^\infty_c((0, T) \times \Omega)\), where the above integrals have to exist as part of the definition. Define the function

\[
e: \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}, \ (\rho, m) \mapsto \frac{|m|^2}{2\rho} + \frac{1}{\gamma - 1} \rho^\gamma.
\]
A weak solution \((\rho, m)\) with initial data \((\rho_0, m_0)\) is called an \textit{admissible weak solution} to (1.1) if it satisfies
\[
\int_{\Omega} e(\rho, m)(t, x) dx \leq \int_{\Omega} e(\rho_0, m_0) dx
\]
for a.e. \(t \in (0, T)\).

Next, let us introduce an even weaker notion of solution. A Young measure \(\nu \in L^\infty_w((0, T) \times \Omega, \mathcal{P}(\mathbb{R}^+ \times \mathbb{R}^m))\) is called a \textit{measure-valued solution} to (1.1) with initial data \((\rho_0, m_0) \in L^\infty(\Omega)\) if
\[
\int_0^T \int_{\Omega} \partial_t \varphi \cdot \langle \nu, m \rangle + \nabla_x \varphi : \left\{ m \otimes m \frac{\rho}{\rho} \right\} + \left\{ \nu, \rho \gamma \right\} \text{div}_x \varphi \, dx \, dt + \int_{\Omega} \rho_0 \psi(0, \cdot) \, dx = 0
\]
for all \(\varphi \in C^\infty_c((0, T) \times \Omega, \mathbb{R}^m)\) and \(\psi \in C^\infty_c((0, T) \times \Omega)\), where the above integrals have to exist as part of the definition. Also, the notation
\[
\langle \nu, f \rangle := \int_{\mathbb{R}^+ \times \mathbb{R}^d} f(\xi) \, d\nu(\xi)
\]
for any continuous function \(f \in C_0(\mathbb{R}^m)\) and \(m \in \mathbb{N}\) has been used.

We call a measure-valued solution \(\nu\) with initial data \((\rho_0, m_0)\) an \textit{admissible measure-valued solution} if
\[
\int_{\Omega} \langle \nu_{(t,x)}, e \rangle \, dx \leq \int_{\Omega} e(\rho_0, m_0) \, dx
\]
for a.e. \(t \in (0, T)\).

The proof of our main result uses a detour over a linear relaxation of the Euler equations which then can be handled by more abstract arguments involving homogeneous differential operators. The relaxed Euler equations are given by
\[
\begin{align*}
\partial_t m + \text{div}_x M + \nabla_x Q &= 0, \\
\partial_t \rho + \text{div}_x m &= 0
\end{align*}
\]
which is a linear first order PDE in the variables \((\rho, m, M, Q)\) with values in \(\mathbb{R}^+ \times \mathbb{R}^d \times S^d_0 \times \mathbb{R}^+\). We will call a quadruple \((\rho, m, M, Q) \in L^\infty((0, T) \times \mathbb{T}^d)\) a \textit{weak subsolution} with corresponding initial data \((\rho_0, m_0) \in L^\infty((0, T) \times \mathbb{T}^d)\) if it solves (4.2) tested by smooth functions with compact support in \([0, T) \times \mathbb{T}^d\).

Further, define the lifting map \(\Theta : [0, \infty) \times \mathbb{R}^d \to \mathbb{R}^m\) by
\[
\Theta(\rho, m) = \left( \rho, m, \frac{m \circ m}{\rho}, \rho \gamma + \left| m \right|^2 \frac{d\rho}{d\rho} \right).
\]
The lift $\tilde{\nu}$ of a Young measure $\nu: (0, T) \times \mathbb{T}^d \to \mathcal{P}(\mathbb{R}^m)$ is defined for all $f \in C_0(\mathbb{R}^m)$ by

$$(\tilde{\nu}(t, x), f) = \langle \nu(t, x), f \circ \Theta \rangle.$$ 

It is straightforward to check that $\nu$ is a measure-valued solution if and only if the barycenter of its lift $\langle \tilde{\nu}, \text{id} \rangle$ is a weak solution of (4.2).

In Section 7 we will encounter the notion of a vanishing viscosity sequence. By this we mean a sequence $(\rho_n, m_n) \subset L^\infty((0, T) \times \Omega)$ of distributional solutions to the compressible Navier–Stokes equations

$$\partial_t m_n + \text{div} \left( \frac{m_n \otimes m_n}{\rho_n} \right) + \nabla \rho_n = \mu_n \text{div} \left( \frac{\nabla m_n}{\rho_n} \right),$$

$$\partial_t \rho_n + \text{div} m_n = 0$$

with initial data $(\rho_0^n, m_0^n) \in L^\infty(\Omega)$. Here, $(\mu_n) \subset \mathbb{R}^+$ is a sequence converging to zero and $\mathbb{S}$ denotes the Newtonian viscous stress tensor given by

$$\mathbb{S}(A) = \mu \left( A + A^t - \frac{2}{3} \text{tr} A \right) + \mathbb{E}_d \eta \text{tr} A,$$

with constants $\mu > 0, \eta \geq 0$. If $(\rho_n, m_n)$ satisfies the energy inequality (4.1) for a.e. $t \in (0, T)$, we call this sequence admissible.

The following lemma collects some properties of admissible measure-valued solutions.

**Lemma 4.1.** Let $\nu$ be an admissible measure-valued solution on $(0, T) \times \Omega$ with initial data $(\rho_0, m_0) \in L^\infty(\Omega)$. Assume $\nu$ satisfies

$$\text{supp} \, \nu \subset \{ (\rho, m) \in \mathbb{R}^+ \times \mathbb{R}^d : \rho \geq \eta \},$$

$$\langle \nu, \rho \rangle \leq R,$$

$$\langle \nu, m \rangle \leq R$$

a.e. on $(0, T) \times \Omega$ for some $0 < \eta \leq R < \infty$.

Then $\nu$ has the following properties:

$$\langle \nu, \rho \rangle \in C([0, T], L^\gamma_w(\Omega)),$$

$$\langle \nu, m \rangle \in C([0, T], L^2_w(\Omega)),$$

$$\langle \nu(t, \cdot), \rho \rangle \to \langle \nu(0, \cdot), \rho \rangle = \rho_0 \text{ in } L^\gamma(\Omega) \text{ as } t \to 0,$$

$$\langle \nu(t, \cdot), m \rangle \to \langle \nu(0, \cdot), m \rangle = m_0 \text{ in } L^2(\Omega) \text{ as } t \to 0,$$

$$\int_\Omega \langle \nu(t, x), e \rangle \, dx \to \int_\Omega e(\rho_0, m_0) \, dx \text{ as } t \to 0,$$

$$\langle \nu, \rho \rangle = \langle \tilde{\nu}, \rho \rangle,$$

$$\langle \nu, m \rangle = \langle \tilde{\nu}, m \rangle.$$
Proof. As \( \text{pr}_\rho \circ \Theta = \text{pr}_\rho \) and \( \text{pr}_m \circ \Theta = \text{pr}_m \), it is immediate that \( \langle \nu, \rho \rangle = \langle \tilde{v}, \rho \rangle \) and \( \langle \nu, m \rangle = \langle \tilde{v}, m \rangle \).

Proposition 4.2 below yields \( \langle \nu, \rho \rangle \in C([0, T], L^\infty_\rho(\Omega)) \) and \( \langle \nu, m \rangle \in C([0, T], L^2_\rho(\Omega)) \). Hence, the definition of measure-valued solutions implies \( \{\nu(t, \cdot), \rho\} = \rho_0 \) and \( \{\nu(0, \cdot), m\} = m_0 \).

Thus,

\[
\liminf_{t \to 0} \|\langle \nu(t, \cdot), \rho \rangle\|_{L^\infty(\Omega)} \geq \|\rho_0\|_{L^\infty(\Omega)},
\]

\[
\liminf_{t \to 0} \|\langle \nu(t, \cdot), m \rangle\|_{L^2(\Omega)} \geq \|m_0\|_{L^2(\Omega)}.
\]

Note that the function \( (\rho, m) \mapsto \frac{|m|^2}{2\rho} \) is convex on \( (0, \infty) \times \mathbb{R}^d \), hence so is the function \( e \). Therefore, we can estimate using Jensen’s inequality

\[
\limsup_{t \to 0} \int_\Omega \frac{|\langle \nu, m \rangle|^2}{2\langle \nu, \rho \rangle}(t, x)\,dx \leq \limsup_{t \to 0} \int_\Omega \langle \nu, e \rangle(t, x)\,dx
\]

\[
- \liminf_{t \to 0} \int_\Omega \frac{1}{\gamma - 1} \langle \nu, \rho \rangle(\gamma - 1)\,dx \leq \int_\Omega \frac{|m_0|^2}{2\rho_0}\,dx.
\]

(4.3)

Observe that the set

\[\mathcal{K} := \{ (\rho, m) \in (L^\gamma \times L^2)(\Omega) : \eta \leq \rho \leq R \text{ and } m \leq R \text{ a.e. on } \Omega \}\]

is convex and strongly closed.

We now show that the functional \( F : \mathcal{K} \to \mathbb{R}, (\rho, m) \mapsto \int_\Omega \frac{|m|^2}{2\rho} \,dx \) is strongly continuous:

To this end, let \( (\rho_j, m_j) \subset \mathcal{K} \) such that \( \rho_j \to \rho \) in \( L^\gamma(\Omega) \) and \( m_j \to m \) in \( L^2(\Omega) \). Then

\[
\left| \int_\Omega \frac{|m_j|^2}{2\rho_j} - \frac{|m|^2}{2\rho} \,dx \right| \leq \frac{R}{\eta} |\Omega|^\frac{1}{2} \|m_j - m\|_{L^2(\Omega)} + \frac{R^2}{2} |\Omega|^{1-\frac{1}{\gamma}} \cdot \frac{1}{\eta^2} \|\rho_j - \rho\|_{L^\gamma(\Omega)} \to 0.
\]

By a Hahn-Banach argument we infer that \( F \) is a weakly lower semicontinuous functional on \( \mathcal{K} \). Therefore, as \( \langle \nu, \rho \rangle(t, \cdot), \nu, m(t, \cdot) \in \mathcal{K} \) for every \( t \in [0, T] \), we obtain for \( t \to 0 \) that

\[
\int_\Omega \frac{|\langle \nu, m \rangle|}{2\langle \nu, \rho \rangle}(t, x)\,dx \to \int_\Omega \frac{|m_0|^2}{2\rho_0}\,dx.
\]

This also implies by an analogous estimate as in (4.3) that \( \langle \nu, \rho \rangle(t, \cdot) \to \rho_0 \) in \( L^\gamma(\Omega) \).

Now let \( \varphi \in C^\infty_c(\Omega) \) and observe that

\[
\left| \int_\Omega \left( \frac{\langle \nu, m \rangle}{\sqrt{\langle \nu, \rho \rangle}}(t, x) - \frac{m_0}{\sqrt{\rho_0}}(x) \right) \varphi(x)\,dx \right|
\]

\[
\leq \left| \int_\Omega \left( \langle \nu, m \rangle(t, x) - m_0(x) \right) \frac{\varphi}{\sqrt{\rho_0}}(x)\,dx \right|
\]
+ \left| \int_{\Omega} \langle v, m \rangle(t, x) \left( \frac{1}{\sqrt{\langle v, \rho \rangle}}(t, x) - \frac{1}{\sqrt{\rho_0}}(x) \right) \varphi(x) dx \right| \\
\leq \left| \int_{\Omega} \langle v, m \rangle(t, x) \left( \frac{\varphi}{\sqrt{\rho_0}}(x) dx \right) \right| + R \| \varphi \|_{L^\infty} \int_{\Omega} |\sqrt{\rho_0}(x) - \sqrt{\langle v, \rho \rangle}(t, x)| dx \\
= \left| \int_{\Omega} \langle v, m \rangle(t, x) \left( \frac{\varphi}{\sqrt{\rho_0}}(x) dx \right) \right| + R \| \varphi \|_{L^\infty} \int_{\Omega} |\rho_0(x) - \langle v, \rho \rangle(t, x)| dx \\
\to 0,

where we used the weak convergence \( \langle v, m \rangle(t, \cdot) \to m_0 \). So, we have shown that (after using a standard approximation argument for the test functions) that \( \sqrt{\langle v, \rho \rangle}(t, \cdot) \to \frac{m_0}{\sqrt{\rho_0}} \) in \( L^2(\Omega) \). Together with the already proven convergence of the \( L^2 \)-norms this yields that \( \sqrt{\langle v, m \rangle}(t, \cdot) \to \frac{m_0}{\sqrt{\rho_0}} \) in \( L^2(\Omega) \). From that, we can infer that \( \langle v, m \rangle(t, \cdot) \to m_0 \) in \( L^2(\Omega) \). Indeed, due to the already known weak convergence, it suffices to check that the \( L^2 \)-norms converge. We estimate that

\[
\left| \int_{\Omega} |\langle v, m \rangle|^2(t, x) - |m_0|^2(x) dx \right| \\
\leq \left| \int_{\Omega} (v, \rho)(t, x) \left( \frac{|\langle v, m \rangle|^2}{\langle v, \rho \rangle}(t, x) - \frac{|m_0|^2}{\rho_0}(x) \right) dx \right| \\
+ \left| \int_{\Omega} |m_0|^2(x) ((v, \rho)(t, x) - \rho_0(x)) dx \right| \\
\leq \frac{2R^2}{\sqrt{\eta}} \int_{\Omega} |\langle v, m \rangle(t, x) - m_0| \sqrt{\langle v, \rho \rangle}(x) dx + \frac{R^2}{\eta} \int_{\Omega} |(v, \rho)(t, x) - \rho_0(x)| dx.
\]

The right hand side now goes to zero as \( t \to 0^+ \) by the boundedness of \( \Omega \) and the already shown strong convergence of \( (v, \rho)(t, \cdot) \) and \( \sqrt{\langle v, m \rangle}(t, \cdot) \).

For the convergence involving \( e \) we obtain from Jensen’s inequality that

\[
\liminf_{t \to 0} \int_{\Omega} \langle v, e \rangle(t, x) dx \geq \lim_{t \to 0} \int_{\Omega} \frac{|\langle v, m \rangle|^2}{2\langle v, \rho \rangle} (t, x) dx + \lim_{t \to 0} \int_{\Omega} \frac{1}{\gamma - 1} (v, \rho)^\gamma (t, x) dx \\
= \int_{\Omega} e(\rho_0, m_0) dx.
\]

Combining this with the admissibility of \( \nu \) finishes the proof. \( \square \)

We used the following proposition in the previous proof. It is a version for \( L^p \) of a result shown in Appendix A of [12]. The proof follows analogously to that for \( L^2 \) and hence will be omitted.

**Proposition 4.2.** Let \( 1 < p < \infty \) and \( \Omega \subset \mathbb{R}^d \) open. If \( a \in L^\infty((0, T), L^p(\Omega)) \) and \( b, c \in L^1_{\text{loc}}((0, T) \times \Omega) \) solve

\[
\partial_t a + \text{div}_x b + \nabla_x c = 0.
\]

Then, after redefining on a set of measure zero, it holds that \( a \in C([0, T], L^p_w(\Omega)) \).
5. Proof of the Main Results

In this section we prove the two main results Theorems 1.1 and 1.2. The proof will be split into several smaller steps which will be formulated as individual propositions.

A crucial point in the proof is to consider the relaxed Euler equations (4.2) and use Theorem 3.3. For that note that the system (4.2) can be rephrased as a linear homogeneous differential operator

\[ A_E : C^\infty \left( \mathbb{R}^{d+1}, \mathbb{R}^{(1+\frac{d}{2})^2(d+1)} \right) \to C^\infty \left( \mathbb{R}^{d+1}, \mathbb{R}^{d+1} \right) \]

of order one. Actually, here we will work on the level of potentials. In Proposition 4.1 in [18] an operator

\[ B_E : C^\infty \left( \mathbb{R}^{d+1}, \mathbb{R}^{(1+\frac{d}{2})^2} \right) \to C^\infty \left( \mathbb{R}^{d+1}, \mathbb{R}^{(1+\frac{d}{2})^2} \right) \]

is constructed such that for all \( z \in C^\infty \left( \mathbb{R}^{d+1} \right) \) it holds that \( A_E z = 0 \) if and only if there exists some \( u \in C^\infty \left( \mathbb{R}^{d+1} \right) \) with \( z = B_E u \). It is not immediate that \( B_E \) is a potential in the sense of (2.1). Nevertheless, in the case \( d = 2 \) we will show in Section 6 that, indeed, \( B_E \) is a potential for \( A_E \) in that sense. For the present section the only important property of \( B_E \) is that it is homogeneous of order two.

Recall from (1.2) that we only consider the case \( \gamma = 1 + \frac{2}{d} \).

Define the map

\[ e_{\text{kin}}(\rho, m, M) := \frac{d}{2} \lambda_{\text{max}} \left( \frac{m \otimes m}{\rho} - M \right). \]

The notation above indicating the kinetic energy density is taken from [14] which itself is adopted from [12]. The following theorem is a consequence of the genuine compressible convex integration method developed in [14], which is a generalization of the results in [24] to non-constant energies. This will be used as a black-box for convex integration in the proof of Proposition 5.9. We only state this result on the torus, which will be the case that we use. Note that the assumption of our space-dimension \( d \) being greater than one is important here, since convex integration is not feasible in only one space-dimension.

**Theorem 5.1.** Let \( d \geq 2 \). Let \((\rho', m', M', Q') \in C((0, T) \times \mathbb{T}^d)\) be a subsolution in \((0, T) \times \mathbb{T}^d\) such that \((\rho', m') \in C([0, T], (L^\gamma \times L^2)_w(\mathbb{T}^d))\) and \( Q' > p(\rho') + \frac{2}{d} e_{\text{kin}}(\rho', m', M') \) in \((0, T) \times \mathbb{T}^d\). Then there exist infinitely many weak solutions \((\rho, m) \in C([0, T], (L^\gamma \times L^2)_w(\mathbb{T}^d))\) of (1.1) such that

\[ \rho = \rho' \text{ on } (0, T) \times \mathbb{T}^d, \]

\[ Q' = \rho'^\gamma + \frac{|m|^2}{\rho'} \text{ almost everywhere on } (0, T) \times \mathbb{T}^d, \]

\[ m(0, \cdot) = m'(0, \cdot). \]
Proof. This follows from Theorem 4.2 in [14].

In the next lemma we collect some properties of the kinetic energy density.

**Lemma 5.2.** It holds that

- The map $e_{\text{kin}} : \mathbb{R}^+ \times \mathbb{R}^d \times S_d^0 \to \mathbb{R}$ is convex.
- The inequality $\frac{|m|^2}{2\rho} \leq e_{\text{kin}}(\rho, m, M)$ holds, with equality if and only if $M = \rho \otimes m - \frac{|m|^2}{2\rho} \mathbb{I}_d$.
- For all $(\rho, m, M) \in \mathbb{R}^+ \times \mathbb{R}^d \times S_0^d$ we have $|M| \leq \frac{2(d-1)}{d} e_{\text{kin}}(\rho, m, M)$.

**Proof.** See Lemma 2.2 in [14].

Let us now discuss the first step towards proving our main results Theorem 1.1 and Theorem 1.2.

**Proposition 5.3.** Let $T > 0$. Let $\nu$ be an admissible measure-valued solution of (1.1) with initial data $(\rho_0, m_0) \in L^\infty(\mathbb{T}^d)$. Suppose that $\nu$ fulfills the following conditions:

- There exists $\eta > 0$ such that
  $\text{supp}(\tilde{\nu}(t, x)) \subset \left\{ (\rho, m, M, Q) : \rho \geq \eta \text{ and } Q = \frac{2}{d} \langle \nu(t, x), e \rangle \right\}$
  for a.e. $(t, x) \in (0, T) \times \mathbb{T}^d$.
- The map $(t, x) \mapsto \langle \nu(t, x), e \rangle$ is continuous on $[0, T] \times \mathbb{T}^d$.
- There exists $R > 0$ such that the lift $\tilde{\nu}$ satisfies $\langle \tilde{\nu}(t, x), f \rangle \geq Q B_E^R f((\nu(t, x), \text{id}))$ for a.e. $(t, x) \in (0, T) \times \mathbb{T}^d$ and all $f$ continuous.
- The lift $\tilde{\nu}$ satisfies $\langle \tilde{\nu}, \text{id} \rangle = \sigma + B_E w$ for some $w \in W^{2,\infty}((0, T) \times \mathbb{T}^d)$ and some $\sigma \in C([0, T] \times \mathbb{T}^d)$.

Then the lifted measure $\tilde{\nu}$ is generated by a uniformly bounded sequence of sub-solutions $(\rho_j, m_j, M_j, Q_j) \in C([0, T] \times \mathbb{T}^d) \cap C^\infty((0, T) \times \mathbb{T}^d)$ with the property that

\[
\rho_j \geq \frac{\eta}{4} \text{ on } (0, T) \times \mathbb{T}^d, \\
\frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^\gamma < Q_j \text{ on } (0, T) \times \mathbb{T}^d, \\
\left| Q_j(t, x) - \frac{2}{d} \langle \nu(t, x), e \rangle \right| \leq \frac{1}{j} \text{ for all } (t, x) \in [0, T] \times \mathbb{T}^d, \\
\rho_j(0, \cdot) \to \rho_0 \text{ in } L^\gamma(\mathbb{T}^d), \\
m_j(0, \cdot) \to m_0 \text{ in } L^2(\mathbb{T}^d).
\]

Recall that we introduced the total energy density $e : (\rho, m) \mapsto \frac{1}{\gamma-1} \rho^\gamma + \frac{|m|^2}{2\rho}$. 
Proof. From Theorem 3.3 we obtain a sequence \((u_j) \subset C_c^\infty((0, T) \times \mathbb{T}^d)\) such that

\[
\limsup_{j \to \infty} \|D^2u_j\|_{L^\infty((0, T) \times \mathbb{T}^d)} \leq R, \quad D^2u_j \rightharpoonup^L 0, \quad B_Eu_j + \langle \tilde{\nu}, \text{id} \rangle \rightharpoonup^Y \tilde{\nu}.
\]

Since \(\langle \tilde{\nu}, \text{id} \rangle = \sigma + B_Ex\), we consider the sequence \((u_j + w) \subset W^{2, \infty}((0, T) \times \mathbb{T}^d)\). This sequence satisfies

\[
\|D^2(u_j + w)\|_{L^\infty((0, T) \times \mathbb{T}^d)} \leq R', \quad D^2(u_j + w) \rightharpoonup^L D^2w, \quad B_E(u_j + w) \rightharpoonup^Y \tau_{-\sigma \tilde{\nu}}
\]

(5.1)

for some \(R' > 0\). We used Lemma 2.2, where also the notion of the shifted Young measure \(\tau_{-\sigma \tilde{\nu}}\) has been defined. In particular, \(\|B_E(u_j + w)\|_{L^\infty((0, T) \times \mathbb{T}^d)} \leq \tilde{R}\) for some \(\tilde{R} > 0\). Define \(\tilde{R} := \tilde{R} + \|\sigma\|_{L^\infty} + \eta^\nu - \left(\frac{\eta}{2}\right)^\nu\) and define the set

\[
K_{(t,x)} := \left\{(\rho, m, M, Q) : \frac{2}{d}e_{\text{kin}}(\rho, m, M) + \rho^\nu \leq Q \right\}
\]

\[
\cap \left([\left[\frac{\eta}{2}, \infty\right) \times \mathbb{R}^d \times \mathbb{S}_0^d \times \mathbb{R}^+\right] \cap [-\tilde{R}, \tilde{R}]^N\right).
\]

where \(N := (1 + \frac{d}{2}) \cdot (d + 1)\). The definition of the lifted measure together with Lemma 5.2 and the Fundamental Theorem of Young Measure Theory, cf. for example [17] Theorem 2.2, imply that supp \((\tilde{v}_t(x)) \subset K_{(t,x)}\) for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\), since its generating sequence \(\sigma + B_E(u_j + w)\) is uniformly bounded by \(\tilde{R} + \|\sigma\|_{L^\infty((0,T)\times\mathbb{T}^d)}\).

Claim: \(K_{(t,x)}\) is non-empty, convex, compact for all \((t, x) \in [0, T] \times \mathbb{T}^d\), and for every \(\varepsilon > 0\) there exists some \(\delta > 0\) such that

\[
d_H (K_{(t,x)}, K_{(t',x')}) \leq \varepsilon\text{ for all } (t, x), (t', x') \in (0, T) \times \mathbb{T}^d\text{ with }|(t, x) - (t', x')| \leq \delta,
\]

(5.2)

where \(d_H\) denotes the Hausdorff-distance.

Indeed, \(K_{(t,x)} \subset \mathbb{R}^m\) is clearly bounded and closed, hence compact. Since \((\rho, m, M, Q) \mapsto \frac{2}{d}e_{\text{kin}}(\rho, m, M) + \rho^\nu - Q\) is convex by Lemma 5.2, we infer that \(K_{(t,x)}\) is the intersection of convex sets.

By assumption and the definition of the lift \(\Theta\) we have for every \((\rho, m, M, Q) \in \text{supp } (\tilde{v}_t(x))\) that \(Q = \frac{|m|^2}{d\rho} + \rho^\nu = \frac{2}{d} \langle v_t(x), e \rangle\) and \(\rho \geq \eta\) for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\). Continuity of \((t, x) \mapsto \langle v_t(x), e \rangle\) implies that

\[
\frac{2}{d} \langle v_t(x), e \rangle \geq \rho^\nu \geq \eta^\nu \geq \left(\frac{\eta}{2}\right)^\nu \text{ on } [0, T] \times \mathbb{T}^d.
\]

Thus, for all \((t, x) \in [0, T] \times \mathbb{T}^d\) and for all \(\rho \in \left[\frac{\eta}{2}, \left(\frac{2}{d} \langle v_t(x), e \rangle\right)^\frac{1}{\nu}\right]\), we can infer that \((\rho, 0, 0, \frac{2}{d} \langle v_t(x), e \rangle) \in K_{(t,x)}\). In particular, \(K_{(t,x)}\) is nonempty. Hence, the uniform continuity with respect to the Hausdorff-distance follows from Lemma 5.4 below. This proves the claim.
In order to improve the sequence \((u_j + w)\) we have to ensure that the sets \((K_{(t,x)} - \sigma(t,x))\) behave sufficiently well in \((t,x)\). Observe that \(\text{supp}(r - \sigma(t,x)\tilde{v}(t,x)) \subset K_{(t,x)} - \sigma(t,x)\) and \(K_{(t,x)} - \sigma(t,x)\) is again compact and convex for all \((t,x)\). Note also that the map \((t,x) \mapsto K_{(t,x)} - \sigma(t,x)\) is uniformly continuous with respect to the Hausdorff-distance on \((0, T) \times \mathbb{T}^d\). In the proof of the claim above we determined explicit elements of \(K_{(t,x)}\). Since the \(\rho\)-coordinate of these elements satisfies \(\rho \in \left[\frac{q}{2} \left(\frac{1}{2} \left|v(t,x)\right|, \epsilon\right)^{\frac{1}{2}}\right] \supset \left[\frac{q}{2}, \eta\right]\), we obtain that \(|K_{(t,x)} - \sigma(t,x)|_\infty \geq \frac{q}{4}\) for all \((t,x) \in (0, T) \times \mathbb{T}^d\).

Combining this with the claim and (5.1) we can apply Corollaries 2.3, 2.4, and 2.5 from [18]. This yields a sequence of open sets \((U_j)\) and a sequence of functions \((g_j) \subset W^{2,\infty}((0, T) \times \mathbb{T}^d)\) such that

\[
U_j \subset (0, T) \times (0, 1)^d,
\]

\[
\left|(0, T) \times \mathbb{T}^d \setminus U_j\right| \to 0,
\]

\[
g_j = w \text{ on } (0, T) \times \mathbb{T}^d \setminus U_j,
\]

\[
\|t, x\| \mapsto \text{dist} (\mathcal{B}_E g_j(t, x), K_{(t,x)} - \sigma(t,x)) \|_{L^\infty((0, T) \times \mathbb{T}^d)} \to 0,
\]

\[
\mathcal{B}_E g_j \to \tau - \sigma \tilde{v}.
\]

We need to mollify this sequence of functions to be able to apply Proposition 5.1 later on. We follow Step 4 of the proof of Theorem 18 in [34]. So, let \(\psi : \mathbb{R}^d \to \mathbb{R}\) be a standard mollifier with support on \(B_1(0)\) and let \(\chi : \mathbb{R} \to \mathbb{R}\) be a shifted standard mollifier such that its support lies in \((-1, 0)\). As usual define for \(\epsilon > 0\) the functions \(\psi_\epsilon(x) := \frac{1}{\epsilon^2} \psi \left(\frac{x}{\epsilon}\right)\) and \(\chi_\epsilon(t) := \frac{1}{\epsilon} \chi \left(\frac{t}{\epsilon}\right)\). Set \(\phi_\epsilon(t,x) = \chi_\epsilon(t) \psi_\epsilon(x)\). The mollified functions \(\phi_\epsilon * g_j\) lie in \(C^\infty((0, T - \epsilon) \times \mathbb{T}^d)\). To remedy the shortened domain in the time variable we introduce the scaling \(t \mapsto \frac{T - \epsilon}{T - t}\). Set

\[
h_{\epsilon,j}(t, x) := \left(\frac{T}{T - \epsilon}\right)^2 (\phi_\epsilon * g_j) \left(\frac{T}{T - \epsilon} - t, x\right)
\]

for all \((t,x) \in (0, T) \times \mathbb{T}^d\).

These functions are smooth on \((0, T) \times \mathbb{T}^d\) and satisfy \(\mathcal{B}_E h_{\epsilon,j}(t, x) = (\phi_\epsilon * \mathcal{B}_E g_j) \left(\frac{T - \epsilon}{T - t}, x\right)\). For all \(\epsilon, j\) It is then straightforward to check that \(\mathcal{B}_E h_{\epsilon,j}\) is uniformly continuous on \([0, T] \times \mathbb{T}^d\). Moreover, for fixed \(j\) we have

\[
\|\mathcal{B}_E h_{\epsilon,j} - \mathcal{B}_E g_j\|_{L^1((0, T) \times \mathbb{T}^d)} \leq \frac{T}{T - \epsilon} \|\phi_\epsilon * \mathcal{B}_E g_j - \mathcal{B}_E g_j\|_{L^1((0, T - \epsilon) \times \mathbb{T}^d)} \]

\[
+ \|\mathcal{B}_E g_j \left(\frac{T - \epsilon}{T} \cdots\right) - \mathcal{B}_E g_j\|_{L^1((0, T) \times \mathbb{T}^d)}\]

\(\epsilon \to 0\) and estimate that

\[
\text{dist} (\mathcal{B}_E h_{\epsilon,j}(t, x), K_{(t,x)} - \sigma(t,x))\]
\[ \leq \| (\tau, y) \mapsto \text{dist} (B_{E \ell j}(\tau, y), K(\tau, y) - \sigma(\tau, y)) \|_{L^\infty((0,T) \times \mathbb{T}^d)} \]
\[ + \int_{\mathbb{R}^{d+1}} \phi_\varepsilon \left( \frac{T - \varepsilon}{T} (t - \tau), x - y \right) dH \left( K(t, x) - \sigma(t, x), K(\tau, y) - \sigma(\tau, y) \right) \, dx \, dy \]

where we used the smallness condition on \( \varepsilon \).

\[ \varepsilon \to 0 \quad \| (\tau, y) \mapsto \text{dist} (B_{E \ell j}(\tau, y), K(\tau, y) - \sigma(\tau, y)) \|_{L^\infty((0,T) \times \mathbb{T}^d)} . \]

Here, we used Jensen’s inequality, the estimate (5.2), and the fact that \(|t - \tau| \leq 2\varepsilon\) for all \( \tau \) in the support of \( \chi_\varepsilon \left( \frac{T - \varepsilon}{T} (t - \cdot) \right) \). Note that this convergence is uniform in \((t, x)\).

Therefore, we can choose a subsequence (not-relabeled) in \( j \in \mathbb{N} \) and corresponding \( \varepsilon_j \) such that

\[ \| B_{E \ell j}, j - B_{E \ell j} \|_{L^1((0,T) \times \mathbb{T}^d)} \leq \frac{1}{j}, \]

\[ \| (t, x) \mapsto \text{dist} (B_{E \ell j}, j(t, x), K(t, x) - \sigma(t, x)) \|_{L^\infty((0,T) \times \mathbb{T}^d)} \leq \frac{1}{j}, \]

\[ \varepsilon_j < \inf \{ t \in [0, T] : \exists x \in \mathbb{T}^d \text{ s.t. } (t, x) \in U_j \}. \] (5.3)

Define the sequence

\( (\rho_j, m_j, M_j, \tilde{Q}_j) := \sigma + B_{E \ell j}, j \in C\{[0, T) \times \mathbb{T}^d\} \cap C^\infty((0, T) \times \mathbb{T}^d) \).

This sequence satisfies

\[ \tilde{Q}_j \geq \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^\gamma - \frac{1}{j} L - \frac{1}{j}, \]

\[ \left| \tilde{Q}_j - \frac{2}{d} \langle v, e \rangle \right| \leq \frac{1}{j}, \]

\[ \rho_j \geq \frac{\eta}{2} - \frac{1}{j} \]

on \((0, T) \times \mathbb{T}^d\), where \( L \) is the minimal Lipschitz constant of the convex function \((\rho, m, M) \mapsto \frac{2}{d} e_{\text{kin}}(\rho, m, M) + \rho^\gamma \) on \([-\tilde{R} + 1, \tilde{R} + 1]^{N-1} \). This is valid since the values of \( \sigma + B_{E \ell j}, j \) are contained in \([-\tilde{R} + 1, \tilde{R} + 1]^N \). Moreover, Lemma 4.1 yields that

\[ \| \rho_j(0, \cdot) - \rho_0 \|_{L^\gamma(\mathbb{T}^d)} \leq \left\| (\phi_{\varepsilon_j} * (\tilde{v}, \rho))(0, \cdot) - \int_0^\varepsilon (\langle \tilde{v}, \rho \rangle(0, \cdot) * \psi_{\varepsilon_j}) \chi_{\varepsilon_j}(-s) \, ds \right\|_{L^\gamma(\mathbb{T}^d)} \]

\[ + \| \langle \tilde{v}, \rho \rangle(0, \cdot) * \psi_{\varepsilon_j} - \langle \tilde{v}, \rho \rangle(0, \cdot) \|_{L^\gamma(\mathbb{T}^d)} \]

\[ \leq \sup_{0 \leq s \leq \varepsilon_j} \| \langle \tilde{v}, \rho \rangle(s, \cdot) - \langle \tilde{v}, \rho \rangle(0, \cdot) \|_{L^\gamma(\mathbb{T}^d)} \]

\[ + \| \langle \tilde{v}, \rho \rangle(0, \cdot) * \psi_{\varepsilon_j} - \langle \tilde{v}, \rho \rangle(0, \cdot) \|_{L^\gamma(\mathbb{T}^d)} \]

\[ \to 0, \]

where we used the smallness condition on \( \varepsilon_j \) from (5.3). An analogous calculation yields

\[ \| m_j(0, \cdot) - m_0 \|_{L^2(\mathbb{T}^d)} \to 0. \]
With a slightly adjusted estimate one can show that \( \rho_j(0, \cdot) \rightharpoonup \rho_0 \) in \( L^r(\mathbb{T}^d) \) and \( m_j(0, \cdot) \rightharpoonup m_0 \) in \( L^2(\mathbb{T}^d) \), but for that the strong convergence in \( L^r(\mathbb{T}^d) \) and \( L^2(\mathbb{T}^d) \) is not needed. We give the details only for \( \rho_j \). Let \( \varphi \in C^\infty(\mathbb{T}^d) \). Then

\[
\left| \int_{\mathbb{T}^d} \left( \rho_j(x) - \rho_0(x) \right) \varphi(x) \, dx \right| \\
\leq \left| \int_{\mathbb{T}^d} \left( \phi_{\varepsilon_j} * (\tilde{\nu}, \rho) \right)(0, x) - \int_{0}^{\varepsilon_j} \left( \psi_{\varepsilon_j} * (\tilde{\nu}, \rho) \right)(0, x) \chi_{\varepsilon_j}(-s) \, ds \right| \varphi(x) \, dx \\
+ \left| \int_{\mathbb{T}^d} \left( (\psi_{\varepsilon_j} * (\tilde{\nu}, \rho))(0, x) - \langle \tilde{\nu}, \rho \rangle(x) \right) \varphi(x) \, dx \right| \\
\leq \sup_{0 \leq s \leq \varepsilon_j} \left| \int_{\mathbb{T}^d} \left( (\tilde{\nu}, \rho)(s, x) - \langle \tilde{\nu}, \rho \rangle(0, x) \right) \varphi(x) \, dx \right| \\
+ \varepsilon_j \| D\varphi \|_{L^\infty(\mathbb{T}^d)} 2 \| \langle \tilde{\nu}, \rho \rangle \|_{L^\infty((0,T) \times \mathbb{T}^d)} \\
+ \| \langle \tilde{\nu}, \rho \rangle(0, \cdot) \|_{L^r(\mathbb{T}^d)} \cdot \| \varphi \|_{L^r'(\mathbb{T}^d)} \\
\to 0,
\]

where we also used Taylor’s theorem. Since \( (\rho_j(0, \cdot) - \rho_0) \) is uniformly bounded in \( L^r(\mathbb{T}^d) \), this yields the assertion. The weak convergence of the initial values is only important if we want to consider not necessarily admissible \( \nu \) when proving Theorem 1.1.

Note that \( \sigma \) is \( \mathcal{A} \)-free, since \( \langle \tilde{\nu}, \text{id} \rangle \) is \( \mathcal{A} \)-free. Thus, the sequence of continuous functions

\[
z_j := (\rho_j, m_j, M_j, Q_j) := \left( \rho_j, m_j, M_j, \tilde{Q}_j + \frac{1}{j}(L + 2) \right) \quad \text{with} \quad j \geq \frac{4}{\eta}
\]

has the properties

\[
\mathcal{A}_E z_j = 0, \quad z_j \xrightarrow{y} \tilde{\nu}, \quad \rho_j \geq \frac{\eta}{4}, \quad Q_j > \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^\gamma,
\]

\[
\left| Q_j - \frac{2}{d} \langle v, e \rangle \right| \leq \frac{1}{j}(L + 3).
\]

It follows from Lemma 5.2 that \( e_{\text{kin}}(\rho_j, m_j, M_j) \) bounds \( \frac{|m_j|^2}{2\rho_j} \) and \( \frac{d}{2(d-1)} |M_j| \). Hence, the sequence \( (z_j) \) is uniformly bounded. The desired convergences of \( \rho_j(0, \cdot) \) and \( m_j(0, \cdot) \) in \( L^r \) and \( L^2 \), respectively, have been proven above. So, taking another subsequence in order to lessen the bounds to be smaller than \( \frac{1}{j} \) finishes the proof.

We have used the following auxiliary result about the Hausdorff distance of certain sets related to the set \( K \) from the above proof:

**Lemma 5.4.** Let \( \eta, \tilde{R}, \tilde{\rho}, \sigma, \gamma, N \) be as in the proof of Proposition 5.3. Consider the convex and compact set

\[
\mathcal{C} := \left\{ (\rho, m, M, Q) : \frac{2}{d} e_{\text{kin}}(\rho, m, M) + \rho^\gamma \leq Q \right\} \cap \left( \left[ \frac{\eta}{2}, \infty \right) \times \mathbb{R}^d \times S_0^d \times \mathbb{R}^+ \right)
\]

(5.4)
\begin{equation}
\cap \left[ -\bar{R}, \bar{R} \right]^N. \tag{5.5}
\end{equation}

Let \( f : A \rightarrow [\eta^\gamma, \bar{R} + \|\sigma\|_{L^\infty}] \) be a continuous function on a compact set \( A \subset \mathbb{R}^{d+1} \).

Then if the sets
\[ K_x := C \cap \{(\rho, m, M, Q) : Q = f(x)\} \tag{5.6} \]
are nonempty for all \( x \in A \), they have the property that for all \( \varepsilon > 0 \) there exists some \( \delta > 0 \) such that
\[ d_H(K_x, K_y) \leq \varepsilon \text{ if } |x - y| \leq \delta. \tag{5.7} \]

Here, \( d_H \) denotes the Hausdorff distance.

**Proof.** First, note that the vectors
\[ z_1 := \left( \frac{\eta}{2}, 0, 0, \left( \frac{\eta}{2} \right)^\gamma \right), \tag{5.8} \]
\[ z_2 := \left( \frac{\eta}{2}, 0, 0, \bar{R} \right) \tag{5.9} \]
lie in the convex and compact set \( C \).

For all \( x \in A \) it holds that \( \bar{R} + \|\sigma\|_{L^\infty} \geq f(x) \geq \eta^\gamma \), hence for every \( (\rho, m, M, Q) \in K_x \) it holds that \( \bar{R} + \|\sigma\|_{L^\infty} \geq Q \geq \eta^\gamma \). Thus, for any \( x \in A \) and any \( z \in K_x \), the line through \( z_1 = (\rho_1, m_1, M_1, Q_1) \) and \( z = (\rho, m, M, Q) \) has \( Q \)-slope at least
\[ \frac{Q - Q_1}{|(\rho_1, m_1, M_1) - (\rho, m, M)|} \geq \frac{\eta^\gamma - \left( \frac{\eta}{2} \right)^\gamma}{2\sqrt{N\bar{R}}} := a > 0. \tag{5.10} \]

Similarly, for any \( z \in C_x \), the line through \( z = (\rho, m, M, Q) \) and \( z_2 = (\rho_2, m_2, M_2, Q_2) \) has \( Q \)-slope at least
\[ \frac{Q_2 - Q}{|(\rho, m, M) - (\rho_2, m_2, M_2)|} \geq \frac{\bar{R} + \|\sigma\|_{L^\infty} + \eta^\gamma - \left( \frac{\eta}{2} \right)^\gamma - \left( \bar{R} + \|\sigma\|_{L^\infty} \right)}{2\sqrt{N\bar{R}}} = a, \tag{5.11} \]
where we used the definition \( \bar{R} = \bar{R} + \|\sigma\|_{L^\infty} + \eta^\gamma - \left( \frac{\eta}{2} \right)^\gamma \). Now fix \( x, y \in A \) and assume without loss of generality that \( f(x) < f(y) \). Let \( z \in K_y \) and denote by \( z_x \in C_x \) the intersection of the line through \( z_1 \) and \( z \) with the set \( K_x \). Such a point \( z_x \) exists due to the convexity of \( K \). Then
\[ \text{dist}(z, K_x) \leq |z - z_x| \leq \sqrt{|f(x) - f(y)|^2 + \frac{1}{a^2}|f(x) - f(y)|^2} \]
\[ = |f(x) - f(y)|\sqrt{1 + \frac{1}{a^2}}. \tag{5.12} \]
Similarly, for $\bar{z} \in K_x$, denote by $\tilde{z}_y \in K_x$ the intersection of the line through $z_2$ and $\bar{z}$ with the set $K_y$. Then

$$\text{dist}(\bar{z}, K_y) \leq |\bar{z} - \tilde{z}_y| \leq |f(x) - f(y)|\sqrt{1 + \frac{1}{a^2}}. \quad (5.13)$$

Note that $f$ is uniformly continuous as $A$ is compact. So, for every $\epsilon > 0$ there exists $\delta > 0$ such that $|f(x) - f(y)| \leq \frac{\epsilon}{\sqrt{1 + \frac{1}{a^2}}}$ for all $x, y \in A$ such that $|x - y| \leq \delta$.

Thus, in summary,

$$d_H(K_x, K_y) = \max \left\{ \max_{z \in K_x} \text{dist}(z, K_y), \max_{\bar{z} \in K_y} \text{dist}(\bar{z}, K_x) \right\}$$

$$\leq |f(x) - f(y)|\sqrt{1 + \frac{1}{a^2}} \leq \epsilon \quad (5.14)$$

for all $x, y \in A$ with $|x - y| \leq \delta$. \hfill \Box

Now we improve the sequence from Proposition 5.3 such that the space integral over the generalized pressure component is maximal at time $t = 0$. This will eventually lead to the energy admissibility of the corresponding weak solutions in Proposition 5.9, below.

**Proposition 5.5.** Assume the lift $\tilde{v}$ of an admissible measure-valued solution $v$ on $(0, T) \times \mathbb{T}^d$ with initial data $(\rho_0, m_0) \in L^\infty(\mathbb{T}^d)$ can be generated by a sequence of subsolutions $(\rho_j, m_j, M_j, Q_j) \in C([0, T] \times \mathbb{T}^d)$ with the properties:

$$\| (\rho_j, m_j, M_j, Q_j) \|_{L^\infty} \leq R,$$

$$\rho_j \geq \eta \text{ on } (0, T) \times \mathbb{T}^d,$$

$$\frac{2}{d} \epsilon_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^\gamma < Q_j \text{ on } (0, T) \times \mathbb{T}^d,$$

$$\left| Q_j(t, x) - \frac{2}{d} \langle v(t, x), e \rangle \right| \leq \frac{1}{j} \text{ for all } (t, x) \in [0, T] \times \mathbb{T}^d,$$

$$(t, x) \mapsto \langle v(t, x), e \rangle \text{ is continuous on } [0, T] \times \mathbb{T}^d,$$

$$\rho_j(0, \cdot) \to \rho_0 \text{ in } L^\gamma(\mathbb{T}^d),$$

$$m_j(0, \cdot) \to m_0 \text{ in } L^2(\mathbb{T}^d)$$

for some $R, \eta > 0$.

Then $\tilde{v}$ is generated by a sequence of uniformly bounded subsolutions $(\tilde{\rho}_j, \tilde{m}_j, \tilde{M}_j, \tilde{Q}_j) \in C((0, T) \times \mathbb{T}^d)$ with the property that:

$$\tilde{\rho}_j, \tilde{Q}_j \in C([0, T] \times \mathbb{T}^d),$$

$$\tilde{m}_j \in C([0, T], L^2_w(\mathbb{T}^d)),$$

$$\tilde{\rho}_j \geq \eta \text{ on } (0, T) \times \mathbb{T}^d,$$

$$\frac{2}{d} \epsilon_{\text{kin}}(\tilde{\rho}_j, \tilde{m}_j, \tilde{M}_j) + \tilde{\rho}_j^\gamma < \tilde{Q}_j \text{ on } (0, T) \times \mathbb{T}^d,$$
\[ e(\tilde{\rho}_j(0, x), \tilde{m}_j(0, x)) = \frac{d}{2} \tilde{Q}_j(0, x) \text{ for a.e. } x \in \mathbb{T}^d, \]

\[ \int_{\mathbb{T}^d} \tilde{Q}_j(t, x) \, dx \leq \int_{\mathbb{T}^d} \tilde{Q}_j(0, x) \, dx \text{ for all } t \in [0, T], \]

\[ \tilde{\rho}_j(0, \cdot) \to \rho_0 \text{ in } L^\gamma(\mathbb{T}^d), \]

\[ \tilde{m}_j(0, \cdot) \to m_0 \text{ in } L^2(\mathbb{T}^d). \]

**Proof.** Define the sequence

\[ \tilde{Q}_j(t, x) := Q_j(t, x) + \frac{1}{j} + \left( \int_{\mathbb{T}^d} \frac{2}{d}(v, e) - Q_j \, dx \right)(t) \text{ for all } (t, x) \in [0, T] \times \mathbb{T}^d. \]

Then \((\rho_j, m_j, M_j, \tilde{Q}_j) \in C([0, T] \times \mathbb{T}^d)\) is again a subsolution and generates \(\tilde{v}\) when \(j \to \infty\) since \(\|Q_j - \tilde{Q}_j\|_{L^\infty([0, T] \times \mathbb{T}^d)} \leq \frac{2}{j}\). Moreover, on \((0, T) \times \mathbb{T}^d\) it holds that

\[ \tilde{Q}_j \geq Q_j > \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^\gamma. \]

Thus, we can apply Proposition 5.7 below to the sequence \((\rho_j, m_j, M_j, \tilde{Q}_j)\) and obtain a doubly indexed sequence of subsolutions \((\rho_j, m_{jn}^n, M^n_j, \tilde{Q}_j)\) with \((m^n_j, M^n_j) \in C((0, T) \times \mathbb{T}^d)\) and \(m^n_j \in C([0, T], L^2(\mathbb{T}^d))\) satisfying

\[
\frac{2}{d} e_{\text{kin}}(\rho_j, m_j^n, M^n_j) + \rho_j^\gamma < \tilde{Q}_j \text{ on } (0, T) \times \mathbb{T}^d,
\]

\[
\frac{|m^n_j(0, x)|^2}{d \rho_j(0, x)} + \rho_j(0, x)^\gamma = \tilde{Q}_j(0, x) \text{ for a.e. } x \in \mathbb{T}^d.
\]

As \(m^n_j(t) \to m_j(t)\) in \(L^2(\mathbb{T}^d)\) for all \(t \in [0, T]\), we get for every fixed \(j\) using Fatou’s lemma that

\[
\int_{(0, T) \times \mathbb{T}^d} |m_j|^2 \, dx \, dr \leq \liminf_{n \to \infty} \int_{(0, T) \times \mathbb{T}^d} |m^n_j|^2 \, dx \, dr.
\]

Hence, we may choose a subsequence \(n(j)\) such that

\[
\int_{(0, T) \times \mathbb{T}^d} |m_j|^2 \, dx \, dr \leq \int_{(0, T) \times \mathbb{T}^d} |m^{n(j)}_j|^2 \, dx \, dr + \frac{1}{j}.
\]

Since \(\tilde{Q}_j - \rho_j^\gamma \geq \frac{2}{d} e_{\text{kin}}(\rho_j, m^{n(j)}_j, M^{n(j)}_j) \geq \frac{|m^{n(j)}_j|^2}{d \rho_j}\) on \((0, T) \times \mathbb{T}^d\), we therefore obtain

\[
\left| \int_{(0, T) \times \mathbb{T}^d} |m^{n(j)}_j|^2 - |m_j|^2 \, dx \, dr \right| \leq \int_{(0, T) \times \mathbb{T}^d} |m^{n(j)}_j|^2 + \frac{1}{j} - |m_j|^2 \, dx \, dr + \frac{1}{j}.
\]
\[
\leq d \int_{(0,T)} \int_{\mathbb{T}^d} (\tilde{Q}_j - \rho_j^\gamma) \rho_j - \frac{2}{d} e_\text{kin}(\rho_j, m_j, M_j) \rho_j \, dx \, dt + d \int_{(0,T)} \int_{\mathbb{T}^d} \frac{2}{d} e_\text{kin}(\rho_j, m_j, M_j) \rho_j - \rho_j \frac{|m_j|^2}{d \rho_j} \, dx \, dt + \frac{2}{j}.
\]

For treating the first summand observe that \( \rho_j(\tilde{Q}_j - \rho_j^\gamma - \frac{2}{d} e_\text{kin}(\rho_j, m_j, M_j)) \) is uniformly bounded and \( e_\text{kin} \) is continuous. So, the Fundamental Theorem for Young Measures, cf. for example [17] Theorem 2.2, implies that

\[
\int_{(0,T)} \int_{\mathbb{T}^d} \rho_j \left( \tilde{Q}_j - \rho_j^\gamma - \frac{2}{d} e_\text{kin}(\rho_j, m_j, M_j) \right) \, dx \, dt \rightarrow \int_{(0,T)} \int_{\mathbb{T}^d} \rho \left( Q - \left( \frac{2}{d} e_\text{kin}(\rho, m, M) + \rho^\gamma \right) \right) d\tilde{\nu}(t,x) \, dx \, dt = 0.
\]

The last equality follows from Lemma 5.2 and the support properties of \( \tilde{\nu} \). For the second summand, we estimate, as in the proof of Theorem 16 in [34], that

\[
\left| \int_{(0,T)} \int_{\mathbb{T}^d} \rho_j \left( \frac{2}{d} e_\text{kin}(\rho_j, m_j, M_j) - \frac{|m_j|^2}{d \rho_j} \right) \, dx \, dt \right| \leq R \cdot C \int_{(0,T)} \int_{\mathbb{T}^d} \rho \left( \frac{m_j \circ m_j}{\rho_j} - M_j \right) \, dx \, dt \rightarrow 0.
\]

The convergence to zero on the right hand side is derived by using the Fundamental Theorem for Young Measures.

Now choose another subsequence \( n(j) \) (not relabeled) if necessary satisfying

\[
\sup_{t \in (0,T)} \int_{\mathbb{T}^d} m_j \cdot \left( m_j^{n(j)} - m_j \right) \, dx \leq \frac{1}{j}.
\]

Therefore, we get that

\[
\int_{(0,T)} \int_{\mathbb{T}^d} \left( m_j^{n(j)} - m_j \right)^2 \, dx \, dt = \int_{(0,T)} \int_{\mathbb{T}^d} \left| m_j^{n(j)} \right|^2 - |m_j|^2 \, dx \, dt - 2 \int_{(0,T)} \int_{\mathbb{T}^d} m_j \cdot \left( m_j^{n(j)} - m_j \right) \, dx \, dt \leq \left\| m_j^{n(j)} \right\|_{L^2} - \left\| m_j \right\|_{L^2} + \frac{2}{j},
\]

which tends to zero for \( j \rightarrow \infty \) as we have already seen. Considering now the \( M \)-components, we estimate that

\[
\int_{(0,T)} \int_{\mathbb{T}^d} \left| M_j^{n(j)} - M_j \right| \, dx \, dt \leq \int_{(0,T)} \int_{\mathbb{T}^d} \left| \frac{m_j^{n(j)} \circ m_j^{n(j)}}{\rho_j} \right| \, dx \, dt.
\]
\[ + \int_{(0,T)} \int_{\mathbb{T}^d} \left| M_j - \frac{m_j^{n(j)} \circ m_{n(j)}}{\rho_j} \right| \, dx \, dt \]

For the first summand observe that

\[ \int_{(0,T)} \int_{\mathbb{T}^d} \left| M_j^{n(j)} - \frac{m_j^{n(j)} \circ m_{n(j)}}{\rho_j} \right| \, dx \, dt \leq d \cdot C \int_{(0,T)} \int_{\mathbb{T}^d} \lambda_{\max} \left( \frac{m_j^{n(j)} \circ m_{n(j)}}{\rho_j} - M_j^{n(j)} \right) \, dx \, dt \]

\[ \leq d \cdot C \int_{(0,T)} \int_{\mathbb{T}^d} \left| \tilde{Q}_j - \rho_j' - \frac{|m_j^{n(j)}|^2}{d\rho_j} \right| \, dx \, dt \]

\[ \leq \frac{C}{\eta} \int_{(0,T)} \int_{\mathbb{T}^d} d\rho_j (\tilde{Q}_j - \rho_j') - |m_j|^2 \, dx \, dt + \frac{C}{\eta} \left\| m_j^{n(j)} \right\|_{L^2}^2 - \|m_j\|_{L^2}^2 \]

\[ \to 0. \]

For the second summand we estimate that

\[ \int_{(0,T)} \int_{\mathbb{T}^d} \left| M_j - \frac{m_j \circ m_{n(j)}}{\rho_j} \right| \, dx \, dt \leq \int_{(0,T)} \int_{\mathbb{T}^d} \left| M_j - \frac{m_j \circ m_j}{\rho_j} \right| \, dx \, dt + \frac{C}{\eta} \left\| m_j \right\|_{L^2} \cdot \left\| m_j^{n(j)} - m_j \right\|_{L^2} \]

\[ + \frac{C}{\eta} \left\| m_j^{n(j)} \right\|_{L^2} \cdot \left\| m_j^{n(j)} - m_j \right\|_{L^2} \]

\[ \to 0. \]

In summary we have shown that \( m_j^{n(j)} - m_j \to 0 \) in \( L^2((0, T) \times \mathbb{T}^d) \) and \( M_j^{n(j)} - M_j \to 0 \) in \( L^1((0, T) \times \mathbb{T}^d) \). So, the sequence \( (\rho_j, m_j^{n(j)}, M_j^{n(j)}, \tilde{Q}_j) \) generates the Young measure \( \tilde{\nu} \).

Note that

\[ \int_{\mathbb{T}^d} \tilde{Q}_j(t, x) \, dx \leq \frac{1}{j} + \frac{2}{d} \int_{\mathbb{T}^d} e(\rho_0(x), m_0(x)) \, dx = \frac{1}{j} + \frac{2}{d} \int_{\mathbb{T}^d} \langle \nu_0(x), e \rangle \, dx \]

\[ = \int_{\mathbb{T}^d} \tilde{Q}_j(0, x) \, dx, \]

where we used Lemma 4.1.
Proposition 5.7 ensures that $m_j^{n(j)}(t = 0) - m_j(t = 0) \to 0$ in $L^2(\mathbb{T}^d)$. On the other hand, we can estimate for a.e. $x \in \mathbb{T}^d$

$$\frac{|m_j^{n(j)}(0, x)|^2}{d \rho_j(0, x)} + \rho_j^\gamma(0, x) = \tilde{Q}_j(0, x) \geq Q_j(0, x)$$

$$\geq 2\frac{e_{kin}(\rho_j(0, x), m_j(0, x), M_j(0, x)) + \rho_j^\gamma(0, x)}{d}$$

$$\geq \frac{|m_j(0, x)|^2}{d \rho_j(0, x)} + \rho_j^\gamma(0, x)$$

by using the continuity of $\rho_j, m_j, M_j, Q_j, \tilde{Q}_j$. Hence, it holds that $|m_j^{n(j)}(0, \cdot)| \geq |m_j(0, \cdot)|$ a.e. on $\mathbb{T}^d$. Therefore, we obtain

$$\left| \int_{\mathbb{T}^d} |m_j^{n(j)}(0)|^2 \, dx - \int_{\mathbb{T}^d} |m_j(0)|^2 \, dx \right|$$

$$\leq dR \left| \int_{\mathbb{T}^d} e(\rho_0, m_0) - \rho_j(0)^\gamma \, dx - \int_{\mathbb{T}^d} \frac{|m_j(0)|^2}{d \rho_j(0)} \, dx \right| + \frac{dR}{j}$$

$$\leq dR \left\| \rho_j(0, \cdot) \right\|_{L^\gamma(\mathbb{T}^d)}^\gamma - \left\| \rho_0 \right\|_{L^\gamma(\mathbb{T}^d)}^\gamma \right \} + \frac{2R^2}{\eta} \left\| m_0(0, \cdot) - m_0 \right\|_{L^2(\mathbb{T}^d)} \right \} \right \} + \frac{dR}{j},$$

which tends to zero as $j \to \infty$, since $\|m_0\|_{L^\gamma(\mathbb{T}^d)}^2 \leq R$. So, we obtain that

$m_j^{n(j)}(t = 0) \to m_0$ in $L^2(\mathbb{T}^d)$.

Now define

$$(\tilde{\rho}_j, \tilde{m}_j, \tilde{M}_j, \tilde{Q}_j) := \left( \rho_j, m_j^{n(j)}, M_j^{n(j)}, \tilde{Q}_j \right).$$

Note that $\tilde{Q}_j \leq Q_j + \frac{2}{\gamma} \leq R + 2$ and $e_{kin}\left( \rho_j, m_j^{n(j)}, M_j^{n(j)} \right) \leq \frac{d}{2} \tilde{Q}_j$. This implies the uniform boundedness of the sequence $(\tilde{\rho}_j, \tilde{m}_j, \tilde{M}_j, \tilde{Q}_j)$ by Lemma 5.2, which finishes the proof.

Remark 5.6. Note that the arguably quite restrictive condition in Theorem 1.2 on the support of $\tilde{v}$ being concentrated in the $Q$-component becomes important exactly when we prove the above Proposition 5.5. This condition ensures the desired properties of the $Q$-component of the updated sequence defined in (5.15).

In the above proof we heavily made use of the following proposition:

**Proposition 5.7.** Let $(\rho, m, M, Q) \in C([0, T] \times \mathbb{T}^d)$ be a subsolution such that

$$\frac{2}{d} e_{kin}(\rho, m, M) + \rho^\gamma < Q \text{ on } (0, T) \times \mathbb{T}^d,$$

$$\rho \geq \eta \text{ on } [0, T] \times \mathbb{T}^d,$$
for some $\eta > 0$ fixed.

Then there exists a sequence $(m^n, M^n) \in C((0, T) \times \mathbb{T}^d)$ such that $(\rho, m^n, M^n, Q)$ is a subsolution and

$$m^n \to m \text{ in } C([0, T], L^2_w(\mathbb{T}^d)),$$

$$\frac{2}{d}e_{\text{kin}}(\rho, m^n, M^n) + \rho^\gamma < Q \text{ on } (0, T) \times \mathbb{T}^d,$$

$$\frac{|m^n(0, x)|^2}{d\rho(0, x)} + \rho(0, x)^\gamma = Q(0, x) \text{ for a.e. } x \in \mathbb{T}^d$$

for all $n \in \mathbb{N}$.

The proof largely follows the one of Proposition 5.1 in [12]. Before we give the proof, we need some preparation. In the sequel let $(\rho, m, M, Q)$ be fixed as in the statement of Proposition 5.7.

Define the space $X_0$ as the set of vector fields $\tilde{m} \in C((0, T) \times \mathbb{T}, \mathbb{R}^d)$ such that there exists a matrix field $\tilde{M} \in C((0, T) \times \mathbb{T}^d, S^d_0)$ with the following properties:

- $\partial_t \rho + \text{div} \tilde{m} = 0$, $\partial_t \tilde{m} + \text{div} \tilde{M} + \nabla Q = 0$ in the sense of distributions;
- $\text{supp}(\tilde{m} - m, \tilde{M} - M) \subset [0, T) \times \mathbb{T}^d$;
- $\frac{2}{d}e_{\text{kin}}(\rho, \tilde{m}, \tilde{M}) + \rho^\gamma < Q$ on $[0, T) \times \mathbb{T}^d$.

The bound on $e_{\text{kin}}$, together with the fact that $\rho$ is bounded below by a positive constant, implies that $X_0$ is a bounded subset of $C([0, T], L^2_w(\mathbb{T}^d))$. Hence, we observe that the closure $X$ of $X_0$ with respect to the topology of $C([0, T], L^2_w(\mathbb{T}^d))$ is metrizable by a metric $\mathcal{D}$, and thus $(X, \mathcal{D})$ is a complete metric space.

On $X$, let us define the functional $I : X \to \mathbb{R}$ by

$$I(\tilde{m}) := \int_{\mathbb{T}^d} \left( \frac{\tilde{m}(0, x)^2}{d\rho(0, x)} + \rho(0, x)^\gamma - Q(0, x) \right) dx.$$

Clearly, $I \leq 0$ with equality if and only if $\frac{\tilde{m}(0, x)^2}{d\rho(0, x)} + \rho(0, x)^\gamma = Q(0, x)$.

The proof of the perturbation property (Proposition 3.1) in [14] then yields the following statement:

**Proposition 5.8.** With the previous notation, let $T > \varepsilon > 0$ and $\alpha > 0$. There exists $\beta > 0$ such that the following is true: If $\tilde{m} \in X_0$ such that $I(\tilde{m}) < -\alpha$, then there exists a sequence $(\tilde{m}_k)_{k \in \mathbb{N}} \subset X_0$ and corresponding matrix fields $(\tilde{M}_k)_{k \in \mathbb{N}} \subset C((0, T) \times \mathbb{T}^d, S^d_0)$ such that

- $\text{supp}(\tilde{m} - \tilde{m}_k, \tilde{M} - \tilde{M}_k) \subset [0, \varepsilon) \times \mathbb{T}^d$;
- $\tilde{m}_n \to \tilde{m}$ with respect to $\mathcal{D}$;
- $I(\tilde{m}_k) \geq I(\tilde{m}) + \beta$ for all $k \in \mathbb{N}$.

The proof proceeds as the one of Proposition 3.1 in [14], where the perturbations do not affect $\rho$ and $Q$. The only difference to said proof is that we include perturbations only up to time $\varepsilon$ to ensure the support condition.
Proof of Proposition 5.7. The proof is now essentially a line-by-line copy of the proof of Proposition 5.1 in [12], but we give it here for the reader’s convenience.

Set \((m_0, M_0) = (m, M)\) and define recursively a sequence in \(X_0\) in the following way: Let \(\eta_0\) be a standard mollifier in \(\mathbb{T}^d\). If \((\bar{m}_n, \bar{M}_n)\) is given, we choose a sequence \((\gamma_n)_{n \in \mathbb{N}} \subset \mathbb{R}^+\) such that \(\gamma_n < 2^{-n}\) for every \(n \in \mathbb{N}\) and such that

\[
\|\bar{m}_n(t = 0) - (\bar{m}_n * \eta_{\gamma_n})(t = 0)\|_{L^2} < 2^{-n}.
\]

(5.16)

Setting \(\alpha_n := -\frac{1}{2} I(\bar{m}_n)\) and denoting \(\beta_n\) the corresponding perturbation improvement, we apply Proposition 5.8 to \(\bar{m}_n\) with \(\varepsilon := 2^{-n} T\); this yields \((\bar{m}_{n+1}, \bar{M}_{n+1})\) such that

(i) \(\bar{m}_{n+1} \in X_0\);
(ii) \(\text{supp}(\bar{m}_{n+1} - \bar{m}_n, \bar{M}_{n+1} - \bar{M}_n) \subset [0, 2^{-n} T) \times \mathbb{T}^d\);
(iii) \(\mathcal{D}(\bar{m}_{n+1}, \bar{m}_n) < 2^{-n}\);
(iv) \(I(\bar{m}_{n+1}) > I(\bar{m}_n) + \beta_n\);
(v) \(\|(\bar{m}_{n+1}(t = 0) - \bar{m}_n(t = 0)) * \eta_{\gamma_j}\|_{L^2} < 2^{-n}\) for all \(j \leq n\).

From (iii) we learn that the resulting sequence is Cauchy in \((X, \mathcal{D})\), hence there exists \(\bar{m} \in X\) such that \(\bar{m}_n \to \bar{m}\). This limit will still be continuous in \((0, T) \times \mathbb{T}^d\), since it is obtained as the limit of a sequence of continuous functions that, at every \(t > 0\), remains unchanged after finitely many steps, owing to (ii).

Observe next that (iv) immediately implies \(I(\bar{m}_n) \not\to 0\). If we can show strong convergence of \(\bar{m}_n(t = 0)\) to \(\bar{m}(t = 0)\) in \(L^2(\mathbb{T}^d)\), we will be able to deduce \(I(\bar{m}) = 0\). To this end, note that, at \(t = 0\),

\[
\|\bar{m}_n * \eta_{\gamma_n} - \bar{m} * \eta_{\gamma_n}\|_{L^2} \leq \sum_{j=0}^{\infty} \|\bar{m}_{n+j+1} * \eta_{\gamma_n} - \bar{m}_{n+j} * \eta_{\gamma_n}\|_{L^2} < \sum_{j=0}^{\infty} 2^{-n-j} = 2^{-n+1},
\]

(5.17)

so that at \(t = 0\),

\[
\|\bar{m}_n - \bar{m}\|_{L^2} \leq \|\bar{m}_n - \bar{m}_n * \eta_{\gamma_n}\|_{L^2} + \|\bar{m}_n * \eta_{\gamma_n} - \bar{m} * \eta_{\gamma_n}\|_{L^2} \to 0
\]

as \(n \to \infty\), where we invoked (5.16) and (5.17).

This shows that there exists a pair \((\bar{m}, \bar{M})\) as required in the statement of Proposition 5.7. However, replacing \(2^{-n}\) by, say, \(\frac{1}{2} 2^{-n}\) in (iii) above, we even obtain a full sequence of such pairs that converge, as \(k \to \infty\), to \(m\) in \(\mathcal{D}\), i.e. in \(C L^2_w\). This completes the proof. \(\square\)

We now come to the final step of the proof which uses the convex integration method to transition from subsolutions to weak solutions of (1.1).

Proposition 5.9. Assume the lift \(\tilde{v}\) of a measure-valued solution \(v\) on \((0, T) \times \mathbb{T}^d\) with initial data \((\rho_0, m_0) \in L^\infty(\mathbb{T}^d)\) can be generated by a sequence \((\rho_j, m_j, M_j, Q_j) \in C((0, T) \times \mathbb{T}^d)\) of subsolutions with the properties

\[
(\rho_j, Q_j) \in C([0, T] \times \mathbb{T}^d),
\]

and...
\[ m_j \in C([0, T], L^2_w(\mathbb{T}^d)), \]
\[ \|(\rho_j, m_j, M_j, Q_j)\|_{L^\infty} \leq R, \]
\[ \rho_j \geq \eta \text{ on } (0, T) \times \mathbb{T}^d, \]
\[ \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^{\gamma} < Q_j \text{ on } (0, T) \times \mathbb{T}^d. \]

Hence, \( \bar{\rho}_j, \bar{m}_j > \) for some \( R, \eta > 0. \)

Then \( \nu \) is generated by a uniformly bounded sequence of admissible weak solutions \( (\bar{\rho}_j, \bar{m}_j) \) to (1.1) such that

\[ \bar{\rho}_j \geq \eta \text{ for a.e. } (t, x) \in (0, T) \times \mathbb{T}^d. \]

**Proof.** Proposition 5.1 yields for every \( j \in \mathbb{N} \) a sequence \( (m^k_j)_{k \in \mathbb{N}} \) such that \( (\rho_j, m^k_j) \) is a weak solution of (1.1) on \( (0, T) \times \mathbb{T}^d \), and \( m^k_j \xrightarrow{k \to \infty} m_j \) in the \( CL^2_w \)-topology, as well as \( Q_j = \frac{2}{d} e(\rho_j, m^k_j) \) a.e. on \( (0, T) \times \mathbb{T}^d \). Moreover, \( m^k_j(0, \cdot) = m_j(0, \cdot) \) for all \( k \).

We estimate that

\[ \frac{|m^k_j|^2}{d\rho_j} + \rho_j^{\gamma} = Q_j \geq \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) + \rho_j^{\gamma} \geq \frac{|m_j|^2}{d\rho_j} + \rho_j^{\gamma}. \]

Hence, \( |m^k_j| \geq |m_j| \) a.e. on \( (0, T) \times \mathbb{T}^d \). Therefore,

\[ \left| \int_{(0,T)} \int_{\mathbb{T}^d} \left| m^k_j \right|^2 - |m_j|^2 \, dx \, dr \right| = d \int_{(0,T)} \int_{\mathbb{T}^d} \rho_j \left( Q_j - \rho_j^{\gamma} - \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) \right) \, dx \, dr \]
\[ + d \int_{(0,T)} \int_{\mathbb{T}^d} \rho_j \rho_j^{\gamma} \frac{2}{d} e_{\text{kin}}(\rho_j, m_j, M_j) - \rho_j |m_j|^2 \, dx \, dt. \]

It follows as in the proof of Proposition 5.5 that

\[ \|m^k_j\|_{L^2((0,T) \times \mathbb{T}^d)} - \|m_j\|_{L^2((0,T) \times \mathbb{T}^d)} \xrightarrow{k \to \infty} 0. \]
uniformly in \( k \).

Now choose a subsequence \( k(j) \) satisfying

\[
\sup_{t \in (0, T)} \int_{\mathbb{T}^d} m_j \cdot (m_j^{k(j)} - m_j) \, dx \leq \frac{1}{j}.
\]

This yields

\[
\int_{(0, T)} \int_{\mathbb{T}^d} \left| m_j^{k(j)} - m_j \right|^2 \, dx \, dt = \int_{(0, T)} \int_{\mathbb{T}^d} \left| m_j \right|^2 \, dx \, dt
\]

\[
- 2 \int_{(0, T)} \int_{\mathbb{T}^d} m_j \cdot (m_j^{k(j)} - m_j) \, dx \, dt
\]

\[
\leq \left\| m_j^{k(j)} \right\|_{L^2}^2 - \left\| m_j \right\|_{L^2}^2 + \frac{2}{j} \to 0.
\]

As \( (\rho_j, m_j, M_j, Q_j) \overset{Y}{\rightarrow} \tilde{\nu} \), it is straightforward to check that \( (\rho_j, m_j) \overset{Y}{\rightarrow} \nu \).

Since \( m_j^{k(j)} - m_j \overset{L^2}{\to} 0 \), we therefore obtain that

\[
(\bar{\rho}_j, \bar{m}_j) := (\rho_j, m_j^{k(j)})
\]

generates \( \nu \). Note also that

\[
\left| \bar{m}_j \right|^2 \leq dR \left( \frac{m_j^{k(j)}^2}{d\rho_j} \right) \leq dR (Q_j - \rho_j^{\gamma})
\]

almost everywhere on \((0, T) \times \mathbb{T}^d\). Thus, \( \bar{m}_j \) is uniformly bounded.

We have

\[
\sup_{t \in [0, T]} \int_{\mathbb{T}^d} e \left( \bar{\rho}_j(t, x), \bar{m}_j(t, x) \right) \, dx \leq \frac{d}{2} \int_{\mathbb{T}^d} Q_j(0, x) \, dx
\]

\[
= \int_{\mathbb{T}^d} e(\bar{\rho}_j(0, x), \bar{m}_j(0, x)) \, dx.
\]

Hence, \((\bar{\rho}_j, \bar{m}_j)\) is admissible for all \( j \).

Since \( \bar{\rho}_j = \rho_j \) and \( \bar{m}_j(t = 0) = m_j(t = 0) \), we immediately obtain

\[
\bar{\rho}_j(t = 0) \overset{L^\gamma}{\to} \rho_0 \text{ and } \bar{m}_j(t = 0) \overset{L^2}{\to} m_0.
\]

Choosing a subsequence in \( j \), where we guarantee the above convergence to be faster than \( \frac{1}{j} \), finishes the proof.

A subsequent application of Propositions 5.3, 5.5 and 5.9 yields the assertion of Theorem 1.2. Ignoring the energy in the previous proofs Theorem 1.1 follows by the very same reasoning. Note that the proof is then significantly simpler, especially Proposition 5.5 is not needed.
6. The Case of Measure-Valued Solutions Consisting of Two Dirac Measures

In this section we want to construct a class of non-atomic measure-valued solutions to which Theorem 1.1 can be applied. These measures will be a convex combination of two Dirac measures supported on weak solutions. As shown in [9] or [19] such measures are in general not generated by weak solutions. In these articles the fact that the involved states are not wave-cone connected plays an important role. However, we will show that if the underlying states are wave-cone connected, the considered measure-valued solution is, under some further assumptions, generated by weak solutions.

More concretely, we obtain the following theorem:

**Theorem 6.1.** Let \( T > 0 \). Let \( (\rho_1, m_1), (\rho_2, m_2) \in L^\infty((0, T) \times \mathbb{T}^d) \) be two distinct bounded weak solutions of (1.1) on \((0, T) \times \mathbb{T}^d\) with initial data \((\rho_0^1, m_0^1), (\rho_0^2, m_0^2) \in L^\infty(\mathbb{T}^d)\), respectively, and let \( \lambda \in (0, 1) \) satisfy the following conditions:

- There exists some \( \eta > 0 \) such that \( \rho_1, \rho_2 \geq \eta \).
- The corresponding lifted states \( z_1 := \Theta(\rho_1, m_1) \) and \( z_2 := \Theta(\rho_2, m_2) \) satisfy \( z_1 - z_2 \in \bigcup_{\omega \in \mathbb{S}^d} \text{im} \mathbb{B}_E(\omega) \) a.e. in \((0, T) \times \mathbb{T}^d\).
- There exists some \( w \in W^{2,\infty}((0, T) \times \mathbb{T}^d) \) and some \( \sigma \in C([0, T] \times \mathbb{T}^d) \) such that \( \lambda z_1 + (1 - \lambda) z_2 = \sigma + \mathbb{B}_E w \).

Then the measure-valued solution \( v = \lambda \delta_{(\rho_1, m_1)} + (1 - \lambda) \delta_{(\rho_2, m_2)} \) can be generated by a uniformly bounded sequence of weak solutions.

**Proof.** As \((\rho_1, m_1)\) and \((\rho_2, m_2)\) are weak solutions, it is immediate that \( v \) is a measure-valued solution with initial data \( \lambda(\rho_0^1, m_0^1) + (1 - \lambda)(\rho_0^2, m_0^2) \). So it suffices to check the conditions on \( v \) required to apply Theorem 1.1.

First, note that if \((\rho, m, M, Q) \in \text{supp}(\tilde{v}(t,x))\) then \( \rho = \rho_j \geq \eta \) with \( j \in \{1, 2\} \). Next, we claim that for \( R := C_B \|z_1 - z_2\|_{L^\infty} \), where \( C_B \) is the constant from Lemma 3.2, it holds that the lift \( \tilde{v} \) satisfies \( \langle \tilde{v}(t,x), f \rangle \geq Q_B^{R} f(\langle \tilde{v}(t,x), \text{id} \rangle) \) for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\) and all \( f \) continuous;

Let \( f \in C(\mathbb{R}^m) \). By assumption we have that \( z_1 - z_2 \in \text{im} \mathbb{B}_E(\omega) \) almost everywhere for some \( \omega \in \mathbb{S}^d \). Then Lemma 3.2 implies

\[
\langle \tilde{v}, f \rangle = \lambda f(z_1) + (1 - \lambda) f(z_2) \geq Q_B^{C_B \|z_1 - z_2\|_{L^\infty}} f(\langle \tilde{v}, \text{id} \rangle).
\]

The remaining condition that \( \langle \tilde{v}, \text{id} \rangle = \lambda z_1 + (1 - \lambda) z_2 = \sigma + \mathbb{B}_E w \) for some \( w \in W^{2,\infty}((0, T) \times \mathbb{T}^d) \) and some \( \sigma \in C([0, T] \times \mathbb{T}^d) \) is fulfilled by assumption. \( \square \)

**Remark 6.2.** Here, the choice of initial data for the diatomic measure \( v \) above is somewhat artificial, since in the energy admissible case the appropriate choice would be \( \lambda \delta_{(\rho_0^1, m_0^1)} + (1 - \lambda) \delta_{(\rho_0^2, m_0^2)} \). This however only corresponds to a function if the initial data coincides.

We want to give an explicit example of two weak solutions \((\rho_1, m_1)\) and \((\rho_2, m_2)\) that fulfill the conditions in Theorem 6.1.
Example 6.3. Consider the case $d = 2$ and fix $T > 0$ arbitrary. Set $\rho_1 = \rho_2 = 1$. Let $\alpha, \beta \in L^\infty(\mathbb{T}^1, \mathbb{R})$ and define

$$m_1(t, x, y) := \begin{pmatrix} \alpha(y) \\ 0 \end{pmatrix} \quad \text{and} \quad m_2(t, x, y) := \begin{pmatrix} \beta(y) \\ 0 \end{pmatrix}.$$  

Then clearly $(\rho_1, m_1)$ and $(\rho_2, m_2)$ are weak solutions of (1.1) with initial data $(\rho_0^1, m_0^1) = (1, \alpha, 0)$ and $(\rho_0^2, m_0^2) = (1, \beta, 0)$. As the densities are equal, Remark 4.9 in [19] yields that the corresponding lifted states $z_1, z_2$ are wave-cone connected. Observe that Lemma 6.6 below in combination with Proposition 2.1 yields that exists some $\lambda \in \mathbb{R}$. Define $\tilde{z} \in \mathbb{R}$ such that

$$\int_0^{\tilde{z}} a(z')dz'$$

is 1-periodic and continuous. Hence, there exists some $c \in [0, 1]$ such that $\tilde{f}_a(c) = \int_0^1 \tilde{f}_a(z)dz$. Therefore, $f_a(z) := \tilde{f}_a(z) -$
\( \tilde{f}_a(c) = \int_c \tilde{\alpha}(z') dz' \) is periodic and has zero average. Thus, the second antiderivative \( F_a(y) := \int_y^z \alpha(z) dz \) of \( \alpha(\cdot) \) is periodic. Moreover, \( F_a \) is clearly bounded. Analogously, we pick a periodic second antiderivative \( F_b \) of \( b \). The choice
\[
w(t, x, y) = (0, 0, 0, 0, F_a(y), F_b(y), 0, 0, F_a(y))^t
\]
now satisfies the Eq. (6.1) above and lies in \( W^{2, \infty}((0, T) \times \mathbb{T}^2) \), hence it is a potential function with the desired properties.

Note that the above example contains also the case of shear flows, since we only assumed \( \alpha, \beta \in L^\infty \).

We can also find a more concrete setting for admissible measure-valued solutions consisting of two Dirac measures. The following result gives conditions for the application of Theorem 1.2 in this case:

**Theorem 6.4.** Let \( T > 0 \). Let \( (\rho_1, m_1), (\rho_2, m_2) \in L^\infty((0, T) \times \mathbb{T}^d) \) be two distinct bounded admissible weak solutions of (1.1) on \( (0, T) \times \mathbb{T}^d \) with the same initial data \( (\rho_0, m_0) \in L^\infty(\mathbb{T}^d) \) and let \( \lambda \in (0, 1) \) satisfy the following conditions:

- There exists some \( \eta > 0 \) such that \( \rho_1, \rho_2 \gtrless \eta \).
- The energy profiles of \( (\rho_1, m_1) \) and \( (\rho_2, m_2) \) are equal, i.e. \( e(\rho_1, m_1) = e(\rho_2, m_2) \) a.e. on \((0, T) \times \mathbb{T}^d\). Moreover, the joint energy profile \( e \) is continuous on \([0, T] \times \mathbb{T}^d\).
- The corresponding lifted states \( z_1 := \Theta(\rho_1, m_1) \) and \( z_2 := \Theta(\rho_2, m_2) \) satisfy \( z_1 - z_2 \in \bigcup_{\omega \in \mathbb{S}^d} \text{im} \mathbb{E}_E(\omega) \) a.e. in \((0, T) \times \mathbb{T}^d\).
- There exists some \( w \in W^{2, \infty}((0, T) \times \mathbb{T}^d) \) and some \( \sigma \in C([0, T] \times \mathbb{T}^d) \) such that \( \lambda z_1 + (1 - \lambda) z_2 = \sigma + \mathbb{B}_E w \).

Then the admissible measure-valued solution \( v = \lambda \delta(\rho_1, m_1) + (1 - \lambda) \delta(\rho_2, m_2) \) can be generated by a uniformly bounded sequence of admissible weak solutions \( (\rho_j, m_j) \) such that
\[
\|\rho_j(t = 0) - \rho_0\|_{L^\infty(\mathbb{T}^d)} \leq \frac{1}{j},
\]
\[
\|m_j(t = 0) - m_0\|_{L^2(\mathbb{T}^d)} \leq \frac{1}{j},
\]
\[
\rho_j \gtrless \tilde{\eta} \text{ a.e. on } (0, T) \times \mathbb{T}^d
\]
for some \( \tilde{\eta} > 0 \).

**Proof.** Since \( (\rho_1, m_1) \) and \( (\rho_2, m_2) \) are admissible weak solutions, a direct computation shows that \( v \) is an admissible measure-valued solution with initial data \( (\rho_0, m_0) \).

Exactly as in the proof of Theorem 6.1 we can show that \( \rho \gtrless \eta \) for all \( (\rho, m, M, Q) \in \text{supp}(\tilde{v}) \) and that there exists some \( R > 0 \) such that \( (\tilde{v}, f) \gtrless \mathbb{Q}^R_{\mathbb{E}^\dagger} f ((\tilde{v}, f)) \) a.e. on \((0, T) \times \mathbb{T}^d\) for all \( f \in C(\mathbb{R}^m) \). Moreover, the condition \( \langle \tilde{v}, \text{id} \rangle = \sigma + \mathbb{B}_E w \) for some \( \sigma \in C([0, T] \times \mathbb{T}^d) \) and some \( w \in W^{2, \infty}((0, T) \times \mathbb{T}^d) \) holds by assumption.
In order to be able to apply Theorem 1.2 we observe that at a.e. point in $(0,T) \times \mathbb{T}^d$ for all $(\rho, m, M, Q) \in \text{supp}(\tilde{\nu}(t,x))$ it holds that
\[
Q = \frac{|m_1|^2}{d \rho_1} + \rho_1^\gamma = \frac{|m_2|^2}{d \rho_2} + \rho_2^\gamma = \lambda \frac{2}{d} e(\rho_1, m_1) + (1 - \lambda) \frac{2}{d} e(\rho_2, m_2) = \frac{2}{d} \langle v, e \rangle.
\]

We also immediately see that $\langle v, e \rangle = \varepsilon$ is continuous in $(t,x)$.

**Remark 6.5.** In the case $d = 2$ one can guarantee the existence of two admissible weak solutions $(\rho_1, m_1), (\rho_2, m_2)$ that fulfill all conditions in Theorem 6.4 except possibly for the last one. This can be achieved by the method of convex integration. For that choose $\rho_0 = \eta$ for some $\eta > 0$ and fix some time $T > 0$. Our general assumptions imply $\gamma = 1 + \frac{2}{d} = 2$ and $p(\rho) = \rho^2$. Then Theorem 2.1 in [8] states that there exists some bounded initial momentum $m_0$ such that there are infinitely many weak solutions $(\rho, m)$ satisfying $\rho = \rho_0 = \eta$ and $|m|^2 = \eta \cdot \chi$ for some smooth function in time $\chi$. Also $|m_0|^2 = \eta \cdot \chi(0)$ holds. Note that $m$ is then clearly bounded. The energy profile is $\varepsilon = \frac{1}{2} \chi + \eta^2$ and thus is continuous. Note that Theorem 2.2 in [8] implies that one can choose the function $\chi$ such that the weak solutions $(\rho, m)$ above are admissible, since the notion of energy admissibility in [8] is stronger than ours. The fact that the densities of the so obtained weak solutions are equal implies that the corresponding lifted states are wave-cone connected almost everywhere by using Remark 4.10 in [19].

It is not clear if by this convex integration procedure the solutions can be constructed such that a convex combination of their lifts is equal to $B_E w$ modulo some uniformly continuous function where $w \in W^{2,\infty}((0,T) \times \mathbb{T}^d)$. Although a rigorous proof of this assertion is not yet available, we assert that this is presumably correct.

It is not hard, but rather lengthy, to determine the relaxed Euler potential $B_E$ from Proposition 4.1 in [18] explicitly. However, in the case $d = 2$ this is manageable and so we conclude this section by showing some basic properties of $B_E$ used above for finding an explicit application of our main results.

**Lemma 6.6.** Let $d = 2$. Then $B_E$ is a potential for $A_E$ in the sense of (2.1) and has constant rank.

**Proof.** We first show that $B_E$ satisfies (2.1): Suppose that $z = (\rho, m, M, Q) \in C^\infty(\mathbb{T}^{2+1})$ is a given periodic and average-free vector field such that $A_E z = 0$. The potential $B_E$ has been constructed in Proposition 4.1 in [18]. This construction consists of the following four steps. First apply the linear isomorphism already mentioned in Example 6.3
\[
\psi : \mathbb{R} \times \mathbb{R}^2 \times S_0^2 \times \mathbb{R} \to S^3, \ (\rho, m, M, Q) \mapsto (\rho, m, M + Qe_2).
\]

Then use a variant of Poincaré’s lemma on the divergence-free vector-field $U = \psi(z)$. Next apply a certain bijective linear transformation $\chi$ and finally Poincaré’s lemma is used one more time.
Note that in the case $d = 2$ the step including Poincaré’s lemma boils down to finding a vector field $u \in C^\infty(\mathbb{T}^{2+1}, \mathbb{R}^3)$ such that $\text{curl} \ u = f$ if $f \in C^\infty(\mathbb{T}^{2+1}, \mathbb{R}^3)$ satisfies $\text{div} \ f = 0$. Since $z$ lives on the torus and is average-free, the divergence-free matrix-field $U = \psi(z)$ has the same properties. Define for all $x \in \mathbb{T}^3$

$$w_j(x) := \sum_{k \in \mathbb{Z}^3 \setminus \{0\}} i \frac{k \times \hat{U}_j(k)}{|k|^2} e^{2\pi i k},$$

where $U_j$ is the vector consisting of the $j$-th row of $U$, $j = 1, 2, 3$. Since $U_j$ is smooth, so is $w_j$. Also the periodicity is clear. Moreover, because $U_j$ is divergence-free and average-free, we obtain for all $x \in \mathbb{T}^3$

$$\text{curl} \ w_j(x) = -\sum_{k \neq 0} \frac{k \times (k \times \hat{U}_j(k))}{|k|^2} e^{2\pi i k} = \sum_{k \neq 0} \hat{U}_j(k) e^{2\pi i k} = U_j(x).$$

It is also straightforward to check that $w_j$ is again average-free.

Now the subsequent linear isomorphism $\chi$ preserves again average-freeness and periodicity. An analogous discussion as above implies that the second usage of this variant of Poincaré’s lemma yields again periodic smooth vector-fields. Vice versa, from the construction and the fact that images of the curl-operator are div-free we get that $\mathcal{A}_B u = 0$ for all $u \in C^\infty(\mathbb{T}^3)$. Therefore, using Proposition 2.1 we can infer that $\mathcal{B}_E$ is a potential in the sense of (2.1) if $\mathcal{B}_E$ and $\mathcal{A}_E$ are constant rank operators. We already know that $\mathcal{A}_E$ has constant rank, see Remark 1.4. In order to check that $\mathcal{B}_E$ also has constant rank we make the following observations:

If one carries out the four steps in the construction of $\mathcal{B}_E$ for $d = 2$ explicitly, the resulting operator is

$$\mathcal{B}_E = \psi^{-1} \circ \begin{pmatrix}
\frac{\partial^2}{\partial x^2} & \frac{\partial}{\partial x} \frac{\partial}{\partial y} & 0 & 0 & 0 & 0 & \frac{\partial}{\partial x} \frac{\partial}{\partial y} & \frac{\partial^2}{\partial y^2} & 0 \\
\frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial^2}{\partial y^2} & \frac{1}{2} \frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial^2}{\partial x^2} & \frac{1}{2} \frac{\partial}{\partial x} \\
\frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial^2}{\partial x^2} & \frac{1}{2} \frac{\partial}{\partial x} & \frac{1}{2} \frac{\partial}{\partial y} & \frac{1}{2} \frac{\partial^2}{\partial y^2} & \frac{1}{2} \frac{\partial}{\partial y} \\
0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial y} & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial y} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial x} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial y} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial x}
\end{pmatrix}.$$

(6.3)

Let $\omega \in \mathbb{S}^2$ be such that all three entries $\omega_t, \omega_x, \omega_y$ are non-zero. Then a straightforward linear algebra calculation shows that the matrix $\mathbb{B}_E(\omega)$ can be transformed by elementary row operations into

$$\begin{pmatrix}
\omega_x & 1 & 0 & 0 & 0 & 1 & \omega_x & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\omega_t & 0 & 1 & 1 & 0 & -\omega_y & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & \omega_x & 0 & \omega_x \\
0 & 0 & 0 & 0 & 0 & \omega_t & 1 & \omega_t
\end{pmatrix}.$$

which clearly has rank equal to three. In the case of one or two entries of $\omega$ being zero we also obtain $\text{rank}(\mathbb{B}_E(\omega)) = 3$, which is an even simpler observation. Altogether, we conclude that $\mathcal{B}_E$ has constant rank equal to three. $\square$
For the generalization of the previous lemma to higher dimensions, the only difficulty is to explicitly determine the form of $B_E$ and show that it has constant rank. This, however, turns out to be a very tedious calculation and so a rigorous proof is still missing, cf. also Remark 1.4.

7. Necessary Conditions

The last section is dedicated to finding necessary conditions that are fulfilled by measure-valued solutions which are generated by weak solutions. There is already a result on this topic proved by Chiodaroli et al., cf. Theorem 3 in [9]. We will adjust the necessary conditions given there to our situation and gain some improvements due to the uniform boundedness of our generating sequence. Actually, we will also consider the case of vanishing viscosity sequences as generating sequences. Including vanishing viscosity limits in Theorems 1.1 and 1.2 unfortunately cannot be done in an obvious way and might be a subject for future work.

Theorem 7.1. Let $T > 0$. Suppose $\nu$ is a Young measure which is generated by a sequence of functions $(\rho_n, m_n)$ over $(0, T) \times \mathbb{T}^d$ satisfying that

- There exists $M > 0$ such that $\| (\rho_n, m_n) \|_{L^\infty((0, T) \times \mathbb{T}^d)} \leq M$ for all $n \in \mathbb{N}$.
- The sequence $(\rho_n, m_n)$ is a vanishing viscosity sequence with the property that $\mu_n \| \nabla_x m_n \|_{L^2((0, T) \times \mathbb{T}^d)} \to 0$ or consists of weak solutions of (1.1).
- The initial values converge weakly, i.e. $(\rho_n^0, m_n^0) \rightharpoonup (\rho_0, m_0)$ in $(L^\gamma \times L^2)(\mathbb{T}^d)$ for some $(\rho_0, m_0) \in (L^\gamma \times L^2)(\mathbb{T}^d)$.
- There exists some $\eta > 0$ such that the densities satisfy $\rho_n \geq \eta$ for all $n \in \mathbb{N}$.

Then $\nu$ is a measure-valued solution of (1.1) on $(0, T) \times \mathbb{T}^d$ with initial data $(\rho_0, m_0) \in L^\infty(\mathbb{T}^d)$ satisfying the properties:

- For a.e. $(t, x) \in (0, T) \times \mathbb{T}^d$ it holds that $\text{supp}(\tilde{\nu}(t, x)) \subset \{(\rho, m, M, Q): \rho \geq \eta \} \cap B_R(0)$ for some $R > 0$.
- The barycenter of the lift satisfies $\langle \tilde{\nu}, \text{id} \rangle \in L^\infty((0, T) \times \mathbb{T}^d)$ and is $A_E$-free.
- For a.e. $(t, x) \in (0, T) \times \mathbb{T}^d$ and all $f \in C(\mathbb{R}^+ \times \mathbb{R}^d \times S_0^d \times \mathbb{R}^+)$ with $|f(z)| \leq C(1 + |z|^2)$ for some $C > 0$ it holds that $\langle \tilde{\nu}(t, x), f \rangle \geq Q_{A_E}f((\tilde{\nu}(t, x), \text{id}))$.

If we additionally assume that $(\rho_n, m_n)$ is a sequence of admissible weak solutions or an energy admissible vanishing viscosity sequence with $\| (\rho_n^0, m_n^0) - (\rho_0^0, m_0^0) \|_{L^\gamma \times L^2} \to 0$, then $\nu$ is an admissible measure-valued solution of (1.1) with initial data $(\rho_0^0, m_0^0)$.

Remark 7.2. Note that the second assumption $\mu_n \| \nabla_x m_n \|_{L^2} \to 0$ is automatic in the case that $(\rho_n, m_n)$ is an vanishing viscosity sequence satisfying the energy inequality.

Remark 7.3. Here, we introduced the quasiconvex envelope $Q_{A_E}f$ of a function $f$. This is defined for a continuous function $f$ as

$$Q_{A_E}f(z) = \inf \left\{ \int_{\mathbb{T}^{d+1}} f(z + w(t, x)) \text{d}x \text{d}t : w \in C^\infty(\mathbb{T}^{d+1}) \cap \ker A_E, \int_{\mathbb{T}^{d+1}} w \text{d}x \text{d}t = 0 \right\}.$$
for all \( z \in \mathbb{R}^+ \times \mathbb{R}^d \times S_0^d \times \mathbb{R}^+ \). Note that this definition can be found in a more general setting in [17]. Due to the specific properties of \( B_E \) we investigated in the case \( d = 2 \) in Section 6, we can actually formulate this in terms of the potential \( B_E \) using Corollary 5 in [30] by

\[
Q A_E f(z) = Q B_E f(z) := \inf \left\{ \int_Q f(z + B_E w(t, x)) \, dx \, dt : w \in C_c^\infty (Q) \right\}.
\]

This is the reason for us to call \( Q_{B_E}^q f \) the truncated quasiconvex envelope.

**Proof of Theorem 7.1.** Suppose \((\rho_n, m_n)\) is a vanishing viscosity sequence generating \( v \). The case of a generating sequence consisting of weak solutions is simpler and follows by basically the same arguments as below, hence this case is omitted.

Since \((\rho_n, m_n) \rightharpoonup v\), it holds that \( z_n := \Theta (\rho_n, m_n) \rightharpoonup \tilde{v}\). As \( \rho_n \) is bounded away from zero by \( \eta > 0 \), we infer that \( \| z_n \|_{L^\infty ((0, T) \times \mathbb{T}^d)} \leq R \) for some \( R > 0 \). Thus, standard Young measure theory implies that

\[
\text{supp}(\tilde{v}_{(t, x)}) \subset \{ (\rho, m, M, Q) : \rho \geq \eta \} \cap B_R (0)
\]

for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\). Moreover, we have \( z_n \rightharpoonup (\tilde{v}, \text{id}) \) in \( L^\infty ((0, T) \times \mathbb{T}^d)\). This shows the first two bullet points.

In the proof of Theorem 4.10 in [19] it is shown that the vanishing viscosity sequence \((z_n)\) satisfies

\[
A_E z_n \rightarrow 0 \text{ in } W^{-1,2} ((0, T) \times \mathbb{T}^d).
\]  

(7.1)

For the reader’s convenience we also give the proof here:

Let us denote by \( \mu_n \) the sequence of viscosity constants tending to zero. Then

\[
\| A_E z_n \|_{W^{-1,2} ((0, T) \times \mathbb{T}^d)} = \sup_{\| \varphi \|_{W_0^{1,2} ((0, T) \times \mathbb{T}^d)} \leq 1} \left| \left( \mu_n \, \text{div} \left( \frac{m_n}{\rho_n} \right), \varphi \right) \right|
\]

\[
= \sup_{\| \varphi \|_{W_0^{1,2} ((0, T) \times \mathbb{T}^d)} \leq 1} \left| \int_{(0, T) \times \mathbb{T}^d} \mu_n \left( \frac{m_n}{\rho_n} \right) : \nabla \varphi \, dx \, dt \right|
\]

\[
\leq C \mu_n \left\| \nabla \frac{m_n}{\rho_n} \right\|_{L^2 ((0, T) \times \mathbb{T}^d)} \rightarrow 0.
\]

Here \( S(\nabla \cdot) \) denotes viscosity stress tensor from the compressible Navier–Stokes equations. This shows (7.1).

Combining \( z_n \rightharpoonup (\tilde{v}, \text{id}) \) and (7.1) yields that \( A_E (\tilde{v}, \text{id}) = 0 \). The support properties of \( \tilde{v} \) and Lemma 2.1 in [14] then imply that \( v \) is a measure-valued solution of (1.1) with initial data \((\rho_0, m_0)\). Note that \((\rho_0, m_0) \in L^\infty (\mathbb{T}^d)\) due to the uniform boundedness of \((\rho_n, m_n)\).
Now Proposition 3.8 in [17] yields that
\[
\langle \tilde{v}(t,x), f \rangle \geq Q_A f (\langle \tilde{v}(t,x), \text{id} \rangle)
\]
for a.e. \((t, x) \in (0, T) \times \mathbb{T}^d\) and for all \(f \in C(\mathbb{R}^m)\) with \(|f(z)| \leq C (1 + |z|^2)\) for some \(C > 0\).

We now assume that the functions \((\rho_n, m_n)\) are energy admissible with \(\|(\rho_n^0, m_n^0) - (\rho_0^0, m^0)\|_{L^r \times L^2} \to 0\). Note that in the case that \((\rho_n, m_n)\) is a vanishing viscosity sequence, we have that \(\sqrt{\mu_n} \| \nabla x \, m_n \|_{L^2((0,T) \times \mathbb{T}^d)} \leq \tilde{M}\) for some \(\tilde{M} > 0\), which follows from the energy inequality and Korn’s inequality. Thus, \(\mu_n \| \nabla x \, m_n \|_{L^2} \to 0\).

It only remains to check the energy inequality for \(v\).

The energy density function \(e\) is continuous on \([\eta, \infty) \times \mathbb{R}^d\). Thus,
\[
e(\rho_n, m_n) \to \langle v, e \rangle \text{ in } L^1((0, T) \times \mathbb{T}^d).
\]

Since \(\rho_n \geq \eta\) and \(\rho_n \in CL^\infty\), it holds that \(\rho_n^0 \geq \eta\). Therefore, the convergence of \(\rho_n^0\) and \(m_n^0\) implies
\[
\int_{\mathbb{T}^d} e(\rho_n^0, m_n^0) \, dx \to \int_{\mathbb{T}^d} e(\rho^0, m^0) \, dx.
\]

This together with (7.2) yields the energy inequality for \(v\) at a.e. time \(t\), which finishes the proof.

Remark 7.4. Without loss of generality set \(T = 1\). For general \(T > 0\) use a reparametrization.

We investigated the potential \(B_E\) for \(d = 2\) more deeply in the previous section. In particular, we obtained that \(B_E\) is a constant rank potential for \(A_E\) in the sense of (2.1). Let \(1 < p < \infty\). By a Calderón-Zygmund argument there exists a constant \(C_p > 0\) such that for all \(z \in L^p(\mathbb{T}^3) = L^p((0, 1) \times \mathbb{T}^2)\) with \(A_E z = 0\) and \(\int_{\mathbb{T}^3} z \, dx \, dt = 0\) there exists some potential \(u\), i.e. \(B_E u = z\), such that the inequality
\[
\|u\|_{W^{2,p}(\mathbb{T}^3)} \leq C_p \|z\|_{L^p(\mathbb{T}^3)}
\]
holds, cf. Theorem A.2 in [33].

With this at hand we can further specify the form of \(\langle \tilde{v}, \text{id} \rangle\) in Theorem 7.1:
Since \(\langle \tilde{v}, \text{id} \rangle \in L^\infty((0, 1) \times \mathbb{T}^2) \subset L^p((0, 1) \times \mathbb{T}^2)\) is \(A_E\)-free, the above argumentation yields for all \(1 < p < \infty\) some potential \(w_p \in W^{2,p}(\mathbb{T}^3)\) satisfying
\[
\langle \tilde{v}, \text{id} \rangle = \int_0^1 \int_{\mathbb{T}^2} \langle \tilde{v}, \text{id} \rangle \, dx \, dt + B_E w_p.
\]

Note that \(W^{2,p}(\mathbb{T}^3) \subset W^{2,p}((0, 1) \times \mathbb{T}^2)\). Thus, \(w_p \in W^{2,p}((0, 1) \times \mathbb{T}^2)\) and we can identify \(\sigma = \int_0^1 \int_{\mathbb{T}^2} \langle \Theta \tilde{v}, \text{id} \rangle \, dx \, dt\) to be actually constant.

To conclude this paper let us compare the sufficient conditions given in Theorems 1.1 and 1.2 for a measure-valued solution to be generated by weak solutions with the necessary conditions from Theorem 7.1.
Remark 7.5. From our sufficient conditions, we are only able to decide for compactly supported measure-valued solutions with some a priori uniform bounds (in form of the specific form of the barycenter and the uniform bound in the quasi-convex envelope) if they are generated by weak solutions. However, the necessary conditions from above do not provide us with such bounds. This gap, originates from the breakdown of the Calderón-Zygmund estimate $\|u\|_{W^{2,p}} \leq C_p \|z\|_{L^p}$ in the case $p = \infty$ for $B_E u = z$, cf. e.g. [13]. Thus, even if we were able to infer an $L^\infty$-bounded $A_E$-free sequence generating the lifted measure, e.g. by the results of [6], the uniform $L^\infty$-bounds cannot be carried over to the level of potentials. One needs to overcome those technical difficulties for generalizing our proof to a full characterization of compactly supported measure-valued solutions generated by weak solutions. At the current state, this seems to be quite difficult, and it might even be possible that a new strategy of proof is needed for this. Note that one could argue that physically relevant measure-valued solutions are in fact those who come from a sequence of weak solutions or a vanishing viscosity sequence, cf. [5] and [19]. In the case of an admissible measure-valued solution $\nu$ our assumption $Q = \frac{2}{d} \langle \nu, e \rangle$ on the support of $\nu$ and the continuity of $\langle \nu, e \rangle$ are certainly too strong, since there is no reason for a general admissible measure-valued solution to fulfill them. Weakening these conditions might be worth some further study.
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