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ABSTRACT
Video encoding based on novel HEVC standard is an extremely computationally expensive process and achieving efficient encoding requires intelligent utilization of all available resources, from both software and hardware perspective. Profiling and analysis of the encoding process identified Discrete cosine transform (DCT) as one of the key kernels that consume most of the time in the application’s runtime. Therefore, high-throughput, fully-pipelined hardware accelerator was designed in FPGA and integrated into MANGO platform. MANGO platform is heterogeneous HPC system that consists of different types of nodes, from general purpose nodes (GN) to heterogeneous nodes (HN). While executing specific kernels on GN nodes is a straightforward process, executing kernels on accelerator-based HNs is a more complex procedure and requires specific integration to successfully exploit heterogeneous architecture. This paper presents performance-efficient integration of DCT hardware accelerator in MANGO platform, focusing on the performance of the encoder while maintaining coding efficiency and video quality of the encoded bitstream. Several approaches were considered, tested and compared; from the standalone integration where series of single tasks were offloaded to the DCT accelerator, to more complex solutions based on smart buffer utilization.
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Introduction
Latest analysis and statistics show that 82% of global IP traffic will be video traffic by 2022, which is an increase from 75% in 2017 [1]. Handling and transferring this huge amount of data requires efficient systems, in terms of performance, power and predictability, that are able to deliver video content with desired Quality of Experience (QoE). High-efficiency video coding (HEVC) is one of the latest video coding standards that can achieve up to 50% bitrate reduction when compared to the previous standard Advanced Video Coding (AVC) [2]. However, the computational complexity and resource requirements of HEVC are increased by up to 10 times [3]. To deal with the increased computational complexity it is necessary to intelligently utilize all software and hardware components of the system. Although software algorithms can lead to significant improvements, heterogeneous accelerator-based architectures on high performance computers can drastically improve power-performance ratio of the system, so their analysis and exploitation, especially for large-scale video content providers are necessary.

Custom hardware accelerators can improve performance and lower the power consumption, however efficient utilization of such architectures is a challenging task. Overhead of data transfer often suppresses performance benefits gained by the accelerator.

In this paper, we present and compare several approaches for performance-efficient integration of hardware accelerator for one of the key kernels in the HEVC encoder/decoder: discrete cosine transform (DCT). In this paper, we describe HEVC DCT implementation in heterogeneous, accelerator-based architecture developed as a part of MANGO project.

The rest of the paper is organized as follows: Second section describes the motivation for this research, Section three describes system on which all integrations and tests were concluded, while Section four presents integration and programming approaches. Finally, performance evaluation is presented in Section five.

Motivation and related work
Heterogeneous, accelerator-based architectures provide great potential for increasing efficiency of compute and data-intensive applications, such as video encoding from both performance and power perspective. However, exploiting such architectures requires a deep understanding of both application requirements and system design, as well as intelligent utilization of all available resources.

Previous research in this field rarely cover integration of the accelerators in heterogeneous systems containing different types of processing cores, from general...
processing nodes to heterogeneous nodes. In [4–6] CPU + GPU heterogeneous platform is used to accelerate HEVC decoder, either by deploying a subset of functions (IDCT and de-quantization) or by implementing entire decoder on GPU. In comparison with the HEVC encoder, the decoder is computationally much less demanding than HEVC encoder, which is why our focus is set on improving the encoding process. GPU-based accelerators can offer large performance improvements compared to the CPU, especially for highly parallelizable algorithms, however, FPGA-based accelerators could provide even more performance and energy-efficient solutions.

There is a lot of research on specialized hardware accelerators for several different kernels that are used in HEVC. FPGA-based solutions for Intra coding are presented in [7,8]. Architectures for HEVC standard DCT acceleration introduced in [9–12] show several different approaches for optimizing integer based DCT. Interpolation [13] and deblocking filter [14] as another compute demanding algorithms are also subject of the research in this area. However, all these papers focus their research on a specific accelerator as a stand-alone module, without measuring impacts of its integration within the existing heterogeneous system.

System

The MANGO heterogeneous high-performance computing system was used as an architecture exploration platform for this research such that high-level encoding algorithm was instantiated on general-purpose processor cores while the custom designed HEVC DCT accelerator cores were used for DCT computations. Below we give a more detailed overview of the complete system and the approach.

Platform – MANGO platform

MANGO platform [15,16] is a heterogeneous high-performance computing system consisting of general-purpose compute nodes (GN) that are intertwined with heterogeneous acceleration nodes (HN), linked by an across-boundary homogeneous interconnect. GNs are based on CPUs (i.e. Intel Xeon), while HNs are FPGA-based next-generation manycore chips coupled with deeply customized heterogeneous computing resources. HNs are open and can be tailored for a specific purpose, which was used to incorporate DCT accelerator in MANGO architecture. Figure 1 shows the scheme of one cluster in MANGO platform with integrated DCT accelerator.

CPU host is a general node (GN) connected with the heterogeneous node (HN) deployed on four FPGAs. HN consists of different processing nodes, such as RISC multicore, GPU-like core, different accelerator cores and a hardware accelerator for DCT. Topology and number of the accelerators can be adapted to the requirements of the system. For each FPGA, there is one memory controller (MC) that connects the processing cores with local DDR memory. Resource manager located on a CPU host side manages the allocation of computing resources (GNs and HNs) to multiple concurrent application that can run on MANGO platform.

Host – HEVC encoder application

In-house “clean-room” implementation of HEVC encoder was used as a base for integration on the host side. The encoder was profiled and analysed to determine most time-consuming tasks of the application’s runtime. The analysis was done on CPU-only single-core implementation configured for fast encoding, aiming at Just-in-Time video encoding. Verification and
validation of HEVC encoded bitstreams were conducted using StreamEyes software [17].

Results are obtained using Intel Amplifier tool and are shown in Figure 2.

As can be seen from the figure above, most time-consuming tasks are: forward2DTransform and its counterpart forward2DInverseTransform. The main kernel used in both functions is 2-dimensional Discrete Cosine Transform, which is why DCT was chosen as a kernel that can be used to demonstrate benefits of offloading to a custom hardware accelerator. Several modifications to the applications were made to meet the requirements of the DCT accelerator. Residual samples had to be stored in a 16-bit format which halved the amount of data being transferred between host and accelerator. However, this modification leads to additional changes such as packing and unpacking of samples for AVX DCT implementation which had a minor impact on its performance.

**Integration and programming approach**

**Standalone approach**

The standalone mode was the first working mode in which HW DCT accelerator was integrated into the MANGO platform. In standalone mode, a single task represents a single matrix with sizes ranging from $32 \times 32$ to $4 \times 4$ which is then offloaded to the accelerator that processes the data and returns the transformed matrix to the host. For each task, initialization procedures such as registration of kernels, buffers, and events, allocation of resources or transfer of arguments are repeated. In the first phase, initialization of mango context and kernel function takes place. Depending on the matrix size, input, config and output buffers are registered and added to the task graph shown in Figure 3. Input data is then written to the buffers and the kernel is started. After this, host waits (or does some useful work) for the end event which indicates that the accelerator has processed input data. On the accelerator
side, starting kernel initiates the loop in which accelerator fetches the data through 512-bit data bus from MANGO memory. When data is fetched, it is put into the pipeline of the accelerator. With each clock cycle, data propagates through the pipeline until it is written in the local buffer from which it is stored to MANGO memory. When all data is stored, the task is finalized by triggering end event which notifies the host application that the data is ready to be retrieved from MANGO memory. The application then initiates the memory transfer and if needed restarts the above described cycle with a new set of input data.

To benchmark the performance, the application was run with DCT kernel offloaded to HW DCT accelerator operating in standalone working mode. A single $32 \times 32$ matrix of 16-bit residuals was transferred to the MANGO memory, processed by the accelerator and then returned to the host application. Figure 4 shows the time distribution for processing a single $32 \times 32$ residual block. Accelerator part corresponds to the time required by the accelerator to load, process and store data to MANGO memory. Host part corresponds to the time spent on executing the application on Intel GN which consists of filling the buffers with data intended for processing on the accelerator, transferring the data from host to MANGO memory and vice versa. As it can be seen from the figure, almost 50% of the runtime is spent on the mangolibs initialization which makes standalone working mode performance inefficient. Mangolibs is a software stack that consists of:

- API provided by the MANGO application library
- HN library that implements the communication functions between applications and resource manager with the FPGA subsystem
- BOSP – Barbeque Run-Time Resource Manager [18] and several MANGO unit specific modules.

**Iterative approach**

To tackle the problem of mangolibs overhead, iterative working mode of the accelerator was proposed. In iterative working mode, resources are registered and allocated only once for any number of tasks offloaded to the accelerator. Several modifications were necessary to adapt the accelerator to iterative working mode. Since buffers now get registered only once, buffer sizes have been increased to $\text{max\_buffer\_size}$ which is defined as 20 MB for the current version of the accelerator. The iterative working mode also required additional synchronization mechanisms which were implemented in the form of interrupts. Introduced changes reflected the task graph structure shown in Figure 5.
The kernel is now started before the data is written to the buffer. After host transfers the input data to MANGO memory, it issues the `interrupt_start` which triggers the accelerators to start loading and processing the data. After all the data is processed and stored, the accelerator issues the interrupt back to the host, signifying that the output data is available for reading. The host then reads the data and the cycle ends. This cycle is repeated if the host has more data to process and when there is no more data, the host issues the end event which indicates that the accelerator is no longer used by the application. Figure 6 shows time distribution between different stages when processing three $32 \times 32$ blocks in iterative working mode. As it can be seen, mangolibs overhead, in this case, is lowered and will continue to drop as the number of blocks for processing increases.

![Figure 6. Time distribution for iterative integration.](image)

To benchmark the performance of the iterative working mode, 10,000 tasks of $32 \times 32$, $16 \times 16$, $8 \times 8$, $4 \times 4$ blocks were offloaded in series to the HW DCT accelerator. The results are shown in the following table:

| Buffer Size | Processing Time | Read Time | Write Time |
|-------------|-----------------|-----------|------------|
| 2kB         | 17,68           | 1,800     | 0,406      |
| 2kB         | 17,67           | 1,798     | 0,406      |
| 2kB         | 17,69           | 1,801     | 0,406      |
| 2kB         | 17,69           | 1,804     | 0,407      |

Table 1 shows average time distribution per phase when processing 10,000 instances of $32 \times 32$ blocks. Write and read time corresponds to the time needed to transfer data from host to the MANGO memory or from MANGO memory to the host respectively. Processing time is the duration from the moment when the `interrupt_start` has been sent to the accelerator to the moment when `interrupt_end` has been received by the host. Processing time thus includes the time needed for the accelerator to load data from the memory, process it, and then store it back. Here we do not address how the total processing time of the accelerator is distributed between memory accesses and data passing through the pipeline. Usually, small buffer sizes suffer from the problem of significant memory transfer overhead but in this case, almost 90% of the time is contributed to the processing time of the accelerator, as shown in Table 1. However, a detailed analysis of the different buffer sizes showed that processing time is significantly affected by the time accelerator spends on loading and storing the data. The results of this analysis are shown in Table 2.

Total time spent on transferring and processing data linearly grows with the increase of buffer size from 2 kB up to 64 kB. However, when the buffer becomes 64 kB or larger, the average time needed to transfer and process data significantly shortens and thus we witness significantly higher efficiency. The explanation for this lies in the fact that for buffer sizes smaller than 64 kB, data is transferred from the host to MANGO using item network while for larger buffers, shared buffers are used. Figure 7 shows the time cost per single block for buffer sizes ranging from 2 to 20,000 kB. The total time cost for transferring and processing single block in a 60 kB buffer is 14.6 milliseconds while for 64 kB buffer it is 0.61 milliseconds. The time cost continues to decline to 0.44 for a buffer size of 2000 kB after which it flattines. This analysis shows that to efficiently exploit accelerator, buffer sizes should be greater than 2 MB. In the accelerator, the max buffer size is limited to 20 MB.
Table 2. Benchmarked performance of DCT kernel for different I/O buffer sizes, all time are shown in milliseconds.

| Buffer size | # of runs | Processing time | Read data time | Write data time | Total time | 32 × 32 blocks processed | Total per block |
|-------------|-----------|----------------|---------------|----------------|------------|--------------------------|----------------|
| 2 kB        | 100       | 15.5345        | 1.8409        | 0.4142         | 18.8748    | 1                        | 18.8748        |
| 4 kB        | 100       | 27.7040        | 2.1224        | 0.7477         | 32.1012    | 2                        | 16.0506        |
| 20 kB       | 100       | 138.3400       | 4.1918        | 3.3558         | 150.1410   | 10                       | 15.0141        |
| 60 kB       | 100       | 414.2460       | 7.6073        | 9.5798         | 440.0900   | 30                       | 14.6697        |
| 64 kB       | 100       | 2.6461         | 8.9927        | 7.1893         | 19.6663    | 32                       | 0.6083         |
| 200 kB      | 100       | 4.5282         | 25.1933       | 19.0508        | 49.4060    | 100                      | 0.4941         |
| 2 MB        | 100       | 29.9313        | 233.6350      | 176.7760       | 440.9960   | 1000                     | 0.4410         |
| 10 MB       | 100       | 143.0100       | 1233.7600     | 897.8580       | 2275.2900  | 5000                     | 0.4551         |
| 20 MB       | 100       | 284.5090       | 2461.4800     | 1790.8300      | 4537.5000  | 10000                    | 0.4538         |

Figure 7. Total time for transferring and processing per block.

Table 3. Comparison of DCT kernel on different processing cores.

| Core      | Block size | Process | Read  | Write | Total per block |
|-----------|------------|---------|-------|-------|-----------------|
| DCT       | 32 × 32    | 284.50  | 2461.48 | 1790.83 | 0.4538         |
| DCT       | 16 × 16    | 283.10  | 2465.58 | 1790.20 | 0.1135         |
| DCT       | 8 × 8      | 279.32  | 2451.88 | 1791.44 | 0.0283         |
| DCT       | 4 × 4      | 286.05  | 2459.17 | 1789.57 | 0.0071         |
| CPU       | 32 × 32    | –       | –     | –     | 1.985           |
| CPU       | 16 × 16    | 1016.66 | –     | –     | 0.0254         |
| CPU       | 8 × 8      | 541.27  | –     | –     | 0.0033         |
| CPU       | 4 × 4      | 331.89  | –     | –     | 0.0005         |
| AVX       | 32 × 32    | 580.54  | –     | –     | 0.0580         |
| AVX       | 16 × 16    | 363.17  | –     | –     | 0.0090         |
| AVX       | 8 × 8      | 181.70  | –     | –     | 0.0011         |
| AVX       | 4 × 4      | 220.33  | –     | –     | 0.0003         |

which is enough to support use cases of transcoding full HD video sequences.

Performance evaluation

Performance evaluation was performed for three types of accelerator kernels: HW DCT accelerator, CPU and CPU + AVX. In all tests, a buffer size of 20 MB was used and blocks sizes ranging from 32 × 32 to 4 × 4 were transferred. Results are shown in Table 3.

If we take into consideration the time spent on average for processing a single block of data, AVX is the fastest, followed by CPU and HW DCT accelerator. Total time consists of processing time, read time and write time. Read and write time represent time spent for transferring data from the host to MANGO and vice versa and are equal to 0 for CPU and AVX since in this case, the data never leaves the host. However, read and write time participate with a share of over 90% when it comes to HW DCT accelerator. This can be explained with MANGO platform being an exploration platform for HPC. Implemented data transfer buses do not exercise real-world scenarios in which high bandwidth buses are fully exploited. If we take only processing time into consideration, for 32 × 32 and 16 × 16 blocks, HW accelerator, even running at 40 MHz, outperforms Intel (running at 3.3 GHz) AVX optimized implementation. However, for smaller blocks, 8 × 8 and 4 × 4, HW DCT accelerator doesn’t provide the fastest results. The main issue that explains this behaviour is slow memory access from the accelerator to MANGO memory which is the bottleneck of accelerator processing time. Because of this bottleneck, processing times of HW DCT accelerator for all block sizes are approximately the same even though the pipeline for processing 4 × 4 blocks is much shorter than the one for processing 8 × 8, 16 × 16 or 32 × 32 blocks. The second fact that needs to be considered is that the accelerator runs on
MANGO architecture with the clock of 40 MHz while in real world scenario it can run with a frequency that is one order of magnitude larger for FPGA implementation and even higher for ASIC implementation.

**Conclusion**

In this paper, we have investigated several approaches for integration of custom designed hardware accelerator for discrete cosine transform in novel heterogeneous architecture developed as a part of Horizon 2020 project MANGO: exploring Manycore Architectures for Next-generation HPC systems. Fully pipelined, area optimized DCT accelerator is used to improve the performance of compute and data-intensive video encoding process based on a HEVC standard. Different approaches of accelerator utilization were identified as a standalone and iterative approach. Each accelerator and approach were analysed and benchmarked. Iterative mode proved to be more efficient than standalone mode due to high mangolibs initialization overhead. Analysis of the data transfer from MANGO to host and vice-versa showed that for efficient data transfer buffer sizes should be 200 kB or larger.

Performance comparison of different processing cores showed that DCT HW accelerator, even running at 40 MHz mode, outperforms Intel (running at 3.3 GHz) AVX optimized implementation for block sizes of 16 × 16 or larger when it comes to processing time. However, due to the MANGO platform being an exploration platform for HPC, data transfers and memory access provide a bottleneck for maximum utilization of HW DCT accelerator.

Our future work in this area will include the development and integration of other types of accelerators designed for HEVC video encoding and transcoding. Different types of processing units, besides custom accelerator-based cores, will also be investigated, such as RISC-V and GPU-like cores. Resource manager will be adapted and improved to facilitate management of all integrated modules.
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