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Abstract

After observing a snapshot of a social network, a link prediction (LP) algorithm identifies node pairs between which new edges will likely materialize in future. Most LP algorithms estimate a score for currently non-neighboring node pairs, and rank them by this score. Recent LP systems compute this score by comparing dense, low dimensional vector representations of nodes. Graph neural networks (GNNs), in particular graph convolutional networks (GCNs), are popular examples. For two nodes to be meaningfully compared, their embeddings should be indifferent to reordering of their neighbors. GNNs typically use simple, symmetric set aggregators to ensure this property, but this design decision has been shown to produce representations with limited expressive power. Sequence encoders are more expressive, but are permutation sensitive by design. Recent efforts to overcome this dilemma turn out to be unsatisfactory for LP tasks. In response, we propose PERMGNN, which aggregates neighbor features using a recurrent, order-sensitive aggregator and directly minimizes an LP loss while it is ‘attacked’ by adversarial generator of neighbor permutations. By design, PERMGNN has more expressive power compared to earlier symmetric aggregators. Next, we devise an optimization framework to map PERMGNN’s node embeddings to a suitable locality-sensitive hash, which speeds up reporting the top-$K$ most likely edges for the LP task. Our experiments on diverse datasets show that PERMGNN outperforms several state-of-the-art link predictors by a significant margin, and can predict the most likely edges fast.

1 Introduction

In the link prediction (LP) task, we are given a snapshot of a social network, and asked to predict future links that are most likely to emerge between nodes. LP has a wide variety of applications, e.g., recommending friends in Facebook, followers in Twitter, products in Amazon, or connections on LinkedIn. An LP algorithm typically considers current non-edges as potential edges, and ranks them by decreasing likelihoods of becoming edges in future.

1.1 Prior work and their limitations

LP methods abound in the literature, and predominantly follow two approaches. The first approach relies strongly on hand-engineering node features and edge likelihoods based on the network structure and domain knowledge [3, 16, 23]. However, such feature engineering often demands significant domain expertise. The second approach learns low dimensional node embeddings which serve as node features in LP tasks. Such embedding models include Node2Vec [12], DeepWalk [31], etc., and various graph neural networks (GNN), e.g., GCN [17], GraphSAGE [13], GAT [43], etc.

Limited expressive power of GNNs. While deep graph representations have shown significant potential in capturing complex relationships between nodes and their neighborhoods, they lack representational power useful for LP. A key reason for this weakness is the use of symmetric aggregates over a node $u$’s neighbors, driven by the desideratum that the representation of $u$ should be invariant to a permutation of its neighbor nodes [32, 33, 52]. Such networks have recently been established as low-pass filters [29, 47], which attenuate high frequency signals. This prevents LP methods based on such node representations from reaching their full potential. Although recent efforts [5, 20, 38, 40, 41] on modeling inter-item dependencies have substantially improved the expressiveness of set representations in applications like image and text processing, they offer only modest improvement for LP, as we shall see in our experiments.

Limitations of sequence driven embeddings. We could arrange the neighbors of $u$ in some arbitrary canonical order, and combine their features sequentially using, say, a recurrent neural network (RNN). This would capture feature
correlations between neighbors. But now, the representation of \( u \) will become sensitive to the order in which neighbors are presented to the RNN. In our experiments, we see large degradation of LP accuracy when neighbors are shuffled. We seek to resolve this central dilemma. An obvious attempted fix would be to present many permutations (as Monte Carlo samples) of neighbor nodes but, as we shall see, doing so in a data-oblivious manner is very inefficient in terms of space and time.

1.2 Our proposal: PERMGNN

In response to the above limitations in prior work, we develop PERMGNN: a novel node embedding method specifically designed for LP. To avoid the low-pass nature of GNNs, we eschew symmetric additive aggregation over neighbors of a node \( u \), instead using a recurrent network to which neighbor node representations are provided sequentially, in some order. The representation of \( u \) is computed by an output layer applied on the RNN states.

To neutralize the order-sensitivity of the RNN, we cast LP as a novel min-max optimization, equivalent to a game between an adversary that generates worst-case neighbor permutations (to maximize LP loss) and a node representation learner that refines node representations (to minimize LP loss) until they become insensitive to neighborhood permutations. To facilitate end-to-end training and thus avoiding exploration of huge combinatorial permutation spaces, the adversarial permutation generator is implemented as a Gumbel-Sinkhorn neural network [26].

Next, we design a hashing method for efficient LP, using the node representation learnt thus far. We propose a smooth optimization to compress the learned embeddings into binary representations, subject to certain hash performance constraints. Then we leverage locality sensitive hashing [11] to assign the bit vectors to buckets, such that nodes likely to become neighbors share buckets. Thus, we can limit the computation of pairwise scores to within buckets. In spite of this additional compression, our hashing mechanism is accurate and fast.

We evaluate PERMGNN on several real-world datasets, which shows that our embeddings can suitably distill information from node neighborhoods into compact vectors, and offers substantial accuracy boosts beyond several state-of-the-art LP methods. Moreover, our LSH experiments demonstrate large speed gains without sacrificing accuracy. Our code and data is available at https://github.com/abir-de/permgnn.

1.3 Summary of contributions

(1) Adversarial permutation guided embeddings: We propose PERMGNN, a novel node embedding method, which provides high quality node representations for LP. In a sharp contrast to additive information aggregation in GNNs, we start with a permutation-sensitive but highly expressive aggregator of the graph neighbors and then desensitize the permutation-sensitivity by optimizing a min-max ranking loss function with respect to the smooth surrogates of adversarial permutations.

(2) Hashing method for scalable predictions: We propose an optimized binary transformation to the learnt node representations, that readily admits the use of a locality-sensitive hashing method and shows fast and accurate predictions.

(3) Comprehensive evaluation: We provide a rigorous evaluation to test both the representational power of PERMGNN and the proposed hashing method, which show that our proposal outperforms the respective state-of-the-art methods by a significant margin. Further probing the experimental results reveal insightful explanations behind the success of our methods.

2 Preliminaries

In this section, we describe necessary notations and the components of a typical LP system.

2.1 Notation

We consider a snapshot of an undirected social network \( G = (V, E) \). Each node \( u \) has a feature vector \( f_u \). We use \( \text{nbr}(u) \) and \( \overline{\text{nbr}}(u) \) to indicate the set of neighbors and non-neighbors of \( u \). Our graphs do not have self edges, but we include \( u \) in \( \text{nbr}(u) \) by convention. We define \( \text{nbr}(u) = \{u\} \cup \{v \mid (u, v) \in E\} \), \( \overline{\text{nbr}}(u) = \{v \mid v \neq u, (u, v) \notin E\} \) and also \( \overline{E} \) to be the set of non-edges, i.e., \( \overline{E} = \bigcup_{u \in V} \overline{\text{nbr}}(u) \). Finally, we define \( \Pi_\delta \) to be the set of permutations of the set \( [\delta] = \{1, 2, \ldots, \delta\} \) and \( \mathcal{P}_\delta \) to be the set of all possible 0/1 permutation matrices of size \( \delta \times \delta \).
2.2 Scoring and ranking

Given a graph snapshot \( G = (V, E) \), the goal of a LP algorithm is to identify node-pairs from the current set of non-edges \( \overline{E} \) (often called potential edges) that are likely to become edges in future. In principle, LP may be regarded as a classification task. An LP algorithm associates a latent binary variable with each potential edge and learns to predict it, after observing the current snapshot of the graph. In practice, most LP algorithms compute a score \( s(u, v) \) for each potential edge \( (u, v) \in \overline{E} \), which measures their likelihood of becoming connected in future. Recently invented network embedding methods \[12, 17, 34\] first learn a latent representation \( x_u \) of each node \( u \in V \) and then compute scores \( s(u, v) \) using some similarity or distance measure between the corresponding representations \( x_u \) and \( x_v \). In the test fold, some nodes are designated as query nodes \( q \). Its (current) non-neighbors \( v \) are sorted by decreasing \( s(q, v) \).

3 Proposed approach

In this section, we first state the limitations of GNNs and then describe our proposal for obtaining high quality node embeddings for LP, with better representational power than GNNs.

3.1 GNNs and their limitations

GNNs start with a graph and per-node features \( f_u \) to obtain a neighborhood-sensitive node representation \( x_u \) for \( u \in V \). To meaningfully compare \( x_u \) and \( x_v \), and compute \( s(u, v) \), information from neighbors of \( u \) (and \( v \)) should be aggregated in such a way that the embeddings become invariant to permutations of the neighbors of \( u \) (and \( v \)). GNNs ensure permutation invariance by additive aggregation. Given an integer \( K \), for each node \( u \), a GNN aggregates structural information \( k \) hops away from \( u \) to cast it into \( x_u \) for \( k \leq K \). Formally, a GNN first computes intermediate embeddings \( \{z_u(k) \mid k \in [K]\} \) in an iterative manner and then computes \( x_u \), using the following recurrent propagation rule.

\[
\begin{align*}
Z_u(k - 1) &= \text{AGGR}(\{z_v(k - 1) \mid v \in \text{nbr}(u)\}); \\
z_u(k) &= \text{COMB}_1(z_u(k - 1), Z_u(k - 1)); \\
x_u &= \text{COMB}_2(z_u(1), \ldots, z_u(K))
\end{align*}
\]

Here, for each node \( u \) with feature vector \( f_u \), we initialize \( z_u(0) = f_u \); \text{AGGR} and \text{COMB}_{1,2} \) are neural networks. To ensure permutation invariance of the final embedding \( x_u \), \text{AGGR} aggregates the intermediate \( (k - 1) \)-hop information \( z_u(k - 1) \) with an additive (commutative, associative) function, guided by set function principles \[52\]:

\[
\text{AGGR}(\{z_v(k - 1) \mid v \in \text{nbr}(u)\}) = \sigma_1 \left( \sum_{v \in \text{nbr}(u)} \sigma_2(z_v(k - 1)) \right).
\]

Here \( \sigma_1, \sigma_2 \) are nonlinear activations. In theory \[52, \text{Theorem 2}\], if \text{COMB}_{1,2} \) are given 'sufficient' hidden units, this set representation is universal. In practice, however, commutative-associative aggregation suffers from limited expressiveness \[9, 30, 44\], which degrades the quality of \( x_u \) and \( s(\cdot, \cdot) \), as described below. Specifically, their expressiveness is constrained from two perspectives.

**Attenuation of important network signals.** GNNs are established to be intrinsically low pass filters \[29, 47\]. Consequently, they can attenuate high frequency signals which may contain crucial structural information about the network. To illustrate, assume that the node \( u \) in Eqs. (1)–(3) has two neighbors \( v \) and \( w \) and \( z_u(k - 1) = [-1, +1] \) and \( z_w(k - 1) = [-1, +1] \), which induce high frequency signals around the neighborhood of \( u \). In practice, these two representations may carry important signals about the network structure. However, popular choices of \( \sigma_2 \) often diminish the effect of each of these vectors. In fact, the widely used linear form of \( \sigma_2 \) \[13, 17\] would completely annul their effects (since \( \sigma_2(z_u(k - 1)) + \sigma_2(z_w(k - 1)) = 0 \) in the final embedding \( x_u \), which would consequently lose capacity for encapsulating neighborhood information.

**Inability to distinguish between correlation structures.** In Eq. (4), the outer nonlinearity \( \sigma_1 \) operates over the sum of all representations of neighbors of \( u \). Therefore, it cannot explicitly model the variations between the joint dependence of these neighbors. Suppose the correlation between \( z_v(k - 1) \) and \( z_w(k - 1) \) is different from that between \( z_v'(k - 1) \) and \( z_w'(k - 1) \) for \( \{v, v', w, w'\} \subseteq \text{nbr}(u) \). The additive aggregator in Eq. (4) cannot capture the distinction. Here, we develop a mitigation approach which exploits sequential memory, e.g., LSTMs, even though they are order-sensitive, and then neutralize the order sensitivity by presenting adversarial neighbor orders. An alternative mitigation approach is to increase the capacity of the aggregator (while keeping it order invariant by design) by explicitly modeling
dependencies between neighbors, as has been attempted in image or text applications [5, 20, 38, 40, 41]. Appendix D compares these two approaches.

3.2 Our model: PERMGNN

Responding to the above limitations of popular GNN models, we design PERMGNN, the proposed adversarial permutation guided node embeddings.

3.2.1 Overview

Given a node \( u \), we first compute an embedding \( x_u \) using a sequence encoder, parameterized by \( \theta \):

\[
x_u = \rho_{\theta}(\{ f_v \mid v \in \text{nbr}(u) \}),
\]

where \( \text{nbr}(u) \) is presented in some arbitrary order (to be discussed). In contrast to the additive aggregator, \( \rho \) is modeled by an LSTM [14], followed by a fully-connected feedforward neural network (See Figure 1). Such a formulation captures the presence of high frequency signal in the neighborhood of \( u \) and the complex dependencies between the neighbors \( \text{nbr}(u) \) by combining their influence via the recurrent states of the LSTM.

However, now the embedding \( x_u \) is no longer invariant to the permutation of the neighbors \( \text{nbr}(u) \). As we shall see, we counter this by casting the LP objective as an instance of min-max optimization problem. Such an adversarial setup refines \( x_u \) in an iterative manner, to ensure that the resulting trained embeddings are permutation invariant (at least as far as possible in a non-convex optimization setting).

3.2.2 PERMGNN architecture

Let us suppose \( \pi = [\pi_1, \ldots, \pi_{|\text{nbr}(u)|}] \in \Pi_{|\text{nbr}(u)|} \) is some arbitrary permutation of the neighbors of node \( u \). We take the features of neighbors of \( u \) in the order specified by \( \pi \), i.e., \( (v_{\pi_1}, v_{\pi_2}, \ldots, v_{\pi_{|\text{nbr}(u)|}}) \), and pass them into an LSTM:

\[
y_{u,1}, \ldots, y_{u,|\text{nbr}(u)|} = \text{LSTM}_\theta \left( f_{v_{\pi_1}}, \ldots, f_{v_{\pi_{|\text{nbr}(u)|}}} \right).
\]

Here \( \{y_{u,k}\}_{k \in [|\text{nbr}(u)|]} \) is a sequence of intermediate representation of node \( u \), which depends on the permutation \( \pi \). Such an approach ameliorates the limitations of GNNs in two ways:

- Unlike GNNs, the construction of \( y_u \) is not limited to symmetric aggregation, and is therefore able to capture crucial network signals including those with high frequency [6].
- An LSTM (indeed, any RNN variant) is designed to capture the influence of one token of the sequence on the subsequent tokens. In the current context, the state variable \( h_{v_{\pi_k}} \) of the LSTM combines the influence of first \( k-1 \) neighbors in the input sequence, i.e., \( v_{\pi_1}, \ldots, v_{\pi_{k-1}} \) on the \( k \)-th neighbor \( v_{\pi_k} \). Therefore, these recurrent states allow \( y_u \) to capture the complex dependence between the features \( f_{\pi_k} \).

Next, we compute the final embeddings \( x_u \) by using an additional nonlinearity on the top of the sequence \( \{y_{u,k}\}_{k \in [|\text{nbr}(u)|]} \) output by the LSTM:

\[
x_u;\pi = \sigma_{\theta}(y_{u,1}, y_{u,2}, \ldots, y_{u,|\text{nbr}(u)|}) \in \mathbb{R}^D.
\]

Note that the embeddings \( \{x_u\} \) computed above depends on \( \pi \), the permutation of the neighbors \( \text{nbr}(u) \) given as the input sequence to the LSTM in Eq. (6).

**Removing the sensitivity to \( \pi \).** One simple way to ensure permutation invariance is to compute the average of \( x_{u;\pi} \) over all possible permutations \( \pi \in \Pi_{|\text{nbr}(u)|} \). At a time and space complexity of at least \( O(\sum_{u\in V} |\Pi_{|\text{nbr}(u)|}|) \), this is quite impractical for even moderate degree nodes. Replacing the exhaustive average by a Monte Carlo sample does improve representation quality, but is still very expensive. Murphy et al. [28] proposed a method called \( \pi \)-SGD, which samples one permutation per epoch. While it is more efficient than sampling multiple permutations, it shows worse robustness in practice.
Instead of brute-force sampling, we setup a two-party game, one being the network for LP, vulnerable to $\pi$.

### 3.2.3 Adversarial permutation-driven LP objective

Instead of brute-force sampling, we setup a two-party game, one being the network for LP, vulnerable to $\pi$, and the other being an adversary, which tries to make the LP network perform poorly by choosing a ‘bad’ $\pi$ at each node.

1: pick initial $\pi^u$ at each node $u$
2: repeat
3: fix $\{\pi^u : u \in V\}$; optimize $\theta$ for best LP accuracy
4: fix $\theta$; find next $\pi^u$ at all $u$ for worst LP accuracy
5: until LP performance stabilizes

Let $\pi^u \in \Pi_{\text{nbr}(u)}$ be the permutation used to shuffle the neighbors of $u$ in Eq. (6). Conditioned on $\pi^u$, $\pi^v$, we compute the score for a node-pair $(u, v)$ as

$$s_\theta(u, v|\pi^u, \pi^v) = \text{sim}(x_{u, \pi^u}, x_{v, \pi^v}),$$

where $\text{sim}(a, b)$ denotes the cosine similarity between $a$ and $b$. To train our LP model to give high quality ranking, we consider the following AUC loss surrogate [15]:

$$\text{loss}(\theta; \{\pi^w\}_{w \in V}) = \sum_{(u,v) \in E} \left[ \Delta + s_\theta(r, t|\pi^r, \pi^t) - s_\theta(u, v|\pi^u, \pi^v) \right]_+$$

where $\Delta$ is a tunable margin and $[a]_+ = \max\{0, a\}$.

As stated above, we aim to train LP model parameters $\theta$ in such a way that the trained embeddings $\{x_u\}$ become invariant to the permutations of $\text{nbr}(u)$ for all nodes $u \in V$. This requirement suggests the following min-max loss:

$$\min_{\theta} \max_{\{\pi^w\}_{w \in V}} \text{loss}(\theta; \{\pi^w\}_{w \in V}).$$

### 3.2.4 Neural permutation surrogate

As stated, the complexity of Eq. (10) seems no better than exhaustive enumeration of permutations. To get past this apparent blocker, just as max is approximated by softmax (a multinomial distribution), a ‘hard’ permutation (1:1 assignment) $\pi^w$ is approximated by a ‘soft’ permutation matrix $P^w$ — a doubly stochastic matrix — that allows continuous optimization.

Suppose $F_w = [f_{v_1}, f_{v_2} \ldots, f_{v_{\text{nbr}(u)}}]$ is a matrix whose rows are formed by the features of $\text{nbr}(u)$ presented in some canonical order. Then $P^w F_w$ approximates a permuted feature matrix corresponding to some permuted sequence of neighbor feature vectors. The rhs of Eq. (6) can be written as $\text{LSTM}_\theta(P^w F_w)$, which eventually lets us express loss as a function of $P^w$. We can thus rewrite the min-max optimization (10) as

$$\min_{\theta} \max_{\{P^w : w \in V\}} \text{loss}(\theta; \{P^w\}_{w \in V}).$$
where the inner maximization is carried out over all ‘soft’ permutation matrices $P^w$, parameterized as follows.

In deep network design, a trainable multinomial distribution is readily obtained by applying a softmax to trainable (unconstrained) logits. Analogously, a trainable soft permutation matrix $P^w$ can be obtained by applying a Gumbel-Sinkhorn network ‘GS’ [26] to a trainable (unconstrained) ‘seed’ square matrix, say, $A^w$:

$$
P^w = \lim_{n \to \infty} GS^n(A^w),$$

where

$$GS^0(A^w) = \exp(A^w)$$

and

$$GS^n(A^w) = COLSCALE \left( ROWSCALE \left( GS^{n-1}(A^w) \right) \right).$$

Here, COLSCALE and ROWSCALE represent column and row normalization. $GS^n(A^w)$ is the doubly stochastic matrix obtained by consecutive row and column normalizations of $A^w$. It can be shown that

$$\lim_{n \to \infty} GS^n(A^w) = \arg\max_{P \in P_{\text{OLS}}} \text{Tr} \left[ P^T A^w \right].$$

(12)

$GS^n$ thus represents a recursive differentiable operator that permits backpropagation of loss to $\{A^w\}$. In practice, $n$ is a finite hyperparameter, the larger it is, the closer the output to a ‘hard’ permutation.

Allocating a separate unconstrained seed matrix $A^w$ for each node $w$ would lead to an impractically large number of parameters. Therefore, we express $A^w$ using a globally shared network $T_\phi$, with model weights $\phi$, and the per-node feature matrix $F_w$, already available. I.e., we define

$$A^w := T_\phi(F_w / \tau),$$

(13)

where $\tau > 0$ is a temperature hyperparameter that encourages $GS^n(A^w)$ toward a ‘harder’ soft permutation. The above steps allow us to rewrite optimization (11) in terms of $\theta$ and $\phi$ in the form $\min_{\theta} \max_{\phi} \text{loss}(\theta; \phi)$. After completing the min-max optimization, the embedding $x_u$ of a node $u$ can be computed using some arbitrary neighbor permutation. By design, the impact on $\text{sim}(u, v)$ is small when different permutations are used. Appendix C contains further implementation details.

4 Scalable LP by hashing representations

At this point, we have obtained representations $x_u$ for each node $u$ using PERMGNN. Our next goal is to infer some number of most likely future edges.

**Prediction using exhaustive comparisons.** Here, we first enumerate the scores for all possible potential edges (the current non-edges) and then report top-$K$ neighbors for each node. Since most real-life social networks are sparse, potential edges can be $\Theta(|V|^2)$ in number. Scoring all of them in large graphs is impractical; we must limit the number of comparisons between potentially connecting node pairs to be as small as possible. To that aim, we first present the well known random hyperplane based hashing method and then present our proposed method.

4.1 Data-oblivious LSH with random hyperplanes

When for two nodes $u$ and $v$, $\text{sim}(u, v)$ is defined as $\cos(x_u, x_v)$ with $x_\bullet \in \mathbb{R}^D$, the classic random hyperplane LSH can be used to hash the embeddings $x_\bullet$. Specifically, we first draw $H$ uniformly random hyperplanes passing through the origin in the form of their unit normal vectors $n_h \in \mathbb{R}^D, h \in [H]$ [7]. Then we set $b_u[h] = \text{sign}(n_h \cdot x_u) \in \pm 1$ as a 1-bit hash and $b_u \in \pm 1^H$ as the $H$-bit hash code of node $u$. Correspondingly, we set up $2^H$ hash buckets with each node going into one bucket. If the buckets are balanced, we expect each to have $N/2^H$ nodes. Now we limit pairwise comparisons to only node pairs within each bucket, which takes $N^2/2^H$ pair comparisons. By letting $H$ grow slowly with $N$, we can thus achieve sub-quadratic time. However, such a hashing method is data oblivious—the hash codes are not learned from the distribution of the original embeddings $x_\bullet$. In fact, it shows good performance only when the embeddings are uniformly dispersed in the $D$-dimensional space, so that the random hyperplanes can evenly distribute the nodes within the several hash buckets.
In what follows, we will call the compression network $C$.

4.2.1 Hashing/compression network

To overcome the above limitation of random hyperplane based hashing, we devise a data-driven learning of hash codes as explored in other applications [46]. Specifically, we aim to design an additional transformation of the vectors $\{x_u\}$ into compressed representations $\{b_u\}$, with the aim of better balance across hash buckets and reduced prediction time.

4.2.1 Hashing/compression network

In what follows, we will call the compression network $C_\psi : \mathbb{R}^D \rightarrow [-1, 1]^H$, with model parameters $\psi$. We interpret $\text{sign}(C_\psi(x_u))$ as the required binary hash code $b_u \in \{-1, +1\}^H$, with the surrogate $\tanh(C_\psi(x_u))$, to be used in the following smooth optimization:

$$
\min_\psi \frac{\alpha}{|V|} \sum_{u \in V} \|1^T \tanh(C_\psi(x_u))\| + \frac{\beta}{|V|} \sum_{u \in V} \left\| \tanh(C_\psi(x_u)) - 1 \right\|_1 + \frac{\gamma}{|E|} \sum_{(u,v) \in E} |\tanh(C_\psi(x_u)) \cdot \tanh(C_\psi(x_v))|
$$

Here, $E$ is the set of non-edges and $\alpha, \beta, \gamma \in (0, 1)$, with $\alpha + \beta + \gamma = 1$ are tuned hyperparameters. The final binary hash code $b_u = \text{sign}(C_\psi(x_u))$. The salient terms in the objective above seek the following goals.

**Bit balance:** If each bit position has as many $-1$s as $+1$s, that bit evenly splits the nodes. The term $1^T \tanh(C_\psi(x_u))$ tries to bit-balance the hash codes.

**No sitting on the fence:** The optimizer is prevented from setting $b = 0$ (the easiest way to balance it) by including a term $\sum_h ||b[h]|| - 1 = ||b - 1||_1$.

**Weak supervision:** The third term encourages currently unconnected nodes to be assigned dissimilar bit vectors.

4.2.2 Bucketing and ranking

Note that, we do not expect the dot product between the learned hash codes $b_u \cdot b_v$ to be a good approximation for $\cos(x_u, x_v)$, merely that node pairs with large $\cos(x_u, x_v)$ will be found in the same hash buckets. We form the buckets using the recipe of Gionis et al. [11] (details in Appendix B). We adopt the high-recall policy that node-pair $u, v$ should be scored if $u$ and $v$ share at least one bucket. Algorithm 1 shows how the buckets are traversed to generate and score node pairs, then placed in a heap for retrieving top-$K$ pairs.

Algorithm 1: Reporting ranked list of potential edges fast.
### Table 1: MAP and MRR for all LP algorithms (PERM GNN and eight baselines) on the ranked list of all potential edges \( (K = \infty) \) across all five datasets, with 40% test set. Numbers in bold font (boxes) indicate the best performer (resp. second best performer). PERM GNN outperforms all baselines in almost all scenarios except for MRR in PB.

| Algorithm     | Twitter | Google+ | Cora | Citeseer | PB     | Twitter | Google+ | Cora | Citeseer | PB     |
|---------------|---------|---------|------|----------|--------|---------|---------|------|----------|--------|
| AA            | 0.644   | 0.263   | 0.318| 0.400    | 0.164  | 0.839   | 0.508   | 0.412| 0.455    | 0.423  |
| CN            | 0.614   | 0.234   | 0.284| 0.367    | 0.134  | 0.824   | 0.495   | 0.369| 0.405    | 0.407  |
| Node2Vec      | 0.621   | 0.272   | 0.369| 0.464    | 0.135  | 0.838   | 0.472   | 0.422| 0.515    | 0.255  |
| DeepWalk      | 0.581   | 0.227   | 0.356| 0.449    | 0.136  | 0.776   | 0.403   | 0.402| 0.491    | 0.248  |
| GraphSAGE     | 0.668   | 0.244   | 0.291| 0.380    | 0.109  | 0.782   | 0.357   | 0.307| 0.386    | 0.188  |
| GCN           | 0.630   | 0.287   | 0.353| 0.455    | 0.142  | 0.812   | 0.433   | 0.379| 0.497    | 0.268  |
| SEAL          | 0.652   | 0.376   | 0.382| 0.420    | 0.302  | 0.837   | 0.661   | 0.486| 0.483    | 0.630  |
| Gravity       | 0.688   | 0.326   | 0.351| 0.447    | 0.158  | 0.839   | 0.490   | 0.398| 0.497    | 0.286  |
| PERM GNN      | \textbf{0.910} | \textbf{0.630} | \textbf{0.923} | \textbf{0.936} | \textbf{0.425} | \textbf{0.972} | \textbf{0.752} | \textbf{0.939} | \textbf{0.941} | \textbf{0.609} |

5 Experiments

We report on a comprehensive evaluation of PERM GNN and its accompanying hashing strategy. Specifically, we address the following research questions.

**RQ1:** Does PERM GNN lead to LP accuracy better than state-of-the-art link predictors? Where are the gains and losses?

**RQ2:** How does PERM GNN compare with brute-force sampling of neighbor permutations?

**RQ3:** Exactly where in our adversarially trained network is permutation insensitivity getting programmed?

**RQ4:** Does the hashing optimization reduce prediction time, compared to exhaustive computation of pairwise scores? (Appendix D describes additional experiments.)

5.1 Experimental setup

5.1.1 Datasets

We consider five real world datasets summarized in Appendix C: (1) Twitter [21], (2) Google+ [22], (3) Cora [10, 37], (4) Citeseer [10, 37] and (5) PB [1].

5.1.2 Baselines

We compare PERM GNN with eight state-of-the-art LP algorithms. More specifically, we consider two unsupervised approaches that only exploit local signals to compute the LP scores: (1) Adamic Adar (AA) and (2) Common Neighbors (CN) [23]; two embedding models based on random walks on graph: (3) Node2Vec [12] and (4) DeepWalk [31]; also four embedding models based on GNNs: (5) GraphSAGE [13], (6) Graph Convolutional Network (GCN) [18], (7) SEAL [53] and (8) Gravity [34]. For PERM GNN and deep embeddings, we set \( D = \dim(x_\bullet) \) and \( H = \dim(C_\psi(x_\bullet)) \) as 16.

In Appendix D, we also evaluate the alternative of richer transformer-based set aggregators [20] that are order invariant by design.

5.1.3 Evaluation protocol

Similar to several state-of-the-art LP models [12, 18, 23], we partition the edge (and non-edge) sets into training, validation and test folds as follows. For each dataset, we first build the set of query nodes \( Q \), where each query contains at least one triangle around it. Then for each \( q \in Q \), in the original graph, we partition the neighbors \( \text{nbr}(q) \) and the non-neighbors \( \text{nbr}(q) \) into 54% training, 6% validation and 40% test sets, where the corresponding node pairs are sampled uniformly at random. We disclose the resulting sampled graph induced by the training and validation sets to the LP model. Then, for each query \( q \in Q \), the trained LP model outputs a top-\( K \) list of potential neighbors from the test set. From ground truth, we compute the average precision (AP) and reciprocal rank (RR) of each top-\( K \) list. Then we average over all query nodes to get mean AP (MAP) and mean RR (MRR). Further details of evaluation can be found in Appendix C.
Figure 2: Improvement of performance in terms of AP(PermGNN) — AP(baseline), the gain (above x-axis) or loss (below x-axis) of AP of PermGNN with respect to three competitive baselines: SEAL, GCN and Gravity across different queries for Google+ and PB datasets. Queries Q sorted by decreasing gain of PermGNN along x-axis.

Figure 3: Validation MAP against training epochs for Twitter and Google+. PermGNN converges faster than MultiPerm.

5.2 Comparative analysis of LP accuracy

First, we address the research question RQ1 by comparing LP accuracy of PermGNN against baselines, in terms of MAP and MRR across all the datasets. Here, we enumerated the pairwise scores using exhaustive comparisons.

5.2.1 MAP and MRR summary

Table 1 summarizes LP accuracy across all the methods. We make the following observations. (1) PermGNN outperforms all the competitors by a substantial margin, in almost all the scenarios, except PB, where it is outperformed by SEAL in terms of MRR. Furthermore, whenever PermGNN outperforms baselines, it shows significantly better performance (both MAP and MRR) than the nearest baseline at p-values less than 0.001. (2) The performance of GNNs are comparable. In particular, SEAL is the second best performer in Google+, Cora and PB datasets. It learns to extract the key subgraph explaining the presence or absence of a link. Such an approach allows it to outperform the alternative GNN based methods. (3) The unsupervised predictors, i.e., AA and CN often beat some of embedding models. Together with Gravity, AA is the second best performer in terms of MRR in Twitter. Since AA and CN encourage triad completion, which is a key factor for growth of several real life networks, they often serve as good link predictors [35]. (4) The random walk based embeddings, viz. Node2Vec and DeepWalk, show moderate performance. Notably, Node2Vec is the second best performer in Citeseer.

5.2.2 Drill-down

Next we compare ranking performance at individual query nodes. For each query (node) q, we measure the gain (or loss) of PermGNN in terms of average precision, i.e., AP(PermGNN) — AP(baseline) for three competitive baselines, across Google+ and PB datasets. From Figure 2 we observe that (1) PermGNN outperforms the baselines for more than 91% and 75% of all the queries, across Google+ and PB datasets respectively; (2) for more than 43% queries in Google+, PermGNN gains at least 0.25 MAP against the nearest competitor.
Figure 4: Effect of neighbor order perturbation on MAP. As we move away from the canonical permutation \( \pi_0 \), MAP values deteriorate for 1Perm, but it remains roughly same for both MultiPerm and PERMGNN.

5.3 PERMGNN vs. sampling permutations

Next, we address research question RQ2 by establishing the utility of PERMGNN against its natural alternative MultiPerm, in which a node embedding is computed by averaging permutation-sensitive representations over several sampled permutations. Figure 3 shows that PERMGNN is \( \sim 17 \times \) faster and \( \sim 3 \times \) faster than the permutation averaging based method for Twitter and Google+ datasets. MultiPerm also occupies significantly larger RAM than PERMGNN.

Figure 5: Insensitivity of neighborhood features \( \{f_v | v \in \text{nbr}(u)\} \) LSTM output \( \{y\} \) and the resultant node embeddings \( x_u \) with respect to neighbor order permutations.

5.4 Permutation invariance of PERMGNN

Here, we answer the research question RQ3. To that end, we first train PERMGNN along with its two immediate alternatives: (i) 1Perm where a vanilla LSTM is trained with a single canonical permutation \( \pi_0 \) of the nodes; and, (ii) Multiperm where an LSTM is trained using several permutations of the nodes. Then, given a test permutation \( \pi \), we compute the node embedding \( x_{u,\pi} \) by feeding the corresponding sequence of neighbors \( \pi(\text{nbr}(u)) \) (sorted by node IDs of \( \text{nbr}(u) \) assigned by \( \pi \)), as an input to the trained models. Finally, we use these embeddings for LP and investigate the effect of the \( \pi \) on the MAP value. Figure 4 captures this effect by showing the variation of MAP(\( \pi \)) against the correlation between \( \pi \) and the canonical order \( \pi_0 \), measured in terms of Kendall’s \( \tau \) — KTAU(\( \pi, \pi_0 \)), for Cora and Citeseer datasets. It reveals that, 1Perm suffers a significant drop in LP accuracy when the input node order \( \pi \) substantially differs from the canonical order \( \pi_0 \), i.e., KTAU(\( \pi, \pi_0 \)) is low. However, both Multiperm and PERMGNN turns out to be permutation-insensitive across a wide range of node orderings, thanks to the underlying design.

But what is the secret behind the impressive resilience of PERMGNN? Is it because the input feature sequence \( \{f_v\} \) was already permutation invariant, or has the model learned to be so, assisted by adversarial training? To answer this question, we further instrument the stability of \( f, y, x \) to different permutations. Specifically, we probe the variation of insensitivity of the input sequence \( \{f_v : v \in \text{nbr}(u)\} \), the intermediate LSTM output \( \{y\} \) and the final embedding \( x_u \)
Figure 6: Running time for our LSH based scalable prediction, random-hyperplane based LSH method, exhaustive comparison. Our scalable prediction offers significant time savings against exhaustive enumeration.

(a) Tensorized

(b) Non-tensorized

| Method                        | Twitter | Google+ | Cora   | Citeseer | PB     |
|-------------------------------|---------|---------|--------|----------|--------|
| Hashing on $C_\psi(x)$        | +1.92%  | +8.46%  | +3.43% | +0.73%   | +8.32% |
| Random hyperplanes            | +0.37%  | +0.42%  | +2.97% | -0.45%   | -2.35% |

Table 2: Hashing increases MAP by a few percent.

with respect to different permutations $\pi$, where insensitivity$(z; \pi, \pi_0) = \sum_{u \in V} \text{SIM}(z_u; \pi, z_u; \pi_0)/|V|$ for any vector or sequence $z$. Figure 5 summarizes the results, which show that as the computation within the model progresses, from input feature sequence to the final embeddings, the insensitivity of the underlying signals increases. Such an observation indicates that our adversarial training smoothly turns permutation-sensitive input sequences into permutation invariant node embeddings, without using any explicit symmetric aggregator.

### 5.5 Performance of hashing methods

Next, we study the performance of our LSH method (Section 4.2), which addresses the research question RQ4. Specifically, we compare the time spent in similarity computation and heap operations of our hashing method against random hyperplane based hashing (Section 4.1) and exhaustive computation of pairwise scores. Since vectorized similarity computation inside Torch may be faster than nump, we provide results on both implementations. Figure 6 summarizes the results, which shows that: (1) hashing using $C_\psi$ leads to considerable savings in reporting top-$K$ node-pairs with respect to both random hyperplane based hashing and exhaustive enumeration, (2) the gains increase with increasing graph sizes (from Google+ to PB). Moreover, from Table 2, we notice a small improvement in MAP values, instead of the expected minor degradation. This is entirely possible given the highly non-convex optimizations involved.

### 6 Conclusion

We presented PERMGN, a novel LP formulation that combines a recurrent, order-sensitive graph neighbor aggregator with an adversarial generator of neighbor permutations. PERMGN achieves LP accuracy comparable with or better than sampling a number of permutations by brute force, and is much faster. PERMGN is also superior to a number of recent and ancient LP baselines. In addition, we formulate an optimization to map PERMGN’s node embeddings to a suitable locality-sensitive hash, which greatly speeds up reporting of the most likely edges. It would be interesting to extend PERMGN to other downstream applications for networks, e.g., node classification, community detection, knowledge graph completion, etc.
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Adversarial Permutation Guided Node Representations for Link Prediction (Appendix)
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• In Appendix A we provide a more detailed discussion of prior work.
• In Appendix B we present additional details about our hashing and bucketing methods.
• In Appendix C we give the specifications of all the network modules used in PERM\textsc{GNN} and complete settings of our experiments, which, together with our code, makes our results reproducible.
• In Appendix D we report on additional experiments on PERM\textsc{GNN}, its variations, and other baseline methods.

A Detailed commentary on prior work

Link prediction and GNNs. Unsupervised LP algorithms compute a heuristic confidence score of a potential edge, given a node pair, based solely on local network structures [2, 23]. Adamic-Adar (AA), common-neighbor (CN) and Jaccard coefficient (JC) are examples. Prior to deep learning, conventional supervised learning was successfully used for LP [3, 16, 24].

Recent years have witnessed a surge of interest in modeling and learning latent node features, called node embeddings or representations. These are low dimensional compact vectors, compressed from the high dimensional neighborhood information of the larger graph. In contrast to hand-engineered features, node embeddings are modeled using highly expressive neural networks that are trained using the observable graph structure.

Node2Vec [12], DeepWalk [31] and LINE [42] were among the earliest attempts to fit node embeddings. GCNs [17] and RGCNs [36] soon followed. Wang et al. [45] exploited multi-level graph coarsening in their proposed system called MGNN, which benefits from naturally hierarhical knowledge graphs (KGs). Salha et al. [34] extended the GCN paradigm to directed graphs. Yadati et al. [50] extended GCNs to hypergraphs. Other notable enhancements were proposed as GraphSAGE [13], GAT [43], SEAL [53], GIN [48], JKN [49], and P-GNN [51], inter alia.

Neural permutation gadgets. Sinkhorn [39] used iterative row and column scaling as an effective way to impute matrices, given marginal constraints. Cuturi [8] exploited this to solve transportation problems approximately. It was soon realized [26, 30] that row and column scaling transform an arbitrary matrix to a near-permutation matrix, while allowing backpropagation. After the seminal deep sets work of Zaheer et al. [52], several efforts [5, 20, 38, 40, 41] were made to capture dependencies between set elements while retaining order invariance by design [27].

(Supervised) locality-sensitive hashing. LSH was proposed in path-breaking papers by Gionis et al. [11] and Charikar [7]. These were data-oblivious hashing protocols. Later, data-driven, supervised hashing approaches [19, 25, 46] were proposed.

B Additional details about proposed hashing method

We form the buckets using the recipe of Gionis et al. [11], summarized here for completeness. Given hash bit positions 1, \ldots, H, we select J < H bit positions uniformly at random, L times. (J, L are chosen based on N and performance targets.) Let these bit indices be I_1, \ldots, I_L, and let g_{u,\ell} = b_u \downarrow I_\ell be the hash code of node u, projected to the bit positions I_\ell. We thus obtain L bitvectors from x_u, called g_{u,1}, \ldots, g_{u,L} \in \{-1, +1\}^J, which represents a number in \([0, 2^J - 1]\). There are L hashtables, each with 2^J buckets. Node u is registered in each hashtable once. In hashtable number \ell, it goes into the bucket numbered g_{u,\ell}. Qualitatively, if nodes u and v occupy the same bucket in many of the L hashtables, they are very similar. We score \(\{u, v\}\) if they share a bucket in any of the L hashtables.

In practice, we set J=8 and L=10. The hashing/compression network \(C_\psi\) is devised with a single linear layer of dimension \((D, H)\). We choose the output hashcode dimension \((H)\) to be same as input embedding dimension \((D)\), i.e., 16.
C Additional details on experimental setup

C.1 Design specifications of PERMGNN

Excluding the hashing machinery, PERMGNN has three neural modules: 1. The LSTM aggregator LSTM_θ in Eq. (6). 2. The nonlinear component in the outer layer σ_θ in Eq. (7). 3. The permutation generator network T_φ in Eq. (13). In the following, we describe the specifications of these components, beginning with the node features \{f_u\}.

Specification of f_u. For Cora and Citeseer datasets, node features \{f_u\} are binary vectors indicating presence/absence of corresponding keywords in the document. For the remaining datasets, we define node features as the one-hot representations of the unique node labels.

Specification of LSTM_θ. Across all experiments we used an LSTM with hidden size 32.

Specification of σ_θ. We design σ_θ (Eq. (7)) with a fully connected single layer feed forward network on top of the LSTM. This outputs the final node embeddings with dim(x_u) = 16.

Specification of T_φ. We design T_φ (Eq. (13)) using a three layer neural network which consists of one linear, one ReLU and and linear layer, having the latent feature dimension 16. In all cases, we use 10 Sinkhorn Operator iterations, with noise factor 1 and a temperature of 0.5. The output of the permutation network is a doubly stochastic matrix of dimension equal to the maximum node neighborhood size in the input graph.

C.2 Dataset details

We use five datasets for evaluation:
1. Twitter [21] is a snapshot of a part of Twitter’s social network.
2. Google+ [22] is a snapshot of a part of Google-Plus social network.
3. Citeseer [10] is a snapshot of citation network.
4. Cora [10] is a snapshot of citation network.
5. PB [1] is a network of US political blogs.

Table 3 shows some characteristics of the data sets we use. They show a diversity of average degree, diameter, and number of node features.

| Dataset | \(|V|\) | \(|E|\) | \(d_{avg}\) | Diameter | \(\text{dim}(f_u)\) | \(|Q|\) |
|---------|-------|-------|-----------|-----------|-------------|--------|
| Twitter | 193   | 7790  | 79.73     | 4         | 193         | 190    |
| Google+ | 769   | 22515 | 57.56     | 7         | 769         | 718    |
| Citeseer| 3312  | 7848  | 3.74      | 28        | 3703        | 1010   |
| Cora    | 2708  | 7986  | 4.90      | 19        | 1433        | 1470   |
| PB      | 1222  | 17936 | 28.36     | 8         | 1222        | 999    |

Table 3: Dataset statistics.

C.3 Discussion of evaluation protocols and metrics

As discussed in the main paper, we partition edges and non-edges into training, validation and test folds as follows. Each query in the query node set \(Q\) is required to be part of at least one triangle. For each \(q \in Q\), in the original graph, we partition its neighbors \(\text{nbr}(q)\) and non-neighbors \(\overline{\text{nbr}}(q)\) into training, validation and test folds, where the corresponding node pairs are sampled uniformly at random. In the main paper, these were in the ratio 54:6:40. Here we also present results for the ratio 72:8:20. We disclose the resulting sampled graph induced by the training and validation sets to the LP model. After computing the scores for all potential edges, LP algorithms sort the potential edges in decreasing order of scores. In this context, we note the following differences of our protocol from several prior works [13, 53].

1. Some prior LP models, e.g., SEAL [53] remove a large fraction non-edges in the test set to ensure that the number of edges and non-edges in the test set is roughly equal. In contrast, we do not make any perturbation in the test set, which makes the evaluation more realistic as well as challenging. However, for completeness, we also present a comparative analysis of our method against the competitors by curating the test set to ensure that the number of edges and non-edges is roughly equal.
2. Often in prior works [13, 53], the underlying LP algorithm sorts all potential edges $E$ by decreasing scores $\{s(u,v) | (u,v) \in E\}$ to output a single global ranked list $R$. However, in practical applications, no end-user (node) of the network observes the global ranking. Therefore, we assume that each node $q$ (regarded as a ‘query’) is provided a local ranking $R_q$ of recommended neighbors-to-be. Recommending friends on Facebook, or movies on Netflix, are better served by this protocol.

We measure the accuracy of an LP method in terms of Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR), computed on the ranked lists of predicted neighbors across all the queries. In particular, we compute:

$$\text{MAP} = \frac{1}{|Q|} \sum_{q \in Q} \text{AP}_q, \quad \text{MRR} = \frac{1}{|Q|} \sum_{q \in Q} \frac{1}{r_q},$$

where $\text{AP}_q$ is the average precision and $r_q$ is the rank of the topmost neighbor of the ranked list for the query node $q$.

### C.4 Hyperparameters and policy parameters

For all training, we impose an early stopping criteria based on validation fold AUC and AP scores. We remember the performance from the latest 100 epochs (the so-called ‘patience’ parameter). If the relative variation in AUC and AP fall before the fraction $10^{-4}$, we stop training and roll back to the best model in the patience window.

We train our LP model using the ranking loss defined in Eqn (9) with choices of optimizer, learning rate and margin as summarized in Table 4 for reproducibility.

The hashing network $C_{\psi}$ is trained according to the loss defined in Eqn. (14), with the hyperparameters $\alpha$ and $\beta$ set to 0.01 for all datasets. In all cases, we train the network $C_{\psi}$ using SGD optimizer with learning rate of 0.05.

| Dataset | Learning Rate | Margin | Optimizer |
|---------|---------------|--------|-----------|
| Twitter | $5 \times 10^{-4}$ | 0.01   | Adam      |
| Google+ | $5 \times 10^{-4}$ | 0.01   | SGD       |
| Citeseer| $5 \times 10^{-4}$ | 0.1    | SGD       |
| Cora    | $5 \times 10^{-4}$ | 0.1    | SGD       |
| PB      | $5 \times 10^{-6}$ | 0.01   | SGD       |

Table 4: Dataset specific hyperparameters of PERMGNN.

### C.5 Infrastructure and implementation details

PERMGNN was implemented using Python 3.6.9 and Torch 1.5.0. It was run on Xeon E5-2620 2.10GHz CPUs plus Titan/Xp GPUs with 12GB RAM. We re-implemented AA and CN, and used the following public implementations for all embedding based link predictors.

- Set Transformer: [https://github.com/juho-lee/set_transformer](https://github.com/juho-lee/set_transformer)
- GAE (GCN), Gravity: [https://github.com/deezer/gravity_graph_autoencoders](https://github.com/deezer/gravity_graph_autoencoders)
- GAT, GIN, GraphSAGE, PGNN: [https://github.com/JiaxuanYou/P-GNN](https://github.com/JiaxuanYou/P-GNN)
- AA/CN: [https://networkx.github.io/documentation/networkx-1.10/reference/algorithms. link_prediction.html](https://networkx.github.io/documentation/networkx-1.10/reference/algorithms. link_prediction.html)
- SEAL: [https://github.com/muhanzhang/SEAL](https://github.com/muhanzhang/SEAL)

### D Additional experiments

#### D.1 Comparison with additional baselines

In the main paper, we compared PERMGNN against eight baselines. Here, we compare our method against three additional baselines, viz., PGNN [51], GAT [43] and GIN [48]. Table 5 summarizes the results which show that PERMGNN consistently outperforms these additional baselines across different datasets.
Table 5: MAP and MRR for all LP algorithms including three additional baselines, viz., PGNN [51], GAT [43] and GIN [48] on the ranked list of all potential edges across all five datasets, with 40% test set. Numbers in bold font (boxes) indicate the best performer (resp. second best performer). PERMGN outperforms all the new baselines in all scenarios.

Table 6: MAP and MRR for all LP algorithms including three additional baselines, viz., PGNN [51], GAT [43] and GIN [48] on the ranked list of all potential edges obtained after deleting a fraction of non-edges to maintain balance between number of edges and number of non-edges on the original 40% test set. Numbers in bold font (boxes) indicate the best performer (resp. second best performer). PERMGN outperforms all the new baselines in all scenarios.

D.2 Effect of changing the ration of edges to non-edges

As mentioned earlier, some prior LP implementations like SEAL [53] remove a fraction non-edges from the test set to ensure that the number of edges and non-edges in the test set are roughly equal. Here, we use this protocol for evaluation. Table 6 dissects a comparative analysis of our method against the all the competitors, where we curate the 40% test set to roughly balance the number of edges and non-edges. With this artificially balanced test folds, most LP methods apparently gain in MAP and MRR, compared to retaining the complete test set consisting of all potential edges. However, PERMGN continues to consistently outperform the baselines under this modified evaluation protocol.

D.3 Comparison with richer set aggregators

Next, we compare PERMGN against an alternative permutation desensitization approach, in which we increase the capacity of GCN aggregator (while keeping it order invariant by design) by explicitly modeling dependencies between neighbors using the Set-transformer [20]. Table 7 summarizes the results which show that PERMGN greatly outperforms Set-transformer in all the datasets, except Twitter, where it loses by a mild margin.

D.4 Stability to training size

Next we analyze the effect of size of training set on the performance of PERMGN and other competitive baselines. Table 8 summarizes the results which show that 1. the performance of all methods mostly improve with increase in the size of training set; and, 2. PERMGN outperforms its competitors for both 60% and 80% training size.
MAP

| Dataset | PermGNN | Set-transformer | PermGNN | Set-transformer |
|---------|---------|-----------------|---------|-----------------|
| Twitter | 0.911   | 0.926           | 0.989   | 0.997           |
| Google+ | 0.625   | 0.364           | 0.778   | 0.484           |
| Citeseer| 0.973   | 0.095           | 0.976   | 0.737           |
| Cora    | 0.959   | 0.721           | 0.961   | 0.756           |
| PB      | 0.551   | 0.199           | 0.703   | 0.484           |

Table 7: Performance comparison between PermGNN and a variant of GCN where the aggregator is devised using Set-transformer [20]. Numbers in bold font indicate the best performer. Except for Twitter, PermGNN outperforms Set-transformer in all the datasets in terms of both MAP and MRR.

| Dataset | MAP | MRR |
|---------|-----|-----|
| Twitter | 0.910 | 0.972 |
|         | 0.911 | 0.989 |
| Citeseer| 0.936 | 0.941 |
|         | 0.959 | 0.964 |
| Cora    | 0.923 | 0.939 |
|         | 0.973 | 0.976 |
| PB      | 0.625 | 0.752 |
|         | 0.625 | 0.778 |

Table 8: Effect of size of training set (TS) on the performance of our model and several competitive baselines. Numbers in bold font indicate the best performer.

Figure 7: Scalability analysis of our proposed hashing method and the exhaustive enumeration on Barabasi-Albert graphs [4] of roughly same average degree. Our hashing method offers significant gains in terms of reducing the number of comparisons against exhaustive enumeration, across different number of nodes.

D.5 Scalability analysis of our proposed hashing method

Finally, to study asymptotic scalability, we generate Barabasi-Albert graphs [4] of various sizes, having maximum degree 10. We train PermGNN and then predict top-K neighbors for each node with K=10, using both exhaustive comparison and LSH with our binary codes (14). Figure 7 summarizes the results, which shows that our hashing method achieves significant gains in terms of reducing the number of comparisons against exhaustive enumeration of pairwise scores.