Development of a Virtual Object Weight Recognition Algorithm Based on Pseudo-Haptics and the Development of Immersion Evaluation Technology
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Abstract: In this work, we propose a qualitative immersion evaluation technique based on a pseudo-haptic-based user-specific virtual object weight recognition algorithm and an immersive experience questionnaire (IEQ). The proposed weight recognition algorithm is developed by considering the moving speed of a natural hand tracking-based, user-customized virtual object using a camera in a VR headset and the realistic offset of the object’s weight when lifting it in real space. Customized speeds are defined to recognize customized weights. In addition, an experiment is conducted to measure the speed of lifting objects by weight in real space to obtain the natural object lifting speed weight according to the weight. In order to evaluate the weight and immersion of the developed simulation content, the participants’ qualitative immersion evaluation is conducted through three IEQ-based immersion evaluation surveys. Based on the analysis results of the experimental participants and the interview, this immersion evaluation technique shows whether it is possible to evaluate a realistic tactile experience in VR content. It is predicted that the proposed weight recognition algorithm and evaluation technology can be applied to various fields, such as content production and service support, in line with market demand in the rapidly growing VR, AR, and MR fields.
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1. Introduction

Research is continuing to increase the utilization of VR devices as VR accessibility and the usability of ordinary users increase due to the light weight and convenience of VR devices [1]. VR devices are applied in various industries such as education, medical care, and entertainment, but there are still areas to be solved in order to commercialize them [2]. Among them, the most important thing is to provide users with realistic stimuli and experiences [3]. To this end, a realistic haptic experience should be provided in a virtual environment to induce a higher sense of immersion, and appropriate interaction should be possible. In order to achieve this purpose, various studies [4–6] are continuing to provide a realistic tactile experience in the VR environment. Virtual object manipulation used by users to interact in a VR environment can be said to be a key factor in increasing the immersion of virtual reality content [7]. Representative interactions with virtual objects are mainly actions that involve lifting objects, such as lifting, catching, throwing, picking up, and rolling. The weight of a virtual object that a user feels in lifting an object, one of the basic interactions, is typically felt through visual and haptic feedback, a technique that simulates tactile sensations in a virtual environment using visual feedback and the properties of human visual-touch perception called pseudo-haptics [8]. Pseudo-haptics has mainly been conducted with studies that provide the right sense when catching virtual objects using haptic interfaces. Haptic interfaces such as haptic gloves are attached to the user’s arms, hands, and fingers, and they are adjusted to provide weight by...
giving the user a force appropriate to the weight of the virtual object in the process of lifting the object [9–11]. In addition, research is being conducted to allow users to feel the weight of several objects by varying the degree of vibration and pressure felt on the skin according to the weight of each virtual object [12–14]. Weight recognition in VR environments is one of the most important tactile properties that contributes to realistic interactions with virtual objects and immersive experiences, and most methods of weighting virtual objects tend to rely on manipulating physical senses or visual information [15]. The physical sensation was made to feel the weight by utilizing the vibration of an electric muscle stimulator or controller, and visual information was for detecting the weight by applying an offset between the actual and virtual hands [3,16,17]. Although this method is used to increase immersion in a VR environment, other devices (controllers, electric muscle stimulation devices, etc.) require high costs and have difficulty interacting with users, thereby lowering immersion. To address this problem, we propose a pseudo-haptic-based, user-customized virtual object weight recognition algorithm using natural hand tracking and visual illusion effects with only cameras in VR headsets.

In this study, we propose a method to provide the weight of a virtual object and a method to qualitatively measure the user’s content commitment, focusing on the actual weight recognition applied with a camera-based offset without a separate haptic device in the VR headset environment. The implementation of a pseudo-haptic-based virtual object weight recognition algorithm induces the user-customized virtual object to feel its weight without a controller and is designed to implement a more realistic offset considering the result value of the object lifting speed measurement experiment in real space to set its natural offset threshold. In addition, we intend to measure the weight recognition and content commitment of the proposed algorithm by requiring experimental participants to complete a questionnaire for evaluation.

Our proposed pseudo-haptic-based virtual object weight recognition method considers the weights of virtual objects when lifting virtual objects by tracking real hands in a VR environment. By creating a deliberate error in the distance between the mapped 3D hand model and the lifted virtual object, we intend to create a visual illusion effect of weight and qualitatively measure the immersion in a given environment. A visual illusion effect means that by using the algorithm developed in this paper, decoupling of the user’s hand position in XR content and the user’s hand position in real space creates a visual illusion that makes the actual hand position different from that shown to the real user. We expect that this study will provide algorithms and pilot contents for pseudo-haptics technology based on the experimental visual illusion effect, which can lead to the implementation of more detailed research in the area and contribute to the development of a cultural content industry based on increased immersion.

Our main suggestions for weight sensing are as follows:

- Development of decoupling algorithms for user hand positions in VR environments and user hand positions in real space;
- A weight recognition software approach that takes into account the volume, density, and speed of a virtual object based on hand tracking using a camera in a VR headset;
- Develop a customized virtual object weight algorithm based on the speed of lifting standard objects in real space;
- After conducting an experiment to measure the speed of lifting an object according to weight in real space, consider the resulting value as a weight;
- Because the user feels a different individual weight depending on the experience and degree of immersion in VR, the user lifts a golf ball in the real space and measures this speed to define it as a customized standard speed;
- A study showing the subject’s perceived weight using the proposed approach;
- Development of qualitative evaluation technology based on an immersive experience questionnaire (IEQ) within a VR environment;
- Qualitative user experience evaluation based on developed pseudo-haptics technology and analysis of the results.
2. Related Work

Multi-sensory feedback, such as a sense of experience with a virtual object in a VR environment, provides a high degree of immersion to the user [3,18,19]. Among them, tactile sense has features that can explore texture, hardness, temperature, and weight, a major factor contributing to improving user immersion in VR content [20]. Accordingly, many studies related to tactile sensation have been developed, and similar tactile feedback is typically being studied in various applications [4,21]. Similar tactile feedback helps one navigate VR content, such as feeling the size, texture, and weight of an object [22]. There are two main similar tactile feedback study methods: one is to detect the actual weight by adding separate equipment, and the other is to add visual elements [2,23]. In this study, a pseudo-haptic-based virtual object weight recognition algorithm is implemented to induce a sense of weight for a virtual object, and to set a natural offset threshold according to weight, a more realistic offset is considered.

2.1. Pseudo-Haptics

Rietzler et al. [16] implemented virtual object weight through the occurrence of intentional offsets with virtual objects in a virtual environment. Through experiments quantifying the perceptual threshold of the offset, it was suggested that experimenters could recognize the object weight according to the visual volume. However, we used VR headset controllers to track the hands, which reduced immersion, and did not consider volume or speed in the implementation of virtual object weights. Kim et al. [24], in a related study, showed that the effect of visual pseudo-haptic feedback occurred differently depending on the size of the virtual object. Another study by Kim et al. [3] studied the multi-sensory-like haptic effect that combines the control if display ratio manipulation and electrical muscle stimulation. These studies have shown that multi-sensory-like haptic feedback can produce more powerful simulated senses but tends to be somewhat device-dependent. These leading studies were based on equipment, including controllers, as the start stage of university-centered technology development. In addition, although the content of the study is weight recognition using offset-based visual illusion effects, the purpose of the study is to quantify the offset threshold in weight recognition, so it does not provide a systematic algorithm according to the weight and moving speed of the virtual object. In addition, we show that the threshold of the offset, which feels a sense of weight, is different for each experimental participant, but it has a limitation in that it does not provide a customized weight algorithm.

2.2. Muscle Strength for One Hand

According to Mo et al. [25], the maximum weight that does not cause fatigue during one-handed lifting is appropriate, and men had a relatively higher recommended weight than women. It is recommended that the weight be reduced by 30% for repetitive motion. According to Kim [26], the static maximum muscle strength when raising with one hand differs according to the height of exertion, and the dynamic maximum muscle strength is not statistically significant between one hand and both hands or the difference between the left and right hands. Based on this research, in order to set a natural offset threshold according to weight, an experiment was conducted to measure the speed of lifting an object according to the weight of an object in real space, and the resulting value of the experiment was considered as a weight to implement a more realistic offset.

3. Designing a Virtual Object Weight Algorithm

This chapter describes the design method of the virtual object weight algorithm considering the density, volume, and speed weights of virtual objects in a VR environment. The algorithm we propose is based on pseudo-haptics-based visual illusion effects. The user lifts the virtual object in a VR environment. At this time, the difference in weight of different virtual objects is shown as an offset, which is the distance between the virtual
object and the user’s hand. The proposed algorithm sets the speed at which standard objects (golf balls) present in real space are lifted to the user’s standard speed. Based on this, when lifting objects of different weights, it deliberately controls the speed at which the virtual object is lifted, thereby inducing custom weight recognition. In addition, in order to consider the perception of real-life weights, we experimented with measuring the speed of lifting an object according to the weight of the object in real space, and the resulting values were used as weights to guide one to define a realistic offset. Considering that immersion can be weakened by excessive offsets during relatively long interactions, it is designed to slow down the moving speed as the distance between the virtual object and the hand increases. The proposed algorithm ultimately derives the moving speed $v_{final\_virtual}$ of the object, dependent on the weight of the virtual object.

Figure 1 shows the basic driving principle of the pseudo-haptic customized virtual object weight algorithm based on visual illusion effects. There are two main types of speeds for personalized weight recognition: $v_{real}$, which refers to the actual movement speed of the user’s hand, and $v_{vr\_obj}$, which refers to the speed at which the virtual object is raised according to the weight of the virtual object. Users feel different weights for each individual depending on the presence or absence of VR experience and the degree of immersion. It induces user-customized weight recognition based on the speed of lifting a standard weight object (golf ball) existing in real space, and this speed affects the rate at which a virtual object with a weight other than the standard weight is lifted (see Figure 1).

![Figure 1. Based on the visual illusion effect, fundamental driving principles of pseudo-haptic customized virtual object weight algorithms.](image)

(a) the speed of lifting a golf ball existing in a real space, which refers to the y-axis movement speed of a 3D hand model ($v_{real\_st}$), (b) the speed of a 3D hand model that lifts a virtual object other than the standard weight ($v_{real\_v}$), and (c) the driving principle of an object with a standard weight. In order to recognize a user-customized weight, it is necessary to lift an object having the same weight existing in real space. The weight of an object with a standard weight is called $W_{standard}$ and is based on the actual weight of the golf ball. The lifting speed of this object is called $v_{standard}$, which is defined as the standard speed of raising the standard weight, so it can be considered to be the same as the speed $v_{real\_st}$ of the 3D hand model. In addition, Figure 1 also shows (d, e) a situation in which the weight of a virtual object is lighter or heavier than a golf ball having a standard weight, where $W_{virtual}$ refers to the weight of a virtual object that has a different weight than the standard weight and $v_{virtual}$ refers to the speed at which a virtual object with a weight of $W_{virtual}$ is lifted, which is the moving speed of the virtual object and not the speed of the 3D hand model, (d) that if the weight of the virtual object is lighter than $W_{standard}$, the virtual object is higher even if the object is lifted at a speed of $v_{standard}$, (e) that if the weight of the virtual object is heavier than $W_{standard}$, the virtual object is lower even if the object is lifted at a speed of $v_{standard}$, and (f) the equation according to the experiment of lifting an object according to a weight in real space ($v_{experiment}$). An experiment was conducted in real space to set a natural offset threshold in a VR environment.
3.1. Ideas and Algorithms

When lifting an object existing in real space, there is a weight (W) according to the mass (m) of the object and the gravitational acceleration (g) and a physical strength \( F_{\text{physical}} \), which is a force originating from the muscle used to lift it. However, in a VR environment, there is no force for a camera-tracked hand to lift a virtual object. The implementation of the corresponding force to be similar in a VR environment is called a virtual force \( F_{\text{virtual}} \). In real space, the density (ρ) and volume (V) are considered for the mass (m) of an object, and the moving speed of the object is determined by the force of lifting the object but not considered in a VR environment. Therefore, we propose a virtual object weight algorithm that takes into account the weight of a virtual object, customized travel speed, and a realistic offset according to the weight of the object when lifting the object in real space.

For customized virtual object weight recognition, users were asked to lift objects of the same weight to define the y-axis movement speed as a customized speed, and the speed of the virtual object was controlled to be proportional to the volume and density of the virtual object. In order to set the natural offset threshold according to the weight, it was designed to implement a more realistic offset by considering the resulting value through the experiment of measuring the speed of lifting an object according to the weight of an object in real space.

The confinement conditions of our virtual object weight algorithm were as follows:

- The virtual object can be lifted only on the y-axis in a three-dimensional VR environment;
- The location of each virtual object is represented by local coordinates and moves in a positive space greater than or equal to 0 (the y-axis coordinates of a virtual object cannot be negative);
- The unit time for measuring the average speed of a virtual object is defined as 1 s;
- The densities of the virtual objects compared are the same.

The proposed virtual object weight recognition algorithm was implemented so that when two virtual objects with different weights were lifted in a VR environment, the movement distances of objects with larger weights were small even if the actual hand was raised to the same height. In addition, even if we moved our hands at the same height when lifting two virtual objects with the same weight, we implemented that the movement of the two fast-moving virtual objects was greater, considering the instantaneous acceleration of the 3D hand model lifting the virtual object:

\[
W = m \times g
\]  
(1)

In Equation (1), m is the mass considering the density and volume of the object, g is the acceleration of gravity, and \( W \) is the weight of the object.

When lifting a virtual object, considering the weight of an object in a VR environment, an object with a standard weight \( W_{\text{standard}} \) that can be lifted at the same speed as the tracked 3D hand model is required:

\[
W_{\text{standard}} = 0.045 \text{ kg} \times 9.80665 \text{ m/s}^2
\]  
(2)

In Equation (2), \( W_{\text{standard}} \) is the standard weight of a virtual object required to measure the force of lifting by the user, and the gravitational acceleration was considered based on the weight of a general golf ball (0.045 kg). To consider the speed of lifting a virtual object, a standard speed of a virtual object that could move simultaneously in the same position as the 3D hand model was required. There was a deviation in the speed of lifting virtual objects for each user, so there needed to be a standard speed for each user. The initial speed at which a user lifts a virtual object with a weight of \( W_{\text{standard}} \) with a force of \( F_{\text{v,standard}} \) is called \( v_{\text{standard}} \):

\[
F_{\text{v,standard}} = W_{\text{standard}} \times v_{\text{real,st}}
\]  
(3)
Equation (3) shows the relationship between the standard weight $W_{standard}$ and \( v_{real,st} \) according to the customized speed \( v_{standard} \) of lifting the object. The customized standard speed \( v_{standard} \) for lifting a virtual object with a standard weight \( W_{standard} \), defined in Equation (2), determines the \( v_{real,st} \) for lifting the standard weight object:

$$v_{virtual} = v_{real,v} \times (W_{standard} \times W_{virtual})$$  \hspace{1cm} (4)

Equation (4) is a formula for obtaining the speed \( v_{virtual} \) of lifting a virtual object other than the standard weight. The corresponding equation was cross-verified through comparison to \( W_{standard} \) and \( v_{real,v} \).

The cases of cross-verification are as follows:
1. The virtual object is lighter in weight and faster in speed;
2. If the weight is lighter and the speed is slower;
3. If the weight is heavier and the speed is the same;
4. If the weight is lighter and the speed is the same;
5. If the weight is heavier and the speed is also slow.

According to Equation (5), the moving speed \( v_{virtual} \) of the virtual object in consideration of the weight of each virtual object may be derived. However, the speed at which this is derived is not realistic. Therefore, a more realistic offset was realized through an experiment of measuring the speed of lifting an object according to its weight:

$$v_{experiment} = 1.6793e^{-0.24W_{virtual}}$$  \hspace{1cm} (5)

Equation (5) is a formula derived from the experiment of measuring the one-handed lifting speed according to the weight in real space, and it shows the change in the speed of lifting a realistic object, while \( v_{experiment} \) shows the velocity of the actual object derived according to the actual weight:

$$v_{final, virtual} = \frac{v_{virtual} + v_{experiment}}{2}$$  \hspace{1cm} (6)

Equation (6) is a formula that adjusts the weight of the \( v_{virtual} \) speed derived from Equation (5) and the speed of \( v_{experiment} \) derived from the experiment. Through this equation, an implement offset was induced, which is the distance between a more realistic hand and a virtual object. Here, the speed of the user-customized virtual object considering the weight was determined by the derived speed of \( v_{final, virtual} \). However, considering the weakening of the sense of immersion due to an excessive offset during a relatively long interaction, it was designed to slow down the moving speed as the distance between the virtual object and the hand increased.

If the distance between the center point of the virtual object and the tracked 3D hand model was greater than 0.2 m during the virtual object lift operation, the speed \( v_{final, virtual} \) obtained from Equation (6) was corrected in a gradual deceleration manner. After checking the distance between the virtual object and the hand, it was corrected by moving \( v_{final, virtual} \) + 0.02 (m) faster on the y-axis if the object was lighter than \( W_{standard} \) and moving −0.02 slower if the object was heavier than the standard weight.

### 3.2. Experiment to Measure the Speed of a One-Handed Lift According to the Weight in Real Space

In order to set a natural offset according to the weight of an object in a VR environment, an experiment was conducted to measure the speed of one hand according to the weight in real space.
3.2.1. Participants and Experimental Tools

A simple experiment was conducted with one woman in her 20 s. The experiment was conducted using five exercise dumbbells with different weights. According to the study, the maximum weight that did not cause fatigue during the one-handed lifting operation of Mo et al. [19] was set at 12.25 N, 19.60 N, 24.50 N, 39.20 N, and 49.00 N by setting the maximum weight to 5 kg (see Figure 2).

![Figure 2. Five-step object image used in the experiment.](image)

3.2.2. Experimental Procedures and Methods

The measurement of the moving speed of an object according to the static muscle ability of the palm center height to the top of the head was measured at 78.00 cm (approximately 30.71 in) in height for the general palm joint height and elbow height, taking into account the simplicity of the participant’s experimental procedure. In addition, the maximum dynamic muscle strength during the lifting operation was measured according to the five weights of these palm-centered to elbow-height tasks: 12.25 N, 19.60 N, 24.50 N, 39.20 N, and 49.00 N. At this time, the speed measurement was performed by using the right hand, which was the main hand of the participant. The operation of lifting an object with a weight of five steps in a real space was repeated six times. The experiment for the purpose of this study was organized as follows (see Figure 3):

1. The experimenter set the camera position and angle in consideration of the height of the participant;
2. The position and angle of the camera filming the participant were fixed;
3. Participants lifted an object weighing 12.25 N using one hand;
4. The lifting of an object of the same weight was repeated six times;
5. The experimenter measured the movement time of the object from the center of the participant’s palm to the top of the head;
6. Repeated lifting of objects weighing 19.60 N, 24.50 N, 39.20 N, and 49.00 N (steps 2–5);
7. The experimenter used the measured data to calculate the speed of lifting objects by weight;
8. The user derived a formula suitable for the speed of lifting objects by weight.
3.2.3. Speed Measurement Experiment Results

The resulting value of the measurement of the moving speed of the object for the object lifting task according to the dynamic muscle strength ability was averaged according to the weight to derive an appropriate equation. As the relatively light object was lifted, the deviation of the object’s lift speed was large, so it was easier to eliminate outliers by using the average value of the speed according to each weight rather than using the value of each population as a whole (see Figure 4).

The resulting value of the experiment is as shown in Equation (5).

3.3. Exclude Inertia

If only the weight due to gravity and the muscle force, which is the force to lift an object, are applied to the VR environment, maximum inertia occurs, and it takes a relatively long time for the object to stop, causing the virtual object to shake. Therefore, we removed the falling inertia that occurred at the moment of holding the object to reduce the maximum inertia of the object. When a tracked 3D hand model passes through a weighted virtual object in a VR environment, the tracked 3D hand model has a force F to lift the object at the same time as it passes so that the virtual object does not fall to the floor and moves the virtual object using the Y-axis position value of the tracked hand.

3.4. Hand Tracking

In this study, the controller was not used for the natural user interface (NUI) for natural interaction. Hand tracking using a camera in a VR headset was used for interaction. Hand tracking using the Oculus Interaction Software Development Kit (SDK) can improve user immersion in a VR environment.

4. Design and System Implementation of Simulated Content

In this chapter, we describe the construction of a virtual environment for virtual object weight recognition algorithm-based simulation content and the method of hand
tracking through a camera within a VR headset. We also describe an experimental simulation for immersion evaluation based on the proposed algorithm.

4.1. Building a Virtual Environment

We used an Oculus Quest 2, one of the most popular VR headsets, as the equipment for running the proposed virtual object weight recognition algorithm simulation software. Our authoring environment was developed with Unity 2019.4.18f1. The virtual environment includes tasks implemented to show interactions with virtual objects.

Based on the pseudo-haptic-based virtual object weight recognition algorithm proposed in this study, we implemented a virtual experience space to implement simulation content. A 3D table model for placing a 3D virtual experience space and a virtual object were constructed with simple objects supported by the Unity Asset Store (see Figure 5).

![Virtual Experience Space](image1)

- **a)** Virtual Experience Space
- **b)** 3D Hand Model
- **c)** Table
- **d)** Golf ball
- **e)** 3D Virtual Objects for Immersion Measurement Experiments

**Figure 5.** Virtual object weight recognition algorithm-based simulation content’s virtual environment. (a) A virtual experience space where the proposed algorithm is simulated, (b) a 3D hand model that receives and maps posture information from the user’s hand using the camera in Oculus Quest 2, (c) a table model that places virtual objects, (d) 3D Virtual Objects for Weight Recognition Experiments, and (e) 3D virtual objects for immersion measurement experiments.

4.2. User and 3D Virtual Object Interaction

The Oculus Interaction SDK version 38.0 provided by Meta, a manufacturer of the Oculus Quest 2, recognized the user’s hand movements. Using a camera within a VR headset, the hand was recognized without additional equipment and mapped to a VR environment hand model. It was used to interact with 3D virtual objects to which the weighting algorithm was applied.

When the content started, three virtual objects floated in a virtual reality (VR) environment, and a 3D hand model appeared, in which the recognized hand was mapped by the camera of the VR headset. The three virtual objects floating in the VR environment consisted of virtual objects of different sizes, and the weights and renderings of the virtual objects may have been different depending on the density inside each virtual object. The user could lift two or more with both hands, and the virtual object moved in the Y-axis direction. To experience an algorithm that recognized weights, one had to lift each virtual object at least once. One of the three virtual objects was an object with a standard weight, so it moved with the hand model. However, when lifting a virtual object heavier than the standard weight, the object fell short of the position of the 3D hand model.
4.3. System Implementation and Enforcement

Figure 6 shows the proposed algorithm simulation content driving scene (see Figure 6).

Figure 6. Simulation scene based on virtual object weight algorithm. (a) Because the user feels a different individual weight depending on the experience and degree of immersion in VR, the user lifts a golf ball in the real space and measures this speed to define it as a customized standard speed, (b) Virtual Object Weight Algorithm Scene.

5. Questionnaire Development

As various media such as games and videos appear, questionnaires measuring immersion that fit the characteristics of each media are being developed. Jennett [27] has prepared a questionnaire for an experiment to measure game content immersion. Three experiments were conducted to measure game immersion, and the goal was to measure immersion so that the participants could better understand how to participate in the game. Overall, the research results showed that immersion can be measured not only by objective factors (e.g., task completion time and eye movement) but also by subjective factors (e.g., survey papers). Rigby [28] wrote a questionnaire to measure the degree of immersion of viewers when watching a video. Based on the verified game immersion questionnaire of Jennett, four factors were found through exploratory factor analysis, and the questionnaire was constructed by modifying the content of the questionnaire to be suitable for video viewing immersion measurement.

The questionnaire design method used in this study was as follows. It is important to clarify the objectives in developing the questionnaire. First of all, the field to be proven through the experimental results was selected. We judged that the weight perception of virtual objects in VR environments can affect immersion enhancement through existing leading studies [16,17] and designed a questionnaire to find out the user’s weight perception and degree of it in VR environments. In the first experiment, we developed a questionnaire to see if a user could detect the weight of an object in a virtual environment, and in the second experiment, we developed a questionnaire to measure the user’s immersion. In the second experiment, the immersion measurement section, a separate item was also
added so that participants could evaluate their own immersion level. When developing a questionnaire, a resulting value should be considered, and in order to reduce a slight error in the process of rounding the result value, the questionnaire was selected in 10 units. Due to the characteristics of the two experiments, the sensitivity of the weight felt by the user and immersion in the content were measured. In addition, in order to select the right question, it was necessary to select the question item in consideration of the respondent’s position. First of all, technical terms should be excluded, and terms that are easy for respondents to understand and intuitive words should be constructed. Each question should also focus on obtaining specific information, but only one question should be asked so that respondents are not confused. The contents of each question used in this study were selected to measure the weight and immersion by reflecting the characteristics of the experiment, and questions were selected by mixing positive and negative questions to secure consistency in the user answers. Using the characteristics of the pseudo-haptic content, the questionnaire items were divided into weight detection measurement (Part 1), immersion measurement (Part 2), and immersion self-evaluation (Part 3), (Appendix A and B). Whether or not the weight was detected could be measured in consideration of visual or touch, object movement speed, virtual or real hand position, and weight comparison. In the immersion measurement, the items for immersion measurement were selected in consideration of the experimenter’s concentration, interest, time flow oblivion, and sense of reality. Finally, through self-evaluation, the items were selected so that the participants could measure how much they were immersed in the content themselves.

Specifically, in the measurement of weight detection and immersion, the participants were asked to what extent they agreed with each statement describing their experience participating in the experiment. The answers to each question could be measured by dividing them into a five-point scale, and in the self-evaluation of immersion, it was composed of questionnaire items asking how much immersion there was overall on a scale from 1 to 10. In addition, among some items, questions regarding mean negation were calculated by reversing the scale. In the first experiment, we demonstrated a virtual object weight recognition algorithm implemented using a weight detection measurement questionnaire, and in the second experiment, we used an immersion measurement and immersion self-assessment questionnaire to measure the user’s immersion state when weight was given to a virtual reality through a validated virtual object weight recognition algorithm.

6. Experiment 1
6.1. Procedure

Using our developed virtual object weight recognition algorithm, we conducted an experiment to find out whether the weight of a virtual object could be detected in user VR content. The algorithm in the experiment induced user-customized virtual object weights based on the speed of lifting standard objects in real space, such as in the proposed algorithm. However, in the final stage of the algorithm, no correction was made according to the center point of the virtual object and the distance of the tracked 3D hand model. In addition, for the composition of the experiment, the part where the density of the virtual object, one of the algorithm’s limitations, was the same was modified. An experiment was conducted to measure whether or not the weights of three rectangular parallels having different densities of the same size were detected (see Figure 7). It is necessary to implement wooden boxes of the same size but different densities in a general background and to recognize that each object has different weights by lifting it with both hands without a controller. Twelve participants were recruited, and the experiment was conducted. It consisted of various age groups from 23 to 39 years old with VR experience, with 7 male and 5 female participants. The participants were asked to wear VR headsets (Oculus Quest 2), and the controller was not used due to the nature of the content, so the experiment was conducted after informing them how to use hand tracking. The experiment was conducted
one by one, and the questionnaire was filled out after experiencing the content for 5 min. As for the questionnaire, a questionnaire related to weight detection was prepared. At this time, the user was not informed of the density of the object.

Figure 7. Screenshot of the scene in Experiment 1. The experiment was constructed so that the weight felt different by applying different offsets to objects A, B, and C. Participants may think the weight was heavy or light in the order in which the objects were listed, so B was set as the heaviest weight.

6.2. Results

To verify the virtual object weight recognition algorithm, the participants conducted weight detection experiments and analyzed the questionnaire prepared. The answers to each question in the weight detection questionnaire were prepared by dividing the degree to which the participants agreed with the question on a five-point scale. The SA was calculated as 5 points and the SD as 1 point, and Q4 and Q7 for the mean negation were calculated by reversing the score. The results of calculating the average of the questionnaire prepared by the participants are shown in Table 1. This means that most of the experimental participants felt the weight when lifting a virtual object in a virtual environment. In addition, 9 out of 12 participants in the experiment mentioned one object (B) and gave an accurate answer when asked which object was the heaviest in the interview that followed the questionnaire. In addition, when asked about their preference for applying offsets to virtual objects, 10 out of 12 said that applying offsets to virtual objects helped sense the weight. On the other hand, one participant said that he felt the buffering of the screen during the operation with hand tracking, and another participant said that it was uncomfortable because they were unfamiliar with the operation of hand tracking. One of the participants in the experiment, who responded positively during the experiment, expressed surprise that the weight of the virtual object was felt even when the controller was not used.

Table 1. Results of the weight sensing experiment questionnaire.

|   | P1 | P2 | P3 | P4 | P5 | P6 |
|---|----|----|----|----|----|----|
| P1 | 4.6| 5.0| 3.8| 3.2| 4.3| 4.8|
| P7 | 5.0| 4.7| 2.9| 3.7| 4.5| 4.9|

7. Experiment 2

7.1. Procedure

The second experiment was conducted to measure the user’s immersion state when weight was given to a virtual object in virtual reality through a verified virtual object weight recognition algorithm. Before conducting this experiment, a preliminary experiment was conducted to find out the difference in weight between the object in the virtual world and the object in the real world. This was an experiment to find out the relationship...
between the virtual object and the weight of the real space object. Preliminary experiments showed that the weight of the water bottle felt in the virtual environment was similar to the weight felt when the actual water bottle was lifted. We conducted the second experiment in reference to this. In the second experiment, the degree of immersion was measured by placing water bottles commonly encountered in daily life by size so that the participants could easily distinguish and judge experiences in the virtual environment and in the real world (see Figure 8). The algorithm of the ongoing experiment induced user-customized virtual object weights based on the speed of lifting standard objects in real space, as suggested by the method in the first experiment. However, in the final stage of the algorithm, no correction was made according to the center point of the virtual object and the distance of the tracked 3D hand model. The participants should have recognized that each object had a different weight and was similar to the difference in weight in the real world by lifting the water bottle with both hands without a controller. The experiment was conducted with 12 participants consisting of various age groups from 23 to 39. Eight were male and four were female participants. The participants were asked to wear VR headsets (Oculus Quest 2), and the controller was not used due to the nature of the content, so the experiment was conducted after informing them how to operate hand tracking. The experiment was conducted one by one, and the questionnaire was filled out after experiencing the content for 5 min. As for the questionnaires, an immersion measurement questionnaire and an immersion evaluation questionnaire were prepared. At this time, the users were not informed that the weight was reflected in each object.

![Figure 8. Screenshot of scene from Experiment 2.](image)

7.2. Results

We conducted an experiment to measure user immersion when weight was given to a virtual object through content reflecting the virtual object weight recognition algorithm that we previously verified. At this time, the immersion measurement and immersion evaluation questionnaire form were utilized to measure the immersion state of the user. The immersion measurement questionnaire consisted of 10 questions, and the degree to which each item was agreed upon was divided into a five-point scale. The participants wrote down the extent to which each item corresponded to them on the questionnaire. We calculated five points for closer to “a lot” and one point for the closer to “not at all”. Q3, Q5, Q8, and Q9 were calculated by inverse calculation as questions using negative words to secure user consistency. The calculated the survey averages created by the participants are as shown in Table 2, indicating that the majority of the participants in the experiment had higher immersion in the virtual environments with virtual object weight recognition algorithms. In addition, the degree of immersion self-assessment questionnaire for the participants themselves evaluating the degree of immersion was composed of a single question, and the degree of immersion was measured by using the degree of immersion as a 10-point scale. According to Table 3, the immersion level evaluated directly by the participants was high, and the participants' responses were positive in the subsequent interviews. Most people said that they felt the weight of lifting a water bottle in the real world, even though it had no effect on their hands when holding a water bottle with the
contents embodied in virtual reality. In addition, the dominant evaluation was that applying the offset to the weights of virtual objects had a significant impact on high immersion in the content. On the other hand, one person said he was unable to immerse himself due to VR sickness. Nevertheless, 11 people with VR experience answered that the content used in the experiment was more immersive than the content they had previously experienced.

Table 2. Results of the immersion measurement questionnaire.

|   | P1 | P2 | P3 | P4 | P5 | P6 |
|---|----|----|----|----|----|----|
| P1 | 3.8 | 4.2 | 3.1 | 4.6 | 4.7 | 2.1 |
| P7 | 3.5 | 4.8 | 4.7 | 4.2 | 4.3 | 4.6 |

Table 3. The results of the immersion self-assessment.

|   | P1 | P2 | P3 | P4 | P5 | P6 |
|---|----|----|----|----|----|----|
| P1 | 7 | 10 | 8 | 10 | 10 | 5 |
| P7 | 8 | 9 | 8 | 8 | 9 | 9 |

8. Discussion

Experiment 1 attempted to verify the algorithm developed through an experiment to find out whether the weight of a virtual object was detected in a virtual environment. The questionnaire completed by participants after conducting the weight detection experiment showed that most of the participants felt the weight when they lifted the virtual object in their virtual environment. However, some participants answered that they were uncomfortable because they were unfamiliar with the process of manipulation with hand tracking. In Experiment 2, which was conducted for the second time, we tried to measure the user’s immersion when weight was given to a virtual object through content that reflected the virtual object weight recognition algorithm verified in advance. It was confirmed that most of the participants had a high degree of immersion in the experience in the virtual environment to which the virtual object weight recognition algorithm was applied. While most people said they felt the weight when they picked up the object in the real world, even though it was not doing anything to their hands when they held it in a virtual environment, one person said that they could not immerse themselves due to motion sickness in virtual reality. Nevertheless, 11 people with VR experience answered that the content used in the experiment was more immersive than the previously experienced content. We believe that inducing a tactile experience through Experiments 1 and 2 contributed to increasing the immersion of the VR content, and in future studies, we intend to implement more stable content by upgrading the virtual object weight recognition algorithm.

9. Conclusions

In this paper, to improve VR headset environment immersion, we produced pseudo-haptic and simulation contents based on visual illusion effects and proposed qualitative evaluation techniques using an IEQ. Experiment 1 demonstrated its own virtual object weight recognition algorithm, and Experiment 2 demonstrated that the virtual object weight recognition algorithm was effective at increasing the user’s content commitment. In other words, it was confirmed that the visual illusion effect of the user using the weight and speed of the virtual object helped to recognize the weight of the object in the VR environment. This is a standalone software-based approach that facilitates the tracking of VR interactions. It is not dependent on other equipment because it uses only VR headsets without using controllers among VR devices. It can also be seen as an advantage that the
user’s burden can be reduced by using a single device. Through the virtual object weight recognition algorithm and IEQ-based qualitative evaluation technology proposed in this paper, algorithms and pilot contents for pseudo-haptic technologies can be developed to provide more detailed research in the field, and they can be applied to various fields.

On the other hand, the proposed algorithm only applies to the method of lifting an object on one axis—the y-axis—and has the limitation that the contents of the deceleration in travel speed according to height for high-weight objects are not considered in the algorithm. As a future study, it is intended to find a way to add an algorithm for speed deceleration according to the movement in the xyz direction and the height applied in the real space.
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**Appendix A. Immersion Questionnaire Used in Experiment 1**

(Part D Weight Detected)

How much do you agree with the following items?
SD = strongly disagree, D = disagree, N = neutral, A = agree, SA = strongly agree.

1. When I lifted an object in a virtual environment, I felt like lifting an object in reality.
   SD  D  N  A  SA

2. When I lifted the object, I felt like one or more objects were moving slower than I thought.
   SD  D  N  A  SA

3. At the same time, the weight of the object to be lifted felt differently.
   SD  D  N  A  SA

4. The weight of each object did not feel different.
   SD  D  N  A  SA

5. I felt like the lightest object was moving faster.
   SD  D  N  A  SA

6. When the actual hand felt higher than expected, the weight of the object felt heavier.
   SD  D  N  A  SA

7. I didn’t feel the difference in weight for each object.
   SD  D  N  A  SA

8. The actual hand was not manipulated much, but I could feel the strength in my arm.
   SD  D  N  A  SA

9. The slower the object, the heavier it felt.
   SD  D  N  A  SA

10. I felt like my actual hand was holding an object directly.
    SD  D  N  A  SA
Appendix B. Immersion Questionnaire Used in Experiment 2

(Part 2) Measurement of immersion (5 = A lot; 1 = Not at all)
1. I easily understood the content.
Not at all 1 2 3 4 5 A lot
2. Due to the weight of objects felt in the virtual environment, the experience in the virtual world felt similar to the real world.
Not at all 1 2 3 4 5 A lot
3. Interacting in the virtual world didn’t feel as real as the real world.
Not at all 1 2 3 4 5 A lot
4. I didn’t know what was happening around me.
Not at all 1 2 3 4 5 A lot
5. I found it boring to execute the content.
Not at all 1 2 3 4 5 A lot
6. While proceeding with the content, I felt cut off from the outside.
Not at all 1 2 3 4 5 A lot
7. While proceeding with the content, I was able to fully immerse myself in the given situation.
Not at all 1 2 3 4 5 A lot
8. My daily thoughts and worries still remained in my head.
Not at all 1 2 3 4 5 A lot
9. Even though I was participating in the content, I felt like I was still in the real world.
Not at all 1 2 3 4 5 A lot
10. I felt that a very short time had passed during the content.
Not at all 1 2 3 4 5 A lot

(Part 3) Self-assessment of immersion (10 = Very much so; 0 = Not at all)
Q. How immersed do you think you felt?
1 2 3 4 5 6 7 8 9 10
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