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We establish existence of exponential moments and the validity of the affine transform formula for affine jump-diffusions with a general closed convex state space. This extends known results for affine jump-diffusions with a canonical state space. The key step is to prove the martingale property of an exponential local martingale, using the well-posedness of the associated martingale problem. By analytic extension we obtain the affine transform formula for complex exponentials, in particular for the characteristic function. Our results apply to a wide class of affine processes, including those with a matrix-valued state space, which have recently gained interest in the literature.

1. Introduction. Affine jump-diffusions, as introduced in [9, 10], are widely used in finance, due to their flexibility and mathematical tractability. Their main attraction lies in the so-called affine transform formula

\[ E_x \exp(u^\top X_t) = \exp(\psi_0(t, u) + \psi(t, u)^\top x), \quad u \in \mathbb{C}^p, X_0 = x, \]  

which relates exponential moments of the affine jump-diffusion \( X \) to solutions \((\psi_0, \psi)\) to certain ordinary differential equations, called generalized Riccati equations. The importance of this formula is particularly elucidated in option and bond pricing. For example, the affine transform formula yields a closed form expression for the zero-coupon bond price in an affine term structure model, see [9, 10]. Moreover, taking \( u \) purely imaginary in (1.1) gives the characteristic function of \( X_t \), which is of vital importance for calculating more general prices by using Fourier methods, e.g. those of [2].

The validity of the affine transform formula is not straightforward in general. In the literature most results in this respect are proved for affine jump-diffusions living on the state space \( \mathbb{R}_+^m \times \mathbb{R}^{p-m} \), see [8, 12, 13, 19, 22] amongst others. This state space, often called the canonical state space, was introduced in [6] and has traditionally been the standard choice in financial applications. Currently though, there is a growing number of papers
devoted to matrix-valued affine processes living on $S^p_{+}$, the cone of positive semi-definite matrices, or on variations of it, like $S^p_{+} \times \mathbb{R}$, see for instance [4, 5, 14, 15, 23]. Moreover, in an accompanying paper [24] we provide further examples of affine diffusions with a “non-canonical” state space, e.g. those with a quadratic state space, indicating that this class is rather rich. This feeds the demand to obtain results for the validity of (1.1) for more general state spaces than $\mathbb{R}^m_+ \times \mathbb{R}^{p-m}$, which is the scope of the present paper.

We highlight that one of our aims is to establish for arbitrary state spaces the affine transform formula for the characteristic function, a crucial feature for the application of affine processes in mathematical finance as pointed out in the first paragraph. To our knowledge, this important property has only been derived for affine processes living on a canonical state space, see [8, 12]. The complicated factor is that the so-called admissibility conditions that are required for stochastic invariance and for existence and uniqueness of the affine process, are much more involved for a non-canonical than for a canonical state space, due to the curvedness of the boundary. As a consequence, it is much harder for general state spaces to control the solutions of the Riccati equations by means of these admissibility conditions. We circumvent this difficulty by relying on probabilistic methods instead.

The contents and set-up of the paper are as follows. First we derive a general result in Section 2 on the martingale property of a stochastic exponential, building on results in [3]. Next we apply this in Section 3 to the stochastic exponential of affine jump-diffusions in order to obtain sufficient conditions on $\psi$ such that (1.1) holds, irrespective of the underlying state space. This is our first main result and extends the result in [19], which is limited to the canonical state space.

Our second main result concerns the full range of validity of (1.1) for affine jump-diffusions with an arbitrary closed convex state space, under some moment conditions on the jump-measure. We show existence of solutions to the Riccati equations under finiteness of exponential moments and establish the affine transform formula (1.1) whenever either side of (1.1) is well-defined, both for real and complex $u$. This generalizes a recent result by [12], which concerns affine diffusions on the canonical state space $\mathbb{R}^m_+ \times \mathbb{R}^{p-m}$ under absence of jumps.

The proof of the second main result is distributed over two sections. In Section 4 we establish the full range of validity for real-valued exponentials, while in Section 5 we extend this to complex ones. For the latter we use the analyticity of both the characteristic function and the solutions to the Riccati equations. A complicating matter is that an affine jump-diffusion with a general state space is in general not infinite divisible, as opposed to
those with a canonical state space. Hence, a priori it is not excluded that
the left-hand side of (1.1) vanishes for certain complex $u$, which would yield
an explosion of $\psi$. We tackle this problem by using properties of analytic
functions.

In Section 6 we relax the moment conditions on the jump-measure and
establish the validity of (a slight variation of) (1.1) in the case the left-
hand side is uniformly bounded in $x$ and $t$, which includes the characteristic
function. This yields our third main result and it enables us to obtain suffi-
cient conditions for infinite divisibility in Subsection 6.1 as well as proving
additional results for the case that the state space is a self-dual cone in
Subsection 6.2.

Finally, some technical results used throughout the text are put in the
appendix, in order to keep a fluid presentation.

2. Preliminary result on exponential martingales. In this section
we obtain sufficient conditions for the martingale property of a stochastic
exponential. This is the key-ingredient in obtaining our results concerning
the affine transform formula for affine jump-diffusions in the next sections.
We use the framework of [3] with some slight modifications and derive a
corollary of its main result, [3, Theorem 2.4], in Theorem 2.6.

Let $E \subset \mathbb{R}^p$ be a closed set and $E_\Delta = E \cup \{\Delta\}$ the one-point compacti-
fication of $E$. Every measurable function $f$ on $E$ is extended to $E_\Delta$ by setting $f(\Delta) = 0$. Throughout this section, $\Omega$ denotes a subset of $D_{E_\Delta}[0, \infty)$,
the space of càdlàg functions $\omega : [0, \infty) \to E_\Delta$. Unless mentioned other-
wise, $\Omega$ is equipped with the $\sigma$-algebra $\mathcal{F}^X = \sigma(X_s : s \geq 0)$ and filtration
$\mathcal{F}_t^X := \sigma(X_s : 0 \leq s \leq t)$, generated by the coordinate process $X$ given by
$X_t(\omega) = \omega(t)$.

Let us be given measurable functions $b : E \to \mathbb{R}^p$, $c : E \to S^p_+$ (space of
positive semi-definite $(p \times p)$-matrices) and a transition kernel $K$ from $E$ to
$F \subset \mathbb{R}^p \setminus \{0\}$ such that $E + F \subset E$. Assume that

\begin{equation}
(2.1) \quad b(\cdot), c(\cdot) \text{ and } \int (|z|^2 \wedge |z|)dK(\cdot, dz) \text{ are bounded on compacta of } E,
\end{equation}

and

\begin{equation}
(2.2) \quad \int_{\{|z| > 1\}} |z|^q K(x, dz) \leq C(1 + |x|^q), \quad \text{for some } C, q > 0, \text{ all } x \in E.
\end{equation}

Write $\nabla f$ for the gradient of $f$ (as a row vector) and $\nabla^2 f$ for the Hessian.
Then
\[ Af(x) = \nabla f(x)b(x) + \frac{1}{2} \text{tr} (\nabla^2 f(x)c(x)) \]
\[ + \int (f(x + z) - f(x) - \nabla f(x)z)K(x, dz) \]
\[ = \xi_A(f, x) \]
(2.3)
defines a linear operator \( A : C_c^\infty(E) \to B(E) \), see Lemma A.1 in the appendix. Here, \( C_c^\infty(E) \) denotes the space of \( C^\infty \)-functions on \( E \) with compact support and \( B(E) \) the space of bounded measurable functions on \( E \).

**Definition 2.1.** A probability measure \( \mathbb{P} \) on \( (\Omega, \mathcal{F}_X) \) is called a solution of the martingale problem for \( A \) if
\[ M_t^f = f(X_t) - f(X_0) - \int_0^t Af(X_s)ds \]
is a \( \mathbb{P} \)-martingale with respect to \( (\mathcal{F}_t^X) \) for all \( f \in C_c^\infty(E) \). If in addition \( \lambda \) is a probability measure on \( E \) such that \( \mathbb{P} \circ X_0^{-1} = \lambda \), then we say \( \mathbb{P} \) is a solution of the martingale problem for \((A, \lambda)\) and we often write \( \mathbb{P} = \mathbb{P}_\lambda \). If \( \lambda = \delta_x \), the Dirac-measure at \( x \) for some \( x \in E \), then we write \( \mathbb{P}_x \) instead.

**Remark 2.2.** 1. In case \( \Omega = \mathcal{D}_E[0, \infty) \), then it holds that \( \mathbb{P} \) is a solution of the martingale problem for \( A \) on \( (\Omega, \mathcal{F}_X^X) \) if and only if \( X \) is a special jump-diffusion on \( (\Omega, \mathcal{F}_X^X, (\mathcal{F}_t^X), \mathbb{P}) \) with differential characteristics \((b(X), c(X), K(X, dz))\), by [16, Theorem II.2.42] and a modification of [3, Proposition 3.2]. In that case, \( X \) can be decomposed according to its characteristics by
\[ X = X_0 + B + X^c + z * (\mu^X - \nu^X), \]
where \( B_t = \int_0^t b(X_s)ds \), \( \mu^X \) is the random measure associated to the jumps of \( X \), \( \nu^X(dt, dz) = K(X_t, dz)dt \) its compensator and \( X^c \) is the continuous local martingale part of \( X \) with quadratic variation \( (X^c)_t = \int_0^t c(X_s)ds \).

2. If the martingale problem for \( A \) is well-posed, then \( (\mathbb{P}_x)_{x \in E} \) is a transition kernel and for all probability measures \( \lambda \) on \( E \) it holds that \( \mathbb{P}_\lambda = \int \mathbb{P}_x \lambda(dx) \) is the unique solution of the martingale problem for \((A, \lambda)\). In addition, the strong Markov property holds, i.e.
\[ E_\lambda(f(X_{t+\tau})|\mathcal{F}_t^X) = E_X,f(X_t), \quad \mathbb{P}_\lambda \text{-a.s.} \]
for all integrable \( f, t \geq 0 \) and a.s. finite \( (\mathcal{F}_t^X) \)-stopping times \( \tau \). See the appendix for the proof of this assertion.

3. If for some \( x_0 \in E \), \( \mathbb{P} \) is a solution of the martingale problem for \( (\mathcal{A}, \delta_{x_0}) \), then \( \mathcal{A} f(x_0) = \lim_{t \downarrow 0} (E f(X_t) - f(x_0))/t \), for \( f \in C_c^\infty(E) \). This follows by taking expectations in (2.4) and applying Fubini, which is justified since \( \mathcal{A} f \) is bounded.

In addition to \( b, c \) and \( K \), let us be given a measurable function \( \tilde{b} : E \to \mathbb{R}^p \) and a transition kernel \( \tilde{K} \) from \( E \) to \( F \). Assume that

\[
\tilde{b}(\cdot), c(\cdot) \text{ are continuous, } (|z|^2 \wedge |z|)\tilde{K}(\cdot, dz) \text{ is weakly continuous,}
\]
and

\[
\int_{\{|z|>1\}} |z|^q \log |z| \tilde{K}(x, dz) \leq C(1 + |x|^q), \text{ some } C, q > 0, \text{ all } x \in E.
\]

Then

\[
\tilde{\mathcal{A}} f(x) = \nabla f(x)\tilde{b}(x) + \frac{1}{2} \text{tr}(\nabla^2 f(x)c(x)) + \int (f(x + z) - f(x) - \nabla f(x)z)\tilde{K}(x, dz)
\]

defines a linear operator \( \tilde{\mathcal{A}} : C_c^\infty(E) \to C^0(E) \), where \( C^0(E) \) denotes the space of continuous functions on \( E \) vanishing at infinity, see Lemma A.1. Here, weak continuity means that \( x \mapsto \int f(z)(|z|^2 \wedge |z|)\tilde{K}(x, dz) \) is continuous for all \( f \in C_0(F) \), the space of bounded continuous functions on \( F \). As in [3], we assume there exist measurable mappings \( h : E \to \mathbb{R}^p \), \( w : E \times F \to (-1, \infty) \) such that \( \tilde{b} \) and \( \tilde{K} \) are related to \( b \) and \( K \) by

\[
\tilde{b}(x) = b(x) + c(x)h(x) + \int zw(x, z)K(x, dz)
\]

\[
\tilde{K}(x, dz) = (w(x, z) + 1)K(x, dz).
\]

Our aim is to show the martingale property of a stochastic exponential with the aid of [3, Theorem 2.4], under the assumption that the martingale problem for \( \mathcal{A} \) is well-posed. This requires the existence of a solution of the martingale problem for \( \mathcal{A} \) on \( (D_E[0, \infty), \mathcal{F}^X) \), which is part of the assumptions in [3, Theorem 2.4]. In our case though, we are able to derive the existence by invoking [11, Theorem 4.5.4], as the range of \( \mathcal{A} \) is contained in \( C^0(E) \), due to the additional continuity conditions (2.6). Note that these conditions are similar as those in [25, Theorem 2.2], where existence is derived for the case \( E = \mathbb{R}^p \).
The next lemma will be used to obtain the maximum principle for \( \hat{A} \) in the ensuing proposition, where we establish the existence of a solution of the martingale problem for \( \hat{A} \).

**Lemma 2.3.** Let \( x_0 \in E \) and suppose the martingale problem for \((A, \delta_{x_0})\) has a solution \( \mathbb{P} \) on \((\Omega, \mathcal{F}_t^X)\) with \( \Omega = \mathcal{D}_E[0, \infty) \). Suppose \( f \in C_c^\infty(E) \) attains its maximum at \( x_0 \). Then it holds that

1. \( \nabla f(x_0)c(x_0) = 0 \),
2. \( \int \nabla f(x_0)zK(x_0, dz) \) is well-defined and finite,
3. \( \nabla f(x_0)b(x_0) - \int \nabla f(x_0)zK(x_0, dz) + \frac{1}{2} \text{tr} (\nabla^2 f(x_0)c(x_0)) \leq 0 \).

**Proof.** By Remark 2.2 part 1, \( X \) is a jump-diffusion on \((\Omega, \mathcal{F}_t^X, \mathcal{F}_{t+}^X, \mathbb{P})\) with differential characteristics \((b(X), c(X), K(X, dz))\). Let \( \lambda \in \mathbb{R}^p \) and \( \varepsilon > 0 \) be arbitrary, define \( h(x) = \lambda 1_{\{x = x_0\}} \) and \( w(x, z) = (\varepsilon - 1)1_{\{x = x_0\}\cap\{|z| > \varepsilon\}} \) and write \( H_t = h(X_t), W(t, z) = w(X_t, z) \) and

\[
Z = H \cdot X + W \ast (\mu^X - \nu^X).
\]

For \( T > 0 \) it holds that \( E(Z)^T = E(Z^T) \) is a uniformly integrable martingale by [21, Theorem IV.3], since

\[
\frac{1}{2}\langle Z^c \rangle_T + (W + 1) \log(W + 1) - W \ast \nu_T^X
= \int_0^T \left( \frac{1}{2}\lambda^T c(x_0)\lambda + \int_{\{|z| > \varepsilon\}} (\varepsilon \log\varepsilon - \varepsilon + 1)K(x_0, dz) \right) 1_{\{X_s = x_0\}} ds
\]

has finite expectation as it is bounded. By Girsanov’s Theorem [18, Proposition 4], \( \mathbb{Q} = \mathcal{E}(Z)_T \cdot \mathbb{P} \) is a probability measure on \( \mathcal{F}_t^X \) equivalent to \( \mathbb{P} \) and \( X \) is a special jump-diffusion on \([0, T]\) with differential characteristics \((\tilde{b}(X_t), c(X_t), \tilde{K}(X_t, dz))\) under \( \mathbb{Q} \) given by

\[
\tilde{b}(x) = b(x) + c(x)h(x) + \int z w(x, z)K(x, dz)
\]

\[
\tilde{K}(x, dz) = (w(x, z) + 1)K(x, dz).
\]

Therefore, [16, Theorem II.2.42] yields that \( \mathbb{Q} \) is a solution of the martingale problem for \((\hat{A}, \delta_{x_0})\) on \((\Omega, \mathcal{F}_t^X)\) with time restricted to \([0, T]\), with the linear operator \( \hat{A} : C_c^\infty(E) \to B(E) \) defined by

\[
\hat{A}f(x) = \nabla f(x)\tilde{b}(x) + \frac{1}{2} \text{tr} (\nabla^2 f(x)c(x)) + \int (f(x + z) - f(x) - \nabla f(x)z)\tilde{K}(x, dz) = A f(x) + \nabla f(x)c(x)h(x) + \int (f(x + z) - f(x))w(x, z)K(x, dz).
\]
Hence \( \hat{A}f(x_0) \) equals

\[
\hat{A}f(x_0) = Af(x_0) + \nabla f(x_0)c(x_0)\lambda + \int_{\{|z|>\varepsilon\}} (f(x_0 + z) - f(x_0))(\varepsilon - 1)K(x_0, dz).
\]

Since \( f \) attains its maximum at \( x_0 \), Remark 2.2 part 3 yields that \( \hat{A}f(x_0) \leq 0 \). Therefore, (2.10) is non-positive for all \( \lambda \in \mathbb{R}^p \) and \( \varepsilon > 0 \). This yields that \( \nabla f(x_0)c(x_0) = 0 \), which is the first assertion. It follows that

\[
Af(x_0) + \int_{\{|z|>\varepsilon\}} (f(x_0 + z) - f(x_0))(\varepsilon - 1)K(x_0, dz) \leq 0,
\]

for all \( \varepsilon > 0 \). Letting \( \varepsilon \downarrow 0 \) in (2.11) and applying the Monotone Convergence Theorem gives

\[
Af(x_0) - \int (f(x_0 + z) - f(x_0))K(x_0, dz) \leq 0.
\]

The left-hand side equals

\[
\nabla f(x_0)b(x_0) - \int \nabla f(x_0)zK(x_0, dz) + \frac{1}{2}\text{tr}(\nabla^2 f(x_0)c(x_0)),
\]

which yields the second and third assertion. \( \square \)

**Proposition 2.4.** Suppose for all \( x \in E \) there exists a solution of the martingale problem for \( (A, \delta_x) \) on \((D_E[0, \infty), \mathcal{F}_X)\). Then for all \( x \in E \) there exists a solution of the martingale problem for \( (\hat{A}, \delta_x) \) on \( \Omega \) given by

\[
\Omega = \{\omega \in D_{E\Delta}[0, \infty) : if \omega(t-) = \Delta or \omega(t) = \Delta then \omega(s) = \Delta for s \geq t\}.
\]

**Proof.** We check the conditions of [11, Theorem 4.5.4]. Let \( f \in C^\infty_c(E) \) attain its maximum at some point \( x_0 \in E \). By Lemma 2.3, we can write \( \hat{A}f(x_0) \) as the sum of two non-positive terms, namely

\[
\nabla f(x_0)b(x_0) - \int \nabla f(x_0)zK(x_0, dz) + \frac{1}{2}\text{tr}(\nabla^2 f(x_0)c(x_0))
\]

and

\[
\int (f(x_0 + z) - f(x_0))(w(x_0, z) + 1)K(x_0, dz).
\]

Hence \( \hat{A}f(x_0) \leq 0 \). This yields that \( \hat{A} \) satisfies the (positive) maximum principle. Since \( \hat{A} : C^\infty_c(E) \to C_0(E) \) and \( C^\infty_c(E) \) is dense in \( C_0(E) \), [11,
Theorem 4.5.4] yields for all \( x \in E \) the existence of a solution \( \mathbb{P}_x \) of the martingale problem for \((\mathcal{A}, \delta_x)\) on \((D_{E\Delta}[0,\infty), \mathcal{F}^{X})\). In order to obtain a solution on \( \Omega \), we define the stopping time

\[
T_\Delta = \inf\{t \geq 0 : X_{t-} = \Delta \text{ or } X_t = \Delta\},
\]

and write \( X' = X^{T_\Delta} \). Then \( X'(\omega) \in \Omega \) for all \( \omega \in D_{E\Delta}[0,\infty) \) and for all \( f \in C^\infty_c(E) \) it holds that (recall \( \tilde{A}f(\Delta) = 0 \))

\[
f(X'_t) - f(X'_0) - \int_0^t \tilde{A}f(X'_s)ds = f(X^{T_\Delta}_t) - f(X^{T_\Delta}_0) - \int_0^{t \wedge T_\Delta} \tilde{A}f(X_s)ds
\]

\[
= (M^f)_{T_\Delta}^t,
\]

where \( M^f \) is given by (2.4) with \( \mathcal{A} \) replaced by \( \tilde{A} \). Since \( M^f \) is a right-continuous \( \mathbb{P}_x \)-martingale on \((\mathcal{F}^{X}_t)\) for \( f \in C^\infty_c(E) \), \( (M^f)_{T_\Delta}^t \) is a martingale on \((\mathcal{F}^{X}_t)\). Hence \( \mathbb{P}_x \circ (X')^{-1} \) is a solution of the martingale problem for \((\tilde{A}, \delta_x)\) on \((\Omega, \mathcal{F}^{X})\) for all \( x \in E \), as we needed to show.

**Proposition 2.5.** Let \( x_0 \in E \) and suppose there exists a solution \( \mathbb{P} \) of the martingale problem for \((\tilde{A}, \delta_{x_0})\) on \((\Omega, \mathcal{F}^{X})\) with \( \Omega \) given by (2.12). Assume the growth condition

\[
|\tilde{b}(x)|^2 + |c(x)| + \int |z|^2 \tilde{K}(x, dz) \leq C(1 + |x|^2), \text{ some } C > 0, \text{ all } x \in \mathbb{R}^p.
\]

Then it holds that \( \mathbb{P}(X \in D_E[0,\infty)) = 1 \).

**Proof.** By the remark preceding [3, Proposition 3.2], a transition to \( \Delta \) can only occur by explosion. Define stopping times

\[
T_n = \inf\{t \geq 0 : |X_{t-}| \geq n \text{ or } |X_t| \geq n\} \land n.
\]

By [3, Proposition 3.2], \( X^{T_n} \) is a special semimartingale with differential characteristics \((\bar{b}(X^{T_n})1_{[0,T_n]}, \bar{c}(X^{T_n})1_{[0,T_n]}, \bar{K}(X^{T_n}, dz)1_{[0,T_n]})\). Lemma A.2 yields

\[
\mathbb{E} \sup_{t \leq T \wedge T_n} |X_t| \leq C(T) < \infty,
\]

for all \( T > 0 \), with \( C(T) \) a positive constant that does not depend on \( n \). Letting \( n \to \infty \) we get

\[
\mathbb{E} \sup_{t \leq T \wedge T_\Delta} |X_t| < \infty,
\]

for all \( T > 0 \), where \( T_\Delta \) is given by (2.13). Hence \( T_\Delta > T \) almost surely for all \( T \). This proves the assertion. \( \square \)
Having derived the existence of a solution of the martingale problem for $\tilde{A}$ from the existence of a solution for $A$, we are now ready to prove the martingale property of a stochastic exponential by the use of [3, Theorem 2.4].

**Theorem 2.6.** Suppose (2.14) holds and

$$x \mapsto h(x)^T c(x) h(x) \text{ and } x \mapsto \int (w(x, z) - \log(w(x, z) + 1))K(x, dz)$$

are bounded on compacta.

Let $\Omega = D_E[0, \infty)$, write $H_t = h(X_t)$, $W(t, z) = w(X_t, z)$ and suppose $\mathbb{P}$ is a solution of the martingale problem for $A$ on $(\Omega, \mathcal{F}^X)$, which yields the decomposition (2.5) for $X$. If the martingale problem for $A$ is well-posed, then

$$L = \mathcal{E}(H \cdot X^c + W \ast (\mu^X - \nu^X))$$

is an $(\mathcal{F}^X_t, \mathbb{P})$-martingale and the martingale problem for $\tilde{A}$ is well-posed.

**Proof.** First assume $\mathbb{P} = \mathbb{P}_x$ is a solution of the martingale problem for $(A, \delta_x)$ for some $x \in E$. By Proposition 2.4 and 2.5, there exists a solution $Q_x$ of the martingale problem for $(\tilde{A}, \delta_x)$ on $(\Omega, \mathcal{F}^X)$. We can apply [3, Theorem 2.4] with the roles of $(A, \mathbb{P})$ and $(\tilde{A}, Q)$ reversed. Indeed, in the notation of [3] we have $\phi_1 = -h$, $\phi_2 = 0$, $\phi_3 = 1/(w + 1)$ and these functions satisfy the criterion mentioned in [3, Remark 2.5] by the assumptions. This yields $\mathbb{P}_x|_{\mathcal{F}^X_t} \sim Q_x|_{\mathcal{F}^X_t}$ for all $t > 0$ and the existence of a positive $Q_x$-martingale $D$ such that

$$\mathbb{P}_x|_{\mathcal{F}^X_t} = D_t \cdot Q_x|_{\mathcal{F}^X_t} \text{ for all } t \geq 0.$$  

By Remark 2.2 part 1, $X$ is a special semimartingale on $(\Omega, \mathcal{F}^X, (\mathcal{F}^X_t), Q_x)$ with decomposition

$$X = X_0 + \tilde{B} + \tilde{X}^c + z \ast (\mu^X - \tilde{\nu}^X),$$

where $\tilde{B}_t = \int_0^t \tilde{b}(X_s)ds$, $\tilde{\nu}^X(dt, dz) = \tilde{K}(X_t, dz)dt$ and $\tilde{X}^c$ the continuous local martingale part with quadratic variation $\langle \tilde{X}^c \rangle_t = \int_0^t c(X_s)ds$. A close inspection of the proof of [3, Theorem 2.4] reveals that

$$D = \mathcal{E}(\phi_1(X) \cdot \tilde{X}^c + (\phi_3(X, z) - 1) \ast (\mu^X - \tilde{\nu}^X)).$$

Applying the product rule for stochastic exponentials one verifies that

$$D^{-1} = \mathcal{E}(-\phi_1(X) \cdot X^c + (1 - \phi_3(X, z)) \phi_3(X, z) \ast (\mu^X - \nu^X)).$$
so that \( D^{-1} = \mathcal{E}(H \cdot X^c + W * (\mu^X - \nu^X)) = L \). Since

\[
\mathbb{Q}_x|_{\mathcal{F}_t} = D_t^{-1} \cdot \mathbb{P}_x|_{\mathcal{F}_t}, \quad \text{for all } t > 0,
\]

it follows that \( L \) is a \( \mathbb{P}_x \)-martingale as well as the martingale problem for \( \tilde{A} \) on \( \Omega \) is well-posed.

Now assume \( \mathbb{P} = \mathbb{P}_\eta \) is a solution of the martingale problem for \( (A, \eta) \) with \( \eta \) an arbitrary probability measure on \( E \). By Remark 2.2 part 2, \( \mathbb{Q}_\lambda = \int \mathbb{Q}_x \lambda(dx) \) is the (unique) solution of the martingale problem for \( (\tilde{A}, \eta) \) on \( \Omega \). Hence we can repeat the above argument with \( \mathbb{P}_x \) and \( \mathbb{Q}_x \) replaced by \( \mathbb{P}_\eta \) and \( \mathbb{Q}_\eta \) to see that \( L \) is a \( \mathbb{P}_\eta \)-martingale.

\[\square\]

3. Affine jump-diffusions and affine processes.

3.1. Definitions. We start with the definition of affine jump-diffusions and affine processes. The former are defined from the point of view of semimartingale theory as being jump-diffusions with affine differential characteristics. The latter are characterized from the point of view of Markov process theory as having an exponentially affine expression for their characteristic functions. As in the previous section we restrict ourselves to special semimartingales.

**Definition 3.1.** The martingale problem for \( A \) given by (2.3) is called an affine martingale problem if \( b, c \) and \( K \) are affine in the sense that

\[
\begin{align*}
    b(x) &= a^0 + \sum_{i=1}^{p} a^i x_i, \\
    c(x) &= A^0 + \sum_{i=1}^{p} A^i x_i, \\
    K(x, dz) &= K^0(dz) + \sum_{i=1}^{p} K^i(dz)x_i,
\end{align*}
\]

for some column vectors \( a^i \in \mathbb{R}^p \), symmetric matrices \( A^i \in \mathbb{R}^{p \times p} \) and (signed) measures \( K^i \) on \( F \) satisfying \( \int ((z)^2 \wedge |z|)|K^i|(dz) < \infty \). If the affine martingale problem is well-posed and \( \mathbb{P} \) is a solution, then the coordinate process \( X \) is called an affine jump-diffusion on \( (\Omega, \mathcal{F}^X, (\mathcal{F}^X_t), \mathbb{P}) \) with state space \( E \).

**Definition 3.2.** If the coordinate process \( X \) on \( \Omega = D_E[0, \infty) \) is a Markov process with state space \( E \) and transition kernel \( (\mathbb{P}_x)_{x \in E} \) such that
for all $u \in i\mathbb{R}^p$, $t \geq 0$ we have
\begin{equation}
E_x \exp(u^\top X_t) = \exp(\psi_0(t,u) + \psi(t,u)^\top x), \quad \text{for all } x \in E,
\end{equation}
for some $\psi_0 : [0,\infty) \times i\mathbb{R}^p \to \mathbb{C}$ and $\psi : [0,\infty) \times i\mathbb{R}^p \to \mathbb{C}^p$, then $(X,(P_x)_{x \in E})$ is called an affine process. Note that $\psi_0(t,u)$ may be altered by multiples of $2\pi i$. If in addition $\psi_0$ and $\psi$ are continuously differentiable in their first argument, it is called a regular affine process. In that case we put $\psi_0(0,u) = 0$, so that $\psi_0$ and $\psi$ are uniquely determined by (3.2).

For existence of an affine jump-diffusion, restrictions need to be imposed on the state space $E$ and the parameters $(a_i, A_i, K_i)_{0 \leq i \leq p}$ in order that $c(x)$ is a positive semi-definite matrix and $K(x, dz)$ is a non-negative measure for $x \in E$, while in addition $E$ is stochastic invariant for $X$ (that is, $X$ does not leave the set $E$). These parameter conditions are called admissibility conditions and the corresponding parameter set $(a_i, A_i, K_i)_{0 \leq i \leq p}$ is called admissible.

Possible state spaces amongst others are the canonical state space $\mathbb{R}_m^m \times \mathbb{R}^{p-m}$, the cone of positive semi-definite matrices $S_p^+$ and quadratic state spaces including the parabolic state space $\{x \in \mathbb{R}^p : x_1 \geq \sum_{i=2}^p x_i^2\}$ and the Lorentz cone $\{x \in \mathbb{R}^p : x_1 \geq 0, x_1^2 \geq \sum_{i=2}^p x_i^2\}$, see respectively [4, 8, 24] for the existence and uniqueness of the associated affine jump-diffusion. We note that the matrix-valued affine jump-diffusions are contained in the framework of Definition 3.1 as we can identify symmetric matrices with vectors using the half-vectorization operator $\text{vech} : S_p \to \mathbb{R}^{p(p+1)/2}$ (the linear operator that stacks the elements from the upper triangle of a symmetric matrix into a vector).

Equivalence of affine jump-diffusions and affine processes has only been proved for the canonical state space $\mathbb{R}_m^m \times \mathbb{R}^{p-m}$ in [8] with the use of the admissibility conditions. For other state spaces this appears much harder as the admissibility conditions become more involved, while for arbitrary state space one has no access at all to these conditions. One of the aims in this paper is to establish the equivalence between affine jump-diffusions and (regular) affine processes with an arbitrary state space under well-posedness of the martingale problem for $\mathcal{A}$. One direction is relatively easy and has been proved for the diffusion case in [12, Theorem 2.2]. The next proposition also incorporates jumps. The converse direction is much harder to establish and will be proved with the least restrictions in Section 6 in Theorem 6.2.

**Proposition 3.3.** Let $E \subset \mathbb{R}^p$ be closed with non-empty interior, $E = \overline{E^0}$ and suppose the martingale problem for $\mathcal{A}$ is well-posed. Let $\mathbb{P}$ be a solution of the martingale problem for $\mathcal{A}$ on $\Omega$ and $\mathbb{P}_x$ for $(\mathcal{A}, \delta_x)$, $x \in E$. If
(X, (P_x)_{x \in E}) is a regular affine process, then X is an affine jump-diffusion on \((\Omega, \mathcal{F}^X, (\mathcal{F}^X_t), \mathbb{P})\) with state space E, say with differential characteristics \((b(X), c(X), K(X, dz))\) given by (3.1). Moreover, for all \(u \in \mathbb{R}^p\) it holds that 
\((\psi_0(\cdot, u), \psi(\cdot, u))\) characterized by (3.2) and \(\psi_0(0, u) = 0\), solves the system of generalized Riccati equations

\[
\dot{\psi}_t = R_i(\psi), \quad \psi_t(0) = u_i, \quad i = 0, \ldots, p,
\]

with

\[
R_i(y) = y^\top a_i + \frac{1}{2} y^\top A_i y + \int (e^{y^\top z} - 1 - y^\top z) K_i(dz),
\]

where we write \(\psi\) instead of \(\psi(T - t, u)\) and \(\dot{\psi}(T - t, u)\). By Remark 2.2 part 1, X is a special jump-diffusion and admits the decomposition (2.5). Itô’s formula gives

\[
\frac{d f(t, x)}{f(t, x)} = (-\dot{\psi}_0 - \psi^\top X_t)dt + \psi^\top dX_t + \frac{1}{2} \psi^\top c(X_t) \psi dt
\]

\[
+ \int_{z \in F} (e^{\psi^\top z} - 1 - \psi^\top z) \mu^X(dt, dz)
\]

\[
= \psi^\top dX_t^c + \int_{z \in F} (e^{\psi^\top z} - 1)(\mu^X - \nu^X)(dt, dz) + I(t, x)dt,
\]

with

\[
I(t, x) = -\dot{\psi}_0 - \psi^\top x + \psi^\top b(x) + \frac{1}{2} \psi^\top c(x) \psi + \int (e^{\psi^\top z} - 1 - \psi^\top z) K(x, dz),
\]

and all expression are well-defined as \(f\) is bounded, see [16, Theorem II.2.42].

Since \(f(t, X_t)\) is a \(\mathbb{P}\)-martingale, it follows that \(\int_0^T I(s, X_s)ds = 0\), \(\mathbb{P}\)-a.s. Right-continuity of \(I(t, X_t)\) yields that \(I(t, X_t) = 0\) for all \(t \geq 0\), \(\mathbb{P}\)-a.s. In particular \(I(0, X_0) = 0\), \(\mathbb{P}\)-a.s. Choosing \(\mathbb{P} = P_x\) for \(x \in E\), we obtain

\[
\dot{\psi}_0(T, u) + \psi(T, u)^\top x = \psi(T, u)^\top b(x) + \frac{1}{2} \psi(T, u)^\top c(x) \psi(T, u)
\]

\[
+ \int (e^{\psi(T, u)^\top z} - 1 - \psi(T, u)^\top z) K(x, dz).
\]
This holds for all $T \geq 0$, $u \in \mathbb{R}^p$. In particular it holds for $T = 0$. We have
\[ \psi(0, u) = u \] for $u \in \mathbb{R}^p$. Write $u = iy$ for $y \in \mathbb{R}^p$, then we get
\[ \psi_0(0, iy) + \psi(0, iy) = iy^\top x = iy^\top c(x)y + \int (e^{iy^\top z} - 1 - iy^\top z) K(x, dz) \]
for all $y \in \mathbb{R}^p$. Differentiating the left- and right-hand side with respect to $y_i$ in $y_i = 0$ and putting $y_k = 0$ for $k \neq i$ gives that $b_i(x)$ is affine for all $i \leq p$. Dividing the left- and right-hand side by $y_i y_j$ for $i, j \leq p$, putting $y_k = 0$ for $k \neq i, j$ and letting $y_i \to \infty$, $y_j \to \infty$, we deduce that $c_{ij}(x)$ is affine. Hence $c(x)$ is affine and also $\int (e^{iy^\top z} - 1 - iy^\top z) K(x, dz)$ is affine in $x$ for all $y \in \mathbb{R}^p$. To show that $K(x, dz)$ is affine in $x$, we fix $k \in E^o$ arbitrary and take $\varepsilon > 0$ such that
\[ \{ x \in \mathbb{R}^p : k_i \leq x_i \leq k_i + \varepsilon \text{ for all } i \} \subset E. \]
Define
\[ K^0(dz) = K(k, dz) - \sum_{i=1}^p (K(k + \varepsilon e_i, dz) - K(k, dz)) k_i / \varepsilon \]
\[ K^i(dz) = (K(k + \varepsilon e_i, dz) - K(k, dz)) / \varepsilon, \quad \text{for } i = 1, \ldots, p. \]
Then it follows that
\[ \int (e^{u^\top z} - 1 - u^\top z) K(x, dz) = \int (e^{u^\top z} - 1 - u^\top z)(K^0(dz) + \sum_{i=1}^p K^i(dz)x_i), \]
for all $u \in \mathbb{R}^p$, $x \in E$, since the left-hand side is affine and is uniquely determined by the values at $x = k$ and $x = k + \varepsilon e_i$, $i = 1, \ldots, p$. Equality of the left- and right-hand side at these points follows from the identity
\[ K^0(dz) + \sum_{i=1}^p K^i(dz)x_i = K(k, dz)(1 + \sum_{i=1}^p (k_i - x_i) / \varepsilon) \]
\[ + \sum_{i=1}^p K(k + \varepsilon e_i, dz)(x_i - k_i) / \varepsilon. \]
Note that the right-hand side is a non-negative measure for $x \in B_k$, where $B_k$ is given by
\[ B_k := \{ x \in \mathbb{R}^p : k_i \leq x_i \leq k_i + \varepsilon / p \text{ for all } i \}. \]
By uniqueness of the Lévy triplet (see [16, Lemma II.2.44]), this yields that
\[ K(x, dz) = K^0(dz) + \sum_{i=1}^p K^i(dz)x_i \] for $x \in B_k$. Since $k \in E^o$ is chosen
arbitrarily, we have an affine expression for $K(x, dz)$ on a neighborhood of each $x \in E^c$. From this it follows that $K(x, dz)$ is affine on the whole of $E = E^c$. Hence $X$ is an affine jump-diffusion. Let the differential characteristics $(b(X), c(X), K(X, dz))$ be given by (3.1). Plugging these into (3.6) and separating first order terms in $x$ gives (3.3).

3.2. The affine transform formula. The expression (3.2) where $(\psi_0, \psi)$ solve the system of Riccati equations (3.3), is called the affine transform formula. In the previous subsection we obtained this formula for the characteristic function of an affine process, with a general state space. This subsection is devoted to the validity of the affine transform formula for affine jump-diffusions with a general state space, for arbitrary parameters $u \in C^p$. The key step is the following proposition which is a direct application of Theorem 2.6.

**Proposition 3.4.** Suppose the affine martingale problem for $A$ given by (2.3) and (3.1) is well-posed. Let $h : E \to \mathbb{R}^p$ and $w : E \times F \to (-1, \infty)$ be measurable, write $H_t = h(X_t)$, $W(t, z) = w(X_t, z)$ and let $\mathbb{P}$ be a solution of the martingale problem for $A$ on $\Omega$, which yields the decomposition (2.5) for $X$. Then

$$L = \mathcal{E}(H \cdot X^c + W * (\mu^X - \nu^X))$$

is an $(\mathcal{F}_{t+}^X, \mathbb{P})$-martingale under the additional assumptions

1. $h$ is bounded and continuous,
2. $x \mapsto \int |z| w(x, z) |K^i| (dz)$ is continuous and finite
3. $x \mapsto \int (|z|^2 \wedge |z|) (w(x, z) + 1) |K^i| (dz)$ is continuous and finite,
4. $\int |z|^2 (w(x, z) + 1) |K^i| (dz) |x_i| \leq C (1 + |x|^2)$, for some $C > 0$, all $x \in E$,
5. $x \mapsto \int (w(x, z) - \log (w(x, z) + 1)) |K^i| (dz)$ is bounded on compacta,
6. $\int |z|^q \log |z| (w(x, z) + 1) |K^i| (dz) |x_i| \leq C (1 + |x|^q)$, for some $C > 0$, $q > 0$, all $x \in E$,

for all $i = 0, \ldots, p$, where we write $x_0 := 1$. Furthermore, the martingale problem for $\tilde{A}$ given by (2.8) and (2.9) is well-posed.

**Proof.** This is a reformulation of Theorem 2.6 for the affine martingale problem. One has to check conditions (2.1), (2.2), (2.6), (2.7), (2.14) and (2.15), which is left to the reader. □

Using the above proposition we validate the affine transform formula under existence of the solutions to the Riccati equations in the following theorem, which is the first main result of the paper. The imposed assumptions are in the same spirit as [19, Theorem 5.1].
THEOREM 3.5. Let $X$ be an affine jump-diffusion with differential characteristics $(b(X), c(X), K(X, d z))$ given by (3.1) on $(D_E(0, \infty], \mathcal{F}^X, (\mathcal{F}^X_t), \mathbb{P})$. Let $u \in \mathbb{R}^p$, $T > 0$ and suppose $\psi_0 \in C^1([0, T], \mathbb{R})$ and $\psi \in C^1([0, T], \mathbb{R}^p)$ solve the system of generalized Riccati equations given by (3.3) (with $u_0 := 0$). Under the assumptions

1. $\sup_{t \in \mathbb{R}^+} \int |z|^2 e^{\psi(t)^T z} |K^i|(dz) < \infty$, for $i = 0, \ldots, p$,
2. $t \mapsto \int_{\{|z| > 1\}} |z| e^{\psi(t)^T z} |K^i|(dz)$ is continuous for all $i = 0, \ldots, p$,
3. $E \exp(\psi(T)^T X_0) < \infty$,

it holds that

$$E(\exp(u^T X_T)|\mathcal{F}^X_t) = \exp(\psi_0(T - t) + \psi(T - t)^T X_t), \text{ for all } t \leq T.$$  

PROOF. To prove Theorem 3.5 it suffices to show that $f(t, X_t)$ given by $f(t, X_t) = \exp(\psi_0(T - t) + \psi(T - t)^T X_t)$ is an $((\mathcal{F}^X_t), \mathbb{P})$-martingale on $[0, T]$, since $f(T, X_T) = \exp(u^T X_T)$ in view of the initial condition of $(\psi_0, \psi)$. We restrict time to $[0, T]$. We have (3.5) with $I(t, X_t) = 0$, since $(\psi_0, \psi)$ satisfy (3.3). Hence $M_t := f(t, X_t)$ satisfies

$$M = M_0 E(\psi(T - t) \cdot X^c + (e^{\psi(T - t)^T z} - 1) \ast (\mu^X - \nu^X)).$$

Write $Y = (X_t, t)$ and note $Y$ is an affine jump-diffusion with state space $E \times [0, T]$. We define $h(x, t) = \psi(T - t)$ and $w(x, t, z) = e^{\psi(T - t)^T z} - 1$. Write $H = h(Y)$, $W(t, z) = w(Y_t, z)$, then we deduce that

$$L := E(H \cdot Y^c + W \ast (\mu^Y - \nu^Y))$$

is an $((\mathcal{F}^X_t), \mathbb{P})$-martingale by applying Proposition 3.4 to the affine jump-diffusion $Y$. One easily verifies that the assumptions in that proposition are met. Since $M_t = M_0 L_t$ and $E M_0 < \infty$, it follows that $M$ is an $((\mathcal{F}^X_t), \mathbb{P})$-martingale on $[0, T]$, as we needed to show. \qed

Theorem 3.7 below is our second main result. We establish the full-range of validity of the affine transform formula under all finite exponential moments for the tails of the jump-measures $K^i$, for affine jump-diffusion with a general closed convex state space, extending [12, Theorem 3.3]. The proof is divided over the next two sections. We use the results and notation from [12, Lemma 2.3 and Lemma A.2], which we state as a proposition for ease of reference.
Proposition 3.6. Suppose

\begin{equation}
\int_{\{|z|>1\}} e^{k^T z} |K^z| (dz) < \infty, \text{ for all } k \in \mathbb{R}^p, i = 0, \ldots, p.
\end{equation}

Let $\mathbb{K}$ be a placeholder for either $\mathbb{R}$ or $\mathbb{C}$. It holds that

(i) For all $u \in \mathbb{K}^p$ there exists an “explosion-time” $t_\infty(u) > 0$ such that there exists a unique solution $(\psi_0(\cdot, u), \psi(\cdot, u)) : [0, t_\infty(u)) \to \mathbb{K} \times \mathbb{K}^p$ to the system of Riccati equations (3.3), where either $t_\infty(u) = \infty$ or $\lim_{t \uparrow t_\infty(u)} \|\psi(t, u)\| = \infty$. In particular $t_\infty(0) = \infty$.

(ii) The set

$D_\mathbb{K} := \{(t, u) \in [0, \infty) \times \mathbb{K}^p : t < t_\infty(u)\},$

is open in $[0, \infty) \times \mathbb{K}^p$ and the $\psi_i$ are analytic on $D_\mathbb{K}$. In addition, for all $t \geq 0$

$D_\mathbb{K}(t) := \{u \in \mathbb{C}^p : (t, u) \in D_\mathbb{K}\}$

is an open neighborhood of $0$ and $D_\mathbb{K}(t_2) \subset D_\mathbb{K}(t_1)$ for $0 \leq t_1 \leq t_2$.

(iii) If $O \subset \mathbb{R}^p$ is an open set and $\nu$ is a bounded measure such that we have $\int \exp(u^T x) d\nu(x) < \infty$ for all $u \in O$, then $u \mapsto \int \exp(u^T x) d\nu(x)$ is analytic on the open strip

$S(O) := \{z \in \mathbb{C}^p : \Re z \in O\}$.

Theorem 3.7. Suppose $E \subset \mathbb{R}^p$ is closed convex with non-empty interior and let $X$ be an affine jump-diffusion on $(\mathcal{D}_E(0, \infty], \mathcal{F}_X, (\mathcal{F}_t^X), \mathbb{P})$ with differential characteristics $(b(X, c(X), K(X, dz))$ given by (3.1). Assume (3.7) and let the notation of Proposition 3.6 be in force. Then for $t > 0$ it holds that

(i) $D_\mathbb{R}(t) = M(t)$, where

$M(t) = \{u \in \mathbb{R}^p : E_x(\exp(u^T X_t)) < \infty \text{ for all } x \in E\}$.

(ii) $S(D_\mathbb{R}(t)) \subset D_C(t)$.

(iii) The affine transform formula (3.2) holds for all $u \in S(D_\mathbb{R}(t))$.

(iv) $D_\mathbb{R}(t)$ and $D_\mathbb{R}$ are convex sets.

(v) $M(t) \subset M(s)$ for $0 \leq s \leq t$.

Proof. Theorem 3.5 yields $D_\mathbb{R}(t) \subset M(t)$. The proof of $D_\mathbb{R}(t) \supset M(t)$ is the content of Section 4, while Section 5 is devoted to the proof of (ii) and (iii). Assertions (iv) and (v) follow from (i).
4. Full range of validity for real exponentials. Let $T > 0$. In order to prove $M(T) \subset D_R(T)$, we show that $\psi(T, u)$ explodes when $u \in D_R(T)$ approaches the boundary $\partial(D_R(T))$. This is not immediate as the following example demonstrates.

Example 4.1. Consider the Riccati equation $\dot{x} = x^2$. Its solution $x$ with initial condition $u \in \mathbb{C}$ is given by $x(t, u) = u/(1 - ut)$ and we have $t_\infty(u) = u^{-1}$ for $u \in \mathbb{R}_{>0}$ and $t_\infty(u) = \infty$ otherwise. Hence $D_C(T) = \{ u \in \mathbb{C} : u \not\in [T^{-1}, \infty) \}$ and $\partial D_C(T) = [T^{-1}, \infty)$. Obviously $x(T, u)$ does not explode if $u \in D_C(T)$ tends to $u_0 \in (T^{-1}, \infty)$. If we take real and imaginary part, then we obtain a 2-dimensional system of Riccati equations given by
\[
\begin{align*}
\dot{x}_1 &= x_2^2 - x_2^2 \\
\dot{x}_2 &= 2x_1x_2.
\end{align*}
\]
In this case $D_R(T) = \{ u \in \mathbb{R}^2 : u \not\in [T^{-1}, \infty) \}$ and again $x(t, u)$ does not explode if $u \in D_R(T)$ tends to $u_0 \in (T^{-1}, \infty)$. If we take real and imaginary part, then we obtain a 2-dimensional system of Riccati equations given by
\[
\begin{align*}
\dot{x}_1 &= x_2^2 - x_2^2 \\
\dot{x}_2 &= 2x_1x_2.
\end{align*}
\]
In this case $D_R(T) = \{ u \in \mathbb{R}^2 : u \not\in [T^{-1}, \infty) \}$ and again $x(t, u)$ does not explode if $u \in D_R(T)$ tends to $u_0 \in (T^{-1}, \infty)$. Note that the Riccati equations are of the form (3.3) (excluding the equation for $\psi_0$) with
\[
A^1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad A^2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad a = 0.
\]
However, they are not related to an affine diffusion where the state space has non-empty interior. Indeed, the corresponding diffusion matrix would be
\[
c(x) = \begin{pmatrix} x_1 & x_2 \\ x_2 & -x_1 \end{pmatrix},
\]
which is positive semi-definite if and only if $x = 0$.

In Lemma 4.2 below we derive a formula that relates solutions to Riccati equations to the expectation of the corresponding affine diffusion. This will turn out to be most useful in Proposition 4.4 to derive that $M(T) \subset D_R(T)$, which proves Theorem 3.7 (i).

Proposition 4.2. Consider the situation of Theorem 3.7. Define the non-negative function $k : E \times \mathbb{R}^p \to \mathbb{R}$ by
\[
k(x, y) = \frac{1}{2} y^\top c(x) y + \int (e^{y^\top z} - 1 - y^\top z) K(x, dz),
\]
for $x \in E$ and $y \in \mathbb{R}^p$. Then for all $x \in E$, $u \in \mathbb{R}^p$, $t < t_\infty(u)$ it holds that
\[
\psi_0(t, u) + \psi(t, u)^\top x = u^\top E_x X_t + \int_0^t k(E_x X_{t-s}, \psi(s, u)) ds,
\]
and $E_x X_t$ solves the linear ODE

\begin{equation}
\dot{x} = b(x), \quad x(0) = x.
\end{equation}

**Proof.** Fix $u \in \mathbb{R}^p$ and write $\psi(\cdot)$ instead of $\psi(\cdot, u)$. We can write the ODE for $(\psi_0, \psi)$ as an inhomogeneous linear ODE, namely

\[
\begin{pmatrix}
\dot{\psi}_0 \\
\dot{\psi}
\end{pmatrix} = A \begin{pmatrix}
\psi_0 \\
\psi
\end{pmatrix} + g,
\]

where we write $a$ for the $(p \times p)$-matrix with columns $a_i$, $i = 1, \ldots, p$ and $g = (g_0, g_1, \ldots, g_p)$ is the function given by

\[
g_i = \frac{1}{2} \psi^\top A_i \psi + \int (e^{\psi^\top z} - 1 - \psi^\top z) K^i(dz), \quad i = 0, \ldots, p.
\]

By an application of a variation of constants, the solution can be written as

\[
\begin{pmatrix}
\psi_0(t) \\
\psi(t)
\end{pmatrix} = e^{At} \begin{pmatrix}
0 \\
u
\end{pmatrix} + \int_0^t e^{A(t-s)} g(s) ds,
\]

which yields

\begin{equation}
\psi_0(t) + \psi(t)^\top x = \begin{pmatrix}
\psi_0(t) \\
\psi(t)
\end{pmatrix}^\top \begin{pmatrix}
1 \\
x
\end{pmatrix}
= \begin{pmatrix}
0 & u^\top
\end{pmatrix} e^{A^\top t} \begin{pmatrix}
1 \\
x
\end{pmatrix} + \int_0^t g(s) e^{A^\top(t-s)} \begin{pmatrix}
1 \\
x
\end{pmatrix} ds.
\end{equation}

Write $f(t, x)$ for the solution to the linear ODE (4.3) with $f(0, x) = x$. Then we have

\[
\begin{pmatrix}
y(t) \\
z(t)
\end{pmatrix} := e^{A^\top t} \begin{pmatrix}
1 \\
x
\end{pmatrix} = \begin{pmatrix}
1 \\
f(t, x)
\end{pmatrix}.
\]

Indeed, since

\[
\begin{pmatrix}
y \\
z
\end{pmatrix} = A^\top \begin{pmatrix}
y \\
z
\end{pmatrix} = \begin{pmatrix}
0 \\
a^0 y + az
\end{pmatrix},
\]

it holds that $y = 1$ and $\dot{z} = az + a^0 = b(z)$ with $z(0) = x$, whence $z(t) = f(t, x)$. Noting that

\[
g^\top \begin{pmatrix}
1 \\
x
\end{pmatrix} = \frac{1}{2} \psi^\top x c(x) \psi + \int (e^{\psi^\top z} - 1 - \psi^\top z) K(x, dz), \quad \text{for all } x \in E,
\]
and $E_x X_t \in E$ for all $x \in E$, $t \geq 0$, by convexity of $E$, we obtain (4.2) from (4.4) after we have shown that $E_x X_t = f(t, x)$. The latter follows from Lemma A.2, as it yields

$$E_x X_t = x + E_x \int_0^t (a^0 + a X_s) ds = \int_0^t (a^0 + a E_x X_s) ds.$$  

In the following we make use of the fact that for $c_n \in \mathbb{R}^p$ it holds that

$$(4.5) \quad \lim_{n \to \infty} \|c_n\| = \infty \Rightarrow \exists x \in \{-1, 1\}^p, \varepsilon > 0 : \limsup_{n \to \infty} \inf_{y \in B(x, \varepsilon)} c_n^T y = \infty.$$  

Indeed, if $\lim_{n \to \infty} \|c_n\| = \infty$, then there exists a subsequence $c_{n_k}$ such that all components $c_{n_k, i}$ are convergent in $[-\infty, \infty]$. In addition, one of them converges to either $+\infty$ or $-\infty$. Define $x \in \mathbb{R}^p$ by taking $x_i = -1$ if $c_{n_k, i} \to -\infty$ and $x_i = 1$ otherwise. Then obviously for $y \in B(x, \varepsilon)$ with $0 < \varepsilon < 1$ we have

$$\inf_{y \in B(x, \varepsilon)} c_{n_k}^T y \to \infty, \text{ as } k \to \infty.$$  

**Lemma 4.3.** Consider the situation of Theorem 3.7. Let $u \in \mathbb{R}^p$ and suppose $T := t_\infty(u) < \infty$. Then there exists $x \in E$ such that $E_x \exp(u^T X_T) = \infty$.

**Proof.** Without loss of generality we may assume that $\{-1, 1\}^p \subset E^\circ$ (thus by convexity also $0 \in E^\circ$). Since $\|\psi(t, u)\| \to \infty$ for $t \uparrow T$ and in view of (4.5), there exists a ball $B := B(x_0, \varepsilon) \subset E$ (with $x_0 \in \{-1, 1\}^p \subset E^\circ$, $\varepsilon > 0$) and a sequence $t_n \uparrow T$ such that

$$\inf_{y \in B} \psi(t_n, u)^T y \to \infty \text{ as } n \to \infty.$$  

Moreover, it holds that $\psi_0(t, u) \geq u^T E_0(X_t)$ for $t < T$ by Proposition 4.2. In particular we have $\liminf_{t \uparrow T} \psi_0(t, u) > -\infty$. Hence

$$\lim_{n \to \infty} \inf_{y \in B} (\psi_0(t_n, u) + \psi(t_n, u)^T y) = \infty.$$  

By right-continuity of $X$, it follows that

$$\lim_{n \to \infty} (\psi_0(t_n, u) + \psi(t_n, u)^T X_{T-t_n}) = \infty, \text{ } \mathbb{P}_{x_0}-\text{a.s.}$$
The Markov property and Theorem 3.5 give
\[ \text{E}_x \exp(u^\top X_T) = \text{E}_x \left( \text{E}_{X_{T-t}} \exp(u^\top X_t) \right) = \text{E}_x \exp(\psi_0(t, u) + \psi(t, u)^\top X_{T-t}), \]
for \( 0 \leq t < T, \ x \in E \). Applying the previous together with Fatou’s Lemma we get
\[
\text{E}_{x_0} \exp(u^\top X_T) = \liminf_{n \to \infty} \text{E}_{x_0} \exp(u^\top X_T)
\]
\[
= \liminf_{n \to \infty} \text{E}_{x_0} \exp(\psi_0(t_n, u) + \psi(t_n, u)^\top X_{T-t_n})
\]
\[
\geq \text{E}_{x_0} \liminf_{n \to \infty} \exp(\psi_0(t_n, u) + \psi(t_n, u)^\top X_{T-t_n}) = \infty.
\]

\[ \square \]

Proposition 4.4. Consider the situation of Theorem 3.7. Let \( T \geq 0 \). Then \( M(T) = D_R(T) \) and (3.2) holds for \( u \in M(T), \ t \leq T \).

Proof. In view of Theorem 3.5 it is sufficient to prove \( M(T) \subset D_R(T) \). Without loss of generality we may assume that \( \{-1, 1\}^p \subset \mathcal{E} \). Let \( u \in \mathbb{R}^p \) and suppose \( t_\infty(u) < \infty \). We need to show that for all \( T \geq t_\infty(u) \) there exists \( x \in E \) such that \( \text{E}_x \exp(u^\top X_T) = \infty \). Lemma 4.3 gives the result for \( T = t_\infty(u) \). Therefore, let \( T > t_\infty(u) \). Arguing by contradiction, assume \( \text{E}_x \exp(u^\top X_T) < \infty \) for all \( x \in E \). Then by Jensen’s inequality we have
\[
\text{E}_x \exp(\lambda u^\top X_T) \leq (\text{E}_x \exp(u^\top X_T))^\lambda \leq 1 + \text{E}_x \exp(u^\top X_T) < \infty,
\]
for all \( 0 \leq \lambda \leq 1, \ x \in E \). Let \( \lambda^* = \inf\{\lambda \geq 0 : \lambda u \not\in D_C(T)\} \). Note that \( 0 < \lambda^* \leq 1 \) and \( \lambda^* u \not\in D_C(T) \), since \( u \not\in D_C(T) \) and \( D_C(T) \) is an open neighborhood of 0. Considering \( \lambda^* u \) instead of \( u \), we may assume without loss of generality that \( \lambda^* = 1 \). In the following, we let \( u_n = \lambda_n u \), for arbitrary \( \lambda_n \in \{0, 1\} \) such that \( \lambda_n \uparrow 1 \) as \( n \to \infty \), so that \( u_n \in D_C(T) \) and \( u_n \to u \). We divide the proof into a couple of steps.

Step 1. If for some \( t \leq T \) and \( x \in E \) we have
\[
\lim_{n \to \infty} (\psi_0(t, u_n) + \psi(t, u_n)^\top x) = \infty,
\]
then \( \limsup_{n \to \infty} \|\psi(t, u_n)\| = \infty \). To prove this, suppose (4.7) holds for some \( t \leq T \), but \( \limsup_{n \to \infty} \|\psi(t, u_n)\| < \infty \). Then \( \lim_{n \to \infty} \psi_0(t, u_n) = \infty \) and (4.7) holds for all \( x \). Since \( u_n \in D_C(T) \subset D_C(t) \), the Markov property and Theorem 3.5 give
\[
\text{E}_x \exp(u_n^\top X_T) = \text{E}_x \left( \text{E}_{X_{T-t}} \exp(u_n^\top X_t) \right)
\]
\[
= \text{E}_x \exp(\psi_0(t, u_n) + \psi(t, u_n)^\top X_{T-t}).
\]
Fatou’s Lemma yields
\[
\infty = E_x \liminf_{n \to \infty} \exp(\psi_0(t, u_n) + \psi(t, u_n)^T X_{T-t})
\leq \liminf_{n \to \infty} E_x \exp(\psi_0(t, u_n) + \psi(t, u_n)^T X_{T-t}) = \liminf_{n \to \infty} E_x \exp(u_n^T X_T),
\]
which contradicts (4.6) as \( u_n = \lambda_n u \) with \( 0 \leq \lambda_n < 1 \).

Step 2. It holds that
\[
\limsup_{n \to \infty} \|\psi(t_\infty(u), u_n)\| = \infty.
\]
Indeed, since \( u_n \in D_\mathbb{C}(T) \subset D_\mathbb{C}(t_\infty(u)) \), Fatou’s Lemma together with Theorem 3.5 gives
\[
E_x \exp(u^T X_{t_\infty(u)}) \leq \liminf_{n \to \infty} E_x \exp(u_n^T X_{t_\infty(u)})
= \liminf_{n \to \infty} \exp(\psi_0(t_\infty(u), u_n) + \psi(t_\infty(u), u_n)^T x),
\]
for all \( x \in E \). In view of Lemma 4.3 there exists an \( x_0 \in E \) such that we have \( E_{x_0} \exp(u^T X_{t_\infty(u)}) = \infty \), whence
\[
\psi_0(t_\infty(u), u_n) + \psi(t_\infty(u), u_n)^T x_0 \to \infty, \quad \text{as} \quad n \to \infty.
\]
Step 1 yields (4.8).

Step 3. It holds that \( \limsup_{n \to \infty} \|\psi(T, u_n)\| = \infty \). To prove this, we show that there exists \( \varepsilon > 0 \) such that if \( \limsup_{n \to \infty} \|\psi(t_0, u_n)\| = \infty \) for some \( t_0 \in [t_\infty(u), T] \), then \( \limsup_{n \to \infty} \|\psi(t_1, u_n)\| = \infty \) for \( t_1 = T \wedge (t_0 + \varepsilon) \). By Step 2 and an iteration of the above implication, it follows that \( \limsup_{n \to \infty} \|\psi(T, u_n)\| = \infty \).

Write \( f(t, x) \) for the solution to the linear ODE (4.3) with \( f(0, x) = x \). By continuity of \( f \) and the assumption \( \{-1, 1\}^p \subset E_0 \), there exists \( \varepsilon > 0 \) such that \( f(-t, x) \in E \) for all \( x \in \{-1, 1\}^p, \ 0 \leq t \leq \varepsilon \). Let \( t_0 \in [t_\infty(u), T] \) and \( t_1 = T \wedge (t_0 + \varepsilon) \). Suppose \( \limsup_{n \to \infty} \|\psi(t_0, u_n)\| = \infty \). Then in view of (4.5), there exist \( x \in \{-1, 1\}^p \) and a subsequence of \( u_n \) (also denoted by \( u_n \)) such that
\[
\lim_{n \to \infty} \psi(t_0, u_n)^T x = \infty.
\]
As in the proof of Lemma 4.3 we have \( \liminf_{n \to \infty} \psi_0(t_0, u_n) > -\infty \). Hence
\[
\lim_{n \to \infty} (\psi_0(t_0, u_n) + \psi(t_0, u_n)^T x) = \infty.
\]
Since \( t_0 - t_1 \geq -\varepsilon \), we have \( y := f(t_0 - t_1, x) \in E \) and by the semi-group property of the flow it holds that
\[
E_y X_{t_1 - s} = f(t_1 - s, f(t_0 - t_1, x)) = f(t_0 - s, x) = E_x X_{t_0 - s}, \quad \text{for} \quad s \leq t_0.
\]
Let $k$ be the non-negative function given by (4.1). It follows from Proposition 4.2 that

$$
\psi_0(t_1, u_n) + \psi(t_1, u_n) \top y = u_n \top E_y X_{t_1} + \int_{t_1}^{t_0} k(E_y X_{t_1-s}, \psi(s, u_n)) \, ds
$$

\[\geq u_n \top E_y X_{t_1} + \int_{t_0}^{t} k(E_y X_{t_1-s}, \psi(s, u_n)) \, ds\]

\[= u_n \top E_y X_{t_1} + \int_{t_0}^{t} k(E_x X_{t_0-s}, \psi(s, u_n)) \, ds\]

\[= u_n \top (E_y X_{t_1} - E_x X_{t_0}) + \psi_0(t_0, u_n) + \psi(t_0, u_n) \top x ,\]

which tends to infinity as $n \to \infty$. Step 1 yields $\limsup_{n \to \infty} \|\psi(t_1, u_n)\| = \infty$.

**Step 4.** We are now able to conclude the proof. By Step 3 and (4.9) with $t_0 = T$, there is an $x \in \{-1, 1\}^p$ and a subsequence of $u_n$ (also denoted by $u_n$) such that

$$\lim_{n \to \infty} (\psi_0(T, u_n) + \psi(T, u_n) \top x) = \infty.$$

From (4.6) and Theorem 3.5 we obtain

$$1 + E_x \exp(u \top X_T) \geq E_x \exp(u_n \top X_T) = \exp(\psi_0(T, u_n) + \psi(T, u_n) \top x),$$

for all $n$. The right-hand side tends to infinity, whence $E_x \exp(u \top X_T) = \infty$, contrary to the assumption. \(\square\)

5. **Extending the validity to complex exponentials.** To show that $S(M(T)) \subset D_C(T)$ we need continuity of $x \mapsto E_x \exp(u \top X_T)$. We prove this first in the next lemma, together with some additional results needed in Section 6.

**Lemma 5.1.** Let $X$ be an affine jump-diffusion on $(D_E(0, \infty], F^X, (F^X_t, \mathbb{P})$ with differential characteristics $(b(X), c(X), K(X, dz))$ given by (3.1). Assume

(5.1) \[\int |z|^2 |K^i|(dz) < \infty, \text{ for all } i = 0, \ldots, p,\]

and let $u \in \mathbb{C}^p$ be such that $\sup_{x \in E} \Re u \top x < \infty$. Suppose there exists functions $\Psi_0 : [0, T) \mapsto \mathbb{C}$, $\psi : [0, T) \mapsto \mathbb{C}^p$ such that $\Psi_0(t) \neq 0$ for $t < T$ and

$$E_x \exp(u \top X_t) = \Psi_0(t) \exp(\psi(t) \top x) \text{ for all } x \in E, t < T.$$

Then there exists a function $\psi_0$ such that $\Psi_0(t) = \exp(\psi_0(t))$ and $(\psi_0, \psi)$ solve the system of generalized Riccati equations (3.3) on $[0, T)$. Moreover, $x \mapsto E_x \exp(u \top X_T)$ is continuous on $E$. 
**Proof.** Recall that $K$ is a transition kernel from $E$ to $F$ satisfying $F + E \subset E$. Iterating this relation yields $nF + E \subset E$ for all $n \in \mathbb{N}$. Since $\sup_{x \in E} \Re u^\top x < \infty$, it follows that $\Re u^\top z \leq 0$ for $z \in F$. Hence $f$ given by

$$f(x) = u^\top b(x) + \frac{1}{2} u^\top c(x) + \int (e^{u^\top z} - 1 - u^\top z) K(x, dz)$$

is well-defined and by Itô’s formula

$$\exp(u^\top X_t) - \int_0^t \exp(u^\top X_s)f(X_s)ds$$

is a local martingale. Therefore, there exists a sequence of stopping times $T_n \uparrow \infty$ such that

$$E_x \exp(u^\top X_{t\wedge T_n}) = \exp(u^\top x) + E_x \int_0^{t\wedge T_n} \exp(u^\top X_s)f(X_s)ds.$$ 

Note that $|\exp(u^\top X_s)f(X_s)| \leq C(1 + \sup_{s \leq t} |X_s|)$ for some $C > 0$. In view of Lemma A.2, we can apply the Dominated Convergence Theorem as well as Fubini’s Theorem to derive that

$$(5.2) \quad E_x \exp(u^\top X_t) = \exp(u^\top x) + \int_0^t E_x(\exp(u^\top X_s)f(X_s))ds.$$ 

By the same lemma together with the Dominated Convergence Theorem we get that $s \mapsto E_x(\exp(u^\top X_s)f(X_s))$ is continuous, as $X_s$ is right-continuous and quasi left-continuous. The Fundamental Theorem of Calculus yields that $t \mapsto E_x \exp(u^\top X_t)$ is continuously differentiable for all $x \in E$, which implies that $\Psi_0$ and $\psi_i$ are continuously differentiable in $t$. Define $\psi_0$ by

$$\psi_0(t) = \int_0^t \frac{\Psi_0'(s)}{\Psi_0(s)} ds, \quad t < T.$$ 

Then $\psi_0$ is also continuously differentiable and $\Psi_0(t) = \exp(\psi_0(t))$ (indeed, the quotient of the left- and right-hand side has derivative 0 and equality holds for $t = 0$, whence it holds for all $t$). Necessarily $(\psi_0, \psi)$ has to satisfy the generalized Riccati equations (3.3), in view of (3.6).

To show the second assertion we note that by (5.2) and the previous we have

$$E_x(\exp(u^\top X_t)f(X_t)) = \left. \frac{\partial}{\partial t} E_x \exp(u^\top X_t) \right|_{t=0} = (\dot{\psi}_0(t, u) + \dot{\psi}(t, u^\top x) \exp(\psi_0(t, u) + \psi(t, u^\top x)).$$
So \( x \mapsto E_x(\exp(u^\top X_t)f(X_t)) \) is continuous for \( t < T \). By Lemma A.2
and the Dominated Convergence Theorem we see that
\[
x \mapsto \int_0^T E_x(\exp(u^\top X_s)f(X_s))ds \text{ is continuous},
\]
whence \( x \mapsto E_x \exp(u^\top X_T) \) is continuous.

To extend the validity of the affine transform formula from real to complex
exponentials, we use the analyticity of the characteristic function and the
solutions to the Riccati equations. This is demonstrated in the next lemma,
which we apply in Proposition 5.3 below to derive the desired assertion.

**Lemma 5.2.** Consider the situation of Theorem 3.7. For \( t \geq 0 \), if \( U \subset S(M(t)) \cap D_C(t) \) is
connected and \( 0 \in U \), then (3.2) holds for all \( u \in U \).

**Proof.** By Proposition 4.4 equality (3.2) holds for \( u \in M(t) \). The left-
hand side of (3.2) as a function of \( u \) is analytic on \( S(M(t)) \) and the right-hand
side is analytic on \( D_C(t) \), see Proposition 3.6 (ii) and (iii). By assumption
and the fact that \( S(M(t)) \cap D_C(t) \) is an open neighborhood of \( 0 \) (since
\( M(t) = D_R(t) \) by Proposition 4.4 and \( D_C(t) \) is an open neighborhood of \( 0 \)
by Proposition 3.6 (ii)), there exists an open domain \( B \subset S(M(t)) \cap D_C(t) \)
containing the connected set \( U \cup M(t) \) (as \( M(t) \) is convex). It holds that
\( M(t) \), being an open set in \( \mathbb{R}^p \), is a set of uniqueness for \( B \), whence we can
extend the equality in (3.2) to \( u \in B \), in particular to \( u \in U \).

**Proposition 5.3.** Consider the situation of Theorem 3.7 and let \( T_0 > 0 \)
be arbitrary. Then \( S(D_R(T_0)) \subset D_C(T_0) \) and the affine transform formula
(3.2) holds for all \( u \in S(D_R(T_0)) \), \( t = T_0 \).

**Proof.** In view of Lemma 5.2 it suffices to show \( S(M(T_0)) \subset D_C(T_0) \).
We argue by contradiction. Suppose there exists \( u^* \in S(M(T_0)) \cap D_C(T_0)^c \).
We divide the proof into a couple of steps. In the following we write \([0,u]\)
for the line segment in \( \mathbb{C}^p \) with endpoints 0 and \( u \). For a function \( f \) we write
\( f([0,t]) \) for the path \( s \mapsto f(s), s \in [0,t] \). Furthermore, throughout we use
that (3.2) holds for \( u \in M(t) \), which follows from Proposition 4.4.

**Step 1.** There exists \( u_0 \in [0,u^*] \) such that
\[
\begin{align*}
[0,u_0] & \subset S(M(t)) \cap D_C(t), & \text{ for } t < T := t_\infty(u_0), \\
[0,u_0] & \subset S(M(T)) \cap D_C(T).
\end{align*}
\]
We prove this as follows. Since \( S(M(T_0)) \) is convex, the line from \([0, u^*]\) is contained in \( S(M(T_0)) \). Define
\[
\lambda_0 = \inf \{ \lambda \geq 0 : \lambda u^* \notin D_C(T_0) \}.
\]
Then \( 0 < \lambda_0 \leq 1 \), since \( D_C(T_0) \) is an open neighborhood of 0, by Proposition 3.6 (ii). Moreover, \( \lambda u^* \in D_C(T_0) \) for \( \lambda < \lambda_0 \) and \( \lambda_0 u^* \notin D_C(T_0) \). Take \( u_0 = \lambda_0 u^* \), \( T = t_{\infty}(u_0) \). Note that \( T \leq T_0 \), so \( D_C(T_0) \subset D_C(T) \). Then by the previous we have \( (0, u_0) \subset D_C(T_0) \subset D_C(T) \subset D_C(t) \), for \( t < T \). Moreover, \( u_0 \in D_C(t) \) for \( t < T = t_{\infty}(u_0) \). This yields the assertion.

**Step 2.** For all open \( B \subset E^o \) there exists \( x \in B \) such that \( E_x \exp(u_0^\top X_T) = 0 \). To see this, first note that \( \Re u_0 \in M(T) \subset M(t) \) for \( t \leq T \) and that (3.2) holds for \( u = \Re u_0 \). Therefore,
\[
E_x \exp(\Re u_0 X_t) = \exp(\psi_0(t, \Re u_0) + \psi(t, \Re u_0)^\top x) \\
\rightarrow \exp(\psi_0(T, \Re u_0) + \psi(T, \Re u_0)^\top x) = E_x \exp(\Re u_0 X_T) < \infty,
\]
for \( t \uparrow T \), \( x \in E \). By quasi-left continuity we have \( X_t \rightarrow X_T \), \( \mathbb{P}_x \)-a.s. Since \( |\exp(u_0^\top X_t)| \) is bounded by \( \exp(\Re u_0 X_t) \) (indeed it is equal), an extended version of the Dominated Convergence Theorem [17, Theorem 1.21] yields
\[
\lim_{t \uparrow T} E_x \exp(u_0^\top X_t) = E_x \exp(u_0^\top X_T),
\]
for all \( x \in E \). In particular
\[
\lim_{t \uparrow T} \exp(\psi_0(t, u_0) + \psi(t, u_0)^\top x) \text{ exists and is finite, for all } x \in E.
\]
Since \( T = t_{\infty}(u_0) \), we have \( \lim_{t \uparrow T} |\psi(t, u_0)| = \infty \), by Proposition 3.6 (i). It follows that for all open balls \( B \subset E^o \) there exists \( x \in B \) such that
\[
E_x \exp(u_0^\top X_T) = 0,
\]
as otherwise \( \lim_{t \uparrow T} (\psi_0(t, u_0) + \psi(t, u_0)^\top x) \) would be finite on some ball \( B \), which would give a finite limit for \( \psi(t, u_0) \), a contradiction.

**Step 3.** Fix \( 0 < \varepsilon < T \). There exists \( 0 < \delta < T - \varepsilon \) such that
\[
\psi([0, \varepsilon + \delta], u_0) \subset S(M(T - \varepsilon)).
\]

The proof is as follows. Step 1 together with Lemma 5.2 implies that (3.2) holds for \( u = u_0 \) and \( t < T \). Hence by Jensen’s inequality and the Markov
property we have for \( t < \varepsilon, x \in E \) that
\[
E_x \exp(\Re \psi_0(t, u_0) + \Re \psi(t, u_0)X_{T-\varepsilon}) = E_x |\exp(\psi_0(t, u_0) + \psi(t, u_0)\top X_{T-\varepsilon})| \\
= E_x |E_{X_{T-\varepsilon}} \exp(u_0\top X_t)| \\
\leq E_x E_{X_{T-\varepsilon}} \exp(\Re u_0\top X_t) \\
= E_x \exp(\Re u_0\top X_{T-\varepsilon+t}).
\]

Since \( \Re u_0 \in M(T) \subset M(T-\varepsilon) \) it follows that for \( t < \varepsilon, x \in E \) we have
\[
E_x \exp(\Re \psi(t, u_0)X_{T-\varepsilon}) \leq \exp(-\Re \psi_0(t, u_0))E_x \exp(\Re u_0\top X_{T-\varepsilon+t}) \\
= \exp(-\Re \psi_0(t, u_0) + \psi_0(T-\varepsilon + t, \Re u_0) \\
\quad + \psi(T-\varepsilon + t, \Re u_0)\top x).
\]

Fatou’s Lemma yields
\[
E_x \exp(\Re \psi(t, u_0)X_{T-\varepsilon}) \leq \liminf_{t \uparrow \varepsilon} E_x \exp(\Re \psi(t, u_0)X_{T-\varepsilon}) \\
\leq \exp(-\Re \psi_0(t, u_0) + \psi_0(T, \Re u_0) + \psi(T, \Re u_0)\top x) \\
< \infty,
\]
for all \( x \in E \). Hence \( \psi([0, \varepsilon], u_0) \subset S(M(T-\varepsilon)) \). Since \( S(M(T-\varepsilon)) \) is open and \( t \mapsto \psi(t, u_0) \) is continuous on \([0, T]\), the result follows.

**Step 4.** It holds that \( x \mapsto E_x \exp(u_0\top X_T) \) is not continuous. To show this, we argue by contradiction and assume it is continuous. Then we have \( E_x \exp(u_0\top X_T) = 0 \) for all \( x \in E \), by Step 2 and the fact that \( E = \overline{E^\circ} \). The Markov property gives
\[
0 = E_x \exp(u_0\top X_T) \\
= E_x E_{X_{T-\varepsilon}} \exp(u_0\top X_t) \\
= E_x \exp(\psi_0(t, u_0) + \psi(t, u_0)\top X_{T-\varepsilon}), \text{ for all } 0 \leq t < T, x \in E,
\]
so \( E_x \exp(\psi(t, u_0)\top X_{T-\varepsilon}) = 0 \) for all \( 0 \leq t < T, x \in E \). Fix \( 0 < \varepsilon < T \) and write \( v = \psi(\varepsilon, u_0) \) and \( s = T-\varepsilon \). By the semi-group property of the flow we have \( \psi(t, v) = \psi(t+\varepsilon, u_0) \) for \( t < s \), whence the previous yields
\[
E_x \exp(\psi(t, v)\top X_{s-t}) = 0, \text{ for all } 0 \leq t < s, x \in E.
\]
Let \( \delta \) be as in Step 3. Then \( E_x \exp(\psi(t, v)\top X_s) \) is well-defined for \( t \leq \delta, x \in E \). Applying the Markov property yields
\[
E_x \exp(\psi(t, v)\top X_s) = E_x E_{X_t} \exp(\psi(t, v)\top X_{s-t}) = 0, \text{ all } 0 \leq t \leq \delta, x \in E,
\]
THE AFFINE TRANSFORM FORMULA

Plugging back $v = \psi(\varepsilon, u_0)$ and $s = T - \varepsilon$ and using the semi-group property of the flow, we see that

\[(5.5)\quad \mathbb{E}_x \exp(\psi(t + \varepsilon, u_0) \top X_{T - \varepsilon}) = 0, \quad \text{for all } 0 \leq t \leq \delta, \quad x \in E.\]

Now fix $x \in E$. It holds that $u \mapsto \mathbb{E}_x \exp(u \top X_{T - \varepsilon})$ and $t \mapsto \psi(t, u_0)$ are analytic on $S(M(T - \varepsilon))$ respectively $[0, T)$, see Proposition 3.6 (ii) and (iii). Step 3 yields (5.3). Therefore, there exists an open domain $B \subset \mathbb{C}^p$ with $[0, \varepsilon + \delta] \subset B$ such that $\psi(z, u_0) \in S(M(T - \varepsilon))$ for $z \in B$. The composition of analytic functions is analytic, whence

$$z \mapsto \mathbb{E}_x \exp(\psi(z, u_0) \top X_{T - \varepsilon})$$

is analytic on $B$. Equation (5.5) yields it is zero on $[\varepsilon, \varepsilon + \delta]$, whence it is zero on the whole of $B$, as $[\varepsilon, \varepsilon + \delta]$ is a set of uniqueness for $B$. In particular it is zero for $z = 0$, i.e. $\mathbb{E}_x \exp(u_0 \top X_{T - \varepsilon}) = 0$. However, by Step 1 and Lemma 5.2 we have

$$\mathbb{E}_x \exp(u_0 \top X_{T - \varepsilon}) = \exp(\psi_0(T - \varepsilon, u_0) + \psi(T - \varepsilon, u_0) \top x) \neq 0,$$

a contradiction.

**Step 5.** It holds that $i\mathbb{R}^p \subset D_C(T)$ and the affine transform formula (3.2) holds for $u \in i\mathbb{R}^p$, $t = T$. Indeed, if $u^* \in i\mathbb{R}^p$, then also $u_0 \in i\mathbb{R}^p$, as $u_0 \in [0, u]$. Step 1 together with Lemma 5.2 yields (3.2) for $u = u_0$, $t < T$. However, Lemma 5.1 then gives that $x \mapsto \mathbb{E}_x(\exp(u_0 \top X_T))$ is continuous, which contradicts Step 2. Hence $i\mathbb{R}^p \subset D_C(T)$. By Lemma 5.2 again we get validity of (3.2) for $u \in i\mathbb{R}^p$, $t = T$.

**Step 6.** We conclude the proof by showing that $x \mapsto \mathbb{E}_x \exp(u \top X_T)$ is continuous for all $u \in S(M(T))$, which contradicts Step 2. Let $x_n \to x$, some $x_n, x \in E$. By Step 5 we have for all $u \in i\mathbb{R}^p$ that

$$\mathbb{E}_{x_n} \exp(uX_T) = \exp(\psi_0(T, u) + \psi(T, u) \top x_n)$$

$$\to \exp(\psi_0(T, u) + \psi(T, u) \top x) = \mathbb{E}_x \exp(uX_T),$$

as $n \to \infty$. Hence $\mathbb{P}_{x_n} \circ X_T^{-1} \to \mathbb{P}_x \circ X_T^{-1}$ weakly. By Skorohod’s Representation Theorem [17, Theorem 4.30] there exist random variables $Y_n, Y$ defined on a common probability space $(\Omega, \mathcal{F}, P)$ such that $P \circ Y_n^{-1} = \mathbb{P}_{x_n} \circ X_T^{-1}$, $P \circ Y^{-1} = \mathbb{P}_x \circ X_T^{-1}$ and $Y_n \to Y$, $P$-a.s. Now let $u \in S(M(T))$ be arbitrary. It holds that $|\exp(u \top Y_n)| = \exp(\Re u \top Y_n)$ and

$$\int \exp(\Re u \top Y_n) dP = \exp(\psi_0(T, \Re u) + \psi(T, \Re u) \top x_n)$$

$$\to \exp(\psi_0(T, \Re u) + \psi(T, \Re u) \top x) = \int \exp(\Re u \top Y) dP,$$
for \( n \to \infty \), since \( \Re u \in M(T) \). An extended version of the Dominated Convergence Theorem [17, Theorem 1.21] yields
\[
E_x \exp(u^\top X_T) = \int \exp(u^\top Y) dP \\
\to \int \exp(u^\top Y) dP = E_x \exp(u^\top X_T),
\]
for \( n \to \infty \), whence \( x \mapsto E_x \exp(u^\top X_T) \) is continuous. \( \square \)

6. Additional results for bounded exponentials. In this section we relax condition (3.7) of Theorem 3.7 on the exponential moments of the \( K^i \) and consider the validity of the affine transform formula when the left-hand side of (3.2) is uniformly bounded in \( t \) and \( x \) (which includes the characteristic function). The following theorem is the third main result of this paper.

**Theorem 6.1.** Suppose \( E \subset \mathbb{R}^p \) is closed convex with non-empty interior and let \( X \) be an affine jump-diffusion on \((D_E(0, \infty], \mathcal{F}^X, (\mathcal{F}^X_t), \mathbb{P})\) with differential characteristics \((b(X), c(X), K(X, dz))\) given by (3.1). Assume (5.1) and write \( U = \{ u \in \mathbb{C}^p : \sup_{x \in E} \Re u^\top x < \infty \} \). Then for all \( u \in U \) there exists a \( t_\infty(u) \in (0, \infty] \) and a solution \((\psi_0(\cdot, u), \psi(\cdot, u)) : [0, t_\infty(u)) \to \mathbb{C} \times \mathbb{C}^p\) to the system of generalized Riccati equations given by (3.3) and for all \( x \in E \) it holds that
\[
E_x \exp(u^\top X_T) = \begin{cases} 
\exp(\psi_0(t, u) + \psi(t, u)^\top x), & t \in [0, t_\infty(u)) \\
0, & t \in [t_\infty(u), \infty) 
\end{cases}
\]

**Proof.** For \( n \in \mathbb{N} \) define
\[
b^n(x) = b(x) + \int z(e^{-\frac{1}{2}z^2} - 1)K(x, dz), \quad K^n(x, dz) = e^{-\frac{1}{2}|z|^2}K(x, dz),
\]
and the operator \( A^n : C_c^\infty(E) \to C_0(E) \) by
\[
A^n f(x) = \nabla f(x) b^n(x) + \frac{1}{2} \text{tr} \left( \nabla^2 f(x) c(x) \right) \\
+ \int (f(x + z) - f(x) - \nabla f(x) z) K^n(x, dz).
\]
Then the affine martingale problem for \( A^n \) is well-posed by Proposition 3.4. Let \( Q^n_x \) be the solution for \((A^n, \delta_x)\) and write \( E^{n}_x \) for the expectation with respect to \( Q^n_x \). Since \( K^n \) satisfies (3.7), Theorem 3.7 yields
\[
E^{n}_x \exp(u^\top X_T) = \exp(\psi^n_0(t, u) + \psi^n(t, u)^\top x),
\]
for all $u \in U$, $x \in E$, $t \geq 0$, where $(\psi_0^n, \psi^n)$ satisfies (3.3) with $b$ and $K$ replaced by $b^n$ and $K^n$. Fix $x \in E$ arbitrarily and let (2.5) be the decomposition of $X$ under $\mathbb{P}_x$. By Proposition 3.4 it holds that $Q^n|x_{F_x} = L^n_t \cdot \mathbb{P}_x|x_{F_x}$ for all $t \geq 0$, where

$$L^n = \mathcal{E}((e^{-\frac{1}{3}|z|^2} - 1) * (\mu^X - \nu^X)) = \exp((1 - e^{-\frac{1}{3}|z|^2}) * \nu^X - \frac{1}{3}|z|^2 * \mu^X).$$

For all $u \in U$ there is a constant $C > 0$ such that $|\exp(u^\top X_t)L^n_t| \leq CL^n_t$. Since $E_xL^n_t = 1$ for all $n$ and $\lim_{n \to \infty}L^n_t = 1$, an extended version of the Dominated Convergence Theorem [17, Theorem 1.21] yields

$$\lim_{n \to \infty} E^n_x \exp(u^\top X_t) = \lim_{n \to \infty} E_x \exp(u^\top X_t)L^n_t = E_x \exp(u^\top X_t),$$

for all $t \geq 0, u \in U$. Since $x \in E$ was taken arbitrarily, this yields

$$E_x \exp(u^\top X_t) = \lim_{n \to \infty} \exp(\psi_0^n(t,u) + \psi^n(t,u)^\top x),$$

for all $u \in U$, $x \in E$, $t \geq 0$. If $E_x \exp(u^\top X_t) \neq 0$ for all $u \in U, x \in E, t \geq 0$, then $\lim_{n \to \infty} \psi^n_0(t,u)$ and $\lim_{n \to \infty} \psi^n(t,u)$ exist and are finite for all $t \geq 0, u \in U$, and the result follows from Lemma 5.1.

Suppose $E_{x_0} \exp(u^\top X_T) = 0$ for some $u \in U, T > 0, x_0 \in E$. We first show that then $E_x \exp(u^\top X_T) = 0$ for all $x \in E^\circ$. If $\limsup_{n \to \infty} |\Re\psi^n(T,u)| < \infty$, then necessarily $\limsup_{n \to \infty} \Re\psi^n_0(T,u) = -\infty$ and the assertion follows immediately. Otherwise, there exists a subsequence of $\psi^n$ (also denoted by $\psi^n$) and an $i \in \{1, \ldots, p\}$ such that

$$\lim_{n \to \infty} \Re\psi^n_0(T,u) = \pm \infty.$$

Then if there exists $x \in E^\circ$ such that

$$\liminf_{n \to \infty}(\Re\psi^n_0(T,u) + \Re\psi^n(T,u)^\top x) > -\infty,$$

then $y$ with $y_j = x_j$ for $j \neq i$ and $y_i = x_i \pm \varepsilon$ for some small $\varepsilon > 0$ satisfies

$$\liminf_{n \to \infty}(\Re\psi^n_0(T,u) + \Re\psi^n(T,u)^\top y) = \infty.$$

This is impossible, since $E_y \exp(u^\top X_T)$ is finite.

Thus $E_x \exp(u^\top X_T) = 0$ for all $x \in E^\circ$. Let $t_\infty(u)$ be given by

$$t_\infty(u) = \inf\{t \geq 0 : E_x \exp(u^\top X_t) = 0 \text{ for some } x \in E\}.$$

Then $t_\infty(u) > 0$. Indeed, otherwise for all $t > 0$ there exists $x \in E$ and $s < t$ such that $E_x \exp(u^\top X_s) = 0$. But then for all $t > 0$ there exists
s < t such that \( E_x \exp(u^\top X_s) = 0 \) for all \( x \in E^o \), in view of the previous. Right-continuity of \( t \mapsto X_t \) in 0 yields \( \exp(u^\top x) = 0 \) for all \( x \in E^o \), which is absurd.

Note that \( E_x \exp(u^\top X_{t_{\infty}(u)}) = 0 \) for all \( x \in E^o \), as \( X \) is right-continuous. For \( t < t_{\infty}(u) \) we have existence of finite limits for \( \psi_0^i(t, u) \) and \( \psi^s(t, u) \).

Lemma 5.1 yields (3.2) where \( (\psi_0, \psi) \) are solutions to the generalized Riccati equations for \( t < t_{\infty}(u) \). In addition it implies that \( x \mapsto E_x \exp(u^\top X_{t_{\infty}(u)}) \) is continuous, whence we have \( E_x \exp(u^\top X_{t_{\infty}(u)}) = 0 \) for all \( x \in E \). Applying the Markov property we see that for \( t \geq t_{\infty}(u) \) it holds that

\[
E_x \exp(u^\top X_t) = E_x E_{X_{t_{\infty}(u)}} \exp(u^\top X_{t_{\infty}(u)}) = 0,
\]

which concludes the proof. \( \square \)

Under analyticity of the Riccati functions \( R_i \), we can sharpen the assertion in Theorem 6.1.

**Theorem 6.2.** Consider the situation of Theorem 6.1. Assume there exists an open domain \( B \supset U \) such that

\[
\int_{\{|z| > 1\}} e^{\sum_{i=0}^p K_i^\top |z|^i} \, dz < \infty, \text{ for all } k \in B \cap \mathbb{R}^p, i = 0, \ldots, p.
\]

Then \( t_{\infty}(u) = \infty \) and (3.2) holds for all \( u \in U, t \geq 0 \). In particular, \( X \) is a regular affine process.

**Proof.** We argue as in Proposition 5.3, Step 4. Let \( u_0 \in U \) and suppose \( T := t_{\infty}(u_0) < \infty \). For \( t < T \), \( u = u_0 \) we have (3.2), which implies that \( \psi(t, u_0) \in U \), as \( E_x \exp(u_0^\top X_t) \) is bounded in \( x \). Similar as in (5.4) we deduce that \( E_x \exp(\psi(t, u_0)^\top X_{T-t}) = 0 \) for all \( 0 \leq t < T \), \( x \in E \). Fix \( 0 < \varepsilon < T \) and write \( v = \psi(\varepsilon, u_0) \) and \( s = T - \varepsilon \). We have \( \psi(t, v) \in U \), so \( E_x \exp(\psi(t, v)X_s) \) is well-defined for \( t < s, x \in E \). By the same argument as in Step 4 of Proposition 5.3, we get (5.5), with \( \delta < T - \varepsilon \). Since \( \psi(t, u_0) \in U \subset B \) for all \( t < T \) and \( R_i \) given by (3.4) is analytic on \( B \), it follows by standard ODE results (e.g. [7, Theorem 10.4.5]) that \( t \mapsto \psi(t, u_0) \) is analytic on \( [0, T) \). Moreover, for all \( u \in B \) there exists a solution \( (\psi_0, \psi) \) to (3.3) on a non-empty interval \([0, t_{\infty}(u)]\) with

\[
t_{\infty}(u) = \lim_{n \to \infty} \inf\{t \geq 0 : \psi(t, u) \in \partial B \text{ or } |\psi(t, u)| \geq n\},
\]

and

\[
D(t) = \{u \in B : t < t_{\infty}(u)\}.
\]
is an open set containing $U$, for all $t \geq 0$, see [1, Theorems 7.6 and 8.3]. Theorem 3.5 implies that (3.2) holds for $u \in D(t) \cap \mathbb{R}^p$ for all $t \geq 0$. By Proposition 3.6 (iii) we obtain that $u \mapsto \mathbb{E}_x \exp(u^T X_t)$ is analytic on $U$ for $x \in E$, for all $t \geq 0$. It follows that $\mathbb{E}_x \exp(\psi(t,u_0)^T X_{T-t})$ is analytic in $t$. Since it is zero on $[\varepsilon, \varepsilon + \delta]$, it is zero everywhere, in particular it is zero at $t = 0$. This contradicts the fact that $T - \varepsilon < t_\infty(u_0)$.

6.1. Infinite divisibility. As a corollary of Theorem 6.1 we obtain a sufficient criterium for infinite divisibility of an affine jump-diffusion with a general closed convex state space.

**Theorem 6.3.** Consider the situation of Theorem 6.1. Suppose for all $n \in \mathbb{N}$ it holds that

\[(a^i, nA^i, \frac{1}{n}K^i(\frac{1}{n} \, \mathrm{d}z))_{0 \leq i \leq p}\]

is an admissable parameter set. Then $\mathbb{P}_x \circ X_t^{-1}$ is infinitely divisible for all $t \geq 0$, $x \in E$. Consequently, $t_\infty(u) = \infty$ and (3.2) holds for all $u \in U$, $t \geq 0$.

**Proof.** Let $(\psi_0, \psi)$ be the solution to the Riccati equations as given in Theorem 6.1. Define $\psi^n_i = \frac{1}{n} \psi_i$, for $i = 0, \ldots, p$. Then $(\psi^n_0, \psi^n)$ solve the system of Riccati equations corresponding to an affine jump-diffusion with parameter set (6.1). Let $\mathbb{P}_x^n$ be the solution of the associated affine martingale problem with initial condition $\delta_x$ and write $\mathbb{E}_x^n$ for the expectation with respect to this probability measure. From Theorem 6.1 it follows that

\[\left(\mathbb{E}_x \exp(uX_t)\right)^{1/n} = \mathbb{E}_x^n \exp(uX_t),\]

for all $x \in E$, $u \in U$. In particular it holds for $u \in i \mathbb{R}^p$, which yields the result. $\square$

6.2. Self-dual cone. We can strengthen the conditions of Theorem 6.2 in case $E$ is a self-dual cone. Recall that $E$ is a self-dual cone with respect to an inner product $\langle \cdot, \cdot \rangle$ if

\[E = \{ x \in \mathbb{R}^p : \langle x, y \rangle \geq 0 \text{ for all } y \in E \}.\]

In that case we also have

\[E^o = \{ x \in \mathbb{R}^p : \langle x, y \rangle > 0 \text{ for all } y \in E \setminus \{0\} \}.\]

For $x, y \in \mathbb{R}^p$ we write $x \preceq y$ if $y - x \in E$ and $x < y$ if $y - x \in E^o$. An inner product on $\mathbb{R}^p$ can always be written as $\langle x, y \rangle = x^T M y$ for some positive
definite matrix $M$. By applying the linear transformation $x \mapsto M^{1/2}x$ on the state space $E$, we may assume without loss of generality that the underlying inner product is the usual Euclidean inner product and we write $x^\top y$ instead of $\langle x, y \rangle$.

Part of the following proposition extends [20, Proposition 3.4] and [4, Lemma 3.3] from the state spaces $\mathbb{R}^p_+$ and $S^p_+$ to general self-dual cones. We adapt their proofs slightly by using the analyticity of $t \mapsto \psi_i(t, u)$ in a neighborhood of 0 for $u \in -E^o$, which is a consequence of Theorem 6.1.

**Proposition 6.4.** Consider the situation of Theorem 6.1. Assume the state space $E$ is a self-dual cone and in addition assume $E^o \subset \{x \in \mathbb{R}^p : \Phi(x) > 0\}$ and $\partial E \subset \{x \in \mathbb{R}^p : \Phi(x) = 0\}$, for some analytic function $\Phi : \mathbb{R}^p \to \mathbb{R}$. Then for $U = -E + i\mathbb{R}^p$ it holds that

1. $\psi_0(t, u) \leq \psi_0(t, v)$ and $\psi(t, u) \leq \psi(t, v)$ for $u \leq v$ with $u, v \in RU$, $t \geq 0$;
2. $\psi(t, u) \in RU^o$ for all $u \in RU^o$, $t \geq 0$;
3. $t_\infty(u) = \infty$ for $u \in U^o$ and $\psi(t, u) \in U^o$ for all $u \in U^o$, $t \geq 0$;

**Remark 6.5.** Examples of such state spaces are $\mathbb{R}^p_+$, $\vech(S^p_+)$ (with inner product $\langle x, y \rangle = \text{tr} (\vech^{-1}(x)\vech^{-1}(y))$) and the Lorentz cone $\{x \in \mathbb{R}^p : x_1 \geq (\sum_{i=2}^p x_i^2)^{1/2}\}$. The analytic function $\Phi(x)$ can be chosen to be respectively $\Phi(x) = \prod_{i=1}^p x_i$, $\Phi(x) = \det(\vech^{-1}(x))$ and $\Phi(x) = x_1^2 - \sum_{i=1}^p x_i^2$.

**Proof.** If $u \leq v$ with $u, v \in RU$, then $u^\top x \leq v^\top x$ for all $x \in E$. Hence

$$E_x \exp(u^\top X_t) \leq E_x \exp(v^\top X_t), \text{ for all } x \in E, t \geq 0.$$ 

Since the affine transform formula is valid for $u \in RU$ by Theorem 6.1, it follows that

$$\psi_0(t, u) + \psi(t, u)^\top x \leq \psi_0(t, v) + \psi(t, v)^\top x, \text{ for all } x \in E, t \geq 0.$$ 

Taking $x = nx_0$ with $x_0 \in E \setminus \{0\}$, $n \in \mathbb{N}$ and letting $n$ tend to infinity, we obtain the first assertion.

We prove the second assertion from an argument by contradiction. Suppose $u_0 \in RU^o$ and suppose

$$t := \inf\{s > 0 : \psi(s, u_0) \not\in RU^o\} < \infty.$$ 

Then $\psi(t, u_0) \in \partial E$, so $\psi(t, u_0)^\top x_0 = 0$ for some $x_0 \in E$. If $u_0 \leq v$, then $\psi(t, u_0) \leq \psi(t, v)$ by the first assertion and since $\psi(t, v) \in -E$ we have
ψ(t, u₀)ᵀ x ≤ ψ(t, v)ᵀ x ≤ 0 for all x ∈ E. Hence ψ(t, v)ᵀ x₀ = 0 and ψ(t, v) ∈ \partial E. Thus we have

Φ(ψ(t, v)) = 0, for all v ≥ u₀.

It holds that \{v ∈ RU₀ : v ≥ u₀\} is a set of uniqueness. Moreover, u ↦ Eₓ exp(uᵀ Xₜ) is analytic on \(U^₀\) for all x ∈ E, by Proposition 3.6 (iii). This implies that u ↦ ψ(t, u) is analytic on \(RU^₀\). It follows that

Φ(ψ(t, u)) = 0, for all u ∈ RU.

In particular (take u = ψ(s, u₀)) we have

Φ(ψ(t + s, u₀)) = Φ(ψ(t, ψ(s, u₀))) = 0, for all s > 0.

Let ε > 0 be such that ψ(s, u) ∈ RU₀ for −ε < s < ε. Then s ↦ ψ(s, u) is analytic on \((-ε, ε)\) in view of (3.3) and the analyticity of (3.4). Hence s ↦ Φ(ψ(t + s, u)) is analytic on \((-ε, ε)\) and it follows that it is zero on this interval, as it is zero on \([0, ε)\). This contradicts ψ(s, u₀) ∈ RU₀ for s < t.

For the third assertion, let u ∈ U₀. Then

\[
\exp(\Reψ₀(t, u) + \Reψ(t, u)ᵀ x) = |Eₓ(\exp(uᵀ Xₜ))| \\
≤ Eₓ(\exp(\Re uᵀ Xₜ) \\
= \exp(ψ₀(t, \Re u) + ψ(t, \Re u)ᵀ x),
\]

for all x ∈ E, t < t∞(u). Take x₀ ∈ E\{0\} and x = nx₀ for n ∈ N and let n tend to infinity. Then the right-hand side of the above display tends to zero, which implies \(\Reψ(t, u)ᵀ x < 0\) for all x ∈ E\{0\}, i.e. \(ψ(t, u) ∈ U^₀\). The proof of t∞(u) = ∞ goes along the same lines as the proof of Theorem 6.2.

**Corollary 6.6.** Consider the situation of Proposition 6.4. Write K for the vector of signed measures Kᵢ, i = 1, \ldots, p, let L_u = \{z ∈ E : uᵀ z ≠ 2kπ, for all k ∈ Z\} and assume K(L_u) > 0 for all u ∈ \(\Re^p\). Then t∞(iu) = ∞ for all u ∈ \(\Re^p\), whence X is a regular affine process in the sense of Definition 3.1.

**Proof.** For u = 0 there is nothing to prove. Let u ∈ \(\Re^p\)\{0\} be arbitrary. It suffices to prove ψ(0, iu) ∈ U₀. Indeed, by continuity we then have ψ(t, iu) ∈ U₀ for t > 0 small enough. Hence ψ(t, iu) = iu + \(\int_0^t ψ(s, iu)ds ∈ U^₀\) for t > 0 small enough. The result then follows from Proposition 6.4.

We first show that c(x) − A₀ is positive semi-definite and K(dz)ᵀ x is a positive measure, for all x ∈ E. Since E is a cone we have nx ∈ E, for all n ∈ N, x ∈ E. We can write

\[
c(nx) = A₀ + n(c(x) − A₀), \quad K(nx, dz) = K₀(dz) + nK(dz)ᵀ x.
\]
Since \( c(x) \) is positive semi-definite and \( K(x, dz) \) is a positive measure for all \( x \in E \), we have the same properties for \( c(x) - A^0 \) respectively \( K(dz)^\top x \), in view of the above display.

Next we note that \( \int (\cos(u^\top z) - 1)K(dz) < 0 \). Indeed, by the assumption \( K(L_u) > 0 \) and the fact that \( f(z) := \cos(u^\top z) - 1 < 0 \) for \( z \in L_u \) we have

\[
\int f(z)K(dz)^\top x = \int_{E\setminus L_u} f(z)K(dz)^\top x + \int_{L_u} f(z)K(dz)^\top x < 0,
\]

for \( x \in E\setminus\{0\} \).

Now let \( x \in E\setminus\{0\} \) be arbitrary. Then the previous together with (3.4) yields

\[
\Re \dot{\psi}(0, iu)^\top x = -\frac{1}{2} u^\top (c(x) - A^0)u + \int (\cos(u^\top z) - 1)K(dz)^\top x < 0,
\]

whence \( \Re \dot{\psi}(0, iu)^\top < 0 \), as we needed to show.

**APPENDIX A**

**Proof of Remark 2.2 part 2.** Let \( f_k \) be a sequence in \( C_\infty^c \) with \( 0 \leq f_k \leq 1 \) and \( f_k = 1 \) on the ball with center 0 and radius \( k \). We define

\[
\mathcal{C} = \{ f \in C_\infty^c(E) : f(x) = \cos(u^\top x)f_k(x) \text{ or } f(x) = \sin(u^\top x)f_k(x), \text{ for some } u \in \mathbb{Q}, k \in \mathbb{N} \}.
\]

Then \( P \) is a solution of the martingale problem for \( A \) on \( \Omega \) if and only if

\[
f(X_t) - f(X_0) - \int_0^t Af(X_s)ds
\]

is an \((\mathcal{F}_t^X, \mathbb{P})\)-martingale for all \( f \in \mathcal{C} \). Indeed, suppose the latter holds, then following the proof of [3, Proposition 3.2] we deduce that

\[
f(X_t) - f(X_0) - \int_0^t \nabla f(X_s)b(X_s) + \frac{1}{2} \text{tr} (\nabla^2 f(X_s)c(X_s))
\]

\[
+ \int (f(X_s + z) - f(X_s) - \nabla f(X_s)z)K(X_s, dz)ds
\]

is an \((\mathcal{F}_t^X, \mathbb{P})\)-local martingale for \( f(x) = e^{iu^\top x} \), for all \( u \in \mathbb{Q}^p \), whence for all \( u \in \mathbb{R}^p \) by dominated convergence. [16, Theorem II.2.42] yields that \( \mathbb{P} \) is a solution of the martingale problem for \( A \) on \( \Omega \).

Applying [11, Theorem 4.4.6] to the operator \( A|_\mathcal{C} \) gives that \( x \mapsto \mathbb{P}_x(B) \) is measurable for all Borel sets \( B \), i.e. \((\mathbb{P}_x)_{x \in E}\) is a transition kernel. We
note that although we don’t have well-posedness for all initial values in the sense of [11, Theorem 4.4.6], the assertion in that theorem still holds under the weaker assumption of well-posedness for degenerate initial distributions. This is a consequence of the fact that the set \( \{ P \in \mathcal{P}(E) : P \text{ is degenerate} \} \) is measurable with respect to the Borel \( \sigma \)-algebra induced by the Prohorov metric (in fact, it is even a closed set).

Following the last part of the proof of [17, Theorem 21.10] we see that \( \mathbb{P}_\lambda := \int \mathbb{P}_x \lambda(dx) \) is the unique solution for \((A, \lambda)\). The strong Markov property is a consequence of [11, Theorem 4.4.2(c)].

**Lemma A.1.** Let \( A \) and \( \tilde{A} \) be given by (2.3) and (2.8) and assume (2.1), (2.2), (2.6) and (2.7). Then for all \( f \in C_c^\infty(E) \) it holds that \( A f \in B(E) \) and \( \tilde{A} f \in C_0(E) \).

**Proof.** Take \( f \in C_c^\infty(E) \) with \( f(x) = 0 \) for \( |x| > M \), some \( M > 0 \). Then for \( |x| > M + 1 \) it holds that

\[
|Af(x)| = \left| \int f(x + z)K(x, dz) \right|
\leq \|f\|_\infty \int_{\{|z|>|x|-M\}} |z|^q/(|x|-M)^q K(x, dz)
\leq \|f\|_\infty C(1 + |x|)^q/(|x|-M)^q,
\]

which is bounded for \( x \geq M + 1 \). Hence \( Af \in B(E) \) and likewise one can show that \( \tilde{A} f \to 0 \) if \( |x| \to \infty \). It remains to show that \( \tilde{A} f \) is continuous. Write \( g(x) = f(x + z) - f(x) - \nabla f(x)z \) and

\[
\int g(x)\tilde{K}(x, dz) - \int g(y)\tilde{K}(y, dz) = \int (g(x) - g(y))\tilde{K}(x, dz)
+ \int g(y)(\tilde{K}(x, dz) - \tilde{K}(y, dz)).
\]

The integrand of the first term on the right-hand side equals (where \( f_{ijk} \) is short-hand notation for \( \partial_i \partial_j \partial_k f \))

\[
\sum_{i,j,k} \int_0^1 \int_0^1 \int_0^1 f_{ijk}((1-u)y + ux + sz)(x_i - y_i)s t z_j z_k \, du \, ds \, dt \, 1_{\{|z| \leq 1\}}
+ \sum_{i,j} \int_0^1 \int_0^1 (f_{ij}((1-t)y + tx + sz)
- f_{ij}((1-t)y + tx))(x_i - y_i)st z_j \, ds \, dt \, 1_{\{|z| > 1\}},
\]
whence its integral tends to zero for \( x \to y \) since \( \int (|z|^2 \wedge |z|) \tilde{K}(. , dz) \) is bounded on compacta. The integrand in the second term on the right-hand side can be bounded by a constant times \( |z|^2 \wedge |z| \), whence the integral tends to zero by weak continuity of \( x \mapsto (|z|^2 \wedge |z|) \tilde{K}(x,dz) \). It now easily follows that \( \tilde{A}f \) is continuous.

**Lemma A.2.** Let \( \Omega = D_E[0, \infty) \) and suppose \( X \) is a special jump-diffusion on \( (\Omega,F^X,\{F^X_t\},\mathbb{P}) \) with decomposition (2.5) and differential characteristics \( (b(X)1_{[0,\tau]}, c(X)1_{[0,\tau]}, K(X, dz)1_{[0,\tau]}) \) for some \( (F^X_t) \)-stopping time \( \tau \). Assume \( \mathbb{E}|X_0|^2 < \infty \) and

\[
|b(x)|^2 + |c(x)| + \int |z|^2 K(x, dz) \leq C(1 + |x|^2), \text{ for some } C > 0, \text{ all } x \in E.
\]

Then for all \( T \geq 0 \) it holds that

\[
\mathbb{E}\sup_{t \leq T} |X_t|^2 \leq (4\mathbb{E}|X_0|^2 + C(T))e^{C(T)T},
\]

with \( C(T) \) a constant depending on \( C \) and \( T \). In addition, \( X^c \) and \( z*(\mu^X - \nu^X) \) are proper martingales.

**Proof.** Define stopping times \( T_n = \inf\{t \geq 0 : |X_t| \geq n \text{ or } |X_{t-}| \geq n\} \).

It holds that

\[
\langle X^c \rangle^T_{T_n} = \int_0^{t \wedge T_n} c(X_s)1_{[0,\tau]}(s)ds
\]

and

\[
\langle z*(\mu^X - \nu^X) \rangle^T_{T_n} = \int_0^{t \wedge T_n} \int |z|^2 K(X_s, dz)1_{[0,\tau]}(s)ds
\]

have finite expectation, as they are bounded. This yields that both \( (X^c)^T_{T_n} \) and \( z*(\mu^X - \nu^X)^T_{T_n} \) are martingales, by [16, Proposition I.4.50]. For \( t \geq 0 \) write \( ||X||_t = \sup_{s \leq t} |X_s| \) and let \( T > 0 \) be fixed. Then it holds that

\[
\frac{1}{T}||X^\tau ||_T^2 \leq |X_0|^2 + \sup_{t \leq T} \left| \int_0^t b(X_s)1_{[0,\tau \wedge T_n]}(s)ds \right|^2 + \sup_{t \leq T} |X^c_{t \wedge T_n}|^2
\]

Cauchy-Schwarz gives

\[
\sup_{t \leq T} \left| \int_0^t b(X_s)1_{[0,\tau \wedge T_n]}(s)ds \right|^2 \leq T \int_0^T |b(X_s)|^2 1_{[0,\tau \wedge T_n]}(s)ds
\]

\[
\leq CT \int_0^T (1 + ||X^\tau ||_T^2)ds.
\]
Doob's inequality gives
\[
E \sup_{t \leq T} |X^c_{t \wedge T_n}|^2 \leq 4E(X^c_{t \wedge T_n})^2 \leq 4E \int_0^T c(X_s) 1_{[0,\tau \wedge T_n]} ds
\]
\[
\leq 4C \int_0^T (1 + E\|X^{T_n}\|_2^2) ds
\]
and
\[
E \sup_{t \leq T} |1_{[0,T_n]} \ast (\mu^X - \nu^X)_t|^2 \leq 4E \int_0^{T \wedge \tau \wedge T_n} \int |z|^2 \nu^X(ds,dz)
\]
\[
\leq 4C \int_0^T (1 + E\|X^{T_n}\|_2^2) ds,
\]
It follows that for \( t \leq T \) we have
\[
E\|X^{T_n}\|_2^2 \leq 4|X_0|^2 + C'(T)(1 + \int_0^t E\|X^{T_n}\|_2^2 ds),
\]
with \( C'(T) \) a constant depending on \( C \) and \( T \). Since
\[
E\|X^{T_n}\|_2^2 \leq E|X_0|^2 + n^2 + E|\Delta X_{T \wedge T_n}|^2
\]
\[
\leq E|X_0|^2 + n^2 + E \int_0^{T \wedge T_n} \int |z|^2 \mu^X(dt,dz)
\]
\[
= E|X_0|^2 + n^2 + E \int_0^{T \wedge T_n} \int |z|^2 \nu^X(dt,dz)
\]
\[
\leq E|X_0|^2 + n^2 + C E \int_0^{T \wedge T_n} (1 + |X_s|^2) ds < \infty,
\]
Grownwall’s lemma yields
\[
E\|X^{T_n}\|_2^2 \leq (4E|X_0|^2 + C(T)) e^{C(T)T}.
\]
for some constant \( C(T) \) depending on \( C \) and \( T \). Let \( n \to \infty \), then the left-hand side converges by the Monotone Convergence Theorem to \( E\|X\|_2^2 \), which is bounded by the right-hand side. This yields the first assertion of the lemma. The second assertion is an immediate consequence in view of [16, Proposition I.4.50], since
\[
\langle X^c \rangle_t = \int_0^{t \wedge \tau} c(X_s) ds \quad \text{and} \quad \langle z \ast (\mu^X - \nu^X) \rangle_t = \int_0^{t \wedge \tau} \int |z|^2 K(X_s, dz) ds
\]
have finite expectation due to the growth-condition (A.2) and the derived moment inequality for \( |X_t|^2 \). □
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