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Abstract

The collective behaviour, in respect of stochastic resonance, has been studied in globally coupled oscillators (with fractional-order intrinsic and external damping), driven by a sinusoidal force which is either noise-free or noise-modulated, and subjected to multiplicative quadratic asymmetric dichotomous or symmetric trichotomous noise perturbing the potential parameter, the coupling factor and the local drift force. The influence of coupling between the heat bath and the applied force has been included through a simple model. The effect of variation in mass, friction and potential parameters on the output amplitude gains as function of noise-intensity, has been meticulously investigated for both types of noise and the exponents governing the dependence of collective SR peak amplitude on the three oscillator parameters have been determined and analysed. The special case arising from the zero value of the potential parameter, which implies rectilinear motion of the system particles in the absence of fluctuations, has been dealt with under the influence of the second-order asymmetric dichotomous noise and stochastic resonance has been found to occur at justifiably quite low frequencies of the external force. This brings out the importance of nonlinear term in this coloured noise, for which this phenomenon is unique. The accuracy of the analytical results has been substantiated through numerical simulations.
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1. Introduction

Random fluctuations are inherent in the physical, chemical, and biological systems and their effects become noticeable when the size of the system is microscopic or smaller, or it is out of equilibrium. To begin with, these were believed to be detrimental and hence nuisance and, therefore, were christened noise. Depending on whether the value of the time-autocorrelation function for the model used for noise as a random process is zero or non-zero, these are classified as white noise and coloured noise. The continued thorough theoretical as well as experimental investigations have established that both these types of noise can make constructive contribution to the behaviour of various systems. It is well established that the coloured noise is more realistic and physically useful, and, as such, its realizations - dichotomous and trichotomous noises have drawn lot of attention for theoretical modelling. Though the term noise continues to be used, yet a variety of its counterintuitive effects have been well recognized and find remarkable applications in a multitude of scientific disciplines [see, e.g., 1]. One such widely studied topic, where random fluctuations are exploited in a beneficial manner, is the stochastic resonance with its different variants.

The term stochastic resonance (SR) was coined in 1981, when its underlying idea was used to suggest a probable model to describe the almost periodically recurrent ice ages on the earth. This phenomenon represents the situation where presence of noise helps in enhancing the response of a system to a weak applied temporally periodic force and makes the dependence of the output on parameters of the noise as well as of the system and the driving force to be nonmonotonic. For the initial 15 years or so, the concept continued to be essentially inconspicuous and was being studied in the nonlinear systems subjected to additive white noise and periodic signal. However, the findings that SR can play an important role in noisy biological systems and that it can be obtained through synergism between multiplicative coloured noise and linear systems, provided this a much-needed nourishment leading to its reasonably fast development. Presently, this phenomenon finds applications in numerous diverse research pursuits in physics, chemistry, biology, medical science particularly neuroscience, materials science, climatology,
engineering, financial management, etc [2–10]. Interestingly, a significant amount of theoretical efforts in studying SR has been directed at investigations in the noisy oscillators – harmonic as well as bistable.

It may be mentioned that the oscillators described in terms of integer-order derivatives account for instantaneous aspects and do not take care of memory effects associated with the system as found to occur when the surroundings are colloidal glasses, dense polymer solutions, viscoelastic media, disordered semiconductors, magneto-rheological fluids, etc. In order to understand the behaviour of such systems, non-integer time-derivatives are used and the quantities corresponding to usual velocity and acceleration become fractional velocity and fractional acceleration, respectively [11,12]. The terms containing these in the equation describing the time-evolution of the system are known as fractional-order external damping and fractional-order intrinsic damping because these are associated with dissipation due to damping produced by the interaction of the oscillator with its surroundings and by the oscillator itself [13]. Both these types of damping follow power-law dependence on time. It has been convincingly proved that the physical phenomena in complex disordered materials as well as complex heterogeneous systems are explained better by the models based on fractional derivatives as compared to those involving the integer-order derivatives [14,15]. In addition to [11,12], Sun et al [16] have also summarized multifarious applications of fractional calculus.

Besides a variety of SR studies, including the effect of time–delay, pertaining to single oscillator described by integer- and fractional- order derivatives subjected to multiplicative dichotomous and trichotomous noises [see, e.g., 1, 17–31], the stochastic resonance in the collective behaviour of a large but finite number of coupled bistable systems [see, e.g., 32] as well as coupled linear oscillators [33–37] has been investigated by various workers. As far as the last category of systems is concerned, all the authors have considered the driving multiplicative noise to be linear dichotomous (nonzero mean in [33] and zero mean in all other cases) affecting the potential parameters except [37] where the friction coefficient was assumed to be fluctuating. The coupling among the oscillators has been taken to be nearest neighbour type in [33], while in the remaining four works it has been assumed to be global in the sense that every element interacts with all the other elements constituting the system. The authors in [33] also included a constant drift term that takes care of the local site interaction of the elements, which has not been considered by other workers. The oscillators were assumed to be overdamped (with friction parameter as unity) in [33–35] involving integer-order derivative in the first two and fractional-order derivative in the last. However, references [36 and 37] considered the oscillators to be underdamped having unit mass and described by the integer–order derivatives. Obviously, no work has been reported for the coupled fractional oscillators subjected to quadratic dichotomous noise or the trichotomous noise even though both are known to be more realistic and useful in describing the effect of the fluctuations [20,29]. It may be pointed out that interest in the coupled oscillators has its origin in the curiosity to look for the influence of coupling on SR and, also, in the practical applications in biological systems and complex networks [see, e.g., 38].

Incidentally, all the investigations on SR have been carried out assuming that the external periodic force interacts exclusively with the system under consideration – the oscillator, the coupled bistable oscillators and the coupled oscillators, and that the surrounding environment or the heat bath does not experience any effect. Recently, Cui and Zaccone [39], and Grabert and Thorwart [40] have highlighted this drawback in a general manner and have described some physical problems where the particles constituting the thermal bath are also driven by the applied force, which further influence the central system being studied. Both the groups have analysed the problem employing the archetypical Caldeira–Leggett model for the heat bath, by modifying the Hamiltonian to include a term corresponding to the interaction between the applied field and the central system as well as the bath oscillators. Cui and Zaccone [39] considered the classical case, derived a new generalized Langevin equation and, therefrom, the relevant classical fluctuation–dissipation theorem by assuming that the intrinsic frequency of the central oscillator is few orders of magnitude larger than that of the external periodic force. On the other hand, Grabert and Thorwart [40] treated the problem in the framework of quantum mechanics, obtained the Heisenberg equations of motion (and hence the quantum-mechanical form of the generalized Langevin equation), used this to study the problems of a damped oscillator and a dissipative two–state system, and discussed the effect on their dynamic susceptibility. However, the contribution of this effect has so far not been dealt with from the SR point of view.

In this contribution, we dilate upon our findings about the SR in a system of globally coupled finite number of identical oscillators described by fractional intrinsic and external damping, where both the potential parameter and the linear coupling coefficients are subjected to a random perturbation by the same multiplicative quadratic noise. Also included is an expression for the local drift force which too is under the influence of the same noise. The external periodic force is taken to be either noise-free or noise-modulated but having the same frequency. In order to examine the possible role played by the coupling of the surrounding heat bath to the applied oscillatory field in the phenomenon of SR and to develop a formalism compatible with the present work, we have dwelt upon
the case of a harmonic oscillator interacting with a bath described by the independent oscillator model [41,42] in appendix A. The random fluctuations considered for the study of SR are modelled as asymmetric dichotomous noise (ADN) and symmetric trichotomous noise (STN). We have found the exact expressions for the mean displacement for the system driven by both types of noise, in the infinitely long-time limit employing the Laplace transform method and have compared their effects by studying output amplitude gains as function of noise-intensity for different values of order of fractional derivatives and correlation rates, and then by focusing our attention on dependence of the gains on variation in mass, friction, and potential parameters for typical values of order of fractional derivatives, noise correlation rate, the noise asymmetry (for ADN) and stationary probability parameter (for STN). These results have been then used to determine exponents for the variation of maximum magnitude of the gains with mass, friction and potential parameters. In fact, this aspect has not been explored in earlier works on SR. We have also delved into the situation arising from the special case of the potential parameter being zero, making the system to consist of globally coupled rectilinearly moving particles under the influence of quadratic ADN. Also included are some numerical simulation results which establish the effectiveness of the analytical method.

2. System model and other basics

2.1 The model

As a model of globally coupled oscillators, we consider a system comprising a finite number \( N \) of identical elements, characterized by mass, friction, and potential parameters \( m, \gamma, \) and \( k \), respectively, and are subjected to local coupling drift force \( f \). All the constituent oscillators are assumed to be interacting with each other with coupling parameter \( C \), and that their dynamics is described by fractional-order intrinsic as well as external damping terms. Furthermore, the system is under the influence of a coloured noise such that the potential parameter, the drift force, and the inter-particle coupling coefficient experience the same multiplicative quadratic noise with different contributions. Besides, all these oscillators are driven by two external periodic forces having the same frequency \( \Omega \), one of which is taken to be modulated by a different coloured noise.

The fractional Langevin equation (FLE) describing the dynamics of the \( j \)th oscillator reads

\[
mD^\alpha x_j(t) + \gamma D^\beta x_j(t) + [k + a_1x(t) + a_2x^2(t)]x_j(t) = [C' + b_1x(t) + b_2x^2(t)] \sum_{i=1}^{N}[x_i(t) - x_j(t)] + f [1 + e_1x(t) + e_2x^2(t)] + (1 + c) [A + B\psi(t)] \sin(\omega t).
\]

(1)

Here, \( m \) and \( \gamma \), respectively, have dimensions \( MT^{a-2} \) and \( MT^{\beta-2} \), and

\[
D^\rho x_j(t) = \frac{1}{\Gamma(n-\rho)} \int_{0}^{t} (t-t')^{(n-1-\rho)} \frac{dx_j(t')}{dt'} dt',
\]

(2)

with \( n-1 < \rho \leq n, \ n \in \mathbb{N} \), is the Caputo time fractional derivative operator of order \( \rho \) (\( \rho = \alpha, \beta \)). Also, \( 1 < \alpha \leq 2, \) and \( 0 < \beta \leq 1 \). Thus, the first two terms in Eq. (1) are expressions for intrinsic and external damping, respectively, and have power-law decay kernel. It may be mentioned that the order of the fractional derivative provides a measure of memory; a lower value implies higher memory effect and vice versa. Furthermore, \( \alpha = 2 \) corresponds to the usual acceleration while \( \beta = 1 \) gives the ordinary velocity, and that for these specific values of \( \alpha \) and \( \beta \) (no memory effects), Eq. (1) becomes classical Langevin equation for a system of globally coupled harmonic oscillators in the presence of the random fluctuations considered here. \( a_1x(t) + a_2x^2(t) \), and two other similar expressions on the right hand side in Eq. (1) represent relevant quadratic multiplicative noise \( \chi(t) \) with the first term as the linear part and the second term as the nonlinear part so that the noise becomes linear if the coefficient in the latter is taken to be zero. Also, the coefficients of the linear as well as the nonlinear noise-terms in all the expressions will be assumed to be non-negative. We have taken the noise to be quadratic in nature because this is known to provide a better description of the dynamical properties of a system [45]. Also, though the noise acting on the potential parameter \( k \), the coupling coefficient \( C' \) and the drift force \( f \), is the same \( \chi(t) \), its contributions to different parameters are governed by the values of the coefficients appearing in the respective linear and non-linear parts, and, in general, these are different. Furthermore, the last term in Eq. (1), with \( [A + B\psi(t)] \sin(\omega t) \) as the applied periodic force, gives the effective force experienced by the fractional oscillator and takes into account the effect of coupling of the external sinusoidal signal to the fractional oscillator and to the surrounding thermal bath assumed to consist of \( N_b \) identical harmonic oscillators, each interacting with the force with coefficients \( \frac{c}{N_b} \) and having frequencies much larger than the frequency \( \Omega \) of the applied force [Eq. (A12)]. Lastly, \( [A + B\psi(t)] \sin(\omega t) \) has been written as the sum of two external sinusoidal
forces having same frequency, $\Omega$, and will be used as such in the derivation, but in the numerical calculations only one of these will be taken to be operative at a time. Note that in the second part, viz. $B\psi(t)\sin(\Omega t)$, the applied signal is modulated by the noise $\psi(t)$, different from the one causing fluctuations in the parameters $k$, $C'$ and $f$. Thus, amplitude $B = 0$ corresponds to the noise-free applied force, while amplitude $A = 0$ gives the noise-modulated external signal. We have ignored the additive internal noise.

2.2 Fractional Langevin equation for the mean field

In order to quantify the response of the system to the applied periodic signal and to investigate the SR in this, we introduce the mean field which is average of all the $N$ instantaneous positions $\{x_i(t)\}$ as

$$X(t) = \frac{\sum_{i=1}^{N} x_i(t)}{N}. \quad (3)$$

Substituting this into Eq. (1), summing over $j$ from 1 to $N$, and then dividing by $N$, we finally get

$$mD^\alpha X(t) + \gamma D^\beta X(t) + [k + a_1\chi(t) + a_2\chi^2(t)]X(t) = f \left[ 1 + e_1\chi(t) + e_2\chi^2(t) \right] + (1 + c) [A + B\psi(t)] \sin(\Omega t). \quad (4)$$

It is important to note that the expression containing the coupling parameter $C'$ and the fluctuations in this is missing in the FLE governing the mean $X(t)$, which describes the profile of average displacement of $N$ oscillators. It is this equation that will be used for discussion of SR.

However, before proceeding further, we recall that the aim of the present work is to compare the effects of ADN and STN on SR in the globally coupled double fractional–order damped oscillators. Accordingly, we first summarize the main features of these two types of noise, as per our requirement. In the derivation pertaining to ADN, the noises $\chi(t)$ and $\psi(t)$ will be denoted by $\mu(t)$ and $\xi(t)$, respectively, while $\eta(t)$ and $\zeta(t)$ will be used for these noises in the discussion for STN.

2.3 Asymmetric dichotomous noise

The ADN, $\mu(t)$ is assumed to be characterized by the jumps between two values $-\Delta_\mu$ and $\Delta'_\mu$ (both the noise amplitudes $\Delta_\mu, \Delta'_\mu > 0$) such that the rate of its transition from $-\Delta_\mu$ to $\Delta'_\mu$ is $\gamma_\mu$, while this is $\gamma'_\mu$ for the reverse jump from $\Delta'_\mu$ to $-\Delta_\mu$. Using $\Delta_\mu, \gamma_\mu$ as symbol for the noise intensity (product of the noise amplitudes), $\mu_\delta$ for the correlation rate and $\delta_\mu$ for the asymmetry, we have [29,46,47]

$$\mu_\Delta = \Delta_\mu \Delta'_\mu, \quad \mu_\gamma = \gamma_\mu + \gamma'_\mu, \quad \text{and} \quad \mu_\delta = \Delta'_\mu - \Delta_\mu. \quad (5)$$

Also,

$$\mu^2(t) = \mu_\Delta + \mu_\delta \mu(t), \quad \mu^3(t) = \mu_\Delta \mu_\delta + (\mu_\mu + \delta^2_\mu)\mu(t). \quad (6)$$

The stationary state statistical properties of $\mu(t)$ read

$$< \mu(t) > = 0, \quad \text{and} \quad < \mu(t)\mu(t') > = \mu_\Delta \exp(-\nu_\mu|t - t'|). \quad (7)$$

Note that for $\delta_\mu = 0$, the noise becomes symmetric dichotomous noise (SDN) and different expressions get modified accordingly.

Replacing the symbol $\mu$ by $\xi$ in the preceding part, we get the corresponding features of the ADN $\xi(t)$. Also, the same-time cross-correlation $A_{\mu\xi}$ between the two noises, represented as

$$< \mu(t)\xi(t) > = A_{\mu\xi}, \quad (8)$$

is determined by the intensities of the two ADN and their coupling.

From Eqs. (6) and (7), we get

$$< \mu^2(t)x_j(t) > = A_\mu < x^2_j(t) > + \delta_\mu < \mu(t)x_j(t) >, \quad < \mu^3(t) > = A_\mu \delta_\mu. \quad (9a)$$

and
\[ < \mu^2(t)x_j(t) > = A_\mu \delta_\mu < x_j(t) > + (A_\mu^2 + \delta_\mu^2) < \mu(t)x_j(t) >. \]  

(9b)

Furthermore, generalization of the Shapiro-Loginov formulæ of differentiation \cite{48}, for the fractional derivative of order \( \rho (= \alpha, \beta) \) \cite{22} reads

\[ < \mu(t)D^\rho x_j(t) > = e^{-\nu_\mu t} D^\rho[< \mu(t)x_j(t) > e^{\nu_\mu t}]. \]  

(10)

### 2.4 Symmetric trichotomous noise

The STN, \( \eta(t) \) is a three-level random–telegraph process involving jumps between \( -a_\eta, 0 \) and \( a_\eta \). The jumps take place according to a time-Poisson process, with switching rate \( \nu_\eta \) and the stationary probabilities \( P_k(-a_\eta) = P_k(a_\eta) = \eta \) and \( P_0(0) = 1 - 2\eta \); here \( 0 < \eta \leq 1/2 \) \cite{49-51}. The mean value and the correlation function of STN are, respectively, given by

\[ < \eta(t) > = 0, \quad \text{and} \quad < \eta(t)\eta(t') > = 2\eta a_\eta^2 \exp(-\nu_\eta|t - t'|). \]  

(11)

Also, \( \eta^2(t) = a_\eta^2 \), the product of the two noise amplitudes, referred to as the noise intensity, will be denoted by \( \sigma_\eta \) and, therefore,

\[ < \eta^2(t) > = 2\eta \sigma_\eta. \]  

(12)

It is pertinent to mention that for the maximum value of \( \eta \), viz. (\( \eta \))_{max} = 1/2, \( P_0(0) = 0 \) implying that the noise switches back and forth only between \( -a_\eta \) and \( a_\eta \) with the same probability 0.5, as it happens in SDN. This, in turn, means that the STN with \( \eta = 1/2 \) has the same effect on the system as the SDN for \( \Delta_\mu = a_\eta \). At the other extreme, reasonably small magnitude of \( \eta \) indicates that the noise process \( \eta(t) \) has quite low probability of occupying the nonzero states so that its average value is reasonably close to zero irrespective of magnitude of \( \eta \). However, such a situation cannot arise in the case of SDN unless \( \Delta_\mu \) and hence noise intensity \( \eta \) is quite small. The usefulness of STN in modelling the actual noise, because of its higher flexibility, has been pointed out in many earlier works.

The relevant expressions characterizing the STN \( \zeta(t) \) are obtained by replacing \( \eta \) by \( \zeta \). Furthermore, the same-time cross correlation between these two noises will be represented by \( \sigma_{\eta\zeta} \):

\[ < \eta(t)\zeta(t) > = \sigma_{\eta\zeta}. \]  

(13)

The modified Shapiro-Loginov formulæ needed for the derivations in this case are \cite{25,27}

\[ < \eta(t)D^\rho x_j(t) > = e^{-\nu_\eta t} D^\rho[< \eta(t)x_j(t) > e^{\nu_\eta t}]. \]  

(14)

and

\[ < \eta^2(t)D^\rho x_j(t) > = 2\eta \sigma_\eta D^\rho < x_j(t) > + e^{-\nu_\eta t} D^\rho[e^{\nu_\eta t}[< \eta^2(t)x_j(t) > - 2\eta \sigma_\eta < x_j(t) >]]. \]  

(15)

for both \( \rho = \alpha \) and \( \beta \).

### 2.5 Digression regarding some symbols

To make the reading of the article eloquent, in this subsection, we give a brief list of some subscripts (with their meaning), which will be introduced in the next two sections.

- \( d \): parameter pertaining to dichotomous noise;
- \( d, st \): infinite time stationary state under the influence of dichotomous noise;
- \( s, y \): quantity corresponding to the symmetric dichotomous noise, i.e., \( \delta_\mu = 0 \);
- \( t \): parameter relevant to trichotomous noise;
- \( t, st \): stationary state in the presence of symmetric trichotomous noise;
- \( t, \left( \frac{\lambda}{2} \right) \): parameter corresponding to symmetric trichotomous noise for specific value \( \eta = \frac{1}{2} \);
critical value of noise intensity $\sigma_n$ for $p_n = \frac{1}{2}$.

3. Exact solution and output amplitude gain under the influence of ADN

The determination of collective response of the system to the ADN and the applied periodic forces, requires knowledge of the first moment of the mean displacement, $< X(t) >$. For this purpose, we average both sides of the stochastic equation, Eq. (4), over all the realizations of the trajectory using appropriate symbols for ADN and the relevant expressions from Eqs. (6) - (9), and get fractional differential equation for the time–evolution of $< X(t) >$ as

$$mD^\alpha < X(t) > + \gamma D^\beta < X(t) > + [k + a_2A_\mu] < X(t) > + [a_1 + a_2\delta_\mu] < \mu(t)X(t) >$$

$$= f [1 + e_2A_\mu] + (1 + c) A \sin(\Omega t). \quad (16)$$

To handle the new correlator $< \mu(t)X(t) >$ in Eq. (16), we multiply both sides of Eq. (4) with $\mu(t)$, average the resulting equation, use Eqs. (6) - (10), and substitute

$$< X(t) > = y_1(t), \quad \text{and} \quad < \mu(t)X(t) > = y_2(t), \quad (17)$$

for latter convenience. This gives us

$$(a_1 + a_2\delta_\mu) A_\mu y_1(t) + e^{-\nu_\mu} [mD^\alpha + \gamma D^\beta] y_2(t) + [k + a_1\delta_\mu + a_2(A_\mu + \delta_\mu^2)] y_2(t)$$

$$= f(e_1 + e_2\delta_\mu)A_\mu + (1 + c) A_\mu B \sin(\Omega t). \quad (18)$$

In order to solve the simultaneous equations (16) and (18), we substitute the symbols defined in Eq. (17) into the former, and use the Laplace transform method, denoting the Laplace transform of $y_n(t)$ by $Y_n(s)$, ($n = 1, 2$). Since we are ultimately interested in the stationary state solutions corresponding to the limit $t \to \infty$, the memory effects associated with the initial conditions $y_n(0)$ and $y_n(0)$, which appear while determining the Laplace transforms of derivatives and occur in the terms describing the now irrelevant transient state, are neglected [23, 29]. Therefore, omitting the corresponding terms, we finally have

$$T_{11}Y_1(s) + T_{12}Y_2(s) = \frac{f(1 + e_2A_\mu)}{s} + (1 + c) A \frac{\beta}{(s^2 + \Omega^2)}, \quad (19)$$

$$T_{21}Y_1(s) + T_{22}Y_2(s) = \frac{f(a_1 + e_2\delta_\mu)}{s} + (1 + c) A_\mu \frac{B}{(s^2 + \Omega^2)}. \quad (20)$$

Here,

$$T_{11} = m s^\alpha + \gamma s^\beta + k + a_2A_\mu, \quad T_{12} = a_1 + a_2\delta_\mu, \quad T_{21} = A_\mu T_{12}, \quad (21a)$$

and

$$T_{22} = m(s + \nu_\mu)^\alpha + \gamma(s + \nu_\mu)^\beta + k + a_1\delta_\mu + a_2(A_\mu + \delta_\mu^2). \quad (21b)$$

We solve the simultaneous linear algebraic equations (19) and (20) using the Cramer’s rule, and get

$$Y_1(s) = f[(1 + e_2A_\mu) H_{d1A}(s) + (e_1 + e_2\delta_\mu)A_\mu H_{d1B}(s)] \frac{1}{\tilde{\gamma}} + (1 + c)[H_{d1A}(s)A + H_{d1B}(s)A_\mu B] \frac{n}{(s^2 + \Omega^2)}, \quad (22)$$

where

$$H_{d1A}(s) = \frac{r_{12}}{D_d(s)}, \quad \text{and} \quad H_{d1B}(s) = -\frac{r_{12}}{D_d(s)}; \quad (23)$$

with

$$D_d(s) = T_{11} T_{22} - T_{12} T_{21}. \quad (24)$$

We have ignored expression for $Y_2(s)$ as this is not needed in further discussion. It may be mentioned that for the special case $\delta_\mu = 0$, i.e., for the SDN,
\[
H_{d1A}(s, \delta_\mu = 0) = \frac{m(s + \nu_\mu)^a + \gamma(s + \nu_\mu)^b + k + a_2A_\mu}{D_{sy}(s)}, \quad \text{and} \quad H_{d1B}(s, \delta_\mu = 0) = -\frac{a_1}{D_{sy}(s)}, \quad (25)
\]

with
\[
D_{sy}(s) = \{ms^a + \gamma s^b + k + a_2A_\mu\} \{m(s + \nu_\mu)^a + \gamma(s + \nu_\mu)^b + k + a_2A_\mu\} - a_1^2A_\mu. \quad (26)
\]

Furthermore, finding the inverse Laplace transform of \( Y_1(s) \), we obtain expression for \( y_1(t) = <X(t)> \) in the infinite-time limit, which defines the stationary state of the system. Thus, when the effects of initial conditions have subsided and only the drift force and the applied periodic force of frequency \( \Omega \) are efficacious, the average displacement of the collection of oscillators is given by
\[
y_1(t)|_{t \to \infty} = <X(t)>|_{dt \to \infty} \equiv <X(t) >_{dt} = f(1 + e_2A_\mu) \int_0^t h_{d1A}(t - t') dt' + f(e_1 + e_2\delta_\mu)A_\mu \int_0^t h_{d1B}(t - t') dt' \\
+ (1 + c)A\mu \int_0^t h_{d1A}(t - t') \sin(\Omega t') dt' + (1 + c)A\mu B \int_0^t h_{d1B}(t - t') \sin(\Omega t') dt'. \quad (27)
\]

It may be noted that \( h_{d1A}(t - t') \) and \( h_{d1B}(t - t') \) represent the retarded response (in the form of displacement) of the system, and, therefore, \( h_{d1A}(t) \) and \( h_{d1B}(t) \), which are inverse Laplace transforms of \( H_{d1A}(s) \) and \( H_{d1B}(s) \), respectively, are referred to as relaxation functions at time \( t \). In the light of linear response theory \([25]\), we write Eq. (27) as
\[
<X(t)>_{dt} = f[(1 + e_2A_\mu)H_{d1A}(s = 0) + (e_1 + e_2\delta_\mu)A_\mu H_{d1B}(s = 0)] \\
+ (1 + c)A\mu \sin(\Omega t + \theta_{d1A}) + A\mu B_1 \sin(\Omega t + \theta_{d1B}). \quad (28)
\]

Here, the time–independent terms involving \( f \) arise from the contribution of the local fluctuating drift force, while the sinusoidal terms with \( (1 + c) \) as multiplier account for the effect of the applied periodic signals, \( A \sin(\Omega t) \) and \( B\xi(t) \sin(\Omega t) \), with amplitudes \((1 + c)A_{d1} \) and \((1 + c)A_{d2}B_{d1} \), and phase shifts \( \theta_{d1A} \) and \( \theta_{d1B} \), respectively, with
\[
A_{d1} = |A|H_{d1A}(s = -i\Omega)| = A \left[ \frac{N_{d1A1}^2 + N_{d1A2}^2}{D_{d1A1}^2 + D_{d1A2}^2} \right]^{1/2}, \quad (29a)
\]
\[
A_{d2}B_{d1} = A_{d2}B|H_{d1B}(s = -i\Omega)| = A_{d2}B \left[ \frac{N_{d1B1}^2 + N_{d1B2}^2}{D_{d1B1}^2 + D_{d1B2}^2} \right]^{1/2}; \quad (29b)
\]
\[
\theta_{d1A} = \arctan \left[ \frac{N_{d1A1}D_{d1B2} - N_{d1A2}D_{d1B1}}{N_{d1A1}D_{d1B1} + N_{d1A2}D_{d1B2}} \right], \quad \text{and} \quad \theta_{d1B} = \arctan \left[ \frac{N_{d1B1}D_{d1A2} - N_{d1B2}D_{d1A1}}{N_{d1B1}D_{d1A1} + N_{d1B2}D_{d1A2}} \right]. \quad (30)
\]

Note that \( N_{d1A1} \) and \( N_{d1A2} \) are the real and imaginary parts of the numerator of \( H_{d1A}(s = -i\Omega) \), while \( D_{d1A} \) and \( D_{d1B} \) are similar quantities pertaining to its denominator, \( D_{d1}(s = -i\Omega) \). Replacing \( A \) by \( B \), we get the corresponding terms \( N_{d1B1} \) and \( N_{d1B2} \) in the preceding equations. Also, the indirect effect having its origin in the interaction of the applied sinusoidal force with the heat bath is reflected in the presence of \( c \) in Eq. (28).

It is pertinent to note that the drift force \( f \) and its fluctuations, effectively lead to the positional shift in \( <X(t)>_{dt} \) as their contribution is time–independent; and that both of these terms will be present whether \( B = 0 \) or \( A = 0 \). However, since these terms do not affect the behavioural dependence of the response of the system to the applied periodic force, we ignore these in the discussion of SR. Furthermore, as the factor \((1 + c)\) is constant for the heat bath considered here, we define the relevant stationary state output amplitude gains as ratio between the amplitude of the system output and the product of \((1 + c)\) and the amplitude of the corresponding applied signal:
\[
GA_{d1} = (1 + c)A_{d1}/[(1 + c)A], \quad (B = 0) \quad \text{and} \quad GB_{d1} = (1 + c)A_{d2}B_{d1}/[(1 + c)B], \quad (A = 0). \quad (31)
\]

It may be pointed out that for the solution (27), and, hence Eq. (28) to be stable and, therefore, causal, the noise intensity \( A_\mu \) should be not only positive but also be less than a critical value, \( (A_\mu)_{cr} \), which is the smallest positive root of \( D_{d1}(s = 0) = 0 \) \([1,52]\). Thus, the stability criterion reads
\[
0 < A_\mu < (A_\mu)_{cr}. \quad (32)
\]
where for \( a_2 = 0 \),

\[
(A_\mu(a_2 = 0))_{cr} = \left( \frac{m \nu_\mu^a + \gamma \nu_\mu^b + k + a_1 \delta_\mu}{a_1^2} \right)^k ;
\]

and for \( a_2 \neq 0 \),

\[
(A_\mu)_{cr} = -\frac{b_\mu - (a_2 - 4a_2^2 C_\mu)^{1/2}}{2a_2^2} ,
\]

with

\[
B_\mu = (m \nu_\mu^a + \gamma \nu_\mu^b + 2k)a_2 - (a_1 + a_2 \delta_\mu) a_\mu \quad \text{and} \quad C_\mu = \left[ (m \nu_\mu^a + \gamma \nu_\mu^b + k) + (a_1 + a_2 \delta_\mu) \delta_\mu \right] k .
\]

Eqs. (32) and (34) show that when the system is under the influence of quadratic ADN, different parameters must be so chosen that \( B_\mu < 0 \) and \( B_\mu^2 \geq 4a_2^2 C_\mu \). This, in general, requires that \( a_2 \) be much smaller than \( a_1 \). Furthermore, for SDN, \( (A_\mu)_{cr} \) can be obtained by substituting \( \delta_\mu = 0 \) in the preceding relevant expressions. As a special case of this, if we substitute \( m = 0, \gamma = 1, a_1 = 1, a_2 = b_1 = b_2 = 0 \), then we get from Eq. (33)

\[
(A_\mu)_{cr} = k(k + \nu_\mu^b) ,
\]

as found by Zhong et al [36].

A look at Eq. (16), the fractional differential equation describing the average displacement of the mean field, viz., \( <X(t)> = \nu_1(t) \), shows that presence of the nonlinear term \((a_2 > 0)\) in the noise increases the value of the potential parameter from \( k \) to \((k + a_2 A_\mu)\). Moreover, this noise–modulated effective potential parameter does not vanish even when \( k = 0 \) which, in fact, implies rectilinear motion of the system. This is an interesting situation as the second-order term in the multiplicative noise associated with \( X(t) \) makes the rectilinear motion of the collection to be oscillatory with frequency proportional to \((a_2 A_\mu)^{1/2}\) and this is expected to produce SR. This, indeed, is found to be so. In this case, the critical value of the noise intensity is given by

\[
(A_\mu)_{cr} = -\frac{(m \nu_\mu^a + \gamma \nu_\mu^b)a_2 - (a_1 + a_2 \delta_\mu) a_1}{a_2^2} .
\]

Obviously, for \( k = 0 \), \( (A_\mu)_{cr} \) will be positive only if \( a_2 < \frac{(a_1 + a_2 \delta_\mu)}{(m \nu_\mu^a + \gamma \nu_\mu^b)} a_1 \), which will be so if \( a_1 \) is significantly larger than \( a_2 \) unless \((m \nu_\mu^a + \gamma \nu_\mu^b)\) is very small.

Next, denoting the deviation of the \( j \)th particle’s instantaneous displacement from the value of the mean field at that time by \( \epsilon_j(t) \), we have

\[
x_j(t) = X(t) + \epsilon_j(t) .
\]

Substituting this into Eq. (1) together with Eq. (3), using Eq. (4) with noise symbols as for ADN and proceeding as in [34-37], we also finally find that in the infinite–time limit the mean deviations are given by

\[
<\epsilon_j(t)>_{st} = 0 ;
\]

for \( j = 1,2, ..., N \). This brings out the synchronization of the trajectories of the individual oscillators with that of the mean field in the steady state. The inequalities giving the stability criterion of this synchronization behaviour are obtained from Eqs. (33) – (35) by making the following replacements

\[
k \rightarrow k + NC', \quad a_1 \rightarrow a_1 + Nb_1, \quad \text{and} \quad a_2 \rightarrow a_2 + Nb_2 .
\]

However, we do not dwell upon this aspect much as the findings of [34-37] will be valid here as well. Rather, we focus our effort on discussing phenomenon of SR in the collective system by analysing the dependence of \( GA_\text{d1} \) and \( GB_\text{d1} \), on various parameters in section 5.
4. Exact solution and output amplitude gain for STN

In order to investigate the collective response of the system under consideration and subjected to STN, we use the symbols for this noise in Eq. (4) and implement the usual procedure comprising the following steps:

(i) average both sides of the relevant fractional differential equation over all realizations of the trajectory and simplify this employing Eqs. (11) - (13);
(ii) take care of the correlators \(< \eta(t)X(t) > \) and \(< \eta^2(t)X(t) > \) appearing in the equation got in step (i), by successively multiplying both sides of Eq. (4) with \(\eta(t)\) as well as \(\eta^2(t)\), averaging the two fractional differential equations so obtained and simplifying these using Eqs. (11) - (15);
(iii) substitute \(< X(t) > = z_1(t), < \eta(t)X(t) > = z_2(t), \) and \(< \eta^2(t)X(t) > = z_3(t), \) in the three equations obtained in the preceding two steps.

Thus, we finally get the following fractional differential equations

\[ [mD^\alpha + \gamma D^\beta + k]z_1(t) + a_1z_2(t) + a_2z_3(t) = f [1 + 2e_2p_\eta\sigma_\eta] + (1 + c) A \sin(\alpha t), \]  
\[ (k + a_2a_\eta)z_2(t) + e^{-\eta t}[mD^\alpha + \gamma D^\beta]z_2(t) + a_1z_3(t) = 2fe_1p_\eta\sigma_\eta + (1 + c)\sigma_\eta B \sin(\alpha t), \]  
\[ 2p_\eta\sigma_\eta mD^\alpha + \gamma D^\beta z_1(t) - 2p_\eta\sigma_\eta e^{-\eta t}[mD^\alpha + \gamma D^\beta]z_1(t) + a_1a_\eta z_2(t) + \{k + (1 - 2p_\eta)a_2a_\eta\}z_2(t) + e^{-\eta t}[mD^\alpha + \gamma D^\beta]z_2(t) + 2p_\eta\sigma_\eta f (1 + e_2a_\eta) + (1 + c) A \sin(\alpha t) \]  

To simplify the equations appearing in further derivation, we multiply both the sides of Eq. (41) with \(2p_\eta\sigma_\eta\), and subtract this from Eq. (43). This gives us

\[ -2p_\eta\sigma_\eta kz_1(t) - 2p_\eta\sigma_\eta e^{-\eta t}[mD^\alpha + \gamma D^\beta]z_1(t) + \{k + (1 - 2p_\eta)a_2a_\eta\}z_2(t) + e^{-\eta t}[mD^\alpha + \gamma D^\beta]z_2(t) = 2f (1 - 2p_\eta)e_2p_\eta\sigma_\eta. \]  

In order to determine the stationary state solutions \((t \to \infty)\), we find Laplace transforms of different terms on both the sides in Eqs. (41), (42) and (44), using \(Z_n(s)\) for the Laplace transform of \(z_n(t), (n = 1, 2, 3)\). Thus, we finally get

\[ S_{11}Z_1(s) + S_{12}Z_2(s) + S_{13}Z_3(s) = \frac{f [1 + 2e_2p_\eta\sigma_\eta]}{s} + (1 + c) A \frac{\alpha}{(s^2 + \omega^2)}; \]  
\[ 0 Z_1(s) + S_{22}Z_2(s) + S_{23}Z_3(s) = \frac{2f e_1p_\eta\sigma_\eta}{s} + (1 + c) \sigma_\eta B \frac{\alpha}{(s^2 + \omega^2)}; \]  
\[ S_{31}Z_1(s) + S_{32}Z_2(s) + S_{33}Z_3(s) = \frac{2f (1 - 2p_\eta)e_2p_\eta\sigma_\eta}{s}. \]  

The coefficients \(S_{in}, \) with \(l, n = 1, 2, 3\) are given by

\[ S_{11} = ms^\alpha + \gamma s^\beta + k, \quad S_{12} = S_{23} = a_1, \quad S_{13} = a_2, \quad S_{22} = m(s + \nu_\eta)^\alpha + \gamma(s + \nu_\eta)^\beta + k + a_2a_\eta, \]  
\[ S_{21} = -2p_\eta\sigma_\eta m(s + \nu_\eta)^\alpha + \gamma(s + \nu_\eta)^\beta + k, \quad S_{22} = (1 - 2p_\eta) a_1a_\eta, \]  
\[ S_{31} = m(s + \nu_\eta)^\alpha + \gamma(s + \nu_\eta)^\beta + k + (1 - 2p_\eta)a_2a_\eta. \]  

Solving Eqs. (45) - (47), we get for \(Z_1(s)\), which is the only quantity of interest in the discussion of SR,

\[ Z_1(s) = f [(1 + 2e_2p_\eta\sigma_\eta)H_{11}(s) + 2e_1p_\eta\sigma_\eta H_{11B}(s) - 2(1 - 2p_\eta)e_2p_\eta\sigma_\eta^2 H_{11C}(s)] \frac{e^{\alpha t}}{\omega_\eta(s^2 + \omega^2)} + (1 + c)[H_{11}(s)A + H_{11B}(s)\sigma_\eta B] \frac{\alpha}{(s^2 + \omega^2)}. \]  

Here,
\[
H_{t1A}(s) = \frac{S_{22}S_{33} - S_{23}S_{32}}{D_t(s)}, \quad H_{t1B}(s) = \frac{S_{13}S_{32} - S_{12}S_{33}}{D_t(s)}, \quad H_{t1C}(s) = \frac{S_{12}S_{22} - S_{12}S_{33}}{D_t(s)},
\]
\[
(50)
\]
and
\[
D_t(s) = S_{11}(S_{22}S_{33} - S_{23}S_{32}) + S_{31}(S_{12}S_{33} - S_{13}S_{22}) .
\]
\[
(51)
\]
Before proceeding with the general aspects, we look at some expressions of further interest, obtained from Eqs. (50) and (51) for \( p_\eta = 1/2 \). In this case, \( D_t(s) \) is given by
\[
D_{t_{1/2}}(s) = (m(s + \nu_\eta)^{\alpha} + \gamma(s + \nu_\eta)^{\beta} + k)D_{t_{1/2}}'(s),
\]
\[
(52)
\]
and \( H_{t1A}(s), H_{t1B}(s) \) by
\[
H_{t1A_{1/2}}(s) = \frac{m(s+\nu_\eta)^{\alpha} + \gamma(s+\nu_\eta)^{\beta} + k + a_2\sigma_\eta}{D_{t_{1/2}}'(s)}, \quad H_{t1B_{1/2}}(s) = -\frac{a_1}{D_{t_{1/2}}'(s)},
\]
\[
(53)
\]
where
\[
D_{t_{1/2}}'(s) = (ms^{\alpha} + \gamma s^{\beta} + k + a_2\sigma_\eta)(m(s + \nu_\eta)^{\alpha} + \gamma(s + \nu_\eta)^{\beta} + k + a_2\sigma_\eta) - a_1^2\sigma_\eta.
\]
\[
(54)
\]
Using the correspondence \( \lambda_\mu \rightarrow \sigma_\eta, \nu_\mu \rightarrow \nu_\eta, \) and comparing Eqs. (25) and (26) with Eqs. (52) and (54), we find that (i) \( D_{s_2}(s) \) differs from \( D_{t_{1/2}}(s) \) but it is identical with \( D_{t_{1/2}}'(s) \); (ii) \( H_{t1A}(s, \delta_\mu = 0) \) and \( H_{t1B}(s, \delta_\mu = 0) \) are the same as \( H_{t1A_{1/2}}(s) \) and \( H_{t1B_{1/2}}(s) \), respectively. The observation (ii) is in conformity with the fact that for \( p_\eta = 1/2 \), STN reduces to SDN.

Inverse Laplace transform of both the sides of Eq. (49) gives us \( <X(t)>_t,_{s_{2t}} = (1 + c)[A_{11}\sin(\Omega t + \theta_{11A}) + \sigma_{\eta_1}B_{11}\sin(\Omega t + \theta_{11B})].\)
\[
(55)
\]
Here, \( (1 + c)A_{11} \) and \( (1 + c)\sigma_\eta B_{11} \), are the response amplitudes, while \( \theta_{11A} \) and \( \theta_{11B} \) are the phase shifts associated with the forces \( A \sin(\Omega t) \) and \( B \cos(\Omega t) \), such that
\[
A_{11} = A|H_{t1A}(s = -i\Omega)| = A \left| \frac{N_{t1A1} + N_{t1A2}}{D_{t1} + D_{t2}} \right|^{1/2},
\]
\[
(56a)
\]
\[
\sigma_\eta B_{11} = \sigma_{\eta_1}B|H_{t1B}(s = -i\Omega)| = \sigma_{\eta_1}B \left| \frac{N_{t1B1} + N_{t1B2}}{D_{t1} + D_{t2}} \right|^{1/2};
\]
\[
(56b)
\]
\[
\theta_{11A} = \arctan\left[ \frac{N_{t1A1}D_{t2} - N_{t1A2}D_{t1}}{N_{t1A1}D_{t1} + N_{t1A2}D_{t2}} \right], \quad \theta_{11B} = \arctan\left[ \frac{N_{t1B1}D_{t2} - N_{t1B2}D_{t1}}{N_{t1B1}D_{t1} + N_{t1B2}D_{t2}} \right].
\]
\[
(57)
\]
The symbols \( N_{t1A1} \) and \( N_{t1A2} \), used in Eqs. (56a) and (57), stand for real and imaginary parts of the numerator of \( H_{t1A}(s = -i\Omega) \), and \( D_{t1} \) and \( D_{t2} \) are the corresponding quantities for the denominator. Replacing \( A \) by \( B \), we have similar terms appearing in Eqs. (56b) and (57). The stationary state output amplitude gains for this case are defined by
\[
GA_{11} = (1 + c)A_{11}/[(1 + c)A], \quad (B = 0), \quad \text{and} \quad GB_{11} = (1 + c)\sigma_{\eta_1}B_{11}/[(1 + c)B], \quad (A = 0).
\]
\[
(58)
\]
The condition for the stability of the solution is
\[
0 < \sigma_\eta < (\sigma_\eta)_{cr}.
\]
\[
(59)
\]
For \( a_2 = 0 \) the critical noise intensity, \((\sigma_\eta)_{cr} \), is given by
\[
(\sigma_\eta(a_2 = 0))_{cr} = \frac{kr_1^2}{a_1^2 r_2};
\]
(60)

with

\[
R_1 = (mv_\eta^2 + \gamma v_\eta^2 + k), \quad \text{and} \quad R_2 = (1 - 2p_\eta)k + 2p_\eta R_1.
\]
(61)

On the other hand, when \(a_2 \neq 0\),

\[
(\sigma_\eta)_{cr} = \frac{-b_\eta - (b_1^2 - 4a_2^2 r_1^2) r_2}{2a_1^2 r_2}^{1/2},
\]
(62)

where

\[
B_\eta = -a_1^2 R_2 + a_2 R_1(k + R_2).
\]
(63)

For the specific value \(p_\eta = 1/2\), \(R_2 = R_1\), so that when \(a_2 = 0\), Eq. (60) becomes

\[
(\sigma_\eta(a_2 = 0))_{cr} = \frac{kr_1}{a_1^2} = \frac{k(mv_\eta^2 + \gamma v_\eta^2 + k)}{a_1^2};
\]
(64)

while for \(a_2 \neq 0\), Eq. (62) reduces to

\[
(\sigma_\eta)_{cr} = \frac{-[-a_1^2 + a_2(k + R_1)] - [-a_1^2 + a_2(k + R_1)]^2 - 4a_2^2 r_1}{2a_1^2}^{1/2}.
\]
(65)

As expected, the expressions in Eqs. (64) and (65) are identical with the corresponding results for SDN; viz., Eqs. (33) – (35) with \(\delta_\mu = 0\). Of course, in general, \((\sigma_\eta)_{cr}\) and \((A_\mu)_{cr}\) are different from each other.

It is important to point out that if we substitute \(k = 0\) in Eq. (41), the oscillatory term vanishes; this is in contrast with the observation made after equation (36) describing the case when the system is subjected to quadratic dichotomous noise – ADN as well as SDN. Thus, we shall not get SR for \(k = 0\) in the system driven by STN. Nonetheless, the remarks regarding synchronization behaviour made in the last part of section 3, including the correspondence mentioned in Eq. (40), hold good in this case also.

5. Numerical results and discussion

With a view to comprehend the effect of different parameters on the output amplitude gains of the mean field for the globally coupled oscillators driven by ADN and STN considered here, we have first found \((A_\mu)_{cr}\) and \((\sigma_\eta)_{cr}\) using the relevant equations derived in sections 3 and 4, for the chosen set of the parameter values. These values have then been used as upper limit for the range of \(A_\mu\) and \(\sigma_\eta\) values to make sure that the stability inequality conditions in Eqs. (32) and (59), and the related ones, are satisfied while obtaining the plots of the gains \(G_{d1}\), \(G_{d1}\), \(G_{d1}\), \(G_{d1}\), for that particular case. Furthermore, in order to keep the effect of the non-modulated and the modulated applied periodic forces in proper perspective, both \(A_{\mu}\) and \(\sigma_\eta\) have been taken to be 1.0 in all the numerical calculations.

From the expressions for \((A_\mu)_{cr}\) and \((\sigma_\eta)_{cr}\) it is clear that for a specific choice of other parameters, the critical noise intensities increase monotonically with increase in the values of \(m\), \(\gamma\) and \(k\); this, in turn, implies higher range of allowed noise intensities, which, indeed, has been found to be true.

It is interesting to note that if we assume the noise modulating the applied force, \(B \sin(\Omega t)\), to be the same as the one perturbing other parameters, then \(A_{\mu}\) in Eq. (18) and \(\sigma_\eta\) in Eq. (42) get replaced by \(A_{\mu}\) and \(\sigma_\eta\), respectively. This ultimately modifies the expressions (31b) and (58b) for the gains \(G_{d1}\) and \(G_{d1}\) to read

\[
G_{d1} = A_{\mu} B_{d1}/B, \quad \text{and} \quad G_{d1} = \sigma_\eta B_{d1}/B.
\]
(66)

The presence of the noise intensities as multipliers in place of fixed cross-correlations severely affects the variation of these two gains as function of \(A_{\mu}\) and \(\sigma_\eta\), respectively, and hence the nature of the relevant plots. In fact, it is observed that in most of the cases, these curves exhibit monotonous increase rather than a SR peak for the noise intensities satisfying Eqs. (32) and (59).
Fig. 1. Dependence of gains vs noise intensity on $\alpha$: (a) $GA_{d1}$, (b) $GA_{t1}$, and (c) $GB_{t1}$ for $m = 1.0$, $\gamma = 0.4$, $k = 1.0$, $\alpha_1 = 1.0$, $\alpha_2 = 0.2$, $\beta = 0.6$, $\nu_\mu = \nu_\eta = 0.04$, $\Omega = 0.4$; $\delta_\mu = 0.5$ for ADN and $p_\eta = 0.2$ for STN.

Furthermore, if these noises are not correlated, then the right-hand side of expressions for $GB_{d1}$ and $GB_{t1}$ in Eqs. (31) and (58), respectively, will be zero implying no effect of the modulated applied force on the system. Consequently, the noises $\xi(t)$ and $\zeta(t)$ should be correlated with $\mu(t)$ and $\eta(t)$, respectively, but not be the same.

In order to find out the influence of the order of fractional derivatives on the gains as function of noise intensity, we have studied these for different non-integer values of $\alpha$ (taking $\beta = 0.6$) and of $\beta$ (keeping $\alpha = 1.4$), and have projected typical graphs in Figs. 1 and 2, respectively. The values used for other parameters are listed in the figure captions. In the case of ADN, the plots for the modulated applied force have not been included in both the figures because the basic information contained is the same as that in Figs. 1(a) and 2(a) for $GA_{d1}$. In fact, the peak values of $GB_{d1}$ vs $\Lambda_\mu$ plots are nearly 54 – 57 % of the corresponding $GA_{d1}$ plots for different values of $\alpha$, and 51 – 60 % in the case of variation with $\beta$. In contrast with this, the $GA_{t1}$ and $GB_{t1}$ vs $\sigma_\eta$ plots show reasonably different behaviours as can be seen from the two figures. For lower values of $\alpha$ as well as $\beta$, the peak values of the plots
Fig. 3. Dependence of Gains vs noise intensity for (a) $GA_{d1}$ on $\nu_\mu$, and (b) $GB_{t1}$ on $\nu_\eta$. Other parameter values used are $m = 1.0$, $\gamma = 0.4$, $k = 1.0$, $\alpha_1 = 1.0$, $\alpha_2 = 0.2$, $\alpha = 1.4$, $\beta = 0.6$, $\Omega = 0.4$; $\delta_\mu = 0.5$ for ADN and $p_\eta = 0.2$ for STN. $(A_\mu)_{cr}$ for $\nu_\mu = 0.4$ has been taken to be 4.0 rather than the actual value 5.36 and $(\sigma_\eta)_{cr}$ for $\nu_\eta = 0.24$ as 3.0 instead of actual value 4.88 so that the remaining three plots appear to be well separated.

for the modulated applied force are less than the corresponding ones for the non-modulated driving force, and the trend changes for higher values of both the orders of fractional derivative.

It is well known, and is also clear from Figs. 1 and 2, that lower values of $\alpha$ and $\beta$ significantly reduce the gains. Also, it has been found that when both $\alpha$ and $\beta$ are taken close to their respective lower limits, such as $\alpha = 1.2$, $\beta = 0.2$, the $GA_{d1}$ vs $A_\mu$ plot exhibits only monotonous behaviour though the other graphs do show SR peaks. Guided by these observations and to properly highlight the memory effects, which vary inversely with the derivative-order, we have used $\alpha = 1.4$ and $\beta = 0.6$ for both ADN and STN, in the numerical calculations to follow.

Next, we have assessed the effect of correlation rate of the two noises on the gains vs noise intensity plots by studying these for different values of $\nu_\mu$ and $\nu_\eta$. It has been found that for $m = 1.0$, $\gamma = 0.4$, $k = 1.0$, $\alpha_1 = 1.0$, $\alpha_2 = 0.2$, $\alpha = 1.4$, $\beta = 0.6$, $\delta_\mu = 0.5$, $(A_\mu)_{cr}$ is a complex number for $\nu_\mu \geq 0.455$ for ADN, while for STN with $p_\eta = 0.2$ and other parameters as above, $(\sigma_\eta)_{cr}$ is complex when $\nu_\eta \geq 0.259$. In this case, the plots for $GA_{d1}$ vs $A_\mu$ for a chosen set of $\nu_\mu$ values and for $GB_{t1}$ vs $\sigma_\eta$ have been displayed in Fig. 3. The $GB_{t1}$ vs $A_\mu$ plots have been excluded because these show similar behaviour as for $GA_{d1}$ in Fig. 3(a) except that the peak values are lower, which decrease from about 57 % for $\nu_\mu = 0.004$ to nearly 43 % for $\nu_\mu = 0.4$. Furthermore, the $GA_{d1}$ vs $p_\eta$ plots have been omitted as for the allowed values of $\nu_\eta$ these are not much different from each other. In fact, the peak values of $GA_{d1}$ for $\nu_\eta = 0.004$, 0.04, and 0.24 are 1.026, 1.029, and 1.046, respectively; obviously, these are not much sensitive to change in the $\nu_\eta$ values. Keeping in mind all these aspects and the fact that the noise correlation time is neither very small nor very large, we have chosen $\nu_\mu = \nu_\eta = 0.04$ for the calculations in this work.

Now on wards, we shall essentially concentrate on discussing the outcome of our investigation of the influence of variation in the mass, the friction and the potential parameters on both types of gains for the system driven by ADN and STN. However, it is important to note that numerators and denominators of the expressions for the squares of the gains contain polynomials of different orders in $m$, $\gamma$, and $k$ so that it is not possible to anticipate the exact nature of dependence in an analytical form. Nonetheless, the order of polynomials in the denominator is higher in all the cases implying that the plots for a chosen gain will be lower for the respective higher value of $m$, $\gamma$, and $k$. In order to concretize this aspect, we have determined the peak value of different gains for various values of $m$, $\gamma$, and $k$, by varying one of these and keeping the other two fixed, and have obtained the best fit of the results to $m^{-\nu_m}$, $\gamma^{-\nu_\gamma}$ and $k^{-\nu_k}$, respectively, for different combination of other parameters, to find the corresponding exponent values.

Before proceeding further, it may be mentioned that the plots for various gains shown in the sequel are based on typical combination of the parameter values $\alpha_2 = 0.0, 0.2$; $\delta_\mu = 0.0, 0.5$; $\gamma = 0.5, 0.2$ for $\alpha = 1.4$, $\beta = 0.6$, $\alpha_1 = 1.0$, $\nu_\mu = \nu_\eta = 0.04$, $\Omega = 0.4$; and other related values listed at appropriate places. The choice of two different values of $\delta_\mu$ brings out the effect of asymmetry of ADN, while that of $p_\eta$ values tells us about the effect of probability factor in the case of STN. Similarly, findings for nonzero value of $\alpha_2$ enable us to learn about the relevance of quadratic term in the noise.

5.1 Effect of variation in $m$

For $\gamma = 0.4$, $k = 1.0$ and other parameter values listed in the preceding paragraph, most of the plots for $GA_{d1}$, $GB_{d1}$ and $GA_{t1}, GB_{t1}$ as function of $A_\mu$ or $\sigma_\eta$ show non-monotonous behavior only when $m$ lies between 0.6 and 2.4; for some choice of other parameter values the higher value of $m$ is even less than 1.8. Moreover,
Fig. 4. Plots of gains vs noise intensities for (i) \( m = 1.0 \), (ii) \( m = 1.5 \), (iii) \( m = 2.0 \); and \( \gamma = 0.4 \), \( k = 1.0 \), \( a_2 = 1.0 \), \( a = 0.2 \), \( \alpha = 1.4 \), \( \beta = 0.6 \), \( v_\mu = v_\eta = 0.04 \), \( \Omega = 0.4 \); corresponding to (a) \( \delta_\mu = 0.0 \) or \( p_\eta = 0.5 \); (b) \( \delta_\mu = 0.5 \); (c) \( p_\eta = 0.2 \).

Fig. 5. Dependence of maxima in the Gains vs noise intensities on \( m \) for other parameter values as listed in Fig. 4.

when \( \gamma \) is taken to be 1.0, the lower limit of \( m \) becomes 0.8 and upper limit is also reduced. It is worth noting that the expressions for \( (A_\mu)_{cr} \) and \( (\sigma_\eta)_{cr} \), involve \( mv_\mu^2 \) and \( mv_\eta^2 \), respectively, which, for the values used here, become 0.011 \( m \)- a factor much smaller than the sum of the other factors mainly because of the presence of \( k = 1.0 \). Consequently, for a specific choice of other parameter values, both \( (A_\mu)_{cr} \) and \( (\sigma_\eta)_{cr} \) do not exhibit significant variation with change in \( m \).

Fig. 4 shows the plots for different gains corresponding to three values of mass parameter, viz. \( m = 1.0 \), 1.5 and 2.0, and (a) \( \delta_\mu = 0.0 \) or \( p_\eta = 0.5 \), (b) \( \delta_\mu = 0.5 \), (c) \( p_\eta = 0.2 \), and other typically chosen parameters listed in the caption there. A perusal of these figures reveals that SR for a chosen set of parameter values becomes less prominent with increase in \( m \) and this trend is the least for \( \delta_\mu = 0.5 \) and the highest for \( p_\eta = 0.2 \). Also, the magnitudes of the peak values are maximum for \( \delta_\mu = 0.5 \) and minimum for \( p_\eta = 0.2 \) with the results for \( \delta_\mu = 0.0 \) or \( p_\eta = 0.5 \) in-between. In fact, the SR peak positions shift towards lower noise intensity and peak magnitudes decrease with increase in \( m \) and these changes are influenced by the values of \( a_2 \), \( \delta_\mu \) and \( p_\eta \).

The decrease in the peak value with increase in \( m \) has been projected in figure 5. The GB11 peak curves for \( p_\eta = 0.2 \) are very close to those for \( p_\eta = 0.5 \) whether \( a_2 = 0 \) or \( 0.2 \), indicating that the \( m \) dependence of gains corresponding to the modulated applied force is not much sensitive to the value of \( p_\eta \). It may be mentioned that, in general, the peak values of all the gains for \( a_2 = 0.0 \) are higher than those for \( a_2 = 0.2 \) when the other parameters are the same, and the difference in these is more pronounced in the case of GB11 and GA11 as compared to GA11 and GA11 for which the difference is relatively small.

As mentioned earlier, we have specified the trend of variation in the peak value of different gains with \( m \), by obtaining the best fit of the results to \( m^{-e_m} \) for various combinations of other parameters and the exponents \( e_m \) so
obtained have been listed in Table 1. A look at the entries in this table brings out the fact that for the non-modulated applied force, \((e_m)_A\) is somewhat smaller for \(a_2 = 0.0\) than that for \(a_2 = 0.2\) for ADN, SDN, or STN with \(p_\eta = 0.5\). However, for STN with \(p_\eta = 0.2\), the values of \((e_m)_A\) are quite close to each other for \(a_2 = 0.0\) and \(a_2 = 0.2\), and their values are much smaller than those for ADN, SDN, or STN with \(p_\eta = 0.5\). On the other hand, in the case of the results for noise-modulated driving force, the exponents for \(a_2 = 0.0\) are much larger than those for \(a_2 = 0.2\), whether \(\delta_\eta = 0.0\) or \(0.50\) and \(p_\eta = 0.2\) or \(0.5\); in fact, for STN the values of \((e_m)_B\) independent of the value of the probability parameter as anticipated on the basis of the plots in Fig. 5.

When \(\gamma\) is increased from 0.4 to 1.0 leading to higher frictional or external damping; as expected, not only the range of \(m\) values yielding non-monotonous behaviour of the gains is curtailed, but also the maximum values of the gains are reduced. The exponents for this case have also been included in Table 1. It is found that for the same set of other parameter values, the decrease in the peak magnitudes is relatively less as compared to the smaller friction parameter.

5.2 Effect of variation in \(\gamma\)

With a view to bring out the effect of change in the friction parameter values on different gains, we have depicted plots for gains corresponding to \(\gamma = 0.8\) and 1.2 in Fig. 6 choosing other parameter values as mentioned there. A scrutiny of these plots together with the relevant ones, indicated as (i) in Fig. 4 for \(\gamma = 0.4\), shows that rise in the \(\gamma\) value decreases the gain because the fractional external damping increases at the cost of the fractional internal damping. Here, too, the influence is also dependent on the values of \(a_2\), \(\delta_\eta\) and \(p_\eta\).

It may be mentioned that except when the system is under the influence of STN \((p_\eta = 0.2)\), the peaks in the gains obtained with the non-modulated applied force have higher values than those for the corresponding modulated force driven cases irrespective of whether quadratic term in the noise is present or not. In contrast, for STN \((p_\eta = 0.2, a_2 = 0.0\) or \(0.2)\), \(GR_{12} > GA_{12}\) for small values of \(\gamma\) and the relative magnitudes get interchanged for larger \(\gamma\). This happens for \(\gamma = 0.593\) when \(a_2 = 0.0\) and for \(\gamma = 0.325\) if \(a_2 = 0.2\).

The exponents \(e_\gamma\) accounting for the trend of variation of the peak values in the plots for various gains versus relevant noise intensity, with \(\gamma\) have been also shown in Table 1. We have used \(\gamma = 0.4\) as the lowest value for determining these exponents because inclusion of SR peak values for \(\gamma < 0.4\) drastically affects the quality of the fit. It is found that \((e_\gamma)_A\) have reasonably consistent value of about 0.55 for ADN \((\delta_\mu = 0.0\) or 0.5\) as well as STN \((p_\eta = 0.5)\), and 0.37 for STN \((p_\eta = 0.2)\), whether \(a_2 = 0.0\) or 0.2. However, in the case of modulated applied force, the exponent \((e_\gamma)_B\) has value 0.83 for SDN, STN \((p_\eta = 0.5, 0.2)\) for \(a_2 = 0.0\), while its value for all other cases is nearly 0.60.

Next, when we take \(\gamma\) to be quite small, 0.01, so that the fractional internal damping term is much larger than the external damping term, the behaviour of the system becomes significantly different. The peak values corresponding to \(\Omega = 0.4\) at substantial variance with the values obtained using the relevant exponents listed in Table 1. Furthermore, the gains become high as \(\Omega\) is reduced and the noise intensity for which the SR peak is observed, moves closer to the corresponding critical value. As a typical example, we have depicted in Fig. 7, the
Fig. 6. Gains as function of relevant noise intensities for (i) $\gamma = 0.8$, (ii) $\gamma = 1.2$ for $m = 1.0$, $k = 1.0$, $a_1 = 1.0$, $a_2 = 0.2$, $\alpha = 1.4$, $\beta = 0.6$, $v_\mu = v_\eta = 0.04$, $\Omega = 0.4$; (a) $\delta_\mu = 0.0$ or $p_\eta = 0.5$; (b) $\delta_\mu = 0.5$; (c) $p_\eta = 0.2$.

Fig. 7. Plot of Gains vs noise intensity under STN for $\gamma = 0.01$; other parameter values are $m = 1.0$, $k = 1.0$, $a_1 = 1.0$, $a_2 = 0.2$, $\alpha = 1.4$, $\beta = 0.6$, $v_\mu = v_\eta = 0.04$, $\Omega = 0.01$, $p_\eta = 0.2$.

graphs for $\Omega = 0.01$ for the system subjected to STN ($p_\eta = 0.2$), for which $(\sigma_\eta)_{cr} = 1.9726$ and the peaks occur for $\sigma_\eta = 1.907$. We have shown these graphs for a limited range of $\sigma_\eta$ values to highlight this aspect. It may be added here that if we take $a_2 = 0.0$, keeping other parameters the same as in Fig. 7, the peaks of reasonably higher magnitude are obtained at $\sigma_\eta = 1.0194$, while $(\sigma_\eta)_{cr} = 1.0200$.

5.3 Effect of variation in potential parameter

In order to analyse the effect of variation in the potential parameter $k$ on the gains, we have taken $m = 1.0$ and $\gamma = 0.4$. It is found that for the parameter values commonly used so far and constituting the content of caption for Fig. 8, the gains exhibit non-monotonous behaviour if $k$ lies between 0.6 and 1.2. Also, some of the critical values of noise intensity turn out to be complex numbers for $k > 1.2$. The plots for gain vs noise intensity pertaining to $k = 0.6$ and 0.8 are shown in Fig. 8. These together with the entries (i) in Fig. 4, reveal that the SR peak magnitudes decrease with increase in the $k$ values. It is pertinent to note that except the case when $\delta_\mu = 0.5$, the peak values for the system under the influence of the modulated external force are higher than those for the non-modulated driving force irrespective of the value of $a_2$, for lower values of $k$. However, this situation changes at higher values of $k$; the value for which this situation gets changed, is different for different sets of parameter values. For example, when $a_2 = 0.2$, $\delta_\mu = 0.0$ or $p_\eta = 0.5$, this happens for $k = 0.790$, while for $p_\eta = 0.2$ the corresponding $k$ value is found to be 0.929. Interestingly, for $a_2 = 0.0$, $\delta_\mu = 0.0$ or $p_\eta = 0.5$ the change takes place for $k = 0.889$ and the gain vs noise intensity plots completely overlap each other implying exactly same behaviour of the gains.
in the absence of the quadratic term in the presence of SDN or STN ($p_\eta = 0.5$).

The exponents $e_k$ that describe the dependence of SR peaks on $k$ too have been included in Table 1. In this case also, the $(e_k)_A$ values are fairly harmonious with each other for ADN ($\delta_\mu = 0.0$ or 0.5) and similarly for STN ($p_\eta = 0.2$) for both $a_2 = 0.0$ and 0.2. But for $(e_k)_B$, such a general statement does not hold good; all we can say is that these have higher values in the presence of the quadratic noise.

As a follow up of the inference drawn in the paragraph after Eq. (36), we have examined the behaviour of the system driven by quadratic ADN for $k = 0$ and $a_2 = 0.2$. For the parameter values generally used here, $(A_\mu)_{cr}$ has been found to be 24.655 and 27.155 for $\delta_\mu = 0.0$ and 0.5, respectively. As argued earlier, the SR peaks are obtained only for lower values of $\Omega$ and the results for $\Omega = 0.1$, 0.01 and 0.001 are depicted in Fig. 9. The result for $\Omega = 0.1$, $\delta_\mu = 0.0$ has not been included in Fig. 9(a) because the plot for $GB_{d\text{0}}$ shows monotonous behaviour and that for $GA_{d\text{0}}$, it is not much different from that for $\delta_\mu = 0.5$. It may be noted that for a particular $\Omega$, the SR peaks in $GA_{d\text{4}}$ and $GB_{d\text{4}}$ occur for nearly the same value of $A_\mu$ and that these values increase as $\Omega$ decreases; these become close to the corresponding $(A_\mu)_{cr}$. Also, the separation between the graphs for $GA_{d\text{4}}$ and $GB_{d\text{4}}$ becomes less with decrease in the $\Omega$ values and, hence, the $A_\mu$ scale for Fig. 9(b) and 9(c) has been taken to be different from that in Fig. 9(a). It is worth mentioning that the values of the two gains get enhanced by a factor of about 5 when $\Omega$ is decreased by a factor of 10. Also, all the plots exhibit broad valleys, which is distinctive feature of the $k = 0$ case. As mentioned earlier, such a situation is not possible when the system is under the influence of STN.

6. Numerical simulations

With a view to examine the reliability of the analytical expressions obtained for the collective SR and accuracy of the results so obtained, we have numerically solved Eq. (4), omitting the term containing drift force as it makes no contribution to SR, for some combinations of different parameters and have determined values for the gains at the relevant peak positions through Monte Carlo experiment.

In order to achieve our goal, we rewrite Eq. (4) as

$$mD^a X(t) + \gamma D^\beta X(t) = \mathcal{F}(X(t), t), \quad (67)$$

where

$$\mathcal{F}(X(t), t) = -[k + (a_1 + a_2 \delta_\mu)\mu(t) + a_2 A_\mu]X(t) + (1 + c)[A + B\xi(t)]\sin(\Omega t) \quad (68a)$$

for the ADN, and
\[ F(X(t), t) = -[k + a_1 \eta(t) + a_2 \sigma \eta] X(t) + (1 + c) [A + B \zeta(t)] \sin(\Omega t) \]  

in the case of STN. Note that Eq. (6) has been used while writing Eq. (68a).

Guided by the finite-difference method based time-discretization scheme for the Caputo form of the fractional derivative developed by Lin and Xu [53] for \( 0 < \beta \leq 1 \), we introduce discrete time \( t_i = l \Delta t \), where \( \Delta t \) is the time-step size. Thus, the discretized form of Eq. (67) reads

\[ m D^a X(t_{L+1}) + \gamma D^\beta X(t_{L+1}) = F(X(t_{L+1}), t_{L+1}), \]  

with

\[ m D^a X(t_{L+1}) = \left( \frac{m}{\Gamma(2-a)} \right) \sum_{i=0}^{L} \frac{X(t_{i+1}) - 2X(t_{i}) + X(t_{i-1})}{(\Delta t)^2} \int_{t_i}^{t_{i+1}} (t_{L+1} - t')^{1-a} dt'. \]  

and

\[ \gamma D^\beta X(t_{L+1}) = \left( \frac{\gamma}{\Gamma(1-\beta)} \right) \sum_{i=0}^{L} \frac{X(t_{i+1}) - X(t_{i})}{\Delta t} \int_{t_i}^{t_{i+1}} (t_{L+1} - t')^{-\beta} dt'. \]  

Here, we have ignored the local truncation error which can be made negligible by choosing \( \Delta t \) to be sufficiently small.

Evaluating the integrals in the preceding two equations, rearranging various terms in these, and substituting the resulting expressions into Eq. (69), where \( F(X(t_{L+1}), t_{L+1}) \) is replaced by \( F(X(t_{L}), t_{L}) \), we finally get general expression for the numerical solution of Eq. (4). We have then used the algorithms prescribed by Barik et al [54], and Zhou and Lin [55] to generate the ADN and STN, respectively, needed for determining the value of the gains for different combinations of the parameters.

To begin with, the problem was considered in the absence of noise for \( m = k = 1.0, \gamma = 0.4, \alpha = 1.4, \beta = 0.6, \) and \( \Omega = 0.4 \). The analytic expressions, Eqs. (29a) and (56a), gave the gain \( GA_{\text{num}} = 0.9470 \) while the numerical solution for \( T = 60 \) led to \( GA_{\text{num}} = 0.9474 \) (difference in %, \( \Delta = 0.042 \)) and \( 0.9472 (\Delta = 0.021) \) for \( \Delta t = 0.01 \) and \( 0.0075 \), respectively; however, for \( T = 20 \) and \( \Delta t = 0.0075 \), \( GA_{\text{num}} \) turned out to be 0.9499 (\( \Delta = 0.31 \)). Guided by these observations, all the numerical solutions have been obtained using \( T = 60 \) and time-step size \( \Delta t = 0.0075 \). Furthermore, the Monte Carlo experiment has been executed with 11000 realizations of the noise for each case. The numerical results have been compared with the corresponding analytical values of the gains for the peak value of the gain vs noise intensity plots, in Table 2. The good quality of agreement between the two categories of values.
investigations have been carried out for two values each of asymmetry parameter for ADN and probability fraction of derivatives as well as the correlation rates and method. The exact analytical expressions so obtained, have been transformed into a set of deterministic differential equations, which have been solved using the stochastic equation describing the instantaneous mean displacement under the influence of specific noise has been and the heat bath has been incorporated through a simple model presented in the appendix. The problem has been sinusoidal force which drift force (the noise is same in these cases but differs in extent of influence on these parameters) and driven by a dichotomous o coupled oscillators with double fractional 7.

Concluding remarks

This work is devoted to detailed investigation of SR in a system consisting of a finite number of globally coupled oscillators with double fractional-order damping, in the presence of multiplicative quadratic asymmetric dichotomous or symmetric trichotomous noise affecting the potential parameter, the coupling factor and the local drift force (the noise is same in these cases but differs in extent of influence on these parameters) and driven by a sinusoidal force which is either noise-free or noise-modulated. The effect of interaction between the applied field and the heat bath has been incorporated through a simple model presented in the appendix. The problem has been analysed in terms of mean field so that the study pertains to collective response of the system. The fractional stochastic equation describing the instantaneous mean displacement under the influence of specific noise has been transformed into a set of deterministic differential equations, which have been solved using the Laplace transform method. The exact analytical expressions so obtained, have been first used to bring out the effect of the order of fractional derivatives as well as the correlation rates and then to systematically look into the influence of variation in mass, friction, and potential parameters on the collective system output amplitude gains as function of noise-intensity (less than the relevant critical noise intensity in conformity with the relevant stability condition). These investigations have been carried out for two values each of asymmetry parameter for ADN and probability parameter for STN. The main conclusions drawn are as following.

i) The noise modulating the applied periodic force should be correlated with the noise affecting other parameters but should not be the same.

ii) When mass parameter of the oscillators is increased, the value of noise intensity for which SR peak is obtained, decreases and so does the value of maximum gain. Both these and the exponent governing the variation of peak value with m depend on the values of $a_2$, $\delta_{\mu}$ and $p_\eta$, the nature of the noise and, also, whether the external force is non-modulated or modulated by noise. These aspects have been explored for two different values of friction parameter.

iii) The increase in the value of friction parameter does reduce the SR peak value but it does not follow a specific trend for the variation in peak position. Once again, these variations and the exponent describing the dependence of peak magnitude on the friction parameter depend on other parameters and whether the noise is ADN or STN. For sufficiently low value of $\gamma$, the SR peak magnitudes significantly differ from the values

| $a_2$, $\delta_{\mu}$, $p_\eta$ values | Type of gain | Analytical result | Numerical result | % Difference (\(\Delta\)) |
|----------------------------------------|-------------|------------------|-----------------|--------------------------|
| $a_2 = 0.0$, $\delta_{\mu} = 0.0$      | $GA_{d1}$  | 1.325            | 1.316           | 0.68                     |
| $a_2 = 0.2$, $\delta_{\mu} = 0.0$      | $GA_{d1}$  | 1.279            | 1.268           | 0.86                     |
| $a_2 = 0.0$, $\eta = 0.5$              | $GA_{d1}$  | 1.325            | 1.310           | 1.13                     |
| $a_2 = 0.0$, $\eta = 0.5$              | $GB_{d1}$  | 1.203            | 1.193           | 0.83                     |
| $a_2 = 0.2$, $\eta = 0.5$              | $GB_{d1}$  | 0.973            | 0.968           | 0.51                     |
| $a_2 = 0.0$, $\eta = 0.5$              | $GA_{t1}$  | 1.325            | 1.310           | 1.13                     |
| $a_2 = 0.0$, $\eta = 0.5$              | $GB_{t1}$  | 1.203            | 1.193           | 0.83                     |
| $a_2 = 0.2$, $\eta = 0.5$              | $GB_{t1}$  | 0.973            | 0.964           | 0.92                     |

Table 2. A comparison of the peak–value analytical and numerical simulation results for the gains for different combinations of $a_2$, $\delta_{\mu}$ or $p_\eta$ values for $m = 1.0$, $\gamma = 0.4$, $k = 1.0$, $a_1 = 1.0$, $a_2 = 0.2$, $\alpha = 1.4$, $\beta = 0.6$, $\nu_{\mu} = \nu_{\eta} = 0.04$, $\Omega = 0.4$. listed here shows that the analytical findings are completely trustworthy.

7. Concluding remarks



found with the relevant exponents. Also, high magnitude peaks are obtained when the applied force frequency is decreased by an order of magnitude, but their location turns out to be quite close to the corresponding critical noise intensity.

iv) Besides analysing various aspects of the effect of variation in potential parameter on the collective SR, we have also determined the exponents accounting for the dependence of SR peaks on this. Their values for the non-modulated applied force are quite consistent with each other for both ADN and STN irrespective of the values of other parameters. However, in the case of modulated force this is not so.

v) It has been argued that the presence of the second-order term in the multiplicative ADN associated with \( X(t) \) can produce oscillatory motion even when \( k = 0 \). Such a system has large value of critical noise intensity and, as anticipated, shows SR at lower values of the frequency of the driving sinusoidal force; the plots also have broad valleys. However, a system subjected to STN cannot exhibit this feature.

vi) A comparison of the numerical simulations-based results pertaining to different gain peaks for some typical cases with the corresponding findings of the analytical calculations brings out the efficacy of the latter.

Appendix A. Expression for the effect of external time-dependent field on the harmonic oscillator and the heat bath

We consider a harmonic oscillator having mass \( m_0 \), potential parameter \( k_0 \) defining its intrinsic frequency, instantaneous position \( x_0(t) \) and instantaneous momentum \( p_0(t) \); and coupled with all the \( N_b \) constituents of the independent-oscillators-heat-bath, characterized by masses \( \{m_j\} \), instantaneous positions and momenta \( \{q_j(t)\} \) and \( \{p_j(t)\} \), respectively, with \( j = 1, 2, \ldots, N_b \). We assume that the coupling between the central oscillator and the bath oscillators is through linear springs of force constant \( \{k_j = m_j \omega^2_j\} \) and that a time-dependent external driving force \( F(t) \) interacts with both the tagged oscillator and the bath oscillators. Thus, the Hamiltonian for the composite driven system reads [41,42]

\[
H = \frac{p_0^2}{2m_0} + \frac{k_0x_0^2}{2} + \sum_{j=1}^{N_b} \left( \frac{p_j^2}{2m_j} + \frac{m_j\omega^2_j}{2} (x_0 - q_j)^2 \right) - F(t) \{x_0 + \sum_{j=1}^{N_b} c_j q_j\}. \tag{A1}
\]

We have taken the force \( F(t) \) to be such that its coupling parameter with \( x_0(t) \) is unity and the corresponding coefficients with \( \{q_j(t)\} \) are \( \{c_j\} \).

Following the usual method (see, e.g., [39]), we derive Hamilton’s canonical equations for the tagged oscillator as well as the \( N_b \) bath oscillators, carry out an integration by parts in the latter, and finally obtain the following generalized Langevin equation to describe the motion of the central oscillator:

\[
m_0 \frac{d^2x_0(t)}{dt^2} + \int_0^t \gamma(t - t') \frac{dx_0(t')}{dt'} dt' + k x_0(t) = \Gamma(t) + F_{\text{eff}}(t). \tag{A2}
\]

Here,

\[
\gamma(t) = \sum_{j=1}^{N_b} m_j \omega^2_j \cos(\omega_j t), \tag{A3}
\]

\[
\Gamma(t) = \sum_{j=1}^{N_b} m_j \omega^2_j [(q_j(0) - x_0(0)) \cos(\omega_j t) + \frac{dq_j(0)}{dt} \frac{\sin(\omega_j t)}{\omega_j}], \tag{A4}
\]

and

\[
F_{\text{eff}}(t) = F(t) + F_b(t) \tag{A5}
\]

with

\[
F_b(t) = \sum_{j=1}^{N_b} c_j \omega_j \int_0^t F(t') \sin[\omega_j(t - t')]dt'. \tag{A6}
\]

Note that \( \gamma(t) \) is the damping kernel for time-retarded friction, \( \Gamma(t) \) is the stochastic force which acts as additive noise, and \( F_{\text{eff}}(t) \) is the effective driving force acting on the tagged oscillator and consists of two parts: (i) the directly coupled actual applied force \( F(t) \) and (ii) the time-retarded force \( F_b(t) \) with kernel \( \sum_{j=1}^{N_b} c_j \omega_j \sin(\omega_j t) \) arising from the interaction of force \( F(t) \) with the bath oscillators and is determined by the coupling coefficients \( \{c_j\} \) and the spectral properties of the bath modes \( \{\omega_j\} \).

To be specific, we take \( F(t) \) to be a sinusoidal force having amplitude \( F_0 \) and frequency \( \Omega \):

\[
F(t) = F_0 \sin(\Omega t). \tag{A7}
\]
Accordingly, we have

\[ F_b(t) = F_0 \sum_{j=1}^{N_b} c_j \omega_j I_j, \]  

(A8)

where

\[ I_j = \int_0^t \sin(\Omega t') \sin[\omega_j(t - t')] \, dt' = \frac{\Omega \sin(\omega_j t) - \omega_j \sin(\Omega t)}{(\Omega^2 - \omega_j^2)}. \]  

(A9)

For convenience, we assume that all the bath oscillators are identical in the sense that these have the same frequency and the same coupling to the applied force so that \( \omega_j = \omega \) and \( c_j = \frac{c}{N_b} \), for all values of \( j \). Using this in Eqs. (A8) and (A9), we get

\[ F_b(t) = F_0 \Omega \sin(\omega t) \left( \frac{\Omega \sin(\omega t) - \omega \sin(\Omega t)}{(\Omega^2 - \omega^2)} \right). \]  

(A10)

It may be pointed out that \( F_b(t) \) has an indeterminate form for \( \omega \to \Omega \), but applying L’Hospital’s rule it is found that \( F_b(t) \) does not have a singularity for the limit \( \omega \to \Omega \). Furthermore, following Cui and Zaccone [39], we assume that \( \omega \gg \Omega \), which leads to

\[ F_b(t) \approx cF_0 \sin(\Omega t) = c \, F(t) \]  

(A11)

and

\[ F_{\text{eff}}(t) = (1 + c)F(t). \]  

(A12)

Obviously, for the model considered here, the coupling of the driving sinusoidal force \( F(t) \) to the thermal bath oscillators enhances its effect on the tagged oscillator by a factor equal to the product of coupling parameter and the number of the bath oscillators. Also, \( c = 0 \) corresponds to the situation that only the central oscillator is experiencing the effect of the applied periodic force.
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