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Abstract—We propose a distributed deployment solution for a group of mobile agents that should provide a service for a dense set of targets. The agents are heterogeneous in a sense that their quality of service (QoS), modeled as a spatial Gaussian distribution, is different. To provide the best service, the objective is to deploy the agents such that their collective QoS distribution is as close as possible to the density distribution of the targets. We propose a distributed consensus-based expectation-maximization (EM) algorithm to estimate the target density distribution, modeled as a Gaussian mixture model (GMM). The GMM not only gives an estimate of the targets distribution, but also partitions the area to subregions, each of which is represented by one of the GMMs Gaussian bases. We use the Kullback-Leibler divergence (KLD) to evaluate the similarity between the QoS distribution of each agent and each Gaussian basis/subregion. Then, a distributed assignment problem is formulated and solved as a discrete optimal mass transport problem that allocates each agent to a subregion by taking the KLD as the assignment cost. We demonstrate our results by a sensor deployment for event detection where the sensor’s QoS is modeled as an anisotropic Gaussian distribution.

Over the last decade, deploying a group of networked mobile agents to cover a region with a service objective such as monitoring, data collection, and wireless communication have attracted considerable attention, see for a few examples [1]–[3]. The deployment strategy commonly includes partitioning the environment and allocating agents to those partitions. That is, the area of interest is partitioned into subregions and each agent is allocated to a location in the subregion such that some coverage metric is optimized.

The classic Voronoi-based deployment strategy [4]–[15] is a prime example of multi-agent deployment for area coverage. [4] as one of the initial work in this area develops a deployment algorithm based on the Llyod method to compute the Voronoi partition and allocate the agents to the Centroidal Voronoi configuration which is well-known as the optimal configuration of a class of locational optimization cost function [5]. The original Voronoi-based deployment strategy is developed for homogeneous agents. To reach the optimal coverage with heterogeneous agents whose service capabilities are different, [7]–[9] employ the weighted Voronoi diagram where the weightings account for heterogeneity among the agents. The works mention above assume the footprint of the service provided by an agent is disk-shaped, i.e., the distribution of QoS is isotropic. However, an anisotropic service model is more realistic because sensory systems such as cameras, directional antenna, and radars are anisotropic. [10], [11] for wedge-shape and [12] for elliptic footprint adapt an anisotropic service model by the modifying Voronoi diagrams to match the features of the anisotropy of the sensors. But these methods increase the complexity of the Voronoi partition, which make the design of distributed optimal deployment strategies very challenging. The heterogeneity in deployment algorithm design can also be due to non-uniformity in area of interest. To deal with such scenarios, a priority (sensory) function of the position is introduced to indicate the importance level over the area, where a location needs higher QoS if the value of the priority function is higher at that location. The work [4]–[12] mentioned above assume the priority function is known to each agent. This assumption may not be realistic for every application. [13] uses the parameterized basis functions to model the priority distribution, and [14] models the distribution by a zero-mean Gaussian random field. Then, in both [13] and [14], the agents gradually fit their model to the true distribution using their local sensor measurement while exploring the area. In [15], the authors assume the unknown priority function is a function of the position of some unknown targets. The search agents aim to detect the targets while exploring the area, and then, broadcast their information about the environment to the service agents so the service agents can focus on the deployment problem.

In this paper, we propose a novel deployment strategy for mobile agents to cover a collection of dense targets with their heterogeneous anisotropic services. We model the agents’ QoS distributions by Gaussian distributions with difference covariance matrix reflecting the difference in the capabilities of the agents. Since the footprint of Gaussian distribution is elliptic, the agents’ QoS are heterogeneous and anisotropic. Furthermore, the density distribution of the targets is considered as the priority function which is unknown a priori. Our deployment objective is deploying the agents such that the resulting QoS distribution of agents is similar to the density distribution of the targets. Hence, the agents’ service efficiently covers the targets; that is, the place containing more (resp. fewer) targets is served with higher (resp. lower) QoS.

We model the unknown density distribution of the targets by a GMM. We propose a distributed consensus-based EM algorithm to enable the agents to learn the parameters of the GMM. With the proposed distributed EM, we do not require each agent to measure the targets locally. Only a subset of the agents can measure the targets and their information is then propagated through the consensus protocol to all agents. Moreover, the GMM intrinsically partitions the area into a set of subregions, each of which represents a Gaussian basis. Therefore, after estimating the target density distribution, the agents also complete the area partitioning task. We note that unlike the distributed Voronoi partition that requires the agents to be able to communicate to their Voronoi neighbors, which at times can be unrealistic because the physical distance between...
I. NOTATIONS AND PRELIMINARIES

We let $\mathbb{R}$, $\mathbb{R}^{>0}$, $\mathbb{Z}$, $\mathbb{Z}^{>0}$, and $\mathbb{Z}^{\leq0}$ denote the set of real, positive real, non-negative real, integer, and non-negative integer, respectively. For $s \in \mathbb{R}^d$, $\|s\| = \sqrt{s^T s}$ denotes the standard Euclidean norm. We let $I_n$ (resp. $O_n$) denote the vector of $n$ ones (resp. $n$ zeros), and $I_n$ denote the $n \times n$ identity matrix. Given two continuous probability density distributions $p(x)$ and $q(x)$, $x \in \mathbb{X}$, the Kullback-Leibler divergence (KLD) is defined as $\text{D}_{\text{KL}} (p(x) || q(x)) = \int_{x \in \mathbb{X}} p(x) \ln \frac{p(x)}{q(x)} dx$. KLD is a measure of similarity (dissimilarity) between two probability distributions $p(x)$ and $q(x)$, where the smaller the value the more similar two distributions are. KLD is zero if and only if the two distribution are identical [17] p.34. For Gaussian distributions, $p(x) = \mathcal{N}(\mu_0, \Sigma_0)$ and $q(x) = \mathcal{N}(\mu_1, \Sigma_1)$, the KLD has a closed form expression [18] eq. (2).

\[ \text{D}_{\text{KL}} (p(x) || q(x)) = \frac{1}{2} \left( \log \left| \Sigma_1 \right| + (\mu_0 - \mu_1)^T \Sigma_1^{-1} (\mu_0 - \mu_1) + \text{tr}(\Sigma_1^{-1} \Sigma_0) - n \right), \]  

where $n$ is the dimension of the distributions.

We follow [19] for our graph theoretic notations and definitions. A graph, is a triplet $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$, where $\mathcal{V}$ is the node set and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set, and $\mathcal{A} \in \mathbb{R}^{N \times N}$ is an adjacency matrix such that $a_{ij} = 1$ if $(i, j) \in \mathcal{E}$ and $a_{ij} = 0$, otherwise. An edge $(i, j)$ from $i$ to $j$ means that agents $i$ and $j$ can communicate. A path is a sequence of nodes connected by edges. A connected graph is an undirected graph in which for every pair of nodes there is a path connecting them.

To develop our distributed density estimator in Section IV, we rely on the dynamics active weighted average consensus algorithm that is shown in Algorithm [1] in a dynamics active weighted average consensus at any time, only a subset of the agents are active, meaning that only a subset of agents collects measurements $r_i$. The objective then is to enable all the agents, both active and passive, to obtain the weighted average of the collected measurements, $\sum_i \eta_i(t) r_i(t)$, without knowing the set of active agents. Here, $\eta_i(t) = 0$ if $i$ is passive at time step $l$ and $\eta_i(t) \in \mathbb{R}^{>0}$ if $i$ is active. [20] shows that Algorithm [1] starting at any $z^0$, $y^0(l) \in \mathbb{R}$, makes $y^0(l)$ track the time varying weighted average signal $\sum_i \eta_i(t) r_i(t)$ with a bounded tracking error as $l \to \infty$. Moreover, if the weights and reference signals are static, the tracking error vanishes with time, i.e., $\lim_{l \to \infty} y^0(l) = \sum_i \eta_i^0 r_i$.

II. PROBLEM DEFINITION AND OBJECTIVE

We consider a deployment problem for a group of mobile agents over a set of dense targets $\{x_i^m\}_{i=1}^M \subset \mathbb{R}^2$ on a planar ground with the objectives such as event detection, wireless communication or monitoring, which we refer to it in general term as providing a ‘service’. The probability density distribution $p(x)$, $x \in \mathbb{R}^2$, which is unknown to the agents, represents the density distribution of the targets. The mobile agents communicating over a connected undirected graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$ consist of two types. There are a set $\mathcal{V}_a \subseteq \mathcal{V}$ of active agents that have the capability to actively detect the targets and a set $\mathcal{V}_a = \{1, \ldots , N\} \subseteq \mathcal{V}$ service agents that are deployed to provide the targets with a service, see Fig [1]. Unlike some existing literature like [15], $\mathcal{V}_a$ and $\mathcal{V}_s$ do not have to be mutually exclusive. We assume that the active agents have partitioned the area such that each target is detected only by one active agent, i.e., no overlapping detection.

We let $(x_i, \theta_i) \in \mathbb{R}^2 \times [0, 2\pi]$ be the pose (position and orientation) of service agent $i \in \mathcal{V}_s$. The QoS distribution $Q_i(x|x_i^m, \theta_i)$ provided by a service agent $i \in \mathcal{V}_s$ is modeled by a scaled Gaussian probability distribution $Q_i(x|x_i^m, \theta_i) = z^i \mathcal{N}(x|x_i^m, \Sigma(\theta_i))$. For $x \in \mathbb{R}^2$, where $z^i \in \mathbb{R}^{>0}$ is the scale constant and $\mathcal{N}(x|x_i^m, \Sigma(\theta_i))$ is the Gaussian distribution with the mean $x_i^m$ and the covariance matrix $\Sigma(\theta_i)$. We define the normalized collective QoS provided by the service agents by the probability density distribution

\[ q(x|x_i^m, \theta_i)_{i \in \mathcal{V}_s} = \frac{\sum_{i \in \mathcal{V}_s} Q_i}{\sum_{i \in \mathcal{V}_s} Q_i} Q_i dx, \]

\[ = \sum_{i \in \mathcal{V}_s} z^i \mathcal{N}(x|x_i^m, \Sigma(\theta_i)), \]

where $\mathcal{N}(x|x_i^m, \Sigma(\theta_i))$ is the Gaussian distribution with the mean $x_i^m$ and the covariance matrix $\Sigma(\theta_i)$.

Algorithm 1: Active weighted average consensus algorithm [20]

Require: Weight $\eta_i$, reference $r_i$, number of loops $L$, a small enough number $\delta_0 > 0$.
Initialization: $x^0(l) = z^0_i$ and $v^0(l) = 0_i$.
for $l = 1 : L$ do

$y^0(l) = z^0(l) + \eta_i(l)r_i(l),$
$z^0(l + 1) = z^0(l) - \delta\eta_i(l)(y^0(l) - r_i(l))$
$- \delta_0 \sum_{j=1}^{N} a_{ij}(y^0(l) - y^0(l)) - \delta_0 \sum_{j=1}^{N} a_{ij}(v^0(l) - v^0(l)).$
$v^0(l + 1) = v^0(l) + \delta_0 \sum_{j=1}^{N} a_{ij}(y^0(l) - y^0(l)).$
end for

return $y^0(l), z^0(l + 1), v^0(l + 1)$. 

\[ \text{RELIMINARIES} \]
of deploying the agent to the each respective subregion. As a result, each agent is paired with a subregion and the summation of the divergences corresponding to each paired agent’s QoS distribution and subregion’s Gaussian basis is minimized. The last step in this stage is a transportation process in which we implement a local controller to drive the agents to their assigned destinations in finite time. For dynamic targets, the process repeats. We present the details of each stage in the following sections.

IV. STAGE 1: DISTRIBUTED TARGET DENSITY DISTRIBUTION ESTIMATION

GMM is characterized by finite sum of Gaussian bases with different weights, means and covariance matrices. Let \( x \in \mathbb{R}^2 \) be the observed target’s position drawn from a mixture of \( N \) Gaussian bases with the distribution \( N(x|\mu_k, \Sigma_k) \), where \( \mu_k \in \mathbb{R}^2 \) is the mean and \( \Sigma_k \in \mathbb{R}^{2 \times 2} \) is the covariance matrix for \( k \in K = \{1, \cdots, N\} \). Let \( z \in \mathbb{R} \) be the indicator which indicates the variable \( x \) belongs to \( k^{th} \) Gaussian basis when \( z = k \). The variable \( z \) is not observed so \( z \) is also called hidden variable or latent variable. The probability of drawing a variable from the \( k^{th} \) Gaussian basis is denoted as \( \pi_k := \text{Pr}(z = k) \). The distribution of \( x \) given the \( k^{th} \) mixture basis is Gaussian, i.e., \( \tilde{p}(x|z = k) = N(x|\mu_k, \Sigma_k) \). Therefore, the marginal probability distribution for \( x \) is given by

\[
\tilde{p}(x) = \sum_{k=1}^{N} \pi_k N(x|\mu_k, \Sigma_k)
\]

The parameters that should be determined to obtain the estimate \( \tilde{p}(x) \) are the set \( \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^{N} \). Next, we employ the EM algorithm to obtain these parameters [22].

The EM algorithm obtains the maximum likelihood estimates of \( \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^{N} \) given \( M \) independent detected targets’ positions \( \{x_n^0\}_{n=1}^{M} \). It is an iterative method that alternates between an expectation (E) step and a maximization (M) step. Given a detected target \( x_0^n, n \in \{1, \cdots, M\} \), E-step computes the posterior probability

\[
\gamma_{kn} := \text{Pr}(z = k|x_0^n) = \frac{\pi_k N(x_0^n|\mu_k, \Sigma_k)}{\sum_{j=1}^{N} \pi_j N(x_0^n|\mu_j, \Sigma_j)}.
\]

using the current value of \( \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^{N} \). Then, M-step updates the parameter set \( \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^{N} \) by the following equations using the current \( \gamma_{kn} \):

\[
\pi_k = \frac{\sum_{n=1}^{M} \gamma_{kn}}{M}, \tag{6a}
\]

where \( \omega_i^k = \frac{z_i}{\sum_{i=1}^{N} z_i} \) represents the relative service capability of agent \( i \) among \( V_a \).

Our objective in this paper is to first enable all the agents, both active and service agents, obtain an estimate mixture model \( \hat{p}(x) \) of the density distribution of the targets in a distributed manner. Then, design a distributed deployment strategy to reposition the service agents in a way that their collective QoS serves the targets in an efficient manner. In other words, we seek locations and orientations for service agents such that the collective QoS distribution \( q \) is as much similar to as possible to the estimated target density distribution \( \hat{p} \). The optimal solution for the deployment objective can be obtained from

\[
\{x_i^0, \theta_i^0\}_{i \in V_a} = \operatorname{arg min}_{\{x_i^0, \theta_i^0\}_{i \in V_a}} \text{KL} (\hat{p}(x)\|q(x)). \tag{3}
\]

We note that \( \hat{p}(x) \) and \( q(x) \) are mixture distributions for which obtaining a closed-from for their KLD is quite challenging. In practice, KLD for mixture models are usually estimated by using costly Monte-Carlo sampling simulations [21]. Moreover, the collective QoS distribution \( q(x) \) contributed by each agent’s QoS distribution, \( \omega_i^k N(x|x_i^k, \Sigma(\theta_i^k)), i \in V_a \), is a global information. Accordingly, designing a distributed solver for (3) is challenging. Therefore, in this paper, we seek a suboptimal solution for (3) that can be implemented in a distributed manner and has low computational complexity.

III. OVERVIEW OF THE PROPOSED MOBILE AGENT DEPLOYMENT SOLUTION

Our proposed distributed solution to meet our objective stated in Section II is the two-stage process depicted in Fig. 2. In the first stage, we use a GMM with \( N \) Gaussian bases to model the target density distribution. The active agents \( V_a \) detect the positions of the targets, considered as the sampled data from the unknown distribution \( p(x) \). Then, a distributed EM algorithm, which uses a set of active weighted average consensus algorithms, is used to enable both active and service agents obtain a coherent estimate of the parameters of the \( N \) Gaussian bases of the GMM. The Gaussian bases of the GMM partition the target area into \( N \) subregions each of which corresponds to a Gaussian basis. The second stage of our solution is an agent allocation process which follows an optimal mass transport framework. In this allocation process, first each service agent \( i \in V_a \) computes the KLD between its QoS distribution, \( \omega_i^k N(x|x_i^k, \Sigma(\theta_i^k)) \), and each subregion’s Gaussian basis obtained in stage 1. Then, a distributed assignment problem is formulated with the KLDs as the cost of deploying the agent to the each respective subregion.
for $k \in \{1, \cdots, N\}$. M-step needs the global information to update the parameter set $\{\pi_k, \mu_k, \Sigma_k\}_{k=1}^N$. But the summations in (6) are over all detected targets $n \in \{1, \cdots, M\}$. However, the information of the targets' positions $\{x^n_m\}_{n=1}^M$ is distributed among the active agents $\mathcal{V}_a$. We observe that the right hand side quantities of (6) are in the form of (weighted) average. Therefore, we propose a distributed implementation of the EM algorithm, which invokes a set of active weighted consensus algorithms such that all the agents, $\mathcal{V} = \mathcal{V}_a \cup \mathcal{V}_s$ obtain an approximate value of (6) by locally exchanging information with their neighbors. Suppose each agent $i \in \mathcal{V}$ maintains a local copy of the parameter set of the Gaussian bases $\{\pi^i_k, \mu^i_k, \Sigma^i_k\}_{k=1}^N$. At the E-step, every active agent $i \in \mathcal{V}_a$ computes $\gamma^i_k$ for $k \in \{1, \cdots, N\}$ and in $\mathcal{V}_s$ where $\mathcal{V}_s$ is the set of targets detected by active agent $i \in \mathcal{V}_a$. Then, in the M-step, every agent $i \in \mathcal{V}$ executes Consensus Algorithm 1 with proper setting its weight $\eta^i$ and reference $r^i$ to estimate the update of $\{\pi^i_k, \mu^i_k, \Sigma^i_k\}_{k=1}^N$. It is clear that by setting $\eta^i = |\pi^i_k|$ and $r^i = \sum_{n \in \mathcal{V}_s} \gamma^i_k \nabla \pi^i_k \nabla \gamma^i_k$ if $i \in \mathcal{V}_a$, otherwise, $\eta^i = 0$ and $r^i = 0$, the consensus variable $y^i$ in Algorithm 1 converges to (6a) asymptotically. Similarly, letting $\eta^i = \sum_{n \in \mathcal{V}_s} \gamma^i_k$ and $r^i = \sum_{n \in \mathcal{V}_s} \gamma^i_k x^n_k \nabla \gamma^i_k x^n_k$ if $i \in \mathcal{V}_a$, otherwise, $\eta^i = 0$ and $r^i = 0$, $y^i$ converges to (6b). The proposed consensus based distributed EM algorithm is summarized in Algorithm 2.

Because the algorithm is terminated in a finite time. It is expected that $\hat{p}(x)$ of each agent $i$ be slightly different than other agents. In what follows we let,

$$\hat{p}_i(x) = \sum_{k=1}^N \pi^i_k N(x; \mu^i_k, \Sigma^i_k),$$

be the local final estimate of agent $i \in \mathcal{V}$.

### A. Numerical demonstration

We demonstrate a numerical simulation to show the performance of the proposed distributed EM algorithm. Consider a group of 6 mobile agents where $\mathcal{V}_a = \{1, 2, 3, 6\}$ are the active agents that monitor the targets to enable the service agents $\mathcal{V}_s = \{1, 2, 3, 4, 5, 6\}$ to estimate an accurate density distribution $p(x)$ of a group of $M = 1000$ targets. The agents $\mathcal{V}$ communicate over a connected ring graph whose adjacency matrix is

$$A = \begin{bmatrix} 0 & -1 & 0 & 0 & 0 & -1 \\ -1 & 0 & -1 & 0 & 0 & -1 \\ 0 & -1 & 0 & -1 & 0 & -1 \\ 0 & 0 & -1 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 & 0 & -1 \\ -1 & 0 & 0 & 0 & -1 & 0 \end{bmatrix}.$$ 

The numbers of the targets detected by agent $i \in \mathcal{V}_s$ are $|\mathcal{V}_{i,1}| = 100$, $|\mathcal{V}_{i,2}| = 250$, $|\mathcal{V}_{i,3}| = 450$, and $|\mathcal{V}_{i,4}| = 200.$

### Algorithm 2 Consensus-based distributed EM algorithm for GMM

**Require**: Detected targets set $\{x^n_m\}_{n \in \mathcal{V}_1}$ by agent $i$, number of Gaussian bases $N$, number of loops $T$.

**Initialization**: $\{\pi^i_k, z^n_m, x^n_m, v^n_m\}_{k=1}^N, \{\mu^i_k, z^n_m, x^n_m, v^n_m\}_{k=1}^N, \{\Sigma^i_k, z^n_m, x^n_m, v^n_m\}_{k=1}^N$.

for $t = 1 : T$ do

if $i \in \mathcal{V}_a$ then

Compute $\gamma^i_k$ in (5) using the current value of $\{\pi^i_k, \mu^i_k, \Sigma^i_k\}$ for $k = \{1, \cdots, N\}$ and $n \in \mathcal{V}_i$.

end if

if $k = 1 : N$ do

if $i \in \mathcal{V}_a$ then

$\{\pi^i_k, z^n_m, x^n_m, v^n_m\} \leftarrow \text{Con}(\pi^i_k, z^n_m, x^n_m, v^n_m)$

$\{\mu^i_k, z^n_m, x^n_m, v^n_m\} \leftarrow \text{Con}(\mu^i_k, z^n_m, x^n_m, v^n_m)$

$\{\Sigma^i_k, z^n_m, x^n_m, v^n_m\} \leftarrow \text{Con}(\Sigma^i_k, z^n_m, x^n_m, v^n_m)$

end if

end for

end if

end for

end if

return $\{\pi^i_k, \mu^i_k, \Sigma^i_k\}_{k=1}^N$.

The agents, both active and service, execute the distributed EM Algorithm 2 to estimate the parameters of the Gaussian bases of GMM for the target density distribution. In the simulation, the number of the iteration-loops of the consensus algorithm and EM algorithm are $L = 20$ and $T = 50$, respectively. Agents’ estimation results are illustrated in Fig. 3, where the black circle’s represent the targets, the elliptic footprints are the 3-σ uncertainty ellipses of the 6 Gaussian bases $N(x; \mu^i_k, \Sigma^i_k), k \in \{1, \cdots, 6\}$ estimated by agent $i$ and the thickness of the elliptic footprint represents $\pi^i_k$. The result shows that with the proposed distributed EM algorithm, the agents successfully estimate the parameter of GMM for the target’s distribution though agent 4 and 5 do not detect any target. We note that with the help of the consensus algorithm all agents get the approximately same estimation results.

### V. STAGE 2: DISTRIBUTED DEPLOYMENT OF SERVICE AGENTS

In stage 1, the target density distribution is modeled and estimated by a GMM. The result of GMM intrinsically partitions the area into a set of subregions each of which represents a Gaussian basis. Our suboptimal solution to the deployment problem (3) is to deploy each service agent $i \in \mathcal{V}_a = \{1, \cdots, N\}$ to optimally cover an assigned subregion $k \in \mathcal{K} = \{1, \cdots, N\}$. The service agent assignment is based on the similarity of the agent’s QoS distribution, $\omega_i \mathcal{N}(x|x^i, \Sigma(\theta^i))$. 

$$\mu_k = \frac{\sum_{n=1}^M \gamma_k x^n_k}{\sum_{n=1}^M \gamma_k},$$

$$\Sigma_k = \frac{\sum_{n=1}^M \gamma_k (x^n_k - \mu_k)(x^n_k - \mu_k)^T}{\sum_{n=1}^M \gamma_k}.$$
For any service agent pair is minimized. This objective can be formalized as follows.

The summation of the KLD of each assigned agent-subregion pair is minimized. This objective can be formalized as follows. For any service agent \( i \in \mathcal{V}_s \) let

\[
C_{ik}(x^*_i, \theta^*_i) = D_{\text{KL}}(\pi_i^k \mathcal{N}(x | \mu^*_k, \Sigma^*_k) \parallel \omega_i \mathcal{N}(x | x^i_s, \Sigma(\theta^*_i)))
\]

\[
= \pi_i^k \left( \ln \pi_i^k + D_{\text{KL}}(\mathcal{N}(x | \mu^*_k, \Sigma^*_k) \parallel \mathcal{N}(x | x^i_s, \Sigma(\theta^*_i))) \right),
\]

(8)

for \( k \in \mathcal{K} \). We note that \( C_{ik} \) in (8) is a continuous function of the service agent’s pose \((x^i_s, \theta^*_i)\). We introduce a binary decision variable \( Z_{ik} \in \{0, 1\} \), which is 1 if agent \( i \) is assigned to region \( k \) and 0 otherwise. With the right notation at hand, then, our suboptimal deployment solution is given by

\[
\{x^*_i, \theta^*_i, \{Z_{ik}\}_{k \in \mathcal{K}} \}_{i \in \mathcal{V}_s} = \arg \min \sum_{i \in \mathcal{V}_s} \sum_{k \in \mathcal{K}} C_{ik}(x^*_i, \theta^*_i) Z_{ik},
\]

(9)

\[
Z_{ik} \in \{0, 1\}, \quad i \in \mathcal{V}_s, \quad k \in \mathcal{K},
\]

\[
\sum_{k \in \mathcal{K}} Z_{ik} = 1, \quad \forall i \in \mathcal{V}_s,
\]

\[
\sum_{i \in \mathcal{V}_s} Z_{ik} = 1, \quad \forall k \in \mathcal{K}.
\]

Next, we introduce a set of manipulations that allows us to arrive at a distributed solution for solving (9). For each service agent \( i \in \mathcal{V}_s \), we start by defining

\[
C_{ik}^* = \min_{x^*_i, \theta^*_i} C_{ik}(x^*_i, \theta^*_i), \quad k \in \mathcal{K}.
\]

Given (10) and the fact that \( C_{ik} \) depends on the pose of agent \( i \) only, it is straightforward to show that (9) can be written in the equivalent form of

\[
Z_{ik}^* = \arg \min \sum_{i \in \mathcal{V}_s} \sum_{k \in \mathcal{K}} C_{ik}^* Z_{ik},
\]

(11)

\[
Z_{ik} \in \{0, 1\}, \quad i \in \mathcal{V}_s, \quad k \in \mathcal{K},
\]

\[
\sum_{i \in \mathcal{V}_s} Z_{ik} = 1, \quad \forall i \in \mathcal{V}_s,
\]

\[
\sum_{k \in \mathcal{K}} Z_{ik} = 1, \quad \forall k \in \mathcal{K}.
\]

where \((x^i_k, \theta^*_k)\) for each service agent \( i \in \mathcal{V}_s \) is equal to minimizer \((x^i_k, \theta^*_k)\) of the \( k \)-th \((10)\) that corresponds to \( Z_{ik}^* = 1 \). The equivalent optimization representation (11) casts our suboptimal service agent assignment problem in the form of a discrete optimal mass transport problem [23]. In this optimal mass transport problem, the minimum value of (9) given in (10) can be viewed as the cost of assigning agent \( i \) to the \( k \)-th subregion/basis of the GMM. In Section V-B we show that the mixed integer programming problem (11), in fact can be cast as an linear programming in continuous space, and then solved in a distributed manner using existing optimization algorithms. Once each service agent obtains its assigned pose, we transport the agents to their assigned region by a finite-time minimum energy control. In what follows, before presenting our equivalent linear programming representation of (11), we discuss how we can obtain the minimizers of (10). More specifically, in Section V-A we show that the minimum value for each \( C_{ik} \) in (10) can be calculated as the optimal assignment or minimum cost, \( \pi_k^i \mathcal{N}(x | \mu_k, \Sigma_k) \parallel \omega_i \mathcal{N}(x | x^i_s, \Sigma(\theta^*_i)) \).

A. Similarity assessment for Gaussian QoS distribution to Gaussian basis subregion

Given the QoS distribution provided by agent \( i \in \mathcal{V}_s \) to be \( \omega_i \mathcal{N}(x | x^i_s, \Sigma'(\theta^*_i)) \), where the mean of the Gaussian distribution is at the agent’s location \( x^i_s \) and the covariance matrix is with principal (major) axis at angle \( \theta^*_i \), see Fig. 4. Hence, the covariance matrix can be decomposed into \( \Sigma'(\theta^*_i) = \mathbf{R}(\theta^*_i) \Lambda^i \mathbf{R}(\theta^*_i)^\top \), where \( \mathbf{R}(\theta^*_i) = \begin{bmatrix} \cos \theta^*_i & \sin \theta^*_i \\ -\sin \theta^*_i & \cos \theta^*_i \end{bmatrix} \) and \( \Lambda^i = \begin{bmatrix} \sigma^i_{x} & 0 \\ 0 & \sigma^i_{y} \end{bmatrix} \), in which \( \sigma^i_{x} \geq \sigma^i_{y} \) are known service parameters determines the ‘shape’ of the service agent \( i \). Similarly, agent \( i \)’s estimated covariance matrix \( \Sigma^*_k \), for the \( k \)-th subregion/basis of its estimated \( \hat{p}(x) \), see (7), can be written as \( \Sigma^*_k(\theta^*_k) = \mathbf{R}(\theta^*_k) \Lambda^k \mathbf{R}(\theta^*_k)^\top \), where \( \Lambda^k = \begin{bmatrix} \sigma^k_{x,x} & 0 \\ 0 & \sigma^k_{y,y} \end{bmatrix} \), in which \( \theta^*_k \) is the angle of principal (major) axis of the covariance matrix and \( \sigma^k_{x,x}, \sigma^k_{y,y} \in \mathbb{R}_{>0} \) with \( \sigma^k_{x,x} \geq \sigma^k_{y,y} \) are the variances in the major and minor axis direction, respectively, see Fig. 4. With the right notation at hand, the theorem below gives a closed-form solution for the minimizer \((x^*_i, \theta^*_i)\) of (10).

Theorem 1. Consider the optimization problem (10). Then, one of the global minimizer of optimization (10) is \((x^*_i, \theta^*_i) = (\mu_k, \theta^*_k)\), where \( \theta^*_k \) is the angle of the principal axis of \( \Sigma^*_k \). Moreover,

\[
C_{ik}^* = \pi_k^i \left( \frac{\sigma_k^i}{\omega_i^k} + \frac{1}{2} \left( \frac{\sigma_x^i \sigma_y^i}{\sigma^k_{x,x} \sigma^k_{y,y}} + \frac{\sigma^k_{x,x} \sigma^k_{y,y} - 2 \sigma^k_{x,y}^2}{\sigma^k_{x,x} \sigma^k_{y,y}} \right) \right).
\]

(12)
Given Theorem 1 if the optimization problem (11) allocates service agent $i$ to the $k$th subregion/basis of $\hat{p}_i(x)$, the corresponding final pose of agent $i$ will be $x_i^* = \mu_k^i$, $\theta_i^* = \theta_k^i$.

**B. Distributed multi-agent assignment problem**

The assignment optimization problem (11) is an integer optimization problem. As it is known in the discrete optimal mass transport literature [23], by the convex relaxation [24], the integer optimization (11) can be transferred to the linear programming problem stated as follows:

$$\min_{Z_{ik} \geq 0} \sum_{i \in V_i} \sum_{k \in K} C_{ik}^i Z_{ik}$$

\text{s.t.} \quad \sum_{k \in K} Z_{ik} = 1, \quad \forall i \in V_i,

$$\sum_{i \in V_i} Z_{ik} = 1, \quad \forall k \in K.$$  \hspace{1cm} (14)

Since only agent $i$ knows its own cost $C_{ik}^i$ for $k \in K$, we are interested in solving optimization problem (14) in a distributed way. In general, problem (14) may exist several optimal solutions $Z_{ik}^*$. We also require the agents agreed on the same optimal assignment plan. A distributed simplex algorithm proposed by [16] can achieve this aim. We rewrite (14) to the standard form of linear programming

$$\min \mathbf{C}^T \mathbf{Z}$$

\text{s.t.} \quad \mathbf{A} \mathbf{Z} = \mathbf{b}, \quad \mathbf{Z} \geq 0.$$  \hspace{1cm} (15)

where $\mathbf{b} = 1_{2N}$,

$$\mathbf{Z} = [Z_{11}, \ldots, Z_{1N}, Z_{21}, \ldots, Z_{2N}, \ldots, Z_{N1}, \ldots, Z_{NN}]^T,$$

$C^* = [C_{11}^*, \ldots, C_{1N}^*, C_{21}^*, \ldots, C_{2N}^*, \ldots, C_{N1}^*, \ldots, C_{NN}^*]^T,$

$\mathbf{A} = [ \mathbf{A}_{11}, \ldots, \mathbf{A}_{1N}, \mathbf{A}_{21}, \ldots, \mathbf{A}_{2N}, \ldots, \mathbf{A}_{N1}, \ldots, \mathbf{A}_{NN}]$, 

in which, $A_{ik} \in \mathbb{R}^{2N}$ is a column vector with $i$-th and $(N+i)$-th entries are 1, and others are 0. A column of problem (15) is a vector $h_{ik} \in \mathbb{R}^{1+2N}$ defined as $h_{ik} = [C_{ik}^i, A_{ik}]$. The set of all columns is denoted by $\mathcal{H} = \{h_{ik}\}_{i \in V_i, k \in K}$. Thus, the linear program (15) is fully characterized by the pair $(\mathcal{H}, \mathbf{b})$. The information of $\mathcal{H}$ is distributed in the service agents. Let $P^i = \{h_{ik}\}_{k \in K}$ is the problem column set known by agent $i \in V_i$, which satisfies $\mathcal{H} = \bigcup_{i=1}^N P^i$ and $P^i \cap P^j = \emptyset, \forall (i,j) \in V_i$. We assume the communication graph $G_i(V_i, E_i)$ of the service agents is connected. Hence the tuple $(\mathcal{G}_i, (\mathcal{H}, \mathbf{b}), \{(P^i)_{i \in V_i}\})$ forms a distributed linear program that can be solved by the distributed simplex algorithm [16]. The result of the optimization problem (14) is the optimal plan $Z_{ik}^*$, where $Z_{ik}^* = 1$ means assigning the agent $i$ to the $k$th subregion with the optimal pose $x_i^* = x_{ik}^*$ and $\theta_i^* = \theta_{ik}^*$. The last step in Stage 2 of our deployment solution is agents transportation to their corresponding assigned pose. In practice, local controllers are expected to complete this task. One such local controller can be the well-known minimum energy control [25, page 138] that can transport the agents to their respective assigned pose in finite time $\tau \in \mathbb{R}_{>0}$ while also enabling the agents to save on transportation energy. Let the local dynamics of agent $i$ (linearized) be given by

\begin{align*}
\dot{\theta}_i &= \tau_i - \alpha_i (x_i^* - x_i) - \beta_i \theta_i
\end{align*}
\[ \dot{\chi}^i(t) = A^i \chi^i(t) + B^i u^i(t), \]
where \( u^i(t) \) is the control vector, and \( \chi^i \) is the state vector of agent \( i \), which contains the pose and possibly other states. We assume that \( (A^i, B^i) \) is controllable. Starting at an initial condition \( \chi^i(t_0) \), the minimum energy control is given by

\[ u^i(t) = B^i \pi \Theta(\tau^\top (t_0 + \tau - 0) \Theta^{-1} (\chi^i - eA^i \tau \chi^i(t_0)) \]

for \( t \in [t_0, t_0 + \tau] \), where \( \chi^i \) is agent \( i \)'s desired state whose pose component is set to \( (\chi^i_x, \chi^i_y, 0) \), and \( G^i \) is the controllability Gramian. Control (16) is a finite time control that guarantees to drive the agent from it initial state \( \chi^i(t_0) \) to it desired state \( \chi^i^* \) in finite transportation time \( \tau \), i.e., \( \chi^i(t_0 + \tau) = \chi^i^* \). Stage 2 of our distributed deployment is finished at \( t_0 + \tau \). If the targets are dynamic, our two-stage deployment process can repeat to re-position the service agents in accordance to the changes in targets distribution.

VI. DEMONSTRATIONS

Consider the the same setting in Section [V-A] where a group of 6 agents with the connected communication graph \( G_k \) used a distributed EM Algorithm \( 1 \) to obtain the parameters \( \{\pi_k, \mu_k, \Sigma_k\} \) of the Gaussian bases of the targets distribution. The 6 agents are equipped with a wireless sensor which is used to detect events of interest that occurred with targets. A commonly used sensor model is a probabilistic function conditioned on the sensor location and the event location \( [26], [27] \), i.e., \( \text{Pr}(\text{Detected}|x^i, x_t) \). For example in [27], given a sensor location at \( x^i_t \), \( i \in \mathcal{V}_s \) and an event happening at \( x_t \), the probability of the sensor detecting the event is expressed as

\[ \text{Pr}(\text{Detected}|x^i_t, x_t) = \beta^i e^{-\alpha^i (x^i_t - x_t)^\top (x^i_t - x_t) / 2 \gamma^2}, \]

where \( \alpha^i, \beta^i, \gamma^i \) are sensor \( i \)'s parameters. In this case, the QoS of the sensor \( i \) at location \( x^i_t \) over the 2-D space \( x \in \mathbb{R}^2 \) can be defined as \( Q(x|x^i_t) = \text{Pr}(\text{Detected}|x^i_t, x) = z^i \mathcal{N}(x|x^i_t, \Lambda^i) \),

where \( z^i = \sqrt{2\pi \Lambda^i} \beta^i, \Lambda^i = \begin{bmatrix} \sigma^i_x & 0 \\ 0 & \sigma^i_y \end{bmatrix}, \alpha^i = \frac{\gamma^2}{2 \sigma^2} \). In this example, we consider a more general sensor model with anisotropic sensory capability, i.e. QoS is \( Q(x|x^i_t, \theta^i_t) = z^i \mathcal{N}(x|x^i_t, \Sigma^i(\theta^i_t)) \), with \( \Sigma^i(\theta^i_t) = R(\theta^i_t) \Lambda^i R(\theta^i_t)^\top \), \( \Lambda^i = \begin{bmatrix} \sigma^i_x & 0 \\ 0 & \sigma^i_y \end{bmatrix}, \) and \( \theta^i_t \) is the orientation of sensor \( i \). Lastly, the collective density distribution of QoS provided by the 6 sensors is

\[ q(x|\{x^i_t, \Sigma^i(\theta^i_t)\}_{i \in \mathcal{V}_s}) = \sum_{i \in \mathcal{V}_s} \omega^i \mathcal{N}(x|x^i_t, \Sigma^i(\theta^i_t)) \]

where \( \omega^i = \frac{\omega^i}{\sum_{i=1}^n \omega^i} \). We set \( \omega^1 = 0.15, \sigma^1_x = 70, \sigma^1_y = 25, \omega^2 = 0.15, \sigma^2_x = 30, \sigma^2_y = 15, \omega^3 = 0.2, \sigma^3_x = 80, \sigma^3_y = 30, \omega^4 = 0.1, \sigma^4_x = 30, \sigma^4_y = 30, \omega^5 = 0.1, \sigma^5_x = 60, \sigma^5_y = 40, \) and \( \omega^6 = 0.3, \sigma^6_x = 30, \sigma^6_y = 30 \). See Fig. 5 for a graphical demonstration of QoS of agent 1.

Each agent \( i \in \mathcal{V}_s \) evaluates its costs \( C_{ik} \) for all \( k \in \mathcal{K} \) by (12). Then, the agents cooperatively solve the distributed multi-agent assignment problem (15) by the means of distributed simplex algorithm (16). The optimal assignment plan of (15) is \( Z_{14} = 1, Z_{22} = 1, Z_{33} = 1, Z_{41} = 1, Z_{56} = 1, \) and \( Z_{65} = 1 \).

Suppose the service agents \( i \in \mathcal{V}_s \), motion is described by a unicycle dynamics

\[ \dot{x}^i_s = v^i \cos \theta^i_s, \quad \dot{y}^i_s = v^i \sin \theta^i_s, \quad \dot{\theta}^i_s = \omega^i_s, \]

by the change of variables \( \chi^1 = x^i_{s,x}, \chi^2 = v^i \cos \theta^i_s, \chi^3 = x^i_{s,y}, \chi^4 = v^i \sin \theta^i_s \) and the compensator

\[ \dot{v}^i_s = u^i_s \cos \theta^i_s + u^i_s \sin \theta^i_s, \quad \dot{\omega}^i_s = -v^i_s \sin \theta^i_s. \]

Finally, control (16) is applied to drive the agents to their desired state \( \chi^i = [x^i_{s,x}, v^i \cos \theta^i_s, x^i_{s,y}, v^i \sin \theta^i_s] \) corresponding to their assigned subregions and the optimal pose, i.e., \( x^i_s = \mu^i_k \) and \( \theta^i_s = \theta^i_k \) if \( Z_{ik} = 1 \), where \( v^i > 0 \) is the arrival velocity which we can assign.

The density distribution of QoS provided by the 6 agents (sensors) after deployment is illustrated in Fig. 6, where the black circles are the targets, the colored dots represent the 6 agents and the blue color map is the collective QoS distribution. The darker blue indicates the better QoS. We can see that the collective QoS distribution is similar to the targets distribution. Hence, with the proposed two-stage deployment strategy, the distribution of QoS efficiently covers the targets.

VII. CONCLUSION

We proposed a two-stage distributed deployment solution for mobile agents to efficiently cover a group of dense targets with their service, i.e., the resulting collective QoS distribution is as similar to as possible to the target density distribution. In the first stage, we proposed the distributed consensus-based EM algorithm to enable all agents to estimate the target density distribution by a GMM. In the second stage, we first assessed the smallest KLD of each pair of agent's Gaussian QoS distribution and Gaussian basis subregion. Then, we formulated a distributed multi-agent assignment problem to allocate each service agent to a subregion by taking the
smallest KLD between the agent and the subregion as the assignment cost. As a result, the summation of the KLD of each assigned agent-subregion pair is minimal. We illustrated the effectiveness of our proposed deployment solution using an application example for event detection via mobile sensors.
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