Abstract—Learning any-to-any (A2A) path loss maps, where the objective is the reconstruction of path loss between any two given points in a map, might be a key enabler for many applications that rely on device-to-device (D2D) communication. Such applications include machine-type communications (MTC) or vehicle-to-vehicle (V2V) communications. Current approaches for learning A2A maps are either model-based methods, or pure data-driven methods. Model-based methods have the advantage that they can generate reliable estimations with low computational complexity, but they cannot exploit information coming from data. Pure data-driven methods can achieve good performance without assuming any physical model, but their complexity and their lack of robustness is not acceptable for many applications. In this paper, we propose a novel hybrid model and data-driven approach that fuses information obtained from datasets and models in an online fashion. To that end, we leverage the framework of stochastic learning to deal with the sequential arrival of samples and propose an online algorithm that alternatively and sequentially minimizes the original non-convex problem. A proof of convergence is presented, along with experiments based firstly on synthetic data, and secondly on a more realistic dataset for V2X, with both experiments showing promising results.
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I. INTRODUCTION

Many applications in wireless networks can benefit from information related to the spatial distribution of path loss. Among them, applications involving peer-to-peer communication are the most challenging ones because of fast increase of communication links when the number of nodes grows. Such applications include sensor networks, machine-type communications (MTC) or vehicle to vehicle (V2V) communications. As an example consider a platoon of vehicles that have to constantly exchange information about their position, acceleration, and so on. If the path loss between any two vehicles along the route was known in advance, this information would give the vehicles enough time to adapt their distance accordingly and save a considerable amount of fuel [1]. Other benefits include reliability of communications and safety.

Any-to-any (A2A) maps describe the spatial distribution of radio signals between any two given locations of a map, which makes them very suited for those applications. But the challenge is to cope with the rapid increase of complexity when the map size increases, while keeping high prediction accuracy.

Some approaches for radio maps estimation are pure data-driven methods [2]–[4] in the sense that no physical model for the propagation of radio signals is considered, but instead they exploit the expected spatial correlation of the channel characteristics. Other approaches either rely on fixed mathematical models to describe the propagation of radio signals [5]–[7], or they attempt at learning such models without context information [8], [9]. Model-based methods have the advantage that they can generate reliable estimations with low computational complexity and little to no side information. However, they are rigid in the sense that they cannot exploit information coming from data to adapt to the environment and to reduce model uncertainty. On the other hand, pure data-driven methods can achieve good performance without assuming any physical model, but their complexity and their lack of robustness against changes in the environment (e.g., underlying distribution of the data) is not acceptable for many applications.

Against this background, we introduce a novel hybrid data- and model-driven approach with the intention of extracting the best of both worlds: we start with the notion that a mathematical model can coarsely represent the physical world, but we endow our method with the flexibility to modify the original model based on the acquired measurements. Further, our method is online because both the physical characteristics of the environment may vary (disposition of buildings, environmental conditions like rain or fog, etc...), and also because an online method can deal with the high complexity of the problem for large scenarios.

A. Prior Art

The learning of radio maps has been a major topic of interest both in academia and the industry for years [2]–[12]. In recent years, the framework of tomographic projection technique (TPT) has gained a great deal of attention as a model that characterizes the long-term shadowing of links caused by objects such as buildings or trees [2], [13], [14], and in turn this shadowing is used as a proxy to characterize the path loss. In TPT, a spatial loss field (SLF) captures the absorption generated by objects in a field, while a window function models the influence of each location on the attenuation that every link experiences [13]. The shadowing is then modeled as the weighted integral of the SLF across the field.

Previous studies [13], [15] have investigated statistical and correlation properties for shadow fading in different networking scenarios. One of the main challenges related to the statistical modeling of shadow fading lies in the characterization...
of its spatio-temporal correlation properties. The SLF in [13] is assumed to be a zero-mean Gaussian random field, and consequently, the shadowing loss experienced on arbitrary links can also be seen as a Gaussian random field. The treatment of shadow fading as a Gaussian random field has led several authors [7], [10], [16] to use Kriging interpolation for the estimation of coverage maps. In [11], [16], a state-space extension of the general path loss model is adopted in order to track coverage maps using the Krigeed Kalman filter.

A different approach exploits the concept of the Fresnel zone [5], [6], [12], [14], [17] to create a model that represents the propagation of wireless signals. In particular, the authors in [6] propose different models taking into account the locations of transmitter and receiver, and a weight is assigned to each location contained in the Fresnel zone representing the impact of each location in the signal propagation. These models are then used for different applications such as coverage maps generation [18], scene reconstruction [17], or path loss estimation [5]. In [5], the SLF is modeled as the sum of a low rank matrix, which is potentially corrupted by sparse outliers, and a sparse matrix. The motivation for this assumption is that the regular placement of walls and buildings in urban scenarios renders the scene inherently low-rank, while sparse outliers can pick up artifacts that do not conform to the low-rank model. The problem becomes an instance of the compressive principle component pursuit (CPCP) approach, and the authors propose an iterative algorithm to reconstruct the SLF.

In order to overcome the limitations of a mathematical model, the authors in [8] propose an algorithm that learns both the SLF and the window function in a blind manner, i.e., no model is assumed and both the SLF and the window function are learned in an alternating fashion. In [9], this blind approach is further improved by capitalizing on the fact that both structures are assumed to be block-sparse. A problem with elastic net regularization and multi-kernels is formulated, and an algorithm based on the alternating direction method of multipliers (ADMM) is used to obtain a solution. Both contributions in [8], [9] have the critical limitation of being batch algorithms, which poses a tremendous hurdle for real-world applications because i) in both approaches the problem complexity and the number of variables that have to be stored in memory increases cubically with the number of pixels in the map, and ii) because they cannot cope with a changing environment over time due to e.g., different traffic profiles or change in the underlying map. In the seeding publication of this work [19], we overcome these limitations by proposing an online algorithm which, upon arrival of new measurements, obtains new estimates of both the SLF and the model. To do this, the online algorithm implements a “descent” version of the generalized alternating minimization (gAM) [20], i.e., we take only one step at a time towards a new estimate of the SLF with the last estimate of the model fixed, and then another step for the model with the new updated SLF fixed, iteratively until a stopping criterion is met.

1) We propose a new problem to learn the SLF based on A2A path loss measurements, while, at the same time, steering the original model into another one better represented by the data. This strategy results in a non-convex optimization problem, but it is marginally convex, i.e., the problem becomes convex if a subset of variables is fixed. In contrast to [8], [9], [19], we constrain the updates to remain close to the original model.

2) The problem of learning the model derived from the TPT would be extremely ill-posed, so we propose a non-linear kernel approach based on the radial basis function (RBF) similar to [8], [9], [19].

3) As in [5], [9], [19], the structure representing the SLF is assumed to be group-sparse, so we consider the least squares problem regularized by the elastic net [21] for the reconstruction of the SLF.

4) Similar to the seeding paper of this work [19], we define a majorizing function that upperbounds the original objective function, i.e., the new function is grater or equal than the original one in its entire domain. This strategy is known from stochastic approximation [22] and has been exploited for online learning in different application domains [5], [23], [24]. Unlike in our previous work, we prove that the new function is indeed a surrogate of the original one, i.e., both functions tend to the same real value when the number of iterations grows towards infinity.

5) We propose a novel online algorithm similar to the seeding publication in the sense that it is also a “descent” version of the gAM. In this case however, the method to update the model is the projected gradient descent, while the iterative procedure for the SLF is based on the forward-backward splitting method [25].

6) As main contribution of this work, we study the convergence of the proposed algorithm both in the objective and in the arguments. To this end, we first prove some regularity of the functions involved. More precisely, we require local Lipschitz-continuity, uniformly strong convexity and uniform boundedness. After proving that the majorizing function is a surrogate of the original objective function under some reasonable assumptions, we show that the iterations of the online algorithm converge to a point in the set of stationary points of the original problem.

7) Unlike in the seeding publication, we evaluate our algorithm firstly with synthetic data representing the Madrid scenario [26] for a V2V network, and secondly with measurements generated with the Geometry-based Efficient propagation Model for V2V communication (GEMV2) [27], a simulator which has been shown to generate V2V path loss datasets very close to real measurements [27]. In both cases, we show the gains of our hybrid model and data driven approach.

B. Contributions

In the following we enumerate the contributions of this work:

C. Paper structure

This paper is structured as follows. In Sect. II we review the notation, definitions and facts that are extensively used to prove the main results in this study. In Sect. III we both
introduce the framework of path loss learning based on TPTs, and state the problem. In Sect. VI, we present our algorithmic solution to the online learning of A2A path loss maps, and Sect. VII deals with the analysis of the algorithm convergence. We conclude the study with the numerical evaluation of our proposed algorithm in Sect. V.

II. MATHEMATICAL PRELIMINARIES

The objective of this section is to introduce the mathematical machinery required for this study. We further introduce notation and results in mathematics that are necessary to keep the presentation as self-contained as possible.

Hereafter, we denote linear and non-linear operators with uppercase letters, vectors with bold lowercase letters, and sets and function classes with calligraphic letters. Given $n \in \mathbb{N}$, $I_n$ represents the $n \times n$ identity matrix. $E$ represents the expected value, $\otimes$ is the Kronecker product, $\odot$ is the Hadamard product, the superscript $(\cdot)^T$ denotes the transpose, and $\text{Tr}(A)$ is the trace of the matrix $A$. We consider the Euclidean space $\mathcal{H} := \mathbb{R}^n$, which is a Hilbert space equipped with the inner product $(x, y) := x^T y$. The norms $\|\cdot\|_1$ and $\|\cdot\|_2$ are, respectively, the standard $\ell_1$ and $\ell_2$ norms in the Euclidean space, unless otherwise stated.

Definition 1 (Marginal convexity). A continuous function of two variables $k : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ is considered marginally convex in its first variable if for every value of $y \in \mathcal{Y}$, the function $k_y : \mathcal{X} \to \mathbb{R}$ is convex, i.e., for every $x^1, x^2 \in \mathcal{X}$, there exists a subgradient $g \in \partial k_y(x)$ such that

$$k_y(x^2) \geq k_y(x^1) + \langle g, x^2 - x^1 \rangle.$$  

In case $k$ was differentiable in $x$, the subgradient can be substituted by the corresponding gradient:

$$k_y(x^2) \geq k_y(x^1) + \langle \nabla k_y(x^1), x^2 - x^1 \rangle.$$  

A similar argument can be made for the second variable $y$.

Definition 2 (Marginal optimum coordinate). Let $k : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$. For any point $y \in \mathcal{Y}$, we say that $x$ is a marginally optimal coordinate with respect to $y$, and use the shorthand $\bar{x} \in \text{mopt}_x(y)$, if $k(\bar{x}, y) \leq k(x, y) \text{ for all } x \in \mathcal{X}$. Similarly, for any $y \in \mathcal{Y}$, we say $x \in \text{mopt}_y(x)$ if $y$ is a marginally optimal coordinate with respect to $x$.

Definition 3 (Bistable point). Given a function $k : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$, a point $(x, y) \in \mathcal{X} \times \mathcal{Y}$ is considered a bistable point if $y \in \text{mopt}_x(x)$ and $x \in \text{mopt}_y(x)$, i.e., both coordinates are marginally optimal with respect to each other.

Definition 4 (Proximal operator). The proximity operator of a function $k : \mathbb{R}^n \to \mathbb{R}$ is given by:

$$\text{prox}_k : \mathbb{R}^n \to \mathbb{R}^n, (f) \to \text{argmin}_{y \in \mathbb{R}^n} k(y) + \gamma \|f - y\|^2_2,$$

where $\gamma > 0$ is the attraction parameter.

Definition 5 (Directional derivative). Let $h : \mathcal{X} \to \mathbb{R}$ be a convex function, where $\mathcal{X} \subseteq \mathbb{R}^p$ is a closed convex set. The directional derivative of the function $h$ at a point $x \in \mathcal{X}$ in the direction $d \in \mathbb{R}^p$ is defined as

$$h'(x; d) := \lim_{t \downarrow 0} \frac{h(x + td) - h(x)}{t},$$

and we define $h'(x; d) := +\infty$ if $x + td \notin \mathcal{X}$, $\forall t > 0$.

Definition 6 (Stationary point). Let $h : \mathcal{X} \to \mathbb{R}$ be a function, where $\mathcal{X} \subseteq \mathbb{R}^p$ is a convex set. The point $x \in \mathbb{R}^p$ is a stationary point of $h$ if

$$h'(x; d) \geq 0, \forall d \in \mathbb{R}^p.$$  

Definition 7 (Contraction mapping). Let $E$ be an Euclidian space. Then $T : E \to E$ is said to be a contraction mapping if there exists $\kappa \in [0, 1]$ such that

$$\left(\forall x, y \in E\right) \|T(x) - T(y)\| \leq \kappa \|x - y\|.$$  

Further, $T$ is said to be firmly non-expansive if

$$\left(\forall x, y \in \mathcal{D}\right) \|T(x) - T(y)\| \leq \|x - y\|.$$  

Definition 8 (Non-expansive mapping). Let $\mathcal{D}$ be a nonempty subset of $E$ and let $T : \mathcal{D} \to E$. The operator $T$ is said to be non-expansive if

$$\left(\forall x, y \in \mathcal{D}\right) \|T(x) - T(y)\|^2 \leq \|x - y\|^2.$$  

Definition 9 (Equicontinuous function). Let $\mathcal{X}$ and $\mathcal{Y}$ be two metric spaces, $d(\cdot, \cdot)$ their respective distance metric, and $\mathcal{F}$ a family of functions mapping $\mathcal{X}$ into $\mathcal{Y}$. The family $\mathcal{F}$ is said to be equicontinuous at a point $x_0 \in \mathcal{X}$ if for every $\varepsilon > 0$, there exists a $\gamma > 0$ such that $d(f(x_0), f(x)) < \varepsilon$ for all $f \in \mathcal{F}$ and all $x$ such that $d(x_0, x) < \gamma$.

Definition 10 (Quasi-martingale). A martingale is a stochastic process for which, at a particular time, the conditional expectation of the next value in the sequence, given all prior values, is equal to the present value, i.e., a stochastic process $X_1, X_2, \ldots, X_2$ is said to be martingale if for a particular value of $n$, we have

$$\mathbb{E}[X_n] < \infty,$$

and

$$\mathbb{E}[X_{n+1}|X_1, \ldots, X_n] = X_n.$$  

Further, a stochastic process is said to be quasi-martingale if it has a decomposition into the sum of a martingale process and a sequence of functions having almost sample of bounded variation $[28]$.

Definition 11 (Filteration of a stochastic process). Consider a real valued stochastic process $\{X_n\}_{n=1}^\infty$. For each $n$, we define the filtration of the stochastic process up to time instant $n$ as

$$\mathcal{N}_n := \sigma(X_1, \ldots, X_n),$$

where $\sigma(X_1, \ldots, X_n)$ denotes the $\sigma$-algebra generated by the random variables $X_1, \ldots, X_n$.

In the following, we state several theorems and lemmata necessary for the convergence analysis of our algorithms.

Fact 1 (Bonnans and Shapiro theorem [29]). Let $f : \mathbb{R}^p \times \mathbb{R}^q \to \mathbb{R}$. Suppose that for all $x \in \mathbb{R}^p$ the function $f(x, \cdot)$ is differentiable, and that $f$ and $\nabla u f(x, u)$ the derivative of $f(x, \cdot)$ are continuous on $\mathbb{R}^p \times \mathbb{R}^q$. Let $v(u)$ be the optimal value function $v(u) = \min_{x \in \mathcal{X}} f(x, u)$, where $\mathcal{C}$ is a compact subset of $\mathbb{R}^p$. Then $v(u)$ is directionally differentiable. Furthermore, if for $u_0 \in \mathbb{R}^q$, $f(\cdot, u_0)$ has a unique minimizer $x_0$ then $v(u)$ is differentiable in $u_0$ and

$$\nabla_u v(u_0) = \nabla u f(x_0, u_0).$$
Fact 2 (A Corollary of Donsker’s theorem [30]). Let $F = \{ f_\theta : X \to \mathbb{R}, \theta \in \Theta \}$ be a set of measurable functions indexed by a bounded subset $\Theta \in \mathbb{R}^d$. Suppose that the functions $f_\theta \forall \theta \in \Theta$ are Lipschitz continuous, $\|f\|_{\infty} < K$, $\mathbb{E}_X[f(X)^2] \leq \delta^2$ for some $\delta > 0$, and that the random elements $X_1, X_2, \ldots$ are Borel-measurable. Define the empirical average $u_n(f) = \frac{1}{n} \sum_{i=1}^n f(X_i)$. Then,
\[
\mathbb{E}\left[ \frac{1}{n} \sum_{i=1}^n f(X_i) \right] = O(1).
\]

Fact 3 (Lemma on positive converging sums [24]). Let $(u_t)_{t=1}^\infty$ be a nonnegative sequence, i.e., $(\forall t \in \mathbb{N}) u_t \geq 0$, and $\sum_{t=1}^\infty u_t/t < \infty$. Furthermore, suppose that $(\forall t \in \mathbb{N}) |u_{t+1} - u_t| \leq c/t$ for some $c > 0$. Then, $\lim_{t \to \infty} u_t = 0$.

Fact 4 (Theorem on the sufficient condition of convergence for a stochastic process [31]). Let $(\Omega, \mathcal{F}, P)$ be a measurable probability space, $u_t$, for $t \geq 0$, be the realization of a stochastic process and $\mathcal{N}_t$ be the filtration determined by the past information at time $t$. Let
\[
\delta_t = \begin{cases} 
1 & \text{if } \mathbb{E}[u_{t+1} - u_t|\mathcal{N}_t] > 0, \\
0 & \text{otherwise}.
\end{cases}
\]
If for all $t$, $u_t \geq 0$ and $\sum_{t=1}^\infty \mathbb{E}[u_{t+1} - u_t] < \infty$, then $u_t$ is a quasi-martingale and converges almost surely. Moreover,
\[
\sum_{t=1}^\infty \mathbb{E}[u_{t+1} - u_t|\mathcal{N}_t] < +\infty \text{ a.s.}
\]

Fact 5 (Glivenko-Cantelli theorem [31]). Let $F$ be the cumulative distribution function of the stochastic process generating i.i.d. samples $X_1, X_2, \ldots$, and let $F_n$ be its empirical cumulative distribution function after $n \in \mathbb{N}$ samples, given by $F_n(n) = \frac{1}{n} \sum_{i=1}^n 1[X_i \leq x]$. Then,
\[
\|F_n - F\|_{\infty} \to 0. \text{ a.s.}
\]

Fact 6 (Arzelà-Ascoli theorem [32]). Consider a sequence of real-valued functions $(f_n)_{n \in \mathbb{N}}$ defined in a closed and bounded set $F$. If this sequence is uniformly bounded and uniformly equicontinuous, then there exists a subsequence $(f_{n_k})_{k \in \mathbb{N}}$ that converges uniformly. The converse is also true, in the sense that if every subsequence of $(f_n)_{n \in \mathbb{N}}$ itself has a uniformly convergent subsequence, then $(f_n)$ is uniformly bounded and equicontinuous.

Fact 7 (Proposition on the existence of directional derivative [33]). For any convex function $f : \mathbb{R}^n \to (-\infty, \infty]$ and any $\bar{x} \in \text{dom}(f)$, the directional derivative $f'(\bar{x};d)$ exists for every direction $d \in \mathbb{R}^n$. Furthermore, if $\bar{x} \in \text{int}(\text{dom}(f))$ then $f'(\bar{x};d)$ is a real number for every $d \in \mathbb{R}^n$.

Fact 8 (Mean value theorem of vector calculus [34]). Let $f : U \to \mathbb{R}$ be a differentiable function, where $U$ is a convex and open subset of $\mathbb{R}^k$. Let $a, b$ be points in $U$, with $b \geq a$. Then, there exists $x \in [a, b]$ such that
\[
(\nabla f(x), b - a) = f(b) - f(a).
\]

Fact 9 (Firmly non-expansive functions of proximal operators [35]). Let $\varphi \in \Gamma_0(X)$, where $\Gamma_0$ is the class of lower semicontinuous convex functions from $X$. Then $\text{prox}_\varphi$ and $\text{Id} - \text{prox}_\varphi$ are firmly nonexpansive.
channel reciprocity in the path loss between any two points, the total number of links \( T \) in a map of \( P \) pixels is \( T := P(P-1)/2 \), and the index set \( M \) of all links is \( M := 1, \ldots, T \).

We define a bijective mapping

\[
B : \mathcal{P} \times \mathcal{P} \rightarrow M : m \mapsto P(j-1) + i
\]

that maps any two indexes \( i, j \in \mathcal{P} \) onto a link index \( m \in M \). By \( W \in \mathbb{R}^{P \times P} \) we define a matrix containing all possible weight values of the map, where \( w_{m,p} := w(\phi_1(x_i, x_j), \phi_2(x_i, x_j, x_p)) \) with \( m := B(i, j) \). The fading vector \( s \in \mathbb{R}^P \) is generated by stacking all possible values of \( s(x_i, x_j) \), such that:

\[
s = W f.
\]

Consider that measured path loss values arrive at a central entity at different time instants. Let \( \hat{s}_t \in \mathbb{R}^{M_t} \) be the (noisy) shadowing measurements acquired at time instant \( t \in \mathbb{N} \), and \( \Omega_t := \{\omega^t_1, \ldots, \omega^t_M\} \) is the measurements index set with cardinality \( M_t := 11, 35 \). For the sake of simplicity, we assume that \( M_1 = M_2 = \cdots = M \) for the reminder of this manuscript. The elements in \( \hat{s}_t \) represent a selection of all elements contained in \( \hat{s} \in \mathbb{R}^T \), which is in turn a vector containing all possible (noisy) measurements in a map. Analogously, the matrix \( W_t \in \mathbb{R}^{M_t \times P} \) denotes the weight matrix whose rows correspond to the link measurements received at time \( t \). Let \( (\forall i \in \Omega_t) \ u_i \in \mathbb{R}^P \) be the rows of \( W_t \). The convex set \( C_t \) is defined as the \( \ell_2 \)-ball of radius \( r \) around the vector \( u_i \):

\[
C_t := \{x \in \mathbb{R}^P | \|x - u_i\|_2 \leq r \}.
\]

Through the sets \( C_t \) we add the context information related to a certain model such as the elliptical model, or the normalized elliptical previously introduced. But, instead of assuming that the window function has to follow one of these or any other model, we encode this information in the form of a constraint convex set to our optimization problem. Such an approach allows us to include information coming from a model, since a solution to our problem is expected to be close to the model, but it also gives us some freedom in case the physical environment is not precisely expressed by it. Note that we have restricted our constraint sets to the \( \ell_2 \)-ball of radius \( r \) and centered in \( u_i \). One can change or add the constraint sets to include more context information, provided that the sets are convex ones and their intersection is not empty.

The proposed approach is based on the assumption that the SLF vector \( f \) is a block-sparse vector. The block-sparse of \( f \) is justified by the fact that most pixels of a map represent the free space, whose absorption value is negligible compared to the absorption of solid bodies, and therefore assumed to be zero. Further, non-zero entries of \( f \) are those belonging to walls and other physical structures, therefore they are concentrated in groups.

In light of the above assumption, an intuitive approach to estimate the SLF is to minimize the least squares error regularized by the elastic net to improve block-sparisity.

Previous studies such as \([8, 9]\) in this particular application domain have shown that attempts at minimizing with respect to \( W \) fail to give good results because the problems are in general severely ill-posed. To address this limitation, we impose additional structure on \( W \) by considering a non-linear kernel approach similar to \([9]\). With some abuse of notation, we define the vector \( c := [c_1, \ldots, c_M]^T \in \mathbb{R}^M \), where \( c_m := \phi(x_i, x_j) \). Similarly, denote \( d := [d_1, \ldots, d_M, d_1, \ldots, d_M]^T \in \mathbb{R}^{2M} \), where \( d_{m,p} := \phi_2(x_i, x_j, x_p) \). Define \( \Phi_{m,p} := [c_m, d_{m,p}]^T \in \mathbb{R}_+^2 \) as a two-dimensional vector with arbitrary \( c_m, d_{m,p} \) stacked together; and we assume that the window function can be written as a function of a positive definite kernel in the following form:

\[
w(\Phi) = \sum_{m=1}^{M} \sum_{p=1}^{P} \alpha_{q(m,p)} \kappa(\Phi_{m,p}, \Phi),
\]

where \( \alpha_{q(m,p)} \in \mathbb{R} \) are appropriate scalars to be determined, \( \omega_1, \ldots, \omega_2 \) are the ordered elements of \( \Omega_t \), and \( q(m,p) \) is an index obtained as \( q(m,p) := p(m-1) + p \). In particular, in this study we use RBF as kernel:

\[
\kappa_{q,q'} := \kappa(\Phi, \Phi') = \exp\left(-\frac{\|\Phi_q - \Phi'_q\|_2^2}{2\sigma^2}\right),
\]

where \( \sigma > 0 \) is the width of the kernel. Define the kernel matrix \( K \in \mathbb{R}^{MP \times MP} \) with the \((q,q')\) element given by \( \kappa_{q,q'} \), and also define the vector \( \alpha_t \) as \( \alpha_t = [\alpha_{q_1}, \ldots, \alpha_{q(M,P)}] \in \mathbb{R}^{MP} \).

Let \( j \in \Omega_t \), and define the convex set

\[
\Omega_{t,j} := \{x \in \mathbb{R}^P | \|x - a_{t,j}\|_2 \leq r \},
\]

where \( a_{t,j} \in \mathbb{R}^P \) is a vector given by \( a_{t,j} := [a_{t,j}]_j \), with \( [\cdot]_j \) representing the selection of entries \( P(j-1) + 1 \) until \( Pj \) of a vector. The set in the \( \alpha \)-parameter space \( C_\alpha \) is defined at time \( t \) as

\[
C_\alpha := \bigcap_{j=1}^{M} \Omega_{t,j} \subset \mathbb{R}^{MP},
\]

which is also convex, since the Cartesian product of convex sets is a convex set \([27]\). Let \( x \in \mathbb{R}^P \). The projection of \( x \) onto the set \( \Omega_{t,j} \) is given by:

\[
\Pi_{\Omega_{t,j}}(x) = \left\{ q \in \Omega_{t,j} | q = \min \frac{x - a_{t,j}}{\|x - a_{t,j}\|_2} + a_{t,j} \right\},
\]

with \( \min = \min(r, \|x - a_{t,j}\|_2) \). We can construct the projection of a vector \( \alpha \in \mathbb{R}^{MP} \) onto \( C_\alpha \) as \([8, 21]\) Proposition 8):

\[
\Pi_{C_\alpha}(\alpha) \equiv \bigcap_{j=1}^{M} \Pi_{\Omega_{t,j}}(x_j),
\]

where \( x_j := [\alpha_j]_j \in \mathbb{R}^P \). Considering the non-linear kernel approach, we can write an optimization problem over \( f, \alpha_1, \ldots, \alpha_t \) as follows:

\[
\min_{\alpha_t \in C_\alpha} \frac{1}{t} \sum_{\tau=1}^{t} \|\hat{s}_\tau - A_f K_{\tau} \alpha_{\tau}\|_2^2 + \lambda_1 \|f\|_1 + \lambda_2 \|f\|_2^2 + \lambda_3 \|\alpha_{\tau}\|_2^2,
\]

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are nonnegative regularization parameters \([21]\). \( A_f := I_M \otimes f^T \in \mathbb{R}^{MXMP} \) is the Kronewoker product between the identity matrix \( I_M \in \mathbb{R}^{MXM} \) and \( f^T \), and the term \( \lambda_3 \|\alpha_{\tau}\|_2^2 \) is included to guarantee stability of the solutions.

Problem \([7]\) can be viewed as the minimization of the empirical cost of a model-constrained least squares regression regularized with the elastic net. Note however that \([7]\) is not jointly convex in \( f, \alpha_1, \ldots, \alpha_t \), but it is convex in \( f \) if
\(\alpha_1, ..., \alpha_t\) are fixed, and vice versa [20]. As a result, we consider an alternating minimization strategy to address [7] where, at time \(t\) of arrival of new measurements, one set of variables is updated while the remaining ones are kept constant. This process is carried out until a stopping criterion is met.

IV. ONLINE PATH LOSS LEARNING

In scenarios like the one presented in the previous section, one is in general interested in obtaining an estimate \(\hat{f}\) of \(f\) at time \(t\), instead of waiting for all measurements to arrive before solving Problem [7]. In these cases, a standard alternative is to try to optimize an empirical cost function [23]. To this end, we first define \((\forall t \in \mathbb{N}) l(\hat{s}_t, f)\) as the optimal value of the partial optimization problem with respect to \(\alpha_t\):

\[
l_t(f) \triangleq l(\hat{s}_t, f) = \min_{\alpha_t \in C_t} \frac{1}{2} ||\hat{s}_t - A_f K_t \alpha_t||^2_2 + \lambda_3 ||\alpha_t||^2_2,
\]

and then we define the empirical cost function of the SLF problem as

\[
h_t(f) = \frac{1}{t} \sum_{\tau = 1}^{t} l_t(f) \triangleq l_t(f) + \lambda_1 ||f||_1 + \frac{1}{2} \lambda_2 ||f||_2^2.
\]

The problem of online SLF learning corresponds to the minimization of (9):

\[
\min_{f \in \mathbb{R}^P} h_t(f).
\]

Note that (7) and (10) are equivalent problems in the sense that their set of minimizers are identical. However, given a finite training set, one should not spend too much time on accurately minimizing the empirical cost, since it is only an approximation of the expected cost and might not provide good solutions, especially when \(t\) is small [39]. Another limitation of directly minimizing (9) is the fact that the complexity increases with the acquired number of samples, making the approach unsuitable for online settings. Therefore, our interest lies on the minimization of the expected cost of \(h_t(f)\):

\[
h(f) \triangleq E[h_t(f)] = \lim_{t \to \infty} h_t(f) \ a.s.,
\]

where the expectation, which for now is supposed to be finite, is taken relative to the probability distribution \(p(\hat{s})\) of the measurements. Later in Section V we will state the necessary conditions for (11) to be true.

A. Addressing the elastic net subproblem

Instead of minimizing the empirical cost in (9), we propose the minimization at time instant \(t\) of a new function \((\forall \alpha_1, ..., \alpha_t \in \mathbb{R}^{MP})\)

\[
\hat{h}_t(f) = \frac{1}{t} \sum_{\tau = 1}^{t} \frac{1}{2} ||\hat{s}_t - A_f \alpha_t||^2_2 + \lambda_1 ||f||_1 + \frac{1}{2} \lambda_2 ||f||_2^2,
\]

where \(A_{\alpha_t} = \sum_{n = 1}^{M} e_n \otimes (\alpha_t^T K_{\tau}) \in \mathbb{R}^{P \times P}\), and \(e_n \in \mathbb{R}^M\) is a unitary vector with all zeros but the \(n\)th entry one.

The motivation behind this approach lays on the fact that \(\hat{h}_t\) is convex in \(f\), and also because one can readily show that it upperbounds the empirical cost function \(h_t(f)\). Indeed, we will prove in Section V that \(\hat{h}_t\) acts as a surrogate of \(h_t\), i.e. \(\hat{h}_t(f)\) and \(h_t(f)\) converge to the same limit when \(t \to \infty\).

We can rewrite \(h_t(f)\) in a more convenient way for our online algorithm in the following way:

\[
\hat{h}_t(f) = \frac{\text{Tr}(\hat{A}_t f f^T) - \text{Tr}(b_t f^T)}{2t} + \frac{1}{2} \lambda_2 ||f||_2^2 + \lambda_3 ||\alpha_t||^2_2 + C,
\]

where \(C = \frac{\text{Tr}(\hat{s}_t \hat{s}_t^T)}{2t}\) is a constant, \(\hat{A}_t = \sum_{\tau = 1}^{t} A_{\alpha_{\tau}} \in \mathbb{R}^{P \times P}\), and \(b_t = \sum_{\tau = 1}^{t} A_{\alpha_{\tau}}^T \hat{s}_\tau \in \mathbb{R}^P\). Note that the structures \(\hat{A}_t\) and \(b_t\) do not change size with increasing \(t\). This suggests an algorithm in which, at time \(t\), we keep track and update \(\hat{A}_t\) and \(b_t\), and a new estimate \(\hat{f}_t\) is found after minimizing function \(\hat{h}_t(f)\) in (13) w.r.t. \(f\). Note that \((\forall \alpha_1, ..., \alpha_t \in \mathbb{R}^{MP})\) the function \(\hat{h}_t\) is coercive, proper and strongly convex, therefore

\[
\hat{f}_t \in \text{argmin}_f \hat{h}_t(f).
\]

The function \(\hat{h}_t\) can be expressed as the sum of two functions \(g_1\) and \(g_2\), where \(g_1\) is convex and differentiable, while \(g_2\) is convex but non-smooth. More precisely, define

\[
g_1 : \mathbb{R}^P \to \mathbb{R} : f \mapsto \frac{1}{2t} \left(\text{Tr}(\hat{A}_t f f^T) - \text{Tr}(b_t f^T) + t \lambda_2 ||f||_2^2\right) + C,
\]

and

\[
g_2 : \mathbb{R}^P \to \mathbb{R} : f \mapsto \lambda_1 ||f||_1.
\]

The problem \(\min_f \hat{h}_t(f)\) can then be formulated as:

\[
\min_f g_1(f) + g_2(f).
\]

This kind of problems are well understood and there is a plethora of algorithms to solve them [25], [40]–[42]. We propose using the forward-backward splitting method [25] due to its good performance compared to other methods in this particular application domain. It can be shown [25] that, if \(g_1\) is Lipschitz-differentiable, Problem (17) admits one solution and that, for certain \(\gamma \in [0, \epsilon]\) and \(\epsilon > 0\), its solution is characterized by the fixed point equation

\[
f = \text{prox}_{\gamma g_2}(f - \gamma \nabla g_1(f)),
\]

where \(\text{prox}_{\gamma g_2}\) is the proximal operator of \(g_2\) with attracting factor \(\gamma\).

An iterative solution to (17) is then given by

\[
f^{(n+1)} = \text{soft}_{\lambda_1} \left( f^{(n)} + \gamma \left( \frac{1}{2t} b_t^T - \frac{1}{t} \hat{A}_t f^{(n)} - \lambda_2 f^{(n)} \right) \right),
\]

where \(\text{soft}_{\lambda_1}(\cdot)\) is the soft thresholding function with threshold \(\lambda_1\), and \(n \in \mathbb{N}\) is the iteration index.

B. Addressing the constraint least squares subproblem

Unlike the minimization of \(f\) in Problem (7), the minimization over \(\alpha_1, ..., \alpha_t\) is not coupled in the summation of functions through its variables, meaning that we can separate Problem (7) with respect to \(\alpha_1, ..., \alpha_t\), while keeping \(f\) fixed.

The problem of minimizing \(\alpha_t\) is defined (\(\forall f \in \mathbb{R}^P\)) as follows:

\[
\min_{\alpha_t \in C_t} k_t(\alpha_t) \triangleq \frac{1}{2} ||\hat{s}_t - A_K \alpha_t||^2_2 + \lambda_3 ||\alpha_t||^2_2,
\]
where \( A_{K_t} = A_f K_t \in \mathbb{R}^{M \times MP} \). Problem (20) has \((\forall t \in \mathbb{N})\) a unique solution because \((\forall \alpha_t \in \mathbb{R}^{MP})\) \( k_t(\alpha_t) \) is a quadratic function and the lowest eigenvalue of its Hessian is at least \( \lambda_3 \). Such solution can be attained with the projected gradient method:

\[
\alpha_t^{(n+1)} = \Pi_{C_t}^{\gamma} \left( \alpha_t^{(n)} + \mu \left( A_{K_t}^T \hat{s} - A_{K_t}^T A_{K_t} \alpha_t^{(n)} - \lambda_3 \alpha_t^{(n)} \right) \right),
\]

where \( \Pi_{C_t}^{\gamma} \) is the projection onto the convex set \( C_t^{\gamma} \) given by (6). \( \mu > 0 \) is the step size, and \( n \in \mathbb{N} \) is the iteration index. The reason for the selection of an iterative method such as the projected gradient to solve (20) instead of solving the dual problem will become apparent in the next section, but for now we mention the need of the intermediate values \( \alpha_t^{(n)} \) for our algorithmic solution.

### C. Algorithmic Solution

The missing piece in the online SLF learning problem is the combination in an algorithm of the estimates \( \bar{f}_t \) in (14) with the iterative solutions of \( f^{(n)} \) and \( \alpha_t^{(n)} \) in (19) and (21), respectively.

One important caveat of the online algorithm is that we implement a “descent” version of the outlined alternating minimization process. This means that instead of running the iterations in (19) until a stopping criterion is met, and then proceed with the iterations in (21) again until improvements are small enough, we take only one step at a time of the iterations in (19), and another step of iterations in (21), alternatively until a combined stopping criterion is met. The rationale behind this is that the improvement from \( f^{(1)} \) to \( f^{(N)} \) and from \( \alpha_t^{(1)} \) to \( \alpha_t^{(N)} \) might not be relevant enough to justify finding the optimal solutions of the two convex sub-problems in \( \alpha_t \) and \( f_t \) alternatively. Indeed, simulations for this particular application have consistently shown better performance and shorter execution time with the “descent” strategy.

Consider that the samples \( \hat{s}_1, \hat{s}_2, \ldots \) are i.i.d samples drawn from a common distribution \( p(\hat{s}) \). In order to guarantee stability of the iterations, we need to choose the update parameters \( \mu \) and \( \gamma \) for every iteration index \( n \) before updating \( \alpha_t \) and \( f_t \), respectively. More precisely, we need to choose \( \mu(\gamma) \) strictly smaller than the Lipschitz constant of \( \nabla k_t(\alpha) (\nabla g_t(\hat{s})) \), given by \( L_k = \| A_f^T A_f + \lambda_3 I_{MP} \|_2 \) (\( L_g = \| A_t + \lambda_3 I_P \|_2 \), where \( \| \cdot \|_2 \) here is the spectral norm of a matrix. Section V deals with the convergence analysis of the algorithm and provides formal proof for the selection of \( \mu \) and \( \gamma \). One important element to guarantee the convergence of the algorithm is the selection of an \( \epsilon \) such that \( \epsilon \in [0, 1] \).

Finally, since \( \hat{h}_t \) is expected to be close to \( \hat{h}_{t-1} \) for large values of \( t \), so are under suitable conditions \( \bar{f}_t \) and \( \bar{f}_{t-1} \), which makes it efficient to use \( \bar{f}_{t-1} \) as “warm” initialization for computing \( \bar{f}_t \). Our procedure is summarized in Algorithm I.

### D. Complexity

The complexity of Alg. I is dominated by the two matrix multiplications (one to compute \( \alpha_t^{(n+1)} \), the other one to compute \( f_t^{(n+1)} \)) required in each iteration \( n \), which we assume \( O(n^3) \). We also assume that the stopping criterion in both cases is given by a maximum number of iterations \( N \). The complexity is then given by \( O(t_{max} N (P^3 M^3 + P^2 M)) \). Because the complexity is dominated by the first term \( (P^3 M^3) \), we see that it scales linearly with the total number of iterations \( t_{max} N \), and cubically for the number of pixels in the map \( P \) times the number of samples acquired at \( t \). \( M \).

### V. Convergence Analysis

In this section, we provide a convergence analysis of our proposed algorithm both in the objective and in the arguments. We focus our analysis on a modified version of Alg. I presented in Alg. II Algorithm II represents the non-descent version of Alg. I in the sense that, at time \( t \), both sub-problems in \( \alpha_t \) and \( f_t \) are solved sequentially, instead of alternating step by step between the two sub-problems as in Alg. I. We begin with the necessary (and reasonable) assumptions for the convergence of both algorithms. Several lemmata are then presented as intermediate statements to achieve the first of the two most relevant results, which is the proof of convergence of Alg. II to a stationary point of Problem (11). After this, we trace back the connection with the original Alg. I and also prove its convergence in the arguments.

**Assumption 1.** The samples \( \hat{s}_1, \hat{s}_2, \ldots \) are i.i.d. samples drawn from a common distribution \( p(\hat{s}) \) with compact support \( \chi \).

**Assumption 2.** Let \( F \subseteq \mathbb{R}^p \) be a convex, compact and non-empty set. We assume that the iterates \( (f_t)_{t \in \mathbb{N}} \) are in \( F \).

We now proceed to state our main results, namely, that \( (f_t)_{t \in \mathbb{N}} \) and \( (\alpha_t)_{t \in \mathbb{N}} \) both converge to a stationary point of \( h \) asymptotically. To facilitate the analysis, let us define the following functions:

\[
l_t^1(f) := l_t(f) + \frac{1}{2} \lambda_2 \| f \|_2^2
\]
Algorithm 2: Alternating minimization algorithm

Input : $f_0$

Fix : $\alpha_1, \alpha_2, \alpha_3$

Init : $A_0 \in \mathbb{R}^p \times P \leftarrow 0$, $b_0 \in \mathbb{R}^p \leftarrow 0$

for $t = 1, \ldots, t_{\text{max}}$ do

Draw $\delta_t$ from $p(\delta)$

$\alpha_t \leftarrow \arg\min_{\alpha \in C^\alpha} \frac{1}{2} \|\delta_t - A_{t-1}K_t\alpha_t\|^2$

$A_t \leftarrow A_{t-1} + A_t^\alpha A_t$

$b_t \leftarrow b_{t-1} + A_t^\alpha \delta_t$

$f_t \leftarrow \arg\min_{f \in F} \frac{1}{t} \sum_{s=1}^t \frac{1}{2} \|\delta_s - f\|^2$

$A_t f \leftarrow \frac{1}{t} \sum_{s=1}^t A_s f$

Update $f_{t+1} \leftarrow f_t$

Warm Init $f_{t+1} \leftarrow \delta_t$

Output: $\alpha_1, \ldots, \alpha_{t_{\text{max}}}$

$\hat{t}_1(f) := \frac{1}{2} \|\delta_t - A_{\alpha_1} f\|^2 + \frac{1}{2} \|\delta_t - A_{\alpha_3} f\|^2$ (23)

$\hat{t}(f) := \frac{1}{t} \sum_{s=1}^t \hat{t}_1(f)$ (24)

$h_1(f) := \frac{1}{t} \sum_{s=1}^t \hat{h}_1(f)$ (25)

$h_1(f) := \frac{1}{t} \sum_{s=1}^t \hat{h}_1(f)$ (26)

The following lemma states necessary properties of the previously defined functions.

**Lemma 1.** Under Assumptions [1] [2] the following is true:

(i) (Continuous differentiability) $(\forall t \in \mathbb{N}) (\forall \delta_t \in \chi)$ the functions $t_1$ defined in [8], and $t_1^2$ defined in [22] are continuously differentiable.

(ii) (Local Lipschitz-continuity) $(\forall t \in \mathbb{N}) (\forall f_1, f_2 \in F) (\forall \delta_t \in \chi)$ let $t_1$ be the function defined in [24]. Then,

$|t_1(f_1) - t_1(f_2)| \leq c_1 \|f_1 - f_2\|$, where $c_1 > 0$ is a constant.

(iii) (Uniformly strong convexity) $(\forall t \in \mathbb{N}) (\forall f_1, f_2 \in F) (\forall \delta_t \in \chi)$ let $g_2$ be the function defined in [12]. Then,

$g_2(f_1) \geq g_2(f_2) + (f_1 - f_2)^T (f_1 - f_2) + \frac{c_2}{2} \|f_1 - f_2\|^2$, where $c_2 > 0$ is a constant.

(iv) (Uniformly boundedness) $(\forall t \in \mathbb{N}) (\forall \delta_t \in \chi) (\forall f \in F)$ let $t_1^2$, $t_1^3$, and $t_1$ be the functions defined in [22], [23], [16] and [24], respectively. There exist constants $K_3 > 0$, $K_2 > 0$ and $K_1 > 0$ s.t.

$|t_1(f)| \leq K_3$, $\|t_1^2(f)\| \leq K_3$, $\|t_1^3(f)\| \leq K_3$,

$|g_2(f)| \leq K_2$,

$(\forall d \in \mathbb{R}^P \text{ s.t. } f + d \in F) |g_2(f; d)| \leq K_2 \|d\|$, $|\hat{t}_1(f)| \leq K_1$.

**Proof.** (i) Consider the problem

$\min_{\alpha \in C^\alpha} \frac{1}{2} \|s_t - A_f K_t\alpha\|^2 + \frac{1}{2} \|\lambda_3\| \alpha_1^2$.

Under Assumptions 1 and 2, the solution $\alpha^*$ to the problem exists and is unique, since $C^\alpha$ is a convex set, and $s_t \in \chi$ and $f \in F$ belong to compact sets. We can apply Fact [1] which directly gives us the continuous-differentiability of $t_1$. The fact that $t_1^2$ is also continuously differentiable follows since $t_1^2$ is the sum of two continuous and differentiable functions.

(ii) Let $f_1, f_2 \in F$, and notice that $\|f_1\|^2, \|f_2\|^2 \leq K$ for some constant $K > 0$, since $f_1, f_2$ are in a compact set. Using the associativity property of matrix multiplication, we can easily verify that

$A_{\alpha_1}^T A_{\alpha_2}(f_1 - f_2) + (f_1 - f_2)^T A_{\alpha_1}^T A_{\alpha_2}(f_1 - f_2)$

By the triangle inequality, we have

$\|t_1(f_1) - t_1(f_2)\|^2 \leq \|t_1^2(f_1)\|^2 + \|t_1^2(f_2)\|^2 + \|s_t - A_{\alpha_1}\|^2$

and noticing that all terms are bounded independently from $t$, the local Lipschitz-continuity of $t_1^2$ is obtained. The local Lipschitz-continuity of $t_1$ is verified by observing that the function $g_2$ is clearly locally Lipschitz-continuous in the compact set $F$, and by noticing that the sum of locally Lipschitz-continuous functions is also locally Lipschitz-continuous.

(iii) The sum of strongly convex functions is a strongly convex function, so we have to prove that $t_1(f)$ is strongly convex $\forall \delta_t \in \chi$ to satisfy the statement. $t_1^2$ is strongly convex since $(\forall t \in \mathbb{N}) (\forall \delta_t \in \chi)$, its Hessian $\nabla^2 t_1(f) \geq \lambda_2 I$, i.e., the lowest eigenvalue of the matrix $\nabla^2 t_1(f) - \lambda_2 I$ is greater than zero. The sum of a convex function and a strongly convex function is a strongly convex function. To show this, let $f_1, f_2 \in F$. Since $t_1^2$ is strongly convex, we have

$\|t_1^2(f_1) - t_1^2(f_2)\| \leq \|t_1^2(f_1)\|^2 + \|t_1^2(f_2)\|^2 + 2 \|t_1^2(f_1)\|\|t_1^2(f_2)\| + \lambda_2 \frac{1}{2} \|f_1 - f_2\|^2$.

On the other hand, since $g_2$ is convex in $F$, then for some $g \in \partial g_2(f_2)$:

$g_2(f_1) \geq g_2(f_2) + g^T (f_1 - f_2)$.

Adding both inequalities, we have that

$\|t_1^2(f_1) + g_2(f_1) \geq \|t_1^2(f_2) + g_2(f_2) + \nabla \hat{t}_1(f_2) + g^T (f_1 - f_2) + \frac{c_2}{2} \|f_1 - f_2\|^2$,

so $\hat{t}_1$ is strongly convex with $\nabla \hat{t}_1(f_2) + g \in \partial \hat{t}_1(f_2)$.

(iv) $(\forall t \in \mathbb{N})$ the boundedness of $t_1^2$, $t_1^3$, $t_1$, $\nabla^2 t_1$, and $\nabla^2 t_1^3$ is automatically satisfied since the functions $t_1^2$ and $t_1^3$ are continuously second order differentiable with respect to $f \in F \forall \delta_t \in \chi$ and the set $\chi$ is bounded by Assumption 1 [24]. The boundedness of $g_2$, $g_2^*$ and $\hat{t}_1$ follows from the Extreme Value Theorem, since $g_2, g_2^*$ and $(\forall f \in F) \hat{t}_1(f)$ are continuous and the set $F$ is compact, and therefore they attain a maximum and a minimum in $F$. 


Proof. From the definition of convex functions, we have \( \forall t \in \mathbb{N} \forall h_1, h_2 \in F \) \( h_1 \geq h_2 \). Combining (28) and (b) yields the desired result.

Lemma 3. Let \( f_t \) and \( f_{t+1} \) be the estimates of Alg. 2 after iterations \( t \) and \( t+1 \), respectively. Under Assumptions 1 and 2, we have that

\[
\|f_t - f_{t+1}\| \in \mathcal{O}\left(\frac{1}{t}\right).
\]

Proof. From the definition of convex functions, we have \( \forall t \in \mathbb{N} \forall g \in \partial h_t(f_2) \):

\[
\hat{h}_t(f_1) \geq \langle g, f_1 - f_2 \rangle + \hat{h}_t(f_2).
\]

Note that \( \forall t \in \mathbb{N} \forall f_t \) is the minimizer of \( \hat{h}_t \) over the set \( F \). Since \( \forall f_2 \in F \), \( h_t(f_2) - \hat{h}_t(f_2) \geq 0 \), we can write:

\[
\langle g, f_2 - f_t \rangle \geq h_t(f_2) - \hat{h}_t(f_2) \geq 0.
\]

From the strong convexity of \( \hat{h}_t \) we have that:

\[
\hat{h}_t(f_{t+1}) - \hat{h}_t(f_t) \geq \frac{\alpha_t}{2} \|f_{t+1} - f_t\|^2. \tag{27}
\]

On the other hand,

\[
\hat{h}_t(f_{t+1}) - \hat{h}_t(f_t)
\]

\[
= \hat{h}_t(f_{t+1}) + \hat{h}_t(f_{t+1}) - \hat{h}_t(f_{t+1}) - \hat{h}_t(f_t)
\]

\[
\leq \hat{h}_t(f_{t+1}) - \hat{h}_t(f_{t+1}) + \hat{h}_t(f_{t+1}) - \hat{h}_t(f_t)
\]

\[
= \frac{1}{t} \sum_{s=1}^{t} \hat{e}_s(f_{t+1}) - \frac{1}{t+1} \sum_{s=1}^{t+1} \hat{e}_s(f_{t+1})
\]

\[
+ \frac{1}{t+1} \sum_{s=1}^{t+1} \hat{e}_s(f_t) - \frac{1}{t} \sum_{s=1}^{t} \hat{e}_s(f_t)
\]

\[
= \frac{1}{t(t+1)} \sum_{s=1}^{t} \hat{e}_s(f_{t+1}) - \frac{1}{t+1} \hat{e}_{t+1}(f_{t+1})
\]

\[
- \frac{1}{t(t+1)} \sum_{s=1}^{t} \hat{e}_s(f_t) + \frac{1}{t+1} \hat{e}_{t+1}(f_t)
\]

\[
\leq \frac{1}{t(t+1)} \sum_{s=1}^{t} \hat{e}_s(f_{t+1}) - \hat{e}_s(f_t)
\]

\[
+ \frac{1}{t+1} [\hat{e}_{t+1}(f_{t+1}) - \hat{e}_{t+1}(f_t)] \leq \frac{\alpha_t}{t} \|f_{t+1} - f_t\|,
\]

where (a) follows from the fact that \( f_{t+1} \) is the minimizer of \( \hat{h}_t \), while (b) follows from the Lipschitz-continuity of \( \hat{e}_t \) and \( \hat{e}_{t+1} \). Combining (27) and (b) yields the desired result.

The next result shows that the sequence of functions \( (\hat{h}_t)_{t=1}^{\infty} \) acts asymptotically as a surrogate of \( h \). Moreover, we prove the almost sure convergence of \( h \).

Lemma 4. Let \( \forall t \in \mathbb{N} \ h_t : F \to \mathbb{R} \) be the function defined in (22), let \( h_t \) be its limit when \( t \to \infty \) as in (11), and denote by \( \hat{h}_t : F \to \mathbb{R} \) the surrogate function defined in (12). Under Assumptions 1 and 2, the following is true:

(i) \( (\hat{h}_t(f_t))_{t=1}^{\infty} \) converges a.s.,

(ii) \( \lim_{t \to \infty} (\hat{h}_t(f_t) - h_t(f_t)) = 0 \) a.s.,

(iii) \( \lim_{t \to \infty} \hat{h}_t(f_t) - h(f_t) = 0 \) a.s., and

(iv) \( \hat{h}(f_t)_{t=1}^{\infty} \) converges a.s.

Proof. The proof requires the use of the convergence of empirical processes \( \mathcal{O}_n \) and of quasi-martingales \( \mathcal{O}^\alpha \). First, we have

\[
\hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t)
\]

\[
= \hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t) + \hat{h}_{t+1}(f_t) - \hat{h}_{t+1}(f_t)
\]

\[
\leq \frac{\alpha_{t+1}(f_{t+1}) - \hat{h}_t(f_t)}{t+1} \tag{28}
\]

after noticing that \( \hat{h}_{t+1}(f_{t+1}) = \frac{\alpha_{t+1}(f_{t+1}) + \hat{h}_t(f_t)}{t+1} \), \( \hat{h}_{t+1}(f_{t+1}) - \hat{h}_{t+1}(f_t) \leq 0 \) since \( f_{t+1} \) minimizes \( h_{t+1} \), and \( h_t(f_t) - \hat{h}_t(f_t) \leq 0 \), since \( \hat{h}_t \) upperbounds the empirical cost \( h_t \).

Let \( \mathcal{N}_t \) be the filtration of the past information of \( \hat{h}_t \), and let \( \sigma(X_1, ..., X_t) \) be the -algebra generated by the random variables \( X_1, ..., X_t \). The filtration of \( \hat{h}_t \) up to \( t \) is defined as \( \mathcal{N}_t = \sigma(\hat{h}_1, ..., \hat{h}_t) \). Taking the expectation with respect to the filtration \( \mathcal{N}_t \), one can write

\[
\mathbb{E} [\hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t)|\mathcal{N}_t] \leq \mathbb{E} \left[ \frac{\alpha_t(f_{t+1}) - \hat{h}_t(f_t)}{t+1} \right]
\]

\[
= \frac{h(f_t)}{t+1} - \hat{h}(f_t) \tag{29}
\]

\[
= \frac{h(f_t) - h_t(f_t)}{t+1} - \hat{h}_t(f_t) \leq \frac{\alpha_t}{t+1},
\]

where (a) is obtained from the fact that \( \hat{h}_t(f_t) \geq h_t(f_t) \) and (b) from the definition of \( ||h||_\infty \).

We need now to prove that \( ||h - h_t||_\infty < \infty \). To this end, we can make use of Fact 2 as a corollary of the Donsker’s theorem, which states that, under some necessary conditions, \( \mathbb{E}[\sqrt{\mathbb{V}(h - h_t)}] < \infty \). Concretely, we can verify that all necessary conditions are fulfilled in our case, namely, that \( \forall t \in \mathbb{N} \) \( \ell_t \) is Lipschitz continuous and bounded by Lemma 3 that the set \( F \) is bounded by Assumption 2 and that \( E_{\delta}[\ell_t(f)^2] \) exists and is uniformly bounded.

The Donsker’s theorem also implies that there exists a constant \( K_1 > 0 \) such that

\[
\mathbb{C} \mathbb{E} [\hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t)|\mathcal{N}_t]^{\alpha} \leq K_1 \left( \frac{1}{t+1} \right)^{\alpha/2}, \tag{29}
\]

where the operator \([.]^{\alpha} \) represents the projection onto the non-negative orthant. Summing (29) over \( t \), we obtain

\[
\sum_{t=1}^{\infty} \mathbb{C} \mathbb{E} [\hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t)|\mathcal{N}_t]^{\alpha} < \infty.
\]

Now by applying Fact 3 on the convergence of quasi-martingales, we obtain both that

\[
\sum_{t=1}^{\infty} \mathbb{C} \mathbb{E} [\hat{h}_{t+1}(f_{t+1}) - \hat{h}_t(f_t)|\mathcal{N}_t] < \infty \text{ a.s.}, \tag{30}
\]

and that \( \hat{h}_t(f_t) \) converges almost surely, obtaining (i).

Using (28) and (30), it can be shown \( \text{Lemma 1} \) the
almost sure convergence of the positive sum
\[ \lim_{t \to \infty} \frac{\sum_{i=1}^{t} h_t(f_i) - h_t(f_j)}{t+1} < \infty \text{ a.s.} \tag{31} \]

Using Lemma 2, Eq. (31), and the fact that \( h_t(f_i) - h_t(f_j) \geq 0 \), the hypotheses of Fact 3 on positive converging sums can be verified and Fact 3 can be applied, obtaining (ii).

In addition, we can use the Glivenko-Cantelli theorem (Fact 5) that determines the asymptotic behavior of the empirical distribution function as the number of i.i.d. observations grows, which gives us
\[ \lim_{t \to \infty} \| h_t - h \|_{\infty} = 0 \text{ a.s.} \]

Therefore,
\[ \lim_{h \to \infty} h(f_i) - h(f_j) \to 0 \text{ a.s.,} \]
and \( (h(f_i))_{i=1}^{\infty} \) converges almost surely, which proves (iii) and (iv).

We are now in position of proving the convergence of Alg. 2 to a stationary point of Problem (10).

**Proposition 1.** Let \( (f_i)_{i=1}^{\infty} \) be the sequence of iterates generated by Alg. 2 with parameters \( \lambda_1, \lambda_2, \lambda_3 > 0 \) when started with an arbitrary \( f_0 \in F \). Suppose that Assumptions 1 and 2 are satisfied. Then, the following statements are true:

(i) Let \( \forall t \in [\mathbb{N}] h^2_t : F \to \mathbb{R} \) and \( l^2_t : F \to \mathbb{R} \) be the functions defined in (25) and (22), respectively. The limit function of \( h^2_t \) when \( t \to \infty \), defined by \( h(f) = \lim_{t \to \infty} h^2_t(f) = \mathbb{E}_a[l^2_t(f)] \), exists.

(ii) Let \( \forall t \in [\mathbb{N}] h^1_t : F \to \mathbb{R} \) be the function defined in (26). The sequences of functions \( (h^1_t)_{t=1}^{\infty} \) and \( (h^1_t)_{t=1}^{\infty} \) are equiconvergent.

(iii) Let \( (f_i)_{i=1}^{\infty} \) be a subsequence converging to a point \( f^* \in F \). Then,
\[ h^1(f^*) = h^1(f^*) \tag{32} \]

(iv) Let \( F^* \) denote the set of stationary points of the SLF Problem (10). Suppose that \( f^* \in \text{int}(F) \), then
\[ \lim_{t \to \infty} \inf_{f \in F^*} \| f - f^* \| = 0 \text{ a.s.} \]

**Proof.** The proof uses the Arzelà–Ascoli theorem (Fact 5), which gives necessary and sufficient conditions to decide whether every sequence of a given family of real-valued continuous functions defined on a compact set has a uniformly convergent subsequence.

(i) From Lemma 1 (iv) we know that \( \forall t \in [\mathbb{N}] (\forall \forall \in \mathbb{X} \| l^2_t(\forall \forall) \| \leq K_3, \) where \( K_3 > 0 \) is a constant. Then, the limit of \( h^2_t(f) \) when \( t \to \infty \) exists and the proof follows from the strong law of large numbers (31).

(ii) Since \( \forall t \in [\mathbb{N}] (\forall \forall \in \mathbb{X} \| l^1_t(\forall \forall) \| \leq K_3 \) by Lemma 1 (iv), by the mean value theorem we have that the sequence of functions \( (h^1_t)_{t=1}^{\infty} \) is equiconvergent. Also from Lemma 1 (iv), we have that \( \| l^2_t(\forall \forall) \| \leq K_3 \). Then, the sequence of functions \( (h^1_t)_{t=1}^{\infty} \) is also equiconvergent, bounded and defined over the compact set \( F \).

(iii) Consider a subsequence \( (h^1_{j,t})_{j=1}^{\infty} \). By restricting to this subsequence, we have
\[ \lim_{j \to \infty} h^1_{j,t}(f_i) = \mathbb{E}_a[l^1_t(f^*)]. \tag{33} \]

Applying the Arzelà–Ascoli theorem implies that, by restricting to a subsequence \( (h^1_{j,t})_{j=1}^{\infty} \), there exists a uniformly continuous function \( h^1(f) \) such that
\[ (\forall f \in F) \lim_{j \to \infty} h^1_{j,t}(f) = h^1(f), \tag{34} \]
and therefore
\[ \lim_{j \to \infty} h^1_{j,t}(f_i) = h^1(f^*). \tag{35} \]

We know by definition that \( (\forall f \in F) h^1_{j,t}(f) \geq h^1_i(f) \).

Letting \( j \to \infty \), we obtain
\[ \lim_{j \to \infty} (\forall f \in F) h^1_{j,t}(f) \geq h^1_i(f). \tag{36} \]

Using Lemma 3 (ii), 33 and 35, Eq. (32) yields.

(iv) Define the function \( u : F \to \mathbb{R} : f \to h^1(f) - h^1(f^*) \).

From (36), we know that \( (\forall f \in F) u(f) \geq 0 \), and u attains a minimum at \( f^* \) due to (32). Since \( f^* \in \text{int}(F) \), the first order optimality condition in \( u(f^*) \) implies that \( \nabla u(f^*) = \nabla h^1(f^*) - \nabla h^1(f^*) = 0 \), or equivalently
\[ \nabla h^1(f^*) = \nabla h^1(f^*). \tag{37} \]

Using the updates of Alg. 2 we have
\[ (\forall f \in F) h^1_{j,t}(f) = h^1_{j,t}(f_i) + g_2(f_i) \leq h^1_i(f) + g_2(f) \]

Letting \( j \to \infty \), and using (35) and the fact that the sequence \( (h^1_{j,t})_{j=1}^{\infty} \) is equiconvergent, it yields
\[ (\forall f \in F) h^1(f^*) + g_2(f^*) \leq h^1(f) + g_2(f). \tag{38} \]

We have to show the existence of the directional derivative \( \forall f \in \mathbb{R}^d \ painful{s} h^1(f^*), \) which is not guaranteed because the set \( F \) is compact by Assumption 3. To obtain its existence, let us first define a new function
\[ h : \mathbb{R}^d \to \mathbb{R} : f \to \lim_{t \to \infty} h^1_t(f) \text{ a.s.} \]

which, provided that the limit exists, is a continuous and convex function. From Fact 7 we have that for any \( f \in \text{int}(\text{dom} h) \), the directional derivative \( \forall f \in \mathbb{R}^d \ painful{s} h^1_t(f, \mathbb{d}) \) is a real number. Note that, since \( F \subseteq \text{int}(\text{dom} h) \), the function \( h : F \to \mathbb{R} \) is the restriction of the function \( h \) over the compact set \( F \). Therefore, we conclude that \( \forall f \in F (\forall f \in \mathbb{R}^d \ painful{s} h^1_t(f, \mathbb{d}) \) exists. Equation (38) implies that \( f^* \) is a minimizer of \( h \), and, combining this fact with the existence of its directional derivative, we have
\[ \forall f \in \mathbb{R}^d \ painful{s} h^1(f^*), \) and given the fact that \( h = h_1 + g_2, \)

which means that \( f^* \) is a stationary point of \( h \).

The remaining step in the convergence analysis consists in showing that the online algorithm also converges in the arguments to a stationary point of Problem (10), which represents our most important result. We formally state this fact in the following theorem.

**Theorem 1.** Let \( (f_i)_{i=1}^{\infty} \) be the sequence of iterates generated by Alg. 2 with parameters \( \lambda_1, \lambda_2, \lambda_3 > 0 \) when started with an arbitrary \( f_0 \in F \). Suppose that Assumptions 1 and 2 are satisfied. Then, the following statements are true:

(i) \( \forall \forall \in [\mathbb{N}] (\forall \forall \in \mathbb{X} \) let \( L_0 \) be the Lipschitz-constant of the gradient of \( g_1 \) defined in (15), and let \( L_k \) be the
Lipschitz-constant of the gradient of $k_1$ defined in (20). Define $T_1 : \mathcal{F} \to \mathcal{F} : f \mapsto f - \gamma \nabla g_1(f)$ and $T_2 : \mathcal{F} \to \mathcal{F} : f \mapsto \text{soft}_{\lambda_1}(f)$. If $0 < \gamma \leq (1 - \epsilon)L_g$ and $0 < \mu \leq (1 - \epsilon)L_k$, for some $\epsilon > 0$, then the composition mapping $T : \mathcal{F} \to \mathcal{F} : f \mapsto T_2T_1(f)$ of $T_2$ and $T_1$ is a contraction mapping.

(ii) $\forall t \in \mathbb{N}$ let $T^{(n)}$ be the mapping $T$ at iteration index $n \in \mathbb{N}$. Define the mapping $F_n : \mathcal{F} \to \mathcal{F} : f \mapsto T^{(n)}(T^{(n-1)}(...T^{(1)}(f)$ as the composition of $T^{(1)}, T^{(2)}, ..., T^{(n)}$. Then, the range of the mapping $F_\infty$ defined as $F_\infty = \lim_{n \to \infty} F_n(f)$ is a singleton.

(iii) $\forall t \in \mathbb{N}$ let $(f_t^{(n)})_{n=1}^{\infty}$ be the sequence generated by the inner loop of Alg. [1]. Then, $(f_t^{(n)})_{n=1}^{\infty} \to f_t \in \mathcal{F}.$

(iv) $\forall t \in \mathbb{N}$ suppose that the stopping criterion of Alg. [1] is reached after $N \in \mathbb{N}$ iterations. Let $(\alpha^{(1)}_N, ..., \alpha^{(N)}_N, f_1) \in C^{1}_\alpha \times \cdots \times C^{N}_\alpha \times \mathcal{F}$ be the estimates at time $t$ of Alg. [4]. Define $h_t : \mathcal{F} \to \mathbb{R}$ as in (1) with $\alpha_1 = \alpha^{(1)}_N$, ..., $\alpha_t = \alpha^{(t)}_N$. Let $(f_t^{(n)})_{n=1}^{\infty}$ be a subsequence converging to a point $f^* \in \mathcal{F}$, and let $F^*$ be the set of stationary points of the SLF Problem (10). Suppose that $f^* \in \text{int}(F)$. Then,

$$\lim_{t \to \infty} \inf_{f \in F^*} \| f_t - f \| = 0 \text{ a.s.}$$

Proof. For this proof we exploit concepts of contraction and non-expansive mappings. The outline of the proof is as follows: first, we show that each iteration of Alg. [1] is the composition of a (firmly) non-expansive mapping and a contraction mapping, which is also a contraction mapping. Second, we show that the iterations of Alg. [1] can be seen as the composition of infinitely many contraction mappings, and such a mapping sends each point in $\mathcal{F}$ onto its unique representation $\{f_t\}$. In other words, the range of the mapping is a singleton. With this we obtain the convergence of Alg. [1] in the arguments. The final step of the proof consists in showing that $f_t$ belongs to the set of stationary points $F^*$ of Problem (10) when $t \to \infty$.

(i) Note that the $n$th SLF-iteration of Alg. [1] in Equation (19) can be expressed as the evaluation of $T$ at $f^{(n-1)}$. Also note that $T_1$ represents the famous gradient descent algorithm. Given that the fact that $g_1$ is strongly convex and Lipschitz-differentiable with its gradient’s Lipschitz constant $L_g = \| A_{10}^T A_{10} \| + \lambda_2 \|_2$ (here $\| \cdot \|_2$ is the spectral norm of a matrix), and that $\gamma \leq (1 - \epsilon)L_g$ due to algorithmic design with $\epsilon > 0$, it can be shown that $T_1$ is a contraction mapping with contraction factor $c \in [0, 1 - \epsilon]$, as follows: let $f_1, f_2 \in \mathcal{F}$, then

$$\| T_1(f_1) - T_1(f_2) \| = \| f_1 - \nabla g_1(f_1) - f_2 + \nabla g_1(f_2) \| \leq \| f_1 - f_2 \| + \| \nabla g_1(f_1) - \nabla g_1(f_2) \|.$$

Note that due to Assumption [1] the iterations in (21) are well behaved in the sense that $\forall n \in \mathbb{N}$ $\forall t \in \mathbb{N}$ $\alpha_t^{(n)}$ belongs to the compact set $C_t^\alpha$. Following similar arguments as with $L_g$, we obtain the range of $\mu \in [0, (1 - \epsilon)/L_k]$, with $L_k$ being the Lipschitz constant of the gradient of $k_t$ from Eq. (20) given by $L_k = \| A_{11}^T A_{11} + \lambda_3 \|_2$, where $\| \cdot \|_2$ here is the spectral norm of a matrix.

On the other hand, we know from Fact [9] that the proximal operator of a lower semi-continuous function is a (firmly) non-expansive mapping, given in our case by $T_2$. Let $f_1 = T_1(f_1)$ and $f_2 = T_1(f_2)$. Note that, from the definition of firmly non-expansive mappings, we have

$$\| T_2(f_1) - T_2(f_2) \| \leq \| T_2(f_1) - T_2(f_2) \| + \| (\text{Id} - T_2)(f_1) - (\text{Id} - T_2)(f_2) \|.$$

Thus, we can write

$$\| T_2T_1(f_1) - T_2T_1(f_2) \| \leq \| T_1(f_1) - T_1(f_2) \| \leq c\| f_1 - f_2 \|,$$

which follows from the definition of $T$ and from the fact that $T_1$ is a contraction mapping.

(ii) By induction, we obtain that $F_t$ is also a contraction mapping, since

$$\| F_t(f_1) - F_t(f_2) \| = c\| f_1 - f_2 \|,$$

with $c = \prod_{j=1}^{n} c_j \in [0, (1 - \epsilon)^n]$. Now, since $F_\infty$ is the composition of $T^{(1)}, T^{(2)}, ..., T^{(n)}$ when $n \to \infty$, we obtain the following:

$$\| F_\infty(f_1) - F_\infty(f_2) \| = \lim_{n \to \infty} \prod_{j=1}^{n} c_j \| f_1 - f_2 \| = 0,$$

which means that $F_\infty(f_1) = F_\infty(f_2) \forall f_1, f_2 \in \mathcal{F}$, and therefore the range of $F_\infty$ is a singleton.

(iii) Let $\{f_t\}, f_t \in \mathcal{F}$, be the range of $F_\infty$. The sequence generated by $F_\infty$ is a constant sequence given by $(f_t^{(n)})_{n=1}^{\infty}$, and therefore $\| f^{(n)}_t - f_t \| = 0$, which proves that $\forall t \in \mathbb{N}$ $(f_t^{(n)})_{n=1}^{\infty} \to f_t \in \mathcal{F}$.

(iv) Consider the function $u_t(\alpha_1, ..., \alpha_t, f) = \frac{1}{2} \sum_{\tau=1}^{t} \| \hat{\eta}_\tau - A_f K_{\alpha_t} \|_2^2$

$$+ \lambda_1 \| f \|_1 + 2 \lambda_2 \| f \|_2^2.$$

It is easy to see that $(\alpha_1^{(N)}, ..., \alpha_t^{(N)}, f_t)$ is a bistable point (Definition [3]) of $u_t$, since $u_t(\alpha_1^{(N)}, ..., \alpha_t^{(N)}, f_t)$ $\leq u_t(\alpha_1^{(N)}, ..., \alpha_t^{(N)}, f) \forall f \in \mathcal{F}$, and $u_t(\alpha_1, ..., \alpha_t, f_t) \leq u_t(\alpha_1, ..., \alpha_t, f_t) \forall (\alpha_1, ..., \alpha_t) \in C_\alpha^N \times \cdots \times C_\alpha^N$ due to monotonicity [6] in the iterates of the inner loop of Alg. [1]. Now consider the problem

$$\text{minimize} \quad \frac{1}{t} \sum_{\tau=1}^{t} \| \hat{\eta}_\tau - A_f K_{\alpha_t^{(N)} \|_2^2 + \lambda_2 \| f \|_2^2.}

(39)$$

Since $(\alpha_1^{(N)}, ..., \alpha_t^{(N)}, f_t)$ is a bistable point of $u_t$, $f_t$ is the unique solution to Problem (39). Then, $f_t$ is also the solution to the problem of minimizing the surrogate function $h_t(f)$ with $\alpha_1 = \alpha_1^{(N)}, ..., \alpha_t = \alpha_t^{(N)}$. We can use Lemma [5] to
guarantee the almost sure convergence of \( \langle h_t(f) \rangle_{t=1}^{\infty} \) with Alg. 1 and the same reasoning as in Proposition 1 holds for Alg. 2, thus \( \langle f_t \rangle_{t=1}^{\infty} \rightarrow f^* \in F^* \).

VI. NUMERICAL EVALUATION

This section is devoted to the numerical evaluation of our proposed online algorithm for A2A path loss maps learning. To this end, we consider two scenarios based on V2V communications. The first scenario is based on synthetic data generated from the well-known Madrid scenario [26]. With the second scenario, we show the algorithm performance with more realistic data generated with the GEMV2 software [27]. It has been shown [22] that the GEMV2 model generates accurate path loss datasets for V2V communications, so it is a good proxy for the evaluation of our algorithm with a realistic path loss dataset.

A. Evaluation with Synthetic Data

The Madrid scenario [26] is plotted in Fig. 1a. The original scenario has a size of 140 × 97 meters, and we discretize it into a 56 × 39 map, with each pixel being 2.5 × 2.5 meters of size, since it roughly represents the size of a car. The map has seven 13 × 13 buildings, one 13 × 13 park, and other eight 13 × 3 buildings. The rest of the scenario represents roads connecting the different parts of the map. The normalized SLF at each location, i.e. the attenuation that a link experiences while crossing that location, is set for buildings at 1, for the park at 0.1, and for road pixels at 0, since the SLF of the air is considered to be negligible. Figure 1b shows the yielding normalized SLF. Vehicles are only allowed to be at road locations, which means that no measurements inside the buildings and park are acquired. This poses a major challenge to the algorithm, since there are many grouped locations for which no measurements can be acquired. Still, as we will see in this section, our algorithm is able to reconstruct the structures with high accuracy.

To generate a synthetic window function, we use the normalized elliptical model from [6] and reproduced in Fig. 3. We set the wavelength to \( \eta = 0.1499m \) in our simulations. The maximum number of vehicles, which coincides with the total number of road locations, is \( P_{rx} = 744 \). The total number of links in the map is given by \( T = P(P - 1)/2 = 2383836 \), with \( P = 56 \times 39 = 2184 \) total pixels. Because not all locations in the map can be occupied by vehicles, the samples acquired are drawn from a subset of all possible links with cardinality \( T_{rx} = 744(744 - 1)/2 = 276396 \). This means that the maximum percentage of samples available is 11.59% of the total. We assume that the samples arrive sequentially in \( t = 1, \ldots, t_{max} \), with \( t_{max} = 200 \) time steps. At each time instant \( t \), \( M = 120 \) i.i.d. new samples are acquired and one outer iteration of Alg. 1 is run. With this setup, the total number of acquired measurements is \( M_{t_{max}} = 24000 \), which represents at most an 8.68% of \( T_{rx} \), and, in turn, a mere 0.01% of \( T \), this is, of all possible links in the map. Other simulation parameters are \( \sigma = 0.0001, \lambda_1 = 0.0004, \lambda_2 = 0.00001, \) and \( \lambda_3 = 0.00022 \). Table I summarizes the main simulation parameters.

As evaluation metric, we use the normalized mean squared error (NMSE) of the reconstructed vectors, given by

\[
\text{NMSE}(\hat{v}) := \frac{\|\hat{v} - v\|_2^2}{\|v\|_2^2},
\]

where \( v \) is any vector and \( \hat{v} \) its reconstructed version.

As baseline for the performance comparison, we fix the window matrix \( W \) following the elliptical model in [6] and run Alg. 1 without the projected gradient descent step for the \( \alpha \)-iterates. We do this to observe the impact of imperfect knowledge of the model, or, in other words, we allow for the \( w_t, t = 1, \ldots, P \) to be within a certain radius \( r \) of the elliptical model. This version of the algorithm coincides with a slightly modified version of the online algorithm presented in [5], where the authors define the SLF structure as the sum of a sparse matrix and a low rank one, and they pose the problem of minimizing the least squares regularized by the sum of
the nuclear norm of the low rank matrix and the (matrix) $\ell_1$-norm of the sparse one. As previously mentioned, the main difference between the baseline approach in [5] and ours is that they use a fixed model for the window function and assume that the model represents perfectly the reality, while we allow for some flexibility of the model to be within the $\ell_2$-ball of the said structure.

In addition to the aforementioned comparison, we run both the baseline and Alg. 1 for four different values of the radius $r$, namely, $r = 0$, $r = 0.01$, $r = 0.1$, and $r = 1$. We do this to observe the impact on the mismatch between mathematical models and reality, and to examine if our online algorithm can handle this better than other approaches. Note that both algorithms converge to the same solution when the radius is zero given all other parameters are the same, since the sets $C^r_i$ are singletons in this case, and the points in these sets coincide with the elliptical model from [4].

![Reconstructed SLF maps for both the online and the baseline algorithm for different values of $r$.](image)

Fig. 3: Reconstructed SLF maps for both the online and the baseline algorithm for different values of $r$ after $t = 200$ iterations.

| Parameter | Value | Description |
|-----------|-------|-------------|
| $P_x$     | 59    | number horizontal pixels |
| $P_y$     | 56    | number of vertical pixels |
| $\eta$   | 0.1499 | wavelength in m |
| $P$       | 2184  | number of pixels |
| $T$       | 276396 | number of links in the map |
| $P_M$     | 744   | number of road pixels |
| $N_{\text{max}}$ | 200 | max number of time steps |
| $M$       | 120   | number of samples acquired per time step |
| $\sigma$ | 0.0001 | kernel width |
| $\lambda_1$ | 0.0004 | $\ell_1$ regularization parameter of $f$ |
| $\lambda_2$ | 0.000001 | $\ell_2$ regularization parameter of $f$ |
| $\alpha_0$ | 0.000022 | $\ell_2$ regularization parameter of $\alpha_x$ |

| TABLE I: Simulation parameters with synthetic data |

In Fig. 2, we show the performance evaluation of the algorithms. In particular, Fig. 2a shows the convergence in the objective of Alg. 1 for different values of $r$. As expected, the cost decreases with the number of iterations in every case, although such decrease is not monotone due to the stochastic nature of the algorithm. Figure 2b shows the evolution of the NMSE of the estimated SLF vector $\hat{f}$ over the iterations $t$. Of interest is the difference between the baseline algorithm and our approach. We can see that, for $r = 0.01$, both algorithms yield a NMSE close to $r = 0$, but this gap increases more rapidly for the baseline algorithm than for the online one. The difference in performance between both algorithms can be more clearly observed when $r = 1$, for which the NMSE of $\hat{f}$ after 200 iterations is around double as much for the baseline algorithm than for our approach. This behavior translates also to the performance in the reconstruction of the shadowing in Fig. 2c where, again, we see the rapid degradation in accuracy of the baseline when $r$ increases compared to the online algorithm, and, by extension, the path loss is also more accurately reconstructed with the online algorithm. These results validate our intuition that giving flexibility to the original mathematical model can improve the reconstruction performance.

Figure 2d shows the NMSE of the reconstructed $w = [w_1, \ldots, w_{\text{max}}]^T$ after converting the estimates $\hat{\alpha}_1, \ldots, \hat{\alpha}_{\text{max}}$ back into the original space. This is done by multiplying $\hat{K}_t^f$ and $\hat{\alpha}_t$, i.e. $w_t = \hat{K}_t^f \hat{\alpha}_t$. We can observe that the reconstructed $w$ with the baseline algorithm remains flat over $t$ for any value of $r$. This is because in the baseline algorithm, $w_t$ is fixed and assumed known from the mathematical model. Instead, the NMSE of $w$ for the online algorithm decreases...
with the iterations $t$ due to the projected gradient descent strategy to update $\alpha_r$ in (21). Finally, Fig. 3 shows visually the reconstructed SLF after 200 iterations for both the baseline and online algorithms with $r = 0.01$, $r = 0.1$, and $r = 1$. Apparently, the reconstructed SLFs capture the features of the ground-truth SLF in Fig. 1B. However, we can observe the degradation of the SLF for the highest value of $r$, for which the better performance of the online algorithm can be visually stated, i.e., the SLF in Fig. 3C looks closer to the ground-truth than that in Fig. 3D.

Note that Problem (17) is underdetermined for all $t$ when $M = 120$ with a map of $P = 2184$ pixels, since the matrix $A_{\alpha_t}$ has 120 rows and 2184 columns, and therefore it is very flat. This verifies that A2A path loss maps can be accurately reconstructed with a small number of measurements by leveraging the group-sparsity of the SLF.

### B. Evaluation with Realistic V2V Data

GEMV2 adopts location-specific propagation modeling with respect to large objects in the vicinity of the communicating vehicles such as buildings and foliage. More specifically, the model uses the real-world locations and dimensions of nearby buildings, foliage, and vehicles to determine the line-of-sight (LOS) or non line-of-sight (NLOS) conditions for each link. Starting from this premise, GEMV2 uses simple geographical descriptors of the simulated environment (outlines of buildings, foliage, and vehicles on the road) to classify V2V links into three groups, namely, LOS links, NLOSv, i.e., links whose LOS is obstructed by other vehicles; and NLOSb, i.e., links whose LOS is obstructed by building or foliage. Based on this link classification, GEMV2 deterministically calculates the large-scale signal variation (i.e., path loss and shadowing) for each link type, and it adds a fast-fading term based on a particular random distribution. As shown in [27], the model fits real-life V2V measurements for different urban scenarios well, making the model a good proxy for the evaluation of our algorithm with a realistic path loss dataset.

We collected a dataset of V2V received power measurements based on the GEMV2 model for a map located in the Lower-Manhattan area. To generate the dataset, we simulated the communication of only two vehicles moving around the map. The reason behind this is the aim to focus the study on the influence on the path loss coming from free space attenuation and fixed objects, so the scenario remains as static as possible.

Before feeding the training data to the algorithm, the shadowing of each link has to be derived from the dataset of received powers generated by the GEMV2 software. To this end, we first calculate the path loss from the received power at the receiver, $p_{rx}$, from Eq. (40), and, at each time instant, $t$, set $\alpha_r$, and, at each time instant, $t$, we subtract the free space path loss given by

$$p_{\text{free}}^{(t)} = p_{l0} + 10\delta \log_{10}(\frac{||x_t^{(t)} - x_0^{(t)}||^2}{d_0})$$

to the path loss obtained from Eq. (40). In our case, $\delta = 2.9$ and $p_{l0} = 75$ dB. The dataset contains 21103 unique measurements representing received powers of links connecting only road locations. The frequency band is 5.89 GHz, transmit power is 12 dBm, and we assign each link to a Tx/Rx pair in a grid of $30 \times 22$ pixels, with each pixel having $6 \times 6$ squared meters.

We train our algorithm with five different training sets randomly selected from the shadowing dataset. The training sets contain 2110, 4220, 6330, 8441 and 10551 samples, which correspond with 10%, 20%, 30%, 40%, and 50% of the available samples, respectively. After performing 3-fold cross-validation in the largest training set, the algorithm parameters are set to $\sigma = 0.0001$, $\lambda_1 = 0.0006$, $\lambda_2 = 0.00001$, and $\lambda_3 = 0.00061$. We set $t_{\max} = 200$ and, at each time instant, $M = 60$ i.i.d. samples are drawn from the training set. Table II summarizes the main simulation parameters. In order to assess the usefulness of the hybrid model and data driven approach, the experiment is carried out three times for each of the training sets, each time with a radius $r$ of 0, 0.1 and 1. Note that, as in the evaluation in Section VI-A, $r = 0$ corresponds to our baseline evaluation for which the model

---

**Table II: Simulation parameters with realistic V2V data**

| Parameter | Value | Description |
|-----------|-------|-------------|
| $P_x^*$   | 30    | number horizontal pixels |
| $P_y^*$   | 22    | number of vertical pixels |
| $B$       | 5.89  | frequency band [GHz] |
| $P$       | 660   | number of pixels |
| $T$       | 217470| number of links in the map |
| $P_{tx}$  | 129   | number of road pixels |
| $D$       | 21103 | size of dataset |
| $t_{\max}$| 200   | max number of time steps |
| $M$       | 60    | number of samples acquired per time step |
| $\delta$  | 2.9   | path loss exponential decay |
| $p_{l0}$  | 75    | path loss at reference distance [dB] |
| $P_{tx}$  | 12    | transmit power [dBm] |
| $\sigma$  | 0.0001| kernel width |
| $\lambda_1$| 0.0006| $\ell_2$ regularization parameter of $f$ |
| $\lambda_2$| 0.00001| $\ell_2$ regularization parameter of $f$ |
| $\lambda_3$| 0.00061| $\ell_2$ regularization parameter of $\alpha_r$ |

---

![Fig. 4: NMSE of the reconstructed shadowing vector $\hat{s}$ vs. training set sizes.](image)

![Graph showing NMSE versus number of training samples](image)
is assumed to represent perfectly the physical reality, whereas the experiments with radius \( r > 0 \) allow for misalignments of the model and reality.

Figure 4 shows the NMSE of the reconstructed shadowing vector \( \hat{s} \) versus the size of the training dataset, for \( r = 0 \), \( r = 0.1 \) and \( r = 1 \). As expected, the larger the training set, the better the performance. However, the improvement between 6330 and 10551 training samples is small, which hints that a reasonable reconstruction performance can be achieved even for small training set sizes. The experiment with \( r = 0.1 \) clearly performs the best for all numbers of training samples, and the gap w.r.t. the model-based baseline (\( r = 0 \)) seems to increase with larger training datasets. On the other hand, the experiments with \( r = 1 \) perform the worst by a big margin. These results convey two take-aways: i) that the hybrid approach presented in this paper can improve the performance of a model-based approach in real scenarios (i.e., \( r = 0 \)), and ii) that the selection of the radius \( r \) is critical, since the performance can significantly worsen compared to a model-based approach, for large values of \( r \).

Figures 7a-7c show the reconstructed normalized SLF for the experiments with \( r = 0.1 \) and different training set sizes. We can clearly see the resemblance of the area to the considered map even for the smallest training set size, while there is no big differences between the experiments with 30% (Fig. 7b) and 50% (Fig. 7c) of the samples for training, which suggests that the proposed algorithm is capable of reconstructing the SLF in realistic scenarios.

VII. CONCLUSIONS

In this paper, we have addressed the online learning of path loss maps through a hybrid model and data driven approach. In order to estimate the shadowing experienced by a radio link connecting any two locations in a map, we have formulated a problem to simultaneously obtain an estimate of both the SLF and the model from TPT. We have considered the elastic net as regularization because the SLF is assumed to be group-sparse. The resulting problem is highly ill-posed, so we have added structure by considering a non-linear kernel approach.

We have proposed an online algorithm based on stochastic optimization and alternating minimization to tackle the high complexity of the problem even for small maps, and we have proven the convergence of the online algorithm both in the objective and in the arguments. Finally, we have shown by simulations with synthetic data as well as with realistic data that the proposed method outperforms other state-of-the-art techniques when the data do not fit perfectly the model.
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