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Abstract: The development of next-generation wireless networks combine with the radio network techniques which use technology such as GSM, GPRS, 3G (UMTS, CDMA2000), LTE, WLAN, and WiMAX. It requires the construction and expansion in time of high-speed telecommunication channels for the level of the internet service provider (ISP). In fact, in many developing countries and in Vietnam, the investment rate increased bandwidth capacity can not enough for the demand use the Internet as economic issues, investment procedures. Web caching architecture is one of the effective solutions to save bandwidth while ensuring to satisfy strong demand for internet access. Hybrid web caching architecture (hybrid web caching architecture) is a solution that is used by networks because it takes advantage of the strengths of the web caching architecture stratification and dispersion, reducing connection time and transmission time, helping internet service providers to plan and save network resources at each level in an optimal way. This paper propose a novel produce to hybrid web caching architecture based on the determined time at each level of web-winning network and web time overall winner of the ISP network with n-level network.
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1. Introduction

The architecture of the Internet service provider (ISP) usually organized into four levels: access networks, Institutional networks, regional networks, national backbone, and International backbone. The layer up will have bandwidth communication greater. Institutional networks is access networks which are organized according to the POP point local (poit of presence). it include technologies, telecommunications equipment high speed and allows users to connect to the Internet through the ISP of them. An POP point has some unified address and a set of IP addresses for accessing the Internet from the user (the client). A fact a POP of ISP can stay inside the house telecommunications networks. Where will design and construction of POP and how much bandwidth should be based on the standard of living, population and literacy, the focus of the economic base of schools, etc .. and requires more detailed cost of telecommunication channel capacity, the capacity of access equipment (servers, routers, etc ..).

More than 80 percent of the traffic using the user's web access, via web ISPs provide multimedia services require high-speed, latency and ensure high quality of service (QoS). Thus, the ISP's POP from the outset to ensure the circulation of access for end users from the private LAN, or from the radio access network. Therefore, the solution to improve the performance of web services: web access latency reduction for the client reduce bandwidth costs, it has web caching architecture suitable for ISP network architecture. Based on internet architecture, there are three types of web caching architecture that most ISPs apply, such as: hierarchical web caching architecture, distributed web caching and hybrid web caching. Stratified web caching architecture allows requests from terminal users from network routers low level (level access network) to the higher-level network: Institutional Network, Regional network, national network of the ISP network, if all of the network-level ISP networks are no web content which client requests are required to be transferred to the international Internet. So this is the worst case, it has the largest network latency for a web content which is required by client. Also this architecture for cache hit rate is not high at each network level, but it requires large bandwidth among the network levels. Architecture distributed web caching system is ensure for the peer web cache associated with each other in the network level, so it will ensuring a high rate of secondary web network at each level, and thus saving bandwidth between levels network. However, this architecture requires a large investment costs for the system-level web cache in each
network: bandwidth and the web server.

Web caching system is a hybrid solution which usually used by ISP. It combines two types of architectural stratification and distribution. At each level of the network perform distributed caching web architecture, but not all nodes have the web cache system, because the reasons is ensuring cost savings, but only the nodes are high bandwidth requirements by there are large numbers of citizens using the Internet. And all web cache system such links in a peer to peer networks to increase the level of use of web caching system at each level of the network. Web cache architecture is ensure interconnect for these web cache system, so it is hit rate when request of the client moved up on the network layer and also save bandwidth between the network layer. Figure 1 is a diagram of the architecture of the hybrid web-based caching associated with 4 main level. Highest level of entire web caching architecture that combines are web caching system center (level 1) of the national Internet backbone network, ISP CC (Central Cache). At the ISP Regional Network system has the Web cache area (level 2), Regional Cache. Next Level (Level 3) is the web cache system of local networks, Institutional Cache. The client network-level access to the proxy server. We connect with the local access network. The telecommunications provinces buttons POP(Point of Presence Network) is the local node access the Internet. In the POP put the web cache system, IC. The client can be a PC, a mobile phone, directly or through LAN, connected to the Internet via POP in access networks such as ADSL, mobile network. The POP associated with the high-speed transmission with regional networks.

The web browser client can directly or indirectly through local LAN proxy server sends requests for status online web access to the local network. In the case of a local proxy server does not have the content of the web page request, the proxy server forwards requests from the client to the IC system in the local POP. If the IC system has content client requests (winning IC), the IC transfer will transfer content requirements for the client (also local Proxy server saves the contents of this web page). In case of winning the IC hit time to the requirements of the client (or latency response) is the smallest. When IC miss means that the website content which the client requires not available in the system IC, so the IC system requirements are transferred to the network-level up network - area network.

At the local network, if the system requirements RC hit, it will transfers the contents to the System IC and IC transition forward to Proxy server and client. If the RC miss request of the client is transferred to the CC system of national networks. If the CC has system contents, CC hit is transferred to the RC system, and IC systems, and to the Proxy server, client. If the CC miss requests of the client is transferred to the international Internet, to web server root.

2. The Study of the Performance of Web Caching Architecture on the Internet

The author Pablo Rodriguez, Christian Spanner, ... [1] gave the model of the web caching architecture stratification and distribution, and analyze the performance of this architecture with connection time, transmission time, delay, and cache hit rate based on the theory of Markov queuing model M/D/1. However, in this study the authors suggest that the average connection time at the network layer is the same and only depend on the network layer. This is incorrect because the actual bandwidth in each different network layer, data transfer speeds are different, different delay systems and web cache different capacity, different level combination (cooperation) and in the lowest layer network - network access layer also depends very much on the access network technology, the concentration of population in the local node and the terminal network.

The author Guangwei Bai and Carey Williamson [2] analyzed the load characteristics of web caching architecture stratification, or those of the authors Balamash Abdullah and Marwan Krunz [3] when analyzing system for caching Web traffic. The study evaluated the performance of web caching system of the authors in the paper [4] [5] [6] [7] [8] [9] showed that at each level of the network must be investigated individual assessment by the difference in traffic. Queues and Markov chains are commonly used to evaluate the analytical performance of web caching architecture, web proxy server.
3. Solution Queue Model

Based on the research of the authors in the paper [1], in this proposed model tree diagram of web caching hybrid architecture (Figure 2). Layer 4: the network layer of the user terminal (the proxy server of the LAN, the client separately), Layer 3: local access network (radio access networks, ADSL, the local POP with the Institutional caches), layer 2 network with the regional caches, layer 1 national network with the central caches system , layer 0: international Internet to the origin servers. The highlight rectangle at each network layer represents the peer to peer (P2P) web caching systems.

The hybrid caching architecture makes web access latency of the content of the web client and it was hit ratio decreases if the web hit is high in each network layer. But if the web miss is occurs in multiple network layer the time delay will the greater. To analyze the performance of web caching hybrid system, different methods of analysis of previous studies.

Because each network layer, the web server link peer to peer, so each web caching system at each level network can be considered multi-server connections in parallel and is represented by a model of queuing system type M/M/m/q with both loss and delay. Given the HTTP requests from web caching system independent of the client to each other, and the number of client HTTP requests generated unrestricted. The time between HTTP requests to the system and the service life of the system with exponential distribution. Web caching system has m the same server m = 1, 2, .... We have the capacity cache is limited by the model as the queue to receive HTTP requests with the length $q$.

![Figure 3. Graph CTMC state’s web cache system M/M/m/q.](image)

Because the transmission delay due to network environment at each level different networks so we assume that the average arrival rate of HTTP requests in each level is $\lambda_i; i = 0, 1, 2,..., n$ where $n$ is the network level, and the average speed service of web caching system(server) at each level of the network is $\mu_i; i = 0, 1, 2,..., n$. The level of use of each web server is:

$$U_i = \frac{\lambda_i}{\mu_i}$$

If web caching system in each network layer consists of $m$ parallel server connection and has $q$ positon in queue, we have state of the CTMC shown in figure 3.

For this CTMC chain of flow balance equation is satisfied as follows:

+ when $0 \leq k \leq m$:

$$p_k = \frac{U^k_i}{k!} p_0; \forall k = 1, 2,..., m$$  \hspace{1cm} (1)

where, $p_0$ is the probability that the client HTTP requests to the web-winning network level $i$ and web cache system is idle, $p_k$ is the probability that the client HTTP requests to the web-winning web caching system and network level $i$ is in state $k$ ($k$ serving HTTP requests).

+ When $m \leq k$ but space in the queue from 1 to $q$:

$$\lambda_i p_{m} = m \mu_i p_{(i+1)}; \quad p_{(i+1)} = \frac{U^m_i}{m!} \left( \frac{U^m_i}{m} \right) p_0$$

$$\lambda_i p_{(i+1)} = m \mu_i p_{(i+2)}; \quad p_{(i+2)} = \frac{U^m_i}{m!} \left( \frac{U^m_i}{m} \right)^2 p_0$$

$$\lambda_i p_{(i+3)} = m \mu_i p_{(i+4)}; \quad p_{(i+4)} = \frac{U^m_i}{m!} \left( \frac{U^m_i}{m} \right)^3 p_0$$

$$\forall k = 1, 2,..., q$$

+ For model M/M/m/q normalize this condition must be finished, which is the sum of the probabilities must equal 1:

$$1 = \sum_{k=0}^{m} p_k = p_0 \left( \sum_{k=0}^{m} \frac{U^k_i}{k!} + \frac{U^m_i}{m!} \sum_{k=0}^{m} \left( \frac{U^m_i}{m} \right)^k \right) = p_0 S$$

$$S = \sum_{k=0}^{m} \frac{U^k_i}{k!} + \frac{U^m_i}{m!} \sum_{k=0}^{m} \left( \frac{U^m_i}{m} \right)^k$$

Suy ra:

$$P_n = \frac{1}{S} \left( \sum_{k=0}^{m} \frac{U^k_i}{k!} + \frac{U^m_i}{m!} \sum_{k=0}^{m} \left( \frac{U^m_i}{m} \right)^k \right)^{-1}$$  \hspace{1cm} (2)

+ When the entire $m$ server and $q$ positon in the queue of web caching system of tiered networks are busy, the new HTTP request to the system will be locked (not included in the queue). This is the case of congestion in the network layer $i$ as the entire web caching system with $m$ servers were overloaded. This state is determined by the probability of lock or probability of loss at the network level $i$ and by $B_i = p_{i(m+q)}$.
Thus the probability of new customers must wait is the probability which the server is busy and the queue is vacancies \( p_{\text{new}} \).

Apply Zipf law and the Internet, we can determine the number of access on a large number of the local. Must have

\[
E[N_q] = \sum_{k=q+1}^{\infty} kp_{\text{new}} = p_0 \frac{U_i^m}{m!} \sum_{k=q}^{\infty} k \left( \frac{U_i}{m} \right)^k
\]

2) The average waiting time of an HTTP request in the system's web caching for layer network \( i \) to be serviced, \( E[W_{iQ}] \) is determined by Little law:

\[
E[W_{iQ}] = \frac{E[N_q]}{\lambda_i} = \frac{1}{\lambda_i} \left( p_0 \frac{U_i^m}{m!} \sum_{k=q+1}^{\infty} k \left( \frac{U_i}{m} \right)^k \right)
\]

3) The average response time \( E[C_i] \) web caching system in each layer network \( i \):

This is the average time that a client's HTTP request (web content) is processed in the web cache system (including waiting time in the queue and the time serviced (web content is found)):

\[
E[C_i] = E[W_{iQ}] + E[S_i] = \frac{E[N_q]}{\lambda_i} + \frac{1}{\mu_i}
\]

4) In general, if the architecture of a network web caching ISP's network, the client's HTTP request miss web in level network \( n \), the hit web is web caching system at layer network \( i \), where \( n > i \), the response of web caching system at the layer network \( n \) for HTTP requests from the client by:

\[
E[R_{iQ}] = E[R_{iH}] + (\text{Miss}_i)(E[R_{i-1H}]) + (\text{Miss}_{i-2})(E[R_{i-2H}]) + \ldots + (\text{Miss}_1)(E[R_{iH}])
\]

where, \( E[R_i] \) – average response of the system's web caching of the network layer \( i \) when the web cache hit layer \( i \); \( \text{Miss}_n \) – rate cache miss in layer network \( n \).

When cache miss in the local network (proxy server) and client cache hit at the local access network, the average response of web caching system will be:

\[
E[R_{iH}] = (D_{iM} + D_{iREQ}) + E[C_i] + D_4
\]

where, \( D_{iM} \) - delays in the web miss layer network \( n \); \( D_{iass} \) - delay by the web miss in LAN proxy server; \( D_{iREQ} \) - Delay dependent bandwidth transmission channels which require the client HTTP transfer from layer network \( n \) to layer network \( n-1 \); \( D_{iSEQ} \) - A delay of a local proxy server to access the network via POP; \( D_i \) - delay reply of web content requires the client dependent transmission channel bandwidth from layer network \( n-1 \) to layer network \( n \), and depending the size of web content; \( D_1 \) - Delay reply of web content requests from the client caches institutional dependent transmission channel bandwidth from layer network \( n-1 \) to layer network \( n \):

\[
E[C_i] = E[W_{iQ}] + E[S_i] = \frac{E[N_q]}{\lambda_i} + \frac{1}{\mu_i}
\]

When cache miss in the local network (proxy server) client, cache miss at the local access network, the network-level cache hit, the average response of web caching system will be:

\[
E[R_{iH}] = (D_{iM} + D_{iSEQ}) + (D_{iM} + D_{iSEQ}) + E[C_i] + D_4
\]

where \( E[C_i] = E[W_{iQ}] + E[S_i] = \frac{E[N_q]}{\lambda_i} + \frac{1}{\mu_i} \).

When cache miss in the local network (proxy server) client, cache miss at the local access network, the network-level cache hit, the average response of web caching system will be:

\[
E[R_{iH}] = (D_{iM} + D_{iSEQ}) + (D_{iM} + D_{iSEQ}) + (D_{2iSEQ} + E[C_i] + D_1 + D_4)
\]

When cache miss in the local network (proxy server) client, cache miss at the local access network, the network-level cache miss, miss central national network-level cache, the cache hit in the international Internet, the response average of web caching system will be:

\[
E[R_{iH}] = (D_{iM} + D_{iSEQ}) + (D_{iM} + D_{iSEQ}) + (D_{2iSEQ} + E[C_i] + D_1 + D_4)
\]

Web caching architecture of a hybrid ISP 4 for average statistical forecasting residential access in each region, and based on these results build web caching systems to optimize server capacity (CPU and memory capacity) to ensure value for \( q \) is contained the maximum number of HTTP requests.

With model M/M/m/q We can be calculated performance parameters for web caching system for each network level \( i \) as follows:

1) The number of HTTP requests in the queue of the system's web-based caching \( i \), \( E[N_q] \) :

\[
E[N_q] = \sum_{k=q+1}^{\infty} kp_{\text{new}} = p_0 \frac{U_i^m}{m!} \sum_{k=q}^{\infty} k \left( \frac{U_i}{m} \right)^k
\]
response for Internet access are:

\[ E[R_{WC}] = E[R_{1H}] + (Miss_1)(E[R_{1H}]) + (Miss_2)(E[R_{2H}]) + (Miss_3)(E[R_{3H}]) \]  \hspace{1cm} (12)

Thus, the worst case is not required web hit at all levels of the ISP network in the national network and only hit the web on an international level at the Internet web server resources. The equation (12) presents mean responses for internet access depending on web caching architecture of each network level, web caching organization, size of web cache, and bandwidth of communication channel (\( D_n \)), the protocols and web cache replacement algorithm, the rate cache miss levels (\( Miss_n \)).

Internet network architecture 3 layer is very common: Institutional, regional, and national. However, to respond the requirements of small delay for high-speed service and real-time equation(12) can be the basis for design calculations Internet and Web caching architectures suitable for each ISP.

**Table 1.** The average response dependency ratios at the network level cache miss calculated (12) and that the value \( E[R_{1H}] = 5ms, E[R_{2H}] = 8ms, E[R_{3H}] = 12ms, E[R_{WR}] = 12ms \).

| Only change Miss_3 | Only change Miss_2 | Only change Miss_1 | E[R_{WC}] | Miss_3 | Miss_2 | Miss_1 | E[R_{1H}] | Miss_3 | Miss_2 | Miss_1 | E[R_{2H}] | Miss_3 | Miss_2 | Miss_1 | E[R_{3H}] | Miss_3 | Miss_2 | Miss_1 | E[R_{WR}] |
|---------------------|---------------------|---------------------|----------|-------|-------|-------|----------|-------|-------|-------|----------|-------|-------|-------|----------|-------|-------|-------|----------|
| 0.1                 | 0.7                 | 0.7                 | 7.09     | 0.7   | 0.1   | 0.7   | 11.89    | 0.7   | 0.7   | 0.1   | 16.09    | 0.7   | 0.7   | 0.1   | 16.09    | 0.7   | 0.7   | 0.1   | 16.09    |
| 0.2                 | 0.7                 | 0.7                 | 9.18     | 0.7   | 0.2   | 0.7   | 13.18    | 0.7   | 0.7   | 0.2   | 16.68    | 0.7   | 0.7   | 0.2   | 16.68    | 0.7   | 0.7   | 0.2   | 16.68    |
| 0.3                 | 0.7                 | 0.7                 | 11.26    | 0.7   | 0.3   | 0.7   | 14.46    | 0.7   | 0.7   | 0.3   | 17.26    | 0.7   | 0.7   | 0.3   | 17.26    | 0.7   | 0.7   | 0.3   | 17.26    |
| 0.4                 | 0.7                 | 0.7                 | 13.35    | 0.7   | 0.4   | 0.7   | 15.75    | 0.7   | 0.7   | 0.4   | 17.85    | 0.7   | 0.7   | 0.4   | 17.85    | 0.7   | 0.7   | 0.4   | 17.85    |
| 0.5                 | 0.7                 | 0.7                 | 15.44    | 0.7   | 0.5   | 0.7   | 17.04    | 0.7   | 0.7   | 0.5   | 18.44    | 0.7   | 0.7   | 0.5   | 18.44    | 0.7   | 0.7   | 0.5   | 18.44    |
| 0.6                 | 0.7                 | 0.7                 | 17.53    | 0.7   | 0.6   | 0.7   | 18.33    | 0.7   | 0.7   | 0.6   | 19.03    | 0.7   | 0.7   | 0.6   | 19.03    | 0.7   | 0.7   | 0.6   | 19.03    |
| 0.7                 | 0.7                 | 0.7                 | 19.62    | 0.7   | 0.7   | 0.7   | 19.62    | 0.7   | 0.7   | 0.7   | 19.62    | 0.7   | 0.7   | 0.7   | 19.62    | 0.7   | 0.7   | 0.7   | 19.62    |
| 0.8                 | 0.7                 | 0.7                 | 21.70    | 0.7   | 0.8   | 0.7   | 20.90    | 0.7   | 0.7   | 0.8   | 20.20    | 0.7   | 0.7   | 0.8   | 20.20    | 0.7   | 0.7   | 0.8   | 20.20    |
| 0.9                 | 0.7                 | 0.7                 | 23.79    | 0.7   | 0.9   | 0.7   | 22.19    | 0.7   | 0.7   | 0.9   | 20.79    | 0.7   | 0.7   | 0.9   | 20.79    | 0.7   | 0.7   | 0.9   | 20.79    |

![Figure 4. Delay time chart of HTTP transaction for client on Internet with hybrid Web caching architecture.](image-url)
4. Results and Discussion

Table 1 shows the results calculated average response of web caching architecture hybrid equation (12) according to the change of the ratio cache miss in the level Internet. Seen in Figure 5, the ratio cache miss at the local access network greatly affect local average response of web caching architecture. When \( Miss_1 = 0.1 \), then \( E[R_{WC}] = 7.09 \text{ms} \) is smallest, but when \( Miss_1 = 0.9 \) then \( E[R_{WC}] = 23.79 \text{ms} \) is largest with the changes of \( Miss_2, Miss_3 \). Thus, the solution build system Institutional caches in the local access network to ensure the performance of web caching architecture better than a lot of investment and costly network of regional and national level. Organizations in the caching system with POP application cache replacement algorithms and protocols as web caching solutions more economical and more efficient hybrid architecture for web caching. If additional systems of the LAN proxy servers attached to the end user, it also proved that the improved solution for the web proxy cache servers as well as the responsiveness of web caching architecture better.

Based on the formula (12) we can calculate the average response according to the dependence of the size or type of web services, the bandwidth of the access network, the transmission channel at the network level, etc.

5. Conclusions

In the present study, a hybrid web caching architecture for queue model has been suggested to estimate performance based on time at each level of web-winning network and web time overall winner of the ISP network with n-level network. The average response was calculated according to the dependence of the size or type of web services, the bandwidth of the access network, the transmission channel at the network level. Organizations in the caching system with POP application cache replacement algorithms and protocols as web caching solutions more economical and more efficient hybrid architecture for web caching. Moreover, the present solution is improved solution for the web proxy cache servers as well as the responsiveness of web caching architecture better if we have systems of the LAN proxy servers attached to the end user.
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