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ABSTRACT

Collaborative filtering (CF) is a long-standing problem of recommender systems. Many novel methods have been proposed, ranging from classical matrix factorization to recent graph convolutional network-based approaches. After recent fierce debates, researchers started to focus on linear graph convolutional networks (GCNs) with a layer combination, which show state-of-the-art accuracy in many datasets. In this work, we extend them based on neural ordinary differential equations (NODEs), because the linear GCN concept can be interpreted as a differential equation, and present the method of Learnable-Time ODE-based Collaborative Filtering (LT-OCF). The main novelty in our method is that after redesigning linear GCNs on top of the NODE regime, i) we learn the optimal architecture rather than relying on manually designed ones, ii) we learn smooth ODE solutions that are considered suitable for CF, and iii) we test with various ODE solvers that internally build a diverse set of neural network connections. We also present a novel training method specialized to our method. In our experiments with three benchmark datasets, our method consistently outperforms existing methods in terms of various evaluation metrics. One more important discovery is that our best accuracy was achieved by dense connections.
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1 INTRODUCTION

Collaborative filtering (CF), which is to predict users’ preferences from patterns, is a long-standing research problem in the field of recommender systems [1, 6, 11, 18, 24, 25, 35, 40, 44, 46]. It is common to learn user and product embedding vectors and calculate their dot-products for recommendation. Matrix factorization is one such approach, which is well-known in the recommender system community [25]. There have been proposed several other enhancements as well [17, 23]. Recently researchers started to focus on graph convolutional networks (GCNs) for the purpose of CF [5, 16, 37]. GCNs had been proposed to process not only CF-related graphs but also other general graphs. GCNs are broadly categorized into the following two types: spectral GCNs [3, 8, 22, 39, 41] and spatial GCNs [2, 13–15, 34]. GCNs for CF fall into the first category due to its appropriateness for CF [4, 16].

However, there have been fierce debates about what is the optimal GCN architecture for CF. During its early phase, researchers utilized non-linear activations, such as ReLU, because they showed good accuracy in many machine learning tasks, e.g., classification, regression, and so on [33, 36–38, 45]. Surprisingly, however, it was recently reported that a linear GCN architecture with a layer combination, called LightGCN, works better than other non-linear GCNs for CF [5, 16, 37]. Unlike other general graphs, user-product interaction bipartite graphs are frequently sparse and provide little information because they mostly do not include node/edge features. In [16], it was noted that, for the same reason, non-linear GCNs are
quickly overfitted to training data and do not work well in general for CF.

Owing to the discovery, we propose the method of Learnable-Time ODE-based Collaborative Filtering (LT-OCF) in this paper. We redesign the linear GCN with the layer combination on top of the concept of the neural ordinary differential equations (NODEs) because linear GCNs, including LightGCN, can be theoretically interpreted as differential equations, i.e., heat equations (see Section 2.4). For instance, the main linear propagation layer of LightGCN is exactly the same as Newton’s law of cooling.

Neural ordinary differential equations (NODEs) are to learn implicit differential equations from data. NODEs can be solely written as matrix multiplications. We also which represents the layer concept of neural networks. Note that other hand, one contribution of LT-OCF is to calculate layer combination technique, by training from data — in other words, is a neural network parameterized by \( \theta_f \) that approximates \( \frac{dh(t)}{dt} \), to derive \( h(t_1) \) from \( h(t_0) \), where \( t_1 > t_0 \). We note that \( \theta_f \) is trained from data — in other words, is trained from data. The variable \( t \) is called as time variable, which represents the layer concept of neural networks. Note that \( t \) is a non-negative integer in conventional neural networks whereas it can be any arbitrary non-negative real number in NODEs. In this regard, NODEs are considered as continuous generalizations of neural networks.

Various ODE solvers can solve the integral problem, and it was also known that they can generalize various neural network architectures [7]. For instance, the general form of the residual connection can be written as \( h(t + 1) = h(t) + f(h(t); \theta) \), which is identical to the explicit Euler method to solve ODE problems. It is also known that the fourth-order Runge–Kutta (RK4) ODE solver is similar to dense convolutional networks and fractal neural networks [28].

The reason of our specific design choice to adopt NODEs for CF is threefold. In our proposed LT-OCF, firstly, \( t \) is not only continuous but also trainable because we interpret linear GCNs as continuous-time differential equations. Therefore, we can learn the optimal layer combination construction rather than relying on a manually configured one. Let \( E_u^i \in \mathbb{R}^{N \times D} \) and \( E_p^i \in \mathbb{R}^{M \times D} \), where \( N \) is the number of users, \( M \) is the number of products, and \( D \) is the dimensionality of embedding space, be the user and product embeddings at layer \( i \), respectively. In recent GCN-based CF methods [5, 16], for instance, the final user embeddings are calculated, owing to the layer combination technique, by \( w_0 E_u^0 + w_1 E_u^1 + w_2 E_u^2 + \cdots + w_K E_u^K \), where \( w_i \) is a coefficient and \( K \) is the number of layers. On the other hand, one contribution of LT-OCF is to calculate \( w_0 u(0) + w_1 u(t_1) + w_2 u(t_2) + \cdots + w_K u(t_K) \), where \( u(k) \) corresponds to \( E_u^K \), \( t_i \) is trainable for all \( i \), and \( t_i < t_j \) if \( i < j \).

Secondly, NODEs learn homeomorphic mappings which we consider suitable for CF — see our discussion after Proposition 2.1. In the recent linear GCN architecture of CF [16], in addition, user/product embedding is simply a weighted sum of neighbors’ embeddings, which can be solely written as matrix multiplications. We also use matrix multiplications for defining our ODE formulation and matrix multiplication is an analytic operator. The Cauchy–Kowalevski theorem states, in such a case, that the optimal solution of \( h(t) \) always exists and is unique [12]. Therefore, our ODE-based CF is a well-posed problem (see Section 3.3).

After formulating CF as an ODE problem, thirdly, we test with various ODE solvers that internally create a rich set of neural network connections. For instance, residual connections are the same as the explicit Euler method, dense connections are the same as RK4, and so on. We can test with various connections.

The architecture of LT-OCF is shown in Fig. 1 (b). To enable the proposed concept, we define dual co-evolving ODEs, whose detailed diagram is in Fig. 5. There exists an ODE for each of the user and product embeddings. However, they influence each other and co-evolve over time in our architecture. We also propose a novel training method to train LT-OCF because we have to train dual co-evolving ODEs with their time points \( \{t_1, t_2, \cdots \} \).

We use three CF datasets, Gowalla, Yelp2018, and Amazon-Book, and compare LT-OCF with state-of-the-art methods, such as NGCF [37], LightGCN [16], and so forth, to name a few. Our method consistently outperforms all those methods in all cases. The biggest enhancement is made for Amazon-Book, i.e., a recall of 0.0411 by LightGCN vs. 0.0442 by LT-OCF and an NDCG of 0.0315 by LightGCN vs. 0.0341 by LT-OCF. We also show that i) our method can be trained faster than LightGCN and ii) dense connections are better than linear connections for CF. To our knowledge, we are the first who reports that dense connections outperform linear connections in CF. Our contributions can be summarized as follows:

1. We revisit state-of-the-art linear GCNs and propose the method of Learnable-Time ODE-based Collaborative Filtering (LT-OCF) based on NODEs.
2. In LT-OCF, we learn the optimal layer combination rather than relying on manually designed architectures.
3. We reveal that dense connections are better than linear connections for CF (see Section 5). To our knowledge, we first report this observation.
4. We show that our formulation is theoretically well-posed, i.e., its solution always exists and is unique (see Section 3.3).
5. LT-OCF consistently outperforms all existing methods in three benchmark datasets.

2 PRELIMINARIES & RELATED WORK

We introduce our literature survey and preliminary knowledge to understand our work.

2.1 Neural Ordinary Differential Equations (NODEs)

NODEs calculate \( h(t_{i+1}) \) from \( h(t_i) \) by solving the following Riemann integral problem [7]:

\[
h(t_{i+1}) = h(t_i) + \int_{t_i}^{t_{i+1}} f(h(t), t; \theta_f) dt, \tag{1}
\]
where the ODE function \( f \) parameterized by \( \theta_f \) is a neural network to approximate the time-derivative of \( h \), i.e., \( \dot{h} = \frac{d}{dt} \). To solve the problem, we typically rely on existing ODE solvers, e.g., the explicit Euler method, the Dormand–Prince (DOPRI) method, and so forth \cite{9}. Let \( \phi_t : \mathbb{R}^{\text{dim}(h(t_0))} \rightarrow \mathbb{R}^{\text{dim}(h(t_1))} \) be a mapping function from \( t_0 \) to \( t_1 \) created by Eq. (1). It is well-known that \( \phi_t \) becomes a homeomorphic mapping; \( \phi_t \) is bijective and continuous, and \( \phi_t^{-1} \) is also continuous for \( t \in [0, T] \), where \( T \) is the last value in the time domain \cite{10,29}. From this characteristic, the following proposition can be easily proved:

**Proposition 2.1.** The topology of the input space of \( \phi_t \) is maintained in the output space, and as a result, the trajectories crossing each other cannot be learned by NODEs, e.g., Fig. 2.

While maintaining the topology, NODEs can perform downstream tasks and it was demonstrated that it actually enhances the robustness to adversarial attacks and out-of-distribution inputs \cite{42}. We conjecture that this characteristic is also suitable for learning reliable user/product representations, i.e., embeddings, when there is no abundant information. As mentioned earlier, CF typically includes only user-product interactions without additional user/product features. LightGCN \cite{16} showed that, in such a case, linear GCNs with zero non-linearity, which are known to be smooth \cite{4}, are appropriate. We conjecture that NODEs that learn smooth (homeomorphic) functions are also suitable for CF for the same reason. There are several other similar cases where NODEs work well \cite{19,20,21}.

Instead of the backpropagation method, the adjoint sensitivity method can be adopted and its efficiency and theoretical correctness were already well proved \cite{7}. After letting \( a_{\theta_f}(t) = \frac{d}{dt} \) for a task-specific loss \( L \), it calculates the gradient of loss w.r.t model parameters with another reverse-mode integral as follows:

\[
\nabla_{\theta_f} L = \frac{dL}{d\theta_f} = -\int_{t_0}^{t_1} a_{\theta_f}(t) \frac{\partial f(h(t), t; \theta_f)}{\partial \theta_f} dt.
\]

We customize the aforementioned adjoint sensitivity method to design our own training algorithm. In our framework, we learn both user/product embeddings and time points \( \{t_1, t_2, \cdots \} \) to construct a layer combination using the modified method.

It is known that NODEs have a couple of advantages. First, NODEs can sometimes significantly reduce the required number of parameters when building neural networks \cite{30}. Second, NODEs enable us to interpret the time variable \( t \) as continuous, which is discrete in conventional neural networks \cite{7}. We fully enjoy the second advantage while designing our method.

Fig. 3 shows the typical architecture of NODEs which we took from \cite{10} — we assume a downstream classification task in this figure. There is a feature extraction layer which provides \( h(0) \), and \( h(1) \) is calculated by the method described above. After that, there is a classification layer. In our case, however, we use the architecture in Fig. 1 (b), which has dual co-evolving ODEs only, because our task is not classification but CF.

---

**2.2 Residual/Dense Connections and ODE Solvers**

Many researchers discuss about the analogy between residual/dense connections and ODE solvers. ODE solvers discretize time variable \( t \) and convert an integral into many steps of additions. For instance, the explicit Euler method can be written as follows in a step:

\[
h(t + s) = h(t) + s \cdot f(h(t), t; \theta_f),
\]

where \( s \), which is usually smaller than 1, is a configured step size of the Euler method. Note that this equation is identical to a residual connection when \( s = 1 \).

Other ODE solvers use more complicated methods to update \( h(t + s) \) from \( h(t) \). For instance, the fourth-order Runge–Kutta (RK4) method uses the following method:

\[
h(t + s) = h(t) + \frac{s}{6} (f_1 + 2f_2 + 2f_3 + f_4),
\]

where \( f_1 = f(h(t), t; \theta_f) \), \( f_2 = f(h(t) + \frac{s}{2}f_1, t + \frac{s}{2}; \theta_f) \), \( f_3 = f(h(t) + \frac{s}{2}f_2, t + \frac{s}{2}; \theta_f) \), and \( f_4 = f(h(t) + sf_3, t + s; \theta_f) \).

It is also known that dense convolutional networks (DenseNets \cite{47}) and fractal neural networks (FractalNet \cite{26}) are similar to RK4 (as so are residual networks to the explicit Euler method) \cite{28}. For simplicity but without loss of generality, however, we use the explicit Euler method as our running example.

One more ODE solver that is worth mentioning is the implicit Adams–Moulton method which is written as follows:

\[
h(t + s) = h(t) + \frac{s}{24} (9f_1 + 19f_2 - 5f_3 + f_4),
\]

where \( f_2 = f(h(t + s), t + s; \theta_f) \), \( f_3 = f(h(t), t; \theta_f) \), \( f_4 = f(h(t), t; \theta_f) \), and \( f_3 = f(h(t - 2s), t - 2s; \theta_f) \). Both \( f_1 \) and \( f_2 \) are from previous history and we do not need to newly evaluate them.

This implicit method is different from the aforementioned explicit solvers in that i) it uses past multi-step history, i.e., \( f_1 \) and \( f_3 \), to calculate a more robust derivative term and ii) it uses \( f_2 \) in conjunction with the multi-step history. At the moment of time \( t \), however, it is before calculating \( h(t + s) \) so evaluating \( f_1 \) cannot be done in a naive way. It uses advanced methods, such as Newton’s method, to solve for \( h(t + s) \). The use of \( f_1 \) is called implicit in the

---

**Figure 3: The typical architecture of NODEs**

![NODE Architecture](image)

**Figure 4: The explicit Euler method and RK4 in a step. To derive \( h(t + s) \) from \( h(t) \) with a step size \( s \), RK4 is four times more complicated than the explicit Euler method. Note that the explicit Euler method is the same as the residual connection and RK4 is the same as the dense connection when \( f \) is a neural network layer.**
field of numerical methods to solve ODEs. Its analogy to neural network connection has not been studied yet due to the implicit nature of the method. However, it falls into the category of dense networks because it uses multi-step information.

For our experiments, we consider all those advanced solvers, which is one more advantage of our formulating the graph-based CF as the dual co-evolving ODEs.

### 2.3 Collaborative Filtering (CF)

Let $E_0^u \in \mathbb{R}^{N \times D}$ and $E_0^p \in \mathbb{R}^{M \times D}$ be the initial user and product embeddings, respectively. There are $N$ users and $M$ products, and embeddings are $D$ dimensions. Early CF methods include matrix factorization [25], SVD++ [23], neural attentive item similarity [17], and so on. All these methods utilize user-product interaction history [46].

Because user-product relationships can be represented by bipartite graphs, it recently became popular to adopt GCNs for CF [5, 16, 37]. NGCF is one of the most popular GCN-based CF methods. It uses non-linear activations and transformation matrices to transform from the user embedding space to the product embedding space, and vice versa. At each layer, user and product embeddings are extracted as in the layer combination. However, it concatenates them instead of taking their sum. Its overall architecture is similar to the standard GCN [22]. However, it was later noted that the adoption of the non-linear activation and the embedding space transformation are not necessary in CF due to the environmental dissimilarity between general graph-based downstream tasks and CF [16]. That is, other graph-based tasks include abundant information, e.g., high-dimensional node features. However, CF frequently includes a bipartite graph without additional features. Even worse, the graph is sparse in CF. Due to the difference, non-linear GCNs are easily overfitted to training graphs and their testing accuracy is mediocre in many cases even with various countermeasures preventing it. It was also empirically proven that transforming between user and product embedding spaces is not helpful in CF [16].

After NGCF, several methods have been proposed. Among them, in particular, one recent graph-based method, called LightGCN, shows state-of-the-art accuracy in many datasets. In addition, it also showed that linear GCNs with layer combination work the best among many design choices. Its linear graph convolutional layer definition is as follows:

$$E_k^u = A_{u \rightarrow p} E_{k-1}^p, \quad E_k^p = A_{p \rightarrow u} E_{k-1}^u,$$  \hspace{1cm} (5)

where $A_{u \rightarrow p} \in [0, 1]^{M \times N}$ is a normalized adjacency matrix of the graph from products to users and $A_{p \rightarrow u} \in [0, 1]^{N \times M}$ is also defined in the same way but from users to products. LightGCN learns the initial embeddings, denoted $E_0^u$ and $E_0^p$, and uses the layer combination, which can be written as follows:

$$E_{final}^u = \sum_{k=0}^{K} w_k E_k^u, \quad E_{final}^p = \sum_{k=0}^{K} w_k E_k^p,$$  \hspace{1cm} (6)

where $K$ is the number of layers, $w_k$ is a coefficient, and $E_{final}^u$ and $E_{final}^p$ are the final embeddings.

The CF methods, including our method, LightGCN, and so on, learn the initial embeddings of users and products (and model parameters if any). After a series of $K$ graph convolutional layers, a graph-based CF algorithm derives $E_{final}^u$ and $E_{final}^p$ and use their dot products to predict $r_{u,i}$, a rating (or ranking score) by user $u$ to product $i$, for all $u, i$. Ones typically use the following Bayesian personalized ranking (BPR) loss [32] to train the initial embedding vectors (and model parameters if any) in the field of CF:

$$L = -\sum_{u=1}^{N} \sum_{i \in N_u} \sum_{j \in \overline{N_u}} \ln \sigma(r_{u,i} - r_{u,j}) + \lambda \|E_0^u \odot E_0^p\|^2,$$  \hspace{1cm} (7)

where $N_u$ is a set of products neighboring to $u$, $\sigma$ is a non-linear activation, and $\odot$ means the concatenation operator. We use the softmax for $\sigma$.

### 2.4 Linear GCNs and Newton’s Law of Cooling

As a matter of fact, Eq. (5) is similar to the heat equation, which describes the law of thermal diffusive processes, i.e., Newton’s Law of Cooling. The heat equation can be written as follows:

$$\frac{dH_t}{dt} = -\Delta H_t,$$  \hspace{1cm} (8)

where $\Delta$ is the Laplace operator and $H_t$ is a column vector which contains the temperatures of the nodes in a graph or a discrete grid at time $t$. The Laplace operator $\Delta$ is simply a matrix multiplication with the Laplacian matrix or the normalized adjacency matrix.

Therefore, the right-hand side of Eq. (5) can be reduced to Eq. (8) if we interpret each element of $E_t^u$ and $E_t^p$ as a temperature value — since they are $D$-dimensional vectors, we can consider that $D$ different diffusive processes exist in Eq. (5). In this regard, we can consider that LightGCN models discrete thermal diffusive processes whereas our method describes continuous thermal diffusive processes.

### 3 PROPOSED METHOD

In this section, we describe our proposed method. Our main idea is to design co-evolutionary ODEs of user and product embeddings with a continuous and learnable time variable $t$.

#### 3.1 Overall Architecture

In Fig. 1 (b), we show the overall architecture of LT-OCF. The two initial embeddings, $E_0^u$ and $E_0^p$, are fed into the dual co-evolutionary ODEs. Then, we have the layer combination architecture to derive the final embeddings. The distinguished feature of LT-OCF lies in the dual ODE layer, where we can interpret the time variable $t$ as a continuous layer variable.

LT-OCF enjoys the continuous characteristic of $t$ and construct a more flexible architecture. In LightGCN and other existing GCN-based CF methods, we have to use pre-determined discrete architectures. However, LT-OCF can use any positive real numbers for $t$ and those numbers are even trainable in our case.
3.2 ODE-based User and Product Embeddings

The user and product embedding co-evolutionary processes can be written as follows:

\[
\begin{align*}
\mathbf{u}(t_i) &= \mathbf{u}(0) + \int_0^{t_i} f(\mathbf{p}(t)) dt, \\
\mathbf{p}(t_i) &= \mathbf{p}(0) + \int_0^{t_i} g(\mathbf{u}(t)) dt,
\end{align*}
\]

(9)

where \( \mathbf{u}(t) \in \mathbb{R}^{N \times D} \) is a user embedding matrix and \( \mathbf{p}(t) \in \mathbb{R}^{M \times D} \) is a product embedding matrix at time \( t \). \( f(\mathbf{p}(t)) \) outputs \( \frac{d\mathbf{u}(t)}{dt} \), and \( g(\mathbf{u}(t)) \) outputs \( \frac{d\mathbf{p}(t)}{dt} \). \( \mathbf{u}(0) = \mathbf{E}_u \) and \( \mathbf{p}(0) = \mathbf{E}_p \) in our case because the initial embeddings are directly fed into the ODEs (cf. Fig. 1 (b)). We note that \( \mathbf{u}(t) \) and \( \mathbf{p}(t) \) constitute a set of co-evolving ODEs. User embedding influences product embedding and vice versa. Therefore, our co-evolving ODEs are a reasonable design choice.

However, this formulation does not fully describe our proposed concept of learnable-time and we propose a more advanced formulation in the next paragraph.

3.2.1 Learnable-time Architecture. In our framework, we can learn how to construct the layer combination (rather than relying on a manually designed architecture). In order to adopt such an advanced option, we extract \( \mathbf{u}(t) \) and \( \mathbf{p}(t) \) with several different learnable time-points \( t \in \{t_1, \cdots, t_f\} \), where \( T \) is a hyperparameter, and \( 0 < t_i < t_{i+1} < T \) for all \( i \). Therefore, Eq. (9) can be re-written as follows:

\[
\begin{align*}
\mathbf{u}(t_i) &= \mathbf{u}(0) + \int_0^{t_i} f(\mathbf{p}(t)) dt, \\
\mathbf{p}(t_i) &= \mathbf{p}(0) + \int_0^{t_i} g(\mathbf{u}(t)) dt, \\
&\vdots \\
\mathbf{u}(K) &= \mathbf{u}(t_f) + \int_{t_f}^K f(\mathbf{p}(t)) dt, \\
\mathbf{p}(K) &= \mathbf{p}(t_f) + \int_{t_f}^K g(\mathbf{u}(t)) dt,
\end{align*}
\]

(10)

where \( t_i \) is trainable for all \( i \). The parts of the equation highlighted in red are used to create residual connections (cf. the red residual connections inside the ODEs in Fig. 5). The final embeddings are calculated as follows:

\[
\begin{align*}
\mathbf{E}_u^{\text{final}} &= \omega_0 \mathbf{u}(0) + \sum_{i=1}^T w_i \mathbf{u}(t_i) + w_K \mathbf{u}(K), \\
\mathbf{E}_p^{\text{final}} &= \omega_0 \mathbf{p}(0) + \sum_{i=1}^T w_i \mathbf{p}(t_i) + w_K \mathbf{p}(K).
\end{align*}
\]

(11)

Recall that what the explicit Euler method does internally is to generalize residual connections in a continuous manner. So, extracting intermediate ODE states (i.e., \( \mathbf{u}(t) \) and \( \mathbf{p}(t) \) with \( t \in \{t_1, \cdots, t_f\} \)) and creating a higher level of layer combination in Eq. (11) correspond to dual residual connections (cf. the blue layer combination outside the ODEs in Fig. 5).

If using other advanced ODE solvers, the connections inside the ODEs become more sophisticated, e.g., DenseNet or FractalNet connections if RK4 is used. In Table 1, we summarize all those cases.

3.2.2 Non-parameterized and Non-time-dependent ODEs. We need to define the two ODE functions, \( f \) and \( g \). Being inspired by the recent success of linear graph convolutions, we use the following definition for \( f \) and \( g \):

\[
\begin{align*}
f(\mathbf{p}(t)) &= \mathbf{A}_u - \mathbf{p}(t), \\
g(\mathbf{u}(t)) &= \mathbf{A}_p - \mathbf{u}(t),
\end{align*}
\]

(12)

where \( \mathbf{A} \) means either the symmetric normalized Laplacian matrix or the normalized adjacency matrix. LightGCN uses the latter but our method based on the continuous thermal diffusive differential equation can use both of them.

We note that our definitions for \( f \) and \( g \) will result in non-parameterized and non-time-dependent ODEs because our ODE functions do not require \( t, \theta_f, \) and \( \theta_g \) as their input.

3.2.3 Relation with Linear GCN-based CF Methods. There exist several linear GCNs. LightGCN studied the similarity among various such linear GCN models and showed many other linear models can be approximated as a special case of LightGCN. In this
subsection, we study about the similarity between our method and LightGCN.

Suppose the following setting in our method: i) \( t_i \) is not trained but fixed to \( i \) for all \( i \), ii) We use the explicit Euler method with its step size parameter \( s = 1 \), and iii) We do not use the residual connection but the linear connection inside the ODEs, i.e., removing the red parts in Eq. (10). This specific setting can be written as follows:

\[
\begin{align*}
\mathbf{u}(1) &= f(p(0)), \\
\mathbf{p}(1) &= g(u(0)), \\
\vdots \\
\mathbf{u}(K) &= f(p(K - 1)), \\
\mathbf{p}(K) &= g(u(K - 1)).
\end{align*}
\] (13)

After that, the linear combination yields \( \mathbf{E}_{\text{final}}^u = \sum_{i=0}^{K} w_i \mathbf{u}(t_i) \) and \( \mathbf{E}_{\text{final}}^p = \sum_{i=0}^{K} w_i \mathbf{p}(t_i) \). We note that these final embeddings are equivalent to Eq. (6) because our ODE functions \( f \) and \( g \) in Eq. (12) are equivalent to the linear layer definition of LightGCN in Eq. (5). Thus, our method is equivalent to LightGCN under the specific setting. Therefore, one can consider our method, LT-OCF, as a continuous generalization of linear GCNs, including LightGCN and others that can be approximated by LightGCN.

### 3.3 How to Train.

Our proposed method includes a couple of sophisticated techniques and its training algorithm is inevitably more complicated than other cases. We also use the BPR loss, denoted \( L \), to train our model, which is common for many CF methods.

We propose to alternately train the co-evolving ODEs and their intermediate time points. When training for one, we fix all other parts. This makes the gradient calculation by the adjoint sensitivity method simple because a fixed ODE/time point can be considered as constants at a moment of training time. The gradients of loss w.r.t. \( \mathbf{u}(0) \), which is identical to the initial embedding \( \mathbf{E}_0^u \), can be calculated via the following reverse-mode integration [7]:

\[
\frac{dL}{du(0)} = a_u(K) - \int_0^K a_u(t) \frac{\partial g(u(t))}{\partial u(t)} dt,
\]
(14)

where \( a_u(t) \) is the gradients of loss w.r.t. \( p(0) \), the initial embedding of products, can be done in the same way and we omit its description for space reasons. Calculating the gradients requires a space complexity of \( O(1) \) and a time complexity of \( O(\frac{1}{2}) \), where \( s \) is the average step size of underlying ODE solver which is fixed for the Euler method and RK4 and varied for DOPRI, because we use the adjoint sensitivity method.

The gradient of loss w.r.t. \( t_i \) does not involve the adjoint sensitivity method but is defined directly as follows:

\[
\frac{dL}{dt_i} = \frac{\partial L}{\partial u(t_i)} \frac{d\mathbf{u}(t_i)}{dt_i} + \frac{\partial L}{\partial \mathbf{p}(t_i)} \frac{d\mathbf{p}(t_i)}{dt_i} = a_u(t_i)g(u(t_i)) + a_p(t_i)f(p(t_i)),
\]
(15)

where its complexity is \( O(T) \) to train all time-points.

Our propose training algorithm is in Alg. 1. We alternately train each part until the BPR loss converges.

---

### 4 EXPERIMENTAL EVALUATIONS

In this section, we introduce our experimental environments and results. All experiments were conducted in the following software and hardware environments: **Ubuntu 18.04 LTS**, **Python 3.6.6**, **NumPy 1.18.5**, **SciPy 1.5.1**, **Matplotlib 3.3.1**, **PyTorch 1.2.0**, **CUDA 10.0**, and **NVIDIA Driver 417.22**, **i9 CPU**, and **NVIDIA RTX Titan**. Our source codes and data are at [https://github.com/jeongwhanchoi/LT-OCF](https://github.com/jeongwhanchoi/LT-OCF).

#### 4.1 Experimental Environments

4.1.1 Datasets and Baselines. We use the three benchmark datasets used by previous works without any modifications: Gowalla, Yelp2018, and Amazon-Book [5, 16, 37]. Their statistics are summarized in Table 2. We consider the following baselines to compare with:

1. **MF** [32] is a matrix decomposition optimized by Bayesian Personalization Rank (BPR) loss, which utilizes the user-item direct interaction only as the target value of the interaction function.
2. **Neu-MF** is a neural collaborative filtering method [18]. This method uses multiple hidden layers above the element-wise concatenation of user and item embeddings to capture their non-linear feature interactions.
3. **CMN** [11] is a state-of-the-art memory-based model. This method uses first-order connections to find similar users who interacted with the same items.

#### 3.3.1 On the Tractability of Training.

The Cauchy–Kowalevski theorem states that, given \( f = \frac{d\mathbf{u}(t)}{dt} \), there exists a unique solution of \( h \) if \( f \) is analytic (or locally Lipschitz continuous), i.e. the ODE problem is well-posed if \( f \) is analytic [12]. In our case, Eq. (12), which is to model \( \frac{d\mathbf{u}(t)}{dt} \) and \( \frac{d\mathbf{p}(t)}{dt} \), uses matrix multiplications that are analytic. This implies that there will be only a unique optimal ODE for \( \mathbf{u}(t) \), given fixed \( \mathbf{p}(t) \) and vice versa. Because of i) the uniqueness of the solution and ii) our relatively simpler definitions of \( f \) and \( g \) in comparison with other NODE applications, we believe that our training method can find a good solution.

---

**Algorithm 1:** How to train \( \mathbf{E}_0^u \) and \( \mathbf{E}_0^p \)

**Input:** Rating matrix \( \mathbf{R} \)

1. Initialize \( \mathbf{E}_0^u \) and \( \mathbf{E}_0^p \);
2. **while** the BPR loss \( L \) is not converged **do**
3. Update \( \mathbf{E}_0^u \) with \( \frac{dL}{d\mathbf{u}(0)} \);
4. Update \( \mathbf{E}_0^p \) with \( \frac{dL}{d\mathbf{p}(0)} \);
5. Update \( t_i \) for all \( i \);
6. **return** \( \mathbf{E}_0^u \) and \( \mathbf{E}_0^p \);

---

**Table 2:** Statistics of datasets

| Name            | #Users | #Items | #Interactions |
|-----------------|--------|--------|---------------|
| Gowalla         | 29,858 | 40,981 | 1,027,370     |
| Yelp2018        | 31,668 | 38,048 | 1,561,406     |
| Amazon-Book     | 52,643 | 91,599 | 2,984,108     |
(4) HOP-Rec [43] is a graph-based model, which uses the high-order user-item interactions by random walks to enrich the original training data.
(5) GC-MC [33] is a graph auto-encoder framework based on differentiable message passing on the bipartite interaction graph. This method applies the GCN encoder on user-item bipartite graph and employs one convolutional layer to exploit the direct connections between users and items.
(6) Mult-VAE is a variational autoencoder-based CF method [27]. We use a drop-out rate of $[0.0, 0.2, 0.3]$ and $\beta$ of $[0.2, 0.4, 0.6, 0.8]$. The layer-wise dimensionality is 600, 200, and then 600 as recommended in the paper and the authors.
(7) GRMF is a matrix factorization method by adding the graph Laplacian regularizer [31]. We change the original loss of GRMF to the BPR loss for fair comparison. GRMG-norm is a slight variation from GRMF by adding a normalization to graph Laplacian.
(8) NGCF [37] is a representative GCN-based CF method. It uses feature transformation and non-linear activations.
(9) LR-GCCF [5] and LightGCN [16] are linear GCN-based CF methods. They currently show state-of-the-art accuracy.

We use the two standard evaluation metrics, Recall@20 and NDCG@20, with the all-ranking protocol, i.e., all items that do not have any interactions with a user are recommendation candidates.

4.1.2 Hyperparameters. Our method and the above baseline models have several common hyperparameters. In this paragraph, we introduce them.

(1) The regularization coefficient $\lambda$ in all methods is in $[1.0e^{-4}, 1.0e^{-3}, 1.0e^{-2}]$.
(2) The dimensionality of embedding vectors is 64 as recommended in [16], and a Normal distribution of $N(0, 0.1)$ is used to set initial embeddings.
(3) The layer combination coefficient $w_l = \frac{1}{K}$, where $K$ is the number of elements in the layer combination.
(4) The number of elements $K$ is in $[2, 3, 4]$.
(5) The number of learnable intermediate time points $T$ is in $[1, 2, 3]$.
(6) We use the same early stopping criterion as that of NGCF and train with Adam and a learning rate in $[1.0e^{-5}, 1.0e^{-4}, 1.0e^{-3}, 1.0e^{-2}]$.
(7) We consider the following ODE solvers: the explicit Euler method, RK4, Adams-Moulton, and DOPRI.

The best configuration set in each data is as follows: In Gowalla, $\lambda = 1.0e^{-4}$, learning rate $= 1.0e^{-4}$, learning rate for time $= 1.0e^{-6}$, $K = 4, T = 3$; In Yelp2018, $\lambda = 1.0e^{-4}$, learning rate $= 1.0e^{-5}$, learning rate for time $= 1.0e^{-6}$, $K = 4, T = 3$; In Amazon-Book, $\lambda = 1.0e^{-4}$, learning rate $= 1.0e^{-4}$, learning rate $= 1.0e^{-6}$, $K = 4, T = 3$.

4.2 Experimental Results

In Table 3, we summarize the overall accuracy in terms of recall and NDCG. The non-linear GCN-based method, NGCF, shows good performance for a couple of cases in comparison with other non-GCN-based methods. After that, LightGCN shows the state-of-the-art accuracy in all cases among all baselines. It sometimes outperforms other methods by large margins, e.g., a recall of 0.1830 in Gowalla by LightGCN vs. a recall of 0.1641 by Multi-VAE. In general, the three GCN-base methods, NGCF, LR-GCCF, and LightGCN, outperform other baseline methods by large margins.

However, the best accuracy is straightforwardly marked by our method, LT-OCF, in all cases. All those best results are achieved by RK4, which implies that the linear GCN architecture of LightGCN may not be the best option (see our discussion in Section 5). In particular, our method’s NDCG in Amazon-Book shows an improvement of approximately 10% over LightGCN.

In Figure 6, we compare the training curve of LightGCN and LT-OCF in Gowalla. In general, our method provides a faster training speed in terms of the number of epochs than that of LightGCN. In Figure 6 (d), we show that $t_1$ becomes larger (with a little fluctuation) as training goes on. It is because our model prefers embeddings...
from deep layers when constructing the layer combination. $t_1$ is more actively trained and $t_3$ is not trained much. According to this training pattern, we can know that it is more important to have reliable early layers for the layer combination.

In Figures 7 and 8, we show the results of the same experiment types for Yelp2018 and Amazon-Book. For Amazon-Book, LT-OCF shows remarkably smaller loss values than that of LightGCN as shown in Figure 8 (a). In Figures 7 (b,c) and 8 (b,c, we our method shows faster training for recall and NDCG than LightGCN. In Figure 8 (d), $t_1$ is trained a lot more than other cases in Figures 6 (d) and 7 (d).

### 4.3 Ablation and Sensitivity Studies

#### 4.3.1 Euler vs. RK4 vs. DOPRI

We first compare various ODE solvers. Figure 9 summarizes training curves of various ODE solvers. In general, DOPRI and RK4 are almost the same in terms of recall and NDCG while RK4 has 33% smaller computational complexity. So, we use RK4 as our default solver. As mentioned earlier, RK4 shows better accuracy than that of the Euler method in solving general ODE problems and we observe the same result. For instance, our method ($K=4$, learning $t_i$) with the Euler method achieves a recall/NDCG of 0.1834/0.1548 vs. 0.1875/0.1574 with RK4 in Gowalla. For other datasets, we can observe similar patterns. RK4 consistently outperforms the Euler method. Adams-Moulton shows almost the same performance as that of RK4. However, it is an implicit ODE solver that requires more computation than other explicit methods, e.g., RK4.

#### 4.3.2 Sensitivity on $T$

By varying $T$, we also investigate how the model accuracy changes. The detailed results are in Figure 10. One point that is worth mentioning is that the fixed-time is sometimes more vulnerable to small $T$ than the learnable-time. In other words, the recall/NDCG gap between the fixed and the learnable-time at $T=1$ is larger than that in $T=2,3$ for Gowalla. In general, the recall increases as we increase $T$ but it is stabilized after $T=3$. Therefore, our best setting for $T$ is 3 in our experiments, considering computational efficiency. We can observe similar patterns in Amazon-Book as well.

#### 4.3.3 Sensitivity on $K$

By varying $K$, we investigate how the model accuracy changes in Figure 11. Our best results are all made with $K=4$. As decreasing $K$, we observe that performance also decreases. For instance, our method (RK4, learning $t_i$) achieves a recall/NDCG of 0.1833/0.1545 with $K=3$ and a recall/NDCG of 0.1823/0.1543 with $K=2$ in Gowalla. Similar patterns are observed in other two datasets.

#### 4.3.4 Fixed vs. Learnable-time

Without learning $t_i$, we fix $t_i = K^{-1}i$ and evaluate its accuracy. The learnable-time is one of the key concepts in our work. Without learning $t_i$, our method ($K=4$, RK4) still outperforms LightGCN in many cases but is consistently worse than our method with learning $t_i$. For instance, our method without learning $t_i$ achieves a recall/NDCG of 0.1859/0.1558 vs. a recall/NDCG of 0.1875/0.1574 by our method with learning $t_i$ in Gowalla. Similar patterns are observed in other two datasets.

In particular, a combination of $K=2$ and fixed-time shows poor performance in all cases of Figure 11. However, $K=2$ with learning-time surprisingly shows much improvement over it, which shows the efficacy of our proposed learnable-time concept.
We solve ODE problems in our method and as a result, need longer
time to train and infer than other methods. We use Amazon-Book,
the largest and the most suitable dataset for this subsection, to
analyze the runtime of various algorithms. Among many baselines
in Table 3, we mainly compare with LightGCN since it shows state-
of-the-art accuracy and has a smaller complexity than other non-
linear methods. As shown in Fig. 12, LightGCN is the fastest method
for both training and testing. However, our method with the Euler
method provides better recall scores in 30 to 50% longer time. Even
though RK4 shows the best accuracy, one can choose the Euler
method to reduce the time complexity. In this regard, our proposed
method is a versatile algorithm for CF, which provides a good trade-
off between complexity and accuracy. Our method shows similar
runtime patterns in other datasets as well.

### 5 DISCUSSIONS ON LINEAR VS. DENSE

We revisit recent debates on figuring out the best GCN architecture
for CF. It was recently reported that linear layers with a layer combi-
nation work well. However, we found that dense layers with a layer combination are better. As reported in the previous section,
our best accuracy was all achieved by RK4, which internally con-
structs connections similar to DenseNet or FractalNet as described
in Table 1 [26, 28, 47]. This is well aligned with the observation
in ODEs that the explicit Euler method is inferior to RK4 in solve
integral problems. We conjecture that dense connections are also
optimal for non-ODE-based CF methods. We leave this as an open
question.

### 6 CONCLUSIONS

We tackled the problem of learnable-time ODE-based CF. Our
method fundamentally differs from other methods in that we in-
terpret the user and product embedding learning process of CF as
dual co-evolving ODEs.

Owing to the continuous nature of time variable $t$ in NODEs,
we propose to train a set of time points $\{t_1, t_2, \cdots , t_T\}$, where we
extract embedding vectors to construct a layer combination archi-
tecture. Our carefully designed training method guarantees a good
solution by the well-posed nature of our formulation.

With the benchmark datasets, our method, LT-OCF, consistently
outperforms all state-of-the-art methods in all cases. We also showed
that our method can be trained faster than other methods.

One more key contribution in this paper is that we revealed that
dense connections, which are created by RK4, are the best option
for our method and leave it as an open question to apply dense
connections to other CF methods. We hope that this discovery will
inspire forthcoming research works.
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