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ABSTRACT

Borehole conductivity logs provide an in situ measurement of the electrical conductivity of the subsurface. Despite the measurements being a proxy for the true earth structure, they are often used as ground truth when inferring subsurface electrical conductivity boundaries between lithologies. Borehole conductivity measurements are therefore commonly used to plan and benchmark electromagnetic (EM) surveys and to establish the credibility of a given inversion technique. A consequence of the diffusion physics of EM prospecting is that not all subsurface features present in a conductivity log can be resolved by an EM system, nor can they be recovered by a subsequent inversion. Quantification of the ability of an EM system to determine layer boundaries in the subsurface is therefore an issue meriting investigation. We have developed a reversible-jump Markov chain Monte Carlo (RJMCMC) method to segment borehole conductivity logs at the scale recoverable by a given EM system as the foundation for an objective comparison between the inversion results and conductivity logs. A common consequence of RJMCMC inversions for EM problems is that few layers are required to fit the data. Similarly, we find that a borehole log blocked at the scale sensed by an EM system consists of a limited number of segments. Segmentation of borehole conductivity logs is determined by the physics of EM prospecting and by factors such as base frequency, number of gates, system geometry, and noise levels. For a survey line intersecting a borehole near Carnarvon, Western Australia, we see that different inversion schemes result in images of the subsurface that are consistent with a borehole conductivity log segmented according to the mechanics of the EM system and accounting for the physics of EM prospecting.

INTRODUCTION

Imaging subsurface geologic features is among the prime motivations for acquiring airborne electromagnetic (AEM) data. An important source of information for a planned AEM survey is available from borehole logs; often, the success of an AEM survey is determined through a comparison of the inverted electrical conductivity model to the recovery of geologic features of interest contained in logs of electrical conductivity and lithologic units. It is therefore imperative to propose adequate measures of comparison and recognize the fundamental differences between AEM systems and downhole induction conductivity logs.

The commonly used induction conductivity logging tools measure a quadrature voltage, which is transformed into an apparent conductivity that represents the equivalent conductivity that a whole space of the earth must have to produce the recorded signal. The voltage recording actually depends on the conductivity distribution of the subsurface and the lines of current that are induced to flow within that distribution (Doll, 1949). For a 1D earth under the low-frequency assumption, apparent conductivity is derived from the voltage through a linear relationship between the logarithm of the signal and the logarithm of the equivalent earth conductivity (Moran and Kunz, 1962). Various efforts have been made to transform the apparent conductivity back to real conductivity (Shen, 1987).
We recognize that it is possible to invert the measured apparent conductivity to an equivalent layered earth model, as is done by Christensen and Lawrie (2018).

When considering the problem of AEM system selection for the determination of the fitness of purpose for a given survey, conductivity and lithology logs are used to build conceptual models. Such models inferred from borehole data then provide the basis for studies seeking to determine if a given AEM system can resolve the salient features of interest (e.g., Brodie and Richardson, 2013; Christensen and Lawrie, 2013). This is often done by subdividing the log into a layered earth model, which is asserted to encompass the true earth model. However, these layered earth models are often computed at the expected layering that most benefits the modeling signals measured by the AEM system.

Borehole logs are also important once the survey data have been collected and preprocessed to be inverted. They contribute to our prior understanding about the geology we seek to recover from the AEM data. In practice, this means that they might influence our choice of model parameterization, inversion algorithm, and starting model. A conductivity log revealing sharp changes in conductivity between lithologic boundaries might motivate an inversion of the AEM data for a blocky model by limiting the number of layers (e.g., Hauser et al., 2015) or by using a sharpening operator (e.g., Vignoli et al., 2015). On the other hand, if the electrical conductivity of the borehole log shows gradual changes, this could indicate that an inference of a vertically smooth model (e.g., Constable et al., 1987) from the AEM data is more appropriate. Accounting for borehole information to guide decisions around model parameterization in such a manner can be considered a qualitative use of the information.

If insufficient lithologic information is collected when drilling or logging a borehole, then formations can be interpreted from the geophysical log. This often-arbitrary process of segmenting the borehole log into distinct homogeneous depth intervals is commonly referred to as well-log blocking. If the goal is to smooth the log data while leaving the boundaries sharp, a median filter with an optimal sliding window may be used. More appropriate blocking of a borehole log is scale dependent. On a tenement scale, a log might be blocked into cover and basement; on the prospect scale, the same log might be subdivided into individual weathering horizons. This scale-dependent nature of borehole blocking has given rise to filtering and denoising techniques based on continuous wavelet transform (CWTs), which allow computation of more optimal blocking that honors natural change points (Cooper and Cowan, 2009). For example, Davis and Christensen (2013) derive a CWT method that was later used to determine the more natural subsurface structure of the alluvial aquifer of the Gascoyne River (Davis et al., 2015a). More quantitative approaches are based on fitting a change-point model to the borehole log (Hawkins and ten Krooden, 1978; Hawkins, 2001).

An electrical conductivity log is by itself only an indirect measurement of the true earth conductivity. Christensen and Lawrie (2018) invert electrical conductivity logs and use the resulting 30-layer models inferred from the data for comparison with AEM inversion results. Transdimensional or reversible-jump Markov chain Monte Carlo (RJMCMC) algorithms applied to the inversion of AEM data (e.g., Minsley, 2011; Brodie and Sambridge, 2012) demonstrated that models with few layers (<7) are sufficient to fit the measurements.

METHODOLOGY

Typically, the first step in a well-log analysis is identifying formation boundaries. We assert our underlying assumption that an abrupt change in a geophysical property, for example, electrical conductivity, corresponds to a boundary between two formations and that within the formations, the variation in the geophysical property can be described using a functional form. One example of the functional form is that there is a linear trend in the log as a function of depth over the formation. Another is that the formation can be adequately described by some statistical measure (mean, or median) of the geophysical measurements across its extent. If we seek to determine an objective segmentation of a well log, then we are tasked with solving an inverse problem in which the number of change points (i.e., boundaries) and the functional form representing the depth dependence of the geophysical parameter of interest within a formation layer are unknown (e.g., Hawkins and ten Krooden, 1978). In our work, we are interested in determining an optimum segmentation based on electrical conductivity as derived by the EM system, although this principle is true for any measurement.

Given an apparent-conductivity trace from a well log, the determination of its change-point model and information about its robustness can be inferred by using transdimensional MCMC algorithms (e.g., Gallagher et al., 2011). We observe that we are not determining the change-point model of the earth from the resolution of the sonde. Rather, we are determining the model from the resolving power of an EM system that is conducting a sounding in the vicinity of the borehole. In this work, we adopt the notion that the apparent-conductivity log of a geophysical borehole trace represents an accurate model of the subsurface electrical conductivity structure.
The optimization we seek is to minimize the misfit between the segmented well log and the original well log through the measurement recorded by an EM system. Because the original well log represents the true earth model, we can generate the geophysical response of the EM system for that model. We call this the true response \( f(m) \), where \( m \) is the borehole earth model, defined later. Our segmented well log produces another, simplified, model that has a separate geophysical response. Using a likelihood function that is based on the difference between the geophysical response of the true model (determined by the original log) and the simplified model (calculated from the segmented well log) allows us to block the well log at the resolution of the EM system. We therefore determine the ability of the EM system to resolve and detect the features of interest, which will assist us in our selection of an appropriate system, if any exists, and to inform us on how well our inversions will be able to solve the problem for which the survey was undertaken.

**RJMC$$\text{MC borehole blocker}$$**

In the following, we will refer to our implementation of the aforementioned approach as the RJMC$$\text{MC}$$ borehole blocker. A conductivity borehole log consists of a finite set of \( N + 1 \) conductivity measurements \( \sigma \) spaced evenly in depth down a vertical well. The depth interval is typically approximately 0.05 m for hydrogeophysical logging in Australia. A measurement of conductivity from the original log at discretized depth \( n \) is given as \( \sigma_{\text{true}} \), and we may express the entire downhole record that represents the true earth model as \( \sigma_{\text{true}} = \{\sigma_{\text{true}}(n) : 1 \leq n \leq N + 1\} \). Here, \( n \) represents the measurement at a given (discrete) depth index, with the first index \( n = 1 \) at the first depth, not including the surface. The true layered earth model is constructed from each of the conductivity-depth pairs, with the last layer whose top is at depth \( n = N + 1 \), representing a half-space with a conductivity of \( \sigma_{\text{true}}(N) \).

The segmented model with a set of \( k \) change points and \( k + 2 \) layers is given as \( m = \{\sigma_{k}, k \leq \sigma_{k+1} \} \), where the electrical conductivity for the \( k + 2 \) half-space is given by \( \sigma_{\text{true}}(n) \) at depth \( N + 1 \). The depths of the \( k \) change points that partition the borehole trace into \( k + 1 \) layers are a discrete subset of \( \{n\} \), that is, depths determined by the borehole measurement. The method of Davis and Christensen (2013) allows change points to occur at any depth determined by the CWT rather than at some discrete depth \( k \); however, we judge that the simplification proposed here is justified because the discretization for depth in the borehole log is on the order of centimeters, whereas for ground-based and AEM systems, we typically have depths on the scale of meters. The conductivity \( \sigma c \) of the simplified model is calculated using a summary statistical measure of the layers of the true model that lie between the \( k \) change points. Let us consider, for example, that the first change point occurs at \( n = 100 \). This means that the segmented model has a layer that extends from the surface of the earth to index 100, and the value of \( \sigma_{c} \) must be derived from \( \{\sigma_{1}, \ldots, \sigma_{100}\} \). We can calculate the total conductance of the layers distributed over these depths and calculate the mean conductivity, we can calculate the median conductivity of the layers in the set, or we can calculate the geometric mean conductivity. We consider each of these for comparison.

RJMC$$\text{MC}$$ algorithms depend upon the use of Bayes’ theorem, and they are often implemented in the Metropolis-Hastings-Green formulation (Green, 1995) in which a model \( m \) is proposed from a previous model \( m' \) with an acceptance criterion \( \alpha \) that we express as

\[
\alpha(m', m) = \min\left\{ 1, \frac{p(m') p(d|m') f_{\text{move}(m')} q(m|m')}{p(m) p(d|m) f_{\text{move}(m)} q(m'|m')} \right\},
\]

where \( p(\cdot), q(\cdot), \) and \( f(\cdot) \) represent the probabilities, \( m' \) denotes a proposal model, and \( d \) is a vector of \( M \) voltages measured by an EM system. The four ratios in equation 1, from left to right, are the prior model ratio, the likelihood (data misfit) ratio, the move-type ratio, and the proposal ratio. The final term is the Jacobian. A proposed model is accepted based on the comparison of \( \alpha \) to 1: If it is equal to 1, we accept the model; if it is less than 1, we accept the proposal with a probability of \( \alpha \). That is, we draw a uniform random number \( u = U(0, 1) \) and accept the change if \( u \geq \alpha \), rejecting it otherwise.

**Move-type ratio**

We propose three different move types for each step in the chain: a birth move, in which a new change-point is proposed; a perturb move, in which we select a change point and move it according to some proposal scheme; and a death move, in which a change point is removed. In each case, the conductivities of the new model are recalculated based on our chosen functional method.

If there are no change points in the model, then we can only propose a birth move because there are no change points to eliminate, nor are there any available for which to move. If we have \( N \) change points, then the set is full, and we cannot propose another or change the position of the ones existing. In the final case, we are free to perturb the position of a given change point (provided that the change point does not fall on an index already occupied), we may propose a new change point, or we may elect to eliminate one from our set. The move-type ratios are therefore

\[
\frac{f_{\text{move}(m')}}{f_{\text{move}(m)}} = \begin{cases} 
1, & 0, 0, \text{ if } k = 0 \\
1/3, & 1/3, 1/3, \text{ if } 1 \leq k \\
0, 0, 1, & \text{if } k = N,
\end{cases}
\]

for the moves birth, perturb, and death, respectively.

**Prior ratio**

We are free to express our knowledge in the formulation of our prior beliefs about the segmented model. This is done by expressing the probability of a given model \( p(m) \) as a hierarchical model such that

\[
p(m) = p(k) p(c|k) p(\sigma|c, k),
\]

where \( p(k) \) is the probability of the number of change points occurring to segment the model, \( p(c|k) \) is the probability of a particular distribution of change points that segment the borehole trace, and \( p(\sigma|c, k) \) is the probability of the conductivity of the layers partitioned by the change points \( c \). We note that the conductivities depend on the distribution of change points and are independent so that \( p(\sigma|c, k) = \prod_{i=1}^{k} p(\sigma_{i}|c, k) \).

Using an uninformative prior, we suppose that any number of change points \( k \) is just as likely as any other \( k' \) a priori. The probability ratio of the prior for \( k \) and \( k' \) is therefore 1. Given several segmentation points \( k \), we make the further assumption that a particular distribution of the change points \( c \) is also as likely as any other. The number of distributions of the change points is equal to the binomial
coefficient for \( k \) points over \( N \) locations \( \binom{N}{k} = N!/(k!(N-k)!).

The probability of a particular distribution is therefore

\[
p(c|k) = \frac{k!(N-k)!}{N!}.
\]  

(4)

It is known that EM systems tend to be most sensitive to the near-surface conductivity structure, but here we keep our prior as uninformative as possible. Finally, although the conductivity values \( \sigma \) are determined through a deterministic function, we assume that they can be distributed uniformly over the range of conductivities recorded by the borehole tool. Thus,

\[
p(\sigma|c, k) = \frac{1}{(\Delta \sigma)^N},
\]  

(5)

where \( \Delta \sigma = \sigma_{\text{max}} - \sigma_{\text{min}} \) and \( \sigma_{\text{max}} \) and \( \sigma_{\text{min}} \) are the maximum and minimum conductivity values measured in the original log, respectively.

When we consider the prior ratio for each of the moves described above, our assertions about indifference to the model become important. For the case in which we perturb a change point, the probability ratio becomes 1, meaning that every model is equally likely.

When a birth move is proposed, and \( k \) increases to \( k + 1 \), we see no change in the prior for the increase in the number of change points. We do, however, allow for a more complicated distribution across the set \( N \), and the prior probability of the \( k + 1 \) change-point distribution becomes

\[
p(c|k+1) = \binom{N+1}{k+1}
\]  

(6)

Furthermore, we have increased the number of conductivities that segment our model, and we pay for this increase in possible parameters with an extra conductivity prior probability term. The prior ratio for a birth move then becomes

\[
\frac{p(m')}{p(m)} \bigg| \text{birth} = \frac{(k+1)!(N-k-1)!}{N!\Delta \sigma} \frac{N!}{k!(N-k)!} = \frac{k+1}{(N-k)\Delta \sigma}.
\]  

(7)

**Likelihood ratio**

We use the usual \( L_2 \)-norm misfit function between the data \( d \) measured by the EM system for the original conductivity log and \( f(m) \), the forward prediction of the data based on the proposed model \( m \), so that the likelihood ratio becomes

\[
\frac{p(d|m')}{p(d|m)} = \frac{\exp((d - f(m))/C_d^{-1}(d - f(m)))}{\exp((d - f(m'))/C_d^{-1}(d - f(m')))}. \tag{8}
\]

Here, \( C_d^{-1} \) is the data covariance matrix that models how noise is distributed in the measurement. In this work, we use a simple multiplicative noise applied to each member \( d_k \) of the measured data so that \( C_d^{-1} \) is a diagonal matrix, and we provide an example of segmentation results that incorporate different values of \( C_d^{-1} \) later. Note that equation 8 has the misfit of our proposed model in the denominator, so that a proposed model \( m' \) that has a lower misfit than the previous model than \( m \) results in a likelihood ratio that is greater than 1 and is therefore more likely to be accepted. When we consider only the prior and the likelihood ratio together, we see that we would be more likely to accept better fitting and more complicated models. We note here that the choice of forward modeler used in the sampler is subject to the choice of the experimenter; we have chosen to use the AMIRA P223 project code LEROI (Raiche et al., 2007).

**Proposal ratio**

The proposal ratio is dependent on the move type, and it expresses the ratio of the joint densities \( q \) and \( q' \) needed for a given proposal. Remembering that the total number of variables and generative random numbers must remain constant across all transitions (Green, 1995), we consider each of the move types.

The simplest move is one that changes the depth of a change point, say \( k_j \), from one location to another. The proposal ratio evaluates to 1 provided that the proposals are symmetric for the forward and return moves. There is a variety of proposal methods that may be used, and care must be taken that proposals outside the boundary of the set are not allowed. We use a Baxtian proposal function, with reflection at the boundaries (Yang and Rodriguez, 2013). Once the position of \( k_j \) is perturbed, the layer conductivity values of the segmented model are recalculated. Note that if the position of \( k_j \) is altered so that it is less than \( k_{j-1} \) (or greater than \( k_{j+1} \)), then the set is reordered and there is no change in the total number of layers.

A birth move proposes a new layer boundary in the segmented model so that the number of change points increases from \( k \) to \( k + 1 \). Because there are \( N - k \) indexes available for the proposal and we have no preference for the distribution of the \( k + 1 \) change points, we choose a single index with probability \( 1/(N-k) \). For the reverse move, there are \( k + 1 \) available change points. If we were to select the one that we just generated, we would do so with a probability of \( 1/(k+1) \). The conductivity of the new layer generated is formed from our statistical function calculated from the original borehole log, so we do not need to propose a new value for it. We note that the prior ratio (equation 7) already includes the probability assigned to the new conductivity value. The proposal ratio for a birth move is thus

\[
\frac{q(m|m')}{q(m'|m)} \bigg| \text{birth} = \frac{N-k}{k+1}.
\]  

(9)

The death move is reciprocal to the birth move above. We select a change point out of the set of \( \{k+1\} \) indexes and remove it with a probability of \( 1/(k+1) \). From the reduced model, we would have \( N - k \) locations to choose from to create the birth move, and we do this with probability \( 1/(N-k) \). The proposal ratio for the death move is thus

\[
\frac{q(m|m')}{q(m'|m)} \bigg| \text{death} = \frac{k+1}{N-k}.
\]  

(10)

**Jacobian**

The Jacobian determinant is necessary to transform the randomly generated numbers required when increasing the number of change points in the segmented model. The mapping from \( k \) to \( k + 1 \) change points (increasing the total number of layers by one) requires only one random number to be drawn, and that number is drawn uniformly from \( U(1,N-k) \). The number drawn is mapped directly to the set
indexes that are available. Once an index is chosen, we update the conductivity of the newly segmented model using a particular statistical function. Because the number of indexes is finite, and the statistical functions that we consider are the mean, median, and geometric mean of the borehole conductivity values that are contained within the true model, there is always a one-to-one correspondence between a particular set of change-point indexes and the corresponding conductivity values allowed. Therefore, correspondence between a change-point set and resulting segmented conductivity values is bijective and, following Denison et al. (2002), the Jacobian evaluates to 1.

We now see that the Metropolis-Hastings-Green acceptance criterion becomes

$$a(m', m) = \min \left\{ 1, \frac{\exp((d-f(m'))/C_d^{-1}(d-f(m))) j_{\text{move}}(m')}{\exp((d-f(m))/C_d^{-1}(d-f(m))) j_{\text{move}}(m)} p_{b-d} \right\},$$

where the move-type ratio values are given in equation 2, and $p_{b-d}$ is the product of the prior and proposal ratios:

$$p_{b-d} = \begin{cases} (\Delta \sigma)^{-1}, & \text{if birth} \\ \Delta \sigma, & \text{if death} \\ 1, & \text{otherwise.} \end{cases}$$

Notice the inherent parsimony of the segmentation strategy. Models that lower the misfit will be more likely to be accepted based on equation 8, so we favor better fitting models. Increasing the model complexity by adding change points will tend to fit the measured data better. Because our prior ratio for model layers is uninformative and we do not prefer one model over another, we could eventually end up with a maximally partitioned model that replicates the structure of the original borehole trace if it were not for the punishment introduced by the prior probability of the conductivity and the data covariance matrix $C_d^{-1}$. These mitigate the tension between the decreased misfit due to the increased model complexity and the desire to have models that fit the data without being overly complex. Eventually, a balance will be struck between the data misfit and the model complexity, and this will be governed by the physics of the diffusive nature of electromagnetics and the measurement capability of the EM system in question.

**EXAMPLES**

In this section, we provide examples of our method to clarify points that provide the foundation for an objective comparison between EM inversion results and borehole conductivity logs. First, we demonstrate the performance and typical statistics of an RJMCMC borehole blocker run. This shows how the Markov chain is summarized into an ensemble of conductivity-depth pairs. We then show how the RJMCMC logs compare to conductivity logs that are blocked using wavelet transforms and that the RJMCMC borehole blocker models honor the scale and resolution ability of the EM system used. We demonstrate the effect of system noise in the EM system and show that increased noise degrades the performance of the blocking algorithm, and we also compare the ability of different EM systems to block a particular conductivity log. We then show how the RJMCMC borehole blocker algorithm compares to other inversion methods such as smooth-model inversion and RJMCMC realizations. Finally, we use the RJMCMC borehole blocker method on a borehole that is adjacent (<20 m) to an AEM survey line in Western Australia.

For every RJMCMC borehole blocker example that we demonstrate in this paper, we use parallel tempering and delayed rejection sampling (Mira, 2001; Sambridge, 2014). Both techniques offer better mixing and reduce burn-in and autocorrelation. In addition to calculating the likelihood function of the measured and forward-modeled data, and hence the data misfit, we follow Christensen and Lawrie (2013) and calculate the model misfit. The model misfit is calculated in the same fashion as the data misfit (i.e., the numerator of equation 8), which offers a measure of how well the segmented conductivity-depth model compares to the measured borehole trace. Every sampling run begins with a randomly chosen three-layer earth. That is, there is one change-point selected in the borehole trace and a half-space at the bottom of the borehole. All data used in these examples are available from the CSIRO Data Access Portal (CSIRO, 2019).

**Sampler performance**

First, we show the performance results of a typical RJMCMC borehole blocking application. Figure 1 shows a summary of results of a run from a single chain of the RJMCMC borehole blocker for the geophysical log from a 120 m induction conductivity borehole log recorded from the Gascoyne River AEM Project outside Carnarvon, Western Australia (Davis et al., 2016). The project, a collaboration between the Commonwealth Scientific and Industrial Research Organisation (CSIRO) and the Department of Food and Agriculture, Western Australia, and funded by Royalties for Regions, was for groundwater exploration and aquifer detection. The geophysical log is from a borehole that was drilled after the project was completed, but was used to determine the thickness of the Old and New Alluvium aquifers overlying the Cardabia Calcareinite aquitard (Global Groundwater, 2016). The EM system considered in this example is SkyTEM®304, a central-loop-style helicopter-borne AEM system (HEM).

Figure 1a shows the negative logarithm of the likelihood function for the accepted models in the run. In this case, as in all the examples mentioned here, we ran the sampler for $2 \times 10^5$ proposals. Results were down-sampled by a factor of 10, and a burn-in period of approximately 5000 samples was stripped off the beginning. We found, through trials with different starting models, that 5000 was a sufficient burn-in due to the simplicity of the change-point problem, parallel tempering, and delayed rejection enhancements. Figure 1b and 1d shows the time series and histogram of the number of layers, and Figure 1c shows the average acceptance rate. The original borehole trace is shown in Figure 1e along with a representation of the results of the RJMCMC borehole blocker. Here, we show the 10%, 50%, and 90% ranges for the run. Underlying Figure 1e is a pixelated image of every model in the ensemble. We can draw every model on the subfigure and accumulate the results like an exposure from a photograph. For every depth interval, we have a distribution of conductivity that can be analyzed to determine percentiles and the mode. The mode conductivity for a depth is the most probable. Figure 1f shows a histogram of the change points from the estimation. Clearly, the AEM system is sensitive to the conductive layer in the upper 10 m, but it is less sensitive to the resistive layers that are deeper. It recovers the conductor at 100 m in depth and also the change in conductivity at 30 m, but it is relatively insensitive to the 20 m thick resistive layer at a 60 m depth.
Figure 1. Performance of the RJMCMC borehole blocker algorithm for the example borehole (see Figure 2). (a) Negative log of the likelihood. (b) Number of layers. (c) Averaged acceptance rate of the proposals. (d) Histogram of a number of layers from (b). (e) Original borehole trace (solid black) with 10% (fuchsia, right triangles) and 90% (blue, left triangles) bounds, and the 50% mode (red line with ×). (f) Distribution of change points indicating the segmentation of the models. The median function is used to calculate segmented conductivity values.

Figure 2. Examples of well-log blocking at the scale of a central-loop AEM system such as SkyTEM. (a) Misfit between the AEM responses of the original and blocked well log using different blocking strategies. Included is the data misfit. (b) Borehole logs segmented using the CWT with a cutoff of 5 m minimum layers (red solid), and an eight-layer cutoff (green dashed). (c) Borehole log blocking obtained using the RJMCMC borehole blocker which accounts for the ability of the EM system to resolve the earth model. Results are shown for the median-value (blue), mean-value (magenta dashed), and log-mean blockers (orange dashed).
Application to log data

The same geophysical log is used to demonstrate how the RJMCMC borehole blocker compares to the CWT method as described by Davis and Christensen (2013). Figure 2b and 2c shows the original induction conductivity log (the thick black lines). Figure 2b shows two different CWT realizations: one with a minimum cutoff of 5 m (the solid red line) and one with a cutoff using the eight most important boundaries (the dashed green line). The CWT log block models accurately reproduce the original borehole trace, with model misfits of $\phi_{m}^{\text{CWT}} = 2105$ and $\phi_{m}^{\text{eight-layer CWT}} = 9563$ for the 5 m and eight-layer case, respectively. The RJMCMC borehole blocker results have poorer model recovery, Figure 2c, where we show the most probable models resulting from the median (blue), mean (dashed magenta), and log-mean (dashed orange) estimators for layer conductivity. When we calculate the data misfit for these examples, Figure 2a, we see that the RJMCMC models have lower data misfits than the CWT models. As we would expect, the RJMCMC borehole blocker models more accurately reflect the sensitivity of the AEM systems to the conductivity structure of the earth than the CWT transforms do. That is, the models in Figure 2c show how the AEM system filters the earth’s geoelectric structure measured by the borehole log, reflecting the physics of the EM measurement: An AEM system is sensitive to conductivity changes in the near-surface, and less so with increasing depth. By contrast, the CWT blocker does not reflect the physics of the AEM system measurement and therefore cannot be recommended as a tool for comparing borehole logs to EM models.

Influence of noise

We consider noise in the EM system and how it affects the borehole blocking results. Recall from equation 8 that the misfit between the measured and modeled data is modified in the $L_2$ norm by the data covariance matrix $C_d^{-1}$. In the examples used in this paper, we used a multiplicative error. Each EM receiver channel is ascribed a 3% error, and noise is considered to be independent across channels. This means that $C_d^{-1}$ is diagonal and has entries of $1/((3\% \times d_n)^2)$, where $d_n$ is the measured data of the $n$th channel of the EM system.

Figure 3 shows an artificial borehole conductivity trace composed of a collection of sine waves. The RJMCMC borehole blocker (median function) results are shown for a few different values of multiplicative noise (1%, 3%, 6%, and 10%). The blue-shaded region indicates the 10%–90% range for the 3% noise level. The model misfits increase as the noise is increased, reflecting that the AEM system is less capable of discriminating changes in the electrical structure of the earth. By contrast, the 1% noise case (dashed magenta) recovers the near-surface, but also gives better resolution of the borehole log at depth, as expected. Model misfits are indicated in the figure. The blue shaded region indicates the 10%–90% range for the 3% noise level. The median function is used.

Figure 4. Demonstration of the method with different EM systems to show depths of detection. We use an artificial borehole log for (a) a ground-based system such as NanoTEM, (b) a helicopter-borne central-loop system such as SkyTEM, and (c) a fixed-wing system such as TEMPEST. In each subfigure, we show the original trace (black) and the RJMCMC borehole blocker results for the median (blue) function. The shaded region marks the 10%–90% boundaries.
earth with increasing noise. We see not only reduced depth of detection, but fewer layers in the resulting models. Thus, we see that noise is an important factor when comparing borehole logs to different EM systems.

**Different EM systems**

When planning an EM survey, the most important factor to consider is whether the EM platform chosen is able to resolve the primary subsurface features of interest. The technique we propose is an excellent method to do this. We examine the ability of three different systems to resolve the deep borehole model displayed in Figure 3.

Figure 4 shows the RJMCMC borehole block method applied using a ground-based system such as NanoTEM (Figure 4a), a helicopter-borne AEM system such as SkyTEM304 (Figure 4b), and a fixed-wing AEM system such as TEMPEST (Figure 4c). In each panel, we look at the most probable models using the median function for the segmented conductivity values. We see that the NanoTEM system, which is operating with a 40 × 40 m loop at a base frequency of 32 Hz, can just detect conductivity changes to approximately 500 m depth, but it is extremely sensitive to the near-surface. The SkyTEM304 system, which operates with two moments in a transmitter with an area of approximately 347 m² and base frequencies of 175 and 25 Hz at 30 m altitude, can resolve features to a depth of approximately 800 m. The TEMPEST system is also capable of resolving to this depth. It is modeled with a 154 m² dipole transmitter separated 120 m horizontally and 35 m above a dipole receiver. The transmitter has an altitude of 120 m and operates at 25 Hz. If the feature of interest is the conductive layer at a 300 m depth, then we can surmise that all three EM systems would be able to detect it. If we are interested in the change in conductivity at 800 m depth, then we can discard the ground-based system and opt for either of the AEM platforms. We note here that the depth of detection for each of these systems is greatly enhanced due to the fact that we are heavily constraining our model. Recall from the discussion on move type that we choose change points at random, but the conductivity of the layers contained within the change-point boundaries are calculated from the original borehole log. This means that the models generated from the RJMCMC borehole block method constitute best-case scenarios. If a layer is not detected with this method, then it is extremely unlikely that any other type of inversion will do so either. We elaborate on this next.

**Comparison to other inversion methods**

The use of the borehole log conductivity values as input to the conductivity of the segmented layer that the EM system sees heavily constrains the model and offers a great deal of information that is otherwise not available. This is important when comparing our method to other inversion techniques. In this section, we compare the RJMCMC borehole blocker to a 20-layer smooth inversion that has a Tikhonov type 1 regularization in the conductivity model and logarithmically increasing layer thickness. We also show the mean posterior model from an RJMCMC estimation. The results are shown in Figure 5. Figure 5a shows the original borehole trace (black) as well as the most probable model from the RJMCMC borehole blocker (blue), and an RJMCMC algorithm (dark-blue dashed). Also shown is a 20-layer smooth model. The light-blue-shaded region is the 10%–90% region for the RJMCMC method, and the dark-blue-shaded region is for the RJMCMC borehole blocker method.

Figure 5b shows the percentage difference between the true earth response and the modeled responses for each of the methods used. From the figure, we see that the 20-layer smooth model has the lowest data and model misfit of all methods. However, we must remember that this result makes sense when we consider that the inversion model is constrained to be smoothed within a certain level of tolerance that encourages the inversion to converge. It is arguable that the similarity between the borehole log and the inversion model is a result of serendipity.

The results from the RJMCMC inversion are also shown in Figure 5. The mean posterior model looks similar to the borehole blocker model, but it has a slightly higher model misfit. The data
misfit from the mean posterior model is quite large compared to the other two methods. This is an interesting result because the accepted models from the RJMCMC chain all had data misfits of approximately 20. A collection of many models, each of which individually fits very well, may not necessarily combine to a mean model that fits very well. Unsurprisingly, the model misfit given by the RJMCMC borehole blocker model is similar to the smooth inversion. This is due to the fact that the models allowed during the estimation process must be produced by a deterministic function acting on the original log. The similarity between the results is encouraging and demonstrates that RJMCMC borehole blocking compares well to other methods of inversion.

APPLICATION TO FIELD DATA

As a final example of the use of the borehole blocking algorithm, we present inversion results from AEM survey data with a borehole logged nearby (<20 m). The borehole geophysical log is the one that we have been using throughout this paper. Borehole B 9-16 was drilled after the Gascoyne River AEM project was completed. It is located on the north side of the Gascoyne River outside Carnarvon, Western Australia. The borehole is drilled to a depth of 137 m and logged to 125 m. The drilling log records the Gascoyne New and Old Alluvium exists from surface to a depth of 55 m. This depth range constitutes the main Quaternary aquifer targets of the Gascoyne project that overlay a layer of undifferentiated Cenozoic materials such as calcarenite, calcilutite, clays, and mudstones. There are some minor aquifers consisting of sand and gravel, but they are not very thick and are not laterally extensive. At a 100 m depth, the drilling logs indicate a transition to mudstones and clays that are consistent with the Toolonga Calcilutite. The AEM survey was flown with the SkyTEM304 system, and further details of the system specifications may be found in reports and data sets (Davis et al., 2015a, 2015b, 2015c, 2016). Figure 6a–6c shows layered earth inversions from the GALEISBSTDM, AirBeo, and Aarhus Workbench, respectively (Raiche et al., 2007; Brodie, 2010; Auken et al., 2015). In each case, the RJMCMC borehole blocker segmented model is shown at a distance of 500 m. All sections are color-coded to the color bar at the bottom of the figure. A 50 m diameter circle is shown in Figure 6c to indicate vertical exaggeration.

Each inversion program shows similar results: a resistive cover layer that increases in conductivity to approximately 0 m Australian Height Datum (mAHD), followed by a resistive layer, the bottom of which marks the end of the Old Alluvium. The bottom of the Cainozoic is at approximately −50 mAHD, at the transition to the more-resistive layers of calcarenite and calcilutite. The Toolonga Calcilutite begins at approximately −80 mAHD. The water table is at approximately 12 mAHD. The RJMCMC borehole blocker segmented model shows these main features. GALEI inversions clearly show the top of the relatively conductive Toolonga Calcilutite, but erroneously show a resistive layer near −150 mAHD. Furthermore, the differentiation between the Old Alluvium and the Cainozoic is not very clear.

Figure 6. The RJMCMC borehole blocker results (shown inside the rectangle at 500 m) from the earlier examples overlaid on the inversion results from a 1000 m stretch of SkyTEM survey data near Carnarvon, Western Australia. The colors indicate the conductivity in this figure. A 50 m circle is shown in (c). Panels (d-f) show the borehole blocker model (blue), but also the inverted model from the nearest AEM survey fiducial for examples presented in the left column.
The AirBeo inversions show all four of the zones correctly (unsaturated and saturated New and Old Alluvium, Undifferentiated Cainozoic, and Toolonga Calcilutite Formations), but they are more jagged laterally. The Aarhus Workbench inversion, which uses a spatially constrained inversion algorithm, shows all regions but is perhaps smoother than is necessary. They all broadly reflect the main features that we know are there and agree generally with the borehole blocker model. Our aim in this section is not to compare different inversion techniques; rather to demonstrate that all of the inversion techniques reflect the borehole blocker segmented model with similar levels of agreement. Recalling that the RJMCMC borehole blocker recovers the best model that the AEM system is capable of resolving (because conductivity values of the RJMCMC borehole blocker models are constrained to the borehole logs), we argue that each inversion yields models consistent with a robust method that converts measured borehole induction conductivity logs into the best segmented models that an AEM system can resolve.

CONCLUSION

It is well known that borehole logs contain electrical conductivity data on a much finer vertical scale than is achievable with other EM systems that must make inductive soundings at or above the earth’s surface. Because a disparity of scale exists between surface (or airborne) EM systems and borehole records, there should be some way to reconcile the measurements. In this paper, we have explored the notion of simplifying and segmenting geophysical induction conductivity logs according to the resolving ability and sensitivity of different EM systems.

We have shown that the RJMCMC borehole blocking method is a valid approach to comparing borehole records to inversions of ground-based and airborne EM systems. Models generated using our approach are sensible representations of the subsurface that are only as complicated as the sensitivity of the EM system allows. We simplify the borehole induction conductivity model through the filter of the EM system itself. Our method is based on the machinery of RJMCMC simulations, which methods have been developed extensively in the literature and are now in relatively common practice in geophysics. The method is intrinsically parsimonious toward complex models and hence follows an Occam principle of seeking the simplest models that satisfy the data given. Our field data example on an induction log in an alluvial aquifer demonstrates this nicely and shows that existing inversion techniques for layered earth models are uniformly capable of replicating the blocked borehole log. Differences between the inversion packages are mainly due to vertical and horizontal regularization. The over- and undershoot in the inversion models is typical of $L_2$-type norms coupled with a smoothing constraint.

Models from the RJMCMC borehole blocking technique offer insights into models obtained from commonly available inversion packages of AEM data. Although inversions with vertical regularization restrictions may produce models that are better in terms of data misfit, those same models contain features that are a consequence of the choice of the regularization operator used and are not necessarily a representation of physical reality. Whereas model features obtained using regularized methods might be confirmed by comparison with an unblocked conductivity log, they might not be supported by the data or be detectable by an EM system. We avoid this problem by examining boreholes at the scale and resolution sensed by a chosen EM system.
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