Soft and hard computation methods for estimation of the effective thermal conductivity of sands
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Abstract

Thermal properties of sand are of importance in numerous engineering and scientific applications ranging from energy storage and transportation infrastructures to underground construction. All these applications require knowledge of the effective thermal parameters for proper operation. The traditional approaches for determination of the effective thermal property, such as the thermal conductivity, are based on very costly, tedious, and time-consuming experiments. The recent developments in computer science have allowed the use of soft and hard computational methods to compute the effective thermal conductivity (ETC). Here, two computation methods are presented based on soft and hard computing approaches, namely, the deep neural network (DNN) and the thermal lattice element method (TLEM), respectively, to compute the ETC of sands with varying porosity and moisture content values. The developed models are verified and validated with a small data set reported in the literature. The computation results are compared with the experiments, and the numerical results are found to be within reasonable error bounds. The deep learning method offers fast and robust implementation and computation, even with a small data set due to its superior backpropagation algorithm. However, the TLEM based on micro and meso physical laws outperforms it at accuracy.
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1 Introduction

Thermal properties of sand, especially, the Effective Thermal Conductivity (ETC), is of importance in many engineering and scientific applications and investigations [1–3]. The ETC of sand is influenced by the environmental factors: water content, density, temperature, etc. the compositional elements: mineralogical composition, particle size, shape, gradation, inter-particle physical contact, etc. and the miscellaneous factors: properties of soil components, ions, salts, additives, and hysteresis effect, etc. [4–6]. The dominant factors controlling the changes are the environmental factors, such as the water content and porosity of the sand [7]. The effective parameter is either measured or computed following many different techniques available [8]. The measurement techniques are broadly classified into transient and steady-state method based on heat flow around a cylindrical heat source and the one-dimensional heat flow in the soil mass. Many different methods such as the guarded hot plate apparatus, pulse power technique, transient plane source method, parallel thermal conductance method, laser flash method and 3ω method are reported in the literature [9]. In the recent past, the ETC value determination has shifted from experimental to more computationally intensive. The shift in the approach finds its roots in groundbreaking discoveries in computer sciences and a cheaper hardware cost. Two distinct approaches based on the probabilistic and deterministic mathematical background has surfaced to compute the effective parameter. The soft computation finds its root in the recent breakthrough in Machine Learning (ML) and has converted the computer to an intelligent machine.

Intelligent machines have started developing as soon as computing power became significant and started by hardcoding rules enabling the device to perceive the environment and act based on control set instruction [10]. The ultimate purpose of Artificial Intelligence (AI) is to develop the
Artificial General Intelligence (AGI) which surpasses human intelligence and hopefully be utilised to solve complex unheard problems with ease. However, at present, machine learning algorithms utilise linear regression, polynomial regression, K-Means clustering, classification, etc. for scenario forecasting and optimisation. In most of the neural networks, a single hidden layer is placed between the input and the output layer. The limitation of these methods is that they can only predict the scenarios for which they are trained [11]. Another approach to developing the neural network is to put two or more hidden layers generating a deep web or intricately connected layers. The term deep neural network (DNN) or deep learning (DL) finds the term from the multiple hidden layers. The profoundly relevant layers resemble the fundamental structure of the human brain. Each hidden layer is composed of many sets of nodes, also called the neurons. These neurons are connected to the neighbouring neurons. In a layer, as many neurons are placed as required. However, as a rule of thumb, which is not based on any scientific hypothesis or mathematical fundamental, an even number of neurons are added to an odd number of layers [12]. The deep neural network has shown superior prediction and optimisation ability with a small training data set [13]. The mostly employed neuron model is built on McCulloch and Pitts’s work [14], in which, the neuron comprises of two segments, including the net function and the activation function. During the training process, these connections are developed and strengthened. The neural network based on Multilayer Perceptron (MLP) has been applied in many engineering applications to study the thermal conductivity of Nanofluids, and a comprehensive review is given by Bahiraei et al. [15]. In another study, Zendehboudi et al. [16] compiled and compared different neural network models for predicting the thermal conductivity of Nanofluids. However, very few studies have been undertaken for determining the effective thermal conductivity of granular solids [12, 17]. Go et al. have presented a mathematical model with two fitting parameters that can be calculated from the Artificial neural network (ANN) model. [18]

The hard computational methods are populated with theoretical, empirical, semi-empirical and numerical models. Theoretical models based on a cubic cell [19] and cylindrical cells [20, 21] are proposed and applied to predict the effective thermal conductivity of loose and cemented granular media with varying porosity and saturation degree. The empirical models are developed generally for a specific material type with specified boundary conditions and thus are limited. The empirical models which are widely used for geological and geotechnical engineering applications are from Johansen [22], Cote and Konrad [23], Lu et al. [24] and Chen [25]. The semi-empirical models offer a fast computation for the material and boundary conditions for which they are developed, such as Ballard and Arp [26] and Tamawski et al. [27]. The most versatile computational method is the numerical method. Numerical methods are categorised as continuum-based methods, where the governing equations are formulated for the whole domain and later discretised with different meshing techniques. The variables are computed for each element. The predominantly used continuum-based methods are the Finite Element Method (FEM) [28] and the Boundary Element Method (BEM) [29]. The other approach to model the heat transfer in granular media is the Distinct Element Method (DEM) approach [30, 31]. Discontinuum-based modelling provides a better estimation of the ETC and particle level heat transfer characteristics [32]. However, the DEM method requires immense computational resources and has been unable to generate the representative model due to circular particle shape and packing algorithms. Hybrid approaches, which are developed with keeping the advantages of the continuum and discrete methods, offer a fast and robust solution for heat transport modelling and the ETC computation problem. Feng et al. [33] proposed a DEM-BEM hybrid approach in which the contact area was computed based on mathematical abstract lacking any physical parameter. Also, the model was only implemented for the 2D scenario and required significant computational resources. In another hybrid approach, the checkerboard analogy [34] and the analytical homogenization based on Mori-Tanaka scheme [35] was applied to compute the effective thermal conductivity of two-phase and three-phase granular media, respectively. All these studies suggest the importance of inclusion of the microstructure and the distribution of pore spaces in the granular system. An alternative hybrid approach to model the heat transfer in a fast and realistic manner is the Lattice Element Method (LEM) [4, 36]. The domain is discretised with randomly generated seed points which are then partitioned into Voronoi cell to find the neighbouring seed points. Centres of the neighbouring cells are then connected following the Delaunay triangulation scheme. A mesh thus generated is termed as Poisson Random Lattice (PRL) [37]. The triangulated mesh is considered as the heat transport pathway. The pipe-network method has been used to model transient heat transfer in granular media. However, the model implements the contact conductance in an ad-hoc manner [38]. Here, we define the solid and fluid contact conductance by Hertz contact model considering the rough contact, fluid theory and gas theory to consider the effect of water and air in unsaturated soil [7, 39]. A detailed description is provided in section 3.

In this paper, we propose two soft computational approaches based on Thermal Lattice Element Method (TLEM) and Deep Learning Network (DLN). The Lattice Element Method is a mesoscale modelling technique applied generally to study the crack propagation in coalescing composites [40, 41]. Here, the method is extended to model heat transfer in the granular composite. The solid contacts are modelled with the modified Hertz contact model, and the microstructure of the porous media and the fluid phase is
incorporated considering the fluid and gas theories, respectively. The deep learning is employed using in-house python scripting with MLP and backpropagation algorithms. A comprehensive study is performed to optimise the neural network with several hidden layers and the number of neurons in each layer. The standard errors are computed for each case and are reported. The TLEM and DLN predict the ETC with reasonable accuracy. The paper is divided into the following sections. After a general introduction, Section 2 outlines the DLN and its implementation. In Section 3, the TLEM is explained. In Section 4, the results from the TLEM along with DLN to predict the ETC are discussed in detail. Finally, in Section 5, the conclusions of the study are summarised.

2 Soft computational with deep neural network

A Deep Neural Network (DNN) is a computing system composed of artificial neurons. They are made to mimic the structure of the biological brain. The most common form of deep network is the feed-forward Multilayer Perceptron (MLP). A Multilayer Perceptron is a neural network consisting of a minimum of 3 layers of neurons: the input layer, consisting of a neuron for every corresponding parameter, a hidden layer of neurons, and an output layer of neurons corresponding to the output of the neural network (Fig. 1). Neurons are connected through edges, each having a corresponding weight factor. Every neuron has a corresponding activation function. The output of the neuron is the activation function applied to the input of that neuron with the bias and the weight of the respective edge of the input. (Eq. 1).

The research of neural network started as a single input layer where weights update giving out output in the output layer. The single hidden layer networks are applicable for short prediction range. But the introduction of the MLPs have changes the prediction ability and accuracy of the neural network [14]. These neural networks have hidden layers in between, and the ends are connected with the input layer and the output layer. When these hidden layers are more than one, it is called Deep Neural Network (DNN), as used in this study with different hidden layers and neurons. The feedforward MLP’s are applied as each layer acts as the input for the next layer, without loops.

As shown in Fig. 1, the neural network consists of several neurons arranged in layers, connected. As the inputs are passed on to the input layer; the neurons in subsequent layers are activated. The output of each neuron is calculated from the following formula

\[
y_j = \sum_{i=0}^{w} F_i(w_{ji}x_i) + b_i
\]

where \( w \) is the weight of the connecting edge to the neuron, \( x \) is the input of the neuron through that edge (which is the output of a neuron in the previous layer), \( b \) is the bias of the neuron, and \( F \) is activation function of the neuron. Every neuron performs this operation on the input given to that neuron. The result of the neural network is the output of the neuron in the output layer.

2.1 Neuron learning algorithm

At first, all the neurons are connected with random weights (random initialisation). The network is subsequently trained for a given set of training data. Initially, the predicted outputs are far away from the target outputs due to the random weight distribution. The weights are updated gradually to improve predictions. The process is termed as training. A loss value is calculated using the chosen loss function of the network and is the objective function of the neural network. The learning process aims to minimise this loss. While Mean Squared Error (MSE) is the most commonly used loss function, Cross-Entropy is also used for classification problems as it measures the distance between probability distributions. Backpropagation is a method used to optimise functions. All backpropagation algorithms are based on gradient descent. Gradient Descent (GD) is an iterative function optimisation algorithm. GD is used to optimise the loss function and minimise the cost function.

GD is used to minimise the cost function. There are two types of GD: Batch Gradient Descent (BGD) and Stochastic Gradient Descent (SGD). The BGD works to reduce the cost function by taking a step in the opposite direction of a cost gradient that is calculated from the whole training set. For a small data set, the method works well, but as the dataset becomes large, the computational cost rises exponentially, as the re-evaluation of the data set is necessary for each training step towards the global minimum. To circumvent this computational problem, the SGD, also called the iterative or online Gradient Descent is applied. Instead of updating the weights based on the sum of the accumulated errors overall samples, it updates the weights incrementally for each training sample. Although SGD can be considered as an approximation of GD,
it typically reaches convergence much faster because of the more frequent weight updates. Since each gradient is calculated based on a single training example, the error surface is noisier than in BGD, which can also have the advantage that SGD can escape shallow local minima more readily with non-linear cost functions. To obtain satisfying results via SGD, it is crucial to present its training data in random order. Also, the training set should be shuffled for every epoch to prevent cycles.

The standard method used by backpropagation to calculate weights is the SGD. The SGD draws out random samples of data through the network. The gradient, which is the derivative of a tensor operation, of the loss function, is calculated. This gradient is then used to update the weights. It works on the principle of finding the minimum of a function. The weights of the neurons are updated as.

\[ w(t + 1) = w(t) + \eta \frac{dL}{dw} + \xi(t) \]  

where \( L \) is the loss function, \( \eta \) is the learning rate, and \( \xi(t) \) is the stochastic term. There are several variants of SGD that optimise the learning process by adding more parameters to the algorithm, such as momentum. These optimisers include Adagrad, RMSProp, Adam and several others.

In supervised learning, the complete dataset is divided into two sets, the training set and the testing set. The neural network is trained on the training data set, where the parameters are passed as input, and the loss is calculated from the predicted and actual outputs. The model is then validated on the testing dataset to calculate the error. The process allows for verification of the model (Fig. 2).

The neural network is trained over the training dataset several times called epochs. A common problem that plagues the learning process is overfitting. When a neural network is trained, after a certain number of epochs, the loss either starts to stagnate or increase. Many techniques are used to mitigate this, including adding L1, L2 regularisation, training the neural network for fewer epochs, adding dropout layers, or simply changing the hyperparameters of the neural network.

\[ x = \frac{x - \mu}{\sigma} \]  

where \( x \) is the mean and \( \sigma \) is the standard deviation of the training data set. The backpropagation is very sensitive to data variance; hence, the input data is feature scaled to improve learning.

For the activation function, the hyperbolic tangent function (Fig. 3) is used as it improved the model and provided better results than the standard rectified linear unit function. To get a continuous-valued result, the output layer neuron has a linear activation function.

The standard loss function used for regression problems is the Mean Square Error (MSE). It is the mean of the square of errors in prediction.
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Fig. 2 The flowchart of the learning cycle for training the ANN
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Fig. 3 The hyperbolic tangent activation function

2.2 Model implementation

For designing a DNN for the prediction of the ETC, two physical input parameters which affect the ETC are chosen, namely, the porosity \( n \) and the degree of saturation \( S_r \). A single output layer predicts the ETC. The model is trained for four different sands with fifteen samples for training and five samples for validation. The samples input data had to be preprocessed before being fed into the network. Feature scaling was applied to every parameter so that the variance of the dataset is 1 and mean 0 [42].
Lattice elements. is used to connect the neighbouring nodes to generate the Delaunay Triangulation (DT), the topological dual of Voronoi diagram. For the given set of nodes, the Voronoi tessellation is used to find the nearest neighbouring point. The Delaunay triangulation is formed by connecting the nodes in such a way that no points are contained in the circumcircles of any of the triangles. In 2D, the DT for a given set of nodes is a triangulation of the plane, where the nodes are the vertices of the triangles. Similarly, in three dimensions, the DT is formed by tetrahedral that are not allowed to contain any of the points inside their circumspheres. The blue lines connecting the nodes are the 1D heat transfer rod called lattice elements. (Fig. 4b).
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With the above assumptions, the heat transfer in the partially saturated media is the contribution of three mechanisms. 1) Inter and intragranular heat transfer in the grains 2) heat transfer in the fluid phase 3) heat transfer in the gas phase.

Following a similar approach as that of the dry granular media with fillers and voids, the unsaturated granular media is generated [4]. The two different schemes the segregated and the random are utilised for the narrowband grain size distributed sands and the broader dispersed grain size sands, respectively. For the random scheme, the percentage of each component is defined, and then each part is distributed in all particle size ranges randomly. In contrast to the random scheme, the segregated algorithm cluster the particle percentage based on the grain sizes. Figure 5 (a & b) give the pictorial representation of these two schemes with three different constituting particles. The random scheme holds its integrity for sands with a wide range of particles and similar distribution of pore shapes and sizes. For narrowband sand, the pore shapes and sizes are also uniform and small than the grains, thus fitting with the segregated scheme. A detail description of the algorithm is reported elsewhere. [4]

3.2 Phase equation of the unsaturated media

As in many particle-based methods, the distribution of the temperature in a particle is the summation of all the contributions from all the contact conductions contributing to heat transfer. Considering the \(0^{th}\) particle, the temperature \(T_0\)

\[
MSE = \frac{1}{n} \sum_{i=0}^{n} (Y_i - \hat{Y}_i)^2 
\]

Also, the Mean Absolute Error (MAE) and the \(R^2\) test are performed for statistical analysis.

\[
MAE = \frac{1}{n} \sum_{i=0}^{n} |Y_i - \hat{Y}_i|
\]

\[
R^2 = 1 - \frac{\sum_{i=0}^{n} (Y_i - \hat{Y}_i)^2}{\sum_{i=0}^{n} (Y_i - \bar{Y})^2}
\]

where \(Y_i\) is the actual measurement, \(\hat{Y}_i\) is the predicted value, \(\bar{Y}\) is the mean value of the measurement and \(n\) is the number of measurements.

For the implementation of the model, a high-level deep learning library for python named Keras is used. Keras provides a suite of activation, loss functions as well as many GD optimisation algorithms. We used Adam optimiser to improve the learning of the model. Adam is an algorithm for first-order gradient-based optimisation of stochastic objective functions [42]. The method calculates different adaptive learning rates for each parameter. It achieved the best results when running with a learning rate of 0.01, compared to RMSProp optimiser.

The neural network model has been trained for different number of epochs (Table 1). A total of four models are trained, one for each sample of sand, to predict the ETC against the degree of saturation and porosity.

3 Hard computational with thermal lattice element method

The Thermal Lattice Element Method (TLEM), which is derived from condensed matter physics, offers a solution to the complex problem of heat propagation in granular assembly [2, 4, 5]. In principle, the lattice-based models are working on atomic lattice models [36]. The TLEM model offers the best solution when the system could be represented with a discrete set of points connected with rod or beam elements of the same scale.

3.1 Generation of the granular media

The nodes are generated in a stochastic manner, and the Voronoi tessellation is used to find the nearest neighbouring points (Fig. 4). For the given set of nodes, the Voronoi tessellation of space consists of non-overlapping cells around each of the nucelli such that each cell contains the region of space closer to it than to any of the other sites. The Delaunay Triangulation (DT), the topological dual of Voronoi diagram is used to connect the neighbouring nodes to generate the lattice elements.
depends on all the flux of all the particles entering and leaving (Fig. 6).

Mathematically, for the 0th node (Fig. 6)
\[
\sum Q_{\text{net}} = Q_i + Q_j + Q_m - Q_l - Q_k
\]  
(7)

Assuming that no heat is stored in the 0th node,
\[
\sum Q_{\text{net}} = 0
\]  
(8)

The contribution of each flux entering and leaving could be decoupled. This contribution which accounts for the coupling effect is significantly small and thus contributes very little to the temperature field. Removing this contribution helps in two ways. 1) The system of equation is decoupled and could be solved linearly. 2) The resulting equation is represented by a simple lattice connecting the neighbouring particle nuclei. The Voronoi cells (grey), nucelli (red) and the lattice elements (black rod) are shown in Fig. 7 for a 3D representation. The conduction of heat in the 1D lattice element between nodes i and j is given by Eq. 9.
\[
Q_i = h_{ij}(T_i - T_j)
\]  
(9)

where \(Q_i\) is the entering heat flux and \(T_i\) and \(T_j\) are the nodal temperatures of the nodes i and j. The parameter \(h_{ij}\) is the total thermal conductance. For a fluid-saturated media, the total thermal conductance (TCC) is the sum of solid contact conductance (SCC) and Gap Fluid Conductance (GFC). For fluids with a relatively low thermal conductivity as that of constituting grains, the GFC contribution is negligible. However, GFC significantly alters the total thermal conductance at relative low contact pressure and when the GFC is of relatively high thermal conductivity. As the pore size is smaller than 6 mm and the temperature is lower than 375°C, the effect of convection and radiation is negligible and not considered here. [2, 5]

In this study, we use the equations developed by Yovanovich [43] for Boundary Contact Conductance (BCC) and GFC to calculate the TCC. Based on the equations, the contact conductance is assigned to the solid particle and the gap-filling fluid.

\[
h_{BCC} = C\tan\theta \left(\frac{P}{H}\right)^{0.94} \left(\frac{k_s}{\sigma}\right)
\]  
(10)

For a flat rough surface, the solid conductance is reported as
\[
h_{BCC} = 0.113 \left(\frac{P}{H}\right)^{0.94} \left(\frac{k_s}{\sigma}\right)
\]  
(11)

where \(\sigma\) = the RMS of surface roughness; \(k_s\) = particle thermal conductivity; \(P\) = applied load; \(H\) = the hardness number.

For a granular assembly with low thermal conductivity such as quartz, feldspar where phonons act as heat carriers (In case of the metals, only boundary contact conductance is sufficient as negligible resistance is offered by the vibrating electrons to heat transfer) the solid contact conductance, \(h_{SCC}\)

**Fig. 5** Three-component granular system with particle percentage of 25% fine (blue), 15% medium (yellow) and 60% coarse (brown) particles. Two different schemes are shown with (a) Random distribution (b) Segregated distribution of the constituting particles.
is made up of two parts, the granular conductance, $h_{gr}$, and the boundary contact conductance, $h_{BCC}$.

$$h_{SCC} = h_{BCC} + h_{gr}$$

The intragranular contact conductance is given by

$$h_{gr} = \frac{K_s(T_b-T_0)}{l_0}$$

where $h_{SCC}$ is the solid contact conductance, and $h_{BCC}$ is the boundary contact conductance, and $h_{gr}$ are the intragranular thermal contact conductance, $T_b$ and $T_0$ are the boundaries, and nodal temperature and $l_0$ is the length of the element from the periphery to $0$th node (Fig. 6).

Similarly, the gap fluid conductance (GFC) in case of the liquid is given by

$$h_f = \frac{K_f}{3\sigma}$$

where $h_f$ and $K_f$ are the liquid contact conductance and the liquid thermal conductivity.

And for the gap fluid conductance (GFC) for the gaseous phase is expressed as

$$h_g = \frac{k^*_g}{1 + \left(\frac{M}{l_g}\right)}$$

where $A_g$, $l_g$ and $k^*_g$ are representing the gas lattice element area, length and conductivity. $k^*_g$ the gas element thermal conductivity is calculated from $k_g$, the conductivity in an infinite gaseous medium as given by Kennard [44]

$$k^*_g = \frac{k_g}{1 + \frac{2 - \frac{ac_1}{ac_2}}{\frac{ac_1}{ac_2} + \frac{\gamma}{\gamma + 1} Pr \Lambda}}$$

where $ac_1$ and $ac_2$ are the thermal accommodation parameters of two surfaces and $\gamma$, $Pr$, and $\Lambda$ are the ratio of the specific heats, the Prandtl number, and the molecular free mean path, respectively. The mean free path, $\Lambda$ for gas molecules is given as

$$\Lambda = \frac{k_B T}{\sqrt{2} \pi d_g^2 P}$$

where $P$ is the gas pressure, $k_B$ the Boltzmann constant, $d_g$ the diameter of the gas molecules and $T$ is the temperature. For two dissimilar Voronoi cells (solid-liquid, liquid-gas and gas-solid) 1 and 2 forming a lattice element, the average value of the conductance is assigned

$$h_{ij} = \frac{(h_{ij})_1 + (h_{ij})_2}{2}$$

In the TLEM model, $T_0$ has acted as the centre point for the calculation. Considering no heat storage in cells, the equilibrium of heat flux (flux entering and leaving) must be maintained. Mathematically, $\Sigma Q_i = 0$, which in turn simplifies the calculation of temperature at the centre $T_0$.

The temperature evolution of particle $i$ is given as

$$\frac{dT_0}{dt} = \frac{\Sigma Q_i}{\rho_0 V_0 c_0}$$

Where $\rho_0$ is the density, $v_0$ is the volume and $c_0$ is the specific heat capacity. The term $\rho_0 V_0 c_0$ is also known as the thermal capacity of the $0$th particle. $T_0$ is the temperature and
Qi is the total amount of heat transported to the 0th particle from its neighbour the ith particle (Fig. 6).

The temperature of the 0th particle $T_0$ at any instance $t + \Delta t$ is calculated using the following scheme

$$T_0^{t+\Delta t} = T_0^t + \sum_{i=1}^{n} \Delta T_i^{t+\Delta t}$$

$$= T_0^t + \sum_{i=1}^{n} (T_i^t - T_0^t) \left(1 - e^{-\frac{h_{ij}}{\rho_0 c_0 v_0 \Delta t}}\right)$$

### 3.3 Effective thermal conductivity calculation

For a granular assembly attached to a heat source with 1D heat transport through the lattice elements, the average heat flux of k elements in volume $V$ is defined as

$$Q_i = \frac{1}{V} \sum_{k=1}^{N} Q_k^i A_k^k$$

where $A_k^k$ and $l_k^k$ are the cross-section area and length of the element $k$, respectively.

The heat flux in the element $Q_i$ is given by

$$Q_k^i = -h_{ij} \frac{\Delta T_{nm}}{n_m A_k^k}$$

where $n_m$, the unit is normal outward vector, $h_{ij}$ is the meso level conductance calculated from equation (19), $\Delta T$ is the temperature difference, $l_k^k$ and $A_k^k$ are the length and cross-sectional area of the element, respectively.

Applying the mean temperature gradient of $\partial T/\partial x_n$ in the material at the meso level in one element, the thermal gradient in each element is given by

$$\Delta T = l_k^k n_n \frac{\partial T}{\partial x_n}$$

Rearranging and substituting Eqs. (23), (24) and (25) gives the following equation

$$Q_n = -\frac{1}{V} \sum_{k=1}^{N} h_{ij} l_k^k n_k^k n_{m} \frac{\partial T}{\partial x_n}$$

Comparing the Eq. (23) with Fourier’s law of heat conduction given in terms of heat flux vector and the temperature gradient

$$Q_n = -\lambda_n \frac{\partial T}{\partial x_n}$$

yields the thermal conductivity tensor of the granular material as [4].

### 4 Results and discussion

To validate the two mentioned computational techniques, we used the measurements reported by Chen [25]. Four different sand types are used to train and validate the neural network. The quartz content of these sands is exceeding 99%, and the air-dried moisture content is less than 0.1%. Figure 8 shows the particle size distribution of the four sands. Sand A is uniform medium sand, and sand B is a uniform coarse sand. The sand C is silty sand of uniform gradation while sand D is well-graded medium sand. These sands are saturated to a predetermined saturation, and the effective thermal conductivities have been reported for four different porosity values (Fig. 9).

For each neural network, the MSE, MAE and $R^2$ errors are calculated. Here, the Mean Squared Errors (MSE) of the training and the testing data sets is considered for the selection of the DNN. The lowest value to MSE corresponds to the best network. Although we have chosen here MSE for model selection which depends upon the model input and unexpected value elimination in the output, the other error score could be used. The results of the error calculations are tabulated in Table 1. The model with three hidden layers and eight neurons each is selected due to least error margin. It is also observed during the testing and training period that for same epoch training a slight difference in the error values are observed.

Figure 10 shows the predicted results from the neural network model. A moderate range of 0.4 to 0.6 of the porosity values is chosen since most of the sand porosities are in the range. As the results suggest, the behaviour of the reduction of the ETC with the porosity is nonlinear. This justifies
the fact that once the main heat conduction paths are formed, there is no noteworthy increase with addition conduction channels. The neural network model can capture the behaviour of sand of different particle sizes with minimal computation cost and decent accuracy. The trained model could be used to predict the ETC of the sands for any porosity value in the band range of (0.3–0.65) with the available dataset.

Figure 11 shows the modelling effort with the TLEM for the full range of saturation. Three different granular assemblies are generated mimicking the dry, unsaturated and fully saturated states of sand. The neural network model could be trained on the available dataset and used to predict the ETC for any porosity value in the range of (0.3–0.65).

Table 1  The performance of each neural network model with varying hidden layers and neurons in the layers on the training and testing data of the sands

| Hidden layers | Neurons | R2 Score | Mean square error | Mean absolute error | Epoch | Batch size | Diff MSE |
|---------------|---------|----------|-------------------|--------------------|-------|------------|---------|
|               |         | Training | Testing | Validation      |        | Training | Testing | Validation |
| 2             | 4=4     | 97.71286 | 88.67148 | 91.56795       | 0.014706 | 0.038887 | 0.04721 | 0.097773 | 0.168809 | 0.186835 | 750   | 10   | 0.024181 |
| 2             | 4=8     | 97.79235 | 93.5192  | 95.48987       | 0.014195 | 0.022246 | 0.025252 | 0.091395 | 0.114419 | 0.117403 | 750   | 10   | 0.008051 |
| 2             | 8=8     | 97.93789 | 94.76793 | 94.1265        | 0.013259 | 0.01796 | 0.032885 | 0.08836 | 0.099527 | 0.115296 | 750   | 10   | 0.004701 |
| 2             | 8=4     | 99.02464 | 97.01086 | 95.06003       | 0.006271 | 0.010261 | 0.027658 | 0.060416 | 0.07272 | 0.132401 | 750   | 10   | 0.003989 |
| 3             | 4=4=4   | 95.42593 | 93.19283 | 93.50797       | 0.029419 | 0.023367 | 0.036348 | 0.1436 | 0.126628 | 0.144977 | 750   | 10   | -0.00605 |
| 3             | 8=8=8   | 99.25642 | 95.39721 | 90.8729        | 0.004781 | 0.0158 | 0.051102 | 0.054686 | 0.095395 | 0.190907 | 400   | 10   | 0.011019 |
| 3             | 8=8     | 98.52549 | 96.5002  | 96.51478       | 0.009481 | 0.012014 | 0.019513 | 0.074402 | 0.09052 | 0.112868 | 750   | 10   | 0.002533 |
| 3             | 8=8     | 99.46733 | 96.7739  | 93.42995       | 0.003425 | 0.011062 | 0.036785 | 0.045736 | 0.080356 | 0.160894 | 800   | 10   | 0.007637 |
| 3             | 8=8     | 99.48495 | 95.37684 | 93.58457       | 0.003312 | 0.01587 | 0.035919 | 0.045326 | 0.093647 | 0.150478 | 800   | 10   | 0.012558 |
| 3             | 6=6=6   | 98.47088 | 97.97695 | 93.6136        | 0.009832 | 0.006944 | 0.035757 | 0.073582 | 0.073403 | 0.15605 | 400   | 10   | -0.00289 |
| 3             | 6=6=6   | 98.96994 | 96.62549 | 94.68938       | 0.006624 | 0.011584 | 0.029734 | 0.063915 | 0.094349 | 0.132444 | 550   | 10   | 0.00496  |
| 3             | 6=6=6   | 99.55434 | 98.35649 | 94.2469        | 0.002866 | 0.005642 | 0.032211 | 0.042256 | 0.064066 | 0.157743 | 600   | 10   | 0.001577 |
| 3             | 6=6=6   | 99.36522 | 97.07701 | 88.79165       | 0.004082 | 0.010034 | 0.062754 | 0.051036 | 0.078307 | 0.190026 | 750   | 10   | 0.005952 |
| 3             | 10=10=10| 98.89078 | 90.41424 | 93.37872       | 0.007132 | 0.032905 | 0.037072 | 0.063424 | 0.130104 | 0.157431 | 400   | 10   | 0.025772 |
| 3             | 10=10=10| 99.59848 | 95.09521 | 95.10397       | 0.002582 | 0.016836 | 0.027412 | 0.040428 | 0.117104 | 0.136154 | 750   | 10   | 0.014255 |
| 3             | 10=10=10| 99.75757 | 95.33173 | 90.06454       | 0.001559 | 0.016025 | 0.055628 | 0.029961 | 0.085248 | 0.191468 | 800   | 10   | 0.014466 |
| 3             | 12=12=12| 99.65804 | 96.84455 | 94.19669       | 0.002199 | 0.010832 | 0.032492 | 0.036329 | 0.07864 | 0.147979 | 700   | 10   | 0.008633 |
| 3             | 12=12=12| 99.66868 | 85.59954 | 86.55574       | 0.00213 | 0.049432 | 0.075273 | 0.037024 | 0.138485 | 0.206866 | 750   | 10   | 0.047301 |
saturated conditions with 3D Voronoi cells representing, solid (brown cells), liquid water (blue cells) and air (yellow cells). Figure 11a depicts a dry granular system with the solid quartz grains (brown cells) of different sizes and the voids filled with air (yellow cells). The heat transport mechanism in solids is modelled with the thermal Hertz contact model and for the air with gas theories as explained in Section 3.2. The dominant mode of heat transfer for the dry granular assembly is the grain to grain conduction, and thus a very haphazard temperature map is generated after an application of 1°C temperature gradient from left to right. The left surface is kept at 1°C (red), and the right at 0°C (blue). The in-between temperature is shown with rainbow colours legend representing the different temperature of the grains. The method allows us to observe the complex heat transfer mechanism at the granular level with ease and could be used to study the fundamental behaviour of heat transfer at the mesoscale.

Figure 11 (b) shows a granular system having a porosity of 0.4 and the saturation level of 50%. The heat transfer and the temperature map become more irregular as the included water in the pores are of a higher thermal conductivity value compared to air and facilitates the flow of heat. The remaining air

Fig. 11 A granular assembly with the wide range of particle sizes distribution captured with the random scheme (Fig. 11a-c) representing dry, unsaturated and saturated systems and temperature profiles (Fig. 11 d-f) with 1°C temperature gradient at steady-state with various combinations. a 60% grain 40% air (the dry media) b 60% grain 20% air 20% water (the unsaturated media) d 60% grain 40% water (the fully saturated media)
in the pores acts like pockets of an insulator. The high conductive filler material (water) further movement of heat in the granular assembly, but at the cost of the smoothness of the heat front. (Fig. 11e).

Figure 11 (c) shows a system with full saturation of the pores with all the pores filled with water. All the feasible heat conduction paths are formed. The corresponding temperature profile is shown in Fig. 11f. The temperature front doesn’t move further, but smoothing of the temperature front is visible as the pores filled with high conductive water, thermal conductivity 0.56 W/m.K compared to air, thermal conductivity 0.024 W/m.K facilitated heat movement in the granular assembly.

In all the above generated granular samples, a total of half a million Voronoi cells are used to create a representative volume element (RVE). The random distribution scheme is used to generate two or three phases of the granular system. The computations are performed on intel Xeon (3.6 GHz) 4 core processor and the mean computation time was about 2800 s.

In Fig. 12a the variation of the ETC with varying moisture content is shown. The experimental results are marked with green diamonds. The prediction from the neural network is shown with a blue line. The TLEM simulations are marked with black dots. For each saturation point, 20 simulations are performed with the TLEM. The variation is a result of the inability of the TLEM to control the porosity consistently and the saturation level as each simulation model produces a new granular assembly with slightly different conduction path [3]. A similar phenomenon is also observed during laboratory testing as each remoulding produces a somewhat different ETC result. As sand A is the uniform sand, the random distribution scheme is applied and can capture the particle generation and component assignment with relative ease. The precision of computed ETC value is scattered could be minimised with a higher number of Voronoi cells representing grains and voids as this will allow better control over porosity value and better partition of constituting phases. However, the process will exponentially increase the computation time.

Figure 12b shows the prediction for the uniform coarse sand B. The neural network predicts the change in the ETC with varying saturation values at the lower saturation regime with accuracy. However, for the higher saturation regime, the accuracy depreciates. The trend is observable in all the predictions for each sand as there are fewer data sets to train the model at higher moisture content. The TLEM also shows a wider scatter in both the lower and higher saturation regime. The reduction in precision and accuracy of the model resulted from the inability of the model to precisely control the constituting phases as the pore and grain sizes are found in a very narrow band.

Figure 12c which shows the results of the ETC of a uniformly graded silty sand. The neural network predicts well the ETC value at lower moisture content, but at higher saturation, the results separate from the experimental results by a significant margin. The error arises from the training data set as two ETC values at 50% moisture content are almost similar for different porosity values (Fig. 8c). However, the TLEM based on physical laws can predict the ETC value with a certain accuracy even at higher saturation values.

Figure 12d depicts the behaviour of ETC of the well-graded medium sand. Here, the neural network method can
predict the ETC to relative higher accuracy even in the high saturation regime. The TLEM method prediction for the sand shows increases in the precision and accuracy due to the uniform distribution of grain size, which is seldom observed during particle size generation with the Poisson Random Lattice (PRL). The availability of cells of all sizes allow better control in the distribution of the phases and also a more delicate regulation over the porosity value.

5 Conclusion

The paper presents two computational approaches, soft and hard to calculate the ETC of four different sands with varying porosity values and moisture contents. The experiment results are obtained from the literature reported by Chen [25]. The soft computational approach is implemented with a neural network based on the deep learning and Adam optimiser pertaining to its minimal data set requirement for training and validation. The trained network is in turn used to predict the ETC for various porosity values for all the sands. The hard computation approach is developed based on TLEM with particle generation schemes following the Voronoi tessellation and two different granular assembly generation schemes based on particle part partitioning. The random and the segregated granular assembly generation schemes are applied accordingly based on the variation in the particle size distribution of the granular assembly. The Hertz contact model, fluid and gas theories are used to model the conduction heat flow among the three phases present in the unsaturated granular assembly. The heat transfer calculations at mesoscale are done with the TLEM, and the temperature distribution at the granular level are plotted for dry, unsaturated and saturated scenarios. Finally, both of the computational methods are applied to calculate the variation of the ETC of four different sands for different porosity values and the results are compared with the experimental values reported in the literature. Both methods can predict the changes in the ETC with varying moisture and porosity values with certainty. However, the TLEM based on micro and mesoscale physical laws offers better precision and accuracy compared to the neural network model which is trained on a small database and requires significantly less computational time. The accuracy of the neural network method could be substantially improved with the introduction of more extensive training data set and other physical input parameters such as the mineralogical composition and grain-size distribution. A neural network model considering more input parameters as mentioned above will be reported elsewhere.
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