Clone Swarms: Learning to Predict and Control Multi-Robot Systems by Imitation
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Abstract—In this paper, we propose SwarmNet—a neural network architecture that can learn to predict and imitate the behavior of an observed swarm of agents in a centralized manner. Tested on artificially generated swarm motion data, the network achieves high levels of prediction accuracy and imitation authenticity. We compare our model to previous approaches for modelling interaction systems and show how modifying components of other models gradually approaches the performance of ours. Finally, we also discuss an extension of SwarmNet that can deal with nondeterministic, noisy, and uncertain environments, as often found in robotics applications.

I. INTRODUCTION

Multi-Robot Systems (MRS) \cite{1} describe groups of robotic agents that collectively perform complex tasks in a distributed and parallel manner through repeated interactions among each other and the environment. Such systems have attracted considerable attention in recent years with remarkable successes in a number of application domains, including defense, agriculture, logistics, disaster management, and entertainment. In particular, today’s fast-paced online economy is largely fuelled by tens of thousands of warehouse robots that transport millions of items across fulfillment centers all over the world.

Despite this progress, programming groups of robots to perform a joint task is still considered a complex, time-consuming, and extremely challenging endeavour. One prominent formalism for the specification of MRS is based on the identification of cost functions \cite{2} governing the group behavior. However, this approach is not intuitive and requires a deep understanding of complex theoretical concepts across a number of mathematical fields, e.g., graph theory, manifold theory, nonlinear optimization, etc. In addition, the real-world ramifications of even small changes in a given cost function are extremely difficult to foresee. An alternative approach is to provide a set of building-block behaviors \cite{3} that are combined to produce overall group strategies, e.g., formation or area covering. An important aspect in this regard is the notion of emergence in which simple rules interact with each other to generate a whole that is more complex than the sum of its parts. Higher levels of complexity emerge as a result of repeated simple local interactions.

This transition in complexity due to emergent properties is difficult to predict and introduces substantial challenges in the design of the right set of building-block behaviors.

In this paper, we propose an alternative approach based on learning-from-demonstration (LfD) \cite{4} for specifying group behavior in multi-robot systems. The LfD methodology has a rich history in single-robot systems, with a number of successful applications in real-world tasks such as table-tennis, manipulation, locomotion, and helicopter flying \cite{5}. We extend this methodology to the MRS case by introducing a novel graph neural network architecture that can be trained from execution traces of a swarm. Swarm systems can be naturally modeled as graphs, with nodes representing swarm members and edges describing interactions between these agents. The introduced graph neural network, called SwarmNet, extracts all rules governing the group behavior from data alone, i.e., sequences of agent positions and velocities. Once a SwarmNet is extracted, it can be used to perform complex inferences including prediction, imitation or replacement of an existing swarm from a centralized view point (see Fig. 1).

Moving beyond hand-coding the rules for inter-robot and robot-environment interactions, the approach presented in this paper allows for a data-driven methodology for the specification of swarm behavior. In particular, the contributions of this paper include:

- **SwarmNet** – a graph neural network that can be trained from observations of a natural or artificial swarm. After
Fig. 2. Overview of the proposed methodology: we collect training data from an observed swarm to learn a compact graph neural network representation called SwarmNet. In turn, it can be used to predict future behavior, augment an existing swarm with more agents, or create a clone of the swarm with similar behavior.

training, SwarmNet can be used to (a) predict the behavior of all members of an observed swarm or (b) synthesize a clone swarm – a new swarm mimicking the trained behavior.

- Incorporation of contextual and environmental information, e.g., the location of obstacles and goals, into the learning and inference process of the swarm. As a result, a trained model of the swarm can be used as a reactive policy to control all agents.

- An extension of our approach, called SwarmNet+ which can model nondeterministic swarms and environments. SwarmNet+ captures the underlying probability distributions of group behavior. Sampling from this distribution generates anticipated trajectories for all agents along with inherent uncertainties.

We evaluate our approach on a number of data sets generated from common models for flocking and swarming, e.g., the Boids model [3] and the Helbing model [6].

II. RELATED WORK

Research on modeling, prediction and control of multi-agent systems, e.g., teams of quadcopters, autonomous cars, or other forms of unmanned vehicles, has gained considerable attention in a variety of research disciplines. For an excellent recent survey of how such teams can be formalized, coordinated, and controlled, we refer the reader to [7]. Among the formalisms most widely used for representing and studying MRS and swarms are graph-theoretic [8] approaches and methods based on cost functions and auctioning processes [2]. In contrast to the explicit modeling of MRS strategies presented in these approaches, one could also employ imitation and LfD to extract such policies [4]. An early approach investigating the potential to copy the behavior of an MRS via imitation learning was presented in [9]. This approach used Gaussian mixture models to extract probability distributions underlying the agents’ interactions. However, this approach was limited to discrete action spaces only. More recently, the work in [10] used deep neural networks to produce generative models of multi-agent behavior. In contrast to graph theory based methodologies, the approach in [10] builds upon traditional, feedforward, and recurrent neural networks that do not explicitly model the team structure. Hence, the modelling and prediction task is reduced to a pure function approximation framework, which may neglect critical structural dependencies between the members of an MRS. This approach also assumes that macro-goals, e.g., a discrete set of sub-tasks an agent can take on, are available. In addition to imitation learning, modern reinforcement learning methods have also been used to generate MRS behavior [11]. The approach in [12] combines both reinforcement learning and imitation learning for extracting multi-agent navigation policies. The approach can deal with partially-observable domains, variable team-sizes, as well as complex environments and mazes. However, it also assumes a discrete set of actions and focuses on structured environments, such as warehouses and factories. In contrast, we focus on continuous action spaces and potentially unstructured nondeterministic environments. Further, our approach allows for the prediction of the most likely behavior of an observed swarm given previously seen behaviors.

III. METHODOLOGY

In this section, we describe our methodology that is at the core of our approach. Fig. 2 depicts an overview of both the learning and inference process for MRS. Learning is achieved by recording execution traces of an observed

1We will henceforth use the term “swarm” and MRS interchangeably.
swarm. Execution traces are discretely sampled trajectories specifying the position and velocity of each agent at time step $t$. Each trace represents a demonstration of the group behavior as observed in the swarm. The set of traces is, in turn, used to train SwarmNet – our novel graph neural network that encodes the dynamics among the agents of a swarm. Note that SwarmNet needs to account for both inter-agent interactions (e.g. how the members influence each other’s behavior), as well as agent-environment interactions. Typically, swarms are also influenced by the current context and environmental variables. For example, in Fig. 2 the obstacle needs to be taken into account to generate reasonable behaviors that avoid collisions with the environment.

After training, the extracted SwarmNet can be used to implement two core functionalities, namely (a) prediction or (b) imitation of a swarm. In the prediction mode, we monitor the ongoing behavior of a swarm and predict the future locations of all involved agents. Such functionality is helpful, for example, in interdiction tasks [13], [14], [15] in which a system has to generate recommendations on the least-cost and most-effective actions needed to thwart or disrupt the threat posed by an adversarial swarm. SwarmNet can also be used as a policy to generate a completely new swarm, which we refer to as clone swarms. A clone swarm imitates the behavior seen during training. Since SwarmNet is trained in a data-driven fashion, a variety of input sources can be used to train models of multi-robot behavior, including previous swarming models, expert robot users, environmental and contextual attributes, and data from a biological swarm.

A. Network Architecture

Fig. 3 describes the full architecture of SwarmNet. Input to the network is a set of previous robot states, as well as contextual information regarding the environment. Robot states are specified by a time window of positions and velocities of either (1) observed agents, or (2) controlled agents, depending on the mode of operation. Assuming an $N$-agent swarm, the dynamical state of agent $i \in \mathbb{N}$ can be written as $s_i(t) = [x_i(t), \dot{x}_i(t)]$, where $x_i(t)$ is the position and $\dot{x}_i(t)$ is the velocity of agent $i$ at timestep $t$. Without loss of generality and for notational clarity, we will assume subsequently that agents live in a 2D space. The output of the network are the future state vectors $s_i(t+1)$, given the state history of the swarm system and context.

The states $s_i(t)$ and context $c(t)$ are concatenated and first passed through a series of one-dimensional convolution layers along the time axis. These convolutions allow the network to extract information regarding short-term dynamics of a single trajectory. In the Markovian case where the state of the next step only depends on the present step, the kernel of 1D convolutions would just assign a weight of 1 to the current state and 0s for all earlier steps. The evolution of the agents’ dynamic states is a result of pair-wise interactions between them. The dynamics of the system and the underlying elementary interactions can be formulated as a graph, with nodes being the agents, their dynamical states being node states, the interaction relations being edges, and the interaction effects being edge states. To avoid any limiting assumptions or constraints, the states are embedded in a fully-connected directed graph which models all relationships, i.e., the learnable functions along the graph edges define whether agents are interacting or not. To process the interactions and update the node states for predicting the next step, a graph convolution over our representation is employed. The final set of operations in SwarmNet is a set of traditional fully-connected neural network layers. These final layers take the result of the graph convolution as input and generate a window of predictions over the future states of all agents. Subsequently, we will describe each one of these three sub-components in more detail.

B. 1D Convolutions

The set of one-dimensional convolutions in SwarmNet aims at incorporating a temporal context to the decision-making process. The approach used here avoids the usage of recurrent connections [16], which often introduces challenging nonlinearities thereby increasing the complexity of training and reducing the interpretability of the learned operations.

In our approach, motion data is organized as a tensor (see Fig 3) with an overall dimension of $T \times N \times D$, where $T$ is the number of timesteps, $N$ is the number of agents, and $D$ is the dimension of the state vector, e.g., $s_i(t) \in \mathbb{R}^4$ in 2D space. The time-series data is first passed through a series of 1D convolution layers along the time axis without padding, see Fig. 4. $L$ layers each with a kernel size of $K$ would condense a time-series of length $T_w = L(K - 1) + 1$ to a higher-order feature of length 1. This can be considered an abstraction of the windowed temporal history into a more concise form used for prediction. A time-series of length
T will produce \( T_s = T + 1 - T_w = T - L(K - 1) \) such values after the kernel slides through every timestep in \( T \). In particular, we chose \( L = 3 \) layers with kernel size \( K = 3 \), effectively having a window length \( T_w = 7 \). Note, that similar to convolutional filters in image processing, we can use multiple 1D convolution filters in every layer. In our case, the different filters focus on different aspects of the trajectories and identify temporal patterns that can be identified to generate better predictions (Fig. 4). We define \( C \) to be the number of different 1D convolutional filters. Overall, the output of the entire 1D convolution step is condensed tensor of dimensionality \( T_s \times N \times C \), which is then processed via a graph convolution.

C. Graph Convolution

The next step in SwarmNet is a graph convolution (GC) over the condensed state vectors. A GC is an operation applied uniformly across all nodes of a graph along with their local neighborhoods and is used to update the node and edge states of the next step, similar to the convolution in CNNs. As opposed to CNN, where the neighborhood of an element is the spatially neighboring elements inside an array, a matrix or a tensor, the neighborhood of a node is dictated by the connectivity of the underlying graph.

Fig. 5. An example of graph convolution applied on the neighborhood of vertex \( i \) which includes vertices \( j_1, j_2 \) and \( j_3 \). The dashed line encloses the neighborhood of vertex \( i \). In a directed graph, edges sourcing from \( i \) have no effect on \( i \), and only edges targeting \( i \) are considered. Graph convolution updates node attributes \( v_i \) according to Eq. (1)-(3).

The agent system is embedded in a directed graph \( G = (N, E) \), where \( N \) is the set of nodes and \( E = \{(i, j) : i, j \in N, i \neq j\} \) is the set of edges. In \( G \), each node represents an agent and each of the \( N(N-1) \) edges represent an interaction between a pair of distinct agents. The vector of attributes of node \( i \in N \) is given by \( v_i \in \mathbb{R}^{d_v} \), where \( d_v \) is the number of node attributes. Edges are uniquely identified by their connected nodes, thus we represent the attributes of the edge targeting node \( j \) from \( i \) (i.e., edge \( (i, j) \in E \)) by \( e_{ij} \in \mathbb{R}^{d_e} \), where \( d_e \) is the number of edge attributes. While node attributes model the state of the embedded agent, edge attributes model the interactive influence of source nodes onto target nodes. These interactions include pulling, pushing, and steering. For a thorough discussion of graph convolutions we refer the reader to [17].

Building upon the previous 1D convolution step, we use the condensed state vectors as the node states \( v_i \), see Fig. 5. The node states for each member are determined by looking up the corresponding entries in the tensor which was generated from 1D convolutions, as can be seen in the graph convolution section Fig. 5. Over time, agent states change due to the influence of interactions, which is in turn dependent on the new agent states. This alternating update of node states and edge states in the graph is propagated by GC. The GC process updates the node state as well as the edge state from step \( t \) to step \( t + 1 \) using the following functions:

\[
\begin{align*}
\forall i, j, e_{ij} & \leftarrow \phi^e(v_i, v_j) \quad (1) \\
\forall i, e_i & \leftarrow \psi^e\left(\sum_{j \in \mathcal{N}_i} e_{ji}\right) \quad (2) \\
v_i & \leftarrow \phi^v(v_i, e_i) \quad (3)
\end{align*}
\]

where \( i \) and \( j \) are node labels. In Eq. (2), \( \mathcal{N}_i \) is the set of neighboring source nodes’ states, so \( e \) is an aggregation of the states of edges connected to node \( i \).

The GC process involves three steps:

1) Apply Eq. (1) to all edges
2) Aggregate states of connecting edges using Eq. (2)
3) Apply Eq. (3) to update states of all nodes

Note that in Eq. (1), we determine the edge state only by the present states of the connected nodes, and completely ignore the edge’s past state. The GNN module treats the condensed time-series by 1D convolution as node states on an \( N \)-node graph. For each starting point of shape \( N \times C \), each node’s state is sent to the edges attached to it for edge update according to Eq (1). The edges effectively pull information from the two ends to deduce the interaction between them. We call this process node aggregation. Following Eq. (3), each node then aggregates the effect from incoming edges, resulting in a process called edge aggregation along its previous state to compute the outcome. Further GNN layers would repeat the process until the output \( v_i(t + 1) \) of the last layer is taken as the prediction of dynamical states, i.e. positions and velocities, of the agents. In the proposed SwarmNet architecture, we perform only a single such GC operation as described above. The functions \( \phi^e, \phi^v \) and \( \psi^e \) are approximated using traditional multi-layer perceptrons.
(MLP), i.e., feed forward neural networks. The MLPs apply on the last dimension. A final MLP after edge aggregation transforms the tensor to one with shape $T_s \times N \times D$, giving each of the $T_s$ starting points the prediction of their next steps.

**D. Loss Function**

Training of the network is performed in a supervised fashion by comparing the predicted agent states (containing positions and velocities) with the ground-truth states in the time series. The mean squared-error (MSE) is used as the loss function $L$ for training and as the metric for evaluation, with

$$L = \frac{1}{2DN} \sum_{t=1}^{T_s} \sum_{i=1}^{N} (s_i^*(t) - s_i^*(t))^2$$

where $s_i^*(t)$ is the ground-truth state vector of agent $i$ at step $t$. The loss is normalized over the "natural skip", i.e., the MSE of state vectors between two consecutive steps in the ground truth trajectories, $\bar{L}$.

$$\bar{L} = \frac{1}{2DN(T-1)} \sum_{t=1}^{T-1} \sum_{i=1}^{N} (s_i^*(t+1) - s_i^*(t))^2$$

Given the above normalization factor, the normalized loss can be calculated using the fraction $L_{norm} = \frac{L}{\bar{L}}$. Normalization rectifies the dependence of prediction error on the intrinsic spacing of the ground-truth trajectories.

**E. Multistep Predictions and Curriculum Learning**

To enable multistep prediction, the shifting windows of the time-series leading to the $T_s$ starting points are stacked such that the restructured time-series has the shape $T_s \times N \times D$, where $T_s = T - L(K-1)$ and $T_w = L(K-1) + 1$ as discussed earlier. Now that 1D convolution acts along $T_w$, eventually the prediction of next steps has the shape $T_s \times 1 \times N \times D$ and is appended to the input along the $T_s$ dimension. Then, with the first state dropped, the time-window is shifted by one-step and is the temporal history of states for the prediction of the next step. This procedure can be iteratively applied to create prediction horizons of arbitrary length.

We scaffold the learning process by training with an increasing horizon for the predictions. More specifically, we increase the required number of prediction steps gradually through the course of training, from 1 to 10 steps. This curriculum learning scheme has the benefit of starting with a simpler version of the task (i.e. using limited prediction horizon) and slowly exposing the network to more complex, long-term predictions. The approach also encourages the model to learn the true dynamics of the system than can be unfolded for arbitrary time steps, rather than potentially overfitting to fixed-term predictions.

**F. Uncertainty, Noise and Nondeterminism**

Swarms and multi-robot systems are typically acting in nondeterministic environments in which perceptual data is noisy and the effect of actions uncertain. We extend our methodology to nondeterministic environments by leveraging recent theoretical insights connected to Bayesian deep learning. In particular, the work in [18] shows that estimates of model uncertainty can be generated from a neural network using the Dropout [19] algorithm. Dropout is a training algorithm in which connections of a neural network are randomly activated and deactivated. This is achieved using a dropout probability $p$ which describes the probability of an input activation being dropped. After training a network with Dropout, we can use the same technique to generate different outputs for the same input, i.e., disactivate layer input with probability $p$. In such a case, each forward pass through the network is called a stochastic forward pass and can be seen as a sample from the underlying probability distribution. According to [18], such stochastic forward passes in a deep network will be an approximation of variational inference in a Gaussian process. In our case, the set of stochastic forward passes $S = \{s_1^*(t+1),...,s_n^*(t+1)\}$ represents $S$ samples from the probability distribution over the future states of agent $i$, i.e., the distribution defining the range of different states the agent can be as a result of nondeterminism. Recursively sampling for longer horizons of the future generates the anticipated trajectories for all agents along with inherent uncertainties. In the remainder of this paper, we will refer to versions of our network that use this approach as SwarmNet++. It is important to note, that SwarmNet++ can generate multiple different, potentially conflicting or bifurcating predictions for the same input state to the network – a property that is typically not possible in standard neural network training approaches.
IV. EXPERIMENTS AND RESULTS

We generated training data using popular techniques for synthesizing swarm and MRS behavior, e.g., flocking and swarming models. In turn, we compared different versions of SwarmNet to the graph neural network (GNN) in [20] and the LSTM network method in [16]. Since SwarmNet shares strong similarities with GNN approaches such as [20], we tested different ablations and additions to [20] based on the insights in this paper. In addition, we performed a variety of experiments to investigate sample-efficiency and other critical aspects of SwarmNet.

A. Swarm Data Sets

Our data set consists of motion data produced using the Boids model [3], the Helbing model [6], and a simple chaser model. In the Boids model, \( N = 5 \) agents demonstrate flocking behaviors while approaching a common goal location and avoiding obstacles. The Helbing model [6] generates swarm behavior via repulsive forces only. The final model, called chaser, places a set of agents on a circle. Each of these agents generates steering actions that make it chase another agent of the swarm. For each of the above models we generate data sets by running the simulation for about 50 time steps while recording the agent positions and velocities, as well as the environmental variables. In both the Boids and Helbing model, the environmental variable is the positions of obstacles.

B. Prediction Accuracy

The first experiment focuses on the prediction accuracy when compared to other methods, in particular the method in [20] and LSTMs [16]. Table I summarizes the loss of the methods across the three data sets. We performed the experiment for prediction horizons of 5 steps and 40 steps. All methods were trained with 50K demonstrations of the corresponding swarm behavior. The best performance is achieved by SwarmNet with contextual inputs. Removing the context information has a significant impact on the SwarmNet performance, in particular in the long-term prediction case (right side of the table). On the Boids data set, the error for 40 step predictions jumps from 2.778 to about 10.47 when contextual information is omitted. In general, SwarmNet outperforms all other methods on all data sets and in both conditions. An interesting aspect of these results is that SwarmNet was only trained on data for predictions of up to 10 steps, as previously described in Sec. III-E. Despite that, it correctly learned to make accurate predictions for 40 steps and beyond indicating that it focused on the true dynamics of the task.

Fig. 7 shows the prediction results for different locations of the obstacle (black circle). We see that the SwarmNet predictions are qualitatively implementing the correct swarming and avoidance behavior, even if small deviations from the ground truth occur. The rightmost example in Fig. 6 shows an interesting behavior in which the orange agent is first trying to circumvent the object on the right side and then turns to head back to goal location. While unintuitive, this behavior is also existent in the ground truth data.

Next, we investigated the influence of the training set size and the prediction horizon on the prediction results. Fig. 7 shows the MSE for five different horizon lengths (1-40 steps into the future) trained with data sets ranging from 100K demonstrations down to only 1K demonstrations. It is interesting to note that, in the case of long-term prediction, only when trained with less than 5K demonstrations does the MSE deteriorate. Even in the case of training on only 1K samples, SwarmNet still generates (qualitatively) reasonable swarm behavior that executes the intended task. Fig. 8 shows the behavior of a network trained on 1K examples of the Boids task. The generated predictions still follow the trend of the ground truth data, with one exception in which an agent trajectory (orange) is predicted to go through the obstacle.

C. Comparison to the Kipf Model

SwarmNet builds upon recent developments and advances in the field of graph neural networks [17]. In particular, it shares similarities with the method proposed by Kipf [20]. However, our method incorporates new components, in particular the 1D convolutions, use of context, and curriculum-based training. To better understand the effects of the individual components of our network, we make changes (ablations and additions) to the original Kipf method to see how they affect performance. First, we noted that SwarmNet can be seen as a variant of only the decoder part of Kipf’s approach.
Hence, we used the decoder as a starting point and then performed repeated experiments in which we added (a) MLP layers for edge aggregation and context (b) 1D convolutions. Tab. II shows the results of this comparison. We can see that the decoder of Kipf’s model, when combined with both 1D convolutions and context variables, yields MSE error values comparable to our results. The different neural network architectures shown in Tab. II can be seen as a (discrete) spectrum that shows the effects of gradually transitioning from the original Kipf GNN to our SwarmNet model. Our model still slightly outpaces Kipf’s decoder augmented with Conv1D and context. This last difference is due to the curriculum learning approach to training. For a qualitative comparison between SwarmNet predictions and the Kipf GNN predictions, see Fig. [10].

D. SwarmNet as a Policy for Controlling Clone Swarms

As introduced in Sec. II, a trained SwarmNet can also be used to control a new swarm. The objective in this case would be to generate new behavior that is similar to that observed in the training set. To test this property, we used the output velocities generated by SwarmNet as control signals for a simulated swarm of robots. In particular, we are using a simulation of the ePuck robot. Fig. [9] shows the result of using a SwarmNet, trained on Boids data and the Chaser data respectively, as a control policy for the ePuck MRS. In both cases, generated behavior of the clone swarm reproduces the dynamics inherent to the training data as discussed before.

E. Uncertainty

Finally, we also investigated how well the SwarmNet+ extension can deal with uncertainty, noise and nondeterminism. In particular, we simulated both perceptual noise, as well as actuation noise. Perceptual noise was incorporated by adding a value sampled from a univariate normal distribution $\mathcal{N}(0,1)$ to input for each dimension separately. Actuation noise is simulated by randomly dropping out neurons in test time. Fig. [11] depicts the stochastic outputs of our SwarmNet+ model for the Boids data. We can see in Fig. [11] (left) that the predictions now form envelopes according to the uncertainty at different time steps in the future. In general, the uncertainty appears to grow with larger prediction horizons. In the case of the red agent, the predictions slightly bifurcate around the obstacle. This
clearly shows that the model is able to predict multiple potential futures of an agent (and the swarm) based on the inherent uncertainty of the task and environment. On the right, we see the probability distributions for discretized x- and y-coordinates of all agents. Again, some distributions are multimodal, which reinforces the insight that our predictions can produce multiple, diverse, and potentially conflicting future states.

V. CONCLUSION

In this paper, we presented a neural network architecture, called SwarmNet, which learns to predict and imitate behavior of an observed swarm. The network uses a combination of one-dimensional convolutions, graph convolutions, contextual inputs, along with a curriculum learning scheme to efficiently extract the swarm dynamics from positions and velocities of a set of agents. We showed that SwarmNet achieves high levels of prediction accuracy and that it can even be applied to nondeterministic and uncertain environments. For future work, we want to investigate how different application domains and tasks affect the sample complexity of the method, and the effectiveness of a decentralized implementation of the network.
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Fig. 10. Qualitative comparison of SwarmNet and the approach in [20]. Two samples of predicted trajectories (scattered arrows) against the ground truth trajectories (grey dashed lines) for a 5 agent system performing chasing motions. Top row: traces of all 5 agents. Bottom: traces of only two agents for visibility. Only the starting \( T_{seg} \) states are provided to the model, and the prediction is done consecutively to the end. All graphs use data from test set.

Fig. 11. Predictions for the nondeterministic behavior of a swarm with 5 boids in the presence of uncertainty. Left graph: the stochastic output predictions of the SwarmNet* network for all agents. Middle: the predictions for only the blue and the red agent, for visual clarity. Right: The probability distributions over x and y coordinates of all agents at time step 30. We can see that the predictions for the red agent bifurcate to the left and right side of the obstacle.
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