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Abstract. The operational formalism to quantum mechanics seeks to base the theory on a firm foundation of physically well-motivated axioms [1]. It has succeeded in deriving the Feynman rules [2] for general quantum systems. Additional elaborations have applied the same logic to the question of identical particles, confirming the so-called Symmetrization Postulate [3]: that the only two options available are fermions and bosons [4, 5]. However, this seems to run counter to results in two-dimensional systems, which allow for anyons, particles with statistics which interpolate between Fermi-Dirac and Bose-Einstein (see [6] for a review).

In this talk we will show that the results in two dimensions can be made compatible with the operational results. That is, we will show that anyonic behavior is a result of the topology of the space in two dimensions [7], and does not depend on the particles being identical; but that nevertheless, if the particles are identical, the resulting system is still anyonic.
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WHAT PARTICLES ARE THERE?

A dominant thread in physical research has been the search for the basic constituents of Nature. We can trace this thread all the way back to the pre-Socratic philosopher Democritus, who coined the term “atom”=indivisible, through Gottfried Leibniz and his monads, Rutherford’s exploration of the structure of what we now still misleadingly call an atom, and all the way to elementary particle physics, with its Standard Model, one of whose last constituents, the Higgs boson, has been detected at CERN’s Large Hadron Collider a few years ago. Current elementary particles only fall into two types: bosons and fermions.

Bosons can be squeezed together endlessly. Photons are bosons, which is why electromagnetic waves are so easily treated classically: the overabundance of photons in the same state masks the quantum nature of light. In modern terms, this property is expressed in their overall wavefunction being symmetric; for example:

$$\Psi(x_2, x_1, x_3) = +\Psi(x_1, x_2, x_3).$$  \hspace{1cm} (1)

Fermions, meanwhile, refuse to be in the same state. Electrons are fermions, which is why atoms are built up of progressively filled shells of electrons. In modern terms, this is expressed by their wavefunction being anti-symmetric:

$$\Psi(x_2, x_1, x_3) = -\Psi(x_1, x_2, x_3).$$  \hspace{1cm} (2)
Another important thread, particularly in modern physics, has been the analysis of more complicated systems in terms of particle-like entities, or excitations. For example, under certain conditions, the behavior of solids can be analyzed through phonons, which represent the vibration of the material, and effective electrons and holes, which act somewhat like free electrons or positrons, but take into account the properties of the material from which they stem, which includes many electrons, as well as atomic nuclei. A grand achievement of this point of view was an explanation of low-temperature superconductors in through the use of “cooper pairs”, pairs of electrons which condense into quasi-particles through an interaction with the atomic lattice. Interfaces between materials or very thin layers may also contain exotic excitations called anyons, which have charges that are a fraction of the elementary, electron charge, and explain some strange behaviors of the quantum Hall effect.

**HOW CAN ONE GO BEYOND BOSONS AND FERMIONS, AND TO WHAT END?**

Phonons and cooper pairs are bosons, while electrons and holes are fermions. None of them challenge the boson-fermion dichotomy. Anyons, however, do, which is somewhat difficult to express. Let us look at the generalization of Eqs. (1), (2):

\[ \Psi(x_2, x_1, x_3) = \chi((12))\Psi(x_1, x_2, x_3); \]

when applied twice we get:

\[ \Psi(x_1, x_2, x_3) = \chi((12))\Psi(x_2, x_1, x_3) = [\chi((12))]^2\Psi(x_1, x_2, x_3), \]

which seems to indicate that \([\chi((12))]^2 = 1\), so that \(\chi((12)) = \pm 1\), and only bosons and fermions are allowed. That has ultimately been the basis of several proofs critiqued by Messiah and Greenberg [3], who coined the term Symmetrization Postulate for the assumption that only Eqs. (1), (2) are possible. In this context it is equivalent to assuming that \(\chi(\sigma)\), for \(\sigma \in S_N\), is one-dimensional. They then provided for multi-dimensional alternatives, paraparticles.

But Mirman [8] challenged the very basis of considering the change of labels as an operator; after all, other operators refer to actions, such as rotations and translations, that can be performed on a physical system. How do you exchange arbitrary labels? Should there not be a way of expressing particle identity to begin with?

In response to this, and with an eye towards the Gibbs paradox, Leinaas and Myrheim [9] independently\(^1\) introduced the notion of reducing the configuration space of the classical system which is to be quantized, so that it already reflects the identity of the particles (See Figure 1(i)–(iii)).

Additionally, coincidence is forbidden (See Figure 1(iv)). This is essential so that the resulting space remains a differentiable manifold, which is necessary for quantization,

\(^1\) The authors were apparently unaware of Souriau [10] and Laidlaw and DeWitt-Morette [7], which also introduced a reduced configuration space, albeit using different quantization schemes.
FIGURE 1. Two distinguishable particles in two distinct states, (i) and (ii), become two identical particles in a single state (iii) after reduction. Coincidence (iv) is forbidden.

although this is only true for three or more dimensions, as noted in Bloore [11]. In fact, it is this restriction that creates the interesting topological phenomena in two dimensions, even though the removal is unnecessary there; without it, only bosons are possible under this framework. Nevertheless, once the incidence points have been removed and the space reduced, the authors pursue the notion of an operator corresponding to “moving” the wavefunction around and returning it to the same point. In essence, they present generalizing the likes of Eq. (3) to the form:

$$\Psi(x_2, x_1, x_3) = \chi(\text{path exchanging } x_1 \text{ and } x_2) \Psi(x_1, x_2, x_3); \quad (5)$$

it is in the representation of these different paths that the topological degree of freedom manifests; in two dimensions, this leads to anyons, a term coined by Wilczek [12]. Furthermore, bosons and fermions are still acceptable as anyons. Therefore, if we wish to illustrate the situation more visually, we could discuss a phase that is accrued by moving particles around each other once counterclockwise, it being either 1 for bosons, $-1$ for fermions, or generally $e^{i\phi}$ for anyons, which are seen to interpolate between the two extremes (see Figure 2).

FIGURE 2. Exchange accrues a phase of $e^{i\phi}$; $\phi = 0$ for bosons, $\pi$ for fermions, general for anyons.

The discussion so far should make it clear that wavefunctions are not a comfortable setting in which to discuss the topological degree of freedom represented by anyonic behavior. Indeed, we will find that path integrals are a far better tool for the job, as was found by Schulman [13, 14, 15] and in a more general way, including the identical-particle case, by Laidlaw and DeWitt-Morette [7].

More importantly, in previous work we have produced a result concerning identical particles using the Feynman rules, of which the path integrals are the continuous limit. However, that result challenges our assertion to be able to handle anyons: it seems to rule them out entirely. We turn to it next, before expanding upon paths in topology, and our resolution of this conundrum.
WHAT DOES THE OPERATIONAL FORMALISM SAY ABOUT IDENTICAL PARTICLES?

The operational formalism starts out with a physical system, subject to a succession of measurements with potential outcomes \(\{a, b, \ldots\}\). These are strung together into series of outcomes, \(a \to b \to \cdots\). The results of Goyal et al. [1] show that a set of well-motivated axioms is enough to require that probability amplitudes \(z(a \to b \to \cdots)\) satisfy the Feynman rules (as presented in Feynman [2]):

\[
\begin{align*}
    z(a \to b \to c) &= z(a \to b) z(b \to c) \\
    z(a \to \{b \text{ or } c\} \to d) &= z(a \to b \to d) + z(a \to c \to d) \\
    \Pr(b \to \cdots|a) &= |z(a \to b \to \cdots)|^2,
\end{align*}
\]

where \(\Pr(b \to \cdots|a)\) is the conditional probability of the rest of the outcomes given that \(a\) was the first. Furthermore, if the outcome space is physical space, and if we analyze transitions with more and more measurements, which are closer to each other both in space and time, the amplitudes for series of outcomes become, in the \(\Delta t \to 0\) limit, amplitudes or phases for individual paths, which feature in path integrals (see Figure 3).

![Figure 3](image)

The operational approach was applied to the question of identical particles by Neori and Goyal [4] and Goyal [5]. The results only allowed for two types of solutions: if \(\alpha_\sigma\) is the transition amplitude for a system of \(N\) distinguishable particles from a given initial state to a permutation \(\sigma \in S_N\) of a given final state (see Figure 4), then either:

\[
z_{\text{total}} = \sum_\sigma \alpha_\sigma \quad \text{or} \quad z_{\text{total}} = \sum_\sigma \text{sgn}(\sigma) \alpha_\sigma,
\]

yielding operational bosons or operational fermions, respectively, where \(\text{sgn}(\sigma)\) is 1 for permutations made up of an even number of transpositions, \(-1\) otherwise. For two particles, we specialize to:

\[
z_{\text{total}} = \alpha_\not\leftrightarrow \pm \alpha_{12} = \alpha_{\text{dir}} \pm \alpha_{\text{op}};
\]

note that for fermions, the choice of which distinguishable particle transition is “direct” and which is “opposite” is arbitrary. We will return to this later.

On the surface, it seems that this formalism leaves no room for anyons. However, this result applies regardless of what the amplitudes \(\alpha_\sigma\), of the distinguishable-particle systems, are. They are treated as black boxes, so behavior in individual paths of exchange
FIGURE 4. Two transitions with same measured result. \(z_{\text{total}} = \alpha_{\text{dir}} \pm \alpha_{\text{op}}\)

has no influence here. It is in these black boxes that anyonic behavior is hiding. In order to see why that is, it is essential to realize a commonly ignored aspect of anyonic behavior: that it does not depend on the identity of the particles, but only on the fact that they reside in two dimensions, and that they cannot coincide in space\(^2\). One way to understand this restriction, as argued in Wilczek [18] (p. 16), is that a limitless reduction in distance would require the introduction of unlimited possibilities for particles created by the high energies involved, which would take us far away from the system we wish to analyze. Let us now turn to the properties of these anyonic black boxes, by rejoining our discussion of topology and exchange paths.

**WHAT DOES TOPOLOGY SAY ABOUT EXCHANGE?**

In, *multiply-connected spaces*, not all loops can be smoothly contracted into a point, or, equivalently, not all paths between a given pair of points can be smoothly deformed into each other. Paths between the same two points (or loops starting and ending at the same point) which can be smoothly deformed into one another are called homotopic. This is an equivalence relation which splits the set of paths between two points into *homotopy classes*; for a path \(q\), its homotopy class is \([q]\), and two paths are homotopic if and only if they are in the same class, or \([q] = [q']\) (as in Figure 5(i)); otherwise, the paths are not homotopic, which we can write as \([q] \neq [q']\) (as in Figure 5(ii)).

![Diagram of homotopic paths](i) Homotopic: \([q] = [q']\)  
![Diagram of non-homotopic paths](ii) Not homotopic: \([q] \neq [q']\)

**FIGURE 5.** The path \(q\) (i) can or (ii) cannot be continuously deformed into \(q'\).

The Aharonov-Bohm effect [19] was the first to take into account that quantum mechanics behaves strangely in multiply-connected spaces, although in their case, the resulting degree of freedom came about due to a physical source outside the space of

---

\(^2\) The earliest references we have found to this insight are in Dowker [16] and Goldin et al. [17].
electrons, namely the flux of the confined solenoid, instead of being intrinsic. Much like multi-valued functions, this effect hinges on the space being multiply-connected. Although it was not originally presented in this way, it is easiest to understand this phenomenon as a topological phase accruing differently to paths in the integral, when those are in different homotopy classes, and thus creating novel interference effects, depending on the flux in the confined solenoid:

$$K(b, t_b; a, t_a) = \int D\{x(t)\} \exp\left(i\mathcal{S}\{x(t)\}/\mathcal{h}\right) = \sum[q] \chi([x(t)]) K[q](b, t_b; a, t_a), \quad (11)$$

where $\mathcal{S}\{x(t)\}$ is the action functional, $[q]$ indexes the homotopy classes, and:

$$K[q](b, t_b; a, t_a) \triangleq \int D\{x(t) : [x(t)] = [q]\} \exp\left(i\mathcal{S}\{x(t)\}/\mathcal{h}\right), \quad (12)$$

that is, this is an integral solely over the paths belonging to $[q]$. This is equivalent to the effect of the singular vector potential, as depicted in Aharonov and Bohm [19].

**How do we get distinguishable anyons?**

Schulman [13, 14] discovered how to treat multiply-connected spaces using Feynman path integrals, leading to Eq. (11), and Laidlaw and DeWitt-Morette [7] applied it to the case of identical particles, albeit only in three dimensions.

We have improved upon their argument in order to analyze more general spaces. Instead of rooting the analysis in the fundamental group, that is, a group of homotopy classes of paths starting and ending at the same arbitrary point, we made use of the fundamental groupoid, which is made up of all homotopy classes in the space. This allows us to choose the topological phase of paths in a way that is compatible with the topological degrees of freedom, but also directly implements the space’s symmetry. This leads directly to distinguishable anyons.

For example, the fundamental group of the space of two particles in two dimensions which cannot coincide is isomorphic to $\mathbb{Z}$ under addition, with 1, its generator, corresponding to a complete counter-clockwise rotation, with corresponding phase $e^{i\theta}$. The topological phase of paths can then be chosen so that any simple, counter-clockwise exchange, or half-rotation, would accrue $e^{i\theta} = e^{i\theta/2}$. This leads to anyonic behavior without requiring that the particles be identical (see Figure 6).

**HOW CAN THE TWO BE COMBINED?**

Returning to the operational result in Eq. (10), and the move from transitions to paths in Figure 3, suppose we take an exchange of identical particles as in Figure 2, and approach the phase of a path by increasing the number of intermediary points between
Both these exchanges of distinguishable anyons accrue $e^{i\phi}$, as in Figure 2.

The initial and final configuration, separated by decreasing time intervals $\Delta t$:

$$z_{\text{exch}} = z(x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_n),$$

with $x_0 = a$ and $x_n = b$, and vectors stand for the states of the two-particle state, rather than merely points in space, so this “path” corresponds to the two paths in Figure 7(i).

![Exchange path](image)

(i) Exchange path (ii) Small step direct (iii) Small step opposite

FIGURE 7. Exchange path with illustration of direct and opposite transitions.

Here we encounter a problem. As these are identical particles, to each step in that exchange should correspond a term $\alpha^k_{\text{dir}} \pm \alpha^k_{\text{op}}$, containing the amplitudes for both Figure 7 (ii) and (iii), and the total amplitude should therefore be a product of these terms:

$$z_{\text{exch}} = (\alpha^1_{\text{dir}} \pm \alpha^1_{\text{op}})(\alpha^2_{\text{dir}} \pm \alpha^2_{\text{op}}) \cdots (\alpha^N_{\text{dir}} \pm \alpha^N_{\text{op}});$$

Fortunately, as we add more and more intermediate points, the direct transition amplitudes $\alpha^k_{\text{dir}}$ become of the form $\exp(i\Delta t)$, while an opposite transition will go along a finite path of length $D$, the distance between the particles over a shorter and shorter time, leading to an amplitude $\alpha^k_{\text{op}}$ of the form $\exp(L/\Delta t)$, meaning that any term in the sum after multiplying out the terms in $z_{\text{exch}}$ which contains such a contribution would diverge as the time difference between the points goes to zero, in the sense that the phases would cancel each other out. So we end up with:

$$z_{\text{exch}} = \alpha^1_{\text{dir}} \alpha^2_{\text{dir}} \cdots \alpha^N_{\text{dir}} = e^{i\phi} \exp \left( i \oint \{ x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_n \} / \hbar \right)$$

incorporating the same topological factor as in Figure 6.

However, there is a final subtlety. The variables $x_i$ that we use to express the particles’ location in space are redundant for identical particles, and we are starting and ending in the same point as far as they are concerned. In order to avoid ambiguity, before making
any calculations, we must choose which transitions are direct and which are opposite, which we can do by choosing once and for all a subspace of the two-particle space which is the space of actually measurable parameters. Then the path in Figure 7(i) passes through the edge of this subspace, and for this transition, (ii) and (iii) switch roles, so the factor is $\alpha^\ell_{op} \pm \alpha^\ell_{dir}$. Such transitions happen only once for a sensible choice of subspace for a direct exchange, so we then get a final phase of $\pm e^{i\phi}$, and if we incorporate the operational phase into the angle, that is $\phi = \varphi$ for operational bosons and $\phi = \varphi + \pi$ for operational fermions, we get a final phase that is $e^{i\varphi}$, that is, we get anyonic behavior.

This last point ties back into the reduced configuration space approach; but while Leinaas and Myrheim [9] started with configuration space reduction and then quantized, opening the door to potential complications in the process of quantization, we took advantage of the ease of making calculations (and using topological reasoning) for distinguishable particles, and then combined them operationally, while, as we have just seen, still allowing for anyons.

**WHAT IS TO BE DONE NEXT?**

So we have found that the operational approach is compatible with anyons, despite initially seeming to exclude them. We also found a way of expressing the anyonic behavior using topology, without particle identity. Both a derivation of the topological improvement underpinning our approach to distinguishable anyons [20], as well as a rigorous treatment of the distinguishable anyons themselves and their reconciliation with the operational approach [21], are in preparation.
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