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Abstract. We propose a new approach to increase inference performance in environments that require a specific sequence of actions in order to be solved. This is for example the case for maze environments where ideally an optimal path is determined. Instead of learning a policy for a single step, we want to learn a policy that can predict $n$ actions in advance. Our proposed method called policy horizon regression (PHR) uses knowledge of the environment sampled by A2C to learn an $n$ dimensional policy vector in a policy distillation setup which yields $n$ sequential actions per observation. We test our method on the MiniGrid and Pong environments and show drastic speedup during inference time by successfully predicting sequences of actions on a single observation.
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1 Introduction

In recent years, reinforcement learning has seen growing success due to the use of deep learning as in [12]. The reinforcement learning field has been mostly split between two major subfields: model-free and model-based reinforcement learning. In the first case we have a reactionary agent which learns directly from sampled experience, while in the latter case a model of the environment is learned from which the agent samples trajectories. Especially in model-based reinforcement learning the term of planning has come to fruition. Either prior or during agent training a model of the environment is learned. The agent then plans by simulating trajectories by using some form of tree search and thus is able to select the best actions while using fewer samples.

Recently, there have been investigations about how to plan with a model-free based approach. Guez et al. [7] trained an agent with a regular neural network with an architecture that has not been modified to enable any special planning behavior. The authors achieve state of the art performance for combinatorial problems such as Sokoban. However, after $10^9$ steps the authors experiments show that a simpler CNN seems to be sufficient in order to learn several possible variations of Sokoban. Another area that deals with planning in reinforcement learning is hierarchical reinforcement learning (HRL) as in [1]. The main idea
of HRL is not only to predict primitive actions for every time step, but macro-actions called options. An option represents a policy that contains a sequence of primitive actions that are executed until a termination point. Then the agent may choose another option. HRL can be adapted to regular reinforcement learning via semi-markov decision processes (SMDPs). Policy distillation is a straightforward way of learning multiple tasks within a single policy. Policy distillation defines a teacher policy $T$ and a student policy $S$ where the teacher policy $T$ is usually first trained in advance and then the student policy $S$ is trained to match the teacher policy via supervised learning. We combine model-free reinforcement learning, HRL and policy distillation to create a new method to speed up model inference.

We take the recent advances in model-free reinforcement learning by Guez et al. [7] and take inspiration from HRL to create a method that leverages the inherent planning capability and simplicity of model-free learning, while applying the notion of options that stems from HRL to predict $n$ actions for a single state in order to speed up model inference. That is, for a single state we want to predict the following $n$ actions without changing the function approximator’s architecture much. While the general outline in HRL is to define options over an SMDP, we learn an MDP and settle for a specific scenario, where the agent predicts a fixed number of actions for a given state. We do this by first training the environment with an extended A2C architecture that first learns a base policy via regular A2C [11] which will serve as teacher policy $T$. In a second training stage, in order to learn $n$ actions for a single input, we take successful trajectories of the trained agent and regress these teacher policies on to the extended A2C architecture, so that it learns to predict $n$ actions given a single observation. Our method can be seen as part of intra-option learning as in [17] where options are learned off-policy from experience. In this way, we can reduce the number of evaluations needed to solve the environment during inference time. We thus formulate our main contributions with this work:

**Contributions**

- We achieve model inference speedup in a reinforcement learning setting by leveraging the general framework of policy distillation, adding to the many use cases such as neural network compression and multi-task learning.
- We achieve a substantial inference speedup, as the prediction of the $n$ dimensional action vector is much more efficient than evaluating the model $n$ times.
- We show empirically that the inference speedup is due to the agent completing the environments faster than its non-PHR counterpart. Thus increasing the productivity of the agent.
- With our flexible and simple approach, we especially see a benefit in problems where the agent has limited resources during inference time or where the agents productivity should be boosted.

We propose our method as a viable option for optimal path finding. Popular path-finding algorithms such as A* in [8] are able to find optimal paths given a start-point and an endpoint. However it can be challenging to find a good
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heuristic that works for a given environment. Deep learning circumvents the need for a heuristic by learning directly from data.

We demonstrate this by training PHR on two MiniGrid environments. In the first set of experiments the agent has to find the goal in a multi room grid and a stochastic grid that changes after every episode with the only reward being the end goal. We also train PHR on the Pong-Deterministic-v4 environment, showing that reactive environments which do not follow a grid structure can be enhanced with PHR as well. Overall, we achieve twice the inference performance while learning an optimal path i.e. sequences of actions while retaining policy quality.

2 Related Work

Sequencing actions to leverage different time scales has been used in reinforcement learning to improve learning speed. Schoknecht et al. [16] improve learning speed by defining multi-step actions on different time scales. The authors argue that between important actions (decisions) there may exist more superfluous actions that have to be executed repeatedly and should therefore only be learned as a single decision. This approach has also been extended to deep learning by Lakshminarayanan et al. [9] and been formalized by Lee et al. [10]. Our approach focuses on sequencing actions as an abstraction over actions rather than for different time scales. By sequencing n actions for a single state we reduce the number of model evaluations, thus speeding up inference time.

Efroni et al. [6] look at the problem of policy improvement with multi-step actions. The algorithm $h$-PI tries to find the choice of actions that maximizes the joint cumulative expected reward given a sequence of actions within a defined horizon $h$ starting from a given state. De Asis et al. [5] define a hyperparameter $\sigma$ to perform policy evaluation seamlessly over multiple steps.

Panov et al. [14] used a CNN for path finding in conjunction with a custom reward function in settings that are challenging for A* with moderate results. Contrary to the work mentioned above, our approach focuses on speeding up model inference in real word applications while maintaining policy quality. Our approach is inspired by policy distillation as in [15] and more generally specified in [4]. Generally, the focus in knowledge distillation is to transfer knowledge to smaller networks. We seek to achieve inference speedup in a reinforcement learning setting by leveraging the general framework of policy distillation. In this way the architecture is only affected minimally and efficiency can be improved by either accelerating workflow or reducing the power target. Policy distillation defines a teacher policy $T$ and a student policy $S$ where the teacher policy $T$ is usually first trained in advance and then the student policy $S$ is trained to match the teacher policy via supervised learning. We learn a good policy via regular policy gradient ascent which serves as the teacher policy and then map a horizon of $n$ actions from the teacher policy to the student policy, which in this case is the function approximator which predicts $n$ actions for a single state.

Improving inference performance for a CNN has been previously investigated by Ning et al. [13]. The authors use a collection of clustering techniques and
similarity measures to compress the network and thus improve inference time. Our algorithm does not modify the network functionality, but leverages the reinforcement learning setting on an environment level.

3 Methods

In this section we describe our neural network architecture and our extension to the policy gradient called policy horizon regression (PHR) which allows for an \( n \) dimensional policy vector to be learned.

3.1 PHR Architecture

PHR can be understood as an extension to any function approximator that requires planning its steps ahead of time. In this particular case we use A2C as the foundation for our training algorithm which includes the baseline loss and entropy regularization. We then extend the policy gradient in order to predict \( n \) additional agent moves where \( H = \{1, 2, \ldots, n\} \) is the policy horizon. We say our extended architecture predicts an \( n \) dimensional policy vector.

**Policy Vector.** A policy \( \pi \) represents a probability distribution that assigns probabilities \( \pi(a|s) \) for each state \( s \in \mathcal{S} \) over actions \( a \in \mathcal{A} \), i.e., \( \sum_a \pi(a|s) = 1 \) for all \( s \in \mathcal{S} \). We also write \( \pi(-|s) \) to denote the probability distribution over states for a fixed state \( s \in \mathcal{S} \). Moreover, we denote \( \pi^\theta \) as a policy determined by the network parameters \( \theta \). Let \( \pi^\theta_1, \ldots, \pi^\theta_n \) be a sequence of such policies, then we call the vector of these policies

\[
\pi^\theta = [\pi^\theta_1, \ldots, \pi^\theta_n]^T
\]

a policy vector. Note that for a given state \( s \in \mathcal{S} \) the policy vector \( \pi^\theta \) defines \( n \) probability distributions \( \pi^\theta_1, \ldots, \pi^\theta_n \) over the action space that are determined by the network parameters \( \theta \). Fig. 1 depicts the PHR architecture: for a single state \( s \in \mathcal{S} \) we seek to predict a vector of \( n \) policies. We use \( \pi^\theta_1 \) as the target policy to
sample \( n \) actions from it, then PHR maps these \( n \) actions to the policy vector \( \pi^\theta \). Alternatively, the same can be done between \( n \) probability distributions of \( \pi^\theta_1 \) and of the policy vector. Note that the policy vector is computed only at the last layer (FC512), while the rest of the network is not any different from the usual setup to learn a single policy. Essentially, the network learns to predict the correct sequence of actions for a given input. Extension of the convolutional layers are not necessary as the learned representations are already powerful enough to learn the proposed environments with PHR successfully. Overall, extending only the last layer creates minimal overhead.

### 3.2 Policy Horizon Regression (PHR)

**Distances between q-values.** Let \( q^T = [q^T_1, \ldots, q^T_m] \) and \( q^S = [q^S_1, \ldots, q^S_m] \) be two vectors describing the q-values corresponding to each possible action for the agent. In this case the former is the teacher policy and the latter the student policy. Then the distance between the two vectors can be measured with the squared loss \( d_2 \) or the KL-divergence \( d_{KL} \) (which is strictly speaking not a distance since not symmetric),

\[
d_2(q^S, q^T) = \sum_i |q^S_i - q^T_i|^2 \quad d_{KL}(q^S, q^T) = \sum_i \sigma(q^S_i) \log \frac{\sigma(q^S_i)}{\sigma(q^T_i)}
\]

(2)

where \( \sigma \) is the softmax function. These two distance measures are considered in our experiments, however, others are possible too.

**Mapping actions directly to policy vector \( \pi^\theta \).** Let \( a^* = \arg \max q^T \) be the index of the maximum value over the discrete values of \( q^T \), i.e., the best action. Then the cross entropy loss between \( q^S \) and the best action \( a^* \) reads as follows,

\[
L_{CE}(q^S, a^*) = \log q^S_{a^*}.
\]

(3)

Compared to the distance measures, this approach seeks to map the teacher policy onto the student policy directly. Overall, \( d_2 \) and \( d_{KL} \) should yield a softer regression of the teachers actions, while \( L_{CE} \) is a logistic regression. We consider all three approaches as methods to map our base policy \( \pi^\theta_1 \) onto the policy vector \( \pi^\theta \). In the following, we also refer to the teacher policy as the base policy \( \pi^\theta_1 = q^T \) and to the student policy as the policy vector \( \pi^\theta = q^S \).

**Learning policy vector \( \pi^\theta \) off-policy.** We learn the policy vector off-policy in two stages as in Fig. 2 (i) First the environment is learned fully with A2C via regular policy gradient ascent defined as

\[
J_{PG}(\theta) = \mathbb{E}_{\pi_1} \left[ \log \pi^\theta_1(s,a) \ Q^\theta(s,a) \right]
\]

(4)

with corresponding gradient

\[
\nabla_{\theta} J_{PG}(\theta) = \mathbb{E}_{\pi_1} \left[ \nabla_{\theta} \log \pi^\theta_1(s,a) \ Q^\theta(s,a) \right].
\]

(5)
Fig. 2. Diagram depicting PHR training process. (i) First, we train the teacher policy with regular A2C. (ii) In the second stage we evaluate successful trajectories from the teacher with reward $r_{m-1} > 0$ and regress the base policy $\pi_1^0$ onto the policy vector $\pi_1'$. Note that the policy vector in our extended A2C architecture predicts $n$ policies. At this stage we have only learned the first policy $\pi_1^0$ which will serve as our teacher policy to learn the rest of the policy vector.

(ii) In the second stage we sample successful trajectories from our teacher policy $\pi_1^0$ (the so-called experience),

$$D = \{(s_1, \pi_1(s_1), \ldots, s_m, \pi_1(s_m))\}$$

which will be regressed onto the policy vector, where $s_m$ is a terminal state with reward $r_{m-1} > 0$. We then take out sub-sequences $B_n$ of length $n$ from $D$

$$B_n = \{(s_t, \pi_1(s_t), \ldots, s_{t+n-1}, \pi_1(s_{t+n-1}))\} \quad \text{with} \quad 1 \leq t \leq m - n + 1.$$

We minimize the squared distance between the teacher policies $\pi_1'(\cdot|s_i)$ and the set of student policies $\pi_i^0(\cdot|s_i)$ of the sub-sequence

$$\sum_{i=2}^{n} \left(\pi_i^0(\cdot|s_t) - \pi_1'(\cdot|s_t)\right)^2.$$

Here, we use the squared distance, but any regression function can be used. Further note that $\theta$ is the parameter of the full policy vector $\pi_1^0$. For $\pi_i^0'$ the parameter is held fixed (denoted by $\theta'$). So PHR implicitly defines a semi-gradient update method. Note, that PHR uses the rewards only to train the teacher policy $\pi_1^0$ via the A2C loss, but not for learning $\pi_2^0, \ldots, \pi_n^0$. In the second stage, the reward is only used to determine the best teacher trajectories.

Finally, we have the PHR loss which is the expectation of Eq. 8 wrt. to all sub-sequences, i.e.,

$$J_{PHR}(\theta, \theta') = \mathbb{E}_D \left[\sum_{i=2}^{n} \left(\pi_i^0(\cdot|s_t) - \pi_1'(\cdot|s_t)\right)^2\right].$$
where \((s_1, \ldots, s_n)\) are the random variables that are averaged out. The gradient for the PHR loss with respect to the parameters \(\theta\) is:

\[
\nabla_\theta J_{\text{PHR}}(\theta, \theta') = \mathbb{E}_D \left[ \sum_{i=2}^{n} \nabla_\theta \pi_\theta^i (\cdot|s_t) \left( \pi_\theta^i (\cdot|s_t) - \pi_{\theta'}^i (\cdot|s_i) \right) \right].
\]

(10)

In other words, the policy vector \(\vec{\pi}_\theta\) should learn to perform the same set of actions \(a_2, \ldots, a_n\) just by looking at \(s_t\) as \(\pi_\theta^1\) would choose by looking at the full state sequence. Finally, this yields the following update rule,

\[
\nabla_\theta J(\theta) = \lambda \nabla_\theta J_{\text{PHR}}(\theta, \theta')
\]

(11)

where \(\lambda\) is a hyperparameter that adjusts the sensitivity of PHR and must be set depending on the chosen distance measure. Overall, during the two stage process we combine the A2C gradient from Eq. 5 with the PHR gradient which yields the full gradient for the parameter \(\theta\) of the policy vector \(\vec{\pi}_\theta\):

\[
\nabla_\theta J(\theta) = \nabla_\theta J_{\text{PG}}(\theta) + \lambda \nabla_\theta J_{\text{PHR}}(\theta, \theta')
\]

(12)

The complete learning procedure is summarized in Algorithm 1.

**Implementation Details**

(i) Depending on the environment regressing every sub-sequence from Eq. 9 may lead to bad performance. Therefore, we define a hyperparameter \(\alpha \in \mathbb{N}\) such that only every \(\alpha\)-th sub-sequence is used for regression. (ii) For \(L_{\text{CE}}\) we sample the index of the best actions from the teacher policies as in Eq. 3 and calculate the cross entropy loss between these actions and the student policies, i.e., \(a^* = \arg \max \pi_1 (\cdot|s_t)\) and \(L_{\text{CE}} = \log \pi_i (a^*|s_t)\).

### 4 Results

In the following experiments we investigate two contributions of PHR: (i) Is PHR able to increase inference speed in a meaningful way? (ii) Does the raw performance of the trained agent scale according to the inference speedup? For this purpose we test PHR agents with horizons \(n \in \{1, 4, 8, 16\}\) on two sets of environments, gym-minigrid and Pong from the ALE emulator [2]. To test (i) we measure the wall-clock time every agent needs to complete 100,000 steps. For (ii) we measure the amount of reward the agent can collect in one second.

#### 4.1 Experiments

The Python package gym-minigrid [3] is a collection of gridworld environments. We chose the environments depicted in Fig. 3 where the goal is to reach the green square. Only here the agent receives a reward making both environments very sparse. Changing direction and moving forward are two separate sets of actions. In addition, we chose the Pong-Deterministic-v4 environment from ALE [2]. The environment has 6 different actions to interact with the players paddle. A reward signal of 1 or \(-1\) is given depending on which player scores a point. The episode ends when one player reaches the score of 21.
Algorithm 1: Policy Horizon Regression Algorithm

Select horizon \( n \), hyperparameter \( \alpha \in \mathbb{N} \) and randomly initialize network with \( \pi_1^0 \) and policy vector \( \pi^0 = [\pi_1^0, \ldots, \pi_n^0]^T \).

Train A2C agent fully as teacher with the A2C gradient to update \( \pi_1^0 \)

\[ \nabla_\theta J_{\text{PG}}(\theta) = \nabla_\theta \log \pi_1^0(s_t, a_t) \, Q^\theta(s_t, a_t) \]

for episode = 1, \ldots, \( K \) do
  Sample experience \((s_1, \pi_1(\cdot|s_1), \ldots, s_m, \pi_1(\cdot|s_m))\) from teacher policy \( \pi_1^0 \)
  where reward \( r_{m-1} > 0 \)
  for \( t = 1, \ldots, m - n + 1 \) do
    if \( t \mod \alpha = 0 \) then
      Take out sub-sequence of \( n \) states \((s_t, \ldots, s_{t+n-1})\) from experience
      Calculate PHR gradient to update policy vector \( \pi^0 \)
      \[ \nabla_\theta J_{\text{PHR}}(\theta, \theta') = \sum_{i=2}^{n} \sum_{j=1}^{A} \nabla_\theta \pi_i^0(a_j|s_t) \left( \pi_i^0(a_j|s_t) - \pi_i^0'(a_j|s_{t+i-1}) \right) \]
      Update model with PHR gradient
      \[ \nabla_\theta J(\theta) = \lambda \nabla_\theta J_{\text{PHR}}(\theta, \theta') \]
    end
  end
end

MultiRoom. We adapted the MultiRoom environment to be the same as the environment in [18], also used by [16]. It is a 13 × 13 grid and has 4 crossings. This environment requires the agent to learn a long path from start to finish, thus we test how precisely PHR can map a set of actions to the policy vector.

Crossing. The SimpleCrossingS9N1 environments changes the position of the crossing after every episode with uniform probability to any position on the grid except the start and goal state. It is a 9 × 9 grid with 1 crossing. We test whether PHR is able to learn multiple paths in an environment that changes frequently.

Pong. Finally, we test PHR on a reactionary environment where the agent needs to react to an opponents actions. For this we use the Pong-Deterministic-v4 environment. We analyze whether PHR is able to learn where an agent must perform precisely timed actions and react to an opposing agents behavior.

4.2 Setup

To test PHR, we define agents that evaluate the environment every \( n \) steps. In other words, these agents perform \( n \) actions from a single state evaluation.
Fig. 3. Environments used in this work. First we test on a deterministic grid environment (left) MultiRoom with 4 rooms. The second environment (middle) Crossing is stochastic in the sense that the crossing changes position after every episode. Finally (right), we test on the Pong environment.

before evaluating the state again. For example: an agent that evaluates every state to generate a policy is denoted with $n = 1$. An agent that evaluates every fourth state to generate a policy is denoted with $n = 4$. Moreover, once an agent completes an episode it is allowed to evaluate the model, regardless of the current action in the policy vector. We test every environment for $n \in \{1, 4, 8, 16\}$ and perform 5 runs for every configuration. For the Crossing environment the seed for the randomization of the environment is different across all 5 runs.

**Performance metrics.** We define two performance metrics for our experiments. We measure wall-clock time and score per second between different horizons $n$ for PHR. With wall-clock time we measure the overall inference speedup provided by evaluating the policy vector instead of the complete model. The score per second measures the reward the agents can gather in one second. This allows us to measure whether the agents raw performance also scales with inference speedup. In this way we can visualize the trade-off between faster model evaluation and the agents quicker task completion due to the sequencing of actions.

**Baseline.** We define $n = 1$ as the baseline. This is the agent that evaluates the model at every step, i.e., regular model inference with A2C. Ideally, the PHR agents $n \in \{4, 8, 16\}$ should be more efficient to evaluate and complete the environments faster while maintaining or increasing raw performance.

4.3 Performance

Fig. 4 shows the wall-clock time of the different agents and their throughput in score per second for 100k steps of inference averaged over 5 runs. We generally see that PHR is able to provide at least double the inference speedup in all 3 environments, effectively only needing at least half the time to complete 100k steps, while scaling logarithmically through the different agents (lower part of Fig. 4). Moreover, as policy quality is maintained, the agent is able to increase its
Fig. 4. Score per second and total inference time (100k steps, 5 runs) for all 3 environments. The top 3 plots show the achieved score per second (higher is better), while the lower 3 plots show the time needed to complete 100k steps (lower is better). PHR is generally able to reduce the wall-clock time at least by half, thus doubling inference speed. Moreover, PHR is able to maintain policy quality thus achieving a higher throughput.

throughput by the same factor (upper part of Fig. 4). This means that not only is evaluating the policy vector more efficient, but predicting \( n \) actions for a single observation also effectively increases the throughput i.e the productivity of the agent. Due to the low tolerance of error in Crossing, cross entropy leads to vastly better performance as it maps actions directly compared to the distance measures. Pong on the other hand benefits from a softer regression as this produces less jittery behavior which is counterproductive in reactive settings.

4.4 Learned Path

We analyzed the paths that are actually learned by the agent. Fig. 5 shows the learned path of an agent evaluating \( n = 4 \), i.e., evaluating a state every 4 actions. We see that the agent is able to learn the most important decisions such as turning towards the crossing in actions 4, 8 and turning towards the goal in action 13. Moreover, these actions are determined from intermediate policies that have been learned by PHR.
5 Discussion

Limitations. A drawback to our method is that we require the tasks to be sequenceable and not highly stochastic. As the agent is committed to $n$ steps when it evaluates the policy vector, all stochastic behavior must be observable to the agent during the first stage of training the teacher policy. However, we show with the Crossing and Pong environments that PHR is well able to handle stochasticity and reactive settings. Thus, once the teacher policy is successfully learned, learning the policy vector is straightforward and remains performant.

Conclusion. Overall, we succeeded in training an agent to predict $n$ actions given only a single state. We showed on one hand that an optimal path can be learned with PHR in the minigrid environments. On the other hand we showed that PHR is well capable of being used in a reactive environment that is not sequenced as an optimal path in a grid, but as an optimal set of actions that have to be executed precisely. With PHR we drastically reduce the computational cost at inference time as it takes less time to evaluate the policy head with $n$ actions than to evaluate the model $n$ times. Furthermore, PHR sequences actions reliably such that it is able to complete the environments faster, providing an even greater inference speedup. This opens PHR up to easy implementation in real-world applications where limited computing resources are of concern.
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