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Sample Preparation and Morphology

2,4-bis[4-(N,N-diisobutyramino)-2,6-dihydroxyphenyl]squaraine (SQIB) was synthesized as described before. A 6 mg/mL solution of SQIB in chloroform (Sigma-Aldrich, stabilized with amylene) was spincoated onto (15 mm × 15 mm) float glass substrates (VWR objective slides) with the following settings (SÜSS MicroTec Delta+ 6RC): 1500 rpm (≈50 nm), ramping 5; 3000 rpm (≈50 nm), ramping 3 (≈40 nm); 4000 rpm, ramping 1 (≈30 nm). Approximate layer thicknesses are given in parentheses. This was followed by annealing on a pre-heated hotplate with surface temperature at 180 °C for 2 hours. Polarized microscopy images of the samples are shown in Figure S1. They reveal, that average domain size of the SQIB platelets increase with increasing spin-speed, which correlates with decreasing layer thickness.

Figure S1: Three samples (size 15 mm × 15 mm) with varying spincoating parameters and subsequent thermal annealing at 180 °C are scanned completely and the images are stitched together. The layer thicknesses of the samples are approximately 50 nm (a), 40 nm (b), and 30 nm (c). Image acquisition parameters: 50° angle of incidence (AOI), LED illumination at 532 nm, PCA-configuration for contrast optimization by eye: P (polarizer) at 60°, C (compensator) at 45°, A (analyzer) at 25°.

Atomic force microscopy images (JPK NanoWizard, intermittent contact mode, Tap300 BudgetSensors cantilever) reveal a certain roughness of the platelets, Figure S2. The wavy texture with a preferred orientation within platelet domains originates from the processing procedure, in particular depend on the crystallization seeds generated by annealing and the following crystallization process. The features become smaller (while domain size increases) with increasing layer thickness / spin-speed. Sample areas have been selected to include
dewetted defect areas, where the underlying glass substrate is visible, to validate the layer thickness deduced from spectroscopic ellipsometry scans. Surface roughness parameters excluding the defect areas are summarized in Table S1. Yet, the surface roughness is small against the probing wavelength and was not included in the ellipsometetric data fitting, see discussion below, Figure S6.

Figure S2: Atomic force microscopy (AFM) images of the three samples shown in Figure S1, (a) thickest sample and slowest spinning, (b) medium thick sample and medium spin speed, (c) thinnest sample and fastest spinning. The AFM images sizes are 40 µm × 40 µm with an height scale of 125 nm. Surface roughness parameters excluding the defect areas are summarized in Table S1. For image processing Gwyddion has been used.

Table S1: Roughness from AFM Images in Figure S2

| sample | thickness (nm) | $R_a$ (nm) | $R_q$ (nm) |
|--------|----------------|------------|------------|
| (a)    | 50 ± 5         | 19 ± 2     | 23 ± 2     |
| (b)    | 40 ± 5         | 14 ± 1     | 17 ± 1     |
| (c)    | 30 ± 4         | 10 ± 1     | 13 ± 1     |

*a*Average roughness $R_a$ and root mean squared roughness $R_q$ extracted from AFM images excluding the defect areas in Figure S2 using Gwyddion.
Figure S3: Polarized transmission (single linear polarizer) (a) and reflection (crossed polarizers) microscope images of a thin SQIB sample on glass, annealed at 180°C, sample (a) in Figures S1 and S2. The red circle marks the position where spectra have been recorded. Polarized absorbance spectra (single linear polarizer), (c) and (d), show the upper (UDC) and lower (LDC) Davydov components. UDC and LDC are polarized mutually perpendicular within the plane, i.e. azimuthal rotation of the linear polarizer from one peak maximum to the other is $\Delta = 90^\circ$ as indicated in (c). The plot in (d) displays both measured (thick solid lines) and calculated (thin lines with markers) polarized absorbance spectra to illustrate their good agreement. For the calculation the complex refractive index as shown in Figure S12 was used, assuming a SQIB layer thickness $d = 32$ nm, following the procedure as outlined in section Transfer Matrix Optical Calculations. Note that all single spectra cross in one point, the so called isosbestic point.
Imaging Mueller Matrix Ellipsometry

Imaging Mueller matrix ellipsometry was performed with a NanoFilm_EP4 system, Accurion GmbH, Göttingen at ambient conditions. It can be operated in principles of nulling and rotating compensator ellipsometry (RCE). The latter is required for recording the Mueller matrix. In addition, ellipsometric contrast imaging allows a visualization and observation of the sample at defined states of polarization of the probing and reflected light. A sketch of the experimental setup is shown in the main paper in Figure 2a. Further details about the setup and the operation principles of the imaging ellipsometer can also be found elsewhere. For the PCSA configuration the collimated beam of monochromatic light is elliptically polarized after passing through the linear polarizer (P) and the compensator (C), which is a rotating quarter waveplate. The elliptically polarized light reflects from (or transmits through) the sample (S) and is collected by a long working distance objective (Nikon, 10×, NA 0.21). After passing the analyzer (A), another linear polarizer, the light is imaged onto a CCD camera. That way, spatially resolution is gained instead of averaging over the light beam spot on the sample. Here, the lateral resolution is 2μm at a reference wavelength of 400 nm for the 10× objective (Nikon, NA 0.21) used for the measurements.

The applied imaging ellipsometer does not require any focusing of the probing beam to reach its spatial resolution. It actually uses almost collimated light as a probe (NA ≈ 0.018, spot diameter ≈ 1 mm), and the spatial resolution is purely generated by the microscope imaging in the instrument’s detection arm. Due to the low NA of the probing beam, the AOI spread of the ellipsometric measurement could be neglected upon the data analysis. Furthermore, the applied Nikon 10× microscope objective features minimal stress-induced birefringence. The maximum offsets of the measured Mueller matrix elements caused by the objective lens were about ±0.001 for all applied wavelengths. This is one order of magnitude below the typical deviation observed between the modelled and measured MM-SQIB-spectra and hence did not need to be taken into account upon the model fits.

To obtain the nulling conditions, the positions of P and C are changed that the reflected
Figure S4: A beam cutter can optionally be moved into part of the illuminating light beam to shade the reflections from the backside of transparent substrates. Since some part of the incoming light is fully blocked by the beam cutter the top part of the image on the CCD camera is black. The middle part is free from backside reflections (BSR), and the lower part is still distorted by backside reflections.

Light from the sample is linearly polarized and is extinguished by A so that a minimum signal is detected by the CCD camera. For samples with lateral structure, areas not matching the nulling conditions appear brighter on the detector. In nulling ellipsometry, the so-called nulling conditions are used to measure the ellipsometric parameters of a sample. Therefore, the positions of P and C are changed that the reflected light from the sample is linear polarized and is extinguished by a rotation of A to a crossed-polarizer condition. In such a way a minimum signal is detected by the CCD-camera. For samples with lateral structure, areas not matching the nulling conditions appear brighter on the detector. The nulling condition depends on thicknesses and refractive indices of the layers investigated. Lateral variations in one or more of these parameters hence may change the observed signal at the CCD camera. This explains the power of the ellipsometric contrast images. P, C, and A are rotatable and offer a high dimensional space of parameters in order to vary the contrast obtained at the CCD camera. It can be either used to visualize small deviations from the known setpoint (e.g., nulling conditions of a certain region) or to maximize the contrast in between certain regions. In the RCE mode, the compensator is rotated and the signal for each pixel is recorded. From the Fourier transform of the signal ellipsometric angles and Mueller matrix values can be evaluated.

The PCSA configuration with rotating compensator allows to record a partial spectroscopic
Figure S5: Rotational scans (Theta Scans) in reflection at AOI = 50° (circles) and AOI = 60° (squares) at single wavelengths 596 nm, 662 nm, and 710 nm for ROI 0 (see Figure 2b main paper) are shown. The markers indicate measured data points and the straight lines are fit results. The dots within the plots are measured data points in steps of 15° and the solid lines are fitted data. Y-axes: normalized Mueller matrix values. X-axes: azimuthal rotation angle in degrees.

Mueller matrix, the last row is missing. Since all elements are normalized to m11, where m11 is set to 1, eleven out of the sixteen elements are recorded. This incomplete Mueller matrix is sufficient for determining the dielectric function of samples with biaxial anisotropy as long as depolarization effects of the light beam are negligible. To avoid depolarization due to incoherent backside reflections from transparent substrates (here glass) knife edge illumination is used. For this a beam cutter is partly moved into the illuminating beam to cause partial shading of the reflections from the backside of the substrate, see Figure S4. Incoherent backside reflections cause blurring of the sample features or ghost images.

As first characterization step, azimuthal rotation scans (Theta Scans) at single wavelengths, here 596 nm (LED, bandwidth 14 nm), 662 nm (LED, bandwidth 22 nm), and 710 nm (mono-
chromated Xenon-lamp light, bandwidth 4 nm), have been performed. These scans are recorded in reflection at angles of incidence (AOIs) 50° and 60° in steps of 15° rotational angle. Figure S5 shows exemplarily measured (squares, circles) and fitted (solid lines) data for ROI 0. From such datasets for all ROIs the layer thickness \( d \), the in-plane \( \phi \) orientation of the crystallographic \( c \)-axis, and the tilt angle \( \theta \) of the crystallographic \( b \)-axis for the SQIB platelet sub-domains ROI 0 to 13 as indicated in Figure 2b main paper have been determined. The resulting values are summarized in Table 1 main paper. As a figure of merit, the fit returns the root mean square deviation of data points and the optical model: 

\[
\text{MSE}_{\text{unbiased}} = \frac{1}{N} \sum_{i=1}^{N} (\text{data}_i - \text{model}_i)^2.
\]

For simultaneous fitting of all ROIs: \( \text{MSE} = 0.0001 \).

The angles \( \phi, \theta \) and \( \psi \) refer to the Euler angles, which denote a rotation of the crystallographic axes with respect to the cartesian laboratory coordinate system \( x, y, z \).\(^9\) Combining the three rotation matrices gives the full transformation matrix \( A \) for the coordinate transformation:

\[
A = \begin{pmatrix}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

This transformation matrix is applied to the dielectric function tensor \( \tilde{\varepsilon} \), which is a second-rank tensor, to give a rotated dielectric tensor \( \tilde{\varepsilon}' \) as follows:

\[
\tilde{\varepsilon}' = A \tilde{\varepsilon} A^T
\]
The sample model featured a single, homogenous SQIB layer of unknown thickness, crystal-axis orientation and dielectric tensor elements. The refractive index of the glass substrate was predetermined from a separate reference measurement on an uncoated substrate. The modeling of the surface roughness was omitted to avoid an overly complex model and high correlation of the fit parameters. However, it remains an open question how to include the surface roughness in the optical model properly, as both the typical lateral scales and the amplitudes of the surface features observed in the AFM measurements, Figure S2, are beyond the limits of the effective medium approaches that are typically applied for optical roughness modeling. Interestingly, the simplified model with idealized interfaces yields a very good match to the experimental data. Still, the surface roughness might affect the resulting dielectric tensor elements and the layer thickness values obtained from the fit. Thus, the calculated variations of these quantities for the different examined ROIs might (in parts) be due to the variation of the surface roughness between the different domains.

The set of samples as shown in Figure S1 have been inspected to find a suitable and representative section for the ellipsometric analysis. Although the selection of the 14 ROIs is certainly not unique, it still is a consequence of the applied data analysis approach. First, the Theta Scans required the ROIs to form a circular arrangement close to the image center of rotation, for which obviously the center of the examined platelet was the preferred choice as it allowed for position tracking. If the ROIs had been placed too far off the rotation center, they would partly or completely move out of the field of view for certain sample azimuths upon the Theta Scan. Second, the sample area covered by each ROI needed to be small enough to justify the assumption of a homogeneous SQIB layer (no drift in c-axis orientation) upon modeling (used sizes 140\(\mu\)m\(^2\) to 270\(\mu\)m\(^2\)), but still needed to contain enough pixels to ensure a sufficiently high signal-to-noise ratio (used numbers 400-900 pixels). Finally, the ROIs needed to be placed apart from the domain edges by several microns,
Figure S6: These scatter plots illustrate the variability of the determined layer thickness $d$ for all 14 ROIs as marked in Figure 2b main paper and the associated value of real (Re($\tilde{\varepsilon}$), left column) and imaginary part (Im($\tilde{\varepsilon}$), right column) of the three dielectric tensor components $\alpha$ (blue circles), $\beta$ (yellow squares), and $\gamma$ (red triangles); upper row: 596 nm, middle row: 662 nm, lower row: 710 nm. The black markers indicate the results for simultaneous fitting of all ROIs. Y-axes: values of the dielectric tensor components. X-axes: layer thickness $d$ in nanometers.

As otherwise edge effects (diffraction, Airy fringes) might compromise the extracted spectra, a future step of the analysis may be to apply the sample model developed from the ROI-analysis to a pixel-by-pixel conversion of the measured hyper-spectral Mueller-Matrix micrographs. This might allow for a statistically meaningful analysis of the thickness, axis and refractive index distribution across the entire imaged platelet.

To visualize the variability of layer thickness $d$ and its parameter correlation to the values of the dielectric function’s tensor elements, they are plotted in Figure S6 as determined from the Theta Scans of all ROIs separately (colored markers) and simultaneously (black markers).
Figure S7: Spectroscopic Mueller matrix scans in normal incidence transmission of 13 sub-domains as indicated in Figure 2b main paper. The circles are measured data points (only every 7th data point is shown) and the solid lines are fitted data. Y-axes: normalized Mueller matrix values. X-axes: wavelength in nanometers.

In a second step spectroscopic Mueller matrix data have been recorded with a field of view (FoV) and spatial resolution of (width × height) 785 µm × 1050 µm = 527 × 705 pixels for transmission, and 419 µm × 486 µm = 698 × 811 pixels for reflection under AOI 50°. Each pixel contains information on spatial x-y-position, wavelength and the associated eleven measured Mueller matrix elements. The recordings cover a wavelength range from 450 nm to 900 nm in steps of 2.5 nm for normal incidence transmission, Figure S7, and reflection Mueller matrix measurements, Figure S8. Reflection scans were performed under AOIs of 50° and 60° with the Theta Stage positioned at 0° and 90°.

Interestingly, there appears a significant but poorly fitted signal in the $m_{14}$ element (upper right corner) of the normal incidence transmission scans, Figure S7. These signals are no measurement artifacts and also do not originate from circular dichroism. Instead, they are rather caused by interactions of linear anisotropies due to the polycrystalline nature of the sample and heterogeneity along the light propagation direction.
Figure S8: Spectroscopic Mueller matrix scans in reflection AOI 60° of 13 sub-domains as indicated in Figure 2b main paper, (a) Theta Stage at 0° and (b) Theta Stage at 90°. The circles are measured data points (only every 7th data point is shown) and the solid lines are fitted data. Y-axes: normalized Mueller matrix values. X-axes: wavelength in nanometers.
To further visualize the complexity of the acquired data spatial images with microscopic resolution of all 11 Mueller matrix elements at 600 nm wavelength position of the SQIB platelet of choice are displayed in Figure S9 (a) for a transmission and (b) a reflection scan (AOI 50°) and Theta Stage at 0°. Transmission images are cropped to show approximately the same area compared to reflection images. Transmission image sizes (width × height) 387 µm × 544 µm = 260 × 365 pixels. Reflection measurement image sizes (width × height) 419 µm × 487 µm = 698 × 811 pixels.
Figure S9: Spatial mapping images of all 11 normalized Mueller matrix elements at 600 nm. (a) Transmission and (b) reflection measurement.
## Data

### Alpha

| ROI 0 | ROI 1 | ROI 2 | ROI 3 | ROI 4 | ROI 5 | ROI 6 | ROI 7 | ROI 8 | ROI 9 | ROI 10 | ROI 11 | ROI 12 | ROI 13 | AllData |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|---------|
| 4.56556 | 3.78214 | 0.71575 | 0.70876 | 0.76168 | 0.77066 | 0.64810 | 0.52429 | 0.62970 | 0.66665 | 0.69191 | 0.71205 | 0.70457 | 0.72151 |

### Beta

| ROI 0 | ROI 1 | ROI 2 | ROI 3 | ROI 4 | ROI 5 | ROI 6 | ROI 7 | ROI 8 | ROI 9 | ROI 10 | ROI 11 | ROI 12 | ROI 13 | AllData |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|---------|
| 5.21548 | 3.25072 | 0.21628 | 0.25702 | 0.29016 | 0.29929 | 0.25749 | 0.29016 | 0.29929 | 0.25749 | 0.29016 | 0.29929 | 0.25749 |

## Error

### Alpha

| ROI 0 | ROI 1 | ROI 2 | ROI 3 | ROI 4 | ROI 5 | ROI 6 | ROI 7 | ROI 8 | ROI 9 | ROI 10 | ROI 11 | ROI 12 | ROI 13 | AllData |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|---------|
| 0.00137 | 0.00057 | 0.00018 | 0.00091 | 0.00129 | 0.00165 | 0.00201 | 0.00237 | 0.00273 | 0.00309 | 0.00345 | 0.00381 | 0.00417 |

### Beta

| ROI 0 | ROI 1 | ROI 2 | ROI 3 | ROI 4 | ROI 5 | ROI 6 | ROI 7 | ROI 8 | ROI 9 | ROI 10 | ROI 11 | ROI 12 | ROI 13 | AllData |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|--------|--------|--------|--------|---------|
| 0.00045 | 0.00092 | 0.00139 | 0.00186 | 0.00233 | 0.00280 | 0.00327 | 0.00374 | 0.00421 | 0.00468 | 0.00515 | 0.00562 | 0.00609 |

---

### Figure S10: Upper panel: Fit parameter values for individual and combined fitting of all ROIs. Lower panel: Errors for the fit parameter values listed above. The errors refer to the numerical fitting by the Levenberg-Marquardt routine and do not consider, e.g., the bandwidth of the monochromator, which limits the experimental energy resolution to 0.01 eV-0.03 eV for the applied spectral range. Abbreviations: L = Lorentz oscillator. TL = Tauc-Lorentz Oscillator. EC = center energy in eV. A = amplitude. \( \tau \) = broadening in eV. Eg = energy gap in eV.
As a first step of the determination of the spectroscopic SQIB dielectric tensor elements from the Mueller matrix data, cubic-spline functions were employed to obtain a best match of the single-layer model to the experimental data without enforcing Kramers-Kronig consistency. The latter means that $\varepsilon_1$ and $\varepsilon_2$ were fitted independently for each of the three tensor elements. Supporting points, however, were equidistant and the same for the corresponding sets of $\varepsilon_1$ and $\varepsilon_2$. The layer thickness $d$, tilt angle $\theta$ and the $\phi$ orientation were used as determined from the Theta Scans for the following fitting procedure of the spectroscopic Mueller matrix data. However, a $\phi$-offset was allowed for the transmission data to account for a different sample adjusting. Reflection and transmission data were fitted simultaneously but individually for each ROI. Then, to obtain Kramers-Kronig consistency of the dielectric tensor components, the fit was parameterized with sets of Lorentz and Tauc-Lorentz oscillators as listed in Figure S10.

The parameterization was conducted with a self-programmed routine in Python using the NumPy\textsuperscript{12} and SciPy\textsuperscript{13} packages. The routine was programmed to interact with the software EP4 Model from Accurion to calculate the Mueller matrix values from a given set of layer parameters (thickness of SQIB layer, dielectric tensors of SQIB, air and glass, Euler angles of SQIB layer). The Python routine was programmed to process in a 2-fold manner with an intermediate step. For all steps the experimental spectral data of all 14 ROIs are used (transmission and reflection Mueller matrix values). Thickness and Euler angles are taken from the Theta Scan fit. In this 2-fold manner approach each routine is done first for each ROI separately, and finally for all ROIs simultaneously.

At first, a spline fitting routine was programmed. Therefore, the spectral dielectric tensor of the SQIB is described by a cubic-spline evaluation of supporting points. It shall be noted, that for the $\alpha$, $\beta$ and $\gamma$ axes a separate spline evaluation is undertaken. The 40 supporting points (nodes) are placed equidistantly in the wavelength domain from 450 nm to 900 nm. Equidistantly spaced wavelength nodes were chosen to have sufficient nodes for the description of the observed peaks in the dielectric tensor. The fit is done using the 'TRF'
option of the SciPy Curve_fit function. The comparison of the modeled and experimental data is done in the Python environment, however the calculation of the modeled Mueller matrix values is done via EP4_Model. During each iteration of the fit the spline functions are evaluated and changed by the fitting algorithm in order to obtain the best fitting of experimental and modeled Mueller matrix values. The routine is used to implement the spline fitting, automation and simultaneous fitting of transmission and reflection Mueller matrix values, that is not usable from the user interface of the EP4_Model. This way, a spline description of the dielectric tensor is obtained. The agreement of experimental and modeled values is good, but has no direct physical meaning and utilizes more than 240 (40 nodes for n and k and each axes) fit parameters during a single fitting run.

To minimize the number of fit parameters a parametric modeling is introduced. Lorentz and Tauc-Lorentz functions are implemented and used to describe the dielectric function of each axis of the SQIB layer. It allows to calculate the dielectric response of a set of Lorentz and Tauc-Lorentz terms. In the intermediate step the Curve_fit function is used to find optimal start parameters for the Lorentz and Tauc-Lorentz terms by fitting the parametric functions to the result of the spline approach for each axis. For the final fitting via Python the parametric approach, instead of the spline approach, is used to calculate the dielectric tensor during the fitting. The results denote values for center energies, widths and strengths of the oscillators. For Tauc-Lorentz terms the band gap is an additional parameter obtained. The final results can be seen in Figure S10. The intermediate results are not shown here.

This 2-fold approach by first evaluating the dielectric tensor via a spline interpolation to have starting point for the parametric approach in combination with the simultaneous fitting of transmission and reflection Mueller matrix data obtained at different AOIs and Theta angles, helped to de-correlate dependencies in thickness and dielectric tensor.

The uncertainty values of the fit results (“error” table in Figure S10) were obtained from the fit-parameter covariance matrix that is provided by the Levenberg-Marquardt (LM) fit routine. It should be noted that these values are estimates based on the assumption that only

S17
the dependent variables (i.e. the measured MM data) are subject to a measurement uncertainty (standard deviation). In contrast, the LM routine does not consider the uncertainty values of the independent measurement parameters, most notably the probing wavelength and the AOI. Hence, the uncertainty values provided in S10 do not consider e.g. the intrinsic bandwidth of the monochromator (about 0.01 eV-0.03 eV for the applied spectral range). Thus, the LM-estimated uncertainty values of e.g. an oscillator resonance energy may be much smaller (about $10^{-4}$ eV) than the monochromator’s resolution. The total precision or uncertainty of the measurement of any resonance energy, of course, cannot be better than the energy resolution of the applied instrumentation.
Figure S11: All tensor components of the dielectric function for independent fitting of all 14 ROIs. Reflection and transmission data for each ROI are fitted simultaneously. Dashed cyan lines are the result for combined fitting as shown in the main text in Figure 3. (a) Real part and (b) imaginary part.

The final best fit result for jointly fitting of all ROIs for the dielectric tensor is displayed in Figure S11 together with the individual fits for each ROI. In Figure S12 the data are shown in the representation as complex refractive index $N$, real refractive index $n$ in (a) and extinction coefficient $k$ in (b). Here, the vibronic progression as typical for the UDC$^{14}$ is clearly visible as a shoulder in the extinction coefficient, blue curve Figure S12 (b).

The peak position of the measured / calculated absorbance spectra, Figure S12 (c) and Figure 3(c) main paper, are at 645 nm (1.922 eV) for UDC and 740 nm (1.676 eV) for LDC resulting in a Davydov splitting energy of 246 meV. Remember that these values are for the projected UDC and LDC onto the (1 1 0) crystal face.
Figure S12: Complex refractive index of the SQIB tensor components (a) refractive index $n$ and (b) extinction coefficient $k$. From these the polarized absorbance for a single SQIB domain with $d = 50 \text{nm}$ and (1 1 0) orientation is calculated via a Transfer Matrix approach and shown as contour plot in (c). These are the same calculated data as in the main manuscript in Figure 3c. For polarizer position at $0^\circ$ the polarization is parallel to the crystallographic $c$-axis (UDC, tensor component $\alpha$), and for polarizer position $90^\circ$ the polarization is parallel to the projection of the crystallographic $a$- and $b$-axes. In (d) measured (circles) and calculated (solid lines) polarized absorbance spectra with a second linear polarizer parallel to the first one used as analyzer ($^\text{pp}$-transmission) in the beam path, i.e. $-\log T_{pp}$. Note that in this case no isosbestic point (single crossing point of all spectra) is visible.
Transfer Matrix Optical Calculations

Polarized absorbance spectra can be calculated via a Transfer Matrix approach. For this, $N_\alpha$ (c-axis, UDC) was used together with an effective refractive index $N_{\text{eff}}$ for the projected $a$- and $b$-axes to account for the (110) alignment of the SQIB platelet. The effective refractive index $N_{\text{eff}}$ is calculated as follows:15

$$
N_{\text{eff}} = \frac{N_\beta \cdot N_\gamma}{\sqrt{\sin^2 \theta \cdot N_\beta^2 + \cos^2 \theta \cdot N_\gamma^2}}
$$

(S3)

with $\theta=50^\circ$ to account for the tilt angle of the $b$-axis. $N_\alpha$ and $N_{\text{eff}}$ are mutually perpendicular within the (110) plane. The incoming light is linear polarized and chosen to be parallel for the starting angle $0^\circ$ to the c-axis ($N_\alpha$, UDC). Upon azimuthal rotation by 90° the polarization is then parallel to the projected $a$- and $b$-axis ($N_{\text{eff}}$). As transparent substrate a thick, incoherent layer with a refractive index determined earlier for the float glass substrate is implemented via absolute squares of Fresnel coefficients to simulate the 1mm thick glass substrate.16

Calculated polarized absorbance spectra can be seen in Figures S12 (c) and (d).

Note that in our previous studies3,17 the assignment of UDC and LDC to the crystallographic axes was interchanged due to the ambivalence in interpreting simple polarized absorbance spectra under normal incidence. The unique assignment of dielectric tensor components to the crystallographic axes was only possible by imaging Mueller matrix ellipsometry.
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