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Abstract
We consider an advection-diffusion equation that is advection-dominated and posed on a perforated domain. On the boundary of the perforations, we set either homogeneous Dirichlet or homogeneous Neumann conditions. The purpose of this work is to investigate the behavior of several variants of Multiscale Finite Element type methods, all of them based upon local functions satisfying weak continuity conditions in the Crouzeix-Raviart sense on the boundary of mesh elements. In the spirit of our previous works [23, 24] introducing such multiscale basis functions, and of [26] assessing their interest for advection-diffusion problems, we present, study and compare various options in terms of choice of basis elements, adjunction of bubble functions and stabilized formulations.

1 Introduction
We consider a regular bounded open set $\Omega \subset \mathbb{R}^d$, in dimension $d \geq 2$, and its subset $\Omega^\varepsilon \subseteq \Omega$, a domain perforated by holes of presumably small size $\varepsilon > 0$. We denote by $B^\varepsilon = \Omega \setminus \overline{\Omega^\varepsilon}$ the set of perforations (see Figure 1 below). Although this is by no means a limitation of our computational approaches, $B^\varepsilon$ will often be, in the sequel, and in particular for our theoretical results, a periodic array of perforations, each of them of diameter of order $\varepsilon$ and separated by a distance also of order $\varepsilon$. On the perforated domain $\Omega^\varepsilon$, we consider the advection-diffusion equation

$$-\alpha \Delta u^\varepsilon + \hat{b}^\varepsilon \cdot \nabla u^\varepsilon = f \quad \text{in } \Omega^\varepsilon,$$

where $\alpha > 0$, for a right-hand side $f \in L^2(\Omega)$ and for an advection field $\hat{b}^\varepsilon$ on which we make a variety of assumptions. On the outer boundary $\partial \Omega$, we impose homogeneous Dirichlet boundary conditions. On the other hand, the equation is supplied either with homogeneous Dirichlet or homogeneous Neumann boundary conditions on the boundary of the perforations. More precisely, we concurrently consider the two problems

$$\begin{cases}
-\alpha \Delta u^\varepsilon + \hat{b}^\varepsilon \cdot \nabla u^\varepsilon = f & \text{in } \Omega^\varepsilon, \\
\quad u^\varepsilon = 0 & \text{on } \partial \Omega^\varepsilon.
\end{cases}$$

(1)
and

\[
\begin{aligned}
-\alpha \Delta u^\varepsilon + \nabla \cdot \vec{b}^\varepsilon & = f & \text{in } \Omega^\varepsilon, \\
\alpha \nabla u^\varepsilon \cdot n & = 0 & \text{on } \partial \Omega \setminus \partial \Omega^\varepsilon, \\
u^\varepsilon & = 0 & \text{on } \partial \Omega^\varepsilon \cap \partial \Omega.
\end{aligned}
\] (2)

Figure 1: The domain \(\Omega\) contains perforations \(B_\varepsilon\), some of which may intersect \(\partial \Omega\). The perforated domain is \(\Omega_\varepsilon = \Omega \setminus \overline{B_\varepsilon}\). The boundary of \(\Omega_\varepsilon\) is the union of \(\partial B_\varepsilon \cap \Omega_\varepsilon\) (the part of the boundary of the perforations that is included in \(\Omega_\varepsilon\)) and of \(\partial \Omega \cap \Omega_\varepsilon\).

We study a regime where advection dominates diffusion. In the absence of perforations, it is well-known that numerical instabilities arise for classical Finite Element methods [32], and stabilization methods are in order. The case of perforated domains deserves a specific attention, since the perforations are presumed many, and asymptotically infinitely many. It will be seen, and this is not unexpected, that the choice of the boundary conditions on the perforations drastically affects the nature of the flow, and therefore the conclusions regarding which numerical approach performs satisfactorily or not. In short, homogeneous Dirichlet boundary conditions on the perforations damp the effect of advection, making the flow more stable than it would be in the absence of perforations, while this is not the case for homogeneous Neumann boundary conditions. This intuitive fact, which we will investigate thoroughly at the numerical level, is particularly well exemplified, at the theoretical level, by the comparison of the respective homogenization limits of the problems (1) and (2) when \(\varepsilon\) vanishes. If \(\tilde{b}^\varepsilon = b \left( \frac{\cdot}{\varepsilon} \right)\) is an oscillatory advection field with \(b\) periodic, then the solution \(u^\varepsilon\) to (1) converges to zero as \(\varepsilon^2\). Once renormalized by a factor \(\varepsilon^{-2}\), \(u^\varepsilon\) converges, in the limit \(\varepsilon \to 0\), to the nontrivial solution of a problem where the advection field \(b\) has disappeared. We recall below the classical statement, Theorem 6, that formalizes this result. To reinstate advection in the (rescaled) homogenization limit, which in the numerical practice formally means keeping advection dominant in (1) for \(\varepsilon\) small, we therefore consider \(\tilde{b}^\varepsilon = \frac{1}{\varepsilon} b \left( \frac{\cdot}{\varepsilon} \right)\) (see the theoretical result stated in Theorem 4) and then the problem is of practical interest. In sharp contrast, for the Neumann problem (2) and the advection field \(\tilde{b}^\varepsilon = b \left( \frac{\cdot}{\varepsilon} \right)\), not only the solution \(u^\varepsilon\) stays of order 1, instead of \(\varepsilon^2\), but it converges, in a suitable sense, to the solution of an homogenized equation that does contain advection, as shown by the classical result we recall below in Theorems 8 and 9.
The numerical approaches we consider are variants of the Multiscale Finite Element method (MsFEM). We recall that MsFEM (see e.g. [16]) encodes the multiscale character of the problem to be solved in the finite element basis functions by defining the latter as the solutions of independent local problems involving a differential operator identical, or close to that of the original equation. The finite element basis functions are defined independently of the source term and therefore are precomputed. A Galerkin approximation on the resulting approximation space is then performed. The choice of the boundary conditions imposed on the local problems is a critical issue. In [23], the first two authors of the present article have introduced Crouzeix-Raviart type boundary conditions for the local problems, in the case of the prototypical diffusion problem \(-\text{div}(a_\varepsilon \nabla u^\varepsilon) = f\), for an highly oscillatory coefficient \(a_\varepsilon = a(\cdot/\varepsilon)\). The approach has next been enriched with bubble functions to address the case of the same diffusion equation posed in a perforated domain, see [24]. The main advantage of this particular choice of Crouzeix-Raviart type boundary conditions has been shown there to be the robustness of the approach with respect to the location of the perforations. The approximation remains accurate, irrespective of the fact that the boundaries of the mesh elements intersect or not the perforations, a sensitive issue for other types of boundary conditions. We also refer to [29, 22] for a similar study for the Stokes equation. The next step, performed in [26], has been to consider the advection diffusion equation \(-\text{div}(a_\varepsilon \nabla u^\varepsilon) + \hat{b}^\varepsilon \cdot \nabla u^\varepsilon = f\) instead of a pure diffusion equation, and to assume that the advection dominates diffusion to make the case strikingly different from pure diffusion and more interesting practically. A question of specific interest is whether or not the advection term must be introduced in the equation defining the local basis functions, and whether or not this brings more stability to the approach. Two of our main conclusions in [26] were (i) that the multiscale character of the problem is actually reduced when advection considerably dominates diffusion and (ii) that, when the multiscale character is still important, a stabilized version of the MsFEM using basis functions defined by the diffusion operator only is one of the most effective and accurate approaches. The present work elaborates on all those previous works for advection-dominated advection diffusion equations in perforated domains.

Our article is articulated as follows. We make precise the various numerical approaches we consider in Section 2. Some elements of theoretical analysis for the problems (1) and (2) (assuming the perforations are periodic) are provided in Section 3. In particular, we identify the homogenized limits for these two equations. We also state some rates of convergence towards the homogenized limit in the case of (1). The detailed proofs of our theoretical results are postponed until Appendix A. Our numerical tests, and our conclusions, are presented in Section 4. We explore there periodic test-cases (in Sections 4.1 and 4.2) as well as a non-periodic test-case (in Section 4.3). In short, these conclusions are the following:

- for both problems (1) and (2), the method using a basis of functions built upon the full advection-diffusion operator enriched with bubble functions built likewise is the best possible approach whatsoever, and it does not require any additional stabilization, even in the case of problem (2) for which instabilities may arise for very large advection fields.
• if one does not wish to include the transport field in the definition of the basis functions, because this might be a difficulty either from the implementation viewpoint or in the context of varying advection fields, then

– for problem \( \Pi \) (i.e. with homogeneous Dirichlet boundary conditions on the perforations, where the flow and the numerical solutions are both stable, even for considerably large advection fields), a possibility is to use an approach enriched with bubble functions, with all basis functions built upon the sole diffusion operator, and without any stabilization. However, this latter approach is not robust in the limit of large Péclet numbers (i.e. small values of \( \alpha \) in (1)) or small values of \( \varepsilon \).

– for problem (2) (i.e. with homogeneous Neumann boundary conditions on the perforations, where instabilities due to the dominating advection arise), the best to do is to use a stabilized formulation with basis functions built with the sole diffusive part of the operator, with no enrichment by bubble functions. All other approaches are significantly less efficient.

These conclusions will be substantiated and commented upon in the sequel.

2 Presentation of our numerical approaches

We introduce in this section the different variants of the MsFEM we will consider. All the variants use the Crouzeix-Raviart boundary conditions (that we have introduced in the previous works of ours \[23,24\]) on the boundary of mesh elements for the definition of the basis functions, including bubble functions. However, for the sake of comparison, we incidentally compare these approaches with approaches using other (e.g. linear) boundary conditions.

We will consider MsFEM approaches with Crouzeix-Raviart type conditions that

• use basis functions defined with the full advection-diffusion operator (we abbreviate this into \( \text{Adv-MsFEM} \)), or only the diffusive part of that operator (we abbreviate this into \( \text{MsFEM} \), and sometimes \( \text{standard MsFEM} \) to avoid any ambiguity);

• possibly enrich the approximation space spanned by these functions by adding bubble functions, the latter being either defined with the full advection-diffusion operator, or only the diffusive part of that operator;

• possibly have stabilized variational formulations, with various options for the stabilization terms.

We have considered in our investigations all combinations of the above options, but we will only report here on the most useful ones.

Our approaches share the following setting.

First of all, at the continuous level, we note that, extending by zero inside the perforations \( B^\varepsilon \) a function in \( H^1_0(\Omega^\varepsilon) \), we can see this function as a function
in $H^1_0(\Omega)$. In the case of Problem \((\ref{problem2})\), the choice of an extension in $H^1_0(\Omega)$ is more delicate. One example of such an extension procedure can be found in [13, p. 603].

For the discretization, we consider a uniform regular mesh $\mathcal{T}_H$ of $\Omega$, with mesh size $H$. This mesh size is presumably much larger than what would be in order for a classical FEM applied to a problem with small scale $\varepsilon$. Some actual range of values will be made precise below. We denote by $H^1_0(\Omega)$ and $H^1_{\text{ext}}(\Omega)$, respectively, the set of inner and outer edges/faces of the mesh $\mathcal{T}_H$ ($H^1_{\text{ext}}(\Omega)$ is the set of edges lying in $\partial\Omega$).

For the study of Problem \((\ref{problem1})\), we define the following infinite-dimensional functional spaces:

$$
W_H = \left\{ u \in L^2(\Omega) \text{ such that } u|_K \in H^1(K) \text{ for all } K \in \mathcal{T}_H, \quad \int_E [[u]] = 0 \text{ for all } E \in E^H, \quad u = 0 \text{ in } \mathcal{B}^\varepsilon \cup \partial\Omega \right\},
$$

$$
W_H^0 = \left\{ u \in W_H \text{ such that } \int_E u = 0 \text{ for all } E \in \mathcal{E}^H \right\},
$$

and

$$
W_H^0_{\text{bubble}} = \left\{ u \in W_H \text{ such that } \int_E u = 0 \text{ for all } E \in \mathcal{E}^H \right\} \quad \text{and} \quad \int_K u = 0 \text{ for all } K \in \mathcal{T}_H.
$$

In the case of Neumann boundary conditions, we introduce the same functional spaces $W_H$, $W_H^0$ and $W_H^0_{\text{bubble}}$ as above, except that in their definitions, $K$ and $E$ are respectively everywhere replaced by $K \cap \Omega^\varepsilon$ and $E \cap \Omega^\varepsilon$, while the homogeneous Dirichlet boundary condition is set only on the portion $\partial\Omega^\varepsilon \cap \partial\Omega$ of the outer boundary.

The variational formulation of the Dirichlet problem \((\ref{problem1})\) reads as follows: find $u^\varepsilon \in H^1_0(\Omega^\varepsilon)$ such that, for any $v \in H^1_0(\Omega^\varepsilon)$,

$$
a(u^\varepsilon, v) = F(v)
$$

with

$$
a(u, v) = \int_{\Omega^\varepsilon} \alpha \nabla u \cdot \nabla v + \left( \vec{b}^\varepsilon \cdot \nabla u \right) v \quad \text{and} \quad F(v) = \int_{\Omega^\varepsilon} f v.
$$

Since $u^\varepsilon$ vanishes on $\partial\Omega^\varepsilon$, we can also consider the bilinear form

$$
c(u, v) = \int_{\Omega^\varepsilon} \alpha \nabla u \cdot \nabla v + \frac{1}{2} \left( \vec{b}^\varepsilon \cdot \nabla u \right) v - \frac{1}{2} \text{div} \left( \vec{b}^\varepsilon \right) u
$$

$$
= \int_{\Omega^\varepsilon} \alpha \nabla u \cdot \nabla v + \frac{1}{2} \left( \vec{b}^\varepsilon \cdot \nabla u \right) v - \frac{1}{2} \left( \vec{b}^\varepsilon \cdot \nabla v \right) u - \frac{1}{2} u \text{div} \vec{b}^\varepsilon,
$$

with a skew-symmetric formulation of the advection-term. For any $u$ and $v$ in $H^1_0(\Omega^\varepsilon)$, we have $a(u, v) = c(u, v)$. The variational formulation of \((\ref{problem1})\) can thus be equivalently written: find $u^\varepsilon \in H^1_0(\Omega^\varepsilon)$ such that, for any $v \in H^1_0(\Omega^\varepsilon)$,

$$
c(u^\varepsilon, v) = F(v).
$$

The finite dimensional approximation spaces (that we introduce below) are not included in $H^1_0(\Omega^\varepsilon)$, since Crouzeix-Raviart boundary conditions allow for
discontinuous functions. Our approximations of (1) are therefore not conformal approximations. For the discrete variational formulations, we therefore introduce the following three bilinear forms:

\[ a_H(u, v) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^\varepsilon} \alpha \nabla u \cdot \nabla v + \left( \hat{b}^\varepsilon \cdot \nabla u \right) v, \quad (7) \]

\[ a_{\text{diff},H}(u, v) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^\varepsilon} \alpha \nabla u \cdot \nabla v, \quad (8) \]

and

\[ c_H(u, v) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^\varepsilon} \alpha \nabla u \cdot \nabla v + \frac{1}{2} \left( \hat{b}^\varepsilon \cdot \nabla u \right) v - \frac{1}{2} \left( \hat{b}^\varepsilon \cdot \nabla v \right) u - \frac{1}{2} u v \text{div} \hat{b}^\varepsilon, \quad (9) \]

which all involve broken integrals.

We easily observe that, on the broken space \( V^\varepsilon = \{ v \in L^2(\Omega^\varepsilon), \ v \in H^1(K \cap \Omega^\varepsilon) \text{ for any } K \in \mathcal{T}_H, \ v = 0 \text{ on } \partial\Omega^\varepsilon \} \), and under the (classical) assumption \( \text{div} \hat{b}^\varepsilon \leq 0 \), we have

\[ c_H(v, v) \geq \alpha \sum_{K \in \mathcal{T}_H} |\nabla v|^2_{L^2(K \cap \Omega^\varepsilon)}. \quad (10) \]

Under mild additional constraints on the broken space (such as weak continuity of functions across element edges), we will obtain that \( c_H \) is coercive. This is not the case for the bilinear form \( a_H \). For this reason, we will favor the bilinear form \( c_H \) over \( a_H \) when considering the problem (1) (in that vein, see Remark 2 below).

We next turn to the Neumann problem (2), the variational formulation of which reads as follows: find \( u^\varepsilon \in V^\varepsilon \) such that, for any \( v \in V^\varepsilon \),

\[ a(u^\varepsilon, v) = F(v) \]

with \( a \) and \( F \) defined by (6) and

\[ V^\varepsilon = \{ u \in H^1(\Omega^\varepsilon) \text{ such that } u = 0 \text{ on } \partial\Omega^\varepsilon \cap \partial\Omega \} . \quad (11) \]

For this problem, there is no reason to consider the bilinear form \( c \), as in general \( a(u, v) \neq c(u, v) \) for \( u \) and \( v \) in \( V^\varepsilon \). Only the bilinear forms \( a_H(u, v) \) and \( a_{\text{diff},H}(u, v) \) will be considered in that case.

The finite dimensional approximation spaces we use (and which are in the sequel generically denoted by \( V_H \) with various additional subscripts or superscripts) are spanned by functions \( \Phi^{\varepsilon,E} \) associated to the inner edges/faces \( E \in \mathcal{E}_H^m \) and bubble functions \( \Psi^{\varepsilon,K} \) associated to each mesh element \( K \in \mathcal{T}_H \). For the notation of these functions, we again use additional subscripts that depend on the specific situation considered. The reader should bear in mind that, in practice, only numerical approximations (on a fine mesh) of the functions \( \Phi^{\varepsilon,E} \) and \( \Psi^{\varepsilon,K} \) can be manipulated.
2.1 MsFEM approaches using only the diffusion operator, and their stabilized version

We successively consider the Dirichlet problem (1) (with the functional spaces \( W_H, W_H^0 \) and \( W_{H,bubble}^0 \), bubble defined by (3), (4) and (5)) and the Neumann problem (2) (with the corresponding functional spaces \( W_H, W_H^0 \) and \( W_{H,bubble}^0 \)).

2.1.1 Dirichlet problem (1)

Variational formulations. The variational formulation of the standard MsFEM approach with Crouzeix-Raviart type boundary conditions reads as

\[
\text{Find } u_H \in V_H \text{ such that, for any } v_H \in V_H, \quad c_H(u_H, v_H) = F(v_H), \tag{12}
\]

with \( c_H \) defined in (9) and the finite dimensional approximation space \( V_H \subset W_H \) given by

\[
V_H = \{ u \in W_H \text{ such that } a_{\text{diff},H}(u, v) = 0 \text{ for any } v \in W_H^0 \}. \tag{13}
\]

The variational formulation for the variant using bubble functions is

\[
\text{Find } u_H \in V_{H,bubble} \text{ such that, for any } v_H \in V_{H,bubble}, \quad c_H(u_H, v_H) = F(v_H), \tag{14}
\]

where the finite dimensional approximation space \( V_{H,bubble} \subset W_H \) is

\[
V_{H,bubble} = \{ u \in W_H \text{ such that } a_{\text{diff},H}(u, v) = 0 \text{ for any } v \in W_{H,bubble}^0 \}. \tag{15}
\]

The stabilized version of (14) (or, \textit{mutatis mutandis}, of (12)) that we use reads as

\[
\begin{align*}
\text{Find } u_H & \in V_{H,bubble} \text{ such that, for any } v_H \in V_{H,bubble}, \\
& c_H(u_H, v_H) + a_{\text{stab}}(u_H, v_H) = F(v_H) + F_{\text{stab}}(v_H),
\end{align*} \tag{16}
\]

where the stabilization terms are defined by

\[
\begin{align*}
a_{\text{stab}}(u_H, v_H) &= \sum_{K \in T_H} \left( \tau_K \left( -\alpha \Delta u_H + \hat{b}^\varepsilon \cdot \nabla u_H, \hat{b}^\varepsilon \cdot \nabla v_H \right) \right)_{L^2(K \cap \Omega^e)} , \\
F_{\text{stab}}(v_H) &= \sum_{K \in T_H} \left( \tau_K f, \hat{b}^\varepsilon \cdot \nabla v_H \right)_{L^2(K \cap \Omega^e)},
\end{align*} \tag{17}
\]

with \( \tau_K(x) = \frac{H}{2|\hat{b}^\varepsilon(x)|} \left[ \coth \left( \frac{\hat{b}^\varepsilon(x)}{2\alpha} \right) \frac{H}{2\alpha} - \frac{2\alpha}{\hat{b}^\varepsilon(x)} \frac{1}{H} \right] \). In the case when \( \text{div} \hat{b}^\varepsilon = 0 \), the skew-symmetric part of the operator \( \mathcal{L} v = -\alpha \Delta v + \hat{b}^\varepsilon \cdot \nabla v \) is \( \mathcal{L}_{\text{as}} v = \hat{b}^\varepsilon \cdot \nabla v \) and thus (17) corresponds to a SUPG stabilization.

Description of the basis functions. We now make precise the definition of the basis functions (the well-posedness of the problems (18) and (19) below is
established in [24]). For any $E \in \mathcal{E}^\text{in}$, we introduce the function $\Phi_0^{\varepsilon,E}$ which is such that, for all mesh elements $K \in \mathcal{T}_H$,

$$
\begin{align*}
- \alpha \Delta \Phi_0^{\varepsilon,E} &= 0 \quad \text{in } K \cap \Omega^\epsilon, \\
\Phi_0^{\varepsilon,E} &= 0 \quad \text{in } K \cap B^\epsilon, \\
\text{if } E' \in \mathcal{E}_H^\text{in} \cap \partial K, & \quad \int_{E'} \Phi_0^{\varepsilon,E} = \delta_{E,E'} \quad \text{and} \quad \alpha \nabla \Phi_0^{\varepsilon,E} \cdot n = \lambda^{K,E'} \text{ on } E' \cap \Omega^\epsilon, \\
\text{if } E' \in \mathcal{E}_H^\text{ext} \cap \partial K, & \quad \Phi_0^{\varepsilon,E} = 0 \quad \text{on } E' \cap \Omega^\epsilon,
\end{align*}
$$

where $\lambda^{K,E'}$ is constant. The function $\Phi_0^{\varepsilon,E}$ is supported in the elements $K$ for which $E \subset \partial K$.

We also define, for $K \in \mathcal{T}_H$, the bubble function $\Psi_0^{\varepsilon,K}$, the support of which is reduced to $K \cap \Omega^\epsilon$, as the solution to

$$
\begin{align*}
- \alpha \Delta \Psi_0^{\varepsilon,K} &= 1 \quad \text{in } K \cap \Omega^\epsilon, \\
\Psi_0^{\varepsilon,K} &= 0 \quad \text{in } K \cap B^\epsilon, \\
\text{if } E' \in \mathcal{E}_H^\text{in} \cap \partial K, & \quad \int_{E'} \Psi_0^{\varepsilon,K} = 0 \quad \text{and} \quad \alpha \nabla \Psi_0^{\varepsilon,K} \cdot n = \mu^{K,E'} \text{ on } E' \cap \Omega^\epsilon, \\
\text{if } E' \in \mathcal{E}_H^\text{ext} \cap \partial K, & \quad \Psi_0^{\varepsilon,K} = 0 \quad \text{on } E' \cap \Omega^\epsilon,
\end{align*}
$$

where $\mu^{K,E'}$ is constant.

**Remark 1.** In the very particular case when some $E \in \mathcal{E}_H^\text{in}$ satisfies $E \subset B^\epsilon$, then we simply set $\Phi_0^{\varepsilon,E} = 0$ (and likewise for $\Psi_0^{\varepsilon,K}$ if some $K \in \mathcal{T}_H$ satisfies $K \subset B^\epsilon$). The same remark holds for the other approaches presented below.

We then have

$$
V_H = \text{Span} \left\{ \Phi_0^{\varepsilon,E}, \ E \in \mathcal{E}_H^\text{in} \right\}
$$

and

$$
V_{H,\text{bubble}} = \text{Span} \left\{ \Phi_0^{\varepsilon,E}, \Psi_0^{\varepsilon,K}, \ E \in \mathcal{E}_H^\text{in}, \ K \in \mathcal{T}_H \right\}. \quad (20)
$$

**Details on the stabilized formulations.** Given the above basis functions, we can obtain a simpler expression of the term (17) by decomposing $u_H \in \text{V}_{H,\text{bubble}}$ as

$$
u_H = \sum_{E \in \mathcal{E}_H^\text{in}} U_E^{\varepsilon,E} \Phi_0^{\varepsilon,E} + \sum_{K \in \mathcal{T}_H} U_K^{\varepsilon,K} \Psi_0^{\varepsilon,K}. $$

Following the definition of the basis functions, we have

$$
or_{\text{stab}}(u_H,v_H) = \sum_{K \in \mathcal{T}_H} \left( \tau_K \left( \bar{\nu}^e \cdot \nabla u_H, \bar{\nu}^e \cdot \nabla v_H \right) \right)_{L^2(K \cap \Omega^\epsilon)} \\
+ \sum_{K \in \mathcal{T}_H} U_K^{\varepsilon,K} \int_{K \cap \Omega^\epsilon} \tau_K \left( \bar{\nu}^e \cdot \nabla v_H \right). \quad (21)
$$

In practice, we make use of a discrete approximation of the basis functions on a fine mesh $K_h$, and (17) may not be defined in general. For example, if we
use a $P^1$ approximation on a fine mesh $K_h$ for the local problems, then $\nabla u_{H,h}$ may be discontinuous at the interfaces of $K_h$. As a consequence, we have that

$$-\Delta u_{H,h} \notin L^2(K \cap \Omega^\varepsilon)$$

and the stabilization term (17) has no natural expression when we work with the discretized approximation space $(V_{H,bubble})_h$ rather than $V_{H,bubble}$. There are (at least) two options to circumvent the difficulty.

The first option is to use

$$\tilde{a}_{\text{stab}}(u_{H,h}, v_{H,h}) = \sum_{K \in T_h} \sum_{K \subset K_h} \left( \tau_K \left( -\alpha \Delta u_{H,h} + \tilde{b}^\varepsilon \cdot \nabla u_{H,h}, \tilde{b}^\varepsilon \cdot \nabla v_{H,h} \right) \right)_{L^2(\kappa)}$$

rather than (17). This yields a strongly consistent stabilized method.

The second option, and this is the variant we adopt, is to use the stabilization term (21) rather than (17). In contrast to (17), the quantity (21) is also well defined on $(V_{H,bubble})_h$. We point out that this stabilization approach is not strongly consistent. We however note that we have already used (for the same reasons as here) this type of non-strongly consistent stabilization approach in [26], where we were able to show the convergence of the approach (see [26, Section 3.2]).

2.1.2 Neumann problem (2)

Variational formulations. The variational formulations for the Neumann problem read as (12), (14) and (16), with $c_H$ replaced by $a_H$ defined in (7).

Basis functions and stabilized formulations. For problem (2), the systems (18) and (19) are respectively replaced by the following two systems (we temporarily use the same notation for the Dirichlet and the Neumann problems):

$$\begin{align*}
-\alpha \Delta \Phi_0^{c,E} &= 0 \quad \text{in } K \cap \Omega^\varepsilon, \\
\alpha \nabla \Phi_0^{c,E} \cdot n &= 0 \quad \text{in } K \cap \partial B^\varepsilon, \\
\text{if } E' \in E_H^{\text{in}} \cap \partial K, & \quad \int_{E' \cap \Omega^\varepsilon} \Phi_0^{c,E} = \delta_{E,E'} \quad \text{and} \quad \alpha \nabla \Phi_0^{c,E} \cdot n = \lambda_{E',E} \quad \text{on } E' \cap \Omega^\varepsilon, \\
\text{if } E' \in E_H^{\text{ext}} \cap \partial K, & \quad \Phi_0^{c,E} = 0 \quad \text{on } E' \cap \Omega^\varepsilon,
\end{align*}$$

(23)

where $\lambda_{E',E}$ is constant, and

$$\begin{align*}
-\alpha \Delta \Psi_0^{c,K} &= 1 \quad \text{in } K \cap \Omega^\varepsilon, \\
\alpha \nabla \Psi_0^{c,K} \cdot n &= 0 \quad \text{in } K \cap \partial B^\varepsilon, \\
\text{if } E' \in E_H^{\text{in}} \cap \partial K, & \quad \int_{E' \cap \Omega^\varepsilon} \Psi_0^{c,K} = 0 \quad \text{and} \quad \alpha \nabla \Psi_0^{c,K} \cdot n = \mu_{E',E} \quad \text{on } E' \cap \Omega^\varepsilon, \\
\text{if } E' \in E_H^{\text{ext}} \cap \partial K, & \quad \Psi_0^{c,K} = 0 \quad \text{on } E' \cap \Omega^\varepsilon,
\end{align*}$$

(24)

where $\mu_{E',E}$ is constant.

For (2), we again work with the stabilization term (21).
2.2 MsFEM approaches using the full advection-diffusion operator, and their stabilized version

In this variant, we use basis functions that depend on the advection field.

2.2.1 Dirichlet problem

Variational formulations. When no bubble functions are used to enrich the approximation space, the variational formulation, for the study of Problem (1), reads as

Find \( u_H \in V^\text{adv}_H \) such that, for any \( v_H \in V^\text{adv}_H \),

\[
    c_H(u_H, v_H) = F(v_H),
\]

with \( c_H \) defined by (9) and

\[
    V^\text{adv}_H = \{ u \in W_H \text{ such that } c_H(u, v) = 0 \text{ for any } v \in W^0_H \}.
\]

Note that, in contrast to \( V_H \) defined by (13), the space \( V^\text{adv}_H \) is defined by orthogonality using the bilinear form \( c_H \), and not \( a_{\text{diff},H} \).

When using bubble functions, we consider the variational formulation

\[
    \text{Find } u_H \in V^\text{adv bubble}_H \text{ such that, for any } v_H \in V^\text{adv bubble}_H,
\]

\[
    c_H(u_H, v_H) = F(v_H),
\]

(27)

where

\[
    V^\text{adv bubble}_H = \{ u \in W_H \text{ such that } c_H(u, v) = 0 \text{ for any } v \in W^0_H \}.
\]

The stabilized version of the formulation (27) reads as

\[
    \text{Find } u_H \in V^\text{adv bubble}_H \text{ such that, for any } v_H \in V^\text{adv bubble}_H,
\]

\[
    c_H(u_H, v_H) + a_{\text{stab}}(u_H, v_H) = F(v_H) + F_{\text{stab}}(v_H),
\]

(29)

with again \( V^\text{adv bubble}_H \) defined by (28). For the same reasons as those for which we favor (21) over (22), we choose the stabilization defined by

\[
    a_{\text{stab}}(u_H, v_H) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^\varepsilon} T_K \left( \frac{\partial}{\partial n} \Phi^{\varepsilon,E}_D \right).
\]

(30)

Note that, for the formulation (25), the stabilization is void as \( a_{\text{stab}}(u_H, v_H) = 0 \) for any \( u_H \in V^\text{adv}_H \).

Description of the basis functions. Similarly as in Section 2.1.1, we now make explicit a basis of functions for our approximation spaces. For any \( E \in \mathcal{E}^\text{in}_H \), the function \( \Phi^{\varepsilon,E}_D \) is defined by

\[
    \begin{cases}
        - \alpha \Delta \Phi^{\varepsilon,E}_D + \hat{b} \cdot \nabla \Phi^{\varepsilon,E}_D = 0 & \text{in } K \cap \Omega^\varepsilon, \\
        \Phi^{\varepsilon,E}_D = 0 & \text{in } K \cap B^\varepsilon, \\
        \text{if } E' \in \mathcal{E}^\text{in}_H \cap \partial K, \quad \int_{E'} \Phi^{\varepsilon,E}_D = \delta_{E,E'}, \\
        \text{and } \left( \alpha \nabla \Phi^{\varepsilon,E}_D - \frac{1}{2} \hat{b} \Phi^{\varepsilon,E}_D \right) \cdot n = \lambda^{K,E'} & \text{on } E' \cap \Omega^\varepsilon, \\
        \text{if } E' \in \mathcal{E}^\text{ext}_H \cap \partial K, \quad \Phi^{\varepsilon,E}_D = 0 & \text{on } E' \cap \Omega^\varepsilon,
    \end{cases}
\]

(31)
while the bubble function $\Psi_{D}^{\varepsilon,K}$ is the solution to

\[
\begin{aligned}
- \alpha \Delta \Psi_{D}^{\varepsilon,K} + \hat{b} \cdot \nabla \Psi_{D}^{\varepsilon,K} &= 1 \quad \text{in } K \cap \Omega^\varepsilon, \\
\Psi_{D}^{\varepsilon,K} &= 0 \quad \text{in } K \cap \partial \Omega^\varepsilon, \\
\end{aligned}
\]

\[\text{if } E' \in \mathcal{E}_H^{\text{in}} \cap \partial K, \quad \int_{E'} \Psi_{D}^{\varepsilon,K} = 0\]

\[\text{and } \left( \alpha \nabla \Psi_{D}^{\varepsilon,K} - \frac{1}{2} \hat{b} \Psi_{D}^{\varepsilon,K} \right) \cdot n = \mu_{K,E'} \quad \text{on } E' \cap \Omega^\varepsilon, \]

\[\text{if } E' \in \mathcal{E}_H^{\text{ext}} \cap \partial K, \quad \Psi_{D}^{\varepsilon,K} = 0 \quad \text{on } E' \cap \Omega^\varepsilon, \]

where $\lambda_{K,E'}$ and $\mu_{K,E'}$ are constant. The well-posedness of (31) and (32) is established in Appendix C under the assumption that $\text{div } \hat{b} \leq 0$.

In the case of the Dirichlet problem, we then have

\[V_{H}^{\text{adv}} = \text{Span} \left\{ \Psi_{D}^{\varepsilon,E}, \quad E \in \mathcal{E}_H^{\text{in}} \right\} \] (33)

and

\[V_{H}^{\text{adv bubble}} = \text{Span} \left\{ \Psi_{D}^{\varepsilon,E}, \quad \Psi_{D}^{\varepsilon,K}, \quad E \in \mathcal{E}_H^{\text{in}}, \quad K \in \mathcal{T}_H \right\}. \] (34)

The method obtained is similar to the approach of [15]. The difference lies in the definition of the bubble functions since [15] use homogeneous Dirichlet conditions on the boundary of elements whereas we impose here Crouzeix-Raviart conditions. The work [15] shows the added value of bubble functions (which are, we emphasize it, defined using the full advection-diffusion operator, as we do here). It also explores numerically how non-periodicity of the location of the perforations affects the quality of the numerical approach, an issue which we ourselves also examine in the present article (see Section 4.3).

2.2.2 Neumann problem (2)

**Variational formulations.** The variational formulations for the Neumann problem read as (25), (27) and (29), with $c_H$ replaced by $a_H$ both in the variational formulations and in the definitions (26) and (28) of the discretization spaces, and taking into account the modification mentioned underneath (3) of the functional spaces $W_H$, $W_H^0$ and $W_H^{0,\text{bubble}}$.

When no bubble functions are used to enrich the approximation space, the variational formulation thus reads as

Find $u_H \in V_{H}^{\text{adv}}$ such that, for any $v_H \in V_{H}^{\text{adv}}, \quad a_H(u_H, v_H) = F(v_H), \] (35)

where, instead of (26), the approximation space $V_{H}^{\text{adv}}$ reads as

\[V_{H}^{\text{adv}} = \left\{ u \in W_H \text{ such that } a_H(u, v) = 0 \text{ for any } v \in W_H^0 \right\}. \]

When using bubble functions, we use the variational formulation

\[
\begin{aligned}
\text{Find } u_H & \in V_{H}^{\text{adv bubble}} \text{ such that,} \\
\text{for any } v_H & \in V_{H}^{\text{adv bubble}}, \quad a_H(u_H, v_H) = F(v_H),
\end{aligned}
\]

where, instead of (28), the approximation space $V_{H}^{\text{adv bubble}}$ reads as

\[V_{H}^{\text{adv bubble}} = \left\{ u \in W_H \text{ such that } a_H(u, v) = 0 \text{ for all } v \in W_H^{0,\text{bubble}} \right\}. \] (37)
The stabilized version of the formulation (36) reads as

\[
\begin{cases}
\text{Find } u_H \in V_H^{\text{adv bubble}} \text{ such that, for any } v_H \in V_H^{\text{adv bubble}}, \\
\quad a_H(u_H, v_H) + a_{\text{stab}}(u_H, v_H) = F(v_H) + F_{\text{stab}}(v_H),
\end{cases}
\]

(38)

with again \( V_H^{\text{adv bubble}} \) defined by (37) and \( a_{\text{stab}} \) given by (30). As in the Dirichlet case, the stabilization is void for the formulation (35).

**Remark 2.** In principle, from a practical viewpoint, it is possible to work with the bilinear form \( a_H \) instead of \( c_H \) when considering the Dirichlet problem (1). This variant is briefly examined in Section 4.1.4, where it is shown that it poorly performs.

**Description of the basis functions.** Similarly as in Section 2.1.2, we now make explicit a basis of functions for our approximation spaces. For any \( E \in \mathcal{E}_H^\text{in} \), the basis function \( \Phi_N^{\varepsilon,E} \) is defined by

\[
\begin{align*}
- \alpha \Delta \Phi_N^{\varepsilon,E} + \vec{b} \cdot \nabla \Phi_N^{\varepsilon,E} &= 0 \quad \text{in } K \cap \Omega^\varepsilon, \\
(\alpha \nabla \Phi_N^{\varepsilon,E}) \cdot n &= 0 \quad \text{in } K \cap \partial B^\varepsilon, \\
\text{if } E' \in \mathcal{E}_H^{\text{in}} \cap \partial K, &\int_{E' \cap \Omega^\varepsilon} \Phi_N^{\varepsilon,E} = \delta_{E,E'} \\
\text{and } (\alpha \nabla \Phi_N^{\varepsilon,E}) \cdot n &= \lambda_{K,E'} \quad \text{on } E' \cap \Omega^\varepsilon, \\
\text{if } E' \in \mathcal{E}_H^{\text{ext}} \cap \partial K, &\Phi_N^{\varepsilon,E} = 0 \quad \text{on } E' \cap \Omega^\varepsilon,
\end{align*}
\]

(39)

while the bubble function \( \Psi_N^{\varepsilon,K} \) is the solution to

\[
\begin{align*}
- \alpha \Delta \Psi_N^{\varepsilon,K} + \vec{b} \cdot \nabla \Psi_N^{\varepsilon,K} &= 1 \quad \text{in } K \cap \Omega^\varepsilon, \\
(\alpha \nabla \Psi_N^{\varepsilon,K}) \cdot n &= 0 \quad \text{in } K \cap \partial B^\varepsilon, \\
\text{if } E' \in \mathcal{E}_H^{\text{in}} \cap \partial K, &\int_{E' \cap \Omega^\varepsilon} \Psi_N^{\varepsilon,K} = 0 \\
\text{and } (\alpha \nabla \Psi_N^{\varepsilon,K}) \cdot n &= \mu_{K,E'} \quad \text{on } E' \cap \Omega^\varepsilon, \\
\text{if } E' \in \mathcal{E}_H^{\text{ext}} \cap \partial K, &\Psi_N^{\varepsilon,K} = 0 \quad \text{on } E' \cap \Omega^\varepsilon,
\end{align*}
\]

(40)

where \( \lambda_{K,E'} \) and \( \mu_{K,E'} \) are constant.

In the case of the Neumann problem, we then have, instead of (33) and (34):

\[
V_H^{\text{adv}} = \text{Span } \{ \Phi_N^{\varepsilon,E}, \ E \in \mathcal{E}_H^{\text{in}} \}
\]

and

\[
V_H^{\text{adv bubble}} = \text{Span } \{ \Phi_N^{\varepsilon,E}, \ \Psi_N^{\varepsilon,K}, \ E \in \mathcal{E}_H^{\text{in}}, \ K \in \mathcal{T}_H \}.
\]

**Remark 3** (A mixed approach and its stabilized version). In the current section and in the previous one, we have considered basis functions that are all built using the same operator: either the full operator (in the current Section 2.2), or only the diffusion term (in Section 2.7), for both \( \Phi^{\varepsilon,E} \) and \( \Psi^{\varepsilon,K} \). The question
arises to build separately functions $\Phi_{\epsilon,E}$ associated to edges and bubble functions $\Psi_{\epsilon,K}$ associated to elements using two different operators for each category. We do not detail here the construction of such a mixed approach, which is an easy adaptation of the constructions described above.

For the sake of completeness, we have considered such mixed approaches in some of the numerical tests reported on in Section 4. As will be seen there, we have not found any cases where such a mixed approach was the one providing the best results.

3 Elements of theoretical analysis

In this section, we consider periodic perforations. More precisely, let $Y = (0,1)^d$ be the unit square and $\mathcal{O} \subset Y$ be some smooth perforation (by simplicity, we denote $\mathcal{O}$ a perforation, although $\mathcal{O}$ may be the union of several disconnected sets). We scale $\mathcal{O}$ and $Y$ by a factor $\epsilon$ and then periodically repeat this pattern with periods $\epsilon$ in all directions. The set of perforations is therefore

$$B_\epsilon = \Omega \cap (\cup_{k \in \mathbb{Z}^d} \epsilon B_k) \quad \text{with} \quad B_k = k + \mathcal{O}$$

and the perforated domain is $\Omega_\epsilon = \Omega \setminus \overline{B_\epsilon}$. We also introduce

$$\mathcal{P} = \cup_{k \in \mathbb{Z}^d} (k + Y \setminus \overline{\mathcal{O}}).$$

3.1 Homogenization results

For self-consistency and for the convenience of the reader, we include here some results of homogenization for the problems (1) and (2) considered. These results are useful to bear in mind the different scalings involved, and the asymptotic behavior of the solutions $u_\epsilon$ we approximate in the various cases. The proofs of these results are essentially contained in the literature, although some details may vary (for some specific cases we had to consider, we were not able to explicitly find the relevant theoretical results in the literature with all the generality we were after). For convenience, we include the proof of these results in the Appendix A of this article. In any event, we do not claim any originality for these results.

There is indeed a considerable body of literature for the homogenization of diffusion and advection-diffusion problems set on perforated domains. The behavior obtained in the homogenization limit drastically depend on the boundary conditions set on the boundaries of the perforations and on the density and size of these perforations. For the diffusion problem itself, we wish to cite $[6, 9, 11, 12, 14, 27, 30]$, and more specifically $[10, 12, 14, 24, 27, 30]$ for the case of Dirichlet boundary conditions. The advection-diffusion equation is studied in $[5, 7, 8, 21, 31]$. We also mention, for completeness, some of the many studies of the (Navier) Stokes equation in this setting, such as $[2, 4, 28]$. A general reference on such topics is the textbook $[20]$. 

In the case of homogeneous Dirichlet boundary conditions, that is problem (1), two different results, depending on the choice of the advection field $\hat{\theta}$, may be established, using standard arguments of the literature. Both results
have proofs readily adapted from the already classical proofs of the same estimates for the pure diffusion operator (dating back to [27] and slightly extended in [24, Appendix A.2]).

As we briefly mentioned in the introduction, the only interesting case is when \( b \approx b \left( \frac{1}{\varepsilon} \right) \). Then, Theorem 4 below holds. Its proof is postponed until Appendix A.1. The advection field \( b \) does affect the homogenized behavior, since the cell problem (44) defined below depends on \( b \).

**Theorem 4** (adapted from [27, 24]). We assume (41) and that \( \Omega \subset Y \). We also assume that the right-hand side \( f \) belongs to \( L^2(\Omega) \cap H^2(\Omega) \). Let \( \hat{b}^\varepsilon = \frac{1}{\varepsilon} b \left( \frac{1}{\varepsilon} \right) \) where \( b \) belongs to \( W^{1,p}(Y,\mathcal{O})^d \) for some \( p \geq d \), is \( Y \)-periodic and is such that \( \text{div} \ b \equiv 0 \) in \( Y,\mathcal{O} \).

Then Problem (1) is well-posed and its solution \( u^\varepsilon \) satisfies

\[
\left| u^\varepsilon - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) f \right|_{H^1(\Omega)} \leq C\varepsilon^{3/2} \mathcal{N}(f),
\]

for some \( C \) independent of \( \varepsilon \) and \( f \), where \( w \) is the solution (actually in \( C^1(\Omega,\mathcal{O}) \)) of the cell problem

\[
\begin{align*}
- \alpha \Delta w + b \cdot \nabla w &= 1 & \text{in } \mathcal{P}, \\
\text{w is } Y \text{-periodic, } w &= 0 & \text{on } \partial\mathcal{O},
\end{align*}
\]

(44)

where we recall that \( \mathcal{P} \) is defined by (42). In the above bound, we have denoted by \( |v|_{H^1(\Omega)} = \| \nabla v \|_{H^1(\Omega)} \) and

\[
\mathcal{N}(f) = \| f \|_{L^2(\Omega)} + \| \nabla f \|_{L^2(\Omega)} + \| \Delta f \|_{L^2(\Omega)}.
\]

We recall that the assumption

\[
b \in (W^{1,p}(Y,\mathcal{O}))^d \text{ and } b \text{ is } Y \text{-periodic}
\]

means (here and throughout the article) that

\[
b \in \left\{ b \in W^{1,p}(\mathcal{P}), \ b \text{ is } Y \text{-periodic} \right\},
\]

where \( \mathcal{P} \) is defined by (42).

**Remark 5.** We have not looked for the lowest possible regularity of \( b \) ensuring that our theorem above holds. We have chosen to work with \( b \in (W^{1,p}(Y,\mathcal{O}))^d \) with \( p > d \) for the sake of simplicity.

On the other hand, when \( \hat{b}^\varepsilon = b \left( \frac{1}{\varepsilon} \right) \), Theorem 5 below describes the asymptotic behavior of the solution to (1), which does not depend at the dominant order upon the advection field \( b \).

**Theorem 6** (adapted from [27, 24]). Under the same assumptions as those of Theorem 4 except that here \( \hat{b}^\varepsilon = b \left( \frac{1}{\varepsilon} \right) \), estimate (43) holds, where \( w \) is now defined as the solution to the cell problem

\[
\begin{align*}
- \alpha \Delta w &= 1 & \text{in } \mathcal{P}, \\
w \text{ is } Y \text{-periodic, } w &= 0 & \text{on } \partial\mathcal{O},
\end{align*}
\]

instead of (41).
We skip the proof of Theorem 6 that follows the same lines as the proof of Theorem 4.

For Neumann boundary conditions, the situation is different, as briefly mentioned in the introduction. No rescaling of the solution, which stays of order one, is necessary, and no enhancement of the advection field by a factor $\varepsilon^{-1}$ is required for the advection to affect the homogenized limit. In the case of the diffusion problem, the problem was first solved in the case of isolated (meaning that $\overline{\Omega} \subset Y$) holes in [13]. The generalization to nonisolated holes was addressed in [1, 6, 11]. The homogenization limit for the advection-diffusion equation (2) in the periodic case, is the purpose of the following theorems. In Theorem 8, we consider the case when

$$\text{div } b \leq 0 \text{ in } Y \setminus \overline{\Omega} \quad \text{and} \quad b \cdot n \geq 0 \text{ on } \partial \Omega. \quad (46)$$

The proof of that theorem, which is postponed until Appendix A.2, is an easy adaptation of the proof of [3, Theorem 2.9], that uses two-scale convergence and addresses the case without advection on a periodically perforated domain.

**Remark 7.** Since $b$ is periodic, the assumption (46) is equivalent to the assumption

$$\text{div } b = 0 \text{ in } Y \setminus \overline{\Omega} \text{ and } b \cdot n = 0 \text{ on } \partial \Omega. \quad (47)$$

Indeed, we check that

$$\int_{Y \setminus \overline{\Omega}} \text{div } b = \int_{\partial Y} b \cdot n + \int_{\partial \Omega} b \cdot n = \int_{\partial \Omega} b \cdot n,$$

the last equality being a consequence of the periodicity of $b$.

**Theorem 8** (adapted from Theorem 2.9 of [3]). We assume (41), that $\overline{\Omega} \subset Y$ and that $Y \setminus \overline{\Omega}$ is a connected open set of $\mathbb{R}^d$. We also assume that, uniformly in $\varepsilon$, we have

$$H^1(\Omega^\varepsilon) \hookrightarrow H^{1/2}(\partial \Omega^\varepsilon), \quad (48)$$

i.e. there exists some $C$ independent of $\varepsilon$ such that

$$\forall v \in H^1(\Omega^\varepsilon), \quad \|v\|_{H^{1/2}(\partial \Omega^\varepsilon)} \leq C\|v\|_{H^1(\Omega^\varepsilon)}. \quad (48)$$

Let $\tilde{b} = b \left( \frac{\cdot}{\varepsilon} \right)$ where $b$ belongs to $(W^{1,p}(Y \setminus \overline{\Omega}))^d$ for some $p > d$, is $Y$-periodic and satisfies (49) (i.e. (47)). We assume that $f \in L^2(\Omega)$.

Then Problem (49) is well-posed and its solution $u^\varepsilon$ satisfies

$$\lim_{\varepsilon \to 0} \left\| u^\varepsilon - u^* - \varepsilon \sum_{i=1}^d w_i \left( \frac{\cdot}{\varepsilon} \right) \partial_{x_i} u^* \right\|_{H^1(\Omega^\varepsilon)} = 0,$$

where $u^*$ is the solution to the problem

$$\begin{cases}
-\text{div} \left( A^* \nabla u^* \right) + b^* \cdot \nabla u^* = \frac{|Y \setminus \overline{\Omega}|}{|Y|} f & \text{in } \Omega, \\
\quad u^* = 0 & \text{on } \partial \Omega,
\end{cases} \quad (49)$$
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where the matrix \( A^* \) and the vector \( b^* \) are constant and given, for \( 1 \leq i \leq d \), by

\[
A^* e_i = \frac{1}{|Y|} \int_{Y \setminus \overline{\Omega}} a \left( e_i + \nabla w_i \right), \quad (50)
\]

\[
b^* \cdot e_i = \frac{1}{|Y|} \int_{Y \setminus \overline{\Omega}} b \cdot (e_i + \nabla w_i), \quad (51)
\]

and where \( w_i \) is the solution to the cell problem

\[
\begin{cases}
- \Delta w_i = 0 & \text{in } \mathcal{P}, \\
w_i \text{ is } Y\text{-periodic}, & (\nabla w_i + e_i) \cdot n = 0 \text{ on } \partial \Omega. 
\end{cases} \quad (52)
\]

As the perforations are smooth and \( \overline{\mathcal{O}} \subset Y \), there exists a continuous embedding from \( H^1(Y \setminus \overline{\Omega}) \) to \( H^{1/2}(\partial \Omega) \). The assumption \( \text{(48)} \) thus amounts to a geometrical assumption on the perforations that intersect the boundary of \( \Omega \) (see Figure 2).

![Figure 2: Left: a situation when (48) holds. Right: a situation when (48) does not hold (the boundary \( \partial \Omega \) is tangent to the boundary of some perforations, including those shown in black; the domain \( \Omega^\varepsilon \) is thus singular).](image)

Note that, under the above assumptions, we have, when \( \varepsilon \) is sufficiently small, that \( |B_{\Omega^\varepsilon} \cap \partial \Omega| \geq c |\partial \Omega| \) for some \( c > 0 \) independent of \( \varepsilon \).

We next address in Theorem 9 the case of a general advection field \( b \). The proof of that theorem is postponed until Appendix A.3 and is essentially performed by showing that one can get back to a situation where (46), and thus (47), holds.

**Theorem 9.** We make the same assumptions as for Theorem 8, except that here \( b \) does not satisfy (46) or (47).

Then Problem (2) is well-posed and its solution \( u^\varepsilon \) satisfies

\[
\lim_{\varepsilon \to 0} \left\| u^\varepsilon - u^* - \varepsilon \sum_{i=1}^{d} w_i \left( \frac{\partial u^*}{\partial x_i} \right) \right\|_{H^1(\Omega^\varepsilon)} = 0,
\]

where \( u^* \) is the solution to the problem (49) and \( w_i \) is the solution to the cell problem (52). In the homogenized problem (49), the matrix \( A^* \) and the vector \( b^* \) are constant and given by (50) and (51).
3.2 Error analysis for the Dirichlet problem

For the Dirichlet problem, we have announced at the end of the introduction that the best numerical method among those that we have considered is the Adv-MsFEM approach with advective bubble functions, the variational formulation of which is (27) (see Section 4.1 below for the numerical results). The error estimate of that approach is the purpose of the following theorem. It is the extension of a similar result for the diffusion problem [24, Theorem 2.2] establishing for that case the exact analogue estimate as (54) below. This is not unexpected since, in both cases, the same differential operator is present in the original equation and in the definition of all the basis functions. The proof of Theorem 10 is postponed until Appendix B.2.

**Theorem 10.** We assume that \( d = 2 \) and that the assumptions of Theorem 4 hold. We furthermore assume that \( \text{div} \, b \in L^\infty(\Omega_\varepsilon) \). Let \( u^\varepsilon \) be the solution to (1).

We assume that, for any mesh element \( K \), we have \( K \cap B_\varepsilon \neq \emptyset \), where \( B_\varepsilon \) defined by (41) is the set of perforations. We also assume (and this is a purely technical assumption that does not matter for the numerical practice) that the slopes of the edges of the mesh elements are rational numbers. More precisely, we suppose that the equation defining any internal edge \( E \) of the mesh reads as

\[
x_2 = \frac{p_E}{q_E} x_1 + c_E \quad \text{for some } c_E \in \mathbb{R}, \ p_E \in \mathbb{Z}, \ q_E \in \mathbb{N}^* \text{ that are coprime, with}
\]

\[
|q_E| \leq C,
\]

for a constant \( C \) independent of the edge considered in the mesh and of the mesh size \( H \). Then, the Adv-MsFEM approximation \( u_H^\varepsilon \), solution to (27), satisfies

\[
\| u^\varepsilon - u_H^\varepsilon \|_{H^1(\Omega_\varepsilon)} \leq C \varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \| f \|_{H^2(\Omega)}, \tag{54}
\]

for a constant \( C \) independent of \( \varepsilon, H \) and \( f \), where we have used the notation

\[
\| v \|_{H^1(\Omega_\varepsilon)}^2 = \sum_{K \in \mathcal{T}_H} \| v \|_{H^1(K \cap \Omega_\varepsilon)}^2.
\]

Note that the constant \( C \) in (54) a priori depends on \( \alpha \) (in particular through the dependency of the solution to (41) upon \( \alpha \)).

The assumption that all the elements of the coarse mesh intersect the perforations is a mild assumption. Recall indeed that the size \( H \) of the elements is expected to be much larger than the distance \( \varepsilon \) between perforations, and that the perforations are periodically located.

**Remark 11** (Relative error in the \( L^2 \)-norm). The proof of Theorem 10 actually shows that

\[
| u^\varepsilon - u_H^\varepsilon |_{H^1(\Omega_\varepsilon)} \leq C \varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \| f \|_{H^2(\Omega)}.
\]

Recalling that \( | u^\varepsilon |_{H^1(\Omega_\varepsilon)} \) is of the order of \( \varepsilon \) (see (43)), we observe that the relative error (in norm \( \| \cdot \|_{H^1(\Omega_\varepsilon)} \)) between \( u^\varepsilon \) and \( u_H^\varepsilon \) is of the order of \( \sqrt{\varepsilon} + H + \sqrt{\varepsilon/H} \), and thus small.
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Using the Poincaré inequality recalled in (58) below, we get that \( \| u_\varepsilon \|_{L^2(\Omega)} \leq C\varepsilon \| u_\varepsilon \|_{H^1(\Omega)} \), and thus \( \| u_\varepsilon \|_{L^2(\Omega)} \) is of the order of \( \varepsilon^2 \). Likewise, using the Poincaré inequality recalled in (90) below, we get that \( \| u_\varepsilon - u_H^\varepsilon \|_{L^2(\Omega)} \leq C\varepsilon \| u_\varepsilon - u_H^\varepsilon \|_{H^1(\Omega)} \), and thus \( \| u_\varepsilon - u_H^\varepsilon \|_{L^2(\Omega)} \) is of the order of \( \varepsilon^2 (\sqrt{\varepsilon} + H + \sqrt{\varepsilon/H}) \).

The relative error in the \( L^2 \)-norm is hence also of the order of \( \varepsilon^2 (\sqrt{\varepsilon} + H + \sqrt{\varepsilon/H}) \), and thus also small.

Although we suspect that a similar estimate to that of Theorem 10 above can be established for the problem with Neumann boundary conditions (2), we have not pursued in this direction.

4 Numerical results

This section presents our numerical results. They have all been performed with FreeFem++ [19], on the following test case. We consider the two-dimensional domain \( \Omega = (0,1)^2 \). Except for Section 4.3, its subdomain \( \Omega^\varepsilon \) is a periodically perforated domain defined by

\[
\Omega^\varepsilon = \left\{ x \in \Omega, \; \chi\left(\frac{x}{\varepsilon}\right) = 1 \right\},
\]

where \( \chi \) is the extension by \( Y \)-periodicity, for the periodicity cell \( Y = (0,1)^2 \), of the characteristic function \( 1_{Y \subset \Omega} \), where \( \Omega \subset Y \) defines a perforation.

For either of the problems considered (1) or (2), and for either of our approaches, based on the diffusion operator only or the full advection-diffusion operator, we will investigate several issues. The first issue is how enriching the approach with bubble functions affects the accuracy. Of course, this enrichment comes at the price of increasing the number of degrees of freedom. We will observe that the gain in accuracy is much higher than that obtained by, say, reducing the size of the coarse mesh by a factor two. Other issues are the influence of the Péclet number (measuring the relative amplitude of the advection with respect to the diffusion) and that of the small scale \( \varepsilon \) defining both the size of the perforations and their typical distance. Many of these issues are examined upon considering a range of mesh sizes \( H \) for the coarse mesh. This range is typically chosen as \( H \) varying from \( \varepsilon/10 \) to \( 10\varepsilon \). One must bear in mind that capturing all the details of the oscillatory solutions \( u_\varepsilon \) using a standard FEM approach would require choosing a mesh size in any event smaller, and in most cases much smaller, than \( \varepsilon/10 \). At the other end, choosing \( H \) larger than \( 10\varepsilon \) would result in a prohibitively expensive offline cost. Thus the choice of our typical range of values of \( H \).

Besides comparing the various approaches considered, and assessing their performance in function of the various parameters of the problem, we will also specifically assess their robustness with respect to the location of the perforations. To this aim, we consider two locations for the perforation within the periodicity cell \( Y = (0,1)^2 \):

\[
\mathcal{O} = \mathcal{O}_1 = (0.25, 0.75)^2
\]

and

\[
\mathcal{O} = \mathcal{O}_2 = (0, 0.25) \times (0.25, 0.75) \cup (0.75, 1) \times (0.25, 0.75).
\]
The shape of the perforations is the same (squares of size $0.5\epsilon$). The difference lies in the relative position of the mesh with respect to the perforations (see Figure 3). One set of perforations is obtained from the other by shifting the perforations by $0.5\epsilon$ in the $x$ direction. When $\mathcal{O} = \mathcal{O}_1$, the perforations do not intersect the edges of the mesh elements (which are taken aligned with the periodicity cells). In contrast, when $\mathcal{O} = \mathcal{O}_2$, many edges are intersected by the perforations. In doing so, we have in mind, like in our previous work [24], to use these two specific periodic geometries to emphasize which approaches can easily carry over to the case of non-periodic perforations, where a typical mesh may often intersect the perforations (we recall that such a non-periodic case is addressed in Section 4.3). To some extent, the two periodic geometries we consider respectively represent the best case scenario (when perforations are all interior to mesh elements) and the worst case scenario (when “half” the perforations intersect the boundaries of mesh elements).

Figure 3: Representation of one coarse element in dimension 2 (of size $H \times H$) containing 4 periodic cells (we assume on this figure that $\epsilon = H/2$). Perforations are represented in grey. Left: the perforation $\mathcal{O}_1$ does not intersect the mesh edges. Right: the perforation $\mathcal{O}_2$ intersects some mesh edges.

The advection field $\tilde{\mathbf{b}}$ we consider is proportional to the constant field $\mathbf{b} = (1, 1)^T$. Depending on the situation considered, the proportionality constant is either 1 or $1/\epsilon$, for reasons that have been made clear above.

The reference solution $u_{\text{ref}}$, and all the relative errors that will be defined with respect to that reference solution, are computed on the fine mesh. The reference solution itself is computed using the standard $P_1$ Finite Element method on this fine mesh. We measure the accuracy using, on domains $\omega \subset \Omega^\star$, the $H^1$ broken norm

$$|u|_{H^1(\omega)} = \left( \sum_{K \in T_H} \| \nabla u \|_{L^2(K \cap \omega)}^2 \right)^{1/2},$$

(56)

and the relative errors

$$e_{H^1(\omega)}(u) = \frac{|u - u_{\text{ref}}|_{H^1(\omega)}}{|u_{\text{ref}}|_{H^1(\omega)}},$$

(57)

in the whole domain ($\omega = \Omega^\star$) and, possibly, separately inside and outside the boundary layer when there is such a boundary layer close to some portion of the boundary of the domain $\Omega$ (see Section 4.2).
The results for Problem (1), where we impose homogeneous Dirichlet boundary conditions on the perforations, are presented in Section 4.1, while Section 4.2 contains those for the Neumann problem (2). We next turn to a non-periodic test-case in Section 4.3.

In all what follows, we choose \( f(x, y) = \sin \left( \frac{\pi}{2} x \right) \sin \left( \frac{\pi}{2} y \right) \) as right-hand side for the advection-diffusion equation considered (we have checked that our results and conclusions do not sensitively depend on the choice of \( f \)).

### 4.1 Homogeneous Dirichlet boundary condition

This section is devoted to the comparison of our MsFEM variants for problem (1). In short, the conclusion of the numerical tests discussed below is the following. By far, the best possible approach is the one using a basis of functions built upon the full advection-diffusion operator enriched with bubble functions built likewise (namely, the approach that we denote “Adv-MsFEM + adv Bubbles”), without requiring any additional stabilization. However, it may be the case that one does not wish to include the transport field in the definition of the basis functions. One can then use an approach enriched with bubble functions, with all basis functions built upon the sole diffusion operator, and without any stabilization (namely, the “MsFEM + Bubbles” approach). However, the latter approach is not robust in the limit of large Péclet numbers or small values of \( \varepsilon \).

We now proceed with more details. Throughout the section, except in Section 4.1.4, the Adv-MsFEM and its variants are defined by using the bilinear form \( c_H \), as detailed in Section 2.2.1. In Section 4.1.4, we will compare these variants with the variants defined by using the bilinear form \( a_H \) (see Remark 2).

In Section 4.1.1, we study the added value of bubble functions. Sections 4.1.2 and 4.1.3 respectively explore the influence of the Péclet number and that of the small scale \( \varepsilon \).

#### 4.1.1 Adding bubble functions

We fix \( \varepsilon = 0.03 \) and \( \alpha = 0.25 \). The perforations are defined by the set \( O = O_1 \). We have explicitly checked, alternately choosing \( O = O_2 \), that all our results and conclusions in this section are qualitatively insensitive to the location of the perforations (results not shown).

To start with, we consider the (standard) MsFEM approach. We observe on Figure 4 that adding bubble functions significantly improves the accuracy, and that the best option is that with advective bubble functions. The same comparison holds for the Adv-MsFEM approach (see also Figure 4).

We next focus on Adv-MsFEM, possibly complemented (in view of the conclusions drawn from Fig. 7) by advective bubble functions. Only here in the present article, we temporarily include in our comparison multiscale basis functions built with boundary conditions other than Crouzeix-Raviart, namely elements with linear boundary conditions and elements using oversampling (specifically with an oversampling ratio equal to 3, see [10] for the definition). In the case of the Adv-MsFEM CR approach (with Crouzeix-Raviart boundary conditions), the bubble functions are defined by [52], also with Crouzeix-Raviart boundary conditions. In the case of the Adv-MsFEM lin approach (with affine
boundary conditions on $\partial K$) and of the Adv-MsFEM OS approach (with oversampling), the bubble functions are defined using homogeneous Dirichlet boundary conditions on $\partial K$, that is as the solution to

$$
\begin{align*}
- \alpha \Delta \Psi_{\varepsilon,K}^D + \hat{b}^\varepsilon \cdot \nabla \Psi_{\varepsilon,K}^D &= 1 \quad \text{in } K \cap \Omega^\varepsilon, \\
\Psi_{\varepsilon,K}^D &= 0 \quad \text{in } K \cap B^\varepsilon, \\
\Psi_{\varepsilon,K}^D &= 0 \quad \text{on } \partial K.
\end{align*}
$$

Figure 5 displays the relative $H^1$ broken error of the different approaches. We again observe that adding advective bubble functions significantly improves the accuracy, and that Adv-MsFEM à la Crouzeix-Raviart with advective bubble functions is the best of all the approaches considered.

4.1.2 Influence of the Péclet number

We now study the influence of a large advection, quantified by the Péclet number, on the accuracy of our approaches. We fix $\varepsilon = 0.03125$ and the mesh size $H = 1/16$. We choose $\mathcal{O} = \mathcal{O}_1$, the configuration where the perforations do not intersect the coarse mesh. In order to vary the Péclet number, we let the diffusion parameter take the values $\alpha = 2^k$, for the integers $k = -5$ through 2. When $\alpha$ decreases, Problem (11) increasingly becomes advection-dominated. Given the results of our previous section, we only consider MsFEM and Adv-MsFEM with advective bubble functions (as well as the stabilized formulations of these two approaches), all basis functions satisfying Crouzeix-Raviart boundary conditions. Figure 6 shows that the latter approach (with or without stabilization) stays accurate when $\alpha$ decreases while the error blows up to a hundred percent for the former approach (with and without stabilization).
Figure 5: [Dirichlet Problem (1)] Addition of bubble functions to Adv-MsFEM and influence of the boundary conditions.

Figure 6: [Dirichlet Problem (1)] Sensitivity to the Péclet number (all basis functions satisfy CR boundary conditions).

We have checked that our conclusions are not modified when considering shifted perforations $O = O_2$, many of which now intersect the edges of mesh elements (results not shown).
4.1.3 Influence of the small scale \( \varepsilon \)

We fix \( \alpha = 1/16, H = 1/16, \) and, in order to evaluate the influence of the small scale \( \varepsilon \), let \( \varepsilon \) take the values \( \varepsilon = 2^{-k} \) for \( k = 3, \ldots, 8 \). Since we know from the previous observations that stabilization does not bring any added value, we only consider our approaches without stabilization. In Figure 7 we observe that the most accurate method is the Adv-MsFEM with advective bubble functions.

![Figure 7: Dirichlet Problem (1) Sensitivity to the small scale \( \varepsilon \) (all basis functions satisfy CR boundary conditions).](image)

The results are shown for \( \mathcal{O} = \mathcal{O}_1 \), in which case the perforations do not intersect the coarse mesh. We have also checked that the exact same conclusion holds for \( \mathcal{O} = \mathcal{O}_2 \) (results not shown).

4.1.4 Comparison of two variants of Adv-MsFEM

In the previous sections, we have always used the formulation (27)–(28) (with the bilinear form \( c_H \) defined by (9)) for the definition of Adv-MsFEM. As briefly mentioned in the introduction and in Remark \( \mathcal{R} \) a formulation such as (36)–(37) (which we introduce and use for the Neumann problem) can also be considered for the present Dirichlet case (up to, evidently, an adequate modification of the variational spaces). The difference between the two approaches is the use of the bilinear form \( a_H \) instead of \( c_H \) in the definition of the local and global problems, which in particular implies different boundary conditions prescribed on the inner edges/faces of the mesh elements for the basis functions (see Section 2.2).

We first compare the two methods as in Section 4.1.2 that is for varying Péclet numbers (i.e. varying \( \alpha \)). We first fix \( \mathcal{O} = \mathcal{O}_1 \), and next fix \( \mathcal{O} = \mathcal{O}_2 \). In both cases, we have observed (results not shown) that the behavior of the methods (27) and (36) when \( \alpha \) decreases is similar.
We then consider again the setting of Section 4.1.3. We start with $O = O_2$. In Figure 8, both methods yields a reasonable accuracy for small values of $\varepsilon$. We now set $O = O_1$, all the other parameters being unchanged. We see in Figure 9 that the method (36) is much less accurate than the method (27) for small values of $\varepsilon$. This provides a practical motivation (in addition to the theoretical motivation outlined above) to use the method (27).

![Figure 8: [Dirichlet Problem (1)] Comparison of the Adv-MsFEM variants when $O = O_2$ (all basis functions satisfy CR boundary conditions).](image)

### 4.2 Homogeneous Neumann boundary condition

This section presents our numerical tests and conclusions for problem (2), in the same vein as Section 4.1 above presented those for problem (1). As announced in the introduction, the method of preference is again here a classical, non-stabilized approach using a basis of functions built upon the full advection-diffusion operator enriched with bubble functions built likewise (namely, the “Adv-MsFEM + adv Bubbles” approach). As in Section 4.1, if, for some reason, one does not wish to include the transport field in the definition of the basis functions, then there is an alternate possibility. The best to do is to use a stabilized formulation with basis functions built with the sole diffusive part of the operator (that is, the “Stab-MsFEM” approach). All other approaches turn out to be significantly less efficient.

We proceed similarly to Section 4.1. Sections 4.2.1 and 4.2.2 respectively investigate the influence of the Péclet number and of the small scale $\varepsilon$. In Section 4.2.3, we study the effect of adding bubble functions.

We consider the Neumann problem (2) for a constant advection field $\hat{b}$, namely $\hat{b} = (1, 1)^T$. As expressed by Theorem 9, the homogenized problem is an advection-dominated problem posed in $\Omega$. In contrast to the situation with
homogeneous Dirichlet boundary conditions, the flow is not slowed down by the boundary conditions set on the boundary of perforations. It however has to comply with the Dirichlet boundary conditions on the outer boundary of the domain $\Omega$. Given the orientation of $\hat{b}^\varepsilon$, a boundary layer is expected close to the upper right corner of $\Omega$. We denote by $\Omega_{\text{layer}} = \left( (0,1) \times (1-\delta_{\text{layer}},1) \right) \cup \left( (1-\delta_{\text{layer}},1) \times (0,1) \right)$ this expected boundary layer, of approximate width $\delta_{\text{layer}} = \frac{1}{\text{Pe}} \log(\text{Pe})$, with $\text{Pe} = \| \hat{b}^\varepsilon \|_{L^\infty(\partial\Omega)} / (2\alpha)$.

We first consider methods without bubble functions, and only consider the addition of bubble functions in Section 4.2.3.

4.2.1 Influence of the Péclet number

As already mentioned, one consequence of the Neumann conditions (as opposed to the homogeneous Dirichlet conditions) set on the boundary of the perforations is that the flow is not slowed down around the perforations. Thus, when advection dominates diffusion, the effect of advection is all the more acute. Since advection is more extreme, it is therefore important to primarily investigate how the approaches perform on Problem (2) when advection increasingly dominates diffusion (a study we presented in Section 4.1.2 for the Dirichlet problem). In practice, we perform our tests fixing $\varepsilon = 0.03125$, $H = 1/16$ and varying $\alpha = 2^k$, for integers $k = -9$ to $-2$.

It is well known that all discretization methods poorly perform within the boundary layer in the advection dominated regime. The only exceptions are methods specifically tailored to the boundary layer and we do not wish to go in

Figure 9: [Dirichlet Problem 1] Comparison of the Adv-MsFEM variants when $O = O_1$ (all basis functions satisfy CR boundary conditions).
that direction. We have checked that all our approaches essentially fail in the boundary layer, the error for some of them even blowing up to more than a hundred percent. Therefore, in order to discriminate between the approaches, we only consider the region outside the boundary layer (we have also adopted such a strategy in [26]). Figure 10 shows the relative error (57) (for \( \omega = \Omega \setminus \Omega_{\text{layer}} \) in [54]) calculated there, in the configuration where the perforations do not intersect the coarse mesh, i.e. when \( \mathcal{O} = \mathcal{O}_1 \). We observe that Adv-MsFEM performs well. As is the case for MsFEM, provided it is stabilized. Figure 11 shows the results of the same tests for \( \mathcal{O} = \mathcal{O}_2 \). It confirms the same conclusions, qualitatively, and therefore the flexibility of our approaches all based upon Crouzeix-Raviart type boundary conditions.

![Figure 10: Neumann Problem (2) Sensitivity to the Péclet number: error outside the boundary layer when \( \mathcal{O} = \mathcal{O}_1 \) (all basis functions satisfy CR boundary conditions).](image)

4.2.2 Influence of the small scale \( \varepsilon \)

We fix \( \alpha = 1/256, H = 1/16 \) and we vary \( \varepsilon = 2^{-k}, k = 5, \ldots, 8 \). We only show here the results when the perforations do not intersect the coarse mesh, i.e. when \( \mathcal{O} = \mathcal{O}_1 \). The results for \( \mathcal{O} = \mathcal{O}_2 \) are similar (results not shown).

Figures 12 and 13 both show that the relative error, respectively throughout the domain and outside the boundary layer, is essentially insensitive to the small scale \( \varepsilon \). The comparison of the actual size of the error in each of the two figures shows that the error within the boundary layer significantly dominates that outside the layer and is often prohibitively large, as is usually the case in the advection-dominated regime and as was mentioned in the previous section. In both figures, we observe that MsFEM is outperformed. Overall, Adv-MsFEM performs the best, but Stab-MsFEM is the most accurate method outside the boundary layer.
Figure 11: [Neumann Problem (2)] Sensitivity to the Péclet number: error outside the boundary layer when $O = O_2$ (all basis functions satisfy CR boundary conditions).

Figure 12: [Neumann Problem (2)] Sensitivity to the small scale $\varepsilon$: error in the whole domain (all basis functions satisfy CR boundary conditions).

### 4.2.3 Adding bubble functions

In this section, we study the added value of bubble functions for Adv-MsFEM and, given the conclusions of the previous sections that show the inaccuracy of
Figure 13: [Neumann Problem (2)] Sensitivity to the small scale ε: error outside the boundary layer (all basis functions satisfy CR boundary conditions).

MsFEM itself, for the stabilized variant Stab-MsFEM.

**Adv-MsFEM with advective bubble functions** We consider the test cases of Section 4.2.1. Figure 14 displays the relative $H^1$ broken error of our different approaches outside the boundary layer, when $O = O_1$. The case $O = O_2$ is shown on Figure 15. We observe that the Adv-MsFEM with advective bubble functions outperforms the Adv-MsFEM and the Stab-MsFEM (without bubble functions). It in fact also gives reasonable results in the whole domain (results not shown).

We next turn to the test cases of Section 4.2.2. In Figure 16, we observe, for $O = O_1$, that the Adv-MsFEM with advective bubble functions yields a reasonable accuracy. Choosing next $O = O_2$, we see on Figure 17 the relative $H^1$ broken error of the Adv-MsFEM with advective bubble functions inside and outside the boundary layer. Comparing Figures 16 and 17, we infer that:

- inside the boundary layer, the Adv-MsFEM with advective bubble functions is sensitive to the location of the perforations with respect to the coarse mesh;
- outside the boundary layer, the Adv-MsFEM with advective bubble functions is robust to the location of the perforations with respect to the coarse mesh.

**Stab-MsFEM with bubble functions** We consider the test cases of Section 4.2.1 in the case $O = O_1$. Figure 18 shows the error outside the boundary
Figure 14: [Neumann Problem (2)] Adding bubble functions: error outside the boundary layer when $O = O_1$ (all basis functions satisfy CR boundary conditions).

Figure 15: [Neumann Problem (2)] Adding bubble functions: error outside the boundary layer when $O = O_2$ (all basis functions satisfy CR boundary conditions).

layer. We observe that adding bubble functions (either computed with the diffusive part of the operator or the full advection-diffusion operator) does not
Figure 16: [Neumann Problem (2)] Sensitivity to the small scale $\varepsilon$: Adv-MsFEM with advective bubble functions (all basis functions satisfy CR boundary conditions; $\mathcal{O} = \mathcal{O}_1$).

Figure 17: [Neumann Problem (3)] Sensitivity to the small scale $\varepsilon$: Adv-MsFEM with advective bubble functions (all basis functions satisfy CR boundary conditions; $\mathcal{O} = \mathcal{O}_2$).

improve the accuracy of Stab-MsFEM (it may even degrade it). The results for $\mathcal{O} = \mathcal{O}_2$ are similar (results not shown).
4.3 A non-periodic case

A major motivation for using MsFEM approaches is to address non-periodic cases, for which homogenization theory does not provide any explicit approximation strategy. In this section, we assess the performance of our approaches on the non-periodic geometry $\Omega_{np}$ depicted in Figure 19 (we again assume homogeneous Neumann boundary conditions on the perforations).

With the aim to investigate the robustness of our approaches with respect to the geometry of the perforations, we compare the results obtained in this non-periodic case with those obtained for a periodically perforated domain $\Omega_{p}$ defined by (55) with $\varepsilon = 0.03125$, $Y = (0, 1)^2$ and $\mathcal{O} = r\mathcal{O}_1$ where $r > 0$ is such that $|\Omega_{p}| = |\Omega_{np}|$: the size of the small scale and the amount of perforations is thus identical for the two problems.

We perform a test similar to the one described in Section 4.2.1 where we study the influence of the Péclet number. We recall that we fix $\varepsilon = 0.03125$, $H = 1/16$ and we vary $\alpha = 2^k$, for integers $k = -9$ to $-2$. Figure 20 displays the relative $H^1$ broken error outside the boundary layer of our most accurate approaches, namely the Adv-MsFEM with advective bubble functions and the Stab-MsFEM. We observe that the Stab-MsFEM is insensitive to the non-periodicity of the geometry. The Adv-MsFEM with advective bubble functions is more sensitive to the non-periodicity of the geometry but still outperforms the Stab-MsFEM in both cases.
Figure 19: Non-periodic geometry. Let $M_\varepsilon$ be the set of perforations obtained by periodically perforating the domain $\Omega = (0, 1)^2$ by the motif $O_2$ (we again denote $Y = (0, 1)^2$ the periodic cell and set $\varepsilon = 0.03125$). Each of these perforations is next removed with a probability $1/2$, independently of all the other ones.

Figure 20: [Neumann Problem] Sensitivity of the approaches to the non-periodicity of the geometry (all basis functions satisfy CR boundary conditions).
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# A Homogenization results

We include here the proof of the homogenization limit for some of the problems we consider.

## A.1 Homogeneous Dirichlet boundary condition

We prove here Theorem 4. The proof of Theorem 6 follows the same pattern and we therefore omit it. A key ingredient in the proof below is the following Poincaré inequality (see [24, Appendix A.1]): there exists \( C \) independent of \( \varepsilon \) such that

\[
\forall \phi \in H^1_0(\Omega^\varepsilon), \quad \| \phi \|_{L^2(\Omega^\varepsilon)} \leq C \varepsilon \| \nabla \phi \|_{L^2(\Omega^\varepsilon)} = C \varepsilon | \phi |_{H^1(\Omega^\varepsilon)},
\]

where we recall the notation \( | v |_{H^1(p(\Omega^\varepsilon))} = \| \nabla v \|_{L^2(p(\Omega^\varepsilon))} \) for any \( v \in H^1(\Omega^\varepsilon) \).

**Proof of Theorem 4.** We adopt the proof of [24, Appendix A.2], where we considered a purely diffusive problem. We first prove that Problem (44) is well-posed. Consider

\[
V = \{ w \in H^1_0(\mathcal{P}), \quad w \text{ is } Y\text{-periodic}, \quad w = 0 \text{ on } \partial \mathcal{O} \},
\]

where \( \mathcal{P} \) is defined by (42). The variational formulation of (44) reads as: find \( w \in V \) such that

\[
\forall v \in V, \quad a(w, v) = \int_{Y \setminus \mathcal{O}} v
\]

with

\[
a(w, v) = \int_{Y \setminus \mathcal{O}} \alpha \nabla w \cdot \nabla v + \int_{Y \setminus \mathcal{O}} (b \cdot \nabla w) v. \]

The bilinear form \( a \) is well-defined on \( V \times V \). Recall indeed that

\[
b \in (W^{1,p}(Y \setminus \mathcal{O}))^d \subset (C^0(Y \setminus \mathcal{O}))^d
\]

since \( p > d \). Furthermore, \( a \) is coercive on \( V \). Indeed, for any \( v \in V \), we compute that

\[
a(v, v) = \int_{Y \setminus \mathcal{O}} \alpha | \nabla v |^2 + \int_{Y \setminus \mathcal{O}} (b \cdot \nabla v) v
\]

\[
= \int_{Y \setminus \mathcal{O}} \alpha | \nabla v |^2 + \int_{Y \setminus \mathcal{O}} b \cdot \nabla \left( \frac{v^2}{2} \right)
\]

\[
= \int_{Y \setminus \mathcal{O}} \alpha | \nabla v |^2 - \int_{Y \setminus \mathcal{O}} (\text{div} \ b) \left( \frac{v^2}{2} \right),
\]

where we have used the periodicity of \( v \) and \( b \) and the fact that \( v = 0 \) on \( \partial \mathcal{O} \) in the integration by part. Note that the regularity of \( b \) (namely here \( \text{div} \ b \in L^p(Y \setminus \mathcal{O}) \) with \( p > d \)) and Sobolev embeddings ensures that the last term in the above equality is well-defined.

Using now that \( \text{div} \ b \leq 0 \) in \( Y \setminus \mathcal{O} \) and a Poincaré inequality for functions in \( V \), we get that, for any \( v \in V \),

\[
a(v, v) \geq \alpha | \nabla v |^2_{L^2(Y \setminus \mathcal{O})} \geq C \| v \|_{H^1(Y \setminus \mathcal{O})}^2,
\]
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and thus the coercivity of $a$ on $V$. The solution $w$ of (44) is thus well-defined.

Since the perforations are isolated, we can consider the cell problem on a smooth bounded open domain $Y^+ \setminus \overline{O}$ such that $Y \subset Y^+$ and $Y^+ \cap O^* = \emptyset$, where $O^*$ is the domain obtained by $Y$-periodicity from $O$. Using standard elliptic regularity results (see e.g. [18]) and the fact that $b \in (L^p(Y \setminus \overline{O}))^d$, we get that $w \in W^{2,q}(Y \setminus \overline{O})$ for any finite $q$. This implies that

$$w \in C^1(Y \setminus \overline{O}).$$

(60)

Using similar arguments, we observe that (44) is well-posed for any $f \in L^2(\Omega)$.

We now prove (43). Let $\eta^\varepsilon$ be a regular function, vanishing in the neighborhood of the boundary of $\Omega$, such that $0 \leq \eta^\varepsilon \leq 1$ on $\overline{\Omega}$, and which is equal to 1 on \{ $x \in \Delta \Omega,$ \text{dist} $(x, \partial \Omega) \geq \varepsilon$ \} (see Figure [1]). Since the domain $\Omega$ is regular, we can construct $\eta^\varepsilon$ such that it satisfies

$$\|\eta^\varepsilon\|_{L^\infty(\Omega)} \leq 1, \quad \|1 - \eta^\varepsilon\|_{L^2(\Omega)} \leq C\sqrt{\varepsilon},$$

$$\|\nabla \eta^\varepsilon\|_{L^\infty(\Omega)} \leq \frac{C}{\varepsilon}, \quad \|\nabla^2 \eta^\varepsilon\|_{L^2(\Omega)} \leq \frac{C}{\varepsilon^{3/2}},$$

where $C > 0$ is a constant independent of $\varepsilon$. We define $\phi^\varepsilon = u^\varepsilon - \varepsilon^2 \bar{w}(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon$

and compute

$$\nabla \phi^\varepsilon = \nabla u^\varepsilon - \varepsilon \nabla \bar{w}(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon - \varepsilon^2 \bar{w}(\frac{\cdot}{\varepsilon}) \nabla (f \eta^\varepsilon),$$

$$\Delta \phi^\varepsilon = \Delta u^\varepsilon - \Delta \bar{w}(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon - 2\varepsilon \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \cdot \nabla (f \eta^\varepsilon) - \varepsilon^2 \bar{w}(\frac{\cdot}{\varepsilon}) \Delta (f \eta^\varepsilon).$$

Recalling that $\tilde{b}^\varepsilon = \frac{1}{\varepsilon} b(\frac{\cdot}{\varepsilon})$, we get

$$-\alpha \Delta \phi^\varepsilon + \tilde{b}^\varepsilon \cdot \nabla \phi^\varepsilon = f + \alpha \Delta w(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon + 2\varepsilon \alpha \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \cdot \nabla (f \eta^\varepsilon)$$

$$= f + \alpha \Delta w(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon + 2\varepsilon \alpha \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \cdot \nabla (f \eta^\varepsilon)$$

$$= f + \alpha \Delta w(\frac{\cdot}{\varepsilon}) - b(\frac{\cdot}{\varepsilon}) \cdot \nabla \bar{w}(\frac{\cdot}{\varepsilon}) f \eta^\varepsilon + 2\varepsilon \alpha \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \cdot \nabla (f \eta^\varepsilon)$$

$$= f \eta^\varepsilon + \varepsilon \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \cdot \nabla (f \eta^\varepsilon) + \varepsilon^2 \alpha \nabla \bar{w}(\frac{\cdot}{\varepsilon}) \Delta (f \eta^\varepsilon).$$

We infer from the above that

$$\|\alpha \Delta \phi^\varepsilon + \tilde{b}^\varepsilon \cdot \nabla \phi^\varepsilon\|_{L^2(\Omega)} \leq \|f\|_{L^\infty(\Omega)} \|1 - \eta^\varepsilon\|_{L^2(\Omega)}$$

$$+ \varepsilon \|2\alpha \nabla \bar{w} - b\|_{L^\infty(Y \setminus \overline{O})} \left( \|f\|_{L^\infty(\Omega)} \|f \eta^\varepsilon\|_{L^2(\Omega)} + \|\nabla f\|_{L^2(\Omega)} \|\eta^\varepsilon\|_{L^\infty(\Omega)} \right)$$

$$+ \varepsilon^2 \alpha \|w\|_{L^\infty(Y \setminus \overline{O})} \left( \|f\|_{L^\infty(\Omega)} \|\Delta \eta^\varepsilon\|_{L^2(\Omega)} + 2 \|\nabla f\|_{L^2(\Omega)} \|\nabla \eta^\varepsilon\|_{L^\infty(\Omega)} + \|\Delta f\|_{L^2(\Omega)} \|\eta^\varepsilon\|_{L^\infty(\Omega)} \right)$$

$$\leq C\sqrt{\varepsilon} \left( \|f\|_{L^\infty(\Omega)} + \|\nabla f\|_{L^2(\Omega)} + \|\Delta f\|_{L^2(\Omega)} \right),$$
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where $C$ is independent of $\varepsilon$ and $f$, and where we have used that $w \in W^{1,\infty}(Y \setminus \overline{\Omega})$ (see (60)) and $b \in (L^\infty(Y \setminus \overline{\Omega}))^d$ (see (59)).

Noticing that $\phi^\varepsilon$ vanishes on the boundary of $\Omega^\varepsilon$ and that $\text{div} \, b \equiv 0$ on $Y \setminus \overline{\Omega}$, we obtain

$$
\int_{\Omega^\varepsilon} \alpha |\nabla \phi^\varepsilon|^2 \leq \int_{\Omega^\varepsilon} \left( -\alpha \Delta \phi^\varepsilon + \tilde{b} \cdot \nabla \phi^\varepsilon \right) \phi^\varepsilon \leq C \sqrt{\varepsilon} \|\phi^\varepsilon\|_{L^2(\Omega^\varepsilon)} N(f). \tag{61}
$$

Combining (61) and the Poincaré inequality (58) we recalled above, we get

$$
|\phi^\varepsilon|_{H^1(\Omega^\varepsilon)} \leq C \varepsilon^{3/2} N(f). \tag{62}
$$

To estimate $|u^\varepsilon - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) f|_{H^1(\Omega^\varepsilon)}$, we use the triangle inequality and write

$$
|u^\varepsilon - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) f|_{H^1(\Omega^\varepsilon)} \leq |\phi^\varepsilon|_{H^1(\Omega^\varepsilon)} + \varepsilon^2 \|w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon)\|_{H^1(\Omega^\varepsilon)}. \tag{63}
$$

We are thus left with bounding the quantity $\varepsilon^2 \|w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon)\|_{H^1(\Omega^\varepsilon)}$. To this aim, we compute

$$
\varepsilon^2 \nabla \left[ w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon) \right] = \varepsilon \nabla w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon) + \varepsilon^2 \nabla f - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) \nabla (f \eta^\varepsilon).
$$

We then have

$$
\varepsilon^2 \left| w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon) \right|_{H^1(\Omega^\varepsilon)} \\
\leq \varepsilon \left| \nabla w \left( \frac{\cdot}{\varepsilon} \right) f(1 - \eta^\varepsilon) \right|_{L^2(\Omega^\varepsilon)} + \varepsilon^2 \left| w \left( \frac{\cdot}{\varepsilon} \right) \nabla f \right|_{L^2(\Omega^\varepsilon)} + \varepsilon^2 \left| w \left( \frac{\cdot}{\varepsilon} \right) \nabla (f \eta^\varepsilon) \right|_{L^2(\Omega^\varepsilon)} \\
\leq C \varepsilon^{3/2} N(f), \tag{64}
$$

where we again used (59). We infer from (63), (62) and (64) that

$$
|u^\varepsilon - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) f|_{H^1(\Omega^\varepsilon)} \leq C \varepsilon^{3/2} N(f).
$$

This concludes the proof of Theorem 4. \hfill \Box

### A.2 Homogeneous Neumann boundary condition and assuming (10)

We prove Theorem 8 using two-scale convergence, as in Theorem 2.9. The problem considered in Theorem 2.9 is a diffusion problem with a zero-order term, while the problem we consider here is an advection-diffusion problem without zero-order term. Although the problems are different, the arguments of the proof are essentially similar. We thus only detail the steps in the argument different from those in Theorem 2.9.

As a preliminary step, before we are in position to prove Theorem 8, we establish the following Poincaré inequality. We recall (see (11)) that

$$
V^\varepsilon = \left\{ u \in H^1(\Omega^\varepsilon) \text{ such that } u = 0 \text{ on } \varepsilon \Omega^\varepsilon \cap \partial \Omega \right\}. \tag{65}
$$
Lemma 12. We assume (11) and (18) (uniformly in $\varepsilon$), that $\overline{\mathcal{O}} \subset Y$ and that $Y \setminus \overline{\mathcal{O}}$ is a connected open set of $\mathbb{R}^d$.

Then there exists $C$ independent of $\varepsilon$ such that

$$\forall u \in V^\varepsilon, \quad \|u\|_{L^2(Y^\varepsilon)} \leq C \|\nabla u\|_{L^2(Y^\varepsilon)}. \tag{66}$$

Proof of Lemma 12. The result is intuitively clear. Since there is no boundary conditions on the perforations for functions in $V^\varepsilon$, these perforations can be ignored and the Poincaré inequality is that of the domain $\Omega$. The proof indeed consists in extending $u \in H^1(\Omega^\varepsilon)$ into $v \in H^1(\Omega)$ and applying the Poincaré inequality to the latter. We provide the detailed proof of (66), which falls in two steps, for consistency.

Step 1. For any $u \in V^\varepsilon$, we show here how to build a suitable extension $v$ of $u$ in the perforations $B^\varepsilon$. We recall that, in view of (41), we have $B^\varepsilon = \Omega \cap \left(\bigcup_{k \in \mathbb{Z}^d} (\varepsilon \mathcal{O} + \varepsilon k)\right)$.

Let $\mathbf{p} \in H^1(Y \setminus \overline{\mathcal{O}})$. We claim that there exists $v \in H^1(Y)$ with $v = \mathbf{p}$ in $Y \setminus \overline{\mathcal{O}}$

and

$$\|\nabla v\|_{L^2(Y)} \leq C \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})} \tag{67}$$

for some $C$ independent of $\mathbf{p}$ and $v$.

Consider indeed the function $v = \mathbf{p} - c$, where $c = \frac{1}{|Y \setminus \overline{\mathcal{O}}|} \int_{Y \setminus \overline{\mathcal{O}}} \mathbf{p}$. This function admits a trace on $\partial \mathcal{O}$ which belongs to $H^{1/2}(\partial \mathcal{O})$. By surjectivity of the trace, there exists $\mathbf{w} \in H^1(\mathcal{O})$ with $\mathbf{w} = \mathbf{p} - c$ on $\partial \mathcal{O}$ and $\|\mathbf{w}\|_{H^1(\mathcal{O})} \leq C_{\text{surj}} \|\mathbf{w} - c\|_{H^{1/2}(\partial \mathcal{O})}$. We then define $v \in L^2(Y)$ by $v = \mathbf{p}$ in $Y \setminus \overline{\mathcal{O}}$ and $v = \mathbf{w} + c$ in $\mathcal{O}$. By construction of $v$, we have that $v \in H^1(Y)$. Furthermore, we compute

$$\|\nabla v\|_{L^2(Y)}^2 = \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})}^2 + \|\nabla v\|_{L^2(\mathcal{O})}^2$$

$$\leq \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})}^2 + \|\nabla \mathbf{w}\|_{L^2(\mathcal{O})}^2$$

$$\leq \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})}^2 + C_{\text{surj}}^2 \|\mathbf{w} - c\|_{H^{1/2}(\partial \mathcal{O})}^2 \tag{68}$$

Using the trace inequality and the Poincaré-Wirtinger inequality in $Y \setminus \overline{\mathcal{O}}$, we deduce from the above that

$$\|\nabla v\|_{L^2(Y)}^2 \leq \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})}^2 + C_{\text{surj}}^2 \|\nabla \mathbf{w}\|_{L^2(\mathcal{O})}^2$$

$$\leq \|\nabla v\|_{L^2(Y \setminus \overline{\mathcal{O}})}^2 + C_{\text{surj}}^2 \|\mathbf{w} - c\|_{H^{1/2}(\partial \mathcal{O})}^2 \tag{67}$$

which concludes the proof of (67).

By scaling, we next deduce from (67) that there exists $C$ independent of $\varepsilon$ such that, for any $u \in H^1(\varepsilon(Y \setminus \overline{\mathcal{O}}))$, there exists $v \in H^1(\varepsilon Y)$ with $v = u$ in $\varepsilon(Y \setminus \overline{\mathcal{O}})$ and

$$\|\nabla v\|_{L^2(Y \varepsilon)} \leq C \|\nabla u\|_{L^2(Y \varepsilon \setminus \varepsilon \overline{\mathcal{O}})}. \tag{69}$$

Consider now $u \in V^\varepsilon$, defined in $\Omega^\varepsilon$. We extend $u$ in $\Omega$ as follows:

- For each perforation such that $\varepsilon \mathcal{O} + \varepsilon k$ is included in $\Omega$, we extend $u$ in $\varepsilon \mathcal{O} + \varepsilon k$ as above.
For each perforation \( \varepsilon \Omega + \varepsilon k \) that intersects the boundary \( \partial \Omega \), we extend \( u \) in \( \Omega \cap (\varepsilon \Omega + \varepsilon k) \) by a function that is equal to \( u \) on \( \partial (\varepsilon \Omega + \varepsilon k) \cap \Omega \) and that vanishes on \( \partial \Omega \). To build this extension, we use the assumption \([15]\), the fact that \( u = 0 \) on \( \partial \Omega \cap \partial \Omega^c \) along with the same arguments as above.

Doing so, we thus construct \( v \in H^1_0(\Omega) \) such that \( v = u \) on \( \Omega^c \) and

\[
\| \nabla v \|_{L^2(\Omega)} \leq C \| \nabla u \|_{L^2(\Omega^c)}
\]

(68)

where \( C \) is independent of \( \varepsilon \), \( u \) and \( v \).

**Step 2.** Let \( u \in V^c \) and let \( v \in H^1_0(\Omega) \) be the extension built in Step 1. Using the Poincaré inequality in \( H^1_0(\Omega) \) and \([68]\), we write that

\[
\| u \|_{L^2(\Omega^c)} \leq \| v \|_{L^2(\Omega)} \leq C \| \nabla v \|_{L^2(\Omega)} \leq C \| \nabla u \|_{L^2(\Omega^c)}.
\]

This concludes the proof of Lemma \([12]\).

**Proof of Theorem \([8]\).** We recall that the variational form of \([2]\) reads as

\[
\text{Find } u^c \in V^c \text{ such that, for any } v \in V^c, \quad a^c(u^c, v) = \int_{\Omega^c} f v, \quad (69)
\]

where \( V^c \) is defined by \([65]\) and the bilinear form \( a^c \) is defined (see \([4]\); we now make explicit the dependency of the bilinear form with respect to \( \varepsilon \)) by

\[
a^c(u, v) = \int_{\Omega^c} \alpha \nabla u \cdot \nabla v + \int_{\Omega^c} \left( \hat{b}^c \cdot \nabla u \right) v. \quad (70)
\]

The proof of the theorem falls in 3 steps.

**Step 1: well-posedness and a priori estimates.** In view of the regularity of \( b \) (see \([59]\)), the bilinear form \( a^c \) is well-defined on \( V^c \times V^c \). In view of \([48]\) and \([60]\), \( a^c \) is coercive on \( V^c \), uniformly with respect to \( \varepsilon \). Indeed, for any \( u \in V^c \), we have

\[
a^c(u, u) = \int_{\Omega^c} \alpha \| \nabla u \|^2 + \frac{1}{2} \int_{\partial \Omega^c} \left( \hat{b}^c \cdot n \right) u^2 - \frac{1}{2} \int_{\Omega^c} \left( \text{div } \hat{b}^c \right) u^2 \\
\geq \alpha \| \nabla u \|^2_{L^2(\Omega^c)} \\
\geq C \| u \|^2_{H^1(\Omega^c)},
\]

(71)

successively using that \( \text{div } b \leq 0 \) in \( Y \setminus \Omega \), \( b \cdot n \geq 0 \) on \( \partial \Omega \), \( u = 0 \) on \( \partial \Omega^c \cap \partial \Omega \) and the Poincaré inequality shown in Lemma \([12]\). The bilinear form \([70]\) is thus coercive, uniformly with respect to \( \varepsilon \). This of course implies that Problem \([2]\) is well-posed, and also that \( u^c \) is uniformly bounded in \( H^1(\Omega^c) \).

Let \( \hat{u}^c \in L^2(\Omega) \) be the extension by zero of the solution \( u^c \) to \([2]\), and let likewise \( \hat{v}^e \in (L^2(\Omega))^d \) be the extension by zero of \( \nabla v^e \). We thus have that \( \hat{u}^c \) (resp. \( \hat{v}^e \)) is uniformly bounded in \( L^2(\Omega) \) (resp. \( (L^2(\Omega))^d \)) with respect to \( \varepsilon \).

**Step 2: homogenized limit.** Because of the above bounds, we know that there exists \( u_0 \in L^2(\Omega \times Y) \) (resp. \( \xi_0 \in (L^2(\Omega \times Y))^d \)) such that the sequence \( \hat{u}^c \) (resp. \( \hat{v}^e \)) two-scale converges, up to the extraction of a subsequence, to \( u_0 \).
(resp. \( \xi_0 \)). Following the proof of [3, Theorem 2.9], we obtain that there exists \( u^* \in H^1_0(\Omega) \) and \( u_1 \in L^2(\Omega, H^1_{\text{per}}(Y \setminus \overline{\Omega})/\mathbb{R}) \) such that

\[
u_0(x, y) = u^*(x) \mathbb{1}_{Y \setminus \overline{\Omega}}(y) \quad \text{and} \quad \xi_0(x, y) = \mathbb{1}_{Y \setminus \overline{\Omega}}(y)(\nabla u^*(x) + \nabla_y u_1(x, y)). \quad (72)
\]

To identify the equation satisfied by \( u^* \) and \( u_1 \), we consider, following [3], the test function

\[
\phi^\varepsilon(x) = \phi(x) + \varepsilon \phi_1 \left( x, \frac{x}{\varepsilon} \right),
\]

where \( \phi \in C_c^\infty(\Omega) \) and \( \phi_1 \in C_c^\infty(\Omega; C_c^\infty(Y)) \), the gradient of which reads

\[
\nabla \phi^\varepsilon(x) = \nabla \phi(x) + \nabla_y \phi_1 \left( x, \frac{x}{\varepsilon} \right) + \varepsilon \nabla \phi_1 \left( x, \frac{x}{\varepsilon} \right).
\]

Choosing \( v = \phi^\varepsilon \) in the variational formulation (69) of (2), we obtain

\[
\alpha \int_{\Omega} \nabla \nabla u^* \cdot \nabla \phi^\varepsilon + \int_{\Omega} b \left( \frac{x}{\varepsilon} \right) \cdot \nabla \nabla u^* \phi^\varepsilon = \int_{\Omega} f \phi^\varepsilon = \int_{\Omega} \mathbb{1}_P \left( \frac{x}{\varepsilon} \right) f \phi^\varepsilon,
\]

where we recall that \( P \) is defined by (42).

We check that the function \( \nabla \phi(x) + \nabla_y \phi_1(x, y) \) is an admissible test function in the sense of the two-scale convergence (indeed, it belongs to \( L^2(\Omega, C_c^\infty(\Omega; C_c^\infty(Y)) \)), and such functions are admissible in view of [3, Lemma 1.3 and Definition 1.4]). Likewise, in view of (50), we see that \( b(y) \phi(x) \) is also an admissible test function. Passing to the limit \( \varepsilon \to 0 \) in (73) and using (72), we thus obtain

\[
\alpha \int_{\Omega \times Y} \mathbb{1}_{Y \setminus \overline{\Omega}}(\nabla u^* + \nabla_y u_1) \cdot (\nabla \phi + \nabla_y \phi_1) + \int_{\Omega \times Y} \mathbb{1}_{Y \setminus \overline{\Omega}}(\nabla u^* + \nabla_y u_1) \cdot b \phi = \int_{\Omega \times Y} \mathbb{1}_{Y \setminus \overline{\Omega}} f \phi.
\]

By a density argument, we have that this variational formulation holds for any \( (\phi, \phi_1) \in H^1_0(\Omega) \times L^2(\Omega; H^1_{\text{per}}(Y)) \). We thus have

\[
\forall \phi_1 \in H^1_{\text{per}}(Y), \quad \int_{Y \setminus \overline{\Omega}}(\nabla u^* + \nabla_y u_1) \cdot \nabla_y \phi_1 = 0 \quad (74)
\]

and

\[
\forall \phi \in H^1_0(\Omega), \quad \alpha \int_{\Omega \times (Y \setminus \overline{\Omega})} (\nabla u^* + \nabla_y u_1) \cdot \nabla \phi + \int_{\Omega \times (Y \setminus \overline{\Omega})} (\nabla u^* + \nabla_y u_1) \cdot b \phi = |Y \setminus \overline{\Omega}| \int_{\Omega} f \phi. \quad (75)
\]

Let \( u_1, 1 \leq i \leq d, \) be the corrector, solution to (52). We deduce from (74) that

\[
u_1(x, y) = \overline{\mathbf{u}}_1(x) + \sum_{i=1}^d w_i(y) \partial_x i u^*(x)
\]

where \( \overline{\mathbf{u}}_1 \) only depends on \( x \). Inserting this expression in (75), we get that \( u^* \) satisfies

\[
\forall \phi \in H^1_0(\Omega), \quad \int_{\Omega} A^* \nabla u^* \cdot \nabla \phi + (b^* \cdot \nabla u^*) \phi = \frac{|Y \setminus \overline{\Omega}|}{|Y|} \int_{\Omega} f \phi,
\]
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where $A^\ast$ (resp. $b^\ast$) is defined by (50) (resp. (51)). This is exactly the variational formulation of (49).

Since $u^\ast$ is uniquely determined (note indeed that $b^\ast$ is constant, hence divergence-free) and $\nabla_y u_1$ is as well uniquely determined, we infer that the whole sequence $\tilde{u}^\varepsilon$ (resp. $\nabla^\varepsilon u^\varepsilon$) two-scale converges to $u_0 \in L^2(\Omega \times Y)$ (resp. to $\xi_0 \in (L^2(\Omega \times Y))^d$).

**Step 3:** $H^1$ convergence. Let $u^{\varepsilon,1} = u^\ast + \varepsilon \sum_{i=1}^d w_i \left( \frac{\cdot}{\varepsilon} \right) \partial_x u^\ast$ and $\xi_1(x, y) = \sum_{i=1}^d w_i(y) \partial_x u^\ast(x)$. We note that $\xi_0(x, y) \equiv 1_{\Omega \setminus \mathcal{Y}}(y) \xi_1(x, y)$.

We thus have

$$\lim_{\varepsilon \to 0} \|u^{\varepsilon,1} - g^{\varepsilon,1}\|_{H^1(\Omega^\varepsilon)} = 0.$$  (76)

We are now left with estimating $\|u^\ast - g^{\ast,1}\|_{H^1(\Omega^\varepsilon)}$. Using (72), we write

$$C \|u^\ast - g^{\ast,1}\|_{H^1(\Omega^\varepsilon)}^2 \leq a^\ast(u^\ast - g^{\ast,1}, u^\ast - g^{\ast,1})$$

$$= \int_{\Omega^\varepsilon} f(u^\ast - g^{\ast,1}) + a^\ast(g^{\ast,1}, g^{\ast,1}) - a^\ast(u^{\varepsilon,1}, u^\ast)$$

$$= \int_{\Omega^\varepsilon} f(u^\ast - u^{\varepsilon,1}) + a^\ast(u^{\varepsilon,1}, u^{\varepsilon,1}) - a^\ast(u^{\varepsilon,1}, u^\ast) + R_{\varepsilon},$$  (77)

where

$$\lim_{\varepsilon \to 0} R_{\varepsilon} = 0.$$  (78)

As a consequence of (76).

We successively pass to the limit in the three terms of (77). For the first one, we write $\int_{\Omega^\varepsilon} f u^\varepsilon = \int_{\Omega} f \tilde{u}^\varepsilon$, thus

$$\lim_{\varepsilon \to 0} \int_{\Omega^\varepsilon} f u^\varepsilon = \int_{\Omega} f u_0 = |Y \setminus \mathcal{Y}| \int_{\Omega} f u^\ast,$$  (79)

while $\int_{\Omega^\varepsilon} f u^{\varepsilon,1} = \int_{\Omega} \mathbb{1}_\mathcal{Y} \left( \frac{\cdot}{\varepsilon} \right) f u^{\varepsilon,1}$, hence

$$\lim_{\varepsilon \to 0} \int_{\Omega^\varepsilon} f u^{\varepsilon,1} = \int_{\Omega \times Y} \mathbb{1}_{Y \setminus \mathcal{Y}} f u^\ast = |Y \setminus \mathcal{Y}| \int_{\Omega} f u^\ast.$$  (80)
For the third term of (77), we write
\begin{align*}
\alpha^\varepsilon(u^\varepsilon, 1, u^\varepsilon) &= \int_{\Omega^x} \alpha \nabla u^\varepsilon, 1 \cdot \nabla u^\varepsilon, 1 + \int_{\Omega^y} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \nabla u^\varepsilon, 1 \right] u^\varepsilon, 1 \\
&= \int_{\Omega^x} \alpha_1 \left( \frac{x}{\varepsilon} \right) \cdot \xi_1 \left( \frac{x}{\varepsilon} \right) + 2\varepsilon \int_{\Omega^y} \alpha_1 \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon^2 \int_{\Omega^y} \alpha_2 \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) \\
&\quad + \int_{\Omega^y} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \xi_1 \left( \frac{x}{\varepsilon} \right) \right] u^\varepsilon, 1 + \varepsilon \int_{\Omega^y} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) \right] u^\varepsilon, 1 \bigg|_{\Omega^y}.
\end{align*}

Passing to the limit $\varepsilon \to 0$, we get that
\[ \lim_{\varepsilon \to 0} \alpha^\varepsilon(u^\varepsilon, 1, u^\varepsilon) = \int_{\Omega^x \times Y} \alpha \xi_0(x, y) \cdot \xi_0(x, y) + \int_{\Omega^x \times Y} \left[ b(y) \cdot \xi_0(x, y) \right] u^*(x). \quad (81) \]

For the second term of (77), we write
\begin{align*}
\alpha^\varepsilon(u^\varepsilon, 1, u^\varepsilon) &= \int_{\Omega^x} \alpha \nabla u^\varepsilon, 1 \cdot \nabla u^\varepsilon, 1 + \int_{\Omega^y} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \nabla u^\varepsilon, 1 \right] u^\varepsilon \\
&= \int_{\Omega^x} \alpha \xi_1 \left( \frac{x}{\varepsilon} \right) \cdot \xi_1 \left( \frac{x}{\varepsilon} \right) + 2\varepsilon \int_{\Omega^x} \alpha \xi_1 \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) + \varepsilon^2 \int_{\Omega^x} \alpha \xi_2 \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) \\
&\quad + \int_{\Omega^x} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \xi_1 \left( \frac{x}{\varepsilon} \right) \right] u^\varepsilon, 1 + \varepsilon \int_{\Omega^x} \left[ b \left( \frac{x}{\varepsilon} \right) \cdot \xi_2 \left( \frac{x}{\varepsilon} \right) \right] u^\varepsilon, 1 \bigg|_{\Omega^x}.
\end{align*}

Passing to the limit $\varepsilon \to 0$ and using the two-scale limits of $\tilde{u}^\varepsilon$ and $\tilde{v}^\varepsilon$, we get that
\[ \lim_{\varepsilon \to 0} \alpha^\varepsilon(u^\varepsilon, 1, u^\varepsilon) = \int_{\Omega^x \times Y} \alpha \xi_0(x, y) \cdot \xi_0(x, y) + \int_{\Omega^x \times Y} \left[ b(y) \cdot \xi_0(x, y) \right] u^*(x). \quad (82) \]

Collecting (77), (78), (79), (80), (81) and (82), we deduce that
\[ \lim_{\varepsilon \to 0} \|u^\varepsilon - g^\varepsilon, 1\|_{H^1(\Omega^x)} = 0. \]

Collecting this result with (76), we deduce the claimed $H^1$ convergence. This concludes the proof of Theorem 8.
A.3 Homogeneous Neumann boundary condition, the general drift case

We now prove Theorem 9 by essentially showing that we can reduce the case of a general drift to the case considered in Theorem 8. The proof of Theorem 9 is based on the following decomposition result.

Lemma 13. Let $Y = (0, 1)^d$ be the unit square and $\mathcal{O} \subset Y$ be some smooth perforation. We assume that $\overline{\mathcal{O}} \subset Y$ and that $Y \setminus \overline{\mathcal{O}}$ is a connected open set of $\mathbb{R}^d$.

Consider a vector-valued function $b_{\text{per}} \in (L^2_{\text{loc}}(\mathcal{P}))^d$ which is $Y$-periodic (we recall that $\mathcal{P}$ is defined by (42)). There exists $\phi_{\text{per}} \in H^1_{\text{loc}}(\mathcal{P})$ and $B_{\text{per}} \in (L^2_{\text{loc}}(\mathcal{P}))^d$, which are both $Y$-periodic, such that

$$b_{\text{per}} = \nabla \phi_{\text{per}} + B_{\text{per}} \quad \text{in } \mathcal{P},$$

$$\operatorname{div} B_{\text{per}} = 0 \quad \text{in } \mathcal{P}, \quad B_{\text{per}} \cdot n = 0 \quad \text{on } \partial \mathcal{O}. \quad (83)$$

Proof. Consider the space $V = \{ \phi \in H^1_{\text{loc}}(\mathcal{P}), \phi \text{ is } Y\text{-periodic}, \int_{Y \setminus \overline{\mathcal{O}}} \phi = 0 \}$ and the problem: find $\phi_{\text{per}} \in V$ such that

$$\forall v \in V, \int_{Y \setminus \overline{\mathcal{O}}} \nabla \phi_{\text{per}} \cdot \nabla v = \int_{Y \setminus \overline{\mathcal{O}}} b_{\text{per}} \cdot \nabla v. \quad (84)$$

The bilinear form on the left-hand side of (84) is coercive on $V$ thanks to the Poincaré-Wirtinger inequality (note that $Y \setminus \overline{\mathcal{O}}$ is connected). The problem (84) is thus well-posed. Setting $B_{\text{per}} = b_{\text{per}} - \nabla \phi_{\text{per}}$, we observe that $\operatorname{div} B_{\text{per}} = 0$ in $Y \setminus \overline{\mathcal{O}}$ and $B_{\text{per}} \cdot n = 0$ on $\partial \mathcal{O}$. Using the periodicity of $b_{\text{per}}$, we furthermore deduce that $\operatorname{div} B_{\text{per}} = 0$ in $\mathcal{P}$.

Proof of Theorem 9. The well-posedness of (2) can be established using the inf-sup theory, with arguments similar to those used in [25] (the proof is actually simple in the case when $\|b\|_{L^\infty(\Omega^e)}$ is small, or when $\tilde{b}^e$ is irrotational).

To study the homogenized limit of (2), we start by using Lemma 13 and write $b = \nabla \phi_{\text{per}} + B_{\text{per}}$. By construction, we have $\Delta \phi_{\text{per}} = \operatorname{div} b$ in $\mathcal{P}$ and $\nabla \phi_{\text{per}} \cdot n = b \cdot n$ on $\partial \mathcal{O}$. The $W^{1, p}$ regularity of $b$ implies that $\phi_{\text{per}} \in W^{2, p}_{\text{loc}}(\mathcal{P})$, which implies that $B_{\text{per}} \in (W^{1, p}_{\text{loc}}(\mathcal{P}))^d$. Of course, we also have that $\phi_{\text{per}} \in L^\infty_{\text{loc}}(\mathcal{P})$.

Introduce now $\sigma_\varepsilon(x) = \exp\left(-\frac{\varepsilon}{\alpha} \phi_{\text{per}}(x / \varepsilon)\right)$. A simple calculation shows that (2) can be written as

$$-\alpha \operatorname{div} (\sigma_\varepsilon \nabla u^\varepsilon) + \sigma_\varepsilon B_{\text{per}} \left(\frac{x}{\varepsilon}\right) \cdot \nabla u^\varepsilon = \sigma_\varepsilon f \quad \text{in } \Omega^e, \quad \alpha \sigma_\varepsilon \nabla u^\varepsilon \cdot n = 0 \quad \text{on } \partial \Omega \setminus \overline{\Omega}, \quad u^\varepsilon = 0 \quad \text{on } \partial \Omega^e \cap \partial \Omega. \quad (85)$$

Since $\phi_{\text{per}} \in L^\infty(Y \setminus \overline{\mathcal{O}})$, we deduce that

$$\lim_{\varepsilon \to 0} \left\| \sigma_\varepsilon - 1 \right\|_{L^\infty(\Omega^e)} = 0. \quad (86)$$
We are thus led to introduce the following problem:

\[
\begin{cases}
-\alpha \Delta v^\varepsilon + B_{\text{per}} \left( \frac{i}{\varepsilon} \right) \cdot \nabla v^\varepsilon = f & \text{in } \Omega^\varepsilon, \\
\alpha \nabla v^\varepsilon \cdot n = 0 & \text{on } \partial \Omega^\varepsilon \setminus \partial \Omega, \\
v^\varepsilon = 0 & \text{on } \partial \Omega^\varepsilon \cap \partial \Omega, 
\end{cases}
\]

which is well-posed in view of (83). We claim that

\[
\lim_{\varepsilon \to 0} \|u^\varepsilon - v^\varepsilon\|_{H^1(\Omega^\varepsilon)} = 0. 
\]

Indeed, we see that

\[
-\alpha \Delta (v^\varepsilon - u^\varepsilon) + B_{\text{per}} \left( \frac{i}{\varepsilon} \right) \cdot \nabla (v^\varepsilon - u^\varepsilon) = f (1 - \sigma_\varepsilon) + (\sigma_\varepsilon - 1) B_{\text{per}} \left( \frac{i}{\varepsilon} \right) \cdot \nabla u^\varepsilon - \alpha \div ((\sigma_\varepsilon - 1) \nabla u^\varepsilon) \quad \text{in } \Omega^\varepsilon.
\]

Multiplying by $v^\varepsilon - u^\varepsilon$, integrating by parts and using (83) and the fact that $B_{\text{per}} \in (L^\infty(Y \setminus \overline{\Omega}))^d$, we deduce that

\[
\alpha \|\nabla (v^\varepsilon - u^\varepsilon)\|_{L^2(\Omega^\varepsilon)}^2 \\
\leq \|\sigma_\varepsilon - 1\|_{L^\infty(\Omega^\varepsilon)} \|v^\varepsilon - u^\varepsilon\|_{L^2(\Omega^\varepsilon)} \left( \|f\|_{L^2(\Omega^\varepsilon)} + \|B_{\text{per}}\|_{L^\infty(Y \setminus \overline{\Omega})} \|\nabla u^\varepsilon\|_{L^2(\Omega^\varepsilon)} \right) + \alpha \|\sigma_\varepsilon - 1\|_{L^\infty(\Omega^\varepsilon)} \|\nabla (v^\varepsilon - u^\varepsilon)\|_{L^2(\Omega^\varepsilon)} \|\nabla u^\varepsilon\|_{L^2(\Omega^\varepsilon)}.
\]

For $\varepsilon$ sufficiently small, we deduce from (86) and (89) that

\[
\|v^\varepsilon - u^\varepsilon\|_{H^1(\Omega^\varepsilon)} \leq C \|\sigma_\varepsilon - 1\|_{L^\infty(\Omega^\varepsilon)} \left( 1 + \|\nabla u^\varepsilon\|_{L^2(\Omega^\varepsilon)} \right).
\]

A simple a-priori estimation in the coercive problem (83) shows that $v^\varepsilon$ is bounded in $H^1(\Omega^\varepsilon)$ uniformly in $\varepsilon$. The limit (89) thus implies (88).

We now identify the homogenized limit of (87). We observe that the advection field in that equation satisfies all the assumptions made in Theorem 8. In particular, it is divergence-free. Using Theorem 8 we thus deduce that

\[
\lim_{\varepsilon \to 0} \left\|v^\varepsilon - \left( u^* + \varepsilon \sum_{i=1}^d w_i \left( \frac{i}{\varepsilon} \right) \partial_{x_i} u^* \right) \right\|_{H^1(\Omega^\varepsilon)} = 0, 
\]

where $u^*$ is the solution to the problem

\[
\begin{cases}
-\div (A^* \nabla u^*) + b^* \cdot \nabla u^* = \frac{|Y \setminus \overline{\Omega}|}{|Y|} f & \text{in } \Omega, \\
u^* = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where the matrix $A^*$ and the vector $b^*$ are constant and given, for $1 \leq i \leq d$, by

\[
A^* e_i = \frac{1}{|Y|} \int_{Y \setminus \overline{\Omega}} \alpha (e_i + \nabla w_i),
\]

\[
b^* e_i = \frac{1}{|Y|} \int_{Y \setminus \overline{\Omega}} B_{\text{per}} \cdot (e_i + \nabla w_i),
\]
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and where \( w_i \) is the solution to the cell problem \((52)\). We eventually observe that
\[
b^* \cdot e_i = \frac{1}{|Y|} \int_{Y \backslash \Sigma} b \cdot (e_i + \nabla w_i) - \frac{1}{|Y|} \int_{Y \backslash \Sigma} \nabla \phi_{\text{per}} \cdot (e_i + \nabla w_i).
\]
The second term of the right-hand side vanishes. Indeed, we compute
\[
\int_{Y \backslash \Sigma} \nabla \phi_{\text{per}} \cdot (e_i + \nabla w_i)
\]
\[
= \int_{\partial Y} \phi_{\text{per}} (e_i + \nabla w_i) \cdot n + \int_{\partial Y} \phi_{\text{per}} (e_i + \nabla w_i) \cdot n - \int_{Y \backslash \Sigma} \phi_{\text{per}} \cdot \nabla (e_i + \nabla w_i).
\]
In the above right-hand side, the first term vanishes using the periodicity of \( \phi_{\text{per}} \) and \( w_i \), while the last two terms vanish in view of the corrector equation \((52)\). We thus obtain that, for \( 1 \leq i \leq d \),
\[
b^* \cdot e_i = \frac{1}{|Y|} \int_{Y \backslash \Sigma} b \cdot (e_i + \nabla w_i).
\]
Collecting \((88)\) and \((89)\) yields the claimed convergence result. This concludes the proof of Theorem 9.

\[ \Box \]

**B Proof of the error estimate \((54)\)**

**B.1 Some preliminary material**

Before being in position to present the proof of Theorem \(10\), which follows that of \([24, \text{Theorem 2.2}]\), we need some preliminary results.

We recall (see \((58)\)) that
\[
\forall u \in H^1_0(\Omega'), \quad \|u\|_{L^2(\Omega')} \leq C \varepsilon \|u\|_{H^1(\Omega')},
\]
where \( C \) is a constant independent of \( \varepsilon \). In view of \([22, \text{Lemma 4.5}]\), and under the assumption that all coarse elements intersect the perforations, we also have
\[
\forall u \in X_{H,B'}, \quad \|u\|_{L^2(\Omega')} \leq C \varepsilon \|u\|_{H^2_{H}(\Omega')}, \tag{90}
\]
where \( C \) is a constant independent of \( \varepsilon \), where \( \|u\|^2_{H^2_{H}(\Omega')} = \sum_{K \in T_H} \|\nabla u\|^2_{L^2(K \cap \Omega')} \)
and
\[
X_{H,B'} = \{ u \in L^2(\Omega) \text{ such that } u|_K \in H^1(K) \text{ for any } K \in T_H \text{ and } u = 0 \text{ in } B^c \}.
\]
The proof of \((90)\) is actually performed element per element.

We now recall three lemmas, borrowed from \([24, \text{Section 3}]\). The first lemma is a trace inequality. For any domain \( \omega \subset \mathbb{R}^d \), it is classical to define the space
\[
H^{1/2}(\omega) = \left\{ u \in L^2(\omega), \quad \int_{\omega} \int_{\omega} \frac{|u(x) - u(y)|^2}{|x - y|^{d+1}} \, dx \, dy < +\infty \right\},
\]

Electric vehicles (EVs) and their charging stations are both key aspects of the Sustainable Energy Development in Sustainable Development Framework, with the aim of reducing the use of fossil fuels and improving air quality. The increased adoption of EVs has led to a surge in the demand for charging infrastructure, which has, in turn, driven the development of new technologies and business models. The strategic planning of these charging infrastructures is crucial for ensuring adequate service to the EV owners and minimizing the negative environmental impacts. The energy management systems (EMS) play a significant role in this context, as they are responsible for optimizing the use of renewable energy sources and managing the electricity demand. The implementation of optimal charging strategies, such as peak-time deferral, can significantly reduce the load on the grid and improve the efficiency of the charging process. Additionally, the integration of EVs into the existing grid can provide ancillary services, such as frequency regulation and demand response, which can further enhance the system’s reliability and sustainability. The development of robust and efficient EMS requires a deep understanding of the system dynamics and careful consideration of various operational constraints, including those related to the EVs’ power requirements and the grid’s capacity. The design of such systems should aim at maximizing the benefits for both the users and the grid operators, ensuring a sustainable and resilient energy future.
and the norm
\[ \|u\|_{H^{1/2}(\omega)} = \left( |u|_{L^2(\omega)}^2 + |u|_{H^{1/2}(\omega)}^2 \right)^{1/2} \]
where
\[ |u|_{H^{1/2}(\omega)} = \left( \int_\omega \int_\omega \frac{|u(x) - u(y)|^2}{|x - y|^{d+1}} dxdy \right)^{1/2}. \]

**Lemma 14** (Lemma 3.2 of [24]). There exists \( C \) (depending on the regularity of the mesh) such that, for any \( K \in \mathcal{T}_H \) and any edge \( E \subset \partial K \), we have
\[ \forall v \in H^1(K), \quad \|v\|_{L^2(E)}^2 \leq C \left( H^{-1} \|v\|_{L^2(K)}^2 + H \|\nabla v\|_{L^2(K)}^2 \right). \tag{91} \]

**Lemma 15** (Corollary 3.3 of [24]). Consider an edge \( E \in \mathcal{E}_H \), and let \( K_E \subset \mathcal{T}_H \) denote all the triangles sharing this edge. There exists \( C \) (depending only on the regularity of the mesh) such that
\[ \forall v \in W_H, \quad \|[v]\|_{L^2(E)}^2 \leq CH \sum_{K \in K_E} \|\nabla v\|_{L^2(K)}^2 \tag{93} \]
and
\[ \forall v \in W_H, \quad \|[v]\|_{H^{1/2}(E)}^2 \leq C(1 + H) \sum_{K \in K_E} \|\nabla v\|_{L^2(K)}^2. \tag{94} \]

where we recall that \( W_H \) is defined by \([3]\).

**Lemma 16** (Lemma 3.4 of [24]). Let \( g \in L^\infty(\mathbb{R}) \) be a \( \theta \)-periodic function with zero mean. Let \( f \in W^{1,1}(0, H) \subset C^0(0, H) \) be a function defined on the interval \([0, H]\) that vanishes at least at one point of \([0, H]\). Then, for any \( \varepsilon > 0 \),
\[ \left| \int_0^H g \left( \frac{x}{\varepsilon} \right) f(x) dx \right| \leq 2 \varepsilon \|g\|_{L^\infty(\mathbb{R})} \|f\|_{L^1(0, H)}. \]

**B.2 Proof of Theorem 10**

To simplify notation, we denote by \( u \), instead of \( u^\ell \), the solution to ([1]), and \( u_H \), instead of \( u_H^\ell \), its approximation, solution to ([27]).

We first note that ([27]) is well-posed in view of the Lax-Milgram lemma and the estimates ([10]) and ([90]).

Let \( \Pi_H f \) be the \( L^2 \)-orthogonal projection of \( f \) on the space of piecewise constant functions. We recall that we have the following estimate: there exists \( C \) independent of \( H \) and \( f \) such that
\[ \|f - \Pi_H f\|_{L^2(\Omega)} \leq CH \|\nabla f\|_{L^2(\Omega)}. \tag{95} \]
We define
\[ v_H(x) = \sum_{K \in \mathcal{T}_H} \Pi_H f \Psi_D^{c,K}(x) + \sum_{E \in \mathcal{E}_H} \left( \int_E u \right) \Phi_D^{E}(x), \]
where \( \Phi_D^{E} \) and \( \Psi_D^{c,K} \) are respectively solutions to (31) and (32). We see from (31) that \( v_H \in V_H^{adv bubble} \). We next decompose the exact solution into
\[ u = v_H + \phi. \]
Notice that \( v_H \) satisfies
\[ \int_E v_H = \int_E u, \text{ hence } \int_E \phi = 0, \text{ for all } E \in \mathcal{E}_H^{in}, \]
\[ \left( \alpha \nabla v_H - \frac{1}{2} \hat{b} \cdot \nabla v_H \right) \cdot n = \lambda^E, \text{ for all } E \in \mathcal{E}_H^{in}, \tag{96} \]
\[ -\alpha \Delta v_H + \hat{b} \cdot \nabla v_H = \Pi_H f \text{ on } K \cap \Omega^e, \text{ for all } K \in \mathcal{T}_H, \]
where \( \lambda^E \) is a constant (possibly different on each side of \( E \)).

In what follows, we make use of the notation \( g_{\varepsilon}(x) = g \left( \frac{2}{\varepsilon} \right) \) for any function \( g \). The constant \( C \) denotes a constant independent of \( \varepsilon, H \) and \( f \), that may vary from one line to another. We begin by estimating \( \phi \).

**Step 1: Estimation of \( \phi = u - v_H \):** Using the approximation of \( u \) given in the homogenization result (34) and denoting \( \phi = \varepsilon^2 w_{\varepsilon} f - v_H \), we have
\[
c_H(\phi, \phi) = c_H(u - \varepsilon^2 w_{\varepsilon} f, \phi) + c_H(\varepsilon^2 w_{\varepsilon} f - v_H, \phi) \\
= c_H(u - \varepsilon^2 w_{\varepsilon} f, \phi) \\
+ \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^e} \left( -\alpha \Delta \tilde{\phi} + \hat{b} \cdot \nabla \tilde{\phi} \right) \phi + \int_{\partial(K \cap \Omega^e)} \left( \alpha \nabla \tilde{\phi} - \frac{1}{2} \hat{b} \cdot \tilde{\phi} \right) \cdot n \phi \\
= c_H(u - \varepsilon^2 w_{\varepsilon} f, \phi) \\
+ \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^e} \left( -\alpha \Delta \tilde{\phi} + \hat{b} \cdot \nabla \tilde{\phi} \right) \phi + \int_{\partial(K \cap \Omega^e)} \left( \alpha \nabla \tilde{\phi} - \frac{1}{2} \hat{b} \cdot \tilde{\phi} \right) \cdot n \phi \\
= c_H(u - \varepsilon^2 w_{\varepsilon} f, \phi) + \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^e} \left( -\alpha \Delta \tilde{\phi} + \hat{b} \cdot \nabla \tilde{\phi} \right) \phi \\
+ \varepsilon^2 \sum_{K \in \mathcal{T}_H} \int_{\partial(K \cap \Omega^e)} \left( \alpha \nabla (w_{\varepsilon} f) - \frac{1}{2} \hat{b} \cdot (w_{\varepsilon} f) \right) \cdot n \phi, \tag{97} \]
where we used the fact that \( \phi = 0 \) on \( \partial \Omega^e \) in the third line and (96) in the last line. Using (9) and next that \( \text{div } b \leq 0 \), we write that
\[
c_H(\phi, \phi) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega^e} \alpha |\nabla \phi|^2 - \frac{1}{2} \left( \text{div } \hat{b} \cdot \phi \right) \phi^2 \geq \alpha |\phi|_{H^1_0(\Omega^e)}^2. \tag{98} \]
Combining (97) and (98), we get

\[
\alpha|\phi|_{H^1_h(\Omega')}^2 \leq c_H(u - \varepsilon^2 w_{|\varepsilon}f, \phi) + \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega'} \left(-\alpha \Delta \tilde{\phi} + \tilde{b} \cdot \nabla \tilde{\phi}\right) \phi \\
+ \varepsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega'} \left(\alpha \nabla(w_{|\varepsilon}f) - \frac{1}{2} \tilde{b} \cdot \nabla \tilde{\phi}_*, \phi \right) \cdot n \left[[\phi]\right].
\]

(99)

We successively bound the three terms of the right-hand side of (99). Roughly speaking:

- the first term is small because of the homogenization result (43);
- the second term is small because, at the leading order term in \(\varepsilon\), \(-\alpha \Delta \tilde{\phi} + \tilde{b} \cdot \nabla \tilde{\phi} \approx f - \Pi_H f\), which is small due to (95);
- estimating the third term is more involved, and uses the fact that \(w\) is a periodic function. We are thus in position to apply our Lemma 16.

**Step 1a** The first term of the right-hand side of (99) is estimated as follows. Denoting \(\bar{u} = u - \varepsilon^2 w_{|\varepsilon}f\), we write

\[
c_H(\bar{u}, \phi) = \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega'} \alpha \nabla \bar{u} \cdot \nabla \phi + \frac{1}{2} \left(\tilde{b} \cdot \nabla \bar{u}\right) \phi - \frac{1}{2} \left(\tilde{b} \cdot \nabla \phi\right) \bar{u} \\
- \sum_{K \in \mathcal{T}_H} \int_{K \cap \Omega'} \frac{1}{2} \bar{u} \phi \text{div } \tilde{b}^*,
\]

thus

\[
|c_H(\bar{u}, \phi)| \leq \alpha |\bar{u}|_{H^1(\Omega')} |\phi|_{H^2_h(\Omega')} \\
+ \varepsilon^{-1} |b|_{L^\infty(Y \setminus \overline{\Omega})} \left(|\bar{u}|_{H^1(\Omega')} |\phi|_{L^2(\Omega')} + |\phi|_{H^2_h(\Omega')} |\bar{u}|_{L^2(\Omega')}\right) \\
+ \varepsilon^{-2} |\text{div } b|_{L^\infty(Y \setminus \overline{\Omega})} |\bar{u}|_{L^2(\Omega')} |\phi|_{L^2(\Omega')} \\
\leq C |\bar{u}|_{H^1(\Omega')} |\phi|_{H^2_h(\Omega')} \\
\leq C \varepsilon^{-2} N(f) |\phi|_{H^2_h(\Omega')}.
\]

(100)

where \(C\) is independent of \(\varepsilon\), \(H\) and \(f\). We have used (90) and the assumption \(\text{div } b \in L^2(Y \setminus \overline{\Omega})\) in the third line, and (43) in the last line.

**Step 1b** We now turn to the second term of the right-hand side of (99). Using the corrector equation (44), we get

\[
-\alpha \Delta \left(\varepsilon^2 w_{|\varepsilon}f\right) + \tilde{b} \cdot \nabla \left(\varepsilon^2 w_{|\varepsilon}f\right) = f + \varepsilon(-2\alpha \nabla w + b w_{|\varepsilon}) \cdot \nabla f - \varepsilon^2 \alpha w_{|\varepsilon} \Delta f.
\]

(101)
Using (96), we deduce that

\[
\left| \sum_{K \in \mathcal{T}_h} \int_{K \cap \Omega^e} \left( -\alpha \Delta \hat{\phi} + \vec{b}^\varepsilon \cdot \nabla \hat{\phi} \right) \phi \right| \\
\leq \left( |f - \Pi_{H_f} f|_{L^2(\Omega)} + 2\varepsilon \alpha \| \nabla w \|_{L^\infty(Y; \mathbb{R}^2)} \| \nabla f \|_{L^2(\Omega)} \right) \\
+ \varepsilon^2 \alpha \| w \|_{L^\infty(Y; \mathbb{R}^2)} \| \Delta f \|_{L^2(\Omega)} + \varepsilon \| b \|_{L^\infty(Y; \mathbb{R}^2)} \| w \|_{L^\infty(Y; \mathbb{R}^2)} \| \nabla f \|_{L^2(\Omega)} \| \phi \|_{L^2(\Omega^e)} \\
\leq C\varepsilon \left( H \| \nabla f \|_{L^2(\Omega)} + \varepsilon \mathcal{N}(f) \right) \| \phi \|_{H^1_0(\Omega^e)},
\]

where \( C \) is independent of \( \varepsilon, H \) and \( f \), and where \( \mathcal{N}(f) \) is defined by (46). In the last line, we have used (90), (95) and (60). We infer that

\[
\left| \sum_{K \in \mathcal{T}_h} \int_{K \cap \Omega^e} \left( -\Delta \hat{\phi} + \hat{b}^\varepsilon \cdot \nabla \hat{\phi} \right) \phi \right| \leq C\varepsilon (H + \varepsilon) \mathcal{N}(f) \| \phi \|_{H^1_0(\Omega^e)}
\]

for some \( C \) independent of \( \varepsilon, H \) and \( f \).

**Step 1c** We now consider the third term of the right-hand side of (99). In view of the assumptions on the mesh, we first observe that, for any edge \( E \in \mathcal{E}^0_h \), the function \( x \in E \rightarrow n \cdot \left( \alpha \nabla w - \frac{1}{2} b w \right) \left( \frac{x}{\varepsilon} \right) \) is periodic with period \( \varepsilon q_E \), for some \( q_E \in \mathbb{N}^* \) satisfying \( |q_E| \leq C \) for some constant \( C \) independent of the mesh edges and of \( H \). We denote \( \left( \alpha \nabla w - \frac{1}{2} b w \right)_{\varepsilon} \) the average of that function over one period, and decompose the third term of the right-hand side of (99) as follows:

\[
\varepsilon^2 \sum_{E \in \mathcal{E}^0_h} \int_{E \cap \Omega^e} \left( \alpha \nabla (w_{\varepsilon} f) - \frac{1}{2} \hat{b}^\varepsilon (w_{\varepsilon} f) \right) \cdot n \left[ [\phi] \right] \\
= \varepsilon \sum_{E \in \mathcal{E}^0_h} \int_{E \cap \Omega^e} \left( \alpha \nabla w - \frac{1}{2} b w \right) \left( \frac{x}{\varepsilon} \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right)_{\varepsilon} \cdot n \right\rangle_E \int_{E \cap \Omega^e} f \left[ [\phi] \right] \\
+ \varepsilon \sum_{E \in \mathcal{E}^0_h} \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right)_{\varepsilon} \cdot n \right\rangle_E \int_{E \cap \Omega^e} f \left[ [\phi] \right] \\
+ \varepsilon^2 \alpha \sum_{E \in \mathcal{E}^0_h} \int_{E \cap \Omega^e} (w_{\varepsilon} \nabla f \cdot n) \left[ [\phi] \right].
\]

For some formulas below, we extend the function \( \phi = u - v_H \) by \( 0 \) inside the perforations \( B^\varepsilon \), so that we can understand \( \phi \) either as a function in \( H^1_0(\Omega) \) or in \( H^1_0(\Omega^\varepsilon) \).

We consider the first term of the right-hand side of (103), which we evaluate essentially using the fact that it contains a periodic oscillatory function of zero mean. We claim that

\[
\left| \int_{E \cap \Omega^e} \left( \alpha \nabla w - \frac{1}{2} b w \right)_{\varepsilon} \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right)_{\varepsilon} \cdot n \right\rangle_E \int_{E \cap \Omega^e} f \left[ [\phi] \right] \right| \\
\leq C\varepsilon \| f \|_{H^1(\Omega^e)} \| \phi \|_{H^1(\Omega^e)}.
\]
where $C$ is a constant independent of the edge $E$, $\varepsilon$ and $H$. Indeed, we first note that $\phi$ vanishes on $E \cap B^\varepsilon$, hence

$$
\int_{E \cap \Omega^\varepsilon} \left( \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n \right\rangle_E \right) f [[\phi]]
$$

$$
= \int_{E} \left( \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n \right\rangle_E \right) f [[\phi]]. \quad (105)
$$

Second, using the regularity (60) of $w$, we have that

$$
\left| \int_{E} \left( \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n \right\rangle_E \right) f [[\phi]] \right|
$$

$$
\leq C \|f\|_{L^2(E)} \|[[\phi]]\|_{L^2(E)}. \quad (106)
$$

Third, suppose momentarily that $[[\phi]] \in H^1(E) \subset C^0(E)$. We infer from the fact that $\int_{E} [[\phi]] = 0$ that $[[\phi]]$, and hence $f [[\phi]]$, vanishes at least at one point on $E$. In addition, the function

$$
\left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n \right\rangle_E
$$

is periodic on $E$ (with a period $\varepsilon q_E$ uniformly bounded with respect to $E \in E^\text{in}_H$) and of zero mean. We are then in position to apply Lemma [16] which yields, using (60),

$$
\left| \int_{E} \left( \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} b w \right) \cdot n \right\rangle_E \right) f [[\phi]] \right|
$$

$$
\leq 4\varepsilon q_E \|\alpha \nabla w - \frac{1}{2} b w\|_{L^\infty(Y \setminus \Omega)} \|\nabla E (f [[\phi]])\|_{L^1(E)}
$$

$$
\leq C \varepsilon \|f\|_{H^1(E)} \|[[\phi]]\|_{H^1(E)}. \quad (107)
$$

where, for any function $g$, we have denoted $\nabla_E g = t_E \cdot \nabla g$ where $t_E$ is a unit tangential vector to the edge $E$. By interpolation between (106) and (107), and using (105), we infer (104), with a constant $C$ (independent of the edge) which is independent from $\varepsilon$ and $H$ by scaling arguments (see [23] for details).

We deduce from (104) that the first term of the right-hand side of (103)
satisfies

\[ \varepsilon \sum_{E \in \mathcal{E}^n_H \cap \Gamma^c} \left( \left( \alpha \nabla w - \frac{1}{2} \beta w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} \beta w \right) \cdot n \right\rangle_E f[\phi] \right) \]

\[ \leq C \varepsilon^{3/2} \sum_{E \in \mathcal{E}^n_H} \| f \|_{H^{1/2}(E)} \| [[\phi]] \|_{H^{1/2}(E)} \]

\[ \leq C \varepsilon^{3/2} \left( \sum_{E \in \mathcal{E}^n_H} \| f \|_{H^{1/2}(E)}^2 \right)^{1/2} \left( \sum_{E \in \mathcal{E}^n_H} \| [[\phi]] \|_{H^{1/2}(E)}^2 \right)^{1/2} \]

\[ \leq C \varepsilon^{3/2} \left( \sum_{E \in \mathcal{E}^n_H} \sum_{K \in K_E} \frac{1}{H} \| f \|_{H^{1}(K)}^2 + H \| \nabla f \|_{H^{1}(K)}^2 \right)^{1/2} \]

\[ \times \left( \sum_{E \in \mathcal{E}^n_H} \sum_{K \in K_E} \| \nabla \phi \|_{L^2(K)}^2 \right)^{1/2} \]

where we have used (91) of Lemma 14 and (94) of Lemma 15 (we recall that \( K_E \) denotes the set of triangles sharing the edge \( E \)). We therefore obtain that the first term of the right-hand side of (103) satisfies

\[ \varepsilon \sum_{E \in \mathcal{E}^n_H \cap \Gamma^c} \left( \left( \alpha \nabla w - \frac{1}{2} \beta w \right) \cdot n - \left\langle \left( \alpha \nabla w - \frac{1}{2} \beta w \right) \cdot n \right\rangle_E f[\phi] \right) \]

\[ \leq C \varepsilon^{3/2} \left( \frac{1}{H} \| f \|_{H^2(\Omega)}^2 + H \| \nabla f \|_{H^2(\Omega)}^2 \right)^{1/2} |\phi|_{H^1_H(\Omega)} \]

\[ \leq C \varepsilon \left( \frac{1}{H} \| f \|_{H^2(\Omega)}^2 + \sqrt{\varepsilon H} \| \nabla f \|_{H^2(\Omega)} \right) |\phi|_{H^1_H(\Omega)} \]  \hfill (108)

The second term of the right-hand side of (103) has no oscillatory character. This is why it is estimated using standard arguments for Crouzeix-Raviart finite elements (using that \( \int_{\Gamma^c} [[\phi]] = 0 \), and the regularity of \( w \). Introducing, for each edge \( E \), the constant \( c_E = |E|^{-1} \int_E f \), we bound the second term of the
right-hand side of (103) by
\[
\| \varepsilon \sum_{E \in \mathcal{E}^n_H} \left( \alpha \nabla w - \frac{1}{2} b w \right) |_{\varepsilon} \cdot n \right\|_{E} \int_{E \cap \Omega^*} f \| \phi \|_{L^2(E)} \right)
\]
\[
\leq C_{\varepsilon} \left( \sum_{E \in \mathcal{E}^n_H} \| \phi \|_{L^2(E)} \right)^{1/2} \left( \sum_{E \in \mathcal{E}^n_H} \| f - c_E \|_{L^2(E)} \right)^{1/2}
\]
\[
\leq C_{\varepsilon} \left( \sum_{E \in \mathcal{E}^n_H} \sum_{K \in \mathcal{K}_E} H \| \nabla \phi \|_{L^2(K)} \right)^{1/2} \left( \sum_{E \in \mathcal{E}^n_H, \ K \in \mathcal{K}_E} H \| \nabla (f - c_E) \|_{L^2(K)} \right)^{1/2}
\]
\[
\leq C_{\varepsilon} H \| \phi \|_{H^1(\Omega)} \| \nabla f \|_{L^2(\Omega)},
\]
where we have used (60), (93) of Lemma 15 and (92) of Lemma 14.

We are now left with the third term of the right-hand side of (103). This term has a prefactor \(\varepsilon^2\) and all we have to prove is that the term itself is bounded. Using again (60), (93) of Lemma 15 and (91) of Lemma 14 we obtain
\[
\| \varepsilon^2 \alpha \sum_{E \in \mathcal{E}^n_H} \int_{E \cap \Omega^*} \left( w_{|E} \cdot \nabla f \right) \| \phi \|_{L^2(E)} \right)
\]
\[
\leq C_{\varepsilon} \left( \sum_{E \in \mathcal{E}^n_H} \| \phi \|_{L^2(E)} \right)^{1/2} \left( \sum_{E \in \mathcal{E}^n_H} \| \nabla f \|_{L^2(E)} \right)^{1/2}
\]
\[
\leq C_{\varepsilon} \left( \sum_{K \in \mathcal{K}_E} H \| \nabla \phi \|_{L^2(K)} \right)^{1/2} \left( \sum_{K \in \mathcal{K}_E} H \| \nabla \|_{H^1(K)} \right)^{1/2}
\]
\[
\leq C_{\varepsilon} \| \phi \|_{H^1(\Omega)} \| \nabla f \|_{H^1(\Omega)}.\]

Collecting (103), (108), (109) and (110), we infer that the third term of the right-hand side of (99) satisfies
\[
\| \varepsilon^2 \sum_{E \in \mathcal{E}^n_H} \int_{E \cap \Omega^*} \left( \alpha \nabla (w_{|E} f) - \frac{1}{2} b_{|E} (w_{|E} f) \right) \cdot n \| \phi \|_{L^2(E)} \right)
\]
\[
\leq C_{\varepsilon} \left( \| f \|_{H^1(\Omega)} + (\varepsilon + \sqrt{\varepsilon}) \| \nabla f \|_{H^1(\Omega)} + H \| \nabla f \|_{L^2(\Omega)} \right) \| \phi \|_{H^1(\Omega)}.
\]

**Conclusion of Step 1** Combining (99), (100), (102) and (111), we infer that
\[
\| \phi \|_{H^1(\Omega)} \leq C_{\varepsilon} \left( \| f \|_{L^2(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right) \| \phi \|_{H^1(\Omega)}\]
\[
\| \phi \|_{H^1(\Omega)} \leq C_{\varepsilon} \left( \varepsilon + \sqrt{\varepsilon} \| \nabla f \|_{H^1(\Omega)} + \| f \|_{L^2(\Omega)} \right) \| \phi \|_{H^1(\Omega)},
\]
for some \(C\) independent of \(\varepsilon, H\) and \(f\). This ends the first step of the proof.
Step 2: Estimation of \( u_H - v_H \): Denoting \( \phi_H = u_H - v_H \), we see that

\[
\alpha \| \phi_H \|_{H^1(\Omega')}^2 \leq c_H(\phi_H, \phi_H) = c_H(u_H - u, \phi_H) + c_H(u - v_H, \phi_H),
\]

where we recall that \( c_H \) is defined by (9). The second term is estimated writing that

\[
|c_H(u - v_H, \phi_H)| = |c_H(\phi, \phi_H)|
\]

\[
\leq \alpha \| \phi_H \|_{H^1(\Omega')} \| \phi_H \|_{H^1(\Omega')} + \frac{\| b \|_{L^2(\gamma; \mathbb{R}^2)}}{2\varepsilon} \left( \| \phi_H \|_{L^2(\Omega')} + \| \phi \|_{L^2(\Omega')} \| \phi_H \|_{H^1(\Omega')} \right)
\]

\[
+ \frac{\| \text{div } b \|_{L^2(\gamma; \mathbb{R}^2)}}{2\varepsilon^2} \| \phi \|_{L^2(\Omega')} \| \phi_H \|_{L^2(\Omega')}
\]

\[
\leq C \| \phi_H \|_{H^1(\Omega')} \| \phi_H \|_{H^1(\Omega')},
\]

where we have used (90) in the last line. Using (112), we deduce that

\[
|c_H(u - v_H, \phi_H)| \leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} + H + \sqrt{\varepsilon} \right) \left( \| f \|_{L^2((\bar{\gamma})^{-1})} + \| \nabla f \|_{H^1(\Omega')} \right) \| \phi_H \|_{H^1(\Omega'}\]

(114)

for some constant \( C \) independent of \( \varepsilon, H \) and \( f \).

We now consider the first term of the right-hand side of (113). Since \( \phi_H \in V^{\text{adv bubble}}_H \), we deduce from the discrete variational formulation (27) that

\[
c_H(u_H - u, \phi_H) = \int_{\Omega'} f \phi_H + c_H(\varepsilon^2 w_{\varepsilon} f - u, \phi_H) - c_H(\varepsilon^2 w_{\varepsilon} f, \phi_H)
\]

\[
= \int_{\Omega'} f \phi_H + c_H(\varepsilon^2 w_{\varepsilon} f - u, \phi_H)
\]

\[
- \sum_{K \in T_H} \int_{K \cap \Omega'} \left( -\alpha \Delta (\varepsilon^2 w_{\varepsilon} f) + b \cdot \nabla (\varepsilon^2 w_{\varepsilon} f) \right) \phi_H
\]

\[
+ \sum_{K \in T_H} \int_{K \cap \Omega'} \phi_H n \cdot \left( \alpha \nabla (\varepsilon^2 w_{\varepsilon} f) - \frac{1}{2} b \cdot (\varepsilon^2 w_{\varepsilon} f) \right).
\]

(115)

Since \( \phi_H = 0 \) on \( \partial \Omega^c \), we can take the integral in the last term of (115) on \( \partial K \cap \Omega^c \). Inserting (101), we obtain from (115) that

\[
c_H(u_H - u, \phi_H) = c_H(\varepsilon^2 w_{\varepsilon} f - u, \phi_H)
\]

\[
- \sum_{K \in T_H} \int_{K \cap \Omega'} \left( \varepsilon (-2\alpha \Delta w + b w)_{\varepsilon} \cdot \nabla f - \varepsilon^2 \alpha w_{\varepsilon} \Delta f \right) \phi_H
\]

\[
+ \sum_{K \in T_H} \int_{K \cap \Omega^c} \phi_H n \cdot \left( \alpha \nabla (\varepsilon^2 w_{\varepsilon} f) - \frac{1}{2} b \cdot (\varepsilon^2 w_{\varepsilon} f) \right).
\]

(116)

We now successively bound the three terms of the right-hand side of (116). Following the arguments of Step 1a, we obtain that

\[
|c_H(\varepsilon^2 w_{\varepsilon} f - u, \phi_H)| \leq C \varepsilon^{3/2} N(f) \| \phi_H \|_{H^1(\Omega')}.
\]

(117)
For the second term of the right-hand side of (116), we use the fact that the first factor is bounded (using the regularity of \( w \)) and that the second factor satisfies a Poincaré inequality (see (90)). We thus obtain

\[
\left| \sum_{K \in T_H} \int_{\Omega} \left( \varepsilon (-2\alpha \nabla w + b w) \varepsilon \cdot \nabla f - \varepsilon^2 \alpha w \varepsilon \Delta f \right) \phi_H \right| \\
\leq C \varepsilon \sum_{K \in T_H} \left( \| \varepsilon \nabla f \|_{L^2(K \cap \Omega^c)} + \| \Delta f \|_{L^2(K \cap \Omega^c)} \right) \| \phi_H \|_{L^2(K \cap \Omega^c)} \\
\leq C \varepsilon \| \nabla f \|_{H^1(\Omega)} \| \phi_H \|_{L^2(\Omega)} \\
\leq C \varepsilon^2 \| \nabla f \|_{H^1(\Omega)} \| \phi_H \|_{H^1(\Omega^c)}. 
\]

(118)

Following the arguments of Step 1c, we get, similarly to (111), that

\[
\left| \sum_{K \in T_H} \int_{\partial(K \cap \Omega^c)} \phi_H n \cdot \left( \alpha \nabla (\varepsilon^2 w \varepsilon f) - \frac{1}{2} \varepsilon \nabla \varepsilon (\varepsilon^2 w \varepsilon f) \right) \right| \\
\leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} \| f \|_{H^1(\Omega)} + (\varepsilon + \sqrt{\varepsilon H}) \| \nabla f \|_{H^1(\Omega)} + H \| \nabla f \|_{L^2(\Omega)} \right) \| \phi_H \|_{H^1(\Omega^c)}. 
\]

(119)

Combining (116), (117), (118) and (119), we obtain that

\[
|e_H(u_H - u, \phi_H)| \leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} + H + \sqrt{\varepsilon} \right) (\| f \|_{L^p(\Omega)} + \| \nabla f \|_{H^1(\Omega)}) \| \phi_H \|_{H^1(\Omega^c)}.
\]

Collecting this estimate with (113) and (114), we get

\[
|\phi_H|_{H^1(\Omega^c)}^2 \leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} + H + \sqrt{\varepsilon} \right) (\| f \|_{L^p(\Omega)} + \| \nabla f \|_{H^1(\Omega)}) \| \phi_H \|_{H^1(\Omega^c)}. 
\]

(120)

Conclusion We deduce from (112) and (120) that

\[
|u - u_H|_{H^1(\Omega^c)} \leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} + H + \sqrt{\varepsilon} \right) (\| f \|_{L^p(\Omega)} + \| \nabla f \|_{H^1(\Omega)}) .
\]

In view of (90) and since the injection \( H^2(\Omega) \subset C^0(\overline{\Omega}) \) is continuous in dimension \( d = 2 \), the above bound yields the desired estimate (54). This concludes the proof of Theorem 10.

C Proof of the well-posedness of (31) and (32)

Consider an element \( K \in T_H \), and let \( n_K \) be the number of inner edges of that element. We denote \( V_K = \{ u \in H^1(K), \ u = 0 \text{ in } K \cap B^c \text{ and } u = 0 \text{ on } E^{ext}_H \} \). The variational formulation of (31) (resp. (32)) is of the following form:

Find \((u_H, [\lambda^E]_{E \in E_H^p}) \in V_K \times \mathbb{R}^{n_K}\) such that

\[
\forall v_H \in V_K, \quad c_K(u_H, v_H) = \sum_{E \in E_H^p} \lambda^E \int_E v_H = F(v_H),
\]

(121)

for all \( E \in E_H^i \), for all \( \mu^E \in \mathbb{R} \),

\[
\mu^E \int_E u_H = \ell_E(\mu^E),
\]
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where
\[ c_K(u_H, v_H) = \int_{K \cap \Omega^\varepsilon} \alpha \nabla u_H \cdot \nabla v_H + \frac{1}{2} \left( \tilde{b}^\varepsilon \cdot \nabla u_H \right) v_H - \frac{1}{2} \left( \tilde{b}^\varepsilon \cdot \nabla v_H \right) u_H - \frac{1}{2} u_H \cdot v_H \text{div} \tilde{b}^\varepsilon \]
is the element-wise bilinear form corresponding to \( c_H \) defined by (9). The linear form \( F \) in (121) reads
\[ F(v_H) = \int_{K \cap \Omega^\varepsilon} g v_H \quad \text{with} \quad g \equiv 0 \quad \text{in the case of (31)} \quad \text{(resp.} \quad g \equiv 1 \quad \text{in the case of (32))} \]. The linear form \( \ell_E \) vanishes in the case of (32), and \( \ell_E(\mu^E) = \delta_{E,E'} \mu^E \) in the case of (31), where \( E' \) is a fixed edge.

We write (121) in the following saddle-point form: find \((u_H, [\lambda^E]_{E \in E_n}) \in V_K \times \mathbb{R}^{n_K}\) such that
\[ \forall v_H \in V_K, \quad c_K(u_H, v_H) + c_E (v_H, (\lambda^E)_E) = F(v_H), \]
for all \( E \in \mathcal{E}_n \), for all \( \mu^E \in \mathbb{R} \),
\[ c_E (u_H, (\mu^E)_E) = -\ell_E(\mu^E), \]
where
\[ c_E (v_H, (\mu^E)_E) = - \sum_{E \in \mathcal{E}_n} \mu^E \int_E v_H. \]

We observe that the bilinear form \( c_K \) is coercive on \( V_K \) as soon as \( K \) intersects the perforations. Indeed, for any \( u_H \in V_K \), we have
\[ c_K(u_H, u_H) = \int_{K \cap \Omega^\varepsilon} \alpha |\nabla u_H|^2 - \frac{1}{2} \left( \text{div} \tilde{b}^\varepsilon \right) u_H^2 \geq \alpha \int_{K \cap \Omega^\varepsilon} |\nabla u_H|^2 \geq C \|u_H\|_{H^1(K \cap \Omega^\varepsilon)}^2, \]
where we used that \( \text{div} \tilde{b}^\varepsilon \leq 0 \) and a Poincaré inequality on \( K \cap \Omega^\varepsilon \). To show that (121) is well-posed, we are going to apply [17] Theorem 2.34, p100, and we are thus left with showing that the bilinear form \( c_E \) satisfies the inf-sup condition
\[ \inf_{(\mu^E) \in \mathbb{R}^{n_K}} \sup_{v_H \in V_K} \frac{c_E(v_H, (\mu^E)_E)}{\|v_H\|_{H^1(K \cap \Omega^\varepsilon)}} \geq \gamma > 0. \quad (122) \]

To show (122), we proceed as follows. Take some \((\mu^E)_E \in \mathbb{R}^{n_K}\) and introduce \( v_H = - \sum_{E \in \mathcal{E}_n} \mu^E \Phi_E \), where \( \Phi_E \) is the solution to (18). We then have
\[ \|v_H\|_{H^1(K \cap \Omega^\varepsilon)} \leq C_{IS} \left| (\mu^E)_E \right| \quad \text{and} \]
\[ c_E(v_H, (\mu^E)_E) = \sum_{E \in \mathcal{E}_n} (\mu^E)_E^2 \geq \frac{1}{C_{IS}} \|v_H\|_{H^1(K \cap \Omega^\varepsilon)} \left| (\mu^E)_E \right|. \]

This implies (122) and thus concludes the proof.
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