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1. Introduction

*E pluribus unum...* this could be the motto of our research. Indeed, if similar applications cooperated, they would all benefit and develop their knowledge. For example, when searching for information on the Web, it would be useful to find a user who had similar concerns and communicate with them via a social network. This concern has led to collaborative web tools such as Mawa (Singer & al, 2005). This web assistant can help a user by gathering documents in relation to user’s own interests.

However in several domains, collective tools don’t yet exist. There are three main reasons for this:

- Firstly, information is highly distributed and grows in a wide environment; therefore a suitable tool must take this large scale into account,
- Secondly, information changes; new data occurs and some data can become obsolete; no centralized entity can support this scalability,
- And finally, the privacy of data must sometimes be respected, making some data incomplete or anonymous.

In such situations, the adoption of a multi-agent architecture is a suitable choice because it can support the distributed nature of input data and the need for scalability. Multi-agent technology allows the development of large scale systems which can be automatically deployed in an open environment. It has proved its adequacy in many health problems that require coordination of a lot of entities and information (Moreno & Nealon, 2003), (Isern & al, 2010). It can also be helpful in widespread applications such as smart monitoring for physical infrastructures. Indeed, today precise knowledge about the current condition of the infrastructure is not available. This is not due to a lack of measurements but rather to a lack of an integrated interpretation of the available information. As wrote Florian Fuchs, “what is missing today, however, is the intelligence for making use of the available data” (Fuchs & al, 2010).

Large scale and dynamic applications require protocols for task repartition and really cooperative resolution. We propose a multi-agent model which collects and synthesizes data
with respect to these constraints. It uses a distributed unsupervised classification. Furthermore, employing the multi-agent paradigm, it addresses privacy by keeping information local to agents, while aggregated data is distributed between agent groups. A system based on this model is composed of agents, each having as a task to classify a subset of data, eventually incomplete. They communicate with each other to aggregate partial results and constitute a distributed global classification which can be considered as a macroscopic view. Such a system can be deployed in an open environment because new agents can be automatically created.

This chapter is divided into three sections. In the first, we present the context: how to find similarities in a dynamic environment, between user-centric applications with privacy problem and incomplete data. We also describe related works in multi-agent classification. Our multi-agent model is described in section 3. Section 4 presents an experiment in a home care application. We talk about the results and we explain the benefits of such an application.

2. Multi-agent classification

2.1 Relevance of distributed classification

The problem of classification consists in placing objects, each having a set of attributes, into clusters. The clustering method uses some distance measure between attributes. Clustering is usually studied as a centralized problem. But in situations described in the introduction, classical methods cannot be implemented:

- In some cases, the available classes cannot be anticipatively identified. Moreover, data are dynamic; some objects can disappear or new can appear. Thus, supervised classification is not relevant; the classification method must be adaptive.
- Many applications have a vertical distribution or a horizontal one. A distribution is vertical when the distribution is about the attributes of objects. Some attributes of an object can be unknown by a classifier. A distribution is horizontal when the distribution is about the objects. Each group needs a distinct classifier, and several classifiers are also necessary. So they have to exchange their results.
- In an open and large environment, the use of a single classifier may delay the process. In this context, it becomes necessary to think about hybrid methods able to review classes set while running and eventually to modify them by introducing some new classes or deleting obsolete ones. Furthermore, classification should stay as accurate as possible, even if some attributes are not available.

The dynamic clustering has been introduced some years ago (Lecoeuche & Lurette, 2003). It supports the problem of non-stationary data: processing such data type means having evolving classes. In addition, systems using different classifiers can offer complementary information about patterns to be classified. They are usually based on neural network architectures. They do not consider both vertical and horizontal distribution of large object sets.

Some previous studies on clustering have proposed a multi-agent system as a basis of a decentralized approach. We consider four previous works on multi-agent classification. SAMARAH uses an unsupervised collaborative multi-strategy method to enhance classification. NeurAge tackles the problem of vertical distribution. In the work done by S. Mukhopadhyay, acquaintance lists allow the system to choose the most relevant agents for a
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Given service. And finally, the research by Quteishat is about negotiation between classifier agents. We underline how our method is positioned compared to them.

2.2 Related works, similarities and originality

SAMARAH is a multi-agent hybrid learning system that uses a collaborative multi-strategical clustering (Gançarski & Wemmert, 2007). It is based on the idea that the information offered by different classifiers about objects is complementary. And thus the combination of different classification methods may increase their efficiency and accuracy. The system integrates different kinds of unsupervised classification methods and gives a set of classes as result. Finally, by combining the agents’ answers, a common result is produced representing a consensus among the information obtained by each agent. To solve a local conflict, two agents can use some operators like split, merge or reclassify. This method of combination of classifiers enables many classification methods to collaborate (Forestier & al, 2008).

With its collaborative algorithm, this approach is close to ours: the agents work together in a cooperative way through a mutual refinement of their respective partitions. But the aim is different: SAMARAH allows one to carry out classification of complex objects with a lot of attributes (like heterogeneous images) to improve classification (like scene understanding). Objects are complex but agents must know all the attributes of each object.

NeurAge, and its successor ClassAge, are multi-classifiers systems, composed of several neural agents having the same goal (Santana & al, 2006). When a pattern is shown to the system, all agents produce their outputs. Then, they communicate among themselves in order to reach a common result. They use a confidence based negotiation method in several rounds. For all attributes, agents calculate the training mean: an agent $A$ checks the information given by another agent $B$ for a test pattern. After checking, the confidence degree of $A$ toward $B$ can be decreased. So, the attacked agent $B$ can quit the round. The agent with the highest confidence degree is said to be the most suitable one to classify the test pattern. This method uses a vertical data distribution in which each agent has to classify an unknown pattern based on a subset of the attributes. In the experimental work, the system is composed of five agents. The NeurAge system was extended, allowing the use of non neural agents. The features of both systems are the same (Canuto & al, 2008).

A distributed method is proposed, but two main differences exist between the NeurAge/ClassAge approach and ours. NeurAge/ClassAge is not suitable in an open environment where the number of classes can evolve. The problem solving is not collective because one classifier is chosen to correctly classify the input pattern.

In (Peng & al, 2001), authors explain the rational for using multi-agent classifier system for text documents and compare the single-agent classifier approach with a multi-agent classifier one in terms of computation time and quality of classification. Their method relies upon the creation of an interconnected environment of agents. In this environment, all agents compute a classification of their own documents and send these documents to other agents if their classification is unsuccessful (that is if the agent’s thesaurus does not match any words of the document). Acquaintance lists are dynamically adapted and allow the system to choose the most relevant agent for a given service. The time tests show that the multi-agent classification is relevant in the case of a big thesaurus. This method is also much more flexible in allowing a new thesaurus to be smoothly introduced in the system. Finally, fault tolerance and privacy (of the thesaurus) are better implemented (Mukhopadhyay & al, 2001).
As in Neurage, the classification is not truly collective. Each agent makes its own complete classification and the best one is chosen. Quteishat and his team have developed a Multi-Agent Classifier system based on the Trust-Negotiation-Communication model (Quteishat & al, 2010). The proposed TNC-based MAC system consists of an ensemble of neural network-based classifiers. The agents are organized hierarchically: parent agent, team managers and team member. Agents use a negotiation method to assign a class to an input sample. Each agent within the team gives a prediction of the output class and a trust value. Then, the team manager selects the prediction with the highest trust value and gives its prediction to the parent agent. Each prediction has a trust value, a reputation value, and a confidence factor. The parent agent makes a final decision and assigns a predicted output class for the input sample. In the experiment, there are two agent teams: the first is the Fuzzy Min-Max agent team and the second is the Fuzzy ARTMAP agent team (Quteishat & al, 2009).

If we compare TNC-based MAC system and ours, both use a similar protocol; agents are grouped and use a multi-stage cooperation (intra group and inter group). So with a growing number of teams, the system can be spread in a wide application. It also has the ability to add new classes online. But, the developed auction method does not permit a collective decision making. Indeed, only a response is chosen by the centralizer agent.

| Samantha | NeurAge | Mukhopadhyay’s system | TNC-based MAC system |
|----------|---------|-----------------------|----------------------|
| Type of distribution | no data distribution | vertical distribution | distribution of the thesaurus | no data distribution |
| Classification method | unsupervised classification method | multi-layer perceptron and radial basis functions | unsupervised clustering algorithm with a learning stage | supervised classification network |
| Agent’s skills | K-means algorithm | distribution of the methods: each agent has a given method | all agent have the same skill, they are identical except for the thesaurus | incremental learning method such as FMM |
| Type of cooperation | collective answer | negotiation between agents | answer of the most competent | auction method for negotiation |
| Type of application | image interpretation | generic system | text classification | industrial applications (power generation plant) |
| Dynamics in an open environment | yes | no | yes (reconfiguration of acquaintances) | yes |

Table 1. Related studies, comparative analyse

Table 1 gives a synthetic view of these systems. We retained six features we consider important and which are as below for our system:
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| Type of distribution | Classification method | Agent’s skills |
|----------------------|-----------------------|----------------|
| vertical and/or horizontal with overlaps | unsupervised classification | any classification method |
| Type of cooperation | Type of application | Dynamics in an open environment |
| collective answer | e-health (but can be applied in other domain) | yes (adding online new agent and new class) |

The aim of our study is not to propose a more efficient method or to improve the performance of existing ones. We rather adapt classical classifiers to increase the number of situations in which they can be relevant and propose a fault-tolerant and flexible model. So we use a collaborative society of agents that use existing algorithms to calculate partial classifications (method based on the K-nearest neighbours, decision trees, ISODATA clustering...) and that cooperate to combine these individual results.

Our system must have two essential characteristics. The first is the dynamic evolution of classifications - if needed, new objects can be added at any moment, and the system is able to reconfigure its classes and generate new classification patterns. The second is that the system is generic with respect to attributes and thus is able to function on any type of application having strongly distributed entries. We introduce below a classification actually multi-agent because the classification result is not the work of a simple entity (or agent), but really a collective work.

3. A multi-agent model for collecting and classifying large scale data

The model we have developed is composed of three elements: the agents, objects and attributes. An agent is itself composed of knowledge, behaviour and communication skills. The knowledge is a sub-set of objects i.e. evolutionary and distributed data. Each object is described with a non-exhaustive list of attributes.

The agent’s skill is a classical classification method. It allows the construction of local partitions. To share its local results, an agent uses a restricted cooperation protocol. A pre-treatment of input data is needed before starting the classification. Indeed, this phase depends on the application domain. A “distributor” agent computes the most adequate settings and sets the weights of attributes. Figure 1 presents this agent-based architecture.

3.1 A multi-agent classification in three stages

Let $A_1, \ldots, A_n$ be agents of the system, $P_1, \ldots, P_m$ be objects to classify, and $X_1, \ldots, X_r$ be numerical attributes of the objects. Each attribute $X_j$ has a weight $W_j$. Our classification method is composed of three stages.

The first step is the construction of clusters by applying a local classification: A classification agent $A_i$ knows the values of a subset of attributes concerning several objects. By using the unsupervised classification algorithm ISODATA it builds clusters. Each cluster is characterized by a mid-vector calculated by ISODATA. The ISODATA algorithm is similar to the k-means algorithm, but it allows a dynamic number of clusters while the k-means assumes that the number of clusters is known a priori (for a description of the ISODATA algorithm, see (Memarsadeghi & al, 2006)).
The second step is the call for participation and the acquaintance group constitution. It aims to form groups of agents to generalize the classification. To constitute groups:
1. $A_i$ sends its attributes to other agents;
2. $A_i$ receives the attributes of other agents;
3. For each other agent, $A_i$ calculates the sum of the weights of common attributes (calling $S_1$), and the sum of the weights of non-common attributes (calling $S_2$);
4. If $S_1 \geq S_2$, $A_i$ responds to the agent concerned and they become member of the same group;
5. The agents of a group are those that achieved correspondence in the previous step.

The third and last step is the generalization of the classification. The agents of a group compute a new classification using the method described in the next section.

Fig. 1. The multi-agent architecture
3.2 Clustering with undefined values

In this section, we tackle the problem of clustering a set of points in multidimensional space where some coordinates (dimensions) are undefined. It can happen for example if some points have a missing coordinate because of the input method, or if the points have different dimensions (that is we try to classify a point in a \(k_1\)-dimensional space with a point in a \(k_2\)-dimensional space, with \(k_1\) different from \(k_2\)). Traditional clustering methods, like k-means or ISODATA, need all coordinates to properly run. Measuring distances between points and calculating mid-vector values are at the heart of these classical algorithms. We propose to adapt the way these algorithms compute their values to handle the case where some data is undefined. We call it "heterogeneous clustering".

More formally, given a set of points \((x_1, x_2, \ldots, x_n)\), where each observation is a \(d\)-dimensional real vector, clustering these points aims to partition the \(n\) points into \(k\) sets \(\{S_1, S_2, \ldots, S_k\}\) with some objectives to achieve, like for example minimizing the sum of distances between points inside the same set. We focus here on two well-known clustering algorithms: k-mean and ISODATA. These two algorithms heavily rely on vector Euclidian length and distance computing. For example here is an overview of the four steps of the k-mean algorithm:

**Step 1.** Begin with a decision on the value of \(k = \text{number of clusters}\)

**Step 2.** Put any initial partition that classifies the data into \(k\) clusters.

**Step 3.** Take each point in sequence and compute its distance from the centroid of each of the clusters. If a point is not currently in the cluster with the closest centroid, switch this point to that cluster and update the centroid of the cluster gaining the new point and the cluster losing the point.

**Step 4.** Repeat step 3 until convergence is achieved, that is until a pass through the points causes no new assignments.

The two main operations of this algorithm are the computing of the distance between a point and his centroid and updating the centroid in computing the average value of each coordinate of the points belonging to it.

Let \(x_i = (x_{i1}, x_{i2}, \ldots, x_{id})\) be a point treated as a vector in a real \(d\)-dimensional space. We call \(x_{in}\) the \(n^{\text{th}}\) coordinate of \(x_i\). The distance between two points \(x_i\) and \(x_j\) is traditionally defined as:

\[
d(x_i, x_j) = \sqrt{\sum_{k=1}^{d} (x_{ik} - x_{jk})^2}
\]

Of course this distance cannot be compute if one of the \(x_{ik}\) or \(x_{jk}\) is unknown. We propose to adapt the calculation method to handle the case where \(x_i\) and \(x_j\) have some undefined coordinates.

Let \(c_i\) be the set of defined coordinates of \(x_i\) and let \(c_j\) be the set of defined coordinates of \(x_j\). We defined the new distance as

\[
d(x_i, x_j) = \sqrt{\sum_{k \in c_i \cap c_j} (x_{ik} - x_{jk})^2}
\]

That is, the new distance takes only into account the common coordinates of \(x_i\) and \(x_j\). If the set of common coordinates is empty, the distance is undefined. For this reason, we state that
points must at least share one common defined coordinate. Namely, one coordinate $i$ exists, where $x_i$ is known for all points. If this is not the case, clustering cannot be done. To compute the centroid vector $V$ of a set of $n$ points $S$, traditional algorithms used the following calculation:

$$V_i = \frac{1}{n} \sum_{x_s \in S} x_i$$

where $i$ is the $i$th coordinate of vector $V$.

To adapt to the fact that some $x_i$ are unknown we change this calculation in the following way: let $n'$ be the number of points where the coordinate $i$ is defined, and be $S'$ the set of this points. The new $i$th coordinate of the centroid vector is computed with:

$$V_i = \frac{1}{n'} \sum_{x_s' \in S'} x_i$$

That is to calculate the $i$th coordinate of the centroid vector, we average the $i$th coordinates of all points where this coordinate is known. If the $S'$ set is empty, the $i$th coordinate of the vector is undefined. Because we have stated that points must share one known coordinate in common, we are sure that at least one coordinate of the centroid vector is defined.

To resume, when a calculation needs to be made on an undefined coordinate, the corresponding point is neutralized. In a distance operation, this means that the distance to this point coordinate counts as zero. In a statistical operation (like computing an average) this means that this point does not count in the number of samples.

At first it seems that these new calculation methods will lead to weird or inconsistent results. But in a context where some coordinates are somehow linked to others and where the set of defined coordinates is bigger that the undefined one, our method makes it possible to force a clustering that will have be impossible with the traditional clustering algorithms, and that leads to informative results as shown in the experimentation section.

However, we can illustrate how our modifications impact clustering on the simple example below.

We consider a data set composed of two points $P_1$ and $P_2$ defined in a three dimensional space and two points $P_3$ and $P_4$ defined in a two dimensional space. The coordinates of these points are: $P_1 \{0, 1, 1\}, P_2 \{0, 3, 1\}, P_3 \{0, \text{undef}, 1\}$ and $P_4 \{0, \text{undef}, 5\}$.

We can see that the second coordinate of points $P_3$ and $P_4$ is undefined, and that coordinates one and three are defined for all points (so our constraint of at least one defined coordinate for all points is verified). If we cluster this four points with the k-mean algorithm (run several times to avoid the local optimum problem) and a number of cluster parameter of two we obtain:

| Cluster 1            | Cluster 2            |
|----------------------|----------------------|
| mid-vector $[0, 2, 1]$ | mid-vector $[0, \text{undef}, 4]$ |
| $P_1 \{0, 1, 1\}, P_2 \{0, 3, 1\}, P_3 \{0, \text{undef}, 1\}$ | $P_4 \{0, \text{undef}, 4\}$ |

The second coordinate of Cluster 2 mid-vector is undefined because it contains only one point where the same coordinate is undefined. All coordinates of cluster 1 mid-vector are defined because the three points it contains defined at least one time each coordinate.
If we applied our calculation method to the ISODATA algorithm with a min distance between clusters of 1, a max distance in clusters of 0.3 and a max number of clusters of 4, we obtain:

| Cluster 1          | Cluster 2          | Cluster 3          |
|--------------------|--------------------|--------------------|
| mid-vector [0, 1, 1]| mid-vector [0, undef, 4] | mid-vector [0, 3, 1] |
| $P_1$ [0, 1, 1], $P_3$ [0, undef, 1] | $P_4$ [0, undef, 4] | $P_2$ [0, 3, 1] |

We don’t have tried yet to extend our method to other clustering algorithms because the ISODATA and k-mean satisfy our needs in this applicative context. However there is no reason why our methodology could not be applied to other type of clustering algorithms, as long as they are approximation for the k-center problems, k-median problems or k-means problems.

### 3.3 Step by step example

| Points/Attributes | $P_1$ | $P_2$ | $P_3$ | $P_4$ | $P_5$ | $P_6$ | $P_7$ | $P_8$ | $P_9$ | $P_{10}$ |
|-------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $X_1$             | 1     | 2     | 6     | 2     | 6     | -     | 3     | -     | 7     | -        |
| $X_2$             | 2     | 2     | 5     | 3     | 4     | 7     | -     | 5     | -     | 1        |
| $X_3$             | 3     | 1     | 4     | 4     | 1     | -     | 5     | -     | 4     | -        |
| $X_4$             | -     | 5     | -     | 4     | -     | 1     | 3     | 7     | 3     | 7        |
| $X_5$             | 4     | -     | 5     | -     | 7     | 2     | 6     | 5     | 2     | 5        |
| $X_6$             | -     | 3     | -     | 7     | -     | 3     | 7     | 1     | 1     | 3        |

Table 2. A set of ten points with some known and unknown attributes

Thereafter we apply our proposal on an example with 4 agents, 10 points and 6 attributes. We consider that after the phase of pre-treatment, agent $A_1$ knows the values of attributes $X_1$, $X_2$ and $X_3$ for points $P_1$, $P_2$, $P_3$, $P_4$, and $P_5$. Agent $A_2$ knows the values of attributes $X_4$, $X_5$, and $X_6$ for points $P_6$, $P_7$, $P_8$, and $P_{10}$. Agent $A_3$ knows the values of attributes $X_1$, $X_3$, and $X_4$ for points $P_1$, $P_3$, $P_5$, $P_7$, and $P_9$. Finally agent $A_4$ knows the values of attributes $X_2$, $X_4$, and $X_6$ for points $P_2$, $P_4$, $P_6$, $P_8$, and $P_10$. To clarify the example, we state that the weight of each attribute is one (Table 2).

By applying a local classification method (in our case ISODATA) each agent builds its partition. Each class is characterized by a mid-vector calculated by ISODATA. The result of the local classification is:

**Agent $A_1$**:
- $C_1=[P_3]$, mid-vector [$X_1=6$; $X_2=5$; $X_3=4$]
- $C_2=[P_1, P_2]$, mid-vector [$X_1=1.5$; $X_2=2$; $X_3=2$]
- $C_3=[P_4]$, mid-vector [$X_1=2$; $X_2=3$; $X_3=4$]
- $C_4=[P_5]$, mid-vector [$X_1=6$; $X_2=4$; $X_3=1$]

**Agent $A_2$**:
- $C_1=[P_8]$, mid-vector [$X_4=7$; $X_5=5$; $X_6=1$]
- $C_2=[P_{10}]$, mid-vector [$X_4=7$; $X_5=5$; $X_6=3$]
- $C_3=[P_7]$, mid-vector [$X_4=3$; $X_5=6$; $X_6=7$]
- $C_4=[P_6, P_9]$, mid-vector [$X_4=2$; $X_5=2$; $X_6=2$]
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Agent $A_3$:  
$C_1 = \{P_9, P_9\}$, mid-vector $\{X_1=6.5; X_3=4; X_5=5\}$  
$C_2 = \{P_1\}$, mid-vector $\{X_1=1; X_3=3; X_5=4\}$  
$C_3 = \{P_3\}$, mid-vector $\{X_1=6; X_3=1; X_5=7\}$  
$C_4 = \{P_7\}$, mid-vector $\{X_1=3; X_3=5; X_5=6\}$  
Agent $A_4$:  
$C_1 = \{P_4\}$, mid-vector $\{X_2=3; X_4=4; X_6=7\}$  
$C_2 = \{P_2, P_{10}\}$, mid-vector $\{X_2=1.5; X_4=6; X_6=3\}$  
$C_3 = \{P_8\}$, mid-vector $\{X_2=7; X_4=5; X_6=1\}$  
$C_4 = \{P_6\}$, mid-vector $\{X_2=7; X_4=1; X_6=3\}$  

According to the call for participation algorithm described in section 3.1, we compute that there are two groups of agents. The first group contains $A_1$ and $A_3$ (they share the $X_1$ and $X_2$ attributes), and the second group contains $A_2$ and $A_4$ (they share the $X_4$ and $X_6$ attributes). By applying the method described in 3.2, each group of agents computes a new classification:

Group $A_1$, $A_3$:

$C_1 = \{P_1, P_2, P_3\}$ with mid-vector $\{X_1=1.67; X_2=2.33; X_3=2.67; X_5=4\}$  
$C_2 = \{P_3, P_7\}$ with mid-vector $\{X_1=4.5; X_2=5; X_3=4.5; X_5=5.5\}$  
$C_3 = \{P_9\}$ with mid-vector $\{X_1=6; X_2=4; X_3=1; X_5=7\}$  
$C_4 = \{P_0\}$ with mid-vector $\{X_1=6; X_2=undefined; X_3=4; X_5=2\}$  

Group $A_2$, $A_4$:

$C_1 = \{P_3\}$ with mid-vector $\{X_2=5; X_4=7; X_5=5; X_6=1\}$  
$C_2 = \{P_4, P_7\}$ with mid-vector $\{X_2=3; X_4=3.5; X_5=6; X_6=7\}$  
$C_3 = \{P_2, P_{10}\}$ with mid-vector $\{X_2=1.5; X_4=6; X_5=5; X_6=3\}$  
$C_4 = \{P_6, P_9\}$ with mid-vector $\{X_2=7; X_4=2; X_5=2; X_6=2\}$  

Finally, group $A_1$, $A_3$ and group $A_2$, $A_4$ form a new group because they share the $X_2$ and $X_5$ attributes, and the final classification compute by this new group is:

$C_1 = \{P_4\}$ with mid-vector $\{X_1=2; X_2=3; X_3=4; X_4=4; X_5=undefined; X_6=7\}$  
$C_2 = \{P_7\}$ with mid-vector $\{X_1=3; X_2=undefined; X_3=5; X_4=3; X_5=6; X_6=7\}$  
$C_3 = \{P_3, P_5, P_8, P_9\}$ with mid-vector $\{X_1=6.33; X_2=4.67; X_3=3; X_4=5; X_5=4.75; X_6=1\}$  
$C_4 = \{P_1, P_2, P_6, P_{10}\}$ with mid-vector $\{X_1=1.5; X_2=3; X_3=2; X_4=4.33; X_5=3.67; X_6=3\}$

4. Experimentation in e-health for a pro-active management

We applied the multi-agent model in an e-health application. We aim to help professional home care teams by increasing the number of elderly people looked after in their home with an adaptive and non-intrusive remote assistance. Thanks to our multi-agent approach, home monitoring is tackled in a collective and cooperative way. This application differs from other home care systems because it is centered on groups instead on individuals (Singer & al, 2010).

Patterns are used to estimate the state of elderly people, to link them to their community, and to try to forecast the evolution of their activity.

The global classification can be seen as a super classification where people are gathered into new clusters. The meaning of a cluster is obtained by comparing the state of people that belong to it. For example, as seen later in our experimentation, four classes emerge which one is the class of healthy people. Another interest is in the reduction of the number of sensors to install. If we find that two risks are inter related, then measuring the first is sufficient to anticipate the second. This reduction is beneficial to the private life of the person and is a way to cut down monitoring costs.
4.1 Meta monitoring application

The system is based on a variety of sensors carried by monitored people or installed in their homes. Those sensors are presence and movement sensors or medical measuring apparatus. Information coming from sensors is transformed into indicators. These Indicators are physiological data (blood pressure) or data about daily activities and positions (sleeping time). Their abstraction from raw data requires a software layer.

For our experimentation we have chosen to consider ten indicators over ten people. See Table 3 for the meaning of the indicators and Table 4 for their values for each person concerned by the experimentation. Let’s note that values will be normalized between zero and one before clustering. Table 4 also indicates some characteristics of these people. Some are nocturnally overactive, others suffer from apathy during daytime, and one person has disorientation problems that lead to wandering behaviors. Other people are considered as "normal". If all goes well, our system will underline this classification throw his clustering method. To clarify the results, we state that the weight of each attribute is 1 (each attribute is equally important).

| I₁ | Corporeal temperature (in Celsius) |
| I₂ | Systolic blood pressure (in mmHg) |
| I₃ | Sleeping time (in minutes) |
| I₄ | Number of times the person gets out of bed in the night |
| I₅ | Number of times the person goes to the toilet in a day |
| I₆ | Time spent in the kitchen (in minutes) |
| I₇ | Time spent in the living room (in minutes) |
| I₈ | Number of times the person gets outdoor |
| I₉ | Longest immobility daytime |
| I₁₀ | Eating disorders (true or false) |

Table 3. Indicators

Indicators are collected by data-processing agents constituting the system. Because several people living in different houses must be surveyed, a given indicator will not be systematically collected by the same agent. Similarly, two agents monitoring two different people can collect some indicators for the first and others for the second. There can also be some overlaps in the vertical and horizontal distributions. For example, two agents can collect the number of times the same person goes to the toilet. To sum up, an agent collects one or several indicators with the aim to detect and evaluate global risk patterns for one or several people.

In this experimentation, three agents Aᵢ are used to collect the indicators of ten people Pᵢ. Data are horizontally (indicators) and vertically (people) distributed. Agent A₁ collects indicators from number one to eight about people from number one to four. Agent A₂ is affected to people numbered five to seven and collects indicators numbered one to three and six to ten, and agent A₃ takes care of people numbered five to eight and collects indicators numbered three to ten. See Table 5 for an overview of this repartition.

The local, partial classification of each agent gives the results of Table 6. We used the ISODATA algorithm with parameters set as:
• Max number of clusters: 4
• Min number of points in a cluster: 1
• Max number of iteration: 10
• Max distance in a cluster: 0.3
• Min distance between two clusters: 1

Agent $A_1$ finds two clusters with $P_4$ isolated. Agent $A_2$ finds two clusters with $P_5$ isolated. Agent $A_3$ finds two clusters with $P_8$ isolated.

|         | $P_1$ | $P_2$ | $P_3$ | $P_4$ | $P_5$ | $P_6$ | $P_7$ | $P_8$ | $P_9$ | $P_{10}$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $I_1$   | 37.5  | 38    | 37    | 37.5  | 40    | 37.5  | 37    | 37.5  | 37    | 37       |
| $I_2$   | 190   | 180   | 170   | 110   | 100   | 150   | 150   | 190   | 145   | 140      |
| $I_3$   | 240   | 180   | 240   | 780   | 720   | 420   | 420   | 480   | 480   | 420      |
| $I_4$   | 10    | 11    | 9     | 1     | 2     | 0     | 1     | 1     | 1     | 2        |
| $I_5$   | 8     | 7     | 8     | 6     | 5     | 4     | 3     | 4     | 5     | 4        |
| $I_6$   | 180   | 190   | 160   | 30    | 15    | 120   | 90    | 240   | 100   | 120      |
| $I_7$   | 180   | 200   | 180   | 360   | 300   | 180   | 120   | 240   | 120   | 180      |
| $I_8$   | 1     | 0     | 2     | 0     | 0     | 2     | 2     | 6     | 1     | 2        |
| $I_9$   | 120   | 90    | 120   | 360   | 330   | 90    | 120   | 15    | 90    | 120      |
| $I_{10}$| 0     | 0     | 0     | 1     | 1     | 0     | 0     | 1     | 0     | 0        |

Table 4: Indicator values of ten people

Agents then use the restricted cooperation protocol described in section 3 (call for participation / acquaintance group constitution / heterogeneous classification). A consequence of our distribution is that the second step of our algorithm results in a single group containing all agents. Indeed each agent shares with another agent one commonly defined coordinate.

The unified classification is computed in merging the data of all agents and using the method described in section 3.1. Table 7 gives the result of this clustering.

|         | $A_1$ | $P_1$ | $P_2$ | $P_3$ | $P_4$ | $A_2$ | $P_5$ | $P_6$ | $P_7$ | $A_3$ | $P_8$ | $P_9$ | $P_{10}$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $I_1$   | 37.5  | 38    | 37    | 37.5  |       | $I_1$ | 40    | 37.5  | 37    |       | $I_3$ | 480   | 480    | 420      |
| $I_2$   | 190   | 180   | 170   | 110   | 100   | $I_3$ | 100   | 150   | 150   |       | $I_4$ | 1     | 1      | 2        |
| $I_3$   | 240   | 180   | 240   | 780   |       | $I_3$ | 720   | 420   | 420   |       | $I_5$ | 4     | 5      | 4        |
| $I_4$   | 10    | 11    | 9     | 1     |       | $I_6$ | 15    | 120   | 90    |       | $I_6$ | 240   | 100    | 120      |
| $I_5$   | 8     | 7     | 8     | 6     |       | $I_7$ | 300   | 180   | 120   |       | $I_7$ | 240   | 120    | 180      |
| $I_6$   | 180   | 190   | 160   | 30    |       | $I_8$ | 0     | 2     | 2     |       | $I_8$ | 6     | 1      | 2        |
| $I_7$   | 180   | 200   | 180   | 360   |       | $I_9$ | 330   | 90    | 120   |       | $I_9$ | 15    | 90     | 120      |
| $I_8$   | 1     | 0     | 2     | 0     |       | $I_{10}$ | 1   | 0    | 0     |       | $I_{10}$ | 1   | 0      | 0        |

Table 5: Agent repartition
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Table 6. Clustering results of each agent

|         | Agent A₁ |         |         |         |         |         |         |         |         |
|---------|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| C₁ (P₁, P₂, P₃) |         | I₁      | I₂      | I₃      | I₄      | I₅      | I₆      | I₇      | I₈      |
|         | 0,17     | 0,89    | 0,07    | 0,91    | 0,93    | 0,72    | 0,28    | 0,17    |         |
| C₂ (P₄) | 0,17     | 0,11    | 1       | 0,09    | 0,60    | 0,07    | 1       | 0       |         |

Table 7. Final result of the multi-agent clustering

|         | Agent A₂ |         |         |         |         |         |         |         |         |
|---------|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| C₁ (P₆, P₇) |         | I₁      | I₂      | I₃      | I₄      | I₅      | I₆      | I₇      | I₈      |
|         | 0,08     | 0,56    | 0,40    | 0,40    | 0,13    | 0,33    | 0,26    | 0       |         |
| C₂ (P₃) | 1        | 0       | 0,90    | 0       | 0,75    | 0       | 0,91    | 1       |         |

|         | Agent A₃ |         |         |         |         |         |         |         |         |
|---------|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| C₁ (P₉, P₁₀) |         | I₃      | I₄      | I₅      | I₆      | I₇      | I₈      | I₉      | I₁₀     |
|         | 0,45     | 0,14    | 0,30    | 0,42    | 0,13    | 0,25    | 0,26    | 0       |         |
| C₂ (P₈) | 0,50     | 0,09    | 0,20    | 0,47    | 0,25    | 0,33    | 0,30    | 0       |         |

|         |         | I₁      | I₂      | I₃      | I₄      | I₅      | I₆      | I₇      | I₈      |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| C₁ (P₄, P₅) |         | 0,58    | 0,06    | 0,95    | 0,09    | 0,60    | 0,03    | 0,88    | 0       |
| C₂ (P₁, P₂, P₃) |         | 0,17    | 0,89    | 0,07    | 0,91    | 0,93    | 0,72    | 0,28    | 0,17    |
| C₂ (P₆, P₇, P₉, P₁₀) |         | 0,08    | 0,56    | 0,43    | 0,14    | 0,30    | 0,41    | 0,13    | 0,29    |
| C₂ (P₈) |         | undef   | undef   | 0,50    | 0,09    | 0,20    | 1       | 0,50    | 1       |

Table 8. ISODATA algorithm results when all information is available

4.2 Analysis of results and discussion

One way to evaluate the efficiency of our system is to compare its results with a centralized clustering where all data are defined. If we apply the ISODATA algorithm to cluster our ten people monitored with the ten indicators known, we obtain the results of Table 8.

|         |         | I₁      | I₂      | I₃      | I₄      | I₅      | I₆      | I₇      | I₈      |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| C₁ (P₄, P₅) |         | 0,58    | 0,06    | 0,95    | 0,14    | 0,50    | 0,03    | 0,88    | 0,96    |
| C₂ (P₁, P₂, P₃) |         | 0,17    | 0,89    | 0,07    | 0,91    | 0,93    | 0,72    | 0,28    | 0,17    |
| C₂ (P₆, P₇, P₉, P₁₀) |         | 0,04    | 0,51    | 0,43    | 0,09    | 0,20    | 0,41    | 0,13    | 0,29    |
| C₂ (P₈) |         | 0,17    | 1       | 0,50    | 0,09    | 0,20    | 1       | 0,50    | 1       |
because some indicators are linked to others. For example, the indicator "longest immobility time" is influenced by the "time spent in the living room" one. When the first is missing, clustering can still give the same result because of the second presence.

Another way to evaluate our system is to compare its results to the case where only known indicators about people would be used to do the clustering. In this experimentation it means that the global clustering made by our three agents would only take into account the common indicators of all agents, that is $I_3$, $I_6$, $I_7$ and $I_8$. ISODATA applied to such a case leads to the clustering of Table 9.

Results are much degraded. We obtain two classes where only $P_4$ and $P_5$ are correctly clustered together, all other persons being in the same class. Such a poor clustering highlights the quality of our method that, despite the missing of some information, gives as good results as methods where all information is known.

| Clusters | $I_3$ | $I_6$ | $I_7$ | $I_8$ |
|----------|-------|-------|-------|-------|
| $C_1(P_4, P_5)$ | 0,95  | 0,03  | 0,88  | 0     |
| $C_2(P_1, P_2, P_3, P_6, P_7, P_8, P_9, P_{10})$ | 0,30  | 0,60  | 0,23  | 0,33  |

Table 9. Clustering results on the subset of common indicators between agents

The last way to evaluate our system results is to compare clusters to the pathology of monitored people. Not surprisingly, all initially spotted classes emerge. Overactive people are clustered with other overactive people, normal people with normal people and so on. The only quality of our system for this last point is to confirm the relevance of the chosen indicators to characterize these pathology and behaviors.

To conclude, the example shows that multi-agent classification can be a good replacement when a centralized approach is not possible.

5. Summary and future study

In some contexts where information is highly distributed with privacy and real life constraints, traditional classification methods do not work. As presented in section 2, multi-agent systems provide solutions to handle classification in such contexts. We believe that these systems constitute an essential approach to efficiently classifying large and distributed information volumes in many practical domains.

As presented in section 3, the originality of our system is its ability to take into account heterogeneous data with missing indicators. This property is very interesting in applications where the reliability of input data is not guaranteed. For example, section 4 illustrates the use of our method in a home care application. We have shown that results can be as good as classical methods as long as some indicators are inter-related.

For future studies and projects, other potential use in the e-health field could be:

- To collect global and anonymous statistical data about old people taken care of in their own homes.
- To monitor specialized alarms depending on the detected event. Once the classification is set up and a person’s status is known, decisions can be taken to personalize the monitoring of the individual - activated sensors, generated alarms and danger zones.
- The remote monitoring of people suffering from chronic health problems. This would be useful for people suffering from cardiac and pulmonary illnesses, asthma or
Alzheimer’s. The possibility of having a global vision of several monitored people can bring richer and more relevant information on the follow-up. The classification of elderly people and their case history would allow new people entering the system to get a better service; in particular, it would make it possible to generate more appropriate alerts according to the risks. Future studies will also try to better highlight the differences between centralized and multi-agent classification methods. More tests will have to be done to measure system performances and quality of results.
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