Clarification of large-strength transitions in the $\beta$ decay of $^{11}$Be
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The shape and normalisation of the $\beta$-delayed $\alpha$ spectrum from $^{11}$Be was measured by implanting $^{11}$Be ions in a segmented Si detector. The spectrum is found to be dominated by a well-known transition to the $3/2^+$ state at $E_x = 9.87$ MeV in $^{11}$B. A significant increase in the observed decay strength towards the higher end of the $Q_\beta$ window means, however, that the 9.87 MeV state cannot alone be responsible for the transition. Using the $R$-matrix framework we find that the inclusion of an extra $3/2^+$ state at $E_x = 11.49(10)\text{ MeV}$ is required in order to obtain a satisfactory description of the spectrum. Both states show large widths towards $\alpha$ decay, exhausting significant fractions of the Wigner limit, a typical signature of $\alpha$ clusterisation. The observed Gamow-Teller strength indicate large overlaps between the two states and the ground state of $^{11}$Be.

PACS numbers: 21.10.Gv, 21.10.Re, 21.10.Tg, 23.40.–s, 27.20.+n

I. INTRODUCTION

Halo nuclei form a class of clustered nuclear systems characterised by having one or two nucleons in very extended orbitals around the remaining nucleons. The $^{11}$Be ground state is a typical example of a halo system and is well described as a $^{10}$Be core coupled to an $s$-wave halo neutron [1]. The halo structure influences the fundamental properties of this state, which furthermore has the unusual spin and parity $J^\pi = 1/2^+$ [2], contrary to the $1/2^-$ designation which would be expected from the shell model. This has an important impact on the $\beta$ decay from $^{11}$Be to $^{11}$B (see Figure 1), where the lowest four levels have negative parity. The transitions to these levels are therefore all first-forbidden and strongly suppressed. Also, the allowed transitions to the 6.79 MeV- and 7.98 MeV-states are quite slow, with log($ft$) values of 5.94 and 5.58, respectively. The hindrance of these transitions not only results in $^{11}$Be having an unusually long half-life (13.81 s [3]), but also leads to a relative enhancement of branches with a small $Q_\beta$. This has recently allowed the detection of the rather exotic $\beta^-p$ decay branch [4] and it makes $^{11}$Be ideal for studying the hypothesised dark decay of the neutron [5, 6].

The upper part of the $Q_\beta$ window lies above the threshold for $\alpha$-particle emission ($E_{\text{thres}} = 8.66\text{4 MeV}$), and can therefore be studied by observing the spectrum of $\beta$-delayed $\alpha$ particles. The spectrum was most recently measured by Alburger et al. [7] several decades ago. In that study it was concluded that the allowed transition to the $3/2^+$ state at 9.87 MeV was alone responsible for the delayed alphas. Alburger et al. also made a couple of observations regarding the shape of the 9.87 MeV peak, namely that the width observed in $\beta$ decay is significantly larger than that observed in scattering and reaction experiments [9–13], and that there are signs of an unexplained increase in the spectrum near the very top of the $Q_\beta$ window (see Figure 5 of Ref. [7]). Due to ill-determined experimental resolution and poor statistics, the authors did not attach any significance to these features. It is one goal of the present work to address the open questions left by the earlier experiment.

We describe a measurement of the shape and normalisation of the $\beta$-delayed $\alpha$ spectrum from $^{11}$Be. The experimental technique involves implanting $^{11}$Be ions in a finely segmented Si-detector and counting the implantations and decays. This method has successfully been used in several other cases to measure $\beta$-delayed particles, even very weak branches, from $^4$He [14, 15], $^{11}$Li[16], $^{12}$B and $^{13}$N [17], $^{8}$B [18] and $^{16}$N [19]. The $\beta$ transition and the populated daughter states in $^{11}$B are characterised

---

* jonas.refsgaard@kuleuven.be

---

Figure 1. Decay scheme of $^{11}$Be. Each level is labelled by its energy in MeV relative to the $^{11}$B ground state as well as its spin and parity, $J^\pi$. Also included are the known $\beta$-decay branching ratios and corresponding log($ft$) values. The values are based on [2] and the work presented in Refs. [7, 8].
by fitting an $R$-matrix expression to the observed spectrum and deriving values for the reduced Gamow-Teller (GT) matrix elements, as well as level energies and partial widths. Lastly, we obtain accurate and precise values of the branching ratio for delayed $\alpha$ decay, $b_{\beta\alpha}$, and the intensity of the 478 keV $\gamma$ line emitted from the excited $^7\text{Li}$ fragment. These values will provide two new methods for reliable normalisation of the $^{11}\text{Be}$ decay, one relying solely on detection of charged particles.

II. EXPERIMENT

The measurement was performed by implanting a $^{11}\text{Be}$ beam in a finely segmented double-sided silicon strip detector (DSSSD) and counting the implantations and decays. The $^{11}\text{Be}$ beam was produced at CERN’s ISOLDE facility [20] by bombarding a Ta target with 1.3 $\mu$A of 1.4 GeV protons. The cocktail of isotopes resulting from this bombardment was in stages surface ionised in a tungsten tube and in the resonant ionisation laser ion source (RILIS [21]) and subsequently separated in the general purpose mass separator. An energetic beam of $^{11}\text{Be}^{4+}$ ions was produced in the REX-ISOLDE post-acceleration stage [22]. The ions were injected and stored in a Penning trap (REXTRAP) from which bunches of ions were transported to an electron beam ion source (EBIS) for charge breeding. With a frequency of $\sim 39$ Hz the EBIS injected ion bunches into the REX linear accelerator which accelerated the ions to an energy of 2.86 MeV/A, corresponding to a total kinetic energy of 31.46 MeV/ion. At this point the beam still contained some contamination from stable $^{22}\text{Ne}$ ions. This contamination was removed by placing Al foils with a combined thickness of 36 $\mu$m in front of our detection system. These foils completely stopped the $^{22}\text{Ne}$ ions while still leaving the $^{11}\text{Be}$ ions with $\sim 15$ MeV of kinetic energy.

The radioactive beam was implanted in a DSSSD with a thickness of 78 $\mu$m and an active area of $16 \times 16$ mm$^2$ [23]. Both sides of the DSSSD are covered by 48 300 $\mu$m wide strips with a 35 $\mu$m interstrip spacing, resulting in a total of 2304 pixels. One particular advantage of such a fine segmentation is that the $\beta$ particles only deposit a small amount of energy in the active volume of the pixel, while the delayed particles are typically completely stopped within a single pixel. Other aspects of the implantation technique are discussed in Ref. [24]. The implantation depth of the radioactive ions is calculated using the LISE++ toolbox [25] to be 25 $\mu$m. The highest-energy $\alpha$ particles from the $\beta$-delayed $\alpha$ decay of $^{11}\text{Be}$ are emitted with a kinetic energy of 1.8 MeV, giving them a range of 6.4 $\mu$m in Si. We therefore assume that all the $\alpha$ particles from the decay are stopped within the detector.

The strips on each side of the DSSSD were connected to a Mesytec MPR64 pre-amplifier. The signals from the front strips were then split and fed to two sets of Mesytec STM16+ amplifiers: One set with a high gain setting for spectroscopy on the delayed particles, and one set with a lower gain for identification of implantation events. The signals from the back strips were only fed to one set of STM16+ amplifiers with a high gain setting. The amplified signals were digitised using CAEN V785 ADCs. The trigger level on the low gain amplifiers was set at $\sim 8$ MeV and the trigger signal was fed to a CAEN V830 scaler in order to count the number of implantation events. The dead time was monitored by counting both the total and accepted number of triggers in the scaler. The entire setup was operated in beam on/off mode with each spill from the EBIS triggering a 1 ms beam-on gate. The total duration of the experiment was $T_{\text{tot}} = 3141.5$ s

III. ANALYSIS

A. Event reconstruction

Following the experiment the detector-amplifier-ADC system was energy calibrated using an external calibration source containing $^{144}\text{Gd}$, $^{239}\text{Pu}$, $^{241}\text{Am}$ and $^{244}\text{Cm}$. The $\alpha$-particle energies from Ref. [26] are corrected for energy loss through the detector dead layer, which has been measured to be 340(3) nm thick [24]. The ADC channel corresponding to zero signal is also registered and used as a point in the energy calibration.

The decay of an implanted $^{11}\text{Be}$ ion produces a signal in both the front and the back side of the DSSSD. Ideally this will result in an event where the signal is carried away by a single front strip and a single back strip. In this type of event, the decay energy is taken as the average of the front and back signals. If, however, the energy is deposited between two strips, i.e. in one of the interstrip regions, the signal is divided between the two neighbouring strips. This phenomenon is known as charge sharing, and from simple, geometric considerations we expect that $\sim 20\%$ of the decays will suffer from the effect. To recover events with charge sharing in one or both sides of the DSSSD we also include events with signals in two neighbouring strips in the analysis by using their combined signal. We find that this correction increases the number of observed decays by $\sim 17\%$, in reasonable agreement with the geometric estimate. Finally, to ensure that the front and back signals originate from the same decay, we match those signals that give the minimum $\mid E_{\text{front}} - E_{\text{back}} \mid$. The resulting spectrum is shown in Figure 2.

We see the pure $\beta$ signal producing a sharp increase in the spectrum towards lower energies. At 500 keV the particle decays start to dominate the spectrum, showing one dominant peak from $^7\text{Li(gs)} + \alpha$ decays and a smaller peak corresponding to $^7\text{Li(478)} + \alpha$ decays. The integral above 500 keV is $1.802 \times 10^5$, which we take as the observed number of particle decays. Since the particle spectrum and the $\beta$ spectrum overlap, this figure comes with a possible systematic uncertainty, which we estimate to be on the order of a few hundred counts,
Figure 2. Observed decay spectrum resulting from the reconstruction procedure described in the text.

comparable to the statistical distribution of the α decays across the detector surface is shown in Figure 3(a).

B. Branching ratio

In order to determine the absolute branching ratio for β-delayed α decays, \( b_{βα} \), we must, in addition to the number of α decays, determine the number of implanted \(^{11}\text{Be} \) ions. This is done by monitoring the trigger signals from the low-gain amplifier chain (see Sec. II). In practice this means that all signals in the front strips corresponding to an energy higher than 8 MeV are counted as implantations. The implantation pattern is shown together with the decay pattern in Figure 3(b). In principle, the implantation pattern should follow the same spatial distribution, however, we clearly see a difference between the two patterns, with the implantation pattern showing some sort of saturation effect. We expect this to be a pile-up effect due to the very large implantation rates during the EBIS spills.

The pile-up unfortunately means that it is not possible to use all our statistics to calculate \( b_{βα} \). When we compare the two profiles in Figure 3(b), we find that the ratio between them is approximately constant in the first seven front strips (within the statistical uncertainty). Since the implantation rate already rises by a factor 2.6 from strip 1 to strip 7, we believe this shows that the implantation rate in these strips is sufficiently low that pile-up effects are not important. In order to avoid the pile-up effects as much as possible, we restrict ourselves to determine \( b_{βα} \) by using data from only front strips 1, 2 and 3.

The time structure of the data is governed by the 39 Hz cycle of the EBIS spills. The actual implantation events happen in a very short time interval, and the duration of the following beam-off period is approximately 25 ms. This is much shorter than the 13.81 s half-life of \(^{11}\text{Be} \), and the decay rate of the implanted activity is assumed to be constant during the beam-off period. To determine the dead time of the data acquisition the number of trigger requests and accepted triggers are counted for each beam-off period. To do this requires knowledge about the beginning and end of each beam-off period, which is obtained using trigger signals from the EBIS control. If these signals arrive while the data acquisition is busy, they are missed, and the decays can not be properly normalised. To validate data from a particular beam-off period we require that its first and last event happen within the duration of an EBIS cycle. This selection criterion reduces the effective measurement time to \( T_{\text{eff}} = 1379.5 \text{s} \). From the number of trigger requests and the number of accepted triggers we derive an average detection efficiency during beam-off of \( \epsilon = 0.883(1) \).

The observed number of α decays in front strips 1-3 is \( N_α = 1585 \) while the number of implantations in the same strips is \( N_{\text{impl}} = 124100 \). The resulting branching ratio for β-delayed α decay is

\[
b_{βα} = \frac{N_α}{\epsilon N_{\text{impl}} T_{\text{tot}}} = 3.30(10) \%
\]

where the uncertainty is estimated from the statistical uncertainty on \( N_α \).

C. Spectral analysis

Before it is possible to compare the observed decay spectrum with any theoretical model, we must take into account all the experimental effects, which can distort the observed signal. We consider the following three effects:

- β summing.
- Finite detector resolution.
- The different pulse heights produced by the α and \(^7\text{Li} \) fragments from the \(^{11}\text{Be} \) breakup.

Below we explain each of these effects and discuss how they can be corrected for.

The dominating distortion of the decay spectrum is due to the effect of β summing, which is a result of the particle breakup being immediately preceded by the emission of
of a $\beta$ particle. In almost all cases the $\beta$ particle leaves the active volume of the detector completely, however, on its way out it unavoidably creates a small signal, which is summed with the signal from the following particle breakup. The magnitude of the $\beta$ summing is dependent on the travelled distance in the detector as well as the initial kinetic energy of the $\beta$ particle.

To characterise the $\beta$ summing we simulate $10^8$ $\beta$ decays throughout the window of $Q_\beta$ values that are open to $\alpha$ emission: First, the spatial decay point is selected. We assume the decaying ions to be implanted in a depth of 25 $\mu$m and to be uniformly distributed in the transverse directions. Second, the kinetic energy of the $\beta$ particle is chosen by sampling the allowed $\beta$ spectrum for the relevant $Q_\beta$. Third, the direction of the emitted $\beta$ particle is chosen from an isotropic distribution. Using the GEANT4 simulation toolkit [27] we then track and record the energy loss of the $\beta$ particle until it has left the active detector volume. We find the most probable energy loss to be in the 10 keV–15 keV range, however, the energy-loss distribution has a significant tail towards higher energy, and in rare events the energy loss may be several hundreds of keV.

The finite resolution of our detector also affects the observed spectrum. From the observed width of the calibration alpha peaks we estimate the resolution to be FWHM = 24(5) keV. This figure is dominated by the electronic resolution, which is observed to remain constant during the experiment. In the analysis we assume the detector to have a Gaussian response with an energy independent resolution of FWHM = 24 keV.

When the unbound state in $^{11}$B breaks apart, $\frac{7}{11}$ of the available energy is imparted on to the $\alpha$ particle and $\frac{4}{11}$ is carried away by the $^7$Li ion. It is well known that the efficiency for converting kinetic energy to electron-hole pairs is dependent on $Z$ [28], and it is therefore strictly speaking a mistake to apply a calibration based on the measurement of $\alpha$ particles to the signal from $^7$Li ions. A method is given in Ref. [29] to calculate the error, which is made when applying a calibration performed with particles of type $A$ to signals created by particles of type $B$. The error is written $\varepsilon = E_{n,A} - \Delta_{AB}$, where $E_{n,A}$ is the energy which is lost by particle $A$ to non-ionising processes, and which is therefore not available to producing electron-hole pairs. $\Delta_{AB}$ is defined in eq. (5) of Ref. [29]. The response of Si detectors to both $\alpha$ particles and $^7$Li ions were measured by Lennard et al. [28], and we use the values from their Table 1 to calculate $\Delta_{n,^7Li}$. The result is shown in Figure 4. The typical kinetic energy of the $^7$Li ions is in our experiment around 450 keV, which is somewhat outside the range of the data in Figure 4, however, since the values seem to change only slowly with energy, we believe that it is reasonable to apply $\Delta_{n,^7Li} = 17(3)$ keV in our analysis. From Lennard et al. [28] we also find $E_{n,\alpha} = 9(1)$ keV, a number which is almost independent of the $\alpha$ particle energy. The expected error is then $\varepsilon = 9(1)$ keV – $17(3)$ keV = $-8(3)$ keV. From this result we conclude that $^7$Li ions create electron-hole pairs less efficiently than $\alpha$ particles, and that the net effect of applying an $\alpha$ energy calibration is that the observed decay spectrum is shifted 8 keV towards lower energies.

Eventually, we need to calculate the observed spectrum from a theoretical model. In order to account for the effects described in the foregoing paragraphs, we construct a response matrix, $M_{r}$, where each column contains the normalised response function for the corresponding energy bin. The observed spectrum, $n_{\text{obs}}$, is then calculated from the model, $n_{\text{model}}$, through a simple matrix multiplication:

$$n_{\text{obs}} = M_{r}n_{\text{model}}$$ \hspace{1cm} (2)

We use the results of the GEANT4 simulation to construct a response matrix for the $\beta$ summing, $M_{\beta}$, and a Gaussian function with FWHM = 24 keV and mean $\mu = -8$ keV to construct a response matrix for the detector system, $M_{d}$. The total response matrix is obtained by $M_{r} = M_{d}M_{\beta}$. In order to visualise the net result, we have calculated the observed spectrum from a hypothetical model with delta-function peaks at 500 keV, 1000 keV, ..., 2500 keV. Energy dependent peak shifts and asymmetric broadening are visible.

Figure 4. Values of $\Delta_{n,^7Li}$ calculated using the methods and results in Refs. [28, 29]. $E_{\text{kin}}$ refers to the kinetic energy of the $^7$Li ion when it enters the active volume of the detector.

Figure 5. Observed spectrum from a hypothetical model with delta-function peaks at 500 keV, 1000 keV, ..., 2500 keV. Energy dependent peak shifts and asymmetric broadening are visible.
the heights and widths change visibly and, in particular at high energies, the distortion is quite severe. This observation is also what we should intuitively expect, since at high $\alpha$ decay energies, $Q_\beta$, and therefore also the average kinetic energy of the $\beta$ particles, becomes very small. The stopping power of slow electrons is larger than for electrons with several MeV of kinetic energy, and therefore the slow $\beta$ particles tend to deposit a larger signal in the detector.

We analyse the spectrum using the phenomenological $R$-matrix method \[30–32\]. In this framework, the compound nucleus is described in terms of a number of levels, which we denote by the index $\lambda$. Each level is characterised by its energy, $E_\lambda$, and its reduced width amplitudes, $\gamma_{\lambda c}$, which determine the partial width for decay of the level $\lambda$ through channel $c$, where $c$ defines both the state of the emitted fragments, as well as their relative angular momentum. To calculate the $\beta$-delayed particle spectrum, we follow Barker and Warburton \[33\] and write the spectral density as

$$N_c(E) = f_\beta P_c \sum_{\lambda\mu} B_{\lambda\gamma_{\lambda c}} A_{\lambda\mu}^2.$$ \hspace{1cm} (3)

Here, $f_\beta$ is the phase-space factor for the $\beta$ decay, $P_c$ is the barrier penetrability and $B_{\lambda}$ is the $\beta$-decay feeding factor of level $\lambda$ (note that we only consider Gamow-Teller decays). The quantity $A_{\lambda\mu}$ is an element of the level matrix, which can be calculated in several ways. We follow the method presented in Ref. \[34\], since it allows us to use “on-resonance” parameters directly in eq. (3).

This choice makes it particularly simple to connect the formal $R$-matrix parameters to observed quantities.

The practical implementation of eq. (3) involves evaluation of the $\beta$-decay phase-space factor as well as the regular and irregular Coulomb wave functions. For the former we use the approximation provided by Wilkinson and Macefield \[35\], and for the latter we use the numerical method presented by Michel \[36\]. Our implementation also relies on numerical routines provided by the ROOT library \[37\].

To fit eq. (3) to our data, we first calculate the model spectrum for particular values of the fitting parameters, modify the spectrum with the appropriate response matrix and evaluate the Poisson likelihood chi-square \[38\]

$$\chi^2_L = 2 \sum_i \left( y_i - n_i + n_i \log \left( \frac{n_i}{y_i} \right) \right).$$ \hspace{1cm} (4)

where for each data bin, $i$, $n_i$ is the number of observed counts and $y_i$ is the number of counts predicted by the model. This statistic has, at least, two advantages over the standard chi-square: It preserves the area of the spectrum and it correctly treats bins with only a few or zero counts. We then use the MINUIT2 minimisation toolbox \[39\] to minimise $\chi^2_L$, using the level energies, partial widths and $\beta$ feedings as fitting parameters. We include data in the range 600 keV–2800 keV, since at 600 keV we estimate the pure $\beta$ signal to be about two orders of magnitude below the $\alpha$ signal.

Table I. Three models tested in the fit to the $\beta$-delayed $\alpha$ spectrum of $^{11}$Be. Only channels where the $\alpha + ^7$Li system has an orbital angular momentum of $l = 1$ are included in the models.

| Model | I | II | III |
|-------|---|----|-----|
| States | $3/2^+$ | $3/2^+ + 1/2^+$ | $3/2^+ + 3/2^+$ |
| $\chi^2_L / \text{ndf}$ | 21.7 | 3.11 | 1.26 |

In Ref. \[7\] it was concluded that only the $3/2^+$ level at 9.87 MeV played a role in the $\beta$-delayed $\alpha$ decay of $^{11}$Be. In principle this state could emit $\alpha$ particles in both $l = 1$ and $l = 3$ channels, but since it sits not far above the threshold and still shows a considerable width, the spectrum must be dominated by $l = 1$ emission. In a first attempt to fit the spectrum we therefore include only one $3/2^+$ level and $l = 1$ channels (model I of Table I). The best fit is shown as the solid red line in Figure 6(a). It is immediately clear that this model does not fit the experimental data, since it lies above the experimental data on the low-energy side of the peak and below the experimental data on the high-energy side of the peak. Also the reduced chi-square value of $\chi^2_L / \text{ndf} = 4710/217 \approx 21.7$ allows us reject this model. Allowing $l = 3$ channels to contribute does not improve the fit, and we conclude that more than one level has to be involved in the decay.

Allowed transitions from the $1/2^+$ ground state of $^{11}$Be can only populate $1/2^+$ or $3/2^+$ states in $^{11}$B. We therefore test two new models: One with an extra $1/2^+$ level (model II) and one with an extra $3/2^+$ level (model III) in addition to the well-known $3/2^+$ level at 9.87 MeV. The fundamental difference between models II and III is that the decay amplitudes for two levels in model III must be added coherently, allowing for constructive and destructive interference in the spectrum. Fitting each of the models results in the reduced $\chi^2_L$ values listed in Table I. We see that, even though model II already improves the fit significantly, only model III provides an acceptable fit to our data. The best fit of the three models are shown in Figure 6, together with the standardised residuals. We see that the effect of the interference is to suppress (enhance) the spectrum on the low- (high-) energy side of the main peak. The best fit parameters for model III are listed in Table II for three different values of the channel radius.

The $\beta$-decay feeding parameters, $B_{\lambda}$, do not have a clear, physical interpretation. As is apparent from Table II, the feeding parameters are also sensitive to our choice of channel radius, which should not be the case for an observable parameter. Barker and Warburton \[33\] give approximate formulas that relate the $B_{\lambda}$’s to more useful quantities, for instance the Gamow-Teller matrix
Table II. Best fit parameters for three different values of the channel radius. The subscripts are the \( \lambda \)- or \( \lambda c \)-designation, where \( c = 1, 2 \) denote the \(^7\)Li(\( g_s \)) + \( \alpha \) and \(^7\)Li(478) + \( \alpha \) channel, respectively. The quoted errors are the statistical errors provided by the MINUIT2 package. Parameters in square brackets are not used in the fit but are derived quantities. There are 217 degrees of freedom in the fits.

| \( r_0 \) (fm) | 1.4 | 1.5 | 1.6 | 5.60 |
|----------------|-----|-----|-----|------|
| \( a_c \) (fm) | 4.90 | 5.25 | 20.43 | 20.43 |
| \( E_1 \) (keV) | 9850(1) | 9848(1) | 9846(1) | 9846(1) |
| \( \Gamma_{11} \) (keV) | 240(3) | 237(3) | 233(3) | 233(3) |
| \( \Gamma_{12} \) (keV) | 21.3(3) | 20.8(3) | 20.4(3) | 20.4(3) |
| \( B_1 \sqrt{N} \) | 0.265(5) | 0.190(2) | 0.161(2) | 0.161(2) |
| \( [\theta^2_1] \) | 4.30(5) | 1.99(3) | 1.31(2) | 1.31(2) |
| \( [\theta^2_2] \) | 3.19(5) | 1.38(2) | 0.84(2) | 0.84(2) |
| \( [M_{GT,1}] \) | 0.726(18) | 0.722(13) | 0.717(12) | 0.717(12) |
| \( [B_{GT,1}] \) | 0.326(16) | 0.322(12) | 0.318(11) | 0.318(11) |
| \( [\log(ft)_1] \) | 4.067(49) | 4.072(36) | 4.078(33) | 4.078(33) |
| \( E_2 \) (keV) | 11474(71) | 11475(75) | 11492(79) | 11492(79) |
| \( \Gamma_{21} \) (keV) | −361(163) | −388(157) | −431(145) | −431(145) |
| \( \Gamma_{22} \) (keV) | 76(71) | 66(68) | 47(59) | 47(59) |
| \( B_2 \sqrt{N} \) | 0.181(34) | 0.166(29) | 0.156(26) | 0.156(26) |
| \( [\theta^2_2] \) | −0.18(8) | −0.19(8) | −0.21(7) | −0.21(7) |
| \( [M_{GT,2}] \) | 0.049(45) | 0.041(43) | 0.029(37) | 0.029(37) |
| \( [B_{GT,2}] \) | 1.21(23) | 1.11(19) | 1.05(17) | 1.05(17) |
| \( [\log(ft)_2] \) | 3.63(39) | 3.70(34) | 3.75(33) | 3.75(33) |

\( \mu a_c^2 / \hbar^2 \) (keV) | 683.2 | 595.1 | 523.0 | 523.0 |
\( \chi^2_L \) | 269.42 | 269.30 | 269.30 | 269.30 |

\( \alpha \) The sign in these entries indicate the sign on the reduced width amplitude.

Figure 6. The figure shows the observed decay spectrum together with the best \( R \)-matrix fits (solid red lines) for (a) model I, (b) model II and (c) model III. Also shown are the standardised residuals, \((r_i - y_i) / y_i\), corresponding to each fit (see the text following eq. (4)).

\[ M_{GT,\lambda} = \left( \frac{\pi B}{N t_2^\lambda} \right)^{1/2} \left( 1 + \sum_c \gamma_c^2 \frac{dS_c}{dE} \right)^{-1/2} B_\lambda, \]  

where \( B = 6147(2) \) s \([41]\), \( N = 1.802 \times 10^5 \) is the number of observed decays, \( t_2^\lambda = 418(13) \) s is the partial half-life of the \( \beta \)-delayed \( \alpha \) decay (calculated using the value of \( b_{\beta\alpha} \) found in Sec. III B) and \( S_c \) is the \( R \)-matrix shift function. It is also possible to derive approximate \( B_{GT,\lambda} \) and \( (ft)_\lambda \) values:

\[ B_{GT,\lambda} = \left( \frac{g_A}{g_V} \right)^2 M_{GT,\lambda}^{-2}; \quad (ft)_\lambda = \frac{B}{M_{GT,\lambda}^2}, \]  

which may be more familiar measures of the \( \beta \) transition strength (in the above formula \( |g_A/g_V| = 1.2725(23) \) \([42]\)). These quantities are also included in Table II, however, since we are dealing with broad, overlapping resonances, one must be careful when interpreting their values, see for instance the discussions in Refs. [33, 43].

Also listed in Table II are the dimensionless reduced widths, calculated using the definition from Lane and Thomas [30]:

\[ \theta_{xc}^2 = \frac{\gamma_{xc}^2 \mu a_c^2}{\hbar^2}, \]  

where \( \mu \) is the reduced mass of the \(^7\)Li + \( \alpha \) system. The dimensionless reduced widths are useful when we attempt to judge whether a particular level is broad or narrow in an absolute sense. An approximate maximum limit for \( \theta_{xc}^2 \) is given by Teichmann and Wigner [44]: \( \theta_{xc}^2 < 1.5 \). The fits performed with \( r_0 = 1.4 \) fm and
1.5 fm result in reduced widths for the 9.87 MeV level which are very large compared with this limit, suggesting that an unusually large channel radius is required to accommodate the observed width of this state. Based on these considerations we think that the result of the fit with \( r_0 = 1.6 \text{ fm} \) should be preferred over the results found using the smaller channel radii.

Finally, it is worthwhile to investigate the importance of possible systematic errors for our results. The most obvious source of systematic error is the energy calibration, since it was performed with an external calibration source. Calculation of energy losses through the detector dead layers is always connected with some uncertainty, to which must be added possible, unknown energy losses in the calibration source itself. We consider it reasonable to include a \( \pm 10 \text{ keV} \) error in the energy calibration. Varying the energy calibration and detector resolution within the quoted uncertainties and refitting the spectrum we estimate the effect of systematic errors by observing the resulting variation in the best fit parameters. The results are listed in Table III, and it is reassuring to see that our analysis is quite robust to possible systematic calibration errors.

Table III. Observable parameters derived from the results of the \( R \)-matrix fitting to the \( \beta \)-delayed \( \alpha \) spectrum of \( ^{11}\text{Be} \). The statistical uncertainties are shown in round parentheses while possible errors due to systematics are quoted in square brackets.

| Parameter | \( \lambda = 1 \) | \( \lambda = 2 \) |
|-----------|--------------------|--------------------|
| \( E_\lambda \) (keV) | 9846(1)[10] | 11 490(80)[50] |
| \( \Gamma_{\lambda 1} \) (keV) | 233(3)[3] | 430(150)[50] |
| \( \Gamma_{\lambda 2} \) (keV) | 20.4(3)[3] | 50(60)[50] |
| \( M_{\text{GT,} \lambda} \) | 0.717(12)[7] | 1.05(17)[5] |
| \( B_{\text{GT,} \lambda} \) | 0.318(11)[6] | 0.7(2)[1] |
| \( \log(ft) \lambda \) | 4.08(3)[2] | 3.8(3)[1] |

IV. RESULTS & DISCUSSION

We determined the branching ratio for \( \beta \)-delayed \( \alpha \) decay to 3.30(10) \%. This value is in agreement with the earlier result 3.1(4) \%, found in Refs. [7, 8], but slightly more precise. We obtained a satisfactory \( R \)-matrix fit to the observed spectrum by including two 3/2\(^+\) resonances in the \( ^{11}\text{Be} \) daughter system and only \( p \)-wave alphas in the outgoing channels. The derived resonant strength is shown in Figure 7, and we clearly see the upturn at high breakup energies, confirming the tentative observation by Alburger et al. [7]. By integrating the contributions from the \( ^7\text{Li}(gs) + \alpha \) and \( ^7\text{Li}(478) + \alpha \) channels over the \( Q_\beta \) window we find the branching ratio to be 92.1(3) \% and 7.9(3) \%, respectively. These figures are not consistent with the currently accepted values of 87.4(12) \% and 12.6(12) \% [2, 7]. Furthermore, from our results we deduce the intensity of the 478 keV \( \gamma \) line following the \( ^{11}\text{Be} \) decay to be \( I_{478} = 0.261(13) \% \) and, using the literature value for the intensity of the 2124 keV \( \gamma \) line of \( I_{2124} = 35.5(18) \% \) [2] (this number includes feeding from higher-lying states in \( ^{11}\text{Be} \)), we obtain the relative intensity of the two \( \gamma \) lines \( I_{478}/I_{2124} = 0.74(5) \% \). In a recent experiment, the ratio was measured to be \( I_{478}/I_{2124} = 0.75(6) \% \) [45], in excellent agreement with our result. The new determination of \( b_{3\alpha} \) and \( I_{478} \) provides two, independent ways of normalising the \( ^{11}\text{Be} \) decay as alternatives to measuring the intensity of the 2124 keV \( \gamma \) line, namely by counting the emitted alphas and/or the 478 keV gammas. A reliable normalisation of this decay is important, for instance for constraining the branching ratio of \( ^{11}\text{Li} \) decaying to the ground state of \( ^{11}\text{Be} \) [46], as well as for the characterisation of the rare \( \beta \)-delayed proton decay of \( ^{11}\text{Be} \) [4].

From Figure 7 it is clear that the spectrum cannot be explained by a single contribution from the 9.87 MeV state, but that some extra strength is needed. We interpret the increase of the spectrum above \( E_x \sim 10.7 \text{ MeV} \) as the low-energy tail of a broad level with its centroid energy above the \( Q_\beta \) window. From the interference pattern we conclude that this level has to have a free channel radius as real state. The high-energy strength can be a sign of either a resonance in \( ^{11}\text{B} \) or of decays proceeding directly to the continuum. Direct decays are usually incorporated in the \( R \)-matrix framework by the introduction of a so-called background level, however, such a level most often appears with unrealistic level parameters, for instance extremely large width or \( \beta \) feeding, and the best fit parameters tend to depend strongly on the choice of channel radius [47]. From the results in Table II the parameters of the second level appear quite robust to changes in channel radius, and the values are not unphysically large. From these considerations it seems most reasonable to interpret this second \( R \)-matrix level as a real state in \( ^{11}\text{B} \). There are presently no known 3/2\(^+\) states at \( E_x = 11.49 \text{ MeV} \) in \( ^{11}\text{B} \), but there is a state in the evaluation at 11.450(17) MeV and a width of 93(17) keV with no \( J^\pi \) assignment [2]. This state has been observed in
It is worth noting that the level energy we find for the 9.87 MeV state is a few tens of keV lower than the tabulated value of 9873(4) keV [2]. This discrepancy must either be explained by a serious systematic error in our analysis or by a real shift in the observed peak position due to the nature of the $\beta$ transition (the evaluation is based primarily on scattering and reaction experiments). It has recently been pointed out that the energy dependence of the $\beta$-decay matrix element can cause a distortion of delayed particle spectra which shifts the observed peak towards lower energy [47]. The effect is most pronounced for decays through very broad levels, and in the present case it is not unrealistic that it could explain a shift of the observed magnitude. While the level energy deviates slightly from the evaluation, the observed width is more than a factor of two larger than the tabulated value of 109(14) keV (again, a result based on scattering and reaction experiments). This result confirms the observation made by Alburger et al. [7]. We are not aware of any mechanism that can explain such a strong dependence of the width on the reaction mechanism, and it could indeed be interesting to have this width re-measured in alternative channels in order to investigate this effect in more detail.

The 9.87 MeV level is also very broad in an $R$-matrix context, and we found it necessary to use a quite large channel radius in our model in order to obey the Wigner limit. The large channel radius indicates that the wave function is spatially extended, and, based on the large $\alpha$ width, we can speculate that this state has a well-developed $^7\text{Li}+\alpha$ cluster structure. The 11.49 MeV level appears with a more moderate $\alpha$ width, suggesting that $\alpha$ clusterisation could be important, but is probably not the dominant feature of this state.

Both levels have quite large $B_{\text{GT}}$ values, summing approximately to 1. The sum rule for GT strength gives an upper limit of $3(N-Z) = 9$, and since the total GT strength to the bound levels in $^{11}\text{B}$ is only approximately 0.016, our result for the two $3/2^+$ levels does not violate this limit. In fact, a major part of the GT strength is expected to appear at energies close to the mother state [48], so also from that perspective our results are sensible. It might seem somewhat counter-intuitive that the $^{11}\text{Be}$ ground state, which has a $^{10}\text{Be}$ core with a surrounding neutron halo, should have such a considerable overlap with $\alpha$-clusterised states in $^{11}\text{B}$. AMD calculations suggest, however, that $^{10}\text{Be}$ is itself clusterised with an appreciable $\alpha+\alpha+2n$ component [49], and it is not difficult to imagine that the $\alpha$ clusters could to some extent survive the rearrangement caused by the $\beta$ transition.

That an extra $3/2^+$ state should appear in $^{11}\text{B}$ is not entirely surprising. In a shell-model calculation Teeters and Kurath [50] attempted to calculate the positive-parity states in $^{11}\text{B}$, and they found four $3/2^+$ states below 13 MeV, while in the current evaluation there are only two $3/2^+$ states identified below 13 MeV, so there are a couple of $3/2^+$ states missing. Another feature of the shell-model calculation is that, while most of the calculated states agree very well with the experimentally determined states, the calculated $3/2^+$ states appear almost 1.5 MeV higher than the experimental states. Clusterised states are notoriously difficult to obtain from shell model calculations, the Hoyle state in the neighbouring $^{12}\text{C}$ system being another prime example [51], and if we accept the hypothesis that the $3/2^+$ states in $^{11}\text{B}$ contain large cluster components, the discrepancy can to some extent be understood. Taking into consideration that the calculations by Teeters and Kurath [50] were performed more than 40 years ago, it would be interesting to see a modern calculation of the positive parity states in $^{11}\text{B}$, and in particular to have theoretical estimates of the GT matrix elements with $^{11}\text{Be}$.

V. CONCLUSION

We have measured the $\beta$-delayed $\alpha$ spectrum from $^{11}\text{Be}$. Based on our analysis of the data we have determined the absolute branching ratios for delayed $^7\text{Li}(gs)+\alpha$ and $^7\text{Li}(478)+\alpha$ breakup. Using the $R$-matrix framework we concluded that two $3/2^+$ levels contribute to the decay, the known state at 9.87 MeV and a second state at 11.49(10) MeV. The extremely large observed width of the former state requires the use of a large channel radius, indicative of an extended wave function with a large cluster component. Based on its energy and width we propose to identify the second state with an already observed state at 11.45 MeV which has no spin or parity assignment. The two states in our analysis both have significant $B_{\text{GT}}$’s, which points towards large overlaps between these states and the $^{11}\text{Be}$ ground state. It is left as an open question why the observed width of the 9.87 MeV state appears approximately a factor of two larger in $\beta$-decay experiments compared to scattering and reaction experiments. We believe this discrepancy warrants a re-measurement of this quantity in alternative channels.
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