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Abstract

This paper gives the quantum walks determined by graph zeta functions. The result enables us to obtain the characteristic polynomial of the transition matrix of the quantum walk, and it determines the behavior of the quantum walk. We treat finite graphs allowing multi-edges and multi-loops.

1 Introduction

This paper considers the relationship between a graph zeta function and a quantum walk. A quantum walk is a quantization of a random walk. The same as random walks, mixing time, hitting time, etc., are studied. In addition, there is characteristic behavior of quantum walk, including localization and periodicity. It is determined by the spectrum of the transition matrix of a quantum walk \cite{3,7,10}. For the Grover walk \cite{2}, Konno and Sato \cite{6} indicated the relation between the Grover walk and the Sato zeta function, and they gave the spectrum of the transition matrix by the Sato zeta function. The Sato zeta function \cite{9} is a generalized graph zeta function of the Ihara zeta function \cite{5}.

The essential point of the theorem lies in the fact that the “edge matrix” $M_S$ of the Sato zeta function is a generalization of the transition matrix of the Grover walk $U_{Gr}$. We call the theorem Konno-Sato’s theorem. If we impose certain conditions into the Sato zeta function, then $tM_S = U_{Gr}$ holds. The Sato zeta function is given by the inverse of the reciprocal characteristic polynomial of the edge matrix, called the Hashimoto expression. Thus, we can obtain the characteristic polynomial of $U_{Gr}$ by the inverse of the reciprocal Sato zeta function.

The problem treated in this paper is to identify the conditions under which $tM_S = U$ for the transition matrix $U$ of a quantum walk. Our theorem shows the condition for the existence of a quantum walk with $tM_S$ as the transition matrix.
The result gives the family of quantum walks whose behavior is identified by the Sato zeta function.

Identifying the relationship between the other graph zeta function and quantum walks is also a problem. We consider the same problem for the generalized weighted zeta function \[
\mathcal{G} \mathbb{Z}_p.
\] The zeta function is a generalization of the graph zeta functions, including the Sato zeta function. Thus, the family identified by the generalized weighted zeta function contains the Grover walk.

Throughout this paper, we use the following symbols. Let the set of the positive integers by \( \mathbb{Z}_+ \). The spectrum of a matrix \( M \) is \( \text{Spec}(M) \). For a vector \( \Psi, ||\Psi|| \) is the \( L^2 \)-norm of \( \Psi \).

## 2 Preliminary

### 2.1 Graphs

Let \( G = (V, E) \) be a graph, and the edge set \( E \) be a multiset. The graph is finite if both \( V \) and \( E \) are finite. For a vertex \( v \in V \), let \( \text{deg}(v) := |\{v, w\} \in E|w \in V\} \). It is called the degree of \( v \). If there is at most one edge between every two vertices, then the graph is called simple. Let \( \mathfrak{A} \) be a multiset of ordered pairs of vertices, and the element is called arcs. A digraph \( \Delta \) is a pair \((V, \mathfrak{A})\). The digraph is finite if both \( V \) and \( \mathfrak{A} \) are finite. For an arc \( a = (v, w) \), \( v \) and \( w \) are called the tail and head of \( a \). We denote by \( t(a) := v \) and \( b(a) := w \). For two vertices \( v, w \in V \), we define

\[
\mathfrak{A}_{vw} := \{a \in \mathfrak{A} \mid t(a) = v, b(a) = w\},
\]

\[
\mathfrak{A}_{tv} := \{a \in \mathfrak{A} \mid t(a) = v\},
\]

\[
\mathfrak{A}_{bw} := \{a \in \mathfrak{A} \mid b(a) = w\},
\]

\[
\mathfrak{A}(v, w) := \mathfrak{A}_{vw} \cup \mathfrak{A}_{tv} \cup \mathfrak{A}_{bw}.
\]

For a graph \( G = (V, E) \), let \( \mathfrak{A}(G) := \{a_e(v, w), \mathfrak{A}_e = (w, v)e = \{w, v\} \in E\} \). The digraph \( \Delta(G) = (V, \mathfrak{A}(G)) \) is called the symmetric digraph for \( G \). Note that \( \text{deg}(v) = |\mathfrak{A}_{tv}| \) holds for \( v \in V \).

For a digraph \( \Delta = (V, \mathfrak{A}) \), a sequence of arcs \( p = (a_i)_{i=1}^k \) is a path if it satisfies \( b(a_i) = t(a_{i+1}) \) for each \( i = 1, 2, \ldots, k - 1 \). The number \( k \) is called the length of \( p \). A backtracking is a path \( (a, a') \) satisfying \( b(a') = t(a) \). The path \( p \) is closed if \( b(a_k) = t(a_1) \) holds. Let \( X_k \) be the set of closed paths with length \( k \) on \( \Delta \). For \( p \in X_k \) and \( n \in \mathbb{Z}_+ \), \( p^n \) denotes a closed path with length \( kn \) obtained by joining \( n \) paths \( p \). If \( p \) does not have a backtracking and closed path \( q \) s.t. \( p = q^n \), then it is called a prime closed path.

Let \( \sigma \) be a map onto \( X_k \) s.t. for \( p = (a_i)_{i=1}^k \), \( \sigma(p) = (a_2, a_3, \ldots, a_k, a_1) \).

For \( p = (a_i)_{i=1}^k \), \( p' = (a'_i)_{i=1}^k \in X_k \), we define a relation \( \sim \) between \( p \) and \( p' \) if there exists a positive integer \( n \) s.t. \( \sigma^n(p) = p' \). The relation is an equivalence relation. The quotient set \( X_k / \sim \) is denoted by \( P_k \). We call an equivalence class in \( P_k \) a cycle, and \([p]\) denotes the cycle including \( p \).
2.2 Quantum walks on graphs

Let $G = (V, E)$ be a finite simple graph, and $\Delta(G) = (V, \mathfrak{A}(G))$ the symmetric digraph for $G$. Let a $\mathbb{C}$-linear space $\mathcal{H}$ defined as follows:

$$\mathcal{H} := \{\Psi : \mathfrak{A}(G) \to \mathbb{C} \mid ||\Psi(a)||^2 < \infty\},$$

and we assume an inner product on $\mathcal{H}$ as the Euclidean inner product. Then, $\mathcal{H}$ is the Hilbert space. Let $\delta_a$ for $a \in \mathfrak{A}(G)$ be a function satisfying

$$\delta_a(a') = \begin{cases} 1 & \text{if } a = a', \\ 0 & \text{otherwise}, \end{cases}$$

and we regard the set $\{\delta_a \mid a \in \mathfrak{A}(G)\}$ as a standard basis on $\mathcal{H}$. We assume that a function $w : \mathfrak{A}(G) \to \mathbb{C}$ satisfies

$$\sum_{a \in \mathfrak{A}} |w(a)|^2 = 1.$$

The coin matrix $C$ is the following unitary matrix:

$$(C\Psi)(a) = \sum_{a' \in \mathfrak{A}} w(a')\Psi(a').$$

The unitary matrix $U := SC$ is called the transition matrix. The quantum walk is a process defined by a transition matrix and an initial state on $\mathcal{H}$. For an initial state $\Psi_0 \in \mathcal{H}$ with $||\Psi_0||^2 = 1$, the state at time $n$ $\Psi_n$ is $U^n\Psi_0$. The probability of observing on $v \in V$ at time $n$ is given by $\sum_{a \in \mathfrak{A}_v} ||(U^n\Psi)(a)||^2$.

Let $C_{Gr}$ be the following coin matrix:

$$(C_{Gr}\Psi)(a) = \sum_{a' \in \mathfrak{A}} \left(\frac{2}{\deg(h(a))} - \delta_a(a')\right)\Psi(a')$$

for $\Psi \in \mathcal{H}$. The transition matrix $U_{Gr} := SC_{Gr}$ is called the Grover transition matrix, and the quantum walk decided by $U_{Gr}$ is called Grover walk on $G$ [2]. Note that $(a,a')$-element of $U_{Gr}$ is given as follows:

$$\frac{2}{\deg(t(a))}\delta_{h(a')t(a)} - \delta_{a \overline{a}}.$$

Remark 2.1. For instance, the spectrum of $U$ is convenient for knowing the periodicity of a quantum walk. A transition matrix $U$ is periodic if there exists $k \in \mathbb{Z}_+$ satisfying $U^k = I$. The minimum value of such $k$ is the period of $U$. Note that if $U$ is periodic, then $U^n\Psi_0 = \Psi_0$ holds for $\forall n \in \mathbb{Z}_+$ and any initial state $\Psi_0$. It is known that if $\forall \mu \in \text{Spec}(U)$ is a primitive root of $n(\mu) \in \mathbb{Z}_+$, then the period equals $\text{LCM}(n(\mu))_{\mu \in \text{Spec}(U)}$. Thus, the spectrum of $U$ allows the periodicity to be determined without simulation.
Let $T := (T_{uv})_{u,v \in V}$ be a matrix defined as follows:

$$T_{uv} = \begin{cases} 
\frac{1}{\deg(u)} & \text{if } \{u, v\} \in E, \\
0 & \text{otherwise.}
\end{cases}$$

Konno-Sato’s theorem [6] gives the characteristic polynomial of $U_{Gr}$ by the eigenvalues of $T$.

**Theorem 2.1.** Let $G = (V, E)$ be a finite simple connected graph with $n$ vertices and $m$ edges. The characteristic polynomial of $U_{Gr}$ is given as follows:

$$\det(\lambda I - U_{Gr}) = (\lambda^2 - 1)^{m-n} \det((\lambda^2 + 1)I - 2\lambda T)$$

$$= (\lambda^2 - 1)^{m-n} \prod_{\mu \in \text{Spec}(T)} ((\lambda^2 + 1) - 2\mu \lambda).$$

From the above, we have

$$\text{Spec}(U_{Gr}) = \{-1, 1\}^{m-n} \cup \{\lambda \mid \lambda^2 - 2\mu \lambda + 1 = 0, \mu \in \text{Spec}(T)\}.$$ 

By the transformation from the Hashimoto expression to the Ihara expression of the Sato zeta function, (1) is given. The following section will mention a graph zeta function and its expressions.

### 2.3 Graph zeta function

Let $\Delta = (V, A)$ be a finite digraph. We define a map $\theta : A \times A \to \mathbb{C}$. Let $M_\theta := (\theta(a, a'))_{a, a' \in A}$. For a closed path $C = (c_i)_{i=1}^k \in X_k$, let $\text{circ}_\theta(C)$ denote the circular product $\theta(c_1, c_2)\theta(c_2, c_3)\ldots \theta(c_k, c_1)$. Note that $\text{circ}_\theta(C) = \text{circ}_\theta(C')$ holds if $C \sim C'$. Let $N_k(\text{circ}_\theta) := \sum_{C \in X_k} \text{circ}_\theta(C)$.

**Definition 2.1.** A graph zeta function for $\Delta$ is the following formal power series:

$$Z_\Delta(t; \theta) := \exp \left( \sum_{k \geq 1} \frac{N_k(\text{circ}_\theta)}{k} t^k \right).$$

The map $\theta$ is called the weight of $Z_\Delta(t; \theta)$, and that expression is called the exponential expression [8]. Let

$$E_\Delta(t; \theta) := \prod_{|C| \in \mathcal{P}} \frac{1}{1 - \text{circ}_\theta(C)t^{|C|}}, \quad H_\Delta(t; \theta) := \frac{1}{\det(I - tM_\theta)}.$$ 

The expressions are called the Euler expression and Hashimoto expression, respectively (cf. [8]).

**Proposition 2.2.** If $\theta : A \times A \to \mathbb{C}$ satisfies the condition

$$\theta(a, a') \neq 0 \Rightarrow h(a) = t(a'),$$

then $Z_\Delta(t; \theta) = E_\Delta(t; \theta) = H_\Delta(t; \theta)$ holds.
The above condition for $\theta$ is called the adjacency condition.

Let $G = (V, E)$ be a finite graph allowing multi-edges and multi-loops, and $\Delta(G) = (V, \mathcal{A}(G))$ the symmetric digraph for $G$. For maps $\tau, \nu : \mathcal{A} \to \mathbb{C}$, we define $\theta := \theta^{GW}$ by

$$\theta^{GW}(a, a') := \tau(a')\delta_{h(a)\nu(a)} - \nu(a')\delta_{a\nu(a')}.$$ 

Then $Z_{\Delta(G)}(t; \theta)$ is called the generalized weighted zeta function.

**Remark 2.2.** For example, the generalized weighted zeta function includes the following graph zeta functions:

- Ihara zeta function ($\theta^I := \theta|_{\tau(a) = \nu(a) = 1}$) \[5\],
- Bartholdi zeta function ($\theta^B := \theta|_{\nu(a) = (q-1)\tau(a)}$) \[1\],
- Mizuno-Sato zeta function ($\theta^MS := \theta|_{\tau(a) = \nu(a)}$) \[7\],
- Sato zeta function ($\theta^S := \theta|_{\nu(a) = 1}$) \[9\].

If $\theta(a, a') \neq 0$ for $a, a' \in \mathcal{A}(G)$, then $\delta_{h(a)\nu(a')} = 1$ holds at least. Thus, the weight satisfies the adjacency condition, and we see $Z_{\Delta(G)}(t; \theta) = E_{\Delta(G)}(t; \theta) = H_{\Delta(G)}(t; \theta).

Let $A_\theta := (A_{uv})_{u, v \in V}$, $D_\theta := (D_{uv})_{u, v \in V}$ be defined by

$$A_{uv} := \sum_{a \in \mathcal{A}_{uv}} \frac{\tau(a)}{1 - t^2\nu(a)\nu(\pi)}, \quad D_{uv} := \delta_{uv} \sum_{a \in \mathcal{A}_u} \frac{\tau(a)\nu(\pi)}{1 - t^2\nu(a)\nu(\pi)}.$$ 

We call these matrices the weighted adjacency matrix and weighted degree matrix, respectively. Note that $D_\theta$ is a diagonal matrix.

**Proposition 2.3.** Let $\mathcal{A}(G) = \{a, \pi_e | e \in E\}$. The generalized weighted zeta function $Z_{\Delta(G)}(t; \theta^{GW})$ is given by

$$\prod_{e \in E} (1 - t^2\nu(a_e)\nu(\pi_e)) \det(I - tA_\theta + t^2D_\theta).$$ 

Let $G = (V, E)$ be a finite connected graph. Theorem 2.1 follows from the Ihara expression of the Sato zeta function $Z_{\Delta(G)}(t; \theta^S)$. For the weight $\theta^S = \theta|_{\nu(a) = 1}$ in Remark 2.2 let $\tau(a) = \frac{2}{\deg(t(a))}$ for $\forall a \in \mathcal{A}(G)$. An $(a, a')$-element of the edge matrix $M_S$ of the Sato zeta function is as follows:

$$\frac{2}{\deg(t(a'))}\delta_{h(a)\nu(a')} - \delta_{a\nu(a')}.$$

We obtain $U_{Gr} = tM_S$, and $H_{\Delta(G)}(t; \theta^S)$ gives the characteristic polynomial $\det(I - tU_{Gr})$.

Since the weighted adjacency matrix and weighted degree matrix equal $2I$ and $2I$, respectively, we get Theorem 2.1.
3 Main result

3.1 The quantum walks following from the Sato zeta function

Let \( G = (V, E) \) be a finite graph allowing multi-edges and multi-loops. We will show the condition for the existence of a quantum walk that has the transition matrix \( S_\tau \). If \( S_\tau \) is a transition matrix, then the shift matrix and coin matrix are given by \( S = S^{-1}M_\tau \), respectively. Since a coin matrix is just a unitary matrix, we only need to obtain the condition that \( S^{-1}M_\tau \) is unitary. The unitary conditions for \( S^{-1}M_\tau \), \( M_\tau \) are equivalent since \( S \) is unitary. Thus, we show the unitary condition for \( M_\tau \).

**Theorem 3.1.** The edge matrix \( M_\tau = (\theta^S(a, a'))_{a, a' \in \mathfrak{A}(G)} \) of the Sato zeta function is unitary if and only if the map \( \tau \) satisfies \( \tau(a) = \tau(a') \) for \( \forall u \in V \) and \( \forall a \in \mathfrak{A}_{a, a' \in \mathfrak{A}_u} \).

Proof. Let \( \mathfrak{A} := \mathfrak{A}(G) \) and assume that \( M_\tau \) is unitary. Note that if \( a, b \in \mathfrak{A} \) satisfies \( \tau = b \), then \( b(a) = t(b) \) holds, and we have

\[
\delta_{b(a)}(t(b)) - \delta_{\tau b} = \delta_{b(a)}(t(a')) (1 - \delta_{\tau b}) .
\]

The \((a, a')\)-element of the complex conjugate transpose \( M_\tau^* \) is given by

\[
\overline{\tau(a)}\delta_{b(a)}(t(a)) - \delta_{\tau a} .
\]

The \((a, a')\)-element of \( M_\tau^* M_\tau \) is as follows:

\[
\sum_{b \in \mathfrak{A}} \left( \overline{\tau(a)}\delta_{b(a)}(t(a)) - \delta_{\tau b} \right) \left( \tau(a')\delta_{b(b)}(t(b)) - \delta_{\tau b}' \right)
= \delta_{t(a)(t(a'))} \sum_{b \in \mathfrak{A}_{t(a)(a')}} \left( \overline{\tau(a)} - \delta_{\tau b} \right) \left( \tau(a') - \delta_{\tau b}' \right)
= \delta_{t(a)(t(a'))} \sum_{b \in \mathfrak{A}_{t(a)(a')}} \left( \overline{\tau(a)}\tau(a') - \overline{\tau(a)}\delta_{\tau b}' - \tau(a')\delta_{\tau b} + \delta_{\tau b}, \delta_{\tau b}' \right)
= \begin{cases} 
\deg(t(a))|\tau(a)|^2 - 2|\tau(a)| \cos(\arg \tau(a)) + 1 & \text{if } a = a', \\
\deg(t(a))\overline{\tau(a)}\tau(a') - \overline{\tau(a)} - \tau(a') & \text{if } a \neq a' \text{ and } t(a) = t(a'), \\
0 & \text{otherwise.}
\end{cases}
\]

We assume that \((M_\tau^* M_\tau)_{a, a'} = \delta_{aa'}\). For the \((a, a')\)-element, we have

\[
\deg(t(a))|\tau(a)|^2 - 2|\tau(a)| \cos(\arg \tau(a)) + 1 = 1
\iff |\tau(a)| \left( \deg(t(a))|\tau(a)| - 2 \cos(\arg \tau(a)) \right) = 0
\iff |\tau(a)| = 0 \text{ or } |\tau(a)| = \frac{2 \cos(\arg \tau(a))}{\deg(t(a))}. 
\]
Since $|\tau(a)| = 0$ holds if $\arg\tau(a) = \frac{n\pi}{2}$ for $n \in \mathbb{Z}$, the case $|\tau(a)| = \frac{2\cos(\arg\tau(a))}{\deg(t(a))}$ contains the case $|\tau(a)| = 0$. The $(a,a')$-element satisfying $a \neq a'$ and $t(a) = t(a')$ will be discussed later.

The $(a,a')$-element of $M_SM^*_S$ is as follows:

$$
\sum_{b \in S} (\tau(b)\delta_{b(a)\overline{t(b)}} - \delta_{\overline{b}}) \left( \overline{\tau(b)\delta_{b(a')\overline{t(b)}}} - \delta_{\overline{b}} \right)
= \delta_{b(a)b(a')} \sum_{b \in \mathfrak{A}_{t(a)a'}} (\tau(b) - \delta_{\overline{b}}) (\overline{\tau(b)} - \delta_{\overline{b}})
= \delta_{b(a)b(a')} \sum_{b \in \mathfrak{A}_{t(a)a'}} (|\tau(b)|^2 - \tau(b)\delta_{\overline{b}} - \overline{\tau(b)}\delta_{b} + \delta_{b}\delta_{\overline{b}})
= \delta_{t(a)t(a')} \sum_{b \in \mathfrak{A}_{t(a)a'}} (|\tau(b)|^2 - \tau(b)\delta_{\overline{b}} - \overline{\tau(b)}\delta_{b} + \delta_{b}\delta_{\overline{b}}).
$$

For convenience, we show the $(\overline{a}, \overline{a'})$-element of $M_SM^*_S$ below:

$$
\delta_{t(a)t(a')} \sum_{b \in \mathfrak{A}_{t(a)a'}} (|\tau(b)|^2 - \tau(b)\delta_{\overline{a'a}} - \overline{\tau(b)}\delta_{ab} + \delta_{ab}\delta_{\overline{a'a}})
= \begin{cases} 
\left( \sum_{b \in \mathfrak{A}_{t(a)a'}} |\tau(b)|^2 \right) - 2|\tau(a)| \cos(\arg\tau(a)) + 1 & \text{if } a = a', \\
\left( \sum_{b \in \mathfrak{A}_{t(a)a'}} |\tau(b)|^2 \right) - \tau(a') - \overline{\tau(a)} & \text{if } a \neq a' \text{ and } t(a) = t(a'), \\
0 & \text{otherwise.}
\end{cases}
$$

We also assume that $(M_SM^*_a)_{a,a'} = \delta_{aa'}$. Comparing the $(a,a)$-element of $M^*_SM$ and the $(\overline{a}, \overline{a})$-element of $M_SM^*_S$ gives

$$
\deg(t(a))|\tau(a)|^2 = \sum_{b \in \mathfrak{A}_{t(a)a'}} |\tau(b)|^2
$$

for $\forall a \in \mathfrak{A}$. Thus, $|\tau(a)| = |\tau(a')|$ holds for $\forall u \in V$ and $\forall a, a' \in \mathfrak{A}_{a\overline{a}}$. Let $\varphi_a$ denote $\arg(\tau(a))$. For $a, a' \in \mathfrak{A}_{a\overline{a}}$ with $a \neq a'$, from $(a,a')$-element of $M^*_SM$ and the $(\overline{a}, \overline{a'})$-element of $M_SM^*$, we obtain

$$
\deg(u)|\tau(a)|^2 = \sum_{b \in \mathfrak{A}_{a\overline{a}}} |\tau(b)|^2
= \deg(u)|\overline{\tau(a)}\overline{\tau(a')}|
= \deg(u)|\tau(a)|^2 e^{i(\varphi_{a'} - \varphi_a)}.
$$

Thus, $e^{i(\varphi_{a'} - \varphi_a)} = 1$ holds. It follows that $\tau(a) = \tau(a')$ for $\forall u \in V$ and $\forall a \in \mathfrak{A}_{a,a'}$. \qed

### 3.2 The quantum walks following from the generalized weighted zeta function

We also show the unitary conditions for the edge matrix $M$ of the generalized weighted zeta function.
Theorem 3.2. The edge matrix $M$ is unitary if and only if the maps $\tau$ and $v$ satisfy the following conditions: for each $u \in V$,

- If $\deg(u) = 1$, then $|\tau(a) - v(a)|^2 = 1$ holds for $a \in \mathcal{A}_u$.
- If $\deg(u) \geq 2$, then for $\forall a \in \mathcal{A}_u$ and $R_u \in \left[-\frac{2}{\pi}, \frac{2}{\pi}\right]$,
  
  $$|v(a)| = 1,$$
  
  $$\tau(a) = v(a) \left(\frac{\deg(t(a))R_u^2}{2} + i \frac{R_u \sqrt{4 - \deg(t(a))^2 R_u^2}}{2}\right).$$

Proof. Let $\mathcal{A} := \mathcal{A}(G)$ and assume that $M$ is unitary. The $(a, a')$-element of the complex conjugate transpose $M^*$ is given by

$$\overline{\tau(a)\delta_{b(a')}t(a)} - \overline{v(a)}\delta_{a'a}.$$ 

The $(a, a')$-element of $M^*M$ is as follows:

$$\sum_{b \in \mathcal{A}} \left(\overline{\tau(a)\delta_{b(a')}t(a)} - \overline{v(a)}\delta_{b}\right) \left(\tau(a')\delta_{b(a)}t(a') - \tau(a')\delta_{b}\right)$$

$$= \delta_{t(a)t(a')} \sum_{b \in \mathcal{A}_{a'\langle a \rangle}} \left(\overline{\tau(a) - v(a)}\delta_{b}\right) \left(\tau(a') - v(a')\delta_{b}\right)$$

$$= \delta_{t(a)t(a')} \sum_{b \in \mathcal{A}_{a'\langle a \rangle}} \left(\overline{\tau(a)\tau(a') - \tau(a)v(a')\delta_{b}} - \tau(a')\overline{v(a)\delta_{b}} + v(a')\overline{v(a)\delta_{b}}\right)$$

$$= \begin{cases} 
\deg(t(a))|\tau(a)|^2 - \overline{\tau(a)v(a)} - \tau(a)v(a) + |v(a)|^2, & \text{if } a = a', \\
\deg(t(a))|\tau(a)\tau(a') - \tau(a)v(a') - \tau(a')v(a)|, & \text{if } a \neq a' \text{ and } t(a) = t(a'), \\
0 & \text{otherwise.}
\end{cases}$$

The $(a, a')$-element of $MM^*$ is as follows:

$$\sum_{b \in \mathcal{A}} \left(\tau(b)\delta_{b(a')}t(b) - v(b)\delta_{b}\right) \left(\overline{\tau(b)\delta_{b(a')}t(b)} - \overline{v(b)}\delta_{b}\right)$$

$$= \delta_{b(a)b(a')} \sum_{b \in \mathcal{A}_{b(a)}} \left(\tau(b) - v(b)\delta_{b}\right) \left(\overline{\tau(b)} - \overline{v(b)}\delta_{b}\right)$$

$$= \delta_{b(a)b(a')} \sum_{b \in \mathcal{A}_{b(a)}} \left(\tau(b)^2 - \tau(b)v(b)\delta_{b} - \tau(b)\overline{v(b)}\delta_{b} + v(b)\overline{v(b)}\delta_{b}\right)$$

$$= \delta_{t(a)t(a')} \sum_{b \in \mathcal{A}_{t(a)}} \left(\tau(b)^2 - \tau(b)v(b)\delta_{b} - \tau(b)\overline{v(b)}\delta_{b} + v(b)\overline{v(b)}\delta_{b}\right).$$
For convenience, we show the \((\pi, \overline{a'})\)-element of \(MM^*\) below:

\[
\delta_{t(a)t(a')} \sum_{b \in \mathcal{A}_{t(a)}^*} (|\tau(b)|^2 - \tau(b)\overline{\nu(b)}\delta_{a'b} - \tau(b)\nu(b)\delta_{ab} + \nu(b)\overline{\nu(b)}\delta_{a'b})
\]

\[
= \begin{cases} 
\sum_{b \in \mathcal{A}_{t(a)}^*} |\tau(b)|^2 & \text{if } a = a', \\
\sum_{b \in \mathcal{A}_{t(a)}^*} |\tau(b)|^2 - \tau(a')\overline{\nu(a)} - \tau(a)\nu(a) + |\nu(a)|^2 & \text{if } a \neq a' \text{ and } t(a) = t(a'), \\
0 & \text{otherwise.}
\end{cases}
\]

(2)

Let us assume that \((M^*M)_{a,a'} = \delta_{a,a'}\) and \((MM^*)_{a,a'} = \delta_{a,a'}\). Since \((M^*M)_{a,a'} = (MM^*)_{a,a'} = 0\) for \(a, a' \in \mathcal{A}\) with \(t(a) \neq t(a')\), it is sufficient to consider \((M^*M)_{a,a'}\) and \((MM^*)_{a,a'}\) for \(u \in V\) and \(a, a' \in \mathcal{A}_{u^*}\). Let \(d := \deg(u)\).

Suppose that \(\mathcal{A}_{u^*} = \{a\}\). The elements of \(MM^*\) and \(M^*M\) related to \(a \in \mathcal{A}_{u^*}\) are \((MM^*)_{a,a}\) and \((M^*M)_{a,a'}\), and these are equal to each other and given by

\[|\tau(a) - \nu(a)|^2 = 1.\]

Suppose that \(|\mathcal{A}_{u^*}| \geq 2\). Comparing \((M^*M)_{a,a}\) and \((MM^*)_{a,a'}\) gives

\[d|\tau(a)|^2 = \sum_{b \in \mathcal{A}_{u^*}} |\tau(b)|^2.\]

Since the above equation holds for \(\forall a \in \mathcal{A}_{u^*}\), we get \(|\tau(a)| = |\tau(a')|\) for \(\forall a, a' \in \mathcal{A}_{u^*}\). Let \(R_u := |\tau(a)|\) for \(\forall a \in \mathcal{A}_{u^*}\). If \(R_u = 0\), then

\[d|\tau(a)|^2 = \sum_{b \in \mathcal{A}_{u^*}} |\tau(b)|^2.\]

Thus, \(|\nu(a)| = 1\) holds for \(\forall a \in \mathcal{A}_{u^*}\).

We assume that \(R_u \neq 0\). The imaginary part and real part of \((\pi, \overline{a'})\)-element of \((MM^*)_{a,a'}\) are as follows:

\[
\text{Im } (MM^*)_{a,a'} = \text{Im } \left( -\tau(a')\overline{\nu(a')} - \overline{\tau(a)}\nu(a) \right)
\]

\[= -R_u \left( |\nu(a')|\sin(\arg \tau(a')\overline{\nu(a')}) + |\nu(a)|\sin(\arg \overline{\tau(a)}\nu(a)) \right)
\]

\[= -R_u \left( |\nu(a')|\sin(\arg \tau(a')\overline{\nu(a')}) - |\nu(a)|\sin(\arg \tau(a)\overline{\nu(a)}) \right), \]

\[
\text{Re } (MM^*)_{a,a'} = dR_u^2 + \text{Re } \left( -\tau(a')\overline{\nu(a')} - \overline{\tau(a)}\nu(a) \right)
\]

\[= dR_u^2 - R_u \left( |\nu(a')|\cos(\arg \tau(a')\overline{\nu(a')}) + |\nu(a)|\cos(\arg \overline{\tau(a)}\nu(a)) \right)
\]

\[= dR_u^2 - R_u \left( |\nu(a')|\cos(\arg \tau(a')\overline{\nu(a')}) + |\nu(a)|\cos(\arg \tau(a)\overline{\nu(a)}) \right), \]
For these to be equal 0, the following must holds:

\[ |v(a')| \sin(\arg(\tau(a')v(a'))) = |v(a)| \sin(\arg(\tau(a)v(a))), \]
\[ |v(a')| \cos(\arg(\tau(a')v(a'))) = |v(a)| \cos(\arg(\tau(a)v(a))) = \frac{dR_u}{2}. \]

That is, for \( \forall a, a' \in \mathbb{A}_u \),

\[ \tau(a)v(a) = \tau(a')v(a') \]
\[ = R_u \left( \frac{dR_u}{2} + i \sqrt{1 - \left( \frac{dR_u}{2} \right)^2} \right) \]
\[ = \frac{dR_u^2}{2} + i \frac{R_u \sqrt{4 - d^2 R_u^2}}{2}, \]

where \( R_u \in \left[ -\frac{2}{d}, 0 \right) \cup (0, \frac{2}{d}] \). The \((a, a')\)-element of \( M^* M \) is rewritten by

\[ 1 = dR_u^2 - 2|v(a')| \cos(\arg(\tau(a')v(a'))) + |v(a)|^2 \]
\[ = dR_u^2 - dR_u + |v(a)|^2 \]
\[ = |v(a)|^2, \]

and we obtain \( |v(a)| = 1 \) for \( \forall a \in \mathbb{A}_u \). Thus, the following holds:

\[ \tau(a) = v(a) \left( \frac{dR_u^2}{2} + i \frac{R_u \sqrt{4 - d^2 R_u^2}}{2} \right) \]

holds for \( \forall a \in \mathbb{A}_u \). Note that the above also holds for \( R_u = 0 \).

Substituting \( \tau(a') = \tau(a)v(a')v(a) \) into the \((a, a')\)-element of \( M^* M \) gives

\[ d\tau(a)\tau(a)v(a')v(a') - \tau(a)v(a') - \tau(a)v(a)v(a')v(a) \]
\[ = v(a)v(a') \left( dR_u^2 - \tau(a)v(a) - \tau(a)v(a') \right) \]
\[ = R_u v(a)v(a') \left( dR_u - 2 \cos(\arg(\tau(a)v(a'))) \right) \]
\[ = R_u \overline{v(a)}v(a') \left( dR_u - 2 \frac{dR_u}{2} \right) \]
\[ = 0. \]

We see that \((M^* M)_{a,a'} = 0\) holds.

\[ \square \]
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