Abstract

Deep neural networks have been exhibiting splendid accuracies in many of visual pattern classification problems. Many of the state-of-the-art methods employ a technique known as data augmentation at the training stage. This paper addresses an issue of decision rule for classifiers trained with augmented data. Our method is named as APAC: the Augmented PAttern Classification, which is a way of classification using the optimal decision rule for augmented data learning. Discussion of methods of data augmentation is not our primary focus. We show clear evidences that APAC gives far better generalization performance than the traditional way of class prediction in several experiments. Our convolutional neural network model with APAC achieved a state-of-the-art accuracy on the MNIST dataset among non-ensemble classifiers. Even our multilayer perceptron model beats some of the convolutional models with recently-invented stochastic regularization techniques on the CIFAR-10 dataset.

1. Introduction

Output of an ideal pattern classifier satisfies two properties. One is the invariance under replacement of a data point by another data point within the same class, and we refer this as to intra-class invariance. The other is the distinctiveness under replacement of a data point in one class by a data point in another class, and we refer this as to inter-class distinctiveness. Good classifiers more or less have these properties for untrained data.

For a given class, there exists a set of transformations that leave the class label unchanged. In case of visual object recognition of “apple”, the class label stays the same under different lighting conditions, backgrounds, and poses, to name a few. One can expect that a classifier gains good intra-class invariance through learning dataset containing many images with these variations.

A classifier should also show inter-class distinctiveness to distinguish one class from the other. If one construct a training dataset containing green apple class and red apple class, lighting condition must be paid careful attention, because important color feature may be spoiled under some lighting condition. Appropriate types and ranges of variations depends on the problem setting.

For an image classifier to gain good intra-class invariance without compromising inter-class distinctiveness, there are largely two types of approaches. One approach is to embed some mechanisms in classifiers to give robustness against intra-class variations. One of the most successful classifiers would be Convolutional Neural Network (CNN) [11]. CNN has two important building blocks: convolution and spatial pooling, which give robustness against global and small local shifts, respectively. These shifts are a typical form of intra-class variation.

Another approach is data augmentation, meaning that a given dataset is expanded by virtual means. A common way is to deform original data in many ways using prior knowledge on intra-class variation. Color processing and geometrical transformation (rotation, resizing, etc.) are typical operations used in visual recognition problems. Adding virtual data points amounts to making the points denser in the manifold that the class instances form. Strong regularization effects are expected through augmented data learning.

Augmented data learning is also beneficial in an engineering point of view. Dataset creation is a painstaking and costly part in product development. Data augmentation allows the use of prior knowledge on recognition targets, which engineers do have in most cases, and thus provides easy and cheap substitutes. Secondly, quality of virtual data can be easily evaluated by human perception. In case of visual recognition task, one can check virtual images whether they resemble real ones by eyes.

Many of state-of-the-art methods in generic object recognition problems use deep CNNs, trained on augmented datasets comprising original data and deformed data (see recent works [22, 20, 9, 6]). It has been pointed out that CNN models with many layers have great discriminative power; on the other hand, theoretical and methodological aspects of data augmentation are not fully revealed.
1.1. Related work

Data augmentation plays an essential role in boosting performance of generic object recognition. Krizhevsky et al. used a few types of image processing, such as random cropping, horizontal reflection, and color processing, to create image patches for the ImageNet training [9]. More recently, Wu et al. vastly expanded the ImageNet dataset with many types of image processing including color casting, vignetting, rotation, aspect ratio change, and lens distortion on top of standard cropping and flipping [22]. Although these two works use different network architectures and computational hardware, it is still interesting to see the difference in the performance levels. The top-5 prediction error rate of the latter is 5.33%, while that of the former is 16.42%. Such a large gap could be an implicit evidence that richer data augmentation leads to better generalization.

Paulin et al. proposed a novel method for creating augmented datasets [15]. It greedily selects types of transformations that maximize the classification performance. The algorithm requires heavy computational resources, thus the exhaustive pursuit is almost intractable when deep networks with a huge number of parameters are trained.

Handwritten character/digit recognition has been an important problem for both industrial applications and algorithm benchmarking for a quarter century [23, 10, 17, 11, 2, 3]. The problem is relatively simple in a sense that there is no degree of freedom in the background and that stroke can be easily modified. Elastic distortion is a commonly used data augmentation technique that has a good property in giving a large degree of freedom in the stroke forms, while leaving the topological structure invariant. Indeed, data augmentation by elastic distortion is crucial in boosting classification performance [17, 2, 3].

In case of pedestrian detection, use of synthetic pedestrians in real background [14] and synthetic occlusion [1] have been proposed. Though these approaches give additional degrees of freedom in expanding training datasets, we omit such means in this work.

Data augmentation can be categorized into two: off-line and on-line. In this work, off-line data augmentation means to increase the number of data points by a fixed factor before the training starts. The same instance is repeatedly used in the training stage until convergence [17]. On-line data augmentation means to increase the number of data points by creating new virtual samples at each iteration in the training stage (see representative works: [3, 2]). There, random deformation parameters are sampled at each iteration, hence the classifier always “sees” new samples during the training. Ciresan et al. claims that on-line scheme greatly improves classification performance because learning a very large number of samples likely avoids over-fitting [3, 2]. Our work is mostly inspired by their work, and is focused on the on-line deformation.

Very recently, an website article reported a method named as Test-Time Augmentation [4], where prediction is made by taking average of the output from many virtual samples, though the algorithm is not fully described.

Tangent Prop [16] is a way to avoid over-fitting with implicit use of data augmentation. Virtual samples are used to compute the regularization term that is defined as the sum of tangent distances, each of which is the distance between an original sample and a slightly deformed one. It is expected that classifier’s output is stable in the vicinity of original data points, but not necessarily so in other locations.

1.2. Contribution

This paper proposes the optimal decision rule for a given data sample using classifiers trained with augmented data. We do not discuss methods of data deformation themselves. Throughout this paper we assume that training is done with data samples deformed in on-line fashion. That is, random deformation parameters are sampled at every iteration, and a deformed sample is used only once and discarded after a single use. Such training minimizes an expectation value of loss function over random deformation parameters. We claim that class decision must be made so as to minimize the same expectation value for a given test sample.

We show by experiments that the proposed decision rule give lower classification error rates than the conventional decision rule. APAC improves test error rate of CNN by 0.16% for MNIST and by 9.72% for CIFAR-10. To the best of our knowledge, the improved error rate for MNIST is the best among non-ensemble classifiers reported in the past.

Though we believe that the proposed decision rule is beneficial to any classification problem, in which augmented data learning is applied, image classification problems are mainly discussed in this paper because we have not conducted experiments in other fields.

2. On-line data deformation

On-line data deformation learning can generate classifiers with strong intra-class invariance. Such learning generally consumes many iterations to reach a minimum of the objective function. A vast number of training instances are processed because the number of instances increases linearly as the number of iterations increases. In the on-line deformation scheme, the original data themselves are not trained explicitly—they are only trained probabilistically.

In this section we provide a formal definition of augmented data learning, which has been treated rather heuristically so far. Let us first define the data deformation function as \( u : \mathbb{R}^d \to \mathbb{R}^{d_1} \), where \( d \) is the dimension of the original data.\(^1\) The function \( u(x; \Theta) \) takes a datum \( x \in \mathbb{R}^d \) and

\(^1\)The data deformation function can be generalized to \( u : \mathbb{R}^{d_0} \to \mathbb{R}^{d_1} \) with \( d_0 \neq d_1 \), but we consider \( d_0 = d_1 \) case in this study for simplicity.
deformation-controlling parameters $\Theta = \{\theta_1, \cdots, \theta_K\}$, and returns a virtual sample. Each element of the set $\Theta$ is defined as a continuous random variable for convenience. Some are responsible for continuous deformation; e.g., $\theta_1$ being scaling factor, $\theta_2$ being horizontal shift, etc. The other are responsible for discrete deformation; e.g., if $\theta_3 \in [0, 1/2)$ horizontal side is flipped, and if $\theta_3 \in [1/2, 1)$ no side-flipping is performed, where $\theta_3 \sim U(0, 1)$. We use class label $c$ in the superscript, $\Theta^c$, if deformation is done in a class-dependent fashion. In this work, it is assumed that probability density functions of deformation parameters are given at the beginning and held fixed during training and testing. In the following, we consider two cases: 1) the way of deformation being same for all classes, and 2) the others. We use the cross entropy as the loss function as it is most widely used for Deep Learning with supervised setting. The cross entropy requires vector normalization in the output units, where we use the softmax function.

\subsection*{2.1. Class-indistinctive deformation learning}

We first discuss the case 1). Let $i \in \{1, \cdots, N\}$ denote an index of original training data, $c_i \in \{1, \cdots, N_c\}$ denote the class index of $i$-th sample, $W$ denote the set of all parameters to be optimized, and $f(\cdot; W) : \mathbb{R}^d \rightarrow \mathbb{R}_{\geq 0}^{N_c}$ denote a function realized by a neural network with the softmax output units. Let $f_c$ be the $c$-th component of the output, then $\sum_{c=1}^{N_c} f_c = 1$ and $f_c > 0, \forall c \in \{1, \cdots, N_c\}$. In the following, regularization terms are ignored for simplicity.

\textbf{Class-indistinctive deformation learning:}

Given $D = \{(x_i, c_i), i = 1, \cdots, N\}$, find $W^*$ such that

$$W^* = \arg \min_W \mathcal{J}_D(W),$$

where the objective function $\mathcal{J}_D(W)$ is defined as

$$\mathcal{J}_D(W) = \sum_{i=1}^N \mathbb{E}_\Theta \left[ - \ln (f_{c_i}(u(x_i; \Theta); W)) \right].$$  \hspace{1cm} (2)

The expectation value is computed by marginalizing the cross entropy over deformation parameters that independently obey unconditional probability densities $p_k(\theta_k), k = 1, \cdots, K$. By using appropriate random number generators, one can generate countless many virtual samples during training. By sufficiently reducing the objective function, the classifier outputs a value close to the target value for an arbitrarily deformed training image. That means, the classifier gains a high level of intra-class invariance with respect to the set of deformations applied, without compromising inter-class distinctiveness.

Deformation must be meaningful for all classes in class-indistinctive deformation learning. It may be homography transformation or global color processing such as gamma correction, to name a few.

A truly intra-class-invariant classifier would be obtained, if the integrals $\mathbb{E}_\Theta[\cdot] = \int \cdots \int \prod_k d\theta_k p_k(\theta_k)(\cdot)$ could be analytically calculated. However, it is hard to integrate out in reality. Then one needs to convert the integral into a sum of infinitely many terms,

$$\mathbb{E}_\Theta[\cdot] = \lim_{R \rightarrow \infty} \frac{1}{R} \sum_{\Theta = \Theta^{(1)}, \cdots, \Theta^{(R)}} (\cdot).$$  \hspace{1cm} (3)

Here, $\Theta^{(\ell)} = \{\theta_{1}^{(\ell)}, \cdots, \theta_{K}^{(\ell)}\}$ is a set of deformation parameters at $\ell$-th sampling, based on the unconditional probability density functions $p_k(\cdot), k = 1, \cdots, K$. With this summation form, the objective function can be approximately minimized by widely-used mini-batch Stochastic Gradient Descent (SGD). Note that a batch optimization algorithm is no longer applicable in a strict sense because the number of terms are infinite. At each iteration in the optimization process, data indices and deformation parameters are randomly sampled to generate a mini-batch. The mini-batch is discarded after a single use. The total number of terms in the objective function is determined when the training is terminated. It is clear from Eq. (2) that the original data samples are not explicitly fed into the network.

We believe that the original data should not be used for validation, as opposed to the statement made by Cireşan et al. [3, 2], where they claim that the original data can be used for validation. The original and deformed data have strong correlations in the feature space especially when deformation is moderate. Therefore, it is advised not to use the original training data to estimate the generalization performance.

In the experiment, we employ class-indistinctive deformation learning.

\subsection*{2.2. Class-distinctive deformation learning}

Next, we discuss the case 2), where the probability densities for deformation parameters depend on the classes. Although such scheme requires one to design deformation in a class-specific way, it is likely to give a stronger inter-class distinctiveness to the classifier. For example, it is not probably a good idea to cast color with strong red component to an image belonging to “green apple” class, when there is “red apple” class, for an obvious reason. But casting red color to an image belonging to, say, “grape” class may be reasonable. In the hand-written digit classification problem, Cireşan et al. have used different ranges of deformation parameters for certain classes [2]: rotation and shearing applied to digit 1 and 7 are less stronger than other digits. Their work is another example of class-distinctive deformation learning.
**Class-distinctive deformation learning:**

Given $D = \{ (x_i, c_i) \}, i = 1, \cdots, N$, find $W^*$ such that

$$W^* = \arg \min_W J_D(W),$$

(4)

where the objective function $J_D(W)$ is defined as

$$J_D(W) = \sum_{i=1}^N \mathbb{E}_\Theta [-\ln (f_{c_i} (u (x_i; \Theta); W)) | c_i].$$

(5)

For an arbitrary $i$-th empirical sample, expectation value is computed by marginalizing over deformation parameters:

$$\mathbb{E}_\Theta [\cdot | c_i] = \int \cdots \int \prod_k d\theta_k p_k (\theta_k | c_i).$$

Here, the $k$-th deformation parameter obeys a class-conditional probability density $p_k (\theta_k | c_i).$

The optimization procedure is similar to that of the class-indistinctive deformation learning, except that deformation parameters obey conditional probabilities. The integral can be rewritten by a sum of an infinite number of terms,

$$\mathbb{E}_\Theta [\cdot | c_i] = \lim_{R \rightarrow \infty} \frac{1}{R} \sum_{\Theta^{(1)}, \cdots, \Theta^{(R)}} \left( \cdot \right),$$

(6)

where $\Theta^{(t)} = \{ \theta_1^{(t)}, \cdots, \theta_K^{(t)} \}$ is a set of deformation parameters at $t$-th sampling, based on the PDFs: $p_k (\theta_k | c), k = 1, \cdots, K, c = 1, \cdots, N_c$. Some form of SGD can be used to minimize the objective function with a finite term approximation.

**3. Decision rule for augmented data learning**

In this section we propose a new way of classification. **APAC: Augmented Pattern Classification**, and claim that it gives the optimal class decision for augmented data learning described in the previous section. It is shown that a single feedforward of a given test sample is no longer optimal when one minimizes the expectation value at the training stage. Cross entropy loss with softmax normalization is assumed in the following discussion.

**APAC for class-indistinctive deformation learning:**

Given parameters $W$ and data $x$, find $c^*$ such that

$$c^* = \arg \min_{c \in \{1, \cdots, N_c \}} J_{\Omega, \hat{c}}(W).$$

(7)

**APAC for class-distinctive deformation learning:**

Given parameters $W$ and data $x$, find $c^*$ such that

$$c^* = \arg \min_{c \in \{1, \cdots, N_c \}} \hat{J}_{\Omega, \hat{c}}(W).$$

(8)

---

There may be a case where certain types of deformation are only applied to selected class(es). In such a case, a delta function is used as PDF to “turn-off” the deformation for other classes; i.e., $p_k (\theta_k | c) = \delta (\theta_k).

---

It is obvious from Eq. (7, 8) that class decision making is an optimization process requiring minimization of the expectation values. The expectation value for a given data sample must be computed at test stage, as it is minimized through training stage (with some approximation). Note that the test sample itself is not fed into the classifier. In practice, finite-term relaxation must be made at test stage to estimate the expectation value:

$$\mathbb{E}_\Theta [\cdot | c] \approx \frac{1}{M} \sum_{\Theta^{(1)}, \cdots, \Theta^{(M)}} \left( \cdot \right)$$

(9)

$$\mathbb{E}_\Theta [\cdot | c] \approx \frac{1}{M} \sum_{\Theta^{(1)}, \cdots, \Theta^{(M)}} \left( \cdot \right)$$

(10)

for the class-indistinctive case and class-distinctive case, respectively. This means, a finite number of sets of deformation parameters must be randomly sampled using the same probability density functions used in the training. APAC requires to average the logarithms of the softmax output, and then take the maximum argument to give optimal prediction. The process flow is depicted in Fig. 1. We emphasize that taking logarithm is an important step, otherwise an irrelevant quantity gets minimized at the test stage and classification performance likely degrades. APAC is equivalent to picking the maximum argument of the product of the softmax output, which is analogous to selecting the largest joint probability among individual class-probabilities of many virtual instances. For a sufficiently trained classifier, it is expected that generalization performance asymptotically reaches the highest as the number of terms, $M$, increases.

The decision rule for class-distinctive deformation learning requires to generate plural sets of virtual samples for a given test image. Suppose one uses $N_d$ sets of deformations\(^3\) at the training stage, then at the testing stage a data sample has to be deformed in $N_d M$ different ways. Then average of $M$ logarithms of softmax output is computed for each class, using the corresponding deformation type. A maximum argument is then picked to predict a class.

---

\(^3\) $N_d = N_c$ when each class has a unique deformation set, and $N_d < N_c$ when two or more classes share the same type of deformations.
4. Experiments

Experiments on image classification are carried out to evaluate generalization abilities of APAC.

4.1. Datasets

Two datasets are used in the experiments.

**MNIST** [10]. This dataset contains images of handwritten digits with ground truths. It has 60K training and 10K testing samples. There are ten types of digits (0-9). The images are gray-scaled with $28 \times 28$ size. Background has no texture.

**CIFAR-10** [8]. This dataset is for benchmarking the coarse-grained generic object classification. It has 50K training and 10K testing samples. The labels are: plane, car, bird, cat, deer, dog, frog, horse, ship, and truck. The images are colored with $32 \times 32$ size. Foreground objects appear in different poses. Background differs in each image.

4.2. Image deformation

Class-indistinctive deformation learning is carried out in all experiments. Details of deformation are given below. Some processed images are shown in Fig. 2.

**Deformation on MNIST.** We employed random (1) homography transformation, (2) elastic distortion, and (3) line thickening/thinning.

1. **Homography transformation.** Image is projectively transformed by homography matrix $H$. The eight elements are assigned as Gaussian random variables: $H_{11}, H_{22} \sim N(1, 0.1^2)$, $H_{12}, H_{13}, H_{23}, H_{31}, H_{32} \sim N(0, 0.1^2)$.

2. **Elastic distortion.** We followed Simard et al. [17], except for parameter setting. We used 6.0 standard deviation for the Gaussian filter, and 38.0 for $\alpha$, the enlargement factor to the displacement fields.

3. **Line thickening/thinning.** Morphological image dilation or erosion is adopted on interpolated images, with probabilities $\frac{1}{4}$ and $\frac{3}{4}$, respectively. No line thickening/thinning is done with probability of $\frac{1}{2}$.

**Deformation on CIFAR-10.** We used the ZCA-whitening [8] followed by random (1) scaling, (2) shifting, (3) elastic distortion and side-flipping with probability of $\frac{1}{2}$.

1. **Scaling.** Image is magnified by a factor $s$, randomly picked from continuous uniform distribution, $U(1.0, 2.0)$. Here, $1/s$ is the step size of image interpolation.

2. **Shifting.** Random cropping is applied in following fashion. The $x$-component of the top-left corner of the interpolated patch is determined by sampling a value from $U(0, S_x (1 - 1/s))$, where $S_x$ is the horizontal size of the original image. Shift along $y$-axis is determined in the same way but the sampling is done independently.

3. **Elastic distortion.** We used 8.0 standard deviation for the Gaussian filter, and 40.0 for $\alpha$.

A few comments on elastic distortion to CIFAR-10 are in order. Applying elastic distortion could be harmful for images of rigid objects such as plane or car, but could be beneficial for images of flexible objects such as cat or dog. Nevertheless, we applied elastic distortion to all classes in the same random manner based on two thoughts: 1) A class is not likely to be altered by elastic distortion even if the resultant image looks somehow unnatural, and 2) Breaking spatial correlation helps avoiding over-fitting. It is not our intention to state that elastic distortion is particularly important for generic object classification.

4.3. Network architectures

We evaluated CNN and MLP for each of the datasets. In all networks, the ReLU activation function [9] was used. We trained and evaluated a single model for each of the experiments; i.e., no ensembles of classifiers are used. We did not impose any stochasticity to the networks during training, such as dropout [7] or dropconnect [21]. Network architectures used in our experiments are presented in Table 1.

**CNN models.** For MNIST, we used the same numbers of layers and maps in each layer as in [3], but we used $5 \times 5$ convolutional kernels in all convolutional layers (we use symbol $C_5$), whereas different sizes were used in [3]. For CIFAR-10, we just set the architecture by hand without any validation. A non-overlapping maximum pooling with $g \times g$ grid size (we use the symbol $P_g$) follows each convolution and activation. We use the symbols $F$ and $S$ for fully-connected and softmax, respectively, in the tables.

**MLP models.** Numbers of layers are determined by validations for both datasets; it turned out that 3 weight-layers were the best in both datasets. Numbers of hidden units for MNIST, 2500 and 2000, are the same as in [2]. Numbers of units for CIFAR-10 are set by hand without any validation. Softmax normalization is applied to the output units.

4.4. Training details

Mini-batch SGD with momentum was used in every experiment. Initial values of learning rates are: $2^{-4}$ for MNIST-CNN, $2^{-5}$ for MNIST-MLP, $2^{-8}$ for CIFAR-10.
CNN, and 2–8 for CIFAR-10-MLP. Learning rate is multiplied by 0.9993 after each epoch. The momentum rate is fixed to 0.9 during training. The mini-batch size is 100. Training data are randomly sampled with replacement, meaning that the same empirical sample can be sampled more than once in the same mini-batch, but deformation is done independently. Training is terminated at 15K epochs. We confirmed that 15K epochs gave sufficient convergences through validation. We added L2 regularization terms with 5e-6 factor to the MNIST-MLP cost function and with 5e-7 factor to all the rest of the cost functions.

### 4.5. Classification performance

We first compare classification accuracies between the different decision rules. Table 2 shows test error rates produced by APAC and non-APAC. In the experiments, M, the number of virtual samples created from a given image at the testing stage (see Eq. (9)), is varied from 1 (= 40) to 16,384 (= 47). Our claim is to use as large M as possible to give class prediction, so the APAC results shown in Table 2 are those with M = 16,384. In all experiments, APAC consistently gives superior accuracies compared to non-APAC—prediction made by feedforwarding the original test samples—albeit they use the same weight trained with augmented data.

#### 4.5.1 Performance on MNIST

We evaluate how classification accuracies change as M goes to a large value. Plot for M versus the test error rate is shown in Fig. 3. The tendency that the classification accuracy raises as M increases for both networks is clearly observed. This is due to the fact that the expected loss \( J_{\{x,c\}}(W) \) is better estimated as M gets larger.

Our CNN model achieved 0.23% test error rate. To the best of our knowledge, this test error is the best when a single model is evaluated. We used no ensemble classifiers, such as model averaging or voting. (The best test error rate, 0.21%, was achieved by Wan et al. [21], where voting of five models was used.) Training was done only once in each of our experiments. All misclassified test samples are shown in Fig. 4. The top-2 prediction error rate is as low as 0.01%; i.e., there is only one misclassified sample out of 10K test samples, with our CNN model.
Our single MLP model achieved 0.26% test error rate. To the best of our knowledge, this is the best record among MLP models reported previously. The best MLP error rate reported in the past was 0.35%, which was achieved by Cireșan et al. [2]. They used a single MLP model that has around 12.1M free parameters and 5 weight layers, whereas our MLP model has around 7.0M parameters and 3 weight layers. Though our model is smaller in both the number of free parameters and the network depth, ours reaches significantly better classification performance. Our MLP model has, again, 0.01% top-2 prediction error rate on the test dataset; i.e., there is only one misclassified sample. Interestingly, the very same test sample (shown at the top-left position in Fig. 4) is misclassified by our CNN and MLP models, and all other 9,999 samples are correctly classified within two guesses.

### 4.5.2 Performance on CIFAR-10

Plot for $M$, the number of virtual samples generated at the testing stage, versus the test error rates is given in the Fig. 5. The tendency that generalization performance raises as the number of virtual samples increases is also observed. Generalization of non-APAC is significantly inferior to that of APAC for both architectures.

Our single CNN model results in 10.33% test error rate. This error rate is better than the multi-column CNN (11.21%) [3] and the deep CNN reported by Krizhevsky et al. (11%) [9], and worse than the Bayesian optimization method (9.5%) [18], Probabilistic Maxout (9.39%) [19], Maxout (9.35%) [5], DropConnect (9.32%) [21], Network-in-Network (8.8%) [13], and Deeply-Supervised Nets (8.22%) [12]. Our result is not close to those of the state-of-the-art methods. However, we believe that APAC can even improve the generalization abilities of these high-performing methods if augmented data learning is adopted.

Our single MLP model yields 14.07% test error rate.

Figure 5. Test error rates of our CNN and MLP models on CIFAR-10. See Fig. 3 for detail.

This error rate is worse than the multi-column CNN (11.21%) [3], but better than the CNN with stochastic pooling method (15.13%) [24] and the CNN with dropout in final hidden units (15.6%) [7]. We are aware that fully-connected neural networks are easy to over-fit when used for image classification tasks. But still, this experiment gives an evidence that a fully-connected network trained with augmented data and tested with APAC can outperform CNNs trained with recently invented regularization techniques and without augmented data [24, 7].

### 4.6. Analysis

All the experiments we conducted showed that APAC consistently gives better test error rate than non-APAC, a way of class prediction through single feedforwarding of original (non-deformed) data, when augmented data are learned. Let us illustrate how the class prediction gets altered between the two decision rules in the case of MNIST. Figure 6 (a) shows a scatter plot of test data points of class-5 and class-9 in a 2D subspace of the linear output space, with $x$ and $y$-axis corresponding to class-5 unit and class-9 unit. There, weights are obtained through the class-indistinctive deformation learning, and plotted data points do not involve image deformation. A test sample, whose image is superposed in the plot, would be misclassified to class-5 by non-APAC. We deform this test sample in 1,000 different ways, and plot these virtual data points in Fig. 6 (b). One observation is that the virtual data points lie close to the original point. This is not so surprising because the original and the virtual images share many features in common, and the network is trained to be insensitive to the differences amongst these samples; namely, weak homography relation, elastic distortion, and line thickness. The other observation is that the majority (661 out of 1,000) of such virtual data points
are in favor of the true class (‘9’). Indeed, APAC predicts the true class from the 1,000 virtual samples. An important point is that there is a better chance of predicting the correct class by taking the product of softmax output of many virtual samples created from a given test sample, rather than by using the softmax output of the test sample.

One might wonder what happens if summation, instead of product, of softmax output of many virtual samples is taken at test stage. Just for the record, we list the results below. Test error rates produced by taking the maximum argument of the softmax sum with $M = 16,384$ are: 0.24% for MNIST-CNN, 0.27% for MNIST-MLP, 10.42% for CIFAR-10-CNN, and 14.01% for CIFAR-10-MLP. Softmax product gives better performance in all cases except for the CIFAR-10-MLP. We do not have a clear explanation why one out of four experiments exhibits opposite result, but it is safer and more meaningful to use softmax product so as to maximize the joint probability among individual class-probabilities of many virtual instances.

4.7. Some remarks on augmented data learning

We make some remarks on how augmented data learning make difference in weights. Figure 7 shows the trained weight maps in our MLP models.

**Trained weights for MNIST.** The weight maps obtained through the augmented data learning have local-feature sensitive patterns (see Fig. 7 (a)). It has been argued that local feature extraction plays an important role in visual recognition. Combining local features in a certain way gives discriminative information about the entire object. CNN is one particular way to embody such strategy. But, MLP is not, in a sense that local-feature extractor is not built-in. Nevertheless, it is not impossible to give local-feature extraction ability to an MLP as Fig. 7 (a) indicates. On the contrary, the weight maps obtained through original data learning have only global patterns (see Fig. 7 (b)), implying that over-fitting to the training data takes place.

**Trained weights for CIFAR-10.** The weight maps obtained through the augmented data learning exhibit two functionalities (see Fig. 7 (c)): the gray-scaled, local-edge extractor and spatially-spread, color differentiator. Similar findings have been pointed out by Krizhevsky et al. [9]. The weight maps obtained through original data learning exhibit no such functionalities (see Fig. 7 (d)). With lacking spatial structure, the generalization is really poor.

5. Conclusion

This paper address an issue of optimal decision rule for augmented data learning of neural networks. Online data deformation scheme in network training leads a minimization of the loss expectation marginalized over deformation-controlling parameters. It is expected that robustness against intra-class variation can be trained. Some sort of SGD can reach one of the local minima of such objective function with finite-term approximation. The claim is that class decision must be made through similar optimization process; i.e., the expectation value must be minimized for a given test sample. This demands that a given test sample must be augmented using the same deformation function used in the training, to compute the loss expectation for each class, if analytical integration is not feasible.

Our experimental results show that the proposed way of classification, APAC, gives far better generalization abilities than traditional classification rule, which requires a single feedforwarding of a given test sample. Our CNN model achieved the best test error rate (0.23%) among non-ensemble classifiers on MNIST. Top-2 prediction using the model yields a test error rate of 0.01%. Through augmented data learning, MLP models acquire local-feature extraction functionality, which is a key of avoiding over-fitting. Indeed in the CIFAR-10 experiment, our MLP model using APAC outperforms some CNN models trained with recently-invented regularization techniques.

---

5Here, a **weight map** means a row of weight matrix in the 1st weight layer, rearranged in the 2D form to visualize its spatial weighting pattern.
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