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ABSTRACT

In this global pandemic situation of coronavirus disease (COVID-19), it is of foremost priority to look up efficient and faster diagnosis methods for reducing the transmission rate of the virus severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Recent research has indicated that radiological images carry essential information about the COVID-19 virus. Therefore, artificial intelligence (AI) assisted automated detection of lung infections may serve as a potential diagnostic tool. It can be augmented with conventional medical tests for tackling COVID-19. In this paper, we propose a new method for detecting COVID-19 and pneumonia using chest X-ray images. The proposed method can be described as a three-step process. The first step includes the segmentation of the raw X-ray images using the conditional generative adversarial network (C-GAN) for obtaining the lung images. In the second step, we feed the segmented lung images into a novel pipeline combining key points extraction methods and trained deep neural networks (DNN) for extraction of discriminatory features. Several machine learning (ML) models are employed to classify COVID-19, pneumonia, and normal lung images in the final step. A comparative analysis of the classification performance is carried out among the different proposed architectures combining DNNs, key point extraction methods, and ML models. We have achieved the highest testing classification accuracy of 96.6% using the VGG-19 model associated with the binary robust invariant scalable key-points (BRISK) algorithm. The proposed method can be efficiently used for screening of COVID-19 infected patients.

1. Introduction

Coronavirus disease (COVID-19) is caused by a severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), responsible for this ongoing pandemic. COVID-19 can be classified as a respiratory disease as the common symptoms include myalgia, sore throat, headache, fever, chest pain, and dry cough [1] also, an infected person can show complete signs in around 14 days. Up to July of 2021, 190 million COVID-19 cases have been reported in more than 200 countries and territories, eventuating approximately 4 million deaths [2]. This has resulted in the international community a significant cause of public health concern. The outbreak on January 30, 2020, was declared as public health emergency of international concern (PHEIC) by the world health organization (WHO) and recognized as a pandemic on March 11, 2020 [2]. At present, we have some vaccine options, but now it would take a long time for the vaccine to reach the corner of the world. Hence, for the rapid screening of infected patients, the alternative method that can be used is visual indicators. The most common symptom of this virus is a lung infection, for which the widely considered visual indicator is chest radiography images (chest X-ray/computed tomography (CT) images) [3]. The radiologists manually perform these images’ interpretation to find some visual patterns for confirming the COVID-19 infection.

Since the conventional diagnosis process has become more accurate with time, it is still prone to medical staff risks. Also, it is more costly because there is a need for diagnostic test kits for every patient. In comparison, medical imaging techniques, i.e., X-ray and CT scans, can be used for screening, which are relatively faster, safer, and easily accessible. The X-ray image screening is preferred over the CT scans for COVID-19 screening because it is widely available, and it relatively costs less to obtain [4,5]. However, the manual diagnosis of the virus using X-ray images can be a time-consuming process. It can lead to many inaccuracies and human-based errors if there is no or less prior experience.
and knowledge about the virus and its symptoms. Hence, there is a solid need to automate such procedures widely, and it should be accessible for everyone so that the diagnosis can become more efficient, accurate, and fast. The recent works [6–12], use computer vision (CV) and artificial intelligence (AI) technologies that include the use of deep learning (DL) models, in particular, convolutional neural networks (CNNs) have been proven as practical approach for examining medical images. Recently, the use of CNN successfully helped to detect pneumonia in a patient’s chest X-ray image [13–15]. Many studies have been conducted for the diagnosis of COVID-19 through X-ray images using the DL models. For instance, Ozturk et al. [16] worked for automated diagnosis of COVID-19 based on X-ray images using a DL network which is named as DarkCovidNet. For multi-class classification (COVID-19, normal, and pneumonia), the model achieved an accuracy of 87.02%, and for two-class classification (COVID-19 and normal), the accuracy of 98.08% was achieved. Hemdan et al. [17] worked with X-ray images and developed a network named COVIDX-Net. This network was trained using seven different CNN models, and the validation dataset for the model consists of 50 X-ray images (25 normal and 25 COVID-19 cases). Their model’s achieved accuracy is 90.00%, which is very effective considering the amount of validation data used for testing the model. Wang et al. [18] achieved a testing accuracy of 93.3% with their designed COVID-Net, which is a deep CNN model. Sethy and Behera [19] used the combination of ResNet50 and support vector machine (SVM) classifier, which on 50 samples (25 normal and 25 COVID-19 cases) achieved the accuracy of 95.38%. Recently, Nayak et al. [20] proposed a method for screening the COVID-19 chest X-ray images using DL. They used a transfer learning concept with the most successful eight pre-trained CNN models, which are MobileNet-V2, AlexNet, VGG-16, GoogleNet, ResNet-34, SqueezeNet, Inception-V3, and ResNet-50. Their work’s major contributions include comparing the effectiveness of these eight pre-trained models and the impact of several hyper-parameters such as batch size, optimization techniques, learning rate, and the number of epochs.

The previous works in COVID-19 detection mainly DL algorithm-specific and did not focus on the regions of interest (ROI) in the X-ray images that reveal the particular patterns for the specific disease. Hence, there is a research scope in this field that deals with the exploitation of only the ROI in the provided X-ray images. It can lead to a much if not accurate but precise classification of images based on the actual medical terminologies. Here in our work, a new and comprehensive study focuses only on the X-ray images’ ROIs. The method is the composition of image segmentation, feature extraction, and classification processes for discriminating COVID-19, pneumonia, and normal X-ray images. The image segmentation process effectively uses a conditional generative adversarial network (C-GAN) [21] to obtain the lung images from the pre-processed input X-ray images. The feature extraction network computes the discriminatory features from the segmented lung images by combining deep neural networks (DNNs) and key point extraction algorithms such as scale-invariant feature transform (SIFT) [22] and binary robust invariant scalable key-points (BRISK) [23]. The DNNs considered in this work for feature extraction include four transfer learning models, namely DenseNet169, DenseNet201 [24] and VGG16, VGG19 [25], and a self-customized simple CNN (sCNN). Finally, various machine learning (ML) algorithms are employed to classify the extracted features into COVID-19, pneumonia, and normal classes. The best performing combinations of these selected models are evaluated and compared to determine the best-case scenario for the proposed method. The main contributions of this work can be stated as follows:

1. The use of C-GAN network for segmentation of the chest X-ray images.
2. Development of a feature extraction framework for fusing DNN and key-point features.
3. Classification of COVID-19, pneumonia, and normal X-ray images using ML techniques.
4. Performance evaluation of different combinations of the feature extraction network and ML methods.

The rest of the paper is organized as follows: Section 2 describes the datasets used for the segmentation and classification process. Section 3 illustrates the methods used for image segmentation, feature extraction, and classification. Sections 4 and 5 present the experimental results and discusses the effectiveness of the proposed method, respectively. Finally, Section 6 concludes the paper.

2. Dataset of chest X-ray images and preprocessing

In this work, chest X-ray images have been used for the discrimination of COVID-19, pneumonia, and normal subjects. The images are obtained from different sources, which are publicly available online. The segmentation and classification datasets used in this work are described as follows:

2.0.1. Segmentation dataset

For training the segmentation network, we have used segmentation in chest radiographs (SCR) dataset X-ray images [26], available in [27]. This is a publicly available database containing 247 frontal viewed posterior-anterior (PA) chest radiographs to facilitate the segmentation of lung fields, heart, and clavicles. We split the entire dataset images into training, validation, and testing subsets. The testing subset included 13 images, which is around 5% of the total available images in the main dataset. The remaining 234 images are further bifurcated into training and validation subsets with a percentage split of around 90% and 10%, respectively. Considering that the number of images is low, we augmented the number of images in each subset by a factor of four using simple affine transformations. Finally, the segmentation network has been trained, validated, and tested for generating the lung masks from the chest radiographs.

2.0.2. Classification dataset

For the classification of chest X-ray images, two different public datasets are used. The first dataset contains the COVID-19 chest X-ray images provided by Cohen et al. [28]. This dataset is developed using images from different open access sources and gets regularly updated. Presently, the database contains 930 chest X-ray images of COVID-19 patients. Out of these 930 images, we selected 342 front viewed images labeled as COVID-19 affected chest X-rays with PA and anterior-posterior (AP) views in the metadata. Pneumonia and normal chest X-ray images are obtained from the second dataset, which is the pneumonia dataset [29], containing 1583 normal and 4273 pneumonia front viewed X-ray images. It should be noted that similar to segmentation dataset, all chest radiographs taken into consideration for classification are front viewed. For class balancing, we have randomly selected 341 normal and 347 pneumonia X-ray images, resulting into total 1030 images for classification. In this work, 73% of the total 1030 X-ray images (250 images from each class) is used for training the DNN, while the rest of the 27% images are kept for testing. As the number of training images was not adequate, we augmented the training images using basic affine transformations, which increased the number of training images to 3000, which is four times the original 750 training images. Further, the training images were split into train and validation datasets by a percentage division of 80% and 20%. Fig. 1 presents the sample X-ray images from COVID-19, pneumonia, and normal classes. All the images were visually inspected before generating the lung masks using the segmentation network. The low contrast images were identified and preprocessed using histogram equalization and thresholding operation (see Fig. 2). It is worth noting that the image preprocessing techniques have been found effective in literature for better training of the DNNs [30].
distribution fake and real categories. Formally, provided a set of noise samples generated image and the original image from the training dataset into realistic images and a discriminator that classifies the synthesized/translated input image into its corresponding output image. The GAN network vigorously employed in the image processing domain for translating an input image into its corresponding output image. The GAN network tries to discriminate real data samples with the discriminator. During the training phase, the discriminator aims to distinguish between actual data in an adversarial way, as can be noticed in Fig. 3. It can be noticed that G strives to generate increasingly realistic lung mask images to deceive D, whereas D aims to distinguish between actual and fake image pairs.

For carrying out chest X-ray image segmentation, we specifically employ the Pix2Pix C-GAN model proposed by Isola et al. [21]. In this model, generator G is a conventional encoder-decoder network, whereas discriminator D is a Patch-GAN encoder network. The architectural diagram of generator and discriminators are presented in Fig. 4 and Fig. 5, respectively. Also, the encoder and decoder blocks used in these models are also shown in Fig. 6. Irrespective of generator or discriminator, each encoder block comprises convolutional, batch-norm, and rectified linear unit (ReLU) layers, whereas each decoder block includes deconvolutional, batch-norm, and ReLU layers. The encoder block outputs a segmentation of lung images using conditional-GAN

Goodfellow et al. in [31] proposed GAN models which have been vigorously employed in the image processing domain for translating an input image into its corresponding output image. The GAN network consists of two networks: a generator that generates convincing photorealistic images and a discriminator that classifies the synthesized/generated image and the original image from the training dataset into fake and real categories. Formally, provided a set of noise samples \( z \) with distribution \( p_z \), the generator \( G \) transforms these samples to real-world data with distribution \( p_{data} \) by implementing a \( \min \)-\( \max \) method along with the discriminator. During the training phase, the discriminator network tries to discriminate real data samples \( y \) having probability distribution \( p_y \) from the transformed data samples \( G(z) \) with distribution \( p_{data} \). The \( \min \)-\( \max \) GAN objective function can be mathematically expressed as,

\[
\min_{G} \max_{D} \mathcal{L}_{GAN}(G, D) = \min_{G} \max_{D} \mathbb{E}_{x \sim p_{data}} [\log D(x)] + \mathbb{E}_{z \sim p_z} [\log(1 - D(G(z)))]
\]

(1)

Where \( E \) and \( \log \) stand for expectation and logarithmic operations, respectively. C-GAN extends GAN’s concept, where generator \( G \) synthesizes output data \( x \) from the real data \( y \) and random noise vector \( z \): \( \{y,z\} \rightarrow x \). On the other hand, the C-GAN discriminator \( D \) accepts both the synthesized and actual data \( (x,y) \) as inputs and tries to discriminate them. The objective function for C-GAN can be expressed as,

\[
\mathcal{L}_{C-GAN}(G, D) = \mathbb{E}_{x \sim p_{data}, y \sim p_y} [\log D(x, y)] + \mathbb{E}_{z \sim p_z} [\log(1 - D(y, G(z)))]
\]

(2)

It should be noted that the task of the generator \( G \) is not only confusing the discriminator; at the same time, the output of it should match the actual data in an \( L1 \) sense as,

\[
\mathbb{L}_{L1}(G) = \mathbb{E}_{x \sim p_{data}} [||x - G(x)||_1].
\]

(3)

Thus, the final objective function becomes as follows:

\[
G^* = \arg\min_{G} \max_{D} \mathcal{L}_{C-GAN}(G, D) + \lambda \mathbb{L}_{L1}(G).
\]

(4)

The parameter \( \lambda \) is the \( L1 \) regularization weight. The Eqn. (4) can be solved by alternative training of generator \( G \) and discriminator \( D \), respectively.

In this paper, we have used C-GAN for segmenting the COVID-19 chest X-ray images. We feed the chest X-rays as the generator’s input and expect the corresponding lung mask to be output from the generator. The discriminator has two pairs of inputs: real pair (the original chest X-ray and its ground truth lung mask) and fake pair (the original chest X-ray and the generated lung mask). The generator and discriminator both are trained in an adversarial way, as can be noticed in Fig. 3.

For carrying out chest X-ray image segmentation, we specifically employ the Pix2Pix C-GAN model proposed by Isola et al. [21]. In this model, generator \( G \) is a conventional encoder-decoder network, whereas discriminator \( D \) is a Patch-GAN encoder network. The architectural diagram of generator and discriminators are presented in Fig. 4 and Fig. 5, respectively. Also, the encoder and decoder blocks used in these models are also shown in Fig. 6. Irrespective of generator or discriminator, each encoder block comprises convolutional, batch-norm, and rectified linear unit (ReLU) layers, whereas each decoder block includes deconvolutional, batch-norm, and ReLU layers. The encoder block outputs a segmentation of lung images using conditional-GAN

Goodfellow et al. in [31] proposed GAN models which have been vigorously employed in the image processing domain for translating an input image into its corresponding output image. The GAN network consists of two networks: a generator that generates convincing photorealistic images and a discriminator that classifies the synthesized/generated image and the original image from the training dataset into fake and real categories. Formally, provided a set of noise samples \( z \) with distribution \( p_z \), the generator \( G \) transforms these samples to real-world data with distribution \( p_{data} \) by implementing a \( \min \)-\( \max \) method along with the discriminator. During the training phase, the discriminator network tries to discriminate real data samples \( y \) having probability distribution \( p_y \) from the transformed data samples \( G(z) \) with distribution \( p_{data} \). The \( \min \)-\( \max \) GAN objective function can be mathematically expressed as,

\[
\min_{G} \max_{D} \mathcal{L}_{GAN}(G, D) = \min_{G} \max_{D} \mathbb{E}_{x \sim p_{data}} [\log D(x)] + \mathbb{E}_{z \sim p_z} [\log(1 - D(G(z)))]
\]

(1)

Where \( E \) and \( \log \) stand for expectation and logarithmic operations, respectively. C-GAN extends GAN’s concept, where generator \( G \) synthesizes output data \( x \) from the real data \( y \) and random noise vector \( z \): \( \{y,z\} \rightarrow x \). On the other hand, the C-GAN discriminator \( D \) accepts both the synthesized and actual data \( (x,y) \) as inputs and tries to discriminate them. The objective function for C-GAN can be expressed as,

\[
\mathcal{L}_{C-GAN}(G, D) = \mathbb{E}_{x \sim p_{data}, y \sim p_y} [\log D(x, y)] + \mathbb{E}_{z \sim p_z} [\log(1 - D(y, G(z)))]
\]

(2)

It should be noted that the task of the generator \( G \) is not only confusing the discriminator; at the same time, the output of it should match the actual data in an \( L1 \) sense as,
compact data representation contrary to the decoder block. The random noise is provided to the generator in the form of dropout in the first three decoder blocks during both training and testing time. The generator network also has skip connections from the encoder to the decoder for pattern reinforcement at different levels. The last block in the discriminator outputs a shape/patch of size $30 \times 30$, where each pixel of this patch classifies a portion of the input image.

3.1.1. Training of segmentation network

As mentioned earlier, image segmentation is performed by training a C-GAN based chest X-ray segmentation model, basically a U-net architecture [32] in a broader level. More specifically, the pix-to-pix algorithm was used to train the generator network, and the patch GAN like classifier was utilized for the discriminator network. The training loss functions for generator and discriminator networks are shown in Fig. 7 (a) and Fig. 7 (b), respectively. Both the networks compete against each other to optimise themselves and try to become better than the other network. As it can be observed in Fig. 7 (a) and Fig. 7 (b) that the generator loss starts decreasing when the discriminator loss increases and vice versa. The whole graph, in general, converges for both models when the trends are seen on the macro level. After training, the generator is capable of generating the lung masks for the input chest X-ray images. Fig. 8 presents the input chest X-ray, ground truth mask, and lung mask produced by the generator. It is clear that the predicted lung mask possesses almost similar morphological structure as the ground truth mask. After applying the generated lung masks to the input chest X-ray images, we obtain the lung images. Fig. 9 shows the segmented lung images for AP and PA view chest X-ray images with the generated masks. In the next stage, these segmented lung images are used for training of the proposed classification pipeline.

3.2. Hidden pattern extraction and classification of lung images

This section focuses on the automatic extraction of salient features from the segmented lung images, enabling the efficient detection of COVID-19 and pneumonia cases. Extraction of features is considered one of the essential steps in the image classification process. Traditional hand-engineered features have been found helpful in the literature for image classification tasks. In recent times, DL methods are widely used to automatically find hidden patterns associated with the analyzed data, providing significant improvement in the classification performance compared to traditional feature extraction methods. This study introduces a pipeline that employs DL architectures and traditional feature extraction techniques for the in-hand image classification task. In addition, a rigorous analysis of the classification performance is also carried out when deep architectures are applied in stand-alone mode. The pipeline for the classification process is represented by the flow diagram shown in Fig. 10. The flow diagram consists of three major blocks/components: feature extraction layer, multi-layer perceptron (MLP) layer, and final classification layer.
3.2.1. Feature extraction layer

This layer of the pipeline includes two significant parts, deep CNN models and the other part employing traditional hand-crafted features. The simplest form of this layer is presented in Fig. 11, without adding any hyper-parameters, loss-functions, optimizer, etc. The parameters that were used during the training phase are mentioned in Table 1.

The DL models with conventional transfer learning methods are used in this work. The selected transfer learning models are DenseNet169, DenseNet201, VGG16, and VGG19. The DenseNet architectures have been chosen in this work because of their following inherent advantages.

Fig. 7. Generator and discriminator loss function graphs for C-GAN during the training process.

Fig. 8. A sample chest X-ray image (left), its original lung mask (center) and its predicted lung mask (right).

Fig. 9. Segmentation of AP and PA view chest X-rays using the proposed C-GAN based model: (a) Top row shows AP view chest X-ray, generated lung mask, and segmented lungs. (b) Bottom row shows PA view chest X-ray, generated lung mask, and segmented lungs.
3.2.1. Feature extraction model training process

Computer vision algorithms are used to extract the key-points from the image. Considering each of the 256 units/perceptrons in this layer, the descriptors belonging from each of the groups are computed, using the k-means clustering algorithm. Then, the mean values of the keypoints in the continuous domain are obtained using quadratic function fitting. For the keypoint description, a sampling pattern (points lying on scaled concentric circles) is employed at each keypoint neighborhood. A sample of how the BRISK algorithm performed on the chest X-ray image can be seen in Fig. 13(a).

BRISK is a low computational feature detector scheme with an appreciable performance and accuracy [23]. In BRISK, keypoints are identified in both image and scale dimensions. The scale and location of the keypoints in the continuous domain are obtained using quadratic function fitting. For the keypoint description, a sampling pattern (points lying on scaled concentric circles) is employed at each keypoint neighborhood. A sample of how the BRISK algorithm performed on the chest X-ray image can be seen in Fig. 13(b).

Once identification of the key points in the lung images using SIFT/BRISK algorithm gets completed, they are clustered into a total of 128 groups using the k-means clustering algorithm. Then, the mean values of the descriptors belonging from each of the groups are computed, resulting in a feature vector of dimension $128 \times 1$.

Afterward, the aforementioned feature vector's dimension is increased by augmenting the feature vector $(256 \times 1)$ obtained from the FC3 layer of DL models. Thus, the resultant feature vector obtained from the masked lung images becomes of dimension $384 \times 1$. The block diagram in Fig. 11 represents the aforementioned process. In the subsequent step, the augmented feature vector is fed to a dense MLP model, a part of our main pipeline (see Fig. 10).

### 3.2.2. Multi-layer perceptron model

The next part of this pipeline is a DNN (MLP model), accepts concatenated features as input from the previous block. Then, based on the labels assigned to these input features, the MLP model is trained for predicting the unseen correct labels. The MLP model input is a vector of length $384$ with $256$ features coming from the transfer learning model’s second last or FC3 layer and the remaining $128$ features coming from the $128$ clusters mean points of the extracted features using SIFT or BRISK algorithm. The MLP model consists of seven dense layers without any new hyper-parameters. The activation functions used were ReLU in the first six layers and then softmax in the last layer. Table 3 provides the basic structural knowledge of the MLP network. Other related details to the network can be seen by referring to Table 1.

### 3.2.3. Final layer for prediction

In this study, apart from softmax, we have also employed three other ML techniques, namely SVM with radial basis function (RBF) kernel [32], XG-boost [34], and random forest (RF) [35] in the final layer. These ML classifiers were used in numerous studies because of their simplicity, effectiveness, and ease of implementation [37,37]. Hence, they are considered to classify the lung images into the three labeled classes based on the features obtained from the Dense_6 layer of the MLP network.

### 3.2.4. Training of deep classification networks

After the segmentation network training, the generator model was used for segmenting the new chest X-ray images, which were further used for the training of deep classification networks. For proper training...
of the deep classification architectures with an extensive training data-set, image augmentation was performed, including affine transformations such as rotations and shearing of the segmented images. Four transfer learning models (VGG-16, VGG19, DenseNet-169, and DenseNet-201) and one simple customized model (sCNN) were studied as deep feature extraction techniques. These models were also tested in combination with SIFT and BRISK-based feature extraction algorithms. Several ML techniques were employed as final classification layers. Fig. 14 shows the convergence of the loss functions of the specified DL models. From the graphs, one can be observe that the transfer learning models converge faster as compared to the sCNN model, which was trained from scratch.

To assess the computational complexity of the deep feature extraction models, this study reports and compares the execution time of those models in their training part, as exhibited in Table 4. The proposed method was implemented on the TensorFlow platform in a system with a 7th Gen Intel® Core™ i7 Quad-Core processor, NVIDIA® GeForce® GTX 1050 Ti 4 GB graphics card, and 8 GB RAM. The VGG-16 model took 1046 s for training, with an average training time per step is 174.3 ms. The VGG-19 model training was completed in 1289 s with 214.8 ms as...
the average training time per step. For DenseNet-169, the training time was 811 s, and 135.1 ms was the average training time per step. DenseNet-201 model needed the highest training time of 2298 s with 383.0 ms as the average training time per step. The sCNN model required the lowest training time of 200 s with 33.3 ms as the average training time per step.

4. Experimental results

This section presents the effectiveness of the proposed deep features extraction methods in classifying COVID-19, pneumonia, and normal segmented chest X-ray images. Once all the models are trained, the confusion matrix based performance parameters are computed from every stage of the proposed methodology, which effectively combines the handcrafted and deep feature extraction methods. The performance parameters, namely accuracy (Acc), sensitivity (Sens), specificity (Spec), precision (Prec), false positive rate (FPR), false negative rate (FNR), and F1 Score are expressed as,

\[ \text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \]  
\[ \text{Sensitivity (Recall)} = \frac{TP}{TP + FN} \]  
\[ \text{Specificity} = \frac{TN}{TN + FP} \]  
\[ \text{Precision} = \frac{TP}{TP + FP} \]  
\[ \text{False positive rate} = \frac{FP}{TN + FP} \]  
\[ \text{False negative rate} = \frac{FN}{TP + FN} \]  
\[ \text{F1 Score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]

TP, TN, FP, and FN are the confusion matrix elements (see Table 5) and represent true positive, true negative, false positive, and false negative rates, respectively. The obtained confusion matrix is denoted as \( C \in \mathbb{R}^{3 \times 3} \), representing the predicted and actual classes (i.e, COVID-19, normal, and pneumonia) of the segmented X-ray images. The matrix \( C \) is further resized to matrices \( C_1, C_2, C_3 \in \mathbb{R}^{2 \times 2} \) (see Table 5) respective to each of the three classes for evaluating the binary classification parameters. Finally, each of the performance parameters is averaged (Avg) over the three considered classes. Table 6 presents the performance of the deep features extracted from customized sCNN and several other transfer learning models (VGG-16, VGG-19, DenseNet-169, and DenseNet-201). The generated feature matrices were classified using several ML techniques (softmax, SVM, RF, and XG-Boost) employed in

| Training time for different considered CNN architectures. | Average time per step |
|----------------------------------------------------------|-----------------------|
| VGG-16                                                   | 1046s 174.3 ms        |
| VGG-19                                                   | 1289s 214.8 ms        |
| DenseNet-169                                             | 811s 135.1 ms         |
| DenseNet-201                                             | 2298s 383.0 ms        |
| sCNN                                                     | 200s 33.3 ms          |

Table 5

Confusion matrix for mathematical analysis.

| Predicted negative (PN)- 0 | Predicted positive (PP)- 1 |
|----------------------------|----------------------------|
| Actual negative (AN)- 0    | True negative (TN)         |
| Actual positive (AP)- 1    | False negative (FN)        |

the final layer.

It can be observed from Table 6 that transfer learning models performed better than sCNN model in terms of average Acc, Sens, Spec, Prec, and F1-score. It can also be noticed that the RF classifier has outperformed other ML classifiers with regard to obtained classification performance parameters. The best classification performance is reported when deep features obtained from the VGG-16 model are fed to the RF classifier, average Acc, Sens, Spec, Prec, F1-score are obtained as 96.4%, 94.6%, 97.3%, 94.3%, and 94.6%, respectively. The sCNN model with XG-Boost as the final layer provided average Acc, Sens, Spec, Prec, F1-score of 93.3%, 90.0%, 94.9%, 90.0%, 90.0%, respectively. The performance of other transfer learning models has been found comparable to the best performing VGG-16 model.

Further, Tables 7 and 8 present the obtained performance parameters when deep features were fused with the handcrafted features, extracted using SIFT and BRISK algorithms, respectively. It can be observed from Table 7 that the obtained classification performance parameters did not change significantly after the inclusion of SIFT algorithm-based features. It can be noticed that deep features extracted from DenseNet 169 model, when fused with SIFT-based features, provided average Acc, Sens, Spec, Prec, F1-score as 96.1%, 94.2%, 97.1%, 94.9%, 94.2%, respectively with RF as the final layer. These values are approximately 2% higher as compared to when only sCNN based deep features were classified using RF classifier. The VGG-19 model-based deep features along with BRISK features and RF classifier in the last layer provided the best classification performance among all the models; the average Acc, Sens, Spec, Prec, F1-score are reported as 96.6%, 95%, 97.4%, 95.0%, 95.0%, respectively.

The classification performance of the proposed method is further analyzed in terms of average FPR and FNR bar plots, as illustrated by Fig. 15–17. For better quality of classification performance, the FPR and FNR values should be significantly lower. It can be seen in Fig. 15 that

| Model       | Final layer | Acc (%) | Sens (%) | Spec (%) | Prec (%) | F1-score (%) |
|-------------|-------------|---------|----------|----------|----------|--------------|
| VGG-16      | Softmax     | 95.9    | 93.9     | 96.9     | 93.9     | 93.9         |
|             | SVM         | 95.9    | 93.9     | 96.9     | 94.0     | 93.9         |
|             | RF          | 96.4    | 94.6     | 97.3     | 94.3     | 94.6         |
|             | XG-Boost    | 94.9    | 92.4     | 96.2     | 92.5     | 92.5         |

| VGG-19      | Softmax     | 96.4    | 94.7     | 97.2     | 94.6     | 94.6         |
|             | SVM         | 95.9    | 93.9     | 96.9     | 94.0     | 93.9         |
|             | RF          | 95.4    | 93.3     | 96.6     | 93.4     | 93.1         |
|             | XG-Boost    | 95.4    | 93.5     | 96.7     | 93.4     | 93.1         |

| sCNN        | Softmax     | 94.0    | 91.0     | 95.5     | 91.2     | 91.0         |
|             | SVM         | 93.5    | 90.3     | 95.1     | 90.4     | 90.3         |
|             | RF          | 93.7    | 90.7     | 95.3     | 90.7     | 90.7         |
|             | XG-Boost    | 93.3    | 90.0     | 94.9     | 90.0     | 90.0         |

| DenseNet169 | Softmax     | 96.1    | 94.3     | 97.1     | 94.4     | 94.2         |
|             | SVM         | 96.1    | 94.3     | 97.1     | 94.4     | 94.2         |
|             | RF          | 96.1    | 94.3     | 97.1     | 94.4     | 94.2         |
|             | XG-Boost    | 95.2    | 92.8     | 96.4     | 92.9     | 92.8         |

| DenseNet201 | Softmax     | 94.2    | 91.6     | 95.6     | 91.4     | 91.5         |
|             | SVM         | 94.5    | 91.9     | 95.8     | 91.8     | 91.8         |
|             | RF          | 94.2    | 91.6     | 95.6     | 91.4     | 91.5         |
|             | XG-Boost    | 94.9    | 92.5     | 96.2     | 92.5     | 92.5         |

The classification performance of the proposed method is further analyzed in terms of average FPR and FNR bar plots, as illustrated by Fig. 15–17. For better quality of classification performance, the FPR and FNR values should be significantly lower. It can be seen in Fig. 15 that
Fig. 15. FPR and FNR bar graphs for deep features with different ML techniques.

Fig. 16. FPR and FNR bar graphs for deep and SIFT features with different ML techniques.

Fig. 17. FPR and FNR bar graphs for deep and BRISK features with different ML techniques.
the FPR of VGG-16 with RF as the last layer is the lowest, which is 2.67%. The lowest FNR of 5.28% is obtained using VGG-19 with softmax function as the last layer. In Fig. 16, it can be observed that the combination of VGG-16/DenseNet-169 and SIFT model achieved the lowest FPR and FNR of 2.85% and 5.71% with SVM in the final layer. From Fig. 17 it can be seen that VGG-19 with BRISK achieved the lowest FPR and FNR of 2.15% and 4.93% with RF as the last layer, making it the best combination among all the feature extraction models proposed.

In order to illustrate more class-specific performance evidence of our proposed feature extraction models, Fig. 18 presents the confusion matrices corresponding to a total of 279 test images (92 “COVID-19” images, 91 “normal” images, and 97 “pneumonia” images). These matrices represent the data in the form of a percentage, where each cell of the confusion matrix indicates the percentage of total test images included in it. A specific model’s accuracy can be computed by summing the diagonal values (percentages) in the matrix with a diagonal starting from the matrix’s leftmost corner. It can be seen in Fig. 18 (a) that the VGG-16 model with RF in the final layer correctly classified 32.2%, 31.1%, and 31.1% of total test images as COVID-19, normal, and pneumonia images, respectively, achieving the overall classification Acc to 94.4%. Similar class-specific performance can be observed for other models namely VGG-19-BRISK and RF, sCNN-BRISK and RF/XG-Boost, DenseNet 169 and softmax/SVM/RF, Densenet 201 and XG-Boost in Fig. 18 (b), Fig. 18 (c), Fig. 18 (d), Fig. 18 (e), respectively.

Finally, it is worth mentioning that the VGG-19 model combined with the BRISK algorithm with RF as the last layer has performed the best among all the models proposed in this work.

4.1. Comparison with existing methods

We have compared our best performing model with other existing state-of-the-art DL approaches for detecting COVID-19 from chest X-ray images, illustrated in Table 9. All the existing methods in the table have been re-implemented for classification of COVID-19, pneumonia, and normal X-ray images present in our classification dataset (see Section 2.0.2). The fusion [38] of local binary patterns (LBP) features with the deep features (via Inception V3 architecture) computed from Gaussian filtered images has provided average Acc, Sens, and Spec of 95.11%, 93.15%, and 96.5% respectively. The MobileNet v2 (with transfer learning) based features [39] has achieved average classification Acc, Sens, and Spec of 93.33%, 90.66%, and 95.23%, respectively. Using the transfer learning model ResNet-34 based features [20] the average Acc, Sens, and Spec of 95.29%, 92.97%, and 96.46% have been obtained. The ResNet-50 model with SVM (proposed in [19]) has provided average classification Acc, Sens, and Spec of 93.33%, 90.41%, 95.07%, respectively. A fine tuned AlexNet model (proposed in [40]) has achieved average classification Acc, Sens, Spec of 95.72%, 93.59%, and 96.78%, respectively. On the other hand, our proposed framework combining the VGG-19 model, BRISK feature extraction method, and RF classifier outperformed the existing methods for COVID-19 and pneumonia detection reported in the Table. Further, it is worth to mention that the proposed feature extraction framework considers segmented lung images as input. This is contrary to the existing methods reported in the table which compute features directly from the chest X-ray images.

5. Discussion

We explored all three crucial steps for image classification in this work, namely, image segmentation, feature extraction, and classification. For segmentation, we initially employed simple supervised learning models where we tested various U-net architectures. However, the C-GAN model provided the best outcomes among all the tested supervised learning algorithms. The feature extraction pipeline has been built with the combination of keypoint extraction algorithms and deep CNN models. It was demonstrated that the keypoint descriptor...
algorithms are well suited for obtaining intensity information of the objects present in the image [41]. Thus, we employ the keypoint descriptors (SIFT and BRISK) to extract potential key intensity points that contribute significantly to the classification of segmented lung images. As mentioned, the framework also extracts the deep features using CNN models. All these models have provided convincing accuracy with convergence nature in significantly increased depth. The computed features in the final layer are classified using DL classifier (i.e. softmax) and also using various ML methods. The proposed segmentation and classification methods have been trained on publicly available datasets. We have presented a comprehensive study of the performance of proposed framework with and without considering the intensity keypoint features. The experimental results indicate that all the transfer learning models performed better than sCNN model in all the occasions. This study’s obtained results strongly support the usefulness of the proposed method in discriminating COVID-19, pneumonia, and normal chest X-ray images and can be employed as an assistive tool for the radiologists in their diagnosis. The primary objective of this work is to develop a cost-effective diagnostic method which can rapidly identify COVID-19 patients based on their chest radiographs. Because of nonavailability of larger dataset till date, this study has been carried out in a database containing a low number of COVID-19 chest X-ray images, which can be considered as a limitation of our work. In future, we plan to validate the proposed framework on a large dataset incorporating more COVID-19 chest X-ray images. In addition, we also intend to train our framework on a dataset containing CT images of COVID-19 patients and compare the performance when the method is trained with X-ray images.

6. Conclusion

In this paper, a method is proposed combining DL-based image segmentation and classification architectures to efficiently detect COVID-19, pneumonia, and normal chest X-ray images, improving the performances. The lung images were segmented using conditional GAN with the pix-to-pix algorithm, which was trained effectively using chest X-ray images with available ground truth masks. The trained segmentation network, which is basically the generator part of the C-GAN, is used for the segmentation of the preprocessed images. Afterward, segmented lung images were put into the feature extraction network, which is a composition of different DNNs (VGG-16, VGG-19, DenseNet 160, DenseNet 200, scNN) and also key point detection methods such as SIFT and BRISK. Finally, the extracted features were classified using various ML techniques, namely softmax, RF, SVM, XG Boost, to detect different classes. In this study, VGG 19 model combined with the BRISK keypoints extraction method with RF as the final layer achieved the highest average classification accuracy of 96.6%. The model also provided average FPR and FNR of 2.51% and 4.93%, respectively, which are the lowest among all the other architectural architectures proposed in this work. The proposed method outperformed the other existing methods for the diagnosis of COVID-19 and pneumonia using chest X-ray images. In the future, the proposed method can be trained and tested using a larger dataset, and several other transfer learning methods also be included for performance evaluation.
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