Identification methods of charged particles based on aero-engine exhaust gas electrostatic sensor array
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Abstract
This paper presents a study of aero-engine exhaust gas electrostatic sensor array to estimate the spatial position, charge amount and velocity of charged particle. Firstly, this study establishes a mathematical model to analyze the inducing characteristics and obtain the spatial sensitivity distribution of sensor array. Then, Tikhonov regularization and compressed sensing are used to estimate the spatial position and charge amount of particle based on the obtained sensitivity distribution; cross-correlation algorithm is used to determine particle's velocity. An oil calibration test rig is established to verify the proposed methods. Thirteen spatial positions are selected as the test points. The estimation errors of spatial positions and charge amounts are both within 5% when the particles are locating at central area. The errors are higher when the particles are closer to the wall and may exceed 10%. The estimation errors of velocities by using cross-correlation are all within 2%. An air-gun test rig is further established to simulate the high velocity condition and distinguish different kinds of particles such as metal particles and non-metal particles.
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Introduction

Aero-engine is an important indicator of a country’s industrial power and it is the “heart” of aircraft.¹ The safety of aero-engine is quite crucial because it is the power source of aircraft and the maintenance cost is high.²–⁴ Under such background, the implementation of prognostics and health management (PHM) is of great importance to the safety of aero-engine.⁵

An effective PHM system is expected to provide early detection and isolation of the precursor and/or incipient fault of components or sub-elements; to have the means to monitor and predict the progression of the fault; and to aid in making, or autonomously trigger maintenance schedule and asset management decisions or actions.⁶ Monitoring technology is the foundation of PHM but the traditional vibration monitoring and temperature monitoring are not sensitive to early faults. Compared with traditional monitoring technologies, electrostatic monitoring can directly monitor the fault products of aero-engine components⁷ and has the ability of early warning. It has become a research hotspot in recent years. The advantages of electrostatic monitoring are critical to the improvement of PHM.⁸

Aero-engine exhaust gas electrostatic monitoring technology has undergone decades of development. In 1970s, a US Air Force researcher found that the charge level of aero-engine exhaust gas suddenly raised before the components failed. Then Crouch⁹ used electrostatic sensors to monitor debris in exhaust gas of jet engines and gas turbines. In these experiments, he detected the abnormal conditions successfully and proved the feasibility of this new monitoring technology. In 1990s, Stewart Hughes Limited carried out lots of more detailed tests on a demonstrator engine¹⁰–¹² and found that changing firing patterns and increasing/decreasing fuel levels affected the combustion efficiency.¹³ The changed combustion efficiency altered the exhaust gas characteristics, for example producing increased levels of smoke/carbon/soot particles, and hence increased the electrostatic signal. Then Lapini et al.¹⁴ applied this technology to heavy-duty gas turbines. Addabbo et al.¹⁵,¹⁶ analyzed the theoretical characterization of gas path debris detection and established the theoretical model. Then he researched the frequency response of the measurement system and carried out corresponding experiments.¹⁷–¹⁹ From 2010s, some Chinese researchers studied the methods for identifying faults based on electrostatic monitoring²⁰,²¹ and applied this technology to turbo-fan engine.²² Pengpeng et al.²³ carried out aero-engine tests and monitored the combustor carbon deposition fault. Sun et al.²⁴ studied the electrostatic signal baseline. Due to the advantages of electrostatic monitoring, it has been applied to F-35 Joint Strike Fighter.²⁵

Although electrostatic monitoring technology has been studied for many years, the problem of how to obtain the accurate charge amount of particle has not been solved. The electrostatic sensor monitors the charge amount carried by the particle, so the charge amount builds a bridge between the sensor and the charged particle. However, only using a single sensor cannot obtain the accurate charge amount because the induced charge amount of the sensor is simultaneously affected by many factors such as the charge amount of the particle, the velocity of the particle,
and the spatial position of the particle. The dimension of unknown information is far more than the number of sensor. If the charge amount cannot be accurately obtained, the electrostatic level of aero-engine exhaust gas cannot be accurately obtained. It may cause a large number of false alarms and missed alarms. This will not only cause many unnecessary costs but also severely restrict the development of electrostatic monitoring technology. This is also the reason why there has been no further breakthrough in the electrostatic monitoring technology of aero-engine gas path in the past 10 years.

To address the problem, this paper analyzes the inducing characteristics of electrostatic sensor and estimates the charge amount based on Tikhonov regularization and compressed sensing, respectively. The estimation problem in this paper is a typical ill-posed problem. Tikhonov regularization is widely used to solve it. Compressed sensing is proposed by Donoho and is widely used in the signal processing of sensor array system. We use the oil calibration test rig to verify the proposed methods and then further carry out experiments based on an air-gun test rig to simulate the high velocity condition and distinguish the material categories of particles.

**Electrostatic monitoring principle and numerical analysis**

**Electrostatic monitoring principle**

IDMS (Ingested debris monitoring system) monitors the foreign objects and EDMS (Exhaust debris monitoring system) monitors the particles of the exhaust gas. IDMS and EDMS sensor locations are shown in Figure 1. The rod-like probe is the core of EDMS.

The basic principle of electrostatic monitoring technology is electrostatic induction. When the particles pass through the rod-like probe, part of the electric field lines due to the charge terminate at the probe surface. The electrons in the probe are redistributed to balance the extra charge, creating a current that causes the appearance of a charge pulse signal. The principle is shown in Figure 2.
The overall layout of electrostatic sensor array equipped at the exhaust nozzle of aero-engine we design in this paper is shown in Figure 3:

There are nine rod-like probes installed on two cross sections in the exhaust nozzle. We use the signals from the eight rod-like probes in the front cross section to estimate the spatial position and charge amount of particle. The two axially adjacent spaced probes in the adjacent cross sections can be used to determine the velocity of particle.

The inner diameter of the circular pipe is 70 mm in this paper. The angle between each two probes is 45°. The length of probe’s side surface is 10 mm and
the diameter of probe’s end surface is 15 mm. In order not to affect the inside of the circular pipe, we place nine probes at positions where they are just connected to the inner wall of the circular pipe. The depth of the probes inserted into the circular pipe is 0.813 mm according to the geometric relationship. The followed sections use the same parameters described here. It is necessary to note that the diameter of the circular pipe is just an example. Moreover, the inducing area of probe is an important factor. The larger the probe sensing area, the higher the induced charge amount on the probe according to Gauss Theorem. It is noted that we just take the sizes set in this paper as an example to verify the methods proposed in this paper. Obviously, larger area of aero-engine nozzle’s cross section needs larger probe area.

Analysis of planar array signal problem

Set the cross section which contains eight probes be MTN. $V$ axis is perpendicular to MTN. $T$ is the center point of the cross section. Spatial sensitivity is the crucial parameter to describe the sensing characteristic of electrostatic sensor. The $i$th probe’s spatial sensitivity can be defined as the ratio between induced charge amount $Q_i$ on probe and particle’s charge amount $q$, induced charge amount $Q_i$ means the amplitude of the induced charge signal on the probe. The $i$th probe’s spatial sensitivity is described in equation (1) when the particle is locating at the position $(m, n)$:

$$S_i(m, n) = \frac{|Q_i|}{q}$$  \hspace{1cm} (1)

Apparently, the spatial sensitivity establishes the bridge between electrostatic sensors’ induced charge amount $Q_i$, the charge amount of particle $q$, and the spatial position of particle $(m, n)$. Generally, it is hard to get the exact equation of $S_i(m, n)$. Assume a particle is locating at the position $(m, n)$, the $i$th probe’s induced charge amount can be expressed as equation (2) according to the principle of electrostatic induction:

$$Q_i = \int \int_C P(m, n)S_i(m, n)dmdn$$  \hspace{1cm} (2)

Where $C$ represents MTN plane, $P(m, n)$ represents the charge distribution in MTN plane. The exact equation of $S_i(m, n)$ cannot be obtained so we may get the discrete numerical solution of $S_i(m, n)$ and rewrite equation (2) into the form of a discrete matrix:

$$Q_s = SP$$  \hspace{1cm} (3)

The problem of planar array signal in the cross section is to solve $P$ when $Q_s$ and $S$ are known. $S$ represents the discrete spatial sensitivity matrix of electrostatic
sensor array in MTN plane and $Q_s$ represents the measurement vector that contains the induced charge amounts on the electrostatic array’s eight probes in MTN plane. $P$ is the charge distribution vector of the cross section MTN. Then we can further estimate particle’s spatial position and charge amount based on $P$.

How to get $P$ is an inverse solution problem in the electrostatic field and is ill-posed. The uniqueness of the solution cannot be satisfied. The classic method to solve this problem is the regularization method. We choose the most widely used Tikhonov regularization to solve it in this paper. And we also introduce compressed sensing to solve this problem and compare it with Tikhonov regularization.

Before introduce Tikhonov regularization and compressed sensing, we need to establish the mathematical model and deeply analyze the induced principle to guarantee the correctness of the proposed methods. And then we use mathematical model to obtain the discrete spatial sensitivity $S$.

**Mathematical model and numerical analysis**

We establish a detailed mathematical model based on three-dimensional rectangular coordinate system. Figure 4 shows the electric field diagram of a particle with a charge amount of $q$ as it passes near the rod-like probe. The sensing surface can be divided into an end surface and a side surface, and the sum of the charge amounts on the two surfaces is the total induced charge amount.

Set the origin of the end surface center be $O$ and establish a space coordinate system centered on $O$. Set a point $F$ on the side surface and its coordinate is $(u, v, w)$, set a point $K$ on the end surface and its coordinate is $(e, f, j)$. The electric field of $K$ on the end surface is shown in Figure 5. Assume that the particle is in the spatial

![Figure 4. The electric field diagram of particle.](image)
position $G$, and its coordinate is $(x, y, z)$. Set the height of rod-like probe be $L$ and the radius of end surface is $R$.

Most of the particles are above the end surface ($z > 0$). Assume that the particle whose charge amount is $q$ at the spatial position $G$, $G_0$ is the projection of $G$. $E$ is the electric field intensity at point $K$. $E_{\perp}$ is the projection of $E$ perpendicular to the end surface.

A schematic diagram of the effective sensing area on the side surface is shown in Figure 6. The effective angle of the particle on the side surface is the central angle of the tangents of $G_0$ and the circular section.

The total charge amount on the end surface can be obtained by integration:

$$Q_1 = \frac{qZ}{4\pi} \int_{0}^{2\pi} d\theta \int_{0}^{R} \frac{r}{\left[ z^2 + (x - r \cos \theta)^2 + (y - r \sin \theta)^2 \right]^{3/2}} dr$$ (4)

The total charge amount on the side surface can be obtained by integration:

$$Q_2 = \frac{q}{4\pi} \int_{\arctan \left( \frac{|y|}{\sqrt{x^2 + z^2}} \right)}^{\arctan \left( \frac{|y|}{x} \right)} + \arccos \left( \frac{\sqrt{x^2 + z^2}}{R} \right) d\beta \int_{-L}^{0} \frac{|R - |x| \cos \beta - |y| \sin \beta|}{\left[ (z - w)^2 + (|x| - R \cos \beta)^2 + (|y| - R \sin \beta)^2 \right]^{3/2}} Rd\beta$$ (5)

The sum of the induced charge amount on the two surfaces $Q_{\text{total}}$ is the total amount of $Q_1$ and $Q_2$. It is expressed in equation (6):
\[
Q_{\text{total}} = \frac{q z}{4\pi} \int_0^{2\pi} d\theta \int_0^R \frac{r}{\sqrt{r^2 + (x - r \cos \theta)^2 + (y - r \sin \theta)^2}}^{3/2} dr + q \frac{1}{4\pi} \int_{\arctan |\beta| + \arccos \left| \frac{r}{\sqrt{r^2 + z^2}} \right|}^{\arctan |\beta| - \arccos \left| \frac{r}{\sqrt{r^2 + z^2}} \right|} d\beta \int_0^0 \frac{|R - |x| \cos \beta - |y| \sin \beta|}{-L [(z - w)^2 + (|x| - R \cos \beta)^2 + (|y| - R \sin \beta)^2]^{3/2}} Rdw
\]

Figure 6. The effective sensing area of side surface.

It is noted that the detailed calculation procedure of this mathematical model is described in our previous work and the correctness of this established mathematical model has been verified by the experiments. Although the mathematical model does not take into account the dielectric constant of the material, our previous work has proven that this will not bring much error. When the particle’s position is constant, the amount of induced charge on the probe obtained by the mathematical model is almost the same as the amount of induced charge on the probe under actual conditions. Combined with the definition of equation (1), this means that we can get a sufficiently accurate sensitivity distribution matrix based on the mathematical model.

The collected monitoring data is the voltage waveform in the experiments. As the crucial device, the charge amplifier used in the experiments should be introduced here. The induced charge signal on the probe is very weak. Therefore, before connecting to the acquisition card, the output charge signal of the electrostatic sensor needs to be conditioned by the charge amplifier. The charge amplifier is usually divided into two categories. One is to use resistance to collect inductive current signal. The other is to use operational amplifiers as the core to convert the charge.
signal to voltage signal and connect the feedback resistance and capacitance in the circuit to control the gain and bandwidth.

If we choose the first type of charge amplifier, the collected voltage waveform will be the derivative of the charge waveform and reflects the rate of change of charge waveform as shown in Figure 7.

In order to make collected voltage waveform reflect the initial charge waveform instead of reflecting the derivative of charge waveform, we choose to use the second type of charge amplifier. When the gain is fixed, the magnification between the output voltage signal and the inductive charge signal on the probe is fixed.

We can obtain the induced charge amount of the rod-like probe when the particles are located at any spatial positions by equation (6). During the moving process, the moving particle continuously forms an induced charge on the probe, which constitutes the induced charge pulse waveform. This paper simulates the motion of the particle by the process of digital signal sampling with MATLAB and assume that the particle does a uniform linear motion. The modeling process is as follows:

1. Set the sampling frequency $F_s$ be 40 kHz, the sampling interval $\Delta T$ is 0.025 ms.
2. Set the distance of the particle moves within $\Delta T$ be $\Delta L$ and we can change $\Delta L$ to simulate the change of velocity. For example, set $\Delta L$ be 0.025 mm means the velocity of the particle is $0.025/0.025 = 1$ m/s. With this method, we can simulate particle moving in a straight line at any constant velocity.
3. Moving the particle along a direction parallel to the X-axis to simulate the process of particle passing through the probe. Change $\Delta L$ to simulate the movement of the particle passes through the probe at various velocities. It can be done in a multi-layer loop by MATLAB.

![Figure 7. The relationship between voltage and charge.](image)
Keep particle’s spatial position and charge amount unchanged. Set $v$ to 1, 2, 3 m/s for comparison and set particle at a certain spatial position and carry 1 pc. The induced charge pulse waveforms’ comparison is shown in Figure 8.

The amplitude of the charge pulse signal is the induced charge amount on the probe when the particle passes through the YOZ plane. It is obvious that the amplitude of induced charge signal does not change with the change of velocity. The induced charge amount will stay unchanged when the particle’s charge amount and spatial position are unchanged.

This crucial inducing characteristic is the fundament of the follow sections. It proves that the proposed method based on the eight probes’ induced charge amounts in the followed sections to estimate the spatial position and charge amount of particle is reasonable. Regardless of whether the velocity of the particle is same, as long as the particle with a certain charge amount passes the rod-like probes at the same spatial position, the amplitudes of induced charges on the probes will not change.

**Electrostatic sensor array’s spatial sensitivity**

We use the established mathematical model in the previous section to acquire the discretization matrix $S$ of spatial sensitivity distribution.

To get the discrete spatial sensitivity matrix $S$, the MTN plane is discretized to 949 points. In other words, these 949 discrete points are used to describe the sensitivity distribution of the entire MTN plane.

There are eight probes in MTN plane so the dimension of $S$ is $8 \times 949$. The measurement vector $Q_s$ contains the amplitude of the induced charge on the eight probes so the dimension of $Q_s$ is $8 \times 1$. The dimension of charge distribution vector $P$ is $949 \times 1$.

It is noted that the XOY plane and $Z$ axis in the mathematical model are not same with the MTN plane and $V$ axis which are used to represent the cross section of circular pipe. The geometric relationship between the two coordinate systems is shown in Figure 9:
We need to use the coordinate relationship in Figure 9 to get $S$. There are eight probes and we take one probe as the example. The distance between center point on the probe’s end surface $O$ and cross section’s center point $T$ is 34.187 mm because depth of every probe inserted into the circular pipe is 0.813 mm as introduced in section 2.1. The angle $t$ is the angle between the two coordinate systems. The angle between each two probes is $45^\circ \left( \frac{\pi}{4} \right)$ so $t$ can be expressed by equation (7):

$$
t = (j - 1) \cdot \frac{\pi}{4}, \ j = 1, 2, \ldots 8
$$

In equation (7), $j$ means the $j$th probe.

Through the above translation and rotation, the coordinates of the points in the MVN coordinate system can be converted to the XYZ coordinate system for calculation.

Let the charged particle carry 1 pc to locate at the 949 discrete points to obtain the amplitude of induced charges on the eight probes. The amplitude now is just the spatial sensitivity according to the definition described in equation (1). Traverse all 949 discrete points then we can get the discretization matrix $S (8 \times 949)$ of spatial sensitivity distribution.

The normalized spatial sensitivity of one probe (one-eighth of matrix $S$) is shown in Figure 10:

The normalized spatial sensitivity of one probe is distributed very unevenly in the cross section, and is only sensitive near the probe, which is not conducive to the measurement of the spatial position and charge amount of the particle.

The normalized spatial sensitivity of four probes who are $90^\circ$ apart from each other (half of matrix $S$) is shown in Figure 11:

Although it is also only sensitive near the probe, the spatial sensitivity of the four probes is about four times higher in the central region of the cross section than that of just one probe. In the areas between the four probes, the sensitivity is still very low with very small increase, and the probes are not sensitive to the changes in the
position of particles in these areas. Therefore, it is not enough to estimate the spatial position and charge amount of particle just using four probes.

The normalized spatial sensitivity of eight probes who are $45^\circ$ apart from each other (the whole matrix $S$) is shown in Figure 12:

It is clear to see that the spatial sensitivity is more even than that of four probes. This is beneficial to estimate the particle’s spatial position and the charge amount.

**Principle of estimation methods**

We need to get the charge distribution vector $P$ and estimate the spatial position and charge amount of charged particle based on it as introduced in section 2.2. We introduce two methods to obtain $P$ and compare their performance in section 4.
Tikhonov regularization principle

The essence of Tikhonov regularization algorithm is to use the best approximation principle based on least squares to calculate the best approximate solution. To get the best approximate solution $\hat{x}$ of an equation: $Ax = y$ (where $A$ is a matrix, $x$ and $y$ are vectors), $\hat{x}$ should satisfy:

$$\left\| A\hat{x} - y \right\| \leq \left\| Ax - y \right\|, \forall x \in X$$

(8)

$\hat{x}$ is the solution of functional extremum problem $\min_{x \in X} \left\| Ax - y \right\|^2$. This problem is equivalent to solving the following equation:

$$A^*Ax = A^*y$$

(9)

$A^*$ is the conjugate transpose of $A$. The method of adding a penalty term is used to solve the ill-posed problem when solving the above extremum problem according to the optimization theory. The problem of solving $\hat{x}$ can be transformed into equation (10):

$$\min_{x \in X} (\left\| Ax - y \right\| + \alpha \left\| x \right\|^2)$$

(10)

Equation (11) can be obtained from equation (10):

$$A^*Ax + \alpha x = A^*y$$

(11)

Equation (12) can be obtained from equation (11):

$$x = (A^*A + \alpha I)^{-1}A^*y$$

(12)
In equation (3), $Q_s$ is a vector consisting of the measured charge amplitude of eight probes, $S$ represents the sensitivity matrix of electrostatic sensor array in the cross section and plays the role of sensing matrix, and $P$ is a vector that consist the information of induced charge distribution. For the specific problem of solving the charge distribution vector $P$ when $Q_s$ and $S$ are known in this paper, $P$ can be calculated by equation (13) according to equation (12):

$$P = -(S^*S + \alpha I)^{-1}S^*Q_s$$ (13)

We adopt the L curve method, which is highly robust to autocorrelation noise, to determine the regularization parameter $\alpha$:

$$\alpha = \left\{ \alpha | \max \left[ \frac{u'v'' - u''v'}{\sqrt{(v')^2 + (u')^2}} \right] \right\}$$ (14)

Where $u = \| SP - Qs \|$, $v = \| P \|$.

**Compressed sensing principle**

The compressed sensing (CS) theory treats a sparse signal to be measured as an $N$-dimensional sparse vector $c$. In signal acquisition, CS theory uses an $M \times N$-dimensional ($M \ll N$) sensing matrix $\Theta$ to directly compress $c$ into an $M$-dimensional measurement vector $d$ as shown in equation (15). This compression process can retain enough information to reconstruct the sparse vector $x$ under certain conditions, and then only need to solve a sparse optimization problem to accurately reconstruct $x$ from $y$ precisely.

$$d = \Theta c$$ (15)

In equation (15), the sensing matrix $\Theta$ should satisfy restricted isometry property (RIP). It is a necessary condition for $c$ to be reconstructed correctly. Therefore, the problem expressed by equation (3) can be solved by the principle expressed by equation (15), too.

The key technical detail is how to preprocess sensitivity matrix $S$ to satisfy RIP condition. The method based on singular value decomposition (SVD) is adopted to preprocess equation (3) to make the processed sensing matrix $S_{svd}$ in the equation satisfy the RIP condition.

According to the SVD theory, the sensitivity matrix $S$ is a full row rank, which can be decomposed as in equation (16).

$$S = U[\Delta \ 0]V^T$$ (16)

Where $U$ is the orthogonal matrix of $8 \times 8$ and $V$ is the orthogonal matrix of $949 \times 949$. $\Delta = \text{diag}(\delta_1, \delta_2, \ldots, \delta_M)$, where $\delta_1 \geq \delta_2 \geq \ldots \geq \delta_M > 0$ are all $M$ singular values of $S$. 
Let $\Delta^* = \text{diag}(1/\delta_1, 1/\delta_2, \ldots, 1/\delta_M)$ and $Z = \Delta^* U^T S$, then the processed $Q_{\text{ssvd}}$ can be defined as equation (17).

$$Q_{\text{ssvd}} = \Delta^* U^T Q_s = \Delta^* U^T SP = ZP \quad (17)$$

$Z$ can be simplified to equation (18) by applying the principle of equation (16).

$$Z = \Delta^* U^T S = \Delta^* U^T U[\Delta \quad 0]V^T = [I \quad 0]V^T \quad (18)$$

It is convenient to use equation (18) to calculate $Z$, then unitize each column of $Z$, and use the obtained matrix as the processed sensitivity matrix $S_{\text{svd}}$, as shown in equation (19).

$$S_{\text{svd}} = Z \begin{bmatrix} 1/\|z_1\|_2 & 0 & \cdots & 0 \\ 0 & 1/\|z_2\|_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1/\|z_n\|_2 \end{bmatrix} \quad (19)$$

Where $z_1$, $z_2$, ..., $z_n$ are the column vectors of $Z$. And then equation (20) can be inferred out.

$$Z = S_{\text{svd}} \begin{bmatrix} \|z_1\|_2 & 0 & \cdots & 0 \\ 0 & \|z_2\|_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \|z_n\|_2 \end{bmatrix} \quad (20)$$

Define $P_{\text{svd}}$ as equation (21) shows, and substitute equations (21) and (20) into equation (17). Then equation (22) can be obtained.

$$P_{\text{svd}} = \begin{bmatrix} \|z_1\|_2 & 0 & \cdots & 0 \\ 0 & \|z_2\|_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \|z_n\|_2 \end{bmatrix} P \quad (21)$$

$$Q_{\text{ssvd}} = S_{\text{svd}}P_{\text{svd}} \quad (22)$$

$S_{\text{svd}}$ is a partly orthogonal matrix meets the condition of RIP. Therefore, $P_{\text{svd}}$ can be correctly inversed, and then $P$ can be obtained by using equation (21).

Solving the sparse solution of equation (15) needs to satisfy the constraint of $l_0$-minimization. What’s more, there is a need to say that $l_0$-minimization is an ideal constraint to figure out a group of sparse solutions which have the fewest nonzero elements. However, solving $l_0$-minimization directly is a non-deterministic polynomial hard (NP-hard) problem. CS theory believes that under certain conditions, $l_0$-minimization problem can be transformed to $l_1$-minimization problem to solve the sparse solutions of equation (15). The primal-dual interior point method which is
contained in CVX toolkit in MATLAB can be used to solve \( l_1 \)-minimization problem.

**The verification experiments**

To verify the effectiveness of the supposed method, we establish two test rigs. All sizes are same with the descriptions in sections 2 and 3. The actual object of the model shown in Figure 3 is shown in Figure 13.

**Oil calibration test rig**

To verify if electrostatic sensor array has the ability to estimate particle’s spatial position and charge amount, we establish the oil calibration test rig.

We use the oil drop to simulate the particle. As Figure 14 shows, the test rig consists of an oil drop generation section, a sensor support position section, an electrostatic signal acquisition section, and an oil drop charge measurement section.

When the rig works, the oil in the oil sink enters the high voltage electric field formed by the metal needle and the metal ring. Under the action of the high voltage electric field, the oil drops will carry certain charge amount. The high voltage electric field strength can be adjusted by the adjustable DC power, the maximum output voltage is 700 V. The charge amount of oil drop is proportional to the output voltage of DC power. Therefore, the test rig can adjust the charge amount through changing the output voltage of DC power linearly.

The sensor support and position section can accurately adjust the relative position between the sensor and the drop path through the two-axis platform’s slide rail. The altitude of sensor array can also be adjusted to change the oil drop’s velocity.
The induced charge signals of the probes will be converted to voltage signal by the charge amplifier and then collected by NI acquisition card as introduced in section 2.3.

The charge measurement section measures the exact charge amount of the oil drops by a Faraday cup which is connected to KEITHLEY 6517B electrometer.

We know that the angle between each two probes is $45^\circ$ in this paper. The electrostatic sensor array layout is symmetrical so we just need to select some test points within $45^\circ$. As shown in Figure 15, we select 13 test points. Their coordinates are listed in the second column of Tables 1 and 2.

Adjust the position section of the oil test rig to let the oil drops fall from the 13 selected positions. The slide rail and the scale feet on the two-axis position platform can help us regulate the positions. Adjust the DC power to let the oil drops carry 7 pc. As explained in sections 2 and 3, the amplitudes of the induced charges on the eight probes constitute the measurement vector $Q$. The spatial sensitivity matrix $S$ has been obtained. The estimated spatial positions and the estimated charge amounts of the oil drops can be got according to the charge distribution vector $P$ that can be calculated through Tikhonov regularization and compressed sensing. The detailed calculation procedure are as follows:

1. Collect eight probes’ amplitudes of output voltage signals in each experiments. Then multiply the amplification factor of the charge amplifier to get the inducing charge amount to obtain the measurement vector $Q$ whose the dimension is $8 \times 1$;

![Figure 14. The oil calibration test rig.](image)
(2) Get the charge distribution vector \( P \) \((949 \times 1)\) by using \( Q \) \((8 \times 1)\) and \( S \) \((8 \times 949)\) through Tikhonov regularization or compressed sensing explained in section 3;

(3) Set \( p_i \in P(i = 1, 2, ..., 949)\). Eliminate data that does not meet the Pauta criterion and remain \( m \) data that meet Pauta criterion. Now

| Test point number | Actual spatial position/mm | Estimated spatial position/mm | Spatial position error/% | Actual charge amount/pc | Estimated charge amount/pc | Charge amount error/% |
|-------------------|-----------------------------|-------------------------------|--------------------------|--------------------------|---------------------------|----------------------|
| 1                 | (10, 0)                     | (9.2, 0)                      | 1.1                      | 7                        | 7.02                      | 0.34                 |
| 2                 | (20, 0)                     | (17.9, 0)                     | 2.9                      | 7                        | 7.17                      | 2.36                 |
| 3                 | (30, 0)                     | (25.9, -0.1)                  | 5.8                      | 7                        | 7.91                      | 12.96                |
| 4                 | (9.7, 2.6)                  | (9.2, 2.5)                    | 1.0                      | 7                        | 7.02                      | 0.31                 |
| 5                 | (19.3, 5.2)                 | (16.7, 4.9)                   | 3.8                      | 7                        | 7.21                      | 3.02                 |
| 6                 | (29, 7.8)                   | (25.9, 10)                    | 7.1                      | 7                        | 7.66                      | 9.36                 |
| 7                 | (8.7, 5)                    | (8.1, 4.6)                    | 1.0                      | 7                        | 7.02                      | 0.32                 |
| 8                 | (17.3, 10)                  | (19.4, 10.5)                  | 3.1                      | 7                        | 6.90                      | 1.41                 |
| 9                 | (26, 15)                    | (25, 10.4)                    | 6.7                      | 7                        | 7.57                      | 8.12                 |
| 10                | (7.1, 7.1)                  | (6.6, 6.6)                    | 1.0                      | 7                        | 7.02                      | 0.33                 |
| 11                | (14.1, 14.1)                | (15.3, 15.3)                  | 2.3                      | 7                        | 6.88                      | 1.67                 |
| 12                | (21.2, 21.2)                | (18, 18)                      | 6.6                      | 7                        | 7.99                      | 14.13                |
| 13                | (0, 0)                      | (0, -0.03)                    | 0.0                      | 7                        | 7                        | 0                    |

**Table 1.** The estimation results of particles’ spatial position and charge amount based on Tikhonov regularization.

| Test point number | Actual spatial position/mm | Estimated spatial position/mm | Spatial position error/% | Actual charge amount/pc | Estimated charge amount/pc | Charge amount error/% |
|-------------------|-----------------------------|-------------------------------|--------------------------|--------------------------|---------------------------|----------------------|
| 1                 | (10, 0)                     | (9.7, -0.2)                   | 0.5                      | 7                        | 7.01                      | 0.13                 |
| 2                 | (20, 0)                     | (18.8, -0.4)                  | 1.9                      | 7                        | 7.10                      | 1.40                 |
| 3                 | (30, 0)                     | (23.6, -0.6)                  | 9.2                      | 7                        | 8.32                      | 18.87                |
| 4                 | (9.7, 2.6)                  | (9.3, 2.4)                    | 0.5                      | 7                        | 7.01                      | 0.15                 |
| 5                 | (19.3, 5.2)                 | (18.7, 5.3)                   | 0.9                      | 7                        | 7.04                      | 0.57                 |
| 6                 | (29, 7.8)                   | (27.8, 10.3)                  | 4.0                      | 7                        | 7.15                      | 2.21                 |
| 7                 | (8.7, 5)                    | (8.4, 4.8)                    | 0.5                      | 7                        | 7.01                      | 0.15                 |
| 8                 | (17.3, 10)                  | (17, 9.4)                     | 1.0                      | 7                        | 7.04                      | 0.60                 |
| 9                 | (26, 15)                    | (27.1, 12)                    | 4.6                      | 7                        | 7.17                      | 2.48                 |
| 10                | (7.1, 7.1)                  | (6.8, 6.9)                    | 0.4                      | 7                        | 7.01                      | 0.12                 |
| 11                | (14.1, 14.1)                | (13.1, 13.5)                  | 1.8                      | 7                        | 7.10                      | 1.40                 |
| 12                | (21.2, 21.2)                | (16.3, 16.9)                  | 9.3                      | 7                        | 8.33                      | 18.93                |
| 13                | (0, 0)                      | (0, -0.06)                    | 0.1                      | 7                        | 7                        | 0                    |
$p_i \in P(i = 1, 2...m)$, which means there are only $m$ points remaining in the 949 points;

(4) Calculate the weight $w_i$ of $p_i$:

$$w_i = \frac{p_i}{\sum_{i=1}^{m} p_i} \quad (23)$$

(5) Set the $x$ coordinate of point $i$ be $x_i$ ($i = 1, 2, ..., m$) and the $y$ coordinate of point $i$ be $y_i$ ($i = 1, 2, ..., m$);

(6) Calculate the estimated $x$ coordinate of the test point be $X_t$:

$$X_t = \sum_{i=1}^{m} x_i w_i \quad (24)$$

Calculate the estimated $y$ coordinate of the test point be $Y_t$:

$$Y_t = \sum_{i=1}^{m} y_i w_i \quad (25)$$

Now we can get the estimated spatial position of the test point by combining the $x$ coordinate and the $y$ coordinate: $(X_t, Y_t)$;

(7) We have the measurement vector $Q$ which contains the amplitudes of the inducing charge amount of eight probes, and we know the spatial
sensitivity $S$ of the MTN plane and the estimated spatial position. Therefore, we can get eight estimated charge amounts of the oil drop. The eight estimated values are averaged to get the final estimated charge amount $Q_t$;

(8) Set the actual spatial position of the test point be $(X_a, Y_a)$ and set the actual charge amount be $Q_a$. The inner diameter of the circular pipe is 70 mm. We can get the estimated spatial positon error $\text{error}P$ and the estimated charge amount error $\text{error}Q$ through equations (26) and (27):

$$\text{error}P = \left( \frac{\sqrt{(X_t - X_a)^2 + (Y_t - Y_a)^2}}{70} \right) \cdot 100\%$$  \hspace{1cm} (26)

$$\text{error}Q = \left| \frac{Q_t - Q_a}{Q_a} \right| \cdot 100\%$$  \hspace{1cm} (27)

(9) Repeat the above steps to get all the estimated spatial positions and estimated charge amounts of every experiments.

Figure 16. The charge distribution obtained by Tikhonov regularization according to: (a) test point 1, (b) test point 5, (c) test point 9, and (d) test point 13.
It is worth noting that the mathematical model abstracts the charged particles as point charges, while the oil drops in the experiments have certain volume and their charges are distributed on the surface of the oil drops. We assume that the charge on the surface of the oil drop is evenly distributed. The charge of the oil drop is gathered to the centroid of oil droplet based on this assuming. However, the charge of the oil drops cannot be completely uniformly distributed on the surface in the actual condition. This systematic error will have a certain impact on the accuracy of the estimation results, and it is inevitable. In order to minimize the inherent systematic error, we repeat the experiments at every test points and then take the average values.

The second step is the core of all nine steps because all the remaining steps are based on the charge distribution vector $P$, which reflects the charge distribution in the MTN plane (the cross section of circular pipe) according to different test points. There is a need to say that we do not show the raw signals in this section because they are similar with the signals show in the next section. Therefore, we just show the calculated results in Figure 16 and the tables.

We select the charge distribution vectors obtained by Tikhonov regularization of 4 test points out of all the 13 test points for display:

The estimation results based on Tikhonov regularization are shown in Table 1:

We can see that the estimation errors of particle’s spatial positions and particle’s charge amounts based on Tikhonov regularization are both higher when the particles are closer to the wall. Although the estimation errors of spatial positions do not exceed 10% when the particles are close to the wall, the estimation errors of charge amounts at same spatial positions could exceed 10%. The closer to the wall, the more uneven the spatial sensitivity. This phenomenon can be seen from Figures 10 to 12. At the positions close to the wall, small changes in position will cause sudden changes in spatial sensitivity. The extremely uneven spatial sensitivity distribution is the most important factor affecting the accuracy of particle charge amount estimation.

We also select the charge distribution vectors obtained by compressed sensing of 4 test points out of all the 13 test points for display, too:

The estimation results based on compressed sensing are shown in Table 2:

It is obvious that the charge distribution obtained by compressed sensing is sparser than that obtained by Tikhonov regularization from Figure 17. We can see that the estimation errors of particle’s spatial positions and particle’s charge amounts based on compressed sensing are both higher when the particles are closer to the wall, too. On the whole, the estimation accuracy calculated by compressed sensing is higher than Tikhonov regularization except test point 3 and test point 12.

Then we verify electrostatic sensor’s ability to determine the particle’s velocity by using the ninth probe and its front probe. The velocity can be calculated directly from the measured raw dual-channel signals of the two probes with cross-correlation algorithm. The specific steps are as follows:

1. Through cross-correlation calculation, the number of sampling points $DelayN$ between the dual-channel signals of the two probes are obtained.
In this paper, we set the sampling frequency $F_s$ be 40 kHz. Calculate the delay time between dual-channel signals:

$$DelayT = \frac{DelayN}{F_s}$$  \hspace{1cm} (28)

The distance $DelayD$ of the ninth probe and its front probe is 35 mm. Calculate the velocity of the oil drop:

$$V = \frac{DelayD}{DelayT}$$  \hspace{1cm} (29)

Adjust the height of the oil sink and the needle to let the oil drops fall with different velocities under the action of gravity. Let the oil drops fall from the heights $H$ of 500, 600, and 700 mm respectively. The actual velocities $V_g$ when the oil drops pass the electrostatic sensor array are 3.13, 3.43, and 3.70 m/s respectively according to the acceleration of gravity. Calculate the oil drops’ estimated velocity $V_c$ by the method we describe above and the results are shown in Table 3. We can see that there are almost no errors between the estimated velocities and the actual velocities. This is also consistent with the conclusion of our previous work,\textsuperscript{31} too. But we need

![Figure 17. The charge distribution obtained by compressed sensing according to: (a) test point 1, (b) test point 5, (c) test point 9, and (d) test point 13.](image-url)
to emphasize that this only applies to the case of single particle. In the case of multi particles, whether cross-correlation can accurately estimate the velocity still needs further research.

**Air-gun test rig**

We verify electrostatic sensor array’s ability to estimate the spatial position and charge amount and then calculate the velocity of particle in the previous section. However, the oil calibration test rig has two limitations: (1) It cannot simulate different kinds of particles such as metal particles and non-metal particles; (2) It cannot simulate the condition of high velocity. The two main disadvantages make the oil test rig unable to simulate the actual working condition of aero-engine. Therefore, we carry out further experiments based on an air-gun test rig. The sampling frequency \( F_s \) is 40 kHz, too. In this test rig, we use the small ball to simulate the particle.

As shown in Figure 18, the air pump is used to provide adequate gas pressure. The protective box is used as a container to accept the ball to avoid hurting people. The core components of the air gun are three valves and an air pressure regulator. To launch a ball, these four components need to cooperate with each other and operate according to a certain process.

The air pressure regulator in the pipeline is used to regulate gas pressure from 0 to 1 MPa. Different air pressures push balls to be emitted with different velocities. The knob on the regulator can be continuously adjusted to regulate the air pressure and the pointer can clearly display the air pressure. The three valves are intake valve, exhaust valve, and ball launch valve. Firstly, we close the other two valves and only open the intake valve, let the air flow from the air pump go into the pipeline, and adjust the air pressure regulator to obtain different air pressures. Secondly, we close the other two valves and only open the exhaust valve, release the airflow in the pipe and put the small ball into the pipeline. After that, we close the bleed valve and open the intake valve again to let air flow into the pipeline. Finally, we open the ball launch valve and let the ball shoot out.

Firstly, we use it to verify electrostatic sensor array’s ability to distinguish metal particles and non-metal particles because there are many different particle sources in the aero-engine.

We shoot a 5 mm iron ball at a certain spatial position under certain air pressure. The measured raw signals of the eight probes are shown in Figure 19:

| H/mm | \( V_g / m\cdot s^{-1} \) | \( V_c / m\cdot s^{-1} \) | Error/% |
|------|----------------|----------------|--------|
| 500  | 3.13           | 3.1           | 0.9    |
| 600  | 3.43           | 3.39          | 1.2    |
| 700  | 3.70           | 3.65          | 1.4    |

Table 3. The estimation results of particles' velocities.
We can see that the induced signals on the probes show positive polarity when the metal particle passes by because metal particles are positively charged after friction with air.

We shoot a 5 mm PTFE (Poly tetra fluoro ethylene) ball at a certain spatial position and under certain air pressure. The measured raw signals of the eight probes are shown in Figure 20:

We can see that the induced signals on the probes show negative polarity when the non-metal particle passes by because non-metal particles are negatively charged after friction with air.

What’s more, Figures 19 and 20 show another interesting phenomenon: The induced pulse signal’s width is relative to the particle’s spatial position. When the charge amount and velocity of particle are same, the farther the particle is from the probe, the smaller the induced charge amount on the probe but the farther the particle is from the probe, the larger the pulse width of the induced signal. This is proved in our previous work.31

Secondly, we use this air-gun test rig to simulate the high velocity movement. Considering safety, we adjust the air pressure to 0.5 MPa and calculate particle’
**Figure 19.** The measured raw signals of electrostatic sensor array when ingested a metal object.

**Figure 20.** The measured raw signals of electrostatic sensor array when ingested a non-metal object.
velocity by using Dual-channel cross-correlation algorithm introduced in section 4.1, too.

Shoot PTFE ball at a certain spatial position and the measured raw dual-channel signals are shown in Figure 21:

The calculated velocity is 107.7 m/s. The gas pressure can be adjusted from 0 to 1 MPa and we don’t try the pressure more than 0.5 MPa because it is dangerous. The particle can have the velocity of more than 100 m/s by only adjusting the pressure to 0.5 MPa. We verify the accuracy of cross-correlation in the previous section so the result is credible. It is enough to prove the air-gun test rig has the ability to simulate the high velocity condition. Electrostatic sensor can monitor particle with high velocity.

Conclusions

In this work, we establish a mathematical model to analyze the inducing characteristics of electrostatic sensor and get the spatial sensitivity distribution. Tikhonov regularization and compressed sensing are applied to estimate the spatial position and charge amount of particle. The estimation errors of spatial position and charge amount are both higher when particles are closer to the wall. The velocity of particle can be calculated directly from the measured raw dual-channel signals with cross-correlation algorithm. The oil calibration test rig is established to verify these theories and methods. The further experiments are taken on an air-gun test rig to further simulate the high velocity conditions and verify electrostatic sensor’s ability to distinguish the metal and non-metal particles.

There are some following issues to be solved in the future:

1. We just verify the feasibility of the proposed method and only analyze the signals in ideal conditions but the actual conditions of aero-engine are very complicated. There is a need to carry out experiments on the real aero-engines.
There are many particles in the gas exhaust of aero-engine and we just study the case of a single particle in this paper. The induced charge signal of the multi-particles is the superposition of single particle’s induced signal. Further theoretical analysis and experimental verification are required for the estimation of charge amount of multi particles. We hope this study could be the foundation of the future work about multi particles.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The author(s) disclosed receipt of the following financial support for the research, authorship, and/or publication of this article: The work reported here is supported by the National Natural Science Foundation of China (U1733201 and U1933202); Postgraduate Research and Practice Innovation Program of Jiangsu Province (KYCX20-0215); and Interdisciplinary Innovation Foundation for Graduates of NUAA (KXXCJJ202002).

ORCID iDs

Jiachen Guo https://orcid.org/0000-0003-2500-377X
Zhirong Zhong https://orcid.org/0000-0003-2122-7856

References

1. Stricker J. Turbine engine affordability. In: 38th AIAA/ASME/SAE/ASEE joint propulsion conference & exhibit, Indianapolis, IN, 7–10 July 2002, p.3619.
2. Green A. The development of engine health monitoring for gas turbine engine health and life management. In: 34th AIAA/ASME/SAE/ASEE joint propulsion conference and exhibit, Cleveland, OH, 13–15 July 1998, p.3544.
3. Fiorucci T, Lakin D II and Reynolds T. Advanced engine health management applications of the SSME real-time vibration monitoring system. In: 36th AIAA/ASME/SAE/ASEE joint propulsion conference and exhibit, Las Vegas, NV, 24–28 July 2000, p.3622.
4. Gayme D, Menon S, Ball C, et al. (2003), July. Fault detection and diagnosis in turbine engines using fuzzy logic. In: 22nd International conference of the North American Fuzzy Information Processing Society, NAFIPS 2003, Chicago, IL, 24–26 July 2003, pp.341–346. New York, NY: IEEE.
5. Novis A and Powrie H. PHM sensor implementation in the real world—a status report. In: 2006 IEEE aerospace conference, Big Sky, MT, 4–11 Mach 2006, pp.1–9. New York, NY: IEEE.
6. Lee J, Wu F, Zhao W, et al. Prognostics and health management design for rotary machinery systems—reviews, methodology and applications. Mech Syst Signal Process 2014; 42(1–2): 314–334.
7. Powrie HEG and Novis A. Gas path debris monitoring for F-35 joint strike fighter propulsion system PHM. In: 2006 IEEE aerospace conference, Big Sky, MT, 4–11 Mach 2006, pp.8–15. New York, NY: IEEE.

8. Fisher CE. Gas path debris monitoring—a 21st century PHM tool. In: 2000 IEEE Aerospace Conference. Proceedings (Cat. No. 00TH8484), Big Sky, MT, 25–25 March 2000, vol. 6, pp.441–448. New York, NY: IEEE.

9. Couch RP. Detecting abnormal turbine engine deterioration using electrostatic methods. J Aircraft 1978; 15(10): 692–695.

10. Powrie HEG and Fisher CE. Monitoring of foreign objects ingested into the intake of a gas turbine aero-engine. In: International conference on condition monitoring proceedings, University of Wales, Swansea, 12–15 April 1999, pp.175–190.

11. Powrie HEG and Fisher CE. Engine health monitoring: towards total prognostics. In: 1999 IEEE aerospace conference. Proceedings (Cat. No. 99TH8403), Snowmass, CO, 7–7 March 1999, vol. 3, pp.11–20. New York, NY: IEEE.

12. Powrie HEG, McNicholas K, Powrie H, et al. Gas path monitoring during accelerated mission testing of a demonstrator engine. In: 33rd Joint propulsion conference and exhibit, Seattle, WA, 6–9 July 1997, p.2904.

13. Powrie HEG and Worsfold J. Gas path debris monitoring for heavy-duty gas turbines: a pilot study. In: IDGTE gas turbine symposium 2001, Monterey CA, 9–10 April 2001.

14. Lapini GL, Zippo M and Tirone G. The use of electrostatic charge measurements as an early warning of distress in heavy-duty gas turbines. In: ASME turbo expo 2001: power for land, sea, and air, New Orleans, LA, June 4–7, 2001, pp. V004T04A027. American Society of Mechanical Engineers (ASME).

15. Addabbo T, Fort A, Garbin R, et al. Theoretical characterization of a gas path debris detection monitoring system based on electrostatic sensors and charge amplifiers. Measurement 2015; 64: 138–146.

16. Addabbo T, Fort A, Mugnaini M, et al. (2015). Theoretical modeling of an electrostatic Gas-Path debris detection system with experimental validation. In: 2015 IEEE Sensors Applications Symposium (SAS), Zadar, Croatia, 13–15 April 2015, pp.1–5. New York, NY: IEEE.

17. Addabbo T, Fort A, Mugnaini M, et al. Automated testing and characterization of electrostatic measurement systems for the condition monitoring of turbo machinery. In: 2016 IEEE metrology for aerospace (MetroAeroSpace), Florence, Italy, 22–23 June 2016. New York, NY: IEEE.

18. Addabbo T, Fort A, Mugnaini M, et al. Measurement system based on electrostatic sensors to detect moving charged debris with planar-isotropic accuracy. IEEE Trans Instrum Meas 2018; 68(3): 837–844.

19. Addabbo T, Fort A, Mugnaini M, et al. A smart measurement system with improved low-frequency response to detect moving charged debris. IEEE Trans Instrum Meas 2016; 65(8): 1874–1883.

20. Fu Y, Zuo H, Cai J, et al. Mean change-point model for aero-engine component faults. J Vibroeng 2013; 15(4): 1627–1633.

21. Fu Y, Zuo H, Liu J, et al. Recognition for change-point of aero-engine components raised on projective transformation. Inform Technol J 2014; 13(2): 347.

22. Yin Y, Cai J, Zuo H, et al. Experimental investigation on electrostatic monitoring technology for civil turbofan engine. J Vibroeng 2017; 19(2): 967–987.
23. Pengpeng L, Hongfu Z and Jianzhong S. The electrostatic sensor applied to the online monitoring experiments of combustor carbon deposition fault in aero-engine. *IEEE Sens J* 2013; 14(3): 686–694.

24. Sun J, Zuo H, Liu P, et al. Experimental study on engine gas-path component fault monitoring using exhaust gas electrostatic signal. *Meas Sci Technol* 2013; 24(12): 5107.

25. Powrie H, Wang L and Wood R. Electrostatic monitoring of tribo-contacts: then and now. In: *WCCM 2017*, London, 13–16 June 2017.

26. Hofmann B and Mathe P. Tikhonov regularization with over smoothing penalty for non-linear ill-posed problems in Hilbert scales. *Inverse Probl* 2017; 34(1): 015007.

27. Ma D, Tan W, Zhang Z, et al. Parameter identification for continuous point emission source based on Tikhonov regularization method coupled with particle swarm optimization algorithm. *J Hazard Mater* 2017; 325: 239–250.

28. Slagel JT, Chung J, Chung M, et al. Sampled Tikhonov regularization for large linear inverse problems. *Inverse Probl* 2019; 35(11): 114008.

29. Rastogi A, Blanchard G and Mathé P. Convergence analysis of Tikhonov regularization for non-linear statistical inverse problems. *Electr J Stat* 2020; 14(2): 2798–2841.

30. Donoho DL. Compressed sensing. *IEEE Trans Inform Theory* 2006; 52(4): 1289–1306.

31. Guo J, Zuo H, Jiang H, et al. Numerical analysis and experimental verification of the induced waveform characteristics for aeroengine gas path debris electrostatic sensor. *Proc Inst Mech Eng G J Aerosp Eng*. Epub ahead of print 12 March 2021. DOI: 10.1177/0954410020986255.

**Author biographies**

Jiachen Guo is a PhD student at Nanjing University of Aeronautics and Astronautics. His research direction is condition monitoring and fault diagnosis.

Zhirong Zhong is a master student at Nanjing University of Aeronautics and Astronautics. His research direction is condition monitoring and fault diagnosis.

Heng Jiang is a PhD student at Nanjing University of Aeronautics and Astronautics. His research direction is condition monitoring and fault diagnosis.

Hongfu Zuo is a professor at Nanjing University of Aeronautics and Astronautics. His current research interests include reliability engineering, aircraft prognosis and health management, condition based maintenance and intelligent maintenance.