How Knowledge Assets Affect the Learning-by-Exporting Effect: Evidence Using Panel Data for Manufacturing Firms
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Abstract: Using panel data from Korean manufacturing firms, this study empirically investigates how knowledge assets impact the relationship between exports and productivity. We consider a scenario in which firms are situated in a globally competitive, knowledge-based environment. We establish a dynamic panel vector autoregressive model by considering the outcomes of various panel framework tests. A generalized method of moments estimator is employed to test the dynamic relationships among the variables, and a post-estimation test, Granger causality test, and impulse response test are performed. Our findings indicate the existence of a learning-by-exporting effect on the enhancement of total factor productivity (TFP). The result show that TFP can be improved by interacting with exports and knowledge assets, and that firms’ knowledge assets significantly and positively affect their exports. However, industry competition, as an external force, does not contribute to boosting firms' productivity. We highlight the importance of continuously upgrading productivity, exports, knowledge assets, and industry competition by demonstrating that the present levels of these elements serve as the main source of their own future values. Finally, the implications of our results are outlined.
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1. Introduction

Several prominent works, such as Bernard and Jensen [1], Bernard and Wagner [2], Bernard et al. [3], Wagner [4], and Bernard et al. [5], argue that the learning-by-exporting (LBE) effect is a key factor that determines the relevance of exports for companies. Participating in export activities entails a learning process that may impact firms’ productivity and innovation. Exporting increases the likelihood of businesses benefiting from knowledge spillovers in overseas markets, thus enabling exporters to engage in more diverse forms of learning than those available to their counterparts that operate only in domestic markets; such diverse learning opportunities may cover advanced technologies, best practices, and valuable knowledge. Enterprises can exploit these opportunities through repeated interactions and information exchanges with foreign agents involved in international business (e.g., customers, competitors, distributors, intermediaries, and even their own networks) [6–8]. This facilitates flexible, rapid, and efficient responses to dynamic, challenging environments [9,10], which can enhance exporters’ innovation and productivity compared to non-exporters.

However, empirical findings on the potential LBE effect are mixed [11,12], and several reasons have been cited to explain their inconclusiveness, such as the lack of a coherent theoretical framework that can guide LBE-related empirical research [13], the need for a dataset sufficiently long to enable the
detection of LBE effects [7,14], methodological problems [13], such as the role of unobservable factors (e.g., management rather than productivity concerns), the variety of assessment techniques employed, firm heterogeneity, industry- and country-specific (exporting- and partner-based) factors, spillovers to non-exporters, and the role of imports and reallocation effects.

Many researchers have made efforts to evaluate the LBE effect accurately by tackling the issues that cause mixed outcomes. For example, scholars have examined the central question of which factors are the most relevant regarding learning in export activities. As a main driver of sustainable growth amid global knowledge-based competition, LBE is directly linked to increased firm productivity (e.g., [4,6,9,14,15]) and innovation (e.g., [12,16,17]), and it is a primary source of organizations’ sustainable competitive advantage. However, the LBE effect and the potential for learning from export activities (often called the “growth premium from exporting”) cannot be generated simply by operating in export markets; other [13] firm-, industry-, and country-specific elements are also required.

In this study, we draw on the firm-specific aspect to explain differences in the LBE effect among firms and examine how their knowledge assets influence LBE. As the knowledge economy rapidly evolves and global competition intensifies due to increased trade openness, more attention is being paid to knowledge assets in the global marketplace. In the context of heterogeneous trade theory [11], international competitive and knowledge-based environments force low-productivity companies to shut down. Knowledge assets lead to innovation (e.g., [18,19]) and productivity enhancement (e.g., [20,21]); this is pivotal as knowledge assets constitute one of the most vital firm-specific factors for an organization’s sustainable growth. Therefore, we need to distinguish firms according to knowledge assets that are firm-specific when evaluating their growth premium through LBE, because exporting has unbalanced effects across businesses. Key features related to knowledge assets include research and development (R&D), technological (e.g., [6,16,22]) and innovative (e.g., [16,23]) capacities, marketing capacity as an intangible capability (e.g., [16,23]), and absorptive capacity (e.g., [12]).

The literature on LBE effects contributes to the discourse on the relationship between LBE and firm performance, as well as to our understanding of the principal firm-specific factors involved. Nonetheless, theoretical and empirical gaps remain. At least two concerns must be addressed.

First, given the importance of firms’ knowledge assets in strengthening productivity, we need to gauge the significance of these assets as a determinant of learning capabilities, which may influence the degree of productivity increase. Research claims that learning is a knowledge acquisition process, and knowledge is an outcome of learning [24,25]. Furthermore, firms aim to accumulate expertise for global expansion [26,27]. However, no study empirically investigates how differences in enterprises’ knowledge assets affect the growth premium gained from their export activities.

According to organizational theory, the current proficiency level impacts how businesses assimilate and interpret new understanding that they obtain through learning [28]. As a learning process, firms’ export activities in international markets develop dynamically into a fit between their existing knowledge stocks and the new skills attained from such endeavors [29]. An exporter’s actual learning generally depends on its absorptive capability [12], defined as the ability to promote the comprehension, assessment, assimilation, and application of new know-how for commercial ends [30]. Absorptive capability entails companies’ successful, efficient learning, which determines their learning outcomes. However, an enterprise’s absorptive capability depends heavily on its previous expertise and competencies. Thus, knowledge assets—a result of firms’ existing and accumulated knowledge gained through exporting—play a crucial role in determining businesses’ learning outcomes through exporting. To extend Cohen and Levinthal’s [30] argument that absorptive capability is a key factor in firm innovation, we suggest that firms’ knowledge assets, often referred to as “intellectual and knowledge capital” or “intangible resources”, are essential resources in innovation [31,32] and value creation [33,34] that lead to productivity growth [20,35].

In addition, the literature on the measurement of knowledge assets (e.g., [36–38]) and LBE [16,24] posits that technological capability (measured as R&D expenditure and intangible capability (measured as marketing expenditure) can be considered knowledge assets.
Most knowledge asset models have tried to analyze three components—human, structural, and relational capital—as knowledge assets [36], but quantifying knowledge assets remains a challenge. Determining a company’s knowledge assets using objective criteria is difficult, and many approaches have been proposed for this purpose. Using cost indicators has been found to be effective [37,38]. According to Bakhsha et al. [37], Ryu et al. [38], and Hsu and Fang [39], knowledge assets can be evaluated in terms of businesses’ spending on human resource development (human capital), the operation of innovation-friendly structures (structural capital), and the maintenance of external relationships, brand value, and reputation (relational capital).

Human capital expenditure comprises firms’ spending on enhancing their employees’ experience, skills, competence, attitude, creativity, and motivation [18,40,41]; this includes labor costs, executive salaries, bonuses, severance pay, retirement benefits, and stock compensation costs [37,38]. Structural capital expenditure comprises enterprises’ spending on sustaining the generation and implementation of employees’ valuable ideas in their works [39] by promoting the organization’s learning, process, and information achievement [41,42]; this includes R&D spending, ordinary development costs, royalties, book purchasing and printing expenses, education and training costs, computer processing fees, and employee benefits [37,38]. Relational capital expenditure indicates firms’ spending on the establishment and advancement of collaboration with external partners. This expenditure enables them to exchange the information and expertise required to conduct innovation activities and overcome the innovation-related risks [43], enhance their brand value and reputation by meeting customer needs and expectations, and perform various marketing activities [41,42,44]; it includes export costs, sales promotion costs, sales commissions, other selling expenses, entertainment fees, advertising costs, storage fees, sample fees, packing costs, carrying costs, overseas market development costs, and customer service costs [37,38].

Considering the components of the three capitals, a firm’s knowledge assets represent its comprehensive learning capability, obtained by integrating technological, marketing, and absorptive abilities. Knowledge assets are important for producing value; the goal is to generate more value per unit of investment in each resource [34], which increases productivity [20,35]. Greater mastery from exporting reduces firms’ uncertainty and risk, and exporters use new understanding to boost firm performance. Thus, developing export activities directly involves searching for and exploring new areas of expertise that can amplify business performance (e.g., in productivity and innovation).

Second, although panel data have been used to test the LBE hypothesis, the literature lacks a systematic approach. Most panel data studies used for firms are heterogeneous, non-stationary, and co-integrated. In general, there are dynamic paths in production [24,45] and exports [46,47] that lead to path dependence. This means that the present value of productivity and exports depends on their value in the previous period. When employing a panel technique, it is critical to confirm the data’s characteristics (e.g., multicollinearity, autocorrelation, structural breaks in the series, cross-sectional dependence and homoscedasticity between and within cross-sectional units, unit roots in individual series, and co-integration between variables). An empirical model should be established by considering the data’s characteristics.

Based on the hypothetical extent to which knowledge assets (as a form of firm heterogeneity) influence the relationship between exporting (activities) and productivity enhancement, as well as the methodological concerns discussed above, we perform an econometric analysis on how exporting affects productivity. The remainder of this paper is organized as follows. Section 2 outlines our research model and data measurement. Section 3 covers the source of the data and descriptive statistics. Section 4 presents the empirical results. Section 5 summarizes the main findings and lists the study’s implications. Section 6 describes the conclusions.

2. Model Specification and Data Measurement

We explore how exporting affects productivity via the LBE effect based on the hypothetical role of knowledge assets in the relationship between exporting and productivity enhancement. We employ a
standard model put forth by Bernard and Jensen [1,48] and scrutinize firms’ growth premium from exporting as follows (Equation (1)):

\[ TFP_{it} = \alpha + \beta EXE_{it} + \gamma KNW_{it} + \delta COM_{it} + \eta_i + \epsilon_{it}, \]  

(1)

where \( i \) is the firm, \( t \) is the year, \( \eta_i \) is the unobservable, firm-specific effect, \( \varepsilon \) is the error term, and \( TFP \) denotes “total factor productivity.” Although the literature argues that LBE directly leads to increased productivity and innovation, productivity measures may be used as a suitable benchmark of learning-by-doing, as productivity improvements might reflect a firm’s successful application of new expertise for productive ends (i.e., they may be indicative of productivity growth [34,35,44], which reflects a company’s ability to use knowledge in an efficient way to strengthen its operations and produce value). \( EXE \), an independent variable, indicates a firm’s export status. \( KNW \), a control variable, refers to knowledge assets—defined as an organization’s intangible assets and capabilities [37,38]; knowledge assets comprise the comprehensive learning capability at the firm level, which accounts for the potential learning effect that may come from exporting and, therefore, an enterprise’s potential productivity growth from exporting activities. \( COM \) indicates industry competition, an industry-specific factor that may influence a company’s growth premium from exporting. According to heterogeneous firm trade theory, when dynamic competition in an industry is fierce, productivity is the most vital factor for firm survival. Fierce competition tends to escalate businesses’ innovation activities to capture market opportunities by rapidly applying new knowledge [49], which directly contributes to productivity enhancement.

To compute \( TFP \), we employ Levinsohn and Petrin’s [50] estimator. We follow Levinsohn and Petrin’s [50] value added method. Furthermore, we use firms’ gross value added to gauge output and intermediate inputs (raw material and energy) as a proxy to avoid the bias caused by the endogeneity problem (which is due to the correlation between the regressors and the error term). The independent variable, a firm’s export status (\( EXE \)), is measured as export volume, following Gross and Helpman’s [51] argument that covariance is likely between the intensity of knowledge spillovers across two countries and the intensity of trade. It may take time for the learning gained from exporting to spill back to and be used by companies [16,48,52]. Accordingly, we use lags of our independent variable to eliminate serial correlation in the disturbance. We define a firm’s knowledge assets (\( KNW \)) as an organization’s spending on human resource development (human capital), the operation of innovation-friendly structures (structural capital), and the maintenance of external relationships, brand value, and reputation (relational capital) [37–39]. We calculate the costs of the three capital expenditures based on Bakhsha et al. [37] and Ryu et al. [38]. Industry dynamic competition can be measured in terms of industry concentration and openness, which can be established using the Lerner index of market power [53], profit margin [54], the Herfindahl–Hirschman index, and the CR4 (four-firm concentration ratio) index. We use industry openness to quantify industry competition. Industry openness enhances market competition by increasing the number of differentiated products and decreasing prices, which decreases the industry’s net profit [55,56]. The reciprocal of the average profit margin, computed by dividing net revenue (total revenue minus total cost, including taxes) by total revenue at the industry level, can be used as a proxy for the industry’s dynamic competition [54], similar to the Lerner index of market power.

3. Data Sources and Descriptive Statistics

The primary data used in this study—the annual measures for firms—are taken from the KISValue database provided by NICE Information Services Co., Ltd. (for the descriptive statistic and industry breakdown of the sample, see Tables 1 and 2).

| Variable                  | Mean | Variable                  | Mean |
|---------------------------|------|---------------------------|------|
| Total factor productivity | 2.941| Export volume (\( EXE \))  | 3.074|
| Knowledge assets (\( KNW \)) | 3.922| Reciprocal of profit margin (\( COM \)) | 1.491|

Notes: Numbers in cells are the natural logarithms of their original values.
Table 2. Industry breakdown of the sample (1991–2018).

| Industry                                                      | Observations | Sales  | Exports | Value Added | Total Assets | Knowledge Assets | Tangible Assets | Age  | Profit Margin |
|---------------------------------------------------------------|--------------|--------|---------|-------------|--------------|------------------|-----------------|------|--------------|
| Food products                                                 | 1185         | 338.07 | 6.68    | 126.09      | 348.10       | 45.87            | 22.32           | 39.43| 20.30        |
| Beverages                                                     | 271          | 246.09 | 1.92    | 116.26      | 453.61       | 59.05            | 39.39           | 50.58| 9.92         |
| Tobacco products                                              | 24           | 2250.00| 335.66  | 1330.00     | 4750.00      | 418.41           | 228.23          | 32.00| 2.73         |
| Textiles (except apparel)                                     | 364          | 113.79 | 19.00   | 24.03       | 203.87       | 10.66            | 10.50           | 51.42| 26.18        |
| Apparel, clothing accessories, and fur articles               | 533          | 172.88 | 1.76    | 61.40       | 176.20       | 26.72            | 0.54            | 32.44| 23.36        |
| Leather, luggage, and footwear                                | 132          | 102.17 | 32.71   | 22.24       | 100.45       | 11.12            | 2.56            | 46.00| 11.68        |
| Wood and products of wood and cork (except furniture)         | 110          | 161.41 | 6.78    | 52.04       | 266.03       | 13.48            | 42.17           | 51.50| 96.83        |
| Pulp, paper, and paper products                               | 662          | 142.14 | 11.30   | 38.77       | 187.35       | 13.60            | 42.15           | 46.41| 29.36        |
| Printing and reproduction of recorded media                   | 87           | 29.05  | 3.26    | 10.82       | 45.30        | 7.91             | 2.68            | 25.72| 12.58        |
| Coke, briquettes, and refined petroleum products              | 137          | 5040.00| 2520.00 | 2840.00     | 2600.00      | 341.33           | 47.60           | 8.53 |             |
| Chemicals and chemical products (except pharmaceuticals and medicinal chemicals) | 2526        | 498.14 | 72.33   | 160.81      | 567.86       | 36.50            | 73.15           | 35.06| 21.36        |
| Pharmaceuticals, medicinal chemicals, and botanical products   | 2416         | 68.69  | 2.41    | 39.03       | 109.94       | 17.72            | 1,440.00        | 38.4 | 13.63        |
| Rubber and plastic products                                   | 981          | 137.03 | 10.42   | 46.61       | 167.16       | 18.21            | 19.50           | 32.43| 17.25        |
| Other non-metallic mineral products                           | 932          | 192.16 | 3.29    | 60.66       | 345.47       | 22.15            | 37.83           | 43.19| 27.92        |
| Basic metals                                                  | 1928         | 637.94 | 83.29   | 187.39      | 895.59       | 35.00            | 201.62          | 42.20| 32.56        |
| Other machinery and equipment                                 | 3278         | 138.88 | 26.37   | 51.32       | 184.01       | 28.56            | 7.84            | 25.62| 15.84        |
| Electronic components, computers; visual, sound, and communication equipment | 5004      | 698.81 | 279.43  | 282.53      | 748.21       | 34.64            | 130.22          | 25.84| 17.67        |
| Medical, precision, and optical instruments; watches and clocks| 1005        | 41.69  | 4.66    | 21.70       | 61.37        | 21.58            | 3.31            | 15.89| 26.70        |
| Electrical equipment                                          | 1405         | 217.54 | 45.70   | 72.84       | 274.85       | 18.85            | 17.97           | 32.13| 18.78        |
| Other transport equipment                                     | 512          | 1720.00| 502.94  | 445.82      | 2280.00      | 118.45           | 103.66          | 22.90| 29.18        |
| Furniture                                                     | 165          | 150.76 | 3.63    | 60.24       | 135.08       | 15.85            | 2.45            | 32.40| 13.93        |
| Other types of manufacturing                                  | 163          | 48.39  | 9.18    | 17.54       | 75.91        | 8.37             | 0.65            | 31.24| 13.83        |
| Motor vehicles, trailers, and semitrailers                   | 2218         | 807.66 | 219.07  | 269.74      | 872.35       | 97.04            | 70.63           | 37.07| 28.53        |
| Fabricated metal products (except machinery and furniture)    | 990          | 92.63  | 12.35   | 31.76       | 111.51       | 18.13            | 9.11            | 25.63| 20.81        |

Notes: The unit of sales, exports, value added, total assets, knowledge assets, and tangible assets is billion KRW. The unit of age is year. The unit of profit margin is percent. The values (except observations) are the average from 1991 to 2018. The age is the average of the previous year.
The data cover manufacturing firms listed in the South Korean stock market—the Korea Composite Stock Price (KOSPI), Korea Securities Dealers Automated Quotation (KOSDAQ), and Korea New Exchange (KONEX)—from 1991 to 2018. The unbalanced panel dataset contains 27,108 observations. We calculate the data used to determine the variables for productivity, exports, knowledge assets, and industry competition based on 2010 prices. We express all data in logarithmic form. As \( \text{EXE} \) is zero for firms that do not export, we employ \( \text{EXE} \) as the natural log of one, plus export volume.

### 4. Empirical Analysis

We check the data traits in six steps. First, we check for the presence of multicollinearity. The test indicates that multicollinearity is not a problem in our data, as it adheres to the variance inflation factor (VIF) threshold of less than 10: The VIFs for \( \text{EXE} \), \( \text{KNW} \), and \( \text{COM} \) were 1.030, 1.020, and 1.010, respectively. Then, we use Wooldridge’s [57] method to check for first-order autocorrelation and find the sign of the autocorrelation (F statistic = 64.224, \( p = 0.000 \)). Third, we conduct a panel groupwise heteroscedasticity test to check for homoscedasticity within the cross-sectional units. The test reveals the presence of heteroscedasticity by showing that the null hypothesis of homoscedasticity is rejected (Wald test statistic = 164.000, \( p = 0.000 \)). Fourth, we employ Pesaran’s cross-sectional dependence (CD) test [58], which is widely used for large panels (as is the case in this study) to check for the presence of CD within the panel. The test outcome indicates the presence of strong CD, suggesting that the null hypothesis of weak CD is rejected (CD statistic = 129.556, \( p = 0.000 \)). Fifth, given the cross-sectional dependence and the study’s large and unbalanced panel framework, we perform Maddala and Wu’s [59] panel unit root tests by demeaning the data to remove the effects of CD [60–62]. Table 3 portrays the panel unit root test results. According to Choi [63], the inverse normal \( Z \) statistic offers the best trade-off between size and power. Furthermore, the modified inverse \( \chi^2 \) statistic is appropriate for a large panel. Based on these two statistics, we find that the levels of \( \text{EXE} \) and \( \text{KNW} \) in the tests, with intercepts and time trends, have unit roots. This implies that the series is not stationary, but that the first difference of the variables is stationary.

| Statistic | Variable | With Trend | Without Trend |
|-----------|----------|------------|---------------|
|           |          | Level      | 1st-difference| Level          | 1st-difference |
| Inverse normal \( Z \) | \( TFP \) | 0.857 (0.804) | -44.563 (0.000) | -15.086 (0.000) | -60.718 (0.000) |
|          | \( \text{EXE} \) | 0.863 (0.805) | -31.655 (0.000) | -2.900 (0.000) | -51.945 (0.000) |
|          | \( \text{KNW} \) | 6.120 (1.000) | -17.711 (0.000) | -11.973 (0.000) | -45.691 (0.000) |
|          | \( \text{COM} \) | -16.280 (0.000) | -58.374 (0.000) | -27.604 (0.000) | -80.557 (0.000) |
| Modified inverse \( \chi^2 \) | \( TFP \) | 11.912 (0.000) | 79.428 (0.000) | 24.448 (0.000) | 109.316 (0.000) |
|          | \( \text{EXE} \) | 8.630 (0.000) | 56.730 (0.000) | 10.752 (0.000) | 88.337 (0.000) |
|          | \( \text{KNW} \) | 6.228 (0.762) | 46.302 (0.000) | 22.733 (0.000) | 69.354 (0.000) |
|          | \( \text{COM} \) | 24.360 (0.000) | 104.605 (0.000) | 34.978 (0.000) | 153.851 (0.000) |

Notes: Individual intercepts and time trends are included in the panel unit test. Automatic lag length selection (the Schwarz information criterion) is used. The null hypothesis for the test is a unit root, assuming an individual unit root process. \( p \)-values are in parentheses.

Sixth, the unit root test findings of non-stationarity for some variables indicate the possibility of examining the presence of long-term equilibrium among the variables by conducting Westerlund’s [64] heterogeneous panel co-integration test, which allows for CD. The outcomes reported in Table 4 suggest no co-movement among \( TFP \), \( \text{EXE} \), \( \text{KNW} \), and \( \text{COM} \) in both cases—with the constant and with the constant and the trend—and thus, the null hypothesis is not rejected in the absence of co-integration in the panel.
Table 4. Panel co-integration tests.

| Statistic | With Trend | Without Trend |
|-----------|------------|---------------|
|           | Value      | Z-Value       | Robust p-Value | Value      | Z-Value       | Robust p-Value |
| $G_1$     | -2.001     | 27.996        | 0.850          | -1.239     | 36.579        | 0.890          |
| $G_2$     | -5.705     | 42.389        | 0.800          | -3.139     | 38.596        | 1.000          |
| $P_1$     | -95.106    | -10.273       | 0.330          | -78.372    | -11.125       | 0.350          |
| $P_2$     | -9.727     | 11.112        | 0.370          | -0.846     | -8.032        | 0.380          |

Notes: To control for cross-sectional dependence, robust critical values are obtained through 100 bootstrap replications.

The results of the panel framework tests enable us to establish a dynamic panel vector autoregressive (PVAR) model in the first difference to test the relationship between the study variables. The existence of a first-order autocorrelation in the series signals that a dynamic model is appropriate. Hence, we employ a dependent variable in the previous period as an independent variable to control for autocorrelation. To control for cross-individual correlation, we create year dummy control variables following Sarafidis et al. [61] and Roodman [65] to improve the robustness of our results [66]. The presence of unit roots demonstrates that the first-differenced variables should be used to estimate an empirical model.

We therefore propose the PVAR model to test short-run dynamic relationships between exports and productivity. The PVAR model can be expressed as follows (Equation (2)):

$$
\Delta Y_{it} = \zeta \Delta Y_{i,t-1} + \lambda \Delta X_{i,t-1} + \Delta \epsilon_{it} + d_t,
$$

where $\Delta$ is the first-difference operator, $t$ is the period, $Y_{it}$ is a vector of the logs of the dependent variables, $X_{i,t}$ is a vector of the logs of the exogenous variables, $\epsilon_{it}$ is a vector of idiosyncratic errors, and $d_t$ is the time dummy. The vector of dependent and exogenous variables includes TFP, EXE, KNW, and COM.

Equation (2) has a simultaneity problem introduced by differencing, which occurs when the lagged exogenous variables correlate with the new differenced error term, and a heteroscedasticity problem that maintains a heterogeneous error with different firms in the panel. To solve these problems, we apply the panel generalized method of moments (GMM) with Helmert’s procedure [67] following Love and Zicchino [68], whereby lagged regressors are used as instruments to estimate coefficients more consistently [69,70]. The GMM estimation framework is well suited for large panels (as is the case in this study) [71]. It is important to choose an optimal lag order in the PVAR and in the moment condition [72]. We use consistent moment and model selection criteria for the GMM model based on Hansen’s [73] J statistic of overidentifying restriction, following Andrew and Lu [74]. Accordingly, we confirm that the one-lagged model is preferred based on Andrew and Lu’s [74] three-model selection criteria: Modified Akaike, Bayesian, and Hannan-Quinn information criteria.

In the PVAR model, we assume that the vector of residuals ($\epsilon_{i,t}$) is independent and identically distributed. However, this assumption is unrealistic, since the concrete variance–covariance matrix of the errors is unlikely to be diagonal. Therefore, to isolate the shocks to one of the VAR errors, we use the Cholesky decomposition method [75] to decompose the residuals so that they become orthogonal, and thereby compute orthogonalized impulse response functions (IRFs).

Table 5 depicts the estimation findings of the PVAR model. The findings of the GMM estimation, portrayed in Panel A of Table 5, indicate dynamic effects in all estimations; the current levels of $\Delta$TFP, $\Delta$EXE, $\Delta$KNW, and $\Delta$COM are to some extent affected by their own levels in the previous period ($\Delta$TFP, $\Delta$EXE, $\Delta$KNW, and $\Delta$COM, respectively). As shown in Panel A, four variables, including the one-lagged dependent variable, significantly affect TFP in the present period. The results from the panel causality tests in Panel B reveal a significant, positive, and bidirectional causal relationship between TFP and EXE or KNW at the 1% and 10% significance levels. The causality test results also
indicate bidirectional causal relationships, which means that the variables are affected by an opposite sign between TFP and COM and between KNW and COM. TFP has a positive effect on COM at the 1% significance level, while COM has a negative effect on TFP at the 5% significance level. KNW has a positive effect on COM at the 1% significance level, while COM has a negative effect on KNW at the 1% significance level. We also find that KNW positively impacts EXE at the 1% significance level.

Table 5. Panel vector auto-regression results.

| Independent Variables | Dependent Variables |
|-----------------------|--------------------|
|                       | ∆TFP<sub>t</sub>   | ∆EXE<sub>t</sub>   | ∆KNW<sub>t</sub> | ∆COM<sub>t</sub> |
| ∆TFP<sub>t-1</sub>   | 0.5496 (0.5978)**  | 2.8456 (0.0206)***| 1.1219 (0.2450)***| 1.9124 (0.3160)*** |
| ∆EXE<sub>t-1</sub>   | 0.0006 (0.0003)*   | 0.6826 (0.0108)***| −0.0012 (0.0018) | 0.0019 (0.0026)  |
| ∆KNW<sub>t-1</sub>   | 0.0077 (0.0027)*** | 0.6016 (0.0015)***| 0.9809 (0.0104)***| 0.1130 (0.0213)*** |
| ∆COM<sub>t-1</sub>   | −0.0032 (0.0014)** | −0.0201 (0.0286)  | −0.0133 (0.0052)***| 0.1579 (0.0118)*** |

Panel B: Statistical Values for Short-Run Causality Tests

| Independent Variables | Dependent Variable |
|-----------------------|--------------------|
|                       | ∆TFP   | ∆EXE   | ∆KNW   | ∆COM   |
| ∆TFP                 | -      | 7.774***| 20.961***| 36.622***|
| ∆EXE                 | 2.592* | -      | 1.048   | 0.510   |
| ∆KNW                 | 7.717***| 66.788***| -      | 27.940***|
| ∆COM                 | 4.703**| 0.495  | 6.404***| -      |

Notes: Panel A contains the results of the panel vector autoregressive (VAR) model. Time dummies are not reported. Panel B depicts $\chi^2$ statistics. In both panels, ***, **, and * denote the 1%, 5%, and 10% significance levels, respectively. Heteroscedasticity and serial correlation robust standard errors are in parentheses.

The dynamic causal relationships, as determined from the causality tests, are outlined in a causal loop diagram in Figure 1.

Figure 1. TFP, EXE, KNW, and COM denote total factor productivity, export, knowledge assets, and industry competition, respectively. Casual loop diagram. P (in blue) and N (in red) stand for positive and negative causal relationships, respectively. The directions are set to clockwise.
Following the estimations of the PVAR model, we confirm that the PVAR model is stable (the results are available upon request from the authors). Then, we calculate orthogonalized IRFs via the Cholesky factorization scheme. We note the response of one variable to another variable to zero in the first period due to the ordering (the same ordering as in the PVAR specification). Figure 2 plots the responses of $TPF$, $EXE$, $KNW$, and $COM$ to a shock in the one-lag PVAR model. The findings indicate a virtuous cycle between $TPF$, $EXE$, and $KNW$. A positive shock in $EXE$ leads to a statistically significant, positive response of $TPF$, and vice versa, a statistically significant, positive response of $EXE$ to positive shock in $TPF$. Meanwhile, a positive shock in $KNW$ produces a statistically significant, positive response of $EXE$ and $TPF$, and vice versa, a statistically significant, positive response. As depicted in Figure 2, an export shock of one standard deviation results in an increase of 0.003% in $TPF$ for two years, then an increase of 0.002% for three years, followed by an increase of 0.001% for 10 years. A knowledge assets shock of one standard deviation generates an increase of 0.007% on average in $TPF$ for six years, and then an increase of 0.009% after six years. Furthermore, a knowledge assets shock of one standard deviation triggers an increase of approximately 0.5% on average in exports for four years, and then an increase of approximately 0.9% after four years. However, a positive shock in industry competition leads to statistically significant, negative changes in exports and knowledge assets.

Figure 2. Impulse response functions (IRFs) for the panel vector autoregressive (PVAR) results. CI denotes confidence intervals.

5. Discussion

Our main outcomes and implications are as follows. First, although prior results are mixed, our study follows Bernard and Jensen [1], Bernard and Wagner [2], Bernard et al. [3], Wagner [4], and Bernard et al. [5] in providing evidence of the existence of an LBE effect (i.e., productivity enhancement from exporting). This demonstrates that firms’ exporting has a positive effect on their $TPF$. The results indicate that a 1% increase in exports boosts an organization’s $TPF$ by 0.0006%. These outcomes imply that an enterprise can benefit from export activities by learning and amassing the resources engendered through entry into export markets (e.g., advanced technologies, best practices, and valuable know-how and information). Considering that over 44% of South Korea’s gross domestic product (GDP) has relied on exports since 2000, productivity enhancement from exports is pivotal for income growth, which can raise South Korean living standards in the long term. The significant learning gained through exporting signals that the government should efficiently and effectively implement policies designed to support firms’ export participation, as well as export-promotion services aimed at
reducing information asymmetry and the fixed costs linked to exporting (e.g., training in the export process, specific information services for foreign markets, participation in international fairs, and export promotion programs), especially for non-exporting firms and less-mature exporting firms [76,77]. Our study reveals the underlying mechanisms of benefits gained from exports, indicating that TFP can be augmented by interacting with exports and knowledge assets. However, the government should keep in mind that efficient and effective implementation of policies and services to aid companies’ export participation largely depends on a comprehensive understanding of such foundational mechanisms.

Second, we find that firms’ TFP is significantly positively affected by their knowledge assets. Productivity is a key export factor, as asserted by trade theories, and is driven by continuous innovation creation. The accumulation and use of knowledge assets are closely tied to international business. The international business environment requires companies to constantly accrue, renew, and utilize their knowledge assets. As Swart and Kinnie [78] argue, this accumulation, renewal, and use of knowledge assets can be understood in terms of an organization’s ability to learn, which means that organizational learning is a dynamic process. Hence, our results indicate that enterprises should explore new learning opportunities both internally and externally, and that the government should carry out policy instruments to support firms’ organizational learning, thereby fostering competitiveness in a rapidly changing global market. According to Weerawardena et al. [76], market-focused learning that enables firms to acquire, disseminate, unlearn, and use market information for organizational change improves the speed and effectiveness of their responses to business opportunities and threats, which are central elements of industry dynamism. A more industry-dynamic, competitive setting calls for faster, more systematic, and successful responses to such opportunities and threats. A competitive atmosphere requires firms to create novel innovative products and services to succeed [77]. Thus, when industry competition is fierce, companies actively promote organizational learning by better utilizing market-focused knowledge to stay ahead of competitors and survive in the fiercely competitive milieu. Therefore, various policy measures for promoting a competitive environment should be used to encourage firms’ proactive learning.

We can consider the above discussion based on our study’s finding of a positive effect of knowledge assets on exports. This finding indicates a dynamic path for export growth through productivity enhancement, resulting from learning-based innovations centered on continuous accumulation, renewal, and utilization of knowledge assets. Heterogeneous trade theory also claims that competition induces firms’ productivity growth. The formation of a competitive atmosphere to boost firms’ proactive learning is essential for export growth. Despite the importance of a competitive environment, we show that industry competition has a negative effect on TFP and knowledge assets. These outcomes do not necessarily signal that industry competition is unimportant for advancing export growth by improving productivity; rather, the takeaway is that a competitive setting is not yet sufficiently developed to drive productivity and export growth. Competition increases knowledge asset efficiency [79]. In a competitive milieu, knowledge assets, as a predominant resource, foster their usage in combination with other production inputs [80] or tangibles. Thus, in the context of heterogeneous firm trade theory, our results suggest that the government should devise policies to encourage competition across firms. This will lead to reallocation of production factors to more competent enterprises and the realization of an aggregate productivity gain in society.

Third, our study reveals a dynamic path dependence in terms of TFP; this means that current productivity can be an input source for future productivity (0.549% in TFP). Hence, the value of productivity in the current period depends on its value in the previous period at the 1% significance level, and there is a time lag between productivity, exports, and industry dynamics. These findings signify that the time lag should be taken into account when developing and carrying out policy measures to stimulate firms’ productivity, and that it takes time for companies to realize LBE. In addition, there is a path dependence in knowledge assets, exports, and industry competition: Their present value depends on their previous value. Taking into account diverse causal loops between TFP and EXE,
TNW, and COM to examine the LBE effect, persistent efforts are required to increase exports and knowledge assets, as well as to aid industry competition.

6. Conclusions

We empirically explore the effect of knowledge assets on the relationship between exports and productivity using panel data for South Korean manufacturing firms listed in the South Korean stock market from 1991 to 2018. We establish a dynamic PVAR model in the first difference that considers key data characteristics. We estimated the model using the GMM estimator. We conducted a post-estimation test, Granger causality test and impulse response test. Our study expands the understanding of the role of knowledge assets in the LBE effect for firms in the short term, especially when organizations face global competitive and knowledge-based environments. However, the study has several limitations. Our results are specific to South Korea, and the impacts of knowledge assets on productivity may vary across countries. The feedback loops between productivity and other factors (e.g., knowledge assets, exports, industry competition) at the firm level in each country’s manufacturing sector should be thoroughly taken into account, especially regarding certain elements and the situational context facing each nation. Furthermore, we control for CD (inter-firm spillovers) by creating year dummy variables based on Sarafidis et al. [61] and Roodman [65] due to data unavailability. Inter-firm spillovers are affected by similarities among technologies [81] and products [82]. Thus, future studies should control for cross-dependence more systematically.
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