Cuff-Less Blood Pressure Estimation from Electrocardiogram and Photoplethysmography Based on VGG19-LSTM Network
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Abstract. In recent years, studies have found that the hierarchical neural network with LSTM network has higher accuracy than another feature engineering. Therefore, this paper first tries to build a multi-stage blood pressure estimation model through VGG19 and LSTM network. Based on the time node of the R wave peak in the QRS waveform in ECG, VGG19 is used to extract various higher-dimensional and rich life characteristics in the PPG signal segment by heartbeat as the unit and focus on processing the dynamics of SBP and DBP Correlation, finally use the LSTM model to extract the time dependence of the vital signs. Results: Experiments show that compared with similar multi-stage models, this model has higher accuracy. The performance of this method meets the Advancement of Medical Instrumentation (AAMI) standard and reaches the A level of the British Hypertension Society (BHS) standard. The average error and standard deviation of the estimated value of SBP were 1.7350 4.9606 mmHg, and the average error and standard deviation of the estimated value of DBP were 0.7839 2.7700 mmHg, respectively.
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1. Introduction

1.1. Background

Blood pressure refers to the lateral pressure acting on the wall of a blood vessel in the process of blood flow, which has significant physiological significance. According to the statistical report of the World Health Organization [1], in 2014, more than one fifth (24.0% for men and 20.5% for women) of adults over the age of 18 in the world were affected by hypertension. According to the updated results on The Lancet in 2017 [2], high blood pressure affects 1.13 billion people worldwide, of which more than half of adults with high blood pressure live in Asia.
Although hypertension is preventable and controllable, most patients do not know that they are sick and fail to receive timely treatment. The control rate is meager. However, the real-time monitoring of blood pressure is necessary for the prevention, early detection, and control of hypertension. At present, the “gold standard” of blood pressure measurement is invasive, most of which are only carried out in the operating room and intensive care unit and are not suitable for daily home care. The existing continuous blood pressure measurement devices based on body surface physiological signals also need to wear sleeves. The current serial blood pressure measurement devices based on physiological signals on the body surface also need to wear cuffs and need to be calibrated at intervals. The patients must pay attention to keep still all the time, which undoubtedly makes the patients very uncomfortable [3-10]. With the development of wearable sensors, many scholars have done a lot of research on non-invasive continuous blood pressure estimation using various human life parameters in recent years. More and more studies have proved that pulse transmission time (PTT) can be used as the basis for non-invasive, cuffless, and continuous blood pressure measurement [11]. Studies have shown that PTT is inversely proportional to BP [12], as shown in the following formula (1) As shown, where \( l \) is the length of the arterial tube wall transmitted by the pulse wave, \( L = \frac{\rho}{A} \), \( \rho \) is the blood density, \( A \) is the cross-sectional area of the artery, and \( L \) is a constant, which represents the arterial inertia per unit length. The elasticity of the tube is flexible. The degree \( C \) is shown in formula (2), where \( h \) is the wall thickness and \( E \) is the elastic modulus of the tube wall, which increases with the increase of pressure \( P \). As shown in formula (3), \( E_0 \) is a constant, corresponds to the value of the modulus of elasticity under no pressure, \( \alpha \) is the characteristic parameter of the arterial blood vessel, and \( p \) is the pressure on the arterial blood vessel.

\[
PTT = \frac{l}{\sqrt{LC(P)}} \quad (1)
\]
\[
C = \frac{2\pi r^3}{(E \times h)} \quad (2)
\]
\[
E(P) = E_0 \alpha^p \quad (3)
\]

1.2. Research Status

In 1981, Geddes et al. [13] first proposed the interdependence between BP and PPT. They obtained PTT signals from different parts of 10 anesthetized dogs and found that blood pressure was inversely proportional to PTT. After that, the researchers found the inverse relationship between PTT and blood pressure and proposed a linear model [14], which used PPT to predict blood pressure. In 2005, PON et al. [15] proposed the nonlinear relationship between PTT and blood pressure and proposed a nonlinear model based on PTT. In 2013, Liu Songsong [16] proposed to add heart rate variability as a compensation item while studying the relationship between PTT and blood pressure. This idea makes the detection result of diastolic blood pressure more accurate. So it can be estimated simply by indicating the relative timing between the proximal and distal waveforms of the arterial pulse. Therefore, PTT can realize non-invasive, automatic, and sleeveless blood pressure monitoring.

Nowadays, more and more scholars choose to use Photoplethysmography (PPG) [17-19], which is low-cost and straightforward, to study blood pressure. The principle is to detect changes in blood volume in living tissues by photoelectric means, and there are
many researchers. Use PPG signals to determine PTT, and study the critical information of PPG [20-23]. The physical basis of photoplethysmography measurement is Beer-Lambert’s law, and the formula is as follows:

$$A = \log_{10} \left( \frac{I_{\text{out}}}{I_{\text{in}}} \right) = \log_{10} \left( \frac{1}{T} \right) = L \times b \times c$$  \hspace{1cm} (4)$$

In the formula, $A$ is the absorbance, $I_{\text{in}}$ represents the incident light intensity, $I_{\text{out}}$ represents the output light intensity, $T$ is the ratio of the incident light intensity to the output light intensity, that is, the transmittance, $K$ is the absorption coefficient, $b$ is the thickness of the light-absorbing medium, and $c$ is the concentration of the medium.

Although the composition of PPG has not been studied, like the heartbeats, changes in the blood volume in the blood vessels will cause corresponding changes in the absorption of light by the blood so that the PPG signal contains valuable cardiovascular system information. PTT, pulse wave velocity (PWV), and pulse arrival time (PAT) are the most commonly used features for continuous blood pressure estimation. Of course, PWV can be calculated by PTT [24]. PTT is the time delay of pressure wave propagation between two arterial parts. The pressure wave can be seen as an acute expansion of the arterial wall, which usually moves much faster than blood [25]. PTT is generally negatively correlated with BP and can be estimated simply by indicating the relative timing between the proximal and distal waveforms of the arterial pulse. In 2015, Mukkamala et al. [11] proposed two arterial wall mechanics and wave propagation models in the artery. The arterial wall model established the relationship between blood pressure and arterial elasticity. The arterial wave propagation model shows the relationship between arterial elasticity and PTT. The model concludes that PTT can effectively monitor BP when the following conditions are met:

(a) Smooth muscle contraction and viscous effects can be ignored.
(b) Aging and disease will not change arterial elasticity.
(c) No wave reflection interference.

In 2015, Ding et al. [20] proposed that PTT has a strong correlation with SBP. However, there are many other factors besides PTT that are also related to BP. It is difficult to establish a model to measure blood pressure only through PTT and BP. The accuracy is not high, and the universality is also flawed.

The morphological characteristics of the PPG signal will change drastically with certain diseases or aging, which makes the morphological characteristics of the manually extracted PPG signal unreliable. Therefore, many researchers have shifted their research focus to using machine learning methods to remove relevant features of PPG signals. Tanveer et al. [21] proposed a wave-based hierarchical artificial neural network-long short-term memory (ANN-LSTM) model for BP estimation. ANN is used to extract morphological features from PPG and ECG, and then LSTM is used to interpret the temporal changes of the features. Chen et al. [26] used K-nearest-neighbor (KNN) to establish a blood pressure prediction model by extracting nine morphological features from each PPG cycle signal. Senturk et al. [27] used PPG and ECG to estimate blood pressure through a recurrent neural network (RNN), nonlinear autoregressive neural network (NARX-NN), and long short-term memory neural network (LSTM-NN). Esmaeelpoor et al. [22] first extracted the morphological features of the PPG signal through CNN. They estimated SBP and DBP, respectively, and then captured the time dependence through LSTM while considering the dynamic relationship between systolic and diastolic blood pressure. Harfiya et al. [28] learned the signal conversion from PPG
to arterial blood pressure (ABP) through a deep learning model and then extracted the values of SBP and DBP. Sun et al. [29] used CNN based on Hilbert–Huang Transform (HHT) to predict blood pressure through PPG signals.

1.3. Contribution

This paper proposes a new multi-stage model based on deep neural networks. Through experiments, we found that the more profound the network, the accuracy of blood pressure estimation results may not necessarily improve. The traditional VGG network cannot meet our needs. Therefore, we use the improved VGG model to train relatively more from the PPG signal. Fewer parameters extract higher latitude and more special abstract features and estimate systolic and diastolic blood pressure. It has higher accuracy than similar multi-stage models and reduces the error gap between SBP and DBP estimation based on PPG signal to a certain extent. It is feasible to use machine learning technology to determine the mapping relationship between input and output and the representation itself. And often, low-level neural network models are likely to ignore the high-dimensional features in the input data, but deep learning can express complex expressions through other simple representations, solving the core problem in representation learning, another achievement of deep learning. It is an extension of reinforcement learning and can extract high-dimensional, high-information probability from simple concepts. Therefore, deep learning is suitable for solving this type of problem [30]. In recent years, due to the increasing amount of data and model scale, the development of deep learning has been promoted, and it has also been widely used in non-computer fields such as biology, medical treatment, and finance [31-33].

1.4. Paper Structure

The structure of other parts of this article is as follows: Chapter 2 mainly describes our data source, preprocessing steps and model organization structure. Chapter 3 mainly introduces our experimental results. Chapter 4 mainly discusses and summarizes the full text.

2. Materials and Method

This chapter will introduce in detail the sources and types of data, the preprocessing process and the proposed model.

2.1. Data Sources

This article uses MIT’s Multiparameter Intelligent Monitoring data in the intensive care II (MIMIC-II) database [34] for research. Before obtaining the data, I completed the relevant courses of the CITA project and received relevant certifications. MIMIC-II contains various parameter data of more than 15,000 ICU patients. From its sub-data set [3], we extracted 114 men, 86 women, and a total of 200 patients’ complete PPG, ECG, ABP records. Their average age is 61.6 years, and the standard deviation of age is ±14.6 years. A finger pulse oximeter collects the PPG signal, and an invasive sphygmomanometer manages ABP. The sampling frequency of all signals is 125 Hz.
2.2. Pretreatment Steps

(1) The original ECG and PPG signals contain various low-frequency baseline drift and respiratory components, high-frequency power line harmonics, and EMG signal artifacts. These interferences or noises can be suppressed by filtering. In this paper, aiming at the frequency domain of noise, the frequency band of 0.48Hz-40Hz is selected for BP estimation through a band-pass filter. And add the 0Hz-0.05Hz direct current DC value to the PPG signal through a low-pass filter to obtain the final filtered version of the PPG signal.

(2) Since whether the QRS complex can be accurately detected directly determines the accuracy of the result, this paper adopts the method based on the extensive similarity of the integrated linear prediction residual (ILPR) in the ECG structure and the speech signal, and the QRS complex in the ECG. The appearance of R waves is used as a time reference [35-37]. The advantage of this method is that it avoids the routine use of thresholds for operation. According to ECG, the PPG signal segment of each heartbeat and the corresponding SBP and DBP standard values were extracted from the PPG and ABP waveforms as the input and target values of the model, respectively. The data of 49612 heartbeats were extracted in this study. Finally, the collected PPG signal is normalized. The histogram of the extracted standard values of SBP and DBP is shown in figure 1. The average values of SBP and DBP are 121.333mmHg and 60.7784mmHg, respectively, and the standard deviations are ±18.9004 and ±9.2324, respectively. We will use these extracted data for further research.

(3) According to the above method, we divide the PPG signal into several segments, each segment represents a heartbeat sequence, and each sequence contains 250 data. When the data volume of the segmented PPG segment is less than 250 data, it will be expanded by zero padding. When the amount of data in the PPG segment is greater than 250 data, the redundant data is removed and adjusted to 250 data. The purpose of this is to be compatible with the complete PPG data containing most of the heartbeats. At this time, every The PPG signal of each heartbeat is expressed as $X_1, X_2,...X_i$, and the standard values of SBP and DBP extracted from ABP for each heartbeat are constructed as an array $Y_1, Y_2,...Y_i$, each Y element is a two-dimensional vector, i.e $Y_i = \{SBP_i, DBP_i\}$, where i represents the number of cycles of the PPG signal, SBP$_i$ represents the target value of systolic blood pressure, and the target value of DBP$_i$ diastolic blood pressure. Finally, the array $\{Y\}$ is used as the target sequence of the BP estimation process, the entire preprocessing step as shown in figure 2.

![Figure 1. Histogram of SBP(left) and DBP(right) standard values.](image-url)
2.3. Model

The overall framework of the model is shown in figure 3. The whole model is divided into two parts, and each part is composed of an adjusted VGG network model and an LSTM network model. The primary function of the upper part is the estimation of SBP, and the primary function of the lower part is the estimation of DBP.

The first neural network of each part is the adjusted VGG19 network model. The detailed information of the adjustment will be described in section 3.1. There is no essential difference between VGG19 and VGG16, but the depth is different. The network model is a variant of the convolutional neural network. It is related work on ILSVRC 2014. It mainly proves that increasing the depth of the network can affect the network to a certain extent. The final performance. Using a stacked small convolution kernel is better than using a large convolution kernel because multiple non-linear layers can increase the depth of the network to ensure that more complex patterns are learned, and the cost is relatively small (fewer parameters) [38]. Various studies have shown that the relationship between PPG signal and DBP is more prominent. In other words, it is more accurate to use a PPG signal to estimate the value of DBP [22, 27, 29]. As shown in figure 1, the fluctuation of SBP is usually more significant than DBP fluctuates a lot, and the estimation is more complicated. Therefore, the adjusted VGG19 (VGG19 has a higher depth than VGG16) is used to extract the higher-dimensional features of the PPG signal at less cost to learn the higher-dimensional and more complex mapping relationship between the SBP and the PPG signal. In this study, the adjusted VGG19 model has 16 convolutional layers, the output of the 16th convolutional layer is used as the extracted feature vector, and the output of the entire network is used as the staged estimate. Considering the relationship between SBP and DBP [7, 39], we refer to Ref. 25 and take the phase estimation of DBP as the extended filling of the SBP feature vector. Similarly, we take the phase estimation of SBP as the ample filling of the DBP feature vector and then use it as the input vector of LSTM for the final BP estimation.

Figure 2. Preprocessing steps and segmentation extraction process.
The second neural network in each part is an LSTM network stacked by two lstmLayer and two fully-connected-Layer. The LSTM network is a particular structure of the RNN network, which can learn long-term dependence information, that is, the long-term dependence relationship of the input vector [40]. So we use the LSTM network to estimate the blood pressure value based on its characteristics and the adjusted features extracted by the VGG network, so the time change of the PPG signal segment can be well learned by the LSTM network so that it can be estimated based on all previous PPG signal segments. The current blood pressure value.

3. Experimental Result

3.1. Model

In the first part, two adjusted VGG19 models are used to estimate the corresponding SBP and DBP values, and the characteristic vectors of systolic and diastolic blood pressure are extracted. Through continuous testing, finally selected parameters, as shown in figure 4, the input is a 1×250×1 PPG signal segment, each VGG contains a total of 5 convolution-al layer stacks, a total of 16 convolutional layers, all convolutional layers, The size of the convolution kernel is 1×5, but the number of convolution kernels in each convolution layer stack is different, which are 8, 16, 32, 64, 32. After each convolution layer stack, a 1×3 average pooling layer with a step size of 2. Compared with the original VGG19 net-work model, all hidden layers also contain a linear normalization layer and a ReLU layer. The last is a channel with 1 Fully connected layer because the VGG19 model includes a total of 3 fully connected layers, which causes the model to use too many parameters. Still, we found through experiments that removing the two layers of fully connected does not have too much impact on performance, so after adjustment, The VGG19 model reduces two fully connected layers than the original model. In this study, the output of the 16th convolutional layer containing 448 elements is used as the extracted feature vector, and the output of the entire network is used as a staged BP estimate to expand the feature vector. Finally, a vector containing 449 elements is used as the following step Input to the LSTM network. To compare the performance of our model and the traditional CNN model, we reproduced the experiments of other researchers, and the experimental results will be introduced in detail in section 3.3.
3.2. LSTM

In the second part, two stacked long and short-term memory networks are used to estimate the final BP value. As shown in figure 5, after many experiments, the first layer of LSTM is finally determined as 64 units, and the second layer is selected as 32 units. The input of this part is the feature vector containing 448 elements described in Section 3.1. In addition, because the relationship between PPG and BP is not unique, the blood pressure value of the same PPG shape is not necessarily the same [22, 23]. Therefore, we use the cropping technique to extend the training set [21, 22], and the experiment proves that the data set enhanced by this method can better describe the possible time-domain relationship.

3.3. Model Performance

As shown in table 1, we have compared the performance of 4-layer convolutional CNN, VGG, and our model through experiments. We can find that the version of the unadjusted VGG model is even worse than that of 4-layer convolutional CNN. By adjusting the VGG model, all aspects of its performance have been greatly improved, and the standard deviations of SBP and DBP have been down from 7.9135mmHg and 3.6505mmHg to 5.9216mmHg and 2.9902mmHg, respectively.

|       | SBP RMSE | SBP MAE  | SBP ME   | SBP STD | DBP RMSE | DBP MAE  | DBP ME   | DBP STD |
|-------|----------|----------|----------|---------|----------|----------|----------|---------|
| CNN [22] | 7.8519   | 5.3562   | -0.1269  | 7.8513  | 3.3930   | 2.3544   | -0.1119  | 3.3913   |
| VGG19  | 7.9618   | 5.7956   | -0.0935  | 7.9135  | 3.6728   | 2.4563   | -0.4049  | 3.6505   |
| Adjusted VGG19 | 5.9237   | 3.6467   | -0.3667  | 5.9216  | 3.0105   | 2.0613   | -0.3509  | 2.9902   |

Table 1. The performance of our model, CNN and VGG19.
The box-and-whisker plots of the three methods are shown in figure 6, and the mean and shape of the error distribution of the three methods can be clearly seen. Figure 7 shows the regression curves of the three methods for SBP estimation, and figure 8 shows the regression curves of the three methods for DBP estimation. According to the Pearson’s correlation coefficient ($R = \frac{\text{cov}(X, Y)}{\sigma_X \cdot \sigma_Y}$), it can be seen that the difference in performance results in a different $R$ value. The higher the performance, the greater the $R$ value. After adding the LSTM network to our model, we give the Bland–Altman diagrams of the final estimation results of SBP and DBP, as shown in figure 9.

![Figure 6. The box-and-whisker plots of estimation error for (a) SBP and (b) DBP.](image)

![Figure 7. Comparison of SBP regression graphs of three networks (a) CNN (b) VGG19 (c) Adjusted VGG19.](image)

![Figure 8. Comparison of DBP regression graphs of three networks (a) CNN (b) VGG19 (c) Adjusted VGG19.](image)
Figure 9. Bland-Altman plot of the algorithm for (a) SBP estimation and (b) DBP estimation.

3.4. Comparison of Model Performance with British Hypertension Society (BHS) Standards

Figure 10 shows the error distribution diagram of the final estimation result. Table 2 compares our model performance with the British Hypertension Society (BHS) standard. It can be seen that our model estimates SBP and DBP, the cumulative error frequency is less than 5mmHg. The proportions reached 83.98% and 94.91%, the ratios of less than 10mmHg reached 96.69% and 99.09%, and the balances of less than 15mmHg reached 98.98% 99.78%, all of which reached the A-level standard.

Figure 10. Error distribution of final estimation results (a) SBP estimation and (b) DBP estimation.

Table 2. Comparison of model performance with BHS standard.

| Cumulative Frequency of Error | <5mmHg | <10mmHg | <15mmHg |
|------------------------------|--------|---------|---------|
| Grade A                      | 60%    | 85%     | 95%     |
| Grade B                      | 50%    | 75%     | 90%     |
| Grade C                      | 40%    | 65%     | 85%     |
| Our SBP                      | 83.98% | 96.69%  | 98.98%  |
| Our DBP                      | 94.91% | 99.09%  | 99.78%  |

3.5. Comparison of Model Performance with Advancement of Medical Instrumentation (AAMI) Standard

As shown in table 3, by comparing our model with the Advancement of Medical Instrumentation (AAMI) standard, the mean error (ME) and standard deviation (STD) of our model for SBP estimation are 1.7342mmHg 4.9606mmHg, respectively, the average
of the DBP estimation. The error (ME) and standard deviation (STD) are 0.7827 mmHg and 2.77 mmHg, respectively, which all meet the AAMI standard.

|                  | ME      | STD      | Subject |
|------------------|---------|----------|---------|
| **Estimation Error** | <5 mmHg | <8 mmHg  | >85     |
| **Our SBP**      | 1.7342 mmHg | 4.9606 mmHg | 200     |
| **Our DBP**      | 0.7827 mmHg | 2.77 mmHg  | 200     |

3.6. Comparison with Other Models

In order to verify the performance of our model, we reproduced the non-invasive continuous blood pressure model proposed by some researchers, as shown in Table 4. All models use the same data set and standard. By comparing the amount of sample data and the root mean square error, average error, and standard deviation of the estimated BP value, the model we proposed is more universal and has better performance.

| Method                          | Subject | SBP RMSE | SBP ME | SBP STD | DBP RMSE | DBP ME | DBP STD |
|--------------------------------|---------|----------|--------|---------|----------|--------|---------|
| Regression [20]                | 27      | -        | -0.39  | 5.04    | -        | -0.03  | 4.26    |
| Linear Regression [23]         | 22      | -        | 1.32   | 1.03    | -        | 0.93   | 0.84    |
| Machine Learning [41]          | 51      | 11.23    | -      | -       | 18.74    | -      | -       |
| CNN-LSTM [22]                  | 200     | 6.1      | 0.84   | 6.04    | 3.12     | 0.97   | 2.84    |
| **Our result**                 | 200     | 5.25     | 1.73   | 4.96    | 2.85     | 0.78   | 2.77    |

4. Discussion and Conclusion

Our research estimates SBP and DBP by replacing CNN, RNN, or other low-depth networks with adjusted VGG networks and uses deeper neural networks to extract higher-latitude features in PPG signals. The model refers to the two independent paths and multi-stage models proposed by other researchers so that each direction in the model architecture can be independently extracted and estimated. This method improves the sensitivity of the model while taking into account the correlation between SBP and DBP. The estimated value of the first-stage model is used as the extracted feature. Then it is extended to the feature vector of another path and used as the input of the second-stage LSTM network model. The first stage of the model emphasizes local high-dimensional features extracted through multi-layer convolution. The second stage emphasizes time-domain correlation, which strengthens this connection through planting technology.

Traditional hand co-extraction features will be affected by age changes or diseases. The drastic changes in the PPG signal will cause the hand co-extraction features to be less credible, so we use machine learning to extract high-dimensional features, which is more robust.

CNN can extract features at different scales and share weights. Compared with a fully connected network, it reduces memory usage, but VGG can learn characteristics of higher dimensions at a more negligible cost. Under the premise of the same convolutional field of view, there are fewer parameters to learn.
LSTM can determine the time-domain changes of the PPG signal, thereby improving the accuracy of the model. Because LSTM uses feedback connections to memorize the representation of the current event, this solves the shortcoming that manual features cannot extract long-term dependencies.

Through the combination of the two network models, our model accuracy has been further improved. Both BHS and AAMI standards have proven the accuracy of our model.

In addition, although we have achieved the extraction of higher-dimensional features at a more negligible cost by increasing the number of network layers and reducing the size of the convolution kernel, it still reduces the operating efficiency of the model. You can reduce the number of network layers to ensure a sure accuracy. In the case of the operating efficiency of the model is further improved, and at the same time, some reasonable manual features can also be added to expand the feature vector extracted by machine learning so as to select a better feature set.
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