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Continuous-time quantum walks and adiabatic quantum evolution are two general techniques for quantum computing, both of which are described by Hamiltonians that govern their evolutions by Schrödinger’s equation. In the former, the Hamiltonian is fixed, while in the latter, the Hamiltonian varies with time. As a result, their formulations of Grover’s algorithm evolve differently through Hilbert space. We show that this difference is fundamental; they cannot be made to evolve along each other’s path without introducing structure more powerful than the standard oracle for unstructured search. For an adiabatic quantum evolution to evolve like the quantum walk search algorithm, it must interpolate between three fixed Hamiltonians, one of which is complex and introduces structure that is stronger than the oracle for unstructured search. Conversely, for a quantum walk to evolve along the path of the adiabatic search algorithm, it must be a chiral quantum walk on a weighted, directed star graph with structure that is also stronger than the oracle for unstructured search. Thus the two techniques, although similar in being described by Hamiltonians that govern their evolution, compute by fundamentally irreconcilable means.
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I. INTRODUCTION

Grover’s quantum search algorithm [1] is ubiquitous in quantum information processing [2], and its formulation into various quantum computing paradigms reveals major developments of the field. Grover’s original unstructured search algorithm in 1996 was proposed in an era when the quantum circuit model was the only mainstream paradigm for quantum computing, so it consists of a series of quantum gates applied in discrete-time. When analog quantum computing was developed by Farhi and Gutmann in 1998 [3], where the system evolves in continuous-time by Schrödinger’s equation, Grover’s algorithm was the first algorithm to be formulated in this new model. When quantum walks were popularized as algorithmic tools, the search problem was soon investigated [4], and Farhi and Gutmann’s algorithm was shown to be a quantum walk [5]. Another model of analog quantum computing by Schrödinger evolution emerged in 2000 [6], this time based on the adiabatic theorem with a time-dependent Hamiltonian. This was also developed by Farhi and Gutmann, in collaboration with Goldstone and Sipser, and was likely partly motivated by their previous work. Again, unstructured search was one of the first problems considered [6], although it took some additional work by Roland and Cerf to get a square-root speedup [7]. Thus when new models for quantum computing develop, new formulations of Grover’s algorithm immediately or soon follow.

Since Grover’s algorithm is a common thread across each paradigm, it is natural to compare different formulations of it. Some prior work on such comparisons include Roland and Cerf’s [8] connection between Grover’s original circuit-based algorithm, Farhi and Gutmann’s analog algorithm, and their local adiabatic algorithm; and Krovi, Ozols, and Roland’s [9] link between discrete-time quantum walks (or Markov chains) and adiabatic quantum computing. In this paper, we focus on continuous-time quantum walks and adiabatic quantum computing, both of which evolve in continuous-time by Schrödinger’s equation. But rather than focus on their similarities as in [8], we focus their differences.

In continuous-time quantum walks, the Hamiltonian and its eigenstates are fixed throughout the evolution (with the exception of multi-stage quantum walks, which are fixed for each stage [10–12], and nonlinear quantum walks, whose Hamiltonians vary to keep the eigenstates fixed [13–15]). In adiabatic quantum computing, however, the Hamiltonian is intentionally varied, such that the system stays in its instantaneous ground state [6]. Thus fixed eigenstates are used for one, and time-varying eigenstates are required for the other.

Comparing Grover’s algorithm in these two models shows that they evolve through Hilbert space along significantly different paths. Here, we examine the reasons for this difference, showing why, under reasonable conditions, this difference cannot be overcome. To do this, we review Grover’s algorithm [1] in Section II, followed by Farhi and Gutmann’s [3] quantum walk analogue in Section III, emphasizing that they follow far different paths [16]. This contrasts with Roland and Cerf’s local adiabatic version [7] in Section IV, which does follow the same path as Grover’s algorithm [8]. In Section V, we deter-
FIG. 1. Evolution of quantum algorithms on the Bloch sphere with the marked vertex $|w\rangle$ at the North Pole, the equal superposition of unmarked vertices $|r\rangle$ at the South Pole, and $N = 1024$: (a) Grover’s original discrete-time search algorithm, (b) Farhi and Gutmann’s quantum walk analogue, (c) Roland and Cerf’s adiabatic analogue, and (d) Fenner’s quantum walk.

FIG. 2. The complete graph with $N = 6$ vertices for Farhi and Gutmann’s quantum walk search algorithm.

II. GROVER’S ORIGINAL ALGORITHM

We begin by reviewing Grover’s original discrete-time algorithm for solving the unstructured search problem. Given a computational basis $\{|1\rangle, \ldots, |N\rangle\}$ of an $N$-dimensional Hilbert space, the unstructured search problem is to find a “marked” basis state $|w\rangle$ by querying an oracle $R_w$ that flips the sign of $|w\rangle$ while leaving the other basis states alone. That is, $R_w$ is a reflection through $|w\rangle$. Note this oracle only responds “yes/no” as to whether a basis state is marked by applying a phase; it does not drive evolution between states alone. The system $|\psi\rangle$ begins in the equal superposition $|s\rangle$ of the basis states:

$$|s\rangle = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} |i\rangle.$$

Grover’s algorithm acts on this by repeatedly applying

$$U = R_{s^\perp} R_w,$$  

where $R_{s^\perp}$ is a reflection through $|s^\perp\rangle$. These two reflections yield an overall rotation [2, 19], and the system evolves in a 2D subspace spanned by $|w\rangle$ and the equal superposition of unmarked states

$$|r\rangle = \frac{1}{\sqrt{N-1}} \sum_{i \neq w} |i\rangle.$$

We can visualize the evolution in this 2D subspace as points on the Bloch sphere with $|w\rangle$ and $|r\rangle$ as the North and South Poles, respectively, as shown in Fig. 1a. The system starts near the South Pole and takes fixed-length steps towards the North Pole. Since $|\psi\rangle$ is a superposition of $|w\rangle$ and $|r\rangle$ with real coefficients, the points lie on the Bloch sphere’s $xz$-plane. After roughly $\pi \sqrt{N}/4$ applications of $U$, the system is rotated near the North Pole, so we have found $|w\rangle$ with probability near 1.

III. SEARCH BY QUANTUM WALK

Now let us formulate Grover’s algorithm in analog computational models, here as a quantum walk and next as an adiabatic evolution. As a quantum walk [4], the $N$ vertices of a graph can be used to label computational basis states $\{|1\rangle, \ldots, |N\rangle\}$, and we search for a marked vertex $|w\rangle$ by querying an oracle. In continuous-time [5], the system $|\psi\rangle$ evolves from the equal superposition $|s\rangle$ over the vertices by Schrödinger’s equation

$$i \frac{d}{dt} |\psi\rangle = H |\psi\rangle,$$
with Hamiltonian
\[ H = -\gamma A - |w\rangle\langle w|, \]  
where \( \gamma \) is the jumping rate, \( A \) is the adjacency matrix of the graph \( (A_{ij} = 1 \text{ if } i \text{ and } j \text{ are connected, and } 0 \text{ otherwise}) \) that effects the quantum walk [20], and \( |w\rangle\langle w| \) is a Hamiltonian oracle [21] that marks the vertex to be found. This oracle is precisely the continuous-time version of the reflection \( R_{\alpha} \) in Grover’s original discrete-time algorithm because alone it evolves the marked vertex by a phase, \( e^{-i|w\rangle\langle w|} = e^{-i|w|} \), while leaving unmarked vertices unchanged. Thus it is the continuous-time version of a yes/no oracle.

Grover’s problem is unstructured search, so it is search on the complete graph of \( N \) vertices [5], an example of which is shown in Fig. 2. In this case, the adjacency matrix has zeros on the diagonal and ones everywhere else. Since adding a multiple of the identity matrix only contributes a global, unobservable phase, we add \(-\gamma I\) to the Hamiltonian, yielding \(-\gamma(A + I) - |w\rangle\langle w|\), which is
\[ H = -\gamma N|s\rangle\langle s| - |w\rangle\langle w|. \]  
When \( \gamma = 1/N \) [5], this Hamiltonian (4) equals the one introduced by Farhi and Gutmann to solve Grover’s problem [22], so their algorithm is actually a quantum walk on the complete graph. In this regard, Farhi and Gutmann’s algorithm is the unique continuous-time quantum walk formulation of Grover’s algorithm, up to a global phase. Using their results [3], the Hamiltonian in the \{\{|w\rangle, |r\rangle\}\} basis is
\[ H = -\frac{1}{N} \left( \frac{N+1}{\sqrt{N-1}} \text{cos} \left( \frac{\gamma N}{\sqrt{N-1}} \right) + i \text{sin} \left( \frac{\gamma N}{\sqrt{N-1}} \right) \right). \]  

Applying the time-evolution operator \( e^{-iHt} \) to the initial state \(|s\rangle\), the state of the system at time \( t \) is
\[ |\psi(t)\rangle = e^{it} \left( \frac{1}{\sqrt{N}} \text{cos} \left( \frac{\gamma N}{\sqrt{N-1}} \right) + i \frac{1}{\sqrt{N}} \text{sin} \left( \frac{\gamma N}{\sqrt{N-1}} \right) \right) \]  
Thus the system reaches a success probability of 1 at time \( \pi \sqrt{N}/2 \).

Since the system evolves in the same 2D subspace spanned by \{\{|w\rangle, |r\rangle\}\}, we again visualize the evolution on the Bloch sphere [23], as shown in Fig. 1b. This reveals what was first pointed out by Fenner [16]: Farhi and Gutmann’s algorithm evolves on a path far from, and slightly longer than, Grover’s.

**IV. ADIABATIC QUANTUM SEARCH**

Let us compare this to the adiabatic formulation of Grover’s algorithm. In adiabatic quantum computing [6], the system evolves by Schrödinger’s equation (2) with time-dependent Hamiltonian
\[ H(s) = (1 - s(t))H_0 + s(t)H_f, \]  
where the interpolation schedule \( s \) goes from 0 to 1 as the time \( t \) goes from 0 to the runtime \( T \). This interpolates between the initial Hamiltonian \( H_0 \) and final Hamiltonian \( H_f \). For the search problem, they are
\[ H_0 = I - |s\rangle\langle s|, \quad H_f = I - |w\rangle\langle w|, \]
so the initial ground state is the equal superposition \(|s\rangle\), which is the initial state of the system, and the final ground state is the marked state \(|w\rangle\) that we want to find. Note if we drop multiples of \( I \) from this adiabatic Hamiltonian, divide it by \( s \), and identify \( \gamma N = (1-s)/s \), we get Farhi and Gutmann’s quantum walk Hamiltonian (4); this observation, however, does not yield a fundamental equivalence, since we now vary the Hamiltonian with time rather than keep it fixed. The system evolves in the same 2D subspace spanned by \{\{|w\rangle, |r\rangle\}\}, in which the Hamiltonian (6) is
\[ H(s) = \begin{pmatrix} \frac{(1-s)N-1}{N} & \frac{1}{N} \pm \frac{\sqrt{N-1}}{N} \\ \frac{1}{N} \mp \frac{\sqrt{N-1}}{N} & \frac{(1-s)N-1}{N} \end{pmatrix}. \]
The (unnormalized) eigenvectors of this are
\[ \psi_{0,1}(s) = \frac{2(1-s)N(1-2s) \pm \sqrt{N-1}}{2 \sqrt{N-1}(1-s)} |w\rangle + |r\rangle \]  
with energy gap
\[ g(s) = \frac{\sqrt{N-4(N-1)s(1-s)}}{N}. \]  

The adiabatic theorem says that if the system evolves “much slower” than the reciprocal of the energy gap squared [24], then the system stays in its instantaneous ground state throughout its evolution. For search, this means the system would evolve from \(|s\rangle\) to \(|w\rangle\), succeeding. The energy gap (9) is shown in Fig. 3a, and Roland and Cerf showed that the interpolation schedule
\[ t = \frac{N}{2 \epsilon \sqrt{N-1}} \left\{ \tan^{-1} \left( \sqrt{N-1}(2s-1) \right) + \tan^{-1} \left( \frac{\sqrt{N-1}}{1} \right) \right\}, \]  
FIG. 3. For adiabatic quantum search with \( N = 64 \): (a) the energy gap \( g(s) \) in (9) for \( s \in [0,1] \), and (b) Roland and Cerf’s schedule \( s(t) \) as \( t \in [0:T] \) with \( \epsilon = 1 \).
whose inverse is plotted in Fig. 3b, locally satisfies the adiabatic theorem, so it evolves quickly when the gap is large and slowly when the gap is small [7]. With this schedule, the algorithm takes total time

$$T = \frac{N}{\epsilon \sqrt{N - 1}} \tan^{-1} \left( \sqrt{N - 1} \right) \approx \frac{\pi}{2\epsilon \sqrt{N}}$$  \hspace{1cm} (11)$$

to evolve to its final state $|\psi(s = 1)\rangle$. From Rezakhani, Pimachev, and Lidar’s [25] explicit evolution of the time-dependent Schrödinger equation, when the runtime scales as

$$T = O \left( \sqrt{N} \ln \left( \frac{1}{\delta} \right) \right),$$

then the adiabatic error, which measures how far the system is from its true final ground state $|w\rangle$, is upper bounded by $\delta$:

$$\sqrt{1 - |\langle w|\psi(s = 1)\rangle|^2} \leq \delta.$$  \hspace{1cm} (12)

Thus evolving with constant $\epsilon$ yields an $O(\sqrt{N})$ runtime, which implies that $\ln(1/\delta)$ is a nonzero constant, so $\delta$ is a constant less than 1. Thus the adiabatic error is upper bounded by a constant less than 1, and we have an $O(\sqrt{N})$ search algorithm, even with an expected constant number of repetitions, on average.

Although constant $\epsilon$ yields an $O(\sqrt{N})$ search algorithm, the state may be far from its instantaneous ground state $\psi_0(s)$ from (8). If $\epsilon$ scales less than a constant so that it decreases with $N$, however, then it does follow $\psi_0(s)$ for large $N$. Since $\psi_0(s)$ is spanned by $\{|w\rangle, |r\rangle\}$, we plot its evolution on the Bloch sphere in Fig. 1c, and it stays in the $xz$-plane because it always has real coefficients, following the same path as Grover’s algorithm [8].

V. ADIABATIC EVOLUTION FOLLOWING QUANTUM WALK SEARCH

We have seen that the adiabatic algorithm follows the same path as Grover’s original algorithm, but is far from Farhi and Gutmann’s quantum walk. Now we determine what adiabatic algorithm does follow the same path as the quantum walk search algorithm in Fig. 1b. To do this, we find what time-dependent Hamiltonian $H(t)$ has (5) as its ground state.

To simplify the notation, we drop the global phase of (5) and name its amplitudes $\alpha$ and $\beta$, i.e.,

$$\alpha(t) = \frac{1}{\sqrt{N}} \cos \left( \frac{t}{\sqrt{N}} \right) + i \sin \left( \frac{t}{\sqrt{N}} \right)$$

$$\beta(t) = \sqrt{\frac{N - 1}{N}} \cos \left( \frac{t}{\sqrt{N}} \right).$$

Then we want the ground state of the adiabatic Hamiltonian $H(t)$ to be

$$|\psi_0(t)\rangle = \alpha(t)|w\rangle + \beta(t)|r\rangle.$$
So the energy gap is
\[ g = \sqrt{\frac{2\sqrt{s(1-s)}}{\epsilon \sqrt{N}}} \]

Since \( \lambda_0 = -\lambda_1 \), the energy gap is \( g(s) = 2\lambda_1 \), or \( \lambda_1 = g(s)/2 \). Thus
\[ \lambda_1(s) = \sqrt{\frac{s(1-s)}{4\epsilon^2 N}}. \]

Putting everything together, the adiabatic Hamiltonian that follows the quantum walk search algorithm’s evolution is
\[ H(s) = \sqrt{\frac{s(1-s)}{4\epsilon^2 N}} \left[ (1-s)H_0 + sH_f + \sqrt{s(1-s)}H_e \right]. \]

Now let us discuss the consequences of this Hamiltonian, aside from it being complex rather than real. Consider each of the three Hamiltonians comprising it. \( H_0 \) has ground state \( |s\rangle \) and excited state \( |s^\perp\rangle \) with respective eigenvalues \(-1\) and \(1\). Thus it can be written as
\[ H_0 = |s^\perp\rangle \langle s^\perp| - |s\rangle \langle s|. \]

Similarly, \( H_f \) has ground state \( |w\rangle \) and excited state \( |r\rangle \) with respective eigenvalues \(-1\) and \(1\), so it is
\[ H_f = |r\rangle \langle r| - |w\rangle \langle w|. \]

These look fairly similar to the initial and final Hamiltonians of the standard adiabatic quantum search algorithm (10), and most strikingly different is the extra Hamiltonian, which can be written as
\[ H_e = 2i\sqrt{\frac{N-1}{N}} \left( |r\rangle \langle w| - |w\rangle \langle r| \right). \]

This extra term changes everything. Rather than just having the \( |w\rangle \langle w| \) term in \( H_f \) serving as a standard yes/no Hamiltonian oracle [21], \( H_e \) acts much more powerfully. It introduces structure that drives evolution between \( |w\rangle \) and \( |r\rangle \), rather than just applying a phase to \( |w\rangle \). The power of this term is evident in the operator norm of \( H(s) \), which is \( \Theta(1/N^{1/4}) \) compared to \( \Theta(1) \) for the unstructured search Hamiltonian (6) and (7). So if \( H(s) \) were rescaled to have constant operator norm, it would have a constant energy gap and find \( |w\rangle \) in constant time. This confirms that the “oracle” is no longer a standard yes/no one, for which Grover’s \( \Theta(\sqrt{N}) \) runtime is optimal [3, 29]. Thus while there exists an adiabatic evolution that follows the same path as the quantum walk search algorithm, it abandons the typical notion of an oracle and so does not solve the search problem itself.

Since Farhi and Gutmann’s algorithm is, up to a global phase, the unique continuous-time quantum walk formulation of Grover’s algorithm, this suffices to prove that adiabatic quantum computing is unable to solve Grover’s algorithm in the same way as the quantum walk. Thus the two models compute by fundamentally irreconcilable means.

This irreconcilability is not a judgment on their computational power, of course. Both models are universal for quantum computing and are polynomially equivalent to the standard gate model [30, 31]. Both solve Grover’s problem in \( O(\sqrt{N}) \) time. Yet our result illustrates that how they compute is different, even though what they compute is the same.

VI. QUANTUM WALK FOLLOWING ADIABATIC QUANTUM SEARCH

For completeness, we now consider the converse: what quantum walk follows the same evolution as the adiabatic quantum search algorithm in Fig. 1c? Of course, we already know that the resulting quantum walk will not solve Grover’s problem, but it is enlightening to see how it deviates from Farhi and Gutmann’s algorithm.

In response to the observation that Farhi and Gutmann’s quantum walk search algorithm in Fig. 1b evolves far from Grover’s in Fig. 1a, Fenner [16] gave an alternative Hamiltonian
\[ H_F = \frac{i}{\sqrt{N}} \left( |w\rangle \langle s| - |s\rangle \langle w| \right) \]

that for some time interval exactly applies Grover’s iterate (1) [32]. This also evolves in the subspace spanned by \{\( |w\rangle, |r\rangle \}\}, and visualizing the evolution governed by this Hamiltonian on the Bloch sphere in Fig. 1d shows that it follows the same path as Grover’s algorithm, as expected.

Let us explicitly find the state \( |\psi_F(t)\rangle \) as it evolves by Fenner’s Hamiltonian (13). In the \{\( |w\rangle, |r\rangle \}\) basis,
\[ H_F = \frac{i}{\sqrt{N}} \begin{pmatrix} 0 & \sqrt{N-1} \\ -\sqrt{N-1} & 0 \end{pmatrix}. \]

Then the time-evolution operator
\[ e^{-iH_F t} = \begin{pmatrix} \cos \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) & \sin \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) \\ -\sin \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) & \cos \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) \end{pmatrix} \]

is simply a rotation by \( \sqrt{N-1}t/N \). Applying this to the initial state \( |s\rangle \), the state of the system at time \( t \) is
\[ |\psi_F(t)\rangle = \begin{pmatrix} \frac{1}{\sqrt{N}} \cos \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) + \frac{\sqrt{N}}{\sqrt{N}} \sin \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) \\ \frac{\sqrt{N}}{\sqrt{N}} \cos \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) - \frac{1}{\sqrt{N}} \sin \left( \frac{\sqrt{N-1} t}{\sqrt{N}} \right) \end{pmatrix}. \]

So the system reaches success probability 1 at time roughly \( \pi \sqrt{N}/2 \). Since this state has real amplitudes,
it stays in the $xz$-plane of the Bloch sphere. For important use later, we unnormalize the state so that the coefficient of $|r\rangle$ is 1:

$$
\psi_F(t) = \frac{\cos\left(\frac{\sqrt{N-1}}{N}t\right) + \sqrt{N-1}\sin\left(\frac{\sqrt{N-1}}{N}t\right)}{\sqrt{N-1}\cos\left(\frac{\sqrt{N-1}}{N}t\right) - \sin\left(\frac{\sqrt{N-1}}{N}t\right)}|w\rangle + |r\rangle.
$$

While Fenner’s Hamiltonian (13) does not take the form of a typical quantum walk (3), we show that it still has local transitions and is a type of quantum walk. The Hamiltonian (13) acts on computational basis states by

$$
H_F|i\rangle = \begin{cases}
\frac{i}{N} \sum_{j \neq w} |j\rangle, & i = w \\
\frac{w}{N} |w\rangle, & i \neq w
\end{cases}.
$$

Thus it takes amplitude from the marked vertex and transitions it to the other vertices with a factor of $-i/N$, and takes amplitude from the non-marked vertices and transitions it to the marked vertex with a factor of $i/N$. This can be drawn as shown in Fig. 4. Thus Fenner’s Hamiltonian effects a quantum walk on the star graph, with the central node “marked,” and with the edges directed and weighted so that leaving the central node has a weight of $-i/N$ and going into the central node has weight of $i/N$. Since these directions have conjugate phases $\pm i \equiv e^{\pm i\pi/2}$, it is a chiral quantum walk, which breaks time-reversal symmetry [17, 18]. Typical quantum walk search Hamiltonians have the quantum walk and oracle as separate terms as in (3), but with Fenner’s they are intertwined (13). Essentially, the “oracle” comes from the structure of the graph, where the search problem is to find the vertex with preferential treatment, i.e., the central node of the star graph. This is not a yes/no oracle as with regular search problems. This makes the “oracle” much more powerful. In fact, the operator norm of Fenner’s Hamiltonian is $1/\sqrt{N}$, in contrast to Farhi and Gutmann’s $1$. So if we rescaled Fenner’s Hamiltonian to be norm 1, it would search in constant time, which is unsurprising because a classical random walk would jump from an arm of the star graph in Fig. 4 to the marked center in one step, and the optimality of Grover’s algorithm is for yes/no oracles [3, 29], which Fenner’s is not. Even with these differences, it is still a quantum walk, albeit an atypical one that does not solve unstructured search. Note it is possible to define a chiral quantum walk search algorithm for unstructured search that retains the usual yes/no oracle term [33], but that differs from the structure here.

Furthermore, any quantum walk algorithm that evolves with real amplitudes, staying in the $xz$-plane of the Bloch sphere as adiabatic algorithms typically do, requires that the Hamiltonian be purely imaginary so that the time-evolution operator $e^{-i\hat{H}t}$ is real. But since the Hamiltonian must also be Hermitian, this implies that the terms on the diagonal must be real, not imaginary, which means they must be zero. This excludes the standard oracle $|w\rangle\langle w|$ in (4) because it would be on the diagonal. In addition, the off-diagonal terms must have conjugate phases $\pm i$ as in Fenner’s (13) so that $H$ is Hermitian. Thus for a quantum walk to evolve with real amplitudes like the adiabatic quantum search algorithm, it must be a chiral quantum walk and abandon the usual oracle. This reveals how the quantum walk must deviate from Farhi and Gutmann’s algorithm in order to simulate the adiabatic search algorithm.

We have shown that the ground state of Roland and Cerf’s adiabatic evolution and the state of Fenner’s quantum walk both follow the same path. Now we give two different arguments showing that their speeds are also identical when using Roland and Cerf’s schedule (10) with $\epsilon = 1$.

The first argument comes from analyzing the rotation rates. As shown by Roland and Cerf in Eqs. (32) and (37) of [8], their adiabatic algorithm with schedule (10) rotates with constant angular velocity $\epsilon\sqrt{N-1}/N$ for large $N$. From (14), Fenner’s algorithm applies rotations at constant angular velocity $\sqrt{N-1}/N$. Thus they yield the same rotation rate when $\epsilon = 1$ for large $N$.

The second argument proves an exact algebraic equivalence, which is true for all $N$, not just when it is large. Beginning with Fenner’s (unnormalized) state in (15), we multiply the top and bottom of the $|w\rangle$ coefficient by $\sin(\cdot)$, where the dot indicates $\sqrt{N-1}/N$:

$$
\psi_F(t) = \frac{\sin(\cdot)\cos(\cdot) + \sqrt{N-1}\sin^2(\cdot)}{\sqrt{N-1}\sin(\cdot)\cos(\cdot) - \sin^2(\cdot)}|w\rangle + |r\rangle.
$$

Now we want to substitute Roland and Cerf’s interpolation schedule (10) with $\epsilon = 1$, showing that it equals the adiabatic algorithm’s ground state. To do this, we rewrite the schedule using the trigonometric identity

$$
\tan^{-1}(\alpha) + \tan^{-1}(\beta) = \tan^{-1}\left(\frac{\alpha + \beta}{1 - \alpha\beta}\right) \mod \pi,
$$

which causes it to become [8]

$$
t = \begin{cases}
\frac{1}{2} \frac{N}{\sqrt{N-1}} \tan^{-1}\left(\frac{2s\sqrt{N-1}}{1-(N-1)(2s-1)}\right), & s \leq \frac{1}{2} \\
\frac{1}{2} \frac{N}{\sqrt{N-1}} \tan^{-1}\left(\frac{2s\sqrt{N-1}}{1-(N-1)(2s-1)}\right) + \pi, & s > \frac{1}{2}
\end{cases}.
$$

Let us call the arctangent factor in this $\theta$:

$$
\theta = \tan^{-1}\left(\frac{2s\sqrt{N-1}}{1-(N-1)(2s-1)}\right) + (\pi),
$$

FIG. 4. The weighted, directed star graph with $N = 6$ vertices for Fenner’s Hamiltonian, where the $\pm$ weights indicate $\pm i/N$.  

where the $\pi$ is added when $s > 1/2$. Then
\[
\cos \theta = \frac{2s - N(2s - 1)}{\sqrt{N} \sqrt{N(2s - 1)^2 + 4s(1-s)}} = \frac{2s - N(2s - 1)}{Ng}.
\]
Using this, $\cos(\cdot)$ and $\sin(\cdot)$ in (16) are:
\[
\cos(\cdot) = \cos \frac{\theta}{2} = \sqrt{1 + \cos \theta} = \sqrt{\frac{Ng + 2s - N(2s - 1)}{2Ng}},
\]
\[
\sin(\cdot) = \sin \frac{\theta}{2} = \sqrt{1 - \cos \theta} = \sqrt{\frac{Ng - 2s + N(2s - 1)}{2Ng}}.
\]
Then
\[
\sin(\cdot) \cos(\cdot) = \frac{2s\sqrt{N-1}}{2Ng},
\]
\[
\sin^2(\cdot) = \frac{Ng - 2s + N(2s - 1)}{2Ng}.
\]
Plugging these into Fenner’s state (16),
\[
\psi_F(s) = \frac{2s\sqrt{N-1} + \sqrt{N-1}[Ng - 2s + N(2s - 1)]}{2s(N-1) - [Ng - 2s + N(2s - 1)]} |w \rangle
\]
\[+ |r \rangle.
\]
Simplifying and rearranging,
\[
\psi_F(s) = -\sqrt{N-1} \left( g - 1 + \frac{2s}{g - 1} \right) |w \rangle + |r \rangle
\]
\[= -\sqrt{N-1} \left( 1 + \frac{2s(g+1)}{g^2 - 1} \right) |w \rangle + |r \rangle.
\]
Plugging in for $g^2$ using (9) and simplifying,
\[
\psi_F(s) = -\sqrt{N-1} \left( 2s \left[ 2 - 2s + N(-1 + g + 2a) \right] \right) |w \rangle + |r \rangle
\]
\[= \frac{2(1-s) - N(1-s) + Ng}{2\sqrt{N-1}(1-s)} |w \rangle + |r \rangle.
\]
But from (8), this is exactly $\psi_0(s)$, the ground state of the adiabatic algorithm. Thus the ground state of Roland and Cerf’s local adiabatic algorithm with $\epsilon = 1$ evolves identically to Fenner’s quantum walk. Put another way, equating $\psi_0(s)$ (8) and $\psi_F(t)$ (15), then solving for $t$ is terms of $s$, yields the schedule (10) with $\epsilon = 1$.

As previously discussed, since the adiabatic algorithm follows its ground state up to adiabatic error, $\epsilon$ must scale less than a constant for it to closely follow its ground state. Choosing this slows down the adiabatic evolution, but its state (up to adiabatic error) equals Fenner’s quantum walk when both algorithms are the same fraction of the way through their evolutions. If desired, Fenner’s Hamiltonian can also be rescaled so that the two algorithms evolve at the same speed.

VII. CONCLUSION

We have shown that the quantum walk and adiabatic quantum computing formulations of Grover’s algorithm solve the unstructured search problem through fundamentally irreconcilable means. For an adiabatic evolution to follow the same path as Farhi and Gutmann’s quantum walk search algorithm, which is the unique continuous-time quantum walk formulation of Grover’s algorithm, the Hamiltonian must be complex, not real, and introduce structure that is beyond the standard yes/no oracle that search problems presume. Similarly, for a quantum walk to follow the same path as Roland and Cerf’s adiabatic quantum search algorithm, it must be a chiral quantum walk with zeros on the diagonal that also introduces structure more powerful than the usual oracle. Thus the two quantum computational models can only simulate each other’s unstructured search algorithms by abandoning the usual computational and oracular conditions.
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