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Abstract. We give a rigorous, quantitative derivation of the incompressible Euler equation from the many-body problem for \( N \) bosons on \( \mathbb{T}^d \) with binary Coulomb interactions in the semiclassical regime. The coupling constant of the repulsive interaction potential is \( \frac{1}{\varepsilon^2 N} \), where \( \varepsilon \ll 1 \) and \( N \gg 1 \), so that by choosing \( \varepsilon = N^{-\lambda} \), for appropriate \( \lambda > 0 \), the scaling is supercritical with respect to the usual mean-field regime. For approximately monokinetic initial states with nearly uniform density, we show that the density of the first marginal converges to 1 as \( N \to \infty \) and \( \hbar \to 0 \), while the current of the first marginal converges to a solution \( u \) of the incompressible Euler equation on an interval for which the equation admits a classical solution. In dimension 2, the dependence of \( \varepsilon \) on \( N \) is essentially optimal, while in dimension 3, heuristic considerations suggest our scaling is optimal. To the best of our knowledge, our result is a new connection between quantum many-body systems and ideal hydrodynamics, complementing the previously known connection to compressible fluids. Our proof is based on a Gronwall relation for a quantum modulated energy with an appropriate corrector and is inspired by recent work of Golse and Paul [GP21] on the derivation of the pressureless Euler-Poisson equation in the classical and mean-field limits and of Han-Kwan and Iacobelli [HKI21] and the author [Ros21] on the derivation of the incompressible Euler equation from Newton’s second law in the supercritical mean-field limit. As a byproduct of our analysis, we also derive the incompressible Euler equation from the Schrödinger-Poisson equation in the limit as \( \hbar + \varepsilon \to 0 \), corresponding to a combined classical and quasineutral limit.

1. Introduction

The incompressible Euler equation

\[
\begin{align*}
\partial_t u + u \cdot \nabla u &= -\nabla p \\
\text{div } u &= 0 \\
u|_{t=0} &= u^0,
\end{align*}
\tag{1.1}
\]

describes the evolution of the velocity field \( u \) of an ideal fluid set on the periodic domain \( \mathbb{T}^d \) with scalar pressure \( p \) and initial datum \( u^0 \). Formally, one can obtain equation (1.1) from classical mechanics by considering the fluid as a continuum and applying Newton’s second law to infinitesimal fluid volume elements. See, for instance, [Tao18]. However, turning such reasoning into a rigorous proof is difficult, and an ongoing challenge is to derive Euler’s equation from more fundamental physical descriptions. This challenge is the concern of the present article, with the ultimate goal of going from the microscopic dynamics at the quantum level to the macroscopic dynamics of the fluid (1.1).

1.1. Background. Starting from classical mechanics, one possibility to derive Euler’s equation is to go from Newton to Euler by first passing to the mesoscopic description given by Boltzmann’s equation for the evolution of the distribution function in particle phase space. One can then derive the incompressible Euler equation from the Boltzmann equation in a suitable hydrodynamic scaling regime. We refer the interested reader to Saint-Raymond’s monograph [SR09] for further elaboration.
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Another possibility is to obtain incompressible Euler from the Vlasov-Poisson equation, which is a macroscopic/hydrodynamic description of Newton’s second law for a system of particles with binary Coulomb interactions. Following earlier work [BG94, Gre95, Gre96, Gre99], Brenier [Bre00] (see also [Mas01]) proved that the so-called quasineutral limit leads to the incompressible Euler equation (1.1). In turn, one can then attempt to derive the Vlasov-Poisson equation from Newton’s second law, by considering the position-velocity system

\[
\begin{align*}
\dot{x}_i &= v_i \\
\dot{v}_i &= -\lambda \sum_{1 \leq j \leq N, j \neq i} \nabla V(x_i - x_j), \quad i \in \{1, \ldots, N\}
\end{align*}
\]

in the mean-field limit as \( N \to \infty \) with coupling constant \( \lambda = \frac{1}{\varepsilon N} \), where \( N \) is the number of particles, \( \varepsilon > 0 \) is the quasineutral parameter, and \( V \) is the Coulomb potential. If \( \varepsilon \) is fixed, then as \( N \to \infty \), one expects the empirical measure of the system (1.2) to converge to a solution of the Vlasov-Poisson equation. In the classical plasma physics setting of Vlasov-Poisson, the distribution function models the evolution of electrons against a stationary background of positively charged ions. An important characteristic scale of the system is the Debye (screening) length, which is the scale at which charge separation in the plasma occurs. If the Debye length is much smaller than the length scale of observation, the plasma is called quasineutral, as it appears neutral to an observer. After a rescaling to dimensionless variables, the parameter \( \varepsilon \) acquires the meaning of the Debye length. For further comments on quasineutrality in plasmas, we refer to the surveys [Man05, GPI20a].

Unfortunately, going from Newton to Vlasov-Poisson for fixed \( \varepsilon > 0 \), let alone \( \varepsilon \to 0^+ \), is not fully understood. While the mean-field limit of (1.2) with regular \( V \) (e.g., globally \( C^{1,1} \)) \[ NW74, BH77, Dob79, Due21 \] or even just bounded force \( \nabla V \) \[ JW16 \] has been shown, the Coulomb case remains out of reach except in dimension 1 [Hau14]. The best results for singular potentials are limited to the strictly sub-Coulombic case \[ HJ07, HJ15 \] or are for Coulomb potentials with short-distance vanishing cutoff \[ BP16, Laz16, LP17, Gra21 \]. Only recently, has the Coulomb case—and even the super-Coulombic Riesz case—come in to reach for monokinetic initial data, for which the Vlasov-Poisson equation reduces to the pressureless Euler-Poisson equation, due to work of Duerinckx and Serfaty [Ser20b, Appendix].

Recently, Han-Kwan and Iacobelli [HKI21] rigorously derived Euler’s equation (1.1) directly from the Newtonian \( N \)-body problem (1.2) in the combined mean-field and quasineutral limit, assuming monokinetic initial data and imposing some restrictions on how slowly the coupling constant can vanish. The empirical measure of the system (1.2) converges to a probability measure on \( T^d \times \mathbb{R}^d \) which is uniform in space and concentrated in velocity on the solution to (1.1). Writing \( \varepsilon^2 N = N^\theta \) for suitable \( 0 < \theta < 1 \), this regime has the attractive interpretation of a supercritical mean-field limit—an interpretation we adopt in this paper. The terminology coined by Han-Kwan and Iacobelli stems from the fact that the force term in (1.2) is more singular than in the usual mean-field regime, since it formally diverges as \( N \to \infty \). The author [Ros21] later extended the range of scalings for which the supercritical mean-field limit is valid to \( \theta \in (1 - \frac{3}{4}, 1) \) and gave arguments for the sharpness of this range in all dimensions. We also mention that the combined mean-field and quasineutral regime has been studied in [GPI18, GPI20b] without the monokinetic assumption, where the expected limiting equation is the so-called kinetic Euler equation, but only for very \( \varepsilon \) vanishing vary slowly as \( N \to \infty \).

Transitioning from classical to quantum, it is well-known that Newton’s second law of motion describes the effective dynamics of an interacting system of quantum particles in the semiclassical regime \( 0 < h \ll 1 \). The validity of this classical limit is known to hold at the microscopic level of the Schrödinger/von Neumann equation and the macroscopic level of the Hartree equation for certain potentials \( V \), including Coulomb \[ LP93, MM93, CMS98, APPP11, PLP12, AKN13a, AKN13b, BPSS16, Laf19, Saf20b, Saf20a, LS20 \]. See the next subsection for the aforementioned equations.
The Hartree equation, in turn, is the mean-field limit of the Schrödinger/von Neumann equation. In the case of bosons of interest to this article, the Coulomb case, sometimes called Schrödinger-Poisson, has been treated with an explicit rate of convergence [EY01, RS09, Pic11], following earlier work for more regular potentials (e.g. bounded) [Spo80, BGM00]. Many authors have contributed to the mean-field theory when \( N \) is not necessarily Coulomb, and we refer to the surveys [Gal16, Ron20, Nap21] and references therein for further information. Several works [NSS1, Spo81, GMP03, FGS07, PP09, GMP16, GP17, GPP18, GP19, CLS21] have investigated the combined semiclassical and mean-field regimes for general potentials \( V \), as the \( \hbar \)-uniformity of the quantum \( N \)-body mean-field convergence rate implies mean-field convergence for the \( N \)-body classical dynamics. We remark that for fixed \( \hbar \), the state of knowledge in terms of allowable potential singularities is much better in the quantum, as opposed to classical, setting.

Recently, Golse and Paul [GP21] considered the Schrödinger/von Neumann equation in the combined semiclassical and mean-field regimes. Under some technical conditions, they proved that in the limit as \( \hbar \to 0^+ \), the density and current of the first marginal of the solution to the von Neumann equation with approximately monokinetic initial data converge to a solution of the pressureless Euler-Poisson equation. One may view the result of Golse-Paul as the quantum counterpart to the aforementioned result of Duerinckx and Serfaty [Ser20b, Appendix] on the derivation of the critical Euler-Poisson equation from Newton’s second law in the monokinetic regime.

### 1.2. Informal statement of results.

The preceding discussion, in particular the recent works [HK21, GP21], raises the interesting question of whether one can obtain a nontrivial limit from quantum dynamics in the semiclassical regime where the interaction potential has mean-field supercritical scaling. The purpose of this article is to affirmatively answer this question by showing that the limiting dynamics are given the incompressible Euler equation. This provides, to the best of our knowledge, a new connection between ideal hydrodynamics and quantum many-body systems, complementing the body of work on quantum hydrodynamics [Mad27, GM97, KMM19], in particular the known link between the Schrödinger equation and compressible fluids. We give here an informal statement of the results of the article. For a mathematically precise presentation, see Section 2.

For given \( \hbar, \varepsilon > 0 \) and \( N \geq 2 \), we consider the \( N \)-body quantum Hamiltonian

\[
H_{\hbar, \varepsilon, N} := \sum_{j=1}^{N} -\frac{\hbar^2}{2} \Delta_{x_j} + \frac{1}{N \varepsilon^2} \sum_{1 \leq j < k \leq N} V(X_j - X_k).
\]

\( N \in \mathbb{N} \) is the number of particles, which we think of as being large, while \( \hbar \) is the semiclassical parameter and \( \varepsilon > 0 \) is a parameter which deviates the scaling from the usual mean-field. We think of both \( \hbar \) and \( \varepsilon \) as being small. \( \Delta_{x_j} \) denotes the Laplacian on \( \mathbb{T}^d \) acting on the \( j \)-th particle. \( V \) is the Coulomb potential on \( \mathbb{T}^d \), i.e. the unique solution to \(-\Delta V = \delta_0 - 1\). The notation \( V(X_j - X_k) \) denotes the multiplication operator with symbol \( V(x_j - x_k) \). Note that the interaction is repulsive.

The evolution of a system of \( N \) bosons is governed by the Schrödinger equation

\[
\begin{align*}
\frac{\partial}{\partial t} \Phi_{\hbar, \varepsilon, N} &= H_{\hbar, \varepsilon, N} \Phi_{\hbar, \varepsilon, N} \\
\Phi_{\hbar, \varepsilon, N}|_{t=0} &= \Phi^0_{\hbar, \varepsilon, N} \quad (t, x_N) \in \mathbb{R} \times (\mathbb{T}^d)^N,
\end{align*}
\]

where \( x_N := (x_1, \ldots, x_N) \). Given a wave function \( \Phi^t_{\hbar, \varepsilon, N} \), we pass to the associated density matrix \( R^t_{\hbar, \varepsilon, N} := |\Phi^t_{\hbar, \varepsilon, N}\rangle \langle \Phi^t_{\hbar, \varepsilon, N}| \). An elementary computation shows that \( R^t_{\hbar, \varepsilon, N} \) is a solution to the

\[\text{\[1\text{We use here and throughout this article Dirac’s bra-ket notation: for } f, g, h \in L^2(\mathbb{T}^d), \text{ the operator } |f\rangle \langle g| : L^2(\mathbb{T}^d) \to L^2(\mathbb{T}^d) \text{ is defined by } (|f\rangle \langle g|)h = \langle g|h \rangle_x f. \text{ The integral kernel of } |f\rangle \langle g| \text{ is } f(x)\overline{g}(x').\]}

N-body von Neumann equation

\begin{align}
\begin{cases}
  i\hbar \partial_t R_{h,\varepsilon,N} = [H_{h,\varepsilon,N}, R_{h,\varepsilon,N}] \\
  R_{h,\varepsilon,N}|_{t=0} = R_{h,\varepsilon,N}^0,
\end{cases}
\end{align}

(1.5)

\((t, \xi_N) \in \mathbb{R} \times (\mathbb{T}^d)^N\).

Above, \([\cdot, \cdot]\) denotes the usual commutator bracket.

When \(N\) is very large, we are interested in statistics of the system. To this end, we consider the \(k\)-particle marginals, alternatively reduced density matrices, \(R_{h,\varepsilon,N;k}\) defined by tracing out \(N-k\) particles. Focusing on the 1-particle marginal \(R_{h,\varepsilon,N;1}\), the restriction to the diagonal of its integral kernel, denoted by \(\rho_{h,\varepsilon,N;1}\), defines a probability density function, which we refer to as the density of \(R_{h,\varepsilon,N;1}\). Using equation (1.5), one can show that \(\rho_{h,\varepsilon,N;1}\) satisfies the conservation law

\begin{align}
\begin{cases}
  \partial_t \rho_{h,\varepsilon,N;1} + \text{div} \ J_{h,\varepsilon,N;1} = 0 \\
  \rho_{h,\varepsilon,N;1}|_{t=0} = \rho_{h,\varepsilon,N;1}^0,
\end{cases}
\end{align}

(1.6)

where \(\rho_{h,\varepsilon,N;1}^0\) is the density of \(R_{h,\varepsilon,N;1}^0\) and \(J_{h,\varepsilon,N;1}\) is the current of \(R_{h,\varepsilon,N;1}\) (see (2.9) below for definition), which is a \(d\)-dimensional vector of signed Radon measures. As stated precisely in Theorem 2.1, we assume the initial datum \(R_{h,\varepsilon,N}^0\) to be nearly monokinetic and the initial density \(\rho_{h,\varepsilon,N}^0\) to be nearly uniform.

If \(\varepsilon + h + \frac{1}{N} \to 0^+\) and

\begin{align}
\frac{1 + (\log N)\mathbf{1}_{d=2}}{\varepsilon^2 N^{2/d} \to 0^+}
\end{align}

(1.7)

then we show (see Theorem 2.1) that the density \(\rho_{h,\varepsilon,N;1}^f\) converges to 1 and the current \(J_{h,\varepsilon,N;1}^f\) converges to \(u^f\), where \(u\) is the solution of the incompressible Euler equation (1.1), in the sense of measures. Above, \(\mathbf{1}(\cdot)\) denotes the indicator function for the argument \((\cdot)\). Thus, we give a rigorous derivation of the incompressible Euler equation from quantum many-body dynamics. Note that our assumed scaling allows for \(h\) and \(1/N\) to vanish at independent rates. Additionally, observe that we can interpret our scaling of the interaction potential as a supercritical mean-field limit by writing \(\varepsilon^2 N = N^\theta\) for \(\theta \in (1 - \frac{d}{2},1)\). This is exactly the same range obtained by the author \([Ros21]\) for the derivation of incompressible Euler from Newton’s second law. Finally, we remark that our proof is, in fact, quantitative: we give an estimate (see Remark 2.3) for the differences \(\rho_{h,\varepsilon,N;1}^f - 1\) and \(J_{h,\varepsilon,N;1}^f - u^f\) in a negative-order fractional Sobolev spaces, which holds for arbitrary \(h, \varepsilon, N\).

Let us mention that we are not the first to attempt to derive Euler’s equations from quantum dynamics. Most notably, Nachtergaele and Yau \([NY02, NY03]\) showed, under some technical conditions on the dynamics, that the Heisenberg evolution of the energy, momentum, and particle densities for fermions with short-range interactions converges to the compressible Euler equation in the hydrodynamic limit. The relationship of our work to \([NY02, NY03]\) is unclear given that we have different starting points (bosons vs. fermions), scaling limits (incompressible vs. compressible), and techniques (modulated energy vs. relative entropy).

That we are able to derive the dynamics of the incompressible Euler equation from that of the \(N\)-body Schrödinger/von Neumann equation raises the interesting question of what other structure of Euler’s equation can be similarly derived. For instance, the incompressible Euler equation is well-known to be a Hamiltonian flow on a Poisson manifold \([Arn06, EM70, Ov02, Khc09]\). The Schrödinger and von Neumann equations are similarly known to possess Hamiltonian structures. Given the recent work of the author together with Mendelson et al. \([MNP+20]\) on the rigorous derivation of the Hamiltonian structure of the nonlinear Schrödinger equation from the N-body Schrödinger equation (1.4) in a different asymptotic regime, it is natural to ask if the Hamiltonian
and other geometric structure of the Euler equation can be derived from that of (1.4) in the scaling regime of the present article. We leave this question for future investigation.

The same methods that permit our derivation of the incompressible Euler equation (1.1) from the von Neumann equation (1.5) in the combined classical and supercritical mean-field limits (alternatively, combined classical, quasineutral, and mean-field limits), also permit us to derive the incompressible Euler equation from the nonlinear Hartree equation (written in the formalism of density matrices)

\[
\begin{aligned}
\rho_{h,\varepsilon} &= R_{h,\varepsilon}|_{x=y}, \\
R_{h,\varepsilon}|_{t=0} = R_{0,\varepsilon}, \\
& \text{for } (t, x) \in \mathbb{R} \times \mathbb{T}^d,
\end{aligned}
\]

which is the mean-field limit of (1.5). For a pure state, equation (1.8) reduces to the Schrödinger-Poisson equation

\[
\begin{aligned}
i\hbar\partial_t \phi_{h,\varepsilon} &= -\frac{\hbar^2}{2} \Delta \phi_{h,\varepsilon} + \frac{1}{\varepsilon}(V * |\phi_{h,\varepsilon}|^2) \phi_{h,\varepsilon} \\
\phi_{h,\varepsilon}|_{t=0} = \phi_{h,\varepsilon}^0.
\end{aligned}
\]

Our result (see Theorem 2.7) proves convergence with an explicit rate, as \(h + \varepsilon \to 0^+\), of the density \(\rho_{h,\varepsilon}\) and current \(J_{h,\varepsilon}\) of (1.8) to the uniform distribution and the solution \(u\) of the incompressible Euler equation, respectively, provided that convergence holds in a suitable sense at initial time.

Previously, Puel [Pue02, Theorem 1.2] showed for the problem on \(\mathbb{R}^d\) that if the initial current \(J_{h,\varepsilon}^0\) of \(\phi_{h,\varepsilon}^0\) is divergence-free, square-integrable, and approximately monokinetic, then in the combined classical and quasineutral limits, a subsequence of the currents \(J_{h,\varepsilon}\) of \(\phi_{h,\varepsilon}\) converges in a certain weak topology to a dissipative solution of the incompressible Euler equation (1.1) with initial datum \(J_{h,\varepsilon}^0\). To our knowledge, such dissipative solutions are in general unknown to be unique, but they satisfy a weak-strong uniqueness principle so that uniqueness holds if \(J_{h,\varepsilon}^0\) is sufficiently regular (e.g. \(C^{1,\alpha}\)) [Lio96]. We note that Puel’s Theorem 1.2 does not give a rate of convergence, nor does the convergence hold in any norm sense, in contrast to our Theorem 2.7 stated below. Puel also proved an estimate (see Proposition 3.1 in the cited work) for the difference between the current \(J_{h,\varepsilon}^t\) and a smooth Euler solution \(u^t\). Although this result as stated does not give norm convergence and is only for pure states in \(\mathbb{R}^d\), for \(d = 3\), it is closely comparable to our Theorem 2.7.

1.3. Comments on the proof. Inspired by the aforementioned work of Golse and Paul [GP21] on the derivation of the pressureless Euler-Poisson equation from the many-body equation (1.5) in the combined classical and mean-field limits, the proof of Theorem 2.7 is based on a Gronwall-type relation for the quantum modulated energy

\[
G_{h,\varepsilon,N}(R_{h,\varepsilon,N}^t, u^t) := \frac{1}{N} \sum_{j=1}^N \text{Tr}_{N}
\left(\sqrt{\frac{R_{h,\varepsilon,N}^t}{h}} hDx_j - u^t(X_j) \right)^2 \\
+ \frac{1}{\varepsilon^2} \int_{(\mathbb{T}^d)^N} F_N(\mathcal{F}_N, 1 + \varepsilon^2 u^t) d\rho_{h,\varepsilon,N}(\mathcal{F}_N),
\]

where

\[
F_N(\mathcal{F}_N, 1 + \varepsilon^2 u^t) := \int_{(\mathbb{T}^d)^2} V(x - y) d\left(\frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 u^t \right)^\otimes 2(x, y).
\]

Above, \(\rho_{h,\varepsilon,N}^t\) is the density associated to \(R_{h,\varepsilon,N}^t\), \(Dx_j := -i\nabla x_j\), and \(u^t(X_j)\) is the vector-valued multiplication operator with symbol \(u^t(x_j)\). \(\triangle\) denotes the diagonal of \((\mathbb{T}^d)^2\). The trace is taken
over the N-particle Hilbert space $\mathcal{H}_N = L^2((\mathbb{T}^d)^N)$. $\mathcal{U}$ is a corrector about which we say more below. We abuse notation here and throughout the article by using the same symbol for both a measure and its density.

The first term in the right-hand side of (1.10) is the kinetic energy portion and is as in the Golse-Paul quantum modulated energy (see beginning of Section 3 in their work), except now $u$ solves the incompressible Euler equation rather than the pressureless Euler-Poisson equation. Note that by using the bosonic symmetry of $R^{\epsilon}_{h,\epsilon,N}$, we have the identity

$$
\frac{1}{N} \sum_{j=1}^{N} \text{Tr}_{\mathcal{H}_N} \left( \sqrt{R^{\epsilon}_{h,\epsilon,N}} |hD_{x,j} - u'(X_j)|^2 \sqrt{R^{\epsilon}_{h,\epsilon,N}} \right) = \text{Tr}_{\mathcal{H}} \left( \sqrt{R^{\epsilon}_{h,\epsilon,N;1}} |D - u'(X)|^2 \sqrt{R^{\epsilon}_{h,\epsilon,N;1}} \right),
$$

where now the trace is taken over the 1-particle Hilbert space $\mathcal{H} = L^2(\mathbb{T}^d)$ and the density matrices are the 1-particle marginals.

The second term in the right-hand side of (1.10), which is the potential energy portion, corresponds to the expectation of the classical modulated energy from Serfaty’s work [Ser20b] with inputs $\varphi_{\epsilon,N}$ and $1 + \epsilon^2 \mathcal{U}$, where the $\varphi_{\epsilon,N}$ are regarded as randomly distributed with law $\rho^{\epsilon}_{h,\epsilon,N}$. The quantity $F_N(\varphi_{\epsilon,N}, 1 + \epsilon^2 \mathcal{U})$ can be understood as a renormalization of the $\dot{H}^{-1}$ norm of $\frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} - 1 - \epsilon^2 \mathcal{U}$. Note that in contrast to the classical setting, the positions $\varphi_{\epsilon,N}$ are not time-dependent, reflecting the fact that there is not a precise notion of point-particle dynamics in the quantum setting. Observe that by symmetry with respect to permutation of particle labels, we have the identity

$$
\int_{(\mathbb{T}^d)^3} F_N(\varphi_{\epsilon,N}, 1 + \epsilon^2 \mathcal{U}) d\rho^{\epsilon}_{h,\epsilon,N}(\varphi_{\epsilon,N}) = \frac{(N-1)}{N} \int_{(\mathbb{T}^d)^2} V(x_1 - x_2) d\rho^{\epsilon}_{h,\epsilon,N;2}(x_1, x_2) - 2 \int_{\mathbb{T}^d} (-\Delta)^{-1}(1 + \epsilon^2 \mathcal{U})(x_1) d\rho^{\epsilon}_{h,\epsilon,N;1}(x_1) + \int_{(\mathbb{T}^d)^2} V(x - y) d(1 + \epsilon^2 \mathcal{U})^\otimes^2(x, y).
$$

Compared to the Golse-Paul functional, a key difference in our choice of (1.10) is the presence of the corrector $\epsilon^2 \mathcal{U} := \epsilon^2 \partial_{x\alpha}(u')^\beta \partial_{x\beta} (u')^\alpha$, with implicit summation over $\alpha, \beta$, the choice of which is motivated by the aforementioned work of Han-Kwan and Iacobelli [HK21] and the author [Ros21].

To understand the intuition behind the corrector, recall that the pressure $p$ is obtained from the velocity field $u$ through the Poisson equation $-\Delta p = \mathcal{U}$, which follows by taking the divergence of both sides of (1.1) and using that $u$ is divergence-free. As will be clear during the proof of Proposition 3.1 below, the corrector is necessary to cancel out a contribution of the pressure term when we compute the variation of the quantum modulated energy with respect to time (see (3.13)). The technical novelty of our work consists, in part, of showing that such a corrector may be incorporated into a suitable quantum modulated energy.

In some sense, the original functional used by Golse and Paul is the quantum analogue of the modulated energy used by Duerinckx and Serfaty [Ser20b Appendix] to derive the pressureless Euler-Poisson equation from the Newton’s second law with mean-field scaling in the monokinetic regime. Similarly, one may view our functional (1.10) as the quantum analogue of the modulated energy used by Han-Kwan and Iacobelli [HK21] and the author [Ros21] to derive the incompressible Euler equation from Newton’s second law with supercritical mean-field scaling in the monokinetic regime.

---

2Bohmian mechanics [de27, Boh52a, Boh52b], alternatively pilot-wave theory, attempts to supplement the Schrödinger wave function with a notion of particle trajectories. We refer the interested reader to the book [DT09] for further discussion on theory and to the survey [BO20] for some recent experimental developments.
Remark 1.1. As is by now well-known (see [Ser20b Proposition 3.3]), the functional $F_N(\mathbb{X}_N, \mu)$, for any bounded density $\mu$, is not necessarily a nonnegative quantity. But there is a constant $C_d > 0$, depending only on the dimension $d$, such that

\begin{equation}
F_N(\mathbb{X}_N, \mu) + \frac{C_d (1 + \|\mu\|_{L^\infty}) (1 + (\log N) 1_{d=2})}{N^{2/d}} \geq 0.
\end{equation}

Differentiating the functional $G_{\hat{h},\varepsilon,N}(R_{\varepsilon,N}^t, u^t)$ with respect to time (see Proposition 3.3), we find that to close our Gronwall argument, we need to estimate, among other terms, the expression

\begin{equation}
\frac{1}{\varepsilon^2} \left| \int_{(\mathbb{T}^d)^2 \Delta} (u^t(x) - u^t(y)) \cdot \nabla V(x - y) d \left( \frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathbb{1}^t \right) (x, y) \right|^2
\end{equation}

for a given configuration $\mathbb{X}_N = (x_1, \ldots, x_N) \in (\mathbb{T}^d)^N$. Such expressions were originally understood in terms of a stress-energy tensor structure [Due16, Ser20b]. Subsequently, they were reinterpreted in terms of a commutator that has been renormalized through the excision of the diagonal in order to allow for the singularity of the Dirac masses [Ros20b, NRS21]. We can estimate (see Proposition 3.3) the expression (1.15) in terms of $\frac{1}{\varepsilon^2} F_N(\mathbb{X}_N, 1 + \varepsilon^2 \mathbb{1}^t)$ up to an error of size $\frac{(1 + (\log N) 1_{d=2})}{N^{2/d} \varepsilon^2}$. It is at this step in the analysis where we obtain the scaling restriction (1.7).

We remark that $\frac{1 + (\log N) 1_{d=2}}{N^{2/d} \varepsilon^2}$ also appears in the lower bound (1.14) after multiplying both sides by $\varepsilon^{-2}$. It is known in the static case on $\mathbb{R}^d$ with a confining potential (e.g., see [RS16, Introduction]) that $\frac{1 + (\log N) 1_{d=2}}{N^{2/d}}$ gives the optimal scaling for the functional $F_N(\cdot, \cdot)$. If this is also the case in our dynamical setting, then we expect our scaling relation (1.7) to be sharp. Writing $\varepsilon^2 N = N^\theta$, we see that we can allow for $1 - \frac{2}{d} < \theta < 1$, just as in the author’s previous derivation of Euler from Newton [Ros21]. We leave the very interesting question of the effective limiting dynamics at and below the threshold $\theta = 1 - \frac{2}{d}$ for future investigation.

1.4. Organization of article. Let us briefly comment on the organization of the remaining body of the article. In Section 2 we introduce the basic notation of the paper (Section 2.1), review preliminary facts about the Cauchy problem for the von Neumann and Hartree equations (Section 2.2), and precisely state our main results Theorems 2.1 and 2.7 along with extensive commentary (Section 2.3). Section 3 is the main part of the article and devoted to the proofs of Theorems 2.1 and 2.7 along with the details behind the convergence assertions of Remark 2.3. The section consists of several subsections: Sections 3.1 to 3.3 prove the main quantum modulated energy estimate (2.17), Section 3.3 completes the proof of Theorem 2.1 and elaborates on Remark 2.3 and Section 3.5 completes the proof of Theorem 2.7.
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2. Presentation of results

In this section, we give a mathematically precise statement of the results of this paper, which we informally described in Section 1.2.

2.1. Basic notation. We introduce here the basic notation of the article.

Given nonnegative quantities $A$ and $B$, we write $A \lesssim B$ if there exists a constant $C > 0$, independent of $A$ and $B$, such that $A \leq CB$. If $A \lesssim B$ and $B \lesssim A$, we write $A \sim B$. To emphasize the dependence of the constant $C$ on some parameter $p$, we sometimes write $A \lesssim_p B$ or $A \sim_p B$. Similarly, we use $C$ for a generic constant, with subscripts to emphasize its dependence
on parameters. We denote the natural numbers excluding zero by \( \mathbb{N} \) and including zero by \( \mathbb{N}_0 \). We denote the positive real numbers by \( \mathbb{R}_+ \). Given \( N \in \mathbb{N} \) and points \( x_1, \ldots, x_N \) in some set \( X \), we will write \( x_N \) to denote the \( N \)-tuple \( (x_1, \ldots, x_N) \).

\( \mathcal{M}(\mathbb{T}^d) \) denotes the space of complex-valued Borel measures on \( \mathbb{T}^d \), and \( \mathcal{P}(\mathbb{T}^d) \) denotes the subspace of probability measures (i.e. elements \( \mu \in \mathcal{M}(\mathbb{T}^d) \) with \( \mu \geq 0 \) and \( \mu(\mathbb{T}^d) = 1 \)). For \( \mu \) absolutely continuous with respect to Lebesgue measure on \( \mathbb{T}^d \), we abuse notation by writing \( \mu \) for both the measure and its density function. We denote the Banach space of complex-valued continuous functions on \( \mathbb{T}^d \) by \( C(\mathbb{T}^d) \) equipped with the uniform norm \( \| \cdot \|_\infty \). More generally, we denote the Banach space of \( k \)-times continuously differentiable functions with bounded derivatives up to order \( k \) by \( C^k(\mathbb{T}^d) \) equipped with the natural norm. \( C^{k,\alpha} \) denotes the space of functions whose \( k \)-th order partial derivatives are \( \alpha \)-Hölder continuous, for \( 0 < \alpha \leq 1 \). We set \( C^\infty := \bigcap_{k=1}^\infty C^k \), and we use the subscript \( c \) to indicate functions with compact support. \( L^p(\Omega) \) denotes the usual Banach space of \( p \)-integrable functions with norm \( \| \cdot \|_{L^p} \). The space of distributions on \( \mathbb{T}^d \), equivalently periodic distributions on \( \mathbb{R}^d \), is denote by \( \mathcal{D}'(\mathbb{T}^d) \).

2.2. Quantum setup. We first expose the dynamics at the microscopic level of finite \( \hbar, \varepsilon, N \). This subsection follows, in part, the presentation of [GP21, Section 2].

We recall from the introduction that \( V \) denotes the element of \( \mathcal{D}'(\mathbb{T}^d) \)

\[
\frac{1}{(2\pi)^2} \sum_{k \in \mathbb{Z}^d : k \neq 0} e^{2\pi ik \cdot x} |k|^2,
\]

which is, in fact, an element of \( C^\infty(\mathbb{T}^d \setminus \{0\}) \) satisfying

\[
-\Delta V = \delta_0 - 1.
\]

Here and throughout the article, it is convenient to identify \( \mathbb{T}^d \) with \([\frac{-1}{2}, \frac{1}{2}]^d \) with periodic boundary conditions. Let \( V_{\mathbb{R}^d} \) denote the Coulomb potential on \( \mathbb{R}^d \):

\[
V_{\mathbb{R}^d}(x) := \begin{cases} \frac{-1}{2\pi} \log |x|, & d = 2 \\ c_d |x|^{2-d}, & d \geq 3, \end{cases}
\]

where the normalizing constant \( c_d = \frac{1}{d(d-2)|B(0,1/2)|} \). As is well-known, there exists a function \( V_{\text{loc}} \in C^\infty(\overline{B(0,1/4)}) \) such that

\[
V(x) = V_{\mathbb{R}^d}(x) + V_{\text{loc}}(x) \quad \forall x \in \overline{B(0,1/4)}.
\]

Let \( \mathcal{H} := L^2(\mathbb{T}^d) \) and \( \mathcal{H}_N := L^2((\mathbb{T}^d)^N) \cong \mathcal{H}^\otimes N \) be the 1-particle and \( N \)-particle Hilbert spaces, respectively. By Sobolev embedding and the Kato-Rellich theorem [RS75, Theorem X.12], the quantum Hamiltonian \( H_{h,\varepsilon,N} \) defined in (1.5) is a self-adjoint operator on domain \( H^2((\mathbb{T}^d)^N) \). Stone’s theorem [RS80, Theorem VII.8] tells us that \( H_{h,\varepsilon,N} \) generates a one-parameter unitary group \( \{e^{itH_{h,\varepsilon,N}}\}_{t \in \mathbb{R}} \) on the Hilbert space \( \mathcal{H}_N \).

Since we ultimately want to consider mixed states, let us start directly with the Cauchy problem for the von Neumann equation (1.5). To this end, we denote the usual Schatten spaces by \( \mathcal{L}^p(\mathcal{H}_N) \), for \( 1 \leq p \leq \infty \), with associated norm \( \| \cdot \|_p \). \( \mathcal{L}^1 \) are the trace-class operators, \( \mathcal{L}^2 \) Hilbert-Schmidt, and \( \mathcal{L}^\infty \) compact. The space of bounded operators on \( \mathcal{H}_N \) is denoted by \( \mathcal{L}(\mathcal{H}_N) \). The subset of \( \mathcal{L}^1 \) consisting of density matrices (i.e. nonnegative, self-adjoint operators with unit trace) on a given Hilbert space \( \mathcal{H} \) is denoted by \( \mathcal{D}(\mathcal{H}) \). In the case \( \mathcal{H} = \mathcal{H}_N \), we use the subscript \( s \) to denote those operators \( R_N \) which have bosonic symmetry:

\[
U_\sigma R_N U_\sigma^* = R_N \quad \forall \sigma \in \mathbb{S}_N,
\]

where

\[
U_\sigma \Phi(x_1, \ldots, x_N) := \Phi(x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(N)}).
\]
Given initial datum \( R^0_{h,\varepsilon,N} \in \mathcal{D}(\mathcal{H}_N) \), the unique solution to equation (1.5) in the class \( C(\mathbb{R}; \mathcal{D}(\mathcal{H}_N)) \) is given by

\[
R^t_{h,\varepsilon,N} := e^{-iH_{h,\varepsilon,N}/\hbar} R^0_{h,\varepsilon,N} e^{iH_{h,\varepsilon,N}/\hbar},
\]

Moreover, if \( R^0_{h,\varepsilon,N} \in \mathcal{D}_s(\mathcal{H}_N) \), then \( R^t_{h,\varepsilon,N} \in \mathcal{D}_s(\mathcal{H}_N) \) for all \( t \in \mathbb{R} \).

Any density matrix \( R_N \) on \( \mathcal{H}_N \) has an integral kernel, which we also denote by \( R_N \), with an abuse of notation. Since trace-class operators are a fortiori Hilbert-Schmidt, this kernel belongs to \( L^2((\mathbb{T}^d)^N \times (\mathbb{T}^d)^N) \). In fact, the map \( x \mapsto R_N(\cdot, + x) \) belongs to \( C((\mathbb{T}^d)^N; L^1((\mathbb{T}^d)^N)) \) [GP17, footnote 1, pp. 61-62]. Consequently, the kernel has a well-defined restriction to the diagonal denoted by \( \rho_N \) and called the density of \( R_N \). Since \( \rho_N \) is nonnegative pointwise a.e., belongs to \( L^1((\mathbb{T}^d)^N) \), and has unit integral, \( \rho_N \) is, indeed, a probability density function.

In addition to a density, a density matrix \( R_N \) on \( \mathcal{H}_N \) defines a current. Indeed, let \( D_{\mathbb{Z}_N} := -i \nabla_{\mathbb{Z}_N} \), where \( \nabla_{\mathbb{Z}_N} = (\nabla_{x_1}, \ldots, \nabla_{x_N}) \), and suppose that

\[
\text{Tr}_{\mathcal{H}_N} \left( \sqrt{R_N} D_{\mathbb{Z}_N} | \sqrt{R_N} \right) < \infty.
\]

Then for each \( k \in \{1, \ldots, N\} \) and \( \alpha \in \{1, \ldots, d\} \), we can use the Riesz representation theorem [RS80, Theorem IV.17] to define a signed Radon measure \( J^0_{k,N} \) on \( (\mathbb{T}^d)^N \) by the formula

\[
\int_{(\mathbb{T}^d)^N} \phi(x) dJ^0_{k,N}(x) := \text{Tr}_{\mathcal{H}_N} \left( \left( \phi(x) \sqrt{\frac{\hbar}{2}} D_{x_k} \right) R_N \right), \quad \forall \phi \in C((\mathbb{T}^d)^N).
\]

Here, \( \sqcup \) denotes the anti-commutator of two operators defined by

\[
A \sqcup B := AB + BA.
\]

The vector \( J_N := (J_{1,N}, \ldots, J_{N,N}) \), where \( J_k := (J^1_{k,N}, \ldots, J^d_{k,N}) \), is a signed Radon-measure-valued vector field called the current of \( R_N \).

Additionally, if \( R_N \in \mathcal{D}_s(\mathcal{H}_N) \), then we define the k-th marginal \( R_{N;k} \) to be the unique trace-class operator on the k-particle Hilbert space \( \mathcal{H}_k \) with the property

\[
\text{Tr}_{\mathcal{H}_k}(R_{N;k}A_k) = \text{Tr}_{\mathcal{H}_N}(R_N(A_k \otimes I_{\mathcal{H}_{N-k}})) \quad \forall A_k \in \mathcal{L}(\mathcal{H}_k),
\]

where \( I_{\mathcal{H}_{N-k}} \) denotes the identity operator on the \( (N - k) \)-particle Hilbert space \( \mathcal{H}_{N-k} \).

Suppose that \( R^0_{h,\varepsilon,N} \in \mathcal{D}_s(\mathcal{H}_N) \) is an N-particle bosonic density matrix satisfying the regularity condition

\[
\text{Tr}_{\mathcal{H}_N} \left( \sqrt{R^0_{h,\varepsilon,N}} \left( I_{\mathcal{H}_N} - \frac{\hbar^2}{2} \sum_{j=1}^N \Delta_{x_j} \right) \right)^2 \sqrt{R^0_{h,\varepsilon,N}} < \infty.
\]

If \( R_{h,\varepsilon,N} \) is the solution to (1.5) with initial datum \( R^0_{h,\varepsilon,N} \), then one can show (see [GP21] pp. 11-12) that \( |H_{h,\varepsilon,N} \sqrt{R^0_{h,\varepsilon,N}}|_2 \) is controlled by the left-hand side of (2.12), hence finite, for all \( t \in \mathbb{R} \). In particular, \( R^t_{h,\varepsilon,N} \) has finite, conserved energy \( \text{Tr}_{\mathcal{H}_N}(H_{h,\varepsilon,N} R^t_{h,\varepsilon,N}) \). Additionally, for such \( R^t_{h,\varepsilon,N} \), the quantum modulated energy \( G_{h,\varepsilon,N}(R^t_{h,\varepsilon,N}; u^t) \) is well-defined. Indeed, the kinetic term is finite by conservation of mass and energy together with \( u^t \in L^\infty \). To see that the potential term is finite, we use the identity (1.13). Note that

\[
\int_{(\mathbb{T}^d)^N} V(x_1 - x_2) dp^t_{h,\varepsilon,N;2}(x_1, x_2) \leq C_d + \frac{1}{N} \text{Tr}_{\mathcal{H}_N}(H_{h,\varepsilon,N} R^t_{h,\varepsilon,N}).
\]
Also, observe from (2.24) that \(|((\Delta)^{-1}(1+\varepsilon^2\mathbf{u}^t))|_{L^\infty} \leq_d \varepsilon^2\|\nabla u^t\|_{L^\infty}^2\), which is finite by assumption. Since \(\rho^t_{h,\varepsilon,N:1}\) is a probability density, it follows that

\[
(2.14) \quad \int_{\mathbb{T}^d} ((\Delta)^{-1}(1+\varepsilon^2\mathbf{u}^t))(x_1)d\rho^t_{h,\varepsilon,N:1}(x_1) + \int_{(\mathbb{T}^d)^2} V(x-y)d(1+\varepsilon^2\mathbf{u}^t)^{\otimes 2}(x,y) \lesssim_d \varepsilon^2\|\nabla u^t\|_{L^\infty}^2(1+\varepsilon^2\|\nabla u^t\|_{L^\infty}^2).
\]

Lastly, we discuss the 1-particle mean-field dynamics of the nonlinear Hartree equation (1.8). If the initial datum \(R^0_{h,\varepsilon}\) satisfies the regularity condition

\[
(2.15) \quad \text{Tr}_H(\sqrt{R^0_{h,\varepsilon}}|D|^4 \sqrt{R^0_{h,\varepsilon}}) < \infty,
\]

then it is classical (e.g., see [BDPF76]) that the Cauchy problem (1.8) admits a unique, global solution \(R_{h,\varepsilon}\in C(\mathbb{R}; D(H))\). Moreover, if we introduce the 1-particle time-dependent Hamiltonian (i.e. the mean-field Hamiltonian)

\[
(2.16) \quad H^t_{h,\varepsilon} := -\frac{\hbar}{2}\Delta + \frac{1}{\varepsilon^2}(V*h^t_{h,\varepsilon})(X),
\]

where \(\rho^t_{h,\varepsilon}\) is the density of \(R^t_{h,\varepsilon}\), then \(\|H^t_{h,\varepsilon}\|_{2}\) is finite for all \(t\) and the energy \(\text{Tr}_H(H^t_{h,\varepsilon}R^t_{h,\varepsilon})\) is conserved.

2.3. Main theorems. With the preliminaries out of the way, we are now ready to state our main results. Our first theorem (cf. [GP21] Theorem 2.2, [HK21] Theorem 1.1, [Ros21] Theorem 1.1) shows that as \(N \to \infty\) and \(h \to 0^+\) with independent rates, while \(\varepsilon \to 0^+\) respecting (1.7), the \(k\)-particle density converges to the uniform distribution while the \(k\)-particle current converges to a vector field completely determined by a solution of the incompressible Euler equation on an interval for which the equation admits a classical solution, provided that the initial quantum modulated energy tends to zero in the same limit.

**Theorem 2.1.** Let \(d \in \{2,3\}, 0 < \alpha \leq 1\). Suppose that \(T > 0\) is such that \(u \in L^\infty([0,T];C^{1,\alpha}(\mathbb{T}^d))\) is a solution to the incompressible Euler equation (1.1). Given \(N \geq 2\) and \(h,\varepsilon > 0\), let \(R^0_{h,\varepsilon,N} \in D_s(H_N)\) satisfy the regularity condition (2.12). Let \(R_{h,\varepsilon,N}\) denote the solution of the von Neumann (1.5) in \(C(\mathbb{R}; D_s(H_N))\) with initial datum \(R^0_{h,\varepsilon,N}\). For \(1 \leq k \leq N\), let \(R_{h,\varepsilon,N:k}\) denote the \(k\)-particle marginal of \(R_{h,\varepsilon,N}\), and let \(\rho_{h,\varepsilon,N:k}\) and \(J_{h,\varepsilon,N:k}\) respectively denote the density and current of \(R_{h,\varepsilon,N:k}\).

There exist constants \(C_d,\bar{C}_d,\alpha > 0\) depending only on \(d\) and \(d,\alpha\), respectively, such that for every \(0 \leq t \leq T\),

\[
(2.17) \quad |G_{h,\varepsilon,N}(R^{t}_{h,\varepsilon,N},u^{t})| \leq e^{C_d \int_0^t (1+\|\nabla u^\tau\|_{L^\infty})d\tau} \left( |G_{h,\varepsilon,N}(R^{0}_{h,\varepsilon,N},u^{0})| + C_d(1+\log N)(1+\|\nabla u^\tau\|_{L^\infty}^2) \int_0^t (1+\|\nabla u^\tau\|_{L^\infty}^2) d\tau \right) + C_{d,\alpha} \int_0^t (\varepsilon^2\|u^\tau\|_{C^{1,\alpha}}^2 + N^{-1/d})\|u^\tau\|^2_{C^{1,\alpha}} d\tau.
\]

Consequently, if \(\{R^0_{h,\varepsilon,N}\}_{h,\varepsilon,N}\) is a sequence of initial data such that

\[
(2.18) \quad G_{h,\varepsilon,N}(R^0_{h,\varepsilon,N},u^0) \xrightarrow{\frac{1}{N+h+\varepsilon \to 0^+}} 0,
\]

provided that \(\varepsilon = \varepsilon(N)\) is chosen so that the limit (1.7) holds, then for \(1 \leq j \leq k\), \(1 \leq \alpha \leq d\),

\[
(2.19) \quad \rho_{h,\varepsilon,N:k}^t \xrightarrow{\frac{1}{N+h+\varepsilon \to 0^+}} 1 \quad \text{and} \quad (J^t_{h,\varepsilon,N:k}) \xrightarrow{\frac{1}{N+h+\varepsilon \to 0^+}} (u^t)^\alpha.
\]
in the weak-* topology for the space $\mathcal{M}((\mathbb{T}^d)^k)$ of signed Radon measures on $(\mathbb{T}^d)^k$.

As commented in the introduction, Theorem 2.1 provides a derivation of the incompressible Euler equation directly from a system of interacting bosons in the combined classical and supercritical mean-field limit, provided the initial data are asymptotically monokinetic. To the best of our knowledge, this role of the incompressible Euler equation as an effective equation for the 1-particle current of a system of bosons has not been previously shown. The fact that we obtain an incompressible fluid description in the limit stands in contrast to the well-known connection between quantum mechanics and compressible fluids through the Madelung transformation [Mad27, GM97].

Before stating our second result, let us record some remarks on the statement of Theorem 2.1 and the assumptions contained in it.

**Remark 2.2.** We can construct examples of initial data satisfying the conditions of Theorem 2.1 as follows (cf. [Ros21, Remark 1.4]).

Suppose that $\rho_0$ is a smooth, divergence-free vector field on $\mathbb{T}^d$. Let $\lambda > 0$ be a small parameter, and let $\chi_\lambda \in C^\infty_c(\mathbb{R}^d)$ be a smooth approximation of the characteristic function $[\lambda^2 - \frac{1}{2} + 2\lambda, \frac{1}{2} - \lambda]^d$, such that $\text{supp}(\chi_\lambda) \subset [\lambda^2 - \frac{1}{2} + 2\lambda, \frac{1}{2} - \lambda]^d$, $0 \leq \chi_\lambda \leq 1$, and $\|\nabla^{\otimes k}\chi_\lambda\|_{L^\infty} \lesssim_k \lambda^{-k}$. For a probability density $\rho_{h,\varepsilon}^0$ on $\mathbb{T}^d$, consider a 1-particle density matrix of the form

$$\rho_{h,\varepsilon}^0(x, x') = c_{\lambda, h, \varepsilon} \sqrt{\rho_{h,\varepsilon}^0(x)\rho_{h,\varepsilon}^0(x')} \frac{\chi_\lambda(x)\chi_\lambda(x')e^{i(x-x')\cdot \varepsilon}}{\hbar}.$$  

with (smooth) periodic extension in each coordinate to all of $\mathbb{R}^d \times \mathbb{R}^d$. The normalizing constant $c_{\lambda, h, \varepsilon}$ is defined by

$$c_{\lambda, h, \varepsilon} := \left( \int_{[-\lambda^2, \lambda^2]^d} \rho_{h,\varepsilon}^0(x)\chi_\lambda^2(x)dx \right)^{-1}.$$

Set $R_{\lambda, h, \varepsilon, N} := (\rho_{h,\varepsilon}^0)^{\otimes N}$. For simplicity, we suppose that $\rho_{h,\varepsilon}^0$ is $C^\infty$ and strictly positive everywhere, so that $R_{\lambda, h, \varepsilon, N}$ satisfies the regularity condition (2.12).

If we choose $\lambda = \lambda(h, \varepsilon)$ and assume that $h\|\nabla(\rho_{h,\varepsilon}^0\chi_\lambda)\|_{L^2} \xrightarrow{h+\varepsilon \to 0^+} 0$, then one can check from the chain rule that

$$\lim_{\varepsilon \to 0^+} \text{Tr}_H \left( \sqrt{R_{\lambda, h, \varepsilon}^0} |hD - u^0(X)|^2 \sqrt{R_{\lambda, h, \varepsilon}^0} \right) = 0,$$

which takes care of the kinetic portion of $G_{h,\varepsilon,N}(R_{\lambda, h, \varepsilon, N}^0, u^0)$.

For the potential energy term, we use (1.13) to write

$$\frac{1}{\varepsilon^2} \int_{(\mathbb{T}^d)^N} F_N(\mathbb{R}_N, 1 + \varepsilon^2 \mathbf{U}^0) d\rho_{h,\varepsilon, N}^0(\mathbb{R}_N) = \frac{(N-1)}{N^2} \int_{(\mathbb{T}^d)^2} V(x_1 - x_2)d(c_{\lambda, h, \varepsilon} \rho_{h,\varepsilon}^0(\chi_\lambda))^{\otimes 2}(x_1, x_2)$$

$$- \frac{2}{\varepsilon^2} \int_{\mathbb{T}^d} (-\Delta)^{-1}(1 + \varepsilon^2 \mathbf{U}^0)(x_1)d(c_{\lambda, h, \varepsilon} \rho_{h,\varepsilon}^0(\chi_\lambda)^2)(x_1) + \frac{1}{\varepsilon^2} \int_{(\mathbb{T}^d)^2} V(x - y)d(1 + \varepsilon^2 \mathbf{U}^0)^{\otimes 2}(x, y)$$

$$= - \frac{1}{N^2} \|c_{\lambda, h, \varepsilon} \rho_{h,\varepsilon}^0(\chi_\lambda)^2 - 1\|_{H^{-1}}^2 + \frac{1}{\varepsilon^2} \|c_{\lambda, h, \varepsilon} \rho_{h,\varepsilon}^0(\chi_\lambda)^2 - 1 - \varepsilon^2 \mathbf{U}^0\|_{H^{-1}}^2.$$

If $\sup_{h,\varepsilon > 0} \|\rho_{h,\varepsilon}^0\|_{L^\infty} < \infty$ (an $L^p$ condition for high enough $p$ would suffice), then $\sup_{h,\varepsilon > 0} \|\rho_{h,\varepsilon}^0 - 1\|_{H^{-1}} < \infty$. Note that the $H^{-1}$ norm is well-defined here and above since the zero-order Fourier modes of the arguments vanish. Also, we can replace $c_{\lambda, h, \varepsilon} \chi_\lambda^2$ by 1 above up to an error vanishing as $\lambda \to 0^+$. Assuming that $N\varepsilon^2 \xrightarrow{h+\varepsilon \to 0^+} \infty$, which is more general than our
condition implies that
\[
\frac{1}{\varepsilon^2} \left\| \rho_{h,\varepsilon}^0 - 1 - \varepsilon^2 \mathbf{u}_0 \right\|_{H^{-1}}^2 \xrightarrow[h+\varepsilon \to 0^+] 0,
\]

it follows that
\[
\lim_{\varepsilon \to 0^+} \int_{T^d} \int_{(T^d)^N} F_N(x_N, 1 + \varepsilon^2 \mathbf{u}_0^0) \, d\rho_{h,\varepsilon, N}^0(x_N) = 0.
\]

Together, the limits (2.22) and (2.25) show that \( G_{h,\varepsilon, N}(\rho_{h,\varepsilon, N}^0, \mathbf{u}_0^0) \) vanishes as \( h + \varepsilon + \frac{1}{N} \to 0^+ \).

**Remark 2.3.** The quantitative convergence of (2.17) actually implies convergence of the k-particle density \( \rho_{h,\varepsilon, N; k}^t \) and current \( J_{h,\varepsilon, N; k}^t \) in a tensor product norm of negative-order fractional Sobolev spaces. We have not included this convergence in the statement of Theorem 2.1 so as to simplify the presentation; but we work out the details in Section 3.4 and, in fact, deduce the weak-* convergence of measures from this norm convergence. Note that compared to the convergence assertions in [GP21], our quantitative norm convergence is new.

**Remark 2.4.** It is well-known that given \( C^{1,\alpha} \) initial data, the incompressible Euler equation (1.1) has a unique \( C^{1,\alpha} \) solution. For instance, see [BCD11] Sections 7.1-7.2]. If \( d = 2 \), then the solution is global; while if \( d = 3 \), then only local existence is known. It is an interesting question whether one can relax the \( C^{1,\alpha} \) assumption. From our commentary in Section 1.3, we need \( \nabla u^t \in L^\infty \).

Given the recent work [Ros20a] by the author on the point-vortex approximation for 2D Euler with log-Lipschitz velocity, we are hopeful that one can relax the regularity assumption if \( d = 2 \).

The regularity assumption (2.12) on the density matrices is taken from [GP21] and is a technical condition to ensure that certain computations are justified. As noted in the previous subsection, the condition implies that \( \| H_{h,\varepsilon, N} \sqrt{R_{h,\varepsilon, N}^t} \|_2 < \infty \) for all \( t \in \mathbb{R} \). We make no claim as to its optimality.

**Remark 2.5.** In addition to the convergence assertion (2.19) for the density and current, one can—with more work—prove a convergence result for the Wigner function of \( R_{h,\varepsilon, N; k}^t \). For instance, one could show that the Wigner function \( W_{h,\varepsilon, N; 1}^t \) of \( R_{h,\varepsilon, N; 1}^t \) converges weakly as \( h + \varepsilon + \frac{1}{N} \to 0^+ \), in our imposed scaling regime, to the measure
\[
\int_{T^d \times \mathbb{R}^d} \psi(x, \xi) \, d\delta(\xi - u^t(x)) \, dx := \int_{T^d} \psi(x, u^t(x)) \, dx, \quad \psi \in C(T^d \times \mathbb{R}^d).
\]

We refer to [GP21] Subsection 4.4] for guidance on how to show this.

**Remark 2.6.** We have only considered the physically relevant cases \( d = 2, 3 \). For \( d > 3 \), one could, in principle, carry out the same proof and obtain the same result as Theorem 2.1. Some care might be needed when \( d \) is very large since the weakness of Sobolev embedding in higher dimensions means that the potential term in the Hamiltonian \( H_{h,\varepsilon, N} \) cannot be treated as a perturbation of the Laplacian to show that the operator is self-adjoint on \( H^2((T^d)^N) \).

To state our second result, we introduce the 1-particle quantum modulated energy
\[
\mathcal{G}_{h,\varepsilon}(R_{h,\varepsilon}^t, u^t) := \text{Tr}_H \left( \sqrt{R_{h,\varepsilon}^t} |hD - u^t(X)|^2 \sqrt{R_{h,\varepsilon}^t} \right) + \frac{1}{\varepsilon^2} \left\| \rho_{h,\varepsilon}^0 - 1 - \varepsilon^2 \mathbf{u}_0^0 \right\|_{H^{-1}}^2.
\]

As in Remark 2.2, the \( H^{-1} \) norm is well-defined since the order-zero Fourier mode of its argument vanishes.

Our second theorem (cf. [Pue02] Theorem 1.2, Proposition 3.1], [GP21] Proposition 2.4]) shows that in the limit as \( h + \varepsilon \to 0^+ \) with independent rates, the density of the nonlinear Hartree solution converges to the uniform distribution while the current converges to a solution of the incompressible Euler equation. Again, the convergence is valid on an interval for which the incompressible Euler equation admits a classical solution.
Theorem 2.7. Let $d \in \{2, 3\}$, $0 < \alpha \leq 1$. Suppose that $T > 0$ is such that $u \in L^\infty([0, T]; C^{1, \alpha}(\mathbb{T}^d))$ is a solution to the incompressible Euler equation (1.1). Given $h, \varepsilon > 0$, let $R_0^{h, \varepsilon} \in \mathcal{D}(\mathcal{H})$ satisfy the regularity condition (2.15). Let $R_{h, \varepsilon}$ denote the solution of the nonlinear Hartree equation (1.8) in $C(\mathbb{R}; \mathcal{D}(\mathcal{H}))$ with initial datum $R_0^{h, \varepsilon}$. Let $\rho_{h, \varepsilon}$ and $J_{h, \varepsilon}$ respectively denote the density and current of $R_{h, \varepsilon}$.

There exist constants $C_d, C_{d, \alpha} > 0$ depending only on $d$ and $d, \alpha$, respectively, such that for every $0 \leq t \leq T$,

$$
G_{h, \varepsilon}(R_{h, \varepsilon}^0, u^0) \leq \left( G_{h, \varepsilon}(R_{h, \varepsilon}^0, u^0) + C_{d, \alpha} \varepsilon^2 \int_0^t \|u^\tau\|_{C^{1, \alpha}} d\tau \right) e^{C_d \int_0^t (1 + \|u^\tau\|_{L^\infty}) d\tau}.
$$

Consequently, if \{${R_0^{h, \varepsilon}}$\}$ is a sequence of initial data such that

$$
G_{h, \varepsilon}(R_{h, \varepsilon}^0, u^0) \overset{h, \varepsilon \to 0^+}{\longrightarrow} 0,
$$

provided that $\varepsilon = \varepsilon(N)$ is chosen so that the rate (1.7) holds, then for $1 \leq \alpha \leq d$,

$$
\rho_{h, \varepsilon} \overset{h, \varepsilon \to 0^+}{\longrightarrow} 1 \quad \text{and} \quad (J_{h, \varepsilon}^t)^\alpha \overset{h, \varepsilon \to 0^+}{\longrightarrow} (u^t)^\alpha
$$

in the weak-* topology for the space $\mathcal{M}(\mathbb{T}^d)$ of signed Radon measures.

Remarks 2.3 to 2.6 all have their analogues for the 1-particle setting of Theorem 2.7, which we will not state below. We briefly mention that the 1-particle quantum modulated energy estimate (2.28) implies norm convergence of the density $\rho_{h, \varepsilon}$ to 1 and the current $J_{h, \varepsilon}^t$ to $u^t$ in a negative-order fractional Sobolev space, which we show in Section 3.3.

3. MAIN PROOF

In this section, we prove Theorems 2.1 and 2.7. The primary objective is to prove the Gronwall-type estimate (2.17) (cf. [GP21 Proposition 3.7], [HKI21 Equation (2.11)], [Ros21 Theorem 1.1]) for the functional $G_{h, \varepsilon, N}(R_{h, \varepsilon, N}^t, u^t)$ in the statement of Theorem 2.1. The proof of the estimate (2.17) is spread out over Sections 3.1 to 3.3. We then show in Section 3.3 that (2.17) implies norm convergence of the k-particle density and current in a certain norm on the k-fold tensor product of negative-order fractional Sobolev spaces, as claimed Remark 2.3. From this Sobolev convergence, we deduce the weak-* convergence (2.19), completing the proof of Theorem 2.1. Finally, we obtain in Section 3.5 the Gronwall-type estimate (2.28) in the statement of Theorem 2.7 from the estimate (2.17), and then use (2.28) to show a similar Sobolev convergence assertion, along with the stated weak-* convergence (2.30).

3.1. Time derivative. We first use the incompressible Euler and $N$-body von Neumann equations (1.1) and (1.3), respectively, to compute the time derivative of the functional $G_{h, \varepsilon, N}(R_{h, \varepsilon, N}^t, u^t)$. The main result is Proposition 3.1 below (cf. [GP21 Proposition 3.4]). We shall proceed formally, as this step is a variation on the analysis of Golse and Paul [GP21 Section 3], who carefully included all the necessary approximation steps so that the computation is justified. Although they only considered the case $\mathbb{R}^3$, their arguments may be adapted to treat $\mathbb{T}^d$, for $d \in \{2, 3\}$. We leave the details as an exercise for the reader.
Proposition 3.1. The function \( t \mapsto G_{h,\varepsilon,N}(R^t_{h,\varepsilon,N},u^t) \) is \( C^1([0,T]) \) and for \( t \in [0,T] \), it holds that

\[
\begin{align*}
\frac{d}{dt} G_{h,\varepsilon,N}(R^t_{h,\varepsilon,N},u^t) &= -2 \text{Tr}_H \left( \sqrt{R^t_{h,\varepsilon,N;1}(hD - u^t(X))\Sigma^t(X)(hD - u^t(X))} \sqrt{R^t_{h,\varepsilon,N;1}} \right) \\
&\quad + \frac{1}{\varepsilon^2} \int_{(T^d)^N} \int_{(T^d)^N} (u^t(x) - u^t(y)) \cdot \nabla V(x - y) d \left( \frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathbf{1}^t(x,y) \right) (x,y) d\rho^t_{h,\varepsilon,N}(\mathcal{A}_N) \\
&\quad - 2 \int_{(T^d)^N} \int_{T^d} \text{div}(\Delta)^{-1}(u^t\mathbf{1}^t)x d \left( \frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathbf{1}^t \right) (x) d\rho^t_{h,\varepsilon,N}(\mathcal{A}_N) \\
&\quad - 2 \int_{(T^d)^N} \int_{T^d} \partial_t \mathbf{1}^t(x) d \left( \frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathbf{1}^t \right) (x) d\rho^t_{h,\varepsilon,N}(\mathcal{A}_N),
\end{align*}
\]

where \( \Sigma^t(X) \) is the \( d \times d \) matrix of operators whose entries are the multiplication operators \( \Sigma^t_{\alpha\beta}(X) := \frac{1}{2}(\partial_{x_\alpha}(u^t)\beta + \partial_{x_\beta}(u^t)\alpha)(X) \).

Proof of Proposition 3.1 For the potential portion of the modulated energy, we split

\[
\begin{align*}
\int_{(T^d)^N} F_N(x, 1 + \varepsilon^2 \mathbf{1}^t)d\rho^t_{h,\varepsilon,N}(\mathcal{A}_N) &= \frac{(N-1)}{N} \int_{(T^d)^2} V(x_1 - x_2) d\rho^t_{h,\varepsilon,N;2}(x_1, x_2) \\
&\quad - 2 \int_{T^d} (-\Delta)^{-1}(1 + \varepsilon^2 \mathbf{1}^t)(x_1) d\rho^t_{h,\varepsilon,N;1}(x_1) + \int_{T^d} (-\Delta)^{-1}(1 + \varepsilon^2 \mathbf{1}^t)(x) d(1 + \varepsilon^2 \mathbf{1}^t)(x),
\end{align*}
\]

where above we have used (1.13). By the product rule, it follows that

\[
\begin{align*}
\frac{d}{dt} \int_{(T^d)^N} F_N(x, 1 + \varepsilon^2 \mathbf{1}^t)d\rho^t_{h,\varepsilon,N}(\mathcal{A}_N) &= \frac{(N-1)}{N} \int_{(T^d)^2} V(x_1 - x_2) d\partial_t \rho^t_{h,\varepsilon,N;2}(x_1, x_2) \\
&\quad - 2 \varepsilon^2 \int_{T^d} (-\Delta)^{-1}(\partial_t \mathbf{1}^t)(x_1) d\rho^t_{h,\varepsilon,N;1}(x_1) - 2 \int_{T^d} \nabla (-\Delta)^{-1}(1 + \varepsilon^2 \mathbf{1}^t)(x_1) \cdot dJ^t_{h,\varepsilon,N}(x) \\
&\quad + 2 \varepsilon^2 \int_{(T^d)^2} (-\Delta)^{-1}(\partial_t \mathbf{1}^t)(x) d(1 + \varepsilon^2 \mathbf{1}^t)(x).
\end{align*}
\]

Here, we have used the fact that the density \( \rho^t_{h,\varepsilon,N;1} \) of the 1-particle marginal \( R^t_{h,\varepsilon,N;1} \) satisfies the equation (1.6).

For the kinetic portion of the modulated energy, conservation of energy implies

\[
\frac{d}{dt} \text{Tr}_H \left( \sqrt{R^t_{h,\varepsilon,N;1}}(hD)^2 \sqrt{R^t_{h,\varepsilon,N;1}} \right) = -\frac{(N-1)}{N\varepsilon^2} \int_{(T^d)^2} V(x_1 - x_2) d\partial_t \rho^t_{h,\varepsilon,N;2}(x_1, x_2).
\]

Using equation (1.1) and [GP21], Lemma 3.3, we see that

\[
\begin{align*}
\frac{d}{dt} \text{Tr}_H \left( \sqrt{R^t_{h,\varepsilon,N;1}}|u^t(X)|^2 \sqrt{R^t_{h,\varepsilon,N;1}} \right) &= -2 \int_{T^d} u^t(x_1) \cdot (u^t \cdot \nabla u^t)(x_1) d\rho^t_{h,\varepsilon,N;1}(x_1) \\
&\quad - 2 \int_{T^d} u^t(x_1) \cdot \nabla p^t(x_1) d\rho^t_{h,\varepsilon,N;1}(x_1) + 2 \int_{T^d} \nabla |u^t(x_1)|^2 \cdot dJ^t_{h,\varepsilon,N;1}(x_1)(x_1).
\end{align*}
\]

For the cross-term computation, we extend the anticommutator notation \( A \lor B := AB + BA \) to vectors of operators \( A = (A_j), B = (B_j) \), by \( A \lor B := A \cdot B - B \cdot A \). Using equation (1.1) and
\[ \frac{d}{dt} \text{Tr}_H \left( \sqrt{R_{h,\varepsilon,N:1}(u^t(X) \vee hD)} \sqrt{R_{h,\varepsilon,N:1}} \right) \]
\[ = -\frac{(N-1)}{\varepsilon^2 N} \int_{[T^d]^2} (u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2) d\rho_{h,\varepsilon,N:2}(x_1, x_2) \]
\[ + \text{Tr}_H \left( \left( \left( \frac{\hbar}{2} D \vee \nabla u^t(X) - (u^t \cdot \nabla u^t)(X) - \nabla p^t(X) \right) \vee hD \right) R_{h,\varepsilon,N:1} \right). \]

Lest there be any confusion, \((D \vee \nabla u^t(X))^\alpha = (D)^\beta \vee \partial_{x^\beta}(u^t)^\alpha(X)\), where the summation over \(\beta\) is implicit.

Putting together all of the above computations, we arrive at
\[ \frac{d}{dt} G_{h,\varepsilon,N}(R_{h,\varepsilon,N:1}, u^t) = \frac{(N-1)}{\varepsilon^2 N} \int_{[T^d]^2} (u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2) d\rho_{h,\varepsilon,N:2}(x_1, x_2) \]
\[ - \text{Tr}_H \left( \left( \left( \frac{\hbar}{2} D \vee \nabla u^t(X) - (u^t \cdot \nabla u^t)(X) - \nabla p^t(X) \right) \vee hD \right) R_{h,\varepsilon,N:1} \right) \]
\[ - 2 \int_{[T^d]} u^t(x_1) \cdot (u^t \cdot \nabla u^t)(x_1) d\rho_{h,\varepsilon,N:1}(x_1) - 2 \int_{[T^d]} u^t(x_1) \cdot \nabla p^t(x_1) d\rho_{h,\varepsilon,N:1}(x_1) \]
\[ + 2 \int_{[T^d]} \nabla |u^t(x_1)|^2 \cdot dJ_{h,\varepsilon,N:1}(x_1) - 2 \int_{[T^d]} (-\Delta)^{-1}(\partial t\mathbf{U}^t)(x_1) d\rho_{h,\varepsilon,N:1}(x_1) \]
\[ - \frac{2}{\varepsilon^2} \int_{[T^d]} \nabla (-\Delta)^{-1}(1 + \varepsilon^2 \mathbf{U}^t)(x_1) \cdot dJ_{h,\varepsilon,N:1}(x_1) + 2 \int_{[T^d]} (-\Delta)^{-1}(\partial t\mathbf{U}^t)(x) d(1 + \varepsilon^2 \mathbf{U}^t)(x). \]

Since \(\rho_{h,\varepsilon,N}\) is a probability density and using its symmetry with respect to permutation of particle labels, we see that
\[ - 2 \int_{[T^d]} (-\Delta)^{-1}(\partial t\mathbf{U}^t)(x_1) d\rho_{h,\varepsilon,N:1}(x_1) + 2 \int_{[T^d]} (-\Delta)^{-1}(\partial t\mathbf{U}^t)(x) d(1 + \varepsilon^2 \mathbf{U}^t)(x) \]
\[ = -2 \int_{[T^d]} \int \partial_t \mathbf{U}^t(x) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}^t \right)(x) d\rho_{h,\varepsilon,N}(x). \]

Note that since \(-\Delta \mathbf{p} = \mathbf{U}^t\), inverting the Laplacian, the preceding expression equals
\[ -2 \int_{[T^d]^N} \int \partial_t \mathbf{U}^t(x) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}^t \right)(x) d\rho_{h,\varepsilon,N}(x). \]

By definition of \(\rho_{h,\varepsilon,N:1}\) and the cyclicity of trace, we also have
\[ -2 \int_{[T^d]} u^t(x_1) \cdot (u^t \cdot \nabla u^t)(x_1) d\rho_{h,\varepsilon,N:1}(x_1) \]
\[ = -2 \text{Tr}_H \left( \sqrt{R_{h,\varepsilon,N:1}(u^t \cdot (u^t \cdot \nabla u^t))(X)} \sqrt{R_{h,\varepsilon,N:1}} \right). \]

By definition [2.3] of the current, we also have the identities
\[ \text{Tr}_H((\nabla p^t(X) \vee hD) R_{h,\varepsilon,N:1}) = 2 \int_{[T^d]} \nabla p^t(x) \cdot dJ_{h,\varepsilon,N}(x), \]
\[ \text{Tr}_H((\nabla |u^t|^2(X) \vee hD) R_{h,\varepsilon,N:1}) = 2 \int_{[T^d]} \nabla |u(t,x)|^2 \cdot dJ_{h,\varepsilon,N}(x). \]
Since trivially $\nabla (-\Delta)^{-1}(1) = 0$ and $-\Delta p = \mathfrak{U}$, it follows from (3.11) that
\begin{equation}
(3.13) \quad \text{Tr}_H\left( (\nabla p^t(X) \lor hD) R_{h,\varepsilon,N;1}^t \right) - \frac{2}{\varepsilon^2} \int_{\mathbb{T}^d} \nabla (-\Delta)^{-1}(1 + \varepsilon^2 \mathfrak{U}^t)(x_1) \cdot dJ_{h,\varepsilon,N;1}^t(x_1) = 0,
\end{equation}
which is the key cancellation provided by the corrector $\mathfrak{U}$. Next, we again use the definition of $\rho_{h,\varepsilon,N;1}$ and cyclicity of trace to obtain
\begin{equation}
(3.14) \quad \text{Tr}_H\left( \left( \left( \frac{h}{2} D \lor \nabla u^t(X) - (u^t \cdot \nabla) u^t(X) \right) \lor hD \right) R_{h,\varepsilon,N;1}^t \right) = \text{Tr}_H\left( \sqrt{R_{h,\varepsilon,N;1}^t} \left( \left( \frac{h}{2} D \lor \nabla u^t(X) - (u^t \cdot \nabla) u^t(X) \right) \lor hD \right) \sqrt{R_{h,\varepsilon,N;1}^t} \right)
\end{equation}
and
\begin{equation}
(3.15) \quad \text{Tr}_H\left( (\nabla |u|^2(X) \lor hD) R_{h,\varepsilon,N;1}^t \right) = \text{Tr}_H\left( \sqrt{R_{h,\varepsilon,N;1}^t} (\nabla |u|^2(X) \lor hD) \sqrt{R_{h,\varepsilon,N;1}^t} \right).
\end{equation}
As shown in the proof of [GP21] Proposition 3.4, pg. 19] (note that $u$ is divergence-free in our setting), we also have the identity
\begin{equation}
(3.16) \quad -\text{Tr}_H\left( \sqrt{R_{h,\varepsilon,N;1}^t} \left( \left( \frac{h}{2} D \lor \nabla u^t(X) - (u^t \cdot \nabla) u^t(X) - \nabla |u|^2(X) \right) \lor hD \right. \right.
\end{equation}
\begin{equation*}
\left. \left. + 2(u^t \cdot (u^t \cdot \nabla u^t)) (X) \right) \sqrt{R_{h,\varepsilon,N;1}^t} \right) = -2 \text{Tr}_H\left( \sqrt{R_{h,\varepsilon,N;1}^t} (hD - u^t(X)) \Sigma^t(X) (hD - u^t(X)) \sqrt{R_{h,\varepsilon,N;1}^t} \right),
\end{equation*}
where we have defined
\begin{equation}
(3.17) \quad (hD - u^t(X)) \Sigma^t(X) (hD - u^t(X)) := (hD - u^t(X))^\alpha \Sigma^t_{\alpha\beta}(X) (hD - u^t(X))^\beta,
\end{equation}
\begin{equation*}
\Sigma_{\alpha\beta}^t(X) := \frac{1}{2} (\partial_{\alpha}(u^t)^\beta + \partial_{\beta}(u^t)^\alpha)(X).
\end{equation*}
As originally shown in [HK12] Section 2] (see the equation after (2.4)), we have the identity
\begin{equation}
(3.18) \quad \frac{1}{2\varepsilon^2} \int_{(\mathbb{T}^d)^2 \setminus \Delta} (u^t(x) - u^t(y)) \cdot \nabla V(x - y) d \left( \frac{1}{N} \sum_{i=1}^N \delta_{x_i} - 1 - \varepsilon^2 \mathfrak{U}^t \right)^\otimes^2 (x,y)
\end{equation}
\begin{equation*}
= \frac{1}{2\varepsilon^2 N^2} \sum_{1 \leq i \neq j \leq N} (u^t(x_i) - u^t(x_j)) \cdot \nabla V(x_i - x_j) - \frac{1}{N} \sum_{i=1}^N u^t(x_i) \cdot \nabla p^t(x_i)
\end{equation*}
\begin{equation*}
+ \int_{\mathbb{T}^d} \text{div}(-\Delta)^{-1}(u^t \mathfrak{U}^t)(x) d \left( \frac{1}{N} \sum_{i=1}^N \delta_{x_i} - 1 - \varepsilon^2 \mathfrak{U}^t \right)(x).
\end{equation*}
Regarding $\mathcal{X}_N$ as a random variable on $(\mathbb{T}^d)^N$ with law $\rho_{h,\varepsilon,N;1}^t$, we see from taking expectations of both sides of the preceding equality and using symmetry of $\rho_{h,\varepsilon,N;1}^t$ with respect to permutation of
Proposition 4.1] (see also [Ros21, Proposition 3.9] for a more direct proof by the author).

Serfaty later proved the (believed) sharp estimate, which we state below, in [Ser20a, Proposition 1.1] using a renormalization procedure to re-express this expression in terms of a stress-energy tensor. From quantum many-body systems to ideal fluids

\[ \text{(3.19)} \quad \frac{1}{\varepsilon^2} \int_{(T^d)^N} \int_{(T^d)^2 \setminus \Delta} (u'(x) - u'(y)) \cdot \nabla V(x - y) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}' \right)^{\otimes 2} (x, y) d\rho_{h,\varepsilon,N}(\underline{x}_N) \]

\[ = \frac{(N-1)}{\varepsilon^2 N} \int_{(T^d)^2} (u'(x_1) - u'(x_2)) \cdot \nabla V(x_1 - x_2) d\rho_{h,\varepsilon,N;2}(x_1, x_2) \]

\[ + 2 \int_{(T^d)^N} \int_{T^d} \text{div}(-\Delta)^{-1}(u' \mathbf{U}') (x) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}' \right)^{\otimes 2} (x) d\rho_{h,\varepsilon,N}(\underline{x}_N) \]

\[ - 2 \int_{T^d} u'(x_1) \cdot \nabla p'(x_1) d\rho_{h,\varepsilon,N;1}(x_1). \]

Applying the identities \[(3.9), (3.16), (3.19)\] together with the cancellation \[(3.13)\] to the right-hand side of equality \[(3.7)\], we arrive at

\[ \text{(3.20)} \quad \frac{d}{dt} G_{h,\varepsilon,N}(R_{h,\varepsilon,N}, u') = -2 \text{Tr}_H \left( \sqrt{R_{h,\varepsilon,N;1}} (hD - u'(X)) \Sigma'(X) (hD - u'(X)) \sqrt{R_{h,\varepsilon,N;1}} \right) \]

\[ + \frac{1}{\varepsilon^2} \int_{(T^d)^N} \int_{(T^d)^2 \setminus \Delta} (u'(x) - u'(y)) \cdot \nabla V(x - y) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}' \right)^{\otimes 2} (x, y) d\rho_{h,\varepsilon,N}(\underline{x}_N) \]

\[ - 2 \int_{(T^d)^N} \int_{T^d} \text{div}(-\Delta)^{-1}(u' \mathbf{U}') (x) d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}' \right)^{\otimes 2} (x) d\rho_{h,\varepsilon,N}(\underline{x}_N) \]

\[ - 2 \int_{(T^d)^N} \int_{T^d} \partial_t p' T d \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i} - 1 - \varepsilon^2 \mathbf{U}' \right)^{\otimes 2} (x) d\rho_{h,\varepsilon,N}(\underline{x}_N), \]

which is exactly what we needed to show.

3.2. **Functional inequalities.** To bound the right-hand side of identity \[(3.1)\], we need to recall some functional inequalities for the classical modulated energy of Serfaty. The first inequality, which we shall use to bound the last two terms in the right-hand side of \[(3.1)\], essentially shows that the modulated potential energy \( F_N \) is coercive. Such estimates are by now well-known. The version we state below is from [Ros21, Proposition 3.8], which is a variation on an earlier estimate [Ser20b, Proposition 3.6].

**Proposition 3.2.** There exists a constant \( C_d > 0 \) such that for any functions \( \phi \in W^{1,\infty}(T^d) \) and \( \mu \in L^\infty(T^d) \) and pairwise distinct configuration \( \underline{x}_N \in (T^d)^N \), it holds that

\[ \text{(3.21)} \quad \left| \int_{T^d} \phi(x) d \left( \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} - \mu \right)^{\otimes 2} (x) \right| \leq C_d \| \nabla \phi \|_{L^\infty} N^{-1/d} \]

\[ + \| \nabla \phi \|_{L^2} \left( F_N(\underline{x}_N, \mu) + C_d (1 + \| \mu \|_{L^\infty}) \left( \frac{1 + (\log N) 1_{d=2}}{N^{2/d}} \right) \right)^{1/2}. \]

The second functional inequality we need is to control the second term in the right-hand side of \[(3.1)\] in terms of the expected modulated potential energy plus some terms which are \( o(1) \) as \( N \to \infty \). A nonsharp estimate, where the sharpness is measured in terms of the size of the additive \( N \)-dependent error terms, for such expressions was originally proven by Serfaty in [Ser20b, Proposition 1.1] using a renormalization procedure to re-express this expression in terms of a stress-energy tensor. Serfaty later proved the (believed) sharp estimate, which we state below, in [Ser20a, Proposition 4.1] (see also [Ros21, Proposition 3.9] for a more direct proof by the author).
Proposition 3.3. There exists a constant $C_d > 0$ such that for any Lipschitz vector field $v : \mathbb{T}^d \to \mathbb{R}^d$, function $\mu \in L^\infty(\mathbb{T}^d)$, and pairwise distinct configuration $x_N \in (\mathbb{T}^d)^N$, it holds that

\begin{equation}
\int_{(\mathbb{T}^d)^2 \setminus \Delta} (v(x) - v(y)) \cdot \nabla V(x - y) d\left(\frac{1}{N} \sum_{j=1}^N \delta_{x_j} - \mu\right)(x, y) \leq C_d \|\nabla u\|_{L^\infty} \left( F_N(x_N, \mu) + C_d(1 + \|\mu\|_{L^\infty}) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right) \right).
\end{equation}

We remark that Proposition 3.3 has an improved dependence on $N$ for the additive error terms compared to the earlier estimate [Ser20b, Proposition 1.1] invoked by Golse and Paul [GP21]. As commented several times before, the sharper estimate of Proposition 3.3 is necessary to obtain the scaling relation for $\varepsilon, N$ presented in Theorem 2.1. Such a relation, of course, is not present in the work of Golse-Paul, since they consider a different asymptotic regime.

3.3. Gronwall argument. With the identity (3.1) from the Section 3.1 and the functional inequalities reviewed in Section 3.2, let us now close our Gronwall argument for the modulated energy $G_{h, \varepsilon,N}(R_{h, \varepsilon,N, t})$, thereby proving the inequality (2.17).

Proof of estimate (2.17). We start by estimating each of the terms in the right-hand side of (3.1). All of the estimates below are static (i.e. pointwise in time), therefore we suppress the time dependence to simplify the notation.

• By Cauchy-Schwarz,

\begin{equation}
\int_{(\mathbb{T}^d)^2 \setminus \Delta} (u(x) - u(y)) \cdot \nabla V(x - y) d\left(\frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathcal{U}\right)(x, y) \leq C_d \|\nabla u\|_{L^\infty} \left( F_N(x_N, 1 + \varepsilon^2 \mathcal{U}) + C_d(1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right) \right).
\end{equation}

Since $\rho_{h, \varepsilon,N}$ is a probability density, it follows that

\begin{equation}
\int_{(\mathbb{T}^d)^N} \int_{(\mathbb{T}^d)^2 \setminus \Delta} (u(x) - u(y)) \cdot \nabla V(x - y) d\left(\frac{1}{N} \sum_{j=1}^N \delta_{x_j} - 1 - \varepsilon^2 \mathcal{U}\right)(x, y) d\rho_{h, \varepsilon,N}(x_N) \leq C_d \|\nabla u\|_{L^\infty} \left( F_N(x_N, 1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right) \right) + \int_{(\mathbb{T}^d)^N} F_N(x_N, 1 + \varepsilon^2 \mathcal{U}) d\rho_{h, \varepsilon,N}(x_N).
\end{equation}
Lastly, applying Proposition 3.2 with $\mu = 1 + \varepsilon^2 \mathfrak{u}$ and $\phi = \nabla(-\Delta)^{-1}(u \mathfrak{u})$ and $\phi = \partial_t p$, successively, it follows that

\begin{equation}
(3.26) \quad \left| \int_{T^d} \text{div}(-\Delta)^{-1}(u \mathfrak{u})(x) d\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} - 1 - \varepsilon^2 \mathfrak{u}\right)(x) \right| \leq C_d \|\nabla \text{div}(-\Delta)^{-1}(u \mathfrak{u})\|_{L^\infty} N^{-1/d} + C_d \|\nabla \text{div}(-\Delta)^{-1}(u \mathfrak{u})\|_{L^2} \left( F_N(\mathfrak{u}_N, 1 + \varepsilon^2 \mathfrak{u}) + C_d(1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2) \left(1 + \left(\log N\right) \mathbf{1}_{d=2}\right) \right)^{1/2}
\end{equation}

and

\begin{equation}
(3.27) \quad \left| \int_{T^d} \partial_t p(x) d\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} - 1 - \varepsilon^2 \mathfrak{u}\right)(x) \right| \leq C_d \|\nabla \partial_t p\|_{L^\infty} N^{-1/d} + C_d \|\nabla \partial_t p\|_{L^2} \left( F_N(\mathfrak{u}_N, 1 + \varepsilon^2 \mathfrak{u}) + C_d(1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2) \left(1 + \left(\log N\right) \mathbf{1}_{d=2}\right) \right)^{1/2}
\end{equation}

Writing $1 = \varepsilon^{-1} \varepsilon$ and using the elementary inequality $ab \leq (a^2 + b^2)/2$, it follows that the preceding right-hand sides are respectively bounded by

\begin{equation}
(3.28) \quad C_d \varepsilon^2 \|\nabla \text{div}(-\Delta)^{-1}(u \mathfrak{u})\|_{L^2}^2 + C_d \|\nabla \text{div}(-\Delta)^{-1}(u \mathfrak{u})\|_{L^\infty} N^{-1/d} + F_N(\mathfrak{u}_N, 1 + \varepsilon^2 \mathfrak{u}) \left(1 + \left(\log N\right) \mathbf{1}_{d=2}\right)
\end{equation}

and

\begin{equation}
(3.29) \quad C_d \varepsilon^2 \|\nabla \partial_t p\|_{L^2}^2 + C_d \|\nabla \partial_t p\|_{L^\infty} N^{-1/d} + F_N(\mathfrak{u}_N, 1 + \varepsilon^2 \mathfrak{u}) \left(1 + \left(\log N\right) \mathbf{1}_{d=2}\right)
\end{equation}

By elliptic regularity and the algebra property of Hölder spaces (for example, see the proof of [Ros21, Lemma 4.3] for details),

\begin{equation}
(3.30) \quad \|\nabla \text{div}(-\Delta)^{-1}(u \mathfrak{u})\|_{L^\infty} \lesssim_{d, \alpha} \|u\|_{C^{1, \alpha}}^3
\end{equation}

for any $0 < \alpha \leq 1$. By direct computation of the equation satisfied by $\partial_t p$ using (1.1) (see [Ros21, Equation 4.10]), then again using elliptic regularity and the algebra property of Hölder spaces, we also have

\begin{equation}
(3.31) \quad \|\nabla \partial_t p\|_{L^\infty} \lesssim_{d, \alpha} \|u\|_{C^{1, \alpha}}^3.
\end{equation}

Using that $\|\cdot\|_{L^2} \leq \|\cdot\|_{L^\infty}$, taking expectations of both sides of inequalities (3.26) and (3.27) with respect to the law $\rho_{\varepsilon, N}$ and using that, modulo a set of Lebesgue measure zero, the configurations $\mathfrak{u}_N$ are pairwise distinct, we then obtain

\begin{equation}
(3.32) \quad \left| \int_{(T^d)^N} \int_{T^d} \left(\text{div}(-\Delta)^{-1}(u \mathfrak{u})(x) + \partial_t p(x)\right) d\left(\frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} - 1 - \varepsilon^2 \mathfrak{u}\right)(x) d\rho_{\varepsilon, N}(\mathfrak{u}_N) \right| \leq C_{d, \alpha} \left(\varepsilon^2 \|u\|_{C^{1, \alpha}}^3 + N^{-1/d}\right) \|u\|_{C^{1, \alpha}}^3 + \frac{C_d(1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2) \left(1 + \left(\log N\right) \mathbf{1}_{d=2}\right)}{\varepsilon^2} N^{-2/d} + \frac{1}{\varepsilon^2} \int_{(T^d)^N} F_N(\mathfrak{u}_N, 1 + \varepsilon^2 \mathfrak{u}) d\rho_{\varepsilon, N}(\mathfrak{u}_N).
\end{equation}
Putting together the estimates (3.23), (3.25), and (3.32), then integrating with respect to time over the interval \([0,t]\), we arrive at

\[
(3.33) \quad |G_{h,\varepsilon,N}(R_{h,\varepsilon,N}^{t}, u^{t})| \leq |G_{h,\varepsilon,N}(R_{h,\varepsilon,N}^{0}, u^{0})| + C_{d,\alpha} \int_{0}^{t} \left( \varepsilon^{2} \|u^{\tau}\|_{C^{1,\alpha}}^{3} + N^{-1/d}\right) \|u^{\tau}\|_{C^{1,\alpha}}^{3} \, d\tau
\]

\[
+ C_{d} \int_{0}^{t} \|\nabla u^{\tau}\|_{L^{\infty}} \text{Tr}_{\mathcal{H}} \left( \sqrt{R_{h,\varepsilon,N;1}^{\tau}} [hD - u^{\tau}(X)]^{2} \sqrt{R_{h,\varepsilon,N;1}^{\tau}} \right) \, d\tau
\]

\[
+ C_{d} \int_{0}^{t} \left( 1 + \|\nabla u^{\tau}\|_{L^{\infty}} \right) \left( \frac{C_{d}(1 + (\log N)1_{d=2})(1 + \varepsilon^{2}\|\nabla u^{\tau}\|_{L^{\infty}}^{2})}{\varepsilon^{2} N^{2/d}} \right) \, d\tau.
\]

Recalling the definition (1.10) of \(G_{h,\varepsilon,N}\) and Remark 1.1, the right-hand side is controlled by

\[
(3.34) \quad |G_{h,\varepsilon,N}(R_{h,\varepsilon,N}^{0}, u^{0})| + C_{d,\alpha} \int_{0}^{t} \left( \varepsilon^{2} \|u^{\tau}\|_{C^{1,\alpha}}^{3} + N^{-1/d}\right) \|u^{\tau}\|_{C^{1,\alpha}}^{3} \, d\tau
\]

\[
+ C_{d} \int_{0}^{t} \left( 1 + \|\nabla u^{\tau}\|_{L^{\infty}} \right) \left( G_{h,\varepsilon,N}(R_{h,\varepsilon,N}^{t}, u^{t}) + C_{d}(1 + (\log N)1_{d=2})(1 + \varepsilon^{2}\|\nabla u^{\tau}\|_{L^{\infty}}^{2}) \right) \, d\tau.
\]

Applying the Gronwall-Bellman lemma, we arrive at the desired estimate (2.17).

3.4. Proof of Theorem 2.1 Let us now complete the proof of Theorem 2.1 by showing how the quantum modulated energy estimate of (2.17) implies the remaining weak-* convergence assertion (2.19). To do this, one could use the analysis of [GP21, Section 4]. Instead, we present an argument which we feel more closely parallels the analysis used to show the classical modulated energy controls Sobolev convergence. As a consequence, we obtain strong, quantitative convergence in negative-order Sobolev spaces.

We first deal with the convergence of the k-particle densities \(\rho_{h,\varepsilon,N}^{l}\). Let \(\{\mathbf{x}_{N}^{t}\}_{t\geq 0}\) be a process with values in \((\mathbb{T}^{d})^{N}\) whose time marginals are given by \(\rho_{h,\varepsilon,N}^{l}\). Note that \(\rho_{h,\varepsilon,N}^{l}\) a.s., it holds that \(x_{i}^{l} \neq x_{j}^{l}\) for every \(1 \leq i \neq j \leq N\). Let \(\mu_{N}^{t} := \frac{1}{N} \sum_{j=1}^{N} \delta_{x_{j}^{t}}\) denote the empirical measure associated to \(\mathbf{x}_{N}^{t}\). Using the coercivity estimate of Proposition 3.2 there is a constant \(C_{d} > 0\) such that for any \(\phi \in W^{1,\infty}(\mathbb{T}^{d})\),

\[
(3.35) \quad \left| \int_{\mathbb{T}^{d}} \phi(x) d\left( \mu_{N}^{t} - 1 - \varepsilon^{2}\mathbf{1}^{t} \right)(x) \right| \leq C_{d}\|\nabla \phi\|_{L^{\infty}} N^{-1/d}
\]

\[
+ \|\nabla \phi\|_{L^{2}} \left( F_{N}(\mathbf{x}_{N}^{t}, 1 + \varepsilon^{2}\mathbf{1}^{t}) + C_{d}(1 + \varepsilon^{2}\|\nabla u^{t}\|_{L^{\infty}}^{2}) \right) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right) \right)^{1/2}.
\]

By Sobolev embedding, it follows from the estimate (3.35) and duality that for any \(1 < p < \infty\) and \(s < -(d + 1) + \frac{d}{p}\),

\[
(3.36) \quad \|\mu_{N}^{t} - 1 - \varepsilon^{2}\mathbf{1}^{t}\|_{W^{s,p}}^{2} \leq \|\nabla \phi\|_{L^{2}} \left( F_{N}(\mathbf{x}_{N}^{t}, 1 + \varepsilon^{2}\mathbf{1}^{t}) + C_{d}(1 + \varepsilon^{2}\|\nabla u^{t}\|_{L^{\infty}}^{2}) \right) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right).
\]
where $W^{s,p}$ denotes the usual Bessel potential space (e.g., see [Gra14 Section 1.3.1]). Taking the expectation of both sides of the preceding inequality, we then obtain

\begin{equation}
\int_{\mathbb{T}^d} \|\mu_N - 1 - \epsilon^2 \mathbf{U}\|^2_{W^{s,p}} \, d\rho_{h,\varepsilon,N}(\mathcal{Z}_N) \lesssim_{d,s,p} \int_{\mathbb{T}^d} F_N(\mathcal{Z}_N, 1 + \varepsilon^2 \mathbf{U}) \, d\rho_{h,\varepsilon,N}(\mathcal{Z}_N) \quad \text{for any index } s < -(d+1) + \frac{d}{p}, \quad \text{where } \mu_N := \frac{1}{N} \sum_{j=1}^{N} \delta_{\varepsilon,j}. \quad \text{Next, using } [RS16, (7.20), (7.21)], \text{we see that for any symmetric test function } \phi \in C^\infty((\mathbb{T}^d)^k),
\end{equation}

\begin{equation}
\int_{\mathbb{T}^d} \phi(\mathcal{Z}_N) d\rho_{h,\varepsilon,N;k} \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \leq C k \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \sup_{\mathcal{Z}_{k-1} \in (\mathbb{T}^d)^{k-1}} \|\phi(\mathcal{Z}_{k-1}, \cdot)\|_{W^{-s,p}} \left(\int_{\mathbb{T}^d} \|\mu_N - 1 - \epsilon^2 \mathbf{U}\|_{W^{s,p}} \, d\rho_{h,\varepsilon,N}(\mathcal{Z}_N) \right)^{1/2}.
\end{equation}

Combining this bound with (3.37), it follows that

\begin{equation}
\int_{\mathbb{T}^d} \phi(\mathcal{Z}_N) d' \rho_{h,\varepsilon,N;k} \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \lesssim_{d,s,p,k} \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \sup_{\mathcal{Z}_{k-1} \in (\mathbb{T}^d)^{k-1}} \|\phi(\mathcal{Z}_{k-1}, \cdot)\|_{W^{-s,p}} \left(\int_{\mathbb{T}^d} F_N(\mathcal{Z}_N, 1 + \varepsilon^2 \mathbf{U}) \, d\rho_{h,\varepsilon,N}(\mathcal{Z}_N) + C_d(1 + \epsilon^2 \|\nabla u\|^2_{L^\infty})(1 + \log N) 1_{d=2}\right)^{1/2}.
\end{equation}

For $r \in \mathbb{R}$ and $1 < q < \infty$, let $(W^{r,q})^{\otimes_k}$ denote the completion with respect to the $q$-nuclear tensor norm of the k-fold algebraic tensor product of the space $W^{r,q}$. This space may be identified with the space of $\phi \in D'((\mathbb{T}^d)^k)$ such that

\begin{equation}
\|\langle \nabla x_1, \ldots, \nabla x_k \rangle^r \phi\|_{L^q((\mathbb{T}^d)^k)} < \infty,
\end{equation}

where $\langle \nabla x_1 \rangle^r$ is the Fourier multiplier with Japanese bracket symbol $\langle 2\pi \xi_j \rangle^r$. We refer to [SU09] for details on tensor products of Sobolev spaces. Taking the supremum over $\|\phi\|_{(W^{-s,p'})^{\otimes_k}} \leq 2$ in both sides of (3.40) and using that $(W^{-s,p'})^{\otimes_k}$ embeds in $C((\mathbb{T}^d)^k; W^{-s,p'}(\mathbb{T}^d))$ by choice of $s$,

\begin{equation}
\|\rho_{h,\varepsilon,N;k} \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \lesssim_{d,s,p,k} \left(1 + \|\nabla u\|^2_{L^\infty}\right)^{k-1} \sup_{\mathcal{Z}_{k-1} \in (\mathbb{T}^d)^{k-1}} \|\phi(\mathcal{Z}_{k-1}, \cdot)\|_{W^{-s,p}} \left(\int_{\mathbb{T}^d} F_N(\mathcal{Z}_N, 1 + \varepsilon^2 \mathbf{U}) \, d\rho_{h,\varepsilon,N}(\mathcal{Z}_N) + C_d(1 + \epsilon^2 \|\nabla u\|^2_{L^\infty})(1 + \log N) 1_{d=2}\right)^{1/2}.
\end{equation}
From the triangle inequality and the embedding $L^\infty \subset W^{s,p}$, it then follows from the preceding estimate that

\begin{align}
(3.43) \quad \|\rho^t_{h,\varepsilon,N;k} - 1\|_{(W^{s,p})^\otimes nk} & \lesssim d_{s,p,k} \varepsilon^2 \|\nabla u^t\|_{L^\infty}^2 \left(1 + (\varepsilon^2 \|\nabla u^t\|_{L^\infty})^{k-1}\right) \\
& + (1 + \varepsilon^2 \|\nabla u\|_{L^\infty}^2)^{k-1} \left(\int_{(T^d)^N} F_N([x_N, 1 + \varepsilon^2 u^t]) d\rho_{h,\varepsilon,N}([x_N])
+ C_d(1 + \varepsilon^2 \|\nabla u^t\|_{L^\infty}^2)(1 + (\log N) \mathbf{1}_{d=2})\right)^{1/2}.
\end{align}

Using the estimate (2.17) to bound $F_N([x_N, 1 + \varepsilon^2 u^t])$ in the right-hand side yields the desired convergence in $(W^{s,p})^\otimes nk$ norm, provided that $1 < p < \infty$ and $s < \frac{d}{2} - d - 1$. This convergence also implies convergence in the weak-* topology for $\mathcal{M}(\mathbb{T}^d)^k$ by using the density of $W^{-s,p'} \subset C(\mathbb{T}^d)$.

Proving convergence of the current $J^t_{h,\varepsilon,N;k}$ is simpler, and we can follow—albeit with modification to obtain rates of convergence—the general argument of [GP21] Subsection 4.3, which treated the case $k = 1$. To this end, we recall that the current $J_{h,\varepsilon,N;k}$ of the k-particle marginal $R_{h,\varepsilon,N;k}$ is, by definition, a vector with components $(J_{h,\varepsilon,N;k})_j$ in $(\mathcal{M}(\mathbb{T}^d)^k)^d$, for $j = 1, \ldots, k$. In other words, for fixed $j$, $(J_{h,\varepsilon,N;k})_j = \left((J_{h,\varepsilon,N;k})_\alpha^\circ \right)_{\alpha=1}^d$, where each $(J_{h,\varepsilon,N;k})_\alpha \in \mathcal{M}(\mathbb{T}^d)^k)$. $J_{h,\varepsilon,N;k}$ is the continuous linear functional on the Banach space $C((\mathbb{T}^d)^k; (\mathbb{R}^d)^k)$ of continuous bounded vector fields $v = (v_j)_{j=1}^k$, with $v_j = (v_j^\circ)_{\alpha=1}^d \in C((\mathbb{T}^d)^k; \mathbb{R}^d)$, defined by

\begin{align}
(3.44) \quad \int_{(T^d)^k} v([x_k]) \cdot dJ_{h,\varepsilon,N;k}(x_k) = \Tr_{h,k} \left(v(X_k) \cdot \left(R_{h,\varepsilon,N;k} \lor \left(\frac{\hbar}{2} D\omega_k\right)\right)\right).
\end{align}

Above, $D\omega_k := -i \nabla \omega_k$, with $\nabla \omega_k := (\nabla x_1, \ldots, \nabla x_k)$ with each $\nabla x_j$ denoting the gradient with respect to the variable $x_j \in \mathbb{R}^d$. Let $(u^\circ)^\otimes k([x_k]) := (u^t(x_1), \ldots, u^t(x_k)) \in (\mathbb{R}^d)^k$. We let $(u^\circ)^\otimes k(X_k)$ denote the induced vector of multiplication operators. By cyclicity of trace, the commutativity of multiplication operators, and the definition of the k-particle density $\rho_{h,\varepsilon,N;k}$, we have that

\begin{align}
(3.45) \quad \frac{1}{2} \Tr_{h,k} \left(v(X_k) \cdot \left(R_{h,\varepsilon,N;k} \lor (u^\circ)^\otimes k(X_k)\right)\right) = \int_{(T^d)^k} v([x_k]) \cdot (u^\circ)^\otimes k([x_k]) d\rho_{h,\varepsilon,N;k}(x_k).
\end{align}

Hence,

\begin{align}
(3.46) \quad \int_{(T^d)^k} v([x_k]) \cdot d\left(J^t_{h,\varepsilon,N;k} - \rho_{h,\varepsilon,N;k}(u^\circ)^\otimes k\right)(x_k)
& = \frac{1}{2} \Tr_{h,k} \left(v(X_k) \cdot \left(R_{h,\varepsilon,N;k} \lor \left(\frac{\hbar}{2} D\omega_k - (u^\circ)^\otimes k(X_k)\right)\right)\right).
\end{align}

By Cauchy-Schwarz, the magnitude of the right-hand side is $\lesssim d$

\begin{align}
(3.47) \quad \sum_{j=1}^k \|v_j(X_k) \sqrt{R_{h,\varepsilon,N;k}}\|_2 \left\|\sqrt{R_{h,\varepsilon,N;k}}(hDx_j - u^t(X_j))\right\|_2 \lesssim d \|v\|_L^\infty \sum_{j=1}^k \left\|\sqrt{R_{h,\varepsilon,N;k}}(hDx_j - u^t(X_j))\right\|_2.
\end{align}
Above, we have used that $R^t_{h,\varepsilon, N:k}$ has unit trace. Writing the Hilbert-Schmidt norm as the square root of a trace, we see that
\[
\left\| \sqrt{R^t_{h,\varepsilon, N:k}(hDx_j - u^t(X_j))} \right\|_2^2 \leq \text{Tr}_{\mathcal{H}} \left( \sqrt{R^t_{h,\varepsilon, N:k}(hDx_j - u^t(X_j))} \right) \sqrt{R^t_{h,\varepsilon, N:k}}
\]
\[
= \text{Tr}_{\mathcal{H}} \left( \sqrt{R^t_{h,\varepsilon, N:1}(hD - u^t(X))} \right) \sqrt{R^t_{h,\varepsilon, N:1}},
\]
where the ultimate line follows from symmetry with respect to permutation of particle labels. After a little bookkeeping, we realize we have shown
\[
(3.49) \quad \left| \int_{(\mathbb{T}^d)^k} v(\mathbf{x}_k) \cdot d \left( J^t_{h,\varepsilon, N:k} - \rho^t_{h,\varepsilon, N:k}(u^t)^{\otimes k} \right)(\mathbf{x}_k) \right| \leq d k \|v\|_{L^\infty} \left( \text{Tr}_{\mathcal{H}} \left( \sqrt{R^t_{h,\varepsilon, N:1}(hD - u^t(X))} \right) \right)^{1/2},
\]
for any $v \in C((\mathbb{T}^d)^k; (\mathbb{R}^d)^k)$. Evidently, the right-hand side of the preceding inequality is controlled by the modulated energy $G_{h,\varepsilon, N}(R^t_{h,\varepsilon, N}, u^t)$. Taking the supremum over all such vector fields with $\|v\|_{L^\infty} \leq 1$, implies that
\[
(3.50) \quad \left\| J^t_{h,\varepsilon, N:k} - \rho^t_{h,\varepsilon, N:k}(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} \lesssim_{d,s,p,k} \left( \text{Tr}_{\mathcal{H}} \left( \sqrt{R^t_{h,\varepsilon, N:1}(hD - u^t(X))} \right) \right)^{1/2},
\]
where $\mathcal{M} = \mathcal{M}((\mathbb{T}^d)^k)$. By Sobolev embedding, we also have
\[
(3.51) \quad \left\| J^t_{h,\varepsilon, N:k} - \rho^t_{h,\varepsilon, N:k}(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} \lesssim_{d,s,p,k} \left( \text{Tr}_{\mathcal{H}} \left( \sqrt{R^t_{h,\varepsilon, N:1}(hD - u^t(X))} \right) \right)^{1/2},
\]
for any $1 < p < \infty$ and $s < \frac{d}{p} - d$. Above, the norms are, with a slight abuse of notation, for vector-valued measures/distributions. By the triangle inequality,
\[
(3.52) \quad \left\| J^t_{h,\varepsilon, N:k} - (u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} \leq \left\| J^t_{h,\varepsilon, N:k} - \rho^t_{h,\varepsilon, N:k}(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} + \left\| (\rho^t_{h,\varepsilon, N:k} - 1)(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}}.
\]
For any test function $\phi \in C^\infty((\mathbb{T}^d)^k)$, we observe from Sobolev embedding that
\[
(3.53) \quad \left\| \phi(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} \lesssim_{d,s,p,\alpha,k} \left\| \phi \right\|_{(W^{s,p'})^{\otimes \alpha p',k}} \left\| u^t \right\|_{W^{s,p'}} \lesssim_{d,s,p,\alpha,k} \left\| \phi \right\|_{(W^{s,p'})^{\otimes \alpha p',k}} \left\| u \right\|_{C^{1,\alpha}},
\]
provided that $1 + \alpha > -s > d - \frac{d}{p}$. Such an $s$ exists provided that we choose $p < \frac{d}{(d-1)+\alpha}$, where \((\cdot)_+ := \max\{0, \cdot\}\). It follows now from duality that
\[
(3.54) \quad \left\| (\rho^t_{h,\varepsilon, N:k} - 1)(u^t)^{\otimes k} \right\|_{(W^{s,p})^{\otimes \alpha p,k}} \lesssim_{d,s,p,\alpha,k} \left\| u \right\|_{C^{1,\alpha}} \left\| \rho^t_{h,\varepsilon, N:k} - 1 \right\|_{(W^{s,p})^{\otimes \alpha p,k}}.
\]
Assuming that we also have $s < \frac{d}{p} - d - 1$, which can be ensured by choosing $p < \frac{d}{(d-1)+\alpha}$, we may apply the estimate (3.43) to find that the preceding right-hand side is $\lesssim_{d,s,p,k}$
\[
(3.55) \quad \left\| u \right\|_{C^{1,\alpha}} = \left( e^2 \|
abla u\|_{L^\infty}^2 \left( 1 + (e^2 \|
abla u\|_{L^\infty})^{k-1} \right) + (1 + e^2 \|
abla u\|_{L^\infty})^{k-1} \right)^{1/2}
\]
\[
\times \left( \int_{(\mathbb{T}^d)^N} F_N(\mathbf{x}_N, 1 + e^2 u^t) d\rho^t_{h,\varepsilon, N}(\mathbf{x}_N) + C_d(1 + e^2 \|
abla u\|_{L^\infty})^2 \frac{1}{N^2/d} \right)^{1/2}.
\]
Applying the preceding estimate and the estimate (3.51) to the right-hand side of (3.52), we conclude that for any $1 < p < \frac{d}{(d-\alpha)+}$ and $s < \frac{2}{p} - d - 1$,

$$
\qquad
(3.56) \quad \left\| J^l_{h_\varepsilon,N,k} - (u^k)^{\otimes k} \right\|_{(W^{s,p})^{\otimes k}} \lesssim [d,s,p,\alpha,k] \left( \text{Tr}_H \left( \sqrt{R^t_{h_\varepsilon,N,1}} \left| hD - u^t(X) \right|^2 \sqrt{R^t_{h_\varepsilon,N,1}} \right) \right)^{1/2}
+ \left\| u^t \right\|_{L^\infty}^{k-1} \left( \varepsilon^2 \left\| \nabla u^t \right\|_{L^\infty}^2 \left[ 1 + \left( \varepsilon^2 \left\| \nabla u^t \right\|_{L^\infty} \right)^{k-1} \right] + \left( 1 + \varepsilon^2 \left\| \nabla u^t \right\|_{L^\infty}^2 \right)^{k-1}
\times \left( \int_{(\mathbb{T}^d)^N} F_N(x_N, 1 + \varepsilon^2 u^t) d\rho^t_{h_\varepsilon,N}(x_N) + \frac{C_0 (1 + \varepsilon^2 \left\| \nabla u^t \right\|_{L^\infty}^2) (1 + (\log N) 1_{d=2})}{N^{2/d}} \right)^{1/2}.
$$

The right-hand side is evidently controlled by the quantum modulated energy $G_{h_\varepsilon,N}(R^t_{h_\varepsilon,N}, u^t)$, and therefore this last estimate yields the desired Sobolev convergence. Convergence in the weak-* topology for $\mathcal{M}((\mathbb{T}^d)^k)$ of each of the components of $(u^t)^{\otimes k}$ follows from the preceding Sobolev convergence and the embedding $W^{-s,p'}(\mathbb{T}^d) \subset C(\mathbb{T}^d)$.

### 3.5. Proof of Theorem 2.7

We now prove Theorem 2.7. Our approach is similar to the proof of [GP21, Proposition 2.4], which yields convergence of the density and current of the nonlinear Hartree equation to a solution of the Euler-Poisson equation in the classical limit, except we emphasize the “mean-field” perspective in our presentation to a greater degree than in the cited work.

Let $R^t_{h_\varepsilon}$ denote the solution to the Hartree equation (1.8). For $N \in \mathbb{N}$, we let $R^{\otimes N}_{h_\varepsilon}$ be the $N$-fold tensor product of $R^t_{h_\varepsilon}$, which yields a bosonic density matrix on the Hilbert space $\mathcal{H}_N$. Evidently, the k-particle marginal of $R^{\otimes N}_{h_\varepsilon}$ is just $R^t_{h_\varepsilon}^{\otimes k}$. Recalling the mean-field Hamiltonian $H^t_{h_\varepsilon}$ from (2.16) and considering the N-body Hamiltonian

$$
(3.57) \quad \tilde{H}^t_{h_\varepsilon,N} := \sum_{j=1}^N \tilde{H}^t_{h_\varepsilon} \otimes \tilde{H}^t_{h_\varepsilon} \otimes \tilde{H}^t_{h_\varepsilon} \otimes \cdots \otimes \tilde{H}^t_{h_\varepsilon},
$$

we see that $R^{\otimes N}_{h_\varepsilon}$ is a solution in $C(\mathbb{R}; \mathcal{D}_{s}(\mathcal{H}_N))$ to the Cauchy problem

$$
(3.58) \quad \begin{cases}
\quad i h \partial_t \tilde{R}^t_{h_\varepsilon,N} = \left[ \tilde{H}^t_{h_\varepsilon,N}, \tilde{R}^t_{h_\varepsilon,N} \right] \\
\quad \tilde{R}^t_{h_\varepsilon,N}|_{t=0} = (R^0_{h_\varepsilon})^{\otimes N}.
\end{cases}
$$

Consider the modulated energy

$$
(3.59) \quad G_{h_\varepsilon,N}(R^t_{h_\varepsilon})^{\otimes N}, u^t) = \text{Tr}_H \left( \sqrt{R^t_{h_\varepsilon}} \left| hD - u^t(X) \right|^2 \sqrt{R^t_{h_\varepsilon}} \right)
+ \frac{1}{\varepsilon^2} \int_{(\mathbb{T}^d)^N} F_N(x_N, 1 + \varepsilon^2 u^t) d\rho^t_{h_\varepsilon,N}(x_N).
$$

Using (1.13) and Fubini-Tonelli, we have the identity

$$
(3.60) \quad \int_{(\mathbb{T}^d)^N} F_N(x_N, 1 + \varepsilon^2 u^t) d(\rho^t_{h_\varepsilon})^{\otimes N}(x_N) = \frac{(N-1)}{N} \int_{\mathbb{T}^d} (V * \rho^t_{h_\varepsilon})(x_1) d\rho^t_{h_\varepsilon}(x_1)
- 2 \int_{\mathbb{T}^d} (-\Delta)^{-1} (1 + \varepsilon^2 u^t)(x_1) d\rho^t_{h_\varepsilon}(x_1) + \int_{(\mathbb{T}^d)^2} V(x-y) d(1 + \varepsilon^2 u^t)^{\otimes 2}(x,y).
$$
We want to repeat the proof of Proposition 3.1 but we need to replace the identity (3.6) with

\[(3.61) \quad \frac{d}{dt} \text{Tr}_H \left( \sqrt{R_{\hbar,\varepsilon}^t} (u^t(X) \lor hD) \sqrt{R_{\hbar,\varepsilon}^t} \right) = -2 \varepsilon^2 \int_{\mathbb{T}^d} u^t(x_1) \cdot \nabla (\nabla^t \rho_{h,\varepsilon}^t)(x_1) \, dx_1 \]

\[+ \text{Tr}_H \left( \left( \frac{\hbar}{2} D \lor \nabla u^t(X) - (u^t \lor \nabla u^t)(X) - \nabla p^t(X) \right) \lor hD \right) R_{\hbar,\varepsilon}^t. \]

Note that by Fubini-Tonelli and the fact that \( \nabla V \) is odd, we can symmetrize the first expression in the right-hand side as

\[(3.62) \quad - \frac{1}{\varepsilon^2} \int_{(T^4)^2} (u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2) \, d(\rho_{h,\varepsilon}^t)^{\otimes 2}(x_1, x_2) \]

\[= - \frac{1}{\varepsilon^2} \int_{(T^4)^N} \int_{(T^4)^2} \int_{\Delta} (u^t(x) - u^t(y)) \cdot \nabla V(x - y) \, d \left( \frac{1}{N} \sum_{j=1}^N \delta x_j \right) (x, y) d(\rho_{h,\varepsilon}^t)^{\otimes N}(x_N) \]

\[\quad - \frac{1}{N \varepsilon^2} \int_{(T^4)^2} (u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2) \, d(\rho_{h,\varepsilon}^t)^{\otimes 2}(x_1, x_2). \]

Ultimately, we find that

\[(3.63) \quad \frac{d}{dt} G_{h,\varepsilon, N}((R_{h,\varepsilon}^t)^{\otimes N}, u^t) = -2 \text{Tr}_H \left( \sqrt{R_{\hbar,\varepsilon}^t} (hD - u^t(X)) \Sigma^t (hD - u^t(X)) \sqrt{R_{\hbar,\varepsilon}^t} \right) \]

\[+ \frac{1}{\varepsilon^2} \int_{(T^4)^N} \int_{(T^4)^2} \int_{\Delta} (u^t(x) - u^t(y)) \cdot \nabla V(x - y) \, d \left( \frac{1}{N} \sum_{j=1}^N \delta x_j - 1 - \varepsilon^2 t \right) (x, y) d(\rho_{h,\varepsilon}^t)^{\otimes N}(x_N) \]

\[-2 \int_{(T^4)^N} \int_{T^d} \text{div}(-\Delta)^{-1}(u^t t)(x) d \left( \frac{1}{N} \sum_{j=1}^N \delta x_j - 1 - \varepsilon^2 t \right) (x) d(\rho_{h,\varepsilon}^t)^{\otimes N}(x_N) \]

\[-2 \int_{(T^4)^N} \int_{T^d} \partial_t p^t(x) d \left( \frac{1}{N} \sum_{j=1}^N \delta x_j - 1 - \varepsilon^2 t \right) (x) d(\rho_{h,\varepsilon}^t)^{\otimes N}(x_N) \]

\[+ \frac{1}{N \varepsilon^2} \int_{(T^4)^2} (u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2) \, d(\rho_{h,\varepsilon}^t)^{\otimes 2}(x_1, x_2). \]

Using the bound

\[(3.64) \quad |(u^t(x_1) - u^t(x_2)) \cdot \nabla V(x_1 - x_2)| \lesssim_d \|\nabla u^t\|_{L^\infty} \max \{|x_1 - x_2|^{2-d}, C_d\}, \]

which follows from the mean-value theorem applied to \( u^t \) and \( (2.4) \), the magnitude of the last term in the right-hand side of (3.63) is \( \lesssim_d \)

\[(3.65) \quad \frac{\|\nabla u^t\|_{L^\infty} (1 + \|\rho_{h,\varepsilon}^t\|_{H^1}^2)}{N \varepsilon^2}. \]
We estimate the remaining terms in the right-hand side of (3.63) exactly as in Section 3.3 to conclude that there are constants $C_d, C_{d, \alpha} > 0$ such that

\begin{align}
&\frac{d}{dt} \mathcal{G}_{h, \varepsilon, N}(\{R^t_{h, \varepsilon}\}^{\otimes N}, \mathfrak{u}^t) \leq C_d \|\nabla \mathfrak{u}^t\|_{L^\infty} \text{Tr}(\sqrt{R^t_{h, \varepsilon}}|hD - \mathfrak{u}^t(X)|^2 \sqrt{R^t_{h, \varepsilon}}) \\
&\quad + \frac{C_d \|\nabla \mathfrak{u}^t\|_{L^\infty}}{\varepsilon^2} \left( C_d (1 + \varepsilon^2 \|\nabla \mathfrak{u}^t\|_{L^\infty}^2) \left( \frac{1 + (\log N)1_{d=2}}{N^{2/d}} \right) + \int_{(\mathbb{T}^d)^N} F_N(\mathfrak{u}, 1 + \varepsilon^2 \mathfrak{u}^t)(\rho_{h, \varepsilon})^{\otimes N}(\mathfrak{u}) \right) \\
&\quad + C_{d, \alpha} \left( \varepsilon^2 \|\mathfrak{u}^t\|_{C^{1,\alpha}}^3 N^{-1/d} \right) \|\mathfrak{u}^t\|_{C^{1,\alpha}}^3 + \frac{C_d (1 + \varepsilon^2 \|\nabla \mathfrak{u}^t\|_{L^\infty}^2)}{\varepsilon^2 N^{2/d}} (1 + (\log N)1_{d=2}) \\
&\quad + \frac{1}{\varepsilon^2} \int_{(\mathbb{T}^d)^N} F_N(\mathfrak{u}, 1 + \varepsilon^2 \mathfrak{u}^t)(\rho_{h, \varepsilon})^{\otimes N}(\mathfrak{u}) + \frac{C_d \|\nabla \mathfrak{u}^t\|_{L^\infty} (1 + \|\rho_{h, \varepsilon}\|_{H^{-1}}^2)}{N \varepsilon^2}.
\end{align}

From the identity (3.60) together with the definition (2.27) of the modulated energy, we see that

\begin{align}
\lim_{N \to \infty} \mathcal{G}_{h, \varepsilon, N}(\{R^t_{h, \varepsilon}\}^{\otimes N}, 1 + \varepsilon^2 \mathfrak{u}^t) = \text{Tr}(\sqrt{R^t_{h, \varepsilon}}|hD - \mathfrak{u}^t(X)|^2 \sqrt{R^t_{h, \varepsilon}}) + \frac{1}{\varepsilon^2} \|\rho_{h, \varepsilon}^t - 1 - \varepsilon^2 \mathfrak{u}^t\|_{H^{-1}}^2 = \mathcal{G}_{h, \varepsilon}(R^t_{h, \varepsilon}, \mathfrak{u}^t).
\end{align}

Integrating both sides of inequality (3.66), using the fundamental theorem of calculus, and finally letting $N \to \infty$ in the resulting right-hand side, we see that there are constants $C_d, C_{d, \alpha} > 0$ such that

\begin{align}
\mathcal{G}_{h, \varepsilon}(R^t_{h, \varepsilon}, \mathfrak{u}^t) \leq \mathcal{G}_{h, \varepsilon}(R^0_{h, \varepsilon}, \mathfrak{u}^0) + C_{d, \alpha} \varepsilon^2 \int_0^t \|\mathfrak{u}^\tau\|^6_{C^{1,\alpha}} d\tau \\
&\quad + C_d \int_0^t (1 + \|\nabla \mathfrak{u}^\tau\|_{L^\infty}) \mathcal{G}_{h, \varepsilon}(R^\tau_{h, \varepsilon}, \mathfrak{u}^\tau) d\tau.
\end{align}

Now applying the Gronwall-Bellman lemma, we conclude the inequality

\begin{align}
\mathcal{G}_{h, \varepsilon}(R^t_{h, \varepsilon}, \mathfrak{u}^t) \leq \left( \mathcal{G}_{h, \varepsilon}(R^0_{h, \varepsilon}, \mathfrak{u}^0) + C_{d, \alpha} \varepsilon^2 \int_0^t \|\mathfrak{u}^\tau\|^6_{C^{1,\alpha}} d\tau \right) e^{C_d \int_0^t (1 + \|\nabla \mathfrak{u}^\tau\|_{L^\infty}) d\tau}.
\end{align}

From the estimate (3.69), we deduce the convergence $(\rho_{h, \varepsilon}^t, J^t_{h, \varepsilon}) \to (1, \mathfrak{u}^t)$ as $h + \varepsilon \to 0^+$, in both the strong sense of Sobolev norms and the weak sense of measures, by repeating the arguments in Section 3.3. This last step then completes the proof of Theorem 2.7.
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