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Abstract. We show that the cylinder \( Z^{2n}(1) := B^2(1) \times \mathbb{R}^{2(n-1)} \) embeds symplectically into \( B^4(R) \times \mathbb{R}^{2(n-2)} \) if \( R \geq \sqrt{3} \).

1. Introduction

On \( \mathbb{R}^{2n} \) with points \((x_1, y_1, \ldots, x_n, y_n)\) consider the symplectic form \( dx_1 \wedge dy_1 + \ldots + dx_n \wedge dy_n \). A smooth embedding \( F : U \rightarrow V \) between open subsets of \( \mathbb{R}^{2n} \) is symplectic if \( F \) pulls back this form to itself. Let \( B^{2n}(R) \) denote the open ball of radius \( R \) in \( \mathbb{R}^{2n} \), where \( R > 0 \), that is, the set of points \((x_1, y_1, \ldots, x_n, y_n) \in \mathbb{R}^{2n} \) such that \( \sum_{i=1}^{n} (x_i)^2 + (y_i)^2 < R^2 \).

Question 1.1 (Hind and Kerman [3, Question 2]). Can \( B^2(1) \times B^{2(n-1)}(S) \) be symplectically embedded into \( B^4(R) \times \mathbb{R}^{2(n-2)} \) for arbitrarily large \( S > 0 \)? If so, what is the smallest \( R > 0 \) for which this is possible?

Question 1.1 was settled by Guth and Hind-Kerman [2, 3] for all numbers \( R \) but one: \( R = \sqrt{3} \). They proved that there are embeddings when \( R > \sqrt{3} \) for all \( S > 0 \), but there are not such embeddings if \( R < \sqrt{3} \) and \( S \) is sufficiently large. Prior to their work it was known that the Ekeland-Hofer capacity implied \( R > \sqrt{2} \), if such embeddings did exist (see [1]).

Let \( Z^{2n}(r) \) denote the cylinder of radius \( r \) in \( \mathbb{R}^{2n} \), where \( r > 0 \), that is, the set of points \((x_1, y_1, \ldots, x_n, y_n) \in \mathbb{R}^{2n} \) such that \( (x_1)^2 + (y_1)^2 < r^2 \). The goal of this paper is to show the following theorem about symplectic embeddings of cylinders, which in particular completes the answer to Question 1.1 by answering the end-point case.

Theorem 1.2. The cylinder \( Z^{2n}(1) \) embeds symplectically into the product \( B^4(R) \times \mathbb{R}^{2(n-2)} \) if \( R \geq \sqrt{3} \).

It follows from combining Guth [2], Hind-Kerman [3], and Theorem 1.2 that the cylinder \( Z^{2n}(1) \) embeds symplectically into the product \( B^4(R) \times \mathbb{R}^{2(n-2)} \) if and only if \( R \geq \sqrt{3} \). The proof of Theorem 1.2 relies on [2, 4] and follows closely essential ideas of [3].

Remark 1.3. Theorem 1.2 can be used to derive an alternative proof of the inexistence of symplectic \( d \)-capacities \((1 < d < n)\) proven in [4].
2. Smoothness of families and Guth’s Lemma

Following [4, Section 3], let $P, M, N$ be smooth manifolds and let $(B_p)_{p \in P}$ be a family of submanifolds of $N$. We say that a family of embeddings $(\phi_p : B_p \hookrightarrow M)_{p \in P}$ is a smooth family of embeddings if:

1. there is a smooth manifold $B$ and a smooth map $g : P \times B \to N$ such that $g_p : b \mapsto g(p, b)$ is an immersion and $B_p = g(p, B)$, for every $p \in P$;
2. the map $\Phi : P \times B \to M$ defined by $\Phi(p, b) := \phi_p \circ g(p, b)$ is smooth.

In this case we also say that $(\phi_p : B_p \hookrightarrow M)_{p \in P}$ is a smooth family of embeddings when $M_p$ is a submanifold of $M$ containing $\phi_p(B_p)$. If $M$ and $N$ are symplectic, then a smooth family of symplectic embeddings is a smooth family of embeddings $(\phi_p)_{p \in P}$ such that each $\phi_p : B_p \hookrightarrow M$ is symplectic. If $P$ is a subset of a smooth manifold $\tilde{P}$, the family $(\phi_p)_{p \in P}$ is smooth if there is an open neighborhood $U$ of $P$ such that the maps $g : P \times B \to N$ and $\Phi : P \times B \to M$ may be smoothly extended to $U \times B$.

For the proof of Theorem 1.2 we will use the following.

**Theorem 2.1** ([4]). Let $N$ be a symplectic manifold, and let $W_t \subset N$, $t \in (0, a)$, be a family of simply connected open subsets with $\bar{W}_s \subset W_t$, for $s, t \in (0, a)$ and $t < s$. Let $W_0 := \bigcup_{t \in (0, a)} W_t$. Let $(\phi_t : W_t \hookrightarrow M)_{t \in (0, a)}$ be a smooth family of symplectic embeddings such that for any $t, s > 0$, the set $\bigcup_{v \in [t, s]} \phi_v(W_v)$ is relatively compact in $M$. Then there is a symplectic embedding $W_0 \hookrightarrow M$.

We will also use the following result, which is a smooth family version of a result of Larry Guth [2, Section 2]. As before, $n \geq 3$.

**Lemma 2.2** ([4]). Let $\Sigma$ be the symplectic torus $T^2 = \mathbb{R}^2 / \mathbb{Z}^2$ of area 1 minus the “origin” (i.e. minus the lattice $\mathbb{Z}^2$, $\Sigma = (\mathbb{R}^2 \setminus \mathbb{Z}^2) / \mathbb{Z}^2$). There is a smooth family $(i_R)_{R \geq 1/3}$ of symplectic embeddings $i_R : B^{2(n-1)}(R) \hookrightarrow \Sigma \times B^2(n-2)(10R^2)$.

3. The Simple Spiral

The following lemma is similar to several statements in Schlenk’s book [5]. As in the previous section, we use the following notation: $R(A, B) := (0, A) \times (0, B)$ and $Q(A) := R(A, A)$ ($A, B > 0$).

**Lemma 3.1** (Simple Spiral Lemma). For any values $A > 0$, $B > 0$, $\lambda > 0$, $\delta \geq 0$, $r \geq 0$, the map

$$
\varphi_{A, B, \lambda, \delta, r} : R(A, B) \to \mathbb{R}^2, \quad (x, y) \mapsto (u, v)
$$

given by the formulas

$$
\begin{align*}
u &= \sqrt{\frac{1}{\pi}} \cos(2\pi \theta) \\
v &= \sqrt{\frac{1}{\pi}} \sin(2\pi \theta),
\end{align*}
$$
where $I$ and $\theta$ are given by $I = y\lambda + r + \frac{A}{\lambda} (B\lambda + \delta)$ and $\theta = \frac{x}{\lambda} \mod 1$, satisfies the following properties:

1. $\varphi_{A,B,\lambda,\delta,r}$ is a symplectic embedding of $R(A,B)$ into $B^2(r)$, where the radius $r_A$ is given by $r_A = \sqrt{\frac{B\lambda + r + AB + A\delta}{\pi}}$.
2. $\varphi_{A,B,\lambda,\delta,r}$ maps any subrectangle $R(L,B) = (0,L) \times (0,B)$ for all $L \leq A$, of $R(A,B)$ into $B^2(r_L)$, where

$$r_L = \sqrt{\frac{B\lambda + r + LB + L\delta}{\pi}}.$$

(See Figure 3).
3. The image of $\varphi_{A,B,\lambda,\delta,r}$ avoids the closed ball $B^2(\sqrt{r/\pi})$.
4. Let $P$ be the closed subset of $\mathbb{R}^5 \times \mathbb{R}^5 \times \mathbb{R}^5$:

$$P = (\mathbb{R}_+^*)^5 \cup \left( \left( \mathbb{R}_+^* \right)^4 \times \{ r = 0 \} \right) \cup \left( \left( \mathbb{R}_+^* \right)^4 \times \{ \delta = 0 \} \right),$$

where $\mathbb{R}_+^*$ denotes the set of strictly positive real numbers. Then the family $(\varphi_{A,B,\lambda,\delta,r})_{(A,B,\lambda,\delta,r) \in P}$ is smooth.

Proof. Consider the symplectic maps:

$$\begin{pmatrix} \frac{1}{\lambda} & 0 \\ 0 & \lambda \end{pmatrix} : \mathbb{R}^2 \to \mathbb{R}^2,$$

$$\langle \cdot, \cdot \rangle + (0,r) : \mathbb{R}^2 \to \mathbb{R}^2,$$

$$\begin{pmatrix} 1 & 0 \\ B\lambda + \delta & 1 \end{pmatrix} : \mathbb{R}^2 \to \mathbb{R}^2,$$

projection onto $\mathbb{R} \times (\mathbb{R}/\mathbb{Z}) : \mathbb{R}^2 \to \mathbb{R} \times (\mathbb{R}/\mathbb{Z})$. 

\[ \text{Figure 1. Numerical simulation of the simple spiral } \varphi_{A,B,\lambda,\delta,r} : (x,y) \mapsto (u,v) \text{ in Lemma 3.1.} \]
The composition of these maps gives the symplectomorphism depicted in Figure 2, and is expressed by the following formulas:

\[(x, y) \xrightarrow{(4)} \left( \frac{x}{\lambda}, y\lambda \right) \xrightarrow{(5)} \left( \frac{x}{\lambda}, y\lambda + r \right) \xrightarrow{(6)} \left( \frac{x}{\lambda}, y\lambda + r + \frac{x}{\lambda}(B\lambda + \delta) \right),\]

where each function in (8) is restricted to its domain in Figure 2. Then we compose the map (8) with symplectic polar coordinates \(\mathbb{R}^* \times (\mathbb{R}/\mathbb{Z}) \to \mathbb{R}^2 \setminus \{(0,0)\}\), away from the singularity as in (2), and in this way obtain a symplectic embedding \(\varphi_{A,B,\lambda,\delta,r}\) given in the statement of the lemma. The fact that \(\varphi_{A,B,\lambda,\delta,r}\) is injective follows from \(\delta \geq 0\) – see Figure 2 – and the slope of the line in the third part of the figure is \(B\lambda + \delta\). This can be also be easily checked from the formulas for \(u\) and \(v\). Finally, smoothness of the family follows from the fact that all transformations depend smoothly on the parameters in \(P\). The singularity of the polar coordinates (2) is not included in the domain because the rectangles are open. \(\square\)

4. Review of [4, Section 6]

We need to use in the following sections the construction of a symplectic embedding given in [4, Section 6], and because it is essential for the proof, we review it next. It was proven therein that for sufficiently small fixed \(\epsilon > 0\) one can construct a symplectic immersion \(i_\epsilon : \Sigma(\tilde{\epsilon}) \hookrightarrow \mathbb{R}^2\) where \(\tilde{\epsilon} := 100\epsilon\) as in Figure 3, with \(a = \epsilon^2\). In particular, the double points of the immersion are concentrated in the small region \([-a, a] \times [-\epsilon/2, \epsilon/2]\). Consider a smooth cut-off function \(\chi_\epsilon : \mathbb{R} \to [0, 1]\) which is non decreasing on \(\mathbb{R}^-,\) non increasing on \(\mathbb{R}^+,\) \(\chi_\epsilon \equiv 1\) on \([-a, a]\), \(\chi_\epsilon \equiv 0\) on \(\mathbb{R} \setminus [-A + \epsilon^2, A - \epsilon^2]\), such that
Figure 3. The immersion $i_\epsilon: \Sigma(\epsilon) \hookrightarrow \mathbb{R}^2$.

$|\chi_\epsilon'(x)| \leq \frac{1}{A} + \epsilon$ for every $x \in \mathbb{R}$, and for every $x \in [-A + \frac{\epsilon}{2}, A - \frac{\epsilon}{2}]$, one has

$$|\chi_\epsilon(x) - \left(1 - \frac{|x|}{A}\right)| \leq \epsilon.$$  

(9)

On $\mathbb{R}^2 \times \mathbb{R}^2$ we define the smooth family of Hamiltonian functions

$$(\mathcal{H}_\epsilon(x_1, y_1, x_2, y_2) := -\chi_\epsilon(x_1)x_2 \sqrt{\pi})_\epsilon$$

whose time-1 flows are given by the smooth family $(\Phi_\epsilon)_\epsilon$:

$$\Phi_\epsilon(x_1, y_1, x_2, y_2) = (x_1, y_1 + \chi_\epsilon'(x_1)x_2\sqrt{\pi}, x_2, y_2 + \chi_\epsilon(x_1)\sqrt{\pi}).$$

Let $Q(\sqrt{\pi})$ denotes the open square $(0, \sqrt{\pi}) \times (0, \sqrt{\pi})$ and $R(\sqrt{\pi}, 2\sqrt{\pi})$ be the open rectangle $(0, \sqrt{\pi}) \times (0, 2\sqrt{\pi})$. Let $S_\epsilon$ be the connected subset of $\Sigma(\epsilon)$ that is mapped to the horizontal strip $S_\epsilon = (-A, A) \times (-\frac{\epsilon}{2}, \frac{\epsilon}{2})$ by the immersion $i_\epsilon$ (See Figure 3). We define $\mathcal{I}_\epsilon: \Sigma(\epsilon) \times Q(\sqrt{\pi}) \to \mathbb{R}^4$ by

$$\mathcal{I}_\epsilon(\sigma, b) := \begin{cases} 
\Phi_\epsilon(i_\epsilon(\sigma), b) & \text{if } \sigma \in S_\epsilon; \\
(i_\epsilon(\sigma), b) & \text{if } \sigma \notin S_\epsilon,
\end{cases}$$

(10)

which as shown in [4] is a symplectic embedding onto $\mathbb{R}^2 \times R(\sqrt{\pi}, 2\sqrt{\pi})$.

5. Embeddings into $B^4(R) \times \mathbb{R}^{2(n-2)}$

The following is a smooth family version of the main statement in Hind and Kerman [3, Section 4.2].

**Theorem 5.1.** For any $\epsilon > 0$, we let $\Sigma(\epsilon) := (\mathbb{R}^2 \setminus \sqrt{\epsilon}\mathbb{Z}^2)/\sqrt{\epsilon}\mathbb{Z}^2$ be the scaling of $\Sigma$ with symplectic area $\epsilon$. There exist constants $\epsilon_0 > 0$, $c > 0$, and
a smooth family \((J_\epsilon)_{\epsilon \in (0,\epsilon_0]}\) of symplectic embeddings \(J_\epsilon: \Sigma(\epsilon) \times B^2(1) \hookrightarrow B^4(\sqrt{3} + \epsilon_0)\).

**Proof.** We will construct the embeddings explicitly, using spiral constructions.

**Step 1 (A new embedding for \(R(\sqrt{\pi}, 2\sqrt{\pi})\)).** We define \(F: R(\sqrt{\pi}, 2\sqrt{\pi}) \to \mathbb{R}^2\) to be the vertical analogue of the simple spiral

\[\varphi_{A,B,\lambda,r,\delta}, \text{ with } A = 2\sqrt{\pi}, \ B = \sqrt{\pi}, \ \lambda = \epsilon, \ r = 0, \ \delta = 0\] (11)

in Lemma 3.1 (and Figure 1). Precisely, we define

\[F := \varphi_{A,B,\lambda,r,\delta} \circ R,\]

where \(R\) is the rotation of angle \(-\pi/2\) around the origin, followed by the translation of vector \((0, \sqrt{\pi})\).

**Step 2 (A new embedding of \(D_\epsilon\)).** The construction of a new embedding \(\Phi_\epsilon\) for \(D_\epsilon\) is a bit more involved. The domain \(D_\epsilon\) can be covered by two rectangles \(R_1, R_2\) (see Figure 5), and each rectangle will be sent to a spiral, in such a way that the spirals don’t overlap each other, and that there is enough space left in the image to properly glue the two spirals together.

We identify \(R_2\) with the rectangle \(R(A + 4\epsilon, \frac{\pi}{A} + 2\epsilon)\) and spiral it with the symplectic embedding \(\varphi_{A,R,\lambda,r,\delta}\), given by (1), where the parameters are:

\[\tilde{A} = A + 4\epsilon, \quad B = \frac{\pi}{\tilde{A}} + 4\epsilon, \quad \lambda = \frac{\epsilon}{B}, \quad r = M\epsilon, \quad \delta = \epsilon,\] (12)

where the constant \(M > 0\) will be determined later. Thus we have a symplectic embedding \(\beta_2: R_2 \to \mathbb{R}^2\). Similarly, we have a symplectic embedding \(\beta_1: R_1 \to \mathbb{R}^2\) by rotating \(R_1\) by the angle \(\pi\) and translating it so that its lower right corner is at the origin \((0,0)\); we obtain \(R(\tilde{A},B)\) and then we spiral it with a modified symplectic embedding \(\tilde{\varphi}_{\tilde{A},B,\lambda,r,\delta}\), which is given as
in Lemma 3.1, except that instead of $\theta = \frac{\pi}{\lambda}$ we use $\theta = \frac{\pi}{\lambda} + \frac{1}{2}$. See Figure 6.

For $b > 0$ we denote by $E(b)$ be the vertical strip $(-b/2, b/2) \times \mathbb{R}$. The final embedding $\Phi_{\epsilon}$ will be obtained by glueing the restrictions $\beta_1|_{R_1 \setminus E(4\epsilon^2)}$ and $\beta_2|_{R_2 \setminus E(4\epsilon^2)}$ to the central piece $W := (R_1 \cup R_2) \cap E(4\epsilon^2)$ (see Figure 7). This can be done by sending $W$ inside the ball of radius $\sqrt{r/\pi} = \sqrt{M\epsilon/\pi}$, which is possible for $M$ large enough, since the area of $W$ is $\mathcal{O}(\epsilon^2)$ (Lemma 3.1, part 3.)

**Step 3 (Definition of $\mathcal{J}_\epsilon$).** Let

$$\mathcal{J}_\epsilon : \Sigma(\epsilon) \times Q(\sqrt{\pi}) \to \mathbb{R}^2 \times \mathbb{R}^2$$

be defined by $\mathcal{J}_\epsilon := (\Phi_{\epsilon} \circ F) \circ \mathcal{J}_\epsilon$, where $\mathcal{J}_\epsilon : \Sigma(\epsilon) \times Q(\sqrt{\pi}) \to \mathbb{R}^4$ was defined in formula (10). We’ll write $(x_1, y_1, x_2, y_2) = \mathcal{J}_\epsilon(\sigma, b)$ and $(z_1, z_2) = \mathcal{J}_\epsilon(\sigma, b)$.
and hence \( z_1 = \Phi_\epsilon(x_1, y_1) \) and \( z_2 = F(x_2, y_2) \). Our next goal is to show that there is some constant \( c > 0 \), independent of \( \epsilon, z_1, z_2 \), such that
\[
J_\epsilon(\Sigma(\epsilon) \times Q(\sqrt{\pi})) \subset B^4(\sqrt{3} + c\epsilon),
\]
and in order to do this, we will find upper estimates for \( |z_1| \) and \( |z_2| \).

**Step 4** (The image of \( J_\epsilon \)). In this step we will repeatedly use the formulas in (12). Consider the subrectangle \( \hat{R} := R(y_2, A) = (0, y_2) \times (0, A) \). Using the formulas for the parameters in (11) and formula (3) we obtain an inclusion
\[
F(\hat{R}) \subset B^2(r_{y_2}).
\]
where
\[
r_{y_2} = \sqrt{\frac{\sqrt{\pi} + 0 + \sqrt{\pi}y_2 + 0}{\pi}} = \sqrt{\frac{y_2 + \epsilon}{\sqrt{\pi}}}. 
\]
Since \( z_2 \in F(\hat{R}) \), we get
\[
|z_2| \leq \sqrt{\frac{y_2 + \epsilon}{\sqrt{\pi}}}. 
\]
Now we have two cases: (i) if \( \sigma \notin S_\epsilon \) then \( 0 < y_2 = b_2 < \sqrt{\pi} \), and (ii) if \( \sigma \in S_\epsilon \) then \( y_2 = b_2 + \chi_\epsilon(x_1)\sqrt{\pi} \). Therefore \( 0 < y_2 < \sqrt{\pi} + \chi_\epsilon(x_1)\sqrt{\pi}, \) and hence the estimate (9) implies

\[
0 < y_2 \leq \sqrt{\pi} \left( 2 - \frac{|x_1|}{A} + \epsilon \right).
\]

It follows from putting together (16) and (17) that

\[
|z_2|^2 \leq 2 - \frac{|x_1|}{A} + \epsilon(1 + 1/\sqrt{\pi}).
\]

This concludes the estimate for \( |z_2|^2 \).

Next we find an estimate for \( |z_1|^2 \). Recall that \((x_1, y_1) \in D_\epsilon \). If \((x_1, y_1)\) belongs to the central region \( W \), then \( |z_1| \leq r/\pi = \mathcal{O}(\epsilon) \). Otherwise, we may assume that \((x_1, y_1)\) lies in the rectangle \( R_2 \) (see Figure 5); the case \((x_1, y_1) \in R_1 \) is symmetrically dealt with. Let us consider the subrectangle \( R(x_1, B); \) from (3) and (12) we get:

\[
|z_1| \leq \frac{1}{\sqrt{\pi}} \sqrt{\epsilon + M\epsilon + x_1 \left( \frac{\pi}{A} + 4\epsilon \right) + x_1 \left( \frac{\pi}{A} + 4\epsilon \right)}
\]

\[
\leq \sqrt{\frac{2x_1}{A} + \frac{\epsilon(1 + M + 8x_1)}{\pi}}.
\]

It follows from (19) that there exists a constant \( C < \infty \) (recall that \( 0 < x_1 < A + 4\epsilon \)) such that

\[
\frac{|z_1|^2}{2} \leq \frac{|x_1|}{A} + C\epsilon,
\]

and in particular

\[
\frac{|z_1|^2}{2} \leq 1 + \tilde{C}\epsilon,
\]

where \( \tilde{C} = C + 4/A \). Hence from (18) and (20) we get that

\[
\frac{|z_1|^2}{2} + |z_2|^2 \leq 2 + (1 + C + 1/\sqrt{\pi})\epsilon.
\]

Adding (21) we obtain that:

\[
|z_1|^2 + |z_2|^2 \leq 3 + c\epsilon,
\]

where \( c := 1 + 2C + 1/\sqrt{\pi} + 4/A \) is a constant independent of \( \epsilon, z_1, z_2 \). Hence we get (13), which concludes the proof of the theorem.

The following corresponds to [3, Theorem 1.3] for smooth families.

**Theorem 5.2.** Let \( n \geq 3 \). There exist constants \( C, C' > 0 \) and a smooth family of symplectic embeddings

\[
i_{S,R}: B^2(1) \times B^{2(n-1)}(S) \hookrightarrow B^4(R) \times B^{2(n-2)}(\frac{CS^2}{\sqrt{R-\sqrt{3}}}),
\]
Therefore, it remains to prove that \( B \)

\[
\bar\iota_B : \mathbb{R}^2 \to \mathbb{R}^2 \cup \mathbb{R}^2 \implies \text{such that}
\]

\[B \mapsto \bar\iota_B(\Sigma) \times \mathbb{R}^{(n-2)}(10T^2) \times \mathbb{R}^{(n-2)}(10\sqrt{T^2}) \]

\[\epsilon > 0, \text{ let } \sigma = \sqrt{T} \epsilon \text{ be the dilation } \tau_{\sqrt{T}}(x) = \sqrt{T}x. \]

The corresponding quotient map \( \bar\iota_{\sqrt{T}} \) maps \( \Sigma \times \mathbb{R}^{(n-2)}(\epsilon) \times \mathbb{R}^{(n-2)}(10T^2) \)

\[\text{To } \Sigma(\epsilon) \times \mathbb{R}^{(n-2)}(10\sqrt{T^2}) \]

\[\text{smooth family of symplectic embeddings :} \]

\[B(1) \times B^{(n-1)}(\sqrt{T}) \mapsto B(\sqrt{3} + c\epsilon) \times B(10\sqrt{T^2}), \]

\[T > 1/3, \quad \epsilon > 0. \]

The conclusion follows by the smooth parameter change \((S,R) := (\sqrt{T}, \sqrt{3} + c\epsilon), \)

with \(C = 10\sqrt{c} \text{ and } C' = 9c. \quad \square \]

\[\text{Proof of Theorem 1.2} \]

From \([3, \text{Theorem 1.1}] \) we know that if \(0 < R < \sqrt{3} \) there are no symplectic embeddings of \( B(1) \times B^{(n-1)}(S) \) into \( B^4(R) \times \mathbb{R}^{(n-2)} \) when \( S \) is large. Therefore, it remains to prove that \( B^2(1) \times \mathbb{R}^{2(n-1)}(S) \) smoothly embeds into \( B^4(\sqrt{3}) \times \mathbb{R}^{2(n-2)}. \)

The proof is analogous to the proof of \([4, \text{Theorem 3.3}] \). By Theorem 5.2 there exist some constants \(C, C' > 0 \) and a smooth family of symplectic embeddings \( i_{S,R} : B^2(1) \times B^{(n-1)}(S) \mapsto B^4(R) \times B^{(n-2)}(\sqrt{3}R \sqrt{cS^2} / (R - \sqrt{3})), \)

where \((S,R) \) is in the region \( A \) of \((S,R) \in \mathbb{R}^2 \) such that \( S > 0 \) and \( \sqrt{3} < R < \sqrt{3} + C'S^2. \) For all \( \epsilon > 0 \) small enough we may define a smooth family of symplectic embeddings

\[
\phi_\epsilon : B^2(1 - \epsilon) \times B^{(n-1)}(1/\epsilon) \mapsto B^4(\sqrt{3}) \times B^{(n-2)}(3^{-1/4}C \sqrt{\epsilon^6(1 - \epsilon)})
\]

by \( \phi_\epsilon(x) := (\sqrt{3}R)_{S,R}(x) \) with \( S = 1/(\epsilon(1 - \epsilon)) \) and \( R = \sqrt{3}. \) We apply Theorem 2.1 to the family (24) and get a symplectic embedding \( B^2(1) \times \mathbb{R}^{2(n-1)} \mapsto B^4(\sqrt{3}) \times \mathbb{R}^{2(n-2)}. \)
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