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Abstract

We present a novel approach to differential cost analysis that, given a program revision, attempts to statically bound the difference in resource usage, or cost, between the two program versions. Differential cost analysis is particularly interesting because of the many compelling applications for it, such as detecting resource-use regressions at code-review time or proving the absence of certain side-channel vulnerabilities.

One prior approach to differential cost analysis is to apply relational reasoning that conceptually constructs a product program on which one can over-approximate the difference in costs between the two program versions. However, a significant challenge in any relational approach is effectively aligning the program versions to get precise results. In this paper, our key insight is that we can avoid the need for and the limitations of program alignment if, instead, we bound the difference of two cost-bound summaries rather than directly bounding the concrete cost difference. In particular,
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1 Introduction

We consider the problem of statically bounding the difference in resource usage (i.e., cost) between two program versions. In particular, for two program versions and a set of inputs, the goal of differential cost analysis is to compute a threshold value $t$ that bounds the maximal difference in cost usage
between the two programs. That is, let numeric-valued variables \( \text{cost}^{\text{old}} \) and \( \text{cost}^{\text{new}} \) model the resource usage of the old and new program versions, respectively, then we want to prove the differential threshold bound assertion:

\[
\text{cost}^{\text{new}} - \text{cost}^{\text{old}} \leq t
\]

on termination of the program versions when given the same input (for all inputs). Notice that our notion of cost is quite generic, and it encompasses metrics such as run time, memory usage, the number of object allocations or the number of thread allocations, etc.

This static analysis problem has many practical applications. For instance, in software development, programs are often modified and extended with new features. A program revision might lead to unacceptable jumps in cost usage. For performance critical software, it is crucial to detect such undesired performance regressions prior to releasing the software to production. With static analysis seeing increasing industrial adoption for verification or bug finding (e.g., in continuous integration pipelines or backing automated code reviews), differential cost analysis is a critical tool to catch potential performance regressions early in development.

One clear way to address the differential cost analysis problem is to apply the relational approach [5, 6] where one reasons about the so-called product or relational state of two program versions. There are several recent works on relational cost analysis [14, 16, 43] that do essentially this. These works consider functional programs and use relational type systems for reasoning about and bounding the difference in cost between two programs; the recent work of Qu et al. [42] additionally allows array-manipulating programs with a relational type-and-effect system. While these works present significant advances, a substantial difficulty behind relational reasoning in general is effectively aligning the two programs, as parts that cannot be aligned fall back to less precise unary reasoning.

Our insight in this work is that if we instead take the difference of cost bounds of the two program versions to compare with the differential threshold, then we can sidestep the need for and the limitations of program alignment. Of course, doing this naively could be problematic either for soundness or precision. For soundness, we must carefully use both upper and lower bounds on cost (i.e., take the difference between the upper bound of \( \text{cost}^{\text{new}} \) and the lower bound of \( \text{cost}^{\text{old}} \)). Lower bounds may be a challenge to get, as the existing methods and tools for cost analysis primarily focus on computing upper bounds. For precision, these cost bounds cannot be computed completely independently on the two program versions, as we seek to prove tight threshold bounds when each program version is given the same input.

In this paper, we propose a new method for differential cost analysis in numerical imperative programs with polynomial arithmetic and with non-determinism. Our method uses potential functions from amortized analysis [47] to reason about costs incurred in individual programs. Potential functions are a well-known method for computing upper bounds on the cost incurred in a single program [10, 28–31]. Intuitively, a potential function assigns a “valuation” to a program state that is sufficient to “pay” for the resource use along all paths to a terminating state. What we do in this work is to also use a lower-bound analogue—that we call anti-potential functions—to reason about the relative cost between two program versions. An anti-potential function instead assigns a “valuation” to a program state that is insufficient to “pay” for the resource use along all paths to a terminating state. While we have drawn inspiration from lower-bound analogues in other domains [21, 39, 48], the key contribution here is computing a differential threshold value on the maximal difference in cost between two programs simultaneously with potential and anti-potential functions—one that provides an upper bound on the cost incurred in the new version and the other that provides a lower bound on the cost incurred in the old for the same inputs. The simultaneous computation is done by employing a constraint solving-based approach, which collects the necessary constraints on potential and anti-potential functions to serve as upper and lower bounds on incurred cost in the program versions, as well as the differential cost constraint.

The constraint solving-based approach allows our method to provide several key properties: (1) our method can be fully automated, (2) the computation of the threshold value and witnessing potential functions proceed by reduction to linear programming, hence it allows efficient optimization of the threshold value by introducing a minimization objective in the linear program, (3) since our method does not depend on syntactic alignment of programs and performs relational reasoning only on the level of inputs, it is suitable for programs that are not syntactically similar, and (4) our method supports non-determinism in the programming language (which can be hard to support with program alignment).

Finally, while we focus on proving differential threshold bound assertions for two program versions and on optimizing the threshold value, we also show that our method can be used to prove any given symbolic polynomial bound in terms of program inputs on the difference in cost usage. The reason to focus on concrete threshold values is that they can be optimized, since the real numbers form a well-ordered set. In contrast, it is not clear what would be a correct criterion for optimizing polynomial bounds on a set of inputs, which is the reason why we are only able to prove a given symbolic polynomial bound on the difference in cost usage.

Contributions. Our contributions are as follows:

1. We present a new method for differential cost analysis that uses potential and anti-potential functions to reason about relative incurred cost (Section 4).
2. We give an algorithm for deriving potential and anti-potential functions simultaneously with a threshold value that verifies the differential threshold bound assertion in imperative numerical programs with polynomial arithmetic and non-determinism (Section 5).

3. Our experimental evaluation demonstrates the ability of our method to compute tight threshold values for differential cost analysis (Section 6). Also as a consequence of our approach, we show that the potential and anti-potential method can be adapted to provide a way for computing tight cost bounds on single programs, that is, bounds with precision guarantees (see Section 7).

2 Overview

To illustrate our approach and new concepts, we consider the program pair shown in Fig. 1, which will serve as our running example throughout this paper. We assume that each program has a special variable cost that is initialized to 0 and is updated whenever cost is incurred in the program. It is defined by the underlying cost model that could track program run time, memory usage, or any other quantitative property of interest. Cost may take both positive and negative values. In order for the total cost of a program run to be well-defined, we assume that our programs are terminating. We elaborate on the need for this assumption in Section 3.

Example 2.1 (An example revision). Fig. 1 shows a revision to a procedure join that calls an operator f to which a revision was also made. Both versions take two integer arrays A and B and their lengths lenA and lenB as inputs, consist of a nested loop that iterates through both arrays, and on each inner loop iteration call the operator f. However, the orderings in which the two versions iterate through the arrays differ. Hence, the difference introduced by the revision is reflected in the change of ordering of loops and in the fact that f is modified in a way that changes its cost.

Due to the different loop ordering, two versions of join cannot be syntactically aligned, making it difficult to apply the relational approach. On the other hand, even the version of this example without the loop interchange shows a pattern that is very easy to imagine in practice, and that may introduce unexpected jumps in cost usage. For instance, suppose that f is called through an interface so the programmer that implements join may not have the source code of f immediately available to them. In such situations, manual detection and quantification of potential increase in cost usage resulting from the revision is not possible, and an automated differential cost analysis is necessary in order to warn the programmer about the potential performance regression. Thus, this example illustrates the challenges in differential cost analysis that our work aims to address.

The differential threshold problem. To quantify the change in cost between two programs, we consider the problem of computing a threshold value that bounds the maximal difference in their cost usage when given the same input. We refer to this as the differential cost analysis problem (or DiffCost for short). A key feature of our approach is that we not only compute a threshold for the DiffCost problem but also optimize it to compute as tight of a threshold as possible.

Potential and anti-potential functions. To reason about costs incurred in individual programs, we use potential functions (PFs) \[ \Delta \text{cost} \] PFs are a well-known method for computing upper bounds on the cost incurred in a single program \[ [10, 28-31] \]. In this work, we also introduce anti-potential functions (anti-PFs), a notion dual to potential functions that allow us to compute lower bounds on incurred cost.

Informally, a potential function (PF) in a program is a function \( \psi \) that assigns a real value to each program state (comprising of a location in the code together with the vector of variable values). It is required to satisfy two conditions, intuitively capturing sufficient resource to reach termination:

- **Sufficiency preservation.** For any reachable state \( c \) in the program and any successor state \( c' \) of \( c \), we have \( \psi(c) \geq \psi(c') + \Delta_{\text{cost}}(c, c') \),

where here we use \( \Delta_{\text{cost}}(c, c') \) as informal notation for the cost incurred by progressing from \( c \) to \( c' \).

- **Sufficiency on termination.** The \( \psi \) function is nonnegative upon program termination (i.e., \( \psi(c) \geq 0 \) for a terminating state \( c \)).

Intuitively, these properties impose that \( \psi \) provides enough resources for a program run to progress to a successor state where the resources are used to “pay” for the incurred cost, and that the remaining amount of resources upon termination is nonnegative (i.e., sufficient to “pay” for the execution).

Anti-potential functions (anti-PFs) are required to satisfy dual properties to PFs. An anti-PF \( \chi \) assigns a real value to each program state and is required to satisfy two conditions, intuitively capturing insufficient resources to reach termination:

- **Insufficiency preservation.** For any reachable state \( c \) and any successor state \( c' \) of \( c \), we have \( \chi(c) \leq \chi(c') + \Delta_{\text{cost}}(c, c') \).

- **Insufficiency on termination.** The \( \chi \) function is nonpositive upon program termination (i.e., \( \chi(c) \leq 0 \) for a terminating state \( c \)).

Note that these properties for anti-PFs are indeed dual to those imposed by PFs: they require that \( \chi \) does not provide enough resources for a program run to progress from any state to a successor state, and that the amount of resources upon termination is nonpositive (i.e., insufficient to “pay” for the execution).

We formally define PFs and anti-PFs in Section 4.1 and then show that for any reachable state \( c \), the values \( \psi(c) \) and \( \chi(c) \) provide an upper and a lower bound on the cost incurred by any program run that starts in \( c \), respectively.
void join(int A[], int lenA, int B[], int lenB) {
    int cost = 0;
    l0 { \( \phi^{\text{old}} : 0 \) }
    for (int i = 0; i < lenA ; i++) {
        for (int j = 0; j < lenB ; j++) {
            cost = cost + 1;
        }
    }
    l2 { \( \phi^{\text{new}} : 2 \cdot \text{lenB} \cdot \text{lenA} \) }
    for (int i = 0; i < lenB ; i++) {
        for (int j = 0; j < lenB ; j++) {
            cost = cost + 1;
        }
    }
}

void f(int a, int b, int &cost) {
    ... cost = cost + 1;
}

Figure 1. An example revision of a procedure join affecting its cost with the old version on the left and new one on the right. One can see the join procedure as representing a common join over two sequences (e.g., arrays, lists, collections via iterators) with an operator \( f \) having some cost per pair of elements. For subsequent discussion, we label some important program points in \( \text{join} \) with \( l_0 \text{--} l_{\text{out}} \) (conceptually, locations in \( \text{join} \)'s control-flow graph). To model the cost of code, it is standard to introduce a cost variable, which we can see as ghost state. For improved readability, we highlight the ghost code for updating cost in yellow. The goal of differential cost analysis on \( \text{join} \) is to compute a bound on the difference between cost in the two versions on termination at program point \( l_{\text{out}} \). There are two conceptual changes in this revision. First, in \( \text{join} \) itself, the loops are interchanged, which absent any other changes should not affect the total cost. We highlight deletions in red and additions in green. Second, there is some revision in the \( f \) operation that changes the cost per pair from 1 to 2 on every input. At program points \( l_0 \text{--} l_{\text{out}} \), we show potentials \( \phi \) and anti-potentials \( \chi \) that enable proving that the relative cost is at most \( \text{lenA} \cdot \text{lenB} \) (which is bounded by 10,000 when assuming both \( \text{lenA} \) and \( \text{lenB} \) are bounded by 100).

Example 2.2 (Potentials and anti-potentials). Consider again our running example presented in Fig. 1. Examples of a PF \( \phi^{\text{new}} \) for the new version of \( \text{join} \) and of an anti-PF \( \chi^{\text{old}} \) for the old version of \( \text{join} \) are presented as annotations in Fig. 1. To see that \( \phi^{\text{new}} \) indeed defines a PF for the new version of \( \text{join} \), observe that a program run incurs cost 2 in each inner loop iteration and otherwise does not incur cost, hence the value of the PF needs to decrease by at least 2 with respect to the transition from \( l_1 \) to \( l_2 \), and to be non-increasing with respect to other transitions. The expression for \( \phi^{\text{new}} \) can be seen to satisfy this property at any reachable state. Note that at any reachable state in the program, we have \( i \in [0, \text{lenA}] \) and \( j \in [0, \text{lenB}] \). Moreover, it is nonnegative upon termination. Hence, \( \phi^{\text{new}} \) is a PF for the new version of \( \text{join} \). One analogously verifies that \( \chi^{\text{old}} \) is nonpositive upon termination and that, upon executing each transition, the value of \( \chi^{\text{old}} \) increases at most by the incurred cost. Hence, \( \chi^{\text{old}} \) is an anti-PF in the old version of \( \text{join} \).

Observe that in both cases, the expression that defines the PF and the anti-PF at each initial state evaluates to the exact cost usage of a program run that starts in that state. Hence, polynomial PFs and anti-PFs allow us to capture the exact cost usage in both versions of \( \text{join} \).

Using PFs and anti-PFs for differential cost analysis. We now describe how PFs and anti-PFs in combination can be used to reason about the difference in cost between two programs.

Consider the DiffCost problem for two given programs and the set \( \Theta \) of inputs. Suppose that we are able to compute
A PF $\phi^{\text{new}}$ for the new program and an anti-PF $\chi^{\text{old}}$ for the old program. Then, in Section 4.2, we prove that for any input $c \in \Theta_0$, the difference $\phi^{\text{new}}(c) - \chi^{\text{old}}(c)$ is an upper bound on the difference in cost between the two programs on input $c$. Hence, if a PF $\phi^{\text{new}}$ and an anti-PF $\chi^{\text{old}}$ satisfy

$$\forall c \in \Theta_0. \phi^{\text{new}}(c) - \chi^{\text{old}}(c) \leq t$$

(1)

for value $t$, then $t$ is a threshold for the DiffCost problem. This is the essence of our method for differential cost analysis. In particular, to compute a threshold $t$ for the DiffCost problem, our method computes the following three objects:

1. a PF $\phi^{\text{new}}$ for the new program,
2. an anti-PF $\chi^{\text{old}}$ for the old program, and
3. a value $t$ which together with $\phi^{\text{new}}$ and $\chi^{\text{old}}$ satisfies the threshold bound (i.e., eq. (1) above).

In Theorem 4.2 in Section 4.2, we show that this approach to differential cost analysis is not only sound but also theoretically complete. In particular, we prove that whenever $t$ is a threshold for the DiffCost problem, there exists a PF $\phi^{\text{new}}$ and an anti-PF $\chi^{\text{old}}$ for two given programs, which along with the threshold $t$ satisfy eq. (1). We also show in Theorem 4.3, that PFs and anti-PFs can be used to prove that if a given value $t$ is not a threshold for the programs, then the difference $t$ in cost can be strictly exceeded on at least one input.

Example 2.3 (Differential cost analysis with potentials and anti-potentials). We now illustrate how this idea can be used to reason about the difference in cost between two programs in Fig. 1. Consider the PF $\phi^{\text{new}}$ and the anti-PF $\chi^{\text{old}}$ defined in Example 2.2. We have that for each initial program state $c$, the difference in cost of running the two procedure versions on input $c$ is at most

$$\phi^{\text{new}}(c) - \chi^{\text{old}}(c) = 1\text{enA} \cdot 1\text{enB}.$$  

Since initial variable values are constrained to satisfy $1 \leq 1\text{enA} \leq 100 \land 1 \leq 1\text{enB} \leq 100$ (as specified by the assume statement in Fig. 1), we conclude that

$$\phi^{\text{new}}(c) - \chi^{\text{old}}(c) \leq 100 \cdot 100 = 10000$$

holds for any initial state $c$. Thus, $t = 10000$ is a threshold for the DiffCost problem for the revision to the join procedure shown in Fig. 1.

Challenge: Deriving PFs and anti-PFs. The idea of using PFs and anti-PFs for differential cost analysis is not entirely surprising once we think of them as a means to obtain upper and lower bounds on incurred cost. However, the key challenge in designing a method for differential cost analysis based on this idea is effectively computing PFs and anti-PFs that would obtain tight threshold values for the DiffCost problem. A naive approach would be to compute a PF for the new program and an anti-PF for the old program separately, and then to compute a threshold for them. However, such computations of the PF and the anti-PF would not take each other into account, which might lead to imprecision.

Approach: Computing PFs and anti-PFs simultaneously with a threshold. The key conceptual novelty of our method that tackles this challenge is to simultaneously compute a threshold $t$ together with a PF $\phi^{\text{new}}$ and an anti-PF $\chi^{\text{old}}$ that witness it—by employing a constraint solving-based approach. We now outline the key ideas behind our algorithm for computing a threshold $t$ together with a PF $\phi^{\text{new}}$ and an anti-PF $\chi^{\text{old}}$ that witness it. Further details can be found in Section 5.

For both programs, our method first fixes a polynomial template for a PF by fixing a symbolic polynomial expression over program variables for each location in the program. It also fixes a symbolic variable for the threshold $t$. Then, the defining properties of PFs and anti-PFs as well as the threshold condition in eq. (1) are all encoded as constraints over the symbolic template variables. This results in a system of constraints, and any solution to the system gives rise to a threshold $t$ as well as to a PF and an anti-PF that witness it.

However, a challenging aspect of constraint solving is that the resulting system of constraints involves both universal quantifiers (e.g., the $\forall c \in \Theta_0$ in eq. (1)) and polynomial constraints over variables that are hard to solve. Hence, using quantifier elimination to solve these systems of constraints directly would be inefficient. In order to remove universal quantifiers as well as to avoid solving systems of polynomial constraints, our method uses Handelman’s theorem [27], a result on positive polynomials from algebraic geometry, to show that these constraints can be converted into purely existentially quantified and linear constraints over the symbolic template variables. This allows us to reduce the synthesis problem for the threshold and the witnessing PF and anti-PF to solving a system of linear constraints. These linear constraints can then be solved efficiently via an off-the-shelf linear programming (LP) solver. Furthermore, this encoding allows our method to optimize and compute as tight of a threshold as possible, by setting the LP optimization objective to minimize $t$. In Section 5, we show that our method can also be used to verify a given symbolic polynomial bound in terms of program variables on the difference in cost usage, which may be achieved by dropping the minimization objective and replacing the concrete threshold $t$ with the polynomial bound of interest.

Additional Benefit: Precision guarantees on bounds for a single program. While the motivation for this work is to address the differential cost analysis problem, an additional consequence of our approach is that it suggests an approach to compute upper and lower bounds on cost in a single program with precision guarantees on the computed bounds. In particular, we show in Section 7 that if we simultaneously compute a PF and an anti-PF for a single program and we regard the threshold $t$ as the maximal difference between the two bounds, then it provides a bound on the precision of the computed bounds.
3 Preliminaries

In this work, we consider imperative arithmetic programs with polynomial integer arithmetic. These allow standard programming constructs such as (polynomial) variable assignments, conditional branching and loops. In addition, we allow constructs for non-deterministic variable assignments. Cost in programs is modeled by a special program variable cost, which is initialized to 0 and modified whenever cost is incurred in the program.

Predicates. Given a finite set of (integer) variables $V$, a variable valuation is a vector $x \in \mathbb{Z}^{|V|}$. A predicate over $V$ is a set of variable valuations (i.e., a subset of $\mathbb{Z}^{|V|}$). A predicate is said to be a polynomial assertion if it is a conjunction of finitely many polynomial inequalities over variables in $V$. If $x \in \mathbb{Z}^{|V|}$ and $\phi$ is a predicate over $V$ given by a boolean formula, we write $x \models \phi$ to denote that the formula $\phi$ is satisfied by substituting values of the components of $x$ for the corresponding variables in $\phi$.

Model for programs. We model programs via transition systems. A transition system [17] is a tuple $T = (L, V, \rightarrow, l_0, \Theta_0)$, where:

- $L$ is a finite set of program locations.
- $V$ is a finite set of program variables. We assume that each program has a distinguished variable cost.
- $\rightarrow$ is a finite set of transitions, which are tuples of the form $\tau = (\ell, \ell', G^\tau, Up^\tau)$. Here, $\ell$ is the source and $\ell'$ is the target location of $\tau$. $G^\tau$ is the guard of $\tau$, and we assume that it is given by a polynomial assertion over variables $V$. Finally, $Up^\tau$ is the update of $\tau$, which to each variable $v \in V$ assigns either a polynomial expression over $V$ with $Up^\tau(v) = v$ if $\tau$ does not update $v$, or the set $\mathbb{Z}$ of integer numbers in case of a non-deterministic variable update.
- $l_0$ denotes the initial program location.
- $\Theta_0$ denotes the set of initial variable valuations. We assume that $\Theta_0$ is a polynomial assertion and that for each initial variable valuation, we have cost = 0.

We assume the existence of a special terminal location $l_{\text{out}}$, which represents the final line of the program code. It has a single outgoing transition $(l_{\text{out}}, l_{\text{out}}, \text{true}, Up)$ with $Up(v) = v$ for each $v \in V$. Furthermore, we assume that each location $\ell \in L$ has at least one outgoing transition and that it is always possible to execute at least one transition. This is done without loss of generality and may be enforced by introducing a dummy transition from $l$ to $l_{\text{out}}$.

Translation of numerical integer programs into transition systems is standard, so we omit the details. However, for completeness in presentation, we do give the transition systems that model the procedures in Fig. 1 in [50].

A state of a transition system is an ordered pair $(\ell, x)$ where $\ell \in L$ and $x \in \mathbb{Z}^{|V|}$. A state is said to be initial if it is of the form $(l_0, x_0)$ with $x_0 \in \Theta_0$. A state is said to be terminal if it is of the form $(l_{\text{out}}, x)$. A state $(\ell', x')$ is a successor of a state $(\ell, x)$ if there exists a transition $\tau = (\ell, \ell', G^\tau, Up^\tau)$ with $x \models G^\tau$ and $Up^\tau(v)(x) = x'[v]$ for each $v \in V$ whose update is deterministic. Given a state $c$, a finite path from $c$ in $T$ is a finite sequence of states $c_0 = c, c_1, \ldots, c_k$, where for each $0 \leq i < k$ we have that $c_{i+1}$ is a successor of $c$. A state $c'$ is reachable from $c$ if there exists a finite path from $c$ that ends in $c'$. A run (or execution) from $c$ is an infinite sequence of program states where each finite prefix is a finite path from $c$. When we omit specifying a state $c$, we refer to a finite path, run or reachability from some initial state.

For a state $c$, we define $\text{Run}(c)$ to be the set of all runs in $T$ that start in $c$. We denote by $\text{Run}_T$ to be the set of all runs in $T$ that start in some initial state of $T$.

Cost of a run and the termination assumption. In order for the notion of the cost of a run to be well-defined, in the rest of this work we assume that all our transition systems (and thus programs) are terminating. Given a transition system $T$ and a state $c$, we say that a run from $c$ is terminating if it has a finite prefix with the last state being terminal. We then say that the transition system $T$ is terminating if every run in $T$ from some initial state is terminating.

Given a run $\rho$ from some state $(\ell, x)$, let $(x_{\text{out}}, x_{\text{end}})$ be the terminal state reached in $\rho$. Then the cost of $\rho$, denoted by $\text{Cost}_T(\rho)$, equals the difference of the terminal and the initial value of the variable cost along $\rho$ (i.e., $x_{\text{end}}[c\text{ost}] - x[c\text{ost}]$). We define the maximal cost of $(\ell, x)$ to be the maximal cost incurred by any run in $T$ from $(\ell, x)$, that is,

$$\text{CostSup}_T(\ell, x) = \sup \left\{ \text{Cost}_T(\rho) \mid \rho \in \text{Run}(\ell, x) \right\}.$$

Similarly, we define the minimal cost of $(\ell, x)$ to be

$$\text{CostInf}_T(\ell, x) = \inf \left\{ \text{Cost}_T(\rho) \mid \rho \in \text{Run}(\ell, x) \right\}.$$

Note that these two values might differ due to the possible existence of non-determinism in the program. However, we always have $\text{CostInf}_T(\ell, x) \leq \text{CostSup}_T(\ell, x)$.

The termination assumption is essential for the cost of a run to be well-defined. Indeed, for a non-terminating run one can naively try to define its cost by taking the limit of costs of its finite prefixes. However, this limit does not need to necessarily exist as we allow both positive and negative costs. Allowing costs of arbitrary sign is necessary to model some of the most important use cases of cost analysis. For instance, in order to obtain tight bounds on memory usage in programs, we need to take into account that memory can be released and returned to the program which is modeled by incurring negative cost.

The differential cost analysis problem. We now formally define the differential cost analysis problem that we consider in this work. Given two programs, our goal is to compare their cost incurred in incurred cost between the two programs given the same $\ell$.
Formally, let $T^{\text{new}} = (L^{\text{new}}, V, \rightarrow^{\text{new}}, \ell^{\text{new}}, \Theta_0)$ and $T^{\text{old}} = (L^{\text{old}}, V, \rightarrow^{\text{old}}, \ell^{\text{old}}, \Theta_0)$ be two transition systems that share the same finite set of variables $V$ and the set $\Theta_0$ of initial variable valuations. The differential cost analysis (DiffCost) problem asks to compute a threshold $t \in \mathbb{Z}$ on the difference in cost usage that cannot be exceeded, that is, $t \in \mathbb{Z}$ for which the following logical formula is true:

$$\forall x \in \Theta_0, \text{CostSup}_{T^{\text{new}}} (\ell^{\text{new}}, x) - \text{CostInf}_{T^{\text{old}}} (\ell^{\text{old}}, x) \leq t.$$

## 4 Potential and Anti-potential Functions for Differential Cost Analysis

Potential functions (PFs) from amortized analysis [47] are a classical method for computing upper bounds on the cost incurred in a single program. In this work we show that PFs and their dual for computing lower bounds on incurred cost, which we call anti-potential functions (anti-PFs), can also be used to reason about differential cost analysis.

### 4.1 Potential and Anti-potential Functions

Let $T$ be a transition system. A potential function (PF) in $T$ is a map $\phi$ that assigns a real value to each state in $T$, and which satisfies the following two properties:

**Sufficiency preservation.** For any reachable state $(\ell, x)$ in $T$ and any successor state $(\ell', x')$ of $(\ell, x)$, we have

$$\phi(\ell, x) \geq \phi(\ell', x') + x'[\text{cost}] - x[\text{cost}].$$

We use $x[\text{cost}]$ and $x'[\text{cost}]$ to denote the values of the variable cost defined by valuations $x$ and $x'$.

**Sufficiency on termination.** For any reachable terminal state $(\ell_{\text{out}}, x)$ in $T$, we have $\phi(\ell_{\text{out}}, x) \geq 0$.

One can define a notion dual to PFs in order to compute lower bounds on the cost usage of a given program, provided that the program is terminating. An anti-potential function (anti-PF) in $T$ is a map $\chi$, which to each state in $T$, assigns a real value, and which satisfies the following two properties:

**Insufficiency preservation.** For any reachable state $(\ell, x)$ in $T$ and any successor state $(\ell', x')$ of $(\ell, x)$, we have

$$\chi(\ell, x) \leq \chi(\ell', x') + x'[\text{cost}] - x[\text{cost}].$$

**Insufficiency on termination.** For any reachable terminal state $(\ell_{\text{out}}, x)$ in $T$, we have $\chi(\ell_{\text{out}}, x) \leq 0$.

The following theorem shows that, given a reachable state $(\ell, x)$ in $T$, PFs and anti-PFs evaluate to upper bounds on the maximal cost and lower bounds on the minimal cost of a run starting $(\ell, x)$, respectively. Observe that, in order to prove these inequalities, it suffices to prove that for any run $\rho$ starting in $(\ell, x)$, the values $\phi(\ell, x)$ and $\chi(\ell, x)$ are respectively an upper and a lower bound on the cost of $\rho$. We prove this by induction on the length of $\rho$, and the proof can be found in the extended version of the paper [50].

**Theorem 4.1.** Let $T$ be a transition system that is terminating. If $\phi$ is a PF in $T$, then for any reachable state $(\ell, x)$ in $T$, we have

$$\phi(\ell, x) \geq \text{CostSup}_T (\ell, x).$$

If $\chi$ is an anti-PF in $T$, then for any reachable state $(\ell, x)$ in $T$ we have

$$\chi(\ell, x) \leq \text{CostInf}_T (\ell, x).$$

Recall, Example 2.2 in Section 2 shows a pair of a PF and an anti-PF in two versions of the procedure $\text{join}$ in Fig. 1. We note that the termination assumption is necessary for Theorem 4.1 to hold, as the claim for anti-PFs may be violated even if all incurred costs are of the same sign so that the cost of a run in a non-terminating program is well-defined. An example program demonstrating this necessity is provided in the extended version of the paper [50].

### 4.2 Application to Differential Cost Analysis

We now proceed to show how PFs and anti-PFs can be used to reason about differential cost analysis. Let $T^{\text{new}} = (L^{\text{new}}, V, \rightarrow^{\text{new}}, \ell^{\text{new}}, \Theta_0)$ and $T^{\text{old}} = (L^{\text{old}}, V, \rightarrow^{\text{old}}, \ell^{\text{old}}, \Theta_0)$ be two terminating transition systems that share the finite set of variables $V$ and the set $\Theta_0$ of initial variable valuations. The following theorem shows that PFs and anti-PFs are sound for computing the threshold on the maximal difference in cost usage for the DiffCost problem that we defined in Section 3. It also shows that they are theoretically complete, in the sense that any valid threshold for the DiffCost problem admits a pair of a PF in $T^{\text{new}}$ and an anti-PF in $T^{\text{old}}$ that witness it.

The proof of soundness follows from Theorem 4.1, and the proof of completeness follows by observing that the maximal and minimal costs for each state satisfy the defining properties of PFs and anti-PFs. The proof can be found in [50].

**Theorem 4.2** (PFs and anti-PFs for DiffCost). Let $T^{\text{new}}$ and $T^{\text{old}}$ be two terminating transition systems. Suppose that $\phi^{\text{new}}$ is a PF in $T^{\text{new}}$ and that $\chi^{\text{old}}$ is an anti-PF in $T^{\text{old}}$. Then, for each initial variable valuation $x \in \Theta_0$, we have that

$$\text{CostSup}_{T^{\text{new}}} (\ell_0^{\text{new}}, x) - \text{CostInf}_{T^{\text{old}}} (\ell_0^{\text{old}}, x) \leq \phi^{\text{new}} (\ell_0^{\text{new}}, x) - \chi^{\text{old}} (\ell_0^{\text{old}}, x).$$

In particular, if $t$ satisfies $\phi^{\text{new}} (\ell_0^{\text{new}}, x) - \chi^{\text{old}} (\ell_0^{\text{old}}, x) \leq t$ for each $x \in \Theta_0$, then $t$ is a threshold for the DiffCost problem.

Conversely, if $t \in \mathbb{Z}$ is a threshold for the DiffCost problem, then there exist a PF $\phi^{\text{new}}$ in $T^{\text{new}}$ and an anti-PF $\chi^{\text{old}}$ in $T^{\text{old}}$ such that $\phi^{\text{new}} (\ell_0^{\text{new}}, x) - \chi^{\text{old}} (\ell_0^{\text{old}}, x) \leq t$ holds for each $x \in \Theta_0$.

Hence, in order to compute a threshold $t$ for the DiffCost problem, it suffices to compute the following three objects:

1. a PF $\phi^{\text{new}}$ for $T^{\text{new}}$,
2. an anti-PF $\chi^{\text{old}}$ for $T^{\text{old}}$, and
3. an integer $t \in \mathbb{Z}$ which together with $\phi^{\text{new}}$ and $\chi^{\text{old}}$ satisfies $\phi^{\text{new}} (\ell_0^{\text{new}}, x) - \chi^{\text{old}} (\ell_0^{\text{old}}, x) \leq t$ for each initial variable valuation $x \in \Theta_0$.

We already illustrated this idea in Example 2.3, Section 2, on our running example in Fig. 1.
4.3 Refuting a Threshold via PFs and Anti-PFs

We conclude this section by showing that PFs and anti-PFs can also be used to prove that some threshold in differential cost can be strictly exceeded. The proof can be found in the extended version [50]. While the approach for refuting a threshold value is sound for general programs with non-determinism, it is complete only for deterministic programs.

**Theorem 4.3 (Refuting a threshold).** Let $T^{new}$ and $T^{old}$ be two terminating transition systems. Suppose that $\chi^{new}$ is an anti-PF in $T^{new}$, and that $\phi^{old}$ is a PF in $T^{old}$. Then, for each initial variable valuation $x \in \Theta_0$, we have that

$$\text{CostInf}_{T^{new}}(t_0^{new}, x) - \text{CostSup}_{T^{old}}(t_0^{old}, x) \geq \chi^{new}(t_0^{new}, x) - \phi^{old}(t_0^{old}, x).$$

In particular, if $t \in \mathbb{Z}$ satisfies $\chi^{new}(t_0^{new}, x) - \phi^{old}(t_0^{old}, x) > t$ for some $x \in \Theta_0$, then $t$ is not a threshold for the DiffCost problem.

Conversely, if $t$ is not a threshold for the DiffCost problem and if $T^{new}$ and $T^{old}$ are induced by deterministic programs, then there exist an anti-PF $\chi^{new}$ in $T^{new}$ and a PF $\phi^{old}$ in $T^{old}$ such that $\chi^{new}(t_0^{new}, x) - \phi^{old}(t_0^{old}, x) > t$ for at least one $x \in \Theta_0$.

**Example 4.4.** To illustrate how PFs and anti-PFs can be used to prove that some threshold in cost difference can be exceeded, consider again our running example in Fig. 1, and the PF $\phi^{old}$ and the anti-PF $\chi^{old}$ that were defined in Example 2.2. By analogous reasoning as in Example 2.2, one may easily check that $\chi^{new} = \phi^{new}$ is also an anti-PF in the new version of $\text{join}$ and that $\phi^{old} = \chi^{old}$ is a PF in the old version of $\text{join}$. On the other hand, from the assumption statements in Fig. 1 we see that the initial variable valuations in both programs are given by the assertion $\Theta_0 = 1 \leq 1\text{enA} \leq 100 \land 1 \leq 1\text{enB} \leq 100$. Hence, for any initial variable valuation $x \in \Theta_0$, we have

$$\text{CostInf}_{T^{new}}(t_0^{new}, x) - \text{CostSup}_{T^{old}}(t_0^{old}, x) \geq \chi^{new}(t_0^{new}, x) - \phi^{old}(t_0^{old}, x) = 1\text{enA} \cdot 1\text{enB}.$$  

Thus, as $1\text{enA} \cdot 1\text{enB} = 10000$ for any initial variable valuation in $\Theta_0$ with $1\text{enA} = 100$ and $1\text{enB} = 100$, it follows that, $t = 9999$ is not a threshold for the DiffCost problem for our running example in Fig. 1.

We elaborate on the reason why PFs and anti-PFs are complete for refuting threshold values only in deterministic programs. Suppose that $\chi^{new}(t_0^{new}, x) - \phi^{old}(t_0^{old}, x) > t$ holds for some $x \in \Theta_0$. Then, for every run $\rho^{new}$ starting in $(t_0^{new}, x)$ in $T^{new}$ and every run $\rho^{old}$ starting in $(t_0^{old}, x)$ in $T^{old}$, the cost of $\rho^{new}$ exceeds the cost of $\rho^{old}$ by an amount that is strictly greater than $t$. However, for $t$ not to be a threshold value, it would suffice that this happens for a single pair of such runs. PFs and anti-PFs cannot be used to witness this weaker condition. In the case of deterministic programs, however, there is only a single run $\rho^{new}$ starting in $(t_0^{new}, x)$ and a single run $\rho^{old}$ starting in $(t_0^{old}, x)$, hence PFs and anti-PFs are complete for refuting threshold values in deterministic programs.

5 Simultaneous Potentials and Anti-potentials Algorithm

We now present our algorithm for differential cost analysis. Our algorithm is based on the idea that was presented in Section 4.2, and it simultaneously computes a polynomial PF for the new program, a polynomial anti-PF for the old program, as well as a threshold value. The algorithm runs in polynomial time, and reduces the computation of the PF, the anti-PF and the threshold value to a linear programming (LP) instance by employing a constraint solving-based approach.

In what follows, let $T^{new} = (L^{new}, V, \to^{new}, t_0^{new}, \Theta_0)$ and $T^{old} = (L^{old}, V, \to^{old}, t_0^{old}, \Theta_0)$ be two terminating transition systems that share the finite set of variables $V$ and the set $\Theta_0$ of initial variable valuations.

**Algorithm assumptions.** Our algorithm has two constant natural number parameters $d, K \in \mathbb{N}$, where $d$ is the maximal degree of polynomials that it considers and $K$ is a parameter whose meaning we will explain shortly. It also assumes the following:

1. **Affine invariants.** Recall that the defining properties of PFs and anti-PFs impose conditions on their values at reachable states in programs. In order to compute PFs and anti-PFs, our algorithm assumes that it is provided with $\text{invariants}$ $I^{new}$ for $T^{new}$ and $I^{old}$ for $T^{old}$. An invariant is an over-approximation of the set of all reachable program states. Formally, an invariant in a program is a map $I$ that to each program location $t$ assigns a predicate $I(t)$, such that for any reachable state $(t, x)$ in the program we have $x \models I(t)$. We assume that the pre-computed invariants are affine, meaning that each $I(t)$ is given by a conjunction of finitely many affine inequalities over program variables. Affine invariant generation is a well-studied problem in program analysis, with several efficient methods and tools [20, 44].

2. Each transition guard is assumed to be given in terms of affine inequalities. This assumption is made without loss of generality, as any non-affine expression may be replaced by a dummy variable to which the value of this expression is previously assigned.

3. $\Theta_0$ is assumed to be a conjunction of affine inequalities.

**Constraint solving-based approach.** In order to compute a threshold value for the DiffCost problem, our algorithm employs a constraint solving-based approach to simultaneously search for a polynomial PF $\delta^{new}$ in $T^{new}$, a polynomial anti-PF $\chi^{old}$ in $T^{old}$, and a threshold value $t$; it proceeds in 4 steps. First, the algorithm fixes symbolic polynomial templates for $\delta^{new}$ and $\chi^{old}$, as well as a symbolic template variable for $t$. Second, the algorithm collects the defining properties of PFs, anti-PFs and the differential cost constraint. Third, the collected constraints are soundly converted into a system of purely existentially quantified linear constraints. Fourth, the
resulting system of linear constraints is efficiently solved by an off-the-shelf LP solver. The threshold value is in addition minimized, in order to compute a bound as tight as possible on relative cost. In what follows, we describe each of these 4 steps in more detail.

Step 1: Symbolic templates. The algorithm fixes a symbolic polynomial template of degree at most \( d \) for \( \phi_{\text{new}} \) by introducing symbolic polynomial \( \phi_{\text{new}}(t) \) of degree at most \( d \) for each location \( t \in L_{\text{new}} \). This is done as follows. Let \( \text{Mono}(V) \) be the set of all monomials of degree at most \( d \) over the variable set \( V \). Then, the symbolic template for \( \phi_{\text{new}}(t) \) is a symbolic polynomial expression \( \sum_{f \in \text{Mono}(V)} u_f^t \cdot f \), where \( u_f^t \) is a real-valued symbolic template variable for each \( f \in \text{Mono}(V) \).

Similarly, the algorithm fixes a symbolic polynomial template of degree at most \( d \) for \( \chi_{\text{old}} \). Finally, it fixes a real-valued symbolic template variable \( t \) for the threshold value.

Step 2: Constraint collection. The algorithm now collects all the defining constraints for \( \phi_{\text{new}} \) to be a PF in \( T_{\text{new}} \), for \( \chi_{\text{old}} \) to be an anti-PF in \( T_{\text{old}} \) and for \( t \) to be a threshold value:

1. PF constraints. Recall that a PF needs to satisfy the sufficiency preservation condition at all reachable states and the sufficiency on termination condition at all reachable terminal states. To capture that a state is reachable, our algorithm collects constraints which impose the defining conditions at all states contained in the invariant \( I_{\text{new}} \). In particular, our algorithm collects the following constraints:
   - For each transition \( \tau = (t, t', G', U_p') \rightarrow_{\text{new}} \),
   \[ x \models I_{\text{new}}(t) \cap G' \Rightarrow \phi_{\text{new}}(t, x) \geq \phi_{\text{new}}(t', U_p'(x)) + U_p'(\text{cost})(x) - x[\text{cost}] \]
   Here, \( \phi_{\text{new}}(t', U_p'(x)) \) is a notation for the expression obtained by taking the template polynomial for \( \phi_{\text{new}} \) at \( t' \) and substituting for each variable \( v \in V \) either the polynomial update \( U_p'(\omega)(x) \), or a fresh variable in the case of a non-deterministic update.
   - \( x \models I_{\text{new}}(t_{\text{out}}) \Rightarrow \phi_{\text{new}}(t_{\text{out}}, x) \geq 0 \).

2. Anti-PF constraints. Similarly, an anti-PF needs to satisfy the insufficiency preservation and the insufficiency on termination conditions, so our algorithm collects the following constraints:
   - For each transition \( \tau = (t, t', G', U_p') \rightarrow_{\text{old}} \),
   \[ x \models I_{\text{old}}(t) \cap G' \Rightarrow \chi_{\text{old}}(t, x) \leq \chi_{\text{old}}(t', U_p'(x)) + U_p'(\text{cost})(x) - x[\text{cost}] \]
   where \( \chi_{\text{old}}(t', U_p'(x)) \) is analogous to \( \phi_{\text{new}}(t', U_p'(x)) \).
   - \( x \models I_{\text{old}}(t_{\text{out}}) \Rightarrow \chi_{\text{old}}(t_{\text{out}}, x) \leq 0 \).

3. Differential cost constraint. Our algorithm then collects the differential cost constraint:
   \[ x \models \Theta_0 \Rightarrow \phi_{\text{new}}(t_{\text{new}}, x) - \chi_{\text{old}}(t_{\text{old}}, x) \leq t \]
   Observe that for each collected constraint, the expressions on the right-hand-side are linear in symbolic template variables for \( \phi_{\text{new}} \), \( \chi_{\text{old}} \) and \( t \), and the expressions on the left-hand-side contain no symbolic template variables.

Step 3: Conversion to a linear program. The algorithm now converts each collected constraint into a system of purely existentially quantified linear constraints. To do this, we observe that each collected constraint has the following form:

\[ \text{aff}_1(x) \geq 0 \land \cdots \land \text{aff}_k(x) \geq 0 \Rightarrow \text{poly}(x) \geq 0, \tag{2} \]

for some \( k \geq 0 \), where each \( \text{aff}_i \) is an affine expression and \( \text{poly} \) is a polynomial expression over program variables. This is because the left-hand-side of each constraint collected in Step 2 depends either on program invariants, transition guards or the initial variable valuation set \( \Theta_0 \), all of which are assumed to be affine.

The algorithm converts the constraint in eq. (2) into a system of linear constraints by requiring poly to be equal to a non-negative linear combination of finitely many products of affine expressions in Aff = \{aff_1, ..., aff_k\}. To formalize this, we define Prod_k(Aff) to be the set of products of at most \( K \) affine expressions in Aff, i.e.

\[ \text{Prod}_k(Aff) = \left\{ \prod_{i=1}^{t} a_i \bigg| t \in \mathbb{N}_0, t \leq d, a_1, \ldots, a_t \in \text{Aff} \right\}. \]

Recall that \( K \) is one of the algorithm’s two natural number parameters, and we introduce it in order to bound the maximal number of affine expressions that may appear in each product. One can see that any \( g \in \text{Prod}_k(Aff) \) satisfies \( g(x) \geq 0 \) for any valuation \( x \) in which \( \text{aff}(x) \geq 0 \) for each \( \text{aff}_i \in \text{Aff} \). Hence, one can soundly translate the constraint in eq. (2) into another constraint that encodes that poly can be written as a non-negative linear combination of finitely many products of affine expressions in Aff:

\[ \text{poly}(x) = \sum_{g \in \text{Prod}_k(Aff)} c_g \cdot g(x), \tag{3} \]

where each \( c_g \geq 0 \).

To encode eq. (3) as a system of linear constraints, our algorithm introduces a fresh symbolic variable \( c_g \) and a constraint \( c_g \geq 0 \) for each \( g \in \text{Prod}_k(Aff) \). Then, for each monomial over the variable set \( V \) it equalizes the coefficients of the monomial on two sides of eq. (3) to produce a linear constraint over the symbolic template variables for \( \phi_{\text{new}}, \chi_{\text{old}} \) and \( t \), as well as the symbolic variables \( c_g \). Collecting all the produced constraints results in a sound translation of the constraint in eq. (2) into a system of purely existentially quantified linear constraints over symbolic variables.

While the translation of eq. (2) into eq. (3) is sound, it is not necessarily complete. However, Handelman’s theorem implies that, if we work over real arithmetic and if the set \( \langle \text{Aff} \rangle = \{ x \in \mathbb{R}^V \mid \text{aff}_i(x) \geq 0 \ for \ each \ \text{aff}_i \in \text{Aff} \} \) is topologically compact (i.e., closed and bounded), satisfiability of eq. (3) is also a necessary condition for poly to be strictly positive over \( \langle \text{Aff} \rangle \).
Handelman’s Theorem [27]. Let \( V \) be a finite set of real variables and \( \text{Aff} = \{ \text{aff}_1, \ldots, \text{aff}_k \} \) be a set of finitely many affine expressions over \( V \) (degree 1 polynomials). Let \( f \in \mathbb{R}[V] \) be a polynomial and suppose that \( f(x) > 0 \) for all \( x \in (\text{Aff}) = \{ x \in \mathbb{R}^V \mid \text{aff}_i(x) \geq 0 \text{ for each } \text{aff}_i \in \text{Aff} \} \). If \( \langle \text{Aff} \rangle \) is a compact set, then there exist \( d \in \mathbb{N} \) and \( s \in \mathbb{N}_0 \) such that

\[
    f = \sum_{i=1}^{s} c_i \cdot g_i
\]

for some \( c_1, \ldots, c_s \geq 0 \) and \( g_1, \ldots, g_s \in \text{Prod}_d(\Gamma) \).

Hence, if \( \langle \text{Aff} \rangle \) is a compact set, the translation of eq. (2) into eq. (3) is also a complete method to impose a slightly different constraint than the one in eq. (2), with the strict inequality \( > \) instead of \( \geq \) on the right-hand-side and the inequalities on the left-hand-side being imposed for all real-valued valuations \( x \) (and not just integer-valued). Note that \( \langle \text{Aff} \rangle \) being compact is an assumption that is satisfied whenever all variable values in programs are bounded, including the variable \( x \) that tracks the total resource usage. Indeed, if we know variable value bounds then we may add these bounds to the invariant at each program location as well as to \( \Theta_0 \). Since the set \( \text{Aff} \) induced by any constraint collected in Step 2 contains either inequalities that define an invariant at some program location or inequalities that define \( \Theta_0 \), this modification would result in \( \text{Aff} \) being compact.

Step 4: Synthesis via constraint solving. Denote by \( \Phi \) the set of all linear constraints produced in Step 3. The algorithm employs an off-the-shelf LP solver to solve

\[
    \begin{align*}
        \text{minimize} & \quad t \\
        \text{subject to} & \quad \Phi.
    \end{align*}
\]

The algorithm then outputs the computed \( t \) if the LP solver finds a solution, or “Unknown” otherwise.

The following theorem establishes soundness of our algorithm and that it runs in polynomial time. The proof is provided in the extended version of the paper [50].

Theorem 5.1 (Soundness). If the algorithm outputs a value \( t \), then \( t \) is a threshold for the DiffCost problem. Furthermore, the algorithm runs in polynomial time for the fixed values of parameters \( d \) and \( K \).

Our method computes polynomial PFs and anti-PFs and hence the computed cost bounds are also polynomials over program variables. However, it is known that computing tight cost bounds in programs with more complex control-flow may require disjunctive expressions involving piecewise-linear operators such as \( \max \) or \( \min \) [10, 25, 46]. Hence, for such programs, it might not be possible to compute polynomial cost bounds that provide desired precision guarantees.

Computing disjunctive cost bounds has been the focus of several works on single program cost analysis. In particular, the work of Carbonneaux et al. [10] also employs a constraint solving-based approach to compute piecewise linear upper bounds on cost usage in programs. An interesting direction for future work would be to extend the technique to polynomial and lower bounds on cost usage in order to combine it with our framework for differential cost analysis.

Proving symbolic polynomial bounds. We conclude this section by describing how our algorithm may be adapted to proving symbolic polynomial bounds on the difference in cost usage. Let \( p \) be a polynomial function over the set of program variables \( V \) and suppose that we want to prove the differential cost assertion

\[
    \forall x \in \Theta_0. \ CostSup_{\Gamma_{\text{new}}}(x) - CostInf_{\Gamma_{\text{old}}}(x) \leq p(x).
\]

In order to use our algorithm to prove such an assertion, one should drop the minimization objective in Step 4 and replace every appearance of the constant threshold \( t \) in the algorithm description by the polynomial \( p \). By doing this and by requiring that the maximal polynomial degree parameter \( d \) is greater than or equal to the degree of \( p \), we may use our algorithm to prove the desired differential cost assertion. The only difference in using our algorithm to prove a polynomial bound \( p \) as opposed to a concrete threshold value \( t \) would occur in Step 2, as this change would introduce polynomial \( p \) in the differential cost constraint. However, as the polynomial would appear on the right-hand-side of the implication, the conversion in Step 3 of the algorithm would still reduce the DiffCost problem to an LP instance and the rest of the algorithm would proceed analogously as in the case of the concrete threshold value \( t \).

6 Empirical Evaluation

In this section, we evaluate our approach to differential cost analysis by considering the following research question:

Tightness of Differential Thresholds. Does the simultaneous derivation of potential and anti-potential functions with a threshold value \( t \) yield tight differential bounds?

To address this question, we consider 19 program pairs as benchmarks on which we perform differential cost analysis in Table 1. In the end, our method computed tight thresholds for 74\% (14/19) of the benchmarks. There were 2 benchmarks where we failed to compute any threshold, and we discuss the reason behind the failure below. The run times of our tool (including invariant generation, extraction of constraints, and linear programming) are of the order of a few seconds and suggest that run time is not the bottleneck.

To evaluate the tightness of the differential thresholds we can derive with simultaneous computation of potentials and anti-potentials, we consider two classes of benchmarks. The first consist of examples that increase the cost (i.e., the tightest possible threshold is non-zero), while the second consist of examples that do not change the cost but have non-trivial cost-preserving changes (e.g., would be non-trivial to align for relational reasoning).
In the first class of benchmarks, we obtain programs from the single-program cost analysis literature (specifically, [23, 25]) to emphasize testing the cost reasoning capability. These programs involve combinations of single or nested loops with conditional branching and non-determinism, and present complex looping patterns. We consider these as representatives of the class of real world examples that involve, for example, iterating through collections with branching or non-deterministic behavior of a function called through an interface. These are code patterns that can often lead to unpredictable resource usage and for which automated differential cost analysis is particularly beneficial. From Gulwani and Zuleger [25], we omit Ex1 and Ex3, as the off-the-shelf tool we use to translate C programs to transition systems (C2fsm [20]) does not support booleans and pointers.

From each of these programs with interesting resource usage, we produce a revision or program pair for differential cost analysis as follows. For the first program, we make it incur a cost of 1 for each loop iteration so that the total cost usage corresponds to the loop bound for the program. This choice is to match the original intent of the these benchmarks, as they are drawn from work on loop-bound analysis. In the second program, we pick either a nested loop or an if-branch to incur a cost of 1. This choice of selecting a nested loop or an if-branch to incur makes the differential cost analysis non-trivial (i.e., the second program does not have the same cost as the first nor 0 cost, and differential cost analysis requires reasoning about different program behavior in each loop iteration).

In the second class of benchmarks, we obtain examples from the semantic differencing literature (specifically, [40, 41]) to emphasize testing the differential reasoning capability. These are examples of semantically equivalent program pairs, so their relative cost is 0 on every input. In 2 out of the 3 examples, there is a syntactic difference that does not allow program alignment—making it difficult to apply a relational approach. The remaining program pairs from that work either involve boolean variables and pointers, or are straightline programs for which cost analysis is trivial.

For all of the examples, our method computes polynomial cost bounds with the maximal polynomial degree and the maximal number of terms in products in Step 3 of our algorithm being \( d = K = 2 \), except for ‘nested’ in which the total cost usage is cubic so we use \( d = K = 3 \). Finally, for each uninitialized program variable we assume that its initial value is in the interval \([1, 100]\). In cases when a loop bound is defined by the difference between the variable value and its symbolic initial value, we assume that this difference is in the interval \([1, 100]\). We do this to bound initial variable values, so that the difference in cost usage between programs is also bounded and we may use the aforementioned program pairs for a meaningful evaluation of our approach. In Dis2, we in addition assume an initial ordering of variable values to avoid the need for disjunctive reasoning.

**Limitations and Threats to Validity.** We inspected examples for which our approach is either not able to compute a bound or for which the computed bound is not tight. In particular, we observe that SimpleMultipleDep, SimpleSingle2, Ex5, Ex7 and ddec all require disjunctive reasoning in order to compute tight cost bounds. Disjunctive reasoning is somewhat
orthogonal, but it does indicate that disjunctive reasoning is a limitation as-is (as discussed in Section 5) and is indeed important for differential cost analysis like other analysis domains. The program 'ddec modified' is a modification of ddec that does not require disjunctive reasoning for cost analysis, and we see that for this example our method computes a tight bound on cost difference.

Another interesting thing to note in Table 1 is the small imprecision in bounds computed for Ex2, Ex4 and 'sum'. Observe that the computed bounds for these examples slightly exceed the maximal difference in cost usage, with the difference being smaller than 1 (as a result of real-valued linear programming). Nevertheless, since we consider programs with integer variables and costs, the computed bound is tight.

A natural threat to validity is whether these benchmarks are representative. We have attempted to mitigate this threat by considering two classes of benchmarks focusing on different aspects and considering looping patterns for common code like iterating over collections. There are few works that study differential cost analysis, and [16, 42] experimentally evaluate their approaches on functional programs that manipulate list-like objects. Since we consider differential cost analysis in general imperative programs for which, to the best of our knowledge, there is no existing benchmark set, we created our own benchmark set by collecting example imperative programs from the literature.

Implementation. In order to empirically evaluate our approach, we implemented a prototype tool which takes C programs as input and uses C2fsm [20] to translate them to equivalent transition systems. We note that C2fsm supports a slightly out-of-date dialect of C that does not allow boolean data types or constructs such as structs or pointers. However, it supports general numerical data types and control-flow constructs, making it sufficient for our evaluation. For invariant generation we use Aspic [20] and Sting [44], and we use Gurobi [26] to solve linear programs. All experiments were run on Ubuntu with an Intel(R) Core(TM) i5-8250U CPU at 1.60GHz and with 16GB of RAM.

7 Precision Guarantees on Bounds for a Single Program

As noted in Section 2, while the motivation for simultaneously computing potential and anti-potential functions is to address the differential cost analysis problem, an additional consequence of our approach is that it suggests a way to compute cost bounds with precision guarantees. We now show how our approach can be adapted to compute upper and lower bounds on cost incurred in a single program with guarantees on the precision of computed bounds. And we have not seen other cost analyses that provide such guarantees on the quality of computed cost bounds.

Let \( T = (L, V, \rightarrow, l_0, \Theta_0) \) be a terminating transition system that models a program whose cost usage we wish to analyze. We may compute bounds on the program’s cost usage by naturally adapting our algorithm presented in Section 5 to compute (1) a PF \( \phi \) in \( T \), (2) an anti-PF \( \chi \) in \( T \), and (3) a value \( p \) that satisfies

\[
\forall x \in \Theta_0. \phi(l_0, x) - \chi(l_0, x) \leq p.
\]

The resulting algorithm simultaneously computes \( \phi, \chi \) and \( p \) by reduction to an LP instance that minimizes \( p \). The computed value of \( p \) is a bound on precision of both the computed upper bound \( \phi \) and the lower bound \( \chi \) on cost incurred in \( T \). The following theorem proves that our algorithm is sound and that it indeed provides precision guarantees. The proof can be found in the extended version of the paper [50].

**Theorem 7.1.** Let \( T \) be a terminating transition systems. Suppose that \( \phi \) is a PF and that \( \chi \) is an anti-PF in \( T \). Then, for each initial variable valuation \( x \in \Theta_0 \), we have that

\[
\text{CostSup}_{T}(l_0, x) - \text{CostInf}_{T}(l_0, x) \leq \phi(l_0, x) - \chi(l_0, x).
\]

In particular, if \( p \) satisfies \( \phi(l_0, x) - \chi(l_0, x) \leq p \) for each \( x \in \Theta_0 \), then for any run \( r \) that starts in some initial state \((l_0, x)\) with \( x \in \Theta_0 \) we have \( 0 \leq \text{Cost}_{r}(\rho) - \chi(l_0, x) \leq p \) and \( 0 \leq \phi(l_0, x) - \text{Cost}_{r}(\rho) \leq p \). Hence, \( p \) is a bound on the precision of the upper cost bound defined by \( \phi \) and the lower cost bound defined by \( \chi \) in \( T \).

We note that the lack of disjunctive reasoning in our method could result in weaker bounds for programs in which disjunctive reasoning for computing tight cost bounds is needed, when compared to some approaches that do compute them [10, 25, 46]. However, as new techniques are developed that compute tighter bounds, our approach may offer a way to get both tight bounds and precision guarantees.

8 Related Work

Differential cost analysis. The existing works on differential cost analysis consider functional programs and propose relational type and effect systems to reason about relative cost between programs [14, 16, 43], and the relational type and effect system of [42] allows reasoning about functional programs with mutable arrays. The relational analysis is done by syntactically aligning two programs and considering relational types that capture the difference in cost incurred in two programs. Once the alignment is no longer possible, these works use unary types to allow cost analysis in a single program. As discussed in Section 1, our approach offers an alternative with different trade-offs. For example, when given a pair of syntactically similar programs, relational type systems naturally exploit this similarity through syntactic alignment of programs, which may simplify differential cost analysis [14]. And in contrast to the approaches based on relational type systems, our method is not compositional. It reduces differential cost analysis to solving a linear program, which is a global optimization problem whose constraints
may depend on all parts of the program. An interesting direction of future work is to extend our method to generate method summaries [24] that can express quantitative specifications on cost (to make it more compositional).

The Infer Static Analyzer [19] performs a kind of differential cost analysis on industrial size codebases using a worst-case execution time (WCET) analysis [9]. It considers C or Java programs and performs unary cost analysis on each program to compute two polynomial upper bounds, which are then compared. A warning is raised if there is a jump in polynomial degree of incurred cost [15]. Thus, their method detects increases in resource usage only when there is an increase in polynomial degree. However, it is impressively scalable and in many cases successfully detects increases in cost polynomial degrees. Given that Infer also focuses on imperative programming languages, it may be possible to couple it with our approach in order to obtain a tool which scales to large codebases, but which allows a sound and precise differential cost analysis for parts of programs that are deemed performance critical. One possible strategy is to use our approach for precise amortized reasoning locally within a global worst-case reasoning framework [37].

**Static (unary) cost analysis.** Static cost analysis for single programs is a classical and well studied problem. There are many existing methods, and most works focus on computing upper bounds on cost usage with techniques such as [amortized analysis [10, 28–31], type systems [3, 32, 34, 35], term-rewriting and abstract interpretation [8, 22, 23, 25], ranking functions [1], invariant generation [33] or the analysis of abstract program models [45, 46, 49]. In particular, [10, 28–31] also compute potential functions for amortized analysis by reduction to linear programming. The approach of Kincaid et al. [33] that is based on invariant generation can be used to obtain both upper and lower bounds on cost usage with bounds that may involve piecewise-linear operators max and min. Thus, similarly to Carbonneaux et al. [10], it would be interesting to consider the possibility of combining it with our framework towards obtaining piecewise-polynomial bounds for differential cost analysis. Computing lower bounds on program run time has been considered [21]. Ngo et al. [39] proposes a type system for verifying that a functional program has constant resource usage, which has important implications in security and prevents leakage of confidential information under side-channel attacks that exploit non-constant run times or energy consumption. Their type system defines a potential-like function whose values before and after evaluating an expression differ exactly by the cost of the evaluation. This corresponds to strengthening the sufficiency preservation condition of PFs and the insufficiency preservation condition of anti-PFs by imposing the strict equality “=” sign. By relaxing type judgements with “≥" or “≤“ signs, the type system is relaxed to a type system for computing upper or lower bounds on cost usage and type checking would correspond to computing a PF or an anti-PF, respectively. Computing upper and lower bounds on the expected cost usage in probabilistic programs has also been considered [4, 38, 48]. In particular, our technique for translating the defining conditions of PFs and anti-PFs into linear constraints has similarities to that of Wang et al. [48], which defines a probabilistic variant of potential functions called upper and lower cost supermartingales and uses Handelman’s theorem for their computation. Handelman’s theorem and other results from algebraic geometry are used by Chatterjee et al. [11] for computing probability 1 termination certificates and bounds on termination time. While Ngo et al. [38] and Wang et al. [48] consider computation of both upper and lower cost bounds, they study unary cost analysis. If one attempted to directly adapt these methods to differential cost analysis by computing two cost bounds and comparing them, this would be precisely the naïve approach discussed in Section 1 that is problematic for precision. This limitation of the naïve approach was also pointed out in prior work on differential cost analysis and was used to motivate the use of relational type systems [14]. In contrast, we compute upper and lower cost bounds for a pair of programs *together with a threshold value* to address the differential cost analysis problem; it is this simultaneous computation that side-steps the limitations of the naïve approach.

**Constraint solving-based program analysis.** Constraint solving-based techniques are a classical approach to program analysis [24], that have been used for multiple static analyses including the synthesis of ranking functions for termination analysis [1, 7, 18], proving non-termination [13, 36], invariant generation [12, 17], reachability [2], as well as several methods for cost analysis that we discussed above.

## 9 Conclusion

We present a novel approach to differential cost analysis for imperative programs that uses potential and anti-potential functions to reason about the difference in incurred cost. A threshold value on the maximal difference in cost between two program versions is computed simultaneously with a potential function that provides an upper bound on the cost incurred in the new version and an anti-potential function that provides a lower bound on the cost incurred in the old one. This dual potential-based method side steps the need for and limitations of version alignment and offers a complimentary approach to ones based on relational reasoning. To automatically derive the potential function, the anti-potential function, and the threshold for differential cost analysis, we employ a constraint solving-based approach that has the benefit of using off-the-shelf invariant generators and linear program solvers, as well as supporting optimization of the threshold bound.
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