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Abstract

In a recent paper, a new model called the Exponentiated Log-Logistic Weibull (ELLoGW) distribution with applications to reliability, survival analysis and income data was proposed. In this study, we applied the recently developed ELLoGW model to a wide range of censored data. We found that the ELLoGW distribution is a very competitive model for describing censored observations in life-time reliability problems such as survival analysis. This work shows that in certain cases, the ELLoGW distribution performs better than other parametric model such as the Log-Logistic Weibull, Exponentiated Log-Logistic Exponential, Log-Logistic Exponential distributions and the non-nested Gamma-Dagum (GD).
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1. Introduction

Oluyede et al. had recently proposed a new model called the Exponentiated Log-Logistic Weibull (ELLoGW) distribution with applications to reliability, survival analysis and income data [1]. In this paper, we are primarily concerned with the application of the new model (ELLoGW) to censored data. The details of the model and all its associated properties including the hazard function, reverse hazard function, quantile function, moments, conditional moments, mean deviations, Bonferroni and Lorenz curves, entropy and order statistics have been reported earlier [1].

Censored data arise when a study comes to an end before every subject been studied experience the event of interest [2, 3]. In this study we applied data collected in situations where an experimentalist involved \( n \) samples in a life-testing experiment. The samples were kept under observation until “failure” occur. The samples could be electrical or mechanical components, system, individuals, or perhaps computer chips in a reliability experiment.

It could also be patients, subjects or individuals that are recruited for drug or clinical trials. In most cases, such experiments are terminated before all the samples could have “failed”. The same could be said of drug or clinical trials wherein the recruited subjects might have been lost to follow up, dropped out of the study, withdrew from the study or the study may come to an end due to unforeseen circumstances or economic conditions or exhausted time frame.

Also, samples could break accidentally, malfunction in an industrial experiment and thus referred to as “failure”. Generally, the data obtained under these or similar scenarios are
called censored data. Literature is replete on application of statistical distribution to different types of data [1, 4, 5, 6]. A brief review of the model, the different types of censored data and the application of the model to different types of censored data are discussed in the subsequent sections.

2. The ELLoGW Distribution

In this section, the generalized or exponentiated log-logistic Weibull (ELLoGW) distribution is presented. The generalized or exponentiated log-logistic Weibull (ELLoGW) (see Oluyede et al. [1] for details) distribution function is given by

\[ G_{ELLoGW}(x) = \left[ 1 - \left( 1 + \left( \frac{x}{s} \right)^c \right)^{-1} \exp(-\alpha x^\beta) \right]^\delta, \]

for \( s, c, \alpha, \beta, \delta \), and \( x \geq 0 \). The corresponding probability density function (pdf) is given by

\[ g_{ELLoGW}(x) = \delta \left[ 1 - \left( 1 + \left( \frac{x}{s} \right)^c \right)^{-1} \exp(-\alpha x^\beta) \right]^\delta - 1 \times e^{-\alpha x^\beta} \]

\[ \times \left[ 1 + \left( \frac{x}{s} \right)^c \right]^{-1} \left\{ \alpha \beta x^{\beta - 1} + \frac{c x^{\beta - 1}}{\left( s^\beta + x^\beta \right)} \right\}, \]

for \( s, c, \alpha, \beta, \delta > 0 \), and \( x \geq 0 \). The corresponding hazard function is given by

\[ h_{ELLoGW}(x) = \delta \left[ 1 - \left( 1 + \left( \frac{x}{s} \right)^c \right)^{-1} e^{-\alpha x^\beta} \right]^\delta - 1 \times e^{-\alpha x^\beta} \left[ 1 + \left( \frac{x}{s} \right)^c \right]^{-1} \left\{ \alpha \beta x^{\beta - 1} + \frac{c x^{\beta - 1}}{\left( s^\beta + x^\beta \right)} \right\} \]

\[ \times \left[ 1 - \left( 1 + \left( \frac{x}{s} \right)^c \right)^{-1} \exp(-\alpha x^\beta) \right]^\delta - 1. \]

3. Censoring

In the following section we construct log-likelihood functions of the ELLoGW distribution to deal with type I right censoring and type II doubly censored observations.

3.1. Type I Right Censoring

This is the most common form of incomplete data often encountered in survival analysis. Type I censoring arises when the study is conducted over a specified time period that can terminate before all the units have failed. Each individual has a fixed censoring time \( C_i \), which would be the time between the date of entry and the end of the study, so that the complete failure time of an individual will be known only if it is less than or equal to the censoring time \( T_i \); otherwise, only a lower bound of the individual lifetime is available \( T_i > C_i \). The data for this design are conveniently indicated by pairs of random variables \((T_i, e_i)\), \( i = 1, \ldots, n \). Consider a sample of size \( n \) of independent positive random variables \( T_1, \ldots, T_n \), such that \( T_i \) is associated with an indicator variable \( e_i = 0 \) if \( T_i \) is a censoring time. Let \( \Theta = (s, c, \alpha, \beta, \delta)^T \), then the likelihood function, \( L(\Theta) \), of a type I right censored sample \((t_1, e_1), \ldots, (t_n, e_n)\) from the ELLoGW distribution with pdf \( g_{ELLoGW}(.) \) and survival function \( S_{ELLoGW}(.) \) can be written as

\[ L(\Theta) = \prod_{i=1}^{n} g_{ELLoGW}(t_i)^{e_i} S_{ELLoGW}(t_i)^{1-e_i}, \]

where \( S_{ELLoGW}(t_i) = 1 - G_{ELLoGW}(t_i) \). The log-likelihood function, \( l(\Theta) \), based on data, from the ELLoGW distribution is,

\[ l(\Theta) = \sum_{i=1}^{n} \left\{ e_i \ln \left( \delta \left[ 1 - \left( 1 + \left( \frac{t_i}{s} \right)^c \right)^{-1} e^{-\alpha t_i^\beta} \right]^\delta \right) \times e^{-\alpha t_i^\beta} \left[ 1 + \left( \frac{t_i}{s} \right)^c \right]^{-1} \left\{ \alpha \beta t_i^{\beta - 1} + \frac{c t_i^{\beta - 1}}{s^\beta + t_i^\beta} \right\} \right\} + (1 - e_i) \ln \left[ 1 - \left( 1 + \left( \frac{t_i}{s} \right)^c \right)^{-1} e^{-\alpha t_i^\beta} \right]^\delta \].

Elements of the score vector are given by

\[ \left( \frac{\partial l(\Theta)}{\partial s}, \frac{\partial l(\Theta)}{\partial c}, \frac{\partial l(\Theta)}{\partial \alpha}, \frac{\partial l(\Theta)}{\partial \beta}, \frac{\partial l(\Theta)}{\partial \delta} \right)^T. \]

The MLEs \( \hat{\Theta} = \left( \hat{s}, \hat{c}, \hat{\alpha}, \hat{\beta}, \hat{\delta} \right)^T \) are obtained from the numerical maximization of equation (4). Let \( \Theta = (s, c, \alpha, \beta, \delta)^T \) be the parameter vector and \( \hat{\Theta} = (\hat{s}, \hat{c}, \hat{\alpha}, \hat{\beta}, \hat{\delta})^T \) be the maximum likelihood estimate of \( \Theta = (s, c, \alpha, \beta, \delta)^T \). Under the usual regularity conditions and that the parameters are in the interior of the parameter space, but not on the boundary, [12] we have: \( \sqrt{n}(\hat{\Theta} - \Theta) \approx N(0, I^{-1}(\Theta)) \), where \( I(\Theta) \) is the expected Fisher Information Matrix. The asymptotic behavior is still valid if \( I(\Theta) \) is replaced by the observed information matrix evaluated at \( \hat{\Theta} \), that is \( J(\hat{\Theta}) \). The multivariate normal distribution \( N(0, J(\hat{\Theta})^{-1}) \), where the mean vector \( 0 = (0, 0, 0, 0)^T \), can be used to construct confidence intervals and confidence regions for the individual model parameters and for the survival and hazard functions.

3.2. Type II Censoring

For type II censoring, the data consists of the \( r^{th} \) smallest lifetimes \( X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(r)} \) out of a random sample of \( n \) lifetimes \( X_1, X_2, \ldots, X_n \) from the ELLoGW distribution. Assuming \( X_1 \leq X_2 \leq \ldots \leq X_n \) are independent and identically distributed and have a continuous distribution with pdf \( g_{ELLoGW}(.) \) and survival function \( S_{ELLoGW}(.) \), it follows that the joint pdf of \( X_{(1)}, \ldots, X_{(r)} \) is

\[ L(\Theta) = \frac{n!}{(n-r)!} \left( \prod_{i=1}^{r} g_{ELLoGW}(x_{(i)}) \right) S_{ELLoGW}(x_{(r)})^{n-r}. \]
Table 1: Times to Infection Data

| Model  | x     | c     | α    | β    | δ    | -2 log L | AIC   | AICC  | BIC   | W⁺   | A⁺   | KS p-value | SS   |
|--------|-------|-------|------|------|------|----------|-------|-------|-------|------|------|------------|------|
| ELLoGW | 2.1674 | 0.8092 | 0.0090 | 1.7083 | 4.1106 | 98.0372  | 108.0372 | 114.7039 | 111.5775 | 0.0225 | 0.1556 | 0.999 | 0.0196 |
| LLoGW  | 20.4723 | 1.5466 | 0.0071 | 1.7272 | 1    | 98.2032  | 106.2032 | 112.8698 | 109.0354 | 0.0244 | 0.1655 | 0.9988 | 0.0213 |
| LLoGE  | 0.0192 | 0.3982 | 0.1266 | 1     | 28.8554 | 98.4424  | 106.4424 | 113.1091 | 109.2746 | 0.0242 | 0.1697 | 0.9922 | 0.0208 |
| LLoGE  | 12.5296 | 2.5301 | 0.0295 | 1     | 99.4833 | 105.4833 | 112.1500 | 107.6075 | 0.0283 | 0.1963 | 0.9981 | 0.0193 |
| Gamma-Dagum (GD) | 9.0005 | 1.9151 | 0.4786 | 3.9043 | 0.0192 | 98.7984  | 108.7984 | 115.4651 | 112.3386 | 0.0274 | 0.1932 | 0.9676 | 0.0254 |

where \( S_{ELLoGW}(x) = 1 - G_{ELLoGW}(x) \). The log-likelihood function, \( l(\Theta) \), for a type II doubly censored sample \( t_{(r+1)},...,t_{(m)} \) from the ELLoGW distribution is given by

\[
l(\Theta) = \ln \left[ \frac{n!}{r!(n-m)!} \right] + \sum_{i=1}^{r} \left\{ \ln \delta + (\delta - 1) \right. \\
\times \ln \left[ 1 - 1 + \left( \frac{X_i}{S} \right)^c \right] - \alpha X_i^\beta + \delta \left( \frac{X_i}{S} \right)^c \left\} - \ln \left[ 1 - \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \right] e^{-\alpha X_m^\beta} (6) \\
+ (n - r) \ln \left[ 1 - \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \right] e^{-\alpha X_m^\beta} \delta.
\]

Elements of the score vector and MLE’s are similar to those in the type I right censoring scheme.

3.3. Type II Double Censoring

Type II double censoring is a censoring procedure wherein a fixed number of observations is missing at the two ends of a sample size unlike in type I censoring, where the number of censored observations is totally random and the study time is predetermined. The data consist of the remaining ordered observations \( t_{r+1},...,t_{(m)} \) when the \( r \) smallest observations and the \( n - m \) largest observations are out of a sample of size \( n \) from the ELLoGW distribution. The likelihood function, \( L(\Theta) \), of the type II doubly censored sample \( t_{(r+1)},...,t_{(m)} \) from the ELLoGW distribution with pdf \( g_{ELLoGW}(.) \), cdf \( G_{ELLoGW}(.) \) and survival function \( S_{ELLoGW}(.) \) is given by

\[
L(\Theta) = \frac{n!}{r!(n-m)!} \left[ G_{ELLoGW}(t_{(r+1)}) \right]^r \\
\times \left[ S_{ELLoGW}(t_{(m)}) \right]^{n-m} \prod_{i=r+1}^m g_{ELLoGW}(t_{(i)}). \quad (7)
\]

The log-likelihood function, \( l(\Theta) \), is given by

\[
l(\Theta) = \ln \left[ \frac{n!}{r!(n-m)!} \right] + \sum_{i=1}^{r} \left\{ \ln \delta + (\delta - 1) \right. \\
\times \ln \left[ 1 - 1 + \left( \frac{X_i}{S} \right)^c \right] - \alpha X_i^\beta e^{-\alpha X_i^\beta} + \delta \left( \frac{X_i}{S} \right)^c \left\} - \ln \left[ 1 - \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \right] e^{-\alpha X_m^\beta} (6) \\
+ (n - r) \ln \left[ 1 - \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \right] e^{-\alpha X_m^\beta} \delta \\
\times e^{-\alpha X_m^\beta} \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \left( \alpha X_m^\beta \right) e^{-\alpha X_m^\beta} \delta \\
\times e^{-\alpha X_m^\beta} \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \left( \alpha X_m^\beta \right) e^{-\alpha X_m^\beta} \delta \\
\times e^{-\alpha X_m^\beta} \left( 1 + \left( \frac{X_m}{S} \right)^c \right)^{m-r} \left( \alpha X_m^\beta \right) e^{-\alpha X_m^\beta} \delta.
\]

Elements of the score vector and their MLE’s are similar to those in the type I right censoring scheme.

4. Applications

In this section, we give some applications to real life data. Maximum likelihood estimates of the model parameters under type I right and type II double censored data are obtained and comparisons with the Log-Logistic Weibull (LLoGW), Exponentiated Log-Logistic Exponential (ELLoGE) and Log-Logistic Exponential (LLoGE) distributions as well as the non-nested Gamma-Dagum (GD) [11, 13] distribution are presented. The MLEs of the parameters (standard error in parenthesis), -2log-likelihood statistic \(-2\ln(L)\), Akaike Information Criterion \((AIC = 2p - 2\ln(L))\), Bayesian Information Criterion \((BIC = p\ln(n) - 2\ln(L))\, and Corrected Akaike Information Criterion \((AICC = AIC + \frac{2p(p+1)}{n-p-1})\), where \( L = L(\Theta) \) is the value of the likelihood function evaluated at the parameter estimates, \( n \) is the number of observations, and \( p \) is the number of estimated parameters are presented. The goodness-of-fit statistics: Kolmogorov-Smirnov p-value (KS p-value), Cramer-von Mises (W⁺) and Anderson-Darling (A⁺) were also presented in the Tables. These statistics can be used to verify which distribution fits better to the data. In general, the smaller the values of \( W⁺ \) and \( A⁺ \), the better the fit. The ELLoGW distribution is fitted to the data sets and these fits are compared to the fits using exponentiated log-logistic exponential (ELLoGE), log-logistic Weibull (LLoGW) and log-logistic exponential (LLoGE) distributions.
4.1. Type I right censoring: Times to Infection Data

The following example utilizes the times to infection (in months) of kidney dialysis patients with a surgically placed catheter. This data is given in Table 1.2 of Klein and Moeschberger [7]. The infection times are given in Table A.1 and the censored observations are given in Table A.2 in the appendix.

The initial values for the ELLoGW distribution in R code are $s = 2$, $c = 0.9$, $\alpha = 0.01$, $\beta = 1.9$ and $\delta = 4$. The MLEs of the parameters of the ELLoGW distribution and its related submodels, AIC, AICC, BIC, $W^*$, $A^*$, KS p-value and SS are given in Table 1, along with standard errors in parentheses. Plots of the fitted densities and the histogram, observed probability vs predicted probability ([6]) are given in Figure 1.

The likelihood ratio (LR) test statistic of the hypothesis $H_0$: LLoGW against $H_a$: ELLoGW and $H_0$: ELLoGE against $H_a$: ELLoGW are 0.166 (p-value = 0.6837) and 0.4052 (p-value = 0.7920).
We can conclude that there are no significant differences between fits of the LLoGW and ELLoGW distributions, as well as between fits of the ELLoGE and ELLoGW distributions. The values of the goodness-of-fit statistics $A^*$ and $W^*$ shows that the ELLoGW distribution is the better fit for the time to infection data. The Kolmogorov-Smirnov p-value shows that the ELLoGW distribution fits the data better than the other models. Also, the value of SS from the probability plot in Figure 1 is the smallest for ELLoGW model. Also, Figure 1 showed that the new model ELLoGW provided better fit for the density and probability plots than the LLOGW, ELLoGW, LLoGE and GD models.
4.2. Type I right censoring: Maintenance Data

In the following example, we consider a maintenance data set. The set of data is the maintenance data with 46 observations reported on active repair times (hours) for an airborne communication transceiver. The data was discussed by Alven [8], Chhikara and Folks [9], and Dimitrakopoulou et al. [10]. The maintenance data set is given in Table A.3 in the appendix. The data given in Table A.4 has eight observations removed to illustrate type I right censoring (see appendix for the data).

Initial values for the ELLoGW model in R code are \( s = 0.3, c = 1, \alpha = 0.002, \beta = 3 \) and \( \delta = 3 \). The MLEs of the parameters of the ELLoGW distribution and its related submodels, AIC, AICC, BIC, \( W^* \), \( A^* \), KS p-value and SS are given in Table 2. Plots of the fitted densities and the histogram, observed probability vs predicted probability are given in Figure 2.

The LR test statistic of the hypothesis \( H_0: \) LLOGW against \( H_a: \) ELLoGW and \( H_0: \) ELLoGE against \( H_a: \) ELLoGW are 3.5904 (p-value = 0.0581) and 5.1076 (p-value = 0.0238). We can conclude that there is a significant difference between the fits of the ELLoGE and ELLoGW distributions. There is also a significant difference between fits of the LLOGW and ELLoGW distributions at the 10% level of significance. The values of the goodness-of-fit statistics \( A^* \) and \( W^* \) shows that the ELLoGW distribution is by far the better fit for the maintenance data. The KS p-value shows that the ELLoGW distribution fits the maintenance data better than the other models. Figure 2 showed that the new model ELLoGW provided better fit for the density and probability plots than the LLOGW, ELLoGW, LLoGE and GD models.

4.3. Type II double censoring: Maintenance Data

In the following example we consider the maintenance data set with 15 observations removed to illustrate type II Double censoring. The data is given in Table A.5 in the appendix.

Initial values for the ELLoGW model are \( s = 0.4, c = 1.4, \alpha = 0.001, \beta = 5 \) and \( \delta = 5 \). The MLEs of the parameters of the ELLoGW distribution and its related sub models, AIC, AICC, BIC, \( W^* \), \( A^* \), KS p-value and SS are given in Table 3, along with standard errors in parentheses. Plots of the fitted densities and the histogram, observed probability vs predicted probability are given in Figure 3.

The LR test statistic of the hypothesis \( H_0: \) LLOGW against \( H_a: \) ELLoGW and \( H_0: \) ELLoGE against \( H_a: \) ELLoGW are 7.6594 (p-value = 0.0056) and 5.2047 (p-value = 0.0225). We can conclude that there is a significant difference between the fits of the LLOGW and the ELLoGW distributions as well as between the fits of the ELLoGE and ELLoGW distributions. The values of the goodness-of-fit statistics \( A^* \) and \( W^* \) shows that the ELLoGW distribution is by far the better fit for the maintenance data. The KS p-value for the ELLoGW distribution is greater than that of the LLOGW and LLoGE models. Figure 3 showed that the new model ELLoGW provided better fit for the density and probability plots than the LLOGW, ELLoGW, LLoGE and GD models.

5. Concluding Remarks

We have presented the ELLoGW distribution under different censoring mechanisms. Applications of the model, under type I right censoring and type II double censoring, to real data are presented to illustrate its usefulness and applicability. The findings suggest that the ELLoGW distribution performed better than all other distributions considered.
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Appendix A. Elements of the Score Vector: Type I Right Censoring

Elements of the score vector for the Type I right censoring scheme are given by,

\[
\frac{\partial \ell(\Theta)}{\partial s} = \sum_{i=1}^{n} \left\{ -\left(1 + \left(\frac{t_i}{s}\right)^{-c}\right) \right. \\
\left. \times \left( \frac{c t_i}{s^2} \right)^{c-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta - \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) - 1 \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right) \right] \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \right) \right) \right\},
\]

\[
\frac{\partial \ell(\Theta)}{\partial c} = \sum_{i=1}^{n} \left\{ -\left(1 + \left(\frac{t_i}{s}\right)^{-c}\right) \right. \\
\left. \times \left( \frac{c t_i}{s^2} \right)^{c-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta - \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) - 1 \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right) \right] \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \right) \right) \right\},
\]

\[
\frac{\partial \ell(\Theta)}{\partial \alpha} = \sum_{i=1}^{n} \left\{ -\left(1 + \left(\frac{t_i}{s}\right)^{-c}\right) \right. \\
\left. \times \left( \frac{c t_i}{s^2} \right)^{c-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta - \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) - 1 \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right) \right] \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \right) \right) \right\},
\]

\[
\frac{\partial \ell(\Theta)}{\partial \beta} = \sum_{i=1}^{n} \left\{ -\left(1 + \left(\frac{t_i}{s}\right)^{-c}\right) \right. \\
\left. \times \left( \frac{c t_i}{s^2} \right)^{c-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta - \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) - 1 \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right) \right] \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \right) \right) \right\},
\]

and

\[
\frac{\partial \ell(\Theta)}{\partial \delta} = \sum_{i=1}^{n} \left\{ -\left(1 + \left(\frac{t_i}{s}\right)^{-c}\right) \right. \\
\left. \times \left( \frac{c t_i}{s^2} \right)^{c-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta - \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) - 1 \right) \right. \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( \alpha \beta t_i^\beta + \frac{c t_i^{-1}}{s^2 + t_i^2} \right) \right) \right] \\
\left. \times \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \left( 1 - \left(1 + \left(\frac{t_i}{s}\right)^{-c}\right)^{-1} e^{-\alpha t_i^\beta} \right) \right) \right\}.
\]
Tables with Complete and Censored data

The infection times are given in Table A.1 and the censored observations are given in Table A.2. The complete and censored maintenance data are given in Tables A.3, A.4 and A.5, respectively.

### Table A.1: Infection Times

| 1.5  | 3.5  | 4.5  | 5.5  | 8.5  | 8.5  | 9.5  |
|------|------|------|------|------|------|------|
| 10.5 | 11.5 | 15.5 | 16.5 | 18.5 | 23.5 | 26.5 |

### Table A.2: Censored Infection Times

| 2.5  | 2.5  | 3.5  | 3.5  | 3.5  | 4.5  | 4.5  |
|------|------|------|------|------|------|------|
| 5.5  | 6.5  | 6.5  | 7.5  | 7.5  | 7.5  | 7.5  |
| 8.5  | 9.5  | 10.5 | 11.5 | 12.5 | 12.5 | 13.5 |
| 14.5 | 14.5 | 21.5 | 21.5 | 22.5 | 22.5 | 25.5 |
| 27.5 |      |      |      |      |      |      |

### Table A.3: Complete Maintenance Data

| 0.2  | 0.3  | 0.5  | 0.5  | 0.5  | 0.5  | 0.6  | 0.6  | 0.7  | 0.7  | 0.7  |
|------|------|------|------|------|------|------|------|------|------|------|
| 0.8  | 0.8  | 1.0  | 1.0  | 1.0  | 1.1  | 1.3  | 1.5  | 1.5  | 1.5  | 1.5  |
| 1.5  | 2.0  | 2.0  | 2.2  | 2.5  | 2.7  | 3.0  | 3.3  | 3.3  | 3.3  | 4.0  |
| 4.0  | 4.5  | 4.7  | 5.0  | 5.4  | 5.4  | 7.0  | 7.5  | 8.8  | 9.0  | 10.3 |
| 22.0 | 24.5 |      |      |      |      |      |      |      |      |      |

### Table A.4: Type I Right Censored Maintenance Data

| 0.2  | 0.3  | 0.5  | 0.5  | 0.5  | 0.5  | 0.6  | 0.6  | 0.7  | 0.7  | 0.7  |
|------|------|------|------|------|------|------|------|------|------|------|
| 0.8  | 0.8  | 1.0  | 1.0  | 1.0  | 1.1  | 1.3  | 1.5  | 1.5  | 1.5  | 1.5  |
| 2.0  | 2.0  | 2.2  | 2.5  | 2.7  | 3.0  | 3.0  | 3.3  | 3.3  | 4.0  | 4.0  |
| 4.5  | 4.7  | 5.0  | 5.4  | 5.4  |      |      |      |      |      |      |

### Table A.5: Maintenance Data II

| 0.6  | 0.7  | 0.7  | 0.8  | 0.8  | 1.0  | 1.0  | 1.0  | 1.1  | 1.3  |
|------|------|------|------|------|------|------|------|------|------|
| 1.5  | 1.5  | 1.5  | 2.0  | 2.0  | 2.2  | 2.5  | 2.7  | 3.0  | 3.0  |
| 3.3  | 3.3  | 4.0  | 4.0  | 4.5  | 4.7  | 5.0  | 5.4  | 5.4  |      |