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Abstract—I-nteract is a cyber-physical system that enables real-time interaction with both virtual and real artifacts to design 3D models for additive manufacturing by leveraging on mixed reality technologies. This paper presents novel advances in the development of the interaction platform I-nteract to generate 3D models using both constructive solid geometry and artificial intelligence. The system also enables the user to adjust the dimensions of the 3D models with respect to their physical workspace. The effectiveness of the system is demonstrated by generating 3D models of furniture (e.g., chairs and tables) and fitting them into the physical space in a mixed reality environment.
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I. INTRODUCTION

Additive manufacturing (AM) has emerged during the last decade as a key enabling technology poised to deeply transform manufacturing [1]–[3]. AM, also known as 3D printing, rapid prototyping, or generative manufacturing, refers to the process of depositing successive thin layers of materials upon each other in precise geometric shapes based on 3D model files to manufacture three-dimensional physical objects [4]. A general workflow of AM is depicted in Fig. 1. It starts with the three dimensional virtual model of the desired product designed via a computer-aided design (CAD) tool or obtained from 3D scanning. The 3D model (STL file) is sliced into layers and converted into specific instructions (g-code) for the 3D printer using a slicing software. Then the 3D printer executes the instructions to build the physical object layer upon layer. Finally, the post-processing is done either to remove support structures or to give the finishing touch to the 3D printed product. This workflow is sub-optimal due to a lack of feedback between the AM process and the 3D modelling. Indeed, in such a workflow, testing of the designed 3D model for the desired functionality is postponed to the end of the printing process. Hence, the entire loop is reiterated through a trial-error procedure until the desired results are achieved, making the design process costly and time-consuming. Moreover, most CAD design software not only require professional training but also restrain the design of 3D virtual models to 2D interfaces, making the design process unintuitive and cumbersome for the non-technical consumers [5], [6]. In this context, innovations in the design of CPS and technological advancements in its supporting tools (IoT, MR, robotics, ML) are playing an important role for the widespread adoption of AM by the general public as well as the industry [7].

I-nteract [8] is a CPS that enables the user to interact with both the virtual as well as the physical objects (deformable and non-deformable) simultaneously in a visuo-haptic mixed reality (VHMR) environment. The system streamlines the AM process by allowing the user to generate digital twins of the real objects and to test the properties of the designed virtual model in response to human and physical objects stimuli prior to printing. Such innovations in the development of CPS are not only enabling the development of intuitive interfaces for human-machine interactions (human-in-the-loop) [9]–[11] but they also provide innovative monitoring solutions to improve the build quality of the product [12], [13].

In comparison to traditional (subtractive and formative) manufacturing, AM allows the manufacturing of complex geometries without using traditional dies, molds, milling, and machining which are expensive and time consuming for mass customization [14]. This advantage over traditional manufacturing makes AM a key enabler in producing moderate to mass quantities of products that can be customized individually for personal fabrication [4]. Although existing solutions [8]–[11] provide innovative interfaces to bridge the gap between the consumer, the designer, and the production using AM but only allow either modifications in the existing 3D model or 3D scanning of an existing real object. In this context, there is a need for interfaces that, along with providing an immersive experience in the three-dimensional workspace, also enable the non-technical users to design 3D models from scratch with minimum effort. Constructive solid geometry (CSG) and ML can play a significant role to achieve this objective.
CSG, also known as building block geometry, offers simple, precise, and concise methods for generating 3D models \[15\]. Recent developments in the generative networks \[16\]–\[25\], a subbranch of deep learning (DL), provide an effective solution to automate the parts of the design process that require expert knowledge for generating 3D models.

In this paper, we present I-nteract 2.0, an advanced development of its predecessor I-nteract, that enables generative CAD in MR by taking advantage of CSG and DL. I-nteract 2.0 also exploits the immersive feature of MR by enabling the user to adjust the dimensions of the virtual model with respect to the design constraints in the physical workspace.

The remainder of this paper is structured as follows. Related works are presented in Section II. After a general description of the system in Section III, the methods to generate 3D models using I-nteract 2.0 are illustrated in Section IV. Results are reported in Section V. Finally, concluding remarks are provided in Section VI.

II. RELATED WORKS

The technological advancements in the areas of MR, robotics, computer vision, and ML has already enabled the development of many intuitive and realistic interfaces for humans to interact with both the physical and digital world in real time. Further, in recent years, extensive research has been devoted to improve the real-time representation of the virtual world in users’ physical environment using these innovative technologies \[7\]. The present section focuses on the research endeavors of such novel interfaces in the context of 3D modelling for AM.

Window-Shaping \[26\] is an AR interface with the objective of integration of physical objects into the design process. The interface consists of a hand-held device to enable the user to perform sketch-based 3D modelling in reference to physical artifacts. Although window-shaping merges the digital and the physical worlds but provides 2D view of a three-dimensional workspace. Modern MR solutions remedy this either by stereoscopic projections or head-mounted displays (HMDs) which also allow the user to use the hands in three-dimensional space for interaction hence enabling a more immersive experience. MirageTable \[27\], a freehand interactive system utilises a depth camera, a curved screen, and a stereoscopic projector to provide a MR interface for 3D modelling using gestures. Interactive situated AR systems like HoloDesk \[10\], Holo TableTop \[11\], and MixFab \[9\] provide intuitive interfaces to enable personal fabrication for non-technical designers. MixFab along with a depth camera for hand gestures detection and a MR display consists of a motorized turntable to enable 3D scanning of a physical object. The user then can use the scanned virtual model as a size or shape reference to design 3D models. Tangible interaction with intangible objects in an immersive augmented environment makes the experience more realistic which cannot be achieved by relying solely on visual feedback and gestures. For improving interactivity, interfaces like Surface Drawing \[28\], Twister \[29\], Digits \[30\], and NormalTouch and TextureTouch \[31\] make use of additional hardware (such as haptic gloves) for force feedback to enable physical interaction with virtual artifacts. I-nteract \[8\] is a VHMR system that comprises MR glasses for visual feedback, haptic glove for force feedback, and force sensors to enable dynamic interaction between human, physical, and virtual objects to streamline the design process for AM.

ML, a subset of AI, is a powerful tool that enables the system to learn automatically from data without being explicitly programmed to perform a task. Researchers are actively involved in exploring innovative ways to integrate ML within the AM process. In recent years, ML has proven to be useful in improving product quality, optimizing manufacturing processes, and reducing costs \[32\]. DL, a subset of ML, has emerged as an active research area to enable generative design. Generative design is an iterative design exploration process that involves the automatic generation of design options to meet certain constraints. These options are presented to the designer to fine-tune. This automated generation makes it feasible for non-technical and inexperienced users to implement their ideas. Generative design has also been integrated into many commercially available CAD packages such as Ansys\[1\], Autodesk\[2\], etc. Generative design framework generates outputs that are not only aesthetic but also satisfy engineering constraints. Generative modelling is an active research area of DL that has a great potential to improve generative design \[33\]. Generative models although not yet used to its full potential to produce engineering designs \[34\] but have already proven themselves to be immensely capable of inferring 3D shapes from 2D images. Variational autoencoders (VAEs) \[35\] and generative adversarial networks (GANs) \[36\] are the two significant types of generative deep convolution neural networks (CNNs) that have been extensively researched to perform generative tasks \[16\]–\[25\].

With the technological advancements in MR technologies along with the democratization of 3D printers, generative modelling using deep neural networks (DNN) has emerged as a promising tool to generate 3D models for AM \[19\]. 3D models have various form of representations which lead to different DNN architectures. Volumetric (voxelized), mesh, and point cloud are the most popular and widely used 3D model representations. Each representation has its own merits when used in generative modelling. Although volumetric representation enables the 3D CNNs, a direct extension of 2D CNNs, for 3D content generation but is computationally wasteful as most information of a 3D shape lies on the surface hence making the extra third dimension redundant. Mesh and point cloud representations provide compact encoding of shape information but suffer from dimensional variability per 3D shape sample that complicates the application of learning methods to infer 3D shapes from 2D images. \[20\]. Generative modelling using template mesh deformation \[16\], \[17\], \[37\] is an innovative solution to deal with this problem. As mesh representation (using triangular meshes) is predominantly used for 3D models representation both in MR and AM therefore the generative DNNs based on mesh representation of 3D models are more compatible to be integrated within the MR
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generated from [38]. The AI network integration enables the creation of meshes in MR using boolean operations. Constructive solid geometry (CSG), used in solid modelling, allows the user to design 3D models from scratch using primitive 3D objects (such as cuboids, cylinders, spheres, etc.) and his/her creative skills in a MR environment. The CSG for creating meshes in MR using boolean operations has been adapted from [38]. The AI network integration enables the user to generate 3D models automatically by taking pictures of the objects using HoloLens. The detailed system architecture that defines the flow of information between the different modules of I-nteract 1.0 can be found in Fig. 3 of [8]. The updated system architecture of I-nteract 2.0 after integration with CSG and DNN is depicted in Fig. 5. As illustrated in Fig. 3, the image or the 3D model is sent to the cloud to be accessed by the HoloLens and the laptop. The 3D print controller application OctoPrint\(^4\) has been used to send the 3D model to the printer PRUSA i3 MK\(^5\). The MR interface is shown in Fig. 4. The interface consists of a hand with glove, a hand without glove, virtual buttons, and voice commands. The hand with glove can be used to translate, rotate, and resize the 3D model while getting force feedback. The hand without glove can be used to utilize the built-in interface of the HoloLens such as moving the 3D model and pressing the virtual buttons. The user can control the interface using voice commands, gestures (from the hand without haptic glove), and hand motions as well as finger motions (of the hand with haptic glove). The respective functions and the associated voice commands of the virtual buttons are detailed in Tab. I.

**III. SYSTEM OVERVIEW**

I-nteract utilises MR and haptic feedback to provide the user with an integrated visio-haptic experience to design 3D models for AM [8]. I-nteract allows the designers to inspect and perfect virtual objects in real-time based on the interaction with other objects or humans prior to printing, and in this way streamlines the AM process. The system is built using MR smartglasses (HoloLens) for visual feedback, haptic gloves (Dexmo) for force feedback, and VIVE\(^3\) hardware for global position tracking of the hand (glove). The objective is that I-nteract provides an intuitive novel MR interface to 3D scan a physical object and to measure its physical properties (such as elasticity) to generate a digital twin. The interaction of a user with a virtual object using I-nteract is illustrated in Fig. 2.

In this paper, we present further developmental advances in the VHMR system (I-nteract) reported in [8] by using CSG and AI to enable CAD in MR for AM. To the best of our knowledge, I-nteract 2.0 is the first VHMR system that enables generative AI based CAD in MR for AM. Integration with CSG allows the user to design 3D models from scratch using primitive 3D objects (such as cuboids, cylinders, spheres, etc.) and his/her creative skills in a MR environment. The CSG for generating meshes in MR using boolean operations has been adapted from [38]. The AI network integration enables the user to generate 3D models automatically by taking pictures of the objects using HoloLens. The detailed system architecture that defines the flow of information between the different modules of I-nteract 1.0 can be found in Fig. 3 of [8]. The updated system architecture of I-nteract 2.0 after integration with CSG and DNN is depicted in Fig. 5. As illustrated in Fig. 3, the image or the 3D model is sent to the cloud to be accessed by the HoloLens and the laptop. The 3D print controller application OctoPrint\(^4\) has been used to send the 3D model to the printer PRUSA i3 MK\(^5\). The MR interface is shown in Fig. 4. The interface consists of a hand with glove, a hand without glove, virtual buttons, and voice commands. The hand with glove can be used to translate, rotate, and resize the 3D model while getting force feedback. The hand without glove can be used to utilize the built-in interface of the HoloLens such as moving the 3D model and pressing the virtual buttons. The user can control the interface using voice commands, gestures (from the hand without haptic glove), and hand motions as well as finger motions (of the hand with haptic glove). The respective functions and the associated voice commands of the virtual buttons are detailed in Tab. I.

**IV. GENERATING 3D MODELS IN A MIXED REALITY ENVIRONMENT**

The conventional graphical user interface (GUI) for 3D modelling renders the virtual 3D world on a 2D computer screen. This makes the use of mouse and keyboard to locate and place virtual objects in a 3D environment unintuitive and difficult for inexperienced users. Also, most contemporary CAD-based software demands strong technical background which makes it even more difficult for non-technical consumers to participate in the design process [7]. In this context, there is a clear need for developing innovative interfaces that not only take advantage of MR technologies for interacting with 3D models in a three-dimensional environment but also enable generative CAD in MR and utilise ML to automate the parts of the design process that require expert knowledge. I-nteract is a CPS that provides a framework to develop such intuitive and automated interfaces for assembling, creating, interacting, modifying, positioning, and shaping 3D models within a three-dimensional environment. Built upon I-nteract, I-nteract 2.0 uses the generative functionalities of CSG and DL to enable the user to create 3D models from 3D primitive shapes as well as to automate the generation of the 3D models based on 2D images. Taking advantage of the immersive feature of MR, I-nteract 2.0 also allows the user to modify dimensions of a 3D model with respect to the physical workspace.

**A. Generating 3D models using constructive solid geometry**

Constructive solid geometry (CSG), used in solid modelling, allows the user to construct complex 3D models by using boolean set operations (e.g., union, difference, and intersection) on simple building blocks (e.g., cubes, cylinders, and spheres) called primitives. We have utilised CSG in the system
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TABLE I
VIRTUAL BUTTONS, VOICE COMMANDS, AND THEIR RESPECTIVE FUNCTIONS.

| Virtual Button / Voice Command | Function                                                                 |
|--------------------------------|--------------------------------------------------------------------------|
| Sync                           | To sync the position of the real hand with glove and the virtual hand model. |
| Cube                           | To start drawing a cuboid.                                               |
| Sphere                         | To start drawing an ellipsoid.                                           |
| Cylinder                       | To start drawing a cylinder.                                             |
| Add                            | Union of the primitive shapes.                                           |
| Subtract                       | Difference of the primitive shapes.                                     |
| Intersect                      | Intersection of the primitive shapes.                                    |
| Select                         | To select the 3D model.                                                  |
| Capture                        | To take an image using HoloLens.                                         |
| Dimension                      | To display the dimensions of the selected 3D model.                      |
| Resize                         | To resize the selected 3D model.                                         |
| Match                          | To find the best possible match of the selected 3D model from the database. |
| Print                          | To send the 3D model to the printer.                                     |

Fig. 3. System architecture.

Fig. 4. Interface for interaction.

to enable the user to intuitively design 3D models in a MR environment from primitive shapes. An example of creating a chair using CSG is illustrated in Fig. 5. Tab. II depicts the transformations applied to the cube in the example, shown in Fig. 5, to translate, rotate, and resize the primitive shapes. The position, rotation, and scale vectors given in Tab. II are the same vectors that are used in Unity[6] to transform a 3D model. The hand with the glove can be used to grab (in order to translate or rotate the model) or resize the virtual object in the 3D physical workspace. The hand without the glove can be used to translate the virtual object. This feature is useful when the user is using the other hand (with glove) to resize the virtual object so that the user can place and resize/rotate the virtual object simultaneously in the physical workspace.
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by using both hands. The procedure implemented to draw a 3D primitive shape using the hand with glove is illustrated by Fig. 6(a-e). The procedure implemented to generate a 3D model using CSG is described below.

1) Position the hand with glove in the physical workspace where the primitive shape is desired to be drawn. The index finger of the hand should be open as shown in Fig. 6(a). Press the virtual button of the desire primitive shape (Cube, Sphere, Cylinder) or use the associated voice command, as described in Tab. 1 to start drawing the primitive shape.

2) After selecting the desired primitive shape, the width and the height of the primitive shape can be adjusted by moving the hand with glove in left/right (x) and up/down (y) direction respectively as shown in Fig. 6(b). Close the index finger of the hand when done as shown in Fig. 6(c).

3) Move the hand in the forward/backward (z) direction to adjust the depth of the primitive shape as shown in Fig. 6(d). Open the index finger of the hand with glove when done as shown in Fig. 6(e).

4) Repeat steps 1 to 3 to draw another primitive shape.

5) Apply the transformations (translation or rotation) using hand with glove or (translation and rotation) using both hands to place primitive shapes at desired locations and orientations.

6) Press the "Select" virtual button or use the associated voice command to select the primitive shapes.

7) Press the virtual button of the desired boolean operation (Add, Subtract, Intersection) or use the associated voice command to apply the boolean operation (Union, Difference, Intersection respectively). Fig. 7 shows the subtraction of two cuboids in MR using I-nteract 2.0.

8) Repeat steps 1 to 7 to generate a 3D model from the primitive shapes.

B. Generating 3D models using deep learning

Soft Rasterizer [16] is a differentiable rendering framework to train a neural network to infer 3D information from 2D images. This learning approach combined with the encoder-decoder architecture [17], [18] can be used for mesh reconstruction of 3D models from single view image by deforming a template mesh. We employ an encoder-decoder architecture identical to [16] for single-view mesh reconstruction. The encoder is used as a feature extractor from the 2D images whereas the decoder generates the per-vertex displacement vector that deforms a template mesh into a target model based on the input 2D image. The encoder contains three convolution (Conv) and three fully connected (FC) layers and outputs a feature vector. The decoder is composed of three FC layers and outputs per-vertex displacement vector to deform a template mesh into the desired model. The detailed network structure is illustrated in Fig. 8. We have used the dataset provided by [17], which contains 13 categories of objects from ShapeNet [39]. Out of 13 categories, we have trained the DNN for two categories "Chairs" and "Tables". Each 3D model is rendered in 24 different views with image resolution of 64x64 to generate synthetic (2D images) data to train the DNN. The SR-DNN has been trained on a single NVIDIA GeForce GTX 1060 GPU and implemented using PyTorch.

The user captures the image of a real object using HoloLens. The captured image is sent to the cloud to be accessed by the laptop. As the DNN for the mesh generation is trained using the synthetic data of 2D images rendered from the 3D models therefore to use the DNN on the real images captured through HoloLens, we need to complete the image preprocessing. To remove the background of the input image we have used an online background removal AP7 After removing the background, the image is cropped and resized to the image resolution of 64x64 to feed into the DNN. The 3D model generated from DNN is uploaded to the cloud to be accessed by the HoloLens and display it to the user in MR.

Although an active research area, the single view 3D mesh reconstruction area [16], [40]–[47] is still in its infancy in the context of being able to generate 3D models for AM. The Soft Rasterizer DNN (SR-DNN) reconstructs the mesh by deforming a template mesh of genus zero, therefore all 3D models generated from SR-DNN are also of the genus same as template and hence unable to match the topology of the real objects. Also, the generated 3D models are not suited for 3D printing. For this reason, we have used the 3D intersection over union (IoU) metric [16] to find the best match of the reconstructed mesh from a 3D model database which can be 3D printed. The HoloLens sends the generated 3D model to the cloud to be accessed by the laptop. The laptop then computes the 3D IoU score of the generated 3D model with all the 3D models in the database. The 3D model in the database with the maximum score (best match) is then sent to the cloud to be first accessed by the HoloLens and then displayed by the glasses to the user in MR. As an illustrative example, Fig. 9 depicts a chair, a 3D model generated using SR-DNN, and the best match shown to the user in MR using I-nteract 2.0. The model with the highest 3D IoU score is the best quantitative match but might not be the best qualitative match from the user’s perspective [48]. Therefore we display generated 3D models with the top five scores to the user for qualitative assessment. The user can choose the best qualitative match for 3D printing.

The user can send the 3D model to the 3D printer by using the command "Print". The HoloLens sends the 3D model to the cloud to be accessed by the laptop. The laptop then converts the OBJ file of the 3D model to the G-code and then sends the G-code of the 3D model to the OctoPrint to be 3D printed. Before sending the 3D model to the 3D printer, the user can resize the 3D model to fit the physical workspace in MR. The resizing of the 3D model using I-nteract 2.0 is described in the next section.

C. Resizing 3D models in the physical workspace

I-nteract 2.0 provides an intuitive interface to resize a 3D model using hand motion in a MR environment. This functionality can be used to resize a 3D model according to the space in the real world. The method of resizing a 3D model is similar to the method of drawing a primitive shape
Fig. 5. Generating 3D model of a chair using CSG.
TABLE II
Transformations to cuboid for CSG shown in Fig. 5.

| Transformations | Position Vectors | Rotation Vectors | Scale Vectors |
|-----------------|------------------|------------------|---------------|
| T1               | <0, 0.044, 0.4>  | <0, 0, 0>        | <0.1, 0.1, 0.1> |
| T2               | <0, 0, 0.355>    | <0, 0, 0>        | <0.1, 0.012, 0.1> |
| T3               | <0.03, -0.034, 0.386> | <0, 0, 0>        | <0.015, 0.07, 0.015> |
| T4               | <0.03, -0.034, 0.326> | <0, 0, 0>        | <0.015, 0.07, 0.015> |
| T5               | <0.03, -0.034, 0.326> | <0, 0, 0>        | <0.015, 0.07, 0.015> |
| T6               | <0.03, -0.034, 0.326> | <0, 0, 0>        | <0.015, 0.07, 0.015> |
| T7               | <0.045, 0.017, 0.3525> | <0, 0, 0>        | <0.01, 0.035, 0.095> |
| T8               | <0.045, 0.017, 0.3525> | <0, 0, 0>        | <0.01, 0.035, 0.095> |
| T9               | <0, 0.0175, 0.3525> | <0, 0, 0>        | <0.12, 0.018, 0.07> |

Fig. 6. Drawing a cuboid in MR using I-nteract 2.0.

Fig. 7. Subtracting two cuboids in MR using I-nteract 2.0.

Described in Sec. IV-A. The procedure implemented to resize a 3D model using I-nteract 2.0 is described below.

1) Press the "Select" virtual button using the hand without glove or use the voice command "Select" and then press on the 3D model (like pressing any virtual button) to select the 3D model.

2) After selecting the desired 3D model, press the "Resize" virtual button or use voice command "Resize". The index finger of the hand with glove should be open while resizing the 3D model. The width, height, and depth of the 3D model can be adjusted by moving the hand with glove in left/right (x), up/down (y), and forward/backward (z) direction respectively. Close the index finger of the hand with glove when done.

On the execution of the "Resize" command, the HoloLens records the position of the hand with glove. The HoloLens then updates (scales) the x, y and z-coordinates of the vertices of the 3D model with respect to the change in the hand position in x (left/right), y (up/down), and z (forward/backward) direction respectively. As the hand with glove will be in use while resizing the 3D model, therefore the user can use the hand without glove to position the 3D model in the physical input space.

Fig. 8. DNN architecture.
on challenging and realistic datasets like Pix3D. This will improve the robustness of the DNN to extract features directly from the pictures and hence making the use of AI-based background removal API redundant.

After successfully testing SR-DNN on the Pix3D dataset, we tested the SR-DNN integrated with the system (I-nteract) for 3D model generation based on a 2D image. The images captured using HoloLens, the images after removing background, the 3D models generated by the SR-DNN, the best match of the generated 3D models from the database, and their 3D prints are depicted in Fig. 14. As also mentioned above, the SR-DNN is trained using synthetic dataset which makes it non-robust with respect to images with challenging background or occlusion. This can be observed in the second row of Fig. 14 because the SR-DNN was unable to generate the legs of the chair due to the distortion in the leg region of the input image induced by the removing background step. It can be seen in the third column of both Fig. 13 and Fig. 14 that although SR-DNN can only generate 3D models with genus zero, it is able to faithfully infer the general 3D shapes of the objects from the 2D images.

Fig. 15 shows the user resizing the matched 3D model of the chair by projecting the 3D model onto the real chair. Fig. 10 depicts the user resizing the 3D model of a table to fit in a physical workspace between the two real tables. Fig. 16 shows the resized 3D model of a table onto the base plate of the 3D printer along with its 3D print. To view the dimensions of a 3D model while resizing as shown in Fig. 16 the user can execute the dimension command either via the virtual button or voice. The dimensions are computed based on the vertices positions in the OBJ file, allowing to display the maximum width, height, and depth of the 3D model.

Future work includes enabling the user to modify the DNN generated 3D model using CSG in MR such as illustrated in Fig. 17. In Fig. 17, it can be seen that the 3D model generated from the image of a chair by SR-DNN does not have legs. Hence the 3D model is modified by adding legs using CSG. The modified model shown in Fig. 17 has been created using Blender. This kind of interface will allow the user to easily modify an existing 3D model without the need to create a 3D model from scratch. The user can capture an image of the desired object or download it from the internet using CSG. The metric for finding the best match of the generated 3D models from the database, and their 3D prints are depicted in Fig. 14. As also mentioned above, the SR-DNN is trained using synthetic dataset which makes it non-robust with respect to images with challenging background or occlusion. This can be observed in the second row of Fig. 14 because the SR-DNN was unable to generate the legs of the chair due to the distortion in the leg region of the input image induced by the removing background step. It can be seen in the third column of both Fig. 13 and Fig. 14 that although SR-DNN can only generate 3D models with genus zero, it is able to faithfully infer the general 3D shapes of the objects from the 2D images.

Future work includes enabling the user to modify the DNN generated 3D model using CSG in MR such as illustrated in Fig. 17. In Fig. 17, it can be seen that the 3D model generated from the image of a chair by SR-DNN does not have legs. Hence the 3D model is modified by adding legs using CSG. The modified model shown in Fig. 17 has been created using Blender. This kind of interface will allow the user to easily modify an existing 3D model without the need to create a 3D model from scratch. The user can capture an image of the desired object or download it from the internet using CSG. The metric for finding the best match of the generated 3D models from the database, and their 3D prints are depicted in Fig. 14. As also mentioned above, the SR-DNN is trained using synthetic dataset which makes it non-robust with respect to images with challenging background or occlusion. This can be observed in the second row of Fig. 14 because the SR-DNN was unable to generate the legs of the chair due to the distortion in the leg region of the input image induced by the removing background step. It can be seen in the third column of both Fig. 13 and Fig. 14 that although SR-DNN can only generate 3D models with genus zero, it is able to faithfully infer the general 3D shapes of the objects from the 2D images.

Fig. 15 shows the user resizing the matched 3D model of the chair by projecting the 3D model onto the real chair. Fig. 10 depicts the user resizing the 3D model of a table to fit in a physical workspace between the two real tables. Fig. 16 shows the resized 3D model of a table onto the base plate of the 3D printer along with its 3D print. To view the dimensions of a 3D model while resizing as shown in Fig. 16 the user can execute the dimension command either via the virtual button or voice. The dimensions are computed based on the vertices positions in the OBJ file, allowing to display the maximum width, height, and depth of the 3D model.

Future work includes enabling the user to modify the DNN generated 3D model using CSG in MR such as illustrated in Fig. 17. In Fig. 17, it can be seen that the 3D model generated from the image of a chair by SR-DNN does not have legs. Hence the 3D model is modified by adding legs using CSG. The modified model shown in Fig. 17 has been created using Blender. This kind of interface will allow the user to easily modify an existing 3D model without the need to create a 3D model from scratch. The user can capture an image of the desired object or download it from the internet using CSG. The metric for finding the best match of the generated 3D models from the database, and their 3D prints are depicted in Fig. 14. As also mentioned above, the SR-DNN is trained using synthetic dataset which makes it non-robust with respect to images with challenging background or occlusion. This can be observed in the second row of Fig. 14 because the SR-DNN was unable to generate the legs of the chair due to the distortion in the leg region of the input image induced by the removing background step. It can be seen in the third column of both Fig. 13 and Fig. 14 that although SR-DNN can only generate 3D models with genus zero, it is able to faithfully infer the general 3D shapes of the objects from the 2D images.

Fig. 15 shows the user resizing the matched 3D model of the chair by projecting the 3D model onto the real chair. Fig. 10 depicts the user resizing the 3D model of a table to fit in a physical workspace between the two real tables. Fig. 16 shows the resized 3D model of a table onto the base plate of the 3D printer along with its 3D print. To view the dimensions of a 3D model while resizing as shown in Fig. 16 the user can execute the dimension command either via the virtual button or voice. The dimensions are computed based on the vertices positions in the OBJ file, allowing to display the maximum width, height, and depth of the 3D model.

Future work includes enabling the user to modify the DNN generated 3D model using CSG in MR such as illustrated in Fig. 17. In Fig. 17, it can be seen that the 3D model generated from the image of a chair by SR-DNN does not have legs. Hence the 3D model is modified by adding legs using CSG. The modified model shown in Fig. 17 has been created using Blender. This kind of interface will allow the user to easily modify an existing 3D model without the need to create a 3D model from scratch. The user can capture an image of the desired object or download it from the internet using CSG. The metric for finding the best match of the generated 3D models from the database, and their 3D prints are depicted in Fig. 14. As also mentioned above, the SR-DNN is trained using synthetic dataset which makes it non-robust with respect to images with challenging background or occlusion. This can be observed in the second row of Fig. 14 because the SR-DNN was unable to generate the legs of the chair due to the distortion in the leg region of the input image induced by the removing background step. It can be seen in the third column of both Fig. 13 and Fig. 14 that although SR-DNN can only generate 3D models with genus zero, it is able to faithfully infer the general 3D shapes of the objects from the 2D images.
devoted to the use of haptic force feedback and force sensing capabilities of I-n-teract to enable the user to transform the shape of a virtual object using hands in a MR environment.

VI. CONCLUSION

In this paper, we presented developmental advances in the CPS named I-n-teract. I-n-teract provides a framework to develop intuitive and automated interfaces to allow non-technical consumers to design customized products for personal fabrication. We have introduced CAD in the VHMR system (I-n-teract) by integrating it with CSG and SR-DNN to enable a novice user to design 3D models from scratch and named the developed system as I-n-teract 2.0. I-n-teract 2.0 also enables the user to adjust the dimensions of a virtual model with respect to the constraints in the physical workspace. The efficacy of the system has been demonstrated by generating a 3D model using CSG, then by generating 3D models of chairs and tables using a DNN from the 2D images captured via HoloLens, and finally by resizing the 3D models using hands in a MR environment with respect to the physical workspace under three scenarios. We intend to introduce additional features in our system to streamline the design process of AM using latest technological tools (such as MR, ML, robotics, IoT) in coherence to the vision of Industry 4.0. Our objective is to develop an intuitive and user-friendly interface that not only enables personal fabrication by allowing non-technical user to generate and modify 3D models in shape and size as well as by automating the parts of the design process that require expert knowledge but also provides effective means of monitoring the AM process to improve the build quality of the product.
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