Fluence perturbation from fiducial markers due to edge-scattering measured with pixel sensors for $^{12}$C ion beams
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Abstract

Fiducial markers are nowadays a common tool for patient positioning verification before radiotherapy treatments. These markers should be visible on x-ray projection imaging, produce low streak artifacts on CTs and induce small dose perturbations due to edge-scattering effects during the ion-beam therapy treatment. In this study, the latter effect was investigated and the perturbations created by the markers were evaluated with a new measurement method using a tracker system composed of six CMOS pixel sensors. The present method enables the determination of the particle trajectory before and after the target. The experiments have been conducted at the Marburg Ion Beam Therapy Center with carbon ion beams and the measurement concept was validated by comparison with radiochromic films. This work shows that the new method is very efficient and precise to measure the perturbations due to fiducial markers with a tracker system. Three dimensional fluence distributions of all particle trajectories were reconstructed and the maximum cold spots due to the markers and their position along the beam axis were quantified. In this study, four small commercial markers with different geometries and materials (gold and carbon-coated ZrO$_2$) were evaluated. The gold markers showed stronger perturbations than the lower density ones. However, it is important to consider that low density and low atomic number fiducial markers are not always visible on x-ray projections.

1. Introduction

During the past years, advanced techniques for radiotherapy treatments have been developed to give a more conformal dose to the tumor and spare the healthy tissues. One of the most important steps before starting any external radiation treatment is the precise positioning of the patient compared to the absolute coordinate system of the treatment room, especially for ion beams due to their highly conformal dose distribution (Bragg peak at the end of the range and sharp lateral fall-off) (Schardt et al 2010). Since range uncertainties have a stronger impact for ion than photon beams, a mispositioning of the patient can lead to strong under—and overdosage in the tumor and healthy tissues, respectively. This could cause an underkill of the tumor cells and/or that organs at risk (OAR) receive unwanted doses.

Between two fractions, the tumor can move due to anatomical changes. For instance, several studies showed that the prostate may move in the range 0–2 cm during the treatment (Balter et al 1995, Crook et al 1995, Ten Haken et al 1991) due to the filling of the bladder and the rectum with an average displacement of around 5 mm. To verify the interfractional movement of the tumor, fiducial markers are used for image guidance and need to be visible on three dimensional (3D) imaging such as cone beam computed tomography (CBCT) and the two dimensional (2D) kilovoltage x-ray projection imaging. The markers are surgically implanted inside or at the border of the tumor before the treatment and are used to compare the tumor position determined on the treatment planning CT and its position during the daily treatment determined most of the time by x-ray projections. The spatial stability of the fiducial markers was...
investigated by Kupelian et al (2005) with two or three implanted markers. In 99% of all cases the movement of the markers was smaller than 4 mm.

Fiducial markers are generally composed of materials with density and atomic number high enough to be visible on different imaging methods such as CBCT or x-ray projections (Habermehl et al. 2013). However, as shown in previous studies (Cheung et al. 2010, Habermehl et al. 2013), fiducial markers can cause image artifacts on the treatment planning CT. Therefore, it is important that the markers are small enough or with low densities to avoid significant streak artifacts on the CT recorded before the patient treatment.

The dose perturbation induced by fiducial markers is due to inhomogeneous scattering when a particle beam passes through a strong density gradient perpendicularly to the beam. The angular distribution $\sigma_\alpha$ from the multiple Coulomb scattering can be estimated by the Highland approximation (Highland 1975, Highland 1979) and depends on the projectile type and energy as well as on the atomic number and the density of the target material. It is important to note that protons scatter 3.5 times more than carbon ions for the same range.

During the last years, mainly high density (e.g. gold) and relatively large diameter (> 1 mm) markers were used for position verification since they can easily be seen on the x-ray projection. However, these types of markers induce significant artifacts on CTs (Habermehl et al. 2013) and also cause cold/hot spots (dose perturbations) during the treatment due to inhomogeneous scattering of the ion beam. Other markers with lower density and atomic number (e.g. carbon-coated ZrO2 marker) would reduce these inhomogeneities created by the markers. However, they are not always visible on x-ray projections performed during the daily treatment.

Several studies investigated the severeness of the dose perturbations induced by fiducial markers with Monte Carlo (MC) simulations (Newhauser et al. 2007, Giebeler et al. 2009, Herrmann et al. 2010) and/or measurements with radiochromic films (Cheung et al. 2010, Huang et al. 2011). These studies have shown that the dose perturbations depend on the marker material, thickness, position inside the phantom and orientation. The bigger and heavier the material is, the stronger is the scattering effect which creates larger and stronger cold and hot spots. Another MC simulation study showed that the dose perturbation due to the markers could be partly reduced using several fields (Matsuura et al. 2012). The measurements performed with radiochromic films were mainly done for protons and with several films placed along the beam axis. However, it is difficult to predict where to place them exactly along the longitudinal axis to precisely measure the maximum dose perturbation induced by the markers.

In this work, a new concept for measuring these dose perturbations was proposed and validated. The experimental setup consists of a silicon tracking system with six Mimosa28 pixel detectors of high spatial resolution (Valin et al. 2012). With this method, the fluence is measured and each particle trajectory is reconstructed with high spatial resolution. After reconstruction of all tracks, a 3D fluence distribution is computed. The maximum perturbation induced by the markers can then be determined as well as its position along the beam axis. This method has therefore the advantage to seamlessly compute these perturbations along the beam axis from a reconstructed 3D fluence distribution, which is not possible with radiochromic films. Another advantage of the present method is that the maximum perturbations can be measured without knowing their position along the beam axis in advance. As investigated in the previous studies, the perturbations induced by the fiducial markers depend on many different parameters. The gold markers investigated in this work have a diameter $\leq 0.5$ mm since it was shown by Habermehl et al. (2013) that bigger gold markers are not recommended to be used in ion-beam therapy. The spatial resolution of the tracks is smaller than 10 $\mu$m, which provides good information about the fluence perturbations not only at a certain $z$ position but also along the beam axis by extrapolation. The presented measurement campaign was conducted at the Marburg Ion Beam Therapy Center (MIT) in Germany with carbon ion beam at three different energies and with four different fiducial markers. Even though protons show stronger scattering effects, $^{12}$C ions were chosen in this work since fewer studies have been performed for these ions. Moreover, the challenge of quantifying the perturbation is higher since the effect is smaller. To benchmark the results obtained from the tracker, the dose perturbations were additionally measured using radiochromic films.

2. Material & Methods

2.1. Fiducial markers

In this work, four common fiducial markers were selected to evaluate the induced fluence perturbation inside the target volume. They are listed in table 1.

2.2. Mimosa28 pixel sensor & Software analysis

The Mimosa28 (Minimum Ionizing MOS Active pixel sensor) detector based on CMOS technology is a high spatial resolution pixel sensor (Valin et al. 2012). This detector has an area of $\sim 2 \times 2$ cm$^2$ and is composed of
Table 1. Properties of the different fiducial markers used for the beam time experiments.

| Name          | Manufacturer | Material          | Shape          | Length (mm) | Diameter (mm) | Mass (mg) |
|---------------|--------------|-------------------|----------------|-------------|---------------|-----------|
| Visicoil      | IBA          | Gold              | coil-shaped    | 20          | 0.5           | 24        |
| Gold          | Naslund      | Gold              | straight       | 11          | 0.28          | 9         |
| Anchor #1     | Medical AB   | Gold              | straight       | 2.5         | 0.28          | 14        |
| Anchor #2     | Medical AB   | Gold              | folded         | 3           | 1             | 5.5       |
| Acculoc       | Carbon       | Carbon-coated     | bone-shaped    | 3           | 1             | 5.5       |

*nominal length: 10 mm
*nominal mass: 8 mg
unfolded: 17.5 mm, nominal length: 20 mm
*nominal mass: 17 mg

928 rows × 960 columns with squared pixels of 20.7 μm length. The total thickness of the sensor is 50 μm with an epitelial layer of 14 μm. Each pixel delivers a binary output after discrimination of the signal and the whole sensor has a readout time of 186.5 μs (~5 kHz frame rate).

When the particle passes through the sensors, charges produced by ionization are collected by a certain number of pixels in the sensor. The analysis software Qapivi (Finck et al 2017), based on the ROOT (Brun and Rademakers 1996) and Geant4 (Agostinelli et al 2003) libraries, reconstructs the groups of fired pixels (clusters). By calculating the cluster position defined as the center of mass of the fired pixels, a straight line matching the clusters in the different sensors (also referred to as plane) is reconstructed (tracking). The latter was performed with the original algorithm from Qapivi with improvements based on multiple Coulomb scattering. Finally, the vertices of the tracks when a target is placed in front or in-between the tracker are computed. In this work, the vertexing was not performed since the needed information for the analysis was provided by the tracks from the last 3 sensors (see section 2.6). The resolution of a single track is better than 10 μm and the performance of these algorithms are described in the study from Rescigno et al (2014).

In order to attain this track resolution, it is necessary to align the sensors. The mechanical mispositioning of the sensors can be precisely corrected by software with an alignment procedure (Reidel et al 2019). For the alignment of the sensors, a specific run without target is needed.

2.3. Radiochromic films

The validation of the experiment was performed with radiochromic films (GAFchromic EBT3, Lot#: 06141702). These films have a total thickness of 278 μm and an active layer of 28 μm and are resistant to water for short time immersion (León-Marroquín et al 2018). The films were cut in pieces of 6.4 × 6.8 cm² and were protected with tape around the borders to prevent damage due to the water. During the irradiation, the films were all placed in portrait orientation to avoid any changes in the film response due to its orientation (Schoenfeld et al 2016). The EBT3 films were then scanned after several hours using a VIDAR scanner (Dosimetry Pro Advantage) with a spatial resolution of 300 dpi (~85 μm) and 16 bits resolution in portrait orientation (Borca et al 2013). Before the film analysis, a calibration curve needed to be measured. Therefore, a film from the same batch was irradiated with 8 different scanned squares receiving a given fluence within a range of 5 × 10⁶–3 × 10⁷ ions/cm², corresponding to a dose range of around 0 to 70 Gy considering also the film background. The gray values of the film were then calibrated to the given fluence and each irradiated film could be analyzed by using the established calibration curve. The images from the films were processed by using the software ImageJ (Schneider et al 2012).

2.4. Experimental setup

The measurements were conducted at MIT where the two different methods were applied to determine the inhomogeneous scattering induced by fiducial markers: on one hand with the Mimosa28 pixel sensors and on the other hand with EBT3 radiochromic films. The latter were used to validate the new concept of measuring the fluence perturbations with a tracker system. The two experiments were conducted with few months in-between. In order to perform clinically relevant measurements, each fiducial marker was placed inside a small water aquarium of 4 cm length and positioned at the isocenter. To improve their handling, the markers were glued to a thin polyethylene (referred to as PE) plate of 1 mm thickness. The markers were positioned along the vertical axis perpendicular to the beam. In addition, a PE block of 9 cm length was placed in front of the water aquarium to simulate the healthy tissues of a patient. The beam energies were
Table 2. Beam energy, Full Width Half Maximum (FWHM) at the isocenter and range in water (calculated with LISE++) of the carbon ion beams used for the experimental measurements.

| Energy (MeV u⁻¹) | FWHM (mm) | Range in water (mm) |
|------------------|-----------|---------------------|
| 278.84           | 5.6       | 150.4               |
| 294.97           | 5.5       | 165.1               |
| 310.61           | 5.4       | 179.9               |

chosen in order to cover a range of 3 cm (slightly smaller than the length of the water aquarium). The energies, Full Width Half Maximum (FWHM) and the range in water of the carbon ion beams used during the experiments at MIT are listed in table 2. The energies and FWHM at isocenter position were assumed as the nominal values from MIT (ensured by the regular QA) while the ranges were calculated with LISE++ (Tarasov and Bazin 2008). The WaterEquivalent Path Length (WEPL) of the experimental setup (computed with LISE++) was about 140 mm. The total range of the different ion beams used in the experiment was chosen to have enough energy to pass through the PE block, the water aquarium and the sensors placed after the water aquarium (see figure 1(b) in section 2.4.1).

2.4.1. CMOS measurements
To measure the fluence perturbation due to the fiducial markers, a tracker system of six Mimosa28 pixel sensors was placed at 0° with respect to the beam axis. A 5 mm plastic scintillator (BC-400) was placed in front of the sensors to monitor the beam intensity by counting the incoming particles. Several beam profile measurements along the beam axis were performed to be able to properly align the sensors (as mentioned in section 2.2) and to verify the measurements with other techniques (e.g. radiochromic films). Two sets of three sensors were placed on each side of the PE block (see figure 1(a)). The beam profiles were measured with and without the PE block. The two sets of sensors were then moved to each side of the water aquarium (see figure 1(b)). As before, a measurement with and without the PE block and the water aquarium was performed. In the second part of the experiment, the fiducial markers were inserted in the water aquarium as explained above. The first 3 sensors were used for monitoring the constancy of the beam profile while the 3 last sensors were used to measure the fluence perturbation due to the marker.

2.4.2. Radiochromic film measurements
The dose perturbations due to the fiducial markers were also measured with EBT3 radiochromic films (described in section 2.3). They were positioned in a similar configuration as the experiment described in section 2.4.1 in order to validate the measurement concept with a tracker system. As for the CMOS...
experiment, the films were placed along the beam axis as shown in figure 2. The films at position $i$ are later referred to as $F_i$. A 5 mm plastic plate was placed in front of the first film to simulate the 5 mm plastic scintillator used during the CMOS experiment. The same set of measurements was conducted: the beam profiles without any perturbations were measured without the 5 mm plastic, the PE block and the water aquarium. They were then measured with the 5 mm plastic, the PE block and the water aquarium. The perturbations from the fiducial markers were then measured after placing the marker inside the water aquarium at the isocenter position (figure 2) by using the same method as described in section 2.4.1. For the latter measurement, an additional film was placed inside the aquarium at 5 mm before the marker. This film is not represented in figure 2 but was used to verify the stability of the beam profile during the measurements.

2.5. Beam profile analysis

This analysis part aimed to benchmark the new measurement concept with a tracker system against a standard measurement method with radiochromic films. In a first step, beam profile measurements were performed without perturbation and in a second step with the fiducial markers for the CMOS and film experiments (see figures 1 and 2).

The Mimosa28 sensors and radiochromic film data were processed as explained in section 2.2 and section 2.3, respectively. From the reconstructed tracks, a 2D beam profile $(x, y)$ can be extracted at any position along the $z$-axis. For both experiments, the beam profiles in $x$ and $y$ are obtained by integrating the distribution over the perpendicular directions $y$ and $x$, respectively. Without perturbation due to the markers, the profiles were integrated over the full distribution. However, in the case that a fiducial marker was placed inside the aquarium, the profiles in $x$ were integrated over a smaller area in $y$ that correlates to the length of the marker in order to evaluate its perturbation.

The data sets from the tracker and the films were analyzed independently and normalized as a function of the profiles integral in order to compare the measurements. The normalization and shift of each $x$ and $y$ beam profile was performed by means of a cumulative distribution function (also referred to as Gaussian integral function $\Phi$). In the case of the Mimosa28 beam profile analysis, each entry of the histogram has been weighted as a function of the cluster size (see section 2.2). The response of the detector (number of pixels per cluster) is related to the deposited energy (Spiriti et al 2017) from the particle passing through the detector which means also dependent on the charge of the particle. In this work, the applied weight was calculated following equation 3 of Spiriti et al (2017). Since the absorbed dose is proportional to the deposited energy, it is possible to establish a correlation between the absorbed dose and the cluster size. However, the energy resolution of the CMOS sensor is low and the applied weight is only a rough correction to the fluence profiles obtained with the CMOS sensors in order to get a more realistic comparison with the radiochromic films.

2.6. Fluence distribution analysis

The goal of this analysis part is to determine the maximum cold spot and its position along the beam axis with a precise and efficient method. A 3D fluence distribution is reconstructed after performing the tracking which determines the trajectory of each single particle crossing the sensors. This distribution is computed from all tracks, which are defined by 3D vectors, reconstructed with the tracker placed after the aquarium. For this, $10 \times 10 \times 100 \ \mu m^3$ voxels are computed and the fluence in each voxel is determined by the sum of all the tracks passing through this voxel. The 3D fluence distributions are therefore the scoring of the total number of intersections from the reconstructed tracks with the voxels. The 2D fluence distribution (referred to as fluence map) presented in this study shows the propagation of the perturbation in the $(x, z)$ planes integrated over a small area along the $y$-axis as it was done in section 2.5 for the beam profiles. The integration range in $y$-direction was varied to test the robustness of the chosen window. From the integrated
Figure 3. Beam profiles from the Mimosa28 sensors and the EBT3 radiochromic films for 294.97 MeV $^4$C carbon ion beam from the experimental measurements. Panels (a) to (c) show the profiles in $x$ while panels (d) to (f) show the profiles in $y$ for the Mimosa28 sensors (inverted black triangle) and EBT3 radiochromic films (red circle) before the PE block with sensor S1b and film F1 (panels (a) and (d)), after the PE block with sensor S2b and film F2 (panels (b) and (e)) and after the water aquarium with sensor S3a and film F3 (panels (c) and (f)).

Table 3. Mean and RMS values of the beam profiles in $x$ and $y$ from the Mimosa28 sensors and the radiochromic films at equal positions along the beam axis for 294.97 MeV $^4$C carbon ion beam.

|          | S1b | F1  | S2b | F2  | S3a | F3  |
|----------|-----|-----|-----|-----|-----|-----|
| Mean in $x$ ($\mu$m) | 181.3 | 188.8 | 172.3 | 156.7 | 104.4 | 157.2 |
| RMS in $x$ ($\mu$m)   | 2409 | 2372 | 2706 | 2674 | 2903 | 2973 |
| Mean in $y$ ($\mu$m)  | $-61.8$ | 28.0 | 1.8 | 39.4 | $-41.3$ | 1.0 |
| RMS in $y$ ($\mu$m)   | 2509 | 2551 | 2753 | 2837 | 2968 | 3090 |

2D fluence map, the cold spots at any position along the beam axis can be extracted. To determine the maximum cold spot, the beam profiles with and without marker were compared.

3. Results

3.1. Beam profiles
In this section, the beam profiles from the Mimosa28 sensors and the film experiments were first compared without any perturbation. In order to do this, the analysis method explained in section 2.5 was followed and the beam profiles in $x$ and $y$ at different positions along the beam axis were computed. Figure 3 shows the beam profiles before the PE block, after the PE block and after the water aquarium from the CMOS sensor measurements S1b, S2b and S3a superimposed with the film measurements F1, F2 and F3 respectively (see experimental setups in figures 1 and 2). The mean value and Root Mean Square (RMS) of each profile were computed after integration over a range of $-8000$ to $+8000$ $\mu$m and are listed in table 3. The obtained results from the Mimosa28 sensors and the films are in good agreement. Moreover, the mean value and RMS differences from the two experiments in $x$ and $y$ are smaller than 50 $\mu$m and 150 $\mu$m.

3.2. Fiducial marker perturbations
In the following section, the fluence and dose perturbations from the Mimosa28 sensors and radiochromic films are quantified. The EBT3 films deliver a gray level related to the absorbed dose at the measurement position whereas the CMOS pixel sensors measure the trajectory of each single particle.

3.2.1. Perturbation comparison: CMOS sensors versus radiochromic films
Since the beam profiles without any perturbation measured with the Mimosa28 sensors and the radiochromic films showed similar results, it is possible to compare the effect of the fiducial markers from both experiments. As previously, the analysis method described in section 2.5 was followed. However, the
Figure 4. Beam profiles in x from the Mimosa28 sensor S3a (panel (a)) and the EBT3 radiochromic film F3 (panel (b)) without any perturbation (black dashed line) and when the Gold Anchor #1 is placed inside the water aquarium (red line) for 294.97 MeV u⁻¹ carbon ion beam from experimental measurements. The vertical dotted line indicates the position in x of the maximum perturbation while the dotted horizontal lines quantify the cold spot from the profiles with and without perturbation at this position.

length of the integrated area along the y-axis was 8 mm for the Gold Anchor #1 and the Visicoil markers and was 2.5 mm for the Gold Anchor #2 and the carbon-coated ZrO₂ markers. It is important to note that the same area was used for the Mimosa28 sensors and the radiochromic films. Since the perturbation is compared to the beam profiles without any perturbation, it is also necessary to integrate them over the same range. In figure 4, the beam profiles from the sensor S3a and the film F3 with the Gold Anchor #1 are presented. The CMOS measurement shows a cold spot of 2.4% and the radiochromic film a cold spot of 2.5% for 294.97 MeV u⁻¹ carbon ion beam.

3.2.2. Fluence perturbation measured with CMOS sensors
Since the fluence perturbation from the fiducial markers is induced by multiple Coulomb scattering, the perturbation varies along the beam axis. A maximum cold spot is present at a certain z position, which is difficult to precisely predict before the analysis of the experimental data. In this section, the results of the maximum perturbation due to the fiducial markers are computed from the fluence map of all reconstructed tracks as explained in section 2.6. The fluence maps were integrated over a determined area as for the analysis in section 3.2.1. To determine the maximum cold spot, the beam profile when the marker is introduced inside the water aquarium was compared to the beam profile without marker for the same integrated area at the same position along the beam axis. In figures 5, 6 and 7, the fluence maps and the corresponding profiles from the maximum cold spots are shown for the Gold Anchor #1, the Visicoil and the carbon-coated ZrO₂ fiducial markers for each of the three energies for carbon ion beam. It is important to note that the zero positions in x and in z are the coordinates of the fiducial marker position. A summary of the maximum cold spot values from the fiducial markers and their corresponding position along the beam axis are listed in table 4. The uncertainties on the maximum cold spot values were calculated as the quadratic sum from the uncertainty on the beam profiles with and without marker. The relative uncertainty on a single beam profile was calculated as 1/√N, with N the total number of entries at the x position where the maximum cold spot was determined. The uncertainty on the z position where the maximum cold spot is present was determined as 3 mm comprising the uncertainty from the sensor positioning and the uncertainty on the reconstructed track. The integration range in y-direction was varied to benchmark the robustness of the chosen window. The results obtained with the different windows were in good agreement. The values from table 4 show that the maximum cold spots and their position vary as a function of the markers and the primary beam energy. Smaller the energy is, stronger is the effect from marker. Moreover, markers with high density and high atomic number create stronger and larger cold spots.

In this work, the Gold Anchor #2 (see table 1) was also analyzed. This fiducial marker is more complex since it is folded in a random shape. Moreover, the area in which the tracks were integrated is small compared to the Gold Anchor #1. In figure 8, the fluence map and the beam profile at the maximum cold spot position is shown for 310.61 MeV u⁻¹ carbon ions. The cold spot created by the Gold Anchor #2 is about 4.4%.

4. Discussion
The fiducial markers studied in this work are in use for image guidance during ion-beam therapy cancer treatment. Different criteria need to be taken into account for the markers such as their visibility on x-ray
Figure 5. Reconstructed fluence maps and beam profiles of carbon ions at three different energies through the Gold Anchor #1 marker placed at position zero along the z-axis and the x-axis. Panels (a), (c) and (e) show the fluence maps reconstructed from all tracks and panels (b), (d) and (f) show their corresponding profile at the z position where the perturbation is maximum for 278.84 (panels (a) and (b)), 294.97 (panels (c) and (d)) and 310.61 MeV u\(^{-1}\) (panels (e) and (f)) carbon ion beams from the experimental measurements. The black vertical dash-dotted line on the fluence map represents the corresponding position along the beam axis where the cold spot is maximum. In panels (b), (d) and (f), the red line shows the profile at this position when the marker is placed inside the water aquarium while the black dashed line shows the profile when there is no perturbation for the same z position. In the same panels, the vertical dotted line indicates the position in x of the maximum perturbation while the dotted horizontal lines quantify the cold spot from the profiles with and without perturbation at this position.

projections or on CBCT images, their artifacts on the treatment planning CT and their dose perturbations. In this work, the latter was evaluated with carbon ions for different small fiducial markers (≤ 0.5 mm diameter for gold markers) that were designed for low dose perturbations. In order to detect these perturbations, a new measurement concept was applied. A tracker system composed of six high resolution pixel sensors was used to measure a 3D image of the fluence reconstructed from all single tracks. And the maximum perturbation from a fiducial marker along the beam axis was evaluated for three energies of \(^{12}\text{C}\) ion beams and for four fiducial markers.

To validate this new measurement method, the experiment was repeated with radiochromic films. The latter were placed at the same positions as the Mimosa28 sensors from the previous experiment. As shown in figure 3, the beam profiles without any perturbation measured with the films and the CMOS sensors are in agreement. Indeed, the mean value and RMS differences from the two experiments in x and y are smaller than 50 µm and 150 µm. They can come from several points such as the resolution of the detectors and that the
two experiments were performed with few months in-between. Another reason for these deviations is that the radiochromic films are used to measure the deposited energy and the Mimosa28 sensors deliver a fluence output. Even though the latter were corrected by applying a weighting factor (as explained in section 2.5), the correction is not perfect. As it can be seen in figure 3, the difference increases after the PE block and the water aquarium. Since the production of lighter fragments increases, the field becomes more complex and the deviation between the two measurement methods increases. In addition, light fragments (e.g. protons) are emitted at larger angles than the heavier ones. Light fragments deposit less energy and therefore the tail of the film profiles is smaller than for the CMOS sensors before applying a correction factor. With the latter measurement concept, the deposited energy from the particles passing through the detectors and their charge can be correlated to the cluster size. Due to the digital output of the Mimosa28 sensor (Spiriti et al 2017), it is not possible to separate clearly the different produced fragments. However, the primary $^{12}$C ions could be distinguished from the lighter fragments due to its well defined cluster size.

It is also important to benchmark the profiles from the CMOS sensors with the radiochromic films when a perturbation due to the fiducial marker is present. As it can be seen in figure 4, the Gold Anchor #1 marker at the position of sensor S3a induces a cold spot of 2.4% for the Mimosa28 sensors and a cold spot of 2.5% on the film F3 for 294.97 MeV u$^{-1}$ carbon ions. The results from the CMOS sensors and the radiochromic films are in good agreement with and without perturbation. This shows that the new concept with CMOS sensors for the fluence perturbation measurements due to fiducial markers is valid.
The different markers listed in table 1 were measured with the tracker system and analyzed with the method described in section 2.6 for $^{12}$C ions at three different energies (table 2). After reconstructing the 2D fluence map, it was possible to evaluate the cold spot created after the marker along the beam axis and to quantify the maximum cold spot and its distance downstream of the fiducial marker. The hot spots were not reported in this work even though they can also be identified. In general, a small overdosage in a small part of the target volume is considered much less critical than a local underdosage that can potentially cause a recurrence of the tumor. A good rule of thumb is that the magnitude of the two hot spots is roughly 50% of the enclosed cold spot, as can be seen in figures 5–7. However, this also depends on the orientation of the marker to the primary beam. It is important to note that, for all measurements, the beam profile was integrated and the total area of the profiles with and without markers was found to be the same. The cold spot increases with the density and the atomic number of the marker material. The maximum cold spot created along the beam axis and its position differ for all markers since it depends on several factors such as the density, the orientation and the thickness. The beam energy also influences the perturbation since multiple Coulomb scattering depends on the projectile energy. All markers were measured in vertical position and the Gold Anchor was also measured when folded. This study shows that the Viscoil marker, which has a diameter of 0.5 mm, induces a stronger fluence perturbation than the Gold Anchor #1 of 0.28 mm diameter. The carbon-coated ZrO$_2$ is thicker but induces less perturbation since it is less dense. The
Table 4. Summary of the cold spot values where the perturbation is maximum and its position along the z-axis for the different fiducial markers for carbon ion beam at three different energies.

| Energy (MeV u⁻¹) | ZrO₂ | Gold Anchor #1 | Visicoil | ZrO₂ | Gold Anchor #1 | Visicoil |
|------------------|------|----------------|----------|------|----------------|----------|
| 278.84           | 2.8 ± 0.7 | 6.6 ± 0.4 | 9.2 ± 0.4 | 23 ± 3 | 12 ± 3 | 15 ± 3 |
| 294.97           | 2.9 ± 0.7 | 4.4 ± 0.4 | 8.0 ± 0.4 | 31 ± 3 | 13 ± 3 | 17 ± 3 |
| 310.61           | 2.9 ± 0.6 | 4.2 ± 0.4 | 7.2 ± 0.4 | 40 ± 3 | 15 ± 3 | 21 ± 3 |

maximum cold spots measured in this work for a 278.84 MeV u⁻¹ carbon ion beam were about 6.6 and 9.2% for the Gold Anchor #1 and the Visicoil and their position downstream the fiducial marker were 13 and 15 mm, respectively. For the carbon-coated ZrO₂ marker, the perturbation was found to be <3% for all energies. Therefore it could be a good candidate for image guidance during carbon ion therapy treatments. However, since it has a lower density than gold markers, it can be difficult to see it on x-ray projections. For instance, at the Heidelberg Ion Beam Therapy Center (HIT) in Germany, the Gold Anchor is used for proton therapy treatments of prostate cancer. In contrast to the gold markers, the carbon-coated ZrO₂ marker is not visible on the daily x-ray imaging at HIT.

The measurements presented in this work were performed with a setup where the pixel sensors were placed in a short distance after the water aquarium (see figure 1). In general, the distance of the cold spot is larger for markers that induce smaller scattering angles, and the magnitude is then smaller. Therefore, the maximum cold spots for the ZrO₂ marker appear after the water aquarium (compare table 4 and figure 1). The WEPL of the sensors and the air gaps in-between were estimated to be <1 mm in total, which has little influence on the results. If the air gap before the sensor would be replaced by water, the magnitude of the cold spot would be slightly but not significantly suppressed and the distance from the marker would also decrease a little. For the Gold Anchor and the Visicoil markers, the positions of the cold spots were found to be inside the water aquarium, which means that they would not be different if the water aquarium would be larger.

The cold spots evaluated with radiochromic films in previous studies (Cheung et al 2010, Huang et al 2011) for protons were bigger than the ones found in this work. This was expected since the multiple Coulomb scattering is stronger for protons than ¹²C ions. In addition, the small gold markers investigated by Cheung et al (2010) had a diameter of 0.8 mm that is bigger compared to the ones studied in this work with a maximum diameter of 0.5 mm.

For the film measurements, the beam intensities are generally in the order of 10⁷–10⁸ particles/s which means that after some seconds, the measurement is done. For the case of the Mimosa28 sensors, the beam intensity needs to be decreased to 10⁵–10⁸ particles/s to avoid pile-up in the detectors, which leads to longer measurement times. Each measurement was about 1 hour and the low particle rates can lead in some cases to a lack of statistics. For instance, precisely quantifying the cold spot of the Gold Anchor #2 that has a complex...
geometry and a smaller integrated area was difficult within the measurement time. However, as shown in figure 8, the structure of this fiducial marker creates several cold spots.

As investigated in this work, the perturbation is more important for lower energy beams since the scattering is stronger. The absorbed dose is proportional to the fluence and the Linear Energy Transfer (LET). The latter varies along the particle path and is higher for low energies. This implies that the dose perturbation is stronger if the created cold spot appears to be in the Bragg peak region. For heavy ions (e.g. carbon ions), fragments of lower Z than the primary beam are produced forming then the fragmentation tail of the Bragg curve. These fragments are scattered as well by the markers and contribute to the dose perturbation. However, they do not have a major impact compared to the primary ions.

The perturbations in this work were measured with markers positioned in a perpendicular orientation with respect to the beam axis and show cold spot results from less than 3% up to 9%. As studied from Newhauser et al (2007), the orientation of the marker has an impact on the dose perturbation. The magnitude of the perturbation is stronger for a parallel orientation of the marker with respect to the beam axis resulting from a larger thickness of the scattering material. On the other hand, the volume of the perturbation becomes smaller. Within the available beam time of our measurements, we focused on the more likely case where the markers are not parallel to the beam. In a future work, the effect of different marker orientations could also be examined with the presented setup. From a clinical point of view, the perturbations should be considered if the markers used for image guidance have a high atomic number and a diameter >0.5 mm. However, to give a clear statement about the clinical impact, it is necessary to include all parameters contributing to the dose perturbations. The latter depend on the type of markers used and their position inside the tumor, the type of particle and its energy and the irradiation fields used for the patient treatment. In addition, it is very difficult to assess the clinical impact of the dose perturbations that also depends on complicated tissue effects. However, there is a potential risk from the cold spots for a locale recurrence of the tumor. Therefore, it is one goal of this work to quantify and compare the effect on the dose for different markers in a sense that there is less or more risk.

It is also important to note that the perturbations measured in this work are due to an edge-scattering effect from the markers and not due to a range shift. The created cold spots were quantified in this work. The hot spots were not investigated in this study but could be measured as well as their position in order to verify that they are not produced inside unwanted tissues such as an OAR. In a future work, the setup could be improved where the sensors would be placed inside the water aquarium and using a scanned beam to have a homogeneous field instead of a Gaussian beam spot.

5. Conclusion

In this work, fluence perturbations due to edge-scattering effects could be evaluated for several small fiducial markers used during ion-beam therapy for patient positioning verification. The studied markers were composed of different materials and had different geometries. In this study, a new concept was proposed and validated to study the fluence perturbations creating cold and hot spots after fiducial markers. A tracker system composed of six Mimosa28 pixel sensors was used to measure the trajectory of each single particle and reconstruct a 3D fluence distribution with high spatial resolution from all tracks. The maximum cold spots created after the fiducial markers could be quantified as well as their longitudinal position after computing the 2D fluence map. This measurement method was validated against the standard measurement method using radiochromic films. The measurements showed that the fluence perturbations due to edge-scattering effects can be significantly reduced when low density and low atomic number materials are used such as the carbon-coated ZrO₂ marker instead of the gold ones. Therefore, such markers should be preferred for carbon ion treatments if the imaging method used for positioning can display them. With the use of a tracker system, the maximum cold spots from fiducial markers could be determined without knowing in advance their position along the beam axis, which makes this measurement concept superior compared to radiochromic films. The measurement of the fluence perturbation with this new method should also be done for other therapy beams, especially light ions such as protons or helium ions since they scatter differently compared to carbon beams. The experimental data from this study can be useful for the benchmarking of MC codes.
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