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ABSTRACT

Biharmonic problem has been raised in many research fields, such as elasticity problem in plate geometries or the Stokes flow problem formulated by using the stream function. The fourth order partial differential equation can be solved by applying many techniques. When using finite elements C\(^1\) continuity must be assured. For this purpose Hermite interpolations constitute an appealing choice, but it imply the consideration of many degrees of freedom at each node with the consequent impact on the resulting discrete linear problem. Spectral approaches allow exponential convergence whilst a single degree of freedom is needed. However, the enforcement of boundary conditions remains a tricky task. In this paper we propose a separated representation of the stream function which transform the 2D solution in a sequence of 1D problems, each one be solved by using a spectral approximation.
THE BIHARMONIC EQUATION

We consider the biharmonic equation:

$$\triangle^2 u = f \quad \text{in} \quad \Omega_x \times \Omega_y = [-1,1] \times [-1,1] \quad (1)$$

where

$$\triangle^2 = \frac{\partial^4}{\partial x^4} + 2 \frac{\partial^4}{\partial x^2 \partial y^2} + \frac{\partial^4}{\partial y^4} \quad (2)$$

subjected the following boundary conditions:

$$u = f_1 \quad \text{on} \quad \Gamma \quad (3)$$

and

$$\frac{\partial u}{\partial n} = f_2 \quad \text{on} \quad \Gamma \quad (4)$$

where \( u \) is the solution of the biharmonic equation. In plate theory \( u \) represents the transverse displacement and in flow simulations it represents the stream function, from which the velocity can be calculated from:

$$\begin{cases} 
  v_x = \frac{\partial u}{\partial y} \\
  v_y = -\frac{\partial u}{\partial x}
\end{cases} \quad (5)$$

PGD FOR BIHARMONIC EQUATION

In this section we illustrate the biharmonic problem by using the separated representation within the PGD framework.

The aim of the method is to compute \( N \) couples of functions \( (X_i(x), Y_i(y)), \ i = 1, \cdots, N \) such that \( X_i(x), \ i = 1, \cdots, N \) and \( Y_i(y), \ i = 1, \cdots, N \) are defined in 1D domains. The 2D solution reads:

$$u(x,y) = \sum_{i=1}^{N} X_i(x) \cdot Y_i(y) \quad (6)$$

The weak form of problem (1) writes: Find \( u(x,y) \) verifying the boundary conditions (3) and (4) such that

$$\int_{\Omega} \int_{\Omega} u^*(x,y) (\triangle^2 u(x,y) - f(x,y)) \ dx \ dy = 0 \quad (7)$$

for all the functions \( u^*(x,y) \) in an appropriate functional space.

We now compute the functions involved in the separated representation. We suppose that the set of functional couples \( (X_i(x), Y_i(y)), \ i = 1, \cdots, N \) with \( 1 \leq n < N \) are already known (they have been previously computed) and at the present iteration we search the enrichment couple \( (R(x), S(y)) \) by applying an alternating directions fixed-point algorithm which after convergence will constitute the next functional couple \( (X_{n+1}, Y_{n+1}) \).

Hence at the present iteration, \( n + 1 \), we assume the separated representation

$$u(x,y) \approx \sum_{i=1}^{n} X_i(x) \cdot Y_i(y) + R(x) \cdot S(y) \quad (8)$$

The weighting function \( u^*(x,y) \) is then assumed as

$$u^*(x,y) = R^*(x) \cdot S(y) + R(x) \cdot S^*(y) \quad (9)$$

Introducing the trial and test function into the weak form it results

$$\int_{\Omega} [R^*(x) \cdot S(y) + R(x) \cdot S^*(y)]$$

$$\int_{\Omega} \left[ \frac{\partial R(x)}{\partial x} \cdot \frac{\partial S(y)}{\partial x} + 2 \frac{\partial^2 R(x)}{\partial x^2} \cdot \frac{\partial^2 S(y)}{\partial y^2} + \frac{\partial^2 R(x)}{\partial x^2} \cdot \frac{\partial^2 S(y)}{\partial y^2} \right] \ dx \ dy$$

$$= \int_{\Omega} [R^*(x) \cdot S(y) + R(x) \cdot S^*(y)] \ dx \ dy$$

$$\sum_{i=1}^{n} \left( \frac{\partial^2 X_i(x)}{\partial x^2} \cdot Y_i(y) + 2 \frac{\partial^2 X_i(x)}{\partial x^2} \cdot \frac{\partial^2 Y_i(y)}{\partial y^2} + X_i(x) \cdot \frac{\partial^2 Y_i(y)}{\partial y^2} \right) \ dx \ dy \quad (10)$$

First, we suppose that \( R(x) \) is known, implying that \( R^*(x) = 0 \). Thus, equation (10) reads

$$\int_{\Omega} S^*(y) \left( \alpha_{Rs} S^*(y) + 2 \beta_{Rs} \frac{\partial^2 S(y)}{\partial y^2} + \gamma_{Rs} \frac{\partial^4 S(y)}{\partial y^4} \right) \ dy =$$

$$\int_{\Omega} S^*(y) \left[ \sum_{i=1}^{n} \left( \alpha_{Rs} X_i(y) + 2 \beta_{Rs} \frac{\partial^2 Y_i(y)}{\partial y^2} + \gamma_{Rs} \frac{\partial^4 Y_i(y)}{\partial y^4} \right) \right] \ dy \quad (11)$$

where

$$\begin{align*}
\alpha_{Rs} &= \int_{\Omega} R(x) \frac{\partial^4 R(x)}{\partial x^4} \ dx \\
\beta_{Rs} &= \int_{\Omega} R(x) \frac{\partial^4 R(x)}{\partial x^2 \partial y^2} \ dx \\
\gamma_{Rs} &= \int_{\Omega} R(x) \frac{\partial^4 R(x)}{\partial y^4} \ dx \\
\alpha_{Rs}^i &= \int_{\Omega} R(x) \frac{\partial^4 X_i(x)}{\partial x^4} \ dx \\
\beta_{Rs}^i &= \int_{\Omega} R(x) \frac{\partial^4 X_i(x)}{\partial x^2 \partial y^2} \ dx \\
\gamma_{Rs}^i &= \int_{\Omega} R(x) \frac{\partial^4 X_i(x)}{\partial y^4} \ dx \\
\eta_{Rs}(y) &= \int_{\Omega} R(x) \ f(x,y) \ dx 
\end{align*} \quad (12)$$

As the weak formulation is satisfied for all \( S^*(y) \), we can come back to its associated strong form:

$$\alpha_{Rs} S(y) + 2 \beta_{Rs} \frac{\partial^2 S(y)}{\partial y^2} + \gamma_{Rs} \frac{\partial^4 S(y)}{\partial y^4} =$$

$$\sum_{i=1}^{n} \left( \alpha_{Rs} Y_i(y) + 2 \beta_{Rs} \frac{\partial^2 Y_i(y)}{\partial y^2} + \gamma_{Rs} \frac{\partial^4 Y_i(y)}{\partial y^4} \right) \quad (13)$$
This fourth order equation will be solved by using a pseudo-spectral Chebyshev method.

Now, from the function \( S(y) \) just computed, we search \( R(x) \), in this case, \( S(y) \) being known, \( S^*(y) \) vanishes and Eq. (10) reads:

\[
\int_{\Omega} R^*(x) [\alpha_S \frac{\partial^4 R(x)}{\partial x^4} + 2\beta_S \frac{\partial^2 R(x)}{\partial x^2} + \gamma_S R(x)] dx = \\
\int_{\Omega} R^*(x) [\sum_{i=1}^M (\alpha_S^i \frac{\partial^2 X^i(x)}{\partial x^2} + 2\beta_S^i \frac{\partial X^i(x)}{\partial x} + \gamma_S^i X^i(x))] dx
\]

where

\[
\alpha_S = \int_{\Omega} S(y) S(y) dy \\
\beta_S = \int_{\Omega} S(y) \frac{\partial S(y)}{\partial x} dy \\
\gamma_S = \int_{\Omega} S(y) \frac{\partial^2 S(y)}{\partial x^2} dy \\
\alpha_S^i = \int_{\Omega} S(y) Y_i(y) dy \\
\beta_S^i = \int_{\Omega} S(y) \frac{\partial S(y)}{\partial x} Y_i(y) dy \\
\gamma_S^i = \int_{\Omega} S(y) \frac{\partial^2 S(y)}{\partial x^2} Y_i(y) dy \\
\eta_S(x) = \int_{\Omega} S(y) f(x,y) dy
\]

whose strong form reads

\[
\alpha_S \frac{\partial^4 R(x)}{\partial x^4} + 2\beta_S \frac{\partial^2 R(x)}{\partial x^2} + \gamma_S R(x) = \\
\eta_S(x) - \sum_{i=1}^n \left( \alpha_S^i \frac{\partial^2 X^i(x)}{\partial x^2} + 2\beta_S^i \frac{\partial X^i(x)}{\partial x} + \gamma_S^i X^i(x) \right)
\]

that will be solved again by using a pseudo-spectral Chebyshev method.

These two steps continue repeat until reaching the fixed point. If we denote the functions \( R(x) \) at the present and previous iteration as \( R^p(x) \) and \( R^{p-1}(x) \), respectively, and the same for the function \( S(y) \), \( S^p(y) \) and \( S^{p-1}(y) \), the error at present iteration can be defined from:

\[
e = \int_{\Omega_x \times \Omega_y} (R^p(x) \cdot S^p(y) - R^{p-1}(x) \cdot S^{p-1}(y))^2 dx \cdot dy \leq \varepsilon
\]

where \( \varepsilon \) is a small enough parameter.

After the convergence we can define the next functional couple: \( X_{n+1} = R \) and \( Y_{n+1} = S \).

The enrich procedure must continue until reaching the convergence, that can be evaluated from the error \( E \):

\[
E = \frac{\|\Delta^2 u - f(x,y)\|}{\|f(x,y)\|} \leq \bar{\varepsilon}
\]

with \( \bar{\varepsilon} \) another small enough parameter.

**PSEUDO-SPECTRAL COLLOCATION DISCRETIZATION**

We assume the general form of a 1D fourth order differential equation:

\[
a \frac{d^4 u}{dx^4} + b \frac{d^2 u}{dx^2} + c u = g(x)
\]

The unknown function \( u(x) \) is approximated in \( \Omega_x = [-1,1] \) from:

\[
u(x) = \sum_{i=1}^M \alpha_i \cdot T_i(x)
\]

where \( M \) denotes the number of nodes considered on \( \Omega_x \), whose coordinates are given by

\[
x_i = \cos \left( \frac{(i-1) \cdot \pi}{M-1} \right), \quad i = 1, \cdots, M
\]

The interpolants \( T_i(x) \) verify the Kroenecker delta property, i.e. \( T_i(x_k) = \delta_{ik} \).

At each node \( k \), \( 3 \leq k \leq M - 2 \) (the remaining 4 nodes will be used for enforcing the boundary conditions) the discrete equations writes:

\[
a \sum_{i=1}^M \alpha_i \cdot \frac{dT_i^4}{dx^4} |_{x_k} + b \sum_{i=1}^M \alpha_i \cdot \frac{dT_i^2}{dx^2} |_{x_k} + c \cdot \alpha_k = f(x_k)
\]

When we assume that the first modes of the separated representation verified the boundary conditions (3) and (4), functions \( R(x) \) and \( S(y) \) are subjected to homogeneous Dirichlet and Neumann conditions. Thus, we should enforce \( u(x_1) = u(x_M) = 0 \) and \( \frac{du}{dx} |_{x_3} = \frac{du}{dx} |_{x_M} = 0 \). This conditions results in:

\[
\begin{cases}
\alpha_1 = 0 \\
\sum_{i=1}^M \alpha_i \cdot \frac{dT_i(x_1)}{dx} |_{x_k} = 0 \\
\alpha_M = 0 \\
\sum_{i=1}^M \alpha_i \cdot \frac{dT_i(x_M)}{dx} |_{x_k} = 0
\end{cases}
\]

**NUMERICAL EXAMPLE**

Let us consider the plate problem

\[
\Delta^2 u(x,y) = f(x,y) \quad \text{in} \quad \Omega_x \times \Omega_y = [-1,1] \times [-1,1]
\]
FIGURE 1. EXACT SOLUTION

with

\[ f(x, y) = 4 \cos(\pi x) \cos(\pi y) + \cos(\pi x) + \cos(\pi y) \]  

(25)

The boundary conditions write

\[ u = 0 \quad \text{on } \Gamma \]  

(26)

and

\[ \frac{\partial u}{\partial n} = 0 \quad \text{on } \Gamma \]  

(27)

The exact solution is given by

\[ u = \frac{1}{\pi^2} (1 + \cos(\pi x))(1 + \cos(\pi y)) \]  

(28)

which is shown in Figure 1 and that serves as reference.

The solution computed by using the separated representation within the PGD framework with \( M = 100 \) nodes in each direction is shown in Fig. 2. Figure 3 depicts the main modes involved in the separated representation. The error with respect to the reference solution (exact solution) is depicted in Fig. 4, where the error was computed at each node. As the exact solution can be expressed from 3 functional couples, the error when considering more modes is in the order of \( 10^{-12} \) as noticed in Figure 5.

CONCLUSION

In this work we analyzed the possibility of using separated representations for solving high order partial differential equations, as is the case of the biharmonic equation. The first results seem indicate that PGD and spectral techniques can be efficiently combined. The tricky point concerns the enforcement of the boundary conditions, that is, how to code the first modes of the separated representation in order to account for the two boundary conditions known in the whole domain boundary.
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