Critical behaviour of the random-field Ising model with long-range interactions in one dimension
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Abstract. We study the critical behaviour of the 1D random field Ising model (RFIM) with long-range interactions ($\propto r^{-(d+\sigma)}$) by the nonperturbative functional renormalization group. We find two distinct regimes of critical behaviour as a function of $\sigma$, separated by a critical value $\sigma_c$. What distinguishes these two regimes is the presence or not of a cusp-like nonanalyticity in the functional dependence of the renormalized cumulants of the random field at the fixed point. This change of behaviour can be associated with the characteristics of the large-scale avalanches present in the system at zero temperature. We propose some ways to check these predictions through lattice simulations. We also discuss the differences with the RFIM on the Dyson hierarchical lattice.
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1. Introduction

The random field Ising model (RFIM) has been the focus of intense investigation as one of the paradigms of criticality in the presence of quenched disorder [1, 2]. It has found applications in physics and physical chemistry as well as in interdisciplinary fields such as biophysics and socio- and econo-physics. The model displays a phase transition, a paramagnetic-to-ferromagnetic one in the language of magnetic systems and the long-distance physics is dominated by disorder-induced sample-to-sample fluctuations rather than by thermal fluctuations. In the renormalization-group (RG) sense, the critical behaviour is then controlled by a fixed point at zero temperature and its universal properties can also be studied by investigating the model at zero temperature as a function of disorder strength.

One of the central issues arising in the RFIM was the so-called dimensional-reduction property, according to which the critical behaviour of the random system is the same as that of the pure system in a dimension reduced by 2. This was found at all orders of perturbation theory [3, 4] and was related to the presence of an underlying supersymmetry [5]. The property fails in a low dimension, in particular in $d = 3$ [6, 7] and a resolution of the problem was found within the framework of the nonperturbative functional RG (NP-FRG) [8–10]. Within the NP-FRG, the breakdown of dimensional reduction and the
associated spontaneous breaking of the underlying supersymmetry are attributed to the appearance of a strong enough nonanalytic dependence, a 'cusp', in the dimensionless renormalized cumulants of the random field at the fixed point.

What appears specific to random-field systems among the disordered models whose long–distance behaviour is controlled by a zero-temperature fixed point for which perturbation theory predicts the $d \to d - 2$ dimensional-reduction property, as, e.g., interfaces in a random environment [11–13], is the existence of two distinct regimes of the critical behaviour separated by a nontrivial value of the dimension [8,10], or of the number of components in the O(N) model [9], or else of the power-law exponent of the interactions for the long-range models [14]. This is actually what requires the RG treatment to be both functional and nonperturbative (hence, the NP-FRG).

It was shown in [15] that these two regimes are related to the large-scale properties of the ‘avalanches’, which are collective phenomena present at zero temperature. In equilibrium, such ‘static’ avalanches describe the discontinuous change in the ground state of the system at values of the external source that are sample-dependent. At the critical point, the avalanches always take place on all scales. However, whether or not they induce a cusp in the dimensionless renormalized cumulants of the random field at the fixed point depends on their scaling properties and more specifically on the fractal dimension $d_f$ of the largest typical avalanches at criticality compared to the scaling dimension of the total magnetization [15].

In the short-range RFIM the change in critical behaviour appears in a large, non-integer dimension $d \approx 5.1$ [8–10], which is therefore not accessible to lattice simulations. The interest in introducing long-range interactions is to reduce the dimensions where a phase transition can be observed and to provide an additional control parameter with the power-law exponent governing the spatial decay of the interactions. In [14], a 3D RFIM with both long-range interactions and long-range correlations of the random field was studied. The long–distance decays were chosen in such a way that the supersymmetry which is responsible for dimensional reduction is still present in the theory. It was then shown that the spontaneous breaking of the supersymmetry and the associated breakdown of dimensional reduction do take place in this $3-d$ model and that two regimes of critical behaviour are present and separated by a nontrivial value of the power-law exponents [14].

In this work, we further reduce the dimension of interest to $d = 1$ by considering the RFIM with long-range interactions but short-range correlations of the disorder. This model should be even more accessible to lattice simulations (see for instance the recent studies in [16,17]). This should allow an independent check of the scenario derived from the NP-FRG.

In the model the interactions decay with distance as $r^{-(d+\sigma)}$ with $\sigma > 0$. In some sense, varying $\sigma$ has a similar effect to that of changing the spatial dimension in the short-range case. For $\sigma \leq \sigma_G = 1/3$, the critical behaviour is governed by a Gaussian fixed point and the exponents are therefore the classical (mean-field) ones in the presence of long-range interactions: $\sigma_G$ is the analogue of an upper critical dimension. On the other hand, heuristic arguments predict that no phase transition takes place for $\sigma \geq \sigma_M = 1/2$ [17,18]: $\sigma_M$ is then the analogue of a lower critical dimension. The interesting range is therefore $1/3 \leq \sigma < 1/2$. (Rigorous results prove the existence of a phase transition for $2 - (\ln 3/\ln 2) \approx 0.4150\cdots < \sigma < 1/2$ [19] and it is even more likely that a transition exists for smaller values of $\sigma$.)
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We investigate through the NP-FRG whether this 1D long-range RFIM displays, as the other random-field models studied so far, two regimes of critical behaviour separated by a nontrivial value of $\sigma$. In this model, there is of course no $d \to d - 2$ dimensional-reduction property and no associated supersymmetry. The two regimes should therefore be characterized by the presence or not of a cusp in the functional dependence of the (dimensionless) renormalized cumulants of the random field at the fixed point.

We do find two distinct regimes separated by the critical value $\sigma_c \approx 0.379$: a ‘cuspless’ one below $\sigma_c$ and a ‘cuspy’ one above. We calculate the critical exponents, which do not show any significant change of behaviour around $\sigma_c$. Of greater significance is the variation of the fractal dimension $d_f$ of the largest critical avalanches and we discuss how to assess the validity of the predictions in computer simulations. We also discuss the RFIM on a Dyson hierarchical model with the same parameter $\sigma$. Based on the results given in the literature [20, 21], we conclude that this model displays a unique cuspless regime over the whole range of $\sigma$, with the avalanche-induced cuspy contributions always being subdominant at the fixed point.

2. Model and NP-FRG formalism

We study the 1D random-field Ising model with power-law decaying long-range ferromagnetic interactions [3, 18]. It is described by the following Hamiltonian:

$$H = - \sum_{ij} J_{ij} s_i s_j - \sum_i h_i s_i$$  \hspace{1cm} (1)

where $s_i = \pm 1$ are Ising spins placed on the vertices of a lattice, with a ferromagnetic pairwise interaction decaying as

$$J_{ij} \propto |x_i - x_j|^{-(d+\sigma)}$$  \hspace{1cm} (2)

at long distance. The exponent $\sigma > 0$ characterizes the long-range power-law decay of the interaction and $d$ is the spatial dimensionality. In the present case $d = 1$ the disorder is introduced by the random fields $h_i$, which are independently distributed with a Gaussian distribution of width $\Delta_B$ around a zero mean:

$$P(h_i) = \frac{1}{\sqrt{2\pi \Delta_B^2}} e^{-\frac{h_i^2}{2\Delta_B^2}}.$$  \hspace{1cm} (3)

To make use of the NP-FRG formalism and investigate the long–distance properties of the model near its critical point, it is more convenient to reformulate the model in the field-theory setting. By using standard manipulations, the Hamiltonian in equation (1) is replaced by the ‘bare action’ for a scalar field $\varphi$:

$$S[\varphi; h] = S_B[\varphi] - \int_x h(x)\varphi(x)$$

$$S_B = \int_x \left[ \frac{\nu}{2!} \varphi(x)^2 + \frac{u}{4!} \varphi(x)^4 \right] + \frac{1}{2} \int_{x,y} J(|x - y|)\varphi(x)\varphi(y)$$  \hspace{1cm} (4)
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where \( \int_x = \int d^d x \) and \( h(x) \) is the continuous version of the random magnetic field with 
\( h(x) = 0 \) and \( \overline{h(x)h(y)} = \Delta_B \delta^{(d)}(x - y) \) (where as usual the overline denotes the average
over the quenched disorder). The interaction \( \mathcal{J}(x) \) goes as \( |x|^{-(d+\sigma)} \) at a large distance
and, accordingly, its Fourier transform behaves as

\[
\mathcal{J}(p) = \mathcal{J}[p]^{\sigma} + O(p^2)
\]

when \( p \to 0 \).

From here, the NP-FRG equations can be derived by following two routes. In the first
one, the system is considered directly at zero temperature and one builds a superfield
formalism that can account for the fact that the equilibrium properties are given by
the ground state of the model \([10, 14]\). In the second one, the system is considered at
finite temperature and one works with the Boltzmann weight \([8, 9]\). The main advantage
of the former is that it makes the underlying supersymmetry that is responsible for the
\( d \to d - 2 \) dimensional-reduction property explicit and allows one to study its spontaneous
breaking along the NP-FRG flow. The latter one is however quite simpler to present and
in the following we will follow that route. We stress that the two derivations lead to the
same exact NP-FRG equations for the zero-temperature fixed point controlling the critical
behaviour of the RFIM.

Due to the presence of quenched disorder the generating functional of the (connected)
correlation functions, \( \mathcal{W}_h[J] = \ln \int \mathcal{D} \varphi \exp(-S[\varphi; h] + \int_x J(x)\varphi(x)) \), is random and can then be characterized by its cumulants. The latter are conveniently studied by considering copies or replicas of the system (see e.g. \([8, 10]\)) which, unlike the standard replica trick \([22]\), are each coupled to a distinct external source. After averaging over the disorder, the resulting ‘multicopy’ generating functional \( \mathcal{W}[\{J_a\}] = \ln \prod_a \exp(\mathcal{W}_h[J_a]) \) is given by

\[
e^{\mathcal{W}[\{J_a\}]} = \int \prod_a \mathcal{D} \varphi_a \exp\left\{ \sum_a \left( -S_B[\varphi_a] + \int_x J_a(x)\varphi_a(x) \right) - \Delta_B \sum_{a,b} \int_x \varphi_a(x)\varphi_b(x) \right\}. \tag{6}
\]

The cumulants are generated by expanding in increasing number of unrestricted (or free)
sums over replicas:

\[
\mathcal{W}[\{J_a\}] = \sum_a \mathcal{W}_1[J_a] + \frac{1}{2} \sum_{a,b} \mathcal{W}_2[J_a, J_b] + \cdots, \tag{7}
\]

where \( \mathcal{W}_{k1}[J_a] = \overline{\mathcal{W}_{h,k}[J_a]} \) is the first cumulant, \( \mathcal{W}_{k2}[J_a, J_b] = \overline{\mathcal{W}_{h,k}[J_a]\mathcal{W}_{h,k}[J_b]} \) the second cumulant, etc.

The formulation of the NP-FRG proceeds by modifying the partition function in
equation (6) with the introduction of an ‘infrared regulator’ that suppresses the integration
over the modes with momentum less than some cutoff \( k \) and takes the form of a generalized ‘mass’ (quadratic) term added to the bare action \([23]\):

\[
\Delta S_k[\{\varphi_a\}] = \frac{1}{2} \sum_{a,b} \int_{x,y} \varphi_a(x)\mathcal{R}_{k,ab}(|x - y|)\varphi_b(y), \tag{8}
\]

where \( \mathcal{R}_{k,ab} = \overline{\mathcal{R}_k\delta_{ab}} + \overline{\mathcal{R}_k} \) with \( \overline{\mathcal{R}_k} \) and \( \overline{\mathcal{R}}_k \) two functions enforcing an infrared cut-off on the fluctuations \([10]\). Through this procedure, one defines the generating functional of the (connected) correlation functions at scale \( k \), \( \mathcal{W}_k[\{J_a\}] \).
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In the NP-FRG approach, the central quantity is the ‘effective average action’ $\Gamma_k$, which is the generating functional of the one-particle irreducible (1PI) correlation function or vertices and is obtained from $W_k[\{J_a\}]$ through a (modified) Legendre transform:

$$\Gamma_k[\{\phi_a\}] + \Delta S_k[\{\phi_a\}] = -W_k[\{J_a\}] + \sum_a \int_x J_a(x) \phi_a(x),$$

where the field $\phi_a = \delta W_k / \delta J_a(x)$ is the average of the physical field in copy $a$.

Similar to $W_k[\{J_a\}]$, $\Gamma_k[\{\phi_a\}]$ can be expanded in an increasing number of free replica sums,

$$\Gamma_k[\{\phi_a\}] = \sum_a \Gamma_{k1}[\phi_a] - \frac{1}{2} \sum_{a,b} \Gamma_{k2}[\phi_a, \phi_b] + \cdots,$$

where the $\Gamma_{kp}$’s are essentially the cumulants of the renormalized disorder [8, 10].

The $k$ dependence of the effective average action is governed by an exact renormalization-group (RG) equation [23, 24]:

$$\partial_k \Gamma_k[\{\phi_a\}] = \frac{1}{2} \text{Tr} \tilde{\partial}_{k} \ln (\Gamma_k^{(2)}[\{\phi_a\}] + \mathcal{R}_k),$$

where $t = \ln(k/\Lambda)$, $\tilde{\partial}_k$ is a symbolic notation indicating a derivative acting only on the $k$ dependence of the cut-off functions (i.e. $\tilde{\partial}_k \equiv \partial_k \tilde{R}_k / \partial_k \hat{R}_k + \partial_k \hat{R}_k / \partial_k \tilde{R}_k$) and $\Gamma_k^{(2)}$ is the second functional derivative of the effective average action with respect to the replica fields (Generically, superscripts indicate functional differentiation with respect to the field arguments.). Finally, the trace involves summing over copy indices and integrating over spatial coordinates.

The initial condition of the RG flow when $k = \Lambda$, the microscopic scale (e.g. the inverse of the lattice spacing), is provided by the bare action and when $k \to 0$ one recovers the effective action of the full theory with all fluctuations accounted for.

After expanding both sides of equation (11) in an increasing number of free replica sums, one obtains a hierarchy of exact RG flow equations for the cumulants of the renormalized disorder. For instance, the equations for the first two cumulants read

$$\partial_k \Gamma_{k1}[\phi_a] = \frac{1}{2} \tilde{\partial}_k \text{tr} \left\{ \ln \hat{G}_k[\phi_a] + \hat{G}_k[\phi_a] \left( I_{k2}^{(11)}[\phi_a, \phi_a] - \tilde{R}_k \right) \right\},$$

$$\partial_k \Gamma_{k2}[\phi_a, \phi_b] = \frac{1}{2} \tilde{\partial}_k \left\{ - \Gamma_{k3}^{(101)}[\phi_a, \phi_b, \phi_a] \hat{G}_k[\phi_a] + \Gamma_{k2}^{(20)}[\phi_a, \phi_b] \hat{G}_k[\phi_a, \phi_a] + \Gamma_{k2}^{(11)}[\phi_a, \phi_b] - \tilde{R}_k \right\} \hat{G}_k[\phi_a, \phi_b] + \text{perm}(a, b),$$

where $\text{perm}(a, b)$ denotes the terms obtained by permuting the two indices $a$ and $b$ and the trace now only involves integrating over the spatial coordinates and the ‘propagators’ $\hat{G}_k$ and $G_k$ are defined as

$$\hat{G}_{k;x_1x_2}[\phi_a] = \left( I_{k1}^{(2)}[\phi_a] + \tilde{R} \right)^{-1} \big|_{x_1, x_2}$$

$$\hat{G}_{k;x_1x_2}[\phi_a, \phi_b] = - \int_{x_3x_4} \hat{G}_{k;x_1x_3}[\phi_a] \left( \Gamma_{k2}^{(11)}[\phi_a, \phi_b] - \tilde{R}_k(\{x_3 - x_4\}) \right) \hat{G}_{k;x_4x_2}[\phi_b].$$
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Up to now the RG equations are exact but they represent an infinite hierarchy of coupled functional equations and require approximations to be solved.

3. Nonperturbative ansatz

To truncate the exact hierarchy of functional RG equations, a systematic nonperturbative approximation scheme has been proposed and successfully applied to the short-range RFIM [8,10] and the 3-d RFIM with both long-range interactions and long-range random-field correlations [14]. It consists of formulating an ansatz for the effective average action that relies on truncating the expansion in cumulants and approximating the spatial dependence of the fields through a truncated expansion in gradients (or in fractional Laplacians).

We have adapted this approximation scheme to the present 1D long-range model. The main specificities of this model compared to the random-field systems studied before through the NP-FRG are that

(a) the underlying supersymmetry that is responsible for the \( d \to d-2 \) dimensional-reduction property, i.e. the super-rotational invariance, is not present (and dimensional reduction is of course not an issue in \( d = 1 \)) and

(b) the small momentum dependence of the 2-point 1-copy 1PI vertex function acquires anomalous terms.

An efficient ansatz that can capture the long-distance physics including the influence of rare events such as avalanches is then

\[
\Gamma_{k1}[\phi_a] = \int_x \left\{ U_k(\phi_a(x)) + \frac{1}{2} J_k(\phi_a(x)) \phi_a(x) (-\partial_x^2)_{\!\!\!\!\!\!\!\!\cdot}^{1/2} \phi_a(x) + \frac{1}{2} Z_k(\phi_a(x)) \phi_a(x) (-\partial_x^2)_{\!\!\!\!\!\!\!\!\cdot}^{1+2\sigma} \phi_a(x) \right\}, \\
\Gamma_{k2}[\phi_a, \phi_b] = \int_x V_k(\phi_a(x), \phi_b(x)), \\
\Gamma_{kp\geq3} = 0
\]  

where \((-\partial_x^2)^{\alpha}\), with \(\alpha\) a real number, denotes a fractional Laplacian: its Fourier transform generates a \((p^2)^{\alpha}\) term and for \(\alpha = 1\) it reduces to the usual Laplacian. The first of the fractional-Laplacian terms, \((-\partial_x^2)^{\frac{1}{2}}\), directly stems from the long-range interaction (see equation (5)). The second fractional-Laplacian term, \((-\partial_x^2)^{1+2\sigma}\), is specific to the present 1D long-range case. As will be shown later, this term is generated under renormalization and for the range of \(\sigma\) under consideration, with, \(\sigma < \frac{1}{2}\), it dominates at long-distance the conventional \((-\partial_x^2)^{\frac{1}{2}}\) term (in other words, \(|p|^{1+2\sigma}\) is dominant in the infrared compared to \(p^2\)).
When expressed at the level of the 2-point 1PI vertices, the above ansatz leads to

\[ I_{k; x_1 x_2}^{(2)}[\phi_a] = \left\{ U_k''(\phi_a(x_1)) + \lambda_k(\phi_a(x_1))(-\partial_{x_1}^2)^{\frac{\lambda}{2}} + \frac{1}{2} \lambda_k(\phi_a(x_1))(-\partial_{x_2}^2)^{\frac{\lambda}{2}} \phi_a(x_1) \right. \]
\[ + Y_k(\phi_a(x_1))(-\partial_{x_1}^2)^{\frac{1+2\sigma}{2}} + \frac{1}{2} Y_k(\phi_a(x_1))(-\partial_{x_1}^2)^{\frac{1+2\sigma}{2}} \phi_a(x_1) \left. \right\} \delta(x_1 - x_2), \]  
\[ I_{k; x_1 x_2}^{(11)}[\phi_a, \phi_b] = \Delta_k(\phi_a(x_1), \phi_b(x_1)) \delta(x_1 - x_2), \]  

where \( \lambda_k(\phi_a) = \partial_{\phi_a}[\mathcal{J}_k(\phi_a)\phi_a] \), \( Y_k(\phi_a) = \partial_{\phi_a}[\mathcal{Z}_k(\phi_a)\phi_a] \) and \( \Delta_k(\phi_a, \phi_b) = V_k^{(11)}(\phi_a, \phi_b) \).

For the present 1-d long-range model, we make a further simplifying step which is to set the cut-off function \( \tilde{R}_k \) to zero. The fluctuations are still suppressed in the infrared by the cut-off function \( \tilde{R}_k \) [8, 9]. The role of \( \tilde{R}_k \) is mainly to ensure that super-rotational invariance is not explicitly broken at the level of the regulator. As there is no such supersymmetry in the present case (see above), it is not crucial to keep \( \tilde{R}_k \) and we find it is more convenient to drop it.

The flow of the functions \( U_k'' \), \( \lambda_k \), \( Y_k \) and \( \Delta_k \) appearing in equations (19) and (20) can be obtained by inserting the ansatz in the exact RG flow equations in the equations (12) and (13), then considering uniform configurations of the replica fields and working in Fourier space. For instance, the flow equation for the 1-copy 2-point 1PI vertex becomes, in a graphical representation,

\[ \partial_t \Gamma_{k_1}^{(2)}(p; \phi) = -\frac{1}{2} \partial_t \int_q \left( \begin{array}{c}
q
\phi
p
\end{array} \right) + \begin{array}{c}
q+p
\phi
2x
p
\end{array} + \begin{array}{c}
q+p
\phi
2x
p
\end{array}, \]  

where lines denote the propagator \( \hat{G}_k \), dots the one-copy 1PI vertices and dots linked by dotted lines the two-copy 1PI vertices. The internal momentum is denoted by \( q \) and the operator \( \partial_t \) now acts only on \( \hat{G}_k \) through its dependence on \( \tilde{R}_k \); \( \partial_t \hat{G}_k(q; \phi) = -\hat{G}_k(q; \phi)^2 \partial_t \tilde{R}_k(q) \). To derive the above equation, we have used the fact that the expressions for the propagators \( \hat{G}_k \) and \( \hat{G}_k \) in equations (14) and (15) can be simplified for uniform fields, with

\[ \hat{G}_k(p; \phi_a, \phi_b) = \hat{G}_k(p; \phi_a) \hat{G}_k(p; \phi_b) \Delta_k(\phi_a, \phi_b) \]  

and

\[ \hat{G}_k(p; \phi) = \frac{1}{\lambda_k(\phi)|p|^{\sigma} + Y_k(\phi)|p|^{1+2\sigma} + \tilde{R}_k(p) + U_k''(\phi)}. \]  

The RG flow of \( U_k'' \) is then obtained from equation (21) when \( p = 0 \) and those of \( \lambda_k \) and \( Y_k \) are obtained by expanding the right-hand side of equation (21) in small \( p \) and identifying the anomalous dependence in \( |p|^{\sigma} \) and \( |p|^{1+2\sigma} \). A similar procedure with the 2-copy 2-point 1PI vertex for \( p = 0 \) allows one to derive the flow of \( \Delta_k(\phi_a, \phi_b) \).
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We find that the flow equation for \(\lambda_k(\phi)\) is such that if \(\lambda_k\) is independent of the field \(\phi\) in the initial condition (see equation (5)), it does not flow and remains equal to its bare value for all RG times. So, without a loss of generality, we can set \(\lambda_k = 1\). On the other hand, the flow equations for \(U_k^p(\phi)\) and \(\Delta_k(\phi, \phi)\) are given in appendix A.

Finally, the derivation of the flow equation for the function \(Y_k(\phi)\) needs some special care and demonstrates why the small-momentum dependence is described by a term \(\propto |p|^{1+2\sigma}\) (in the range \(\sigma < -\frac{1}{2}\)). The key point is that even if one starts the RG flow with an initial condition where such a term is absent, it is generated along the flow.

To obtain the flow equation for \(Y_k\) one needs to isolate all of the terms contributing to the order \(|p|^{1+2\sigma}\) when the right-hand side of equation (21) is expanded in small \(p\). There are two types of terms:

(a) The vertex terms—obtained by collecting the \(|p|^{1+2\sigma}\) dependence from the 1PI vertices and dropping the \(p\) dependence of the propagators. These terms are proportional to \(Y_k\) and its derivatives.

(b) The anomalous terms—produced by the singular momentum dependence in \(|p|^\sigma\) present in the propagators appearing in the 1-loop integrals. This point is further explained for a toy model in the appendix B. These terms generate a contribution to the effective average action \(\propto |p|^{1+2\sigma}\) even if it is not present in the initial condition of the flow.

The expression for the flow equation of the function \(Y_k\) can therefore be written as the sum of a vertex contribution \(\beta_{Y,ve}\) and an anomalous \(\beta_{Y,an}\), \(\partial_t Y_k(\phi) = \beta_{Y,ve}(\phi) + \beta_{Y,an}(\phi)\). The derivation of \(\beta_{Y,ve}\) is relatively straightforward and is not detailed whereas that of \(\beta_{Y,an}\) is sketched in the appendix C. We provide here the final expressions:

\[
\beta_{Y,ve}(\phi) = \int_0^{+\infty} \frac{dk}{\pi} \Delta_k(\phi, \phi)^2 \left\{ \left( \Delta_k^{(10)}(\phi, \phi) + \Delta_k^{(01)}(\phi, \phi) \right) \times Y'_k(\phi) + \Delta_k(\phi, \phi) \left( Y''_k(\phi) - 3 \hat{G}_k(q; \phi) Y_k''(\phi) |U_k''(\phi) + q^{1+2\sigma} Y_k'(\phi)| \right) \right\}, \quad (24)
\]

\[
\beta_{Y,an}(\phi) = \frac{2^{2\sigma} \sigma^2 \Gamma\left(\frac{1}{2} - \sigma\right)}{\sqrt{\pi} \Gamma(2 - \sigma)} \partial_t \hat{R}_k(0) \hat{G}_k(0; \phi) U_k''(\phi) \left( 5 \hat{G}_k(0; \phi) U_k''(\phi) \Delta_k(\phi, \phi) - 2 [\Delta_k^{(10)}(\phi, \phi) + \Delta_k^{(01)}(\phi, \phi)] \right). \quad (25)
\]

Note that the expression of \(\beta_{Y,an}(\phi)\) is nonzero even when \(Y_k = 0\).

### 4. Fixed-point equations

To describe the long-distance physics near the critical point and search for fixed points of the NP-FRG equations we first need to cast the latter in a dimensionless form. As the critical physics is related to a ‘zero-temperature’ fixed point, one needs to introduce a renormalized temperature \(T_k\) and an associated critical exponent \(\theta > 0\), such that \(T_k \propto k^\theta\) [8, 9]. The renormalized cumulants then scale as \(\Gamma_{k1} \sim T_k^{-1}\), \(\Gamma_{k2} \sim T_k^{-2}\) and the
replica fields as $\phi_a \sim k^{(d-2+\eta)/2} T_k^{-1/2}$. Since $\lambda_k$, the term in $|p|^\sigma$ in the 2-point 1PI vertex is not renormalized (see above), one immediately derives that the anomalous dimension $\eta$ is always given by $\eta = 2 - \sigma$.

One can thus introduce dimensionless quantities as follows (recall that $d = 1$):

$$
\phi_a = k^{(1-\sigma)/2} T_k^{-1/2} \varphi_a \sim k^{-\frac{3+\eta}{2}},
$$

$$
U_k''(\phi) = k^\sigma u_k''(\varphi),
$$

$$
Y_k(\phi) = k^{-(1+\sigma)} y_k(\varphi),
$$

$$
\Delta_k(\phi_a, \phi_b) = k^{-\sigma} T_k^{-1} \delta_k(\varphi_a, \varphi_b) \sim k^{-(2\eta-\bar{\eta})},
$$

where the additional anomalous dimension $\bar{\eta}$ is related to the temperature exponent $\theta$ and to $\eta$ through $\theta = 2 + \eta - \bar{\eta}$.

The cut-off function $R_k$ can also be put in a dimensionless form, $\tilde{R}_k(q) = k^\sigma s(q^2/k^2)$ and we have used $s(x^2) = (a + bx^2 + cx^4) e^{-x^2}$ with the parameters $a, b, c$ optimized through stability considerations and varied to provide error bars on the results [25–27].

We thus have to solve three coupled dimensionless flow equations, which can be symbolically written as

$$
\partial_t u_k''(\varphi) = \tilde{\beta}_u''(\varphi),
$$

$$
\partial_t y_k(\varphi) = \tilde{\beta}_y(\varphi),
$$

$$
\partial_t \delta_k(\varphi_a, \varphi_b) = \tilde{\beta}_d(\varphi_a, \varphi_b).
$$

The (running) exponent $\bar{\eta}_k$ can be calculated from the flow equation for $\delta_k$ by imposing that $\partial_t \delta_k = 0$ for a given arbitrary value of the fields. This directly gives an expression for $2\eta - \bar{\eta}_k$. The result is not sensitive to the fields value and we have chosen the point $\varphi_a = \varphi_b = 0$: then, without loss of generality, we impose $\delta_k(0, 0) = \delta_k \equiv 1$.

We have solved numerically the fixed-point equations, which are obtained by setting to zero the left-hand sides of equations (27) for $\frac{1}{2} \leq \sigma < \frac{1}{2}$. To do so, we have discretized the fields on a grid and used a variation of the Newton–Raphson method [28].

5. Results

For illustration, we first display in figure 1 the fixed-point function $y^*(\varphi)$ for a range of $\sigma$ near $\sigma_G = 1/3$. The system at $\sigma_G = 1/3$ is equivalent to a system at the upper critical dimension: the fixed point is Gaussian (in particular, $y^* = 0$) and the critical exponents for $\sigma < \sigma_G$ are the classical (mean-field) ones for a long-range system [18] (see also below). Above $\sigma_G$ the Gaussian fixed point is unstable due to the $\phi^4$ term in the potential $U_k(\phi)$ and another fixed point emerges.

For $1/3 < \sigma < 1/2$, we find two different regimes for the critical behaviour, separated by a critical value $\sigma_c \approx 0.379$. What distinguishes these regimes is the presence or the absence of a nonanalyticity taking the form of a linear cusp in the (dimensionless) renormalized second cumulant of the random field at the fixed point, $\delta^*(\varphi_a, \varphi_b)$, when $\varphi_b \to \varphi_a$: a cusp is present when $\sigma > \sigma_c$ but is absent when $\sigma < \sigma_c$. The existence of two such regimes has been found in the short-range RFIM [8–10], in the RFO(N)M [9].
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Figure 1. Fixed-point solutions for the function $y^*(\varphi)$ for several values of $\sigma$ close to $\sigma_G = 1/3$. The system at $\sigma_G = 1/3$ is equivalent to a system at the upper critical dimension: the fixed point is Gaussian (in particular, $y^* = 0$). Another fixed point emerges for $\sigma > \sigma_G$.

and in the long-range RFIM in $d = 3$ as well [14]. In these cases, the cuspless fixed point is associated with a critical behaviour satisfying the dimensional-reduction property whereas the presence of a cusp breaks the dimensional reduction and the underlying supersymmetry. In the present 1D model, there is no dimensional reduction and no underlying supersymmetry whatsoever. The presence of a cusp in the dimensionless cumulant of the disorder has an effect on the values of the critical exponents, but not as dramatic as in the cases involving dimensional reduction and its breakdown.

This nonanalytical dependence in the dimensionless fields is more conveniently studied by introducing

$$\varphi = \frac{\varphi_a + \varphi_b}{2},$$

$$\delta \varphi = \frac{\varphi_b - \varphi_a}{2}.$$

The cumulant $\delta^*$ is an even function of $\varphi$ and $\delta \varphi$ separately. The presence of a cusp then means that

$$\delta^*(\varphi, \delta \varphi) = \delta_0^*(\varphi) + \delta_1^*(\varphi) |\delta \varphi| + \frac{1}{2} \delta_2^*(\varphi) \delta \varphi^2 + \cdots$$

with $\delta_1^*(\varphi) \neq 0$. We show in figure 2 $\delta_1^*(\varphi = 0)$ versus $\sigma$. It is equal to zero below $\sigma_c \approx 0.379$, indicating that the fixed point is cuspless and it becomes nonzero above $\sigma_c$, signalling a cuspy fixed point.

For $\sigma < \sigma_c$, the cuspless fixed point and its vicinity are described by a renormalized second cumulant that behaves as

$$\delta_k(\varphi, \delta \varphi) = \delta_{k,0}(\varphi) + \frac{1}{2} \delta_{k,2}(\varphi) \delta \varphi^2 + \cdots$$

at small $\delta \varphi$. When inserting equation (30) into the RG flow equations, equations (27), it is easily realized that one obtains a closed system of three coupled equations for $u_k^*(\varphi)$.
Critical behaviour of the random-field Ising model with long-range interactions in one dimension

Figure 2. Fixed-point value of the amplitude of the cusp, $\delta_1^{*}(\varphi = 0)$, versus $\sigma$. Below $\sigma_c \approx 0.379$ (denoted by the dotted vertical line), the fixed-point solution is cuspless around $\delta \varphi = 0$; a cusp appears and its magnitude grows further above $\sigma_c$.

Below $\sigma_c \approx 0.379$ (denoted by the dotted vertical line), the fixed-point solution is cuspless around $\delta \varphi = 0$; a cusp appears and its magnitude grows further above $\sigma_c$. A flow equation for $\delta_{k,2}(\varphi)$ is further obtained with a beta function that depends on $u_k''(\varphi)$, $y_k(\varphi)$, $\delta_{k,0}(\varphi)$ and $\delta_{k,2}(\varphi)$ only. The derivation is straightforward but cumbersome and the resulting equation is not shown here (see [15, 29] for a similar derivation). The function $\delta_{k,2}(\varphi)$ blows up at a finite scale $k_L$ for $\sigma > \sigma_c$ and the fixed-point function is then given by equation (29). On the other hand it reaches a finite fixed-point function for $\sigma < \sigma_c$. This allows us to find a precise estimate of $\sigma_c = 0.379 \pm 0.001$ within the present approximation.

Before discussing in more detail the significance and the physics of the two regimes, it is instructive to characterize how the fixed point changes from cuspless to cuspy by considering the stability of the cuspless fixed point with respect to a cuspy perturbation, i.e. a perturbation $\propto |\delta \varphi|$ at small $\delta \varphi$. To compute the eigenvalue $\lambda$ associated with such a cuspy perturbation, one then has to consider the vicinity of the fixed point with $\delta_k(\varphi, \delta \varphi) \simeq \delta^* \varphi \delta \varphi + k^2 f_1(\varphi, \delta \varphi)$ with $f_1(\varphi, \delta \varphi) \simeq |\delta \varphi| f_1(\varphi)$ when $\delta \varphi \to 0$. By linearizing the flow equation for $\delta_k$ around $\delta^*$ and expanding around $\delta \varphi = 0$ one easily derives the eigenvalue equation for $f_1(\varphi)$, which depends on $u''^*(\varphi)$, $y^*(\varphi)$, $\delta^*_{0}(\varphi)$ and $\delta^*_2(\varphi)$ only. The details are similar to those given in the supplementary material of [15] and the resulting equation is not reproduced here.

We show in figure 3 the evolution of $\lambda$ with $\sigma$ and $\lambda$. It is positive for $\sigma < \sigma_c$, thereby indicating that the cuspy perturbation is irrelevant. For $\sigma = \sigma_G = 1/3$, i.e. around the Gaussian fixed point, $\lambda$ can be computed exactly and is equal to $1/6$. The eigenvalue then decreases as $\sigma$ increases. The 1-loop perturbative result in $\sigma = \sigma_G + \epsilon$, which is reproduced by the present nonperturbative ansatz, is found to be $\lambda = 1/6 - \epsilon$ (see appendix D). When $\sigma = \sigma_c^-$, we obtain a very small yet strictly positive value, $\lambda_- = 0.0011 \pm 0.0001$. (This is a robust result as the value is always found to be strictly positive when varying the parameters of the cutoff function.) Above $\sigma_c$, the fixed point is cuspy and $\lambda$ is defined as
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Figure 3. The eigenvalue $\lambda$ associated with a cuspy perturbation versus $\sigma$. The dashed line is the calculation around the cuspless fixed point for $\sigma \leq \sigma_c \approx 0.379$: $\lambda$ decreases from $1/6$ when $\sigma = \sigma_G = 1/3$ to a very small but nonzero value in $\sigma_c$; above $\sigma_c$, the fixed point is characterized by a cusp and $\lambda$ is taken by definition to be strictly zero.

Consequently, $\lambda$ is discontinuous in $\sigma_c$, which, as explained in [29], is the signature that the cuspy fixed emerges continuously from the cuspless one through a boundary-layer mechanism.

We now turn to the values of the critical exponents. In addition to $\eta$, which is fixed to $2 - \sigma$ due to the long-range nature of the interactions, the critical behaviour of the system is characterized by the correlation-length exponent $\nu$ and the exponent $2\eta - \bar{\eta}$ that describes the scaling behaviour of the second renormalized cumulant of the random field. From these exponents, one can deduce the other critical exponents through scaling relations (which are exactly satisfied by the NP-FRG).

The results for $1/\nu$ and $2\eta - \bar{\eta}$ versus $\sigma$ are displayed in figures 4 and 5, respectively. Both $1/\nu$ and $2\eta - \bar{\eta}$ have a non-monotonic behaviour with $\sigma^3$ but this is not related to the change of regime at $\sigma_c$. At and around $\sigma_c$ the variation of the two exponents is smooth, as expected from the boundary-layer mechanism [29]. It is noteworthy that the value of $2\eta - \bar{\eta}$ is small over the whole range of $\sigma$, being at most of the order of .01.

As already mentioned, the present NP-FRG equations reproduce exactly the known 1-loop perturbative results for $\sigma = \sigma_G + \epsilon$: $1/\nu = 1/3 + O(\epsilon^2)$ and $2\eta - \bar{\eta} = O(\epsilon^2)$ (see appendix D). They are not exact at order $\epsilon^2$ but the coefficients of the $\epsilon^2$ terms are found to be close to the exact ones $[4, 18]$: $-10.61$ for $1/\nu$ and $1.498$ for $2\eta - \bar{\eta}$ compared to the exact $-10.8984 \cdots$ and $1.32498 \cdots$. The NP-FRG and the perturbative result at order $\epsilon^2$ stay close up to $\sigma \sim 0.4$ for $1/\nu$ but strongly differ even in the vicinity of $\sigma_G = 1/3$, which seems to indicate in this case large higher-order corrections. None of this however

3 The upturn in $1/\nu$ observed around $\sigma \approx 0.44$ is robust within the present approximation scheme and is also found in the model in $d = 3$ and 4 (unpublished). For larger values of $\sigma$ which we cannot access, $1/\nu$ should however reach a maximum and eventually decrease to reach zero when $\sigma = 1/2$. 
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**Figure 4.** Inverse of the correlation-length exponent $\nu$ versus $\sigma$ as obtained from the present NP-FRG theory (full line). The dashed line is the perturbative result at order $\epsilon^2$ around $\sigma_G = 1/3$ [4, 18]. The symbols with the error bars are results from the lattice simulations: [16] (circle), [17] (diamond). The dotted vertical line marks the value $\sigma_c \approx 0.379$ separating the cuspless and the cuspy regimes. Note that $1/\nu$ should eventually decrease to 0 when $\sigma$ reaches 1/2.

**Figure 5.** $2\eta - \bar{\eta}$ versus $\sigma$ as obtained from the present NP-FRG theory (full line). The dashed line is the perturbative result to order $\epsilon^2$ around $\sigma_G = 1/3$ [18]. The dotted vertical line marks the value $\sigma_c \approx 0.379$ separating the cuspless and the cuspy regimes. For $\sigma = 1/2$, $2\eta - \bar{\eta}$ should go to 0.

appears to be related to the change of regime at $\sigma_c$. Note finally that the result for $1/\nu$ at $\sigma = 0.4$, i.e. in the cuspy regime, is in good agreement with the value recently obtained from the numerical ground-state determination by Dewenter and Hartmann [16] (a little less so with the result of [17]).
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We have been able to follow the critical fixed point up to $\sigma \approx 0.46$, after which numerical instabilities proliferate. The reason is that $\sigma$ approaches the value of $1/2$, which is the analogue of a lower critical dimension below which there is no transition. It is then expected that the low-momentum dependence of the propagators is no longer well described by only taking into account the lowest-order terms of the derivative expansion as was done in the ansatz used in this work.

6. Discussion

The existence of two different regimes in the critical behaviour of the RFIM can be attributed to the role of ‘avalanches’, which are collective phenomena present at zero temperature. In equilibrium, such ‘static’ avalanches describe the discontinuous change in the ground state of the system at values of the external source that are sample-dependent (for an illustration see the figures in [30,31]). At the critical point, the avalanches take place on all scales and their size distribution follows a power law with a nontrivial exponent $\tau$.

It was shown in [15] for the RFIM (and in [32,33] for interfaces in a random environment) that the presence of avalanches necessarily induces a cusp in the functional dependence of the renormalized cumulants of the disorder and in properly chosen correlation functions. Actually, such a cuspy dependence is already present in the $d = 0$ RFIM [15]. As the critical behaviour is affected by a cusp in the dimensionless quantities [8–10], the question then is whether the amplitude of the cusp is an irrelevant contribution at the fixed point, or not.

In physical terms, the two regimes therefore correspond to two different situations where the scale of the largest typical avalanches at criticality, which in a system of linear size $L$ goes as $L^{d_f}$ with $d_f \leq d$, is equal to the scale of the total magnetization, i.e. $L^{d-(d-4+\bar{\eta})/2}$, or is subdominant. This is precisely characterized by the eigenvalue $\lambda$ calculated in the previous section. In the regime where the fixed point is cuspless, $d_f = d - (d - 4 + \bar{\eta})/2 - \lambda$ with $\lambda > 0$ whereas $d_f = d - (d - 4 + \bar{\eta})/2$ in the regime where the fixed point is cuspy.

The interest in the 1D long-range RFIM is mainly because it can be studied by computer simulations for large system sizes. Efficient algorithms exist to determine the ground state in a polynomial time and one can further reduce the computational cost by considering a diluted (Levy) lattice which is expected to be in the same universality class [16,17]. Sizes up to $L = 256,000$ in [17] and $L = 524,288$ in [16] have thus been investigated.

As discussed previously, the critical exponents characterizing the leading scaling behaviour do not show any significant change of dependence with $\sigma$ around the critical value $\sigma_c$ (they are predicted to be continuous in $\sigma_c$). To distinguish the two regimes it seems preferable to investigate the avalanche distribution at $T = 0$ and try to extract the fractal dimension $d_f$ of the largest avalanches. This can be obtained through a finite-size scaling of the distribution of the avalanches or of their first moments. For instance, the ratio of the second to the first moment of the avalanche size, $\langle S^2 \rangle / \langle S \rangle$, should scale as $L^{d_f}$ where $L$ is large enough. Having extracted $d_f$ and $2\eta - \bar{\eta}$, one can obtain the eigenvalue...
\[ \lambda = \frac{d + 4 - \bar{\eta}}{2} - d_f = \frac{1}{2} + \sigma + \frac{2\eta - \bar{\eta}}{2} - d_f \quad (31) \]

where \(2\eta - \bar{\eta}\) is anyhow expected to be very small. If \(\lambda > 0\), one is in the cuspless regime and if \(\lambda = 0\) it is in the cuspy one. By studying values of \(\sigma\) near \(\sigma_G = 1/3\) where \(\lambda\) should be \(\approx 1/6\) and values of \(\sigma \gtrsim 0.4\) where \(\lambda = 0\) it should be possible to distinguish the two regimes in computer simulations.

In addition, one could also consider the corrections to scaling. In the vicinity of the critical value \(\sigma_c \approx 0.379\), these corrections should be dominated by the lowest (positive) eigenvalue in the \(Z_2\)-symmetric subspace of perturbations around the fixed point. For \(0.372 \lesssim \sigma \lesssim \sigma_c\), this eigenvalue is equal to \(\lambda\) and is therefore expected to be very small (with \(\lambda^- \approx 0.0011\)). Right above \(\sigma_c\), the smallest irrelevant eigenvalue is also associated with a cuspy perturbation and it emerges from a value \(\lambda_c^+ \lesssim \lambda_c^-\) at \(\sigma_c^+\) [29]. (Note that this irrelevant eigenvalue is different than \(\lambda\) computed from equation (31) which is equal to zero in this region of \(\sigma\).) The exponent describing the main correction to scaling should therefore display a minimum as a function of \(\sigma\) with a value near zero for \(\sigma = \sigma_c \approx 0.379\).

Finally, we conclude by discussing the RFIM on the Dyson hierarchical lattice. This lattice mimics the behaviour of the 1D chain with long-range interactions specified by the same parameter \(\sigma\). Its critical behaviour was studied by Rodgers and Bray [20] and more recently by Parisi and Rocchi [34]; its avalanche distribution was characterized in detail by Monthus and Garel [21].

It was shown in [20] that in this case the temperature exponent is always given by \(\theta = \sigma\), which implies, together with the result \(\eta = 2 - \sigma\), that \(2\eta - \bar{\eta} = 0\). In addition, it was found in [21] that the fractal dimension of the largest avalanches at criticality is \(d_f = 2\sigma\). These two results, \(2\eta - \bar{\eta} = 0\) and \(d_f = 2\sigma\), when inserted into the equation (31) predict that \(\lambda = 1/2 - \sigma\). As a consequence, \(\lambda\) decreases from 1/6 to 0 as \(\sigma\) increases from 1/3 to 1/2 and is always strictly positive, except at the analogue of the lower critical dimension. The RFIM on the Dyson hierarchical level therefore appears to display a unique regime over the whole range \(1/3 \leq \sigma < 1/2\): avalanches are present at all scales but their scaling dimension is never large enough to induce a cuspy fixed point. This is a notable difference with the long-range RFIM on the standard 1D chain. This finding is rather surprising. It is known that the binary-tree structure of the Dyson hierarchical lattice may lead to critical exponents that differ from those of the 1D power law model (for the same value of \(\sigma\)). In the context of disordered systems, this has been obtained for instance for the hierarchical Edwards–Anderson spin-glass model [35]. However, the difference found in the present case is more severe as it concerns the overall fixed-point scenario. This indicates that the qualitative equivalence between the large-scale behaviour of 1D long-range models and that of their Dyson-lattice counterparts should not be taken for granted.

To summarize: The NP-FRG predicts that the critical behaviour of the RFIM generically shows two distinct regimes separated by a nontrivial critical value of the dimension, the number of components or the power-law exponent of the long-range interactions, when present. These regimes are associated with properties of the large-scale avalanches at zero temperature. We suggest that investigating the avalanche characteristics in the 1D long-range RFIM through numerical simulations should provide a direct check of the prediction.
Appendix A. The flow equations for $U_k''(\phi)$ and $\Delta_k(\phi_a, \phi_b)$

Starting from equation (21) and setting the external momentum to 0 one easily obtains the flow equation for $U_k''(\phi)$, $\partial U_k''(\phi) = \beta_{U''}(\phi)$, with

\[
\beta_{U''} = -\frac{1}{2} \int_0^\infty \frac{dq}{\pi} \partial_t \hat{R}(q) \hat{G}_k(q; \phi)^2 \left\{ \frac{\Delta_k^{(20)}(\phi, \phi)}{\Delta_k^{(10)}(\phi, \phi)} + 2 \Delta_k^{(11)}(\phi, \phi) + 2 \hat{G}_k(q; \phi) \right. \\
\times \left[ -2[\Delta_k^{(10)}(\phi, \phi) + \Delta_k^{(01)}(\phi, \phi)][U_k''(\phi) + q^{1+2\sigma} Y_k''(\phi)] - \Delta_k(\phi, \phi) \right] \\
\times \left( U_k^{(4)}(\phi) + q^{1+2\sigma} Y_k''(\phi) - 3 \hat{G}_k(q; \phi)[U_k''(\phi) + q^{1+2\sigma} Y_k''(\phi)]^2 \right) \right\}.
\] (A.1)

To obtain the expression for the flow equation of $\Delta_k$, $\partial \Delta_k(\phi_a, \phi_b) = \beta_{\Delta}(\phi_a, \phi_b)$, we derive equation (13) with respect to $\phi_a$ and $\phi_b$, insert the ansatz for the effective average action and express the output in terms of the Fourier transformed quantities. The flow of $\Delta_k$ is then given by setting the external momentum $p$ to zero, which leads to the following graphical expression:

\[
\partial_t \Delta_k(\phi_a, \phi_b) = -\frac{1}{2} \partial_t \int_q \left( \begin{array}{ccc}
4x & b & +4x \\
+4x & a & +4x \\
+2x & b & +2x \\
+2x & a & +2x \\
\end{array} \right) \left( \begin{array}{ccc}
4x & b & +4x \\
+4x & a & +4x \\
+2x & b & +2x \\
+2x & a & +2x \\
\end{array} \right) \left( \begin{array}{ccc}
4x & b & +4x \\
+4x & a & +4x \\
+2x & b & +2x \\
+2x & a & +2x \\
\end{array} \right) \right). \quad \text{(A.2)}
\]

Explicitly written, the expression for $\beta_{\Delta}$ reads

\[
\beta_{\Delta} = -\int_0^\infty \frac{dq}{\pi} \partial_t \hat{R}(q) \left\{ -\hat{G}_k(q; \phi_a)^3 \left[ \Delta_k(\phi_a, \phi_a) \Delta_k^{(20)}(\phi_a, \phi_b) + \Delta_k^{(10)}(\phi_a, \phi_b) \right] \\
\times \left( \Delta_k^{(01)}(\phi_a, \phi_a) + \Delta_k^{(10)}(\phi_a, \phi_a) - 3[U_k^{(3)}(\phi_a) + q^{1+2\sigma} Y_k''(\phi_a)] \right) \\
\times \left[ \Delta_k(\phi_a, \phi_b) \gG_k(q; \phi_a) \right] - \left[ \Delta_k(\phi_a, \phi_b) \Delta_k^{(11)}(\phi_a, \phi_b) + \Delta_k^{(01)}(\phi_a, \phi_b) \right] \\
\times \left( \Delta_k^{(10)}(\phi_a, \phi_b) - 2[U_k^{(3)}(\phi_a) + q^{1+2\sigma} Y_k''(\phi_a)] \Delta_k(\phi_a, \phi_b) \hat{G}_k(q; \phi_a) \right) \\
\times \left( \Delta_k^{(01)}(\phi_a, \phi_b) - [U_k^{(3)}(\phi_b) + q^{1+2\sigma} Y_k''(\phi_b)] \Delta_k(\phi_a, \phi_b) \hat{G}_k(q; \phi_a) \right) \\
\times \left( \Delta_k^{(01)}(\phi_a, \phi_b) - [U_k^{(3)}(\phi_b) + q^{1+2\sigma} Y_k''(\phi_b)] \Delta_k(\phi_a, \phi_b) \hat{G}_k(q; \phi_a) \right) \\
\times \left( \Delta_k^{(01)}(\phi_a, \phi_b) - [U_k^{(3)}(\phi_b) + q^{1+2\sigma} Y_k''(\phi_b)] \Delta_k(\phi_a, \phi_b) \hat{G}_k(q; \phi_a) \right) \right\}. \quad \text{(A.3)}
\]
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Appendix B. Toy model integral

We consider the following 1D integral

\[
I(p) = \int_{-\infty}^{\infty} dq \frac{1}{|q + p|^\sigma + f((q + p)^2)}
\]

with \(1/3 < \sigma < 1/2\), in the vicinity of \(p = 0\). (As \(I(p) = I(-p)\), we restrict ourselves to \(p \geq 0\).) The function \(f(q^2)\) is chosen such that \(f(0) \neq 0\) and that its large \(q^2\) behaviour guarantees the convergence of the integral. As a result \(I(p = 0)\) is finite and we look for the leading \(p\)-dependence when \(p \to 0\). A naive expansion in \(p\) predicts a \(p^2\) dependence, but this turns out to be wrong. To obtain the correct behaviour, we first rewrite \(I(p) - I(0)\) as

\[
I(p) - I(0) = \int_{-\infty}^{\infty} dq \frac{1}{|q + p|^\sigma + f((q + p)^2)}
\]

where, for convenience, we have expressed \(I(p = 0)\) in a symmetrized form by changing the integration variable to \(q \pm \frac{p}{2}\).

We now introduce the variable \(x = \sqrt{q^2 + (p^2/4)}\), so that

\[
|q \pm \frac{p}{2}|^\sigma + f \left( |q \pm \frac{p}{2}|^2 \right) = f(x^2) + |x|^\sigma \pm \frac{qp}{|x|^{2-\sigma}} \left( \frac{\sigma}{2} + |x|^{2-\sigma} f'(x^2) \right)
\]

where the ellipses denote terms with higher-order powers in \(p\) (at fixed \(x\)).

After inserting equation (B.3) in equation (B.2) and changing the variable from \(q\) to \(z = q/p\), we obtain

\[
I(p) - I(0) = -\frac{p^{1+2\sigma}}{2} \int_{-\infty}^{\infty} dz \frac{z^2}{(z^2 + \frac{1}{4})^{2-\sigma}} \left[ \frac{\sigma^2 + O(p^{2-\sigma})}{f(0)^4 + O(p^\sigma)} \right]
\]

so that

\[
\lim_{p \to 0} \frac{I(p) - I(0)}{p^{1+2\sigma}} = -\frac{\sigma^2}{2f(0)^4} \int_{-\infty}^{\infty} dz \frac{z^2}{(z^2 + \frac{1}{4})^{2-\sigma}}.
\]

where the integral over \(z\) converges in the range of \(\sigma\) considered.

Appendix C. Derivation of \(\beta_{Y,an}\)

Consider the diagrams shown in figure C1. They enter in the right-hand side of the flow equation of \(F^{(2)}(p; \phi)\) as

\[
I_{an}(p) = -\frac{1}{2\pi} \int_{-\infty}^{+\infty} dq \partial_t R_k(q) \hat{G}_k(p + q; \phi) \times U''''(\phi) \left( -2[\Delta^{(10)}(\phi, \phi) + \Delta^{(01)}(\phi, \phi)] + U''''(\phi) \Delta_k(\phi, \phi) \right) \hat{G}_k(q; \phi) + \hat{G}_k(q + p; \phi) \right)
\]

with \(\hat{G}_k(q; \phi)\) given by equation (23).
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immediately obtains the equation (25).

After inserting the above expressions in (C.1) and performing the integral over \( u \), where one expects \( \epsilon = \sigma - 1/3 \), expand in small \( p \) and finally change the integration variable from \( q \) to \( z = q/p \). The outcome at the leading order in \( p \) is then

\[
\begin{align*}
I_{an,1}(p) - I_{an,1}(0) &= -p^{1+2\sigma} \partial_t \hat{R}_k(0) \hat{G}_k(0; \phi) \int_{-\infty}^{+\infty} dz \frac{\sigma^2 z^2}{(z^2 + \frac{1}{4})^{2-\sigma}}, \\
I_{an,2}(p) - I_{an,2}(0) &= -p^{1+2\sigma} \partial_t \hat{R}_k(0) \hat{G}_k(0; \phi) \int_{-\infty}^{+\infty} dz \frac{3\sigma^2 z^2}{(2(z^2 + \frac{1}{4})^{2-\sigma}} \\
I_{an,3}(p) - I_{an,3}(0) &= -p^{1+2\sigma} \partial_t \hat{R}_k(0) \hat{G}_k(0; \phi) \int_{-\infty}^{+\infty} dz \frac{2\sigma^2 z^2}{(z^2 + \frac{1}{4})^{2-\sigma}}.
\end{align*}
\]  

(C.2)

After inserting the above expressions in (C.1) and performing the integral over \( z \), one immediately obtains the equation (25).

Appendix D. Recovering the perturbative result at order \( \epsilon = \sigma - 1/3 \) from the NP-FRG

We studied the NP-FRG flow equations expressed in dimensionless quantities in the vicinity of the boundary value to classical (long-range) behaviour, \( \sigma_l = \frac{1}{3} \). The fixed point should be close to the Gaussian fixed point characterized by \( u_k'' = y_k = 0 \) and \( \delta_k(\varphi, \delta \varphi) = 1 \) (recall that the long-range kinetic part is not renormalized so that \( \eta = 2 - \sigma \)). For \( \sigma = 1/3 + \epsilon \), we expand the functions in powers of the fields,

\[
\begin{align*}
u_k''(\varphi) &= u_{k,2} + \frac{1}{2} u_{k,4} \varphi^2 + O(\varphi^4), \\
y_k(\varphi) &= \frac{1}{2} y_{k,2} \varphi^2 + O(\varphi^4), \\
\delta_k(\varphi, \delta \varphi) &= 1 + \frac{1}{2} (\delta_{k,20} \varphi^2 + \delta_{k,02} \delta \varphi^2) + O(\varphi^4, \delta \varphi^4, \varphi^2 \delta \varphi^2),
\end{align*}
\]  

(D.1)

where one expects \( u_{k,2}, u_{k,4}, y_{k,2}, \delta_{k,20}, \delta_{k,02} \) to be at least of \( O(\epsilon) \) around the fixed point.
Critical behaviour of the random-field Ising model with long-range interactions in one dimension

After inserting the above expressions in the beta function $\tilde{\beta}_{\alpha'}(\varphi)$ obtained from equation (A.1), one finds the following flow equation for the coupling constant $u_{k,4}$:

$$\partial_t u_{k,4} = -3\epsilon u_{k,4} + 36u_{k,4}^2 I_4(u_{k,2}) + O(\epsilon^2)$$  \hspace{1cm} (D.2)

where

$$I_n(u_2) = \frac{1}{2} \int_0^\infty dq \frac{\tilde{\partial} s(q^2) \tilde{p}_0(q)^n}{\pi}$$  \hspace{1cm} (D.3)

with $\tilde{p}_0(q) = [q^\sigma + s(q^2) + u_2]^{-1}$ and $\tilde{\partial} s(q^2) = \sigma s(q^2) - 2q^2 s'(q^2)$. Equation (D.2) admits a nontrivial fixed-point solution $u_4^* = \epsilon/[12I_4(0)] + O(\epsilon^2)$.

Similarly, the flow of $u_{k,2}$ reads

$$\partial_t u_{k,2} = -\sigma u_{k,2} - 4u_{k,4}^2 I_3(u_{k,2}) + O(\epsilon^2),$$  \hspace{1cm} (D.4)

which leads to $u_2^* = -\epsilon I_3(0)/[3\sigma I_4(0)] + O(\epsilon^2)$.

On the other hand, from the beta function for $\delta_k$ and the condition $\partial_t \delta_k(0,0) = 0$, one derives that

$$2\eta - \bar{\eta} = O(\epsilon^2).$$  \hspace{1cm} (D.5)

To derive the $\epsilon$ dependence of the exponent $1/\nu$, one begins from the flow equation for $u_{k,2}$ and perturbs the fixed point by a small constant $k^{-1/\nu} \delta u_2$. By using that $I_3(u_2^* + \delta u_2) \approx I_3(u_2^*) - 3I_4(u_2^*) \delta u_2$ one finds the following linearized equation:

$$-\frac{1}{\nu} \delta u_2 = (-\sigma + \epsilon) \delta u_2 + O(\epsilon^2),$$  \hspace{1cm} (D.6)

which implies, as $\sigma = 1/3 + \epsilon$,

$$\frac{1}{\nu} = \frac{1}{3} + O(\epsilon^2).$$  \hspace{1cm} (D.7)

The above expression for $1/\nu$ is identical to the perturbative result [4].

Finally, we can also derive the expression for the eigenvalue $\lambda$. In the vicinity of the Gaussian fixed point we look for an eigenfunction $f_\lambda(\varphi)$ of the form $f_\lambda(\varphi) = f_{\lambda,0} + (1/2)f_{\lambda,2}\varphi^2 + \cdots$. We find that $f_{\lambda,2} = O(\epsilon^2)$ and the eigenvalue equation then reads

$$\lambda f_{\lambda,0} = (\frac{1}{6} - \epsilon) f_{\lambda,0} + O(\epsilon^2),$$  \hspace{1cm} (D.8)

which leads to

$$\lambda = \frac{1}{6} - \epsilon + O(\epsilon^2).$$  \hspace{1cm} (D.9)

This is the result quoted in the main text.
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