Strong spin depolarization in the ferromagnetic Weyl semimetal Co$_3$Sn$_2$S$_2$: Role of spin-orbit coupling
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Co$_3$Sn$_2$S$_2$ has recently emerged as a ferromagnetic Weyl semimetal. Theoretical investigation of the spin-split bands predicted half metallicity in the compound. Here, we report the detection of a spin-polarized supercurrent through a Nb/Co$_3$Sn$_2$S$_2$ point contact where Andreev reflection is seen to be large, indicating a large deviation from half metallicity. In fact, analysis of the Andreev reflection spectra reveals very small spin polarization at different points with the degree of spin polarization ranging from 20% to 50% at the Fermi level of Co$_3$Sn$_2$S$_2$. Our theoretical calculations of electronic density of states reveal a spin-depolarizing effect near the Fermi energy when the role of spin-orbit coupling is included. The inclusion of spin-orbit coupling also reveals particle-hole asymmetry that explains a large asymmetry observed in our experimental Andreev reflection spectra.
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I. INTRODUCTION

Co$_3$Sn$_2$S$_2$ has recently attracted significant attention due to the presence of a unique ferromagnetic Weyl semimetallic phase [1,2] with possible half metallicity in the compound. The ferromagnetic phase was experimentally measured to appear below 177 K. The band-structure calculations on Co$_3$Sn$_2$S$_2$ reveal the existence of ferromagnetic order along with a band gap for spin minority band at the Fermi level [3]. Support for half metallicity was also obtained from angle-resolved and core-level photo-emission spectroscopy [4] on Co$_3$Sn$_2$S$_2$. Recently, the compound has come under notice again because several experiments indicated a novel topological Weyl phase in Co$_3$Sn$_2$S$_2$. In this context, a large intrinsic anomalous Hall effect [2] was measured in crystals of Co$_3$Sn$_2$S$_2$, where the Weyl fermions provided a dominant contribution to the Hall conductivity. Details of the topological surface Fermi arc states were investigated theoretically [5] in Co$_3$Sn$_2$S$_2$. A giant anomalous Nernst signal [6], much larger than the known ferromagnets, was obtained on the material where it was argued that the enhanced contribution was due to a Berry curvature [7,8] close to the Fermi level. The unique combination of topological Weyl behavior and high spin-polarization may open up new areas of Weyl spintronics. Therefore, investigation of the spin-resolved transport properties of the Fermi surface of Co$_3$Sn$_2$S$_2$ is of utmost importance. While the spin polarization of the spin-split bands of the system was earlier investigated by photoemission spectroscopy, the transport spin polarization of the Fermi surface remains an outstanding problem.

In this paper, we report on the measurement of transport spin polarization in Co$_3$Sn$_2$S$_2$ by spin-resolved point contact Andreev reflection (PCAR) spectroscopy [9–14]. Our measurements show that, contrary to the expectation within band-structure calculations, the transport spin polarization in Co$_3$Sn$_2$S$_2$ is $\sim$50%, not 100%. A detailed analysis of the experimental data and our calculations, including the role of spin-orbit coupling in the compound, reveal a prominent spin-depolarization effect near the Fermi energy driven by spin-orbit coupling, and thus the significantly reduced transport spin polarization is explained.

II. EXPERIMENTAL DETAILS & THEORETICAL BACKGROUND

High-quality single crystals of Co$_3$Sn$_2$S$_2$ were used for the low-temperature experiments presented here. Co$_3$Sn$_2$S$_2$ single crystals were synthesized using the modified Bridgman method [4,15,16]. The crystal structure and phase of the single crystals were determined from the Rietveld refinement of powder x-ray diffraction. The refinement confirms the trigonal crystal structure with space group $R\bar{3}m$ (166). The derived lattice parameters are $a = 5.3686$ Å and $c = 13.1747$ Å. The resistivity measurement of Co$_3$Sn$_2$S$_2$ revealed metallic behavior in the entire temperature range with a small kink observed at 177 K signaling a magnetic transition. The resistivity $\rho(2K)$ is found to be 14 $\mu$Ω-cm with RRR = 35, which implies the good quality of our crystals. Next, we performed a temperature-dependent measurement of magnetization $M$ with $H = 500$ G. Transition to the ferromagnetic phase is again confirmed from the measurement. The derivative of magnetization shows the sharp magnetic transition around 177 K.

All the measurements were done in a liquid helium cryostat equipped with a superconducting vector magnet ($6T$-1T-1T) [16]. For temperature-dependent experiments, a variable temperature insert (VTI) was used, which operates between 1.4 and 300 K. The point-contact spectroscopy [17–19] experiments were performed using a home-built probe based on the...
standard needle-anvil method. The surface of the crystals were polished prior to the point-contact spectroscopy experiments. The point contacts were formed in situ at low temperatures. We carefully chose the ballistic point contacts for analysis and data where critical current-dominated artifacts were identified and rejected. The electronic transport through a ballistic point-contact between a normal metal and a conventional superconductor is dominated by a quantum process called Andreev reflection that involves the reflection of a spin-up (down) electron as a spin-down (up) hole from the interface. Andreev reflection leads to a special kind of nonlinearity in the $I$–$V$ spectrum, which is directly probed in a $dI/dV$ versus $V$ spectrum recorded across such a point contact. The Andreev reflection spectra are traditionally analyzed by a model developed by Blonder, Tinkham, and Klapwijk (BTK) [20,21]. The model assumes a $\delta$-function potential barrier whose strength is characterized by a dimensionless parameter $Z$ which is proportional to the strength of the barrier at the interface. Ideally, for elemental superconductors where the quasiparticle life-time (usually represented by $\Gamma$) is very small, the Andreev reflection spectra can be fitted using two fitting parameters, $Z$ and $\Delta$, the superconducting energy gap. For all nonzero values of $Z$, a $dI/dV$ spectrum shows a double-peak structure symmetric about $V = 0$—this is a hallmark of Andreev reflection.

When the metal in the metal-superconductor point-contact is a ferromagnet with finite spin polarization at the Fermi level, the density of states of the up-spin electrons $|N^\uparrow(E_F)|$ is not equal to the density of states of the spin-down electrons $|N^\downarrow(E_F)|$. Therefore, $|N^\uparrow(E_F)|-|N^\downarrow(E_F)|$ electrons encountering the interface cannot undergo Andreev reflection because they do not find accessible states in the opposite spin band. Therefore, in a point-contact between a ferromagnetic conductor and a conventional superconductor, Andreev reflection is suppressed. Clearly, for a half-metallic ferromagnet, the Andreev reflection is expected to be completely suppressed leading to zero conductance below $V = \pm \Delta/e$, and no features associated with Andreev reflection should appear in a $dI/dV$ versus $V$ spectrum. For nonhalf metals, by measuring the degree of the suppression of Andreev reflection, the spin-polarization of the Fermi level can be measured. To extract the absolute value of the Fermi level spin polarization, first the BTK current is calculated for zero spin polarization ($I_{\text{BTK}_0}$) and 100% spin polarization ($I_{\text{BTK}^\rho}$), respectively. Then the current for an intermediate spin polarization $P_i$ is calculated by interpolation between ($I_{\text{BTK}_0}$) and ($I_{\text{BTK}^\rho}$) following the relation $I_{\text{total}} = I_{\text{BTK}_0}(1 - P_i) + P_i I_{\text{BTK}^\rho}$. The derivative of $I_{\text{total}}$ with respect to $V$ gives the modified Andreev reflection spectrum with finite spin polarization in the nonsuperconducting electrode forming the point contact [22]. This model is traditionally used to analyze the spin-polarized Andreev reflection spectra obtained between a ferromagnetic metal and a superconductor by using four fitting parameters $Z$, $\Delta$, $\Gamma$, and $P_i$. It is to be noted that for a mesoscopic transport experiment, one measures the transport spin polarization ($P_i$), which depends on the spin-dependent Fermi velocities of the electrons. The transport spin polarization is given by $P_i = \langle N^\uparrow v_F^\uparrow \rangle - \langle N^\downarrow v_F^\downarrow \rangle$, where $n = 1, 2$ for ballistic and diffusive regimes, respectively [23].

**FIG. 1.** (a) Resistivity versus temperature plot showing ferromagnetic to paramagnetic transition at Curie temperature $T_c = 177 \text{ K}$. (b) Variation of magnetization with temperature showing field cool and zero field cool curves. (c) Temperature-dependent asymmetric PCAR spectra. (d) Magnetic-field-dependent asymmetric PCAR spectra. The point contact resistance $R_{\text{PC}}$ is 0.88 $\Omega$.

### III. RESULTS & DISCUSSIONS

In Fig. 1, we show a number of differential conductance ($dI/dV$) spectra obtained for a point contact between Co$_3$Sn$_2$S$_2$ and a sharp tip of the conventional superconductor Nb at varying temperatures [Fig. 1(c)] and magnetic fields [Fig. 1(d)] [16]. The two peaks in conductance around $V = 0$ are the peaks due to Andreev reflection. This is surprising since Co$_3$Sn$_2$S$_2$ is known to be a half metallic ferromagnet for which Andreev reflection must be completely suppressed. To note, the conductance at zero-bias is large, confirming substantial Andreev reflection occurring at Co$_3$Sn$_2$S$_2$/Nb interfaces. The spectra systematically evolve with temperature and all the features associated with Andreev reflection disappear around 9 K, the critical temperature of Nb. Similarly the features gradually disappear with increasing magnetic field, as expected.

One may, in principle, argue that the suppression could be due to certain defect-induced inelastic processes going on under the point contacts [24,25]. However, the clear observation of Andreev-reflection-dominated features guarantee that the contacts are in the ballistic (or diffusive) regime and definitely not in the thermal regime where the inelastic scattering leads to contact heating. In the thermal regime, contact heating also causes conductance dips in the spectra due to the dominant contribution of the critical current-dominated $I$–$V$ characteristics of the superconducting electrode. As can be seen in the presented data, our spectra are free from such artifacts.

One important feature of all the spectra is an asymmetry about $V = 0$. This asymmetry is always seen for this system. Above the critical temperature and magnetic field, where the spectral features disappear, the asymmetry persists. As we will show later, this asymmetry stems from an asymmetry in the density of states when spin-orbit coupling is included in the calculation. While in this case, we found an understanding of the asymmetry from the band structure, other sources of asymmetry like a local thermoelectric emf generation cannot
be totally ruled out. However, the asymmetry in this system is surprisingly large and persistent. For the analysis of spin polarization within the modified BTK model, we extracted the symmetric component of spectra [26]. We showed the temperature [Fig. 2(a)] and magnetic field [Fig. 2(b)] evolution of the point contact spectra [16]. The data obtained for each temperature and magnetic field are normalized to the conductance at the highest voltage bias (the normal state). The colored points show the (symmetrized) experimental data and the solid lines show the theoretical fits within the modified BTK model as discussed above (also see Supplemental Material). The measured superconducting energy gap (Δ) is found to be 1 meV, which is smaller than the gap of pristine Nb. This reduction in Δ of Nb can be attributed to the proximity of the ferromagnetic Co3Sn2S2. However, the reduced gap evolves with temperature following the prediction within BCS theory [27,28] [Fig. 2(c)]. Hence, the presence of the Weyl semimetal did not cause a deviation from the conventional nature of superconductivity. Δ also decreases gradually with increasing magnetic field [Fig. 2(d)]. The fittings presented here also provide a quantitative estimate of the intrinsic (Z = 0) transport spin polarization. To find this quantity, we first captured a number of spectra with varying Z and analyzed them. The extracted values of Pr from such analysis were plotted as a function of Z. The extrapolation of that to Z = 0 gives the intrinsic Pr [29]. The intrinsic Pr thus measured is found to be ∼ 50% at lowest temperature and zero magnetic field. For the fittings up to 9 K, Pr was kept constant at its low-temperature value. The distribution of Pr that were used for this analysis is shown in a pie chart [Fig. 3(b)]. As it is seen, for none of the point contacts does the spin polarization approach 100%.

The presence of spin-polarized current in the point contacts is further confirmed by the field angle dependence of resistance of a ballistic point contact. We rotated the magnetic field using a 3-axis vector magnet with respect to the direction of flow of the current through this wire. This kind of angular magnetoresistance (AMR) is usually seen in materials which have surface states with complex spin structure [30,31]. Such two-fold symmetry in AMR is also seen in materials with high spin-orbit coupling. Hence, as far as spin-resolved PCAR experiments are concerned, Co3Sn2S2 is not a half metal and the measured value of spin polarization is far less than 100%.

**IV. BANDSTRUCTURE CALCULATION & ANALYSIS**

It is imperative to understand the possible mechanism that leads to the reduction of spin polarization (spin “depolarization”). To gain understanding on that, we performed electronic structure calculations in the ferromagnetic phase of Co3Sn2S2. The \textit{ab initio} calculation was done using the Vienna \textit{ab initio} Simulation Package (VASP) [32,33,36–38]. The space-group symmetry of Co3Sn2S2 is R3m (166) and can be represented in a hexagonal [34] or a rhombohedral representation [1,2,5] where we used the first one. We used the experimentally obtained lattice parameters [35]. We found a ferromagnetic ground state with the magnetic moment of 0.35 and 0.34 μB/Co [without and with spin-orbit coupling (SOC)], respectively. Our density functional theory (DFT) values of magnetization agrees well with prior DFT calculations [1,2,34] and are also in good agreement with the experimental values of 0.29–0.33μB/Co. Here it should be noted that though the Fermi level spin polarization was dramatically suppressed due to SOC, the magnetization with SOC did not get altered noticeably. This is because the
calculation of the magnetic moment involves averaging over all the filled bands. On the other hand, for transport spin polarization, only the bands crossing the Fermi surface contribute \[15,34\]. We present the calculated band structures and the corresponding density of states (DOS) in Figs. 4(a) and 4(c). Here, we find a large spin splitting of the band structure as well as in the DOS. In this case, it is possible to separate the bands for the two spin states since spin is a good quantum number [Fig. 4(a)].

In Fig. 4(e) we present the computed curve for degree of spin polarization. Here, it is clearly seen that the system is 100% spin polarized at the Fermi level. A lower spin polarization could result due to charge doping, which might cause a shift in chemical potential. If the shift is about 50 meV, then the spin polarization is equal to 50%, the maximum value measured in our experiments. To have even lower spin polarization the chemical potential must shift further and the spin polarization can be completely suppressed for a shift of 100 meV. We indeed measured extremely low values of spin polarization at several points. However, compositional analysis of the crystals did not reveal noticeable deviations from desired stoichiometry at different points that could explain such a shift. Furthermore, since defects are distributed randomly over the sample, statistically speaking, at least some of the points on which PCAR was performed should have shown a spin polarization of 100% if suppression was due to charge doping alone. This warrants the search for an intrinsic source of spin depolarization in Co\textsubscript{3}Sn\textsubscript{2}S\textsubscript{2}.

Spin-orbit coupling is an important intrinsic mechanism that might play a role here. Thus, we performed band-structure calculations including the role of spin-orbit coupling (see Fig. 4) for Co\textsubscript{3}Sn\textsubscript{2}S\textsubscript{2}. In this case, the band structure [Fig. 4(b)] shows similar dispersion features as in the case without the SOC [Fig. 4(a)]. However, since spin is no longer a good quantum number here, spin-resolved bands cannot be extracted. The band structure and the value of the magnetic moment calculated while including SOC agrees well with the previous DFT calculations [34]. We plotted the DOS projected on each of the spin states, as well as on different orbitals as shown in Figs. 4(c) and 4(d). As expected, the low-energy states are dominated by the Co\textsuperscript{d} orbitals. Although the SOC strength of the Co\textsuperscript{d} is often expected to be less, here due to the presence of Sn and S cations and owing to the loss of time-reversal symmetry in the ferromagnetic state, the spin-orbit splitting is enhanced. While the DOS plot without SOC revealed only one spin species is getting populated at the Fermi level [Fig. 4(c)] surprisingly DOS calculated with SOC shows that at the Fermi surface the opposite spin species get equally populated [Fig. 4(d)] making the spin polarization zero [Fig. 4(f)]. In this case, a very small shift in chemical potential, of the order of a few meV, could result in the detection of spin polarization values much lower than 100%, which agrees well with our experimental results. Additionally, calculations with SOC reveal that, while the DOS itself is slightly particle-hole asymmetric, the spin-polarization has, to a great extent, lost this symmetry. This delineates the source of particle-hole asymmetry as observed in the experimentally obtained Andreev reflection spectra.

**V. CONCLUSIONS**

In conclusion, from spin-polarized Andreev reflection spectroscopy on the ferromagnetic Weyl semimetal Co\textsubscript{3}Sn\textsubscript{2}S\textsubscript{2} we show that the transport spin polarization in the system is far less than what is expected for a half metal. In addition, the Andreev reflection spectra are reproducibly asymmetric regardless of the barrier strength. Our calculations reveal that both the key observations, namely the spin depolarization and the anisotropic Andreev reflection spectra, are primarily consequences of spin-orbit coupling. Given that, in spite of a spin-depolarization effect in the low-energy states below the Fermi level, the magnetic moment is large in this system, we may conclude that the magnetic moment comes from the electrons lying at a higher binding energy and thus the magnetization is local in nature.
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