Quantum Friction in Arbitrarily Directed Motion
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Quantum friction, the electromagnetic fluctuation-induced frictional force decelerating an atom which moves past a macroscopic dielectric body, has so far eluded experimental evidence despite more than three decades of theoretical studies. Inspired by the recently finding that dynamical corrections to such an atom’s internal dynamics are enhanced by one order of magnitude for vertical motion – compared to the paradigmatic setup of parallel motion – we generalize quantum friction calculations to arbitrary angles between the atom’s direction of motion and the surface in front of which it moves. Motivated by the disagreement between quantum friction calculations based on Markovian quantum master equations and time-dependent perturbation theory, we carry out our derivations of the quantum frictional force for arbitrary angles employing both methods and compare them.

I. INTRODUCTION

The successful measurement of the Casimir-Polder force by, e.g., Sukenik et al. [1] is one of the rather impressive investigations of the quantum vacuum and how it may be shaped through boundary conditions imposed by macroscopic bodies. As predicted by Casimir and Polder [2], this force between a neutral atom and a polarizable macroscopic object arises from a position dependence in the atom’s Lamb shift introduced by the presence of the body. A few decades after these early works theoreticians have come to agree that there must exist dynamical corrections to both the position-dependent Lamb shift and the resulting Casimir-Polder force when the atom moves parallel to the nearby surface [3, 5]. Various theoretical methods have been employed, including time-dependent perturbation theory [5, 7], quantum master equations [8], generalized non-equilibrium fluctuation-dissipation relations [3, 11], and influence-functional methods [11]. Experimentally, however, such velocity-dependent corrections have eluded confirmation, as they are extremely small and short-ranged. In a recent work [12], dynamical corrections to the internal dynamics, i.e., atomic level shifts and rates, were shown to be significantly larger when the atom moves vertically, rather than parallel to the macroscopic surface. And hence the question arises when the atom moves at constant velocity at a fixed distance from the plate – generalized non-equilibrium fluctuation-dissipation relations can be employed in order to infer the dipole correlations entering the quantum friction force [10]. By doing that, a recent study suggests that, in the asymptotic large time limit, the aforementioned discrepancies in the expressions for that force stem from different forms of the dipole power spectra implied using either approach [19]. The vanishing of the linear order in relative velocity seen in the fluctuation-relation approach is intimately linked to the symmetry of the atomic response function in the frequency domain. This symmetry – more precisely, the Schwartz reflection principle required of any physical response function – is necessarily broken when the Markov approximation is applied, resulting in a non-vanishing linear order of the quantum friction force in atomic velocity.

For the parallel setup – where it is possible to define a non-equilibrium steady state (NESS) in which the atom moves at constant velocity at a fixed distance from the plate – generalized non-equilibrium fluctuation-dissipation relations can be employed in order to infer the dipole correlations entering the quantum friction force [10]. By doing that, a recent study suggests that, in the asymptotic large time limit, the aforementioned discrepancies in the expressions for that force stem from different forms of the dipole power spectra implied using either approach [19]. The vanishing of the linear order in relative velocity seen in the fluctuation-relation approach is intimately linked to the symmetry of the atomic response function in the frequency domain. This symmetry – more precisely, the Schwartz reflection principle required of any physical response function – is necessarily broken when the Markov approximation is applied, resulting in a non-vanishing linear order of the quantum friction force in atomic velocity.

However, for intermediate timescales – that is, the realm of time-dependent perturbation theory and Markovian quantum master equations – and moreover for the case of arbitrarily directed motion studied in this work, it
is not possible to define such a NESS. In the former case, because stationarity is not yet reached, and in the latter because stationarity cannot be reached at all since the atom is continuously approaching (or leaving) the surface. Hence, it is not possible to obtain an exact expression for the dipole spectrum, and therefore it is unclear which of two approaches for the quantum friction force acting upon an arbitrarily moving atom is appropriate, as they may simply apply in different temporal regimes.

We will study the paradigmatic setup of an atom moving next to a planar macroscopic body at zero temperature. The atom is neutral and possesses neither an electric nor a magnetic permanent dipole moment. The charge distribution provided by its constituents, however, is subject to quantum fluctuations which give rise to the atom’s electric polarizability. The electric polarizability of the macroscopic body, which is assumed to be a metal or dielectric, is taken into account effectively through its permittivity $\varepsilon(\omega)$. The field induced by the atomic zero-point dipole fluctuations polarizes the body and thereby leads to the build-up of a mirror charge within it. That is, the field reflected by the surface is equal to a field induced by a fluctuating charge distribution, which for a perfect conductor is identical to the atom’s but of opposite sign and mirrored at the interface. As the atom’s dipole oscillates, the mirror atom’s dipole does as well. Since both undulations are correlated, a finite dipole–dipole interaction emerges and hence an attractive force – the Casimir-Polder force. The direction of the force is given by the axis between the atom and its mirror image. For an atom at rest in front of a plane surface, it points to the ever-present Casimir-Polder force perpendicular to the atom’s motion, while in Section IV we consider an atom moving in arbitrarily directed motion, as will be done in Section V.

The paper is organized as follows. In Section II the common ground for both the Markovian and the perturbative approaches to quantum friction is laid out. Subsequently, in Section III, we develop the Markovian quantum master equation approach to quantum friction in arbitrarily directed motion, while in Section IV we contrast this calculation with time-dependent perturbation theory. Lastly, Section V contains our conclusions.

II. SETUP

As mentioned in the Introduction, we here consider an atom moving in the proximity of a homogeneous, dielectric, half space, $z < 0$, while the atom itself is placed in vacuum at zero temperature. The Hamiltonian of the entire system consists of atomic, field and interaction contributions,

$$\hat{H} = \hat{H}_A + \hat{H}_V + \hat{H}_{AF}$$

$$= \frac{\hat{p}_A^2}{2m_A} + \sum_{n=0}^{\infty} E_n \hat{A}_{nn}$$

$$+ \sum_{\sigma=e,m} \frac{\hbar}{2} \int d\omega \int d\omega' \hat{f}_\sigma^\dagger(r,\omega) \cdot \hat{f}_\sigma(r,\omega)$$

$$- \sum_{mn} \hat{A}_{mn} \hat{d}_{mn} \cdot \hat{E}(r_A).$$

Here, $\hat{p}_A$ is the atom’s center-of-mass momentum operator and the $E_n$ are the atom’s internal eigenenergies. The $\hat{A}_{mn} = |m\rangle \langle n|$ are so-called flip operators which, for $m = n$, project onto the $n^{th}$ eigenstate or, for $m \neq n$, induce transitions from state $|n\rangle$ to $|m\rangle$.

The medium-assisted excitations $\hat{f}_\sigma^\dagger$ result from the quantization of the field in the presence of the bulk medium [14, 16]:

$$\hat{E}(r) = \sum_{\sigma=e,m} \int dr' \int d\omega \sum_{\sigma=e,m} \hat{G}_\sigma(r, r', \omega) \cdot \hat{f}_\sigma(r', \omega) + \text{h.c.}$$

They can be thought of as representing electric (e) or magnetic (m) unit dipoles residing in $r'$ and oscillating at frequency $\omega$, thereby populating the appropriate field mode. They act upon the field’s vacuum state $|\{0\}\rangle$ as

$$\hat{f}_\sigma(r, \omega) |\{0\}\rangle = 0,$$

$$\hat{f}_\sigma^\dagger(r, \omega) |\{0\}\rangle = |1_\sigma(r, \omega)\rangle,$$

and fulfill bosonic commutation relations. The electric and magnetic coefficients,

$$\hat{G}_e(r, r', \omega) = i \frac{\hbar}{2} \sqrt{\frac{\mu_0}{\pi \mu_0}} \varepsilon(r, \omega) G(r, r', \omega),$$

$$\hat{G}_m(r, r', \omega) = i \frac{\hbar}{2} \sqrt{\frac{\mu_0}{\pi \mu_0}} \varepsilon(r, \omega) \nabla \times G(r, r', \omega)^\dagger,$$

FIG. 1. Atom moving next to a surface with velocity $v$ at zero temperature. Its electric dipole $d(t)$ fluctuates about zero, resulting in emission of virtual photons. The atom may, e.g., have emitted a photon at time $t - \tau$ which after reflection is reabsorbed at time $t$. This interaction leads to the Casimir-Polder force $F_{CP}$ attracting the atom towards the surface, as well as a frictional force $F_v$ counter-acting the relative motion.
respectively, derive from the electromagnetic Green’s tensor $\mathbf{G}$. The latter is defined as the formal solution to the homogeneous Helmholtz equation which arises from Faraday’s and Ampère’s law, supplemented by vanishing boundary conditions at $|r - r'| \to \infty$ [16]. The $\mathbf{G}_\sigma$ fulfill the integral relation

$$\sum_\sigma \int ds \mathbf{G}_\sigma(r, s, \omega) \mathbf{G}_\sigma^*(s, r'; \omega) = \frac{\hbar \mu_0 \omega^2}{\pi} \text{Im} \mathbf{G}(r, r' \omega).$$

(10)

Calculating the variance of $\hat{E}$ using this relation and invoking the fluctuation–dissipation theorem reveals that $\mu_0 \omega^2 \mathbf{G}$ is the linear response function of the electromagnetic field. In order to eventually evaluate the force, the Green’s tensor has to be specified according to the geometry and material properties of the bulk medium. We will adhere to a Drude-Lorentz modeled dielectric and the non-retarded limit of the half-space scattering Green’s tensor $[16]$,

$$\mathbf{G}(k, r, r', \omega) = \frac{\rho_0(\omega)\omega^2}{8\pi^2 w^2} \int \frac{\tilde{k}^2}{k} (\mathbf{k} \otimes \mathbf{k}^*) \mathcal{E} |k|^2 \mathcal{E} (|r-r'|-k(z+z')).$$

(11)

It describes the near-field scattering of medium-assisted field excitations of frequency $\omega$ and wave vector $k = (k^||, ik^\perp) = (k^|| \cos \phi, k^|| \sin \phi, ik^\perp)$. The reflection is governed by the Fresnel reflection coefficient $r_\perp(\omega)$ for transverse magnetic radiation of frequency $\omega$, whose non-retarded limit reads

$$r_\perp(\omega) = \frac{\varepsilon(\omega) - 1}{\varepsilon(\omega) + 1}.$$  

(13)

The permittivity entering the reflection coefficient should be local and dispersive for our results to hold.

The last term of the Hamiltonian [11] describes the interaction of atom and field in electric-dipole approximation where the atomic dipole $\mathbf{d}$ has been expanded in the flip-operator basis. The force acting upon the atom is

$$F(t) = \langle \mathbf{d} \cdot \nabla \hat{E}(r_\lambda) \rangle.$$  

(14)

As was already studied in Ref. [13], the force crucially depends on the atom’s trajectory. In the Markovian approach (Section III), the trajectory can be assumed approximately straight and uniform

$$r_\lambda - r'_\lambda \simeq \mathbf{v}_\lambda(t-t'),$$

(15)

on time scales of the field’s auto-correlation time. Within the perturbative approach (Section IV), we will assume that the atom is at rest for times $t < 0$ and that it moves at constant velocity $\mathbf{v}_\lambda = v(\sin \theta, 0, \cos \theta)$ with $v > 0$ for times $t > 0$. This sudden boost trajectory is precisely that used in Ref. [9] in the case of parallel motion. Note that this prescribed uniform motion for $t > 0$ is maintained by an external force counteracting the quantum friction force. For $t < 0$ the atom is located at $r_\lambda(t < 0) = (x_0, y_0, z_0)$ and for $t > 0$ its trajectory is given by

$$r_\lambda(t) = (x_0 + vt \sin \theta, y_0, z_0 + vt \cos \theta).$$

(16)

Note that $\theta = \pm \pi/2$ corresponds to parallel motion, $\theta = \pi$ to vertical motion towards the plane, and $\theta = 0$ indicates vertical motion away from the plane. Trajectories containing, e.g., a continuous acceleration from zero velocity to constant final velocity over a given time interval, have been considered in Ref. [13] for the parallel motion case, and could be analogously implemented for our case of arbitrarily directed motion. However, for simplicity, in this paper we only consider the sudden boost trajectory described above.

III. MARKOVIAN APPROACH

We will first solve the internal dynamics of the atom by means of a Markovian quantum master equation. This then further allows for inferring atomic dipole correlations via the quantum regression hypothesis [17], which can be proven to hold as a theorem for semi-group Markovian processes [18]. The such obtained dipole correlations eventually lead to an evaluable expression of the quantum friction force.

A. Internal Atomic Dynamics

By means of a Born-Oppenheimer type argument, the internal dynamics of the atom can be separated from its center-of-mass motion. That is, it can be solved for an arbitrary but fixed instantaneous position $r_\lambda$ and momentum $p_\lambda$. Subsequently, the force determining the change in this very momentum may be calculated for given internal dynamics. The latter are captured by the time evolution of the flip operators $\hat{A}_{mn}$. In this subsection we solve the corresponding Heisenberg equation, showing that it leads to velocity-dependent rates of spontaneous decay and eigenfrequencies, respectively. Note that the full Hamiltonian includes the field surrounding the atom. This environment will be traced over later on, leading to dissipative dynamics in the first place.

At any point in time, the full Hamiltonian can be decomposed as in [11]. The purely atomic operators $\hat{A}_{mn}$ then commute with the field contribution [3] at equal times, since they live in orthogonal subspaces of the total Hilbert space. The commutator with the atomic Hamiltonian [2] yields the eigenfrequencies as in the absence of the field, while the commutator with the interaction Hamiltonian [4] will lead to the Lamb shift and Einstein rates:

$$\hat{A}_{mn}(t) = i\omega_{mn} \hat{A}_{mn} + \frac{1}{\hbar} [\hat{A}_{mn}(t), \hat{H}_F(t)].$$

(17)

This differential equation may be solved formally and re-substituted into itself ad infinitum. This procedure
results in a Dyson-like expansion based on which one may design a series of approximate solutions \( \hat{A}^{(k)}_{\text{mn}} \), where \( k \) is even, converging towards the exact one as \( k \to \infty \). The \( k^{th} \) element of the above series is of order \( d^k \). Therefore, its dynamics comprise re-absorption of up to \( k/2 \)-fold reflected photons. In the following, multiple reflections by the atom will be neglected. That is, the dynamics will be solved up to an order \( k \) equal to two. Employing the prescription above, one writes

\[
\hat{A}^{(2)}_{\text{mn}}(t) = \hat{A}^{(0)}_{\text{mn}}(t) + \frac{1}{d} \left[ \hat{A}^{(0)}_{\text{mn}}(t), \hat{H}^{(2)}_{\text{AF}}(t) \right], \tag{18}
\]

\[
\hat{H}^{(2)}_{\text{AF}}(t) = - \sum_{m,n} \hat{A}^{(0)}_{\text{mn}}(t) d_{mn} \hat{E}^{(1)}(r_a, t). \tag{19}
\]

Beware that \( \hat{E}^{(1)} \) denotes the free field plus the field induced by an atom described as \( \hat{A}^{(0)}_{\text{mn}} \). Starting from the Heisenberg equation for the \( f_s \) and employing the integral relation \( \eqref{11} \), one arrives at

\[
\hat{E}^{(1)}(r_a, t) = \sum_{s} \int dr \int_0^\infty d\omega \mathbf{G}_s(r_a, r, \omega) \cdot f_s(r, \omega) \tag{20}
\]

\[
+ \frac{\text{Im} \mathbf{G}}{\pi} \sum_{m,n} \int_0^t dt' \int_0^\infty d\omega \omega^2 e^{i\omega mn(t-t')} \times \mathbf{Im} \mathbf{G}(r_a, r'_a, \omega) \cdot d_{mn} \hat{A}^{(0)}_{\text{mn}}(t') + \text{h.c.},
\]

where absence of a time argument indicates initial time \( t_0 \), and primed quantities are evaluated at \( t' \). Substituting the above field into \( \eqref{19} \) makes it apparent that the interaction process taken into account is re-absorption of a reflected, medium assisted, photon that has been emitted by the atom at time \( t' \) in history, i.e., a dipole interaction between \( d(t) \) and \( d(t') \). Each of these reflected photons accumulates a phase \( i\omega mn(t-t') \) as it travels from the place of its creation \( r'_a \) to its destination \( r_a \), where it eventually interferes with others of its kind, according to their respective relative phases. Inserting \( \eqref{20} \) into the normal-ordered vacuum-expectation value of \( \eqref{18} \) leads to the reduced dynamics of the atom’s internal:

\[
\langle \hat{A}^{(2)}_{\text{mn}}(t) \rangle = i\omega mn \langle \hat{A}^{(2)}_{\text{mn}}(0) \rangle
\]

\[
- \sum_{k} [C_{nk}(t) + C_{nk}^*(t)] \langle \hat{A}^{(2)}_{\text{mn}}(t) \rangle, \tag{21}
\]

with the coefficients

\[
C_{nk} = \frac{\omega mn}{2\pi} \int_{t_0}^t dt' \int_0^\infty d\omega \omega^2 e^{-i(\omega - \omega_{kn})(t-t')} \times d_{nk} \cdot \mathbf{Im} \mathbf{G}(r_a, r'_a, \omega) \cdot d_{kn}. \tag{22}
\]

We here employed the fact that in the absence of degenerate and quasi-degenerate dipole-transitions in the atom, the off-diagonal flip-operator dynamics effectively decouple from the diagonal ones as well as from each other due to the orthogonality of non-commensurate oscillations and neglected terms of order \( d^4 \).

Now, the real part of the \( C_{nk} \) renders the rates \( \Gamma_n \) of spontaneous decay of \( |n\rangle \), while their imaginary part delivers the corrections \( \hbar \delta \omega_n \) to the eigenenergy \( E_n \) of the free atom – both stemming from the interaction with the field:

\[
\delta \omega_n = \sum_k \delta \omega_{nk} = \sum_k \text{Im} C_{nk}, \tag{23}
\]

\[
\Gamma_n = \sum_k \Gamma_{nk} = 2 \sum_k \text{Re} C_{nk}. \tag{24}
\]

The \( t' \) integration in \( \eqref{22} \) involves the Green’s tensor via \( r'_a \), and the oscillating exponential describing a field excitation of frequency \( \omega_{kn} \) traveling from \( r'_a \) to \( r_a \). In the spirit of the Doppler effect, the spatial distance between the photon’s origin and destination may equally well be translated into a shift in frequency. Under the conditions of (a) uniform motion on timescales of the field’s autocorrelation time and (b) \( t \) much larger than these times, performing the limit of \( t_0 \to -\infty \), i.e., a Markov approximation, and employing the non-retarded Green’s tensor \( \eqref{11} \) leads to

\[
C^\text{res}_{nk} = \frac{i}{8\pi^2 \hbar \omega_{kn}} \int_0^{2\pi} \int_0^\infty d\phi d^2_k ||k||^2 \epsilon_{nk}^{(2)} r_p(\omega_{nk}) e^{-2k|| z_a \rangle} \langle z_k \rangle, \tag{25}
\]

\[
C^\text{res}_{nk} = \frac{i}{8\pi^2 \hbar \epsilon_{nk}} \int_0^{2\pi} \int_0^\infty d\phi d^2_k ||k||^2 \epsilon_{nk}^{(2)} \omega_{nk} r_p(\xi \xi) e^{-2k|| z_a \rangle} \langle z_k \rangle, \tag{26}
\]

for the resonant and non-resonant contributions to the Heisenberg coefficients \( \eqref{22} \), respectively \( \ref{12} \). Above we have introduced the shorthand notation,

\[
\epsilon^{(2)}_{nk} = d_{nk} \cdot \left( \begin{array}{ccc} \cos^2 \phi & \cos \phi & \sin \phi & -i \cos \phi \\ \cos \phi & \sin \phi & i \sin \phi & \cos \phi \\ i \cos \phi & \cos \phi & i \sin \phi & 1 \\ -i \sin \phi & i \sin \phi & -i \cos \phi & 1 \end{array} \right) \cdot d_{nk}, \tag{27}
\]

and the Doppler-shifted, complex-valued, frequency

\[
\omega_{nk} = \omega_{nk} + i k \parallel (\sin \theta \cos \phi - i \cos \theta). \tag{28}
\]

The Heaviside step function appearing in Eq. \( \eqref{25} \) is understood with respect to the real part of \( \omega_{nk} \). Without loss of generality, the coordinate system was chosen such that the \( y \)-component of the velocity vanishes. The direction of the atomic velocity \( \mathbf{v} \) is hence solely determined by the angle \( \theta \) between \( \mathbf{v} \) and the \( z \)-axis. Depending on \( \theta \), the frequency \( \omega_{nk} \) may be shifted along the imaginary axis, which is unusual. The Doppler effect can be understood as the shortened/lengthened time interval between the passing of two consecutive wave fronts through a certain (and possibly itself moving) observation point in space due to the relative motion of the waves’ source and that very point. In the scenario at hand, the source is the atomic dipole at a time \( t+\tau \) in the past and the observation point is the position of the atom at time \( t \). While in the case of the atom moving parallel to the surface, there are actual wave fronts propagating along the direction of motion, in the case of vertical motion, in the non-retarded regime, only evanescent waves per-petuate along the direction of motion. The latter do
not possess such thing as a wave front and thus the traditional intuition for the Doppler effect does not apply. Just as evanescent waves are characterized by a complex $k$-vector, the Doppler shift we encounter in vertical motion has a component along the imaginary axis. Finally, we emphasize that since we are using the non-retarded form of the Green’s tensor, all the results below will be valid as long as the atom is always within the near-field zone.

The expressions (25) and (26) for the resonant and non-resonant contributions to the internal dynamics of an atom moving in front of a half-space hold for arbitrarily directed atomic motion. However, since they result from a series expansion of convergence radius $v/z_{\text{c}}(t)\omega_{n k}$ (see Ref. [12]) a condition which has to be fulfilled is $v < z_{\text{c}}(t)\omega_{n k}$. The static Casimir-Polder shifts and rates are re-obtained by replacing the primed, i.e., Doppler-shifted, frequencies $\omega'_{n k}$ in (25) and (26) by their bare counterparts $\omega_{n k}$, which is identical to considering only the zeroth order in relative velocity. For finite velocity, the integrals in (25) and (26) can be solved numerically. In the case of parallel motion, due to the rotational symmetry of the setup, shifts and rates only vary quadratically with the atom’s velocity. As for vertical motion, the variation is linear [12]. Therefore, for small velocities the dynamical corrections to the static shifts and rates are significantly larger if the atom moves perpendicularly to the surface.

Since they are needed later on, we will conclude this Section by giving both the decay rate and non-resonant level shift for a ground-state atom as prescribed by the real and imaginary part of (25). In order to match the configuration of the perturbative calculation, the atom is assumed to be a two-level system. Hence, for an isotropic ground state atom,

\begin{align}
\Gamma_0^{(\theta = \frac{\pi}{2})} &= \frac{d^2}{2 \pi^2 \hbar \epsilon_0} \int_0^\infty d\omega \int_0^\infty d^2 k || k || e^{-2k^2 \omega_{\text{c}}} \Im r_p(\omega) \\
&\quad \times \delta(\omega + \omega_{\text{c}} - k || v \cos \phi), \\
\Gamma_0^{(\theta \neq \frac{\pi}{2})} &\approx -\frac{3d^2 v \cos \theta}{8 \pi^2 \hbar \epsilon_0 \omega_{\text{c}}^2(t)} \int_0^\infty d\omega \Im r_p(\omega) \\
&\quad = \frac{3d^2 v \cos \theta}{8 \pi^2 \hbar \epsilon_0 \omega_{\text{c}}^2(t)} \int_0^\infty d\xi \left[ \frac{\xi^2 - \omega_{\text{c}}^2}{(\xi^2 + \omega_{\text{c}}^2)^2} \right] r_p(i\xi), \\
\delta\omega_0 &\approx -\frac{d^2}{8 \pi^2 \hbar \epsilon_0 \omega_{\text{c}}^2(t)} \int_0^\infty d\omega \Im r_p(\omega) \delta(\omega - \omega_{\text{c}}) \\
&\quad = -\frac{d^2}{8 \pi^2 \hbar \epsilon_0 \omega_{\text{c}}^2(t)} \int_0^\infty d\xi \left[ \frac{\omega_{\text{c}}^2}{\xi^2 + \omega_{\text{c}}^2} \right] r_p(i\xi) \\
&\quad \times \left[ 1 - \frac{3}{4} \frac{\xi^2 (\omega_{\text{c}}^2 - 1) (1 + 3 \cos 2\theta)}{(\omega_{\text{c}}^2 + 4\xi^2)^2 z_{\text{c}}^2(t)} \right].
\end{align}

Note that the rates signify a spontaneous excitation of the atom. In the parallel case, however, this process is resonant. Due to the resonance-enforcing Heaviside-$\Theta$ function, the probability for this Cherenkov-type excitation is only finite if the Doppler-shift energy $hv_{\parallel}$ is large enough to bridge the gap between the ground state and first excited state. This imposes a constraint on the parallel projection of the wave vector, namely $k|| > \omega_{\text{c}}/v$. This constraint manifests itself in the exponential of the $k$-space integration in both the rate and the shift and results in an exponential suppression of the motion-induced excitation of a parallelly moving ground-state atom as the speed of the latter approaches zero [13].

Not so in non-parallel motion, where to leading order the excitation rate scales linearly with velocity. Remarkably, as for the non-resonant level shift, the directionality does not change the leading-order power-law in $v$. It scales quadratically with atomic velocity in any case. Lastly, note that for parallel motion the above expressions perfectly coincide with the ones obtained perturbatively in [6, 13] if one recalls that it needs a factor $4\pi\epsilon_0$ in order to translate from SI units (used in our work) to Gaussian units (used in [6, 13]).

B. Casimir-Polder and Friction Force

After having solved the internal atomic dynamics for an arbitrary but fixed atomic center-of-mass velocity, one can now solve the Newtonian dynamics of the atom for arbitrary but fixed atomic transition frequencies and decay rates. The force (14) determining the Newtonian dynamics of the atom can be decomposed into its projection $F_v$ onto the atom’s direction of motion and a component orthogonal to that. While the former decelerates the atom, the latter changes its direction of motion. Since we are interested in a frictional force, we study the gradient $\nabla_v \equiv v \cdot \nabla/v$ of the force along the atom’s velocity. The electric field entering the force (14) was already determined in (20). Inserting it and normally-ordering atom and field operators leads to

\begin{align}
F_v(t) &= \frac{i\mu_0}{\pi} \int_0^\infty d\omega \omega^2 e^{-i\omega t} \\
&\quad \times \nabla_v (d(t) \cdot \Im G^{(1)}(r_n, r_n\prime, \omega) \cdot d(t - \tau)) + \text{h.c.} \label{eq:Newtonian_dynamics}
\end{align}

This clearly shows the dependence of the force on the auto-correlation of the atomic dipole. Within the Markov approximation, one may infer the two-point correlation function needed above via Lax’s quantum-regression hypothesis [17, 18]. It gives

\begin{align}
\langle d(t) d(t - \tau) \rangle &= \sum_{nk} d_{nk} d_{nk} p_n(t) e^{(i\omega_{n k} - \frac{1}{2}(\Gamma_n + \Gamma_n\prime)\tau)} \label{eq:two_point_correlation},
\end{align}

where $p_n(t) \equiv \langle A_{n k}(t) \rangle$ is the population of the atomic state $|n\rangle$. Inserting Eq. (33) into the force (32), and restricting to the non-retarded regime, leads to a decomposition of the friction force into contributions associated with the various energy levels of the atom, each weighted with the population $p_n$ of that level,

\begin{align}
F_v(t) &= \sum_{nk} p_n(t) F_{nk}(t). \label{eq:friction_force}
\end{align}
The summands are given by
\[
F_{nk}(t) = -\frac{1}{4\pi\varepsilon_0} \int_0^\infty d\omega \int_0^{2\pi} d\phi \int_0^\infty dk ||k|| e^{-2||k||\omega_n(t)} d\phi d^2k \times (\omega + \Omega_{kn}) \cos \theta + \frac{1}{3} (\Gamma_n + \Gamma_k) \sin \theta \cos \phi \\frac{1}{(\omega + \Omega_{kn})^2 + \frac{1}{4}(\Gamma_n + \Gamma_k)^2} \operatorname{Im} \eta_p(\omega),
\]
where the capital omega indicates that frequencies include the formerly calculated Casimir-Polder shifts \(\delta \omega_{nk}\),
\[
\Omega_{nk} = \omega_{nk} + \delta \omega_n - \delta \omega_k,
\]
and the primed shifts and rates carry Doppler shifts
\[
\Omega'_{nk} = \Omega_{nk} - vk|| \sin \theta \cos \phi, \quad \Gamma'_{nk} = \Gamma_{nk} - vk|| \cos \theta.
\]

We will now focus on an atom which at time \(t\) is in its ground state, i.e., \(p_n(t) = \delta_n,0\), and only consider its first excited state when calculating the Casimir-Polder and quantum friction force, i.e., \(F_{n1}(t) = F_{01}(t)\). This facilitates the comparison to the perturbative calculations of Section IV. For better readability, we will drop subscripts, that is \(\Omega \equiv \Omega_{10}\) and \(\Gamma \equiv \frac{1}{3}(\Gamma_0 + \Gamma_1)\). The full force acting on the ground-state atom can be split into a resonant term – which stems from the pole in the \(\omega\) integration – and a non-resonant term. This decomposition gives
\[
F_{v_{\text{res}}}(t) = -\frac{1}{4\pi\varepsilon_0} \operatorname{Re} \int_0^{2\pi} d\phi \int_0^\infty dk ||k|| e^{-2||k||\omega_n(t)} d\phi d^2k \times (\cos \theta - i \sin \theta \cos \phi) \eta_p(-\Omega_{\text{res}} - \Gamma'_{\text{res}} \Theta(\omega - \Omega_{\text{res}}),
\]
\[
F_{v_{\text{res}}}(t) = -\frac{1}{4\pi\varepsilon_0} \operatorname{Re} \int_0^{2\pi} d\phi \int_0^\infty dk ||k|| e^{-2||k||\omega_n(t)} d\phi d^2k \times (\cos \theta - i \sin \theta \cos \phi) \int_0^{\infty} d\xi \frac{\Omega' - i\Gamma'}{\Omega' - \Gamma'} + \frac{\pi}{2} \eta_p(i\xi),
\]
respectively. Again, due to the Heaviside-\(\Theta\) function, the resonant force is only finite if the Doppler-shift energy \(\hbar k||\) is large enough to bridge the gap between the ground state and first excited state. The resonant friction force hence stems from a Cherenkov-like excitation of the atom and is exponentially suppressed due to the constraint on \(k||\) imposed by the \(\Theta\) function. We will therefore neglect that term and focus on the non-resonant friction force in the following. The velocity dependence of that non-resonant force is of two-fold nature. The \(v\)-dependence brought about by the Doppler-shifted frequencies \(\Omega'\) and rates \(\Gamma'\) we will call explicit dependence. The velocity dependence \(\delta' C_{nk}\) already included in the non-shifted \(\Omega\) and \(\Gamma\) via the coefficients
\[
C_{nk} = C_{nk|v=0} + \delta' C_{nk},
\]
given in (22), instead, will be referred to as implicit dependence. Eventually, up to linear order in \(v\) the force acting upon the atom reads,
\[
F_v(t) \simeq -\frac{3d^2}{8\pi^2\varepsilon_0\omega_n^{2/3}(t)} \int_0^{\infty} d\omega \operatorname{Im} \eta_p(\omega)(\omega + \Omega + \Gamma)^2 \times (\cos \theta + 2\nu\Gamma(1 + \cos^2 \theta) - \Omega^2)(\omega + \Omega^2 + \Gamma^2)
\]
\[
\times (\cos \theta + 2\nu\Gamma(1 + \cos^2 \theta) - \Omega^2 - \Omega^2 - \Omega^2)(\omega + \Omega^2 + \Gamma^2)
\]
\[
\times (\cos \theta + 2\nu\Gamma(1 + \cos^2 \theta) - \Omega^2)(\omega + \Omega^2 + \Gamma^2) - \delta' C_{01} + \delta' C_{10}) \cos \theta.
\]
The first summand gives the static Casimir-Polder force’s projection onto the direction of motion. The second summand comprises the explicit velocity dependence and the last one stems from the implicit dependence mentioned above.

As an anchor to previous results as well as the perturbative calculations to come, we now start by deducing the static Casimir-Polder force up to order \(d^2\) from the expression (42). This is done by omitting the decay rate as well as the corrections \(\delta \omega_{0}\) to the bare frequency \(\omega_{10}\), and setting the velocity to zero. For an isotropic preparation of the atom, i.e., \(d_z = d_\theta = d_r = d\), this yields
\[
F_{v_{\text{res}}}(t) = -\frac{3d^2}{8\pi^2\varepsilon_0\omega_n^{2/3}(t)} \int_0^{\infty} d\omega \operatorname{Im} \eta_p(\omega)(\omega + \Omega + \Gamma)^2
\]
\[
\times \frac{v\Gamma(1 + \cos^2 \theta)}{\omega_n(t)(\omega + \Omega)^2} - (\delta' C_{01} + \delta' C_{10}) \cos \theta.
\]
The cosine stems from the force’s projection onto the direction of motion. If the atom’s trajectory is chosen such that it moves towards the plane and hence \(\cos \theta < 0\), the projection of the Casimir-Polder force onto the velocity vector is positive, as it should be.

The leading-order-in-\(v\) friction force according to Eq. (42) amounts to
\[
F_{v_{\text{res}}}(t) \simeq \frac{3d^2}{8\pi^2\varepsilon_0\omega_n^{2/3}(t)} \int_0^{\infty} d\omega \operatorname{Im} \eta_p(\omega)(\omega + \Omega + \Gamma)^2
\]
\[
\times (\Omega^2 - 3\epsilon^2)(1 + \cos^2 \theta) - (\delta' C_{01} + \delta' C_{10}) \cos \theta.
\]
Several remarks are in order at this point. First and foremost, note that the above expression is only correct up to order \(d^4\), since the internal dynamics of the atom, entering the force, were only determined up to order \(d^2\). Secondly, the implicit \(v\)-dependence only contributes for non-parallel motion since it is weighted with a factor \(\cos \theta\). Lastly note that, even though the leading-order in \(v\) of the above force is linear, this linear order in velocity is of fourth order in the atomic dipole moment. If only \(d^2\) terms are considered, the friction force vanishes.
to first order of $v$. This is because in this lowest order perturbation theory the rates and implicit velocity dependencies are set identically zero, i.e., $\Gamma_1 = \delta v C_0 = 0$. It can be shown that, on the $d^2$ level for parallel motion, the non-resonant force is strictly zero in all orders of atomic velocity. For any other direction of motion, its leading-order-in-$v$ force on level $d^2$ reads,

$$P_{fr}^{(2)}(t) \simeq \frac{15 d^2 v^2}{16 \pi^2 \epsilon_0 c \omega_0(t)} \int_0^\infty \frac{\omega_0}{(\omega_0^2 - 3\xi^2)} r_p(i\xi) \times (1 + \cos^2 \theta) \cos \theta,$$

and is hence quadratic in the atomic velocity.

This provides us with a first answer to the initial question, whether quantum friction would be qualitatively different for non-parallel motion. Up to second order in coupling the answer is yes. Whereas the $d^2$ force on a parallelly moving atom is exponentially suppressed as we saw above and as it was also previously shown in Ref. [13], a non-parallelly moving atom experiences an unsuppressed Lorentzian whose width is given by the velocity. This force takes the form

$$\text{force which scales quadratic in velocity. This can be easily understood. On } d^2 \text{ level the time-integral entering the force for parallel motion takes the form}$$

$$\text{as illustrated before, this resonance condition enforces a constraint on the wave vector which in turn leads to the exponential suppression. For vertical motion, however, the time-integral entering the } d^2 \text{ friction force reads}$$

$$\text{and for } t > 0 \text{ its distance from the surface varies as } z_A(t) = z_0 + vt \cos \theta \text{. As in the Markovian approach discussed before, we will also assume here that } z_A(t) \text{ is always within the near-field zone, irrespective of whether the atom is moving towards or away from the surface. Hence the electric field operator can be written as [3, 13]}$$

$$\text{IV. TIME-DEPENDENT PERTURBATION THEORY}$$

In this Section we will compute the quantum frictional force on a moving atom at constant velocity in arbitrarily direction motion using time-dependent perturbation theory. We will closely follow the approach used in Refs. [2, 13]. To this end, the mathematical framework sketched in Section [II] is slightly modified. First of all, calculations are now performed in the interaction picture, rather than in the Heisenberg picture. Inspired by the $1s$ and $1p$ states of the hydrogen atom, the lowest quantum states of the atom are now taken to be the ground state $|g\rangle$ and three degenerate excited states written as $|\eta\rangle$. The unit vector $\eta$ is taken from a set $\{\eta\}$ forming an orthonormal and real basis. As before, the bare transition frequency between the levels is $\omega_0$ and the atom interacts with the electromagnetic field through its electric dipole momentum, $\mathbf{d}(t)$. Its nonzero matrix elements in the interaction picture are $\langle g | d(t) | \eta \rangle = \eta d e^{-i\omega_0 0 t}$ and $\langle \eta | d(t) | g \rangle = \eta d e^{i\omega_0 t}$.

As mentioned in Section [II] we assume that for $t < 0$ the atom is static at a distance $z_0$ from the surface, and that for $t > 0$ its distance from the surface varies as $z_A(t) = z_0 + vt \cos \theta$. Here, $\hat{\mathbf{d}}_{k|\omega}^\dagger$, $\hat{\mathbf{d}}_{k|\omega}$ are bosonic annihilation/creation operators (which roughly correspond to the 2D Fourier transform of the $\mathbf{f}_{k}(\mathbf{r}, \omega)$ in Section [II], and $\hat{\psi}_{k|\omega}$ are complex plasmon amplitudes whose modulus squared is $|\langle \psi_{k|\omega} | |^2 = \langle h/(8\pi^2 \epsilon_0 k^3) \rangle \text{Im} r_p(\omega)$. Note that they differ by a factor $\sqrt{4\pi\epsilon_0}$ with respect to the aforementioned references. This is rooted in the use of different unit systems. Here we employ SI units whereas in those references Gaussian units were used.

We assume that the initial state of the system is the atom in its ground state and no photons, i.e. $|\psi(0)\rangle = |g; \text{vac}\rangle$. As in [13], we express the joint atom+field state in a perturbative expansion in the coupling constant $d$. To third order, it is given by

$$|\psi(t)\rangle \simeq \left(1 + c_{0}^{(2)}(t)\right) |g; \text{vac}\rangle + \sum_{\eta} \int d^3 k \left( c_{1}^{(1)}(t) + c_{3}^{(3)}(t) \right) |\eta; \kappa\rangle + \frac{1}{2} \int d^4 k_1 d^4 k_2 c_{2}^{(2)}(t) |g; \kappa_1, \kappa_2\rangle,$$

where $c_n^{(p)}(t)$ denotes the transition amplitudes for states with $n$ photons in the $p$th perturbative order and can
be obtained by using the standard techniques of perturbation theory. We need to compute the state to third order in order to evaluate the fourth order in the coupling. Above we have used the compact notation
\[ \kappa = \{ k^\dagger, \omega \} \], and the integrals
\[ \int d^3k = \int d^3k \int_0^\infty dw \].

The expectation value in the state \( |\psi(t)\rangle \) of the force operator along the direction of motion, \( \vec{F}_v = \mathbf{v} \cdot \vec{F} / v = \sin \theta \vec{F}_x + \cos \theta \vec{F}_z \), is given by
\[ F_v(t) = 2Re \sum_n \left\{ \int d^3k \langle g; vac | \hat{F}_v | \eta; k \rangle \times \left( c^{(1)}_1(t) + c^{(2)*}_0(t) c^{(1)}_1(t) + c^{(3)}_1(t) \right) + \frac{1}{2} \int d^3k d^3k_1 d^3k_2 \langle \eta; k | \hat{F}_v | g; k_1, k_2 \rangle c^{(1)*}_1(t) c^{(2)}_0(t) \right\}, \]
valid to fourth order in the coupling. The relevant matrix elements of the interaction Hamiltonian are
\[ \langle g; vac | \hat{H}_{AF} | \eta; k \rangle = i d(\eta \cdot k) \psi_\eta \]
\[ \times e^{-i(\omega_0 + \omega) t + ikk_1^\dagger (t) - k} z_\eta(t), \]
\[ \langle \eta; k | \hat{H}_{AF} | g; k_1, k_2 \rangle = i d(\eta \cdot k) \psi_\eta \]
\[ \times e^{i(\omega_0 - \omega_1) t + ikk_1^\dagger (t) - k} z_\eta(t), \]
\[ + (1 \leftrightarrow 2), \]
\[ \psi = \psi_\eta \]
\[ \times e^{i(\omega_0 - \omega_1) t + ikk_1^\dagger (t) - k} z_\eta(t), \]
where \( \delta^3(k - k_1) = \delta^2(k^\dagger - k_1^\dagger) \delta(\omega - \omega_1) \). The relevant matrix elements of the force operator are easily computed. We obtain
\[ \langle g; vac | \hat{F}_v | \eta; k \rangle = -idk k^\dagger(\eta \cdot k) f_{\phi\theta} \psi_\eta \]
\[ \times e^{-i(\omega_0 + \omega) t + ikk_1^\dagger (t) - k} z_\eta(t), \]
\[ \langle \eta; k | \hat{F}_v | g; k_1, k_2 \rangle = -idk k^\dagger(\eta \cdot k_1) f_{\phi\theta} \psi_\eta \]
\[ \times e^{i(\omega_0 - \omega_1) t + ikk_1^\dagger (t) - k} z_\eta(t), \]
\[ + (1 \leftrightarrow 2), \]
where \( f_{\phi\theta} = -\cos \theta + i \sin \theta \cos \phi \).

### A. Internal Atomic Dynamics

We now compute the relevant transition amplitudes \( c^{(n)}_n(t) \) necessary to evaluate the force to fourth order in perturbation theory. The coefficient \( c^{(1)}_1(t) \) is given by
\[ c^{(1)}_1(t) = -\frac{i}{\hbar} \int_0^t dt' \langle \eta; k | \hat{H}_{AF}(t') \rangle | g; vac \rangle \]
\[ \times e^{i(\omega_0 + \omega') t - 1}. \]
where we have defined the complex frequency
\[ \omega' = \omega - v k^\dagger \cos \phi \sin \theta + i v k^\dagger \cos \theta, \]
and \( r_0 = (x_0, y_0) \).

The coefficient \( c^{(2)}_2(t) \) is given by
\[ c^{(2)}_2(t) = -\frac{i}{\hbar^2} \sum_n \int d^3k \int_0^t dt' c^{(1)}_1(t') \langle g; k_1 k_2 | \hat{H}_{AF}(t') | \eta; k \rangle \]
\[ \times \frac{d^2(k_1 \cdot k_2) \psi_\eta^* \psi_\eta \cdot v - i(v k^\dagger + k^\dagger v) \cdot r_0 - (k^\dagger + k^\dagger v) z_\eta e^{-i(v k^\dagger + k^\dagger v) z_\eta}}{\hbar^2} \]
\[ \times e^{-i(\omega_0 + \omega) t - 1} \left( \frac{1}{\omega_1 + \omega_2} + \frac{1}{\omega_0 + \omega_1 + \omega_2} \right) \]
\[ + e^{-i(\omega_0 - \omega_1) t - 1} \left( \frac{1}{\omega_0 - \omega_1 + \omega_2} + \frac{1}{\omega_0 + \omega_1 + \omega_2} \right), \]
with the separately shifted frequencies
\[ \omega_j = \omega_j - v k^\dagger \cos \phi \sin \theta + i v k^\dagger \cos \theta. \]

The coefficient \( c^{(2)}_0(t) \) is given by
\[ c^{(2)}_0(t) = -\frac{i}{\hbar} \sum_n \int d^3k \int_0^t dt' c^{(1)}_1(t') \langle g; vac | \hat{H}_{AF}(t') | \eta; k \rangle \]
\[ \times \frac{d^2(k_1 \cdot k_2) \psi_\eta^* \psi_\eta \cdot v - i(v k^\dagger + k^\dagger v) \cdot r_0 - (k^\dagger + k^\dagger v) z_\eta e^{-i(v k^\dagger + k^\dagger v) z_\eta}}{\hbar^2} \]
\[ \times \left( \frac{1}{\omega_0 + \omega} - 1 \right) \frac{1}{\omega_0 + \omega}. \]

This coefficient involves the energy shift of the state \( |g; vac\rangle \) and the rate for the process \( |g; vac\rangle \rightarrow |\eta; k\rangle \).

In the limit \( k||v||t \ll 1 \) (small times or small velocities), the first term within the square brackets grows as \( t \), while the second one is subleading in time (it is a sum of an modulated oscillatory function plus a time-independent term). We can then approximate \( c^{(2)}_0(t) \) as
\[ c^{(2)}_0(t) \approx -\frac{it}{\hbar} \delta E_g - t \Gamma_g / 2, \]

and hence \( 1 + c^{(2)}_0(t) \approx \exp\left[-\frac{it}{\hbar} \delta E_g - t \Gamma_g / 2 \right] \), where \( \delta E_g \) is the energy shift and \( \Gamma_g \) is the rate. Performing a further expansion of the integrand in \( k||v||t \) in powers of \( k||v||t \) and carrying out the momentum integration, we obtain
\[ \delta E_g \approx -\frac{2d^2}{\text{Im} \rho(\omega) \text{Im} \rho(\omega)} \int_0^\infty \frac{d \omega}{8 \pi^2 \omega} \frac{\text{Im} \rho(\omega)}{\omega_0} \left( 1 - \frac{3}{4} \frac{\omega^2}{\omega_0^2} \right), \]

and
\[ \Gamma_g \approx -\frac{3d^2}{\text{Im} \rho(\omega) \text{Im} \rho(\omega)} \int_0^\infty \frac{d \omega}{8 \pi^2 \omega} \frac{\text{Im} \rho(\omega)}{\omega_0}. \]

These equations for the shift and rate coincide with Eqs. (52) and (53) obtained in the Markovian approach, with the slight difference that in the latter the instantaneous height \( z_\eta(t) \) rather than the initial height \( z_0 \) appears.
We note that the rate vanishes for parallel motion, consistent with the exponentially small rate found in the perturbative approach for parallel motion studied in Refs. [6, 13].

Finally, we compute the $c_{1}^{(3)}(t)$ coefficient, which we express as a sum of two contributions $c_{1}^{(3)}(t) = c_{10}^{(3)}(t) + c_{12}^{(3)}(t)$. The subscript 0 in the first term denotes contributions from the vacuum, and the subscript 2 in the second term denotes those from the two-photon sector. They are respectively given by

\[
c_{10}^{(3)}(t) = -\frac{1}{\hbar} \int_{0}^{t} dt' c_{0}^{(2)}(t') \langle \eta; \kappa | \hat{H}_{AF}(t') | g; \text{vac} \rangle \quad (64)
\]

and

\[
c_{12}^{(3)}(t) = \frac{i}{\hbar} \int d^3 \kappa_{1} d^3 \kappa_{2} \int_{0}^{t} dt' c_{2}^{(2)}(t') \langle \eta; \kappa | \hat{H}_{AF}(t') | g; \kappa_{1} \kappa_{2} \rangle \quad (65)
\]

and

B. Casimir-Polder and Friction Force: 2nd Order

The first non-vanishing contribution to the force is second order in the coupling, and is given by the term in Eq. (60) containing only the $c_{1}^{(1)}(t)$ coefficient. We obtain

\[
F_{v}^{(2)}(t) = 2 \text{Re} \sum_{\eta} \int d^3 \kappa (g; \text{vac} | \hat{F}_{v} | \eta; \kappa | c_{1}^{(1)}(t) \rangle \quad (66)
\]

\[
= \frac{d^2}{2 \pi^2 \epsilon_0} \int_{0}^{\infty} d\omega \int d^2 k |k| e^{-2|k| \xi(t)} \text{Im} \rho_{p}(\omega) \times \text{Re} \left[ \frac{1}{\omega + \nu} \left( 1 - e^{-i(\omega + \nu - v) t} \right) \right].
\]

The second term within the square brackets leads to a modulated oscillatory contribution to the force, and averages out to zero after time averaging. The first term, on the other hand, gives a non-vanishing contribution, and its explicit form can be evaluated in the low-velocity limit. To this end, it is convenient to introduce the dimensionless variables $s = k\zeta(t)$ and $n = v/\zeta(t) (\omega_{10} + \omega)$. Then the force is re-written as

\[
F_{v}^{(2)}(t) = -\frac{d^2}{2 \pi^2 \epsilon_0} \int_{0}^{\infty} d\omega \frac{\text{Im} \rho_{p}(\omega)}{\omega_{10} + \omega} \times \int_{0}^{2\pi} d\phi \int_{0}^{\infty} ds \frac{s^3 e^{-2s (1 - 2ys \cos \phi \sin \theta)}}{(1 - ys \cos \phi \sin \theta)^2 + (ys \cos \theta)^2}.
\]

In the adiabatic regime $n \ll 1$ in which the characteristic frequency of the motion $v/\zeta(t)$ is much smaller than the atom’s transition frequency $\omega_{10}$, we can express the force as the sum of two contributions $F_{v}^{(2)}(t) = F_{CP}^{(2)}(t) + F_{fr}^{(2)}(t)$, where

\[
F_{CP}^{(2)}(t) = -\frac{3d^2}{8 \pi^2 \epsilon_0} \int_{0}^{\infty} d\omega \frac{\text{Im} \rho_{p}(\omega)}{\omega_{10} + \omega}
\]

and

\[
F_{fr}^{(2)}(t) = \frac{3d^2}{8 \pi^2 \epsilon_0} \int_{0}^{\infty} d\xi \frac{\omega_{10}}{\omega_{10} + \xi^2} r_{p}(\xi) \quad (68)
\]

is the projection of the standard Casimir-Polder force along the direction of the motion, evaluated at the instantaneous position of the atom. In the last step we have Wick-rotated to imaginary frequencies $\omega \rightarrow i\xi$. This perturbative result perfectly coincides with the expression obtained via the Markovian approach. Note that for parallel motion ($\theta = \pi/2$) this projection is zero, as expected, since the drag force is orthogonal to the Casimir-Polder force. Also note that for vertical motion ($\theta = 0, \pi$), $F_{CP}^{(2)}(t)$ changes sign, which is simply due to the change of sign of the velocity vector. The other force term $F_{fr}^{(2)}(t)$ is given by

\[
F_{fr}^{(2)}(t) = \frac{15d^2 v^2 \cos \theta (1 + \cos^2 \theta)}{16 \pi^2 \epsilon_0 (\zeta_1^{(1)2}(t))} \int_{0}^{\infty} d\omega \frac{\text{Im} \rho_{p}(\omega)}{(\omega_{10} + \omega)^2}
\]

and

C. Casimir Polder and Friction Force: 4th Order, via Vacuum

We now compute the next order of the force, which is fourth-order in the coupling. To this end, we follow an approach similar to the one described in Appendix C of Ref. [13]. We first consider the part involving the mixed amplitude $c_{0}^{(2)+}(t)c_{1}^{(1)}(t)$ in Eq. (60) and the part of
\( c_{1,0}^{(3)}(t) \) going via vacuum, Eq. (43). Integrating by parts and using Eq. (56), \( c_{1,0}^{(3)}(t) \) can be written as

\[
c_{1,0}^{(3)}(t) = c_{0}^{(2)}(t) c_{1}^{(1)}(t) - \frac{id(\eta \cdot k) \psi_{0}^{*}}{\hbar(\omega_{10} + \omega')} c_{0}^{(2)}(t) e^{-ik \parallel r_{0} - k \parallel z_{0}}
\]

\[
+ \left(-\frac{1}{\hbar} \delta E_{g} + \frac{\Gamma_{g}}{2} \right) \frac{d(\eta \cdot k) \psi_{0}^{*}}{\hbar(\omega_{10} + \omega')} e^{-ik \parallel r_{0} - k \parallel z_{0}} \times [e^{i(\omega_{10} + \omega') \tau} - 1].
\]

Combining the first term above with \( c_{0}^{(2)}(t) c_{1}^{(1)}(t) \) results in \( -\Gamma_{g} c_{1}^{(1)}(t) \), and then the corresponding fourth-order force is

\[
F_{v,0}^{(4)}(t) = -\Gamma_{g} F_{v}^{(2)}(t),
\]

(71)

which, when combined with the force at second order \( F_{v}^{(2)}(t) \), represents a loss of probability in the ground state. The subscript 0 in \( F_{v,0}^{(4)}(t) \) denotes contributions from the vacuum. The contribution to the force of the second term in (70) is

\[
-\frac{d^{2}}{2\pi^{3} \hbar \epsilon_{0}} \int_{0}^{\infty} d\omega \text{Im}r_{p}(\omega) \int d^{2}k \parallel k \parallel^{2} e^{-2k \parallel z_{0} - k \parallel v t \cos \theta}
\]

\[
\times \text{Re} \left[ \frac{f_{x} \theta}{\omega_{10} + \omega'} \left( \frac{it \hbar}{\delta E_{g} + t \frac{\Gamma_{g}}{2}} e^{-i(\omega_{10} + \omega - k \parallel \cos \phi \sin \theta) \tau} \right) \right],
\]

(72)

This is a modulated oscillatory function of time, and vanishes after time-averaging. The contribution to the force of the third term in (70) is

\[
\int_{0}^{\infty} d\omega \text{Im}r_{p}(\omega) \int d^{2}k \parallel k \parallel^{2} e^{-2k \parallel z_{0} \tau(t)}
\]

\[
\times \text{Re} \left( \frac{1}{\hbar} \delta E_{g} + t \frac{\Gamma_{g}}{2} \right) \left( \frac{f_{x} \theta}{\omega_{10} + \omega'} \right) \right) + \text{m.o.t.},
\]

(73)

where "m.o.t." denotes modulated oscillatory terms – similar to the ones appearing in (72) – that vanish after time-averaging. In order to evaluate (73), we re-write the second line in the dimensionless variables \( s = k \parallel z_{0} \tau(t) \) and \( v = \omega/(\omega_{10} + \omega') \) introduced above, and perform an expansion in powers of velocity. To order \( v^{0} \), we obtain a \( d^{4} \)-correction to the Casimir-Polder force (68),

\[
F_{CP}^{(4)}(t) = \frac{3d^{4} \delta E_{g}(0) \cos \theta}{8\pi^{3} \hbar \epsilon_{0} \omega_{10}^{2}(t)} \int_{0}^{\omega_{10}^{2}(t)} \frac{\text{Im}r_{p}(\omega)}{(\omega_{10} + \omega')^{3}}.
\]

(74)

where \( \delta E_{g}(0) \) is the velocity-independent term of the shift \( \delta E_{g} \) defined in (62). Note that this correction identically vanishes for parallel motion. To order \( v^{1} \), we obtain a \( d^{4} \)-correction to the friction force (69),

\[
F_{fr}^{(4)}(t) = -\frac{3d^{2} \Gamma_{g} v(1 + \cos^{2} \theta)}{8\pi^{3} \hbar \epsilon_{0} \omega_{10}^{2}(t)} \int_{0}^{\omega_{10}^{2}(t)} \frac{\text{Im}r_{p}(\omega)}{(\omega_{10} + \omega')^{3}}.
\]

(75)

Recalling the definition of the rate \( \Gamma_{g} \) in (68), we conclude that \( F_{fr}^{(4)}(t) \) goes as \( v^{2} \) and vanishes for parallel motion.

D. Casimir Polder and Friction Force: 4th Order, via Two Photons

The final piece for the fourth order force contains two contributions. One arises from the part of \( c_{1}^{(3)}(t) \) that involves the two-photon sector, i.e., \( c_{1}^{(3)}(t) \) in Eq. (55), and another one from the coherence between the one- and two-photon sectors, last term in Eq. (50). We denote them by \( F_{v,2}^{(4)[03]}(t) \) and \( F_{v,2}^{(4)[12]}(t) \), respectively, and we compute them separately. The subscript 2 in \( F_{v,2}^{(4)}(t) \) denotes contributions from the two-photon sector. They read

\[
F_{v,2}^{(4)[03]}(t) = \frac{d^{4}}{4\pi \epsilon_{0} \hbar^{3}} \text{Re} \int d^{3}k_{1} d^{3}k_{2} |k_{1} \cdot k_{2}|^{2} |\psi_{1}^{*}||\psi_{2}^{*}|
\]

\[
\times e^{-2(k_{1} \parallel + k_{2} \parallel \tau(t))} \left( \frac{k_{1}^{*} F_{0} \phi}{\omega_{10} + \omega_{2}^{2} + 2i k_{2}^{*} \cos \theta} + (1 \leftrightarrow 2) \right)
\]

\[
\times \frac{1}{\omega_{10} + \omega_{2}^{2}} + (1 \leftrightarrow 2) + \text{m.o.t.},
\]

(76)

and

\[
F_{v,2}^{(4)[12]}(t) = \frac{d^{4}}{4\pi \epsilon_{0} \hbar^{3}} \text{Re} \int d^{3}k_{1} d^{3}k_{2} |k_{1} \cdot k_{2}|^{2} |\psi_{1}^{*}||\psi_{2}^{*}|
\]

\[
\times e^{-2(k_{1} \parallel + k_{2} \parallel \tau(t))} \left( \frac{k_{1}^{*} F_{0} \phi}{\omega_{10} + \omega_{2}^{2}} + (1 \leftrightarrow 2) \right)
\]

\[
\times \frac{1}{\omega_{10} + \omega_{2}^{2}} + (1 \leftrightarrow 2) + \text{m.o.t.},
\]

(77)

The modulated oscillatory terms (m.o.t.) contributions vanish after time-averaging, and we will discard them in the following. Note that the two equations above have the same structure, except for the bracket in the second line of each of them. Defining their sum as \( \Sigma^{(4)}(t) = F_{v,2}^{(4)[03]}(t) + F_{v,2}^{(4)[12]}(t) \), we obtain

\[
\Sigma^{(4)}(t) = \frac{d^{4}}{4\pi \epsilon_{0} \hbar^{3}} \text{Re} \int d^{3}k_{1} d^{3}k_{2} |k_{1} \cdot k_{2}|^{2} |\psi_{1}^{*}||\psi_{2}^{*}|
\]

\[
\times e^{-2(k_{1} \parallel + k_{2} \parallel \tau(t))} \left( \frac{1}{\omega_{10} + \omega_{2}^{2}} + (1 \leftrightarrow 2) \right)
\]

\[
\times \left( \frac{k_{1}^{*} F_{0} \phi}{\omega_{10} + \omega_{2}^{2} + 2i k_{2}^{*} \cos \theta} + \frac{1}{\omega_{10} + \omega_{2}^{2}} \right) + (1 \leftrightarrow 2) \right).
\]

(78)

In order to evaluate Eq. (78), we proceed as in the previous subsections, and define variables \( y_{1} = v/(z_{1}(t)(\omega_{10} + \omega_{1}) \) and \( y_{2} = v/(z_{2}(t)(\omega_{10} + \omega_{2}) \), and perform an expansion in powers of \( y_{1} \) and \( y_{2} \). The calculations are quite cumbersome, and here we only report the main results. To lowest order in velocity (i.e. terms proportional to \( y_{1}^{0} y_{2}^{0} \), we obtain

\[
\Sigma^{(4)}(t) = -\frac{3d^{4}}{128\pi^{3} \hbar \epsilon_{0} \omega_{10}^{2}(t)} \int_{0}^{\omega_{10}^{2}(t)} \frac{\text{Im}r_{p}(\omega) \text{Im}r_{p}(\omega_{2})}{(\omega_{10} + \omega_{1})^{2}(\omega_{10} + \omega_{2})^{2}}.
\]

(79)
We summarize our results for the motion-induced corrections to both the internal dynamics – energy level and rate of transition – of a ground-state atom and the Casimir-Polder force that acts upon that atom in Table I. In this table, non-parallel motion is represented by its extreme, i.e., perfectly vertical motion of the atom towards the surface. The results for such motion are contrasted with the ones for the parallel scenario. In both cases, the Markovian approach and time-dependent perturbation theory agree concerning leading order dynamical corrections to level shifts (compare Eqs. (31) and (32)) and decay rates (compare Eqs. (29), (30) and (63)). Note that the Markovian approach predicts an exponentially small parallel rate, while this rate is identically zero in the perturbative approach. Regarding the quantum frictional force, both approaches agree to second order in the atom-field coupling. For example, they both predict a vanishing force for parallel motion, and a $v^2$ scaling for vertical motion (compare Eqs. (15) and (69)). In contrast, the two approaches differ to fourth order in the coupling, irrespective of the direction of motion. For example, within the Markovian approach the force is always linear in $v$ for all directions, while according to time-dependent perturbation theory the friction force undergoes a qualitative change from a $v^3$ behavior for parallel motion and a $v^2$ scaling for vertical motion instead.

As explained in more detail in the introduction, at this point in time we cannot decide whether any of the two results is flawed – and if so, for which reason – or whether they merely apply to different temporal regimes. Both the Markovian and the perturbative approach rely on approximations which restrict their respective applicability. The Markov approximation presupposes exponential decay of both one- and two-point expectation values on all timescales, which in turn implies perfectly Lorentzian power spectra of all observables. This restricts the realm of validity of the such obtained results in twofold manner: firstly, the Markovian results only apply to a spectral range near atomic and surface plasmon resonances and secondly, as a consequence, only apply to timescales smaller than those where algebraic decay sets in. More interesting when comparing to perturbation theory, however, is the fact that the Markovian results also do not apply to timescales shorter than the electromagnetic field’s auto-correlation time. It is on this timescale that memory effects lead to transient behavior which is not resolved when applying the Markov approximation. These short times – fractions of the atomic excited state’s lifetime – though, are the domain of time-dependent perturbation theory. Therefore, one need not be surprised if Markovian and perturbative results for both the internal dynamics of the atom and the quantum friction force do not agree. However, it would be desirable to map out the transition from one regime to the other or verify the respective results by means of a third theoretical method or experiment.

Finally, be reminded that the facilitation of quantum friction force measurements – which as of now are far out of reach – was the original motivation for this work. Inspired by the findings that motion-induced corrections to the internal dynamics of a vertically moving atom exceed the ones obtained for the parallel-motion scenario by an order of magnitude [12], we set out to study whether such qualitative changes may likewise be found for the

|              | Markov                      | Perturbation                     |
|--------------|-----------------------------|----------------------------------|
| $\parallel$ shift | $\frac{v}{\omega_{10} A}$ $^2$ | $\frac{v}{\omega_{10} A}$ $^2$ |
| $\perp$ shift | $\frac{v}{\omega_{10} A}$ $^2$ | $\frac{v}{\omega_{10} A}$ $^2$ |
| $\parallel$ rate | $\exp(\text{small})$ | 0                               |
| $\perp$ rate | $\frac{v}{\omega_{10} A}$ $^2$ | $\frac{v}{\omega_{10} A}$ $^2$ |
| $\parallel$ force $d^2$ | $\exp(\text{small})$ | 0                               |
| $\perp$ force $d^2$ | $\frac{v}{\omega_{10} A}$ $^2$ | $\frac{v}{\omega_{10} A}$ $^2$ |
| $\parallel$ force $d^4$ | $\frac{v}{\omega_{10} A}$ | $\frac{v}{\omega_{10} A}$ $^3$ |
| $\perp$ force $d^4$ | $\frac{v}{\omega_{10} A}$ | $\frac{v}{\omega_{10} A}$ $^2$ |

TABLE I. Comparison of the motion-induced corrections to both the internal dynamics of a ground-state atom moving in front of a macroscopic body and the Casimir-Polder force that acts upon that atom. The table gives the scaling of shifts, rates and forces with increasing atomic speed $v$, bare atomic transition frequency $\omega_{10}$, atom-surface separation $z_A$ and atomic rate of spontaneous decay $\Gamma_1$. Here perpendicular ($\perp$) refers to an atom moving towards the body. The results obtained via Markovian quantum master equations (“Markov”) and time-dependent perturbation theory (“Perturbation”) agree for the level shift and rate, as well as the $d^2$ level friction force, but differ for the $d^4$ friction force.

The subscript 0 in $\Sigma^{(4)}_0(t)$ denotes zero-order in velocity. Hence, $\Sigma^{(4)}_0(t)$ is a correction to the Casimir-Polder force [85], coming from processes concerning the emission or absorption of two photons. The linear-in-velocity force (arising from terms proportional to $y_1^0 y_2^0$ and $y_1^1 y_2^0$) vanishes identically, i.e. $\Sigma^{(4)}_0(t) = 0$. The next non-vanishing order is quadratic in velocity (it arises from terms proportional to $y_1^0 y_2^1$, $y_1^1 y_2^1$, and $y_1^1 y_2^2$), and the resulting force is $\Sigma^{(2)}_2(t) \propto v^2 \cos \theta/\gamma_1(t)$ (the prefactor is a complicated integral over $\omega_1$ and $\omega_2$, and we do not report it here). Note that for parallel motion ($\theta = \pi/2$) both $\Sigma^{(4)}_0(t)$ and $\Sigma^{(4)}_2(t)$ are zero, and the first non-vanishing term is proportional to $v^3$, in agreement with the result found in Ref. [13].

V. CONCLUSIONS

We summarize our results for the motion-induced corrections to both the internal dynamics – energy level and rate of transition – of a ground-state atom and the Casimir-Polder force that acts upon that very atom in Table I.
quantum friction force. After all, the physics leading to both phenomena is identical. Looking at the results summarized in Table I, we can conclude that there are indeed qualitative changes in the velocity dependence of the force when changing from parallel to vertical relative motion of the atom. While up to second order in the atom-field coupling, the quantum friction force is exponentially small for parallel motion, it is found to scale quadratic with relative velocity in the vertical case. Moreover it is consistently found to do so in both the Markovian and the perturbative approach. If considering the terms of fourth order in coupling as well, the Markovian approach only predicts a change in the numerical prefactor of the force when changing from parallel to vertical motion, whereas time-dependent perturbation theory suggests indeed an increase by one order of magnitude. However, we must recognize that even for extremely confident parameter estimates such as $v = 10^3 \text{ m/s}$, $\omega_0 = 10 \text{ THz}$, $\Gamma_1 = 10^9 \text{ s}^{-1}$ and $z_A = 1 \text{ nm}$, the best-case-scenario, that is in case of the largest prediction for the quantum friction force among the ones given in Tab. I

$$F_{\text{fric}} \propto \left( \frac{v}{\omega_0 z_A} \right)^2 F_{\text{CP}},$$

the friction force only amounts to about 1% of the static Casimir-Polder force and thereby continues to elude detection.
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