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Abstract

Rule-based models have been successfully used to represent different aspects of the COVID-19 pandemic, including age, testing, hospitalisation, lockdowns, immunity, infectivity, behaviour, mobility and vaccination of individuals. These rule-based approaches are motivated by chemical reaction rules which are traditionally solved numerically with the standard Gillespie algorithm proposed in the context of molecular...
dynamics. When applying reaction system type of approaches to epidemiology, generalisations of the Gillespie algorithm are required due to the time-dependency of the problems. In this article, we present different generalisations of the standard Gillespie algorithm which address discrete subtypes (e.g., incorporating the age structure of the population), time-discrete updates (e.g., incorporating daily imposed change of rates for lockdowns) and deterministic delays (e.g., given waiting time until a specific change in types such as release from isolation occurs). These algorithms are complemented by relevant examples in the context of the COVID-19 pandemic and numerical results.
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1 Introduction

This paper discusses generalisations of the Gillespie algorithm, an algorithm which was originally designed for chemical reaction systems. The generalisations are triggered by the wish to apply a reaction system type of approach to epidemiology, a choice that is often done, even unconsciously, due to the simple analogy of the infection process with a chemical reaction. However, the important reason why generalisations of the Gillespie algorithm are necessary is already deeply rooted in the history of mathematical modelling, where time-dependent problems are, in a majority of cases, modelled by ordinary differential equations (ODE), and in that class of models, by so-called mass-action systems. Roughly speaking, a mass-action system can be characterised by the rate of change of concentrations of an entity being proportional to the concentration of entities needed to assemble or change it during collision events. Using mass-action systems in modelling is very helpful, as the whole arsenal of methods developed for dynamical systems can be applied. In addition, the right-hand side of a mass-action based ODE is polynomial, allowing the additional use of specific mathematical theories, like algebraic geometry. However, there are a few assumptions needed for mass-action systems to work:

(i) The system is deterministic, which is usually the case when the colliding entities are present in very large numbers. In addition, in the dynamical systems sense, the system is autonomous.

(ii) The collision events between entities are such that every entity can collide with any other entity in the system, and has moreover exactly the same probability to collide with another entity in the system.

(iii) The system is confined to a well-defined (thermodynamically) closed space, in reaction systems called the reaction chamber. This also constitutes a well-defined system boundary, where 'inside' the system and 'outside' the system are well-defined concepts. Often such systems are also labeled as 'closed' and 'open' if either no disturbances from outside the system boundaries are considered in a closed system, or a allowed in an open system.
(iv) By the collision assumption, system changes are driven by a sequence of events ordered by time. Moreover, system changes are instantaneous, and only depend on the current state of the system when the event happens. This induces the so-called Markov property.

The original Gillespie algorithm is constructed to generalise assumption (i), deterministic dynamics. The idea is to relax the idea of very large number of entities in the system, and therefore to allow for so-called small-number effects. This transforms the ODE mass-action system into a stochastic process. We will follow this argument and assume assumption (i) is not necessarily valid, as we believe, especially for epidemiological processes, we need to study the consequences of stochastic effects. However, in this article, we keep assumptions (ii) and (iii), as these assumptions are also fundamental in order to apply any Gillespie-type algorithm. However, we will need to relax assumption (iv), because epidemiology (but also other applications) provides clearly model cases where an event triggers a system change only with a delay. Vaccination is such an example. The vaccination event is instantaneous, however the establishment of immunity, for example, will only happen after some time has passed. The algorithms presented in this paper should be able to enable rule-based models to be used in situations where simple reaction mechanisms fail. But what are rule-based systems?

1.1 Rule-based systems

Rule-based systems are a generalisation of reaction systems, mostly in order to carry over the theory to other fields of applications. Following the notation in [1] for the rule-based modelling framework, we denote by \( \mathcal{T} = \{ T_1, \ldots, T_s \} \), \( s \in \mathbb{N} \), the set of all possible types or individual characteristics, \( s \) different types in total. Let \( \mathcal{R} = \{ R_1, \ldots, R_r \} \), \( r \in \mathbb{N} \), be the finite set of rules constituting the epidemiological system. Each rule \( R_j \) takes the form

\[
\sum_{i=1}^{s} \alpha_{ij} T_i \xrightarrow{k_j} \sum_{i=1}^{s} \beta_{ij} T_i, \tag{1}
\]

for \( j = 1, \ldots, r \), where \( k_j \) denotes the rate constant of reaction \( R_j \). The coefficients \( \alpha_{ij} \in \mathbb{N}_0 \) are the stoichiometric coefficients of types \( T_i \), \( 1 \leq i \leq s \), of the source side, and \( \beta_{ij} \in \mathbb{N}_0 \) are the stoichiometric coefficients of types \( T_i \) of the target side of transition or reaction \( R_j \). Note that we use the terms reaction and rule of interaction interchangeably for \( R_j \).

The rule-based formulation (1) of reactions can be interpreted stochastically or deterministically. While the deterministic formulation is based on a system of ODEs, several stochastic formulations exist [1], including continuous-time Markov chains, Kolmogorov Differential Equations and Master Equations, as well as on Stochastic Differential Equations. Here we focus on stochastic dynamics based on continuous-time Markov chains in this paper. We introduce the population size \( N \) and consider the size \( n_i(t) \) of type \( T_i \) at time \( t \geq 0 \) for
\[ i = 1, \ldots, s \text{ as discrete random variables with values in } \{0, \ldots, N\} \]. For ease of notation, we also write \( n = (n_1, \ldots, n_s) \), which accurately characterizes the system configuration (or state of the system) at any given time. Further formulations include Kolmogorov Differential Equations and Master Equations, as well as on Stochastic Differential Equations, see \cite{1}.

The time-dependency of \( n \) motivates to regard \( n \) as a continuous-time Markov chain. To simulate the sample paths of \( n \), one can apply the Gillespie algorithm. The simulation of many trajectories of the system allows the computation of the statistics of the evolution. While it is known that polynomial regression asymptotically converges to the numerical solution as the number of considered trajectories increases, there exist realisations so that the stochastic trajectories and the deterministic dynamics differ significantly. We believe we need this multi-sampling approach in order to make better predictions on epidemic scenarios when compared with deterministic models.

### 1.2 The pandemic as a modelling challenge

The Coronavirus disease 2019 (COVID-19) pandemic has put epidemic modelling in the worldwide spotlight. However, public policy making and forecasting the spread of COVID-19 remains a challenging task \cite{2, 3}. This is especially true because the huge impact of the pandemic had many previously unknown or unconsidered consequences that came to the spotlight and which need to be reflected in models in order to make them predictive. Moreover the evolution and unfolding of the pandemic triggered new policies and interventions which need unconventional mathematical modelling techniques, including novel simulation techniques. This latter need essentially triggered the writing of this paper.

In terms of mathematical models supporting policy decisions a lot of trade-offs have been registered during the Covid-19 pandemic. The most obvious one is the link of a pandemic to economy, where of course the pandemic policy measures have created huge impacts on economic performance, which in turn had tremendous impact on the spread of the disease. An example of an attempt to model such feedback for the Philippines is given in \cite{4}, but this model is based on a pure differential equation approach, as most models in this area. Of course the pandemic has also positive economic aspects, for example in terms of air pollution \cite{5}. If we like to give good estimates of such models in terms of stochastic modelling, algorithm like the one developed in this paper will be needed.

There was a multitude of lockdown measures implemented during the Covid-19 pandemic, and it is still an open question which one worked best, and which one could be further improved in their effectiveness. The most severe intervention was surely a country-wide lockdown with a simultaneous closing of national borders. These measures prove effective \cite{6}, but costly in economic terms \cite{7}. Then there are local lockdowns, for example automatically triggered by infection numbers, as based on testing \cite{8}. Isolation measures were also
implemented on an individual level, after a person had been detected to be infected. Here the question is how effective the search for infected individuals must be (contact tracing [9], how long such an isolation should last, and how much impact isolations have on economy and society [10]? More mild measures are to impose protective measures, like face-mask wearing, or to avoid close contact [11]. To study such effects, and eventually to optimise the effectiveness of measures one needs to use the stochastic algorithms developed in this paper, which can be applied to such non-autonomous stochastic systems describing interventions.

Many such mathematical modelling problems involve some form of delay, constituting also a basic form of memory. This can perhaps be best explained in terms of vaccination strategies. Many vaccination strategies involve two or more doses of vaccine injections after some fixed time delay, which improves the effect of the vaccine drastically [12], sometimes better than immunity by infection [13]. Immunity itself also is never instantaneously achieved after an infection or vaccination event, but build up and declines over a longer period of time. If such effects or policies need to be incorporated into a stochastic collision-based stochastic model, then again the algorithms in this paper need to be used.

### 1.3 Gillespie algorithm

In the context of molecular dynamics, Gillespie showed in a series of seminal papers [14–16] that, if the reaction rates are proportional to the product of the number of particles, i.e. if they follow the mass action kinetics, then the evolution processes are Poisson processes and can be reconstructed through an algorithm. Note that mass action is equivalent to random close contacts. The Gillespie algorithm is characterised by observing that Poisson processes have inter-event times (waiting time) which are exponentially distributed and satisfy the Markov property. This is equivalent to increments being independent and the time evolution having no memory. The spread of an infection requires to analyse effects and interactions that occur at different scales in time, space and size, which is a challenging problem for modellers. Such effects can be more accurately modelled through memory effects, and therefore requiring the introduction of non-Markov processes with non-exponentially distributed waiting-times. The necessity of a generalisation of the Gillespie algorithm was considered already by Gillespie himself in [17].

The main directions to generalise the Gillespie algorithm is to find ways to efficiently simulate systems with a large number of degrees of freedom [18, 19], and simulate stochastic processes with given waiting time distributions not necessarily exponentially distributed. These problems have recently attracted lots of interest, including generalisations of the Gillespie algorithm for non-Markov processes [20–22], based on considering waiting times which are not necessarily exponentially distributed. A recent general review can be found in [23].
In this work, we propose extensions of the Gillespie algorithm for a rule-based modelling framework [1] in the context of epidemiology. In these models, individuals are represented by discrete entities, and contagion processes are also discrete. Due to the complexities of these models, standard algorithms cannot be immediately applied which requires the development of new algorithms for computing the model solutions numerically. Motivated by the approach in [22], we introduce several generalisations of the Gillespie algorithm in this paper.

1.4 Outline

This paper is organised as follows. Considering the general rule-based framework for epidemiological models [1], we present different generalisations of the standard Gillespie algorithm in Section 2, which address discrete subtypes (e.g., incorporating the age structure of the population), time-discrete updates (e.g., incorporating daily imposed change of rates for lockdowns) and deterministic delays (e.g., given waiting time until a specific change in types such as release from isolation occurs). Finally, in Section 3, we apply the different algorithms to several relevant examples and show numerical results. The examples also present some possible answers to the challenges outlined in section 1.2.

2 Gillespie algorithm and its generalisation

In this section we describe the main algorithms used to study the stochastic evolution of rule-based models of the form (1), i.e., how the stochastic process makes \( n \) evolves in time. The evolution arises due to the interactions among types \( T \) and, in the language of reaction schemes, can be expressed as a reaction network.

For defining the transition probabilities associated with the stochastic process we assume that the process is time-homogeneous, i.e., the transition probabilities depend on the time between events \( \Delta t \), but not on the specific time \( t \). In addition, we suppose that the Markov property is satisfied, that is, the probability distribution of a future state of the stochastic process at time \( t + \Delta t \) only depends on the current state at time \( t \), but not on any state prior to \( t \). Given the system is in state \( n \), we introduce the propensities \( \kappa_j(n) \) for \( j = 1, \ldots, r \). Here, the propensity \( \kappa_j(n) \) of the \( j \)th reaction \( R_j \) is the probability that the \( j \)th reaction occurs within an infinitesimal time interval and is given by

\[
\kappa_j(n) = k_j \prod_{i=1}^{s} \binom{n_i}{\alpha_{ij}},
\]

(2)

where \( k_j \) denotes the rate constant of reaction \( R_j \) and the combinatorial factor reflects the number of ways in which reaction \( R_j \) may happen. Based on the assumption that at most one reaction can occur within an infinitesimal time
interval $\Delta t$, the transition rates for the Markov process, given that the system is in state $n$, can then be approximated as $\kappa_j(n)\Delta t$ for reaction $R_j$ to occur within time interval $\Delta t$. As in the original paper [14] by Gillespie, we assume in the following:

**Assumption 1** Reaction $R_j$ occurs within a time interval $\Delta t$ with probability $\kappa_j(n)\Delta t$.

For a given population with system configuration $n$, one can show that the probability density associated with the occurrence of $R_j$ is given by

$$\Phi_j(n,t) = \kappa_j(n) \exp \left( -\sum_{l=1}^{r} \kappa_l(n) t \right)$$

(3)
as a function of time $t$. The probability that reaction $R_j$ ever occurs is given by

$$\rho_j(n) = \int_{0}^{\infty} dt' \Phi_j(n,t') = \frac{\kappa_j(n)}{\sum_{l=1}^{r} \kappa_l(n)}$$

(4)
for $j \in \{1, \ldots, r\}$.

The reactions in (1) generate a stochastic process which satisfies the Markov property due to Assumption 1. This process is the starting point for the derivation of the master equation (ME), describing the time evolution of the probability distribution of the system as a whole (see [24]). The probability density in (3) can be interpreted in terms of reaction waiting times and, in fact, for Assumption 1 we can say equivalently that reaction $R_j$ occurs with an exponentially distributed reaction waiting time.

In [14] Gillespie showed that the ME can be exactly solved through the construction of realisations of the stochastic process associated to (1). This is achieved through Algorithm 1, usually called Direct Method, where $::=$ denotes replacement.

The random numbers generated in Algorithm 1 are used for determining the index $i$ of the next reaction to occur and the time interval $\tau$ for reaction $R_i$ to occur. By the definition of $\rho_i(n)$ in (4) we have

$$\frac{1}{\Phi} \sum_{l=1}^{i} \kappa_l(n) = \sum_{l=1}^{i} \int_{0}^{\infty} dt' \Phi_l(n,t') = \sum_{l=1}^{i} \rho_l(n)$$
in step 4 in Algorithm 1.

We use the Gillespie algorithm to simulate the model dynamics, based on the assumption that the processes have exponentially distributed waiting times or, equivalently, that they are all Poisson processes, such as atomic or molecular mixtures of gases or liquids. In complex systems formed by types which are heterogeneous and evolve through diverse interactions that cannot always be
characterised by *exponentially distributed waiting times*, the Gillespie approach is not fully adequate. Several generalisations for arbitrary distributions exist in the literature, see for instance [17, 20–22].

**Algorithm 1** Gillespie algorithm

0: Initialize the starting time $t$, the system configuration $n = (n_1, \ldots, n_s)$ and the rate constants $k_j$ for $j = 1, \ldots, r$.

1: Generate two random numbers $r_1, r_2$ uniformly distributed in $[0, 1]$.

2: Set $\Phi := \sum_{l=1}^r \kappa_l(n)$ and compute $\tau := -\frac{1}{\Phi} \ln r_1$.

3: Set $t := t + \tau$ as the time of the next rule execution.

4: Determine the reaction $R_i$ which is executed at time $t$ by finding $i$ such that

$$\frac{1}{\Phi} \sum_{l=1}^{i-1} \kappa_l(n) < r_2 \leq \frac{1}{\Phi} \sum_{l=1}^{i} \kappa_l(n).$$

5: Execute rule $R_i$ and update the new system configuration $n$.

6: **If** $t < T$ go to step 1, **otherwise** stop.

**Remark 1** (Type-dependent reaction rates) Type-dependent reaction rates are an important way for modelling the influence of different types on each other in the context of epidemics and it is of interest to include this aspect in the modeling framework. For example, the behaviour of individuals plays a crucial role and people’s behaviour is often influenced by the behaviour of people around them. One way to include people’s behaviour is to split the susceptible individuals, denoted by type $S$, into two subtypes: *wise* ($W$) and *risky* ($R$) individuals. While individuals of type $W$ generally abide by the recommendations and regulations communicated by health authorities, individuals of type $R$ are not worried by the situation and, in general, want to carry on with their usual habits, see [1] for a detailed description of the model. To describe the reaction $W \xrightarrow{k_W} R$ with reaction constant $k_W$, we may assume that $k_W$ depends on type $I$ of infected individuals – or additionally on type $D$ of deceased individuals – and that $k_W$ is a monotonously decreasing function of $I$. Possible examples for $k_W$ are given by

$$k_W(I) = \begin{cases} \kappa_W, & I < I_0, \\ \kappa_R, & I \geq I_0, \end{cases}$$

for constants $\kappa_W > \kappa_R > 0$ and some $I_0 > 0$. Alternatively, one may consider

$$k_W(I) = \frac{\kappa}{I + 1}$$

for some positive constant $\kappa$. One can verify that for a rule-based framework with type-dependent reaction rates, the standard Gillespie algorithm 1 can be applied.
2.1 Gillespie algorithm for discrete subtypes

In certain modelling scenarios, it may be beneficial to differentiate types further into subtypes. For instance, in the context of age classes, one may subdivide a given population not only in terms of their disease types, but also consider an age structure of individuals in addition. For describing these discrete subtypes, we follow the notation in [1]:

\[
\sum_{i=1}^{s} \gamma_{ij} \sum_{\alpha=1}^{l_i} \mu_{ij}^{\alpha} T_{ii}^{\alpha} \xrightarrow{k_j} \sum_{i=1}^{s} \delta_{ij} \sum_{\alpha=1}^{l_i} \nu_{ij}^{\alpha} T_{ii}^{\alpha}.
\]  

(7)

This is a direct generalisation of the reaction-scheme (1). We denote by \(l_i \in \mathbb{N}\) the number of subtypes of type \(i\) and write \(T_{ii}^{\alpha}\) for \(1 \leq \alpha_i \leq l_i\) for the subtypes of type \(i\). This notation is generalised to more than one subtype by multi-indices \(\xi \in \Xi = \mathbb{N}^{b_1 \times \ldots \times b_u}\), where \(u \in \mathbb{N}\) is the total number of different subtypes for all types.

The use of subtypes requires clarification of the Gillespie Algorithm 1. This motivates to keep the original algorithm and add a tensor like structure for every subtype dependent quantity, like propensities or parameters, resulting in Algorithm 2.

**Algorithm 2** Gillespie algorithm for discrete subtypes

0: Initialize the starting time \(t\), the system configuration \(n = (n_1, \ldots, n_s)\) and the rate constants \(k_j^{\Xi}\) for \(j = 1, \ldots, r\).
1: Generate two random numbers \(r_1, r_2\) uniformly distributed in \([0, 1]\).
2: Compute propensities \(\kappa_{\xi}^{\Xi}(n), \xi \in \Xi\), set \(\Phi := \sum_{i=1}^{s} \sum_{\xi \in \Xi} \kappa_{\xi}^{\Xi}(n)\) and compute \(\tau := -\frac{1}{\Phi} \ln r_1\).
3: Set \(t := t + \tau\) as the time of the next rule execution.
4: Determine the rule \(R_{i}^{\Xi z}\) which is executed at time \(t\) by finding first \(i\) such that

\[
\frac{1}{\Phi} \sum_{l=1}^{i-1} \sum_{\xi \in \Xi} \kappa_{\xi}^{l}(n) < r_2 \leq \frac{1}{\Phi} \sum_{l=1}^{i} \sum_{\xi \in \Xi} \kappa_{\xi}^{l}(n),
\]

and then \(z\) such that

\[
\frac{1}{\Phi} \sum_{l=1}^{i-1} \sum_{q=1}^{z-1} \kappa_{l}^{\Xi q}(n) < r_2 \leq \frac{1}{\Phi} \sum_{l=1}^{i-1} \sum_{q=1}^{z} \kappa_{l}^{\Xi q}(n).
\]

5: Execute rule \(R_{i}^{\Xi z}\) and update the new system configuration \(n\).
6: If \(t < T\) go to step 1, otherwise stop.
Only considering discrete subtypes we assume that the set $\Xi$ is ordered, e.g. lexicographically, and by $\Xi_q$ we mean the $q^{th}$ multi-index. The first uniformly distributed random number determines the next rule execution time, by inverse method of sampling from an exponential distribution with intensity

$$\Phi = \sum_{l=1}^{r} \sum_{\xi \in \Xi} \kappa_l^\xi (n). \quad (8)$$

A simple approach to solve the type of rule that is executed, is to flatten the normalised tensor of all propensities into an one dimensional vector while keeping a consistent ordering, and search for the bin, where the second random number $r_2$ lies in. For large numbers of subtypes this method is prone to numerical errors and can be replaced by tree structures and iterative search in the hierarchical bins. The updates of the jump processes are executed by adding the row of the transposed of the expanded stoichiometric matrix $\alpha^\Xi$ corresponding to the determined rule.

### 2.2 Gillespie algorithm with time-discrete updates

To prevent the spread of the Corona virus, non-pharmaceutical interventions like lockdowns or wearing masks are often imposed for a given discrete time. These measures require updating the parameters of the simulations. Also monitoring the COVID pandemic, by, e.g., recording the daily number of new infections. Hence, it is desirable to consider a feedback based on these updates, see Remark 1. The aim of this section is to adapt the Gillespie algorithm 1 to incorporate these updates.

In every time step of Algorithm 1 the waiting time $\tau$ for the execution of the next rule is computed by

$$\tau \sum_{l=1}^{r} \kappa_l(n) = -\ln r_1. \quad (9)$$

Since the propensities are time-dependent now, i.e. $\kappa_l = \kappa_l(n(t),t)$, the origin of the time-scale has to be adapted. Let $t_0$ denote the initial time. For a given time $t \geq t_0$, we replace $\tau \kappa_l(n)$ by $\int_t^{t+\tau} \kappa_l(n(t'),t')dt'$ and we solve

$$\sum_{l=1}^{r} \int_t^{t+\tau} \kappa_l(n(t'),t')dt' = -\ln r_1 \quad (9)$$

for $\tau$. For general time-dependent propensity functions, (9) is difficult to solve for $\tau$. To overcome this, we assume that the state $n$ and propensities $\kappa_l$ are piece-wise constant functions which are constant on time intervals $[m\Delta t, (m+1)\Delta t)$ for any $m \in \mathbb{N}$. For $t \in [m\Delta t, (m+1)\Delta t)$ we have

$$n(t) = n(m\Delta t)$$
and we define
\[ \kappa_l^m = \kappa_l(n(m\Delta t), m\Delta t) = \kappa_l(n(t), t). \]

This shows that \( \kappa_l \) is a right-continuous step function as a function of \( t \).

Suppose now that \( \tau > 0 \) is known and that the above assumptions on \( n \) and \( \kappa_l \) hold. Then there exist \( m_0, m_\tau \in \mathbb{N} \) with \( m_0 \leq m_\tau \) such that \( t \in [m_0\Delta t, (m_0+1)\Delta t) \) and \( t+\tau \in [m_\tau\Delta t, (m_\tau+1)\Delta t) \). We introduce the function \( \Phi(t) = \sum_{l=1}^r \kappa_l(n(t), t) \) and write (9) as
\[
\int_t^{t+\tau} \Phi(t') dt' = -\ln r_1.
\]
For \( m_0 = m_\tau \), the left-hand side of (9) satisfies
\[
\sum_{l=1}^r \int_t^{t+\tau} \kappa_l(n(t'), t') dt = \sum_{l=1}^r \tau \kappa_l^{m_0} = \tau \Phi(m_0\Delta t),
\]
while for \( m_0 < m_\tau \), we have
\[
\sum_{l=1}^r \int_t^{t+\tau} \kappa_l(n(t'), t') dt = \sum_{l=1}^r \left( [(m_0 + 1)\Delta t - t] \kappa_l^{m_0} + \sum_{m=m_0+1}^{m_\tau-1} \Delta t \kappa_l^m + [t + \tau - m_\tau\Delta t] \kappa_l^{m_\tau} \right)
\]
\[
= ((m_0 + 1)\Delta t - t) \Phi(m_0\Delta t) + \sum_{m=m_0+1}^{m_\tau-1} \Delta t \Phi(m\Delta t) + (t + \tau - m_\tau\Delta t) \Phi(m_\tau\Delta t),
\]
where we used that \( \kappa_l \) is a right-continuous step function with values \( \kappa_l^m \). This allows us to rewrite (9) as

\[
-\ln r_1 = \begin{cases} 
\tau \Phi(m_0\Delta t), & m_\tau = m_0, \\
((m_0 + 1)\Delta t - t) \Phi(m_0\Delta t) + (t + \tau - m_\tau\Delta t) \Phi(m_\tau\Delta t), & m_\tau = m_0 + 1, \\
((m_0 + 1)\Delta t - t) \Phi(m_0\Delta t) + \sum_{m=m_0+1}^{m_\tau-1} \Delta t \Phi(m\Delta t) + (t + \tau - m_\tau\Delta t) \Phi(m_\tau\Delta t), & m_\tau > m_0 + 1. 
\end{cases}
\]

Next, we describe an iterative procedure to determine \( \tau \) from (9) under the assumption that \( \kappa_l \) is piece-wise constant. Let \( t \geq t_0 \) and \( m_0 \in \mathbb{N} \) be given such that \( t \in [m_0\Delta t, (m_0+1)\Delta t) \). We predict \( \tau \) as the solution of
\[
\tau \Phi(m_0\Delta t) = -\ln r_1,
\]
provided \( 0 < \tau \leq (m_0 + 1)\Delta t - t \). If \( \tau > (m_0 + 1)\Delta t - t \) holds for \( \tau \) satisfying (11), we reject the previously computed \( \tau \), set \( m_\tau = m_0 + 1 \) and obtain
\[
((m_0 + 1)\Delta t - t) \Phi(m_0\Delta t) + (t + \tau - (m_0 + 1)\Delta t) \Phi((m_0 + 1)\Delta t) = -\ln r_1,
\]
or equivalently,

\[ \tau = -\frac{\ln r_1}{\Phi((m_0 + 1)\Delta t)} - \frac{((m_0 + 1)\Delta t - t)\Phi(m_0\Delta t)}{\Phi((m_0 + 1)\Delta t)} + (m_0 + 1)\Delta t - t, \]

provided \( \tau \in ((m_0 + 1)\Delta t - t, (m_0 + 2)\Delta t - t) \). If \( \tau > (m_0 + 2)\Delta t - t \), the required condition can be derived iteratively. The above procedure illustrates the idea for our algorithm. First, we solve (10) for \( m_\tau = m_0 \) which is equivalent to (11). While \( \tau > (m_\tau + 1)\Delta t - t \), we increase \( m_\tau \) by 1 and solve (10) for \( \tau \).

Suppose now that \( \tau \) has been computed by the procedure above. We choose \( m_\tau \in \mathbb{N} \) such that \( t + \tau \in [m_\tau \Delta t, (m_\tau + 1)\Delta t) \). To determine which rule is applied we consider the probability that reaction \( R_j \) ever occurs which is denoted by \( \rho_j \) as in (4). Below in Lemma 1, we show that

\[ \rho_j(n(t + \tau), t + \tau) = \frac{\kappa_j(n(t + \tau), t + \tau)}{\sum_{l=1}^{r} \kappa_l(n(t + \tau), t + \tau)} = \frac{\kappa_j(n(t + \tau), t + \tau)}{\Phi(t + \tau)} \]

for time-dependent states \( n \) and \( \kappa_l \) for \( l = 1, \ldots, r \). The previous relation states that once the execution time \( \tau \) of the next reaction is determined, the probability of a reaction to be executed at time \( t + \tau \) depends on the state and the propensities at time \( t + \tau \). Using (13) from Lemma 1, we can rewrite condition (5) in the original Gillespie algorithm 1: Given a uniformly distributed random number \( r_2 \in [0, 1] \), we chose \( i \in \{1, \ldots, r\} \) such that

\[ \frac{1}{\Phi(t + \tau)} \sum_{l=1}^{i-1} \kappa_i(n(t + \tau), t + \tau) < r_2 \leq \frac{1}{\Phi(t + \tau)} \sum_{l=1}^{i} \kappa_i(n(t + \tau), t + \tau) \]

is satisfied. To evaluate this condition, note that \( \kappa_l(n(t + \tau), t + \tau) = \kappa_l(n(m_\tau \Delta t), m_\tau \Delta t) \) for \( t + \tau \in [m_\tau \Delta t, (m_\tau + 1)\Delta t) \) due to the assumption on the piece-wise constant propensities and states on intervals \([m \Delta t, (m + 1)\Delta t] \) for \( m \in \mathbb{N} \). We summarise the computation of \( \tau \) and the determination of reaction \( R_j \) in Algorithm 3.
Algorithm 3 Gillespie algorithm with time-discrete updates

0: Initialize the starting time $t$, the system configuration $n = (n_1, \ldots, n_s)$ and the rate functions $k_l(t)$ for $l = 1, \ldots, r$ as well as the discrete time-step $\Delta t$ and a counter $m_0 \in \mathbb{N}$ such that $t \in [m_0 \Delta t, (m_0 + 1) \Delta t)$.
1: Generate two random numbers $r_1, r_2$ uniformly distributed in $[0, 1]$.
2a: Set $m = m_0$, $\Phi(t) = \sum_{l=1}^r \kappa_l(n(t), t)$ and compute $\tau = -\frac{\ln r_1}{\Phi(t)}$.
2b: While $t + \tau > (m + 1) \Delta t$ do:
   Set $m := m + 1$ and
   \[
   \tau = -\frac{\ln r_1}{\Phi(m \Delta t)} - \frac{(m_0 + 1) \Delta t - t}{\Phi(m \Delta t)} - \sum_{m=m_0+1}^{m-1} \Delta t \frac{\Phi(m \Delta t)}{\Phi(m \Delta t)} + m \Delta t - t.
   \]
3: Set $t := t + \tau$ as the time of the next rule execution.
4: Determine the rule $R_i$ which is executed at time $t$ by finding $i$ such that
   \[
   \frac{1}{\Phi(t)} \sum_{l=1}^{i-1} \kappa_l(n(t), t) < r_2 \leq \frac{1}{\Phi(t)} \sum_{l=1}^i \kappa_l(n(t), t).
   \]
5: Execute rule $R_i$ and update the new system configuration $n$.
6: If $t < T$ go to step 1, otherwise stop.

Proceeding as in [25, Appendix A], the following result holds in our setting:

Lemma 1 Given $t \geq t_0$ and $\tau > 0$, the probability that reaction $R_j$ is executed after waiting time $\tau$ is

\[
\rho_j(n(t+\tau), t+\tau) = \frac{\kappa_j(n(t+\tau), t+\tau)}{\sum_{l=1}^r \kappa_l(n(t+\tau), t+\tau)}.
\]

Proof We follow the approach in [25, Appendix A]. For this, we introduce $r$ independent exponentially distributed random variables $\tau_l$ for $l = 1, \ldots, r$ where $\tau_l$ denotes the waiting time until reaction $R_l$ occurs. We assume that reaction $R_j$ is executed if it has the shortest waiting time among all reaction waiting times $\tau_l$, $l = 1, \ldots, r$, and in this case it is executed instantaneously. We have

\[
\rho_j(n(t+\tau), t+\tau) = P(\tau_j < \tau_l \forall l \neq j | \min_k \{\tau_k\} = \tau),
\]

i.e., $\rho_j$ is the conditional probability that reaction $R_j$ is the first reaction to be executed, given that $\tau = \min_l \tau_l$ is the waiting time for the first reaction to be executed. The random variables $\tau_l$ for $l \in \{1, \ldots, r\}$ satisfy
\[ P(\tau_l > \tau) = \exp\left( - \int_t^{t+\tau} \kappa_l(n(t'), t') \, dt' \right). \]

Since \( \min_l \tau_l > \tau \) is equivalent to \( \tau_l > \tau \) for all \( l \in \{1, \ldots, r\} \), the independence of \( \tau_l \) implies

\[ P(\min_l \tau_l > \tau) = \prod_{l=1}^{r} P(\tau_l > \tau) = \exp\left( - \int_t^{t+\tau} \sum_{l=1}^{r} \kappa_l(n(t'), t') \, dt' \right). \quad (15) \]

The right-hand side of (14) can be written as an appropriate limiting probability given by

\[ P(\tau_j < \tau_l \forall l \neq j \mid \min_k \{\tau_k\} = \tau) = \lim_{\delta \to 0} \frac{P(\tau_j < \tau_l \forall l \neq j \mid \min_k \{\tau_k\} \in [\tau, \tau + \delta])}{P(\min_k \{\tau_k\} \in [\tau, \tau + \delta])}, \]

where the second equality follows from the definition of the conditional expectation. Since the conditions \( \tau_j < \tau_l \forall l \neq j \) and \( \min_k \{\tau_k\} \in [\tau, \tau + \delta) \) are equivalent to \( \tau_j \in [\tau, \tau + \delta) \) and \( \tau_l > \tau + \delta \forall l \neq j \), we obtain

\[ P(\tau_j < \tau_l \forall l \neq j \mid \min_k \{\tau_k\} = \tau) = \lim_{\delta \to 0} \frac{P(\tau_j \in [\tau, \tau + \delta), \tau_l > \tau + \delta \forall l \neq j)}{P(\min_k \{\tau_k\} \in [\tau, \tau + \delta))}, \]

which yields

\[ P(\tau_j < \tau_l \forall l \neq j \mid \min_k \{\tau_k\} = \tau) = \lim_{\delta \to 0} \frac{P(\tau_j \in [\tau, \tau + \delta)) \prod_{l=1}^{r} P(\tau_l > \tau + \delta)}{P(\min_k \{\tau_k\} \in [\tau, \tau + \delta))}. \]

by the independence of \( \tau_l \) for \( l = 1, \ldots, r \). Since

\[ P(\min_k \tau_k \in [\tau, \tau + \delta)) \]

\[ = P(\min_k \tau_k \geq \tau) - P(\min_k \tau_k \geq \tau + \delta) \]

\[ = \exp\left( - \int_t^{t+\tau} \sum_{l=1}^{r} \kappa_l(n(t'), t') \, dt' \right) - \exp\left( - \int_t^{t+\tau+\delta} \sum_{l=1}^{r} \kappa_l(n(t'), t') \, dt' \right). \]

To simplify the notation let us set

\[ f(\tau; \kappa_j) = \exp\left( - \int_t^{t+\tau} \kappa_j(n(t'), t') \, dt' \right). \quad (16) \]

By (15), we obtain

\[ P(\tau_j < \tau_l \forall l \neq j \mid \min_k \{\tau_k\} = \tau) = \lim_{\delta \to 0} \frac{(f(\tau; \kappa_j) - f(\tau + \delta; \kappa_j)) \prod_{l=1}^{r} f(\tau + \delta; \kappa_l)}{\prod_{l=1}^{r} f(\tau; \kappa_l) - \prod_{l=1}^{r} f(\tau + \delta; \kappa_l)} \]

\[ = \frac{\kappa_j(n(t + \tau), t + \tau)}{\sum_{l=1}^{r} \kappa_l(n(t + \tau), t + \tau)} \]

by L’Hôpital’s rule. This concludes the proof of (13). \( \square \)
The above description of the iterative procedure in Algorithm 3 shows that evaluations of $\Phi$ can be reduced by propensity accumulation which makes the implementation more efficient, especially if the time scales require several discrete updates within the next waiting time. First, we solve (11) and set $\hat{\Phi}$ as $-\ln r_1 - ((m_0 + 1)\Delta t - t)\Phi(m_0\Delta t)$ and $m_\tau = m_0$. While $\tau > (m_\tau + 1)\Delta t - t$, we increase $m_\tau$ by 1, compute $\tau$ by

$$\tau = \frac{\hat{\Phi}}{\Phi(m_\tau\Delta t)} + m_\tau\Delta t - t$$

and set $\hat{\Phi}$ as $\hat{\Phi} - \Delta t\Phi(m_\tau\Delta t)$.

Algorithm 4 for time-discrete updates and propensity accumulation overcomes the inefficient computations in Algorithm 3 and produces a time series for reaction events only. As we want to keep track of updates not only by reactions but also by global updates, we treat discrete time steps equitably. Suppose that the last reaction occurred at time $t_0$. We define

$$\bar{\tau} := \begin{cases} \tau, & m_\tau = m_0, \\ t_0 + \tau - m_\tau\Delta t, & m_\tau > m_0, \end{cases} \quad (17)$$

as the update to the last time step (either from reaction or global). For $0 \leq m \leq m_\tau - m_0 - 1$, we define a accumulation variable

$$\hat{\Phi}_m := \begin{cases} ((m_0 + 1)\Delta t - t_0)\Phi(m_0\Delta t), & m = 0, \\ \Delta t\Phi((m_0 + m)\Delta t), & m > 0, \end{cases} \quad (18)$$

which stores the values of the integral of the piece-wise constant propensities. For convenience we introduce $v = -\ln r_1$, which can be interpreted as a virtual normalised time. This allows us to write (10) as

$$v = \sum_{m=0}^{m_\tau-m_0-1} \hat{\Phi}_m + \bar{\tau}\Phi(m_\tau\Delta t) \quad (19)$$

For $m_\tau = m_0$, (19) reduces to

$$v = \bar{\tau}\Phi(m_0\Delta t). \quad (20)$$

In Algorithm 4 we initially solve (20) for $\tau$ and set $\bar{\tau} = \tau$. We initialize the accumulation variable $\hat{\Phi}$ for $\sum_{m=0}^{m_\tau-m_0-1} \hat{\Phi}_m$ by setting $\hat{\Phi} = 0$ and $m_\tau = m_0$. If $\bar{\tau}$ satisfies $t_0 + \bar{\tau} \geq (m_\tau + 1)\Delta t$, we increase $m_\tau$ by 1, replace $\hat{\Phi}$ by $\hat{\Phi} + \hat{\Phi}_{m_\tau-m_0-1}$, set time $t$ as $m_\tau\Delta t$ and compute the new prediction $\bar{\tau}$ from (19), given by

$$\bar{\tau} = \frac{v - \hat{\Phi}}{\Phi(m_\tau\Delta t)}.$$

Time $t$ is not a result of a reaction but of a discrete update, where changes in states could also happen. We repeat this procedure and if the predicted
waiting time increment $\tilde{\tau}$ lies in the actual interval, we proceed with step 3 of Algorithm 3.

**Algorithm 4** Gillespie algorithm with time-discrete updates and propensity accumulation

0: Initialize the starting time $t$, the system configuration $n = (n_1, \ldots, n_s)$ and the rate functions $k_l(t)$ for $l = 1, \ldots, r$ as well as the discrete time-step $\Delta t$ and $m_0 \in \mathbb{N}$ such that $t \in [m_0 \Delta t, (m_0 + 1) \Delta t)$.

1: Generate two random numbers $r_1, r_2$ uniformly distributed in $[0, 1]$ and compute $v = -\ln r_1$.

2a: Compute sum of propensities $\Phi(t) = \sum_{l=1}^{r} k_l(n(t), t)$ and prediction $\tilde{\tau} := \frac{v}{\Phi(t)}$.

   Set $m = m_0$, $\hat{\Phi} = 0$.

2b: While $t + \tilde{\tau} \geq (m + 1) \Delta t$ do:

   Set $\hat{\Phi} := \hat{\Phi} + \Phi(m \Delta t) \cdot ((m + 1) \Delta t - t)$ for accumulation. Set $m := m + 1$ and $t := m \Delta t$. Update propensities due to global update and compute new prediction

$$\tilde{\tau} = \frac{v - \hat{\Phi}}{\Phi(m \Delta t)}.$$  

3: Set $t := t + \tilde{\tau}$ as the time of the next rule execution.

4: Determine the rule $R_i$ which is executed at time $t$ by finding $i$ such that

$$\frac{1}{\Phi(t)} \sum_{l=1}^{i-1} k_l(n(t), t) < r_2 \leq \frac{1}{\Phi(t)} \sum_{l=1}^{i} k_l(n(t), t).$$  \hfill (21)

5: Execute rule $R_i$ and update the new system configuration $n$.

6: If $t < T$ go to step 1, otherwise stop.

**Remark 2** For the time-step in the update of propensity accumulation $\hat{\Phi}$ in step 2b of Algorithm 4, $((m + 1) \Delta t - t) = \Delta t$ holds after the first while loop, so this part covers both cases of the definition of $\hat{\Phi}_m$ in (18).

**Remark 3** All considerations above can be adapted straightforward for discrete time steps which are not equidistant - even the acceleration by accumulation.

The iterative procedure of finding by prediction and rejection is visualised in Figure 1.
2.3 Gillespie algorithm with deterministic delays

The idea of predicting tentative execution times as in Section 2.2 can be applied to deterministic delays for rules, e.g., there is a deterministic waiting time until a specific change in types such as release from isolation occurs or the imposed waiting time for a second vaccination. We extend the notation for rules in (1) by delays

$$
\sum_{i=1}^{s} \alpha_{ij} T_i \xrightarrow{k_j} \sum_{i=1}^{s} \beta_{ij} T_i \xrightarrow{\omega_j} \sum_{i=1}^{s} \gamma_{ij} T_i, \quad (22)
$$

where \( \omega_j \in \mathbb{R}_0^+ \) denote waiting times. In Algorithm 5 we use queues \( Q^{(q)} \) for appending future delayed execution times of each rule with delays. The queues \( Q^{(q)} \) might be non-empty at the beginning.
Algorithm 5 Gillespie algorithm with deterministic delays

0: Initialize the starting time \( t \), the system configuration \( n = (n_1, \ldots, n_s) \) and the rate functions \( k_l(t) \) for \( l = 1, \ldots, r \) as well as the delay queues \( Q^{(q)} \).

1: Generate two random numbers \( r_1, r_2 \) uniformly distributed in \([0, 1]\) and compute \( v = -\ln r_1 \).

2a: Compute sum of propensities \( \Phi(t) = \sum_{l=1}^{r} k_l(n(t), t) \) and prediction \( \hat{\tau} := \frac{v}{\Phi(t)} \).

   If all \( Q^{(q)} \) are non-empty then set \( d := \min_q Q^{(q)}_1 \) and remove entry in this queue, else set \( \delta d := \infty \).

   Set \( \hat{\Phi} = 0 \).

2b: While \( t + \hat{\tau} \geq d \) do:
   Set \( \hat{\Phi} := \hat{\Phi} + \Phi(t) \cdot (d - t) \) for accumulation. Set \( t := d \).
   Update propensities due to delayed update and compute new prediction
   \[
   \tilde{\tau} = \frac{v - \hat{\Phi}}{\Phi(t)}.
   \]

   If all \( Q^{(q)} \) are non-empty then set \( d := \min_q Q^{(q)}_1 \) and remove entry in this queue, else set \( \delta d := \infty \).

3: Set \( t := t + \tilde{\tau} \) as the time of the next rule execution.

4: Determine the rule \( R_i \) which is executed at time \( t \) by finding \( i \) such that

   \[
   \frac{1}{\Phi(t)} \sum_{l=1}^{i-1} k_l(n(t), t) < r_2 \leq \frac{1}{\Phi(t)} \sum_{l=1}^{i} k_l(n(t), t). \tag{23}
   \]

5: Execute rule \( R_i \), possibly with appending delayed execution times to the queues, and update the new system configuration \( n \).

6: If \( t < T \) go to step 1, otherwise stop.

3 Numerical simulations

In this section, we consider different examples of rule-based epidemiological models and simulate them based on the stochastic algorithms in Section 2.

3.1 SIRD

As we focus on simulating stochastic models of epidemics, we start with the simple SIRD model with types in Table 1 and rules in (24), where \( \iota > 0, \rho > 0 \) and \( \delta > 0 \) are the rate parameters for infection, recovery and death. The propensities are \( \kappa_1(S, I, R, D) = \frac{\iota}{N} S I \), \( \kappa_2(S, I, R, D) = \rho I \), \( \kappa_3(S, I, R, D) = \delta I \), where the symbols for types represent in this context the number of individuals of resp. type. \( N \) denotes the total size of the population.
For the parameters we choose a rather small population of $N = 1000$ to highlight the stochastic effects. Further parameters are conform to [1] and stated in Figure 2.

**Table 1**: Types of the standard SIRD model.

| Type | Interpretation |
|------|----------------|
| $S$  | Susceptible    |
| $I$  | Infectious     |
| $R$  | Recovered      |
| $D$  | Deceased       |

Rules of the standard SIRD model:

\[ S + I \xrightarrow{\gamma} I + I, \quad \text{[Infection]} \]
\[ I \xrightarrow{\rho} R, \quad \text{[Recovery]} \quad (24) \]
\[ I \xrightarrow{\delta} D, \quad \text{[Death]} \]

**Fig. 2**: Three realisations of SSA simulation by Algorithm 1 with basic parameters $N = 1000$, $\nu = \nu^0 = 0.2$, $\rho = \rho^0 = 0.02$, $\delta = \delta^0 = 0.01$, $I_0 = I^0_0 = 3$.

Stochastic simulations offer a range of realisations, see Figure 2. Some are very near to ODE simulations (a). The randomness dominant in the beginning can also lead to a delay (b) or even prevent an outbreak (c) (with enlarged inset). For reproducibility we explicitly state the seeds for the random number generator.

In Figure 3 we depict additional plots for the governing quantities of the Gillespie algorithm. The propensities change a lot with growing numbers of infectious individuals, determining the time between events shown a barcode/rug plot (step 2 and 3 in Algorithm 1). The normalised propensities correspond to the probabilities of which the specific rules are executed (step 4 and 5) – thus the type of event represented by the colour and row of the stroke in the barcode.

By construction the Gillespie algorithm 1 produces waiting times between consecutive events which are exponentially distributed with intensities depending on the number of individuals. The same holds for the inter event times between events of the same type.\(^1\) The low number of infectious at the beginning and end of the epidemic cause more likely larger event times, see the dark

\(^1\)Sometimes ambiguously stated in other literature as "exponentially distributed with rate parameter"; thus neglecting the dependency on the number of individuals resulting from the propensities.
lines in Figure 4, also observable in Figure 3. To demonstrate that the inter event times are exponentially distributed, we use the closure under scaling and rescale the inter event times by factors from the propensities

\[
\tilde{\Delta t}_e^I = \frac{SI}{N} \Delta t_e^I = \frac{SI}{N} (t_{e+1}^I - t_e^I),
\]

\[
\tilde{\Delta t}_e^R = I \Delta t_e^R = I (t_{e+1}^R - t_e^R),
\]

\[
\tilde{\Delta t}_e^K = I \Delta t_e^K = I (t_{e+1}^D - t_e^D).
\]

Here, the index $e$ corresponds to events where types are denoted in the superscript – we omit the first $I_0 = 3$ remove events (recovery or death) to compensate the initial infectious individuals. Thus the scaled inter event times are exponentially distributed with fixed intensity, i.e. $\tilde{\Delta t}_e^I \sim \text{Exp}(\iota)$, $\tilde{\Delta t}_e^R \sim \text{Exp}(\rho)$ and $\tilde{\Delta t}_e^K \sim \text{Exp}(\delta)$. This can also be seen in Figure 5.

Fig. 3: Realisation of SSA simulation by Algorithm 1 for SIRD model with seed = 0. With propensities, probabilities and executed rules as event barcodes.

Fig. 4: Inter event times (dark) and scaled inter event times (bright) for realisation of SSA in Figure 2(a). (Connected points to distinguish unscaled and scaled event times.)
Fig. 5: Densities of scaled inter event times (bars) and theoretical exponential densities (lines) for realisation of SSA in Figure 2(a).

### 3.2 SIRD with age classes

A typical use case for Algorithm 2 is a SIRD model with dividing the types by ages into discrete sub classes, listed in Table 2. The main rules remain like in (24) but with additional sub rules for the age classes.

| Type | Interpretation | Rules of the SIRDage model: for \( a, a' \in A \):
|------|----------------|--------------------------------------------------|
| \( \cdot_0 \) | \( \cdot_1 \) | \( \cdot_2 \) | age sub class: |
| \( S_0 \) | \( S_1 \) | \( S_2 \) | 0: young, |
| \( I_0 \) | \( I_1 \) | \( I_2 \) | 1: middle, |
| \( R_0 \) | \( R_1 \) | \( R_2 \) | 2: old |
| \( D_0 \) | \( D_1 \) | \( D_2 \) | Susceptible |
| | | | Infectious |
| | | | Recovered |
| | | | Deceased |

The rule parameters are age dependent assuming that older age classes recover less and die more likely, here \( \rho = \rho^0(1.5, 1.0, 0.5) \) and \( \delta = \delta^0(0.25, 1.0, 2.0) \). For infection we simplify that the parameter only depends on the age induced contact rate with contact matrix \( C \) based on values in [26]; infectivity and susceptibility are assumed to be the same. We also model contact reduction by 80% with the oldest group by scaling the contact matrix:

\[
C = \begin{pmatrix} 76 & 38 & 5 \\ 38 & 67 & 13 \\ 5 & 13 & 9 \end{pmatrix}, \quad \iota^{(fc)} = c \cdot C, \quad \iota^{(rc)} = c \cdot \begin{pmatrix} 1.0 & 1.0 & 0.2 \\ 1.0 & 1.0 & 0.2 \\ 0.2 & 0.2 & 1.0 \end{pmatrix} \circ C,
\]

where \( \circ \) denotes the Hadamard product and \( c \approx 0.00485 \) is used to scale the infection parameter such that the model with no contact reduction has the
same basis reproduction number $R_0 = 6^{2/3}$ as the simple SIRD model (24), see also [1]. The basis reproduction number for the model with contact reduction is slightly less, approximately 6.58.

For both simulation results in Figure 6, we start with $S(0) = (249, 499, 249)$ susceptibles and $I(0) = (1, 1, 1)$ infectious and choose a random seed of 0 for a characteristic realisation comparable to ODE simulations. Figure 6(a) shows that a large fraction of the oldest group suffers severely – nearly half of the subpopulation dies. By the contact reduction, simulated in Figure 6(b), a large fraction of the oldest age sub class survives the epidemic without getting infected. In the plots for propensities and probabilities for clarity only the target subclasses are colour coded by their rule. For the event barcode / rug plot we separate target subclass executed rules by rows. In the plot of the executed rules we can observe that event densities are quite different: For the
youngest group very centered, whereas for the oldest group very rarely and wider. The events for the middle group dominate due to the large size.

3.3 SIRD with lockdown

When stochastically simulating more complex models of epidemics, one often has to account for changes based on discrete times. We apply Algorithm 4 for a SIRD model like in (24) but with time dependent infection parameter $\iota(t)$ to model lockdowns of different duration and severity. It is important that $\iota(t)$ is a step function, here

$$\iota(t) = \iota^0 \cdot \begin{cases} 
0.2, & \text{for } 10 \leq t < 20, \\
0.5, & \text{for } 40 \leq t < 50, \\
0.1, & \text{for } 50 \leq t < 70, \\
0.2, & \text{for } 100 \leq t < 120, \\
0.0, & \text{for } 160 \leq t < 200, \\
1.0, & \text{else}. 
\end{cases}$$

The results in Figure 7 show that the propensities and thus the probabilities depend heavily on lockdowns. The duration and severity are depicted as yellow overlays – the more opaque the severer. The reciprocal of the sum of the propensity determines the stochastic time steps between events – this can also be observed in the density of the bars in the rug plot at the bottom. The lockdown severity affects exclusively the propensity of the infection rule. Thus changing the proportion in the probabilities highly. In the extreme case, for $160 \leq t < 200$, where the factor 0, i.e. severity is 1, no execution of the infection rule can occur. Note that lines in the bottom row depict not ticks but the time-steps with $\Delta t = 5$ of the algorithm and show that these global events for potential lockdown changes are produced correctly.
Fig. 7: One realisation of SSA simulation by Algorithm 4 with basic parameters, infection parameter step function in (29) and seed = 0. With propensities, probabilities and executed rules as event barcodes. Lockdown severity indicated by yellow areas.
3.4 SIRD with isolation

Another case in epidemics, when deterministic and fixed periods of time might appear, is isolation, i.e., infected individuals are separated from people who are not sick. We start again from the simple SIRD model in (24) and add a type \( Q \) for isolated infected, see Table 3. We assume that with rate parameter \( \alpha = 0.05 \) the infection of an individual is detected and isolation of \( \omega = 100 \) days is imposed – exaggerated for clarity. Furthermore, we assume that the people placed in isolation do not infect anyone or die and are considered recovered at the end of the isolation. Thus only one single independent rule is added in (30), where the dashed arrow denotes a rule with deterministic fixed delay \( \omega \).

Table 3: The types of the standard SIR model with isolation.

| Type | Interpretation          | Rules of the SIRD model with isolation: |
|------|-------------------------|-----------------------------------------|
| S    | Susceptible             | \( S + I \xrightarrow{\lambda} I + I \), [Infection] |
| I    | Infectious              | \( I \xrightarrow{\alpha} Q \xrightarrow{\omega} R \), [Isolation & subsequent Recovery] |
| Q    | Isolated                | \( I \xrightarrow{\rho} R \), [Recovery] |
| R    | Recovered               | \( I \xrightarrow{\delta} D \), [Death] |

(30)

Fig. 8: Realisation of SSA simulation by Algorithm 5 with basic parameters, \( \alpha = 0.05 \), \( \omega = 100 \) and seed = 0.

The numerical results in Figure 8 show that shortly after the increase of infectious individuals the detection and isolation is the dominant rule, clearly observable in the plot for probabilities. At time \( t \approx 173 \) the last infectious individual is detected and placed in isolation. Hence the propensities for the stochastic rules – also for the stochastic part of the detection – are zero, and
cause undefined probabilities. The only events after this time are the release from isolation depicted as purple bars in the bottom row of the event barcode. Note that the purple row is identical to the pink row for detection and imposing isolation shifted by exactly $\omega = 100$.

4 Discussion

In this paper we presented a number of extensions of the Gillespie algorithm for application in epidemiology. However, it is obvious that such generalisations of the algorithm are also useful in other areas of applications. For example, the subtype extension to reaction schemes, generalising (1) to (7), can be applied to protein biochemistry, where proteins are considered to be allowed to come in different configurations, i.e. folding states. In pharmacology, outside interventions to the system are the norm, not the exception. This implies the algorithms constructed for interventions like lockdowns have a good use in this area of application as well. The overall tree of generalisations of the Gillespie algorithm is summarised in Figure 9.

![Fig. 9: Visualisation of the Gillespie algorithms and its generalisations](image)

The examples of epidemiological scenarios shown in this paper have the intention to show how improved expert systems in epidemiology might work. To make forecasts more precise, the suggestion is to compute a multitude of single time series in a hierarchical way. First of all, in contrast to differential equation approaches, we are considering stochastic processes in this paper. This means we have to compute a large set of realisations of the process. This requires more computational power, however it also gives a good knowledge how representative the expectation (associated with the differential equation) of the process is, for example by computing the variance of the multi-realisation ensemble. Then, with the help of the algorithms presented here, interventions can be tested, which again has to be computed for a multi-realisation ensemble. The computational complexity is immense, but unavoidable. The advantage is
that predictions can be further evaluated, for example attaching a likelihood to the scenarios. This will give policy makers a better insight about what to expect when they plan certain policies.
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