The Research of Anomaly Detection Method for Transformer Oil Temperature Based on Hybrid Model of Non-Supervised Learning and Decision Forests
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Abstract. The anomaly detection of transformer’s oil temperature is critical and valuable issue for the safe operation of transformers and power system. In terms of the defects of traditional anomaly detection approaches of transformer’s oil temperature, such as high investment, poor generality, and non-real time, this paper proposed a hybrid model with non-supervised learning and decision forests method to detect anomaly of transformer’s oil temperature. Based on non-supervised clustering algorithm, firstly, the clusters of transformers’ working conditions are explored from big data sets of transformers. After that, the abnormal temperature threshold value of each cluster is deduced by hypothesis tests method and utilizes to tag anomaly in data sets of working conditions. Finally, the data sets with anomaly tags are inputted into random decision forests model to construct the classifier of abnormal oil temperature and generate the rules for anomaly detection. This method was validated by empirical data of main transformer in Shanghai, and the results represented its conspicuous competitive advantages to traditional oil temperature anomaly detection methods in the factors of real-time and accuracy.

1. Introduction
Transformer [1]-[3] is the core component of energy transmission in power system, which is expensive and technically complex, and the oil temperature of transformer is closely related to the service life of transformer [4]-[6]. Excessively high oil temperature will seriously shorten the service life of transformer. The main reasons for excessively high oil temperature involve the insulation damage of the metal parts of the transformer, winding inter-turn short-circuiting, overload of transformer, failure of transformer cooling system and so on. At present, the classical method for the calculation, prediction and abnormal analysis of transformer oil temperature are generally based on transformer modified heat path model technology, transformer oil chromatographic discrimination technology and top layer oil temperature anomaly detection technology. The heat path model calculation technique is a traditional method for anomaly detection of transformer oil temperature. It is mainly based on the heat path model calculation of the main transformer equipment [7]-[9], which establish a heat path for the heat transfer process of the transformer and judge the abnormal oil temperature. Oil chromatographic anomaly detection technique, which analyse the content of measurable gas in transformer oil by chromatographic analyser to detect anomaly of oil
temperature, is widely used at present [12], [13]. The anomaly detection technology of oil temperature at the top layer is to identify the abnormal oil temperature based on the sampling data of the top oil temperature of transformer and the characteristic model of oil temperature. A semi-physical model for short-term prediction about the peak oil temperature of the top layer was constructed, and the oil temperature was forecasted with consideration on the influence of the operation of the cooler and the abnormal working condition of the transformer [10], [11]. Despite that these classic anomaly detection methods of oil temperature already have many outstanding achievements, which still has the problems involving high costs, difficulty of configuration, and non-real time, how to be more efficient in anomaly detection of transformer oil temperature is still an important research topic. In the era of big data, this paper proposes a non-supervised hybrid model method for oil temperature anomaly detection, which bases on clustering, hypothesis testing and decision forest algorithm [14], [15]. Compared with the classical temperature anomaly detection methods, this method has the advanced features of low investment, pervasive generalization, and real time.

2. Anomaly detection hybrid model of oil temperature based on non-supervised learning and decision forests

According to the practical experiences of oil temperature anomaly detection, which summarized by experts of State Grid Shanghai Electric Power Company, the expert rules was manifested as following: 1) When a transformer is in same working condition, the abnormal temperature is small probability event. 2) When a transformer is in the same temperature and with different working conditions, the temperature may be normal or abnormal.

Moreover, the relevant data set of anomaly detection of oil temperature can be considered as a five-element information system, which composed of the objects, the attributes of relevant working conditions, the anomaly tagging attributes of oil temperature, the domain of attributes’ value and the relationship of value function. The oil temperature anomaly tagging information system can be formally described as $\text{IS} = \{U, C, D, V, f\}$. In this system, $U = \{S_1, S_2, L, S_m\}$ means the objects collection for working condition records of $m$ transformers. $C = \{C_1, C_2, L, C_n\}$ means the attributes collection for relevant $n$ working condition records, in which oil temperature is also an attribute. $D$ represents a tagging attribute of oil temperature anomaly, $V$ represents the value domain of relevant working conditions attributes and oil temperature anomaly tagging attribute. $f = U \times (C / D) \rightarrow V$ represents the functional relationship between the attributes of different objects and their values, such as the attribute values of object $S_i$ can be recorded as $C_{i1}, C_{i2}, L, C_{in}$ and $D_i$.

In terms of null original values of $D$ attribute of all objects in oil temperature anomaly tagging information system $\text{IS}$, that is $D_i = \emptyset$, $i \in m$, the main purpose of this paper is to determine how to obtain the value of the oil temperature anomaly tagging attribute $D$, according to the $n$ working condition attribute sets $C = \{C_1, C_2, L, C_n\}$ of the transformer at a certain time. Based on the expert rules and the oil temperature anomaly tagging information system, the anomaly detection method in this paper, firstly, was to cluster working conditional data set of transformers via non-supervised learning method. Secondly, abnormal oil temperature in each condition clustering with small probability is tagged, and the granular threshold value of anomaly detection was determined by hypothesis testing strategy. Finally, abnormal oil temperatures were tagged by decision forest algorithm model from big data set of relevant transformers’ working conditions.

2.1. Machine learning strategy for anomaly detection hybrid model of oil temperature

In this paper, based on oil temperature anomaly tagging information system $\text{IS} = \{U, C, D, V, f\}$ and experience of industrial experts, anomaly detection of oil temperature is taken consideration as typical non-supervised learning problem, and a novel anomaly detection hybrid model with clustering,
hypothesis testing and decision forest algorithm is proposed. Figure 1 as following describes the work flow and steps of this hybrid model.
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**Figure 1.** Flow chart of anomaly detection hybrid model of oil temperature

The stages of this hybrid model are as follows:

Stage 1: Data preprocess. Historical data of relevant working conditions, which include winding temperature, oil temperature, environmental temperature, active power, reactive power, current etc, were preprocessed. The preprocessing works included data cleansing, data wrangling and data discretization.

Stage 2: Feature Extraction. big data set of relevant working conditions were clustered via K-means algorithm [16], [17]. Different types of working conditions were explored, and the probability density distribution of oil temperature in each cluster of working condition were computed. Furthermore, the small probability samples of each cluster are tagged as anomaly of oil temperature by granular threshold value via hypothesis testing, and a two-dimensional decision information table for anomaly detection can be constructed.

Stage 3: Classifier Construction. The classifier of oil temperature was constructed to detect the abnormal oil temperature via decision forests model [18]-[20]. The decision forests model was trained firstly by the data in two-dimensional decision information table and utilized to detect anomaly of oil temperature after training stage from real-time data of transformers’ working condition.

Stage 4: Classifier Evaluation. The classifier of oil temperature was evaluated, and the granular threshold value was updated if precision and recall test of model did not reach the preset. The gradient pattern adjustment of threshold value was repeated to execute from stage 2 to stage 3 until the preset was satisfied.

2.2. The methodology of anomaly detection hybrid model of oil temperature
The anomaly detection hybrid model of oil temperature involved clustering of transformers’ working conditions, anomaly tagging of oil temperature, decision forests, and hypothesis testing. However, based on K-means clustering about transformers’ working conditions, the final classifier was deduced from decision forests algorithm, which was evaluated and optimized via hypothesis testing. The critical algorithms and methods of model was illustrated in algorithm 1 as following:

**Algorithm 1:** anomaly detection hybrid model for oil temperature based on K-Means clustering and decision forests algorithm.

**Algorithm input:** historical data of relevant transformers’ working condition, $k$ values of K-means clustering, granularity threshold value $\gamma$ of anomaly.

**Algorithm output:** efficient classifier of abnormal oil temperature.

**Step 1:** according to historical data of relevant transformers’ working condition, K-Means clustering algorithm is applied to obtain $k$ types of data sets, and $j$ cluster are described as $U_j$, $j \in [1, 2, \ldots, k]$.

**Step 2:** based on the clusters from Step 1, the conditional probability of oil temperature in each cluster is computed, and the conditional probability of $j$ cluster is described as $|U_j|/|U|$.

**Step 3:** conditional probability value of every oil temperature in each cluster was compared with the granularity threshold value $\gamma$. If $|U_j|/|U| \geq \gamma$, the oil temperature samples are tagged as normal in its cluster. Otherwise, when $|U_j|/|U| < \gamma$, the oil temperature samples are tagged as anomaly in its cluster. Finally, two-dimensional decision information system $IS = \{U, C, D, V, f\}$ was established via anomaly tagging, which based on granular threshold value.

**Step 4:** the two-dimensional decision information system $IS$ in Step 3 was input into decision forests as training data set to obtain a strong classifier of transformers’ oil temperature. Thus, when online data of transformers’ working conditions was input into this strong classifier, the normal or abnormal oil temperature can be tagged from the data set.

**Step 5:** the precision and recall rate of the strong classifier in Step 4 was evaluated to test its efficiency. If the precision and recall rate was fails to reach the preset value, the granular threshold value $\gamma$ of anomaly was updated to $\gamma = \gamma + \alpha$ and $\alpha$ was adjusted as the greedy algorithm. The optimized process of the strong classifier was iterated from Step 1 to Step 4, until the preset value was satisfied.

**3. Experiments and analysis**

In the experiment, the data of no. 4 transformer of substation in Shanghai from December 2014 to January 2017 were utilized to validate the efficiency of anomaly detection hybrid model of transformers’ oil temperature. There were 18 rational attributes of transformers’ oil temperature to be input into model, which include temperature of environment, temperature of A winding, active power from high voltage side, active power from middle voltage side, active power from low voltage side, A phase current amplitude from high voltage side etc. The data from year 2015 to year 2016 were leveraged to train the anomaly detection hybrid model, and the final classifier of model was applied to explore abnormal oil temperature from data set of year 2017. A synthetical index with precision and recall rate was used to evaluate the efficiency of final classifier of anomaly.

Figures 2 and 3 demonstrate the experimental results of the anomaly detection hybrid model, which tag the abnormal oil temperature in March 2017 and July 2017 with red spot mark. Obviously, the abnormal oil temperature of the main transformer equipment had been tagged accurately in figure 2 and 3. In figure 2 and 3, the above subgraph represents the values of 3 main attributes in a month, including the temperature of environment (red line), the current amplitude of phase A from high voltage side (blue line), and the temperature of Phase A winding (green line). In figure 2 and 3, the below subgraph represents the value of oil temperature with anomaly tagging (red spot).

The experimental results were compared with the records in EMS and analyzed by the experts. The precision of oil temperature anomaly tagging is 90%, and the recall rate of oil temperature anomaly tagging is 89%. However, the precision of classical transformers’ oil chromatographic anomaly
detection method has only 86%. The method proposed in this paper is better than the classical oil chromatographic anomaly detection method in the factor of precision and efficiency.
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**Figure 2.** Anomaly tagging of oil temperature in March 2017
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**Figure 3.** Anomaly tagging of oil temperature in July 2017

### 4. Conclusion
The anomaly detection of oil temperature can explore the abnormal state of working condition of transformer, and provide clues to support the prediction of transformers’ defects. According to the research of classical anomaly detection technology of oil temperature, a novel anomaly detection hybrid model of transformers’ oil temperature, which combined non-supervised learning strategy with decision forests algorithm, was established from the electrical big data of transformers’ working conditions in this paper. The critical approach was to tag anomaly of oil temperature with non-supervised learning methods from the aspect of statistical meanings, and to adjust the threshold value of tagging anomaly via hypothesis testing method, which optimized the anomaly detection method of oil temperature adaptively. Furthermore, the results of experiment, in which the method was implemented to detect abnormal oil temperature of some real transformers in Shanghai, have validated
the efficiency and accuracy beyond classical methods mentioned before. In addition, this novel anomaly detection methods of oil temperature, did not need extra investment for specific equipment, and can be suitable for heterogeneous types of the transformers oil temperature alarm system. Thus, it is worth to promote for its sound commercial value and social value.
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