WEIGHTED BOUNDS FOR MULTILINEAR OPERATORS WITH NON-SMOOTH KERNELS
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Abstract. Let $T$ be a multilinear integral operator which is bounded on certain products of Lebesgue spaces on $\mathbb{R}^n$. We assume that its associated kernel satisfies some mild regularity condition which is weaker than the usual Hölder continuity of those in the class of multilinear Calderón-Zygmund singular integral operators. In this paper, given a suitable multiple weight $\vec{w}$, we obtain the bound for the weighted norm of multilinear operators $T$ in terms of $\vec{w}$. As applications, we exploit this result to obtain the weighted bounds for certain singular integral operators such as linear and multilinear Fourier multipliers and the Riesz transforms associated to Schrödinger operators on $\mathbb{R}^n$. Our results are new even in the linear case.

1. Introduction

In the past decades, weighted inequalities have been a very attractive realm in harmonic analysis. One basic problem concerning them consists in determining conditions for a given operator to be bounded in $L^p(w)$ with appropriate weights $w$. A sustained research period started with the famous work of Muckenhoupt [28] in the seventies. In that work he characterized the class of weights $u,v$ so that the following weak inequality for the Hardy–Littlewood maximal operator $M$ and for $1 < p < \infty$ holds:

$$||M(f)||_{L^p,\infty(u)} \leq C||f||_{L^p(v)}.$$  

This condition on the weights is known as the $A_p$ condition, namely

$$[w]_{A_p} := \sup_Q \left( \frac{1}{|Q|} \int_Q w(x)dx \right) \left( \frac{1}{|Q|} \int_Q w(x)^{-\frac{1}{p-1}}dx \right)^{p-1} < \infty, \quad p > 1,$$

where the supremum is taken over all the cubes (or balls) in $\mathbb{R}^n$. For $p > 1$, Muckenhoupt proved that the following strong estimate

$$\int_{\mathbb{R}^n} (Mf(x))^p w(x)dx \leq C \int_{\mathbb{R}^n} |f(x)|^p w(x)dx, \quad f \in L^p(w),$$

holds if and only if $w$ satisfies the $A_p$ condition.

After that, harmonic analysts focused their interest on studying weighted inequalities for many different classical operators such as the Hilbert and Riesz transforms and other singular integral operators leading to a vast literature on weighted norm inequalities. However, the classical results did not reflect the quantitative dependence of the $L^p(w)$ operator norm in terms of the relevant constant involving the weights. The question of the sharp dependence of the norm estimates of a given operator in terms of the $A_p$ constant

2010 Mathematics Subject Classification. Primary: 42B20, 42B25.

Key words and phrases. Multilinear singular integrals, weighted norm inequalities, Lerner’s formula, multilinear Fourier multipliers.
of the weight was specifically raised by S. Buckley, who proved the following optimal bound for the Hardy–Littlewood operator in [1]:

\begin{equation}
\|M\|_{L^p(w)} \leq C_p [w]_{A_p}^{\frac{1}{p-1}},
\end{equation}

where \(C_p\) is a dimensional constant that also depends on \(p\), but not on \(w\). We say that the estimate in (1.2) is sharp since the exponent \(1/(p-1)\) cannot be replaced by a smaller one.

On the other hand, it turned out that for singular integral operators the question was much more complicated. The linear bounds for the Hilbert and Riesz transforms were addressed by Petermichl [29, 30]. Since then, the so-called \(A_2\) conjecture gathered more attention from the mathematical community. This conjecture stated that the sharp dependence of the \(L^2(w)\) norm of a Calderón–Zygmund operator on the \(A_2\) constant of the weight \(w\) was linear. Finally, in 2012 T. Hytönen [15] proved the so-called \(A_2\) theorem, which asserted that this was indeed the case. This, in combination with the extrapolation theorem in [10] gives the sharp dependence of the \(L^p(w)\) norm for Calderón–Zygmund operators with \(1 < p < \infty\). More precisely, if \(T\) is a Calderón–Zygmund operator then we have

\begin{equation}
\|T\|_{L^p(w)} \leq C_{T,n,p} [w]_{A_p} \max\left(1, \frac{1}{p-1}\right), \quad 1 < p < \infty, \quad w \in A_p.
\end{equation}

Shortly after that, A. K. Lerner gave a much simpler proof [21] of the \(A_2\) theorem proving that every Calderón–Zygmund operator is bounded from above by a supremum of sparse operators. Namely, if \(X\) is a Banach function space, then

\begin{equation}
\|T(f)\|_X \leq C \sup_{\mathcal{D}, \mathcal{S}} \|A_{\mathcal{D}, \mathcal{S}}(f)\|_X,
\end{equation}

where the supremum is taken over arbitrary dyadic grids \(\mathcal{D}\) and sparse families \(\mathcal{S} \subset \mathcal{D}\), and

\[A_{\mathcal{D}, \mathcal{S}}(f) = \sum_{Q \in \mathcal{S}} \left(\int_{Q} f \, \chi_Q\right)\chi_Q.\]

The interested readers can consult [16] for a survey on the history of the proof. The application of Lerner’s techniques is reflected in the extension of (1.4) and the \(A_2\) theorem to multilinear Calderón–Zygmund operators in [8]. Later on, Li, Moen and Sun in [23] proved the corresponding sharp weighted \(A_{\vec{p}}\) bounds for multilinear sparse operators. In other words, if \(1 < p_1, \ldots, p_m < \infty\) with \(\frac{1}{p} = \frac{1}{p_1} + \cdots + \frac{1}{p_m} = \frac{1}{\vec{p}}\) and \(\vec{w} \in A_{\vec{p}}\), then

\begin{equation}
\|A_{\mathcal{D}, \mathcal{S}}(\vec{f})\|_{L^p(\nu_{\vec{w}})} \lesssim [\vec{w}]_{A_{\vec{p}}} \max\left(\frac{p_1}{p}, \ldots, \frac{p_m}{p}\right) \prod_{i=1}^m \|f_i\|_{L^{p_i}(w_i)},
\end{equation}

for tuples \(\vec{f} = (f_1, \ldots, f_m)\). Now the symbol \(A_{\mathcal{D}, \mathcal{S}}\) denotes the multilinear sparse operator

\[A_{\mathcal{D}, \mathcal{S}}(\vec{f})(x) = \sum_{Q} \left(\prod_{i=1}^m (f_i)_Q \right) \chi_Q(x).\]

The readers are referred to [7, 23] to observe that from (1.5), we can derive the multilinear \(A_{\vec{p}}\) theorem for \(1/m < p < \infty\). More precisely, if \(T\) is a multilinear Calderón–Zygmund
operator, $1 < p_1, \ldots, p_m < \infty$, $\frac{1}{p_1} + \cdots + \frac{1}{p_m} = \frac{1}{p}$ and $\vec{w} = (w_1, \ldots, w_m) \in A_\vec{p}$, then
\begin{equation}
\|T(\vec{f})\|_{L^p(\nu_{\vec{w}})} \leq C_{n,m,\vec{p},T} \max(\frac{p_1}{p}, \ldots, \frac{p_m}{p}) \prod_{i=1}^{m} \|f_i\|_{L^{p_i}(w_i)}.
\end{equation}

For further details on the theory of multilinear Calderón–Zygmund operators, we refer to [11, 13] and the references therein.

In this paper, we aim to study the weighted bound of certain multilinear singular integral operators on products of weighted Lebesgue spaces. It is important to note that the multilinear singular integral operators considered in our paper are beyond the Calderón-Zygmund class of multilinear singular integral operators considered in [13]. More precisely, in this paper we assume that $T$ is a multilinear operator initially defined on the $m$-fold product of Schwartz spaces and taking values into the space of tempered distributions,
\[ T : \mathcal{S}(\mathbb{R}^n) \times \ldots \times \mathcal{S}(\mathbb{R}^n) \to \mathcal{S}'(\mathbb{R}^n) \]

By the associated kernel $K(x, y_1, \ldots, y_m)$, we mean that $K$ is a function defined away from the diagonal $x = y_1 = \ldots = y_m$ in $(\mathbb{R}^n)^{m+1}$, satisfying
\[ T(f_1, \ldots, f_m)(x) = \int_{(\mathbb{R}^n)^m} K(x, y_1, \ldots, y_m) f_1(y_1) \ldots f_m(y_m) dy_1 \ldots dy_m \]
for all functions $f_j \in \mathcal{S}(\mathbb{R}^n)$ and all $x \notin \cap_{j=1}^{m} \text{supp} f_j$, $j = 1, \ldots, m$.

In what follows, we denote $dy_1 \ldots dy_m$ by $d\vec{y}$. For the rest of this paper, we assume that there exist $p_0 \geq 1$ and a constant $C > 0$ so that the following conditions hold:

(H1) $T$ maps $L^{p_0} \times \ldots \times L^{p_0}$ into $L^{p_0/m, \infty}$.

(H2) There exists $\delta > n/p_0$ so that for the conjugate exponent $p_0'$ of $p_0$, one has
\begin{equation}
\left( \int_{S_{j_0}(Q)} \cdots \int_{S_{j_1}(Q)} |K(x, y_1, \ldots, y_m) - K(x, y_1, \ldots, y_m)|^{p_0'} d\vec{y} \right)^{1/p_0'} \leq C \frac{|x - \vec{x}|^{m(\delta - n/p_0)}}{|Q|^{\delta/n}} 2^{-m\delta j_0}
\end{equation}

for all balls $Q$, all $x, \vec{x} \in \frac{1}{2}Q$ and $(j_1, \ldots, y_m) \neq (0, \ldots, 0)$, where $j_0 = \max\{j_k : k = 1, \ldots, m\}$ and $S_j(B) = 2^j Q \setminus 2^{j-1} Q$ if $j \geq 1$, otherwise $S_j(Q) = Q$.

Note that we do not require any regularity condition on the kernel of the multilinear operators $T$. The class of operators satisfying the conditions (H1) and (H2) is motivated from the recent works [18, 2, 13, 22, 26, 25, 24]. In the linear case as $m = 1$, the class of such operators is contained implicitly in [18]. The condition (H2) is similar to the $L^r$-Hömander conditions considered in [26, 25, 24]. In the multilinear case, this kind of operators was considered by the first and the third authors in [2] in studying the weighted norm inequalities of multilinear Fourier multiplier operators with limited smoothness symbols. More importantly, the class of operators satisfying the conditions (H1) and (H2) includes the class of multilinear Calderón-Zygmund singular integral operators (see [13, 22] for the precise definition). More precisely, if $T$ is a multilinear Calderón-Zygmund singular integral operator then it is easy to see that $T$ satisfies (H1) and (H2) with $p_0 = 1$. 

The main goal of this paper is to obtain the weighted bounds for multilinear singular integrals which satisfy (H1) and (H2). According to a standard approach, it is natural to consider the following multi-sublinear operators. Fix $p_0 \in [1, \infty)$ and a dyadic grid $\mathcal{D} \subset \mathbb{R}^n$. Define, for any cube $Q$,

$$\langle f \rangle_{Q,p_0} := \left( \frac{1}{|Q|} \int_Q |f(x)|^{p_0} \, dx \right)^{\frac{1}{p_0}}.$$ 

For $k \geq 0$, denote by $\mathcal{A}_{\mathcal{S}}^{k,p_0}$ the $m$-sublinear sparse operator

$$\mathcal{A}_{\mathcal{S}}^{k,p_0}(\tilde{f})(x) = \sum_{Q \in \mathcal{S}} \prod_{i=1}^{m} \langle f_i \rangle_{Q^{(k)},p_0} \chi_Q(x),$$

which acts on measurable $m$-tuples $\tilde{f} = (f_1, \ldots, f_m)$. Here $Q^{(k)}$ denotes the $k$-th dyadic ancestor of $Q$ in $\mathcal{D}$. Also, we may define the operator $T_{\mathcal{S}}^{k,p_0}$ by

$$T_{\mathcal{S}}^{k,p_0}(\tilde{f})(x) = \sum_{Q \in \mathcal{S}} \prod_{i=1}^{m} \langle f_i \rangle_{2^k Q,p_0} \chi_Q(x),$$

We shall also work with the localized versions of the operators above, in which we will consider that the sum in the definition ranges over cubes $Q$ contained in some fixed cube $P$. We will denote them respectively by $\mathcal{A}_{\mathcal{S},P}^{k,p_0}$ and $T_{\mathcal{S},P}^{k,p_0}$. Our first main result reads as follows:

**Theorem A.** Let $\mathcal{X}$ be a quasi Banach function space (in the sense of [7]). Then, for each sparse family $\mathcal{S}$ there exists another sparse family $\mathcal{S}'$ such that we have

$$||T_{\mathcal{S}}^{k,p_0}(\tilde{f})||_{\mathcal{X}} \leq C(k+1)||\mathcal{A}_{\mathcal{S}',p_0}^{0,0}(\tilde{f})||_{\mathcal{X}},$$

for some constant $C$ that may depend on $\mathcal{X}$ and $k$, but not on $k$ or $\tilde{f}$.

The proof of theorem A follows the scheme of [7], in which the case $p_0 = 1$ is considered. The main new difficulty is the fact that the operator $\mathcal{A}_{\mathcal{S}}^{m,p_0}$ is not linear for $p_0 \neq 1$. Of course, $\mathcal{A}_{\mathcal{S}}^{m,p} \tilde{f} \geq \mathcal{A}_{\mathcal{S}}^{m,q} \tilde{f}$ for positive tuples $\tilde{f}$ and $p \geq q$. Therefore, bounding the operators $\mathcal{A}_{\mathcal{S}}^{m,p_0}$ for $p_0 > 1$ leaves some space for estimates involving Calderón-Zygmund operators with rough kernels. On the other hand, the operators $\mathcal{A}_{\mathcal{S}}^{p_0} := \mathcal{A}_{\mathcal{S}}^{0,0}$ have very nice quantitative properties:

**Theorem B.** Suppose that $p_0 < p_1, \ldots, p_m < \infty$ with $\frac{1}{p_1} + \ldots + \frac{1}{p_m} = \frac{1}{p}$ and $\tilde{w} \in A_{p}/p_0$. Then

$$||\mathcal{A}_{\mathcal{S}}^{p_0}(\tilde{f})||_{L^p(\nu_{\tilde{w}})} \lesssim [\tilde{w}]_{A_{p}/p_0} \prod_{i=1}^{m} ||f_i||_{L^p(\nu_{w_i})}.$$ 

This is all we need to get the weighted bounds of our operators with nonsmooth kernels.

**Theorem C.** Let $T$ satisfy (H1) and (H2). Suppose that $p_0 < p_1, \ldots, p_m < \infty$ with $\frac{1}{p_1} + \ldots + \frac{1}{p_m} = \frac{1}{p}$ and $\tilde{w} \in A_{p}/p_0$. Then

$$||T(\tilde{f})||_{L^p(\nu_{\tilde{w}})} \lesssim [\tilde{w}]_{A_{p}/p_0} \prod_{i=1}^{m} ||f_i||_{L^p(\nu_{w_i})}.$$
We would like to point out that our results are new even for the linear case. Although our conjecture is that these bounds are sharp, we could not prove this and leave it as an open problem.

The outline of the rest of this paper is the following: In the next section we recall the definition of multiple weights and Lerner’s local oscillation formula. Section 3 is devoted to prove Theorem A. The proof of Theorem B and Theorem C are given in Section 4. Finally, in Section 5, we apply the obtained result in Theorem C to consider the weighted bounds of certain singular integral operators such as linear and multilinear Fourier multipliers and Riesz transforms associated to Schrödinger operators.

Throughout the text, \( A \lesssim B \) will denote \( A \leq CB \), where \( C \) will denote a positive constant independent of the weight which may change from line to line. Moreover, \( A \lesssim_{a,b} B \) will denote \( A \leq CB \), where \( C \) will denote a positive constant dependent on \( a \) and \( b \).

2. Preliminaries

2.1. Multiple weight theory. For a general account on multiple weights and related results we refer the interested reader to [22]. In this section we briefly introduce some definitions and results that we will need. Consider \( m \) weights \( w_1, \ldots, w_m \) and denote \( \bar{w} = (w_1, \ldots, w_m) \). Also let \( 1 < p_1, \ldots, p_m < \infty \) and \( 0 < p < \infty \) be numbers such that \( \frac{1}{p} = \frac{1}{p_1} + \cdots + \frac{1}{p_m} \), and denote \( \bar{p} = (p_1, \ldots, p_m) \). Set

\[
\nu_{\bar{w}} := \prod_{i=1}^{m} w_i^{p_i}.
\]

We say that \( \bar{w} \) satisfies the \( A_{\bar{p}} \) condition if

\[
[w]_{A_{\bar{p}}} := \sup_Q \left( \frac{1}{|Q|} \int_Q \nu_{\bar{w}} \right) \prod_{i=1}^{m} \left( \frac{1}{|Q|} \int_Q w_i^{1-p_i'} \right)^{p/p_i'} < \infty.
\]

When \( p_i = 1 \) for some \( i \), \( \frac{1}{|Q|} \int_Q w_i^{1-p_i'} \) is understood as \( \inf_Q w_i^{-p} \). This condition, introduced in [22], was shown to characterize the classes of weights for which the multilinear maximal function \( M \) is bounded from \( L^{p_1}(w_1) \times \cdots \times L^{p_m}(w_m) \) into \( L^p(\nu_{\bar{w}}) \) (see [22, Thm. 3.7]). We also denote by \( A_p, 1 \leq p < \infty \) and \( RH_q, 1 < q \leq \infty \) the classes of Muckenhoupt weights and the classes of reverse Hölder weights on \( \mathbb{R}^n \), respectively. For \( w \in A_p, 1 \leq p < \infty \), the quantity \( [w]_{A_p} \) is defined as (4.2) by

\[
[w]_{A_p} := \sup_Q \left( \frac{1}{|Q|} \int_Q w(x)dx \right) \left( \frac{1}{|Q|} \int_Q w(x)^{-\frac{1}{p-1}}dx \right)^{p-1},
\]

with the usual modification when \( p = 1 \). The supremum above is taken over all cubes (or balls) in \( \mathbb{R}^n \). For \( w \in RH_q, 1 < q \leq \infty \), we define

\[
[w]_{RH_q} := \sup_Q \left( \frac{1}{|Q|} \int_Q w(x)^q dx \right)^{1/q} \left( \frac{1}{|Q|} \int_Q w(x)dx \right)^{-1},
\]

with the usual modification when \( q = \infty \). Again, the supremum is taken over all cubes (or balls) in \( \mathbb{R}^n \).
Let $\sigma \in A_\infty = \bigcup_{p \geq 1} A_p$. The dyadic maximal function with respect to $\sigma$ is defined as
\begin{equation}
M_\sigma^D(f)(x) = \sup_{Q \in \mathcal{D}} \frac{1}{\sigma(Q)} \int_Q |f| \sigma.
\end{equation}

It is well-known that
\begin{equation}
\|M_\sigma^D f\|_{L^p(\sigma)} \leq p' \|f\|_{L^p(\sigma)}, \quad 1 < p < \infty.
\end{equation}
See e.g. [27].

2.2. A local mean oscillation formula. For the notion of general dyadic grid $\mathcal{D}$ we refer to previous works (e.g. [20] and [16]). A collection $\mathcal{S} = \{Q\} \subset \mathcal{D}$ is called a sparse family of cubes if there exist pairwise disjoint subsets $E_Q \subset Q$ with $|Q| \leq 2|E_Q|$ for each $Q \in \mathcal{S}$. The major tool to prove our main results is Lerner’s local oscillation formula from [20]. To formulate it we need to introduce several notions. By a median value of measurable function $f$ on a set $Q$ we mean a possibly nonunique, real number $m_f(Q)$ such that
\begin{equation}
\max \left( |\{x \in Q : f(x) > m_f(Q)\}|, |\{x \in Q : f(x) < m_f(Q)\}| \right) \leq |Q|/2.
\end{equation}
The decreasing rearrangement of a measurable function $f$ on $\mathbb{R}^n$ is defined by
\begin{equation}
f^*(t) = \inf \{\alpha > 0 : |\{x \in \mathbb{R}^n : |f(x)| > \alpha\}| < t\}, \quad 0 < t < \infty.
\end{equation}
The local mean oscillation of $f$ is
\begin{equation}
\omega_\lambda(f; Q) = \inf_{c \in \mathbb{R}} \left( (f - c) \chi_Q \right)^*(\lambda|Q|), \quad 0 < \lambda < 1.
\end{equation}

Then it follows from the definitions that
\begin{equation}
|m_f(Q)| \leq (f \chi_Q)^*(|Q|/2).
\end{equation}
The following theorem was proved in by Hytönen [16, Theorem 2.3] in order to improve original Lerner’s formula given in [19, 20].

**Theorem 2.1.** Let $f$ be a measurable function on $\mathbb{R}^n$ and let $Q_0$ be a fixed cube. Then there exists a (possibly empty) sparse family $\mathcal{S}$ of cubes $Q \in \mathcal{D}(Q_0)$ such that for a.e. $x \in Q_0$,
\begin{equation}
|f(x) - m_f(Q_0)| \leq 2 \sum_{Q \in \mathcal{S}} \omega_{\frac{1}{2(n+2)}}(f; Q) \chi_Q(x).
\end{equation}

3. Proof of Theorem A

This section is entirely devoted to the proof of theorem A. To that end, some reductions are in order. First, since the operator $\mathcal{T}_{S}^{k,\rho_0}$ is (multi)-(sub)linear, we may assume that $f_i \geq 0$ for $1 \leq i \leq m$. Second, by a well known variation of the one-third trick (see, for example, [17]), we may exchange centered dilations by dyadic ancestors. More precisely, we may write
\begin{equation}
\mathcal{T}_{S}^{k,\rho_0} \tilde{f}(x) \lesssim_{\rho_0,n} \sum_{j=1}^{c_n} A_{S_j}^{k,\rho_0} \tilde{f}(x).
\end{equation}
for certain dyadic systems $\mathcal{D}^1, \ldots, \mathcal{D}^{c_n}$, sparse families $S_j \subset \mathcal{D}^j$ and some dimensional constant $c_n$. Therefore, we may just concentrate on one such operator $A_{S_j}^{k,\rho_0}$. However, we
will consider a slightly more general operator. Namely, given a dyadic system \( \mathcal{D} \), we will study operators of the form

\[
A_{\alpha}^{k,p_0} \vec{f}(x) = \sum_{Q \in \mathcal{D}} \alpha_Q \left[ \prod_{i=1}^{m} \langle f_i \rangle_{Q^{(k)},p_0} \right] \chi_Q(x),
\]

where the sequence \( \alpha = (\alpha_Q)_Q \) is Carleson and normalized:

\[
\sup_{Q \in \mathcal{D}} \sum_{T \in \mathcal{D}(Q)} \alpha_T |T| = 1.
\]

Finally, by the usual density arguments, we may assume that the sequence \( \alpha \) is finite, which in particular implies that there exists some cube \( P_0 \in \mathcal{D} \) such that

\[
A_{\alpha}^{k,p_0} = A_{\alpha,P_0}^{k,p_0},
\]

that is,

\[
A_{\alpha}^{k,p_0} \vec{f}(x) = \sum_{Q \in \mathcal{D}, Q^{(k)} \subset P_0} \alpha_Q \left[ \prod_{i=1}^{m} \langle f_i \rangle_{Q^{(k)},p_0} \right] \chi_Q(x).
\]

At the same time, we will assume that each function \( f_i \) is supported in the cube \( P_0 \). The positivity of the operators involved and the density of (say) \( L^1_c \) in the quasi-Banach space \( \mathcal{X} \) will allow to pass to the limit, as in \([6]\), chap. 2.3. The rest of the proof consists of a pointwise estimate of \( A_{\alpha,P_0}^{k,p_0} \) and follows the lines of \([7]\). Since it is a bit lengthy, we have chosen to divide it into several steps. We will skip some details in the points where our argument does not differ substantially from that of \([7]\).

**Step 1. Slicing: reduction to separated scales.** We start the proof separating the scales of \( A_{\alpha,P_0}^{k,p_0} \) as follows:

\[
A_{\alpha,P_0}^{k,p_0} \vec{f}(x) = \sum_{j=0}^{k-1} \sum_{Q \in \mathcal{D}_{jk+\ell}(P_0)} \alpha_Q \left[ \prod_{i=1}^{m} \langle f_i \rangle_{Q^{(k)},p_0} \right] \chi_Q(x)
\]

\[
= \sum_{\ell=0}^{k-1} A_{\alpha,P_0}^{k,p_0;\ell} \vec{f}(x).
\]

Now, as in \([7]\), we rewrite \( A_{\alpha,P_0}^{k,p_0;\ell} \vec{f}(x) \) as a sum of disjointly supported operators of the form \( A_{\alpha,P_0}^{k,p_0;0} \vec{f}(x) \). Indeed, we have the expression

\[
A_{\alpha,P_0}^{k,p_0} \vec{f}(x) = \sum_{\ell=0}^{k-1} \sum_{P \in \mathcal{D}(P_0)} A_{\alpha,P_0}^{k,p_0;0} \vec{f}(x).
\]

Therefore, it is enough to prove the following claim: Let \( k \geq 1 \) and \( \alpha \) be a normalized Carleson sequence. For nonnegative integrable functions \( f_1, \ldots, f_m \) on \( P_0 \), there exists a sparse family \( \mathcal{S} \) of cubes in \( \mathcal{D}(P_0) \) such that

\[
A_{\alpha,P_0}^{k,p_0;0} \vec{f}(x) \leq C \sum_{Q \in \mathcal{S}} \left( \prod_{i=1}^{m} \langle f_i \rangle_{Q,p_0} \right) \chi_Q(x),
\]

for some constant \( C \) independent of \( k \) and the cube \( P_0 \).
Step 2. Construction of the collection $\mathcal{S}$ for the sliced operator. We now build the family $\mathcal{S}$. The construction is similar to that in [7, P. 6]. We start by defining the quantity

$$C^* := 2^{2(m+1)} W(p_0, k),$$

where

$$W(p_0, k) = \sup_{P \in \mathcal{D}, \alpha \text{ Carleson} \forall Q \neq 0 \Rightarrow Q \in \mathcal{D}(P)} \left\| A^k_{\alpha, P} \right\|_{L^p \times L^{p_0} \times \ldots \times L^{p_0} \to L^{p_0}/m, \infty}.$$

Also, if $Q \in \mathcal{D}_{kn}(P_0)$ for some $n \geq 0$ define

$$\gamma_Q = \max_{R \in \mathcal{D}_k(Q)} \alpha_R.$$

Set also $\Delta_{P_0} = 0$. Then, we inductively implement the following selection procedure, starting with the cube $P = P_0$:

1. If $\Delta_P - \left(\prod_{i=1}^m (f_i)_{P, p_0}\right) \gamma_P < 0$, then we choose $P \in \mathcal{S}$ and we set

$$\Delta_Q = \Delta_P + (C^* - \alpha_Q) \left( \prod_{i=1}^m (f_i)_{P, p_0} \right).$$

for all $Q \in \mathcal{D}_k(P)$.

2. If $\Delta_P - \left(\prod_{i=1}^m (f_i)_{P, p_0}\right) \gamma_P \geq 0$, then we choose $P \notin \mathcal{S}$ and we set

$$\Delta_Q = \Delta_P - \alpha_Q \left( \prod_{i=1}^m (f_i)_{P, p_0} \right).$$

3. Go back to (1) for the cubes $Q \in \mathcal{D}_k(P)$.

Since the sequence $\alpha$ is finite the procedure ends and yields the family $\mathcal{S}$ that we will use.

Step 3. The family $\mathcal{S}$ is sparse. To prove sparsity, we will show the following (stronger) claim: fix $P \in \mathcal{S}$, and denote

$$F(P) := \bigcup_{Q \subseteq P, Q \in \mathcal{S}} Q.$$

Then, $|F(P)| \leq \frac{1}{2}|P|$. The claim and its proof are entirely similar to [7, P.7-8]. Let $\mathcal{R}$ be the collection of maximal subcubes of $P$ which belong to $\mathcal{S}$. By maximality, for each $x \in R \in \mathcal{R}$ we have

$$\left( \prod_{i=1}^m (f_i)_{R, p_0} \right) \gamma_R + A^{k_{p_0}, 0}_{\alpha, P} \vec{f}(x) > C^* \left( \prod_{i=1}^m (f_i)_{P, p_0} \right).$$

Now, denote $G_{P, p_0} \vec{f} = \sum_{R \in \mathcal{R}} \gamma_R \left( \prod_{i=1}^m (f_i)_{R, p_0} \right) \chi_R$. Then for all $x \in \mathcal{R}$,

$$G_{P, p_0} \vec{f}(x) + A^{k_{p_0}, 0}_{\alpha, P} \vec{f}(x) > C^* \left( \prod_{i=1}^m (f_i)_{P, p_0} \right).$$

Thus we have

$$|F(P)| \leq \left| \left\{ x \in P : G_{P, p_0} \vec{f}(x) + A^{k_{p_0}, 0}_{\alpha, P} \vec{f}(x) > C^* \left( \prod_{i=1}^m (f_i)_{P, p_0} \right) \right\} \right|.$$
Step 4. Pointwise bound.

To prove it, we first establish an operator \( \mathcal{A}_{\alpha,P} \) which is contractive from \( L^{p_0}_0(P) \) whenever \( \alpha \neq 0 \) and \( \alpha \) is Carleson and normalized. What we will show is \( \| A_{\alpha,P}^{k,p_0;0} \|_{L^{p_0}_0(P) \times \cdots \times L^{p_0}_0(P) \to L^{p_0/m}_0(P)} \) is bounded by 1. This is enough to obtain the assertion.

Finally, we observe that the operator \( \mathcal{G}_{p_0} \) is bounded above by the multi-sublinear operator

\[
P_{p_0} f = \sum_{R \in R} \left( \prod_{i=1}^m \langle f_i \rangle_{R,p_0} \right) \chi_R,
\]

which is contractive from \( L^{p_0}_0(P) \times \cdots \times L^{p_0}_0(P) \) to \( L^{p_0/m,\infty}_0(P) \). Therefore, the norm of \( \mathcal{G}_{p_0} \) from \( L^{p_0}_0(P) \times \cdots \times L^{p_0}_0(P) \) to \( L^{p_0/m,\infty}_0(P) \) is bounded by 1. This is enough to obtain the assertion.

Step 5. Weak type estimate for \( A_{\alpha,P}^{k,p_0} \).

Fix some \( P \in \mathcal{D} \) and some normalized Carleson sequence \( \alpha \) such that \( \alpha_Q \neq 0 \) only if \( Q \in \mathcal{D}(P) \). We need to show that

\[
\| A_{\alpha,P}^{k,p_0} \|_{L^{p_0}_0(P) \times \cdots \times L^{p_0}_0(P) \to L^{p_0/m,\infty}_0(P)} \lesssim_n 1.
\]

To prove it, we first establish an \( L^{2p_0/m}_0 \) estimate. We will use the estimate [4], which reads as follows:

\[
\left( \sum_{Q \in \mathcal{D}(P)} \alpha_Q \left( \prod_{i=1}^m \frac{1}{|Q|} \int_Q f_i \right)^q |Q| \right)^{1/q} \leq \prod_{i=1}^m p_i \| f_i \|_{L^{p_i}(P)}
\]

whenever

\[
\frac{1}{q} = \frac{1}{p_1} + \cdots + \frac{1}{p_m}
\]

and \( \alpha \) is Carleson and normalized. What we will show is

\[
\| A_{\alpha,P}^{k,p_0} \|_{L^{2p_0}_0} \lesssim_n \prod_{i=1}^m \| f_i \|_{L^{2p_0}_0}.
\]
Indeed, we begin by using duality to reduce to showing
\[ \int_P g(x) \mathcal{A}^{k,p_0}_{\alpha,P} \mathcal{f}(x) \, dx \lesssim 1 \]
assuming that \( \|f_i\|_{L^{2p_0}} = \|g\|_{L^{(2p_0)'}} = 1 \) for all \( 1 \leq i \leq m \) and \( g \geq 0 \). By definition and Hölder’s inequality, it is enough to show
\[
\left( \sum_{Q \in \mathcal{D}(P)} \alpha_Q \left( \prod_{i=1}^{m} \langle f_i \rangle_{Q,i,p_0} \right)^{2p_0} |Q| \right)^{1/2p_0} \lesssim \left( \sum_{Q \in \mathcal{D}(P)} \alpha_Q \left( \frac{1}{|Q|} \int_Q g^{(2p_0)'} |Q| \right)^{1/(2p_0)'} \right)^{1/(2p_0)'}.
\]
The second term can be estimated, using (3.1) in the linear case, by an absolute constant. For the first term observe that the sequence \( \beta_Q \) defined by
\[
\beta_Q = \frac{1}{2^{nk}} \sum_{R \in \mathcal{D}_k(Q)} \alpha_R
\]
is a Carleson sequence adapted to \( P \) of constant 1. Indeed, for any \( Q \in \mathcal{D}(P) \), there holds:
\[
\frac{1}{|Q|} \sum_{R \in \mathcal{D}(Q)} |R| \sum_{T \in \mathcal{D}_k(R)} \alpha_T |T| = 1
\]
\[
\frac{1}{|Q|} \sum_{R \in \mathcal{D}(Q)} \alpha_R |R| \leq 1.
\]
Therefore, we can write the first term as
\[
\left( \sum_{Q \in \mathcal{D}(P)} \beta_Q \left( \sum_{i=1}^{m} \langle f_i \rangle_{Q,i,p_0} \right)^{2p_0} |Q| \right)^{1/2p_0},
\]
which can also be estimated by (3.1), with \( p_1 = p_2 = \ldots = p_m = 2m, q = 2 \):
\[
\left( \sum_{Q \in \mathcal{D}(P)} \beta_Q \left( \prod_{i=1}^{m} \langle f_i \rangle_{Q,i,p_0} \right)^{2p_0} \right)^{1/2p_0} = \left( \sum_{Q \in \mathcal{D}(P)} \beta_Q \left( \prod_{i=1}^{m} \langle |f_i| \rangle_{Q,i,1} \right)^{2} |Q| \right)^{1/2p_0}
\]
\[
\lesssim_{p_0,m} \prod_{i=1}^{m} \|f_i\|_{p_0}^{1/p_0} \lesssim 1.
\]
Combining both terms we arrive at the strong type result that we want.

Now we can prove our weak type estimate. That is, we want to show that
\[
\sup_{\lambda > 0} \lambda \{ x : \mathcal{A}^{k,p_0}_{\alpha,P} \mathcal{f}(x) > \lambda^{m/p_0} \} \lesssim_{n,m,p_0} \prod_{i=1}^{m} \|f_i\|_{L^{p_0}}.
\]
By homogeneity we can assume \( \|f_i\|_{L^{p_0}} = 1 \) and \( f_i \geq 0 \) for \( 1 \leq i \leq m \). We will use the previous strong bound and a standard Calderón-Zygmund decomposition of the positive tuple \( (f_1^{p_0}, \ldots, f_m^{p_0}) \) that we explain now.
We need the following version of the dyadic maximal operator
\[ M_{p_0}^\mathcal{G} g(x) = \sup_{x \in Q \in \mathcal{G}} (g)_{Q,p_0}. \]
For \( 1 \leq i \leq m \), denote
\[ \Omega_i = \{ x \in P : M_{p_0}^\mathcal{G} f_i(x) > \lambda^{1/m} \}. \]
If \( (f_i)_{P,p_0} > \lambda^{1/m} \) then we have
\[ |P| \lambda^{p_0/m} < \|f_i\|_{L_0^{p_0}}, \]
and the estimate follows by the homogeneity assumption. Therefore, we can assume \( (f_i)_{P,p_0} \leq \lambda^{1/m} \) for all \( 1 \leq i \leq m \). Then, we can write \( \Omega_i \) as a union of cubes in a collection \( \mathcal{R}_i \) consisting of pairwise disjoint dyadic (strict) subcubes \( R \) of \( P \) with the property
\[ (f_i)_{R,p_0} > \lambda^{1/m} \quad \text{and} \quad (f_i)_{R(1),p_0} \leq \lambda^{1/m}, \quad R \in \mathcal{R}_i. \]
For each \( 1 \leq i \leq m \) let \( b_i = \sum_{R \in \mathcal{R}_i} b_i^R \), where
\[ b_i^R(x) := (f_i^0(x) - (f_i)_{R,p_0}) \chi_R(x). \]
We now let \( g_i = f_i^0 - b_i \). Observe that we have
\[ |g_i(x)| \lesssim \lambda^{p_0/m}, \quad \|g_i\|_{L^1} \lesssim \|f_i\|_{L_0^{p_0}} = 1 \]
as well as
\[ |\Omega_i| = \sum_{R \in \mathcal{R}_i} |R| \leq \frac{1}{\lambda^{p_0/m}}. \]
Set \( \Omega = \cup_i \Omega_i \). Now we have
\[
|\{ x : A_{\alpha,P}^{k_{p_0}} \tilde{f}(x) > \lambda \}| \leq |\Omega| + |\{ x \in \mathbb{R}^n \setminus \Omega : A_{\alpha,P}^{k_{p_0}} \tilde{f}(x) > \lambda \}|
\]
\[ \leq \frac{m}{\lambda^{p_0/m}} + |\{ x \in \mathbb{R}^n \setminus \Omega : A_{\alpha,P}^{k_{p_0}} \tilde{f}(x) > \lambda \}|. \]
To estimate the second term above observe that we have
\[ (f_i)_{Q,p_0} \leq \left| \left( \frac{1}{|Q|} \int_0 g_i \right) \right| + \left| \left( \frac{1}{|Q|} \int_0 b_i \right) \right|. \]
Therefore, by the concavity of the function \( x \mapsto |x|^{1/p_0} \) we obtain
\[ A_{\alpha,P}^{k_{p_0}} \tilde{f}(x) \leq A_{\alpha,P}^{k_{p_0}} g(x) + \sum_{j=1}^{2^{m-1}} |A_{\alpha,P}^{k_{p_0}} (\bar{g}_i, \ldots, h_{m}^j)(x)|, \]
where we have denoted \( \bar{g} = (g_i)_{1 \leq i \leq k} \), \( h_{i}^j \) is either \( g_i \) or \( b_i \) and for each \( j \), there is at least one \( 1 \leq i \leq m \) such that \( h_{i}^j = b_i \). Also, we have used the notation
\[ |A_{\alpha,P}^{k_{p_0}} h(x)| = \sum_{Q \in \mathcal{G}(P), Q \subset P} \alpha_Q \prod_{i=1}^m \left( \frac{1}{|Q^{(k)}|} \int_{Q^{(k)}} h_i \right) \parallel h \parallel_{L_0^{p_0}} \chi_Q(x). \]
If, \( h_i^2 = b_i \), then for all \( x \notin \Omega_i \) we can see that \( |A|^{k,p_0}(h_1^2, \ldots, h_m^2)(x) = 0 \) because of the average 0 of each \( h_i^R \). With this fact we can see that the second term in (3.2) is actually identical to

\[
|\{x \in \mathbb{R}^n \setminus \Omega : |A|^{k,p_0}g(x) > \lambda\}|.
\]

But now we can use the \( L^{2p_0} \) bound. Denoting \( |g|^{1/p_0} = (|g_1|^{1/p_0}, \ldots, |g_k|^{1/p_0}) \), we have

\[
|\{x \in \mathbb{R}^n \setminus \Omega : |A|^{k,p_0}g(x) > \lambda\}| \leq \frac{1}{\lambda^{2p_0}} \left\| |A|^{k,p_0}g \right\|_{L^{2p_0}}^{2p_0} \\
\leq \frac{1}{\lambda^{2p_0}} \prod_{i=1}^m \|g_i\|_{L^{2p_0}}^{1/m} \\
\leq \frac{1}{\lambda^{p/m}} \prod_{i=1}^m \|g_i\|_{1}^{1/m} \\
\leq \frac{1}{\lambda^{p/m}}.
\]

Putting both estimates together we arrive at the desired result. This completes the proof of theorem A.

### 4. Proof of Theorem B and Theorem C

**Proof of Theorem B.** For this, we borrow some ideas from [23, Theorem 3.2], where the case \( p_0 = 1 \) is considered. Throughout the proof, we set \( a = p/p_0 \) and \( a_i = p_i/p_0 \) for \( i = 1, \ldots, m \). Let \( \sigma_i = w_i^{1-a_i'}, f_{\sigma,p_0} = (f_1^{\sigma_1^{1/p_0}}, \ldots, f_m^{\sigma_m^{1/p_0}}) \) and \( f_i \geq 0 \). We have \( \sigma_i, \nu_{\vec{w}} \in A_\infty \) (see [22, Theorem 3.6]). It suffices to prove that

\[
\|A_{\vec{f},S}(\vec{f}_{\sigma,p_0})\|_{L^p(\nu_{\vec{w}})} \lesssim [\vec{w}]_{A_{\vec{f}/p_0}}^{\max(1, \frac{a_1'}{p_0a}, \ldots, \frac{a_m'}{p_0a})} \prod_{i=1}^m \|f_i\|_{L^p(\sigma_i)}.
\]

By definition, for any cube \( Q \subset \mathbb{R}^n \), we have

\[
[\vec{w}]_{A_{\vec{f}/p_0}} \geq \left( \frac{1}{|Q|} \int_Q \nu_{\vec{w}} \right) \prod_{j=1}^m \left( \frac{1}{|Q|} \int_Q w_j^{1-a_j'} \right)^{a_j'/a_j}.
\]

Denote \( \beta = \max(1, \frac{a_1'}{p_0a}, \ldots, \frac{a_m'}{p_0a}) \), and assume that \( 0 \leq g \in L^{\beta'}(\nu_{\vec{w}}) \). We have

\[
\int_{\mathbb{R}^n} A_{\vec{f},S}(\vec{f}_{\sigma,p_0})g\nu_{\vec{w}} = \sum_{Q \in S} \int_Q g\nu_{\vec{w}} \times \left( \prod_{i=1}^m \left( \frac{1}{|Q|} \int_Q \|f_i\|_{p_0 \sigma_i}^{1/p_0} \right)^{1/p_0} \right)
\]
From this and the definition of $[\vec{w}]_{A^p/p_0}$, we obtain

$$\sum_{Q \in S} \int_Q g_{\vec{w}} \times \left( \prod_{i=1}^m \frac{1}{|Q|} \int_Q |f_i| |p_0 \sigma_i \right)^{1/p_0}$$

$$\leq \left[ \vec{w} \right]_{A^p}^\beta \sum_{Q \in S} |Q|^{|m(\beta a - 1/p_0)} \nu_{\vec{w}(Q)}^{\beta - 1} \prod_{i=1}^m \sigma_i(Q)^{1/(\beta a/a'_i - 1/p_0)} \times \left( \frac{1}{\nu_{\vec{w}}(Q)} \int_Q g_{\vec{w}} \right)$$

$$\times \left( \prod_{i=1}^m \frac{1}{\sigma_i(Q)} \int_Q |f_i| |p_0 \sigma_i \right)^{1/p_0}$$

$$\leq 2^{m(\beta a - 1/p_0)} \left[ \vec{w} \right]_{A^p}^\beta \sum_{Q \in S} |E_Q|^{|m(\beta a - 1/p_0)} \nu_{\vec{w}(E_Q)}^{\beta - 1} \prod_{i=1}^m \sigma_i(E_Q)^{1/(\beta a/a'_i - 1/p_0)} \times \left( \frac{1}{\nu_{\vec{w}}(Q)} \int_Q g_{\vec{w}} \right)$$

$$\times \left( \prod_{i=1}^m \frac{1}{\sigma_i(Q)} \int_Q |f_i| |p_0 \sigma_i \right)^{1/p_0}$$

where in the last inequality we used the facts $\nu_{\vec{w}}(Q) \geq \nu_{\vec{w}}(E_Q)$, $\sigma_i(Q) \geq \sigma_i(E_Q)$ and the positivity of the exponents. On the other hand, by Hölder’s inequality, we have

$$|E_Q| = \int_{E_Q} \nu_{\vec{w}}^{\frac{1}{m_0}} \prod_{i=1}^m \frac{1}{\sigma_i(Q)^{\frac{1}{m_0}}} \leq \nu_{\vec{w}}(E_Q)^{\frac{1}{m_0}} \prod_{i=1}^m \sigma_i(E_Q)^{\frac{1}{m_0}}.$$
Inserting this into the estimate above we conclude that

\[
\sum_{Q \in S} \int_Q g_{\tilde{w}} \times \left( \prod_{i=1}^{m} \frac{1}{|Q|} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \\
\leq 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \sum_{Q \in S} \nu_{\tilde{w}}(E_{Q})^{(\beta a - 1/p_0)/q} \prod_{i=1}^{m} \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \times \left( \frac{1}{\nu_{\tilde{w}}(Q)} \int_Q g_{\tilde{w}} \right) \\
\times \left( \prod_{i=1}^{m} \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \\
\leq 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \sum_{Q \in S} \nu_{\tilde{w}}(E_{Q})^{(\beta a - 1/p_0)/q} \prod_{i=1}^{m} \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \times \left( \frac{1}{\nu_{\tilde{w}}(Q)} \int_Q g_{\tilde{w}} \right) \\
\times \left( \prod_{i=1}^{m} \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \\
= 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \sum_{Q \in S} \left[ \left( \frac{1}{\nu_{\tilde{w}}(Q)} \int_Q g_{\tilde{w}} \right) \nu_{\tilde{w}}(E_{Q})^{1/p} \right] \\
\times \left[ \prod_{i=1}^{m} \left( \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right) \right]^{1/p_0}.
\]

This, together with Hölder’s inequality and the disjointness of the family \( \{E_Q\}_{Q \in S} \) yields

\[
\sum_{Q \in S} \int_Q g_{\tilde{w}} \times \left( \prod_{i=1}^{m} \frac{1}{|Q|} \int_Q |f_i|^{p_0} \sigma_i \right)^{q} \\
\leq 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \left[ \sum_{Q \in S} \left( \frac{1}{\nu_{\tilde{w}}(Q)} \int_Q g_{\tilde{w}} \right)^{p^*} \nu_{\tilde{w}}(E_{Q}) \right]^{1/p^*} \\
\times \left[ \prod_{i=1}^{m} \left( \frac{1}{\sigma_i} \int_Q |f_i|^{p_0} \sigma_i \right)^{1/p_0} \sigma_i \right]^{1/p_0} \\
\leq 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \left\| M_{\nu_{\tilde{w}}(g)} \right\|_{L^{p^*}(\nu_{\tilde{w}})} \times \left[ \prod_{i=1}^{m} \left\| M_{\sigma_i}(|f_i|^{p_0}) \right\|_{L^{p_0}/p_0}(\sigma_i) \right]^{1/p_0} \\
\leq 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \left\| g \right\|_{L^{p^*}(\nu_{\tilde{w}})} \times \left[ \prod_{i=1}^{m} \left\| f_i |^{p_0} \right\|_{L^{p_0}/p_0}(\sigma_i) \right]^{1/p_0} \\
= 2^{m(\beta a - 1/p_0)} [\tilde{w}]_{A^\beta} \left\| g \right\|_{L^{p^*}(\nu_{\tilde{w}})} \times \left[ \prod_{i=1}^{m} \left\| f_i |^{p_0} \right\|_{L^{p_0}(\sigma_i)} \right]^{1/p_0},
\]
applying (2.3) to get last inequality. This proves (4.1).

The following proposition plays an important role in proving Theorem C.

**Proposition 4.1.** Let $T$ satisfy (H1) and (H2). Then, for any cube $Q \subset \mathbb{R}^n$, we have

$$\omega_\lambda(T \tilde{f}, Q) \leq c(T, \lambda, m, n) \sum_{\ell=0}^{\infty} 2^{-\ell \delta_0} \left( \prod_{i=1}^{m} \frac{1}{|2^\ell Q|} \int_{2^\ell Q} |f_i(y)|^{p_0} dy \right)^{1/p_0},$$

where $\delta_0 = \delta - n/p_0$.

**Proof.** The proof of this proposition is standard. For reasons of completeness, we sketch it here. For each $i = 1, \ldots, m$, we define $f_i^0 = f_i \chi_Q$ and $f_i^\infty = f_i - f_i^0$. Setting $\tilde{f}^0 = (f_1 \chi_Q, \ldots, f_m \chi_Q)$, then we have

$$(4.4) \quad T(\tilde{f})(z) = T(f^0)(z) + \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(z),$$

where $I_0 := \{ \alpha = (\alpha_1, \ldots, \alpha_m) : \alpha_i \in (0, \infty), \text{ and at least one } \alpha_i \neq 0 \}$. We first observe that

$$\left[ (T(\tilde{f}) - \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(x_0)) \chi_Q \right]^*(\lambda|Q|)$$

$$\leq 2(T(\tilde{f}) \chi_Q)^*(\lambda|Q|/2) + 2 \left\| \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(\cdot) - \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(x_0) \right\|_{L^\infty(Q)},$$

where $x_0$ is the center of $Q$. Since $T$ maps $L^{p_0} \times \ldots \times L^{p_0}$ into $L^{p_0/m, \infty}$, we have

$$(T\tilde{f}^0)^*(\lambda|Q|) \leq C_{n,T} \| T\tilde{f}^0 \|_{L^{p_0/m, \infty}(Q)}$$

$$\leq C_{n,T} \left( \prod_{i=1}^{m} \frac{1}{|4Q|} \int_{4Q} |f_i(y)|^{p_0} dy \right)^{1/p_0}.$$

On the other hand, for $x \in Q$, the argument in [2, Theorem 3.1] proved that

$$\left| \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(x) - \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(x_0) \right|$$

$$(4.5) \leq C_{n,m,T} \sum_{\ell=0}^{\infty} 2^{-\ell \delta_0} \left( \prod_{i=1}^{m} \frac{1}{|2^\ell Q|} \int_{2^\ell Q} |f_i(y)|^{p_0} dy \right)^{1/p_0}$$

with $\delta_0 = \delta - n/p_0$. Taking the last two estimates into account we obtain

$$\left[ (T(\tilde{f}) - \sum_{\alpha \in I_0} T(f_1^{\alpha_1}, \ldots, f_m^{\alpha_m})(x_0)) \chi_Q \right]^*(\lambda|Q|)$$

$$\leq C_{n,m,T} \sum_{\ell=0}^{\infty} 2^{-\ell \delta_0} \left( \prod_{i=1}^{m} \frac{1}{|2^\ell Q|} \int_{2^\ell Q} |f_i(y)|^{p_0} dy \right)^{1/p_0}.$$

This completes our proof. \hfill \Box

At this stage, Theorem C follows immediately from Theorem B via the following short argument:
Theorem 4.2. Let $T$ satisfy (H1) and (H2) and let $X$ be a quasi-Banach function space. Then we have

\begin{equation}
\|T(\vec{f})\|_X \lesssim_{T,m,n} \sup_{Q \in S} \|A^\rho_Q(\vec{f})\|_X.
\end{equation}

Proof. From Theorem 2.1 and Proposition 4.1, for $Q_0 \in D$, we can pick a sparse family $S(Q_0) \in D(Q_0)$ so that

$$|T\hat{f}(x) - m_{T\hat{f}}(Q_0)| \leq c(T,n,m) \sum_{Q \in S(Q_0)} 2^{-\ell_0} \left( \prod_{i=1}^m 2^Q |\int_{2^Q} f_i(y) |^\rho_0 dy \right)^{1/\rho_0} \chi_Q(x),$$

for a.e. $x \in Q_0$. Since $T$ maps $L^\rho_0 \times \ldots \times L^\rho_0$ into $L^{\rho_0/m,\infty}$, $\lim_{|Q_0| \to \infty} m_{T\hat{f}}(Q_0) = 0$ provided $f_i \in L^\rho_0$, $i = 1, \ldots, m$. Hence, using Fatou’s lemma, we obtain that

$$\|T\hat{f}\|_X \lesssim_{T,n,m} \sum_{\ell=0}^\infty 2^{-\ell_0} \sup_{S \in D} \|T^\rho_{S,\ell}\|_X.$$

This along with Theorem A implies that

$$\|T(\vec{f})\|_X \lesssim_{T,m,n} \sup_{Q \in S} \|A^\rho_Q(\vec{f})\|_X.$$

□

5. Applications to Certain Singular Integral Operators with Nonsmooth Kernels

5.1. Linear Fourier Multipliers. Let $m$ be a bounded function on $\mathbb{R}^n$. We define the multiplier operator $T_m$ by setting

$$(T_m f)(x) = m(x) \hat{f}(x)$$

where $\hat{f}$ is the Fourier transform of $f$.

Let $s \geq 1$, $l$ be a positive integer and $\alpha = (\alpha_1, \ldots, \alpha_n)$ be a multi-index of nonnegative integers $\alpha_j$ with the length $|\alpha| = |\alpha_1| + \ldots + |\alpha_n|$. According to [18], we say that the function $m \in M(s,l)$ if

$$\sup_{R > 0} \left( R^{s|\alpha| - n} \int_{R < |x| < 2R} |\partial_\alpha^\alpha m(x)|^s \, dx \right)^{1/s} < +\infty \text{ for all } |\alpha| \leq l.$$

In [14], Hörmander showed that if $m \in M(2, l)$ and $l > n/2$, then the associated operators $T_m$ are bounded on $L^p$ for $1 < p < \infty$. The condition $m \in M(s,l)$ with $s \geq 2$ and $l > n/s$ was considered by [3]. In [18], the authors consider the class of $m \in M(s,l)$ with $s \leq 2$ and $l > n/s$. The following result is a direct consequence of Theorem 1 in [18].

Theorem 5.1. Let $1 < s \leq 2$ and $m \in M(s,l)$ with $n/s < l < n$. Then $T_m$ is bounded on $L^p$ for $1 < p < \infty$.

Moreover, the following estimate follows from [18, Lemma 1]:

\begin{equation}
\|T(\vec{f})\|_X \lesssim_{T,m,n} \sup_{Q \in S} \|A^\rho_Q(\vec{f})\|_X.
\end{equation}
Lemma 5.2. Let $1 < s \leq 2$ and $m \in M(s, l)$ with $n/s < l < n$. Then for any $p_0 > n/l$ there exists $\epsilon > 0$ such that for any ball $B$, and $x, \overline{x} \in B$, there holds

$$\left( \int_{S_k(B)} |K(x, y) - K(\overline{x}, y)|^{p_0} dy \right)^{1/p_0} \leq C \frac{2^{-k\epsilon}}{(2^k r_B)^{n/p_0}}, \quad p_0 < \frac{n}{l},$$

for all $k \geq 2$, where $K(x, y)$ is the associated kernel of $T_m$.

Therefore, $T_m$ satisfies conditions (H1) and (H2). Then, as a consequence of Theorem C, we obtain the following result.

Theorem 5.3. Let $1 < s \leq 2$ and $m \in M(s, l)$ with $n/s < l < n$. For any $n/l < p_0 < \infty$, the following hold true:

(a) For $p_0 < p < \infty$ and $w \in A_p/p_0$, we have

$$\|T_m f\|_{L^p(w)} \leq C_{T_m, p-p_0}[w]_{A_p/p_0}^{\max\{1, \frac{1}{p-p_0}\}} \|f\|_{L^p(w)}.$$

(b) For $1 < p < p_0$ and $w \in A_p \cap RH_{(p_0'/p)'},$ we have

$$\|T_m f\|_{L^p(w)} \leq C_{T_m, p-p_0}[w]_{A_p/p_0}^{\max\{p'-1, \frac{p'-1}{p'-p_0}\}} \|f\|_{L^p(w)}.$$

Proof. (a) From Theorem 5.1 and Lemma 5.2, $T_m$ satisfies (H1) and (H2) for $p_0$. As a consequence of Theorem C we get that

$$\|T_m f\|_{L^p(w)} \leq C_{T_m, p-p_0}[w]_{A_p/p_0}^{\max\{1, \frac{1}{p-p_0}\}} \|f\|_{L^p(w)} = C_{T_m, p-p_0}[w]_{A_p/p_0}^{\max\{1, \frac{1}{p-p_0}\}} \|f\|_{L^p(w)}.$$

(b) For $w \in A_p \cap RH_{(p_0'/p)'},$ we now claim that

$$[\sigma]_{A_{p'/p_0}} \leq [w]_{RH_{(p_0'/p)'}}^{p'-1} [w]_{A_p}^{p'-1} := [w]_{RH_{(p_0'/p)'}}^{\frac{1}{p'-1}} [w]_{A_p}^{\frac{1}{p'-1}},$$

where $\sigma = w^{1-p'}$.

Once (5.2) is proved, the statement (b) follows immediately by duality.

To prove (5.2), we write

$$[\sigma]_{A_{p'/p_0}} = \sup_Q \left( \int_Q \sigma \right) \left( \int_Q \sigma^{1-(p'/p_0)'} \right)^{p'/p_0-1}.$$

This along with the fact that

$$(1-p') \left[ 1 - \left( \frac{p'}{p_0} \right)^p \right] = \frac{p_0}{p-p_0(p-1)} = \left( \frac{p_0}{p} \right)'.$$

implies that

$$[\sigma]_{A_{p'/p_0}} = \sup_Q \left( \int_Q w^{1-p'} \right) \left( \int_Q w^{(p_0'/p)'} \right)^{p'/p_0-1}.$$

Using the facts that $w \in RH_{(p_0'/p)'}$ and $\left[ \frac{p'}{p_0} - 1 \right] \left( \frac{p_0}{p} \right)' = \frac{1}{p-1}$, we obtain that

$$A_{p'/p_0} \leq [w]_{RH_{(p_0'/p)'}}^{\frac{1}{p-1}} \sup_Q \left( \int_Q w^{1-p'} \right) \left( \int_Q w \right)^{\frac{1}{p-1}} \leq [w]_{RH_{(p_0'/p)'}}^{\frac{1}{p-1}} [w]_{A_p}^{\frac{1}{p-1}}.$$
This proves (5.2). □

**Remark 5.4.** Note that it was proved in [18, Theorem 1] that under the same assumptions as Theorem 5.3, $T_m$ is bounded on $L^p(w)$ for $n/l < p < \infty$ and $w \in A_{pl/n}$ and hence by duality $T_m$ is bounded on $L^p(w)$ for $1 < p < (n/l)'$ and $w \in A_p \cap RH_{(n/l)'/(p)'}$. Hence, it is reasonable to expect that the weighted bounds in Theorem 5.3 still hold for $p_0 = n/l$. It is not clear whether or not this conjecture is true and we leave it as an open problem.

5.2. **Riesz transforms related to Schrödinger operators.** Let $L = -\Delta + V$ be the Schrödinger operators on $\mathbb{R}^n$ with $n \geq 3$ where the potential $V$ is in the reverse Hölder class $RH_q$ for some $q > n/2$. Note that in the case $V \in RH_q, q \geq n$ the Riesz transforms $\nabla L^{-1/2}$ and $L^{-1/2}\nabla$ turn out to be Calderón-Zygmund operators. See for example [31]. This is a reason why we restrict ourself to consider the case $V \in RH_q$ with $n/2 < q < n$. We now recall the following result concerning the boundedness of the Riesz transforms $\nabla L^{-1/2}$ and $L^{-1/2}\nabla$ in [31].

**Theorem 5.5.** Let $L = -\Delta + V$ be the Schrödinger operators on $\mathbb{R}^n$ with $n \geq 3$. Assume that $V \in RH_q, n/2 < q < n$. Let $p_0 = \frac{n}{n-q}$. Then we have

(a) $L^{-1/2}\nabla$ is bounded on $L^p$ for $p'_0 \leq p < \infty$.

(b) $\nabla L^{-1/2}$ is bounded on $L^p$ for $1 < p \leq p_0$.

We now apply Theorem C to get the weighted bounds for these operators.

**Theorem 5.6.** Let $L = -\Delta + V$ be the Schrödinger operators on $\mathbb{R}^n$ with $n \geq 3$. Assume that $V \in RH_q, n/2 < q < n$. Let $p_0 = \frac{n}{n-q}$. Then we have

(a) For $p'_0 < p < \infty$ and $w \in A_{p/p'_0}$, we have

$$\|L^{-1/2}\nabla f\|_{L^p(w)} \leq C_{L,p,q}[w]_{A_{p/p'_0}} \max\{\frac{1}{p-p'_0}\} \|f\|_{L^p(w)}.$$

(b) For $1 < p < p_0$ and $w \in A_p \cap RH_{(p_0/p)'},$ we have

$$\|
abla L^{-1/2} f\|_{L^p(w)} \leq C_{L,p,q}[w]_{RH_{(p_0/p)'}} \max\{p'-1, \frac{p'-1}{p-1}\} \max\{p'-1, \frac{p'-1}{p-1}\} \|f\|_{L^p(w)}.$$

**Proof.** (a) Let $K(x, y)$ be an associated kernel of the Riesz transform $L^{-1/2}\nabla$, according to the proof of Theorem 1.6 (iii) in [9] there exists $\epsilon > 0$ such that for any ball $B$, and $x, \bar{x} \in B$, there holds

$$\left(\int_{S_h(B)} |K(x, y) - K(\bar{x}, y)|^{p_0} dy\right)^{1/p_0} \leq C \frac{2^{-k\epsilon}}{(2k\epsilon B)^{n/p_0}},$$

for all $k \geq 2$. Hence, the statement (a) follows immediately from Theorem C.

(b) Part (b) follows from (a) and duality argument used in Theorem 5.3. □

**Remark 5.7.** It is worth noting that our approach is still applicable to obtain the weighted bounds for other Riesz transforms such that $V^{1/2} L^{-1/2}, L^{-1/2} V^{1/2}, V L^{-1}$ and $L^{-1} V$. 

5.3. Multilinear Fourier multiplier. Another application of Theorem C is to obtain the weighted bounds for multilinear Fourier multiplier operators.

For the sake of simplicity, we only consider the bilinear case. Let $m \in C^s(\mathbb{R}^{2n}\{0\})$, for some integer $s$, satisfying the following condition:

\[
|\varphi^\alpha \varphi^\beta m(\xi, \eta)| \leq C_{\alpha, \beta}(|\xi| + |\eta|)^{-(|\alpha| + |\beta|)}
\]

for all $|\alpha| + |\beta| \leq s$ and $(\xi, \eta) \in \mathbb{R}^{2n}\{0\}$. The bilinear Fourier multiplier operator $T_m$ is defined by

\[
T_m(f, g)(x) = \frac{1}{(2\pi)^{2n}} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{ix(\xi + \eta)} m(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) d\xi d\eta
\]

for all $f, g \in S(\mathbb{R}^n)$.

The associated kernel $K(x, y_1, y_2)$ to $T_m$ is given by

\[
K(x, y_1, y_2) = \hat{m}(x - y_1, x - y_2)
\]

where $\hat{m}$ is the inverse Fourier transform of $m$. It is proved in [2] that the associated kernel $K$ satisfies (H2).

Proposition 5.8. For any $p > 2n/s$, we have,

\[
\left( \int_{S_j(Q)} \int_{S_k(Q)} |K(x, y_1, y_2) - K(\overline{x}, y_1, y_2)|^{p'} dy_1 dy_2 \right)^{1/p'} \leq C \frac{|x - \overline{x}|^{s-2n/p}}{|Q|^{s/n}} 2^{-s \max(j, k)}
\]

for all balls $Q$, all $x, \overline{x} \in \frac{1}{2}Q$ and $(j, k) \neq (0, 0)$.

It was shown in [5] that if (5.3) holds for $s > 4n$ then $T_m$ maps from $L^{p_1} \times L^{p_2}$ into $L^p$ for all $1 < p_1, p_2, p < \infty$ so that $1/p_1 + 1/p_2 = 1/p$. Then, it was proved in [13] that $T_m$ maps boundedly from $L^{p_1} \times L^{p_2}$ into $L^p$ for all $1 < p_1, p_2 < \infty$ so that $1/p_1 + 1/p_2 = 1/p$ provided that (5.3) holds for $s \geq 2n + 1$. However, in the sense of the linear case, the number of derivatives $s \geq 2n + 1$ is not optimum and it is natural to expect that we only need $s \geq n + 1$. The first positive answer is due to Tomita [32] who proved that if (5.3) holds for $s \geq n + 1$, then $T_m$ maps from $L^{p_1} \times L^{p_2}$ into $L^p$ for all $2 \leq p_1, p_2, p < \infty$ such that $1/p_1 + 1/p_2 = 1/p$ and then by using the multilinear interpolation and duality arguments, he obtained that $T_m$ maps from $L^{p_1} \times L^{p_2}$ into $L^p$ for all $1 < p_1, p_2, p < \infty$ such that $1/p_1 + 1/p_2 = 1/p$. This result was then improved in [12] for $p \leq 1$ by using the $L^r$-based Sobolev space, $1 < r \leq 2$. A particular case of [12, Theorem 1.1] is the following theorem.

Theorem 5.9. Assume that (5.3) holds for some $n + 1 \leq s \leq 2n$. Then for any $p_1, p_2$ and $p$ such that $\frac{2n}{s} < p_1, p_2 < \infty$ and $1/p_1 + 1/p_2 = 1/p$, the operator $T_m$ maps from $L^{p_1} \times L^{p_2}$ into $L^p$.

We remark that the number $\frac{2n}{s}$ in Theorem 5.9 is contained implicitly in the proof of [12, Theorem 1.1].

For any $2n/s < p_0$, from Theorem 5.9 and Proposition 5.8, $T_m$ satisfies (H1) and (H2) for $p_0$. Then applying the main Theorem C we obtain the following result.
Theorem 5.10. Assume that (5.3) holds for some \( n + 1 \leq s \leq 2n \). Let \( 2n/s < p_0 \) Then for any \( p_1, p_2, p \) such that \( p_0 < p_1, p_2 < \infty \), \( 1/p_1 + 1/p_2 = 1/p \), and \( \vec{\omega} = (w_1, w_2) \in A_{\vec{P}/p_0} \) with \( \vec{P} = (p_1, p_2) \). Then

\[
\|T_m(f_1, f_2)\|_{L^p(v_{\vec{\omega}})} \leq C[w]_{A_{\vec{P}/p_0}} \max \left( \frac{(p_1/p_0)'}{p}, \frac{(p_2/p_0)'}{p} \right) \|f_1\|_{L^{p_1}(w_1)} \|f_2\|_{L^{p_2}(w_2)}.
\]

Remark 5.11. Similarly to the linear case in Theorem 5.3, it is natural to raise the question that whether or not the weighted bound in Theorem 5.10 holds true for \( p_0 = 2n/s \). This is an open question and would be our future research.
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