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ABSTRACT
Deep learning-based source dehazing methods trained on synthetic datasets have achieved remarkable performance but suffer from dramatic performance degradation on real hazy images due to domain shift. Although certain Domain Adaptation (DA) dehazing methods have been presented, they inevitably require access to the source dataset to reduce the gap between the source synthetic and target real domains. To address these issues, we present a novel Source-Free Unsupervised Domain Adaptation (SFUDA) image dehazing paradigm, in which only a well-trained source model and an unlabeled target real hazy dataset are available. Specifically, we devise the Domain Representation Normalization (DRN) module to make the representation of real hazy domain features match that of the synthetic domain to bridge the gaps. With our plug-and-play DRN module, unlabeled real hazy images can adapt existing well-trained source networks. Besides, the unsupervised losses are applied to guide the learning of the DRN module, which consists of frequency losses and physical prior losses. Frequency losses provide structure and style constraints, while the prior loss explores the inherent statistic property of haze-free images. Equipped with our DRN module and unsupervised loss, existing source dehazing models are able to dehaze unlabeled real hazy images. Extensive experiments on multiple baselines demonstrate the validity and superiority of our method visually and quantitatively.
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• Computing methodologies → Scene understanding.
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1 INTRODUCTION
Haze is a common atmospheric phenomenon. Images captured in hazy environments usually suffer from noticeable visual quality degradation in object appearance and contrast, resulting in accuracy decreasing for subsequent visual analysis. Thus, image dehazing has been a focus of research in the computational photography and vision communities throughout the last decades.

As recognized, the hazing process can be represented by the physical scattering model [34], which is usually formulated as

\[
I(x) = J(x)t(x) + A(1 - t(x)),
\]

where \(I(x)\) and \(J(x)\) denote the hazy image and the clean image respectively, \(A\) is the global atmospheric light, and \(t(x)\) is the transmission map.

However, estimating the clean image from a single hazy input is an ill-posed and challenging problem. Given a hazy image \(I(x)\), conventional prior-based dehazing algorithms attempt to estimate \(t(x)\) and \(A\) by constraining the solution space using a variety of sharp image priors [3, 12–14] and then restore the image via the scattering model. However, these hand-crafted image priors are based on specific observations, which may not be reliable for estimating the transmission map in the physical scattering model.

Numerous convolutional neural networks (CNNs)-based systems have been developed to estimate transmission maps [4, 43, 57] or yield clean images directly [9, 23, 27, 30, 41, 42, 44, 52], which achieve superior image dehazing performance over classic prior-based algorithms. However, these approaches require large quantities of paired hazy/clean images to train in a supervised learning manner. In general, due to the impracticality of acquiring large amounts of hazy-clean pairs in the real world, most dehazing models are trained on hazy synthetic datasets. In this paper, we denote these synthetic hazy dataset trained models as source models. However, source models often suffer from degraded performance on real-world hazy images due to the domain gap.

Recently, the above domain shift problem has drawn the attention of the image dehazing community. Existing Domain-Adaptation (DA) dehazing methods [6, 21, 22, 25, 33, 46, 56] achieve remarkable
with frozen parameters in a plug-and-play manner. Where only a well-trained source model and an unlabeled target real variant part is implicitly guided by the feature statistics to make the prior losses are applied to regularize the dehazing processing of dehazing models in a plug-and-play fashion. [18]. The proposed DRN module can be directly applied to existing space, it can normalize feature statistics for style normalization our method is shown in Fig. 1. Since the representations of features part is obtained by Instance Normalization (IN), while the domain-domain-invariant and domain-variant parts. The domain-invariant DRN module disentangles the features of real hazy images into synthetic domain to adapt the source network. To implement this, the representation of real hazy image's features match that of the synthetic domain from empirical observation, including single image dehazing. Existing image dehazing methods can be roughly categorized into physical-based methods and deep learning-based methods. To address these problems, we present a novel Source-Free Unsupervised Domain Adaptation (SFUDA) image dehazing paradigm, where only a well-trained source model and an unlabeled target real hazy dataset are available during model adaptation. The overview of our method is shown in Fig. 1. Since the representations of features across synthetic and real domains vary significantly, our SFUDA achieves domain adaptation from the domain representation perspective. Specifically, the DRN module is devised for making the representation of real hazy image’s features match that of the synthetic domain to adapt the source network. To implement this, the DRN module disentangles the features of real hazy images into domain-invariant and domain-variant parts. The domain-invariant part is obtained by Instance Normalization (IN), while the domain-variant part is implicitly guided by the feature statistics to make the features adapt to the source model. With IN equipped in the feature space, it can normalize feature statistics for style normalization [18]. The proposed DRN module can be directly applied to existing dehazing models in a plug-and-play fashion. Additionally, the unsupervised frequency losses and physical prior losses are applied to regularize the dehazing processing of unlabeled real hazy images. Specifically, we explore the frequency property in our unsupervised setting. It is worth noting that although source network fails to remove the haze of real images, it well reconstructs the structural information. Therefore, we introduce the phase structure loss between the intermediate stages and output of the source network and the student network for structural consistency. Besides, we find that the original real hazy image has an enhanced illumination and color contrast after being processed by Contrast Limited Adaptive Histogram Equalization (CLAHE). With this property, we introduce the amplitude style loss to regularize the enhanced illumination contrast between the output of CLAHE and the output of the student network. Moreover, we employ the classical Dark Channel Prior (DCP) and Color Attenuation Prior (CAP) to form prior loss to exploit the inherent statistic property of haze-free images. Existing source models that are equipped with our DRN module and unsupervised losses gain generalization power and can dehaze unlabeled real hazy images. In conclusion, the main contributions of this work are summarized as follows:

- We propose a novel Source-Free Unsupervised Domain Adaptation (SFUDA) image dehazing paradigm. To the best of our knowledge, this is the first attempt to address the problem of source-free UDA for image dehazing. Our method can be directly applied to existing dehazing models in a plug-and-play fashion, which is more general in practical.
- We propose the Domain Representation Normalization (DRN) module to regularize representations of features in the real hazy domain to adapt to the frozen source network.
- To train the whole framework in an unsupervised manner, we leverage the frequency property and physical priors to constrain the adaptation and generate more natural images.
- Extensive experiments on multiple baselines demonstrate the validity of our method visually and quantitatively. In particular, our method outperforms the state-of-the-art source-driven UDA approaches under a source-free setting.

2 RELATED WORK

2.1 Image dehazing

Recent years have witnessed significant advances in image processing [39, 51, 54], including single image dehazing. Existing image dehazing methods can be roughly categorized into physical-based methods and deep learning-based methods.

Physical-based. Physical-based methods depend on the physical model [34] and the handcraft priors from empirical observation, such as dark channel prior [14], color line prior [13], and sparse gradient prior [5]. However, the density of haze can be affected by various factors, which makes the haze formation at individual spatial locations space-variant. Therefore, the haze usually cannot be accurately characterized by merely a single transmission map.

Deep learning-based. Different from the physical-based methods, deep learning-based methods employ convolution neural networks and large-scale datasets to learn the image prior [4, 23, 29, 31, 43, 57] or directly learn hazy-to-clear image translation [8–10, 16, 30, 41, 42, 44, 50, 52, 55, 59]. For example, MSBDN [9] proposes a boosted decoder to progressively restore the haze-free images. Existing methods have shown outstanding performances on

Figure 1: (a) Source dehazing models that are trained on synthetic data (e.g. MSBDN [9]). (b) Existing source-driven DA dehazing methods. These methods design customized architecture and need both source synthetic and target real hazy image during domain adaptation. (c) Our Source-Free Unsupervised Domain Adaptation image dehazing paradigm. Our method works with only target unpaired real hazy images available and can direct utilize well trained source models with frozen parameters in a plug-and-play manner.
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Figure 2: Overview of the proposed framework. The source network can be any synthetic data pretrained model (e.g., MSBDN), while the student network is built by inserting our DRN module into the intermediate stages of the source model. Note that the parameters in the teacher network and student network’s source model part are frozen.

image dehazing. However, they train on paired synthetic data and generalize poorly on real-world data.

2.2 Domain adaptation dehazing

Recently, some domain adaptation dehazing methods [6, 21, 22, 25, 33, 46, 47, 56] have been proposed to tackle domain shift between synthetic and real domains. For example, Shao et al. [46] developed a domain adaptation paradigm, which consists of a image translation module and two dehazing modules and the image translation module is used for data augmentation. Chen et al. [6] modified and retrained an existing dehazing model with physical priors and fine-tune it on both synthetic and real hazy images.

However, these existing techniques require the full access to source synthetic hazy datasets during model adaptation, which limits their practical application, due to the non-availability of source datasets in some cases.

2.3 Source-Free Unsupervised Domain Adaptation

Since labeled source data may not be available in some real-world scenarios due to data privacy issues, Source-Free Unsupervised Domain Adaptation aims to explore how to improve performance of an existing source model on the target domain with only unlabelled target data available. Recently, this new domain adaptation paradigm has been applied to different tasks [1, 7, 17, 26, 32] for its high practical value and easy-to-use property. Different from these techniques, we first attempt to introduce SFUDA to image dehazing tasks, and innovatively address this problem from the domain representation perspective. Our solution is general and can be directly applied to existing source dehazing models.

3 METHOD

3.1 Method Overview

Source dehazing models are trained on synthetic data, thus obtaining the dehazing knowledge for the representation of synthetic domain. With this property in mind, we design the DRN module from the domain representation perspective to adapt to the source model. Besides, we design the unsupervised loss to constrain the learning process. Our method makes the first attempt to directly leverage the learned dehazing knowledge of existing source models, providing a general solution for domain adaptation and works in a source-free and plug-and-play manner.

As shown in Fig. 2, our domain adaptation framework works in a teacher-student mode. The teacher network can be any existing source dehazing models (e.g. FFA-Net [41], MSBDN [9], we choose MSBDN as the source model by default), while the student network consists of our DRN module and the source model. DRN module is expected to make the representation of real data match the synthetic domain to adapt the frozen source network. Besides, although the source network performs poorly on real hazy images, it owns the ability to preserve the structure of images. Thus, we froze the...
parameter of the source network during training so that the structure information of the source network can provide supervision for the student network. The parameter of the student network has two parts: the DRN module part and the source network part. Only the parameter of the DRN module is updated during backpropagation to keep the dehazing ability of the source model on synthetic domain representation.

\[ \mu = \frac{1}{m} \sum_{k \in S_t} x_k, \quad \sigma = \sqrt{\frac{1}{m} \sum_{k \in S_t} (x_k - \mu)^2 + \epsilon} \]  

with \( \epsilon \) be a small constant for numerical stability. Unlike previous methods, we implicitly incorporate \( \mu \) and \( \sigma \). Concretely, we first expand \( \mu \) and \( \sigma \) along the spatial dimension to get the same size as \( \text{Res}(x) \). Afterwards, the expanded \( \mu \), \( \sigma \) and \( \text{Res}(x) \) are concatenated along the channel dimension to implicitly guide the learning of \( \text{Res}(x) \). The final domain variant knowledge \( DV \) can be computed as:

\[ DV = \text{Con} \left( \text{Cat} \left( \text{Res}, \mu, \sigma \right) \right) \]  

Finally, we integrate domain invariant knowledge \( DI \) with domain variant knowledge \( DV \) to get the final output \( Y(x) \) of the DRN module. Our DRN module keeps domain invariant knowledge \( DI \) and modifies the domain variant knowledge along with the loss constraints in Sec. 3.3, which make the representation of output \( Y(x) \) match the synthetic representation. To better testify this, we show the feature visualization in Fig. 4. It is evident that real hazy image features in our student network are more similar to the synthetic domain representation than real hazy image features in the source network.

![Figure 4: Feature visualization on the effectiveness of our DRN module. The second column is intermediate features.](image)

### 3.3 Training Losses

Our framework works in an unsupervised way. Therefore, it is critical to design proper loss function as supervision to drive the DRN module learning. Specifically, We explore the frequency property in our unsupervised setting and innovatively introduce two frequency losses for keeping domain-invariant structure and modulating domain-variant style. Besides, we select two effective and well-grounded physical priors to provide us with the prior knowledge of real images.

#### 3.3.1 Frequency domain Losses

As is known, the illumination contrast of an image is represented by the amplitude spectrum, while the structure information is represented by the phase spectrum [37, 48]. Based on this theory, we further conduct an amplitude and phase exchange experiment to validate its applicability in our setting. As shown in Fig. 5, we exchange the amplitude and phase...
The phase spectrums of teacher and student network outputs are approximately the same phase (structure) spectrum, while the style and haze degradation mainly manifests in the amplitude spectrum. Moreover, this phase loss is also applied to intermediate features in the same way.

Note, in our implementation, the summation for formulated as:

\[ L_{\text{Phase}} = \frac{2}{UV} \sum_{u=0}^{U/2-1} \sum_{v=0}^{V-1} \left\| P_t(u,v) - |A_{\text{CLAHE}|u,v} | \right\|_1. \]

3.3.2 Physical Prior Losses. Various handcraft priors, such as dark channel prior [14], color line prior [13], color attenuation prior [60], sparse gradient prior [5], maximum reflectance prior [58] and non-local prior [3], are drawn from empirical observation and reflect inherent statistic property of haze-free images. From these priors, we select two effective and well-grounded ones to provide us with the prior knowledge of real images. Additionally, unlike [6,33], we employ these prior losses with only output images available.

Dark Channel Prior (DCP) Loss. Dark Channel Prior (DCP) [14] is the most famous and effective prior for image dehazing. DCP is a statistical property of outdoor haze-free images: most patches in these images should contain pixels that are dark in at least one color channel. We formulate DCP as a loss function as in [22].

\[ L_{\text{DCP}} = \min_{x \in \{r,g,b\}} \left( \| F^c(y) \| \right) \]

where \( F^c(\cdot) \) is the c-th color channel of y, and y is a local patch of the student network output \( O_s(x) \). With this dark channel loss, our student network incorporates the statistical properties from the recovered clean images, avoiding an explicit ground truth on the recovered image.

Color attenuation prior (CAP) Loss. Color attenuation prior (CAP) [60, 61] can be explained as, in a haze-free region, the difference between the brightness and saturation is close to zero. In concrete implementation, the difference between the value and saturation in the predicted \( O_s(x) \) should be minimized as small as possible. We formulate CAP as a loss function as in [21].

\[ L_{\text{CAP}} = \| V(O_s(x)) - S(O_s(x)) \|_p, \]

where V(\( O_s(x) \)) and S(\( O_s(x) \)) respectively denotes the brightness and saturation of \( O_s(x) \).

Total Loss. The final loss function used in our method can be defined as:

\[ L = \lambda_p L_{\text{Phase}} + \lambda_a L_{\text{AMP}} + \lambda_d L_{\text{DCP}} + \lambda_c L_{\text{CAP}}. \]

where \( \lambda_p, \lambda_a, \lambda_d \) and \( \lambda_c \) are weight factors.

4 EXPERIMENTS

4.1 Experiment Setup

Datasets. We select Unannotated Real Hazy Images (URHI) from RESIDE dataset [24] for domain adaptation training. For evaluating the effectiveness of our method, we test on two real-world datasets,
RTTS [24] and I-Haze [2], RTTS is a subset of RESIDE dataset [24], consisting of 4322 real unlabeled outdoor hazy images. I-Haze contains 30 paired real indoor hazy images.

Metrics. We employ two widely used metrics, the Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index (SSIM), to quantitatively assess the results on the labeled I-Haze dataset. Besides, we utilize two well-known no-reference image quality assessment indicators: BRISQUE [35] and NIQE [36] to assess the results on the unlabeled RTTS dataset.

Implementation Details. We use ADAM as the optimizer with $\beta_1 = 0.9$, and $\beta_2 = 0.999$, and the initial learning rate is set to $1 \times 10^{-4}$. The learning rate is adjusted by the cosine annealing strategy [15]. The training epoch, batch and patch sizes are set to 10, 6, and $256 \times 256$, respectively. The trade-off weights in loss function are set to $\lambda_p = 1$, $\lambda_a = 1$, $\lambda_d = 10^{-3}$, and $\lambda_c = 10^{-3}$.

Table 1: Quantitative comparisons with state-of-the-art (SOTA) DA methods on two real-world dehazing datasets. ↓ denotes lower is better, while ↑ means higher is better.

| Method | I-HAZE [2] | RTTS [24] |
|--------|------------|------------|
|        | PSNR↑ SSIM↓ | BRISQUE↓ NIQE↓ |
| Hazy   | - -         | 36.703 5.209 |
| Baseline | MSBDN [9]  |            |
|        | 16.623 0.780 | 32.575 4.865 |
| DA     | DAD [46]    |            |
|        | 12.076 0.750 | 34.523 5.367 |
| DA     | DMT [33]    |            |
|        | 12.902 0.521 | 31.594 4.963 |
| DA     | PSD [6]     |            |
|        | 14.575 0.781 | 28.011 4.494 |
| DA     | Ours        |            |
|        | 17.602 0.802 | 27.330 4.326 |

4.2 Comparison with State-of-the-art Methods

We compare the performance of our SFUDA with three SOTA DA dehazing methods: DAD [46], PSD [6], and DMT-Net [33]. Amounts of experiments are conducted on two real-world hazy datasets.

4.2.1 Comparison on labeled I-Haze Dataset. Visual Quality. As shown in Fig. 6, Compared with the ground truths, it is evident that the results of MSBDN, DAD, and DMT not only fail to remove the dense haze but also suffer from color shift. Moreover, the severe color distortion problem of PSD is clearly exposed under ground-truth haze-free images. Compared with all these methods, our method generates the highest-fidelity dehazed results.

Quantitatively results. Table 1 compares the quantitative results of different methods on the I-Haze dataset, which indicates our source-free method achieves the best performance with 17.602dB PSNR and 0.802 SSIM. What’s more, different from outdoor datasets URHI and RTTS, I-Haze is an indoor dataset and its representation is far away from that of the training dataset URHI than the RTTS dataset, which is shown in the supplementary material. Consequently, our best performance on the I-Haze dataset strongly proves the generalization ability of our method.

4.2.2 Comparison on unlabeled RTTS Datasets. Visual Quality. As shown in Fig. 7, the source baseline model MSBDN remains haze residual, especially in distant areas. The dehazing results of DAD and DMT are dark in some regions. PSD tends to produce visually satisfactory images, but it over amplifies color contrast by direct use of CLAHE prior, thus seems to be unnatural. In contrast,
our SFUDA generates high-quality haze-free images with more natural color, clearer architecture, and finer details.

**No-Reference Image Quality Assessment.** For quantitative comparison of the unlabeled dataset, we employ two well-known no-reference image quality assessment indicators: BRISQUE [35] and NIQE [36]. As shown in Table 1, our method largely outperforms baseline MSBDN. Besides, it also surpasses the source-driven DA methods DAD, DMT, and PSD.

**Task-Driven Evaluation.** The performance of high-level computer vision tasks such as object detection and scene understanding is considerably influenced by input images captured in hazy scenes [28, 49, 53]. Thus, image dehazing task can be used as a preprocessing step for these high-level tasks. Inversely, the performance of these downstream tasks can also be used to evaluate the effectiveness of image dehazing algorithms. To this end, we testify our method and other SOTA dehazing methods on the RTTS dataset with object detection task. We show the detection result of a representative image sampled from RTTS in Figure 8. It is evident that the detection performance of our method surpasses the baseline MSBDN and DA dehazing methods DAD and DMT-Net. Besides, it achieves comparable results compared to PSD.

### 4.3 Comparison with fine-tuned source models

In order to compare more fairly with existing source baseline methods and further prove the superiority of our method, we compare with two state-of-the-art source baselines methods: FFA-Net [41] and MSBDN [9] and their fine-tuned ones. Note that these source models are fine-tuned in the same setting as our method for fair comparison. The quantitative comparison results are presented in Table 2. It is obvious that applying our method to these baseline methods is much more effective than vanilla direct fine-tuning. Not that our method improves performance with negligible additional parameters (MSBDN 31.35M, Ours(MSBDN) 31.93M).

Besides, we present the visual comparison in Fig. 9, vanilla direct fine-tuning ones still fails to remove the haze and suffer from color shift problem. In contrast, our method on these baselines generates natural and visually desirable results.
4.4 Ablation Studies

In this section, we perform ablation study experiments to evaluate the effectiveness of major components of our method. Specifically, we denote our frequency structure loss, frequency style loss, physical DCP loss, and physical CAP loss as "Str", "Sty", "DCP", and "CAP", respectively. Different models are denoted as follows: (a) without DRN module; (b) without structure loss; (c) without style loss; (d) without DCP loss; (e) without CAP loss; (f) our method. Table 3 summarizes the PSNR and SSIM results of our method under the above settings. It is obvious that our designed DRN module, Style loss, and Structure loss are of greater importance. We further verify the rationality of the DRN module in the supplementary material.

5 CONCLUSION

In this paper, we present a novel Source-Free Unsupervised Domain Adaptation image dehazing paradigm, in which only a well-trained source model and an unlabeled target real hazy dataset are available. Our SFUDA achieves domain adaptation from the domain representation perspective and can be directly applied to existing dehazing models in a plug-and-play fashion. Specifically, we devise a Domain Representation Normalization (DRN) module to make the representation of real hazy data match the synthetic hazy domain. Besides, we leverage the frequency property and physical prior knowledge to form unsupervised losses. Extensive experiments validate that the proposed method achieves SOTA domain adaptation performances in a source-free and easy-to-use way.
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Table 3: Ablation study of our method on I-Haze dataset.

| Label | DRN | Str | Sty | DCP | CAP | PSNR (dB) | SSIM |
|-------|-----|-----|-----|-----|-----|-----------|------|
| a     | ×   | ✓   | ✓   | ✓   | ✓   | 17.180    | 0.781|
| b     | ✓   | ×   | ✓   | ✓   | ✓   | 17.124    | 0.781|
| c     | ✓   | ✓   | ×   | ✓   | ✓   | 16.752    | 0.780|
| d     | ✓   | ✓   | ✓   | ×   | ✓   | 17.548    | 0.794|
| e     | ✓   | ✓   | ✓   | ✓   | ×   | 17.564    | 0.796|
| f     | ✓   | ✓   | ✓   | ✓   | ✓   | 17.602    | 0.802|

Figure 8: Detection results of SOTA DA methods on a representative image sampled from RTTS dataset.

Figure 9: Visual comparison with baselines and their fine-tuned (ft) models on labeled real hazy dataset I-Haze.
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