Effects of compressibility and wetting on the liquid-vapor transition in a confined fluid
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When a fluid is constrained to a fixed, finite volume, the conditions for liquid-vapor equilibrium are different from the infinite volume or constant pressure cases. There is even a range of densities for which no bubble can form, and the liquid at a pressure below the bulk saturated vapor pressure remains indefinitely stable. As fluid density in mineral inclusions is often derived from the temperature of bubble disappearance, a correction for the finite volume effect is required. Previous works explained these phenomena, and proposed a numerical procedure to compute the correction for pure water in a container completely wet by the liquid phase. Here we revisit these works, and provide an analytic formulation valid for any fluid and including the case of partial wetting. We introduce the Berthelot-Laplace length $\lambda = 2\gamma \kappa /3$, which combines the liquid isothermal compressibility $\kappa$ and its surface tension $\gamma$. The quantitative effects are fully captured by a single, non-dimensional parameter: the ratio of $\lambda$ to the container size.

I. INTRODUCTION

Thermodynamic effects on phase transitions in small systems are well known. The Kelvin equation governs the increase in saturated vapor pressure around a small liquid droplet. Free or supported nanocrystals melt at a temperature lower than the bulk, with a larger depression for smaller sizes. When the fluid interacts with the walls of its container, wetting effects come into play and affect phase separation. For the liquid-vapor transition, they are responsible for capillary condensation in small pores and the associated hysteresis. For the liquid-solid transition, melting and freezing hysteresis in pores is often observed, with the pore freezing temperature usually decreasing according to the Gibbs-Thomson law. The structure of complex fluids such as liquid crystals is also affected by confinement in nanoporous materials.

When in addition the container holding the fluid is closed, new effects are observed. The freezing and melting temperatures of nanoclusters embedded in a matrix differ from those of the bulk or supported material, depending on how the liquid wets the container walls. For instance, germanium nanoclusters, embedded in silica by ion beam implantation, exhibit a strong freezing-melting hysteresis, with phase change temperatures around 930 K and 1400 K, that is $\pm 17\%$ around the bulk melting point at 1211.4 K. This can be explained with a thermodynamic model including wetting effects. In the case of germanium, the observations are consistent with a $\pi/2$ contact angle of the liquid-solid interface on the silica substrate.

In the present work, we are interested in the effect of confinement in a closed container on the liquid-vapor transition. This configuration is known as a Berthelot tube. Indeed, in 1850, Marcellin Berthelot sealed water in glass tubes. By heating the tubes, thermal expansion of the liquid made the initial vapor bubble disappear. The temperature at which this occurs, called the homogenization temperature $T_h$, can be translated into the average fluid density in the container. Interestingly, when the tube is cooled, the bubble does not reappear, which shows that the liquid is put under tension (negative pressure): it is stretched to a density less than the saturated liquid density at the same temperature. Later on, this technique has been widely used (see Ref. 11 for a review), culminating in record negative pressure down to $\sim 140$ MPa when using microscopic Berthelot tubes, i.e. water trapped in micron-sized inclusions in a mineral, usually quartz.

An interesting effect is that, in small containers such as the microscopic Berthelot tubes, when a bubble is present, the liquid-vapor equilibrium does not follow the usual thermodynamic path for the bulk material. The bubble curvature induces a pressure difference between liquid and vapor, and the compressibility of the liquid causes the liquid pressure to be lower than the saturated vapor pressure, and even negative. This means that a liquid at absolute negative pressure in contact with its vapor can be observed for indefinite periods of time. In some cases, an homogeneous liquid at negative pressure may even be absolutely stable, and thus persists without the threat of nucleation of a vapor bubble (cavitation), a phenomenon which has been named superstability. Moreover, the energy cost associated with the liquid-vapor interface causes a premature bubble instability with respect to the homogeneous stretched liquid.

The system homogenizes at a temperature $T_h$ lower than the value $T_h^\infty$ which would be observed in the absence of surface tension effects. This is problematic in the field of geosciences, where $T_h$ of fluid inclusions in minerals is used to determine the fluid density and gain insight on the conditions at which the inclusion was formed. For instance, $T_h$ in inclusions formed near the Earth’s surface in salt crystals (halite) or...
in speleothems made of calcite in caves\textsuperscript{29} serve for reconstructing past temperatures. This motivated Marti \textit{et al.}\textsuperscript{21} to develop their thermodynamic model and propose (for pure water) a procedure to correct the observed \(T_h\) and recover \(T_{h\infty}\), which they applied to speleothems\textsuperscript{30}.

We revisit here these phenomena, adding several aspects. Section \textbf{II} presents a generic model for the fluid and useful approximations which make our approach applicable to any specific liquid. Section \textbf{III} retrieves the results of previous works\textsuperscript{21–24}, but thanks to the chosen model, the calculations become fully tractable and give analytic results, and simple, yet accurate approximations. In particular, we introduce in Section \textbf{III B} the Berthelot-Laplace length which controls the fluid behavior, and we show in Section \textbf{III F} how our approach provides a correction procedure equivalent to Ref. \textsuperscript{21}, but easily applicable to any fluid; as an example, we treat the case of a saturated sodium chloride solution. In Section \textbf{IV}, we add another parameter to the problem, taking into account partial wetting of the liquid on the container walls. In the small bubble limit, the corresponding results can be obtained by a simple rescaling of the Berthelot-Laplace length by a factor calculated from the contact angle. Section \textbf{V} provides a discussion and perspectives.

\section{Generic Fluid Model}

A full treatment of the problem requires an explicit equation of state (EoS) for the fluid. For instance, the case of pure water was addressed in Ref. \textsuperscript{21} using the detailed EoS from the International Association for the Properties of Water and Steam (IAPWS)\textsuperscript{31,32}, valid for both the liquid and vapor phase in a broad temperature and pressure range. However, far from the liquid-vapor critical point, the vapor is not dense and can be approximated by a perfect gas. Furthermore, the narrow range of relevant liquid densities allows the use of a generic liquid EoS which makes the results directly applicable to any liquid whose surface tension \(\gamma\) and compressibility \(\kappa\) are known.

\subsection{Lowest Order Equation of State for the Liquid}

In this section, we consider the liquid at a fixed temperature \(T\): all parameters are thus defined at this temperature. Quantities corresponding to liquid-vapor equilibrium of an infinite system with a flat interface are indicated with the superscript \(\infty\).

Our starting point is a linear expansion in density \(\rho_L\) of the chemical potential \(\mu_L\):

\[
\mu_L = \rho_L^{\infty} + \frac{1}{\rho_L^{\infty} \kappa} (\rho_L - \rho_L^{\infty}),
\]

where \(\kappa\) is the liquid isothermal compressibility at saturated vapor pressure. The Gibbs-Duhem relation \((\partial \mu/\partial P)_T = 1/\rho\) gives the following dependence on \(\rho_L\) for the pressure \(P\):

\[
P_L = P_L^{\infty} + \frac{1}{2 \kappa} \left[ \left( \frac{\rho_L}{\rho_L^{\infty}} \right)^2 - 1 \right],
\]

where \(P_L^{\infty} = P_L^{\infty} = P_V^{\infty}\). Figure 1 shows that Eq. 2 matches well experimental data at 20\(^{\circ}\)C down to \(-50\) MPa at least. Note that the expansion leading to Eq. 2 is different from those based on constant \(\partial \rho/\partial P\) or constant isothermal compressibility used in Refs. \textsuperscript{22} and \textsuperscript{23} and\textsuperscript{24}, respectively. The two last generate a logarithmic dependence in the chemical potential (Eq. 1), or in the pressure (Eq. 2), respectively. With the present choice instead, the liquid isothermal compressibility \(\kappa_T\) varies with density as \(\kappa_T(\rho_L) = (\rho_L^{\infty}/\rho_L)^2 \kappa\). Logarithms are avoided and the resolution is simplified, allowing analytic expressions to be obtained as detailed below.

The Helmholtz free energy per unit volume is:

\[
f_i = \rho_i \mu_i - P_i,
\]

where the subscript \(i = L\) or \(V\) for the liquid and vapor, respectively.

\subsection{Approximations Far from the Critical Point}

As we are dealing with a fluid at temperatures far below the liquid-vapor critical temperature, we will make simplifying assumptions. We will assume \(\rho_V \ll \rho_L\), and treat the vapor as a perfect gas. In the canonical ensemble, the total volume \(V\) is fixed: \(V = V_L + V_V\), where \(V_L\) and \(V_V\) are the volumes of the liquid and vapor phases, respectively. The total number of particles \(N\) is also fixed:

\[
N = \rho_0 V = \rho_L V_L + \rho_V V_V,
\]
where \( \rho_0 = N/V \) is the fixed average density of the system. Let us introduce the following reduced quantities:

\[
\delta_0 = \frac{\rho_0}{\rho_L^\infty}, \quad \delta_L = \frac{\rho_L}{\rho_L^\infty}, \quad \text{and} \quad x = \frac{V_V}{V}.
\]  

Eqs. 1 and 2 then rewrite:

\[
\mu_L(\rho_L) = \mu_L^\infty + \frac{1}{\rho_L^\infty \kappa} (\delta_L - 1),
\]

\[
P_L(\rho_L) = P^\infty + \frac{\delta_L^2 - 1}{2\kappa}.
\]

We will only consider dense systems with high \( \rho_0 \), so that \( V_V \ll V_L \). With \( \rho_V \ll \rho_L \), Eq. 4 becomes:

\[
\delta_L = \frac{\delta_0}{1 - x}.
\]

One of the governing equations of the problem is the equality of chemical potentials, \( \mu_L(\rho_L) = \mu_V(\rho_V) \) (see Section III A). Using Eq. 1 and the perfect gas equation \( P_V = \rho_V k_B T \), this gives:

\[
\mu_L^\infty + \frac{1}{\rho_L^\infty \kappa} (\rho_L - \rho_L^\infty) = \mu_V^\infty + k_B T \ln \frac{P_V}{P_V^\infty},
\]

which leads to:

\[
P_V = P^\infty \exp \left( \frac{\delta_L - 1}{k_B T \rho_L^\infty \kappa} \right)
\]

In the cases we study, \( |\delta_L - 1| \ll k_B T \rho_L^\infty \kappa \); for instance, the latter term is \( \simeq 0.6 \) for water at ambient conditions, whereas \( 1 - \delta_L \) will be a few \( 10^{-3} \) at most. This allows a further simplification:

\[
P_V \simeq P^\infty + \frac{P^\infty}{k_B T \rho_L^\infty \kappa} (\delta_L - 1)
\]

\[
P_L(\rho_L) - P_V = \frac{\delta_L^2 - 1}{2\kappa} - \frac{P^\infty}{k_B T \rho_L^\infty \kappa} (\delta_L - 1)
\]

In the right hand side, the ratio of the second term to the first is:

\[
\frac{2P^\infty}{k_B T \rho_L^\infty \kappa (\delta_L + 1)} = \frac{2\rho_L^\infty}{\rho_L^\infty \kappa} \frac{1}{\delta_L + 1} \leq \frac{\rho_V^\infty}{\rho_L^\infty} \ll 1,
\]

so that within the same degree of approximation as the rest, we may write:

\[
P_L(\rho_L) - P_V \simeq \frac{\delta_L^2 - 1}{2\kappa}.
\]

C. Capillarity approximation

To describe the liquid-vapor interface, we will use the capillarity approximation: the interface is considered as infinitely thin, separating two regions of space each having a constant density, and its energy per unit area is given by the bulk equilibrium surface tension \( \gamma \). This is valid when the bubble radius is large compared to the physical thickness of the liquid-vapor interface, around 1 nm for water near ambient conditions. In that case, it is also safe to neglect the variation of surface tension with curvature, as the Tolman length is typically a fraction of the molecular size. When the bubble radius becomes comparable to the interfacial thickness, more elaborate treatments are required, such as density functional theory.

III. FLUID CONFINED IN A CONTAINER COMPLETELY WET BY THE LIQUID

In this section we consider a fluid whose liquid phase completely wets the container walls. This means that, when a vapor bubble is present, there is no contact between the vapor and the wall. The container with volume \( V \) may be of any shape, but for convenience we introduce its typical size \( R \) as the radius of the sphere with the same volume: \( V = (4/3)\pi R^3 \). The system being closed and isothermal, we consider the canonical ensemble: \( N \) particles in a fixed volume \( V \) at constant temperature \( T \).

A. Free energy change in the canonical ensemble

The thermodynamic potential of the system is the Helmholtz free energy \( F \). Its reference value \( F_0 \) corresponds to the homogeneous liquid at \( \rho_L = N \rho_0 = N/V \): \( F_0 = f_L(\rho_0)V \). When the system contains a bubble of volume \( V_V \) and surface area \( S_V \), the liquid volume and density change to \( V_L = V - V_V \) and to \( \rho_L \), respectively. The free energy change writes:

\[
\Delta F = f_L(\rho_L)V_L + f_V(\rho_V)V_V + \gamma S_V - f_L(\rho_0)V.
\]

For a fixed bubble (constant \( V_V \) and \( S_V \)), minimizing \( \Delta F \) with respect to \( \rho_L \) under the constraints \( V_V + V_L = V \) and \( \rho_L V_L + \rho_V V_V = \rho_0 V \) yields the condition of equal chemical potentials:

\[
\mu_L(\rho_L) = \mu_V(\rho_V).
\]

Using Eqs. 3, 4, and 16, we rearrange Eq. 15 into:

\[
\Delta F = \rho_0 V [\mu_L(\rho_L) - \mu_L(\rho_0)] + [P_L(\rho_0) - P_L(\rho_L)]V + [P_L(\rho_L) - P_V]V_V + \gamma S_V.
\]
Note that this relation, obtained by minimizing $\Delta F$ with respect to $\rho_L$, at fixed bubble shape, is independent of the specific EoS of the fluid. For a fixed vapor volume $V_V$, the bubble shape which minimizes $\Delta F$ is the sphere (lowest $S_V$). This shape is allowed here as we assume the liquid to fully wet the container walls.

We now make use of the EoS (Section II A) and of the approximations valid far from the liquid-vapor critical point (Section II B). With Eqs. 5, 6, 7, 8, and 14, after some rearrangements, we obtain:

$$\Delta F = \frac{V_V}{2\kappa} \left( \frac{\delta_0^2}{1-x} - 1 \right) + \gamma S_V .$$

(18)

Let $r$ be the bubble radius. Introducing the non-dimensional free energy change $\phi = 2\kappa \Delta F / V$, we get:

$$\phi = \left( \frac{\delta_0^2}{1-x} - 1 \right) x + \frac{6\gamma \kappa}{R} x^{2/3} .$$

(19)

$$\kappa \rho_L = \kappa \rho_L^\infty \Delta P = 2\gamma / R_d .$$

Because the liquid is compressible, this pressure increase results in a density increase $\delta \rho_L = \kappa \rho_L^\infty \Delta P = 2\gamma \kappa \rho_L^\infty / R_d$.

The radius thus decreases to $R_d + \delta R_d$ such that:

$$\frac{4}{3} \pi (R_d + \delta R_d)^3 (\rho_L^\infty + \delta \rho_L) = N = \frac{4}{3} \pi R_d^3 \rho_L^\infty ,$$

(21)

which gives to first order:

$$\frac{\delta R_d}{R_d} = - \frac{2\gamma \kappa}{3R_d} = - \frac{\lambda}{R_d} .$$

(22)

The relative decrease in radius is thus given by the ratio of the Berthelot-Laplace length to the droplet radius. The name Berthelot-Laplace signals this physical interpretation, demonstrating the effect of the Laplace pressure on a compressible liquid.

Figure 2 shows $\lambda$ from 0 to 50°C for water and aqueous NaCl solutions. For water, we used the relevant IAPWS releases for isothermal compressibility$^{31,32}$ and surface tension$^{35}$. We find the following cubic fit:

$$\lambda(T)/\text{pm} = 25.6407 - 0.228344 T + 0.00337068 T^2 - 0.0000212502 T^3$$

(23)

FIG. 2. (color online): Berthelot-Laplace length as a function of temperature for a series of NaCl solutions. The curves are labeled by the molality in mol kg$^{-1}$.

with $T$ in °C to represent the data within 0.11%. For NaCl solutions, we use $\kappa$ calculated from the Rogers-Pitzer EoS$^{36}$ with an estimated confidence limit of 0.5%, and surface tension calculated with the correlation from Ref. 37 which fits experimental with an average absolute and maximum percentage error of 0.72%$^{37}$ and 1.71%$^{38}$, respectively. The expected uncertainty on $\lambda$ is therefore less than 1%. When increasing the salt concentration, $\lambda$ first increases, but around a molality of 3 mol kg$^{-1}$ the temperature dependence becomes milder and $\lambda$ starts decreasing. The decrease of $\lambda$ when salt is added eventually overcomes the increase in $\gamma$. The curves become flatter because the isothermal compressibility minimum, around 42°C in pure water, moves to lower temperatures. In Section III F, we will consider the case of a saturated NaCl solution. Unfortunately, supporting data for $\alpha$ is available only up to 5 mol kg$^{-1}$, whereas the saturation molality is above 5 mol kg$^{-1}$ (Ref. 39). An extrapolation gives $\alpha \simeq 26$ pm, and based on the trend of the curves, we will assume this constant value at all temperatures. We see that, in all cases, $\lambda$ is extremely small, smaller than the molecular dimensions. This shows that the relative radius decrease given by Eq. 22 will become noticeable only for tiny droplets.

B. The Berthelot-Laplace length

We define the Berthelot-Laplace length $\lambda$ as follows:

$$\lambda = \frac{2}{3} \gamma \kappa .$$

(20)

The liquid compressibility $\kappa$ is the key to understand how a Berthelot tube works. To justify the name “Berthelot-Laplace” and give $\lambda$ a physical meaning, let us consider $N$ particles in a spherical liquid droplet in equilibrium with its vapor. Without surface tension, it would have a radius $R_d$ such that $(4/3)\pi R_d^3 \rho_L^\infty = N$. However, surface tension induces a pressure jump across the liquid-vapor interface, the Laplace pressure $\Delta P = 2\gamma / R_d$. Because the liquid is compressible, this pressure increase results in a density increase $\delta \rho_L = \kappa \rho_L^\infty \Delta P = 2\gamma \kappa \rho_L^\infty / R_d$.

C. Stationary points and the Laplace equation

Coming back to the thermodynamics of the confined fluid introduced in Section III A, Eq. 19 rewrites:

$$\phi = \left( \frac{\delta_0^2}{1-x} - 1 \right) x + 9 \epsilon x^{2/3} ,$$

(24)

where $\epsilon = \lambda / R$. This expression is simpler and more generic than that obtained with an accurate, but complex and specific, EoS, as the IAPWS-95 EoS$^{21}$. As mentioned in Section II A, it avoids logarithmic terms, enabling analytic calculations as described in the following. Furthermore, the small values of $\lambda$ will allow us to treat $\epsilon$ as a small quantity.
To see the possible states of the system, it is instructive to plot $\phi(x)$ for various values of $\delta_0$, as shown in Fig. 3. We consider several degrees of stretching, that is when the average density $\rho_0$ is less than the saturated liquid density $\rho_L^\infty$, i.e. $\delta_0 \leq 1$. This analysis has already been performed\textsuperscript{21–24}. We repeat it here using Eq. \textsuperscript{24}.

At $\delta_0 = 1$, $\phi$ is a monotonically increasing function of $x$: there is no reason for a bubble to form, and if one was created, it would collapse immediately. At low enough $\delta_0$ on the contrary, a negative minimum develops at a finite $x$, indicating the presence of a stable bubble. The homogeneous liquid state is separated from this minimum by an energy barrier which decreases with decreasing $\delta_0$.

The stationary points for which $\partial \phi / \partial x = 0$ fulfill the condition:

$$\delta_0 = (1 - x) \sqrt{1 - \frac{6\epsilon}{x^{1/3}}} \quad (25)$$

From Eqs. \textsuperscript{8, 14, and 25}, and noticing that $x = (r/R)^3$, one finds for the pressure difference between the vapor and the liquid phases:

$$P_V - P_L(\rho_L) = \frac{3\epsilon}{2\kappa x^{1/3}} = \frac{2\gamma}{r} \quad (26)$$

thus recovering the venerable Laplace equation. This corresponds to mechanical equilibrium of the liquid-vapor interface; this mechanical equilibrium is stable if $\phi$ is minimum, or unstable otherwise. To discuss the overall, thermodynamic stability or metastability of the system, one needs to identify local and global minima of $\phi$. In between the two extreme cases $\rho_0 = 1$ and low $\rho_0$, the system will pass through ranges of parameters with a qualitatively distinct behavior. The limiting cases separating these ranges are studied in Sections III D and III E.

\section*{D. Bubble instability}

One first particular value of $\delta_0$ is that for which $\phi$ develops an inflection point with horizontal tangent. Above this value, no bubble, even metastable, can form. This lead Marti et al. to call this point a bubble spinodal. The spinodal value of $\delta_0$, $\delta_0_{sp}$, and that of $x$, $x_{sp}$, are thus obtained from the conditions that $\partial \phi / \partial x$ and $\partial^2 \phi / \partial x^2$ simultaneously vanish. The latter condition gives the following relation:

$$\delta_{0,sp} = \frac{(1 - x)^{3/2}\epsilon^{1/2}}{x^{2/3}} \quad (27)$$

which, when substituted into Eq. \textsuperscript{25}, gives a quartic equation for $x_{sp}^{1/3}$:

$$x_{sp}^{4/3} - 5\epsilon x_{sp} - \epsilon = 0 \quad (28)$$
This equation admits analytic solutions which are too lengthy to be displayed here. For relevant values of the parameters, two solutions are complex, and two are real with opposite signs. We select the positive solution for \(x_{\text{sp}}\), and deduce \(\delta_{0,\text{sp}}\) from Eq. 27. The values as a function of \(\epsilon\) are displayed in Figs. 4 and 5.

As \(\epsilon \ll 1\), we expand the solutions to lowest order. The results are particularly compact:

\[
x_{\text{sp}} = \epsilon^{3/4} + \mathcal{O}(\epsilon^{3/2}),
\]

\[
\delta_{0,\text{sp}} = 1 - 4\epsilon^{3/4} + \mathcal{O}(\epsilon^{1/2}).
\]

The error made with these approximate formulas decreases with increasing \(R\). For water at 12°C and \(R = 10\, \text{nm}\), \(\epsilon = 0.0023\), and the errors on \(x_{\text{sp}}\) and \(1 - \delta_{0,\text{sp}}\) are already less than 4 and 0.4 %, respectively.

We can also calculate \(P_V - P_L(\rho_L)\), the pressure difference between the vapor and the liquid phases at the bubble spinodal, and compare it to \(P_\infty - P_L(\rho_0)\), the tension reached by the liquid in the homogeneous state (without bubble):

\[
\frac{P_V - P_L(\rho_L)}{P_\infty - P_L(\rho_0)} = \frac{1 - \delta_{0,\text{sp}}^2}{1 - \delta_{0}^2} \approx \frac{1 - \delta_L}{1 - \delta_0} = \frac{1 - x_{\text{sp}} - \delta_{0,\text{sp}}}{(1 - x_{\text{sp}})(1 - \delta_{0,\text{sp}})} \approx 1 - \frac{x_{\text{sp}}}{1 - \delta_{0,\text{sp}}} \approx \frac{3}{4}. \quad (31)
\]

This is indeed what is observed in several examples of pressure paths followed by fluid inclusions in Figs. 4b and 5b of Ref. 21.

Finally, we comment about the criterion previously derived for superstability\textsuperscript{22-24}. With a different approximation for the EoS, the minimum volume of the container below which no bubble can form is given by Eq. (8) of Ref. 22, which becomes with our notations:

\[
V_{\text{min}} = V_V \left(\frac{3r}{2\gamma_k} + 1\right) = V_V \left(\frac{r}{\lambda} + 1\right). \quad (32)
\]

At the bubble spinodal, \(x_{\text{sp}} = V_V/V_{\text{min}}\). In the limit \(\lambda \ll r\), Eq. 32 rewrites:

\[
x_{\text{sp}} \simeq \frac{\lambda}{r} = \frac{\lambda}{\frac{R}{r}} = \frac{\epsilon}{x_{\text{sp}}^{1/3}}, \quad (33)
\]

which yields the same result as Eq. 29, \(x_{\text{sp}} \simeq \epsilon^{3/4}\).

E. Liquid-vapor equilibrium

When \(\delta_0\) becomes lower than \(\delta_{0,\text{sp}}\), a second minimum appears at finite \(x\) in \(\phi(x)\) with \(\phi > 0\), indicating the possibility of a metastable bubble. At low enough \(\delta_0\), \(\phi\) at this minimum becomes negative, indicating a stable bubble; the homogeneous liquid state becomes in turn metastable. At a value \(\delta_{0,\text{eq}}\), the bubble minimum has \(\phi = 0\) as the homogeneous liquid state: the two states can exist as stable states. This lead Marti et al. to call this point a bubble binodal, but emphasizing that only one state can be observed at a time in one container. The binodal or equilibrium values of \(\delta_0, \delta_{0,\text{eq}}\), and that of \(x_{\text{eq}}\) are thus obtained from the conditions that \(\phi\) and \(\partial \phi / \partial x\) simultaneously vanish. Combining Eqs. 24 and 25 leads to a quartic equation for \(x_{\text{eq}}^{1/3}\):

\[
x_{\text{eq}}^{4/3} - 6\epsilon x_{\text{eq}} - 3\epsilon = 0. \quad (34)
\]

This equation admits analytic solutions which are too lengthy to be displayed here. For relevant values of the parameters, two solutions are complex, and two are real with opposite signs. We select the positive solution for \(x_{\text{eq}}\), and deduce \(\delta_{0,\text{eq}}\) from Eq. 25.

As \(\epsilon \ll 1\), we expand the solutions to lowest order near 0. The results are again particularly compact:

\[
x_{\text{eq}} = (3\epsilon)^{3/4} + \mathcal{O}(\epsilon^{3/2}),
\]

\[
\delta_{0,\text{eq}} = 1 - 2(3\epsilon)^{3/4} + \mathcal{O}(\epsilon^{3/2}). \quad (36)
\]

The error made with these approximate formulas decreases with increasing \(R\). For water at 12°C and \(R = 10\, \text{nm}\), \(\epsilon = 0.0023\), and the errors on \(x_{\text{eq}}\) and \(1 - \delta_{0,\text{eq}}\) are already less than 3.4 and 0.6 %, respectively.

We can also calculate \(P_V - P_L(\rho_L)\), the pressure difference between the vapor and the liquid phases at the bubble binodal, and compare it to \(P_\infty - P_L(\rho_0)\), the tension reached by the liquid in the homogeneous state (without bubble):

\[
\frac{P_V - P_L(\rho_L)}{P_\infty - P_L(\rho_0)} = \frac{1 - \delta_{0,\text{eq}}^2}{1 - \delta_{0}^2} \approx \frac{1 - \delta_L}{1 - \delta_0} = \frac{1 - x_{\text{eq}} - \delta_{0,\text{eq}}}{(1 - x_{\text{eq}})(1 - \delta_{0,\text{eq}})} \approx 1 - \frac{x_{\text{eq}}}{1 - \delta_{0,\text{eq}}} \approx \frac{1}{2}. \quad (37)
\]

This is indeed what is observed in several examples of pressure paths followed by fluid inclusions in Figs. 4b and 5b of Ref. 21.

Finally, we comment about the physical meaning of the “coexistence” of two states with the same free energy in the system. Although as emphasized by Marti et al., only one state can be observed at a time in one container, there is a possibility for the system transiting back and forth between the two states, as already suggested for the liquid-solid transition in nanoclusters\textsuperscript{40}. This may happen inasmuch as the energy barrier separating the two minima is low enough to be overcome by thermal fluctuations. Taking a 50\,kg\,T limit and water at 12°C as in Fig. 3 as an example, this requires an inclusion smaller than 0.018\,\text{nm}^3, i.e. a radius of 160 nm. This is small, but amenable to experiments.

F. Effect on bubble disappearance temperature

As mentioned in the introduction, a negative consequence of the confinement-compressibility effect is that the actual homogenization temperature \(T_h\) is lower than the value \(T_h^\infty\) which would be observed in the absence
of surface tension\textsuperscript{21}. Indeed, when the temperature increases at fixed density $\rho_0$, the saturated liquid density $\rho_{\infty}^L(T)$ decreases, so that there is a temperature $T_h < T_{h,\infty}$ at which $\delta_0(T) = \rho_0 / \rho_{\infty}^L(T)$ reaches $\delta_{0,\text{sp}}$ for this temperature. This raises concerns for obtaining the density of fluid inclusions or using them for paleotemperature reconstruction.

Ref. 25 considered this question. Unfortunately, it was erroneously assumed that the pressure difference between the vapor and the liquid phases just before the bubble disappears, $P_V - P_L(\rho_L)$, was equal to the tension reached by the liquid in the homogeneous state (without bubble), $P_{\infty} - P_L(\rho_0)$ (Eq. 7 in Ref. 25). Sections III D and III E show that $[P_V - P_L(\rho_L)]/[P_{\infty} - P_L(\rho_0)]$ is in fact between 1/2 and 3/4. Marti et al.\textsuperscript{21} revisited this problem more rigorously and developed a procedure to correct the observed $T_h$ and recover $T_{h,\infty}$ in the case of pure water.

Let us first show how our approach can recover their results. To this aim, we need a model for $\rho_{\infty}^L(T)$. We sample data every 0.2°C from the formula of the IAPWS Revised Supplementary Release on Saturation Properties of Ordinary Water Substance\textsuperscript{41} which indicates an uncertainty of 0.01 kg m$^{-3}$. In view of the modest temperature interval relevant to paleotemperature, we use a simple parabolic expansion around the temperature of maximum density for pure water $T_M = 4.003{\,^\circ}C$:

$$\rho_{\infty}^L(T) = \rho_{\infty}^L \left[1 - \alpha \left(\frac{T}{T_M} - 1\right)^2\right], \quad (38)$$

where $\rho_{\infty}^L = 999.922$ kg m$^{-3}$ is the maximum density of saturated liquid water, and $\alpha = 0.541284$ fits the sampled saturation densities from $T_M$ to 20°C with standard and maximum absolute deviations of 0.014 and 0.039 kg m$^{-3}$, respectively. The ratio $\rho_L / \rho_{\infty}^L$ is displayed in Fig. 6.

Following Marti et al.\textsuperscript{21}, we consider only a truly isochoric system (fixed $V$). If necessary, a correction for the thermal expansion of the matrix can be easily incorporated in the model\textsuperscript{40}. We first assume $T_{h,\infty}$ to be known, and calculate the corresponding actual $T_h$. It is comprised between two extreme temperatures: $T_{h,\text{sp}}$ at which $\delta_0(T_{h,\text{sp}}) = \delta_{0,\text{sp}}$ (bubble spinodal), and $T_{h,\text{eq}}$ at which $\delta_0(T_{h,\text{eq}}) = \delta_{0,\text{eq}}$ (bubble binodal). The temperature dependence of $\lambda$ (Fig. 2) requires a numerical resolution of the relevant equations:

$$\rho_{L}^\infty(T_{h,\text{sp}}) = \rho_{L}^\infty(T_{h,\text{eq}}) \delta_{0,\text{sp}} \left[\frac{\lambda(T_{h,\text{sp}})}{R}\right], \quad (39)$$

$$\rho_{L}^\infty(T_{h,\text{eq}}) = \rho_{L}^\infty(T_{h,\text{eq}}) \delta_{0,\text{eq}} \left[\frac{\lambda(T_{h,\text{eq}})}{R}\right]. \quad (40)$$

The numerical solutions are used to plot $T_{h,\infty} - T_h$ as a function of $T_{h,\infty}$ for a series of inclusion volumes in Fig. 7, which is identical to Fig. 8b of Ref. 21.

Still, it is interesting to approximate $\lambda$ by a constant value, because it restores analytic results; from Eqs. 27, 25, and 38, we find:

$$T_{h,\text{sp}} = T_M \left[1 + \sqrt{\frac{T_{h,\text{sp}}}{T_M} - 1} - \frac{4}{\alpha} \left(\frac{\lambda}{R}\right)^{3/4}\right] \quad (41)$$

$$T_{h,\text{eq}} = T_M \left[1 + \sqrt{\frac{T_{h,\text{eq}}}{T_M} - 1} - \frac{2}{\alpha} \left(\frac{3\lambda}{R}\right)^{3/4}\right] \quad (42)$$

Figure 7 shows that the simple approximations obtained when replacing $\lambda(T)$ by its value at 12°C agree well with the numerical solutions. As noted in Ref. 21, there is an area in which no bubble can exist. With the approximate solution, this occurs exactly when $T_h = T_M$, whereas for the exact solution, it occurs at $T_h > T_M$ because $\lambda(T)$ is a decreasing function of temperature.

Marti et al. then proceed with an interesting argument to provide a procedure to correct $T_h$ experimentally. The idea is to measure both the vapor bubble radius $r$ at $T_M$ and the actual $T_h$, which, combined with the model, yields $T_{h,\infty}$. More precisely, it yields an interval for $T_{h,\infty}$,
depending on whether the bubble disappears at the spinodal \((T_h = T_{sp})\) or the binodal \((T_h = T_{eq})\) temperature.

The equilibrium bubble radius at \(T_M\) provides \(\delta_0(T_M)\) through Eq. 25. On the other hand, to find \(\delta_0(T_{h,sp})\) and \(\delta_0(T_{h,eq})\), we have simple formulas for \(\delta_{0,sp}\) (Eq. 27) and \(\delta_{0,eq}\) (Eq. 25). Noticing that \(x = (r/R)^3\) and \(\delta_0(T_{M})/\delta_0(T) = \rho_L^\infty(T)/\rho_L^\infty(T_M)\), we arrive at two quartic equations on \((1/R)^{3/4}\):

\[
\begin{align*}
1 - \left(\frac{r(T_M)}{R}\right)^3 & \left[1 - \frac{6\lambda(T_M)}{r(T_M)}\right] = \left[1 - \alpha \left(\frac{T_h}{T_M} - 1\right)^2\right] \\
1 - \left(\frac{r(T_M)}{R}\right)^3 & \left[1 - \frac{6\lambda(T_M)}{r(T_M)}\right] = \left[1 - \alpha \left(\frac{T_h}{T_M} - 1\right)^2\right]
\end{align*}
\]

for \(T_h = T_{sp}\),

\[
\begin{align*}
1 - \left(\frac{r(T_M)}{R}\right)^3 & \left[1 - \frac{6\lambda(T_M)}{r(T_M)}\right] = \left[1 - 4 \left(\frac{\lambda(T_h)}{R}\right)^{3/4}\right] \\
1 - \left(\frac{r(T_M)}{R}\right)^3 & \left[1 - \frac{6\lambda(T_M)}{r(T_M)}\right] = \left[1 - 2 \left(\frac{3\lambda(T_h)}{R}\right)^{3/4}\right]
\end{align*}
\]

for \(T_h = T_{eq}\).

These equations admit analytic solutions which are too lengthy to be displayed here. For relevant values of the parameters, two solutions are complex, and two are real with opposite signs. We select the positive solutions for \(R\) \((R_{sp} \text{ from Eq. 43 and } R_{eq} \text{ from Eq. 44})\), and deduce the limits on \(T_h^\infty\) from Eqs. 41 and 42, respectively:

\[
T_h^\infty_{\text{min}} = T_M \left[1 + \sqrt{\left(\frac{T_h}{T_M} - 1\right)^2 + \frac{4}{\alpha} \left(\frac{\lambda(T_h)}{R_{sp}}\right)^{3/4}}\right]
\]

\[
T_h^\infty_{\text{max}} = T_M \left[1 + \sqrt{\left(\frac{T_h}{T_M} - 1\right)^2 + \frac{2}{\alpha} \left(\frac{3\lambda(T_h)}{R_{eq}}\right)^{3/4}}\right]
\]

We use these expressions to plot \(T_h^\infty\) as a function of \(T_h\) for three bubble radii \(r\) at \(T_M\), and obtain Fig. 8 which is identical to the inset in Fig. 9a of Ref. 21. We note that Marti et al. indicated that this calculation of \(T_h^\infty\) could not be done analytically, whereas our approach allows obtaining analytic expressions.

Our general approach allows us to repeat the same analysis with saturated NaCl solution. We note that for saturated NaCl solution, \(\lambda(T)\) is nearly constant (see Section III B), which makes the calculations simpler. We also need to replace Eq. 38 with the temperature dependence of the density of a saturated NaCl solution at saturated vapor pressure \(P^\infty(T)\). To this aim, we use the EOS of Ref. 42 and compute the density at 0.1 MPa (neglecting the difference with \(P^\infty(T)\)) at the saturation molality given by Farelo et al.\(^{39}\); the latter is given above 20°C but extrapolates smoothly to 0°C. This gives

\[
\rho_L^{\infty,\text{NaCl}}(T) = a - b T,
\]

with \(a = 1209.05\text{ kg m}^{-3}\) and \(b = 0.436565\text{ kg m}^{-3} \text{ ^\circ C}^{-1}\), \(T\) being in °C. This linear behavior, displayed in Fig. 6, varies much faster than the parabolic function for pure water. This changes the results drastically. Solving Eqs. 41 and 42 with the NaCl parameters gives:

\[
T_{h,sp} - T_h^\infty = \frac{4\epsilon^{3/4} a}{1 - 4\epsilon^{3/4}} \left(\frac{a}{b}\right)
\]

\[
\sim -4\epsilon^{3/4} a \frac{a}{b} = -4 \left(\frac{\lambda}{R}\right)^{3/4} a \frac{a}{b},
\]

\[
T_{h,eq} - T_h^\infty = \frac{2(3\epsilon)^{3/4} a}{1 - 2(3\epsilon)^{3/4}} \left(\frac{a}{b}\right)
\]

\[
\sim -2(3\epsilon)^{3/4} a \frac{a}{b} = -2 \left(\frac{3\lambda}{R}\right)^{3/4} a \frac{a}{b},
\]

where the relations \(\epsilon \ll 1\) and \(T_h^\infty \ll a/b\) have allowed further simplification. The decrease in homogeneous temperature for the brine is therefore much simpler than for pure water, becoming independent of \(T_h^\infty\) itself, and being only a weak function of the inclusion volume \(V\). Figure 9 displays this function.

The residual volume dependence still requires to correct the observed \(T_h\) using a bubble radius measurement to obtain \(T_h^\infty\). For simplicity we assume that the bubble
radius is still measured at $T_M$ of pure water, although for the brine there is no $\rho_L$ maximum any more. Equations 43 and 44 are replaced by two new quartic equations on $(1/R)^{3/4}$:
\[
\begin{align*}
1 - \left(\frac{r(T_M)}{R}\right)^3 & \sqrt{1 - 6 \frac{\lambda}{r(T_M)}} = \frac{a - bT_h}{a - bT_M} \left[ 1 - 4 \left(\frac{\lambda}{R}\right)^{3/4} \right] \quad \text{for } T_h = T_{sp}, \\
1 - \left(\frac{r(T_M)}{R}\right)^3 & \sqrt{1 - 6 \frac{\lambda}{r(T_M)}} = \frac{a - bT_h}{a - bT_M} \left[ 1 - 2 \left(\frac{3\lambda}{R}\right)^{3/4} \right] \quad \text{for } T_h = T_{eq}.
\end{align*}
\]

These equations admit analytic solutions which are too lengthy to be displayed here. For relevant values of the parameters, three solutions are complex, and one real. We select the real solution for $R$ ($R_{eq}$ from Eq. 50 and $R_{sp}$ from Eq. 51), and deduce the limits on $T_{h}^\infty$ from Eqs. 48 and 49. The results are displayed in Fig. 10. For easy comparison, we used the same three values of $r$ as in Fig. 8: note that, because of the strong temperature dependence of $\rho_L^2$ for the brine, this corresponds to smaller inclusion volumes than if the same inclusion were filled with pure water.

**IV. FLUID CONFINED IN A CONTAINER PARTIALLY WET BY THE LIQUID**

In this section we turn to a fluid whose liquid phase wets the container walls only partially. This means that, when a vapor bubble is present, it will adopt a lenticular shape. We will assume that the contact angle of the liquid-vapor interface on the wall (measured on the liquid side) has a fixed value $\theta_c$, equal to its bulk value. We will need $\gamma$, $\gamma_{LM}$, and $\gamma_{VM}$, the interfacial tensions of the liquid-vapor, liquid-matrix, and vapor-matrix interfaces, respectively. They are connected with $\theta_c$ through the Young-Dupré relation:
\[
\gamma_{VM} - \gamma_{LM} = \gamma \cos \theta_c.
\]

**A. Modified free energy change in the canonical ensemble**

The thermodynamic potential is still the Helmholtz free energy, but Eq. 18 needs to be modified to account for the presence of new fluid-matrix interfaces:
\[
\begin{align*}
\Delta F = & \frac{V_r}{2\kappa} \left( \delta_{r}^{2} - 1 \right) + \gamma S_{LV} + (\gamma_{VM} - \gamma_{LM}) S_{VM} \\
= & \frac{V_r}{2\kappa} \left( \delta_{r}^{2} - 1 \right) + \gamma (S_{LV} + S_{VM} \cos \theta_c),
\end{align*}
\]
where $S_{LV}$ and $S_{VM}$ are the surface area of the liquid-vapor and vapor-matrix interfaces, respectively.

For simplicity we restrict our analysis to a smooth spherical container of radius $R$ and volume $V = (4/3)\pi R^3$. Note that more complex shapes can be encountered, and may affect the results, especially in the presence of microscopic, non-wetting defects such as grooves or pits. Keeping the definition of $\phi = 2\kappa \Delta F/V$, Eq. 24 needs to be modified to account for
the new geometry:

\[
\phi = \left( \frac{\delta_0^2}{1 - x} - 1 \right) x + 3 \epsilon \sigma(x),
\]

where the function \(\sigma(x)\) quantifies the surface-to-volume ratio:

\[
\sigma(x) = \frac{R(S_{LV} + S_{VM} \cos \theta_c)}{V}.
\]

In the case of complete wetting with a spherical bubble (Section III), \(\sigma(x) = 3x^{2/3}\). In the case of partial wetting, the calculation of \(\sigma(x)\) is more involved. The system is sketched in Fig. 11, where we introduce the angle \(\theta\) locating the liquid-vapor contact line, and various useful lengths. Trigonometry gives the following relations:

\[
\begin{align*}
 r_{LV}(\theta) &= R \sin \theta \\
 h_{LM}(\theta) &= R (1 - \cos \theta) \\
 h_{LV}(\theta) &= R \left[ 1 + \cos(\theta_c + \theta) \right] \frac{\sin \theta}{\sin(\theta_c + \theta)} \\
 V_L(\theta) &= \frac{\pi}{6} h_{LM}(\theta) \left[ 3 r_{LV}(\theta)^2 + h_{LM}(\theta)^2 \right] \\
 &\quad + \frac{\pi}{6} h_{LV}(\theta) \left[ 3 r_{LV}(\theta)^2 + h_{LV}(\theta)^2 \right] \\
 S_{LV}(\theta) &= \pi \left[ r_{LV}(\theta)^2 + h_{LV}(\theta)^2 \right] \\
 S_{LM}(\theta) &= \pi \left[ r_{LV}(\theta)^2 + h_{LM}(\theta)^2 \right]
\end{align*}
\]

Unfortunately there is no simple exact expression for \(\phi(x)\). We note that \(\sigma\) and \(\phi\) are more easily written in terms of the variable \(\theta\) rather than the reduced volume \(x\). Combining the above equations yield a complex expression for \(\phi(\theta)\). We shall give a simpler, approximate expression in the next section.

B. Rescaled Berthelot-Laplace length in the small bubble approximation

To obtain a simpler expression similar to Eq. 24, we assume that the bubble is sufficiently small, \(x \ll 1\), for the angle \(\theta\) which locates the contact line (Fig. 11) to be also small.

We have:

\[
\begin{align*}
 x(\theta) &= \left( \frac{2 - \cos \theta_c}{\sin \frac{\theta_c}{2}} \right)^3 2 \sin^3 \theta_c + O(\theta^4), \\
 \sigma(\theta) &= \frac{3 (3 + 2 \cos \theta_c - \cos 2 \theta_c)}{16 \left( \sin \frac{\theta_c}{2} \right)^2} \theta^2 + O(\theta^4).
\end{align*}
\]

To lowest order in \(\theta\), we can write \(\sigma = 3\psi(\theta_c)x^{2/3}\), with:

\[
\psi(\theta_c) = \frac{3 + 2 \cos \theta_c - \cos 2 \theta_c}{4 \left[ (2 - \cos \theta_c) \cos \frac{\theta_c}{2} \right]^{2/3}}.
\]

We finally obtain:

\[
\phi = \left( \frac{\delta_0^2}{1 - x} - 1 \right) x + 3 \epsilon \psi(\theta_c)x^{2/3},
\]

As \(\psi(0) = 1\), Eq. 24 is recovered in the limit \(\theta_c \to 0\) (complete wetting). For partial wetting, the only change to Eq. 24 is that \(\epsilon\) is replaced by \(\epsilon \psi(\theta_c)\). We can therefore deduce from the results of Section III the modified results for the case of partial wetting by rescaling the Berthelot-Laplace length \(\lambda\) (Section III B) by a factor \(\psi(\theta_c)\).

Figure 12 shows the function \(\psi(\theta_c)\). It decreases significantly only at relatively large contact angles: at \(\theta_c = 2\pi/5\), \(\psi\) is still 0.898. Therefore, the case of partial wetting with moderate contact angles will not differ much from the case of complete wetting.

Note however that the approximation \(\theta \ll 1\) fails for large contact angle \(\theta_c\). The vapor will then adopt a film shape with a small \(x\) but a large \(\theta\). In the next section, we study a few cases, comparing the simple formulas in the small \(\theta\) limit to the exact results.
C. Results for various contact angles

Figure 13 provides the analog of Fig. 3 by displaying $\phi(\theta)$ for three choices of contact angles: $\theta_c = \pi/4$, $\pi/2$, and $3\pi/4$. We focus here on the bubble spinodal and binodal. We find $\delta_{0,sp}$ and $\delta_{0,eq}$ from the exact function $\phi$ (Eq. 54), which is shown by solid curves. The small bubble approximation (Eq. 65) predicts $\delta_{0,sp}$ and $\delta_{0,eq}$ by evaluating the complete wetting solutions (Section III) at $\epsilon = \psi(\theta_c)\lambda/R$. We show the exact function $\phi$ (Eq. 54) for these approximate values with dashed curves. As expected, the agreement is good for $\theta_c = \pi/4$ and deteriorates with increasing $\theta_c$. Still, the small bubble approximation provides a quick way to estimate $\delta_{0,sp}$ and $\delta_{0,eq}$.

V. DISCUSSION AND PERSPECTIVES

Thanks to a generic fluid model, we now have the tools to correct the homogenization temperature $T_h$ observed in fluid inclusions from the shift caused by surface tension, compressibility and finite volume. The analytic calculations give particularly simple expressions when making appropriate approximations. The approach is not limited to pure water, but covers any fluid with known surface tension and compressibility. This allowed us to show that the effect on $T_h$ in a saturated NaCl solution, which can be found included in evaporites, is significantly reduced compared to pure water, or to dilute solutions found in speleothems. As the Berthelot-Laplace length $\lambda$ varying only modestly over the full concentration range from pure water to brine, the origin of the reduced effect on $T_h$ stems from the steeper temperature dependence of the saturated liquid density in the brine. Indeed, when adding NaCl to water, the density maximum becomes less pronounced and shifted towards low temperatures, and eventually disappears above 1.5 mol kg$^{-1}$.

There is a workaround to avoid the limitations of the bubble-based method to determine the homogenization temperature with microthermometry. It relies on Brillouin spectroscopy to measure the sound velocity as a function of temperature in the liquid, for the same fluid inclusion with and without a bubble. The intersection of these two curves directly gives $T_{h,sp}$. The liquid pressure is still lower than $P^\infty$ when the bubble is present, but this has a negligible effect on sound velocity. Using synthetic halite samples with known synthesis temperature, this technique was shown to be superior to microthermometry, and it was applied to natural samples deposited in the Dead Sea basin during the last interglacial.

More generally, confined fluids reveal subtle differences between thermodynamic ensembles. When constrained to a fixed volume, the fluid shows interesting, and sometimes counter-intuitive, features. In particular, for small enough volumes, the confined liquid state remains stable at absolute negative pressure. This was noted before for fluid inclusions$^{21-24}$. In fact, there are other occurrences of the same puzzling feature, even in open systems. Capillary condensation provides an example. Consider a material fully wet by the liquid, and a cylindrical pore of radius $R_p$ in this material. In the simplest approach$^{48}$, when the pore is exposed to a vapor pressure from $P^\infty$ to $P^\infty - 2\gamma/(\rho B k_B T R)$, the stable state is a pore filled with liquid. The liquid-vapor interface adopts a spherical...
meniscus shape, whose radius decrease from infinity to $R$ when the vapor pressure decreases between the above limits. Consequently, the liquid pressure goes negative, down to $P = P^\infty - 2\gamma / (\rho_k^\infty k_BT R)$. Further pressure reduction empties the pore, with a liquid film left on the pore walls. More detailed treatments of the film are available. A similar situation is encountered in the more open geometry of a sphere-plane contact. For a liquid that wets the surfaces (contact angle $\theta_c < \pi/2$), it is always favorable to replace the vapor by the liquid in the vicinity of the sphere-plane contact and a liquid bridge forms spontaneously at any vapor pressure. Its shape can be fully calculated, and its mean radius of curvature $R_K$ is given by the Kelvin equation:

$$\frac{1}{R_K} = \frac{\rho_k^\infty k_BT}{\gamma} \log \frac{P_V}{P^\infty}. \quad (66)$$

Here again, if $P_V$ is low enough, the liquid pressure becomes negative: $P_L = P^\infty + \rho_k^\infty k_BT \ln(P_V/P_L^\infty) = P^\infty - \gamma / R_K$.

Nevertheless, there is a difference between the cylindrical pore and the sphere-plane contact on the one hand, and the fluid inclusion in the other hand. In the former case, for a liquid that completely wets the walls, emptying occurs by recession of the liquid-vapor meniscus. It can then be argued that cavitation is prevented by the confinement: the critical radius for cavitation, $R_c = 2\gamma / (P_V - P_L)$, reaches the size of the container; the system cannot accommodate the critical bubble and nucleation does not occur. In the latter case, the system cannot accommodate the critical bubble and nucleation does not occur. In the latter case, the system cannot accommodate the critical bubble and nucleation does not occur. In the latter case, the system cannot accommodate the critical bubble and nucleation does not occur.

At larger degrees of metastability (lower density at fixed $R$), the fluid becomes metastable and nucleation can occur. The confinement-compressibility effect modifies the energy barrier to nucleation. This was studied for complete wetting. Our extension of the analysis to partial wetting opens the way to address more complex cases, such as cavitation in a small cubic box or on nanodecorated surfaces with various wettabilities investigated by molecular dynamics simulations.

Of course, for the small degrees of metastability considered here, the metastable liquid state can also be observed easily, because the energy barrier to nucleation is much larger than the thermal energy. If nucleation is homogeneous, one needs to reach pressures beyond $-100$ MPa to observe cavitation. show that tiny containers, in the nanometer range, can achieve superstabilization at comparable pressures. However, when the dimensions are so close to the molecular sizes, the macroscopic thermodynamic treatment we have applied is questionable, and the properties of the fluid may differ from the bulk. It is therefore preferable to measure properties of liquids at negative pressure in metastable, micron-sized fluid inclusions. Still, the intriguing possibility to detect fluctuations between the homogeneous liquid and the bubble state with mesoscopic fluid inclusions (a couple of hundred nanometers, see Section III E) deserves further investigations.
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