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Abstract: The authors discuss a new conceptual model to examine the phenomenon of fake news. Their model focuses on the relationship between the creator and the consumer of fake news and proposes a mechanism by which to determine how likely users may be to share fake news with others. In particular, it is hypothesized that information users would likely be influenced by seven factors in choosing to share fake news or to verify information, including the user’s: (1) level of online trust; (2) level of self-disclosure online; (3) amount of social comparison; (4) level of FoMO anxiety; (5) level of social media fatigue; (6) concept of self and role identity; and (7) level of education attainment. The implications reach into many well-established avenues of inquiry in education, Library and Information Science (LIS), sociology, and other disciplines, including communities of practice, information acquiring and sharing, social positioning, social capital theory, self-determination, rational choice (e.g., satisficing and information overload), critical thinking, and information literacy. Understanding the multiple root causes of creating and sharing fake news will help to alleviate its spread. Relying too heavily on but one factor to combat fake news—education level, for example—may have limited impact on mitigating its effects. Establishing thresholds for a certain combination of factors may better predict the tendency of users to share fake news. The authors also speculate on the role information literacy education programs can play in light of a more complex understanding of how fake news operates.
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1. Introduction

Despite the recent attention given to fake news by researchers in numerous academic disciplines such as computer science, library and information science, psychology, and sociology, as well as its identification as a growing problem in mass communications, politics, education, and society at large, engagement with fake news continues to proliferate [1–3]. Recent discussions of higher education’s inability to teach students how to identify fake news and conspiracy theories, have appeared in prominent magazines and newspapers such as The Chronicle of Higher Education, Los Angeles Times, and The Atlantic [4–6]. The criticisms are not unwarranted but tend to focus primarily on pedagogical failures—especially those of librarians (but not professors) and their reliance on information literacy strategies like the CRAAP test—rather than wider systemic causes of fake news. This limited scope unfortunately blunts the largely valid criticisms and concerns of an ongoing “infodemic” [7] and reduces the ability of educators to affect meaningful change. Certainly, if such longstanding traditional educational approaches are insufficient to alleviate the causes of fake news, it is also vital to reconsider the wider root causes of the phenomenon and how to better neutralize its threat.
Numerous questions remain unanswered both in the wider conversations regarding fake news and in the specific research about it. First, what is fake news? Is it an offshoot of misinformation, rumor, lies or propaganda, or is it something altogether new and different? How is something determined to be false and why? Who is largely responsible for the spread of false information? Why exactly is it spreading? What accountability, systemic or societal, exists to curtail it? Is it always created or shared voluntarily and maliciously or are there other circumstances and conditions that also foster its spread? Given the wide reach of the Internet, what common issues and evidence can be drawn out from various cultures and countries undergoing the same problems with online extremist and pathological behaviors?

As an educator, one is also led to consider whether and why information literacy in general, and the CRAAP test in particular, are now considered ineffective tools for curtailing fake news. One wonders how realistic it is that librarians—traditionally the gatekeepers to and selectors of various types of information since the 19th century—could help alleviate such a widespread information problem that largely exists outside a library’s physical and conceptual boundaries. Does the very fact that most information is now offered through and accessed from the open web render educational institutions, including libraries, more irrelevant in the fight against fake news? What can educators do better to counteract the deleterious effects of false information on students as they transition to contributing members of society? Finally, how can higher education overall come to assess more clearly the reasons for the spread of fake news, to examine the main participants’ motivations and drives, and then to develop cooperative strategies to improve the situation?

This paper will touch upon some but not all of these difficult questions, seeking to come to a clearer understanding and direction for the study of fake news in its various manifestations. If it is true that “[o]verhauling a 20th century curriculum for a digital 21st century requires a group effort” [7], then there is surely a need for a more comprehensive model to come to a full reckoning of what fake news is. The authors propose one such model, identifying both the creators as well as the users as fake news’ primary drivers, and devising a clearer sense of what impels information users to share it online. This paper builds upon the authors’ previous research on university faculty attitudes toward fake news [8,9]; furthermore, the model described herein is an elaboration of the definition of fake news used in both of those studies. The authors, in turn, hypothesize that specific factors may predict a user’s tendency to share fake news. Identifying these factors and finding the threshold levels that would spur the sharing of fake news would be useful to help reduce its spread. The model also speculates upon the creator’s role and considers how researchers might examine the intended outcomes for sharing a piece of fake news and the actual results of doing so, providing a method of better quantifying fake news’ efficacy and impact.

Fake News

The term fake news gained widespread notoriety in the United States during the years of the Trump Administration from 2017–2021, often directed intentionally at legitimate news organizations in order to discredit them. The use of the term by the former president served the specific purpose of tarring certain news organizations that reported on his misdeeds or portrayed him in a negative light. Less about the actual content and more about attacking the free press, fake news became the insult of a would-be authoritarian. Yet, fake news is not a new phenomenon and is far more complex than the former-president’s narrow, self-serving conception of it. In fact, it has existed in any number of guises and applications for centuries prior to and after the printing press’ invention, including as propaganda, rumors, misinformation, disinformation, lies, libel and blackmail, and political spin [10] (pp. 5–6). Fallis provides a wide discussion of disinformation that includes visual, true, side-effect and adaptive disinformation types, that include instances of fake news within it [11]. Wardle and Derakhshan situate fake news within a larger context of ‘information disorder,’ which has three elements (agent, message, interpreter)
and three phases (creation, production, distribution) (p. 22) [12]. Rumor studies have a long history with modern scholarly analysis dating back to the 1940s [13]. McNair examines the news media’s role in the spread of fake news from the late 1800s through 1920s, providing historical examples of the term’s use and development over time [14]. Researchers have also examined similar phenomena in such areas as psychology, sociology, political science and information science. Balmas examines how fake news affects users’ feelings of inefficacy, alienation, and cynicism [15]. Allcott and Gentzkow look at the impact of fake news on presidential elections, though especially the 2016 election [16]. McGivney et al. examine how information literacy can be employed to help empower students in combatting fake news’ effects [17].

The critical and theoretical consensus on defining fake news remains somewhat unclear, however. Some researchers take a limited, format-specific view of the idea, considering it primarily the sharing of an online informational news story under false pretenses with the primary aim of fooling readers. Mustafaraj and Metaxas define it as “online falsehoods formatted and circulated in a way as to make them appear authentic” [18] (p. 2). In a similar vein, Golbeck et al. call it “information, presented as a news story that is factually incorrect and designed to deceive” [19] (p. 17). Brennen writes, “Fake news is made-up news, manipulated to look like credible journalistic reports that are designed to deceive us” [20] (p. 1). Yet, the formats are malleable. Gupta et al. demonstrate that fake news is amplified from the purely print and online format when manipulated visuals such as deep fake videos and falsified images are included [21]. Regardless of format, however, Kim and Kim (2020) write that although “there are subtle differences in definition between fake news, rumors, and disinformation . . . they have the common features as fabricated content that is different from the facts as a core concept element in theory building” [13] (p.2). This focus on the dynamic of deceived reader falls for false content has multiple advantages for study. First, it allows researchers to focus on shared conceptualizations of what is objectively real and what is false; it allows them to narrow down the motives for creating fake news to trickery, deception, and false narratives. It also allows researchers to focus purely on the medium of the news story within the context of digital online information and mass communications.

However, fake news also appears to expose an epistemological weakness at the heart of online information itself and how we create knowledge from it. As Caplan et al. argue “the challenge and limitations of defining ‘fake news’ is as much due to our inability to consistently assess real versus fake, as it is due to our inability to simply define news” [22] (p. 14). Gray et al. similarly find fake news to be evidence of a “structural uncanny” in online systems and see the phenomenon as a “social disturbance precipitated by a variety of false, misleading or problematic online content” [23] (p. 335). Tandoc et al. argue that the audience ‘co-constructs’ fake news, but nevertheless depends upon whether the audience perceives something fake as real [24].

Clearly the term, simple as it may appear on the surface, implies far more than just false news stories. Indeed, as Weiss et al. describe in their study, a simplified description fails to account for the other purposes, applications, causes, and effects of fake news as well as the reasons it spreads. These different variables range from fake news emerging as a side-effect of information overload; as a result of bad-faith rhetoric in a poisoned public discourse; the currency of a contextless post-truth society; new versions of propaganda, disinformation, and misinformation; the literary fruits of parody and satire; and even the result of catharsis arising from political theater [9].

This raises the issue, then, of how people are able to detect and contextualize fake news. While traditional media outlets, publishers, and libraries have generally established the rules and guidelines of truthful discourse, the shift to online information has made this more difficult to manage. Shu et al. provide a clear breakdown of Knowledge-based and Style-based classifications of fake news that allow one to detect it through expert-, crowdsourcing-, computational-, deception- and objectivity-oriented methods [25]. They also propose a data-oriented, feature-oriented, model-oriented, and application-oriented
models to help with the detection of fake news. de Beer and Matthee further identify a hybrid approach to identifying fake news, which combines human judgement with machine learning [26]. These numerous methods help to frame the context of fake news within not only technological and systematic parameters, but also within psychological and sociological ones. Despite the technological facility of generating fake news, one ultimately cannot ignore the fact that fake news spreads through the deliberate exploitation of well-known human behaviors and ‘individual vulnerabilities’, which have been shown to make people more naturally susceptible to misinformation in general and fake news in particular. Such behaviors include confirmation bias (heuristic of self-confirmation), the bandwagon effect, the frequency heuristic, echo chambers, and information utility [26].

As part of their ongoing research into fake news, the authors surveyed a random sample of 400 faculty members (18.88% of all faculty) of various ranks and appointments at a master’s granting state university in California (cf. Weiss et al., for more details of the survey and its results). When asked to define fake news, many of the faculty responses (69 total) revealed widely variable conceptualizations of the phenomenon. Some, for example, describe it straightforwardly as “news that is provably false;” “news made up to sway a certain group of people,” or “news that isn’t accurate;” others place it in the wider realm of epistemology, as “false information that is made to appear as if it’s truthful & publicized in the media;” “misinformation disseminated through social media and news media for purposes of making a point;” or simply “lying.” Still others note the specific examples or behavioral contexts surrounding its dissemination, including “Breitbart Russia bots [and] Unsubstantiated social media;” “Things that are designed to sway opinions;” “Trump calling anything he doesn’t like fake news;” or even “the intended delivery of wrong information to media” (taken from authors’ dataset). All of these characterizations of fake news ring true, certainly; all of them, taken individually, are also incomplete. Additionally, when asked about who among their students might be susceptible to fake news, the same faculty were more consistent in their belief that those who spend too much time on social media are more susceptible to falling for fake news. Only a few faculty hinted at other issues, including student motivation (i.e., “laziness”, “passively consume”, “less engaged”), environments (i.e., “conservative religious households” and “Fox news watchers”), or age and education levels (i.e., “undergraduates” or “younger non-working full time students”). These are certainly part of the issue, but nevertheless present a rather incomplete picture.

Indeed, the narrow model of the purposefully deceived reader of false news misses the complex tapestry of motives and uses of fake news and as a result does not account for the full environment that fosters its spread and deepens its impact. To omit satirical content such as fake news stories from *The Onion*, for example, ignores a huge swath of what could be considered ‘fake’. Satire often exaggerates and spells out mistruths in order to advocate for the truth. Even though the motives for creating satire are different, the results can often end up the same: the reader of a false narrative becomes convinced of an untruth. In notable examples, several prominent politicians over the last few years have fallen for satirical fake news stories, often to comical effect. Attempting to reconcile these widely differing visions of and motivations behind fake news has compelled the authors to develop a more comprehensive definition. To accommodate this complexity and the multiple variables surrounding the use of, spread, and motivations behind fake news, Weiss et al. propose that fake news should be defined as “the phenomenon of information exchange between an actor and acted upon that primarily attempts to invalidate generally accepted conceptions of truth for the purpose of altering established power structures” [9] (p. 7).

What is central to fake news is this exchange of information used for the specific purpose of altering *shared values of truth*—either to bolster truth in the case of satire or to destabilize it in the case of disinformation. This information exchange is not solely confined to a malicious activity based upon the assumed uncritical ignorance of an unwitting reader. There may be, in actuality, tangible and intangible motives as well as tradeoffs from both sides of the fake news relationship that drive each side. The outcomes from
peddling and consuming fake news might serve specific purposes and provide desired outcomes—however arbitrary or cynical—to the user. In other words, the sharers of fake news are not in all cases entirely fooled; they may in fact be using fake news toward specific purposes that, while certainly contrary to shared values of trust and cooperation in a civil society, are nevertheless calculated and even rational in some circumstances. Furthermore, the actor, the one who intentionally creates fake news may in turn become the acted upon. The same could be argued for the information user who becomes the generator of fake news in the form of blog posts, memes, or other formats containing false information.

This conception of fake news is bolstered by the results other research. In Mustafaraj and Metaxas’ analysis of Facebook group users, they find that fake news had been spread by anonymous accounts infiltrating groups already conversing with each other online for the purpose of inducing them to share misinformation across their networks [27]. Their findings reveal direct and purposeful action, getting at the realpolitik zero-sum mentality of the purveyors of disinformation and their focus on destabilizing the power structures in a society through exploiting areas of user trust within close-knit online groups and subcultures.

Ultimately, any comprehensive model will need to examine the phenomenon of fake news through multiple disciplinary lenses. As a result, the authors’ model incorporates a necessarily eclectic approach and must adopt various theoretic perspectives despite the risk of ‘watering down’ the efficacy of the model. The following will examine each of these elements.

2. Fake News Model Overview
2.1. A New Comprehensive Model for Fake News

As shown in Figure 1 below, the authors’ model of fake news focuses on the duality of the actor and the acted upon. The assumption is that one party, the actor, creates or willfully develops content for a specific purpose in mind and for a particular aim. The actor’s activity and its aim or goal then turns something—such as a false piece of information, or an untested theory—into fake news to be shared and spread. The acted upon, or the information consumers and users, have the choice of taking the time to verify the information (and thus disproving or confirming its accuracy) or believing it and subsequently sharing it with others. The authors argue that the acted upon would evince specific characteristics that demonstrate their likelihood of sharing the fake news.

The actor and the acted upon can also exchange these roles at different times, depending upon the circumstances, their aims, or their purposes. This means that fake news becomes applicable to all users of information, both willful hands-on proactive agents looking to persuade or fool others as well as the unwitting users reacting to the information they have encountered. The model poses and frames several important questions for future research:

- Which characteristics and conditions are evident in users most and least likely to share fake news?
- What do the creators of fake news intend by sharing it?
- What combination of factors between the ‘actor’ and ‘acted upon’ most align the desired outcomes of creating fake news with the actual results? (i.e., how effective or successful is a fake news story in attaining its intended goal?)
- What characteristics of fake news make it more or less likely to be shared?
- What factors contribute to an actor becoming acted upon? Conversely, what factors contribute to the acted upon becoming actors/agents in sharing fake news?
2.2. The Actor and Agency

The actor, the primary co-driver of the fake news phenomenon, holds agency in the form of their willful actions that contain specific goals and desired outcomes. The actor side of the model (see Figure 2 below) shows that the development of fake news is bounded by a person’s willed actions, such as to spread propaganda, report a rumor, promote a theory, or create a parody. By ‘promotion of theory’, the authors mean not only truthful untested ideas but also conspiracies and pseudoscience based on things outside the realm of accepted fact. The aims and goals of these willful actions are directly related to the person’s perception of factual information and whether they intend to distort it or strengthen it. These choices are shown in the red lines, which link to the goal of distorting factual information; and in the blue lines, which link to the goal of supporting or enabling factual information. The context, too, is dependent upon how the person feels about power, for usually the intention of a conspiracy theory is to weaken power by sowing distrust in established facts.

Looking at the relationship between willed actions and goals or aims, the authors attempt to hypothesize the likelihood of an actor’s intention for a certain goal. To spread propaganda, for example, one might assume a negative association with the desire to enable facts to alter power structures. An association might be predicted, conversely, for the fake news creator’s intention to distort facts for the sake of altering power, as in spreading false information to manipulate the outcome of an election. Overall, however, the actor’s desired outcome for creating fake news would likely be the sharing of false information. However, how might this outcome be predicted among the willed actions of the actor? How does one align the desired outcome with the actual results of the information user (i.e., the fake news was shared or it was fact-checked and rejected)? It is this unclear zone between desired outcomes and actual real-world outcomes that the authors believe would be worthwhile examining, especially as a method of determining how successful a fake news story was in meeting its aim. Understanding the motives behind the creation of fake news as well as its
perceived success in relation to its intended goals might help societies figure out how to counteract its effects.

**A comprehensive model for the spread of fake news: Actor**

![Figure 2. Detail of fake news model showing ‘actor’ side of the duality, including willed actions, goals, desired outcomes of creating fake news. Available at this url: http://scholarworks.csun.edu/handle/10211.3/218953, accessed on 6 July 2021. License: Attribution-ShareAlike 4.0 International (CC BY-SA 4.0).]

### 2.3. The ‘Acted Upon’

The other side of the model focuses on the ‘acted upon,’ or the user and consumer of information and potential sharer of fake news. The user is conceived as playing a role in choosing to either consume and then pass along fake news to others or to verify and act accordingly (i.e., abandon the information; confirm and share; etc.). What this model helps to outline is the set of each user’s personal characteristics, their internal workings and motivations, their education levels, and their self-created roles or identities. Each characteristic can help determine whether users are more or less likely to believe and then pass along fake news. To do this, the authors propose the following factors to determine the likelihood of an information user sharing fake news:

1. Users’ level of trust online;
2. Users’ level of online self-disclosure;
3. Users’ amount of social comparison;
4. Users’ level of ‘Fear Of Missing Out’ (FOMO) anxiety;
5. Users’ level of social media fatigue;
6. Users’ concepts of self and their role identity;
7. Users’ educational level/attainment.

The first five of these seven characteristics listed are found in Talwar et al., who have developed a model to examine the propensity of users to share information [28]. Their research is extremely promising, finding evidence of support in varying degrees for each of their criteria. Given the positive associations found, this could be a very useful approach to examining the mechanism by which fake news spreads. Additionally, each of the seven criteria listed above are already well-researched within several disciplines, including social media behavior, information fatigue, social comparison, self-determination, and rational choice theories. The authors believe that these seven factors will help create a predictable
‘profile,’ as it were, of the likely consumer of fake news. Each of these are described in detail below.

The ‘level of online trust’ a user holds has been examined in particular through the lens of Mayer et al.’s ‘integrative model of organizational trust,’ [29] later revisited in 2007 by Schoorman, Mayer, & Davis [30]. DuBois et al. [31], Grabner-Kräuter and Bitter [32], Krasnova et al. [33], and Grosser et al. [34] each examine trust as a factor in the consumption and sharing of information online, including in terms of social capital theory, personal privacy risk, rumors, and gossip. In LIS research, trust has been examined by Wenger through the concept of “communities of practice” [35], which rely on mutual engagement “when members . . . build trust and relationships with one another through regular interactions” [36] (p. 105). The use of relationship building in online social media is of especial interest. Researchers might find important insight regarding how trust is formed and how it might be quantified to understand what threshold level of trust would need to be surpassed in order to be likely or less likely to share false information. As Talwar et al. suggest, “the association between online trust and fake news sharing behavior can be anticipated . . . it can be argued that social media users having high trust in the information and news shared . . . are likely to share fake news with others and are less likely to authenticate the news before sharing” [28] (p. 75). Although their study focuses on the use of one social media platform, WhatsApp, researchers might try a similar approach with other online social media platforms.

‘Self-disclosure’ refers to sharing personal information with others online. Pressure of peers and the desire to gossip and share false information may be in fact related, and “in the light of gaining popularity or the attention of others, social media users may share news that is exciting and sensational, without any concern for its being fake or true” [28] (p. 76). In LIS literature, this has been studied to some degree as far back as the early 2000s. Rioux’s information acquiring and sharing (IA&S) and SIF-FOW (Sharing information found for others on the web) models suggest that if users find information “perceived as useful or desirable . . . [that] would also address the information needs of someone they knew,” they would be likely to share this information. Understanding this behavior in the context of fake news is important [37].

‘Social comparison’ examines the tendency of people to compare themselves to others. This is a long-standing theory that has existed since the 1950s and has been used extensively in psychology and sociology [38]. However, the online environment has exacerbated this tendency, as social media “platforms have provided new and exciting means for people to practice social comparisons online” [28] (p. 76). Notable research in this area includes Cramer et al. and Wert and Salovey [39,40]. In LIS information behavior research, much has focused on the social status as well as the professional occupation of the information user via social positioning theory [41] (p. 294), though not so much on whether information users are comparing themselves to others. Social capital theory may also be a promising overlap, as it may provide an area to study in terms of how some users might be more likely to engage in social comparison than others [42] (p. 325).

The ‘Fear of missing out’ (FoMO) is a relatively new coinage, but it speaks to the anxieties people harbor when viewing social media and events that are largely happening beyond their control. The study of FoMO has roots in self-determination theory and is defined as an ongoing anxiety and deep suspicion among those on social media that their friends and acquaintances may be having more rewarding experiences than they [43]. More recent studies include Przybylski et al. [44], Alt [45], Beyens et al. [46], and Blackwell et al. [47]. FoMO has been linked with the tendency to share gossip and personal information and may contribute to people acting more recklessly online [48]. Self-determination theory has also been adopted in the LIS field, notably Ryan and Deci [49]. The theory as applied in LIS finds that people are motivated when they feel competent and acting in self-determined fashions; however, negative feedback and external pressures reduce their intrinsic motivations to complete a task [50] (p. 244). This might be applied, then to the concept of FoMO, where people are acting out of anxiousness and sharing
gossipy information, rather than verifying truthful information, without regard for others. They are ultimately acting only in regard to their perceived standing among others in terms of personal agency.

‘Social media fatigue’ (SMF) “is defined as a subjective experience that comprises negative emotions such as anger, disappointment, tiredness, exhaustion, and reduced energy, resulting from continuous use of online social media” [51]. Notably, social media fatigue might be examined more clearly and directly with an LIS approach. There is a long history in LIS research of investigation into the very same types of problems information seekers face, but under different names; these include information overload [52–54]; satisficing [55]; and the long-established model the principle of least effort [56].

The principle of least effort in particular posits that people try to expend the smallest amount of energy possible when seeking out new information. The authors believe that SMF, information overload, satisficing, and least effort, have significant overlap. Using these theories to posit a hypothesis, it may be predicted that people experiencing information overload or SMF are more likely to share fake news—whether it’s because of tiredness, the principle of least effort, satisficing to meet specific limited ends, and so on. LIS research, in particular the well-established models in information behavior, can be used to further strengthen the understanding of how and why users would be more or less likely to share fake news. The research in these areas may be promising entranceways into further examining a person’s tendency to share fake news rather than authenticating information.

### 2.4. New Additions: Self-Identification, Role, and Education Attainment

However, in the authors’ opinion, Talwar et al. have not gone far enough to identify all of the major components of user information behavior. In addition to linking Social Media Fatigue theories more clearly to long-standing LIS research, the authors have also amended their model to incorporate two more variables, a user’s self-identification or ‘role’ within a society, and a user’s overall education attainment levels (see Figure 3 below).

**A comprehensive model for the spread of fake news: acted upon**

| ‘ACTED UPON’ | info consumer |
|-------------|---------------|
| Actual      | User characteristics and conditions | Research theories |
| result      | Online trust level | Social Media Behavior |
| Shares      | Self-disclosure level | Social Media Behavior |
| fake news   | Social comparison | Social-compulsion theory |
| story       | FOMO anxiety level | Self-determination theory |
| Verifies     | Social media fatigue | RCT / Satisficing / info overload / least effort (BE) |
| mean before  | Self Identification | ICT Theory / “the daily me” |
| sharing     | Education level | IT & Critical Thinking |

**Figure 3.** Detail of fake news model showing the ‘acted upon,’ or information consumer side of the duality, including Talwar’s five characteristics and two new ones (self-identification/roles and education level), along with research theories and results. Available at this url: http://scholarworks.csun.edu/handle/10211.3/218953, accessed on 6 July 2021. [License: Attribution-ShareAlike 4.0 International (CC BY-SA 4.0)].
In ‘Self-identification’, it is theorized that information users are constantly changing and developing their sense of self and their personal identifications. Prabha et al. posit Role Theory as a clear way to understand the differences between certain users’ approach to information seeking [55]. They find that the role of the person (e.g., university student or faculty member) contributes to an information user’s propensity to stop looking for more information, even if results are clearly insufficient. Weiss et al. also allude to the issue of roles influencing behavior in their previous study, noting that faculty are less willing to admit they would be susceptible to fake news possibly because of their pride in the role of professor [9].

Taking it a step or two further, “social positioning” allows for more complexity in the development of user identities. The theory “allows for the exploration of such complexities in the development of individuals’ identities” and assumes that online information users “are active developers of their identities” [57] (p. 335). Self-identification of the online user could therefore play a significant role in how people approach sharing or fact-checking fake news. One would be able to hypothesize whether the person’s development of identity corresponds with their willingness to share false information, rumor, and conspiracy. If a right-wing commentator were to share a false news story, it is likely that the person who belongs to that right-wing cohort would be more willing to believe the information and share it. Conversely, the person would disbelieve the information from someone outside the group. This is an effect observed not only in English-speaking online communities, but also in research conducted into Japanese conspiracy theorists. Ogasawara suggests that Cass Sunstein’s ‘the daily me’ creation of personal identities accounts for the false information and conspiracies right wing online users (Neto-uyo) come to believe and share [58,59].

Finally, ‘education level’ may have some influence on how likely people are to share fake news. Librarians in particular have a tendency to emphasize education’s ability to minimize the use of fake news, focusing especially on the impact of information literacy via the ACRL Framework for Information Literacy for Higher Education [60–62]. Certainly, a number of factors related to education attainment come into play. As Weiss et al. find, subject mastery might potentially diminish the impact of fake news, especially if comparing the weaker research methods of students to the robust fact-checking habits of scholars [9]. Environmental factors are sometimes affected by one’s educational attainment, as well, leading to areas of relative information ‘poverty’ [63]. In more highly educated circles, people may rely on their networks and information grounds that serve as information brokers or gatekeepers, helping them to cope with unvetted information and rumors [64].

It could be also argued that a higher level of educational attainment might be associated with less sharing of fake news, as the more informed person is likely to identify and refute false claims. Along these lines, Allcott, Gentzhow and Yu [65] and Flynn, Nyhan, and Reifler [66] assert that the uneducated may lean toward accepting misinformation more readily than individuals with some form of education able to discern fact from fiction. As philosopher Adam Smith famously writes, “the more they are instructed, the less liable they are to the delusions of enthusiasm and superstition” [67] (p. 520). However, the link to information literacy must be better explored, especially as education is only one element in the overall picture of who shares fake news and why.

3. Discussion: Implications for Research and Potential Directions

The authors are led to consider what this might imply about future research into fake news. What topics within education, sociology, and LIS research might be better explored or reexamined through adopting this model? The following will outline a few avenues of inquiry in information science research.

3.1. ‘Solving’ Fake News with Critical Thinking and Information Literacy: The Limits to Relying Entirely on Educational Outcomes

One of the long-standing ways that universities and academic libraries approach problems related to false information is through the development of critical thinking skills in students, a major goal of the American higher education system [65]. Advancing these
skills fulfills the goal of higher education to develop a responsible citizenry. Yet, in an increasingly complex information-based society, individuals need to base their judgments and decisions on accurate evidence [69]. This becomes more difficult as the amount of easily accessible information proliferates and the amount of online data grows exponentially from petabytes to zettabytes and beyond. Critical thinking has also been seen as an essential component to helping students gain purpose and exhibit “self-regulatory judgment” [70]. The specific desired outcomes of critical thinking have included better skills in evaluating the arguments of others as well as their own, resolving conflicts, and reaching rational decisions about complex topics and issues [71]. With such lofty aims in mind, it is no wonder those in higher education aim to use critical thinking to counteract the problems related to fake news, conspiracy theory, misinformation and the like. The solutions to many of the problems of fake news often dovetail with the aims of critical thinking.

Taking things a step further, information literacy has been championed as a helpful subset of critical thinking skills for use in academic institutions and libraries, emphasizing how students can recognize information quality, authenticity, and credibility [72,73]. Cooke (2018) argues that librarians need to be “called upon to use our information literacy skills to help debunk and decipher fake news . . . to help our communities and constituents become critical and savvy information consumers” [74] (p. 8). The emphasis on savviness and critical consumers of information anticipates online users’ reliance upon information technologies and social media. Some of the problem is that terms and their implementation are uneven. Zimmerman and Ni suggest that “while the significance of information literacy ability has been made apparent through scholarship, the ways in which information literacy is discussed within the academic canon are not as clear” [75] (p. 2). Obviously, there is more to the story than merely applying critical thinking skills to solving this problem. Even agreeing on what information literacy means and what it entails will likely not make much dent in the issue.

Furthermore, despite the best efforts of educators, librarians, and scholars, problems persist with relying too heavily upon critical thinking and information literacy to combat fake news. They appear to be ineffective tools as currently applied when dealing with false information and fake news. Dixon finds, for example, that students do not arrive at universities and colleges with similar levels of information literacy [76], resulting in inequalities that can perpetuate academic barriers [77,78]. The recent editorials from the various newspapers and magazines [4–7] cited above shows the very public dissatisfaction of educators dealing with the spread of fake news and conspiracy theory websites such as QAnon. Their arguments about critical thinking and information literacy draw out the ineffectiveness of the current pedagogical approach to solving the crisis, which relies heavily upon one-time lessons unevenly given only to those classes that request it. This form of library instruction unfortunately has a weak impact on student achievement [79]. A better alternative would be longer, more intensive credit-bearing courses. However, national studies have established that the number of academic libraries offering such courses in the U.S. is as low as 19% despite their demonstrated positive impact [80].

It has become clear that overemphasizing information literacy, especially as it is currently implemented, as the main cure for fake news is counterproductive. Certainly, as the model suggests, education attainment plays some role in one’s tendency to share fake news or to check facts, but one must be cautioned that it is not the only factor at play. For this reason, the authors suggest that the university’s wide emphasis on critical thinking combined with librarianship’s narrower emphasis on information literacy may not be sufficient to tackle the problem of who shares fake news and why. For example, the ability of individuals to determine credible sources—i.e., the process an individual takes to find respectable sources—is often undermined by online information itself [81]. Information literacy in general falls short in supporting individuals to properly identify and determine credible sources, especially if authority itself is under assault [82].

There needs to be, instead, a rethinking of how critical thinking in general, and information literacy in particular may be better employed to mitigate the propensity to
share fake news while preserving the larger context. However, to do this, it first must be seen as one of several factors and therefore as a contribution to a larger effort of pinpointing and encouraging the behaviors and conditions that lead people to verify information and reject fake news. What is ultimately missing is a better understanding of users and their various motives, backgrounds, behaviors, and circumstances that contribute to the creation and sharing of false information. Additionally, missing are the fake news creator’s motives, aims, and desired outcomes that may have direct impact on the users as well.

3.2. Meeting in the Muddled Middle

This model also attempts to reconcile the two sides of the fake news relationship, examining how producers become consumers, and consumers become producers. Similarly, the model proposes to examine how well the creator’s desired outcomes (i.e., false information is shared; a parody/satirical piece is acknowledged and understood) meet the actual results (i.e., the fake news story is believed and shared; the reader fails to get the joke and takes it seriously)?

3.2.1. When Does the Acted upon Become the Actor (and Vice-Versa)?

One needs to come to an understanding not only of the user of fake news but also its various creators. What factors may cause a person to act upon the fake news they receive? Once a user comes to believe in a falsehood, how likely would the reader be to not only share but also create new false news or fake information on their own? Conversely, what factors exist that might cause the creator of fake news to become a consumer of fake news as well? Despite the initial cynical motives, would a creator of fake news subsequently be more or less likely to become a believer and sharer of fake news? Furthermore, what are the conditions that might cause such behavior and how might it be predicted?

As Fister describes in her recent examination of information literacy’s flawed implementation,

Those who spend their time in the library of the unreal have an abundance of something that is scarce in college classrooms: information agency. One of the powers they feel elites have tried to withhold from them is the ability to define what constitutes knowledge. They don’t simply distrust what the experts say; they distrust the social systems that create expertise. They take pleasure in claiming expertise for themselves, on their own terms [5].

In this case, creators and consumers of fake news and conspiracy theories work in overlapping grounds, feeding off each other, taking advantage of the social circles they have created and inhabited from the ground up, simultaneously consuming and producing their own ‘knowledge,’ regardless of (or in spite of) factual basis. Years before the social media takeover of the Internet, Pawley addresses this conflict at the heart of information and information literacy, suggesting that the schism between consumer of information and the producer of information is a looming problem: “Just how nonelite groups produce and disseminate information is not well understood in LIS. Yet, unless we make an effort to find out, and then to make use of this understanding in shaping what we mean and how we practice information literacy, we will fail to enlist nonelite ‘consumers-as-producers’ of information in processes of production and recontextualization” (p. 446) [83]. The modern web has proven her correct, especially as users and creators of content spin false information and fake news through their daily online information behaviors.

One caveat, however. The relationship between actor and acted upon may be somewhat difficult to establish definitively. There exists an imbalance in the two sides of this new model, especially in terms of how one determines and even identifies creators of false information. It is easier to identify the receivers and subsequent spreaders of fake news, but perhaps less so to identify the creators, who might prefer to remain anonymous or to cover their tracks given the social taboos and even illegality of fraudulent behavior. Fallis’ examinations of disinformation might provide guidance in this matter, however [84]. Within his specific definition of disinformation, his model suggests that disinformation
is “misleading information that is intended to be (or at least foreseen to be) misleading.” The misleading information, in this reading, is essentially close to lying. As a result, the development of an actor’s profile in the fake news model might be found within a game theoretic model of deceptive lying. As Fallis writes, “According to this model, whether a person will disinform depends on the expected costs and benefits. In particular, it depends on the costs of not being believed (weighted by the probability that this will happen) as compared with the benefits of being believed (weighted by the probability that this will happen).” Creation of fake news might indeed lie within some of these factors and could be examined within this context of game theory. Ultimately, despite the lack of identifiable actors, and even some that are indirect or lurking behind the scenes, one might estimate the conditions that raise levels of fake news and disinformation creation.

3.2.2. How Effective Is Fake News?

Finally, how can researchers know whether fake news has served its purpose? This question focuses more on the actual exchange of information and its real-world outcomes, leading one to ask: What combination of factors between the ‘actor’ and the ‘acted upon’ most align the desired outcomes with the actual results? What, for example, is the likelihood of an actor to perceive that a fake news story was successful? What would the threshold for ‘success’ look like for a piece of fake news? What level or amount of sharing would be essential for a fake news story to be seen as a successfully deployed piece of misinformation?

To answer these questions, researchers need to look at what happens in the relationship between the actor and acted upon when fake news is shared. Yet, it is unclear how one can determine whether fake news has been effective in its intended purpose. Researchers might want to know what types of fake news, as well as their component parts, would be more likely to instigate desired outcomes? Knowing the characteristics of a successful fake news story would allow educators and researchers to find better strategies to neutralize the negative effects.

4. Conclusions

The authors believe their model for fake news could be employed to help better predict conditions that may lead to the sharing of fake news. As it is rooted in long-established theories from multiple disciplines, including education, sociology and LIS research in information behavior and information literacy, the authors believe that the model could be effective in predicting the spread of fake news. Ultimately the model demonstrates the dual relationship of the actor and acted-upon working with each other; taken together, the two sides of the model help to address several important questions related to fake news.

For example, in determining which characteristics and conditions are evident in users most and least likely to share fake news, the model a proposes that combination of seven factors measured at certain levels in each person could predict an online user’s tendencies to share fake news (e.g.,: (1) level of online trust; (2) level of self-disclosure online; (3) amount of social comparison; (4) level of FoMO anxiety; (5) level of social media fatigue; (6) concept of self and role identity; and (7) level of education attainment). The authors also ask what the creators of fake news, or the ‘actors’ in the model, intend by sharing it. This aspect of the model suggests that the development of fake news is bounded by the actor’s willed actions, such as to spread propaganda, report a rumor, promote a theory, or create a parody. The ultimate aim, however, is to alter power structures by either distortion or enabling of factual information. The model also might help us examine what combination of factors between the ‘actor’ and ‘acted upon’ most align the desired outcomes of creating fake news with the actual results. In other words, it might help to show how effective or successful a fake news story might be in attaining its intended goal. It also might help determine the characteristics of fake news that make it more or less likely to be shared. Finally, one might want to determine which factors contribute to an actor becoming acted upon, or,
conversely, which factors contribute to the acted upon becoming actors/agents in sharing fake news.

There are admittedly some limitations to the model as it currently exists. The precise combination of factors that best mitigate or alleviate fake news is unknown at this time. The testing of the model is in its beginning phases and it is unclear how effective it will be. The authors would also like to point out that the new proposed model is based upon a previous research project that was limited in its approach and surveyed only a small sample of faculty on one campus. The model also needs more development in the areas proposed, but especially in areas where the motives to create and share fake news are unclear. It is also unclear at this time how one measures the efficacy of a piece of fake news. Finding out how well a piece of false information performs in an information environment is especially important as it may help to identify and neutralize its effect. Finally, this is a broad, multidisciplinary approach to solving the complex problem of fake news. Any misrepresentations or omissions of theories are truly due to the authors’ errors and admittedly imperfect knowledge of certain disciplines. Further examination of these areas is surely warranted.

However, by determining the multiple root causes of sharing fake news through this new comprehensive model, the authors expect to find effective methods to alleviate its spread. It is furthermore believed that relying too heavily on just one or two factors, while ignoring or underplaying the remaining factors, would likely result in a limited reduction in fake news. For that reason, a wider multidisciplinary approach to understanding fake news is surely justified.
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