Drift and diffusion of charge carriers in semiconductor nanostructures are the foundation of information technology. The spin of the electron is being investigated as an additional or complementary degree of freedom that can enhance the functionality of electronic devices and circuits [1–3]. In the presence of spin-orbit interaction (SOI), the spins of moving electrons precess about effective magnetic fields that depend on the electron momentum vector, \( \mathbf{k} \) [4]. In a two-dimensional electron gas (2DEG), this precession has been proposed as a gate-tunable switching mechanism [5, 6]. Spin diffusion and spin drift have been studied using optical [7–11] and electrical techniques [12, 13]. A local spin polarization expands diffusively into a spin mode with a spatial polarization pattern that is characteristic of the strength and symmetry of the SOI [14]. An additional drift induced by an electric field does not modify the spatial precession period in the case of linear SOI [15–18]. This is because spins that travel a certain distance and direction precess on average by the same angle, irrespective of how the travel is distributed between diffusion and drift. Therefore, no spin precession occurs for quasi-stationary electrons, i.e. for electrons where drift is compensated by diffusion.

In this letter, we experimentally observe such unexpected drift-induced spin precession of stationary electron spins in the absence of an external magnetic field. Using an optical pump-probe technique, we investigate the spatiotemporal dynamics of locally excited spin polarization in an n-doped GaAs quantum well. Spin polarization probed at a fixed position is found to precess with a finite frequency, \( \omega \). This is identified as a consequence of cubic SOI, which affects spin drift and spin diffusion differently. A simple model predicts that drifting spins precess twice as much as spins that diffuse the same distance. This difference leads to a dependence \( \omega \propto \beta_3 v_{dr} \), where \( \beta_3 \) is the cubic SOI coefficient and \( v_{dr} \) the drift velocity. We demonstrate quantitative agreement between model and experiment, and extract a \( \beta_3 \) in agreement with literature values. Monte-Carlo simulations confirm the validity of the model and pinpoint deviations that occur when the drift-induced SOI field is small compared...
with that from diffusion into a perpendicular direction. This finding highlights the role of nonlinear SOI in spin transport and is relevant for spintronics applications.

The sample consists of a 12-nm-thick GaAs quantum well in which the SOI is tuned close to the persistent spin helix (PSH) symmetry [19, 20]. There, the effective magnetic field from linear SOI is strongly anisotropic, such that diffusing spins exhibit a strong spatial precession along the $y = [1\bar{1}0]$ direction and no precession along $x = [110]$ [21]. The 2DEG has a sheet density of $n_s = 5 \times 10^{15}$ m$^{-2}$ with one occupied subband and a mobility of 22 m$^2$V$^{-1}$s$^{-1}$, as determined by a Van-der-Pauw measurement at 4 K after illumination. Further details on the sample structure are given in Ref. [21]. A cross-shaped mesa structure [cf. inset in Fig. 1(c)] with a width $w = 150 \mu$m was fabricated by photo lithography and wet-chemical etching. We applied an in-plane electric field $E_y$ to the 2DEG along $y$ via two ohmic contacts, which are 800 $\mu$m apart. Spins oriented along the $z$-axis were locally excited in the center of the mesa at time $t = 0$ by an optical pump pulse. At varying time delay, $t$, the transient spin polarization along the $z$-axis, $S_z(y, t)$, was measured using the pump-probe technique described in [21–23] with a spatial resolution of $< 2 \mu$m. The time-averaged laser power of the pump (probe) beam was 150 $\mu$W (15 $\mu$W) at a repetition rate of 80 MHz. The sample temperature was 20 K. Figure 1(a) shows data for three different time delays, $t$, at $E_y = 1.56$ kV/m. The spatially precessing spins are well described by a cosine oscillation in a Gaussian envelope, which broadens with time because of diffusion. The center of the envelope shifts along $-y$ because the electrons drift in the applied electric field. Figs. 1(b) and 1(c) show colorscale plots of $S_z(y, t)$ for $E_y = 1.56$ kV/m and $E_y = -1.8$ kV/m, respectively. The motion of the center of the spin packet is marked by a violet dashed line. Remarkably, the position of constant spin precession phase shifts along $y$ in time, as indicated by the solid green lines. This corresponds to a finite temporal precession frequency $\omega$ for spins that stay at a constant position $y$. For a positive $E_y$ [Fig. 1(b)], the spin packet moves towards the negative $y$-axis, and the tilt $\partial y/\partial t$ of constant spin phases is negative. Both the drift direction and the tilt change their sign when the polarity of $E_y$ is reversed [Fig. 1(c)].

We model $S_z$ by multiplying the Gaussian envelope by $\cos(q y + \omega t)$ and a decay factor $\exp(-t/\tau)$:

$$S_z(y, t) = \frac{A_0}{2D_{st}t} \exp \left[ -\frac{(y - v_{dr}t)^2}{4D_{st}t} \right] \cos(\omega t + q y) \exp(-t/\tau)$$  \hspace{1cm} (1)

The amplitude $A_0$, $v_{dr}$, the diffusion constant $D_{st}$, the dephasing time $\tau$, $\omega$ and the wavenumber $q$ are treated as fit parameters. Detailed information on the fitting procedure is given in the Supplementary Information. To avoid deviations due to heating effects and other initial dynamics [24] not captured in this simple model, we fit the data from $t = 300$ ps. The decrease of the spatial precession period in time is a known effect of the finite size of the pump and probe laser spots [25], and is accounted for by convolving Eq. (1) with the Gaussian intensity profiles of the laser spots. The experiment is perfectly described by this model, as evident from the good overlap of the symbols (experiment) with the solid lines (fits) in Fig. 1(a), and from the fitted gray lines that mark $S_z(y, t) = 0$ in the colorscale plots of Figs. 1(b–c).

The fit parameters obtained for different values of $E_y$ are shown in Fig. 2. In Fig. 2(a), $v_{dr}$ obtained from $S_z(y, t)$ is compared with values deduced from the measured current $I$ using $v_{dr} = I/(en_s w)$, where $e$ is the elementary electron charge. The good agreement shows that the spin packet follows the stream of drifting electrons in the channel and that no parallel conductance obscures the interpretation of our data. In Figs. 2(b–c), we summarize the values obtained for $q$ and $\omega$. While $q$ shows no significant dependence on $v_{dr}$, we find a linear dependence of $\omega$ on $v_{dr}$ with a negative slope.

Next, we show that the drift-induced $\omega$ is a consequence of cubic SOI. Considering a degenerate 2DEG in a (001)-oriented quantum well with one occupied subband, the SOI field is given by [4, 21]

$$\Omega_{SO} = \frac{2}{h} \begin{pmatrix} \alpha + \beta_1 + \beta_3 \frac{2(\kappa_x^2 - \kappa_y^2)}{\kappa_y^2} & \kappa_y \\ -\alpha + \beta_1 + \beta_3 \frac{2(\kappa_x^2 - \kappa_y^2)}{\kappa_y^2} & \kappa_x \end{pmatrix}.$$  \hspace{1cm} (2)
of deriving the spin mode of the system \([17]\), we describe is given by SOI field changes after each scattering event. Its average and \(h/\pi\) are two trajectories of electrons that travel the same distance \(\hbar k_{\text{dir}}t/m^*\). (b) The Fermi circle is shifted by the drift vector \(k_{\text{dir}}\). (c) Exemplary map of \(S_z(y,t)\) generated from Eq. (1). Electrons with an average \(k_{\text{dir}} = 0\) drift along the violet dashed line. Electrons measured away from this line additionally experience a diffusive motion. Because of the unequal contributions of drift and diffusion to spin precession, the phase of quasi-stationary electron spins (for example, those on the solid green line) depends on how the travel is divided between drift and diffusion. This leads to a precession in time, as seen in the lower panel (shown for spins at \(y = y_0\)).

Here, \(\alpha\) is the Rashba-coefficient, and \(\beta_1\) and \(\beta_3\) are the linear and cubic Dresselhaus coefficients, respectively. In the degenerate limit, the relevant electrons are those at the Fermi energy, \(E_F = \hbar^2k_F^2/2m^*\), where \(h\) is the reduced Planck’s constant, \(m^*\) is the effective electron mass and \(k_F\) is the Fermi wave-vector.

Figure 3(a) sketches two different diffusive paths of electrons that travel the same distance \(\hbar k_{\text{dir}}t/m^*\). On those paths, the electrons scatter many times and thereby sample different \(k\)-states. Because we consider electrons that travel along \(k_{\text{dir}}\), they occupy states with \(k\)-vectors along \(k_{\text{dir}}\) more often than along the opposite direction. Assuming isotropic scattering, this occupation is modeled by a weighting function

\[
f(\theta) = 1 + \frac{2k_{\text{dir}}}{k_F} \cos(\theta - \phi_0),
\]

such that the average momentum is \(\hbar/(2\pi) \int_0^{2\pi} f(\theta) d\theta = \hbar k_{\text{dir}}\), with \(k = k(\cos \theta, \sin \theta)\) and \(k_{\text{dir}} = k_{\text{dir}}(\cos \phi_0, \sin \phi_0)\). The drift of the electron gas is accounted for by a shift of the Fermi circle by \(k_{\text{dir}}\) [Fig. 3(b)]. Because of its dependence on \(k\) [Eq. (2)], the SOI field changes after each scattering event. Its average is given by \(\langle \Omega_{\text{SOI}} \rangle = \int_0^{2\pi} d\theta \Omega_{\text{SOI}}(k + k_{\text{dir}}) f(\theta)\). Instead of deriving the spin mode of the system [17], we describe the spin dynamics by assuming that spins injected at \(t = 0\) and \(x = y = 0\) precess about \(\langle \Omega_{\text{SOI}} \rangle\). For drift
along the \(y\)-direction \((k_{\text{dir},y} = 0)\) and detection at \(x = 0\) \((k_{\text{dir},x} = 0)\), we obtain (see Supplementary Information for the general case)

\[
\langle \Omega_{\text{SOI}} \rangle = \frac{2(\alpha + \beta_1)}{\hbar}(k_{\text{dir},y} + k_{\text{dir},y}) - \frac{2\beta_3}{\hbar}(k_{\text{dir},y} + 2k_{\text{dir},y}) .
\]

(4)

This is a surprising result, because in the last term, which is proportional to \(\beta_3\), drift \((k_{\text{dir},y})\) leads to a spin precession angle twice as large as that induced by diffusion \((k_{\text{dir},y})\). As illustrated in Fig. 3(c), this leads to a precession in time for spins located at a constant position \(y_0\). Without diffusion, the electrons follow \(y = \hbar k_{\text{dir},y}t/m^*\) (violet dashed line) and reach \(y = y_0\) at a given time. Spins that reach \(y_0\) earlier (later) will in addition diffuse along (against) \(k_{\text{dir}}\) and therefore acquire a different precession phase. To calculate the corresponding frequency \(\omega\), we insert \(y = \hbar k_{\text{dir},y}t/m^*\) into Eq. (4) and obtain \(S_z(y,t) = \cos(\Omega_{\text{SOI}}t) = \cos(\omega t + qy_0)\), with

\[
q = \frac{2m^*}{\hbar^2}(\alpha + \beta^*)\quad\text{and}\quad
\omega = -\frac{2m^*}{\hbar^2}v_{\text{dir}}\beta_3 .
\]

(5)

(6)

We have defined \(\beta^* = \beta_1 - \beta_3\) and \(v_{\text{dir}} = \hbar k_{\text{dir}}/m^*\). The wavenumber \(q\) is not modified by drift to first order \([26]\). In contrast, the precession frequency \(\omega\) depends linearly on \(v_{\text{dir}}\) and is proportional to the cubic Dresselhaus coefficient, \(\beta_3\). This induces a temporal precession for quasi-stationary electrons [cf. lower panel in Fig. 3(c)]. The tilt of the green solid lines in Figs. 1(b-c) therefore directly visualizes the unequal contributions of drift and diffusion to the spin precession for nonlinear SOI. We note that spins that follow \(y = v_{\text{dr}}t\) precess with a frequency \(\omega = 2\pi v_{\text{dr}}(\alpha + \beta_1 - 2\beta_3)\), recovering the result of Ref. [27], which is valid for measurements that do not spatially resolve the spin distribution.

We find a remarkable agreement between Eqs. (5) and (6) and the measured values for \(q\) and \(\omega\) [Figs. 2(b-c)]. From \(q\), we obtain \(\alpha + \beta^* = 6.2 \times 10^{-13}\) eVm, which is equal to previous results from a similar sample \([25]\). The slope of \(\omega\) vs. \(v_{\text{dr}}\) is directly proportional to \(\beta_3\). We get \(\beta_3 = 8.5 \times 10^{-14}\) eVm, which agrees perfectly with the measured sheet electron density of \(n_s = 5 \times 10^{15} \text{ m}^{-2}\) and a bulk Dresselhaus coefficient of \(\gamma = -11 \times 10^{-30}\) eVm\(^3\) \([28]\), by considering that \(\beta_3 = -\gamma \pi n_s/2\).

Equations (5) and (6) were derived assuming spin precession about an averaged \(\langle \Omega_{\text{SOI}} \rangle\). For drift along \(y\), this is appropriate for the PSH situation \((\alpha = \beta^*)\), where SOI is large for \(|k||y\) and small for \(|k||x\) [cf. Eq. (2)]. The spin helix is described by a strong spatial spin precession along \(y\) and no precession along \(x\) \([20, 25]\). The investigated sample slightly deviates from the PSH sym-
metry, because $\beta^* - \alpha \neq 0$ as determined from measurements in an external magnetic field [21, 22, 25]: $3 \times 10^{-14} \text{eVm} < (\beta^* - \alpha) < 7 \times 10^{-14} \text{eVm}$. For drift along $x$, the model predicts a finite spatial spin precession with $q_x = 2m^*(\beta^* - \alpha)/\hbar^2$. However, when we apply the electric field along the $x$ axis and measure $S_z(x,t)$, no precession is visible [Fig. 4(a)]. The absence of precession can be explained by the large anisotropy of the SOI. The small SOI field induced by drift along $x$ cannot destabilize the spin helix along $y$, which leads to the suppression of $q_x$. A similar effect has been predicted in a purely diffusive situation [14, 29]. It is not accounted for in our simple model, where for drift along $x$, the fields for $k|y$ average to zero and the fields induced by drift along $x$ appear dominant, even though electrons tracked at $y = 0$ also occupy states with $k|y$.

We compare the measured and modeled spin dynamics with a numerical Monte-Carlo simulation that takes the precession about all axes into account correctly. We set $\beta^* - \alpha = 0.2 \times 10^{-13} \text{eVm}$, $\beta_3 = 0.6 \times 10^{-13} \text{eVm}$ and $\alpha + \beta^* = 6 \times 10^{-13} \text{eVm}$. Using Eq. (2), we calculate, in small time steps of 0.1 ps, the traces of 500,000 electron spins that isotropically scatter on a Fermi circle (scattering time $\tau = 0.7 \text{ ps}$, $k_F = 1.6 \times 10^8 \text{ m}^{-1}$) displaced along the $k_x$ direction by $k_{dr} = 2.2 \times 10^7 \text{ m}^{-1}$. The result is shown in Fig. 4(b). As in the experiment, spin precession is absent. In Fig. 4(c), the simulation data is shown for $\alpha = 0.5$ and $\beta^* = 5.5 \times 10^{-13} \text{eVm}$. For this almost isotropic SOI [23], the model predicts both the temporal and the spatial precession period remarkably well (green lines). The transition from isotropic SOI to a PSH situation, for drift along $x$, is summarized in Fig. 4(d). It shows the wavenumber $q_x$ obtained from Monte-Carlo simulations as a function of $\alpha$. The value of $\beta^*$ was varied to keep $\alpha + \beta^*$ constant at $6 \times 10^{-13} \text{eVm}$. The PSH situation is realized at $\alpha = 3 \times 10^{-13} \text{eVm}$, where the model correctly predicts $q_x = 0$. Between there and $\alpha = 2 \times 10^{-13} \text{eVm}$, spin precession along $x$ is completely suppressed, in contrast to the linearly increasing $q_x$ of the simple model (red solid line). At smaller values of $\alpha$, towards the isotropic case, the simulated $q_x$ gradually approaches the model’s prediction. In contrast, spin precession for drift along $y$ is correctly described by Eqs. (5) and (6) for the entire range between the isotropic and the PSH case (see Supplementary Information). Note that in wire structures narrower than the SOI length, spin precession perpendicular to the wire is suppressed [23, 30, 31], and we expect drift-induced spin precession to occur along the wire in any crystallographic direction for generic SOI.

In conclusion, we experimentally observed and theoretically explained that, for quasi-stationary electrons, current induces a temporal spin-precession frequency that is directly proportional to the drift velocity and the strength of cubic SOI. The origin of this effect is that drift motion in a cubic SOI system leads to a precession angle twice as large as that induced by diffusive motion. Further work is needed to analytically describe the spin precession for drift along the axis of weak SOI in an anisotropic situation. The occupation of a second subband or anisotropic scattering could modify the proportionality constant between $\omega$ and $\beta_3$. The temporal precession observed should hold universally for cubic SOI, e.g., also in hole gases in group IV [32] and III-V semiconductors [4, 33–36], or charge layers in oxides like perovskites [37]. Moreover, the effect demonstrated must be considered when designing spintronic devices based on such systems. For read-out schemes with finite-sized contacts, it may lead to a temporal smearing of the spin packet and by that to signal reduction. This can be suppressed by designing a small diffusion constant. The effect itself presents a means to manipulate quasi-stationary spins via SOI and to directly quantify the strength of the cubic Dresselhaus SOI.
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Supplementary Information

Theory

In Eq. (4) of the main text, we give the result of $\langle \Omega_{SO} \rangle = \int_0^{2\pi} d\theta \Omega_{SO}(k + k_{dr}) f(\theta)$ for the special case that drift occurs along the $y$-direction ($k_{dr,x} = 0$) and detection at $x = 0$ ($k_{di,x} = 0$). Here, we provide the result for a general case:

$$\langle \Omega_{SO} \rangle = \langle \Omega_{SO,1} \rangle + \langle \Omega_{SO,3} \rangle, \quad (7)$$

with a term proportional to $\beta_1$:

$$\langle \Omega_{SO,1} \rangle = \frac{2\beta_1}{\hbar} \left( k_{di,y} + k_{dr,y} \right), \quad (8)$$

and one proportional to $\beta_3$:

$$\langle \Omega_{SO,3} \rangle = \frac{2\beta_3}{\hbar} \left( -2k_{di,y} + \frac{2}{k_F} \left[ k_{di,y} k_{dr, x}^2 + 2k_{di,x} k_{dr,y} k_{dr,x} + k_{dr,x}^2 k_{dr,y} - 3k_{di,y} k_{dr,y}^2 + k_{dr,y}^3 \right] \right). \quad (9)$$

For simplicity, we assumed $\alpha = 0$ in the above expressions. We now move to the special case where the electric field is applied along the $y$ direction, such that $k_{dr,x} = 0$, and obtain

$$\langle \Omega_{SO,3} \rangle = \frac{2\beta_3}{\hbar} \left( \frac{k_{di,y}}{k_{di,x}} \left[ 1 + 6 \left( \frac{k_{dr,y}}{k_F} \right)^2 \right] + 2k_{dr,y} \left[ \frac{k_{di,y}}{k_F} \left( \frac{1}{k_{di,x}} - \left( \frac{2k_{dr,y}}{k_F} \right)^2 \right) \right] \right). \quad (10)$$

To describe a measurement where spins are tracked along the drift direction $y$ and at $x = 0$, we additionally set $k_{di,x} = 0$ and obtain

$$\langle \Omega_{SO} \rangle = \frac{2\beta_1}{\hbar} \left( k_{di,y} + k_{dr,y} \right) - \frac{2\beta_3}{\hbar} \left( k_{di,y} \left[ 1 + 6 \left( \frac{k_{dr,y}}{k_F} \right)^2 \right] + 2k_{dr,y} \left[ \frac{k_{di,y}}{k_F} \left( \frac{1}{k_{di,x}} - \left( \frac{2k_{dr,y}}{k_F} \right)^2 \right) \right] \right). \quad (11)$$

Translating into a $(y, t)$ coordinate system via $y = \frac{\hbar}{m^*} t (k_{dr,y} + k_{di,y})$, we obtain

$$\langle \Omega_{SO} \rangle t = qy + \omega t, \quad (12)$$

with

$$q = \frac{2m^*}{\hbar^2} \left( \beta_1 - \beta_3 \left[ 1 + 6 \left( \frac{k_{dr,y}}{k_F} \right)^2 \right] \right) \quad (13)$$

and

$$\omega = -\frac{2m^*}{\hbar^2} v_{di} \beta_3 \left[ 1 - 4 \left( \frac{k_{dr,y}}{k_F} \right)^2 \right]. \quad (14)$$

The higher-order terms are not observed in the experiment and therefore not discussed in the main text. However, they might be observable for larger drift vectors or smaller electron sheet densities.
FIG. 5. Validity of the model. (a) to (c) Simulation data of $S_z(y,t)$ for $\alpha = 0 \text{eVm}$, $\alpha = 1.5 \times 10^{-13} \text{eVm}$ and $\alpha = 3 \times 10^{-13} \text{eVm}$, respectively. In all cases, $\beta^* = 3 \times 10^{-13} \text{eVm}$, $\beta_3 = 0.7 \times 10^{-13} \text{eVm}$ and $v_{dr} = 38 \text{km/s}$ (violet dashed line). We find good agreement between the simulation and the model (green solid lines) for the entire parameter range.

**Simulations**

In the main text, we discuss the validity of the model for cases away from the PSH symmetry, i.e., away from $\alpha = \beta^*$, by comparing the model with spin-precession maps obtained from numerical Monte-Carlo simulations. We state that, as long as drift occurs along $y$, we obtain good agreement between simulation and model. In Fig. 5, we show the corresponding simulations for three different cases between $\alpha/\beta^* = 0$ (isotropic) and $\alpha/\beta^* = 1$ (PSH). The model of Eqs. (5) and (6) of the main text (green solid lines) correctly predicts the simulated spin dynamics for the entire parameter range for drift along $y$.

**Fitting**

Equation (1) in the main text contains six independent fit parameters. Suitable starting values for the fitting are obtained in the following way. For the amplitude $A_0$ we choose the value of $S_z(t = 0, y = 0)$. The drift velocity, $v_{dr}$, is defined by the shift of the spin packet in time and its starting value is estimated manually. The spin diffusion constant, $D_s$, is determined by the broadening of the Gaussian envelope function and we start with a typical value for samples from the same wafer. For the dephasing time, $\tau$, we use 1 ns as a starting value. The most important parameters for the presented study are $\omega$, the temporal precession frequency, and $q$, the spatial wavenumber. Both quantities are little affected by the other fit parameters. Starting values for both of them are obtained from a line-cut through the data at a fixed time (a fixed position) for $q$ (for $\omega$). Before calculating the mean-squared error between Eq. (1) and the measured $S_z(y,t)$, we perform a one-dimensional convolution of Eq. (1) with the Gaussian intensity profiles of the pump and probe laser spots along $y$. This step is very important, because its neglect distorts particularly the value of $\omega$.

All fit parameters are then constrained to a reasonable range. To determine each parameter’s fit value and confidence interval, we vary that parameter in small steps through its full range. At each step, all other parameters are optimized to minimize the mean-squared error between the data and Eq. (1) by a Nelder-Mead simplex search algorithm. The value of the parameter with the smallest error defines the fit value. For all fit parameters, we find a single minimum. The confidence interval, as shown in Fig. 2 in the main text, is then defined by an increase of the mean-squared error by 5 % from its minimal value. The mean-squared error is taken over approximately 3000 data points (typically 35 steps of $t$, 85 steps of $y$ or $x$).