Accessing tens-to-hundreds femtoseconds nuclear state lifetimes with low-energy binary heavy-ion reactions
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Abstract A novel Monte Carlo technique has been developed to determine lifetimes of excited states in the tens-to-hundreds femtosecond range in products of low-energy heavy-ion reactions, with complex velocity distributions. The method is based on a detailed study of Doppler-broadened γ-ray lineshapes. Its relevance is demonstrated in connection with the 18O(7.0 MeV/u) + 184Ta experiment, performed at GANIL with the AGATA+VAMOS+PARIS setup, to study neutron-rich O, C, N, … nuclei. Excited states in 17O and 19O, with known lifetimes, are used to validate the method over the ~ 20 – 400 fs lifetime-sensitivity range. Emphasis is given to the unprecedented position resolution provided by γ-tracking arrays, which turns out to be essential for reaching the required accuracy in Doppler-shift correction. The technique is anticipated to be an important tool for lifetime investigations in exotic neutron-rich nuclei, produced with intense ISOL-type beams.
1 Introduction

The study of exotic nuclei, i.e., nuclear systems away from the valley of stability, is a central topic in modern nuclear physics. A detailed knowledge of their properties is needed to probe the evolution of the nuclear structure as a function of neutron and proton excess, and to understand the element abundances in the Universe. The heavy-element nucleosynthesis processes in stars [1], as for example the r-process, are in fact to large extent governed by the structural properties of the atomic nuclei involved [2,3]. Detailed experimental investigations are therefore needed in exotic regions of the nuclear chart, which are hard to reach by standard reaction mechanisms. In this context, low-energy binary collisions (which include multi-nucleon transfer and deep-inelastic reactions) [4–9] are considered among the most favorable processes to populate yrast and near-yrast states in nuclei with large neutron excess, when high-intensity radioactive ISOL beams, presently under development, come into operation [10]. With the employment of powerful modern detection systems (for both particles and γ rays), high-precision γ-spectroscopy measurements of very-exotic nuclei will become feasible, yielding nuclear structure information in terms of level energies, spins, parities, state lifetimes, etc.

In this paper, we present a novel approach to access nuclear state lifetimes in the tens-to-hundreds femtoseconds range for products of low-energy binary heavy-ion collisions. In such reactions, the complex structure of the product velocity distribution, caused by large energy dissipation [4–9], does not allow to use standard Doppler-shift attenuation methods employed, for example, in fusion evaporation processes [11]. We note that the short time range of tens-to-hundreds femtoseconds cannot be accessed by relativistic heavy-ion fragmentation, for which typical ranges are few ps to ns [12,13]. Therefore, the proposed method offers rather unique opportunities for the investigation of exotic systems with intense stable and radioactive heavy-ion beams.

The technique discussed in this work relies on the high-precision detection capabilities which are now reached with γ-ray tracking arrays, such as AGATA [14–16] and GRETINA [17,18], coupled to powerful ancillary setups for heavy-ion identification, e.g., the VAMOS++ [19,20], PRISMA [21,22], FMA [23] and S800 [24] spectrometers. The method is based on a recursive procedure which reconstructs the total kinetic energy loss (TKEL) distribution of the reaction, matching the measured velocity distribution after the target. This TKEL distribution is used to simulate the reaction dynamics and the γ-ray emission. The simulated data are then treated using the same analysis procedure adopted for the γ-ray tracking and Doppler correction of in-beam data. By varying the energy and the lifetime of the state of interest, the best fit values and their respective uncertainties are found, via a χ² minimization.

The method has been first applied to extract the lifetime of the second 2⁺ states in ¹⁶C and ²⁰O, which have been predicted to be in the hundred-femtoseconds time range and to strongly depend on the three-body term of the nuclear interaction [25]. The experiment was performed at the Grand Accélérateur National d’Ions Lourds (GANIL) in Caen, France, using the AGATA setup coupled to an early implementation of the PARIS scintillator array [26] and to the VAMOS++ heavy-ion spectrometer [19,20]. In the measurement, light neutron-rich nuclei of B, C, N, O and F were produced in low-energy binary processes induced by an ¹⁸O beam on a thick ¹⁸¹Ta target. In the following, the newly developed lifetime analysis will be discussed in detail, in connection with this specific reaction case.

The paper is organized as follows: the experimental setup is presented in Sect. 2, while the analysis of the data is discussed in Sect. 3, focusing on both the heavy-ion identification in the VAMOS++ magnetic spectrometer and the reconstruction of the associated Doppler-shift corrected γ-ray spectra, measured in the AGATA tracking array. Section 4 describes in details the new lifetime analysis method, based on a Monte Carlo simulation technique. Selected excited states in ¹⁷O and ¹⁹O, with known lifetimes, are considered to validate the technique over the lifetime sensitivity range, i.e., 20–400 fs. The impact of the high precision provided by the AGATA tracking array in identifying the γ-ray interaction point, which is essential for reaching the required accuracy in Doppler-shift corrections, is also discussed.

2 Experiment and setup

In the GANIL experiment, a beam of ¹⁸O at 126 MeV (i.e., 7.0 MeV/u) impinging on a ¹⁸¹Ta target (6.64 mg/cm² thick, tilted at 45° with respect to the beam direction) was employed to induce direct transfer and deep-inelastic reactions producing a variety of neutron-rich nuclei, from B (Z=5) to F (Z=9),

![Fig. 1 Population of detected and identified ions in the ¹⁸O(126 MeV) + ¹⁸¹Ta collision, investigated at GANIL with the AGATA+PARIS+VAMOS setup [25]](image)
as shown in Fig. 1 [25]. The beam energy at the center of the target was \( \sim 116 \text{ MeV} \) (i.e., \( \sim 60\% \) above the Coulomb barrier), and projectile-like products had velocities \( v/c \sim 10\% \), resulting in a target crossing time \( T_{\text{cross}} \sim 130 \text{ fs} \).

Following the reaction, the \( \gamma \) rays emitted by the excited nuclei were detected by the AGATA tracking array [14–16], consisting of 31 segmented High Purity Germanium (HPGe) detectors, coupled to the PARIS scintillators array [26], with two complete clusters of nine phoswich detectors each, plus two large-volume \((3.5'' \times 8'') LaBr_3:Ce\) scintillators [29,30].

The projectile-like products were detected in the VAMOS++ magnetic spectrometer [19,20], placed at the reaction grazing angle \( \theta_g = 45^\circ \), relative to the beam direction, and aligned with the center of AGATA. In this configuration, the VAMOS++ acceptance was \( \theta_{\text{acc}}, \phi_{\text{acc}} \sim (\pm 120, \pm 200) \text{ mrad} \) (i.e., \( \sim (\pm 6.9', \pm 11.5') \)), considering the center of the spectrometer in \((0,0)\). The PARIS array was placed at \( 90^\circ \), with respect to the VAMOS++ axis, while AGATA covered the angular range between \( \sim 115^\circ \) and \( \sim 175^\circ \). A schematic drawing and a picture of the experimental setup are shown in Fig. 2.

3 Data processing

In the following sections, the processing of the data, collected in the \(^{18}\text{O} + ^{181}\text{Ta}\) experiment, is discussed in detail. Section 3.1 is devoted to the VAMOS++ magnetic spectrometer, which allows to identify the atomic number \( Z \) and the mass \( A \) of the ions, and to precisely reconstruct their trajectories. Fine corrections, which can be applied to the masses and beam-spot reconstruction, taking advantage of recently implemented VAMOS++ entrance detectors and of the fast scintillators of PARIS, are also discussed. Section 3.2 focuses instead on the offline processing of the AGATA data.

3.1 Ions identification and trajectory reconstruction in VAMOS++

The focal plane of the VAMOS++ spectrometer consisted of: (i) four drift chambers for the reconstruction of the \( \theta, \phi \) scattering angles of the reaction product, (ii) a segmented ionization chamber, divided into six columns and four rows, for measuring the ion energy loss \( \Delta E \), and (iii) one long plastic scintillator at the end of the focal plane, giving the trigger signal, the particle residual energy \( E \) and the time with respect to the cyclotron radiofrequency (RF). Two additional pairs of drift chambers (DC) were also placed at the entrance of VAMOS++, at 20 cm distance from the target, in order to accurately determine the \( \theta \) and \( \phi \) angles of emission of the light ions, with good efficiency [27]. They also significantly improved the \( \gamma \)-ray Doppler-shift correction. Figures 3a, b show comparisons of the reconstructed \( \theta \) and \( \phi \) angles, respectively, using VAMOS++ focal plane only, and the entrance DCs. It is seen that the \( \theta \) angle is well determined by VAMOS++ (a), while this is not the case for the \( \phi \) angle.

![Figure 2](image-url)
Fig. 3 Panel a, b: drift chambers (DCs) vs. VAMOS++ reconstructed $\theta$ and $\phi$ angles of the recoiling ions, respectively. Panel c: comparison between Doppler-shift corrected $^{20}$O $\gamma$-ray spectra measured in AGATA, based on the reconstructed $\theta$ and $\phi$ angles from the VAMOS++ focal-plane detectors only (black), or on the use of the entrance drift chambers (red). The FWHM of the peaks improves by a factor of 1.4 for $\gamma$-ray energies around 1.6–1.9 MeV.

Fig. 4 $\Delta E$ vs. $E_{TOT}$ two-dimensional histogram, where $\Delta E$ and $E_{TOT}$ are the energy loss and total ion energies measured by the ionization chambers and focal-plane plastic detectors of the VAMOS++ magnetic spectrometer, in the $^{18}$O(126 MeV)$+^{181}$Ta experiment. As an example, the region corresponding to $Z = 8$ is encircled by a red line [25].

Fig. 5 Plot of the ion charge $Q$ vs. $M/Q$ for all ions (a) and for the selection of oxygen ($Z = 8$) isotopes (b), with labels pointing to $^{17}$O and $^{19}$O for each charge state, separately. Data refer to the $^{18}$O(126 MeV)$+^{181}$Ta experiment [25].

The ion velocity in VAMOS++, $v_V$, the ion mass $M$ and charge state $Q$ were obtained by employing the standard VAMOS++ analysis procedure [19,20,31]. The ion atomic number $Z$ was determined from the correlation between the energy loss $\Delta E$ and the total energy $E_{TOT}$, as shown in Fig. 4. Figure 5 shows the plot of the product-charge state $Q$ versus $M$ for all $Z$ (panel a), and for $Z = 8$ isotopes (panel b).

Two corrections were introduced to the standard VAMOS++ identification method, in order to improve the determination of ion mass and trajectory. First, a check was done on the stability of the reconstructed masses in the course of the measurement. Panel (a) of Fig. 6 shows the evolution of the reconstructed $^{18}$O ion mass, as a function of the experiment.

(b). Panel (c) displays a $\gamma$ spectrum of $^{20}$O, as measured in AGATA, obtained after applying a Doppler-shift correction in which the ion direction reconstruction was based on the VAMOS++ focal-plane detectors only (black line), or on the use of the entrance drift chambers (red line). We remark that a similar improvement of the Doppler reconstruction was also discussed in Ref. [28], where a Multi-wire chamber was used for heavy and slow ions detection. In the following, the more accurate angles from the entrance DCs will be used for the ion direction entering the Doppler-shift correction, rather than the focal-plane reconstructed ones (see Sect. 3.2.1).
duration time. A clear drift is visible, in phase with the drift observed for the time signal of the PARIS scintillators, being both taken with respect to the cyclotron radiofrequency (RF), which was slightly fluctuating (panel b). It follows that a correction to the drift in the ion time-of-flight \( T \) (from the target to the focal plane plastic detector), on which the mass reconstruction is based, can be extracted from the PARIS time vs. RF drift. As shown in Fig. 6c, this leads to a significantly improved stability of the reconstructed masses and to an overall improved mass resolution (panel d).

Second, for what concerns the ion trajectory reconstruction, a significant improvement in the \( \gamma \)-ray Doppler-shift correction is obtained by considering a finite-size instead of a point-like beam spot. The position of the beam on target can in fact be deduced by considering the ion track direction, as measured by the two pairs of drift chambers at the entrance of VAMOS++. Considering the geometry of the setup (i.e., target-detector distances) and this ion-reconstructed direction, a Gaussian-like beam-on-target distribution was obtained, with \( \sigma_x = 0.5 \) mm and \( \sigma_y = 0.4 \) mm. In the data analysis, only ion trajectories originating within a 4 mm distance from the beam-spot center were considered, leading to the rejection of wrongly reconstructed trajectories and improving the \( \gamma \)-ray Doppler-shift correction, in comparison with a point-like beam-spot assumption.

### 3.2 Offline processing of the AGATA data

The most accurate treatment of the information from the AGATA \( \gamma \)-tracking array is crucial for a precise \( \gamma \)-ray line-shape analysis (see Sect. 4.5). A data replay was therefore performed offline, using the NARVAL data-acquisition system emulator [32,33]: all the files containing the electronic traces from each AGATA crystal were processed, the Pulse Shape Analysis (PSA) and the matching of the data from different crystals were repeated, as well as the merging of the events from AGATA and ancillary detectors. The energy and direction of the interacting \( \gamma \) ray in AGATA were reconstructed by the combined use of the PSA [33,34] and of the Orsay Forward Tracking (OFT) algorithm [35], which allow to reach a position resolution of the order of 4 mm FWHM. During the offline data replay, crosstalk and neutron-damage corrections were applied, following the procedures described in Refs. [36,37]. Figure 7 illustrates the impact of the neutron-damage corrections on the 36 segment energy spectra of crystal 10B of AGATA, which results in a clear improvement in the peak symmetry and corresponding energy resolution.

The offline data replay was also needed for statistics recovery from missing or broken crystal segments, timestamp alignment (the timestamp frequency is 100 MHz) and energy-calibration improvements. In particular, by setting stringent gates on the timestamp difference between AGATA and VAMOS++, an improvement of the peak-to-background ratio of a factor > 2 was achieved, with a loss of counts in the photopeak less than 4%.

An accurate energy calibration was then applied to the core signals of the AGATA detectors, using \( \gamma \)-ray lines from \(^{152}\)Eu, below 1.5 MeV, and background radiation in the 2–3 MeV energy region (e.g., \( \gamma \)-rays from \(^{208}\)Pb natural back-
ground and from $^{24}\text{Mg}$, produced by $\beta$ decay of $^{24}\text{Na}$, following neutron capture on the NaI crystals of the PARIS array). The energy calibration was improved by forcing the summed energy measured in the crystal segments to be equal to the one measured in the core, for each $\gamma$ ray (the ForceSegmentsToCore option of the AGATA software package was used [38]). After this procedure, some missing energy could be recovered, resulting in a further reduction of the left-side tail of the energy peaks (in addition to the neutron-damage and cross-talk corrections). For one crystal (ID. 42), the core signal was degraded, therefore the energies of the individual segments were summed up, after being individually calibrated.

At the end of the calibration process, discrepancies between tabulated and calibrated energies below 0.2 keV were obtained for most of the detectors, with only 4 detectors having discrepancies around 0.5 keV. Figure 8 shows examples of two-dimensional histograms of AGATA energy spectra from calibration sources, before (a) and after (b) the energy-calibration procedure, in the region of the 2754-keV line from $^{24}\text{Mg}$, before (a) and after (b) the energy-calibration correction procedure. Panel c shows the corresponding energy spectra, summed over all AGATA crystals, from which an improvement of a factor of 1.4 is deduced in the FWHM (see text for details)

\[ E_{\gamma} = E_{\gamma} \times \gamma \left( 1 - \beta \cos(\theta_{rel}) \right) \]  

(1)

3.2.1 Doppler-shift correction

After merging the AGATA and ancillaries events, via timestamps correlations, the Doppler-shift correction was applied to the $\gamma$-ray energies according to the formula:

where $E_{\gamma}$ and $E_{\gamma_0}$ are the measured and Doppler-shift corrected $\gamma$-ray energies, respectively. $\theta_{rel}$ is the angle between the direction of the reaction product (measured in the entrance drift chambers) and the emitted $\gamma$-ray direction, which is calculated by considering the $\gamma$ emission from the target center and the first interaction point in AGATA (see discussion in Sect. 4.5). In Eq. 1, the $\beta$ and $\gamma$ relativistic terms are calculated, event by event, by using the velocity after the target, $v = v_v + \Delta v_v$, where $v_v$ is the velocity measured in VAMOS++, while $\Delta v_v = T/(v_v^2 f(\theta, \phi))$ is a velocity correction based on the energy loss in the entrance drift chambers: $T$ is a parameter calculated from the LISE code [39] (assuming the stopping power for oxygen ions,
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Fig. 9  Effect of the fine-tuning of the ion velocity (after corrections for the energy loss in the entrance DC’s detectors) on the Doppler-shift corrected 1375.80(8)-keV and 3853.170(22)-keV γ-rays of 19O (a) and 13C (b), respectively. The corresponding changes in velocity are 0.4% and 0.7%. Dashed blue lines indicate the nominal γ-ray energies [40,41].

i.e., projectile-like reaction products with Z = 8), while f(θ, φ) is a function whose value is proportional to the ion-path length in the entrance DCs. An additional fine tuning of the after-target velocity (i.e., of the T parameter) is performed by considering the Doppler-shift corrected γ-ray energies for known transitions de-exciting long-lived states (with τ > 1 ps, i.e., decaying after the target), and by comparing them to their nominal energies, reported in literature. The T parameter is established for a given Z of the product, by matching those energies, as illustrated in Fig. 9 for the 1375.80(8)–keV γ ray in 19O (a) and the 3853.170(22)–keV γ ray in 13C (b). The corresponding changes in velocity are 0.4% and 0.7% for oxygen and carbon ions, respectively.

Following the procedure described in the previous sections, ion-gated γ-ray spectra measured in AGATA were constructed and Doppler-shift corrected using the ion velocity after the target. Figures 10 and 11 show, as examples, portions of Doppler-shift corrected γ-ray spectra of 17O and 19O and corresponding level schemes. Transitions of 2184- and 3843-keV energy in 17O, and of 2371- and 2779-keV energy in 19O will be later considered for lifetime analyses.

4 Monte Carlo simulations for lifetime analysis

The present section describes the Monte Carlo simulation on which the lifetime analysis is based. Nuclear states populated in low-energy binary heavy-ion reactions are considered, with decay time in the range of tens-to-hundreds femtoseconds, i.e., of the target-crossing time (Tcross ~ 130 fs). The procedure consists of three major steps: i) a preliminary Monte Carlo calculation to reconstruct the Total Kinetic Energy Loss (TKEL) distribution, for the population of a given nuclear state of the projectile-like product (Sect. 4.1), ii) the simulation of the AGATA Doppler-shift corrected γ-ray spectrum, which is based on the projectile-like velocity calculated from the reconstructed TKEL (Sect. 4.2), and iii) the two-dimensional χ² minimization procedure, in lifetime-transition energy coordinates, based on the comparison between simulated and experimental γ-transition line-shapes (Sect. 4.3).
4.1 Reconstruction of the initial velocity distribution

The key point of the entire procedure is the determination of the velocity vector of the projectile-like product at the reaction instant, for a given excited state population. In the case of low-energy binary heavy-ion reactions, the velocity distribution of the reaction product includes contributions from both direct (quasi-elastic) and more dissipative processes, which lead to the appearance of broad structures at lower velocities [4–9]. This is demonstrated in Fig. 12, in the case of $^{19}$O. Panel (a) shows the matrix $E_γ$ vs. measured ion velocity for AGATA Doppler-shift corrected $γ$-rays. Transitions of energies 1375, 2371 and 2779 keV are clearly visible, depopulating excited states at 1471, 2371 and 2779 keV (see level scheme in Fig. 11). Panels (b)-(d) show velocity distributions gated on each transition. Only in the case of the $1/2^+$ state at 1471 keV (see panel b), a Gaussian-like velocity distribution is observed, while decays from other states display significant contributions, at lower velocities, from dissipative processes.

Since dissipative contributions cannot be reliably calculated, a Monte Carlo procedure had to be developed to reconstruct the TKEL distribution, where TKEL is defined as the difference between the total kinetic energy before and after the collision. This calculation is performed prior to the simulation of the $γ$-ray emission (which is the subsequent step discussed in Sect. 4.2) and it is based on a recursive subtraction, from the measured velocity distribution, of the velocity components associated with consecutive bins of TKEL.

As illustrated in the flow diagram of Fig. 13, in the first iteration the velocity component associated with the direct population of the state of interest, at energy $E_0^*$, is calculated from the two-body reaction kinematics. The calculation is done looping over 100 target layers into which the target was divided: in each layer the beam-energy degradation is about 0.1 MeV, resulting in an energy loss of $\sim 10$ MeV in the full target. The reaction is assumed to occur at random over the full target thickness, being the deep-inelastic reaction cross section (at energies $\sim 60\%$ above the Coulomb barrier) rather constant for beam energy variations of the order of $\sim 10\%$, as in the present case. The slowing down of the beam and projectile-like reaction product and their energy and angular straggling in the target are also considered, following the prescription of the LISE code [39]. For each event, a reaction-product scattering angle is randomly selected from the measured angular distribution in VAMOS++. This automatically takes care of the acceptance of the magnetic spectrometer.
Fig. 13  Left: flow diagram of the Monte Carlo recursive procedure used to reconstruct the TKEL distribution (for a given projectile-like excited state $E_i^*$), on the basis of the measured velocity.

Right: description of the steps of the procedure

STEP 0
a beam particle is generated with velocity $V_0$ (within the uncertainty of the experimental beam velocity).

STEP 1
the beam particle enters the target, slows down and reaches target layer $i$ with velocity $V_{1,i}$.

STEP 2 (in Target Layer $i$)
Two-body kinematics calculation of projectile-like velocity, $V_{2,i}(\theta, \text{TKEL}_0)$, for TKEL$_0$=$E_i^*$+$n\Delta E^*$ $(n=0,\ldots,n_{\text{max}})$.  
$1^{st}$ iteration ($n=0$): direct population of selected $E_i^*$ state;  
$n^{th}$ iteration: population of selected $E_i^*$ state with additional energy loss ($n\Delta E^*$).  
Velocity angle $\theta$ randomly chosen from measured angular distribution in VAMOS++.

STEP 3
The reaction product slows down in the remaining target thickness and exits the target with velocity $V_{2,i}(\theta, \text{TKEL}_i)$.

STEPS 0-3 are repeated, looping over full target thickness.

STEP 4
calculation of reaction product velocity distribution $V(\text{TKEL}_i)$, after the target: sum of previously calculated $V_{3,0}(\theta, \text{TKEL}_n)$ values (for all target layers and $\theta$ angles).  
VAMOS++ TOF response applied.

STEP 5
calculation of velocity-distribution difference $V_{\text{Diff}} = V_{\text{Exp}} - V(\text{TKEL}_n)$, being $V_{\text{Exp}}$ the experimental velocity distribution.

STEP 6
If $V_{\text{Diff}} > 0$: new iteration with $n=n+1$  
If $V_{\text{Diff}} = 0$: END of recursive procedure.

OUTPUT:
TKEL reconstructed distribution at the reaction instant: sum of previously calculated TKEL$_n$ $(n=0,\ldots,n_{\text{max}})$. Used as INPUT of Monte Carlo simulation of Doppler-shift corrected $\gamma$-ray energy spectra, to calculate the reaction-product initial velocity, event-by-event.

TKEL RECONSTRUCTED distribution

$TKEL_0 = \sum_n TKEL_n$
The velocity distribution, after the target, is then folded with the VAMOS++ response which is dominated by the time-of-flight (TOF) uncertainty (with $\sigma = 1$ ns). The final simulated velocity distribution is then subtracted from the experimental one, after proper normalization.

In the next iteration, the second component of the projectile-like velocity distribution, associated with a TKEL increase by $\Delta E^*$, is calculated following a procedure similar to the first iteration, and the corresponding final velocity distribution, after the target, is also corrected for the VAMOS++ TOF response and subtracted from the remaining measured velocity distribution. In the present analysis, a number $n_{\text{max}}$ of 10 iterations was considered (with $\Delta E^* = 2$ MeV, consistently with the VAMOS++ energy resolution), in order to fully reproduce the experimental velocity distribution, although a few iterations were found sufficient in all treated cases.

As a result of this preliminary Monte Carlo calculation, the TKEL distribution associated with the population of a given $E_0^*$ state of the projectile-like product is reconstructed (see bottom of Fig. 13). Such a TKEL distribution will be used in the main simulation of the AGATA Doppler-shift corrected $\gamma$-ray spectrum to calculate, event-by-event, the projectile-like product velocity vector, at the reaction instant, from the reaction kinematics (see Sect. 4.2).

Figure 14 displays, as examples, the velocity distributions for the $^{19}$O product excited to the 1471-keV (a) and 2779-keV (b) states, and the corresponding simulated distributions. The measured (black histogram) and simulated (red line) velocity distributions have Gaussian-like shapes in the case of the 1471-keV state (panel a), which is characteristic for an exclusive direct population process. In contrast, the velocity distribution measured for the 2779-keV state (panel b) has a complex structure which is well described by a velocity profile with two separate contributions, associated with direct (red dashed) and dissipative (blue dashed) processes, respectively. In both panels, the yellow solid line displays the unfolded total initial velocity distribution (i.e., summed over the full target thickness), while the green line represents the contributions from the first 10 target layers. In each panel, the inset gives the reconstructed TKEL distribution for the corresponding state population (in 2 MeV bins).

As mentioned above, an important ingredient of the simulation is the stopping-power parameterization, which was taken from Ziegler et al. [42,43]. We evaluated the influence of this choice for our reaction by varying up to 20% the prescribed value, in the case of a uniquely determined reaction kinematics (i.e., the direct population of the 1471-keV state in $^{19}$O). As shown in Fig. 15, the simulated final velocity distribution (red band) reproduces the measured velocity profile within a $1\sigma$ uncertainty for stopping-power variation $< 5\%$. We also compared the simulated velocity distributions extracted using the Ziegler et al. parametrization with different stopping-power laws, such as the one used by the code ATIMA [44], which is usually considered for higher energies. Differences in energy losses were of the order of 2-3%, resulting in negligible effects in the subsequent analysis.

4.2 Simulation of AGATA Doppler-shift corrected $\gamma$-ray spectra

Simulation calculations of an AGATA Doppler-shift corrected $\gamma$-ray lineshape, for a transition depopulating a selected state, were performed in a two-step process.

In the first step, the $\gamma$ events are prepared with a Monte Carlo procedure (with typical number of events of the order of $4 \times 10^6$), following a flow diagram similar to the one presented in Fig. 13. For each event, after the beam particle reaches the target layer in which the reaction occurs, the velocity of the projectile-like product, at the reaction instant, is obtained from a two-body kinematics calculation assuming...
a TKEL value randomly chosen from the previously reconstructed TKEL distribution for the specific populated state (see Sect. 4.1). For each event, the velocity direction is again randomly selected within the angular distribution measured in VAMOS++. A Doppler-shifted $\gamma$ ray, emitted from the projectile-like product slowing down in the remaining target thickness, is simulated assuming a given $\gamma$-transition energy and a decay time randomly chosen on the basis of the excited-state lifetime.

In the second step, the $\gamma$-ray events generated by the Monte Carlo procedure discussed above (each event containing information on $\gamma$ energy, $\gamma$ direction and the ion-velocity vector, after the target) are passed to the AGATA simulation package [45], which provides, as an output, the $\gamma$-ray energy deposited in the AGATA crystals. In the calculations, the AGATA-simulation code considers the actual configuration of the array in the measurement (i.e., 31 crystals with the corresponding geometry of the $^{18}$O(126 MeV) + $^{181}$Ta experiment [25]). Figure 16 shows a comparison between the experimental and simulated $\gamma$-ray interaction positions projected on the $x-y$ plane of AGATA, and associated with the first interaction point in the detector crystals. The strong similarity between the two distributions gives support to the quality of the AGATA-simulation code.

The simulated $\gamma$-ray data are subsequently analyzed with the AGATA OFT algorithm [35], following the same procedure applied to the experimental data. This allows to obtain the $\gamma$-ray energy and the relative angle between the $\gamma$-ray direction (reconstructed with the AGATA simulation package [45]) and the ion velocity vector, at the decay point (resulting from the Monte Carlo simulation procedure performed in the first step, as discussed above). The $\gamma$-ray Doppler-shift correction is then performed. At this step, corrections are included to take into account the actual experimental energy resolution and the counting statistics of the AGATA detectors.

### 4.3 $\chi^2$ analysis of Doppler-broadened lineshapes for lifetimes determination

The evaluation of nuclear-state lifetimes in the time range of hundreds of femtoseconds requires a detailed study of Doppler-broadened $\gamma$-ray lineshapes, as a function of the relative angle $\theta_{rel}$ between the moving-source and the emitted $\gamma$-ray directions. Figure 17 shows examples of simulated lineshapes for the 2.779-MeV $\gamma$ ray of $^{19}$O, over the full continuous-angle range $\theta_{rel} = 0^\circ - 180^\circ$. In the $^{18}$O + $^{181}$Ta reaction (sketched in panel (a)), such a transition de-excites the 2.779-MeV state populated by both direct and dissipative processes, as shown in Fig. 14b. In the simulations, three lifetime values are considered, i.e., $\tau = 20, 100$ and 2000 fs (panels (b), (c) and (d), respectively). In the short lifetime cases, a significant distortion of the overall lineshape is observed, which is at the basis of the nuclear-state lifetime evaluation. We underline that a lifetime-analysis procedure based on such a continuous-angle distribution, which is possible with $\gamma$-tracking arrays, acquires a significantly
enhanced sensitivity, with respect to experiments done with conventional $\gamma$-ray arrays with detectors placed at discrete angles, relative to the beam axis (see also Fig. 22). This improvement was already pointed out by C. Stahl et al., [46] and C. Michelagnoli et al., [47] for the restricted cases of reactions in which products have well-defined velocity vectors, such as Coulomb-excitation, transfer and fusion reactions. In our work, we broaden the applicability of such a continuous-angle technique to reactions with complex structure of product velocity distribution, as in the case of low-energy binary, dissipative collisions. Crucial in this case is both the precise reconstruction of the emitted $\gamma$-ray direction by the tracking array, as well as the reaction-product-direction measurement by a magnetic spectrometer.

A closer view of the Doppler-broadened lineshapes is given by the projections of the simulated matrices on the $\gamma$-ray-energy axis for $\theta_{rel} = 130^\circ \pm 10^\circ$ and $170^\circ \pm 10^\circ$ (panel f and g, respectively), which correspond to the angular coverage of the AGATA array in the GANIL experiment. It is seen that, for lifetime values much longer than the target-crossing time (i.e., $> 130$ fs), a symmetric lineshape, with the same centroid energy, is observed at all angles (black histograms) after a Doppler-shift correction based on the ion final velocity (i.e., after the target). A considerable lineshape distortion is instead observed for shorter lifetimes, which can be used to obtain a precise estimate of $\tau$ for lifetimes of the order of the target-crossing time (blue lines). The lower limit for lifetime determination is found to be of the order of tens of fs, at which the $\gamma$ line becomes broad and featureless, and significantly shifted in energy (red histograms). As discussed later, crucial for the analysis is also the precise $\gamma$-ray energy determination provided by the $90^\circ$ detectors (panel e), which are not affected by the Doppler shift. Altogether, this clearly indicates that the best conditions for precise lifetime determination will be reached by a tracking array with an extended angular coverage, as it is foreseen for AGATA in the coming future [16].

Coming now to the details of the lifetime analysis procedure, here developed, the technique relies on a two-dimensional $\chi^2$ minimization, in lifetime and transition energy coordinates ($E_{\gamma}$, $\tau$). The $\chi^2$ is calculated considering the measured and simulated Doppler-shift-corrected spectra, over the available $\theta_{rel}$ angular range. In the presented cases, $\gamma$-ray spectra associated with the three angular ranges $\theta_{rel} = 130^\circ \pm 10^\circ$, $150^\circ \pm 10^\circ$, and $170^\circ \pm 10^\circ$ were constructed and simultaneously used in the minimization procedure. The two-dimensional $\chi^2$ surface is expected to show a minimum corresponding to the optimal state lifetime and transition energy. The total errors will be obtained by summing contributions from statistics and systematics, the latter arising from uncertainties in the stopping-power parametrization, background subtractions and ion-velocity reconstruction. In the cases discussed below, these total errors...
are equivalent to the uncertainties extracted by considering the region with 80% confidence level around the $\chi^2$ minimum. We note that the lifetime obtained with the present procedure is the cumulative lifetime, i.e., it includes possible contributions from feeding transitions. In all cases here considered, such contribution is negligible, as indicated by the absence of $\gamma$ rays populating the states of interest — these states are fed mostly directly in the transfer reaction or via neutron emission after the transfer process.

Figures 18 and 19 show examples of lifetime analyses for $^{17}$O and $^{19}$O states for which $\tau$ values of the order of 100 fs are reported in literature [41], i.e., well within the sensitivity range of the present technique. In the first case, the 3055-keV $1/2^-_1$ state in $^{17}$O, which is depopulated by a 2184-keV $\gamma$ ray, is considered (see level scheme in Fig. 11). Also in this case, a well-defined minimum is found in the $\chi^2$ map, located at $\tau = 140^{+50}_{-40}$ fs and $E_\gamma = 2779.0^{+1.0}_{-0.8}$ keV, in line with previous works (i.e., $\tau = 70(26)$ fs [49] and $\tau = 117(26)$ fs [48]).

An additional example of lifetime analysis, within the sensitivity range of the present technique, is reported in Ref. [25], for the second $2^+$ state in $^{20}$O, located at 4070 keV excitation energy, with a lifetime $\tau = 150^{+80}_{-30}$ fs (see later discussion in connection with Fig. 23).

4.4 Sensitivity limits of the lifetime analysis technique

As discussed in the previous section, the time range accessible by the present lifetime analysis technique is dictated by the target-crossing time $T_{cross}$ of the reaction product (which is about 130 fs for the $^{18}$O + $^{181}$Ta reaction). The simulation showed that this range spans between $\sim 0.2T_{cross}$ and $\sim 4T_{cross}$. Consequently, for lifetime values a few times longer or shorter than $T_{cross}$, the here-proposed two-dimensional $\chi^2$ minimization procedure, in lifetime-transition energy coordinates ($E_\gamma$, $\tau$), cannot provide a well localized minimum. Rather, a valley extending
Fig. 20 Same as in Fig. 18 but for the 2371-keV line of $^{19}$O. Experimental data are shown in black, simulated ones with lifetime values of 100 fs and 1000 fs are displayed by blue and red line, respectively (panels a–c). Panel d: corresponding two-dimensional $\chi^2$ surface in $(E_\gamma, \tau)$ coordinates, with the white contour line delimiting the uncertainty region (corresponding to 80% confidence level and giving the lower limit $\tau > 400$ fs at $E_\gamma = 2370.6^{+0.5}_{-0.3}$ keV).

Fig. 21 Same as in Fig. 18 but for the 3842-keV line of $^{17}$O. Experimental data are shown in black, simulated ones with lifetime values of 20 fs and 60 fs are displayed by red and blue line, respectively (panels a–c). Panel d: corresponding two-dimensional $\chi^2$ surface in $(E_\gamma, \tau)$ coordinates, with the white contour line delimiting the uncertainty region (80% confidence level).

towards infinitely long lifetimes or reaching the zero value will be obtained.

To illustrate this aspect of sensitivity limit, we consider in Fig. 20 the case of the long-lived 2371-keV state in $^{19}$O, for which the lower limit $\tau > 3.5$ ps is reported in literature [48]. Panels (a), (b) and (c) display the Doppler-shift corrected 2371-keV $\gamma$ ray (deexciting the state), as measured in AGATA in the three angular ranges of $120^\circ - 140^\circ$, $140^\circ - 160^\circ$ and $160^\circ - 180^\circ$, respectively. In all cases, a symmetric Gaussian lineshape is observed, as expected for decays occurring outside the target, at times significantly larger than the target-crossing time. Simulated lineshapes corresponding to $\tau = 100$ and 1000 fs are also shown in blue and red, respectively, for comparison. No minimum is obtained in the $\chi^2$ map (see Fig. 20d), but a valley is seen, extending from $\tau > 400$ fs, at the $\gamma$-transition energy of $2370.6^{+0.5}_{-0.3}$ keV, which agrees well with the literature value.

Figure 21 shows the case of the short-lived 3842-keV state in $^{17}$O, for which the upper limit $\tau < 26$ fs is reported in literature [50]. The Doppler-shift corrected 3842-keV $\gamma$ ray (deexciting the state) is shown in panels (a), (b) and (c), as measured in AGATA in the three angular ranges of $120^\circ - 140^\circ$, $140^\circ - 160^\circ$ and $160^\circ - 180^\circ$, respectively. In all cases, a broad-peak structure is observed around 3835 keV, which is consistent with a $\gamma$ emission, inside the target, from a very short-lived state. Simulated lineshapes corresponding to $\tau = 20$ and 60 fs are also shown in red and blue, respectively, for comparison. Also in this case, no well-defined minimum is found in the $\chi^2$ map (see Fig. 21d), but a valley is seen, extending from 70 fs down to 0 fs, with a strong dependence on the $\gamma$-ray transition energy. A lifetime $\tau = 20^{+20}_{-20}$ fs is obtained if the $\gamma$-transition energy is taken to be $3842.3(4)$ keV, as reported in literature [41]. This shows the impact of a precise $\gamma$-ray energy determination, which could be best accomplished when the tracking array extends to $90^\circ$.

4.5 Relevance of the AGATA tracking array performances

The quality of the results of the newly developed lifetime analysis technique depends strongly on the Doppler-shift correction capabilities of the experimental setup. In the case of $\gamma$-ray tracking arrays, such as AGATA, the interaction point is identified with unprecedented precision, with respect to conventional HPGe detectors [14–16]. In a standard configuration of AGATA (at 23.5 cm from the target center), the angular resolution is around $1^\circ$, as a result of the combined use of Pulse Shape Analysis and tracking algorithms. With the use of a magnetic spectrometer, which also offers a resolution of $1^\circ$ for the angle detection of the reaction products (as in the case of VAMOS++), the angle between the fragment velocity at the de-excitation point and the $\gamma$-ray direction can be determined with an accuracy of about $1.5^\circ$. Such a precision is crucial, together with an accurate measurement of the ion velocity, to perform a Doppler-shift correction which...
allows for a detailed study of the $\gamma$-ray lineshape, as discussed in this paper.

Figure 22b gives, as an example, the lineshape of the 2184-keV $\gamma$-ray of $^{17}$O obtained by determining the $\gamma$-ray interaction points using the full AGATA tracking procedure (blue histogram), or by considering the segment centers (red histogram), as it is done with conventional HPGe detectors (for the determination of the interaction points, see Fig. 22a).

In the latter case, the less precise Doppler-shift correction is found to limit significantly the lineshape sensitivity to the lifetime and $\gamma$-ray energy determination. As shown in Fig. 22c, a shallower minimum is obtained in the lifetime-transition energy $\chi^2$ surface with respect to Fig. 18d, leading to much larger uncertainties in the final $E_\gamma$ and $\tau$ values. In the specific case of the 2184-keV $\gamma$-ray of $^{17}$O, the uncertainty region is $\sim 5$ times more extended in $E_\gamma$ and $\sim 2.3$ times wider in $\tau$. Moreover, the $\chi^2$ value at the minimum of the two-dimensional map is $\sim 2.5$ times larger than in the AGATA analysis performed with full tracking. A similar behavior of the $\chi^2$ map was observed (when the segment centers were considered) in the lifetime analyses of the $7/2^+$ and second $2^+$ states in $^{19}$O and $^{20}$O [25], respectively. Figure 23 displays the results of the lineshape analysis in the case of Doppler-shift corrections based on full tracking (square symbols with error bars) and on interaction positions taken as segment center (contour areas), in the ($E_\gamma$, $\tau$) coordinates. For the two test cases of $^{17}$O and $^{19}$O, the NNDC adopted values [41] are denote by circles with error bars. It is seen that the lifetime and energy determination is quite accurate if the tracking procedure is applied, while the analysis based on the segment-center interaction positions suffers from large uncertainties in both lifetime and $\gamma$-energy coordinates. We note that these uncertainties would be much larger in the case of conventional HpGe arrays, where individual crystals are typically bigger than AGATA segments.

5 Conclusions

A novel Monte Carlo technique has been developed to determine nuclear-state lifetimes of the order of tens-to-hundreds
femtoseconds (i.e., the target-crossing time), by accurate analysis of Doppler-broadened $\gamma$-ray line shapes, in low-energy heavy-ion binary reactions. These reaction processes are characterized by large energy dissipation, leading to complex velocity distributions which do not allow to apply standard lineshape analysis methods. Our procedure makes use of the reaction-product velocity distribution, as measured by a magnetic spectrometer, to reconstruct, via a Monte Carlo simulation, the ion velocity distribution at the reaction instant which is then used to produce simulated Doppler-broadened $\gamma$-ray line shapes, to be compared with the experimental data.

In the present paper, the method is discussed in connection with the analysis of an experiment performed at GANIL with the AGATA+VAMOS+PARIS setup, aiming at the study of excited states lifetimes in neutron-rich O, C, and N nuclei [25]. It is demonstrated that the combined use of a magnetic spectrometer and a $\gamma$-tracking array (with few millimeter interaction-point position resolution) becomes essential for the detailed analysis of the $\gamma$-ray lineshapes, resulting in state lifetime determinations. The method will significantly gain in precision when tracking arrays will reach a large angular coverage. The present work clearly shows, as well, that tracking arrays are unique for precision $\gamma$-spectroscopy studies in low-energy reaction regimes, in addition to their powerful application in collisions at relativistic energies, as demonstrated in earlier works [12,13,16,51–56].

The new approach discussed in this work is expected to become an important tool for investigating exotic neutron-rich nuclei produced with intense ISOL-type beams in low-energy heavy-ion binary collisions; it will allow to obtain information on electromagnetic observables which can be used to test the quality of first-principles nuclear structure calculations, complementing common benchmarks based on nuclear-state energies.
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