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Abstract These days, due to the increasing amount of information generated on the web, most web service providers try to personalize their services. Users also interact with web-based systems in multiple ways and state their interests and preferences by rating the provided items. In this paper, we propose a framework to predict users’ demographic based on ratings registered by users in a system. To the best of our knowledge, this is the first time that the item ratings are employed for users’ demographic prediction problem, which has extensively been studied in recommendation systems and service personalization. We apply the framework to Movielens dataset’s ratings and predict users’ age and gender. The experimental results show that using all ratings registered by users improves the prediction accuracy by at least 16% compared with previously studied models. Moreover, by classifying the items as popular and unpopular, we eliminate ratings belong to 95% of items and still reach an acceptable level of accuracy. This significantly reduces update cost in a time-varying environment. Besides this classification, we propose other methods to reduce data volume while keeping the predictions accurate.
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1 Introduction

With the development of technology, people tend to use internet-based systems – such as e-learning systems, e-commerce, and social networks – more often. The quantity of content produced in these systems, therefore, is increasing dramatically. In these systems, the services are personalized according to users’ previous preferences. Consequently, users gain a better experience by interacting with a personalized system \cite{30}. It seems necessary to obtain information about users to personalize services. Users’ age and gender are the most useful information for personalizing services. Classifying users based on their age and gender can be valuable in providing content closer to their interests \cite{15}. However, most users of these systems are not interested in displaying their personal information – including age and gender. It is necessary, then, to identify and estimate the user’s demographic based on his/her interactions \cite{13}. Users demographic information have been identified based on posts they publish and sentiment analysis on the posts \cite{25}, and web browsing patterns \cite{15}. Also, obtaining such information about users will enable recommender systems to provide more relevant contents to their users with higher accuracy.

In this work we focus on identifying users’ age and gender based on their interests in the provided contents which has not been identified yet – at least to the best of our knowledge.

1.1 Motivation and paper contribution

To predict the demographic information, previous works \cite{12,21,23,19,20,31,9,6,21,7,16,22} employ all data generated by users. On the other hand, information extraction based on users interests seems to be challenging as data is massive and time-varying. For instance in recommender systems, one can observe that the data volume gathered from user preferences increases over time, and newly registered interests by an user may not be consistent with the previous user interests. Therefore, the time of rebuilding new models for rising amount of data increase over time and the general data reduction techniques such as prototype selection (e.g., see \cite{11}) may not provide a robust solution. In this work we introduce a new framework for user information prediction in a massive and time-varying environment. Our framework is based on a phenomenon that has been observed in many human-interaction systems for which users react to a subset of contents, so-called the popular items, more frequently. This classification of popular and unpopular items can also be found in newspaper-related databases \cite{8}, e-commerce systems \cite{17}, libraries \cite{29}, and social networks \cite{10}. Moreover, it has been observed that the item’s popularity follows a power law distribution \cite{5} which indicates that the popular items are only a small fraction of all items. Using the popular items have two advantages, first it only considers a relatively small portion of the data, second our experimental analysis shows that they are robust in time-varying datasets. In order to show the efficiency of the proposed frameworks, we identify age and
Fig. 1 The figure illustrates the rating frequency for each movie (i.e., from 1 to 3700). As one can see the first 5% of movies get rated at least 1000 times that is called the popular items/movies. The rate frequency of each movie is the number times that a movie gets rated by users.

Fig. 2 The figure illustrates the portion of rating registered for popular movies in terms of chronological ordering of ratings. For instance, it shows that around 50% of the first ratings of all users has been registered for popular movies and this number decreases over time.

gender based on the user’s interest in movies in the Movielens dataset and movie features in the IMDB database. Similar to aforementioned examples, our data set can also be divided to popular and unpopular items. Figure 1 is a histogram of the ratings for movies in Movielens dataset with one million ratings that users have recorded [14]. Notice that each rate recorded for a movie reflects a user’s opinion about the movie. According to this Figure, almost 30% of ratings are related to popular movies that are only 5% of all movies. Moreover, Figure 2 shows that users tend to rate popular movies in their early ratings. After a while, users register ratings mostly for unpopular movies and rate for popular movies rarely. Moreover, due to the phenomenon, called “the rich get richer”, popular items will become more famous [28]. So,
popular items usually remain famous and it is less common for popular items to become unpopular. Therefore, using the popular items for user modeling reduces the regular updates of trained models and hence it is cost-effective.

In this paper, we identify user’s demographic by analyzing ratings recorded for all movies and get an accuracy of 65% which is as precise as previous results [21] and we get an accuracy of 80% for gender prediction. Moreover, by restricting ratings to those recorded for popular movies (which include 5% of all movies), we acquire an accuracy of 60% for age prediction. Furthermore, we determine user’s gender by using ratings that are registered for popular movies and the accuracy is improved almost 8% compared with a recent gender prediction [12]. For a more detailed discussion regarding the metrics we refer the reader to Subsection 3.4.

1.2 Related works

Various methods have been used in previous literature to identify users’ demographic information. Two of the most important demographic information to be considered is users’ age and gender. Previous studies have considered different approaches to identify user’s age and gender based on different input data.

One of the most common platforms for users’ demographic identification is social networks, and particularly, Twitter. Nguyen et al. [24] identify Twitter users’ age using textual information posted by users. Morgan-Lopez et al. [23] perform user’s age modeling using tweets and metadata such as the number of friends and the number of followers. The combination of these two types of data has achieved the best results in their study. Guimarães et al. [13] in addition to textual information obtained from users’ tweets, predict users’ age based on other information such as Twitter followers’ network information, the number of tweets, and also user’s gender. Li et al. [21] design an attention-based neural network to identify features such as age, gender, and geographic location by extracting the meanings of texts published by users and social network information. Garcia et al. [12] developed two models for determining a user’s age and gender. The first model is based on textual information posted by users on Twitter and the other one is based on the category of photos that users have posted on Pinterest. Pandya et al. [25] use the contents of the URLs and hashtags that are used in the tweets to classify users’ age.

In addition to social networks, web service providers have decided to personalize their services. Hu et al. [15] identify users’ age and gender by data obtained from users’ clicks on web pages, page categories, and words used on the page. Kalimeri et al. [19] obtain information about the pages browsed on the user’s personal computer and mobile phone, and the programs used on the user’s mobile phone, then, perform age and gender modeling by demographic data that users have voluntarily reported in their study. Kim et al. [20] determine user’s demographic information by the textual content of the
websites visited by the users and the information that users have registered in the database.

Some other studies use mobile data such as calls and SMS to identify users’ age. Zhong et al. [31] introduce a five-part probabilistic framework and demographic information modeling (including age and gender) based on textual features, multitasking modeling, and cost-sensitive modeling. Dong et al. [9] present a new probabilistic model based on the characteristics of mobile users’ communications (such as calls and SMS) and their behavior in the mobile network. Al-Zuabi et al. [6] use type of services that is running on mobile and social behavior features to identify user’s age and gender.

Also, there are other categories of data which are used for demographic prediction. Tareaf et al. [7] predict users’ demographic based on the common words that they use and 82 writing styles. Huang et al. [16] use the deep learning network to identifying user age based on their images. Malmi et al. [22] determine Android users’ age and gender based on the Android applications that utilized by user.

1.3 Paper structure

In Section 2 we explain the proposed methods for the age and gender identification based on users’ ratings. In Section 3 we evaluate the proposed methods. Finally, a summarization of the paper is presented in Section 4.

2 The proposed method to identify the user’s age and gender

In this section, we first introduce the dataset used in this study, and then we propose three methods to apply users’ rating in age and gender prediction. Finally, we present machine learning algorithms for the demographic identification problem.

2.1 Data description

Movielens dataset [1] has been used in several studies and products. We use a version of Movielens dataset, called ML 1M, that includes one million ratings and contains users’ demographic information such as age, gender, occupation, and zip-code. ML 1M has 6040 users, 3883 movies, and ratings that have been registered for three years (i.e., from 2000 to 2003). In what follows we explain how data are represented in this dataset. Throughout this paper we assume that movies and users are represented by unique positive numbers $i$ and $u$, respectively. ML 1M dataset contains the following tuple $T = (u, i, r, t)$ which indicates user $u$ registers rating $1 \leq r \leq 5$ for movie $i$ at time $t$. Additionally, each movie is labeled by eighteen different genres, namely action, adventure, animation, children’s, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery, romance, sci-fi, thriller, war, and western. Therefore,
for every movie $i$, one can define 18-dimensional vector $(g_i^1, \ldots, g_i^{18})$ where, for every $1 \leq j \leq 18$, $g_i^j$ is set to be 1 if movie $i$ is associated with genre $j$ and zero otherwise. Notice that a movie might be associated with several genres. Along with Movielens dataset, we apply information that is available in the IMDB database. In this study we apply two types of information provided by IMDB [3].

The first is an age rating that is registered by Motion Picture Association Rating System [2]. Here, the age rating indicates the film suitability for different ages based on its content. Films get labeled by G, PG, PG-13, R, NC-17, and unrated. Therefore, for each movie $i$, one can define 6-dimensional vector $(m_i^1, \ldots, m_i^{15})$ where, for every $1 \leq j \leq 6$, $m_i^j$ is 1 if movie $i$ belongs to category $j$ and 0 otherwise. For instance, if movie $i$ gets labeled by G, then $m_i^1 = 1$.

The second useful information is the parental guide information from IMDB database that is associated with each movie $i$ and denoted by $(p_i^1, \ldots, p_i^5)$. The vector measures particular contents of a movie including sex & nudity, violence & gore, profanity, alcohol & drug & smoking, and frightening & intense scenes [4]. For every $1 \leq j \leq 5$, $p_i^j \in [0, 3]$ is a score given to the movie based on the $j$-th content. For instance, $p_i^1 = 0$ means that movie $i$ has the lowest possible sex & nudity content.

2.2 Feature vectors

Using the data described in the previous subsection, corresponding to each user $u$ we define three feature vectors, namely $X(u)$, $Y(u)$, and $Z(u)$. Recall that dataset contains a set of tuples $T = (u, i, r, t)$ defined in the previous subsection. Considering all tuples, for every user $u$, we define $S_u$ to be the set of all movies rated by user $u$.

**All movies feature vector** Define $X(u) = (x_{ij}^u)^{30}_{j=1}$ to be a 30-dimensional vector which is defined as follows:

\[
x_{ij}^u = \begin{cases} 
\frac{\sum_{i \in S_u} g_i^j}{|S_u|} & 1 \leq j \leq 18, \\
\frac{\sum_{i \in S_u} m_i^{j-18}}{|S_u|} & 19 \leq j \leq 24, \\
\frac{\sum_{i \in S_u} p_i^{j-24}}{|S_u|} & 25 \leq j \leq 29,
\end{cases}
\]

(1)

where $g_i^j$, $m_i^j$, and $p_i^j$ are corresponding to genres, age categories and contents of movie $i$, respectively, defined in the previous subsection. Also, $x_{30}^u$ is user age category.

**$\alpha$-Popular movies feature vector** Here, we consider a popular subset of movies rated by user $u$ defined as follows: Suppose that all movies are decreasingly sorted base on their average rating score (i.e., averaging over ratings given by all users). The first $\alpha$ fraction of the movies in the sorted list is called $\alpha$-popular, denoted by $P_\alpha$. Considering (1), we define $\alpha$-popular movies feature
vector, for which \( S_u \) is replaced by \( S_u \cap P_\alpha \). The vector is denoted by \( Y(u) = (y^u_j)_{j=1}^{30} \) and defined as follows:

\[
y^u_j = \begin{cases} 
\frac{\sum_{i \in S_u \cap P_\alpha} g^i_j}{|S_u \cap P_\alpha|} & 1 \leq j \leq 18, \\
\frac{\sum_{i \in S_u \cap P_\alpha} m^i_j}{|S_u \cap P_\alpha|} & 19 \leq j \leq 24, \\
\frac{\sum_{i \in S_u \cap P_\alpha} p^i_{j-18}}{|S_u \cap P_\alpha|} & 25 \leq j \leq 29, 
\end{cases}
\]

(2)

**Liked movies feature vector** Let \( r_u(i) \) denoted the rate given by user \( u \) to movie \( i \). In order to find the user’s favorite items, we calculate the average ratings per user denoted by \( \mu_u \) as follows

\[
\mu_u = \frac{\sum_{i \in S_u} r_u(i)}{|S_u|}
\]

Now, corresponding to each user \( u \), we define a set of liked movies as follows:

\[
L_u = \{ i \in S_u : r_u(i) \geq \mu_u \}
\]

Clearly, we have that \( L_u \subseteq S_u \). Considering \( \alpha \), we replace \( S_u \) by \( L_u \) and define a liked movies feature vector denoted by \( Z(u) \).

### 2.3 Applying machine learning algorithms to data

After data organization with the different methods mentioned in Section 2.2, various machine learning algorithms apply to the data in order to extract models for predicting user’s age and gender in a supervised learning process. We apply some of the best algorithms used in previous studies on our prepared vectors, namely K-Nearest Neighbor, Naïve Base, Random Forest, Multilayer Perceptron, and XGBoost algorithms which are referred as KNN, NB, RF, MLP, and XGB in Section 3. Their results are evaluated and compared in Section 3.

### 3 Results and discussion

In this section, the three different methods presented in Section 2.2 and the application of the mentioned machine learning functions are evaluated and compared. Other works consider different \( \alpha \) in their works for popular movies [27][26][14]. To obtain our result, we consider 5%-popular movies to show ratings related to this amount of popular movies reduces over time and converges to zero.
3.1 Evaluation metrics

Various metrics are used to assess the accuracy of user’s age and gender classification. In this study, we use the accuracy criterion for this purpose [18]. In the following Equation we calculate the accuracy of classifier $f$ on test set $T$. Let $C(f)$ denotes an $l \times l$ matrix where $l$ is the number of classes in the dataset. Also, $c_{ij}(f)$ denotes the number of samples with actual class $i$ assigned to a class $j$ by classifier $f$.

$$
\text{Accuracy}_f(T) = \frac{\sum_{i=1}^{l} c_{ii}(f)}{\sum_{i,j=1}^{l} c_{ij}(f)},
$$

where $\sum_{i=1}^{l} c_{ii}(f)$ denotes total number of samples correctly classified by classifier $f$, and $\sum_{i,j=1}^{l} c_{ij}(f)$ show total number of predictions are made by classifier $f$. Moreover, we use precision metric which is defined as follows.

$$
\text{Precision}_i(f) = \frac{c_{ii}}{\sum_{j=1}^{l} c_{ji}(f)},
$$

where $c_{ii}$ shows number of observations belong to actual class $i$ and correctly classified by classifier $f$, and $\sum_{j=1}^{l} c_{ji}(f)$ denotes total number of observations that predicted as class $i$. Next metric is recall that denotes

$$
\text{Recall}_i(f) = \frac{c_{ii}}{\sum_{j=1}^{l} c_{ij}(f)},
$$

which $\sum_{j=1}^{l} c_{ij}(f)$ shows all observations in actual class $i$. Then, we use F measure as follow

$$
F1 - \text{score}_i(f) = \frac{2 \times \text{Precision}_i(f) \times \text{Recall}_i(f)}{\text{Precision}_i(f) + \text{Recall}_i(f)},
$$

which $F1 - \text{score}$ shows harmonic mean of precision and recall. To evaluate the results, in addition to accuracy, weighted precision and weighted F-measure are used as follow.

$$
\text{Weighted} - \text{precision} = \sum_{k=1}^{l} w_k \text{Precision}_k(f)
$$

$$
\text{Weighted} - F1 - \text{score} = \sum_{k=1}^{l} w_k F1 - \text{score}_k(f)
$$

$w_k = \frac{|k|}{|T|}$ shows the weight of each class in test set which $|T|$ shows test set size, and $|k|$ number of samples belong to class $k$ in test set $T$. 
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| Methods | KNN | NB | RF | MLP | XGB |
|---------|-----|----|----|-----|-----|
| All Items: 1000209 ratings | Age | 0.32 | 0.31 | 0.37 | 0.41 | 0.38 |
| | Gender | 0.75 | 0.73 | 0.77 | 0.80 | 0.77 |
| Popular items: 299254 ratings | Age | 0.31 | 0.32 | 0.35 | 0.36 | 0.37 |
| 202 items | Gender | 0.72 | 0.70 | 0.75 | 0.75 | 0.75 |
| Liked items: 545279 ratings | Age | 0.29 | 0.32 | 0.34 | 0.35 | 0.34 |
| 3883 items | Gender | 0.74 | 0.72 | 0.77 | 0.79 | 0.77 |

| Methods | KNN | NB | RF | MLP | XGB |
|---------|-----|----|----|-----|-----|
| All Items: 1000209 ratings | Age | 0.28 | 0.31 | 0.34 | 0.38 | 0.36 |
| | Gender | 0.73 | 0.73 | 0.75 | 0.79 | 0.76 |
| Popular items: 299254 ratings | Age | 0.28 | 0.28 | 0.3 | 0.28 | 0.33 |
| 202 items | Gender | 0.68 | 0.69 | 0.73 | 0.75 | 0.71 |
| Liked items: 545279 ratings | Age | 0.24 | 0.29 | 0.29 | 0.29 | 0.26 |
| 3883 items | Gender | 0.72 | 0.73 | 0.76 | 0.78 | 0.76 |

3.2 Results obtained for age and gender in Movielens dataset

In this section, the results of algorithms which applied on age and gender categories registered in the Movielens dataset (described in Section 2.1), are presented in separate tables based on the criteria introduced in Section 3.1.

| Methods | KNN | NB | RF | MLP | XGB |
|---------|-----|----|----|-----|-----|
| All Items: 1000209 ratings | Age | 0.29 | 0.29 | 0.32 | 0.35 | 0.35 |
| 3883 items | Gender | 0.72 | 0.73 | 0.75 | 0.78 | 0.75 |
| Popular items: 299254 ratings | Age | 0.29 | 0.27 | 0.28 | 0.27 | 0.33 |
| 202 items | Gender | 0.68 | 0.69 | 0.72 | 0.72 | 0.71 |
| Liked items: 545279 ratings | Age | 0.25 | 0.29 | 0.26 | 0.29 | 0.26 |
| 3883 items | Gender | 0.72 | 0.73 | 0.76 | 0.78 | 0.76 |

3.3 Reducing age classes

In this section, we reduce the number of age categories from 7 to 3, to compare our work with the age prediction methods presented in previous literature. New age categories are shown in Table 4.
Table 4  New age categories for Movielens Dataset

| Age label in Movielens dataset | New label |
|-------------------------------|-----------|
| 1,18,25                       | young     |
| 35,45                         | adult     |
| 50,56                         | old       |

In the following, the results obtained from our three different methods with new defined age categories are summarized in Tables 5, 6, and 7.

Table 5  Accuracy of machine learning algorithms used to predict user age based on new age categories for three different methods

| Methods          | KNN  | NB   | RF   | MLP  | XGB  |
|------------------|------|------|------|------|------|
| All Items        | 0.59 | 0.58 | 0.62 | 0.65 | 0.63 |
| 1000209 ratings  |      |      |      |      |      |
| 3883 items       |      |      |      |      |      |
| Popular items    | 0.53 | 0.56 | 0.59 | 0.6  | 0.58 |
| 299254 ratings   |      |      |      |      |      |
| 202 items        |      |      |      |      |      |
| Liked items      | 0.54 | 0.55 | 0.57 | 0.56 | 0.58 |
| 545279 ratings   |      |      |      |      |      |
| 3883 items       |      |      |      |      |      |

Table 6  Weighted precision of Machine learning algorithms used to predict user age based on new age categories for three different methods

| Methods          | KNN  | NB   | RF   | MLP  | XGB  |
|------------------|------|------|------|------|------|
| All Items        | 0.50 | 0.53 | 0.59 | 0.61 | 0.61 |
| 1000209 ratings  |      |      |      |      |      |
| 3883 items       |      |      |      |      |      |
| Popular items    | 0.48 | 0.52 | 0.55 | 0.53 | 0.54 |
| 299254 ratings   |      |      |      |      |      |
| 202 items        |      |      |      |      |      |
| Liked items      | 0.49 | 0.52 | 0.5  | 0.5  | 0.46 |
| 545279 ratings   |      |      |      |      |      |
| 3883 items       |      |      |      |      |      |

3.4 Discussion

In section 2.2 we introduce three different method to reduce data that is using for machine learning’s input vector. In first method, we use all ratings, in the second one, we use ratings of α-popular movies, and in the last second one we use ratings of liked movies.

According to the accuracy evaluation, the best performance for the seven age categories registered in the Movielens dataset is obtained by the MLP...
algorithm in which all of the data is preserved (first method). The classification accuracy in the other methods – i.e., the second and third methods – has decreased compared to the first method; but the accuracy reduction for the best algorithm (MLP) has been reduced to at least 0.35%, which is only 6% less than the best result for this algorithm. Therefore, a big part of the data is eliminated by considering the user’s favorite movies or the ratings related to the popular items, while, the accuracy does not decrease significantly. Also, by considering popular items’ ratings, we use information of only 5% of all movies to predict users’ age.

In the next step, to compare our work with other studies, we reduce the number of age classes to three. Yumeng Li et al. [21], Ibrahim Mousa Al-Zuabi et al. [6] get an accuracy of 0.65 for the three age groups, and Roberto Garcia-Guzman et al. [12] has an accuracy of 0.67 for the same number of age groups. In our study, by reducing the age groups from 7 to 3 categories, the accuracy of the MLP algorithm in the first method – i.e., using popular items ratings – has achieved an accuracy of 0.65%. Besides, in the second method, the accuracy of the MLP algorithm has reached 0.6, in which only 30% of the total ratings has been used, and only a five percentage accuracy reduction has been faced.

Also, we use our three methods for gender classification and get the best result from the first method with an accuracy of 0.8. Yumeng Li et al. [21], acquires an accuracy of 0.87, and Ibrahim Mousa Al-Zuabi et al. [6] get an accuracy of 0.85 for gender prediction. The accuracy of gender identification for Roberto Garcia-Guzman et al. [12] is 0.64, which is less than the accuracy of our second method – using popular items – with an accuracy of 0.75. This result indicates that using ratings of popular items can reach a desirable level of accuracy. We illustrate our results comparison on Figure 3.

| Methods          | KNN | NB  | RF  | MLP | XGB |
|------------------|-----|-----|-----|-----|-----|
| All Items 1000209 ratings 3883 items | 0.56 | 0.53 | 0.58 | 0.61 | 0.61 |
| Popular items 299254 ratings 202 items | 0.5 | 0.52 | 0.53 | 0.54 | 0.55 |
| Liked items 545279 ratings 3883 items | 0.51 | 0.53 | 0.5 | 0.51 | 0.47 |
In Figure 2, we show users tend to register ratings for popular items in their early ratings. After a while, users rate unpopular movies more than popular ones. Therefore, \( y_{uj}^u \) need to be updated in the early ratings for user \( u \), and after a while, it does not need to update. However, \( x_{uj}^u \) should be updated when user \( u \) registers new ratings, and \( z_{uj}^u \) should be updated when user \( u \) likes an item. Therefore, we can build prediction models based on users’ popular ratings with acceptable accuracy that does not need regular updating during the time, and in the users’ last ratings, it nearly does not need to update.

4 Conclusion and future study

Various studies have shown that users with different ages and gender interact with content production systems differently [15, 25]. Therefore, it can be efficient to identify the users’ demographics to provide content closer to their preferences. In this study, users’ age and gender is modeled and predicted by using implicit methods. As shown in the results, identifying age by using \( \alpha \)-popular movies achieves acceptable accuracy against determining the user’s age based on all ratings. In addition, a large amount of ratings are omitted for classification, which reduces the need of model updating over time. We also use these methods for gender prediction that show an improvement compared with other works.

Furthermore, in this study, it is shown that liked items provide appropriate information for modeling, and that the modeling accuracy obtained by using liked items is acceptable. Moreover, ratings related to liked items are only about a half of all ratings. Therefore, by training the models only based on the liked items, we eliminate almost 50% of ratings.
Also, we show that users tend to register rates for popular movies in their early ratings, and after a while, this rate registration reduces over time. Because the built model needs an update when a user registers new ratings and updating these models is time-consuming, so, building demographic prediction models with popular movies reduces regular updating models.

In the future, to increase the accuracy of age prediction, other information related to popular items can be used. For instance, the comments that users make about popular items can be useful for identification improvement. We can also use the movies’ synopsis to gain more information about the movies.
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