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Abstract

Recurrent neural network transducers (RNN-T) have been successfully applied in end-to-end speech recognition. However, the recurrent structure makes it difficult for parallelization. In this paper, we propose a self-attention transducer (SA-T) for speech recognition. RNNs are replaced with self-attention blocks, which are powerful to model long-term dependencies inside sequences and able to be efficiently parallelized. Furthermore, a path-aware regularization is proposed to assist SA-T to learn alignments and improve the performance. Additionally, a chunk-flow mechanism is utilized to achieve online decoding. All experiments are conducted on a Mandarin Chinese dataset AISHELL-1. The results demonstrate that our proposed approach achieves a 21.3\% relative reduction in character error rate compared with the baseline RNN-T. In addition, the SA-T with chunk-flow mechanism can perform online decoding with only a little degradation of the performance.

Index Terms: end-to-end, self-attention transducer, path-aware regularization, chunk-flow mechanism

1. Introduction

Compared with traditional hybrid models, end-to-end models for speech recognition show great potential because of their elegant model structure, alignment-free attribute and simple training process. At present, all workable end-to-end models can be grouped into four categories: connectionist temporal classification (CTC) \cite{1,2,3}, attention-based sequence to sequence models \cite{4,5,6,7}, end-to-end models using lattice-free MMI \cite{8,9} and recurrent neural network transducers \cite{10,11,12,13}.

CTC was first proposed to convert input feature sequences to the corresponding text sequences. However, CTC cannot model the dependencies between the outputs and be optimized jointly with language model \cite{10}. As a extension of CTC, RNN-T introduces a language component named prediction network to model the dependencies between the outputs. And it can also optimize acoustic and language components jointly.

The recurrent structure makes RNN-T able to model long-term dependencies. However, it also precludes parallelization, which becomes critical at longer utterance lengths. Recently, the self-attention network has been successfully applied in various tasks to replace RNNs \cite{5,13}. Self-attention mechanism is powerful to model long-term dependencies, easy for deeper architecture and parallel computing \cite{15}. Therefore, self-attention was introduced to model for speech recognition \cite{6,16,17} and achieved competitive results.

In this paper, we propose a self-attention transducer (SA-T), an RNN-free end-to-end model for speech recognition. SA-T utilizes self-attention blocks \cite{5} instead of RNNs to model long-term dependencies inside sequences. Inspired by the joint CTC-CE training \cite{18,19}, which utilizes cross entropy (CE) loss to help CTC learn alignments and increase the stability of training, we propose an analogous method named path-aware regularization (PAR) to further improve the performance of SA-T. Path-aware regularization first constructs a possible alignment path based on forced alignment and target sequence. During training, it maximizes the probabilities of the alignment path and optimizes transducer loss function simultaneously. Self-attention mechanism requires complete sequences as inputs to model long-term dependencies, which make it difficult for SA-T to be directly applied to streaming speech recognition. Therefore, we propose a chunk-flow mechanism to alleviate this problem. Chunk-flow mechanism limits the scope of self-attention by applying a sliding-window, and stacks multiple self-attention blocks to model long-term dependencies.

All experiments are conducted on a public Mandarin Chinese dataset AISHELL-1. Our results show that the SA-T with path-aware regularization yields a 11.1\% and 21.3\% relative CER reduction compared to the plain SA-T and baseline RNN-T respectively. It also outperforms the attention-based LAS model reported in \cite{20}. In addition, chunk-flow mechanism can help SA-T perform online decoding with only a little degradation of the performance.

The remainder of this paper is organized as follows. Section 2 describe the related works. Section 3 and Section 4 introduce RNN-T and our proposed self-attention transducers respectively. Section 5 presents our experimental results. The conclusions are given in Section 6.

2. Related Work

Recently, there have been several works that have applied self-attention mechanism in speech recognition and achieved comparable results with traditional hybrid models \cite{6,17,21}. Different from these, we introduce self-attention mechanism into transducer-based model. We also propose a chunk-flow mechanism to realize online decoding. Different from chunk-hopping mechanism in \cite{21}, which segments an entire utterance into several overlapped chunks as the inputs, we utilize a sliding window at each layer to limit the scope of the self-attention. Chunk-flow mechanism is more analogous to the time-restricted self-attention layer \cite{10}. Both of them use sliding windows to model local dependencies between the inputs. Time-restricted self-attention layer consists of an affine component, a attention component with non-linearity function and batch normalization. Without any modification of self-attention network structure, chunk-flow mechanism just utilizes a sliding-window to limit the scope of attention and stacks multiple self-attention blocks to model the long-term dependencies.
3. RNN-Transducer

RNN-T consists of an acoustic encoder network, a separate language model named prediction network and a joint network [10]. The acoustic model, which maps a input feature frame $x_t$ into a acoustic state vector $f_t$. The prediction network receives the prediction non-blank symbol $l_{t-1}$ of the previous time step as input and computes a linguistic state vector $g_u$. The joint network generates a joint state $m_{t,u}$ based on the states from acoustic encoder and prediction network, and then computes the probability distribution $p(k|t,u)$ over the next output symbol ($k$ means the $k$-th token in vocabulary).

$$m_{t,u} = \text{JointNet}(f_t, g_u)$$  \hspace{1cm} (1)

$$p(k|t,u) = \text{Softmax}(m_{t,u})$$ \hspace{1cm} (2)

An output probability graph is illustrated in Fig. [1(c)]. Each circle represents a posterior probability distribution estimated by joint states $m_{t,u}$. Arrows show the direction of probability transition. Given a input feature sequence $x$, in order to calculate the probability $P(y|x)$ of the corresponding target $y^*$, we need to sum all possible path in the output probability graph. RNN-T sums the probabilities of all possible paths by forward-backward algorithm and minimizes the negative log-likelihood of targets sequence $\mathcal{L}_{\text{transducer}} = -\ln P(y^*|x)$.

4. Self-Attention Transducer

4.1. Model Architecture

To improve the computational efficiency and performance, we propose an RNN-free end-to-end model named self-attention transducer (SA-T). The SA-T replaces RNNs in encoder and prediction network with self-attention blocks [11] illustrated in Fig. [1(b)]. A self-attention block usually consists of a multi-head self-attention layer, a position-wise feed forward layer, residual connections and layer normalization.

Multi-head attention (MHA) allows the model to jointly attend to information from different positions. Each head $h_i$ is a complete self-attention component. $Q, K$ and $V$ represent queries, keys and values respectively, $d_k$ is the dimension of keys. $W^Q \in \mathbb{R}^{d_m \times d_k}$, $W^K \in \mathbb{R}^{d_m \times d_k}$, $W^V \in \mathbb{R}^{d_m \times d_k}$ and $W^O \in \mathbb{R}^{d_m \times d_m}$ are projection parameter matrices.

$$\text{SelfAttn}(Q, K, V) = \text{softmax}(QK^T/\sqrt{d_k})V$$ \hspace{1cm} (3)

$$\text{MultiHead}(Q, K, V) = \text{Concat}(h_1, h_2, ..., h_n)W^O$$ \hspace{1cm} (4)

Position-wise feed forward network (FFN) contains two linear transformations and a ReLU activation function.

$$FFN(x) = \max(0, xW_1 + b_1)W_2 + b_2$$ \hspace{1cm} (5)

where parameters $W_1 \in \mathbb{R}^{d_m \times d_f}$, $W_2 \in \mathbb{R}^{d_f \times d_m}$, $b_1 \in \mathbb{R}^{d_m}$ and $b_2 \in \mathbb{R}^{d_m}$ are learned.

Since there are no any recurrent or convolutional structures in self-attention block, we must add position encoding to the model. The sine and cosine positional embedding proposed by [12] are applied for all the experiments in this paper. Besides, the transformer also apply residual connection and layer normalization. That is, the output of each sub-layer is $\text{LayerNorm}(x + \text{Sublayer}(x))$, where Sublayer($x$) may be MHA or FFN.

4.2. Path-Aware Regularization

Joint CTC-CE training plays a great role in assisting CTC model to coverage and learn alignments [13][19]. Considering the similarity between Transducer and CTC, we propose a path-aware regularization (PAR) to assist SA-T training.

$$\mathcal{L}_{\text{joint}}(x) = \mathcal{L}_{\text{transducers}}(x) + \beta \cdot \mathcal{L}_{\text{par}}(x)$$ \hspace{1cm} (6)

$$\mathcal{L}_{\text{par}}(x) = \sum_{t=0}^{T-1} \sum_{u=0}^{U-1} \sum_{k=0}^{K-1} w_{t,u} c_{t,u,k} \log(p(k|t,u))$$ \hspace{1cm} (7)

where $w_{t,u} = 1 - p(\phi|t,u)$ and where $\beta$ is a pre-set hyperparameter. $T$, $U$ and $K$ denote the length of acoustic feature sequence, the length of label sequence and the vocabulary size respectively. $c_{t,u,k}$ denotes frame-level target label. $p(\phi|t,u)$ in Eq. (7) denotes the probability of ‘blank’ label. $w_{t,u}$ is a weight used to balance regularization and transducer loss and avoid divergences in training process.
Figure 2: Chunk-Flow Mechanism. A blue box represents a chunk sliding along the time axis. Red arrows represent information flow between two layers and black arrows represent the calculation of self-attention weights.

To obtain a frame-level target label $c_{t,u,k}$. We first use Kaldi Toolkit \cite{22} to generate character-level alignment sequences $A = \{a_t|0 \leq t \leq T - 1\}$ for every utterance in train set, and then record the alignment position $c_{t,u}$ where $a_t$ is equal to target label $l_u$. $(l_u$ belongs to target label sequences $L = \{l_u|0 \leq u \leq U - 1\}$), as depicted in Fig. 1(c) $c_{t,u}$ is a one-hot vector, where the $k$-th element is 1. For convenience, we replace all the silence token in the alignments with 'blank'. During training, we only compute the cross entropy loss of the alignment position illustrated by green circles in Fig. 1(c) and ignore other states beyond the alignment path. In other words, we first provide a reasonable alignment path for the model based on prior knowledge, and then make the model pay more attention to optimizing the probability of this path.

4.3. Chunk-Flow Mechanism

Transducer-based model can decode an utterance from left to right along the acoustic feature sequences. However, because self-attention mechanism is applied in SA-T, we have to utilize a whole feature sequences as input of the model to compute attention weights. This property endues self-attention with great power to model long-term dependencies, but also prevents self-attention from being applied to model streaming sequences. Inspired by time delay neural network \cite{23,24}, which can efficiently model long temporal contexts by stacking multiple time delay layers to acquire a larger receptive field, we propose a chunk-flow mechanism to improve self-attention for streaming speech recognition.

Chunk-flow mechanism limits the scope of the self-attention blocks by utilizing a fixed-length chunk instead of a whole feature sequence as input. As illustrated in Fig. 2 a fixed-length chunk flows along the time axis of the feature sequence. And stacking multiple self-attention blocks makes it can model longer temporal contexts without too much degradation of performance. The improved chunk-flow mechanism can be defined by the following formula.

$$h_{i,t} = \sum_{r=-N_l}^{t+N_r} \alpha_{i,r,s_r}$$

where $h_{i,t}$ denotes the $i$-th head in multi-head attention layer at time $t$, $\alpha_{i,r,s_r}$ denotes the $i$-th head in multi-head attention layer at time $t$. $s_r$ denotes the number of frames on the left and right of current time $t$ respectively. The length of a chunk in each block is equal to $N_l + N_r + 1$.

5. Experiments

5.1. Dataset

In this work, all experiments are conducted on a public Mandarin speech corpus AISHELL\cite{25}. The training set contains about 150 hours of speech (120,098 utterances) recorded by 340 speakers. The development set contains about 20 hours (14,326 utterances) recorded by 40 speakers. And about 10 hours (7,176 utterances) speech is used to be test set. The speaker of different sets are not overlap.

5.2. Experimental Setup

For all experiments, we use 40-dimension Mel-filter bank coefficients (Fbank) features computed on 25ms window with 10ms shift. Each feature is re-scaled to have zero mean and unit variance for each speaker. Similar to \cite{26}, at the current frame, $t$, these features are stacked with 3 frames to the left and 1 frames to the right, and then downsampled to a 30ms frame rate. We chose 4232 characters (including 'blank' and 'unk' labels) as model units. At training time, all utterances are sorted by length. We use PyTorch \cite{27} for modeling and Kaldi \cite{22} for data preparation.

For the baseline RNN-T model, we utilize a 4-layer bi-directional LSTM with 320 hidden units each direction as encoder, a 2-layer uni-directional LSTM with 512 hidden units as prediction network. The joint network combines acoustic and linguistic states, and projects the output of non-linear activation function to softmax layer. Both input and project linear layers in the joint network have 512 hidden units. The RNN-T model is optimized by stochastic gradient descent (SGD) optimizer with learning rate 0.001 and momentum 0.9. If it has no improvement, then halve the learning rate and repeat this process until the learning rate is less than $1 \times 10^{-8}$.

All the SA-T models use 6 self-attention blocks as encoder and 4 self-attention blocks as prediction network. We take $(d_{wv}, n_h, d_f)=(512, 8, 1024)$. Our proposed SA-T model is optimized in the same method as \cite{17}. And we set warm up steps to 8000 and the factor λ of learning rate to 0.5.

During decoding, we use beam search with width of 5 \cite{10} for all the experiments. A character-level 5-gram language model from training text, is integrated into beam searching by shallow fusion \cite{28}. The weight of language model is set to 0.2 for all the experiments.

### Table 1: Comparisons of the SA-T with different weights.

| Model | $\beta$ | Dev Gain | Test Gain |
|-------|--------|--------|--------|
| SA-T  | 0.0    | 9.21   | -      |
|       | 1.0    | 8.56   | 7.1%   |
|       | 2.0    | 8.51   | 7.6%   |
|       | 5.0    | 8.33   | 9.6%   |
|       | 10.0   | 8.30   | 9.9%   |
|       | 15.0   | 8.31   | 9.8%   |
|       | 20.0   | 8.35   | 9.3%   |

5.3. Path-Aware Regularization

We train SA-Ts using path-aware regularization with various weights $\beta$. if $\beta$ is equal to 0, then the model is equivalent to plain SA-T. Table 1 demonstrates the relationship between different weights and the performance of a model. We find that

\footnote{http://www.openslr.org/13/}
SA-T can achieve a CER of 10.46% on test set and the SA-Ts with regularization have consistently outperformed the plain SA-T. When \( \beta = 10 \), the model can achieve up to 11.1% relative CER reduction compared to the plain SA-T. Learning curves in Fig. 3 indicate that regularization can assist SA-T to accelerate convergence and improve the performance. The results also indicate that SA-T can achieve better performance when the weight of regularization is greater than 5. We suppose that a big weight can force the model to learn alignments better.

To further research the effects of our proposed path-aware regularization, we capture the probability distribution estimated by the SA-T models during greedy search decoding on test set, as illustrated in Fig. 4(c). It is clear that path-aware regularization can help the model learn a better alignment and sharper probability distribution. As a result, a SA-T with path-aware regularization tends to achieve a better performance than the plain SA-T.

5.4. Chunk-Flow Mechanism

We compare the effects of different length chunks on model performance, as illustrated in Table 2. It is easy to observe that the longer contexts be modeled, and the better performances model have, which is consistent with our common sense. Chunk-flow SA-T with 20 left-context frames and 10 right-context frames has the best performance that is competitive to baseline RNN-T. The results indicate that chunk-flow mechanism can model long-term dependencies by stacking multiple blocks and implement online decoding without too much degradation of performance. Furthermore, we also train a chunk-flow SA-T with path-aware regularization (\( \beta = 10 \)), and observe that the model get 12.5% and 11.4% relative CER reduction on dev and test set respectively compared to the one without regularization. It proves the effectiveness of path-aware regularization again.

5.5. Compare the SA-T and other models

Table 3 compares SA-T with other models. Compared to the baseline RNN-T, the SA-T achieves 8.2% and 9.5% relative CER reduction on dev and test set respectively. And it also outperforms the attention-based LAS model reported in [20]. We suppose that more trainable parameters, deeper network structure and more effective method to model long-term dependencies make the SA-T obtain a good performance. Furthermore, we notice that the SA-T with path-aware regularization can achieve a 21.3% relative CER reduction over the baseline RNN-T.

6. Conclusions

In this work, we propose a self-attention transducer, which replaces RNNs with self-attention blocks. Self-attention transducer outperforms the baseline RNN-T on AISELL-1. A path-aware regularization, similar to cross entropy regularization, is proposed to improve the stability of SA-T training and performance. The results show that SA-T with regularization has a great improvement on the plain SA-T. We also utilize a general chunk-flow mechanism to achieve online decoding. During decoding, we notice that the model easily predicts a character with similar pronunciation. In the future, we will explore how to improve the language modeling ability.
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