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Abstract

We use new and established methodologies in multivariate time series analysis to study the dynamics of 414 Australian hydrological stations’ streamflow. First, we analyze our collection of time series in the temporal domain, and compare the similarity in hydrological stations’ candidate trajectories. Then, we introduce a Whittle Likelihood-based optimization framework to study the collective similarity in periodic phenomena among our collection of stations. Having identified noteworthy similarity in the temporal and spectral domains, we introduce an algorithmic procedure to estimate a governing hydrological streamflow process across Australia. To determine the stability of such behaviours over time, we conclude by studying the evolution of the governing dynamics and underlying time series with time-varying applications of principal components analysis (PCA) and eigenspectrum analysis.
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1. Introduction

With the recent focus on long-term shifts in temperature and weather patterns, and the potentially devastating impact for the future, the importance of earth and environmental science may never have been greater. There is a need for continued and varied studies of country hydrology behaviours, to ensure features such as streamflow are not exhibiting significant changes in their behaviour. This paper explores streamflow patterns among Australian hydrology stations between 01 January 1980 and 01 January 2019.

Our work builds upon a substantial body of \textit{multivariate time series analysis} in applied mathematics and statistics, which has been used in a variety of domains including epidemiology, financial markets, and other fields such as epidemiology and human behaviours. Such techniques that have been used are broad and include parametric models, various aspects of distance and similarity measures.
networks, clustering frameworks and various statistical learning settings. There is a significant collection of work studying spatio-temporal patterns among hydrological processes. Although the scope of such studies varies, there is generally a consistent theme of exploring the change in temporal behaviours at different locations in space. One feature of particular interest to hydrology researchers has been streamflow modelling, where a significant amount of work has focused on modelling regional locations across the United States. Furthermore, recent work has explored the use of wavelets in studying time series predictability within this domain. Many of these studies have taken a more concentrated approach, providing detailed analysis on relatively few hydrology stations. This paper takes a different approach, studying more than 400 stations, sampled from a broad range of geographic locations across Australia.

A great deal of previous research in the hydrology community has used traditional linear and nonlinear statistical modelling techniques such as linear regression, multivariate linear regression and self-organizing maps (SOM) and spatial modelling techniques to yield insights related to topics such as El Niño Southern Oscillation (ENSO), drought, hydroclimatic variability and streamflow. In more recent years, many researchers have exploited advances in statistical learning, using various artificial intelligence methods such as support vector machines and deep learning to address problems related to prediction and assessment. These methods are often criticised for the difficulty one has in interpreting the drivers behind their predictions. In terms of specific applications of (relatively) recent work, some examples include Dickinson et al. and Najibi et al. who study the seasonality of climatic drivers behind flood variability and drivers behind long-duration floods, respectively. Similarly Ryberg et al. explore tree-ring based estimates of long-term seasonal precipitation, while Whitfield et al. explore spatial patterns of temporal changes in streamflow data. Our work asks similarly-themed questions and uses recently established and long-standing techniques in time series analysis to study temporal, spectral and spatial dynamics related to Australian streamflow, and subsequently explore collective similarity among our collection of hydrology stations.

Although the study of nonstationary processes and the application of spectral analysis have been widely studied in the statistics community, there have been relatively few studies applying such techniques to address problems in hydrology. Notable studies of stationarity include the exploration of spatial correlations between daily streamflows, monthly streamflow forecasts, annual streamflow and flood peaks. Spectral analysis has been applied in hydrology to address several specific problems including the study of watershed properties and aquifers. This paper uses a variety of techniques for the study of nonstationary processes and time-varying power spectra from the statistics literature, and applies them to model periodic phenomena in Australian streamflow. Furthermore, we explore the evolution of spectral patterns - testing for shifts in periodic dynamics over time.
To test for changes in behaviour over time, we explicitly, and non-parametrically, model the evolutionary dynamics of our underlying time series. Such studies of time-varying dynamics, correlation structure and dimensionality reduction have been widely applied among applied mathematicians in domains such as finance \[71, 72, 73, 74, 75, 76\]. In hydrological research however, there is less abundance in the applications of such techniques \[47\]. We build upon studies of time-varying correlation structure to generate insights into collective temporal and spectral behaviours in Australian streamflow.

Throughout this paper, we refer to a governing physical hydrological process. In this paper, we refer to the underlying dynamics governing Australian streamflow data evolving over space and time. In other hydrological contexts physical processes may refer to precipitation, energy balance, hydraulics, infiltration, etc. Throughout this paper, we focus on streamflow data.

This paper is structured as follows. In Section 2 we describe the data used in this paper. In Section 3 we study the collective similarity of our underlying stations in the time domain. In Section 4 we apply an optimization framework and spectral analysis methodology to determine the similarity in various hydrological stations’ periodic behaviours. In Section 5 we introduce an algorithmic procedure to estimate a governing physical process, from the underlying stations. In Section 6 we explore the evolutionary dynamics in the governing physical process and the underlying time series, using a variety of techniques such as PCA and associated eigenspectrum analysis implemented in a time-varying capacity. In Section 7 we conclude.

2. Data

Our dataset consists of Australian hydrology stations, their location, catchment area and streamflow and is sourced from the Australian Bureau of Meteorology (http://www.bom.gov.au/water/hrs). We only study stations with reported daily streamflow (ML/day) between 01-01-1980 - 01-01-2019. This provides a total of 414 stations to be studied throughout this paper.

3. Temporal dynamics and similarity

Our central object of study throughout this paper is a collection \( n = 414 \) streamflow time series indexed \( i = 1, \ldots, n \). We study daily data across \( T = 14,246 \) days. We let \( x_i(t) \in \mathbb{R} \) be the multivariate time series of daily streamflow of station \( i \) on day \( t \). Throughout this section, we study the collective temporal similarity between all hydrological stations during our window of analysis. First, we visualise all the time series and inspect notably persistent trends across all stations. Figure 1 displays 4 candidate time series from our collection, sampled from the Eastern, Northern and Western spatial extremes of Australia (four different states) to maximize potential spatial variability in their underlying behaviours. Figure 4a corresponds to the Paddy’s River at Riverlea station, situated in The Australian Capital Territory with latitude \(-35.3843^\circ\) and longitude...
Figure 1: 4 candidate flow time series from various locations in Australia. Each location clearly displays highly periodic behaviour.

148.9656°. Figure 1b displays streamflow at the Goodradigbee River at Brindabella station, which is situation in New South Wales with latitude -35.42° and longitude 148.73°. Figure 1c displays the Bluewater Creek station at Bluewater, situated in Queensland with latitude -19.185° and longitude 146.5461°. Finally, Figure 1d displays daily streamflow for the Gascoyne River at Fishy Pool station, which is situated in Western Australia and located at latitude -24.9497° and longitude 114.6442°. Despite their spatial variability, all streamflow time series present several similar features.

First, they all possess a similar annual spike in their streamflow values. Second, all locations display a similarly subdued level of streamflow prior to periodic spikes. Such periodic spikes appear to occur at similar times of the year, although this alignment between time series appears to deviate up to a small degree of perturbation. One key difference between the 4 stations visualised is the amplitude of their respective signals, which exhibit pronounced differences and can be seen by the upper bound of the y-axis. For instance, the peak daily streamflow in Paddy’s River at Riverlea is approximately 12,000 ML/day while the Gascoyne River at Fishy Pool is in excess of 800,000 ML/day.

To further investigate the structure of temporal similarity throughout our
collection, we normalize each streamflow time series by its total amplitude and compute distances between the resulting time series. To do so, let $||x_i|| = \sum_{t=1}^{T} x_i(t)$ be the $L^1$ norm of the vector $x_i(t)$. As all $x_i(t)$ are non-negative, this aggregates the total amount of streamflow observed between 1980-2019. We then define $\tilde{x}_i(t) = \frac{x_i(t)}{||x_i||}$. The vectors $\tilde{x}_i(t)$ reflect relative changes in streamflow, and capture periods of relatively more activity having normalised for amplitude. Using our earlier figures for the sake of exposition, a change from 0 to 10,000 in Figure 1a would constitute a more significant change than a change from 600,000 to 800,000 in Figure 1d. We now define a temporal distance matrix $D_{ij}^T = \sum_{t=1}^{T} |\tilde{x}_i(t) - \tilde{x}_j(t)|$ that measures distance between normalized trajectories. To better interpret inherent similarity, we associate an $n \times n$ affinity matrix $A^T$ by

$$A^T_{ij} = 1 - \frac{D_{ij}^T}{\max D_T},$$

Our resulting temporal affinity matrix $A^T \in \mathbb{R}^{n \times n}$ is normalised such that all matrix elements now lie in $[0, 1]$. We apply hierarchical clustering to the resulting affinity matrix, and study the collective temporal similarity.

Hierarchical clustering on the temporal affinity matrix is shown in Figure 2. The mean level of temporal similarity is determined by summing all matrix elements above the diagonal and normalizing appropriately. That is, $\nu^T = \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq N} A^T_{ij}$. We refer to this as an affinity trajectory norm $\nu^T = 0.26$. However close inspection of the associated dendrogram reveals noteworthy
The distinction between various inter-cluster and intra-cluster similarities. Four clusters of temporal streamflow time series are identified, three of which are most prominent. The two largest clusters, displayed at the top (purple) and bottom (orange) of the dendrogram both exhibit high levels of intra-cluster similarity, and although not quite as high, reasonably high affinity between each other. The third primary cluster which is shown in red, displays markedly lower levels of similarity when compared with constituents of the purple and orange clusters. Having inspected the location of individual stations, cluster membership does not appear to be related to spatial location, but rather, temporal dynamics that are difficult to detect.

4. Spectral dynamics and similarity

Given the pronounced similarity in the stations’ spikes in streamflow, we wish to further explore the periodic nature of this phenomenon. Spectral analysis is the most prolific technique in the physical sciences for understanding a time series’ autocovariance structure. The most important properties to study are the peak amplitude and respective frequencies of a candidate power spectrum. In this section, we propose a Whittle [77, 78] Likelihood-based optimization framework, to learn the most appropriate parameters used in Welch’s method [79] for power spectral density estimation. In doing so, we are able to model the spectral dynamics of our entire collection of streamflow spectra. In describing our spectral analysis model for streamflow time series, we drop the subscript $i$, referencing specific time series, for notational convenience.

4.1. Spectral analysis model

We commence our modelling procedure with our underlying streamflow time series, which we denote $x(t)$.

**Definition 4.1.** $x(t)$ is deemed to be stationary if:

1. Each random variable $x(t)$ is integrable with a finite mean $\mu$ for each point in time $t$. We detrend our time series, and henceforth assume that we have a process where $\mu = 0$.

2. The underlying autocovariance $\mathbb{E}[(x(t) - \mu)(x(t + k) - \mu)]$ is only a function of $k$, which we denote $\gamma(k)$.

In our application of spectral analysis, we want to study the second-order properties of a stationary time series expressed in the time series’ autocovariance. The power spectral density of such a time series is defined:

$$f(\nu) = \sum_{k=-\infty}^{\infty} \gamma(k) \exp(-2\pi i \nu k), \text{ for } -\frac{1}{2} \leq \nu \leq \frac{1}{2}$$  (2)
Using frequency components which are termed Fourier frequencies $\nu_j = \frac{j}{n}, j = 0, 1, \ldots, n - 1$, we define the Discrete Fourier transform of our streamflow time series:

$$Z(\nu_j) = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} x(t) \exp(-2\pi i \nu_j t), \text{ for } j = 0, \ldots, n - 1.$$  

(3)

For the $j^{th}$ Fourier frequency component, $\nu_j$, an unbiased (noisy) estimate of the power spectral density at that point, $f(\nu_j)$, is provided by the periodogram, which is defined by $I(\nu_j) = |Z(\nu_j)|^2$. By symmetry, the periodogram contains $m = \left\lfloor \frac{n}{2} \right\rfloor + 1$ effective observations, which corresponds to $j = 0, 1, \ldots, m - 1$. Previous work has provided a parsimonious signal plus noise representation of the periodogram:

$$\log I(\nu_j) = \log f(\nu_j) + \epsilon_j, \text{ where } \epsilon_j \sim \log(\exp(1)),$$  

(4)

which we will use in our subsequent analysis. Many approaches, especially in the Bayesian statistics community, use the Whittle likelihood function to non-parametrically model the log periodogram within a regression framework. The likelihood of the log periodogram conditional on the true power spectrum can be approximated by

$$p(\log I(\nu_j) | \log f(\nu_j)) = (2\pi)^{-m/2} \prod_{j=0}^{m-1} \exp \left( -\frac{1}{2} \left[ \log f(\nu_j) + \frac{I(\nu_j)}{f(\nu_j)} \right] \right).$$  

(5)

We use Welch’s method to yield an estimate of the latent power spectral density. Welch’s method aims to reduce noise in its estimating the power spectrum by sacrificing lower frequency resolution. Procedurally, the data is divided into overlapping segments where a modified periodogram is computed within each partition. The modified periodograms are averaged to produce a final estimate of the power spectrum. Welch’s method consists of two model parameters: the length of each segment, and the amount of overlap in data points between adjacent segments. Overlap is often defined in percentage terms, where 0% would mean that two adjacent segments have no data overlap while 50% would mean that any segment would share half the data of a neighbouring segment.

Let our collection of power spectral density estimates yielded by Welch’s method be $f_W^{iW}(\nu_j)$, for all hydrological stations $i = 1, \ldots, n$. Such estimates are highly dependent on model parameters $\Theta = \{S, \omega\}$, where $S$ is the size of each segment and $\omega$ is the overlap between neighbouring segments. To best estimate our optimal power spectrum for each streamflow time series, we determine parameter values which optimize the Whittle Likelihood over our
Figure 3: 4 candidate flow time series’ log power spectral densities from various locations in Australia. All power spectra appear to exhibit significant power at low frequencies, with the power eroding across higher frequency components.

For this data, the above optimization results in parameter estimates of $S^* = 3750$ and $\omega^* = 0.4$. We apply Welch’s method using these optimal parameters to our streamflow time series, and generate our collection of optimal spectra $f^*_i(\nu_j)$.

Figure 3 shows the four power spectral density estimates corresponding to the underlying temporal processes in Figure 1. Figures 3a, 3b, 3c and 3d display remarkable similarity. All figures exhibit a low frequency component which exhibits significant power, and subsequently lose power as we move toward higher frequency components. The low frequency component corresponding to significant power is approximately located at $\nu \approx 1/365$, which corresponds to an annual periodic component - confirming the inherent seasonality in the data.

Given the clear similarity in these stations’ power spectra, we wish to further...
Figure 4: Spectral trajectory distance matrix applied to flow time series. There is one predominant cluster, and this highlights the overwhelming similarity in frequency behaviours among all streamflow time series. The similarity in periodic behaviour, relative to temporal behaviour, is striking.

explore spectral similarity across the entire collection. We normalize for the amplitude of our power spectra with the same procedure as in Section 3. Let \( \tilde{f}_i^*(\nu_j) = \frac{\nu_i(\nu_j)}{\|\nu_i\|} \) be our collection of optimal spectral trajectories. The vectors \( \tilde{f}_i^*(\nu_j) \) reflect relative differences in various stations’ spectra, and capture differences in key frequency components between streamflow spectra.

Analogously to Section 3, we now define a Spectral distance matrix \( D_{ab}^S = \sum_{\nu_j=0}^{m-1} |\tilde{f}_a^*(\nu_j) - \tilde{f}_b^*(\nu_j)| \) that measures distance between normalized spectral trajectories. To better interpret inherent collective similarity, we transform our distance matrix

\[
A_{ab}^S = 1 - \frac{D_{ab}^S}{\max D^S},
\]

and apply hierarchical clustering to the resulting spectral affinity matrix. Again, this affinity matrix \( A^S \in \mathbb{R}^{n \times n} \) is normalised so that all elements lie in \([0, 1]\).

A high score (close to 1) in the affinity matrix \( A^S \) would indicate that two hydrological stations exhibit similarly high power in key frequency components of their streamflow. A low score (close to 0) would indicate that two stations exhibit dissimilarity in their streamflow’s key frequency components.

Figure 4 displays the hierarchical clustering results when applied to our spectral affinity matrix. The mean of our spectral affinity matrix, \( \nu^S \), is computed similarly (averaging the elements above the diagonal) and determined to be 0.79 - significantly higher than the average temporal similarity. Furthermore, the cluster structure reveals the overwhelming spectral similarity among the
collection. There is one predominant cluster (consisting of a small sub-cluster), and an outlier cluster which consists of only a small subset of hydrology stations. This analysis confirms that the periodic dynamics of the streamflow time series are highly uniform across the entire collection - where almost all streamflow spectra exhibit a high power low frequency component, and incrementally less power as one examines the spectrum against higher frequency components.

5. Governing physical process

Having observed the pronounced temporal and spectral similarity exhibited by Australian hydrological stations, regardless of their spatial location, we hypothesize that there may be a governing physical process which captures the dynamics of Australian streamflow. In this section we formulate an overall process, with each time series representing a potentially shifted version of this process.

For each of our time series $x_i(t)$, we seek to learn an offset $\phi_i$, where each time series has a unique offset. We bound each $\phi_i$ such that it lies in $\{0, ..., 365\}$. Let $\phi_1, ..., \phi_n$ denote individual offsets for the time series $x_1, ..., x_n$, and $G$ be an overall governing process. We seek the offsets and overall process, $G$, to be

$$\left( \hat{G}, \hat{\phi}_1, ..., \hat{\phi}_n \right) = \arg\min_{G, \phi_1, ..., \phi_n} \sum_{i=1}^{n} \sum_{t=1}^{T-\phi_i} \left( x_i(t + \phi_i) - G(t) \right)^2$$  

(8)

To minimize this loss function, we perform a sequence of updating steps. First, we update the governing process $G$. Here, we compute the mean of the current iteration of our governing process time series. Then, we update $\phi_1, ..., \phi_n$. This step involves updating the alignments for the underlying stations’ time series. Then, we update the governing process, $G$, by computing another mean. Next, update $\phi_1, ..., \phi_n$. This procedure converges quickly after a few iterations. For initialization, we take $G(t) = \frac{1}{n} \sum_{i=1}^{n} x_i(t)$ to be the overall mean of the original, unshifted, time series.

The initial estimate of the governing physical process and the estimate after the application of our algorithm are shown in Figure 5. The figure reveals several interesting takeaways. First, the spikes in aggregate aligned streamflow are highly periodic. First inspection suggests that a prominent spike in streamflow exists roughly once every year. This is certainly the most obvious pattern in the time series, with no clear insights in the periods between the big spikes. The peaks correspond to the significant power observed at low frequencies in our spectral analysis.

The second key observation is the broad similarity between the initial mean process, and the determined governing physical process, which minimizes our loss function. The distribution of $\phi$ offsets, shown in figure 6a, confirms this. Approximately three quarters of the series are determined to have no offset or a minimal offset, suggesting that in most cases simply taking the mean of the underlying time series would serve as a good approximation to the overall
process. An exhaustive list of non-zero offsets, separated by state, are shown in Table 1. The three states with the most significant number of non-zero offsets are Tasmania, Victoria and Western Australia. Interestingly, these three states also share the largest median (non-zero) offset value. However as a percentage of its total number of hydrology stations, Victoria’s 44 stations with non-zero offsets is significantly lower than Tasmania, Western Australia and Tasmania. As a percentage of the number of stations, the states that are most likely to exhibit phase shifting dynamics in the time domain are Tasmania (81%), Western Australia (69%) and South Australia (46.2%). As these states possess hydrology stations located at some of the most extreme points in Australia (by way of their spatial coordinates), this may indicate that there is some relationship between the offset $\phi$, and a candidate hydrology station’s spatial location.

Figure 6b shows the power spectral density for the governing physical process. Unsurprisingly, it displays the same key behaviours as the underlying stations’ streamflow time series. First, there is a low frequency high power component, indicative of the annual periodicity in streamflow, and reduced power in higher frequency components.
Figure 6: Distribution of ϕ offsets for underlying hydrological processes, and power spectral density of the governing physical process. One can see that the predominant number of offsets are distributed ~ 0, and the governing physical process behaves similarly to most underlying power spectra.

| State               | # non-zero offsets | % non-zero offsets | µ^ϕ   |
|---------------------|--------------------|--------------------|-------|
| ACT                 | 0                  | 0%                 | n/a   |
| Northern Territory  | 5                  | 33.3%              | 87    |
| NSW                 | 14                 | 13.2%              | 80.5  |
| Queensland          | 11                 | 13.75%             | 3     |
| South Australia     | 6                  | 46.2%              | 11.5  |
| Tasmania            | 17                 | 81%                | 181   |
| Victoria            | 44                 | 36.6%              | 172   |
| Western Australia   | 36                 | 69%                | 168   |

Table 1: Cardinality of each state’s non-zero offsets and median non-zero offset value.
6. Evolutionary Dynamics in governing and underlying processes

Section 5 demonstrated a framework to determine a governing streamflow process. In doing so, we highlighted several key points. Critically, the underlying hydrological time series closely resemble the governing physical process’ behaviours. Most notably the temporal dynamics share a periodic spike in streamflow, which corresponds to high power at low frequencies, and decreasing power at higher frequency components in the frequency domain. However, it is possible that temporal or spectral dynamics may change over time if the underlying process is nonstationary. Furthermore, the underlying time series and the governing process may display differences in their behaviour prior to and after our alignment algorithm. In this section, we test the existence of nonstationarity among our collection of underlying streamflow processes, and in the governing physical process before and after the procedure introduced in Section 5.

First, we turn to our collection of underlying streamflow time series. We start by generating a sequence of rolling correlation matrices, indexed by time. We select a rolling window of \( w = 365 \) days, and compute the correlation matrix

\[
\Omega_{ij}(t) = \frac{\sum_{k=t-365}^{t}(x_i(k) - \bar{x}_i)(x_j(k) - \bar{x}_j)}{\left(\sum_{k=t-365}^{t}(x_i(k) - \bar{x}_i)^2 \sum_{k=t-365}^{t}(x_j(k) - \bar{x}_j)^2\right)^{1/2}}.
\]  

In the equation above, \( \bar{x}_i \) denotes the mean of the hydrology time series \( x_i(k) \) over any candidate rolling interval \( k = t - 365, \ldots, t \). At each point in time, we compute an eigendecomposition and study the evolution of our eigenvalues \( \lambda_1(t), \ldots, \lambda_n(t) \) and eigenvectors \( v_1(t), \ldots, v_n(t) \). To explore the explanatory variance exhibited by our first eigenvalue, a measure of the degree of collective behaviour within our streamflow data, we compute a normalized first eigenvalue \( \tilde{\lambda}_1(t) = \frac{\lambda_1(t)}{\sum_{j=1}^{n} \lambda_j(t)} \).

We analogously compute the rolling correlation matrix for our collection of aligned time series, \( \Omega_{ij}^\phi(t) \), and let the time-varying vector of eigenvalues and eigenvectors of our aligned time series’ be \( \lambda_1^\phi(t), \ldots, \lambda_n^\phi(t) \) and \( v_1^\phi(t), \ldots, v_n^\phi(t) \) respectively. We let the normalized first eigenvalue of our aligned collection be,

\[
\tilde{\lambda}_1^\phi(t) = \frac{\lambda_1^\phi(t)}{\sum_{j=1}^{n} \lambda_j^\phi(t)}.
\]

In Figure 8 we show the normalized first eigenvalues, \( \tilde{\lambda}_1(t) \) and \( \tilde{\lambda}_1^\phi(t) \) for the initial and aligned time series collections respectively. There are some subtle differences between the functions. First, \( \tilde{\lambda}_1(t) \) which is displayed in figure 7a exhibits more pronounced periodicity and a higher amplitude than \( \tilde{\lambda}_1^\phi(t) \) which is shown in figure 7b. That is, the first eigenvalue in the initial (unaligned) case accounts for more explanatory variance than in the aligned case. At first, this may seem counter-intuitive. However, after aligning the time series as described in Section 5, a significant portion of the variance in our collection has now been accounted for. So one could argue that the \( \tilde{\lambda}_1^\phi(t) \) captures a different feature of the collection’s variance, which has not already been removed by alignment, and may provide similar insights to the explanatory variance exhibited by the
Both the initial and aligned collection display broad similarity in the behaviour of the normalized first eigenvalue.

Next, we explore the evolutionary behaviour of both collections’ first eigenvector. The evolutionary eigenvectors are shown in figure 7 with figure 8a and figure 8b showing the initial collection and aligned collection’s first eigenvector, respectively. The first notable observation is the general uniformity in magnitude along all coefficients. That is, each hydrological station comprises a similar level of attribution to the first eigenvector’s total variance. Furthermore, this trend is consistent over time in both the initial and aligned collections. The second observation is a moderate increase in the uniformity of magnitudes in the aligned collection, shown in figure 8b. This is consistent with the core aim of our procedure, which translates the underlying time series such that the $L^2$ norm with the current governing process, $G$, is minimized. To further explore this phenomenon, we compute the variance of time-varying eigenvector coefficients among both collections. The variance among the collection of initial time series is $1.03 \times 10^{-5}$, while the aligned collection is $9.43 \times 10^{-6}$. The modest reduction in variance is consistent with the increased uniformity observed in the figure. The reduction in variance of $\sim 7.5\%$ may indicate that the initial mean of the underlying time series, prior to the optimisation procedure, serves as a good estimate of an underlying physical process.

In keeping with our assessment of time-varying dynamics, we now turn to analyzing the power spectrum of the governing hydrological process. We wish to answer two main questions. First, do the spectral dynamics of the overall process resemble the dynamics of the underlying time series? Second, do we see differences over time in the power spectrum? Figure 9 shows the time-varying power spectrum of our governing process $G$ before and after our alignment procedure.

The spectral dynamics of the governing process display key similarities with the underlying collection of time series. Most importantly, they exhibit greatest power at the same frequency component, $\nu \approx 1/365$, representing the annual
Figure 8: Evolution of first eigenvector magnitude of coefficients. The figure shows the magnitude of the coefficient of each element along the basis for each eigenvector propagated forward in time.
periodic component. Like the underlying time series, lower power is exhibited at higher frequency components.

Visual inspection of Figure 9 suggests that the power spectrum does not display significant variability over time, for either collection (figure 9a or figure 9b). At the beginning of our time window in 1980, the spectrum displays significant power at low frequencies, with decreasing power at higher frequencies. Although the precise amplitude at various frequencies does oscillate over time, the general pattern is relatively stable. The spectral similarity between the initial and aligned collections once again suggests that simply computing an average of the initial time series could serve as a good approximation to the underlying physical process.

7. Conclusion

In Section 3 we studied the similarity between hydrological stations’ temporal dynamics. Our trajectory analysis and associated hierarchical clustering revealed the existence of three predominant clusters. The three clusters shown in Figure 2 display a high level of intra-cluster similarity, with surprisingly low inter-cluster similarity. The temporal affinity norm of 0.26 highlights the low degree of affinity exhibited between trajectories belonging to separate clusters. Subsequent experiments reveal that these varied cluster behaviours were not related to stations’ spatial location, ruling out the assertion that the temporal dynamics of Australian streamflow may be related to geographic location. Despite the clear cluster separation, visual inspection suggests that most streamflow time series possess broadly similar features – small oscillations around a level close to zero, with sharp spikes which appear to occur on an annual periodicity.

Section 4 builds upon this analysis, introducing a new framework to explore similarity in periodic behaviours. Our experiments reveal uniform behaviours in the spectral dynamics of underlying stations’ streamflow. Figure 4 shows the existence of a majority cluster of spectral trajectories, and the spectral affinity norm of 0.79 confirms the profound similarity in streamflow spectral dynamics. This is primarily due virtually all locations displaying most significant power at the frequency $\nu = 0.0027$, corresponding to an annual streamflow cycle.

Given the general similarity in the temporal domain and the profound similarity displayed in the frequency domain, in Section 5 we introduce an iterative algorithmic procedure to determine a governing hydrological process. We introduce an $L^2$ based objective function, where each time series is translated to minimize an average loss. Figures 5 and 6 reveal several notable findings. First, the mean of all streamflow time series does a reasonably good job in estimating the general behaviour of the collection, and is similar to our estimated process after the application of our alignment procedure. Figure 6a shows that the majority of estimated offsets are in fact 0, confirming the sample mean’s utility as a rough estimate. Figure 6b demonstrates that the power spectrum of the governing process resembles that of the underlying time series, and therefore still resembles the overarching theme of periodic streamflow behaviour.
Figure 9: Rolling log power spectral density of governing temporal process. The constant nature of the log PSD suggest that both spectra are stationary.
We round out our analysis in Section 6 where we examine the stationarity of such behaviours previously identified in the prior sections. In our time-varying PCA, we study the explanatory variance exhibited by the correlation matrix’s first eigenvalue, which is shown in Figure 7. The figure demonstrates a similar level of explanatory variance exhibited by the first eigenvalue in both the initial and aligned collections of streamflow time series. To further investigate, we accompany this analysis with a time-varying study of the magnitude of the first eigenvectors’ coefficients displayed by both collections. Both collections display relative uniformity in the coefficient magnitudes over time, indicating that there is no element, or collection of elements, along the vector accounting for the majority of the variance. Figure 9 shows the evolutionary power spectral density for both collections. It is clear that in both cases, the spectrum displays pronounced stationarity over time, exhibiting the same key features of significant power at low frequencies and decreasing power along higher frequency components.

There are several avenues for future work. First, one could explicitly compare the offset methodologies introduced in this paper to other techniques used in various areas of the physical sciences. Furthermore, one could study the sensitivity of the results as various objective functions are used instead of those introduced in our experiments. The spectral analysis techniques introduced in this manuscript could be implemented differently, specifically, one could do so in a Bayesian framework so that uncertainty is quantified when evaluating the power spectrum. Although many of the techniques used in this paper are relatively standard (spectral analysis, $L_1$ normalized trajectory modelling, hierarchical clustering, PCA, etc.) there are alternative methods that could be used to address the same data-driven questions. Future work could explore the stability of our results when alternative techniques are used.

8. Appendix

8.1. Spatial dynamics

In section 3 and section 4 of the paper, four hydrological stations’ time series are displayed (Paddy’s River, Goodradigbee, Bluewater Creek and Gascoyne). The first two correspond to hydrology stations on the East Coast of Australia, while the third and fourth correspond to stations in the Northern and Western parts of Australia respectively. Our analysis throughout the paper demonstrates that these time series all display high similarity in temporal and spectral dynamics. Given the geographic spread of such stations, this inspired us to explore the spatial distribution of hydrology stations across Australia.

We generate a distance matrix between all $n = 414$ hydrology stations, where the distance between any two candidate stations is the geodesic distance between two tuples of latitude and longitude data. We then apply $K$-means clustering to determine hydrology stations’ cluster memberships, where we use the elbow method to determine the existence of $K = 3$ clusters.

The algorithm’s objective function seeks to minimize an appropriate sum of square distances. With $k$ chosen a priori based on the elbow method aforementioned, we examine all possible disjoint unions $C_1 \cup C_2 \cup \cdots \cup C_k$ of $\{x_1, \ldots, x_n\}$.
Let $z_j$ be the centroid of the subset $C_j$. One then tries to minimize the sum of square distances within each cluster to its candidate centroid:

$$\sum_{j=1}^{k} \sum_{x \in C_j} ||x - z_j||^2$$

For a space of dimension 2 or greater, it is NP-hard to find the globally optimal solution of this problem. The K-means algorithm [80] is an iterative solution that enables fast convergence to a locally optimal solution.

Figure 10 shows the two respective sub-figures relating to our cluster analysis. Figure 10a corresponds to the geographic location of hydrology stations (with their colour denoting cluster membership) and the elbow curve (shown in Figure 10b) displays the elbow curve plot. One can clearly identify three separate geographic clusters in Figure 10a. However the preceding analysis in this paper demonstrated that despite clear geographic separation, temporal and spectral dynamics of such stations were largely indistinguishable.
8.2. Mathematical objects

| Object | Description |
|--------|-------------|
| $n$    | # hydrology stations |
| $x_i(t)$ | Streamflow time series |
| $\dot{x}_i(t)$ | Streamflow trajectory time series |
| $D^T$ | Temporal distance matrix |
| $A^T$ | Temporal affinity matrix |
| $f(\nu_k)$ | Latent power spectral density |
| $I(\nu_j)$ | Periodogram estimate of power spectrum |
| $f^W_i(\nu_j)$ | Welch’s estimate of power spectral density |
| $f^*_i(\nu_j)$ | Optimal spectra time series |
| $S^*$ | Optimal size of each segment |
| $\omega^*$ | Optimal overlap between neighbouring segments |
| $\dot{f}^*_i(\nu_j)$ | Optimal spectral trajectory time series |
| $D^S$ | Spectral distance matrix |
| $A^S$ | Spectral affinity matrix |
| $\phi_i$ | Offset for streamflow time series $i$ |
| $G$ | Governing streamflow process |
| $\Omega(t)$ | Initial collection time-varying correlation matrix |
| $\lambda_i(t)$ | Initial collection time-varying eigenvalues |
| $v_i(t)$ | Initial collection time-varying eigenvectors |
| $\tilde{\lambda}_1(t)$ | Initial collection time-varying normalized first eigenvalue |
| $\Omega^\phi(t)$ | Aligned collection time-varying correlation matrix |
| $\lambda_i^\phi(t)$ | Aligned collection time-varying eigenvalues |
| $v_i^\phi(t)$ | Aligned collection time-varying eigenvectors |
| $\tilde{\lambda}_1^\phi(t)$ | Aligned collection time-varying normalized first eigenvalue |

Table 2: Mathematical objects and definitions

8.3. Nonstationarity analysis

To further explore the nonstationarity in the initial and aligned governing processes, we apply a reversible jump Markov Chain Monte Carlo algorithm (AdaptSPEC \[81\]) to identify the number and location of change points in each time series. The algorithm determines changepoints based on changes in the time-varying power spectrum for any candidate time series. That is, a nonstationary time series is assumed to exhibit local stationarity, where each (stationary) partition possesses a unique power spectral density. The algorithm determined the existence of 9 changepoints in both the initial and aligned time series. However, the location of change points within each time series were quite different. Changepoint indices and the respective location (date) for both time series are shown in Table 3.

Figure 11 shows the time-varying spectral densities for the initial and aligned time series collections. In both instances, all partitions exhibit a power spectrum
Figure 11: Time-varying power spectral density estimation for initial and aligned collections of hydrological time series.
with high similarity in key trends. That is, significant power at low frequencies (indicative of a strong annual periodicity), and decreasing power at higher frequency components. Although 10 (quite different) segments are identified within each time series, the consistency in the shape and amplitude of the power spectrum between all adjacent segments supports the general notion of stationarity for both time series.
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