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Abstract. Data clustering is a fundamental problem with a wide range of applications. Standard methods, e.g. the k-means method, usually require solving a non-convex optimization problem. Recently, total variation based convex relaxation to the k-means model has emerged as an attractive alternative for data clustering. However, the existing results on its exact clustering property, i.e., the condition imposed on data so that the method can provably give correct identification of all cluster memberships, is only applicable to very specific data and is also much more restrictive than that of some other methods. This paper aims at the revisit of total variation based convex clustering, by proposing a weighted sum-of-ℓ1-norm relating convex model. Its exact clustering property established in this paper, in both deterministic and probabilistic context, is applicable to general data and is much sharper than the existing results. These results provided good insights to advance the research on convex clustering. Moreover, the experiments also demonstrated that the proposed convex model has better empirical performance when be compared to standard clustering methods, and thus it can see its potential in practice.
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1. Introduction. The task of data clustering is to group data into a set of groups (called clusters), such that data objects in the same cluster are similar to each other, while data objects in different clusters are dissimilar from one another. More specifically, considering m feature vectors \( \{A_1, A_2, \ldots, A_m\} \subset \mathbb{R}^n \). We assemble a data matrix, denoted by \( A \in \mathbb{R}^{m \times n} \), whose rows represent feature vectors. The task of clustering is then to partition these m row vectors into different groups based on their dissimilarity (i.e. distance) in some metric space \( (M, d) \), where M is the set the observations live in and \( d : M \times M \to \mathbb{R} \) is the function that quantizes the dissimilarity. The most often seen distances include ℓ2-norm (k-means model [25]) and ℓ1-norm (k-median model [18]). In other words, a clustering method is to partition the set of the rows of \( A \) into k groups:

\[ \{S^{(0)}, S^{(1)}, \ldots, S^{(k-1)}\} \]

where \( S^{(i)} = \{A_{j_s}\}_{s=0}^{m_i-1} \), such that the distances among the rows in the same group are small and the distances between any two rows from two different groups are large.

Data clustering is a fundamental problem with a wide range of applications, including data mining, machine learning, pattern recognition, image analysis, information retrieval, bioinformatics, data compression, and computer graphics. See e.g. [10, 19, 13, 11, 16, 6, 4]). In the past, many clustering algorithms have been developed, such as k-means clustering, hierarchical clustering, spectral clustering and many others (see [28] for a survey). Among them, k-means clustering arguably is the prominent one used in practice. The basic idea of k-means method [25] is to partition the m feature vectors \( \{A_i\}_{i=1}^{m} \) into k clusters with a minimal
sum of inner-class distances. It can be formulated as the following optimization problem:

\[
\begin{aligned}
& \min_{\{S(i)\}_{i=0}^{k-1}} \sum_{i=0}^{k-1} \sum_{A_j \in S(i)} \|A_j - c_i\|^2_2 \\
& \text{s.t. } c_i = \frac{1}{|S(i)|} \sum_{A_j \in S(i)} A_j.
\end{aligned}
\]

The optimization problem above is NP-hard, and it is shown in [24] that this problem is equivalent to a non-convex optimization problem with $\ell_0$-norm relating constraints:

\[
\begin{aligned}
& \hat{X} = \arg\min_{X \in \mathbb{R}^{m \times n}} \|A - X\|^2_F, \\
& \text{s.t. } k = m - \|\alpha\|_0,
\end{aligned}
\]

where

\[
\begin{aligned}
& \alpha = [\alpha_2, \ldots, \alpha_m], \\
& \alpha_j = j - 1 - \|\beta^{(j)}\|_0, \\
& \beta^{(j)} = [\beta_1^{(j)}, \ldots, \beta_{j-1}^{(j)}], \\
& \beta_i^{(j)} = \|X_i - X_j\|_2.
\end{aligned}
\]

The minimizer $\hat{X}$ contains $k$ unique unique rows, say $\{\hat{X}_{jk}\}_{s=0}^{k-1}$, then the $m$ observations are grouped into $k$ clusters based on their distances to $\{\hat{X}_{jk}\}_{s=0}^{k-1}$:

\[
S^{(s)} = \{A_j \mid \|A_j - \hat{X}_{jk}\|_2 \leq \|A_{j'} - \hat{X}_{jk'}\|_2, \ s' \neq s, \ s = 0, 1, \ldots, k-1\}.
\]

### 1.1. TV-based convex relaxation.

Clearly, the optimization problem (2) is non-convex, and thus it is difficult to find a global minimizer. Moreover, the outcome of its solver usually is sensitive to the initialization. Similar to the $\ell_1$-norm relating convex relaxation used in compress sensing (see e.g. [7]) and the total variation for image recovery (see e.g. [7]), the convex relaxation of the problem (2) can be done by replacing $\ell_0$-norm by convex norms. Lindsten et al. [24] proposed the following convex sum-of-$\ell_p$-norm model,

\[
\begin{aligned}
& \min_{X \in \mathbb{R}^{m \times n}} \|A - X\|^2_F + c \sum_{j=2}^{m} \sum_{i<j} \|X_i - X_j\|_p,
\end{aligned}
\]

where $p \geq 1$. In (3), the sum-of-$\ell_p$-norm term refers to the total variation (TV) of $X$ along columns, $c$ is a tuning parameter which determines the number of unique rows of the minimizer (equivalent to the number of output clusters). The $\ell_p$-norm relating optimization problem (3) has been extensively studied in recent years, and there exist many efficient numerical solvers, such as ADMM method [8] and AMA method [9]. Regarding the choice of the parameter $c$, Hocking et al. [14] proposed a selection strategy of $c$. It was shown in [14] that the convex model (3) outperforms several existing clustering techniques, including $k$-means and single linkage clustering, in certain applications.

Theoretical analysis on the model (3) with $p = 2$,

\[
\begin{aligned}
& \min_{X \in \mathbb{R}^{m \times n}} \|A - X\|^2_F + c \sum_{j=2}^{m} \sum_{i<j} \|X_i - X_j\|_2,
\end{aligned}
\]
is first presented in Zhu et al. [29], in which an exact clustering condition is established for the data with only two clusters \((k = 2)\). For a pair of \(n\)-dimensional clusters, denoted by \(S^{(i)}\) and \(S^{(j)}\), define their intra-class distance by
\[
\text{dist}(S^{(i)}, S^{(j)}) = \inf_{x \in S^{(i)}, y \in S^{(j)}} \|x - y\|_2.
\]
For a cluster \(S\), define its inner-class distance (diameter of cluster \(S\)) by
\[
\text{dia}(S) = \sup_{x \neq y \in S} \|x - y\|_2.
\]
Zhu et al. [29] showed that two clusters, \(S^{(0)}\) and \(S^{(1)}\), can be exactly clustered via (3), provided that
\[
\text{dist}(S^{(0)}, S^{(1)}) > \max_{s = 0, 1} \left( 1 + 2 \frac{m_1 - s(m_k - 1)}{m_k^2} \right) \text{dia}(S^{(s)}),
\]
where \(m_k\) denotes the sample size of the cluster \(S^{(s)}\).

### 1.2. Linear and semi-definite programming based convex relaxation

There are also other types of convex relaxations for \(k\)-means model. Awasthi et al. [2] proposed both linear programming (LP) based relaxation and semidefinite programming (SDP) based relaxation for \(k\)-means model. They rewrote the \(k\)-means problem as the following optimization problem:
\[
\min_{Z \in \mathbb{R}^{m \times m}} \text{tr}(Z^T H Z) \quad \text{s.t.} \quad \text{tr}(Z) = k, \quad \mathbf{1}^T Z = \mathbf{1}^T, \quad Z_{i,j} > 0, \quad \text{and } Z_{i,j} \in \{0, Z_{i,j}\},
\]
where \(H\) is a \(m \times m\) square matrix whose \((i, j)\)-th entry is \(\|A_i - A_j\|_2^2\), \(\mathbf{1}\) is the all-ones vector. The object function of (8) is convex, but the feasible set is non-convex due to the discrete constrains \(Z_{i,j} \in \{0, Z_{i,j}\}\). By relaxing the discrete constrains \(Z_{i,j} \in \{0, Z_{i,j}\}\) to the interval constrains \(Z_{i,j} \in [0, 1]\), it leads to LP relaxation model
\[
\min_{Z \in \mathbb{R}^{m \times m}} \text{tr}(Z^T H Z) \quad \text{s.t.} \quad \text{tr}(Z) = k, \quad \mathbf{1}^T Z = \mathbf{1}^T, \quad \text{and } Z_{i,j} \in [0, 1].
\]
By relaxing the discrete constrains to \(Z \geq 0\), it leads to the following SDP relaxation model:
\[
\min_{Z \in \mathbb{R}^{m \times m}} \text{tr}(Z^T H Z) \quad \text{s.t.} \quad \text{tr}(Z) = k, \quad \mathbf{1}^T Z = \mathbf{1}^T, \quad \text{and } Z \succeq 0.
\]

For LP and SDP models, the exact clustering conditions are established in probabilistic context, i.e., the exact clustering with a overwhelming probability. In [2, 17], the input data matrix \(A\) is sampled from the stochastic ball model, see Definition 2.7. Denote
\[
\Delta = \min_{i \neq j} \|\mu_i - \mu_j\|_2
\]
as the smallest distance between the ball centres. It is shown in [2] that the \(k\)-means LP model can have exact clustering with high probability only in the regime \(\Delta \geq 4\). The \(k\)-means SDP model can have exact clustering with high probability in the regime \(\Delta > 2\sqrt{2}(1 + \sqrt{1/m})\). A tighter condition is presented in [17], which says that the \(k\)-means SDP relaxation model can recover the planted clusters in stochastic ball model with high probability, provided with
\[
\Delta > 2 + \frac{k^2}{n} \text{Cond}(\mu),
\]
where \(\text{Cond}(\mu) = \max_{i \neq j} \|\mu_i - \mu_j\|_2^2 / \min_{i \neq j} \|\mu_i - \mu_j\|_2^2\).
1.3. Motivations and our contributions. In the configuration of only 2 clusters, Zhu et al. [29] show that the TV relating model (3) can exactly cluster the input data provided the data satisfies the condition (7). The condition (7) is much more restrictive than that of most existing approaches. Also it is dependent on cluster sizes, which makes it not suitable for the data set with large variance on cluster sizes. It leads to the impression that TV-based convex relaxation is less likely to succeed than other methods. Such an impression contradicts to the good performance of TV-based convex clustering in practice.

In this paper, the TV relating model for convex clustering is revisited. The aim is to show that the theoretical soundness of TV relating convex clustering is not necessarily more restrictive than others, and has its potential in practice. Motivated by the performance gain when using a weighted version of the sum-of-\(\ell_2\)-norm based model (4) with Gaussian kernel based scheme [23, 24, 14], we proposed to study the following weighted total variation based model with the sum-of-\(\ell_1\)-norm for clustering:

\[
\hat{X} = \text{argmin}_X \|A - X\|_F^2 + c \sum_{j=2}^{m} \sum_{i<j} e^{-r\|A_i - A_j\|_2^2} \|X_i - X_j\|_1
\]

where \(\sum_{j=2}^{m} \sum_{i<j} e^{-r\|A_i - A_j\|_2^2} \|X_i - X_j\|_1\) is the weighted total variation of \(X\) along columns.

For the optimization model (13), we first showed that for the data with only 2 clusters, its minimizer \(\hat{X}\) can exactly recover the two clusters, as long as the intra-class distance is larger than inner-class distances and is independent to cluster size. Such an exact clustering condition is much less restrictive than the condition presented in [29]. Furthermore, we also established the exact clustering condition of the model (13) for the data with arbitrary number of clusters. With some mild condition on cluster centers, the same condition is established for the data with any number of clusters. At last, the experiments are done several applications which showed the proposed convex clustering model (13) outperformed several existing well-known techniques, particularly on the datasets with large variance on cluster sizes.

In short, The results presented in this paper presented a deep theoretical understanding of total variation relating convex clustering, but also provided a practical clustering technique which can see its applications in many problems.

1.4. Notations and definitions. before proceeding the discussion, we present some notations and definitions which are used in the remainder of the paper. We use capital letters for matrices, e.g. matrix \(A\), calligraphic capital letters for sets, e.g. index set \(I\), bold small letters with a right arrow overset for column vectors, e.g. \(\vec{a}\) \(\in\) \(\mathbb{R}^m\), and small letters for constant, e.g. \(r \in \mathbb{R}^+\). Moreover, \(A_p\) denotes the \(p\)-th row of \(A\), \(A_{pq}\) denotes the entry at \(p\)-th row and \(q\)-th column, and \(\vec{a}_i\) denotes the \(i\)-th element of \(\vec{a}\). \(\|\cdot\|_F\) and \(\|\cdot\|\) are the Frobenious norm and the operator norm respectively. \(\text{Tr}(\cdot)\) is the trace of the matrix. For a vector \(\vec{a}\), the \(\ell_1, \ell_2\) and \(\ell_p\) norms are denoted by \(\|\vec{a}\|_1\), \(\|\vec{a}\|_2\) and \(\|\vec{a}\|_p\), respectively.

Given a data matrix \(A \in \mathbb{R}^{m \times n}\) sampled from \(k\) clusters. Assume there are totally \(m_i\) rows of \(A\) sampled from the set \(S^{(i)}\), with \(0 \leq i \leq k - 1\). Without loss of generality, let \(I^{(s+1)} = \{m_s + 1, m_k + 2, \ldots, m_k + m_{s+1}\}\) denote the indices of sampling in \(S^{(s)}\), for \(s = 1, 2, \ldots, k - 1\) respectively. And \(I^{(0)} = \{1, 2, \ldots, m_0\}\).

Now we introduce the total difference operator for notation simplicity.
Definition 1.1 (total difference operator). Let \( G^i = (0_{(i-1) \times (m-i)}, \tilde{I}_{(i-1) \times 1}, -I_{(i-1) \times (i-1)}) \). The total difference operator of order \( m \) is defined by

\[
D^m = \begin{bmatrix}
    (G^m)^T, (G^{m-1})^T, \ldots, (G^2)^T
\end{bmatrix}^T.
\]

Let

\[
D = \{ D^mX \mid X \in \mathbb{R}^{m \times n} \},
\]

\( D^m \) is a linear operator from \( \mathbb{R}^{m \times n} \) to \( D \). Moreover, for any \( Y \in \mathbb{R}^{(m - 1) \times m} \), \( Y \) belongs to \( D \) if and only if \( HY = 0 \), where \( H = (D^{m-1}, I) \).

For simplicity, we take \( D = D^m \) unless otherwise stated. Then, by the definition of \( I(s) \) and \( D \), we define the index set \( P^{(0)} \) representing the difference of two rows from the same cluster:

\[
P^{(0)} = \{(i - 1)(m - 1) + (j - i) \mid i, j \in I(s), 0 \leq s \leq k - 1\},
\]

and the index set

\[
P^{(1)} = \{(i - 1)(m - 1) + (j - i) \mid i \in I(s), j \in I(l), s < l\}
\]

representing the row indexes of \( DX \) which correspond to the difference of two rows from different clusters. Besides, \( \text{sign}(x) \) denotes the signum function of a real number \( x \):

\[
\text{sign}(x) = \begin{cases} 
-1 & \text{if } x < 0, \\
0 & \text{if } x = 0, \\
1 & \text{if } x > 0.
\end{cases}
\]

2. Main results. Consider \( k \) clusters in \( \mathbb{R}^n \), denoted by \( S^{(s)}, s = 0, 1, \ldots, k - 1 \). Let \( A \in \mathbb{R}^{m \times n} \) denote the data matrix whose rows are arbitrarily chosen from these \( k \) clusters.

Definition 2.1 (exact clustering property). A matrix \( X \in \mathbb{R}^{m \times n} \) is said to have exact clustering property, if it satisfies

\[
\begin{cases}
    X_i = X_j, & \text{if } A_i, A_j \in S^{(s)}, \\
    X_i \neq X_j, & \text{otherwise},
\end{cases}
\]

for any \( 1 \leq i \neq j \leq m \) and \( s = 0, 1, \ldots, k - 1 \).

Clearly, given a matrix \( X \) with exact clustering property, one can correctly group the rows of \( X \) into \( k \) clusters, by putting the rows with same value into one group, i.e., given a data matrix \( A \), a convex model will exactly recover the clusters from \( A \) if its minimizer has exact clustering property. Recall that the model (13) reads

\[
\hat{X} = \arg\min_X \|A - X\|^2_F + c \sum_{i < j} e^{-r\|A_i - A_j\|^2_2} \|X_i - X_j\|_1.
\]
2.1. Clustering data with \(k\) clusters. Before presenting the main results for the data with \(k(\geq 2)\) clusters, we first discuss it in the 2-cluster setting for illustrating the main idea.

Theorem 2.2 (Exact clustering for 2 clusters). Let \(A \in \mathbb{R}^{m \times n}\) be a data matrix whose rows are arbitrarily sampled from two sets \(S^{(0)}, S^{(1)} \subset \mathbb{R}^n\). Suppose that \(S^{(0)}\) and \(S^{(1)}\) satisfy the following separation condition:

\[
\text{dist}(S^{(0)}, S^{(1)}) > \max\{\text{dia}(S^{(0)}), \text{dia}(S^{(1)})\}.
\]

Then, there exist some constants \(c, r > 0\) such that the minimizer \(\hat{X}\) of (17) has exact clustering property (16), i.e. for any \(1 \leq i \neq j \leq m,
\[
\begin{cases}
\hat{X}_i = \hat{X}_j, & \text{if } \{A_i, A_j\} \subset S^{(s)} \text{ for } 0 \leq s \leq 1, \\
\hat{X}_i \neq \hat{X}_j, & \text{otherwise}.
\end{cases}
\]

Remark 2.3. Clearly, in the 2-cluster setting, our exact clustering condition (18) is much less restrictive than the condition (7) for model (3).

Remark 2.4 (Range of feasible parameters for 2-cluster). As shown in the proofs of Theorem 2.2, the model (17) guarantees exact clustering, if two parameters \(c, r\) are chosen such that

\[
r \geq \max_{0 \leq i \leq 1} \ln \left(4 \frac{m - m_i}{m_i} \right) (d^2 - l_i^2)^{-1},
\]

where

\[
d = \text{dist}(S^{(0)}, S^{(1)}) \quad \text{and} \quad l_i = \text{dia}(S^{(i)}),
\]

and

\[
\kappa(r) \leq c \leq \bar{\pi}(r).
\]

The upper bound \(\bar{\pi}(r)\) of \(c\) is given by

\[
\min_{p \in P^{(1)}} \left\{ \min_{q \in \mathcal{Q}} \frac{2|\tau_q|}{m|\rho - \gamma_p|}, \min_{q \in \mathcal{Q}} \frac{2|\tau_q|}{m\rho} \right\},
\]

and the lower bound \(\kappa(r)\) of \(c\) is given by

\[
\max_{0 \leq i \leq 1, p \in P^{(0)}} \left\{ \frac{\epsilon_i \text{dia}(S^{(i)})}{\gamma_p - 4(m-m_i) \frac{m m_i}{m_i}} \right\},
\]

where \(\tau_q = \frac{1}{m m_1} \sum_{i \in P^{(1)}} (DA)_{iq}, \epsilon_i = \frac{8(m-m_i)(m_i-1) + 4m_i^2}{m_m^2}, \mathcal{Q} = \{q|\tau_q \neq 0\} \) and \(\rho = \frac{\sum_{i \in P^{(1)}} \gamma_i}{m m_1}\).

From the explicit form of \(\bar{\pi}(r)\) and \(\kappa(r)\), the length of feasible interval \(\Delta \kappa(r) = \bar{\pi}(r) - \kappa(r)\) has the property that \(\lim_{r \to +\infty} \Delta \kappa(r) = +\infty\). See more details in Appendix A.2. Thus, the range of proper parameters is wide, as long as \(r\) is chosen sufficiently large.

The results in the 2-cluster setting cannot be applied to the data with \(k(\geq 3)\) clusters. The main difference is that when there are 3 or more clusters, there is a hidden constraint among different clusters. Taking 3 clusters in one-dimensional as an example, denote \(\hat{x}_i\) as the mean
value of cluster $S^{(i)}$, for $i = 0, 1, 2$. Considering the mean value difference between clusters as

$$
\hat{y}^{(i,j)} = \bar{x}_i - \bar{x}_j,
$$

they satisfy

$$
(19) \quad \hat{y}^{(0,1)} + \hat{y}^{(1,2)} = \hat{y}^{(0,2)}.
$$

See Figure 1 for illustration.

With additional mild conditions on cluster centers, we can have the similar result for the data with $k (\geq 3)$ clusters. Let $m_i$ and $A^{(i)}_c$ denote the size and the mean value of cluster $S^{(i)}$, respectively, i.e. $m_i = \sum_{x \in S^{(i)}} 1$ and $A^{(i)}_c = \frac{1}{m_i} \sum_{x \in S^{(i)}} x$. Then, we have

**Theorem 2.5 (Exact clustering for $k$ clusters).** Let $A \in \mathbb{R}^{m \times n}$ be a data matrix whose rows are arbitrarily sampled from $k$ sets \{S^{(i)}\}_{i=0}^{k-1} \subset \mathbb{R}^n$. Suppose that the cluster means \{A^{(i)}_c\}_{i=0}^{k-1} are distinct in all dimensions, i.e. $(A^{(i)}_c)_p \neq (A^{(j)}_c)_p$ for all $1 \leq p \leq n$ and $0 \leq i < j \leq k - 1$. Suppose that \{S^{(i)}\}_{i=0}^{k-1} satisfy the following separation condition:

$$
(20) \min_{i \neq j} \text{dist}(S^{(i)}, S^{(j)}) > \max_{0 \leq s \leq k-1} \text{dia}(S^{(s)}).
$$

Then, there exist $c, r > 0$ such that the minimizer $\hat{X}$ of (17) has exact clustering property.

**Remark 2.6 (Range of feasible parameters).** As shown in the proofs of Theorem 2.5, the model (17) guarantees exact clustering, if two parameters $c, r$ are chosen such that

$$
r \geq \max_{0 \leq s \leq k-1} \ln \left(4 \frac{m - m_i}{m_i} \right) \left(d^2 - l_i^2\right)^{-1},
$$

where

$$
d = \max_{i \neq j} \text{dist}(S^{(i)}, S^{(j)}) \quad \text{and} \quad l_i = \text{dia}(S^{(i)}),
$$

and

$$
\kappa'(r) \leq c \leq \kappa'(r).
$$

The upper and lower bound of $c$ is similar as 2-cluster case, where

$$
\kappa'(r) = \min_{s < l, 1 \leq q \leq n} \left\{ \frac{|\gamma^{s,l}_q|}{3m \max_{j \in \mathcal{P}(1)} |\gamma^{s,l}_j|} \right\}
$$
and

$$\kappa'(r) = \max_{0 \leq i \leq k-1, p \in \mathcal{P}(0)} \left\{ \frac{\varepsilon_i \text{dia}(S^{(i)})}{\gamma_p - \frac{4(m^2 - m_i)}{m} \max_j (\gamma_j)} \right\}$$

It is also easy to show that the feasible interval of $c$, $[\kappa'(r), \kappa'(r)]$ has the property that $\lim_{r \to +\infty} \kappa'(r) - \kappa'(r) = +\infty$; see more details in Appendix A.3.

2.2. Clustering data drawn from stochastic distributions. The results in Theorem 2.5 can also be applied to the data drawn from specific stochastic distributions. For example, consider the data drawn from stochastic ball model as below.

Definition 2.7 ((B, $\mu$, m)-stochastic ball model). Let $\{\mu_i\}_{i=1}^s$ be ball centers in $\mathbb{R}^n$. For each $i$, draw i.i.d. vectors $\{r_{i,j}\}_{j=1}^{m/s}$ from some rotation-invariant distribution $\mathcal{B}$ supported on the unit ball. The points from cluster $i$ are then taken to be $x_{i,j} = r_{i,j} + \mu_i$.

Then, we have

Theorem 2.8. Let $A \in \mathbb{R}^{m \times n}$ be a data matrix drawn from stochastic ball model. Suppose that the ball centers $\mu_i(0 \leq i \leq k-1)$ satisfy the separation condition $\min_{i \neq j} \|\mu_i - \mu_j\| \geq 4$, there exist $c, r > 0$ such that the minimizer $\hat{X}$ of (17) has exact clustering property (16).

Proof. Since the marginal distribution of $r_{i,j}$ in each dimension is continuous with non-zero variance, the sample means inside each cluster are distinct with probability 1 and the sufficient condition on exact recovery of model (17) becomes $\min_{i \neq j} \|\mu_i - \mu_j\| \geq 4$.

Different from the exact clustering condition of k-means LP relaxation in [2], the exact clustering condition of the TV relating model (17) does not impose any assumption on sample size and distribution shape. Such a condition allows it can be extended to the data drawn from other stochastic distributions. For example, data drawn from mixture of Gaussian.

Definition 2.9 (($\omega$, $\mu$, $\Sigma$)-mixture of Gaussian model). A mixture of $k$ Gaussian distributions is a distribution in which each sample is drawn from $\mathcal{N}(\mu_i, \Sigma_i)$ with probability $\omega_i$, where $\sum_i \omega_i = 1$.

Then, we have

Theorem 2.10. Let $A \in \mathbb{R}^{m \times n}$ be a data matrix whose rows are arbitrarily sampled from mixture of ($\omega$, $\mu$, $\Sigma$)-mixture of Gaussian model with $\mu_i(0 \leq i \leq k-1)$ distinct in each dimension. Suppose the separation condition is

$$\min_{i \neq j} \|\mu_i - \mu_j\|_2 > \max_{i \neq j} \left( \|\Sigma_{i,j}\|^{1/2} \sqrt{12 \log m} + (12 \log m)^{1/4} \|\Sigma_{i,j}\|^{1/2} F \right)$$

$$+ \max_i \sqrt{\text{Tr}(\Sigma_i) + \|\Sigma_i\| F \sqrt{12 \log m} + 6 \|\Sigma_i\| \log m},$$

where $\Sigma_{i,j} = \Sigma_i + \Sigma_j$. Then there exist some constants $c, r > 0$ such that the minimizer $\hat{X}$ of (17) has exact clustering property with probability larger than $1 - 3/m$.

Remark 2.11. Denote $\sigma_{\max} = \max_i \|\Sigma_i\|^{1/2}$. The separation condition on exact recovery of mixture of $k$ spherical Gaussian distribution becomes $\Omega(\sigma_{\max} \sqrt{n})$.

In order to eliminate the effect of dimension $n$, partition the sample matrix $A$ uniformly into two submatrices $A_1 \in \mathbb{R}^{m/2 \times n}$ and $A_2 \in \mathbb{R}^{m/2 \times n}$. Apply weighted convex model (17) to $P_{A_1}(A_2)$ and $P_{A_2}(A_1)$, where $P_X$ is a rank-$k$ projection of matrix $X$, i.e. for any other matrix.
Y of rank at most k, we have \(\|X - P_X X\| \leq \|X - Y\|\). By the similar arguments as in [1], the clusters can be recovered with high probability provided with the separation condition 
\(\Omega(\sigma_{\text{max}} \frac{1}{\sqrt{\omega_{\text{min}}}} + \sqrt{k \log m})\) and \(\omega_{\text{min}} = \min_i \omega_k\). The condition is not more restrictive than the existing separation condition of Gaussian mixture model; see [20, 3].

2.3. Connections to other related works on convex clustering. TV-based convex model with sum-of-\(\ell_2\)-norm (4) is studied in [29]. However, the exact clustering condition established in [29] is very restrictive and limited. It says that when the data contains only two clusters, it can be exactly clustered by the convex model (4) provided that the condition (7) is satisfied. It can be seen that the condition (7) requires the intra-class distance is at least three times of the inner-class distance, and it increases when the size ratio of two classes increases. In contrast, the paper proposed another type TV-based convex model with weighted sum-of-\(\ell_1\)-norm (17). It is shown in this paper that the exact clustering condition (18) for the model (17) is much weaker than the condition (7). Not only the ratio between intra-class distance and inner-class distance is reduced from 3 to 1, but also it is independent to cluster sizes. Furthermore, we also established the exact clustering condition for the data with \(k \geq 3\) clusters, which requires all inner-class distances is smaller than any intra-class distance and cluster centers are distinct along each dimension.

Moreover, the exact clustering condition (20) is also less restricted than that for many existing clustering methods. Particularly, it is independent of cluster size and the number of clusters, which makes it very attractive in terms of scalability and un-balanced data sets. In the next, we give a more detailed discussion on exact clustering conditions of other convex relaxation of \(k\)-means method.

The exact clustering condition for LP-based and SLP-based convex relaxations are established in probability context, i.e., exact clustering with an overwhelming probability. In [2, 17], the input data matrix \(A\) is sampled from the stochastic ball model, see 2.7. Using notation (11), our exact clustering condition in Theorem 2.8 can be rewritten as

\[(21) \quad \Delta \geq 4.\]

In contrast, It is shown in [2] that the \(k\)-means LP can do exact clustering with high probability in the regime \(\Delta \geq 4\), only when all clusters of of same size. Such a condition makes its applicability much more limited than ours, as ours is applicable to the clusters with different sizes. Another exact clustering condition in probability context is also given in [2] for the regime \(\Delta > 2\sqrt{2(1 + \sqrt{1/n})}\). This condition is dependent on feature dimension and is weaker than condition (21) when the feature dimension is small.

It is shown in [17] that the \(k\)-means SDP relaxation (10) can exactly recovers the planted clusters in stochastic ball model with high probability, provided the condition (12) is satisfied. This conditions is slightly weaker than the condition (21) for certain cases. However, when the maximal distance between centers is large and feature dimension is small, i.e. \(\text{Cond}(\mu)\) is large while \(n\) is small, the condition in [17] will be weaker than condition (21). In addition, the exact clustering condition (12) is dependent of the number of clusters (12), while our condition (21) is independent of the cluster number \(k\), which makes it more scalable.

In short, for the LP and SDP based convex cluster models, the condition for exact clustering with high probability established is applicable to the data set with high feature dimension
and sufficiently large sample sizes. It is also dependent on the number of clusters and cluster sizes. In contrast, the condition (20) for the proposed weighted TV convex model does not impose any statistical properties of the data, and is independent of cluster sizes and number of clusters. Therefore, in terms of theoretical soundness, the weighted TV convex model is more appealing to the data set with unbalanced cluster size or with many clusters. At last, the proposed weighted TV convex model can be applied to the data drawn from mixture of Gaussians, which is not applicable to LP and SDP based approaches.

2.4. Numerical solver and clustering procedure. The problem (17) is a strictly convex problem with at most one local minimiser which is also global minimizer. There are many efficient numerical solvers for solve (17), e.g. the ADMM method [8] and the AMA method [9]. In this paper, we use the ADMM method to solve (17). Define the augmented lagrangian function as

\[ L_\nu(X, Z, \Lambda) = \frac{1}{2} \| A - X \|^2_F + c \sum_{l \in \varepsilon} \omega_l \| Z_l \|_1 + \sum_{l \in \varepsilon} \langle A_l, Z_l - X_l + X_{l2} \rangle + \frac{\nu}{2} \sum_{l \in \varepsilon} \| Z_l - X_{l1} + X_{l2} \|^2_F, \]

where \( l = (l_1, l_2) \) with \( l_1 < l_2 \), and \( \varepsilon = \{ l = (l_1, l_2) : \omega_l > 0 \} \) is the index set corresponding to non-zero weights. See Algorithm 1 for the outline of the algorithm. The algorithm stops when iteration increment is less than \( 10^{-4} \). Once we obtain the solution \( \hat{X} \) to (17) via Algorithm 1, the clusters are constructed using \( \hat{X} \) as the replacements of the original ones. Two observations, \( \hat{X}_i, \hat{X}_j \), belong to the same cluster, as long as \( \| \hat{X}_i - \hat{X}_j \|^2_F \) is below a pre-defined threshold (e.g. \( 10^{-8} \)). As the number of clusters monotonically decreases when the value of regularization parameter \( c \) increases [14], the number of the clusters is set by using different values of \( c \).

3. Experiments. In this section, the performance of the weighted TV convex clustering model 17 is evaluated in both synthesized and real data sets.

---

1For efficiency, the implementation only uses weights on the distances of each points and its \( s(=5) \) nearest neighbors.
3.1. Experimental evaluation on synthesized data. In this section, the performance of the model (17) is evaluated when it is used on the synthesized datasets that do not satisfy the exact clustering condition stated in Theorem 2.2 and Theorem 2.5. As model (17) can be viewed as a convex relaxation of the k-means method, we focus on the comparison between the model (17) and two popular implementations of the k-means method, namely Lloyd’s algorithm and k-means++.

3.1.1. Clustering data drawn from mixture of Gaussian. Dataset of Mixture of Gaussians is generated by randomly sampling several multivariate normal distributions (MVN) $\mathcal{N}(\mu_i, \sigma^2 I_{n \times n})$, where $\mu_i$ denotes the mean and $\sigma^2$ denotes the variance. In this experiments, the dimension of points $n$ is 100 and the dataset size $m$ is 30. Three clusters corresponding to different distributions with the same cluster size are generated with $\tilde{\mu}_1 = 0 I_n$, $\tilde{\mu}_2 = 3 I_n$, $\tilde{\mu}_3 = -3 I_n$, where $I_n$ denotes the all-ones vector. Two values of variance are tested: $\sigma = 1, 2$. The parameter $r$ is set to $r = 0.02(2\sigma^2 + 5\sigma)$. See Figure 2 for the average Rand index over 100 runs. It can be seen that model (17) are slightly better in terms of accuracy and noticeably more stable than two k-means algorithms.

Clustering non-convex clusters. In this experiment, the performance of the proposed model is evaluated on a classic two-body non-convex clustering problem: two embedded circle clusters [27]. See Figure 3(a) for the visualization of such two clusters. It is well-known that the k-means methods do not perform well on such a dataset, as it is about minimizing the cluster variances (see e.g. [28]. The dataset is generated as follows. One cluster (blue points) is given by randomly sampling 250 points from a 2-dimensional MVN $\mathcal{N}(0, I_{2 \times 2})$ under Cartesian coordinate system. The other cluster (red points) is generated by randomly sampling 250
Table 1: Rand indexes on clustering non-convex clusters

| Method       | Lloyd’s alg. | k-means++  | Model (17) |
|--------------|--------------|------------|------------|
| Mean         | 0.517        | 0.491      | 0.996      |
| SD           | 0.012        | 0.010      | 0          |

points under polar coordinate system, in which radials follow normal distribution $\mathcal{N}(5, 0.25^2)$ and angulars follow uniform distribution $\mathcal{U}(0, 2\pi)$.

As the $k$-means method is sensitive to initialization, the mean and standard deviation (SD) of the two $k$-means methods are reported over 100 randomly chosen initializations. In the experiment, we repeated $k$-means algorithm 100 times, and calculated the mean and standard deviation (SD) of all Rand index. See Table 1 for the comparisons among three methods, and see Figure 3 for the illustration of one instance. The result from the model (17) is much better than that from two $k$-means algorithms.

3.2. Experimental evaluation on real data. In this section, we compared the clustering performance of model (17) with several other methods on several real data sets. The methods for comparison include two $k$-means algorithm: (1) Lloyd’s $k$-means algorithm, (2) $k$-means++, and two hierarchical algorithms: (3) hierarchical single linkage (HC(Sin)), and (4) hierarchical average linkage (HC(Ave)). Through the experiments, the so-called Rand index is used to evaluate clustering performance; see [15] for more details. It ranges between 0 and 1, and larger Rand index implies better agreement with the true clusters. The results from Model (17) and two linkage methods are reported from a single pass, and the results from two $k$-means algorithms are reported by taking the average of the outcomes over 100 tests (each test takes the largest Rand index over 10 randomly chosen initializations).

Four datasets, from UCI machine learning repository [22, 26] are tested in the experiments
1. ”Iris”: a classic testing dataset for statistical classification, which contains 3 clusters with average 50 instances in $\mathbb{R}^4$ each, where each cluster refers to a type of iris plant.
2. ”AR face”: it contains 2 clusters (male and female), each cluster contains about 2,000 color images corresponding to 126 people’s faces. For computationally efficiency, each image is projected to a vector of length 100 by random matrix projection. The Rand index corresponding to AR face dataset is reported by taking the average of the outcomes over 50 tests (300 images are randomly drawn from each cluster for each test)
3. ”Libras movement”: it contains 15 classes of 24 instances in $\mathbb{R}^{90}$ each, where each class references to a hand movement type in Libras.
4. ”Leaf”: it contains 36 clusters with average 10 instances in $\mathbb{R}^{14}$ each, where each cluster refers to one kind of leaf specimen.

See Figure 4–Figure 5 for the comparison of Rand indexes of the five methods. It can be seen that, in general, Model (17) is the top performer among all compared methods, and its performance is consistent on different datasets with different characters. Particularly, it significantly outperforms the others on AR dataset, which has much larger cluster size and much higher dimension than the others. It indicates that the convex relaxation (17) of $k$-means method has its advantages when processing the high-dimensional dataset with large
cluster size, which is known to be challenging for $k$-means algorithms (see e.g. [12]).

4. Conclusion. This paper revisited TV based convex clustering by examining a weighted sum-of-$\ell_1$-norm relating convex model for data clustering. The theoretical analysis on its exact clustering property goes beyond the existing ones to be applicable to the data with arbitrary number of clusters. Also, the separation condition on data for exact clustering guarantee is much shaper than that of the existing TV based convex clustering, and is also less restrictive than that for other convex clustering techniques, in terms of scalability and size ratios of clusters. The experiments on real datasets also showed better performance of the proposed convex model over standard methods. The studies presented in this paper provide important
Figure 4: Comparison of Rand indexes among different methods on "iris" dataset and "AR" face dataset.

Figure 5: Comparison of Rand indexes among different methods on "Libras movement" dataset and "leafs" dataset

insights and solid theoretical foundations for further development and studies of novel convex clustering methods.
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Appendix A. Proof of Theorems 2.2 and 2.5. The proofs of Theorems 2.2 and 2.5 both take three main steps: (1) we derive an equivalent optimization problem of Model (17) which is easier to be analysed owing to the variables separation inside $\ell_1$ norm; (2) the dual problem of the optimization is studied by constructing a dual pair for $k = 2$ and $k \geq 3$ separately such that the minimizer of the optimization problem has some special properties; (3) based on the special properties derived in the previous step, we prove that the minimizer of (17) has exact clustering property.
A.1. Model equivalence and dual problem. Before proceeding, we consider the column-centered version of $A$, denoted by $\tilde{A}$, which is defined as

\begin{equation}
\tilde{A} = A - C,
\end{equation}

where $j$th column of $C$ is a constant vector with value $\frac{1}{m} \sum_{i=1}^{m} A_{ij}$. It can be seen that the mean of each column of $\tilde{A}$ is zero.

First of all, we prove that Model (17) taking $A$ as input is equivalent to Model (17) taking $\tilde{A}$.

Lemma A.1. Let $A \in \mathbb{R}^{m \times n}$ be a data matrix whose rows are arbitrarily sampled from $k$ sets $S^{(s)}$ ($0 \leq s \leq k - 1$). Let $\tilde{A}$ denote its column-centered version defined by (22). Then the minimizer of the model (17) has exact clustering property if and only if the minimizer of the following optimization problem

\begin{equation}
\min_{\tilde{X}} \|A - \tilde{X}\|_F^2 + \sum_{j=2}^{m} \sum_{i<j} c e^{-r \|A_i - \tilde{A}_i\|_2^2} \|\tilde{X}_i - \tilde{X}_j\|_1
\end{equation}

also has exact clustering property.

Proof. Suppose $\hat{X}$ is the minimizer of Problem (23), then for any $X \in \mathbb{R}^{m \times n}$, we have

\begin{align*}
&\|A - X\|_F^2 + \sum_{i<j} c e^{-r \|A_i - \tilde{A}_i\|_2^2} \|X_i - X_j\|_1 \\
= &\|A - C - (X - C)\|_F^2 + \sum_{j=2}^{m} \sum_{i<j} c e^{-r \|A_i - (A_i - C_i)\|_2^2} \|X_i - C_i - (X_j - C_j)\|_1 \\
= &\|\tilde{A} - (X - C)\|_F^2 + \sum_{j=2}^{m} \sum_{i<j} c e^{-r \|\tilde{A}_i - \tilde{A}_j\|_2^2} \|\tilde{X}_i - C_i - (X_j - C_j)\|_1 \\
\geq &\|\tilde{A} - \hat{X}\|_F^2 + \sum_{j=2}^{m} \sum_{i<j} c e^{-r \|\tilde{A}_i - \tilde{A}_j\|_2^2} \|\hat{X}_i - \hat{X}_j\|_1 \\
= &\|A - (\hat{X} + C)\|_F^2 + \sum_{j=2}^{m} \sum_{i<j} c e^{-r \|A_i - \tilde{A}_j\|_2^2} \|\hat{X}_i + C_i - (\hat{X}_j + C_j)\|_1.
\end{align*}

Thus, we have $\hat{X} + C$ as the minimizer of Problem (17). Similarly, if $\hat{X}$ is a minimizer of Problem (17), then $\hat{X} - C$ is the minimizer of Problem (23). Furthermore, suppose $\hat{X}$ is the minimizer of Problem (23), and it has exact clustering property, then $\hat{X}_i - \hat{X}_j = \hat{X}_i - C_i - (\hat{X}_j - C_j)$ implies that the minimizer of Problem (17) has exact clustering property as well. Similarly, if the minimizer of Problem (17) has exact clustering property, then the minimizer of Problem (23) also has exact clustering property.

Therefore, in the remaining of this paper, we will assume that $A$ is column-centred such that the mean of each column of $A$ is zero.

For convenience, set $B = DA$. Using the same arguments as [29, Lemma 1, Lemma 2], we have
Lemma A.2. Given any column centered-matrix $A$, $\hat{X}$ is minimizer of Problem (17), if and only if $DX$ is the minimizer of the following problem,

$$
\hat{Y} = \arg\min_{Y \in \mathcal{D}} \frac{1}{m} \|B - Y\|_F^2 + c \sum_{i=1}^{(n)} \gamma_i \|Y_i\|_1,
$$

where $\gamma_i = \exp(-r\|\text{DA}_i\|_2^2)$, and $\mathcal{D}$ is the range space of $D$ defined by $\mathcal{D} = \{DX \mid X \in \mathbb{R}^{m \times n}\}$.

The problem (17) is now simplified as the entries in sum-of-$\ell_1$-norm separable. To tackle the technical challenges raised by the introduced constraint $Y \in \mathcal{D}$, we consider the dual problem of (24). By standard arguments in convex analysis [5, Page 301], The variable pair $\{\hat{Y}, \hat{\Lambda}\}$ is an optimal primal-dual pair if and only if

$$
\hat{Y}_i = \arg\min_{Y^T_i \in \mathbb{R}^n} \frac{1}{m} \|B_i - Y_i\|_2^2 + c\gamma_i \|Y_i\|_1 - Y_i \Lambda^T_i,
$$

subject to $Y \in \mathcal{D}$, $\Lambda^T \in \mathcal{D}^\perp$, where $\mathcal{D}^\perp$ denotes the orthogonal complement of $\mathcal{D}$. Hence, to prove $\hat{X}$ of having exact clustering property, it suffices to find some dual parameter $\hat{\Lambda}^T \in \mathcal{D}^\perp$, such that the corresponding primal minimizer $\hat{Y} \in \mathcal{D}$ has the following form,

$$
\hat{Y}_p = \begin{cases} 
\vec{0}, & \text{if } p \in \mathcal{P}(0), \\
\vec{e}^{s,l}, & \text{if } p \in \mathcal{P}^{(s,l)},
\end{cases}
$$

where $(\vec{e}^{s,l})^T \in \mathbb{R}^n$ is some non-zero constant vector. The index set $\mathcal{P}(0)$ is defined in (14) and (15) represents the row indexes of $DX$ which are corresponding to the differences of two rows from different clusters $S^{(s)}$ and $S^{(l)}$, where $0 \leq s < l \leq k - 1$. $\mathcal{P}^{(1)} = \cup_{i<j} \mathcal{P}^{(i,j)}$ defined in (15) is the index set of all differences from distinct clusters.

A.2. Proof of Theorem 2.2. First of all, we show some sufficient condition for primal-dual solver.

Theorem A.3 (sufficient condition for 2-cluster). Assume $c, r \in \mathbb{R}^+$ and $\hat{\Lambda}^T \in \mathcal{D}^\perp$. $\vec{e}^T \in \mathbb{R}^n$ is some nonzero column vector. $\mathcal{P}(0)$ and $\mathcal{P}^{(1)}$ are defined in (14) and (15).

Suppose for $p \in \mathcal{P}^{(1)}$, $\Lambda_{pq}$ satisfies

$$
\begin{align}
(28a) \quad & c\gamma_p \leq \frac{2}{m} \left| B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right|, \\
(28b) \quad & \left( B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right) - \frac{mc\gamma_p}{2} \text{sign} \left( B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right) = \vec{e}_q,
\end{align}
$$

and for $p \in \mathcal{P}(0)$, we have

$$
(29) \quad c\gamma_p > \frac{2}{m} \left| B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right|,
$$

$\hat{\Lambda}$ is the optimal dual variable in (25), and $\hat{Y}$ can be derived respectively. Together with the fact that $\hat{Y} = DX$, $\hat{X}$ satisfies the exact clustering property.
Proof. If \( \hat{\Lambda} \) is the optimal dual variable in (25), the optimal primal variable \( \hat{Y} \) can be derived as

\[
\hat{Y}_{pq} = \left( B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right) - \frac{mc}{2} \gamma_{pq} \text{sign} \left( B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \right),
\]

if \( c_{\gamma_{pq}} \leq \frac{2}{m} |B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq}| \) and \( \hat{Y}_{pq} = 0 \) otherwise, for \( p = 1, \ldots, \binom{m}{2} \) and \( q = 1, \ldots, n \).

By the conditions (28a)–(28b) and (29), we can see that

\[
\hat{Y}_{p} = \begin{cases} \vec{0}, & \text{if } p \in \mathcal{P}(0), \\ \vec{e}, & \text{if } p \in \mathcal{P}(1), \end{cases}
\]

which meets the primal minimizer form in (26). Therefore, (\( \hat{Y}, \hat{\Lambda} \)) is the optimal primal-dual pair in (25).

Under the sufficient condition in Theorem A.3, we have \( \hat{X} \) has exact clustering property with

\[
\hat{X}_{i,j} = \begin{cases} \frac{m_{1}}{m_{0}+m_{1}} \vec{e}_{j}, & i \in \mathcal{I}(0), \\ \frac{m_{0}}{m_{0}+m_{1}} \vec{e}_{j}, & i \in \mathcal{I}(1). \end{cases}
\]

We explicitly construct the optimal primal and dual pair (\( \hat{Y}, \hat{\Lambda} \)) of Model (24). The sufficient conditions can be further simplified by Lemmas A.4 and A.5. Before further relaxation of the conditions, we introduce some notations for simplicity. Here we define

\[
\begin{align*}
\epsilon_{i} &= \frac{8m_{1} - m_{0} (m_{1})^{2}}{m_{0} m_{1}} \\
\mu_{pq} &= B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq} \\
\tau_{q} &= \frac{1}{m_{0} m_{1}} \sum_{i \in \mathcal{P}(1)} B_{iq} \\
\rho &= \frac{1}{m_{0} m_{1}} \sum_{i \in \mathcal{P}(1)} \gamma_{i}
\end{align*}
\]

where \( 1 \leq p \leq \binom{m}{2} \) and \( 1 \leq q \leq n \).

Lemma A.4. Denote \( Q = \{ q | \tau_{q} = 0, 1 \leq q \leq n \} \). Suppose there exist \( c, r \in \mathbb{R}^{+} \) such that

\[
|\tau_{q}| > \max_{p \in \mathcal{P}(1)} \left| \frac{mc}{2} (\rho - \gamma_{p}) \right|,
\]

and

\[
\frac{2|\tau_{q}|}{m \rho} > c,
\]

for any \( q \notin Q \). Then there exist proper \( \hat{\Lambda}_{pq} \) \((p \in \mathcal{P}(1), 1 \leq q \leq n) \) to meet the condition (28a) and (28b).

Proof. Since the variable \( \vec{e}_{q} \) is a constant independent from \( p \), summing both sides of (28b) for \( p \in \mathcal{P}(1) \), we have

\[
\mu_{pq} = \tau_{q} + \frac{m}{2m_{1} m_{0}} \sum_{i \in \mathcal{P}(1)} \hat{\Lambda}_{iq} - \frac{mc}{2} \left[ \frac{1}{m_{0} m_{1}} \sum_{i \in \mathcal{P}(1)} \gamma_{i} \text{sign} (\mu_{iq}) - \gamma_{p} \text{sign} (\mu_{pq}) \right].
\]
Notice that $\hat{\Lambda}^T \in D^\perp$, we have $\sum_{i \in \mathcal{P}} \hat{\Lambda}_{iq} = 0$. Then, the equality (35) can be further simplified as

$$\mu_{pq} = \tau_q - \frac{mc}{2} \left[ \frac{1}{m_0m_1} \sum_{i \in \mathcal{P}} \gamma_i \text{sign}(\mu_{iq}) - \gamma_p \text{sign}(\mu_{pq}) \right].$$

When $q \notin \mathcal{Q}$, if there exist $c, r \in \mathbb{R}^+$ such that

$$|\tau_q| > \max_p \left| \frac{mc}{2} (\rho - \gamma_p) \right|,$$

it is easy to see that $\text{sign}(\mu_{pq}) = \text{sign}(\tau_q)$, and (36) holds with

$$\hat{\Lambda}_{pq} = \frac{2}{m} (\tau_q - B_{pq}) - c(\rho - \gamma_p) \text{sign}(\tau_q).$$

If $q \in \mathcal{Q}$, the inequality (36) holds by choosing

$$\hat{\Lambda}_{pq} = -\frac{2}{m} B_{pq}.$$

Therefore, Whenever $\tau_q = 0$ or not, $\hat{\Lambda}_{pq}$ can be written in the form of (37).

Substituting (37) into (28b), we will have

$$\tilde{e}_q = \tau_q - \frac{mcp}{2} \text{sign}(\tau_q),$$

which is independent from index $p$. In other words, the inequality (33) implies (28b).

Secondly, provided that the inequality (33) holds true, we have

$$\mu_{pq} = \tau_q - \frac{mc}{2} (\rho - \gamma_p) \text{sign}(\tau_q).$$

Then, replacing the term $\mu_{pq}$ in (28a) by (39) gives

$$c\gamma_p \leq \frac{2}{m} \left| \tau_q - \frac{mc}{2} (\rho - \gamma_p) \text{sign}(\tau_q) \right|,$$

for any $p \in \mathcal{P}^{(1)}$ and $q \in \mathcal{Q}$.

If

$$\frac{2|\tau_q|}{m \rho} > c,$$

we have

$$c\gamma_p \leq \frac{2}{m} |\tau_q| + c\gamma_p - c\rho \leq \frac{2}{m} \left| \tau_q \right| - \frac{mc}{2} (\rho - \gamma_p) = \frac{2}{m} \left| \tau_q \right| - \frac{mc}{2} (\rho - \gamma_p) \text{sign}(\tau_q).$$

Thus (33) and (34) imply (28a) and (28b).
Lemma A.5. Assume \( \{\tilde{\Lambda}_{pq}\}_{p \in \mathcal{P}(1), 1 \leq q \leq n} \) satisfies (28a) and (28b). If
\[
|\mu_{pq}| \leq \max_{0 \leq i \leq 1} \left[ \frac{m c \text{dia}(\mathcal{S}(i))}{2} + \frac{2 c m_{m_1-i}}{m_i} \max_{j \in \mathcal{P}(1)} \gamma_j \right]
\]
for any \( p \in \mathcal{P}(0) \). Then there exist \( c, r \in \mathbb{R}^+ \) and \( \tilde{\Lambda} \in \mathcal{D}^\perp \) satisfying Condition (29).

Proof. We will establish that if \( \{\tilde{\Lambda}_{pq}\}_{p \in \mathcal{P}(1)} \) satisfies (28a) and (28b), then there exists \( \{\tilde{\Lambda}_{pq}\}_{p \in \mathcal{P}(0)} \), such that \( \tilde{\Lambda} \) belongs to \( \mathcal{D}^\perp \), and
\[
|\mu_{pq}| \leq \max_{0 \leq i \leq 1} \left[ \frac{m c \text{dia}(\mathcal{S}(i))}{2} + \frac{2 c m_{m_1-i}}{m_i} \max_{j \in \mathcal{P}(1)} \gamma_j \right]
\]
for any \( p \in \mathcal{P}(0) \). Combined (41) with Condition (40), we can easily get the conclusion.

Now we focus on constructing \( \tilde{\Lambda} \in \mathcal{D}^\perp \) to meet (41).

Since \( Y \in \mathcal{D} \) if and only if \( HY = 0 \), \( \mathcal{D}^\perp \) is exactly the row space of \( H \), where \( H = (D^{m-1}, I) \). Then by direct calculation, \( \tilde{\Lambda}^T \in \mathcal{D}^\perp \) is equivalent to,
\[
(\mathcal{D}^{m_1})^T \tilde{\Lambda}_{[p_0^{(0)}], q} = -\left( \sum_{p \in \mathcal{P}} \tilde{\Lambda}_{pq}, \sum_{p \in \mathcal{P}} \tilde{\Lambda}_{pq}, \ldots, \sum_{p \in \mathcal{P}} \tilde{\Lambda}_{pq} \right)^T
\]
and
\[
(\mathcal{D}^{m_1})^T \tilde{\Lambda}_{[p_1^{(0)}], q} = \sum_{j=1}^{m_0} \tilde{\Lambda}_{[p_1^{(1)}], q},
\]
where
\[
\mathcal{P}_j^{(0)} = \{(s-1)(m-1) + (l-s) \mid s, l \in \mathcal{I}^{(j)} \text{ with } s < l\}
\]
and
\[
\mathcal{P}_j^{(1)} = \{(j-1)(m-1) + (i-j) \mid i \in \mathcal{I}^{(1)}\}
\]
is the subset of \( \mathcal{P}(1) \), with \( \cup_{j=1}^{m_0} \mathcal{P}_j^{(1)} = \mathcal{P}(1) \). \( \tilde{\Lambda}_{[p_1^{(0)}], q} \) denotes the column vector whose elements are \( \{\tilde{\Lambda}_{pq}\}_{p \in \mathcal{P}_j^{(1)}} \). The summation of all elements in the left side of (43) is zero, so there exists \( \tilde{\Lambda} \) satisfying (42) and (43) only if \( \sum_{p \in \mathcal{P}(1)} \tilde{\Lambda}_{pq} = 0 \).

For \( p \in \mathcal{P}(1) \), by conditions (28a) and (28b), we have
\[
\tilde{\Lambda}_{pq} = \frac{2}{m} \tau_q - \frac{2}{m} B_{pq} - c(p - \gamma_p) \text{sign}(\tau_q).
\]
Then
\[
\frac{m}{2} \sum_{p \in \mathcal{P}_i^{(1)}} \tilde{\Lambda}_{pq} = \left( m_1 \tau_q - \sum_{p \in \mathcal{P}_i^{(1)}} B_{pq} \right) - \frac{mc}{2} \left( m_1 \rho - \sum_{p \in \mathcal{P}_i^{(1)}} \gamma_p \right) \text{sign}(\tau_q)
\]
\[
= -\frac{mc m_1}{2} \left( \rho - \frac{1}{m_1} \sum_{p \in \mathcal{P}_i^{(1)}} \gamma_p \right) \text{sign}(\tau_q) + \left( m_1 \sum_{i \in \mathcal{I}^{(0)}} A_{iq} - m_1 A_{tq} \right).
\]
Obviously, \( \sum_{t=1}^{m_0} \sum_{p \in P_t^{(1)}} \hat{\Lambda}_{pq} = 0 \) and
\[
\left\| \frac{m}{2} \hat{\Lambda}_{[p]^{(1)}, q} \right\|_\infty \leq \frac{m_1(m_0 - 1)}{m_0} \text{dia}(S^{(0)}) + c \max_{p \in P^{(1)}} \gamma_p
\]
for any \( t \in I^{(0)} \).

Considering the constraint
\[
(D^{(m_0)})^T \hat{\Lambda}_{[p_0^{(0)}, q]} = -\left( \sum_{p \in P_1^{(1)}} \hat{\Lambda}_{pq}, \sum_{p \in P_2^{(1)}} \hat{\Lambda}_{pq}, \ldots, \sum_{p \in P_{m_0}^{(1)}} \hat{\Lambda}_{pq} \right)^T,
\]
we can see that (42) is the sub-constraint of (44). Therefore, we need to find proper \( \hat{\Lambda} \) obeying (43) and (44).

By [29, Lemma 3], given \( C_n \in \mathbb{R}^n \), i.e. \( C_n = (c_1, c_2, \ldots, c_n)^T \) such that \( \sum_{i=1}^n c_i = 0 \), there exists \( X \in \mathbb{R}^{C_2} \) with \( \|X\|_\infty \leq \frac{2}{\sqrt{2}} M \) and \( (D^n)^T X = C_n \), where \( \|C_n\|_\infty \leq M \). So there exist \( \hat{\Lambda}_{pq} (p \in P_0^{(1)}) \) satisfying (42) and
\[
\left\| \frac{m}{2} \hat{\Lambda}_{pq} \right\|_\infty \leq \frac{2m_1(m_0 - 1)}{m_0^2} \text{dia}(S^{(0)}) + \frac{2cm_1}{m_0} \max_{i \in P^{(1)}} \gamma_i.
\]

Furthermore, we have
\[
\left| \frac{m}{2} \hat{\Lambda}_{pq} \right| \leq \frac{4m_1(m_0 - 1)}{m_0^2} \text{dia}(S^{(0)}) + \frac{2cm_1}{m_0} \max_{i \in P^{(1)}} \gamma_i,
\]
for \( p \in P_0^{(1)} \).

By the symmetry of \( \hat{\Lambda}_{pq} (p \in P_0^{(1)}) \) and \( \hat{\Lambda}_{pq} (p \in P_1^{(1)}) \), there exist \( \hat{\Lambda}_{pq} (p \in P_1^{(1)}) \) satisfying (43), and
\[
\left| \frac{m}{2} \hat{\Lambda}_{pq} \right| \leq \frac{4m_0(m_1 - 1)}{m_1^2} \text{dia}(S^{(1)}) + \frac{2cm_0}{m_1} \max_{i \in P^{(1)}} \gamma_i,
\]
for \( p \in P_1^{(1)} \).

Therefore, (45) and (46) meets the condition (41).

Now, we begin to prove Theorem 2.2.

Proof of Theorem 2.2. If there exist \( c \) and \( r \) such that they can guarantee the conditions (33), (34), and (40) in Lemmas A.4 and A.5, we have optimal solution satisfying exact clustering property.

Here the condition (40) is equivalent to
\[
\gamma_p - \frac{4(m - m_i)}{m_i} \max_{j \in P^{(1)}} \gamma_j > 0
\]
and
\[
\frac{\epsilon_i \text{dia}(S^{(i)})}{\gamma_p - 4\frac{(m - m_i)}{m_i} \max_{j \in P^{(1)}} \gamma_j} < c,
\]
for any \( p \in P^{(0)} \) and \( i \in \{0, 1\} \). Recall that \( \gamma_i \) is defined as

\[
\gamma_i = \exp(-r \| (DA)_i \|_2^2).
\]

Then the separation property

\[
\text{dist}(S^{(0)}, S^{(1)}) > \max\{\text{dia}(S^{(0)}), \text{dia}(S^{(1)})\}
\]

implies that

\[
\lim_{r \to +\infty} \max_{i \in P^{(1)}} (\gamma_i) = 0 \quad \text{and} \quad \lim_{r \to +\infty} \min_{p' \in P^{(0)}} \gamma_{p'} = 0.
\]

If there exist \( c, r \) such that

\[
|\tau_q| > \max_{p' \in P^{(1)}} |m \frac{\rho - \gamma_{p'}}{2}| \quad \gamma_p - \frac{4m}{m_i} \max_{i \in P^{(1)}} (\gamma_i)
\]

for any \( q \notin Q \) and \( p \in P^{(0)} \), then the inequalities (33) and (48) hold true. When taking

\[
r \to +\infty
\]

on both sides of (49), the left hand side converges to a finite constant and the right hand side goes to zero.

By similar arguments, there exists a positive constant \( r_0 \) such that (33), (34), (47), and (48) hold true for any \( r > r_0 \).

\[ \text{A.3. Proof of Theorem 2.5.} \]

The sufficient condition for exact clustering is similar as 2-cluster case.

\[ \text{Theorem A.6 (sufficient condition for k-cluster).} \]

Assume \( c, r \in \mathbb{R}^+ \) and \( \hat{\Lambda}^T \in D^\perp \). \( \vec{e}^{s,l}(0 \leq s < l \leq k - 1) \) are nonzero column vectors in \( \mathbb{R}^n \). \( P^{(0)} \) and \( P^{(s,l)} \) are defined in (14) and (27).

Suppose for \( p \in P^{(s,l)}(0 \leq s < l \leq k - 1) \), \( \hat{\Lambda}_{pq} \) satisfies

\[ \begin{align*}
(50a) \quad c \gamma_p & \leq \frac{2}{m} |B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq}|, \\
(50b) \quad (B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq}) - \frac{m c \gamma_p}{2} \text{sign}(B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq}) &= \vec{e}^{s,l}_q,
\end{align*} \]

and for \( p \in P^{(0)} \), we have

\[ (51) \quad c \gamma_p > \frac{2}{m} |B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq}|. \]

Besides, \( \vec{e} \) meet the condition

\[ (52) \quad \vec{e}^{s,l}_q + \vec{e}^{l,m}_q = \vec{e}^{s,m}_q \]

for all \( 0 \leq s < l < m \leq k - 1 \).

Then \( \hat{\Lambda} \) is the optimal dual variable in (25), and \( \hat{Y} \) can be derived respectively. Together with the fact that \( \hat{Y} = D \hat{X} \), \( \hat{X} \) satisfies the exact clustering property.
The condition (52) is not seen in 2-cluster case, which leads to different primal dual \((\hat{Y}, \hat{\Lambda})\) construction for \(k \geq 3\). For simplicity of notation, we only consider \(k = 3\) in Theorem 2.5 and the general case can be derived by the same method.

When \(k = 3\), under the condition in Theorem A.6, we have

\[
\hat{e}^{0,1} + \hat{e}^{1,2} = \hat{e}^{0,2},
\]

and \(\hat{X}\) has exact clustering property with

\[
\hat{X}_i = \begin{cases} \frac{m}{m} \hat{e}^{0,1} + \frac{m}{m} \hat{e}^{0,2}, & i \in I^{(0)}, \\ \frac{m}{m} \hat{e}^{0,1} + \frac{m}{m} \hat{e}^{0,2} - \hat{e}^{0,1}, & i \in I^{(1)}, \\ \frac{m}{m} \hat{e}^{0,1} + \frac{m}{m} \hat{e}^{0,2} - \hat{e}^{0,2}, & i \in I^{(2)}. \end{cases}
\]

Here we define

\[
\epsilon_i = \frac{8(m - m_1)(m_1 - 1) + 4m_i^2}{m \mu_{pq}}
\]

\[
\mu_{pq} = B_{pq} + \frac{m}{2} \hat{\Lambda}_{pq},
\]

\[
\tau_{s,l} = \frac{1}{m} \sum_{i \in I^{(s,l)}} B_{iq}.
\]

\[
\rho_{s,l} = \frac{1}{m} \sum_{i \in I^{(s,l)}} \gamma_i
\]

where \(1 \leq p \leq \binom{m}{2}, 1 \leq q \leq n, 0 \leq i \leq 2, 0 \leq s < l \leq 2\).

For \(p \in \mathcal{P}^{(1)}\) and \(1 \leq q \leq n\), construct specific \(\hat{\Lambda}_{pq}\) as

\[
\frac{m}{2} \hat{\Lambda}_{pq} = \begin{cases} -B_{pq} + \tau_{q}^{0,1} + \frac{mc}{2} (\gamma_p - \rho_{s,1}^{0,1}) \text{sign}(\tau_{q}^{0,1}) + m_2 H_q, & \text{if } p \in \mathcal{P}^{(0,1)}, \\ -B_{pq} + \tau_{q}^{1,2} + \frac{mc}{2} (\gamma_p - \rho_{s,1}^{1,2}) \text{sign}(\tau_{q}^{1,2}) + m_0 H_q, & \text{if } p \in \mathcal{P}^{(1,2)}, \\ -B_{pq} + \tau_{q}^{0,2} + \frac{mc}{2} (\gamma_p - \rho_{s,1}^{0,2}) \text{sign}(\tau_{q}^{0,2}) - m_1 H_q, & \text{if } p \in \mathcal{P}^{(0,2)}, \end{cases}
\]

where

\[
H_q = c \left( \rho_{s,1}^{0,1} \text{sign}(\tau_{q}^{0,1}) + \rho_{s,1}^{1,2} \text{sign}(\tau_{q}^{1,2}) - \rho_{s,1}^{0,2} \text{sign}(\tau_{q}^{0,2}) \right).
\]

Lemmas A.7 and A.8 show proper sufficient condition of \(\hat{\Lambda}_{pq}\) to meet the Conditions (50a), (50b), (51), and (52) in Theorem A.6.

Lemma A.7. For each pair of \((s, l)\), suppose there exist \(c, r \in \mathbb{R}^+\) such that

\[
\left| \tau_{q}^{s,l} \right| - \frac{3mc}{2} \max_{i \in \mathcal{P}^{(1)}} \gamma_i > \max_{p \in \mathcal{P}^{(s,l)}} \frac{mc}{2} \left| \rho_{s,l} - \gamma_p \right|
\]

and

\[
\left| \tau_{q}^{s,l} \right| - \frac{3mc}{2} \max_{i \in \mathcal{P}^{(1)}} \gamma_i > \frac{mc}{2} \rho_{s,l}
\]

For \(p \in \mathcal{P}^{(1)}, \hat{\Lambda}_{pq}\) is defined in (53). Then \(\hat{\Lambda}\) meet the conditions (50a), (50b), and (52).

Proof. By the definition of \(H_q\), we have

\[
|H_q| \leq \frac{3c}{2} \max_{i \in \mathcal{P}^{(1)}} \gamma_i.
\]
Combining with the condition \((54)\), we get
\[
|\tau_{q}^{s,l}| > \max_{p \in P^{(s,l)}} \frac{mc}{2} |\rho^{s,l} - \gamma_p| + m|H_q|.
\]

Then \(\text{sign}(\mu_{pq}) = \text{sign}(\tau_{q}^{s,l})\) for \(p \in P^{(s,l)}\).

Secondly, provided that \((54)\) and \((55)\) holding true, we obtain
\[
\left| \tau_{q}^{0,1} + \frac{mc}{2} (\gamma_p - \rho^{0,1}) \text{sign}(\tau_{q}^{0,1}) + m_2 H_q \right| \geq \frac{m}{2} c \gamma_p, \quad p \in P^{(0,1)},
\]
\[
\left| \tau_{q}^{1,2} + \frac{mc}{2} (\gamma_p - \rho^{1,2}) \text{sign}(\tau_{q}^{1,2}) + m_0 H_q \right| \geq \frac{m}{2} c \gamma_p, \quad p \in P^{(1,2)},
\]
and
\[
\left| \tau_{q}^{0,2} + \frac{mc}{2} (\gamma_p - \rho^{0,2}) \text{sign}(\tau_{q}^{0,2}) - m_1 H_q \right| \geq \frac{m}{2} c \gamma_p, \quad p \in P^{(0,2)}.
\]

Thus the inequality \((50a)\) holds true, and
\[
\begin{align*}
\begin{cases}
\epsilon_{0,1} = \tau_{q}^{0,1} - \frac{mc}{2} \rho^{0,1} \text{sign}(\tau_{q}^{0,1}) + m_2 H_q, \\
\epsilon_{1,2} = \tau_{q}^{1,2} - \frac{mc}{2} \rho^{1,2} \text{sign}(\tau_{q}^{1,2}) + m_0 H_q, \\
\epsilon_{0,2} = \tau_{q}^{0,2} - \frac{mc}{2} \rho^{0,2} \text{sign}(\tau_{q}^{0,2}) - m_1 H_q,
\end{cases}
\end{align*}
\]
to get \((50b)\) and \((52)\).

Lemma A.8. Assume \(\{\hat{\Lambda}_{pq}\}_{p \in P^{(s,l)}}, 1 \leq q \leq n\) defined in \((53)\) satisfies \((50a)\), \((50b)\), and \((52)\).

If
\[
\max_{0 \leq i \leq 2} \left[ \epsilon_i \text{dia}(S^{(i)}) + \frac{4c(m - m_i)}{m_i} \max_{j \in P^{(1)}} \gamma_j \right] < c \gamma_p,
\]

for all \(p \in P^{(0)}\). Then there exist \(c, r \in \mathbb{R}^+\) and \(\hat{\Lambda} \in D^\perp\) satisfying Condition \((51)\).

Proof. We show that, if \(\{\hat{\Lambda}_{pq}\}_{p \in P^{(s,l)}}\) satisfies \((50a)\), \((50b)\), and \((52)\), then there exists \(\{\hat{\Lambda}_{pq}\}_{p \in P^{(0)}}\), such that \(\hat{\Lambda}\) belongs to \(D^\perp\), and
\[
|\mu_{pq}| \leq \max_{0 \leq i \leq 2} \left[ \epsilon_i \text{dia}(S^{(i)}) + \frac{2cm(m - m_i)}{m_i} \max_{j \in P^{(1)}} \gamma_j \right]
\]
for any \(p \in P^{(0)}\). Combined \((61)\) with Condition \((60)\), we can get the conclusion.

By direct calculation, \(\hat{\Lambda}^T \in D^\perp\) is equivalent to,
\[
\begin{align*}
&\left( -I_{(m_0 - 1) \times (m_0 - 1)}, (D^{m_0 - 1})^T \right) \Lambda_{[p_0^{(0)}, q]} = - \left( \sum_{p \in P^{(0,1)} \cup P^{(0,2)}} \Lambda_{pq}, \ldots, \sum_{p \in P^{(0,1)} \cup P^{(0,2)}} \Lambda_{pq} \right)^T, \\
&\left( (D^{m_1})^T \right) \hat{\Lambda}_{[p_1^{(0)}, q]} = - \left( \sum_{p \in P^{(1,2)}_{m_0 + 1}} \Lambda_{pq}, \sum_{p \in P^{(1,2)}_{m_0 + 2}} \Lambda_{pq}, \ldots, \sum_{p \in P^{(1,2)}_{m_0 + m_1}} \Lambda_{pq} \right)^T + \sum_{j = 1}^{m_0} \hat{\Lambda}_{[p_1^{(0,1)}, q]}.
\end{align*}
\]
\[(D^{m_2})^T \hat{\Lambda}_{[p_2]} = \sum_{j=1}^{m_0} \hat{\Lambda}_{[p_2]} + \sum_{j=m_0+1}^{m_0+m_1} \hat{\Lambda}_{[p_2]}, \]

where

\[P_{\hat{\Lambda}}(0) = \{(i-1)(m-1) + (j-i) \mid i < j, i, j \in I\};\]

and

\[P_{\hat{\Lambda}}(s,l) = \{(j-1)(m-1) + (i-j) \mid i \in I\};\]

with \(j \in I\). 

\(\hat{\Lambda}_{[p_2]}(p \in P)\) denotes the column vector whose elements are \(\{\hat{\Lambda}_{p_2}\}_{p \in P}\).

Consider the construction of \(\hat{\Lambda}_{[p_2]}\). Since \(\{\hat{\Lambda}_{p_2}\}_{p \in P}\) is defined in (53), we have the RHS of (64) equalling to zero by direct calculation.

Besides,

\[\left\| \frac{m}{2} \left( \sum_{j=1}^{m_0} \hat{\Lambda}_{[p_2]} + \sum_{j=m_0+1}^{m_0+m_1} \hat{\Lambda}_{[p_2]} \right) \right\| \leq \frac{(m-m_2)(m_2-1)}{m_2} \text{dia}(S(2)) + cm(m-m_2) \max_{p \in P} (\gamma_p).\]

By the same analysis, there exist \(\hat{\Lambda}_{p_2}(p \in P)\) satisfying (62), (63) and (64) with

\[\left\| B_{p} + \frac{m}{2} \hat{\Lambda}_{p_2} \right\| \leq \frac{4(m-m_2)(m_2-1) + 2m_2^2}{m_2} \text{dia}(S(2)) + \frac{2cm(m-m_2)}{m_0} \max_{p \in P} (\gamma_p), \]

By the same analysis, there exist \(\hat{\Lambda}_{p_2}(p \in P)\) satisfying (62), (63) and (64) with

\[\left\| B_{p} + \frac{m}{2} \hat{\Lambda}_{p_2} \right\| \leq \frac{4(m-m_k)(m_k-1) + 2m_k^2}{m_k} \text{dia}(S(s)) + \frac{2cm(m-m_k)}{m_k} \max_{p \in P} (\gamma_p), \]

Therefore, the condition (61) is satisfied.

Now, we begin to prove Theorem 2.5.

**Proof of Theorem 2.5.** If there exist \(c\) and \(r\) such that they can guarantee the conditions (54), (55), and (60) in Lemmas A.7 and A.8, we have optimal solution satisfying exact clustering property.

Condition (60) is equivalent to

\[\gamma_p = \frac{4(m-m_i)}{m_i} \max_{j \in P} (\gamma_j) > 0,\]
and

\begin{equation}
\epsilon_d \text{diag}(S^{(i)}) \frac{\gamma_p - 4(\frac{m-m_i}{m_i}) \max_{i \in P^{(i)}}(\gamma_i)}{\gamma_p} < c,
\end{equation}

for any \( p \in P^{(0)} \) and \( 0 \leq i \leq 2 \).

There exist \( c \) and \( r \) such that the condition (54) and (66) hold true if and only if

\begin{equation}
\frac{|r_q^{(i)}|}{\epsilon_d \text{diag}(S^{(i)})} > \frac{m}{2} \left[ \max_{p \in P^{(i)}} \left| \rho_{s,l}^{(i)} \right| \left( \frac{\rho_{s,l}^{(i)} - \gamma_{p'}}{\gamma_p} \right) + 3 \max_{i \in P^{(i)}}(\gamma_i) \right],
\end{equation}

for any \( 1 \leq q \leq n, \ 0 \leq i \leq 2, \ 0 \leq s < t \leq 2, \) and \( p \in P^{(0)} \).

Since \( \gamma_i = \exp(-r\|\Sigma\|_2^2) \), the separation property (20) implies that

\[ \lim_{r \to +\infty} \max_{i \in P^{(i)}}(\gamma_i) = 0 \quad \text{and} \quad \lim_{r \to +\infty} \min_{p \in P^{(i)}}(\gamma_p) = 0. \]

Besides, by the assumption of Theorem 2.5, the centres of each cluster are distinct in all dimensions. Therefore, when taking \( r \to +\infty \) on both sides of (67), the left side converges to a finite positive constant and the right hand side goes to zero. Similarly, the inequalities (54), (55), (65), and (66) can also hold true when \( r \to +\infty \). Therefore, there exists a positive constant \( r_0 \) such that (54), (55), (65), and (66) hold for any \( r > r_0 \).

**Appendix B. The proof of Theorem 2.10.** In order to prove Theorem 2.10, we introduce some technical lemmas.

**Lemma B.1** ([21]). Let \((X_1, \ldots, X_m)\) be i.i.d. Gaussian variables, with mean 0 and variance 1. Let \( \lambda = [\lambda_1, \ldots, \lambda_m] \) be a non-negative vector. Denote \( Y = \sum_{i=1}^m \lambda_i X_i^2 \). Then for any \( t > 0 \), we have

\[ \mathbb{P}(Y \geq \|\lambda\|_1 + 2\|\lambda\|_2 \sqrt{t} + 2\|\lambda\|_\infty t) \leq \exp(-t), \]

\[ \mathbb{P}(Y \leq \|\lambda\|_1 - 2\|\lambda\|_2 \sqrt{t}) \leq \exp(-t). \]

**Lemma B.2.** Let \( x \) sampled from \( \mathcal{N}(\mu, \Sigma) \), where \( \Sigma \in \mathbb{R}^{n \times n} \) is the covariance matrix. If \( \mu = 0 \), then

\begin{equation}
\mathbb{P}(\|x\|_2^2 \geq \text{Tr}(\Sigma) + 2\|\Sigma\|_F \sqrt{t} + 2\|\Sigma\|_t \leq \exp(-t), \quad \text{for} \ t > 0.
\end{equation}

For arbitrary \( \mu \), we get

\begin{equation}
\mathbb{P} \left( \|x\|_2^2 \leq \|\mu\|_2^2 + \text{Tr}(\Sigma) - (2\|\Sigma\|_F + 2\|\Sigma\|_t \|\mu\|_2) \right) \leq 2 \exp(-t) \quad \text{for} \ t > 0.
\end{equation}

**Proof.** The singular value decomposition of \( \Sigma \) is \( U \Lambda U^* \), where \( U \in \mathbb{R}^{n \times n} \) is an unitary matrix and \( \Lambda \) is a positive semi-definite diagonal matrix. Denote \( \Lambda^{\frac{1}{2}} \) as the squared root of \( \Lambda \). If \( y \sim \mathcal{N}(0, I) \), \( \|\Lambda^{\frac{1}{2}} y\|_2 \) and \( \|x\|_2 \) have the same distribution when \( \mu = 0 \). Then applying Lemma B.1 with \( \lambda_i = \Lambda_i \), where \( \Lambda_i \) is the \( i \)-th element in the diagonal of \( \Lambda \), we can get (68).

Now we prove inequality (69) when \( \mu \neq 0 \). Since \( U^* \) is unitary, \( \|x\|_2^2 \) has the same distribution with \( \|U^* x\|_2^2 \). Then \( U^* x \sim \mathcal{N}(\tilde{\mu}, \Lambda) \), where \( \tilde{\mu} = U^* \mu \). Denote \( z = \Lambda^{\frac{1}{2}} y + \tilde{\mu} \),
where \( y \sim \mathcal{N}(0, I) \). Then \( z \) has the same distribution as \( U^* x \). We can see that \( \| z \|_2^2 = \| \Lambda^{1/2} y \|_2^2 + 2\langle \tilde{\mu}, \Lambda^{1/2} y \rangle + \| \tilde{\mu} \|_2^2 \). By Lemma B.1, we obtain that

\[
(70) \quad \mathbb{P} \left( \| \Lambda^{1/2} y \|_2^2 \leq \text{Tr}(\Lambda) - 2\| \Lambda \|_F \sqrt{t} = \text{Tr}(\Sigma) - 2\| \Sigma \|_F \sqrt{t} \right) \leq \exp(-t).
\]

Meanwhile, we get that \( \langle \tilde{\mu}, \Lambda^{1/2} y \rangle \) is distributed as \( \mathcal{N}(0, \mu^T \Sigma \mu) \). Since

\[
\mathbb{P} \left( \frac{\langle \tilde{\mu}, \Lambda^{1/2} y \rangle}{\sqrt{\mu^T \Sigma \mu}} > t \right) \leq \exp(-t^2/2), \quad \text{for } t > 0
\]

by the tail bound of standard Gaussian distribution, therefore

\[
(71) \quad \mathbb{P} \left( \langle \tilde{\mu}, \Lambda^{1/2} y \rangle < -2\| \Sigma \|^{1/2} \| \mu \|_2 \sqrt{t} \right) \leq \mathbb{P} \left( \frac{\langle \tilde{\mu}, \Lambda^{1/2} y \rangle}{\sqrt{\mu^T \Sigma \mu}} < -2 \sqrt{t} \right) \leq \exp(-t),
\]

for all \( t > 0 \). For arbitrary random variables \( X \) and \( Y \), we have

\[
\mathbb{P}(X + Y \leq a + b) \leq \mathbb{P}(X \leq a) + \mathbb{P}(Y \leq b).
\]

Combining (70) and (71), we obtain

\[
\mathbb{P} \left( \| x \|_2^2 \leq \| \mu \|_2^2 + \text{Tr}(\Sigma) - (2\| \Sigma \|_F + 2\| \Sigma \|^1/2 \| \mu \|_2) \sqrt{t} \right) \leq 2 \exp(-t) \quad \text{for } t > 0.
\]

Now we begin to prove the theorem.

**Proof of Theorem 2.10.** Since the centers \( \mu_k \) of gaussian distributions are distinct in each dimension, the mean values of samples inside each cluster are different in each dimension with probability 1. In order to have inner-class distance smaller than the inter-class distance with high probability, we should have \( \| A_i - A_j \|_2 \geq \| A_{k_1} - A_{k_2} \|_2 \) for all \( i \in S^{(s)}, j \in S^{(l)} \) \((0 \leq s < l \leq k - 1)\) and \( k_1, k_2 \in S^{(l)}(i = 0, \cdots, k - 1) \).

If \( i \in S^{(s)}, j \in S^{(l)} \), we can see that \( A_i - A_j \sim \mathcal{N}(\mu_s - \mu_l, \Sigma_s + \Sigma_l) \). Based on Lemma B.2, for fixed \( s \) and \( l \), we have

\[
\mathbb{P} \left( \exists i \in S^{(s)}, j \in S^{(l)} : \| A_i - A_j \|_2^2 \leq \| \mu_s - \mu_l \|_2^2 + \text{Tr}(\Sigma_s + \Sigma_l)
\]

\[
- (2\| \Sigma_s + \Sigma_l \|_F + 2\| \Sigma_s + \Sigma_l \|^1/2 \| \mu_s - \mu_l \|_2) \sqrt{3 \log m}
\]

\[
\leq \frac{2mkm_l}{m^3}.
\]

Meanwhile, for \( k_1, k_2 \in S^{(l)}(0 \leq i \leq k - 1) \) with \( k_1 \neq k_2 \), we get \( A_{k_1} - A_{k_2} \sim \mathcal{N}(0, 2\Sigma_i) \) and the union bound for all clusters becomes

\[
\mathbb{P}(\exists k_1, k_2 \in S^{(l)} : \| A_{k_1} - A_{k_2} \|_2 \geq \max_i \left( \text{Tr}(\Sigma_i) + 2\| \Sigma_i \|_F \sqrt{3 \log m} + 6\| \Sigma_i \|_2 \log m \right)) \leq \sum_i m_i(m_i - 1) / 2m^3.
\]
Based on the above two inequalities, if for all $0 \leq s < l \leq k - 1$,

$$
\|\mu_s - \mu_l\|^2_F + \text{Tr}(\Sigma_{s,t}) - (2\|\Sigma_{s,t}\|_F + 2\|\Sigma_{s,t}\|^\frac{1}{2} \|\mu_s - \mu_l\|^2_2)\sqrt{3\log m} > \max_i (\text{Tr}(\Sigma_i) + 2\|\Sigma_i\|_F \sqrt{3\log m} + 6\|\Sigma_i\| \log m),
$$

(72)

where $\Sigma_{s,t} = \Sigma_s + \Sigma_t$, we have $\|A_i - A_j\|_2 > \|A_{k_1} - A_{k_2}\|_2$ for all $i \in S(s)$, $j \in S(l)$ ($0 \leq s < l \leq k - 1$) and $k_1, k_2 \in S(i)$ ($i = 0, \ldots, k - 1$) with probability larger than $1 - 3/m$.

Therefore, if

$$
\|\mu_s - \mu_l\|_2 > \|\Sigma_{s,t}\|^\frac{1}{2} \sqrt{12 \log m} + (12 \log m)^{1/4}\|\Sigma_{s,t}\|_F^{1/2} + \max_i \sqrt{\text{Tr}(\Sigma_i) + 2\|\Sigma_i\|_F \sqrt{3\log n} + 2\|\Sigma_i\|^3 \log m},
$$

for all $0 \leq s < l \leq k - 1$, we have the exact recovery of model (17).