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Abstract

In this paper, we present a visual localization pipeline, namely MegLoc, for robust and accurate 6-DoF pose estimation under varying scenarios, including indoor and outdoor scenes, different time across a day, different seasons across a year, and even across years. MegLoc achieves state-of-the-art results on a range of challenging datasets, including winning the Outdoor and Indoor Visual Localization Challenge of ICCV 2021 Workshop on Long-term Visual Localization under Changing Conditions, as well as the Re-localization Challenge for Autonomous Driving of ICCV 2021 Workshop on Map-based Localization for Autonomous Driving.

1. Introduction

Visual localization is a key technology for applications such as Augmented, Mixed, and Virtual Reality, as well as for robotics. It aims to estimate 6-DoF camera poses for query images by aid of a series of mapping images with given ground truth poses. Mapping images and query images suffer large appearance variations caused by seasonal and illuminational changes.

MegLoc follows a conventional two-stage localization fashion, namely mapping and localization. The two stages will get respectively elaborated in the following sections. MegLoc can function as a complete visual localization pipeline, while also follows a modular design pattern, where each module can be replaced individually. For example, it is possible to use MegLoc’s localization module together with another mapping method. The overall pipeline of MegLoc is illustrated in Fig. 1.

2. Features

2.1. Image Pre-processing

Resizing Empirically, each image is resized to make the larger side 1600 pixels while remaining its original aspect ratio. Some pixels of the bottom-right border might get cropped, to ensure each dimension to be a multiple of 8.

*Equally contributed, order determined by a team lottery.

Masking Frequently dynamic objects introduce unreliable and unrepeatable keypoints to our solution. To alleviate this problem, we perform semantic segmentation on images and mask out dynamic classes. The selected model is a DeepLab-V3+ network [4] pretrained on CityScapes dataset [5]. The definition of dynamic classes is provided by CityScapes officially. For cases that the bottom part of the camera view is always occluded, e.g. by the car shell, local features within this area impede subsequent feature matching and triangulation. We remove local features in this area.

Undistortion Due to positional encoding, SuperGlue [19] is known to be sensitive to lens distortion. Undistortion of the images before matching is proven by experiments to generate more accurate matches.

2.2. Local Feature

SuperPoint [7] and ASLFeat [14] are selected as local feature extractors to fully utilize their complimentary characteristics. Specifically, SuperPoint is trained on COCO dataset [12], and it generally works fairly well on different datasets. In contrast, ASLFeat has a more powerful backbone which involves DCN [6,24] for shape-awareness local feature extraction. Also, ASLFeat performs multi-level feature fusion.

The Non-Maximum Suppression (NMS) radius and keypoints threshold are tuned empirically based on the experiments conducted in the CVPR 2021 Image Matching Challenge [2]. As a result, approximately 1500 keypoints are extracted for each image on average.

2.3. Global Feature

NetVLAD Image retrieval has long been a fundamental task in computer vision. Given a query image, a robust image retrieval algorithm is supposed to retrieve the most similar images in the image database, which are called reference images or candidates. This task is challenging because the retrieved results are sensitive to the change of illuminations, shape or even the surroundings under certain circumstances. Efforts have been made to improve the performance.
Traditional algorithms are basically resorting to the local features such as SIFT [13] or ORB [18], by clustering algorithms such as K-Means. And then, they embed the current image by Bag of Words or TF-IDF using the clustering result of local features to a specified length of vector.

VLAD is also an excellent traditional image retrieval algorithm. Given an image and its local features of the shape $N \times D$, where $N$ and $D$ respectively denote the number of local features and the length of each local feature vector, VLAD embeds the local feature matrix to a certain representation matrix of shape $K \times D$. $K$ is the predefined number of clustering centroids. Formally, the representation matrix is computed as follows:

$$V(j, k) = \sum_{i=1}^{N} a_k(x_i)(x_i(j) - c_k(j)),$$

where $x_i(j)$ and $c_k(j)$ are the $j$-th dimension of $i$-th descriptor and $k$-th centroid respectively. $a_k(x_i)$ is a binary signal function whose value is 1 if the current descriptor belongs to the centroid or cluster, or 0 otherwise.

NetVLAD [1], literally, leverages CNNs to obtain a global feature of input image in an end-to-end fashion. The original VLAD breaks the continuities of feature extraction because of the hard assignment of $a_k(x_i)$. To ensure the whole process of feature extraction differentiable, NetVLAD reformulates the extracting equation in original VLAD as follows:

$$\bar{a}(x_i) = \frac{e^{-\alpha\|x_i - c_k\|^2}}{\sum_{k'} e^{-\alpha\|x_i - c_{k'}\|^2}}.$$

The equation above assigns the weight of descriptor $x_i$ to cluster $c_k$ according to the proximity. The more the descriptor approximates the centroids, the larger the value $\bar{a}(x_i)$ will be. Apparently, $\bar{a}(x_i)$ ranges between 0 and 1, so the function provides a soft way to obtain the global information and thus can be trained end-to-end. Furthermore, one can expand the square in the function, and we can get the final mathematical definition of NetVLAD:

$$V(j, k) = \sum_{i=1}^{N} \frac{e^{w_k^T + b_k(x_i(j) - c_k(j))}}{\sum_{k'} e^{w_{k'}^T x_i + b_k'}}(x_i(j) - c_k(j)),$$

where $w_k$, $b_k$ and $c_k$ are learnable parameters.
Fusion of Multiple Global Features According to our experiments, we find that the retrieval results are only partial because of the nature of NetVLAD. For example, in the dataset of RobotCar, NetVLAD tends to retrieve the images that are under the similar illumination condition as the query image, which hinders the final performance. To alleviate this problem, we resort to a fusion result of global features to make global description more robust. We fuse NetVLAD [1], DELG [3], APGeM [17, 21] and OpenIBL [8] features as the final global representation.

Reranking of Global Features Inspired by DELG [3] and Patch-NetVLAD [9]. We use local feature matching to rerank the retrieval results obtained. To be more specific, given a query image, we first retrieve \( M \) images by global descriptors. Then, we leverage local features of these images and SuperGlue [19] to conduct local feature matching. We sort the retrieved images by the number of valid correspondence between the retrieved images and the query image. Finally, we select the top \( N \) retrieval images as the final retrieval result.

2.4. Matching

We retrain SuperGlue [19] together with its official feature extractor SuperPoint [7] in an end-to-end manner on MegaDepth dataset [11]. More specifically, we split the original SuperPoint [7] into two sub-networks. The first one is frozen with the official weights to extract keypoints from images, while the other one is fine-tuned to provide feature descriptions. However, we find this adjustment only advances the model performance slightly, since SuperGlue [19] can already match the given points pretty well.

2.4.1 Guided Pyramid Matching

For those corner cases that the number of matches found by SuperGlue [19] is less than 100, a pyramid extraction strategy is then applied, e.g. multiple scales and/or multiple orientations and we might combine the matches in different scales (ALL) or trust the one with the most number of matches (MAX).

3. Mapping

This section introduces MegLoc’s mapping strategy under different circumstances.

3.1. Sparse Reconstruction

For circumstances without given SFM models, we perform sparse reconstruction on given mapping images and utilize the reconstructed SFM model for localization. The reconstruction consists of 4 stages, namely retrieval of image pairs, local feature matching, triangulation of 2D keypoints and final map refinement.

3.1.1 Image Pairs Retrieval

In order to triangulate 2D points into 3D space, we need to acquire image pairs with shared observations. The retrieval strategies vary according to different scenarios.

By Poses Since mapping images are provided with ground truth poses, we can assume that spatially adjacent poses are more likely to have shared observations.

By Co-visibility The most naive strategy is to retrieve image pairs by making use of image-level co-visibility information.

By Global Descriptors The retrieval of image pairs can naturally fit into a typical image retrieval pipeline, where images are retrieved by ranking pairwise cosine similarity of global descriptors. NetVLAD [1] is chosen as the global descriptor. We also find that fusing multiple global features together in a similar way as [10] is helpful.

By Temporal Sequence For datasets delivered in a temporally-sequential order, we can apparently make the assumption that temporally neighboring images tend to share observations.

3.1.2 3D Map Point Uncertainty & Map Refinement

A 3D map point \( p_w \) in the world frame can be observed in multiple cameras \( C_i (i = 1...N) \) from different views. The camera pose \( C_i \) and its intrinsic parameters can be represented as \( [R_{wc}, t_{wc}] \) and \( [f_x, f_y, c_x, c_y] \), respectively. We assume that a 3D map point \( P_c = [x, y, z] \) with respect to the camera reference frame corresponds to an observation in the image plane of camera \( C_i \), and its 2D location can be represented as \( p_{uv} \).

The Jacobian of 2D observation \( dp_{uv} \) to the 3D map point \( dp_w \) is

\[
J_i = \begin{bmatrix}
\frac{dp_{ux}}{dp_w} & \frac{dp_{uy}}{dp_w} & \frac{dp_c}{dp_w}
\end{bmatrix}
= \begin{bmatrix}
\frac{L_x}{L} & 0 & -\frac{x_f}{L}
\frac{L_y}{L} & 0 & -\frac{y_f}{L}
\end{bmatrix} \cdot R_{wc_i}.
\]

(1)

Further assuming the observation uncertainty of each pixel on the image plane is an identity matrix, \( \Sigma_{uv} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), then the information matrix of 3D point \( p_w \) is

\[
\Sigma_{w_i}^{-1} = J_i^T \Sigma_{uv}^{-1} J_i.
\]

(2)

The total uncertainty is an addition of the uncertainty of all observations, defined as

\[
\Sigma_w^{-1} = \Sigma_{w_1}^{-1} + \Sigma_{w_2}^{-1} + \ldots
\]

(3)
The uncertainty of three orthogonal directions can be obtained by eigen-decomposition, and those map points with large uncertainty can be removed from the map by setting a threshold. The value of the threshold should be determined based on many factors, such as the scale of the reconstructed scene, the number of mapping images, resolution of images. Fig. 2 shows the effect of map refinement.

4. Localization

4.1. Image Pairs Retrieval

The retrieval of image pairs at localization stage is identical to Sec. 3.1.1, but without ground truth poses.

4.2. Cluster-wise Localization

In this section, we illustrate our cluster-wise camera localization strategy.

4.2.1 Camera Clustering and Reranking

To resolve the issues caused by repetitive patterns, we purposed two ways of database image clustering, by ground truth 3D poses or by their 3D points co-visibility.

For clustering by pose, the database images are clustered simply based on their spatial proximity. We only consider the positions while ignore the orientation, since two database images with no overlapping viewing area might still share different co-visible areas with the query image respectively. For clustering by co-visibility, if the number of 3D points co-visible by two database images above a certain threshold, those two images are clustered. This strategy is illustrated in Fig. 3.

Many clusters may occur and we estimate the query image pose for each, rather than leveraging all 2D-3D matches into the calculation of PnP.

After that, all potential poses get reranked according to certain criteria, such as number of inliers, and only those database images within the top-1 cluster are kept for final pose refinement. Here we present a specific strategy of camera reranking used under indoor scenes.

In image retrieval, image-wise similarity is measured by global features. These descriptors may suffer from weak texture and repeated pattern and get no longer distinguishable especially under indoor scenes. In these circumstances, the reliability of image-retrieval-based neighborhood searching strategy is seriously challenged. To alleviate this problem, we first align views to be reranked by warping them to the estimated camera pose. In this way, each candidate cluster should have an aligned view to the query image. Then we leverage perceptual similarity [23] which measures L2 distances between deep feature maps and tends to measure structural similarity. The distance is
4.2. Pose Refinement

Localization provides preliminary camera poses, which requires further refinement to get more accurate pose. The strategies applied depend on different datasets.

4.3. Pose Refinement

The fundamental goal of ICP is to estimate an optimal transformation \( R \) and \( t \) from a point cloud to another. By using ICP, we can optimize those preliminarily estimated camera poses towards the ground truth geometry.

Fig. 4 (a) illustrates the camera pose refinement by ICP.

4.3.2 Refinement by rendering

We adopt differentiable rendering to optimize the camera pose, whose basic principle is similar to ICP, but the optimization objective is a measurement of photometric similarity instead. Fig. 4 (c) illustrates the camera pose refinement by rendering.

5. Other Attempts

Apart from attempts made with a conventional visual localization pipeline, we also make other attempts that take advantage of recent studies in the field of dense reconstruction and neural rendering.

5.1. Multi-view Stereo (MVS)

Multi-view Stereo (MVS) aims to obtain a dense representation of an object or a scene given a series of images. A denser representation is able to provide more anchor points and make localization more robust.

For datasets not providing per-view depth maps, we attempt to estimate a dense depth map for each mapping image to densify the map. Given the camera intrinsics and extrinsics of mapping images, the problem is formulated as a typical multi-view stereo dense reconstruction.

5.2. NeRF-W

Though traditional techniques such as Structure-from-Motion (SfM) have achieved appealing success in 2D-3D mapping. The field of 3D reconstruction has recently great progress in neural rendering. NeRF [16] models an object or a scene implicitly by fitting a function from location and direction to color and density, and then applies volume rendering to obtain the novel view.

So we also attempt to represent the map implicitly with the power of NeRF [16], with which we are capable of rendering realistic synthetic images at arbitrary views. NeRF-W [15] is proposed to synthesize novel views with unconstrained images. It divided dynamic scene into two parts. One is “static” and the other is “transient”. NeRF-W models the two components separately, making it be robust to transient objects. For task of long-term visual localization, we supposed that NeRF-W is able to handle more complicated situations.

6. Conclusion

In this paper, we present MegLoc, a robust and accurate 6-DoF pose estimation pipeline. We introduce the strategies applied by us for feature extraction, feature matching, map refinement, image retrieval, localization and pose refinement in detail. MegLoc has achieved state-of-the-art performance for many visual localization benchmarks.
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