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\textbf{ABSTRACT} Computational ghost imaging (CGI) is a method of acquiring object information by measuring light field intensity, which would be used to achieve imaging in a complicated environment. The main issue to be addressed in CGI technology is how to achieve rapid and high-quality imaging while ensuring the secure transmission of detection data in practical distant imaging applications. In order to address the mentioned issues, this paper proposes a remote secure CGI method based on quantum communication technology. Using the quantum key distribution (QKD) network, the CGI system can be reconstructed while solving the problem of information security transmission between the detector and the reconstructed computing device. By exploring the influence of different random measurement matrices on the quality of image reconstruction, it is found that the randomness of the numerical sequence constituting the matrix is positively correlated with the imaging quality. Based on this discovery, a new type of quantum cryptography measurement matrix is constructed using quantum cryptography with good randomness. In addition, through further orthogonalization and normalization of the matrix, the matrix has both good randomness and orthogonality, and high-quality imaging results can be obtained at a low sampling rate. The feasibility and effectiveness of the method are verified by simulation imaging experiments. Compared with the traditional GI system, the method proposed in this paper has higher transmission security and high-quality imaging under this premise, which provides a new idea for the practical development of CGI technology.

\textbf{INDEX TERMS} Computational ghost imaging, quantum key distribution, quantum cryptography, measurement matrix, randomness, schimidt orthogonalization.

\textbf{I. INTRODUCTION} In recent years, the performance of core array sensors such as charge-coupled device (CCD) cameras or complementary metal-oxide-semiconductor (CMOS) cameras can no longer meet the imaging requirements in complex environments, such as low light imaging, non-line-of-sight imaging, and imaging through scattering media. Seeking a new imaging solution from both the perspective of imaging equipment and a new imaging method is an effective way to solve this problem. Correlation imaging, also known as ghost imaging (GI) [1], is an effective imaging scheme. Unlike traditional methods, it achieves the separation of detection and imaging, thus allowing the reconstruction of objects in more complex environments. GI has been applied many fields, including gas imaging [2], infrared imaging [3], underwater imaging [4]–[6], microscopic imaging [7], three dimensional imaging [8]–[10], scattering medium imaging [11], and x-ray imaging [12].

GI is created by correlating the total light signal reflected from the target collected by the bucket detector with the reference spatial light distribution signal collected by the
multi-pixel array detector. In 2008, Shapiro and Jeffrey [13] proposed a CGI system that requires only one bucket detector and spatial light modulation equipment. Later, Bromberg et al. [14] performed an experimental demonstration. CGI is a useful imaging technique that can be accomplished only using a bucket detector with no spatial resolution. The specific process is that the bucket detector measures the total intensity of the overlap between the object and a set of patterns, and then the measurements are combined with the mask knowledge to reconstruct the image. With the progress of CGI, spatial light modulator (SLM) [13], [14] or digital micro-mirror device (DMD) have started to be used to generate random patterns. The measurement matrix is a matrix that is formed by several random patterns through certain transformations. The construction of the measurement matrix determines the patterns and thus affects the quality of the CGI imaging.

Orthogonal matrices, including the Fourier-derived matrix [11], the Hadamard-derived matrix [15]–[19], etc., have short reconstruction times and good reconstruction performance, but reduced interdependence between column vectors. In addition, the Fourier matrix is only independent of the time domain signals while the dimension of the Hadamard-derived matrix must be $2^N$, which limits its application in practice. Random measurement matrices mainly include Bernoulli random matrices [20], random sparse measurement matrices, Gaussian random measurement matrices [21], sub-Gaussian random matrices [22], etc. They have the advantage that they are incoherent with most sparse signals, and the number of measurements required for accurate reconstruction is small. In practical application scenarios, the random measurement matrix has an advantage over the orthogonal matrix. However, with less detection, the noise is high, and it is harder to image clearly. Constructing measurement matrices with both randomness and orthogonality to improve the efficiency of CGI is a problem to be solved. CGI systems is usually composed of a light source, an optical field modulation device, a lens, a target object, and a detector. The light source is irradiated on the object to be measured through the light field modulation device and collected as a data signal (called detection data) by a detector [23]. CGI technology faces some problems in the fields of deep-sea monitoring, remote sensing imaging, military detection, and other long-distance imaging. It is a difficult challenge to ensure the safe and fast transmission of detected data to the remote computing nodes.

Quantum key distribution (QKD) technology [24] is a method of securing information by physical means. Its security comes from two properties of quantum mechanics. Firstly, the quantum world is truly random, which is the key to generating truly random keys and the main factor that can produce highly random quantum cryptography sequences. Second, a single quantum state carrying non-orthogonal information cannot be perfectly replicated [25], [26]. Due to the unconditional security of the QKD system [27], [28], it provides help to solve the critical data transmission problem by remote computational ghost imaging. Meanwhile, the quantum cryptography generated by the QKD system has good randomness and can be used as a data source for constructing measurement matrix.

In chapter 2, this paper describes the shortcomings of current CGI techniques and mentions the relevant theoretical foundations required in this work, including the QKD technique based on the BB84 protocol and the random number randomness testing principles and methods. Chapter 3 describes details of the remote, secure CGI scheme based on the QKD technique, complete with a description of the quantum cryptography measurement matrix construction and optimization. Numerical simulations are used in chapter 4 to verify the feasibility of the CGI system scheme proposed in this thesis and to demonstrate the advantages of the newly constructed measurement matrix for imaging. Finally, we give the conclusion of this paper in the last chapter.

The contribution of this paper consists of two main points. Firstly, we designed a remote, secure CGI scheme based on QKD technology, which improves the CGI system and promotes its practicality. Secondly, a quantum cryptography measurement matrix with both randomness and orthogonality is constructed to improve the efficiency of the imaging while innovating a new CGI system.

II. CORRELATION THEORY
A. COMPUTATIONAL GHOST IMAGING PRINCIPLES

Traditional ghost imaging (pseudo-thermal ghost imaging) works on the following principle. The coherent light field generated by the laser is changed into randomly scattered light fields by the rotating ground glass and divided into two beams by the beam splitter. One of the beams is focused by a convex lens after passing through the object, and its total intensity is measured by a bucket detector without resolution. The other beam is free to propagate for a certain distance, and then the light field distribution is detected by a CCD camera. The light intensity (detection data) measured by the two detectors is correlated to obtain the image of the object to be measured. The experimental setup is shown in Fig. 1.

![FIGURE 1. Traditional GI system diagram.](image-url)
omitting the reference optical path, the signal optical path is the same as that of the traditional pseudo-thermal GI system, and single optical path imaging is achieved. The experimental setup is shown in Fig. 2.

The intensity of the light field reflected by the target object is collected by a bucket detector. Image reconstruction is performed in computer using the correlation algorithm [29]–[31]. When improving imaging systems, CGI researchers have found that the spatial light field (Area B in Fig. 2), which has been preset by SLM or DMD, has a large impact on the imaging efficiency, so attention is put on the spatial light field (measurement matrix) design.

The measurement matrices commonly used today are divided into those with randomness and orthogonality (Hadamard) as shown in Fig. 3. The use of quantum cryptography with high randomness to construct a new measurement matrix to form a mask (Area B in Fig. 2) can improve the efficiency of imaging.

B. QKD PRINCIPLE
The existing actual QKD system mainly adopts BB84 protocol [26], and the principle is shown in Fig. 4. Alice randomly selects one of the four BB84 states to prepare a single-photon quantum state, which is then sent to Bob via a quantum channel. After Bob receives the quantum state from Alice, he randomly selects one of the Z and X basis vectors for measurement and records the result. Alice and Bob then compare the encoded and measured basis vectors through the public authentication channel, keeping the encoded bits and measurements of the same basis vector, thus obtaining a string of original keys. Assuming the ideal situation of no eavesdropper Eve attack, no interference in the channel, and no dark count in the detector, the original key string of Alice and Bob will be exactly the same. In practice, there is some error in the original key of Alice and Bob due to the channel noise, the dark count of the detector, and the possible eavesdropping of Eve.

Alice and Bob can obtain an estimate of the BER by sampling a random public fraction of bits. If the BER exceeds a certain theoretical threshold, the original key string is discarded and the process is repeated. Otherwise, a secure key string is obtained through post-processing of the data, such as error correction and privacy amplification. Alice and Bob at both ends of the communication obtain the same quantum key.

C. RANDOM NUMBER
Random number plays a very important role in QKD systems. Random numbers include truly random numbers (TRN) and pseudo-random numbers (PRN). Pseudo-random numbers are generated by the pseudo-random number generator (PRNG) using a deterministic algorithm and a short sequence of random seeds to generate a long sequence of random numbers. Ideal random numbers are also known as true random numbers, and physical random number is a random sequence obtained by observing uncertain physical processes, which are by far the closest random sequences to true randomness. Physical random number generators are divided into two types, classical noise-based random number generators and quantum noise-based random number generators. The former uses noise sources that can be described by classical physics, such as thermal noise of electronic components and chaotic random number generators. This type of random number generator is pseudo-random in terms of specific physical principles and thus has some hidden dangers in practice. The quantum random number generator (QRNG) is the only random number generator so far that is theoretically capable of generating completely unpredictable random sequences based on quantum intrinsic randomness.

The basic theory of randomness testing [32] is the basic technique of hypothesis testing. The NIST test suite, which has 15 test items [33], [34], is used in this thesis to test the randomness of binary sequences. Each test is based on a hypothesis test, uses a different test principle to represent a different aspect of the random test.

D. IMAGE QUALITY EVALUATION METHOD
Peak signal-to-noise ratio (PSNR) [35] is a widely used method to evaluate the quality of reconstructed imaging, which is closely related to mean square error. Mean square error (MSE) in ghost imaging refers to the expectation of the square of the difference between the reconstructed image value and the real image value. It is a convenient method to measure the “average error” of the reconstructed image. MSE is an objective measure of the deviation between the pixel value and the true value of all pixels in the image. They are defined as follows:

$$MSE = \frac{1}{a \times b} \sum_{x,y=1}^{a,b} [T(x, y) - G(x, y)]^2, \quad (1)$$
where $T(x, y)$ is the original image pixel point value, $G(x, y)$ is the reconstructed image pixel point value.

\[
PSNR = 10 \log \left( \frac{(2^n - 1)^2}{MSE} \right),
\]

where, $n$ is the number of bits per pixels.

Therefore, the larger the PSNR value, the clearer the reconstructed image, and the smaller the PSNR value, the more blurred the reconstructed image.

III. SYSTEM PRINCIPLE AND DESIGN

A. REMOTE SECURITY GHOST IMAGING SYSTEM BASED ON QKD

1) SYSTEM SCHEME DESIGN

In this paper, a QKD network-based CGI system for remote secure communication is designed, and the architecture is shown in Fig. 5. This system contains three main parts. Module A is a point-to-point quantum confidentiality communication unit, which mainly contains two communication nodes, Alice and Bob. Based on QKD technology, both parties can generate a symmetric quantum cryptography sequence (QCS), which can be used as the data source for constructing the quantum cryptography measurement matrix and the key for message transmission between Module B and Module C. Module B is the detection unit, which mainly includes the measurement matrix generation component based on the quantum cryptography random sequence and the computational ghost imaging component. The measurement matrix component is mainly used to generate the quantum cryptography measurement matrix (QCM) and quantum cryptography pattern (QCP). The computational ghost imaging component consists of optical devices such as laser light source, SLM, detector, and lens, which are used to collect key data for imaging the target object. Module C is the reconstruction unit, which mainly includes the measurement matrix generation component and the image reconstruction component to realize the target object reconstruction.

Fig. 6 shows the actual structure of the system. Combined with Fig. 5, the system imaging process is as follows:

Step 1: Alice and Bob in the QKD component simultaneously generate equivalent QCS through QKD technology.

Step 2: The measurement matrix generation component downloads enough QCS converts it into QCP and sends it to the computational ghost imaging component for detecting the target image.

Step 3: In the ghost imaging component, the light source is projected onto the target object after SLM modulation, and the detection value collected by the bucket detector are sent to Bob.

Step 4: The quantum key used by the encryption engine in Bob encrypts the detection value in a one-time encryption mode.
Step 5: The encrypted detection value is transmitted to Alice using the classic channel between Alice and Bob in the QKD system.

Step 6: The decryption engine in Alice decrypt the detection value of the cipher-text into plain-text using the same quantum key as in step 4.

Step 7: Alice sends the plain-text detection value to the image reconstruction component.

Step 8: The measurement matrix generation component in module C downloads the same QCS as in step 2 and converts it into QCM.

Step 9: The measurement matrix generation component sends the QCM to the image reconstruction component to calculate the target object.

2) SYSTEM SECURITY ANALYSIS

As shown in Fig. 7, the system contains potential security issues at point ①, ② and ③. This section provides a detailed analysis of the security of the above three points.

The whole system connects LANs A and B with quantum communication technology. The point ② common channel is composed of quantum communication technology to transmit the data packets from LAN B to LAN A. Usually, Alice and Bob use the quantum channel and the classical channel to obtain the equivalent amount of quantum cryptography, where quantum cryptography plays two main roles. The first role is to encrypt the data as a key. The second role is as the source of data for the measurement matrix of CGI. Therefore, the distribution of quantum cryptography is crucial in this system. The quantum key distribution at point ② has unconditional security in theory.

The point ④ (Alice to module C) and the point ⑤ (Bob to module B) belong to the same LAN and are set as confidence intervals.

B. QUANTUM CRYPTOGRAPHY MEASUREMENT MATRIX DESIGN

1) MATRIX CONSTRUCTION

The steps of converting QCS to QCM are as follows:

Step 1: Take a QCS of length \( m \times m \) and convert it into a matrix of \( m \times m \) in the original order. Where \( m \) is the number of rows and columns of the target object. \( I_i(x, y) \) represents the spatial intensity distribution of the \( i \)th QCP.

\[
I_i(x, y) = QCS_i = \begin{bmatrix} I_{i1} & I_{i2} & \cdots & I_{im}^{(m-1)} & I_{im}^{m \times m} \end{bmatrix},
\]

(3)

Step 2: Use MATLAB image processing function to convert \( I_i(x, y) \) into QCP. If clear imaging need to detect the target object \( n \) times, then need to repeat Step 1 for \( n \) times.

Step 3: QCM consists of \( n \) rows of QCP in total. The formation process of QCM is shown in
The formation process of quantum cryptography measurement matrix.

**FIGURE 8.** The formation process of quantum cryptography measurement matrix.

The matrix of bucket detection values can be expressed as

$$B_i = \begin{bmatrix} I_1^1 & I_2^1 & \cdots & I_i^1 & \cdots & I_n^1 \\ I_1^2 & I_2^2 & \cdots & I_i^2 & \cdots & I_n^2 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ I_1^m & I_2^m & \cdots & I_i^m & \cdots & I_n^m \end{bmatrix} \times \begin{bmatrix} O_1 \\ O_2 \\ \vdots \\ O_{n-1} \\ O_n \end{bmatrix},$$

(7)

**C. SCHMIDT ORTHOGONALIZATION**

The Schmidt orthogonalization [36] is a method that enables the orthogonality of matrices, and we use this method to add new properties to the QCM, which is shown in Fig. 9(a). The procedure is as follows:

Step 1: Eq. (3) is brought into Eq. (5) to obtain Eq.(8).

**FIGURE 9.** Schematic diagram of quantum cryptography measurement matrix.

Fig. 8 (Let n be equal to 4).

$$QCM = \begin{bmatrix} I_1(x, y) \\ I_2(x, y) \\ \vdots \\ I_i(x, y) \\ \vdots \\ I_{n-1}(x, y) \\ I_n(x, y) \end{bmatrix},$$

(4)

The transpose matrix of Eq.(2) is as Eq.(5), shown at the bottom of the page.

The bucket detector measurements result were $B_i$ [19].

$$B_i = \iint I_i(x, y)O_i(x, y)dx\,dy, \quad (6)$$

where $O_i(x, y)$ is the value of the target $(x, y)$ point of the $i$th detection.

$$QCM = \begin{bmatrix} I_1^1 & I_2^1 & \cdots & I_i^1 & \cdots & I_n^1 \\ I_1^2 & I_2^2 & \cdots & I_i^2 & \cdots & I_n^2 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ I_1^m & I_2^m & \cdots & I_i^m & \cdots & I_n^m \end{bmatrix}$$

(8)

Step 2: Using $\gamma$ to represent the column vector, Eq. (9) can be expressed as

$$QCM = \begin{bmatrix} I_1^1 & I_2^1 & \cdots & I_i^1 & \cdots & I_n^1 \\ I_1^2 & I_2^2 & \cdots & I_i^2 & \cdots & I_n^2 \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ I_1^m & I_2^m & \cdots & I_i^m & \cdots & I_n^m \end{bmatrix}$$

$$= \begin{bmatrix} I_1 & I_2 & \cdots & I_i & \cdots & I_n \\ \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\ I_{n-1} & I_{n-1} & \cdots & I_{n-1} & \cdots & I_{n-1} \\ I_n & I_n & \cdots & I_n & \cdots & I_n \end{bmatrix}$$

(9)

$$QCM^T = \begin{bmatrix} I_1(x, y) & I_2(x, y) & \cdots & I_i(x, y) & \cdots & I_{n-1}(x, y) & I_n(x, y) \end{bmatrix},$$

(5)
TABLE 1. NIST test results.

| N | Test Item | Sequence-A | Sequence-B | Sequence-C |
|---|-----------|------------|------------|------------|
| 1 | Frequency | .. | 0.162606 | 0.837119 |
| 2 | Block Frequency | .. | 0.911413 | 0.275709 |
| 3 | Cumulative Sums(Forward) | .. | 0.275709 | 0.739918 |
| 4 | Cumulative Sums(Reverse) | .. | 0.739918 | 0.834308 |
| 5 | Runs | .. | 0.275709 | 0.035174 |
| 6 | Longest Run | .. | 0.275709 | 0.739918 |
| 7 | Rank | 0.06199 | 0.213309 | 0.250485 |
| 8 | DFT | 0.911413 | 0.437274 | 0.739918 |
| 9 | Non-Overlapping Template | 0.122325 | 0.991468 | 0.999438 |
| 10 | Overlapping Template | 0.002043 | 0.637119 | 0.666882 |
| 11 | Universal | .. | 0.350485 | 0.162606 |
| 12 | Approximate Entropy | .. | 0.213309 | 0.964295 |
| 13 | Random Excursions | .. | 0.090936 | 0.060936 |
| 14 | Random Excursions Variant | .. | 0.090936 | 0.025193 |
| 15 | Serial(1) | 0.350485 | 0.834308 | 0.437274 |
| 16 | Serial(2) | 0.739918 | 0.964295 | 0.275709 |
| 17 | Linear Complexity | 0.122325 | 0.637119 | 0.637119 |

Step 3: Bring Eq. (8) into Eq. (9) to obtain Eq. (10).

\[
QCM = \begin{bmatrix}
I_1(x, y) \\
I_2(x, y) \\
\vdots \\
I_i(x, y) \\
\vdots \\
I_n-1(x, y) \\
I_n(x, y)
\end{bmatrix}
= \begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_i \\
\vdots \\
\gamma_{n-1} \\
\gamma_n
\end{bmatrix}, \quad (10)
\]

Step 4: For each column vector in Eq. (10), perform the transformation of Eq. (11) so that each column vector is orthogonal to each other to obtain the orthogonal matrix, as shown in Eq. (13).

\[
\hat{\gamma}_1 = \gamma_1, \\
\hat{\gamma}_2 = \gamma_2 - c_{21} \hat{\gamma}_1, \\
\hat{\gamma}_3 = \gamma_3 - c_{32} \hat{\gamma}_2 - c_{31} \hat{\gamma}_1, \\
\vdots \\
\hat{\gamma}_{m \times m} = \gamma_{m \times m} - c_{m \times (m-1)} \hat{\gamma}_1,
\]

where

\[
c_{ij} = \frac{\langle \hat{\gamma}_i \cdot \gamma_j \rangle}{\| \gamma_j \|_2^2}, \quad (12)
\]

\[
SO - QCM = \begin{bmatrix}
\hat{\gamma}_1 \\
\hat{\gamma}_2 \\
\vdots \\
\hat{\gamma}_i \\
\vdots \\
\hat{\gamma}_{n-1} \\
\hat{\gamma}_n
\end{bmatrix}, \quad (13)
\]

Step 6: From Eq. (13) and Eq. (14) can obtain the quantum cryptography matrix after final orthogonal normalization (SON-QCM) and the corresponding pattern is shown in Fig. 9(c). The quantum cryptography pattern with both random and orthogonal properties is converted from a quantum cryptography measurement matrix after orthogonal normalization.

\[
SQN - QCM = \begin{bmatrix}
\vartheta_1 \\
\vartheta_2 \\
\vdots \\
\vartheta_i \\
\vdots \\
\vartheta_{n-1} \\
\vartheta_n
\end{bmatrix}
= \begin{bmatrix}
v_1(x, y) \\
v_2(x, y) \\
\vdots \\
v_i(x, y) \\
\vdots \\
v_{n-1}(x, y) \\
v_n(x, y)
\end{bmatrix}, \quad (15)
\]

IV. NUMERICAL SIMULATION RESULTS

A. IMAGING PERFORMANCE ANALYSIS OF THE QUANTUM CRYPTOGRAPHY MATRIX

1) RANDOMNESS TEST OF MATRIX NUMERICAL SEQUENCE

In order to verify the influence of randomness of number sequence of measurement matrix on imaging results, three numerical sequences Sequence-A, Sequence-B and Sequence-C from different sources were used as data sources of measurement matrix. Sequence-A failed the NIST test and was a non-random sequence. Sequence-B is a pseudo-random sequence generated by Matlab built-in functions. Sequence-C is a true random sequence composed of quantum codes generated by QKD system. US statistical test suite published by the NIST (V2.1.2) is used to verify the randomness of Sequence-A, Sequence-B and Sequence-C. As can be seen from the test results (p-values) of NIST shown in Tab. 1, sequence-C shows good randomness.

2) IMAGING QUALITY ANALYSIS

We take the logo ‘gong’ of Industrial and Commercial Bank of China as the target object with the size of 32 × 32 pixels.
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FIGURE 10. (a) Sequence-A measurement matrix reconstruction image results, (b) Sequence-B measurement matrix reconstruction image results, (c) Sequence-C measurement matrix reconstruction image results.

FIGURE 11. (a) SO-QCM reconstruction image results, (b) QCM reconstruction image results.

(see Fig. 10 Object), and use the Sequence-A, Sequence-B and Sequence-C measurement matrix to carry out numerical simulation of CGI. The second-order correlation imaging results show that the Sequence-A measurement matrix can’t reconstruct the image information, while the Sequence-B and Sequence-C measurement matrix can successfully obtain the image information, and the image quality gradually increases with the increase of measurement times. Moreover, it can be seen from the calculated PSNR that the reconstructed image quality obtained by using the Sequence-C measurement matrix generated by quantum cryptography is higher than that of the Sequence-B measurement matrix generated by Matlab built-in functions, which proves that the randomness of the sequence is positively correlated with the imaging quality of the measurement matrix, and also indicates the superiority of quantum cryptography used in the measurement matrix.

B. OPTIMIZE THE QUANTUM CRYPTOGRAPHY MEASUREMENT MATRIX TO RECONSTRUCT THE IMAGES

1) MATRIX ORTHOGONALIZATION PERFORMANCE TESTS

In order to further improve the imaging performance of quantum cryptography measurement matrix and verify it, we perform Schmidt orthography and numerical simulation with 32 × 32 pixels letter GI as the target object. Fig. 11 (a) is the second-order correlation imaging result of SO-QCM, and Fig. 11 (b) is the second-order correlation imaging result of QCM. As shown in Fig. 11, the reconstruction result of Schmidt orthogonalization quantum cryptography measurement matrix is greatly improved compared with that of pure quantum cryptography measurement matrix. In order to express more visually the improvement of the performance of the measurement matrix after orthogonalization, we calculated the PSNR of the corresponding reconstructed image and showed it in the lower part of the image. It can be concluded
that the PSNR value of the reconstructed image keeps rising with the increasing number of detection. For the same number of detection, the reconstructed image of SO-QCM is better than QCM.

In order to further compare the advantages and disadvantages of the measurement matrices designed in this paper, the Gaussian measurement matrix, the Schmidt orthogonalized quantum cryptography measurement matrix, and the Hadamard measurement matrix are used to reconstruct the images with the differential reconfiguration algorithms, and the reconstruction of the target object “HNU” with the size of $32 \times 32$ pixels (see Fig. 12 Object) is calculated. Where (a) represents the Gaussian random matrix reconstruction image result, (b) represents the Hadamard measurement matrix reconstruction image result, and (c) represents the orthogonalized quantum cryptography measurement matrix.
reconstruction image result. From this figure, it can be concluded that the reconstruction clarity of orthogonalized quantum cryptography measurement matrix is higher than that of Gaussian random matrix, but lower than that of samples. Relative to the traditional measurement matrix, the SO-QCM proposed in this paper has great advantages.

2) MATRIX-NORMALIZED PERFORMANCE TEST

From the previous results, we found that the quality of the orthogonalized quantum cryptography measurement matrix reconstructed image is higher than that of the Gaussian random measurement matrix, but there is a big gap with Hadamard measurement matrix. In the research process, it is found that the normalization of quantum cryptography measurement matrix will affect the final imaging quality. To further improve the performance of the quantum cryptography measurement matrix, the measurement matrix after Schmidt orthogonalization is normalized to compare the quality of the reconstructed images. The experiment used 32 × 32 pixels of “Lena” with the differential reconfiguration algorithm. Where (a) represents the Hadamard matrix reconstruction image result, (b) represents the SO-QCM reconstruction image result, (c) represents the SON-QCM reconstruction image result. As can be seen from Fig. 13, the PSNR value of the reconstructed image using the normalized SO-QCM has been greatly improved and the gap with Hadamard has been narrowed.

From the above numerical simulation results, it can be seen that QCM with good randomness can effectively reconstruct the target object. The reconstruction quality of SO-QCM processed by Schmidt orthogonalization is better than QCM. The normalized SON-QCM has better performance in reconstructing the target object.

V. CONCLUSION

In this paper, we design a remote secure CGI system based on QKD that uses quantum cryptography to achieve secure transmission and establish a new measurement matrix. The matrix was further optimized using the Schmidt orthogonalization method, which effectively improved the image reconstruction efficiency and image quality of the remote CGI system. It is found that the randomness of the sequence constituting the measurement matrix is closely related to the image reconstruction results. The QCM with a good random distribution is more efficiently reconstructed with the same number of samples, which leads to a higher imaging quality after further orthogonalization processing. This method improves the safety of the CGI system and the imaging quality on this premise, which promotes the practicality of CGI technology and provides new ideas for the application of QKD technology. Further optimization of the QCM using deep learning techniques is considered in future work to advance the reduction of sampling times and shorten the image reconstruction time with the same imaging quality.
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