On the robustness of linear and non-linear fractional-order systems with non-linear uncertain parameters
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This paper presents the robust stabilization problem of linear and non-linear fractional-order systems with non-linear uncertain parameters. The uncertainty in the model appears in the form of the combination of ‘additive perturbation’ and ‘multiplicative perturbation’. Sufficient conditions for the robust asymptotical stabilization of linear fractional-order systems are presented in terms of linear matrix inequalities (LMIs) with the fractional-order \(0 < \alpha < 1\). Sufficient conditions for the robust asymptotical stabilization of non-linear fractional-order systems are then derived using a generalization of the Gronwall–Bellman approach. Finally, a numerical example is given to illustrate the effectiveness of the proposed results.
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1. Introduction

The question of stability is crucial in control theory. In the field of fractional-order control systems, there are many challenging and unsolved problems related to stability theory, with robust stability, bounded input–bounded output stability, and internal stability to name a few. Results on the stability of fractional-order control systems have been presented in Matignon (1996), Chen et al. (2006) and Petráš et al. (2004a). The issue of stability for fractional-order linear time-invariant (FO-LTI) systems with interval uncertainties, the stability issue has been addressed first in Petráš et al. (2004a) and then further detailed in Chen et al. (2006), Petráš et al. (2004b) and Ahn et al. (2007), even
with fractional-order interval uncertainties. Recently, a necessary and sufficient condition to evaluate non-commensurate fractional-order systems bounded input, bounded output stability has been presented in Sabatier et al. (2013).

For uncertain fractional-order systems with interval coefficients described in state-space form, the robust stability problem has been solved in Chen et al. (2006), where the matrix perturbation theory was used to find the range of the corresponding interval eigenvalues. The Lyapunov inequality was used in Ahn et al. (2007) to reduce the conservatism in the robust stability test of interval uncertain (FO-LTI) systems. It is shown in Ahn et al. (2007) that the robust stability of some specific (FO-LTI) systems with commensurate orders \( \alpha, 1 \leq \alpha < 2 \), can be effectively checked, regardless of the interval perturbation magnitudes. In Xing and Lu (2009), sufficient conditions for the robust stability and stabilization of linear fractional-order systems with non-linear uncertain parameters based on a LMI approach with the fractional-order \( \alpha \) belonging to \( 1 \leq \alpha < 2 \) have been presented. Recently, a novel fractional-order sliding mode controller for robust stabilization and synchronization problems of a class of fractional-order chaotic systems in the presence of model uncertainties and external disturbances has been investigated using the fractional-order version of the Lyapunov stability theory by Aghababa (2012).

In Lu and Chen (2010), sufficient conditions for the robust stability and stabilization of linear fractional-order interval systems with the fractional-order \( \alpha \), where \( 0 < \alpha < 1 \), have been investigated. This paper derived the results of N’Doye et al. (2010) to establish sufficient conditions for non-linear fractional-order systems with \( 0 < \alpha < 1 \) using LMI formulation and a new generalization of the Gronwall–Bellman lemma.

In this paper, sufficient conditions for the robust stabilization of linear and non-linear fractional-order systems with non-linear uncertainty parameters with fractional commensurate orders \( \alpha, 0 < \alpha < 1 \), are presented in terms of linear matrix inequalities (LMIs) in the linear case and using the generalization of the Gronwall–Bellman lemma in the non-linear case.

Another approach to stabilize non-linear systems is based on the Gronwall–Bellman lemma (see Pachpatte, 1973; Desoer and Vidyasagar, 1975). For example, this lemma has been applied to the exponential stability of non-linear affine systems by Zevin and Pinsky (2003), non-linear observer synthesis by Shimizu (2000), robust stabilization and observation of non-linear uncertain systems by Ï‡ak (1990), and robust stability of linear systems by Chen and Wong (1987) and Jetto and Orsini (2007). The generalization of the Gronwall–Bellman inequality provides an explicit bound to the unknown function and has been a powerful tool in the study of quantitative properties and stability of solutions of fractional-order equations (see N’Doye et al., 2009a,b, 2011). Based on the generalization of the Gronwall–Bellman inequality, we aim to establish a set of simple norm criteria of the robust stability for the non-linear fractional-order systems.

In Section 2, we provide some background on the fractional derivative and the two-parameter Mittag-Leffler function, which plays a very important role in fractional calculus. In Section 3, a sufficient and necessary condition for asymptotical stability of fractional-order systems with fractional-order \( \alpha \) belonging to \( 0 < \alpha < 1 \) is presented. In Section 4, uncertain non-linear fractional-order systems are presented. In Sections 5 and 6, the important issues related to linear and non-linear fractional-order systems are studied, respectively. Sufficient conditions for the robust stabilization of such linear and non-linear fractional-order systems are presented in terms of LMIs and using the generalization of the Gronwall–Bellman lemma.

Notations. \( \|x\| = \sqrt{x^T x} \) and \( \|A\| = \sqrt{\lambda_{max}(A^T A)} \) are the Euclidean vector norm and the spectral matrix norm, respectively, where \( \lambda_{max}(A^T A) \) is the maximal eigenvalue of the symmetric matrix \( A^T A \). \( f(\cdot) \) stands for the \( i \)th component of vector field \( f(\cdot) \). \( M^T \) is the transpose of \( M \). \( \text{Sym}\{X\} \) is used to denote \( X^T + X \). \( \otimes \) stands for the Kronecker product.
2. Preliminaries

2.1 Definition of the fractional derivatives

Fractional-order integration and differentiation are the generalization of their integer-order counterparts. Efforts to extend the specific definitions of the traditional integer order to the more general arbitrary order context led to different definitions for fractional derivatives (Das, 2008). One of the basic functions of fractional calculus is Euler’s Gamma function which is defined by the integral

\[ \Gamma(z) = \int_0^\infty e^{-t} t^{z-1} \, dt, \]  

which converges in the right half of the complex plane, i.e. \( \text{Re}(z) > 0 \). The correct definition of fractional derivative initial conditions needs to take into account the states of integer order integrators and more particularly the distributed state of the fractional integrator, we refer the readers to Trigeassou and Maamri (2010, 2011) and Trigeassou et al. (2011, 2013) for more details. One of the limitations of the definitions of fractional-order differentiation and model representations is the absence of initial memory effect. In view of the fact that the initial value of fractional-order systems is determined by all past states, it is not simple to take into account the initial condition in a coherent way. In spite of such difficulty, the initialization problems have been studied using Caputo and Riemann–Liouville definitions in Lorenzo and Hartley (2008, 2011). The fractional derivatives definitions differ in the initial conditions considered in each case. In the following, well-known two definitions are given with initialization functions.

The Riemann–Liouville derivative with fractional-order \( \alpha \) of continuous function \( f(t) \) with respect to \( t \) and the terminal value 0 is defined as (Lorenzo and Hartley, 2008)

\[
\begin{align*}
0D^\alpha_t f(t) &= \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^t \frac{f(\tau)}{(t-\tau)^{n-\alpha+1}} \, d\tau - RL\psi(f, \alpha, a, 0, t), \\
RL\psi(f, \alpha, a, 0, t) &= \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \int_a^0 \frac{f(\tau)}{(t-\tau)^{n-\alpha+1}} \, d\tau.
\end{align*}
\]

The Caputo derivative is defined as follows (Lorenzo and Hartley, 2011):

\[
\begin{align*}
0D^\alpha_t f(t) &= \frac{1}{\Gamma(n-\alpha)} \int_a^t \frac{d^n f(\tau)}{(t-\tau)^{n-\alpha+1}} \, d\tau - \psi(f, \alpha, a, 0, t), \\
\psi(f, \alpha, a, 0, t) &= \frac{1}{\Gamma(n-\alpha)} \int_a^0 \frac{d^n f(\tau)}{(t-\tau)^{n-\alpha+1}} \, d\tau,
\end{align*}
\]

where \( n \in \mathbb{N}, \alpha \in \mathbb{R}^+, a \in \mathbb{R}^- \) is the origin of time, \( \Gamma(\cdot) \) is the Gamma function and \( n-1 < \alpha < n \). \( \psi(f, \alpha, a, 0, t) \) and \( RL\psi(f, \alpha, a, 0, t) \) are initialization functions for the Caputo definition and the Riemann–Liouville definition, respectively.

In Lee et al. (2014), it has been shown that the definitions of Caputo and Riemann–Liouville derivatives, and their Laplace transforms are equivalent, respectively, when the initial value history is a constant for \( a < t_i < 0 \). In the rest of the paper, we use an operator \( D^\alpha f(t) \) and an initialization function \( \psi(f, \alpha, a, 0, t) \) to represent both the Caputo and Riemann–Liouville derivatives with a constant initial value history (i.e., zero initial value history).
In Trigeassou et al. (2012), Sabatier et al. (2010a) and Hartley et al. (2013), it has been shown that the initialization function approach and the infinite-state approach are strictly equivalent, so we adopted the definitions of fractional derivatives with initialization functions in our paper.

2.2 Numerical solution of fractional differential equations

In Diethelm et al. (2005), Diethelm et al. propose a review of the numerical solution techniques for systems of fractional differential equations. The predictor–corrector method proposed by Diethelm et al. (2002) is used in this paper. Such a method is a generalization of the Adams–Bashforth–Moulton predictor–corrector technique suitable for fractional differential equations, the numerical algorithm is based on the Caputo definition for the fractional derivative. The technique can be applied to both linear and non-linear fractional differential systems with either homogenous or non-homogenous initial conditions. In summary, the predictor step is calculated through the following equation (Diethelm et al., 2002):

\[ y^p_N(t_{n+1}) = \sum_{k=0}^{[\alpha]-1} \frac{t_{n+1}^k}{k!} y_0^{(k)} + \frac{1}{\Gamma(\alpha)} \sum_{j=0}^{n} b_{j,n+1} f(t_j, y_h(t_j)), \]  

(2.2)

where

\[ b_{j,n+1} = \frac{h^\alpha}{\alpha^\alpha} (n + 1 - j)^\alpha - (n - j)^\alpha, \]  

(2.3)

and the corrector step is calculated by the following equation:

\[ y_h(t_{n+1}) = \sum_{k=0}^{[\alpha]-1} \frac{t_{n+1}^k}{k!} y_0^{(k)} + \frac{h^\alpha}{\Gamma(\alpha + 2)} f(t_{n+1}, y^p_N(t_{n+1})) + \frac{h^\alpha}{\Gamma(\alpha + 2)} \sum_{j=0}^{n} a_{j,n+1} f(t_j, y_h(t_j)), \]  

(2.4)

where

\[ a_{j,n+1} = \begin{cases} n^{\alpha+1} - (n - \alpha)(n + 1)^\alpha, & \text{if } j = 0 \\ (N - j + 2)^{\alpha+1} + (n - j)^{\alpha+1} - 2(n - j + 1)^{\alpha+1}, & \text{if } 1 < j < n \\ 1, & \text{if } j = n + 1. \end{cases} \]  

(2.5)

Then, the fractional Adams–Bashforth–Moulton algorithm technique is described by equations (2.2) and (2.4) with the weights defined by equations (2.3) and (2.5).

2.3 Definition of the two-parameter Mittag-Leffler function

The two-parameter Mittag-Leffler function plays a very important role in the fractional calculus and is defined in Podlubny (1999) and Erdélyi and Bateman (1955) as follows:

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \alpha > 0, \ \beta > 0, \]  

(2.6)

where

\[ E_{\alpha,1}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)} = E_{\alpha}(z) \]

is the one-parameter Mittag-Leffler function.
The Laplace transform of the two-parameter Mittag-Leffler function is

$$
\int_0^\infty e^{-st} t^{\alpha k + \beta - 1} E_{\alpha, \beta}(t^{\alpha}) \, dt = \frac{s^{\alpha - \beta} k!}{(s^\alpha - a)^{k+1}},
$$

(2.7)

where $E_{\alpha, \beta}(t^{\alpha}) = (d(k)/dt^k) E_{\alpha, \beta}$.

The use of the Laplace transform of the Mittag-Leffler function (2.6) is a convenient way for obtaining various useful relationships for the Mittag-Leffler function.

**Lemma 2.1** (Podlubny, 1999; Wen *et al.*, 2008) If $A \in \mathbb{C}^{n \times n}$ and $\alpha < 2$, $\beta$ is an arbitrary real number, $\gamma$ is such that $\alpha \pi / 2 < \gamma < \min[\pi, \pi \alpha]$ and $\theta > 0$ is a real constant, then

$$
\|E_{\alpha, \beta}(A)\| \leq \frac{\theta}{1 + \|A\|}, \quad \gamma \leq |\arg(\lambda_i(A))| \leq \pi, \quad i = 1, \ldots, n,
$$

(2.8)

where $\theta = \max(C, \|P\| \|P^{-1}\| C), \lambda_i(A)$ denotes the $i$th eigenvalue of matrix $A, P$ is a non-singular coordinate transformation giving the Jordan form of $A, C/(1 + \|A\|) \geq \max_{1 \leq i \leq n} |C_0_i/(1 + \lambda_i)|$, where $C$ and $C_0_i$ are given positive constants.

### 3. Stability results for fractional-order dynamic systems

It has been shown that a fractional-order system of order $0 < \alpha < 2$ is stable if the following condition is satisfied (see Matignon, 1996, 1998) for $0 < \alpha \leq 1$ (see Sabatier *et al.*, 2008) for $1 < \alpha < 2$

$$
|\arg(\text{spec}(A))| > \alpha \frac{\pi}{2}.
$$

(3.1)

where $\text{spec}(A)$ represents the eigenvalues of matrix $A$.

This paper focuses on the stabilization problems for the case $0 < \alpha < 1$ and the condition given in Lemma 2.1 is satisfied by (3.1).

The necessary and sufficient LMIs conditions to satisfy condition (3.1) when the fractional-order $\alpha$ belonging to $0 < \alpha < 1$ are given in the following lemma.

**Lemma 3.1** (Lu and Chen, 2010) Let $A \in \mathbb{R}^{n \times n}$ be a real matrix and $0 < \alpha < 1$. A fractional-order system is asymptotically stable (i.e. $|\arg(\text{spec}(A))| > \alpha(\pi/2)$) if and only if there exist two real symmetric matrices $P_{k1} \in \mathbb{R}^{n \times n}, k = 1, 2$, and two skew-symmetric matrices $P_{k2} \in \mathbb{R}^{n \times n}, k = 1, 2$, such that

$$
\sum_{i=1}^2 \sum_{j=1}^2 \text{Sym}[\Gamma_{ij} \otimes (AP_{ij})] < 0,
$$

(3.2)

$$
\begin{bmatrix}
P_{11} & P_{12} \\
-P_{12} & P_{11}
\end{bmatrix} > 0,
\begin{bmatrix}
P_{21} & P_{22} \\
-P_{22} & P_{21}
\end{bmatrix} > 0,
$$

(3.3)
where

\[
\Gamma_{11} = \begin{bmatrix}
\sin\left(\frac{\alpha \pi}{2}\right) & -\cos\left(\frac{\alpha \pi}{2}\right) \\
\cos\left(\frac{\alpha \pi}{2}\right) & \sin\left(\frac{\alpha \pi}{2}\right)
\end{bmatrix},
\Gamma_{12} = \begin{bmatrix}
\cos\left(\frac{\alpha \pi}{2}\right) & \sin\left(\frac{\alpha \pi}{2}\right) \\
-\sin\left(\frac{\alpha \pi}{2}\right) & \cos\left(\frac{\alpha \pi}{2}\right)
\end{bmatrix},
\Gamma_{21} = \begin{bmatrix}
\sin\left(\frac{\alpha \pi}{2}\right) & \cos\left(\frac{\alpha \pi}{2}\right) \\
-\cos\left(\frac{\alpha \pi}{2}\right) & \sin\left(\frac{\alpha \pi}{2}\right)
\end{bmatrix},
\Gamma_{22} = \begin{bmatrix}
-\cos\left(\frac{\alpha \pi}{2}\right) & \sin\left(\frac{\alpha \pi}{2}\right) \\
-\sin\left(\frac{\alpha \pi}{2}\right) & -\cos\left(\frac{\alpha \pi}{2}\right)
\end{bmatrix}.
\]  

(3.4)

Note that the conditions given in Lemma 3.1 are equivalent to those given in Sabatier et al. (2010b) and Farges et al. (2010). Figure 1 shows the stable and unstable regions of the complex plane for \(0 < \alpha < 1\).

To prove the results in Sections 5 and 6, we need the following lemma.

**Lemma 3.2** (Khargonakar et al., 1990) Let \(X\) and \(Y\) be real vectors of the same dimension. Then, for any scalar \(\delta > 0\), the following inequality holds

\[
X^T Y + Y^T X \leqslant \delta X^T X + \delta^{-1} Y^T Y.
\]  

(3.5)
4. Uncertain non-linear fractional-order systems

In this paper, we generalize the integer-order mathematical model to the following uncertain fractional-order mathematical model where the system was initialized in the past with zero initial value history

\[(A_n + \Delta_n)D_t^\alpha q + \cdots + (A_1 + \Delta_1)D_t^\alpha q + (A_0 + \Delta_0)q = Bu + f(q, D_t^\alpha q, \ldots, D_t^{(n-1)\alpha} q) + \psi(q, \alpha, a, 0, t), \quad (4.1)\]

where \(n\) is an integer, \(0 < \alpha \leq 1\), \(q\) is a vector in \(\mathbb{R}^n\), \(A_i \in \mathbb{R}^{n \times n}\) and \(\bar{B} \in \mathbb{R}^{n \times m}\) are known matrices that represent the values of the system at nominal working point, the vector \(u \in \mathbb{R}^m\) is a known driving source and \(f(\cdot)\) is a known vector field. \(q^{(i)} = (q_1^{(i)} q_2^{(i)} \ldots q_n^{(i)})^T\) represents the \(i\)th order differentiation of vector \(q\). \(\Delta_i \in \mathbb{R}^{n \times n}\) \((i = 0 \ldots n)\) is the unknown constant matrix describing the uncertain parameters. Note that model (4.1) with the non-linear functions \(f(\cdot) = 0\) has been used in Xu and Darouach (1998) with \(\alpha = 1\) and in Xing and Lu (2009) with \(1 \leq \alpha < 2\).

Suppose that the matrix \((A_n + \Delta_n)\) is non-singular (see Xu and Darouach, 1998; Xing and Lu, 2009) (it is true for most of the physical systems), then (4.1) with zero initial value history can be written in the following form:

\[D^\alpha x(t) = (I + \Delta_m)[(A + \Delta_0)x(t) + f(x(t))u(t) + Bu(t) + \psi(x, \alpha, a, 0, t)], \quad 0 < \alpha < 1, \quad (4.2)\]

where

\[A = \begin{bmatrix} 0 & I_n & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_n \\ -A_n^{-1}A_0 & -A_n^{-1}A_1 & \cdots & -A_n^{-1}A_{n-1} \end{bmatrix}, \quad \Delta_m = \begin{bmatrix} 0_{(n-1)n \times (n-1)n} & 0 \\ 0 & -(A_n + \Delta_n)^{-1}\Delta_m \end{bmatrix}, \]

\[B = \begin{bmatrix} 0_{(n-1)n \times m} \\ A_n^{-1}\bar{B} \end{bmatrix}, \quad x = \begin{bmatrix} q \\ D_t^\alpha q \\ \vdots \\ D_t^{(n-1)\alpha} q \end{bmatrix}, \quad \Delta_a = \begin{bmatrix} 0_{(n-1)n \times n} & \cdots & 0_{(n-1)n \times n} \\ -A_n^{-1}\Delta_0 & \cdots & -A_n^{-1}\Delta_{n-1} \end{bmatrix}, \quad f(x) = \begin{bmatrix} 0_{(n-1)n \times m} \\ A_n^{-1}f(x) \end{bmatrix}, \]

where \(x(t) \in \mathbb{R}^{n^2}\) is the pseudo-state vector and \(\psi(x, \alpha, a, 0, t)\) is the initialization function.

In the sequel of the paper, we use the following assumption.

**Assumption 4.1** The non-linear system (4.2) satisfies the following conditions:

1. The system was initialized in the past, i.e. \(x(t) = x_0^\psi\) for \(t \in ] - \infty, 0]\) where \(x_0^\psi\) is a constant vector.
2. The function \(f(x(t))\) is bounded and measurable with \(f(0) = 0\).
3. There exist a positive constant \(\mu\) such that

\[\|f(x(t))\| \leq \mu \|x(t)\|, \quad (4.3)\]

4. The pair \((A, B)\) is stabilizable.
Remark 4.1 The representation (4.2) is not strictly a state space representation, since whatever definition of fractional derivative operator is used, the initial state vector \( x(t_0) \) at the initial time \( t_0 \) is not sufficient to determine the future and past behaviours of the systems. That is the reason why we denote the representation (4.2) as the pseudo-state space representation. We refer the reader to articles Sabatier et al. (2010a, 2012) and Trigeassou et al. (2012).

Remark 4.2 From the viewpoint of robustness analysis, it is only needed to consider the following two kinds of uncertain systems:

\[
D^\alpha x(t) = (A + \Delta_A)x(t) + f(x(t))u(t) + Bu(t) + \psi(x, \alpha, a, 0, t), \quad 0 < \alpha < 1
\] (4.4)

and

\[
D^\alpha x(t) = (I + \Delta_m)[(A + \Delta_a)x(t) + f(x(t))u(t) + Bu(t) + \psi(x, \alpha, a, 0, t)], \quad 0 < \alpha < 1.
\] (4.5)

The uncertain fractional-order non-linear systems described by (4.4) is a special case of (4.5) (when \( \Delta_m = 0 \)).

Assumption 4.2 (Xing and Lu, 2009) Consider the fractional-order non-linear systems (4.2) with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \), where \( \Delta_{ms} = -(A_n + A_n)^{-1}A_n \) and \( \Delta_a^i = -A^{-1}A_{i-1} \) (for \( i = 1, \ldots, n \)).

Suppose that

\[
\Delta_{ms} < d_m, \quad \Delta_a^i < d_a^i,
\] (4.6)

where \( d_m, d_a^i \in \mathbb{R}^{n \times n} \) (for \( i = 1, \ldots, n \)), then \( \Delta_m \) and \( \Delta_a \) satisfy

\[
\Delta_m = \begin{bmatrix} 0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & \Delta_{ms} \end{bmatrix} < \begin{bmatrix} 0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \ldots & d_m \end{bmatrix} = D_m,
\] (4.7a)

\[
\Delta_a = \begin{bmatrix} 0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ \Delta_a^1 & \ldots & \Delta_a^n \end{bmatrix} < \begin{bmatrix} 0 & \ldots & 0 \\ \vdots & \ddots & \vdots \\ d_a^1 & \ldots & d_a^n \end{bmatrix} = D_a.
\] (4.7b)

First, to investigate the robust stabilization of the non-linear fractional systems with \( 0 < \alpha < 1 \), Lemma 3.1 is used to derive a sufficient robust asymptotical stabilization of the linear fractional-order systems in terms of LMIs formulation. Thus, obtained result will be extended to ensure the robust stabilization of the non-linear fractional systems using the generalization Gronwall–Bellman lemma (see N’Doye et al., 2009a,b, 2011).

5. Robust stabilization of linear fractional-order systems

Consider the linear fractional-order system with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \) described by the pseudo-state space representation equation of the following form ((4.2) with \( f(.) = 0 \))

\[
D^\alpha x(t) = (I + \Delta_m)[(A + \Delta_a)x(t) + Bu(t) + \psi(x, \alpha, a, 0, t)], \quad 0 < \alpha < 1
\] (5.1)
where $x(t) \in \mathbb{R}^n$ is the state vector, $u(t) \in \mathbb{R}^m$ is the control input vector and $\psi(x, \alpha, a, 0, t) \in \mathbb{R}^n$ is the initialization function. $A$ and $B$ are known constant matrices, $\Delta_m$ and $\Delta_a$ are defined in Assumption 4.2. The system was initialized in the past, i.e. $x(t) = x_0^\psi$ for $t \in [a, 0]$ where $x_0^\psi$ is a constant vector.

The asymptotical stabilization of system (5.1) is given in the following theorem.

**Theorem 5.1** Under Assumptions 4.1 and 4.2, the linear fractional-order system (5.1) where $0 < \alpha < 1$ with non-linear uncertain parameters $\Delta_m$ and $\Delta_a$ satisfying (4.7) and $\psi(x, \alpha, a, 0, t) = 0$ controlled by the following feedback:

$$u(t) = Lx(t), \quad (5.2)$$

is asymptotically stable if there exists a matrix $Y \in \mathbb{R}^{m \times n}$ and a symmetric positive-definite matrix $N \in \mathbb{R}^{n \times n}$ and four real scalars $\delta_i > 0$ and $\ell_i > 0, (i = 1, 2)$ such that

$$\Xi = \begin{bmatrix} \Xi_{11} & \Xi_{12} \\ \Xi_{12} & \Xi_{22} \end{bmatrix} < 0, \quad (5.3)$$

where

$$\Xi_{11} = \sum_{i=1}^{2} \text{Sym}[\Gamma_{1i} \otimes (AN + BY)] + \sum_{i=1}^{2} \delta_i(I_2 \otimes \hat{D}_m) + \sum_{i=1}^{2} \ell_i(I_2 \otimes \hat{D}_{ma})$$

$$\Xi_{12} = [I_2 \otimes (AN + BY)^T \quad I_2 \otimes (AN + BY)^T \quad I_2 \otimes N^T \quad I_2 \otimes N^T]$$

$$\Xi_{22} = -\text{diag}(\delta_1, \delta_2, \ell_1, \ell_2) \otimes I_{2n},$$

and $\Gamma_{1i} (i = 1, 2)$ satisfy (3.4).

Moreover, a stabilizing state-feedback gain matrix is given by $L = YN^{-1}$.

**Proof.** The linear fractional-order systems (5.1) with the linear feedback $u(t) = Lx(t)$ can be written as

$$D^\alpha x(t) = \tilde{A}x(t), \quad 0 < \alpha < 1, \quad (5.4)$$

where $\tilde{A} = (I + \Delta_m)((A + \Delta_a) + BL) = (A + BL) + \Delta_m(A + BL) + \Delta_a + \Delta_a \Delta_m$.

From relation (4.6) (see Xing and Lu, 2009), it is easy to see that

$$\Delta_m \Delta_m^T \leq \hat{D}_m \quad \text{and} \quad \Delta_m \Delta_m^T \leq \hat{D}_{ma}, \quad (5.5)$$

where $\Delta_{ma} = \Delta_a + \Delta_m \Delta_a$ and $\hat{D}_m, \hat{D}_{ma} \in \mathbb{R}^{n \times n}$.

The linear fractional-order systems (5.1) are asymptotically stabilizable if the fractional-order system (5.4) are asymptotically stable. It follows from Lemma 3.1 that this is equivalent to that there exist two real symmetric matrices $P_{k1} \in \mathbb{R}^{n \times n}, k = 1, 2$, and two skew-symmetric matrices $P_{k2} \in \mathbb{R}^{n \times n}, k = 1, 2$, such that

$$\sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym}[\Gamma_{ij} \otimes \tilde{A}P_{ij}] = \sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym}[\Gamma_{ij} \otimes (\tilde{A}P_{ij})]$$

$$+ \sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym}[\Gamma_{ij} \otimes (\Delta_m \tilde{A}P_{ij} + \Delta_{ma}P_{ij})] < 0, \quad (5.6)$$

where $\tilde{A} = A + BL$ and $\Gamma_{ij} (i, j = 1, 2)$ satisfy (3.4).
Now, taking $P_{11} = P_{21} = N$ and $P_{12} = P_{22} = 0$ in relation (5.6), we obtain the following relation:

$$
\sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym} \left\{ \Gamma_{ij} \otimes (\tilde{A}P_{ij}) \right\} = \sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{i1} \otimes (\tilde{A}N) \right\} 
+ \sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{i1} \otimes (\Delta_{m}\tilde{A}N + \Delta_{ma}N) \right\} < 0. \quad (5.7)
$$

Note that $\Gamma_{i1} \Gamma_{i1}^T = I_2 (i = 1, 2)$ and it follows from Lemma 3.2 that for any real scalars $\delta_i > 0$ and $\ell_i > 0, (i = 1, 2)$ such that

$$
\sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{i1} \otimes (\Delta_{m}\tilde{A}N + \Delta_{ma}N) \right\}
\leq \sum_{i=1}^{2} \delta_i (\Gamma_{i1} \otimes \Delta_{m}) \Gamma_{i1} \otimes \Delta_{m}^T 
+ \sum_{i=1}^{2} \delta_i^{-1} (I_2 \otimes \tilde{A}N)^T (I_2 \otimes \tilde{A}N) 
+ \sum_{i=1}^{2} \ell_i (\Gamma_{i1} \otimes \Delta_{ma}) \Gamma_{i1} \otimes \Delta_{ma}^T 
+ \sum_{i=1}^{2} \ell_i^{-1} (I_2 \otimes N)^T (I_2 \otimes N), \quad (5.8)
$$

From (5.5), the inequality (5.8) can be written

$$
\sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{i1} \otimes (\Delta_{m}\tilde{A}N + \Delta_{ma}N) \right\}
\leq \sum_{i=1}^{2} \delta_i (I_2 \otimes \tilde{A}m) + \sum_{i=1}^{2} \delta_i^{-1} (I_2 \otimes \tilde{A}N)^T (I_2 \otimes \tilde{A}N) 
+ \sum_{i=1}^{2} \ell_i (I_2 \otimes \tilde{D}_{ma}) + \sum_{i=1}^{2} \ell_i^{-1} (I_2 \otimes N)^T (I_2 \otimes N). \quad (5.9)
$$
Substituting (5.9) into (5.7), we obtain
\[
\sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym} \left\{ \Gamma_{ij} \otimes (\tilde{A}P_{ij}) \right\} \leq \sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{ii} \otimes (\tilde{A}N) \right\} + \sum_{i=1}^{2} \delta_i (I_2 \otimes \hat{D}_m)
\]
\[
+ \sum_{i=1}^{2} \delta_i^{-1} (I_2 \otimes \tilde{A}N)^T (I_2 \otimes \tilde{A}N) + \sum_{i=1}^{2} \ell_i (I_2 \otimes \hat{D}_{ma})
\]
\[
+ \sum_{i=1}^{2} \ell_i^{-1} (I_2 \otimes N)^T (I_2 \otimes N) < 0.
\] (5.10)

Set \( Y = LN \) and substitute \( \tilde{A} = A + BL \) into (5.10), we have
\[
\sum_{i=1}^{2} \sum_{j=1}^{2} \text{Sym} \left\{ \Gamma_{ij} \otimes (\tilde{A}P_{ij}) \right\} \leq \sum_{i=1}^{2} \text{Sym} \left\{ \Gamma_{ii} \otimes (AN + BY) \right\} + \sum_{i=1}^{2} \delta_i (I_2 \otimes \hat{D}_m) + \sum_{i=1}^{2} \ell_i (I_2 \otimes \hat{D}_{ma})
\]
\[
+ \sum_{i=1}^{2} \delta_i^{-1} (I_2 \otimes (AN + BY))^T (I_2 \otimes (AN + BY))
\]
\[
+ \sum_{i=1}^{2} \ell_i^{-1} (I_2 \otimes N)^T (I_2 \otimes N) < 0.
\] (5.11)

This inequality (5.11) is equivalent to (5.3) by the Schur complement (see Boyd et al., 1994). This completes the proof. \( \Box \)

In Section 5, a sufficient condition for the linear fractional-order systems to be robustly asymptotically stable is studied. Now, in Section 6, a sufficient robust stabilization condition for the non-linear fractional-order systems is derived using the generalization of Gronwall–Bellman approach.

6. Robust stabilization of non-linear fractional-order systems

Consider the non-linear fractional-order system with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \) described by the following form:
\[
D^\alpha x(t) = (I + \Delta_m) [(A + \Delta_a)x(t) + f(x(t))u(t) + Bu(t) + \psi(x, \alpha, a, 0, t)], \quad 0 < \alpha < 1,
\] (6.1)
where \( x(t) \in \mathbb{R}^n \) is the state vector and \( u(t) \in \mathbb{R}^m \) is the control input vector. \( A \) and \( B \) are known constant matrices, \( \Delta_m \) and \( \Delta_a \) are defined in Assumption 4.2.

Under Assumptions 4.1 and 4.2, the robust asymptotical stabilization of system (6.1) is given in the following theorem.

**Theorem 6.1** Consider that Assumptions 4.1 and 4.2 hold.
First, assume that the non-linear function \( f(x(t)) = 0 \). Then, the non-linear fractional-order system (6.1) with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \) satisfying (4.7) controlled by the following
feedback:

\[ u(t) = Lx(t) \quad (6.2) \]

is robustly asymptotically stable.

Secondly, assume that the non-linear function \( f(x(t)) \) is not equal to zero. Then, the non-linear fractional-order system (6.1) with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \) satisfying (4.7) controlled by the feedback (6.2) is robustly asymptotically stable and has a unique solution \( x(t) \). In addition, the state \( x(t) \) is bounded as follows:

\[
\|x(t)\| \leq \frac{\theta \|x_0\|/(1 + \|\tilde{A}\|^{\alpha})}{(1 - ((2\mu \theta^2 \|L\|\|x_0\|)/(\alpha \|\tilde{A}\|))(1 - (1/(1 + \|\tilde{A}\|t/2))))}, \quad (6.3)
\]

where the initial state \( \|x_0\| \) satisfy

\[
\|x_0\| < \left( \frac{\alpha \|\tilde{A}\|}{2\mu \|L\|\theta^2} \right). \quad (6.4)
\]

Moreover, a stabilizing state-feedback gain matrix is given by \( L = YN^{-1} \).

**Proof.** Consider that Assumption 4.2 hold. If \( f(x(t)) = 0 \), the proof of the robust asymptotical stabilization using the feedback control (6.2) is given by Theorem 5.1.

Now, assume that the initial state \( \|x_0\| \) satisfy relation (6.4) and the non-linear function \( f(x(t)) \) is not equal to zero and satisfy Assumption 4.1.

The non-linear fractional-order system (4.2) with the control feedback \( u(t) = Lx(t) \) can be written as

\[
D^\alpha x(t) = (I + \Delta_m)(A + \Delta_a + BL)x(t) + f(x(t))Lx(t) + \psi(x, \alpha, a, 0, t), \quad 0 < \alpha < 1, \quad (6.5)
\]

where \( \tilde{A} = (I + \Delta_m)(A + \Delta_a + BL) \), \( \Delta_m \) and \( \Delta_a \) satisfy the relation (4.7).

Using the Laplace transform on the system (6.5), we obtain

\[
X(s) = (I_n s^\alpha - \tilde{A})^{-1} [\mathcal{L}(\psi(x, \alpha, a, 0, t)) + \mathcal{L}(f(x(t))Lx(t))]. \quad (6.6)
\]

Then, taking the Laplace inverse transform for (6.6), obtained with the inverse Laplace transform formula of the Mittag-Leffler function in two parameters, and using the integral convolution yield

\[
x(t) = E_{\alpha,1}(\tilde{A}t^\alpha)x_0 + \int_0^t (t - \tau)^{\alpha - 1} E_{\alpha,\alpha}(\tilde{A}(t - \tau)^\alpha) f(x(\tau))Lx(\tau) \, d\tau. \quad (6.7)
\]

Using the norm operator on the both sides of (6.7) and from condition (4.3) and Lemma 2.1, we obtain

\[
\|x(t)\| \leq \frac{\theta \|x_0\|}{1 + \|\tilde{A}\|^{\alpha}} + \int_0^t \mu \theta \|L\| \|t - \tau\|^{\alpha - 1} \|x(\tau)\|^2 \, d\tau \quad (6.8)
\]
or equivalently
\[ \|x(t)\| \leq \frac{\theta \|x_0\|}{1 + \|A\|^\alpha} + \int_0^t \frac{\mu \theta \|L\|(t - \tau)^{\alpha-1}}{1 + \|A\|(t - \tau)^\alpha} \|x(\tau)\|^2 \, d\tau. \] (6.9)

Then, according to the generalization of Gronwall–Bellman Lemma A.1 (see N’Doye et al., 2009a,b, 2011), let
\[ r(t) = \frac{\theta \|x_0\|}{1 + \|A\|^\alpha}, \quad f(\tau) = \frac{\mu \theta \|L\|(t - \tau)^{\alpha-1}}{1 + \|A\|(t - \tau)^\alpha}, \quad \ell = 2. \] (6.10)

By the generalization of Gronwall–Bellman lemma, if the following inequality is satisfied
\[ 1 - \mu \|L\| \int_0^t \left( \frac{\theta \|x_0\|}{1 + \|A\|^\alpha} \right) \frac{\theta(t - \tau)^{\alpha-1}}{1 + \|A\|(t - \tau)^\alpha} \, d\tau > 0 \quad \forall \ t > 0, \] (6.11)
which is equivalent to
\[ 1 - \mu \theta^2 \|L\| \|x_0\|\Phi(t) > 0 \quad \forall \ t > 0, \] (6.14)
where
\[ \Phi(t) = \int_0^t \frac{1}{(1 + \|A\|^\alpha) (1 + \|A\|(t - \tau)^\alpha)} (t - \tau)^{\alpha-1} \, d\tau. \] (6.15)

To verify the inequality (6.14), equation (6.15) is rewritten to the sum of the two parts
\[ \Phi(t) = \int_0^{t/2} \frac{1}{(1 + \|A\|^\alpha) (1 + \|A\|(t - \tau)^\alpha)} (t - \tau)^{\alpha-1} \, d\tau + \int_{t/2}^t \frac{1}{(1 + \|A\|^\alpha) (1 + \|A\|(t - \tau)^\alpha)} (t - \tau)^{\alpha-1} \, d\tau, \] (6.16)
which is equivalent to
\[ \Phi(t) = 2 \int_0^{t/2} \frac{\tau^{\alpha-1}}{(1 + \|A\|^\alpha)^2} \, d\tau. \] (6.17)

By integrating (6.17), we obtain
\[ \Phi(t) = \frac{2}{\alpha \|A\|} \left( 1 - \frac{1}{1 + \|A\|(t/2)} \right). \] (6.18)
Using (6.18), we have $\Phi(t) > 0$ if $t > 0$ and the expression

$$1 - \mu \|L\| \theta^2 \|x_0\| \Phi(t),$$

in relation (6.14) is minimal when $t$ tends to infinity. Then, inequality (6.14) holds if the initial state $x_0$ satisfies condition (6.4). From (6.9), the generalization of Gronwall–Bellman lemma given in Lemma A.1 yields the following inequality:

$$\|x(t)\| \leq \frac{\theta \|x_0\| \|(1 + \|A\|t^\alpha)/(1 - (2\mu \|L\| \|x_0\|/\alpha \|A\|\|1/(1 + \|A\|((t/2))))\\))\|}{(1 - (2\mu \|L\| \|x_0\|/\alpha \|A\|\|1/(1 + \|A\|((t/2))))\|),} \quad (6.19)$$

which is equivalent to inequality (6.3). Then, if time $t$ tends to infinity, $\|x(t)\|$ converges which implies the asymptotic stability of the zero solution. This ends the proof. □

7. Numerical example

In this section, we provide a numerical example to illustrate the applicability of the proposed method. Considering the following non-linear fractional-order system with non-linear uncertain parameters $\Delta_m$ and $\Delta_a$

$$D^\alpha x(t) = (I + \Delta_m)(A + \Delta_a)x(t) + f(x(t))u(t) + Bu(t), \quad \alpha = 0.76, \quad (7.1)$$

where

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & -4 & 5 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}, \quad \Delta_m = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & \delta_m \\ 0 & \delta_m & 0 \end{bmatrix}, \quad < D_m = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0.0124 \end{bmatrix},$$

$$\Delta_a = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \delta_0 & \delta_1 & \delta_2 \end{bmatrix}, \quad < D_a = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0.01183 & 0.01732 & 0.06512 \end{bmatrix}, \quad f(x) = \begin{bmatrix} 0 \\ -x_1 x_3 \\ x_1 x_2 \end{bmatrix}.$$

First, assume that the non-linear function $f(x(t)) = 0$. From Theorem 5.1, it follows that the non-linear fractional-order system (7.1) is asymptotically stable.

A feasible solution of (5.3) for the above fractional-order system (7.1) when $f(x(t)) = 0$ is obtained as follows:

$$Y = [-0.8320 \quad 0.9897 \quad -1.3368], \quad N = \begin{bmatrix} 0.2626 & -0.1106 & 0.0259 \\ -0.1106 & 0.1173 & -0.0826 \\ 0.0259 & -0.0826 & 0.1393 \end{bmatrix},$$

with $\alpha = 0.76$, $\delta_1 = 1.0467$, $\delta_2 = 0.2085$, $\ell_1 = 0.9810$ and $\ell_2 = 1.0542$.

Finally, the asymptotically stabilizing state-feedback gain matrix can be obtained

$$L = YN^{-1} = [-2.4736 \quad -0.5712 \quad 9.4738].$$

The time response of the system (7.1) with non-linear function $f(x(t)) = 0$ and $\alpha = 0.76$ is shown in Fig. 2, which shows that it is asymptotically stable and its states converge to zero.

From Theorem 6.1, assume that the non-linear function $f(x(t))$ is not equal to zero and the initial state satisfy $\|x_0\| \leq 0.0741$ with $\theta = 1.865$. 
Fig. 2. Time response of the selected system where \( f(x(t)) = 0 \) and \( \alpha = 0.76 \).

Fig. 3. Time response of the system with \( u(t) = Lx(t) \).
Then, the non-linear fractional-order system (7.1) with non-linear uncertain parameters \( \Delta_m \) and \( \Delta_a \) controlled by the feedback (6.2) is robustly asymptotically stable and the time response of the system with

\[
\tilde{A} = (I + \Delta_m)[(A + \Delta_a) + BL] = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1.4799 & -4.6104 & -4.4634
\end{bmatrix}
\]

is shown in Fig. 3, which shows that it is asymptotically stable and its states converge to zero.

8. Conclusion
In this paper, the stabilization problem of uncertain linear and non-linear fractional-order system with non-linear uncertain parameters has been studied using LMIs in the linear case and using LMIs and the generalization of Gronwall–Bellman lemma in the non-linear case. Sufficient conditions for the robust asymptotical stabilization of such linear and non-linear fractional-order system with non-linear uncertain parameters have been obtained. A numerical example has been given to show the effectiveness of the proposed results.
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Appendix

A.1 Generalization of Gronwall–Bellman lemma

Lemma A.1 (N’Doye et al., 2009a,b, 2011) Let

(i) $a, b \in \mathbb{R}, 0 \leq a < b, r(t) > 0$ a positive, monotonic, decreasing function, an integer $\ell > 1$,
(ii) $f : [a, b] \mapsto \mathbb{R}^+$ an integrable function such that, $\forall \alpha, \beta \in [a, b], (0 \leq \alpha < \beta)$, we have
\[
\int_\alpha^\beta f(s) \, ds > 0,
\]
(iii) $x : [a, b] \mapsto \mathbb{R}^+$ an essential bounded function such that
\[
x(t) \leq r(t) + \int_a^t f(s)(x(s))^{\ell} \, ds.
\]

If the following inequality
\[
1 - (\ell - 1) \int_a^t (r(s))^{\ell - 1} f(s) \, ds > 0,
\]
holds, then
\[
x(t) \leq \frac{r(t)}{(1 - (\ell - 1) \int_a^t (r(s))^{\ell - 1} f(s) \, ds)^{1/(\ell - 1)}}.
\]